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Vorwort 
I n der formalen L o g i k hat sich seit der zweiten Hälfte des vorigen 
J a h r h u n d e r t s eine tiefgreifende E n t w i c k l u n g vollzogen, so daß sich die 
moderne mathematische oder symbolische L o g i k ihren Methoden wie ihrem 
Inhal t nach wesentlich v o n der tradit ionel len L o g i k unterscheidet. I n 
ihrer modernen Gestalt hat sich die L o g i k eine Reihe neuer Anwendungs-
gebiete erschlossen, insbesondere i n der mathematischen Grundlagen-
forschung u n d i n der analytischen Phi losophie u n d Wissenschaftstheorie 
der Gegenwart u n d hat so über die Grenzen ihres Fachs hinaus ein weites 
Interesse gefunden. 
A n einen weiteren K r e i s v o n logisch Interessierten möchte s ich auch 
diese Einführung i n die Grundlehren der modernen L o g i k wenden. Sie 
n i m m t daher besondere Rücksicht auf die Schwierigkeiten des mathe-
mat isch nicht vorgebildeten Lesers i m U m g a n g m i t Formal i smen u n d 
entwickel t die Methode der Formal is ierung i n aller Ausführlichkeit. 
U n t e r diesem didakt ischen Gesichtspunkt w i r d auch nicht so sehr W e r t 
gelegt auf die schnelle Gewinnung v o n Resul taten , als auf die gründliche 
Einübung der Methoden, m i t denen sie gewonnen werden. Daher werden 
gelegentlich verschiedene Beweise für das gleiche Resul tat angegeben 
u n d Semant ik wie Beweisbegriff der elementaren L o g i k werden auf 
verschiedenen Wegen aufgebaut. Besonderer W e r t w i r d auch auf die 
semantische D e u t u n g der Formal i smen gelegt, die gleichwertig neben der 
Beweistechnik steht, u n d auf die Methoden des natürlichen Schließens, 
die sowohl für die Anwendungen wie auch für die Begründung der L o g i k 
wicht ig s ind. E infache Übungsaufgaben a m E n d e der einzelnen A b -
schnitte sollen dem Leser die Möglichkeit geben, sein Verständnis der 
Darlegungen z u kontrol l ieren u n d z u vertiefen. 
Das H a u p t z i e l des Buches ist es, den Leser z u einer gründlichen Be-
herrschung der elementaren L o g i k z u führen, die das F u n d a m e n t aller 
logischen Theorien bildet u n d deren K e n n t n i s z u m S t u d i u m der meisten 
nicht-mathematischen Anwendungen der L o g i k ausreicht. I m ersten 
K a p i t e l w i r d die einfachste logische Theorie, die Aussagenlogik, dar-
gestellt. A m Model l fa l l dieser Theorie w i r d d u r c h den Übergang v o m 
S t u d i u m aussagenlogischer S t r u k t u r e n i n der Umgangssprache zu 
ihrer Symbol is ierung u n d Präzisierung d u r c h Wahrhei t s funkt ionen und 
endl ich z u m A u f b a u eines axiomatischen Kalküls die Methode der For -
mal is ierung schrittweise entwickelt . I m zweiten K a p i t e l w i r d die Prädi-
katenlogik der ersten Stufe behandelt , wobei der A u s g a n g wieder von 
umgangssprachlichen S t r u k t u r e n genommen w i r d . D e r letzte Abschni t t 
dieses K a p i t e l s geht ausführlich auf die verschiedenen Möglichkeiten der 
Formal i s ie rung der elementaren L o g i k unter dem A s p e k t des natür-
l ichen Schließens ein. Dieser A b s c h n i t t ist i m Inhal t spezieller, in der 
Dars te l lung etwas schwieriger als die übrigen Darlegungen u n d kann 
be im ersten Durchlesen des Buches ohne N a c h t e i l für die Verständlichkeit 
des Folgenden überschlagen werden. D a s dri t te K a p i t e l stellt die E r -
weiterungen der Prädikatenlogik d u r c h H i n z u n a h m e der Identität , der 
K e n n z e i c h n u n g u n d der Funkt ions terme dar u n d bi ldet damit den A b -
schluß der B e h a n d l u n g der elementaren L o g i k . I m vierten u n d fünften 
K a p i t e l werden die Grundzüge stärkerer Logiksysteme entworfen, der 
Prädikatenlogik zweiter Stufe u n d der für die mathematischen A n -
wendungen besonders wicht igen Klassenlogik . A m Beispie l der elemen-
taren A r i t h m e t i k w i r d das P r o g r a m m des Logiz ismus, der Begründung 
der M a t h e m a t i k aus der L o g i k erläutert. D a s sechste K a p i t e l endl ich 
enthält , zusammengefaßt unter dem Gesichtspunkt der E n t w i c k l u n g 
der formalen L o g i k , eine Dars te l lung der aristotelischen Syl logis t ik , 
der B o o L E s c h e n Klassenlogik u n d der FREGESchen Definit ionslehre, 
i n der i m H i n b l i c k auf die große praktische Bedeutung der Def in i t ionen 
die wicht igsten Grundsätze des Definierens besprochen werden. 
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Einleitung 
W i r wollen diese Einführung i n die L o g i k beginnen m i t einer A b -
grenzung ihres Gegenstandes, des Themenkreises, m i t dem sie sich be-
schäftigt. D a s empfiehlt sich schon deswegen, wei l nicht nur der alltägliche 
Gebrauch der W o r t e L o g i k " u n d „logisch" höchst uneinheitl ich u n d 
vage ist , sondern auch der wissenschaftliche Gebrauch: E s gibt außer 
dem N a m e n „Philosophie" w o h l keinen N a m e n einer Wissenschaft, der 
i m Laufe der Geschichte so viele Bedeutungen angenommen hätte wie 
der N a m e „Logik" . A l s „logisch" hat m a n so erkenntnistheoretische, 
transzendentalphilosophische, spekulativ-metaphysische, ästhetische u n d 
psychologische Untersuchungen bezeichnet, bis sich bei H E G E L das Ganze 
der Philosophie, j a das Ganze der Wissenschaft schlechthin, unter diesen 
T i t e l ordnet. 
Demgegenüber wollen w i r i m folgenden den heute üblichen, engeren 
Wortgebrauch übernehmen u n d unter „Logik" immer nur die formale 
Logik verstehen. D i e formale Logik ist als wissenschaftliche D i s z i p l i n 
v o n A R I S T O T E L E S begründet worden, dessen Schule späterhin auch den 
N a m e n „Logik" für diese Disz ip l in geprägt h a t 1 . Unsere Begrenzung 
des Sachgebietes, für das „Logik" stehen soll , ist daher historisch w o h l 
begründet. 
W a s ist nun der Gegenstand der formalen L o g i k ? I m Anschluß a n 
die philosophische T r a d i t i o n w i r d diese Frage vielfach m i t der Dre i te i lung : 
die Lehre v o m Begriff — die Lehre v o m U r t e i l — die Lehre v o m Schluß 
beantwortet. N a c h d e m aber die Schlußlehre eine Lehre v o m U r t e i l u n d 
diese eine Lehre v o m Begriff i n gewissem U m f a n g voraussetzt, genügt 
es zunächst z u sagen: die L o g i k ist die Lehre v o m Schluß. Diese Charak-
terisierung eröffnet auch den Zugang z u den zentralen Problemstellungen 
unserer Wissenschaft i n ihrer modernen Ausprägung, so daß w i r u m der 
Deutl ichkeit einer ersten Orientierung wi l len i n Absehung von weiteren 
1 Zur Namensgeschichte der Logik vgl. [62], S. 7ff. — Die Nummern in 
eckigen Klammern im Text und in den Anmerkungen beziehen sich auf das 
Literaturverzeichnis auf S. 379ff. 
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Themenstellungen, die sich u m diesen Problemkern gruppieren, dies 
festhalten können: Logik ist als formale Logik die Wissenschaft vom 
Schließen, 
W a s ist nun ein Schluß ? Verdeutl ichen w i r uns das an einem Beispiel : 
I) P I ) A l l e Menschen sind sterblich 
P2) Sokrates ist ein Mensch 
K ) Sokrates ist sterblich. 
D i e vorstehende F i g u r (I) stellt einen Schluß dar, i n dem aus den 
Sätzen , , A l l e Menschen s ind s terbl ich" u n d „Sokrates ist ein M e n s c h " 
der Satz „Sokrates ist s terbl ich" erschlossen w i r d . D i e Sätze P I „Alle 
Menschen sind s terbl ich" u n d P 2 „Sokrates ist ein M e n s c h " nennen w i r 
die Prämissen, den Satz K „Sokrates ist s terbl ich" die Konklusion dieses 
Schlusses. Jeder Schluß enthält mindestens eine Prämisse u n d eine 
K o n k l u s i o n u n d w i r nennen i h n gültig, wenn sich aus der A n n a h m e der 
Wahrhei t der Prämissen die Wahrhei t der K o n k l u s i o n ergibt, wie das 
i n (I) der F a l l i s t : W e n n alle Menschen sterblich s ind u n d Sokrates ein 
Mensch ist, so muß auch Sokrates sterblich sein. I n diesem Schluß 
w i r d n u n weder die Wahrhei t der Prämissen behauptet (also i m Beispie l (I) 
weder, daß alle Menschen sterblich sind, noch daß Sokrates ein Mensch 
ist) noch die Wahrhei t der K o n k l u s i o n (daß Sokrates sterbl ich ist). 
Vie lmehr handelt es sich u m eine hypothetische Aussage: wenn die 
Prämissen wahr s ind, dann ist auch die K o n k l u s i o n wahr. D i e W a h r h e i t 
der K o n k l u s i o n w i r d also nur unter der Voraussetzung der W a h r h e i t 
der Prämissen behauptet. So k a n n ein Schluß auch dann gültig sein, 
wenn seine K o n k l u s i o n falsch ist, nur muß dann mindestens eine seiner 
Prämissen ebenfalls falsch sein. So stellt z. B . auch die F i g u r 
II) P I ) A l l e Menschen s ind unsterblich 
P2) Sokrates ist ein Mensch 
K ) Sokrates ist unsterblich 
einen gültigen Schluß dar, obwohl die Prämisse P I u n d die K o n k l u s i o n 
K falsch s ind. 
Ferner ergibt sich i n unserem Beispiel (I) die Wahrhei t der K o n k l u s i o n 
aus der Wahrhei t der Prämissen ohne irgendein Tatsachenwissen, d . h . 
ohne ein Wissen über die biologischen Eigenschaften der Menschen oder 
die Kenntn i s der sterblichen Lebewesen oder von Sokrates. Erse tz t m a n 
etwa i n (I) das Prädikat „Mensch" durch das Prädikat „Mathemat iker" , 
das Prädikat „sterbl ich" durch „musikalisch", den Eigennamen „Sokra-
tes" d u r c h den Eigennamen „Heinrich", so erhält m a n den Schluß: 
der ebenfalls gültig ist, wie m a n wieder ohne irgendein Tatsachenwissen 
erkennen k a n n . D u r c h diese Ersetzbarkeit w i r d deutl ich, daß der Schluß 
(I) e in abstraktes Verhältnis zwischen Begriffsumfängen beinhaltet. A l s 
Umfang eines Begriffes bezeichnen w i r dabei die Menge der Gegenstände, 
die unter diesen Begriff fällt. U n d w i r sagen „ein Gegenstand a fällt 
unter einen Begriff A", wenn der Gegenstand a die Eigenschaft hat, 
die der Begriff A beinhaltet. So beinhaltet der Begriff ,rot' die E igen-
schaft, rot z u sein, u n d ein Gegenstand a fällt unter den Begriff ,rot' , 
wenn a rot ist. D a n n ist z. B . der U m f a n g des Begriffes ,Mensch' die 
Menge aller Menschen, der U m f a n g des Begriffes »Wirbeltier' die Menge 
aller Wirbel t iere , usw. 
D i e Gültigkeit des Schlusses (I) gründet sich n u n auf folgendes ein-
fache Verhältnis zwischen Begriffsumfängen, das ganz allgemein für 
beliebige Begriffe g i l t : Ist der U m f a n g eines Begriffes A (im Beispie l : 
der U m f a n g des Begriffes ,Mensch') enthalten i m U m f a n g eines Begriffes B 
(im U m f a n g des Begriffes ,sterblich'), so fällt jeder Gegenstand a (Sokra-
tes), der unter den Begriff A fällt, auch unter den Begriff B. Graphisch 
stellt man dieses Verhältnis auch so dar : 
Dabei repräsentieren die P u n k t e i m Kre i s A die Gegenstände, die 
unter den Begriff A fallen, die P u n k t e i n Kre i s B die Gegenstände, die 
unter den Begriff B fallen. D a alle P u n k t e i m K r e i s A auch i m K r e i s B 
liegen, liegt a i n B, wenn a i n A liegt. 
D a m i t w i r d n u n auch deutl ich, wieso m a n eine Logik , die Schlüsse 
von der A r t unseres Beispiels (I) untersucht, als „formal" charakterisiert: 
i n ) P I ) A l l e Mathemat iker s ind musikal isch 
P2) H e i n r i c h ist ein Mathemat iker 
K ) H e i n r i c h ist musikal isch 
E i n e solche Logik sieht v o n den materialen Eigenschaften der Gegen-
stände, auf die sich die Prämissen u n d die K o n k l u s i o n beziehen, völlig 
ab, u n d untersucht abstrakte Beziehungen zwischen Sätzen und Be-
griffen, die unabhängig v o n den konkreten u n d v o n Wissenschaftsbereich 
z u Wissenschaftsbereich verschiedenen Eigentümlichkeiten des Sach-
gebiets gelten. 
E i n e Untersuchung des formalen Schließens hat n u n ein gewisses 
immanentes Interesse, das für den Logiker ausschlaggebend ist. Abge-
sehen davon ist ein S t u d i u m des formalen Schließens aber auch für die 
übrigen Wissenschaften bedeutsam. D a z u wollen wir zwei Hinweise 
geben: 
E s ist allgemein geläufig, daß unter den wissenschaftlichen A r g u m e n -
ten den Beweisen eine ausgezeichnete Bedeutung z u k o m m t . E i n Beweis, 
m a n denke etwa an das P a r a d i g m a eines mathematischen Beweises, ist 
eine Folge v o n Schlüssen, deren erste Prämissen bereits bewiesene Sätze 
s ind oder z u den Voraussetzungen gehören, unter denen die Behauptung 
als wahr erwiesen werden sol l , u n d deren letzte K o n k l u s i o n die z u be-
weisende Behauptung ist . D a m i t ein Beweis akzeptiert w i r d , fordert 
m a n i m allgemeinen nur , daß jeder Schri t t des Beweises, jeder einzelne 
Schluß als r icht ig einleuchte. Dieses „Einleuchten" ist aber n u n kein 
unproblematisches K r i t e r i u m , denn es hat schon manchem etwas ein-
geleuchtet, was sich hinterher als falsch erwies. W e n n m a n den Beweisen 
größtmögliche Strenge sichern u n d die Beweismit te l einer genauen 
K o n t r o l l e zugänglich machen w i l l , so w i r d m a n daher fordern, daß die 
i m Beweis vollzogenen Schlüsse rein formal s ind, d . h . daß be im Übergang 
v o n den Prämissen z u der K o n k l u s i o n eines Beweisschrittes keinerlei 
materiale Pr inz ip ien verwendet werden. M a n w i r d also fordern, daß 
jeder Beweisschritt sich darstellt als ein rein formaler Schluß. A l l e z u m 
Beweis der B e h a u p t u n g verwendeten materialen P r i n z i p i e n müssen 
dann i m Beweis als Prämissen expl iz i t aufgeführt werden. E i n e solche 
Forderung, alle Beweismit te l expl iz i t anzugeben, erleichtert zugleich die 
Uberprüfung v o n Beweisen u n d hebt Beweislücken deutl icher hervor , 
die durch den allgemeinen A p p e l l an die inhalt l iche E v i d e n z sonst leicht 
verdeckt werden. W i l l m a n n u n allgemeine K r i t e r i e n für strenge Beweise i n 
diesem S inn aufstellen, so muß m a n sich auf eine Theorie des formalen 
Schließens beziehen, d . h . m a n muß die L o g i k z u R a t e ziehen. 
Dieses A r g u m e n t für die allgemeine wissenschaftliche B e d e u t u n g der 
L o g i k wollen w i r noch v o n einer anderen Seite her beleuchten: D i e E n t -
w i c k l u n g einer empirischen Wissenschaft folgt, i n einer hier zulässigen 
großzügigen Vereinfachung gesehen, e twa folgendem Schema: auf eine 
Phase reiner Beschreibung u n d Klass i f iz ierung einzelner Phänomene 
folgt eine Phase der empirischen Generalisierung — Gesetzeshypothesen 
werden i n F o r m i n d u k t i v e r Verallgemeinerungen v o n einzelnen Beob-
achtungen aufgestellt u n d geprüft. Diese Phase w i r d endl ich — i m 
Streben nach immer höherer Al lgemeinhei t — abgelöst durch die Phase 
der T h e o r i e n b i l d u n g : die einzelnen Gesetzeshypothesen der Wissenschaft 
werden i n einen dedukt iven Zusammenhang gebracht, d . h . sie werden 
gegliedert i n Grundgesetze, welche die fundamentalen Eigenschaften des 
Gegenstandsbereichs der Wissenschaft beschreiben, u n d i n Theoreme, die 
aus diesen Grundgesetzen hergeleitet werden können. D a b e i ist es das 
schon v o n A R I S T O T E L E S (in Weiterführung platonischer Gedanken) ver-
kündete Idealb i ld einer solcherart systematisierten Wissenschaft , daß 
die Theoreme sich aus den Grundgesetzen re in formal erschüeßen lassen, 
d . h . ohne Zuhil fenahme materialer Schlußprinzipien, so daß also der 
gesamte materiale Gehal t der Theorie vollständig i n den Grundgesetzen 
enthalten ist u n d sich nicht i m Ver lauf der Her le i tung v o n Theoremen 
unbemerkte u n d also unkontrol l ierbare weitere A n n a h m e n über die 
N a t u r des Sachgebiets einschleichen. 
G O T T L O B F R E G E , einer der Schöpfer der modernen L o g i k , hat die 
erkenntnistheoretische Bedeutung einer solchen dedukt iven Systemati -
sierung des Wissens hervorgehoben, wenn er sagte: 
, ,Es liegt nahe, die zusammengesetzteren . . . Urte i le aus einfacheren 
abzuleiten, nicht u m sie gewisser z u machen, was meistens unnötig wäre, 
sondern u m die Beziehungen der Urte i le zueinander hervortreten z u 
lassen. E s ist offenbar nicht dasselbe, ob m a n bloß die Gesetze kennt 
oder ob m a n auch weiß, wie die einen schon durch die anderen mitgegeben 
sind. A u f diese Weise gelangt m a n z u einer kleinen A n z a h l v o n Gesetzen, 
i n welchen . . . der Inhal t aller, obschon unentwickelt , eingeschlossen ist. 
U n d auch dies ist ein N u t z e n der ableitenden Darstellungsweise, daß 
sie jenen K e r n kennenlehrt. D a m a n bei der unübersehbaren Menge 
der aufstellbaren Gesetze nicht alle aufzählen k a n n , so ist Vollständigkeit 
nicht anders als durch A u f s u c h u n g derer z u erreichen, die der K r a f t 
nach alle i n sich schl ießen 1 . " 
U m dies Ideal einer d e d u k t i v systematisierten Wissenschaft z u 
erreichen, benötigt m a n wiederum eine strenge Schlußlehre, benötigt 
also die Ergebnisse der L o g i k . 
1 [14], S. 25. 
W e n n m a n angesichts dieser Überlegungen auch die prinzipielle 
Bedeutung der L o g i k für die Wissenschaften zugestehen muß, so bleibt 
doch ein Bedenken offen: ist n icht die Bedeutung der L o g i k jedenfalls 
i m praktischen Wissenschaftsbetrieb gering, d a doch die faktisch in den 
Wissenschaften verwendeten Schlußformen höchst einfach u n d durch-
sichtig s ind, so daß bei einiger A u f m e r k s a m k e i t ohnehin jedermann 
logisch r icht ig schließt, ohne bei den L o g i k e r n in die Schule gegangen 
z u sein. Ist also die L o g i k nicht eine t r iv ia le Wissenschaft ? Diese A n -
sicht m a g viel leicht angesichts der aristotelischen Syl logist ik naheliegen 
u n d sie ist auch v o n einem so bedeutenden Phi losophen wie K A N T ver-
treten worden, der sagte, daß die L o g i k seit A R I S T O T E L E S keinen Schritt 
v o r noch zurück habe t u n können, also offenbar geschlossen u n d vollendet 
sei 1 . Tatsächlich war aber das Ungenügen der aristotelischen Syllogist ik 
gegenüber den strengen Anforderungen einer Theorie des Schließens 
ein Anstoß zur E n t w i c k l u n g der modernen L o g i k , die dem Inhal t nach 
weit über die Syl logist ik hinauswachsen mußte , u m diesen Anforderungen 
gerecht z u werden. E i n e r der Begründer der modernen L o g i k , G E O R G E 
B O O L E , hat darauf hingewiesen, daß m a n schon z u m Beweis der Theoreme 
der elementaren A r i t h m e t i k n icht m i t den Schlußformen der Syl logist ik 
auskommt, u n d für F R E G E wurde dies Ungenügen der tradit ionellen 
L o g i k z u m Anlaß für seine geniale Neubegründung der L o g i k , für die 
das E p i t h e t o n „tr ivial" ebenso fehl a m P l a t z wäre wie für die höhere 
Mathemat ik . 
D e r E i n s c h n i t t i n der E n t w i c k l u n g der L o g i k u m die M i t t e des 
19. Jahrhunderts , der den B e g i n n der modernen Logik zeichnet, ist n u n 
so scharf, daß er noch heute den Anlaß mancher philosophischer D i s -
kussionen bi ldet . W i r wollen daher die Eigentümlichkeit der modernen 
L o g i k hier noch etwas näher ins A u g e fassen 2 . 
N a c h d e m die Philosophie, die bis ins letzte Jahrhunder t für die 
L o g i k als eine philosophische Te i ld i sz ip l in zuständig war, zunächst lange 
v o n den neuen E n t w i c k l u n g e n auf logischem Gebiet keine N o t i z ge-
nommen hatte, t rat i n unserem Jahrhunder t das Verhältnis der neuen 
zur tradit ionel len L o g i k i n den Widers tre i t der Meinungen. Insbesondere 
wurde die Frage diskut ier t , ob diese neue D i s z i p l i n ein A n r e c h t auf den 
1 Kritik der reinen Vernunft, Vorrede zur 2. Aufl., B VIII. 
2 Auf die geschichtlichen Zusammenhänge werden wir im Verlauf der 
späteren Darlegungen, insbesondere im 6. Kapitel, noch etwas näher ein-
gehen. 
T i t e l , , L o g i k " habe. D i e polemische Phase dieser Diskussionen ist — 
v o n wenigen Nachzüglern abgesehen — heute abgeschlossen. Das V e r -
dienst daran gebührt vor al lem den unwidersprechlich gründlichen 
historischen u n d systematischen Untersuchungen v o n J A N L U K A S I E W I C Z , 
H E I N R I C H S C H O L Z u n d J . M . B O C H E N S K I 1 , i n denen gezeigt wurde, daß 
der Gegenstand der modernen L o g i k m i t dem Gegenstand der aristote-
l ischen formalen L o g i k zusammenfällt, so daß der modernen D i s z i p l i n 
das A n r e c h t auf den T i t e l , , L o g i k " nicht streit ig z u machen ist. Diese 
A u t o r e n haben ferner auch deutl ich gemacht, daß die Ergebnisse der 
tradi t ionel len L o g i k i n den Lehren der modernen L o g i k m i t enthalten 
s ind, daß diese aber dem Inhalt nach wesentlich über den Gehalt der 
tradit ionel len L o g i k hinausgeht. D i e E n t w i c k l u n g der L o g i k ist also 
heute weit über die tradit ionelle Syl logist ik hinausgewachsen, die damit 
nur mehr historisches Interesse beanspruchen k a n n . D e m n a c h wäre also 
z u sagen, daß sich die moderne L o g i k zur aristotelischen Syl logist ik, 
die den wesentlichen Grundstock der sogenannten traditionellen Logik 
ausmacht, ähnlich verhält wie die moderne M a t h e m a t i k zur M a t h e m a t i k 
des Hel lenismus. 
Diese fruchtbare E n t w i c k l u n g der modernen L o g i k gründet sich vor 
allem auf die V e r w e n d u n g neuer methodischer P r i n z i p i e n . 
A n erster Stelle ist hier die Methode der Formalisierung z u nennen, 
durch die s ich die moderne v o n der tradit ionellen L o g i k a m greifbarsten 
unterscheidet. E i n genaueres Verständnis dieser Methode werden erst 
die folgenden systematischen Darlegungen erwecken können. H i e r 
genüge der folgende H i n w e i s : 
D i e Formal i s ierung einer Theorie vol lzieht sich i n zwei Schr i t ten : 
I m ersten Schri t t w i r d eine S y m b o l - oder Kunstsprache aufgebaut, 
i n deren A u s d r u c k s m i t t e l n die Sätze der Theorie formuliert werden 
können. D i e entscheidenden Gesichtspunkte für die Erse tzung der 
Alltagssprache, i n unserem F a l l also der deutschen Sprache, d u r c h eine 
solche Kunstsprache s ind folgende: 
a) D ie Alltagssprache dient vielen, ganz heterogenen Zwecken, z u 
Mittei lungen i m täglichen Leben, zur D i c h t u n g , zur F o r m u l i e r u n g der 
Ergebnisse verschiedener Wissenschaften usw. Diesen Zwecken k a n n 
sie nur durch eine gewisse Biegsamkeit gerecht werden, die sich bei der 
Benützung für bestimmte Zwecke dann i n F o r m v o n Vagheiten u n d 
Vieldeutigkeiten der W o r t e hinderl ich bemerkbar machen k a n n . E s 
1 Vgl. dazu [49], [50], [62], [5]. 
steht v o n vornherein z u erwarten, daß m a n speziellen Zwecken durch 
eine auf diese Zwecke besonders zugeschnittene Spezialsprache besser 
gerecht werden k a n n . Tatsächlich verwendet m a n j a auch i n den 
einzelnen Wissenschaften eine besondere Terminologie, die sich aus dem 
umgangssprachlichen Wortgebrauch d u r c h Präzisierung der Wortbe-
deutungen, Wortneuschöpfungen usw. ergibt. B e i m A u f b a u einer K u n s t -
sprache geht m a n n u n i n R i c h t u n g auf die angestrebte Präzisionssprache 
noch einen entscheidenden Schr i t t weiter, indem m a n keinerlei umgangs-
sprachliche Ausdrücke sondern nur K u n s t w o r t e verwendet, die so de-
finiert werden, daß jeder N a m e genau eine fest umrissene Bedeutung hat. 
b) D i e Kunstsprache w i r d als lingua char acter istica nach der Idee 
v o n L E I B N I Z aufgebaut, d . h . als Sprache, i n der die syntaktische S t ruktur 
der Ausdrücke die ontologisch-kategoriale S t r u k t u r ihrer Bedeutungen 
widerspiegelt. Jedem A u s d r u c k des Systems sieht m a n an seiner syntak-
tischen Gestalt also an, ob er eine Aussage, einen Begrif f oder einen 
Gegenstand bezeichnet, weiterhin auch, welcher Kategorie der bezeich-
nete Begriff angehört, ob u n d gegebenenfalls wie die bezeichnete Aussage 
zusammengesetzt ist usw. — I n der Umgangssprache k a n n v o n einer 
Erfüllung dieser Bedingungen nicht die Rede sein. Die Verfassung einer 
lingua characteristica ist aber n u n Voraussetzung dafür, daß m a n auch 
m i t sehr komplexen Bezeichnungen — kompl iz ie r t verschachtelten 
Sätzen, zusammengesetzten Prädikaten — zielstrebig u n d korrekt 
operieren k a n n , deren Bedeutung z u realisieren höchst mühsam wäre. 
M a n hat nämlich nur auf ihre syntaktische Gestal t z u b l i cken , die wesent-
l i c h leichter z u erfassen i s t , u n d beherrscht damit kraf t der K o r r e -
spondenz dieser Gestalt z u m ontologischen Bere ich auch die Bedeutungen 
der Ausdrücke. H . S C H O L Z sagt d a z u : 
, ,Dies ist, wenn es planmäßig ausgeübt u n d v o n den einfachen Fällen 
auf beliebig verwickelte Fäl le übertragen w i r d , eine ungemeine E n t -
las tung; denn es erspart uns auf eine höchst sinnreiche A r t das Denken 
an Stellen, an denen es ein für al lemal erspart werden k a n n . — N u n 
ist das D e n k e n i n jedem F a l l eine mehr oder weniger zeitraubende A n -
strengung. D u r c h diese sinnreiche A r t der planmäßigen E r s p a r u n g v o n 
Denkprozessen gewinnen w i r also Zeit . Diese Zei t k a n n verwendet 
werden für die Bezwingung v o n Aufgaben, an die w i r sonst überhaupt 
nicht herankommen würden. Andererseits hat dieses Verfahren auch i n den 
elementarsten Fäl len einen sehr wesentlichen E f f e k t . E s sichert uns ein 
für a l lemal gegen Irrtümer, die w i r i n diesen elementarsten Fäl len ganz 
besonders z u fürchten haben, wenn w i r uns dem inhal t l ichen Denken 
über lassen 1 . " 
D e r zweite Schr i t t der Formal is ierung einer Theorie besteht dann 
d a r i n , daß m a n ihre Theoreme oder Lehrsätze auf rein syntaktischem 
W e g e auszeichnet, d . h . d u r c h ihre Ausdrucksgestal t , nicht durch ihre 
B e d e u t u n g best immt. Das geschieht etwa dadurch, daß m a n eine syntak-
t i sch wohldef inierte Klasse v o n Sätzen der Kunstsprache als Klasse v o n 
A xiomen angibt u n d best immte syntaktische Regeln festlegt, m i t denen 
aus vorgegebenen Sätzen neue Sätze gewonnen werden können. Diese 
Rege ln s ind also syntakt i sch formulierte Schlußregeln, die m a n n u n rein 
mechanisch anwenden k a n n , ohne auf die Bedeutung der Sätze z u achten. 
D e r Gedanke der A x i o m a t i s i e r u n g v o n Theorien geht, wie oben erwähnt, 
auf A R I S T O T E L E S zurück, die rein syntaktische Fassung der A x i o m a t i k 
aber ist eine L e i s t u n g der modernen L o g i k , die, ähnlich wie die V e r -
w e n d u n g v o n Kunstsprachen , zwei Vorzüge h a t : der H o r i z o n t des 
schlußfolgernden Denkens w i r d durch die E n t l a s t u n g v o m inhal t l i chen 
V o l l z u g der Beweisketten wesentl ich erweitert u n d der syntakt i sch 
gefaßte Beweisbegriff ermöglicht eine wesentl ich schärfere krit ische 
Überprüfung vorgelegter Beweise auf ihre Validität h i n . F R E G E sagt 
d a z u : 
, ,Das Schließen geht n u n i n meiner Begriffsschrift nach einer A r t 
R e c h n u n g v o r s ich. I ch meine dies n icht i n dem engen S inn , als ob dabei 
ein A l g o r i t h m u s herrsche, gleich oder ähnlich dem des gewöhnlichen 
Addierens oder Mult ip l iz ierens , sondern i n dem Sinne, daß überhaupt 
ein A l g o r i t h m u s d a ist , d . h . ein Ganzes v o n Regeln , die den Übergang 
v o n einem Satze oder v o n zweien z u einem neuen beherrschen, so daß 
nichts geschieht, was nicht diesen Regeln gemäß wäre. Meine A b s i c h t 
ist also auf lückenlose Strenge der Beweisführung u n d größte logische 
Genauigkeit gerichtet, daneben auf Übersichtlichkeit u n d K ü r z e 2 . " 
Diese Methode der Formal is ierung hat z u m erheblichen T e i l die 
großen Erfolge der modernen logischen Forschung ermöglicht. Das ist 
für den Außenstehenden auf den ersten B l i c k überraschend, da nicht 
offenbar ist, wieso nur d u r c h die Verwendung v o n Formal i smen für die 
L o g i k schon etwas Wesentliches gewonnen sein soll . Diese Überraschung 
w i r d sich aber viel leicht verlieren, wenn m a n auf den E r f o l g der gleichen 
1 H . S C H O L Z : Was ist Philosophie ? Der erste und letzte Schritt zu ihrer 
Selbstbestimmung (1940), abgedruckt in [63], S. 372. 
2 [20], S. 364f. 
Methode i n der M a t h e m a t i k b l i c k t : dort s ind uns Symbolgebrauch und 
syntaktische A l g o r i t h m e n bereits so selbstverständlich, daß w i r auf ihre 
Le is tung k a u m mehr achten. W e n n m a n aber etwa bedenkt, daß noch 
i m Mit te la l ter die D i v i s i o n großer ganzer Zahlen ein so schwieriges 
Problem war, daß seine Lösung i m R a u m der Universitäten behandelt 
wurde, während heute — dank der Ex is tenz eines syntaktischen A l g o -
r i thmus zur Lösung dieser Aufgaben — das gleiche P r o b l e m i n den 
ersten Volksschulklassen behandelt w i r d , dann w i r d die eminente 
praktische Bedeutung des Formal i smus deutlicher werden. 
A u c h i n der tradit ionel len L o g i k f inden sich erste Ansätze zur 
Methode der Formal is ierung. D e r Gebrauch der Var iab len i n der D a r -
stellung der aristotelischen Syl logist ik , die Verwendung kanonischer 
F o r m e n aussagenlogisch komponierter Sätze i n der stoischen L o g i k u n d 
die A b s t r a k t i o n einer k o m p a k t e n logischen Terminologie aus der la -
teinischen Sprache i n der scholastischen L o g i k s ind solche Ansätze. E s 
war aber erst L E I B N I Z , der den Gedanken der Formal is ierung i n seiner 
vol len Tragweite konzipiert hat , u n d B O O L E , der diese K o n z e p t i o n dann 
erstmals i n die T a t umsetzte. D i e M a t h e m a t i k war das große V o r b i l d , 
daher der T i t e l der epochemachenden Hauptschr i f t v o n B O O L E , ,The 
mathemat ica l analysis of l o g i c " ( 1 8 4 7 ) , daher auch die Bezeichnung der 
neuen formalisierten L o g i k als „mathematische L o g i k " . B e i F R E G E 
f inden w i r dann den ersten A u f b a u eines i m modernen S inn w i r k l i c h 
präzisen Formal ismus u n d i n i h m die geniale Darste l lung einer L o g i k 
mit neuen Erkenntnishor izonten. 
D i e durch die Formal is ierung bedingte Ähnlichkeit der modernen 
L o g i k zur Mathemat ik hat nun zur Vorste l lung Anlaß gegeben, diese 
L o g i k sei eine mathematische Te i ld isz ip l in , die als solche v o n der phi lo -
sophischen tradit ionellen L o g i k dem Gegenstand nach verschieden sein 
müsse. Oder m a n hat die Verwendung des Formal i smus u n d die gründ-
lichen A n a l y s e n der Methode der Formal i s ierung i n der L o g i k i n eine 
ausschließliche Beschäftigung m i t Formal i smen umgedeutet. 
Diesen Mißdeutungen wurde weiterhin durch die Tatsache V o r s c h u b 
geleistet, daß viele Vertreter der modernen L o g i k v o n der M a t h e m a t i k 
herkamen u n d daß die E r w e i t e r u n g des Hor izonts der neuen L o g i k n u n 
auch mathematische Grundlagenfragen in ihren Themenkreis einbezog. 
E s läßt sich aber sehr einfach zeigen, daß die sogenannten höheren L o g i k -
Systeme, insbesondere die Klassenlogik, i n deren R a h m e n sich die mathe-
matischen Begründungsprobleme auf werfen lassen, rein logische Systeme 
s i n d i m Sinne der formalen L o g i k nach der aristotelischen Wissenschafts-
i d e e 1 . 
E n d l i c h hat m a n der modernen L o g i k auch vorgeworfen, daß sie 
s ich i m prakt ischen Wissenschaftsbetrieb aus dem Gesamtverband der 
Phi losophie herausgelöst habe u n d heute das Dasein einer Spezialwissen-
schaft führe. Diese E n t w i c k l u n g läßt aber nicht auf eine Verschiedenheit 
des Gegenstandes v o n moderner u n d traditioneller L o g i k schließen, sie 
erklärt s ich v ie lmehr einfach daraus, daß jede ihren Methoden wie ihrem 
Inha l t nach sich hinlänglich weit entwickelnde Wissenschaft die Arbe i t s -
k r a f t des Forschers i n immer ausschließlicherem Maße fordert u n d immer 
weniger allgemeinverständlich w i r d . Jede inha l t l i ch reiche Wissenschaft 
m i t geschlossenem Sachgebiet w i r d Spezialwissenschaft. D i e L o g i k 
konnte nur so lange das Dasein einer philosophischen Te i ld i sz ip l in führen, 
als s ich ihre L e h r e n i m wesentlichen auf den U m k r e i s der aristotelischen 
Sy l log i s t ik beschränkten. 
D i e vorstehenden Bemerkungen zur E i n o r d n u n g der modernen L o g i k 
sollen rechtfertigen, daß w i r uns i m folgenden m i t der L o g i k nur i n ihrer 
modernen Gestalt befassen. D e r T i t e l , , L o g i k " steht also für uns i m 
folgenden i m m e r für die moderne formale L o g i k . 
Diese Hinweise mögen zur vorläufigen Abgrenzung des Gegenstandes 
der L o g i k u n d ihrer Methode genügen. Sie haben den R a h m e n für die 
folgenden Untersuchungen vorgezeichnet, den w i r n u n m i t konkretem 
Inhal t erfüllen wol len, indem w i r v o m Theoretisieren über die L o g i k z u m 
S t u d i u m ihrer Lehren übergehen. E r s t wenn w i r logische Theorien 
kennengelernt haben, werden diese einleitenden Behauptungen über die 
L o g i k greifbaren Gehalt annehmen, denn es gibt keine Wissenschaft, 
deren Problemkreis u n d Methoden sich gewissermaßen von außen her 
fixieren l ießen: ein genaues Verständnis ihrer E igenart hat immer ein 
eingehendes S t u d i u m der Sache zur Voraussetzung. 
1 Vgl. dazu den Abschnitt 5.1. 
1 Aussagenlogik 
D i e elementarste logische Theorie ist die Aussagenlogik, Ihr wollen 
wir uns zunächst zuwenden. D a die Aussagenlogik eine i n sich ge-
schlossene logische Theorie ist , können w i r an ihr unsere einleitende 
Charakteris ierung der modernen formalen L o g i k exemplif izieren. W i r 
können insbesondere an diesem Model l fa l l die Methode der F o r m a l i -
sierung kennenlernen u n d so bereits ein Verständnis für Inhal t u n d 
Methode der modernen L o g i k begründen. 
W e n n sich die L o g i k allgemein m i t formalen Schlüssen befaßt, so 
untersucht die Aussagenlogik eine spezielle Klasse solcher Schlüsse, 
nämlich diejenigen Schlüsse, die als gültig ausgezeichnet s ind n u r auf 
G r u n d der Satzstruktur v o n Prämissen u n d K o n k l u s i o n . U n t e r Satz-
struktur soll dabei die S t r u k t u r verstanden werden, kraf t derer sich aus 
einem Satz vollständige Teilsätze herausheben lassen, nicht aber die 
Subjekt-Prädikat-Struktur der Sätze. So enthält z. B . der Satz , ,D ie 
Sonne scheint u n d es ist w a r m " die vollständigen Teilsätze , ,Die Sonne 
scheint" u n d „ E s ist w a r m " , die d u r c h die K o n j u n k t i o n „ u n d " verbunden 
sind. Hingegen bleibt die Zergliederung der Teilsätze „Die Sonne 
scheint" u n d „ E s ist w a r m " i n Subjekt u n d Prädikat für die aussagen-
logischen Untersuchungen außer Betracht . D a w i r n u n die Satzver-
bindungen durch „ u n d " so verstehen, daß ein „und" -Sa tz nur dann 
wahr ist, wenn die beiden i n i h m d u r c h „ u n d " verbundenen Teilsätze 
wahr s ind, so können w i r aus der W a h r h e i t des Satzes , ,Die Sonne 
scheint u n d es ist w a r m " auf die W a h r h e i t des Satzes „Die Sonne 
scheint" schließen u n d haben also i n der F i g u r : 
P I ) D i e Sonne scheint u n d es ist w a r m 
K ) D i e Sonne scheint 
einen einfachen aussagenlogischen Schluß vor uns. 
D i e W o r t e „Aussagenlogik" u n d „aussagenlogisch" werden i m 
folgenden i m m e r durch „ A . L . " u n d „ a . l . " abgekürzt. 
1.1 Aussagenlogische Strukturen der Umgangssprache 
1.1.1 Sätze 
D a s M a t e r i a l einer Sprache bi lden ihre Ausdrücke u n d diese A u s -
drücke s i n d F o l g e n v o n Grundzeichen der Sprache. So s ind die G r u n d -
zeichen der gesprochenen Sprache die L a u t e , ihre Ausdrücke oder Wörter 
L a u t f o l g e n . I m folgenden werden w i r uns i m m e r nur für die geschriebene 
Sprache interessieren, deren Äußerungen vor denen der gesprochenen 
Sprache den V o r t e i l der Dauer haben u n d so für wissenschaftliche Zwecke 
wesent l ich besser geeignet s ind. D i e Grundzeichen der Schriftsprache 
s ind die graphischen Zeichen, die i m A l p h a b e t aufgeführt werden, nebst 
den Interpunkt ionszeichen. A u s ihnen setzen sich die Ausdrücke oder 
Wörter der geschriebenen Sprache zusammen. A u s den Wörtern k a n n 
m a n dann wiederum Wort fo lgen bi lden, wie i m Satz, der aus mehreren 
Wörtern besteht. W e n n w i r i m folgenden v o n Ausdrücken sprechen, 
so wol len w i r der Kürze wegen auch i m m e r Ausdrucksfolgen darunter 
befassen. 
A u s den Grundzeichen lassen sich sinnlose Ausdrücke b i lden, wie 
„kitsrplk" , „mopkrcc" , „korryliert" , „ P h e d a t " , , ,Der Phedat korry l ier t 
z y k l i s c h " usw. , u n d sinnvolle Ausdrücke, wie „ H a u s " , „Friedrich" , 
„ r o t " , „Friedrich hat rote H a a r e " usw. Sinnvolle Ausdrücke nennt m a n 
auch Namen. Sie bezeichnen etwas, drücken etwas aus, haben eine 
Bedeutung. E s ist n u n für die folgenden Darlegungen v o n grundsätzlicher 
W i c h t i g k e i t , den Unterschied zwischen den N a m e n u n d ihren Bedeutun-
gen k lar vor A u g e n z u haben, u n d so nicht etwa den A u s d r u c k „München" 
als N a m e n m i t seiner Bedeutung, der Stadt München, z u verwechseln, 
das W o r t „ r o t " m i t der Eigenschaft , rot z u sein, oder den Satz „Wien 
ist größer als München" m i t der Tatsache, daß W i e n größer ist als 
München. U m auch i m T e x t k lar hervorzuheben, ob v o n der Bedeutung 
eines Namens die Rede ist, oder von dem N a m e n selbst, setzen w i r einen 
Ausdruck i n Anführungszeichen „ . . . " , wenn v o n i h m selbst u n d nicht 
von seiner Bedeutung die Rede sein sol l . W i r sagen also z. B . : 
1) München ist die bayerische Landeshauptstadt, aber 
2) „München'1 ist ein zweisilbiges Wort, u n d 
3) „München" bezeichnet München. 
Falsch wäre es hingegen, z u sagen: 
1') „München" ist die bayerische Landeshauptstadt — denn „München" 
ist ein A u s d r u c k u n d keine Stadt, 
2') München ist ein zweisilbiges Wort, oder 
3') München bezeichnet München — denn München ist eine Stadt 
u n d kein W o r t oder N a m e . 
Diese Unterscheidung zwischen einem N a m e n u n d seiner Bedeutung 
fällt leicht, wenn die Bedeutung nicht selbst wiederum ein W o r t ist. 
Hingegen macht sie erfahrungsgemäß zunächst Schwierigkeiten, wenn 
von N a m e n v o n N a m e n u n d dgl . die Rede ist . D a z u zwei weitere B e i -
spiele : 
4 ) I n dem Satz „München ist die bayerische Landeshaupts tadt " 
k o m m t das W o r t „München", nicht aber München vor . 
5) I n dem Satz „ „ M ü n c h e n " ist ein zweisilbiges W o r t " k o m m t das 
W o r t „ „ M ü n c h e n " " als N a m e für „München" , d . h . als N a m e für einen 
N a m e n , vor . D e r N a m e „München" k o m m t aber nicht i m Satz vor , da 
i n i h m v o n dem W o r t „München", nicht aber von der Stadt München 
die Rede ist . 
W i r wollen uns i m folgenden immer an diese K o n v e n t i o n über den 
Gebrauch der Anführungszeichen halten, wenn nicht der K o n t e x t oder 
eine Hervorhebung des A u s d r u c k s i m K o n t e x t schon deutl ich macht , 
daß v o n diesem A u s d r u c k selbst die Rede ist u n d sich so die Setzung 
v o n Anführungszeichen erübrigt. 
Untersuchungen, die sich auf sprachliche Ausdrücke beziehen u n d 
sich i n Absehung v o n deren Bedeutung nur auf ihre graphische Gestalt 
beschränken, nennt m a n syntaktische Untersuchungen. W i r d hingegen 
neben der Zeichenstruktur der Ausdrücke auch ihre Bedeutung be-
trachtet, so spricht m a n v o n semantischen Untersuchungen. D a ß der 
A u s d r u c k „Sokrates ist ein P h i l o s o p h " vier Wörter m i t zusammen acht 
Silben enthält , ist also z. B . eine syntaktische Behauptung . D a ß dieser 
A u s d r u c k dasselbe bedeutet wie der A u s d r u c k ,,Socrates is a phi losopher" 
ist eine semantische Behauptung . 
N a c h diesen Unterscheidungen können w i r n u n den Grundbegri f f der 
A . L . , den Begriff des Satzes oder der Aussage, wie folgt erklären: 
1.1.1.1 E i n Satz ist ein sprachlicher A u s d r u c k , der entweder w a h r oder 
falsch ist. 
Sätze s ind Ausdrücke, schriftsprachliche Sätze also Folgen g r a p h i -
scher Zeichen oder Zeichengruppen u n d nicht etwas, das diese Ze ichen-
gruppen bedeuten. Sätze s ind ferner nur solche Ausdrücke einer Sprache, 
die wahr oder falsch s ind. D a m i t ein A u s d r u c k wahr oder falsch sein 
kann , muß er zunächst e inmal s innvol l sein. D ie Ausdrücke „Der P h e d a t 
k o r r y l i e r t z y k l i s c h " u n d „ R o t bohrt n e u n " s ind also keine Sätze. A b e r 
a u c h n i c h t alle s innvol len Ausdrücke s ind Sätze. So s ind z . B . die Prädi-
kate „ r o t " u n d „ H a u s " sowie die Eigennamen „Fr iedr ich" u n d „ W i e n " 
sicher s i n n v o l l , bezeichnen sie doch Eigenschaften b z w . Gegenstände, 
aber sie lassen s ich weder als wahr noch als falsch ansprechen. W a h r 
oder falsch s ind nur solche Ausdrücke, die Sachverhalte bedeuten, wie 
„Die E r d e ist r u n d " , „7 + 9 ist 16", „Wien hat mehr E i n w o h n e r als 
I n n s b r u c k " , „ E s gibt 19 P l a n e t e n " , „Linz hegt i n P o m m e r n " oder 
„2 • 2 ist 5 " . O b ein solcher A u s d r u c k wahr ist oder ob er falsch ist, 
läßt s ich n icht al lein d u r c h die K e n n t n i s der Sprache entscheiden, i n 
der er formulier t ist . U m festzustellen, ob der Satz „Die E n t f e r n u n g 
zwischen N e w Y o r k u n d Chicago beträgt 1100 K i l o m e t e r " wahr ist , 
genügt es n icht , diesen Satz z u verstehen, sondern m a n muß dazu 
Messungen v o r n e h m e n ; u n d u m festzustellen, ob der Satz „37 529 + 
+ 63 717 ist 439 238" wahr ist , muß m a n die A d d i t i o n der Zahlen 
37 529 u n d 63 717 ausführen. U m aber festzustellen, ob diese Ausdrücke 
s innvol l s ind u n d ob sie Sachverhalte ausdrücken — gleich ob diese 
Sachverhalte tatsächlich bestehen oder nicht —, d a z u bedarf es nur der 
K e n n t n i s der deutschen Sprache. 
D e r Satzbegriff ist nach der Erklärung 1.1.1.1 ein semantischer 
Begriff , denn ob ein A u s d r u c k ein Satz ist , hängt danach nicht nur v o n 
seiner Zeichengestalt ab, sondern auch v o n seiner Bedeutung. A l s Satz-
bedeutungen bezeichnen w i r Sachverhalte oder Propositionen. Sätze als 
N a m e n u n d Proposi t ionen als Bedeutungen s ind also streng z u unter-
scheiden. D e r Satz „Die Fische s ind W i r b e l t i e r e " bezeichnet den Sach-
verhalt , daß Fische Wirbel t iere s ind. Sachverhalte lassen sich aber nicht 
wie Sätze auf Papier schreiben, s ind also keine Ausdrücke. 
Die Redeweise, i n der w i r einen Satz als wahr oder falsch bezeichnen, 
n immt sich viel leicht auf den ersten B l i c k etwas ungewöhnlich aus. E s 
läge näher, die W a h r h e i t u n d Falschheit v o n Proposit ionen auszusagen 
anstatt v o n Sätzen u n d so etwa die F o r m u l i e r u n g z u wählen „ E s ist 
wahr, daß die E r d e r u n d i s t " anstelle v o n „Der Satz „Die E r d e ist r u n d " 
ist w a h r " . A b e r m a n k a n n ja unter Bezugnahme auf einen solchen 
Wahrheitsbegriff für Proposit ionen festlegen: 
1,1.1.2 E i n Satz ist wahr genau dann, wenn die Proposi t ion wahr ist , 
die er ausdrückt. 
N a c h dieser Erklärung kann m a n dann auch i n unserem S inn v o n der 
Wahrheit u n d Falschheit v o n Sätzen sprechen. 
Der Wahrheitsbegriff ist ferner m i t einer Reihe v o n philosophischen 
Problemstellungen belastet, v o n denen w i r hier aber gänzlich absehen 
können. U n s genügt das alltägliche Verständnis der W o r t e „ w a h r " 
u n d „falsch" i n A n w e n d u n g auf Sätze. Tatsächlich verstehen w i r j a den 
A u s d r u c k „Der Satz „Köln liegt am R h e i n " ist w a h r " ebenso gut wie den 
Satz „Köln liegt a m R h e i n " , denn er besagt nichts anderes als dieser. 
D a n a c h würde es n u n scheinen, als sei das Prädikat „ w a h r " — u n d 
dami t auch „falsch" als gleichbedeutend m i t „nicht w a h r " — über-
flüssig, da wir immer den Inhal t eines Satzes „Der Satz , , . . . " ist w a h r " 
d u r c h den Satz , , . . . " selbst wiedergeben könnten. Tatsächlich liegt 
auch die behauptende K r a f t eines Satzes nicht i n der Hinzufügung des 
Wortes „wahr" , sondern i n der S t r u k t u r u n d dem G e b r a u c h des Satzes 
selbst. T r o t z d e m ist die Verwendung der Wörter „ w a h r " u n d „fa lsch" , 
wie w i r i m folgenden sehen werden, i n vielen Zusammenhängen prakt i sch . 
A l s Postulat der Wahrheitsdefinüheit der Sätze bezeichnet m a n die 
F o r d e r u n g : 
1.1.1.3 Jeder Satz ist wahr oder falsch — eine dri t te Möglichkeit gibt 
es nicht . 
Diese Forderung des tertium non datiir ist nach der Erklärung 1 . 1 . 1 . 1 
trivialerweise erfüllt, nach der w i r einen A u s d r u c k eben n u r d a n n als 
Satz ansprechen, wenn er wahr oder falsch ist . Das Pos tu la t gewinnt 
denn auch seine Bedeutung erst dann, wenn m a n den Satzbegriff auf 
andere Weise erklärt, etwa indem m a n Sätze als Ausdrücke einführt, die 
Proposit ionen bezeichnen, sinnvolle Gedanken ausdrücken oder ähnliches. 
W i e immer m a n den Satzbegriff aber einführt, so enthält 1 .1 .1 .3 
das wichtigste E x t r a k t , das m a n v o n diesem Begriff i n den folgenden 
Darlegungen benötigt 1 . 
1.1.2 Satzstrukturen und Schlüsse 
W i r wollen n u n die Satzstrukturen, auf deren B e t r a c h t u n g s ich die 
Lehre v o n den a.l . Schlüssen stützt, zunächst i n der Umgangssprache — 
das ist für uns also die deutsche Sprache — studieren u n d die B i l d u n g 
v o n komplexen Sätzen m i t H i l f e solcher Wörter wie „ n i c h t " , „ u n d " , 
„oder" untersuchen. 
1 Zur Präzisierung des hier verwendeten Wahrheitsbegriffes vgl. [ 7 3 ] 
sowie die ausführliche Darstellung und Diskussion in [ 7 0 ] . Zum Begriff der 
Proposition oder, wie F R E G E sagt, des Gedankens vgl. die klaren und scharf-
sinnigen Ausführungen F R E G E S in [ 22 ] . 
1.1.2.1 Die Negation. W e n n m a n einen Satz veraeint oder negiert, d . h . 
an geeigneter Stelle das W o r t „ n i c h t " einschiebt, so erhält m a n wiederum 
einen Satz , den w i r als Negation des ursprünglichen Satzes bezeichnen 
wol len . A u s dem Satz „ E s regnet" entsteht so der Satz „ E s regnet 
n i c h t " , aus „ H a n s ist b l o n d " entsteht „Hans ist nicht b l o n d " . W i r 
gebrauchen n u n das W o r t „ n i c h t " so, daß der negierte Satz falsch ist, 
w e n n der unnegierte Satz (der aus dem negierten Satz d u r c h Fort lassung 
des „ n i c h t " entstehende Satz) w a h r ist u n d umgekehrt : N a c h 1.1.1.3 ist 
jeder Satz, der nicht wahr ist , falsch, so daß w i r auch sagen können: 
„Hans ist n icht b l o n d " ist wahr genau dann, wenn „Hans ist b l o n d " 
falsch ist . F o r m u l i e r e n w i r das als P r i n z i p der N e g a t i o n : 
1.1.2.1.1 D e r negierte Satz ist wahr genau dann, wenn der unnegierte 
Satz falsch ist . 
D i e doppelte V e r n e i n u n g eines Satzes ergibt demnach einen Satz, 
der genau d a n n w a h r ist , wenn der ursprüngliche Satz wahr ist . Das 
ist der Inhal t des P r i n z i p s duplex negatio est affirmatio. E s gilt also der 
Schluß: 
^ H a n s ist n icht n icht b l o n d 
H a n s ist b l o n d . 
D e n n wenn „Hans ist n icht n icht b l o n d " wahr ist, so ist „Hans ist n icht 
b l o n d " nach 1.1.2.1.1 falsch, also ist „Hans ist b l o n d " nach 1.1.2.1.1 
wahr . D i e W a h r h e i t der Prämisse „Hans ist n icht n icht b l o n d " hat 
also die W a h r h e i t der K o n k l u s i o n „Hans ist b l o n d " zur Folge u n d das 
ist das M e r k m a l des gültigen Schlusses. 
Ebenso k a n n m a n m i t 1.1.2.1.1 auch den Schluß 
^ H a n s ist b l o n d 
H a n s ist n icht nicht b l o n d 
rechtfertigen. 
(I) u n d (II) s ind einfache Beispiele aussagenlogischer Schlüsse. 
N u n stoßen w i r bei der Untersuchung v o n Negationen i n der U m -
gangssprache auf eine gewisse Schwierigkeit dadurch , daß sich keine 
einfachen syntakt ischen K r i t e r i e n für die B i l d u n g negierter Sätze an-
geben lassen: W i r b i lden die Negat ion v o n Sätzen nicht n u r d u r c h 
Einschieben des Wortes „n icht " , sondern i n recht verschiedener Weise, 
wie die folgenden Beispiele zeigen: 
Kutschera, Elementare Logik 2 
, , A l l e Mathemat iker s ind m u s i k a l i s c h " , N e g a t i o n : „ E s gibt un-
musikalische M a t h e m a t i k e r " . — „Hans hat F r i t z ein B u c h gegeben", 
N e g a t i o n : „Hans hat F r i t z ke in B u c h gegeben". 
Ferner stößt die B i l d u n g mehrfacher Negationen auf stilistische 
Schwierigkeiten, wie schon das Beispie l „Hans ist n icht n icht b l o n d " 
zeigt. A n diesen Schwierigkeiten wollen w i r uns aber i m M o m e n t nicht 
einhängen, be im Übergang zur Verwendung einer Symbolsprache werden 
sie ohnehin verschwinden 1 . 
1.1.2.2 Die Konjunktion. A u s zwei Sätzen k a n n m a n durch Zwischen-
fügung des Wortes „ u n d " einen neuen Satz b i lden, den w i r als Kon-
junktion der beiden ursprünglichen Sätze bezeichnen. A u s „ E s regnet" 
u n d „ E s ist k a l t " entsteht so der Satz „ E s regnet u n d es ist k a l t " . Das 
W o r t „ u n d " w i r d dabei so gebraucht, daß die K o n j u n k t i o n w a h r ist, 
wenn ihre Teilsätze, die Konjunktionsglieder, beide wahr s i n d ; falsch, 
wenn mindestens eines der Konjunkt ionsgl ieder falsch ist. D . h . es 
gi l t als P r i n z i p der K o n j u n k t i o n : 
1.1.2.2.1 E i n e K o n j u n k t i o n ist genau dann wahr , wenn beide K o n -
junktionsglieder wahr s ind . 
D a h e r folgt aus der W a h r h e i t der K o n j u n k t i o n die W a h r h e i t der 
beiden Kon junkt ionsg l ieder : 
E s regnet u n d es ist k a l t 
E s regnet 
E s regnet u n d es ist k a l t 
E s ist k a l t . 
N a c h 1.1.2.1.1 u n d 1.1.2.2.1 ist ferner der S a t z : 
V) „Die Sonne scheint u n d die Sonne scheint n i c h t " falsch. 
D e n n nach 1.1.1.3 ist der Satz „Die Sonne scheint" entweder w a h r oder 
falsch. Ist es wahr , so ist seine Negat ion „Die Sonne scheint n i c h t " 
1 Für eine detaillierte Analyse der umgangssprachlichen Verneinung 
vgl. [ 23 ] , F R E G E diskutiert dort auch die älteren philosophischen Thesen, 
nach denen es zwei Arten von Urteilen gibt, bejahende und verneinende, 
oder nach denen das Wesen der Verneinung in der Auflösung der Aus-
sage besteht. Diese Diskussionen sind vor allem deswegen interessant, 
weil sie deutlich machten, welchen Schwierigkeiten eine Präzisierung selbst 
der einfachsten logischen Begriffe begegnete. 
fa l sch , also ist ein K o n j u n k t i o n s g l i e d des Satzes u n d damit der Satz 
selbst fa lsch. Ist der Satz „Die Sonne scheint" aber falsch, so ist wieder-
u m ein K o n j u n k t i o n s g l i e d falsch u n d damit auch die gesamte K o n -
j u n k t i o n . Unabhängig davon, ob die Sonne scheint oder nicht , wissen 
w i r also, daß der Satz (V) falsch ist aus rein logischen Gründen. 
D a (V) falsch ist, ist 
V I ) „ N i c h t : die Sonne scheint u n d die Sonne scheint n i c h t " wahr. 
Dieser Satz ist eine A n w e n d u n g des allgemeinen Prinzips vom 
ausgeschlossenen Widerspruch, das besagt: es ist n icht möglich, daß 
das Gle iche (d. h . der gleiche Satz) zugleich gi l t u n d nicht gi l t . 
A u c h die B i l d u n g umgangssprachlicher K o n j u n k t i o n e n folgt keinen 
einfachen Gesetzen, wie das B e i s p i e l : „Hans ist b l o n d u n d g r o ß " an-
stelle v o n „Hans ist b l o n d u n d H a n s ist g r o ß " zeigt. H i e r steht das „ u n d " 
n icht zwischen vollständigen Sätzen, sondern zwischen Prädikaten 1 , 
1.1.2.3 Die Disjunktion. W i e d u r c h Zwischenfügen v o n „ u n d " ent-
steht auch durch Einfügung v o n „oder" aus zwei Sätzen ein neuer 
Satz, den w i r als Disjunktion bezeichnen. D i e d u r c h „oder" verknüpften 
Sätze nennen w i r Disjunktionsglieder. A u s „Die Sonne scheint" u n d 
„ E s regnet" entsteht so der Satz „Die Sonne scheint oder es regnet". 
W e n n w i r n u n i n Analogie z u 1.1.2.1.1 u n d 1.1.2.2.1 nach einem P r i n z i p 
suchen, das den Gebrauch des Wortes „oder" regelt, so f inden w i r , daß 
dieses W o r t i n zwei verschiedenen Weisen gebraucht w i r d , i m S i n n des 
ausschließenden u n d des nichtausschließenden „oder" . — W e n n w i r 
etwa sagen: 
V I I ) H a n s hat für seine T a t eine Geldstrafe oder eine Haftstrafe 
z u erwarten, 
so wollen w i r damit ausschließen, daß H a n s zugleich m i t einer G e l d -
u n d Hafts trafe belegt w i r d . W i r sagen dann a u c h : H a n s hat entweder 
m i t einer G e l d - oder m i t einer Haf ts t ra fe z u rechnen" . D e r Gebrauch 
dieses ausschließenden „oder" w i r d d u r c h folgendes P r i n z i p geregelt: 
1.1.2.3.1 E i n e ausschließende D i s j u n k t i o n ist wahr dann u n d nur dann, 
wenn genau eines der beiden Dis junkt ionsgl ieder wahr ist. 
D e r Satz 
V I I I ) D i e Sonne scheint oder die Sonne scheint n icht 
1 Zu einer Analyse der umgangssprachlichen Konjunktion vgl. auch [24]. 
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ist also bei einer D e u t u n g des „oder" i m ausschließenden Sinne nach 
1.1.2.3.1 immer wahr, gleichgültig, ob die Sonne scheint oder nicht. 
W e n n w i r hingegen sagen: 
I X ) W e r einbricht oder stiehlt w i r d bestraft, 
so wollen w i r denjenigen, der zugleich E i n b r u c h u n d D ie bs t a h l begeht, 
dami t nicht v o n Strafe ausnehmen. W e n n aber j emand E i n b r u c h u n d 
Diebs tah l begangen hat, so wäre er bei D e u t u n g des „oder" i n ( IX) nach 
dieser Regel straffrei. I n ( I X ) gebrauchen w i r also das „oder" offenbar 
i m nichtausschließenden S inn , der dem P r i n z i p genügt: 
1.1.2.3.2 E i n e nicht ausschließende D i s j u n k t i o n ist wahr genau dann, 
wenn (mindestens) eines der beiden Dis junktionsgl ieder wahr ist . 
Während also eine D i s j u n k t i o n nach 1.1.2.3.2 nur dann falsch ist , 
wenn beide Dis junkt ionsgl ieder falsch s ind, ist sie nach 1.1.2.3.1 darüber 
hinaus auch dann falsch, wenn beide Dis junktionsgl ieder w a h r s ind. 
D e r Satz (VIII) ist auch nach 1.1.2.3.2 wahr , denn wenn das erste 
Dis junkt ionsgl ied w a h r ist , so ist die D i s j u n k t i o n w a h r ; ist das erste 
Dis junkt ionsgl ied falsch, so ist nach 1.1.2.1.1 das zweite Dis junkt ions -
glied wahr , so daß wiederum die D i s j u n k t i o n wahr w i r d . D e r Satz (VII I ) 
ist i n dieser D e u t u n g eine A n w e n d u n g des allgemeinen P r i n z i p s tertium 
non datur, das besagt, jeder Satz ist wahr oder falsch — eine dr i t te 
Möglichkeit gibt es n icht . 
W i r wollen n u n i m folgenden das „oder" immer i m Sinne v o n 1.1.2.3.2 
verstehen, also i m S inn des nicht ausschließenden „ o d e r " ! A n d e r n f a l l s 
wollen w i r ein „entweder — oder" setzen. Z w e i weitere einfache Schlüsse 
s ind nach 1.1.2.3.2 auch 
D i e Sonne scheint 
X) 
D i e Sonne scheint oder es regnet 
X I j E s regnet 
D i e Sonne scheint oder es regnet 
1.2 Theorie der Wahrheitsfunktionen 
1.2.1 Symbolisierung aussagenlogischer Verknüpfungen 
W i r haben oben einige einfache Beispiele aussagenlogischer Sat;z-
verknüpfungen angegeben u n d gezeigt, wie sich aus den P r i n z i p i e n , d i e 
den Gebrauch solcher Verknüpfungen regeln, einfache Schlüsse rechtfer-
t igen lassen. W i r s ind dabei aber schon auf zwei Schwierigkeiten gestoßen: 
1. D i e untersuchten Satzs t rukturen gehorchen i n der Umgangs-
sprache keinen einfachen syntakt ischen Regeln, m a n k a n n nicht eine 
einheit l iche Gesta l tung v o n Negat ionen, v o n K o n j u n k t i o n e n oder v o n 
D i s j u n k t i o n e n angeben. D i e B i l d u n g mehrfacher Verknüpfungen, etwa 
die B i l d u n g der Negat ion einer D i s j u n k t i o n zweier K o n j u n k t i o n e n 
m a c h t Schwierigkeiten. D i e S t r u k t u r solcher komplexer Sätze w i r d 
sehr schnell unübersichtlich, wie folgendes Beispie l zeigt : , , N i c h t 
F e r d i n a n d l iebt M a r i a u n d M a r i a l iebt K u r t oder K u r t l iebt M a r i a u n d 
M a r i a l iebt F e r d i n a n d " . 
S o l l das soviel besagen w i e : 
„Ferdinand l iebt M a r i a n icht . U n d : M a r i a l iebt K u r t oder K u r t 
l iebt M a r i a . U n d M a r i a Hebt F e r d i n a n d . " — oder : „Nicht : F e r d i n a n d 
hebt M a r i a u n d M a r i a l iebt K u r t . O d e r : K u r t l iebt M a r i a u n d M a r i a 
hebt F e r d i n a n d " — oder wie ist das Zusammenwirken der Verknüpfungen 
i n diesem Satz sonst z u verstehen? 
2. D a s gleiche W o r t , wie z . B . das W o r t „oder" w i r d umgangs-
sprachl ich i n ganz verschiedenen Bedeutungen gebraucht. U m heraus-
zuf inden, i n welchem S i n n solche W o r t e gebraucht werden, muß m a n 
also den K o n t e x t analysieren, i n dem das W o r t v o r k o m m t . E s ist aber 
n icht gesagt, daß der K o n t e x t i m m e r eine eindeutige Interpretat ion 
des Worts inns erlaubt. 
E i n e n weiteren wesentlichen P u n k t haben w i r bisher noch gar nicht 
erwähnt: 
3. D i e logisch gültigen Schlüsse s ind formal gültig, d . h . sie s ind 
unabhängig v o m materialen Gehal t der Sätze gültig. Daher eignet 
ihnen eine Allgemeinheit , die w i r umgangssprachlich nur auf k o m p l i -
zierten Umwegen wiedergeben können. So k a n n m a n n u r solche A u s -
sagen machen wie e t w a : E i n e D i s j u n k t i o n , deren zweites G l i e d die 
Negat ion des ersten Gliedes ist , ist i m m e r wahr (das ist das P r i n z i p 
tertium non datur). A b e r für komplexere Sätze w i r d das recht u m -
ständlich. Ähnliche Gründe haben i n der M a t h e m a t i k dazu geführt, 
daß m a n nicht schreibt : 
„Die Summe zweier Brüche , subtrahiert v o n dem P r o d u k t der 
Quadrate ihrer N e n n e r " , sondern, unter Verwendung einer geeigneten 
Symbol ik , kurz u n d übersichtlich „x2 - y2 — ( — + — j . 
E i n e solche einfache u n d übersichtliche S y m b o l i k wol len wir uns 
jetzt auch für die Dars te l lung der a . l . Verknüpfungen verschaffen. 
D a z u repräsentieren w i r die Sätze der Umgangssprache durch die B u c h -
staben p, q, r, s, t u n d auch durch solche Buchstaben m i t angehängten 
Ziffernindices, also durch pJf q3, s97 usf., damit w i r einen hinreichend 
großen V o r r a t solcher Satzsymbole haben. Diese Symbole bezeichnen 
w i r als Satzvariable (kurz S V ) . F ü r die Wörter „nicht" , „ u n d " u n d 
für das nichtausschließende „oder" setzen w i r die Symbole „— i " , „ A " 
u n d „ v " u n d schreiben n u n „—i " statt „Nicht " , 
„ A . . . " statt „ u n d . . . " u n d „ v . . . " statt 
,, oder . . . " . Steht etwa^> für den Satz „Schmid kandidier t bei 
der W a h l des Vereinsvorstandes" u n d q für „Schulze kandidier t bei 
der W a h l des Kassenwartes" , so steht n u n —\p für „Schmid kandidier t 
n icht bei der W a h l des Vereinsvorstandes" , p A q für „Schmid kandidiert 
bei der W a h l des Vereinsvorstandes u n d Schulze kandidiert bei der 
W a h l des Kassenwartes" u n d p v q für „Schmid kandidier t bei der 
W a h l des Vereinsvorstandes oder Schulze kandidier t bei der W a h l des 
Kassenwartes" . D i e Symbole — i , A u n d v nennt m a n auch a . l . Opera-
toren. 
A u s den S V als a . l . einfachen Sätzen können wir also m i t den a . l . 
Operatoren zusammengesetzte Sätze b i lden . A u s diesen zusammen-
gesetzten Sätzen können w i r dann m i t H i l f e der a. l . Operatoren neue 
Sätze bi lden, usf. D a b e i müssen w i r n u n eine Regelung treffen, wie 
solche mehrfach zusammengesetzten F o r m e l n z u verstehen s ind. F ü r 
den gleichen Zweck verwendet m a n i n der Mathemat ik K l a m m e r -
zeichen. So bedeutet e twa „ 7 - (8 + 3)" das P r o d u k t aus 7 u n d der 
Summe 8 + 3. Hingegen bedeutet , , (7-5) + 3" die Summe aus dem 
P r o d u k t 7 • 8 u n d der Z a h l 3. D a der erstere A u s d r u c k 77, der letztere 
59 bedeutet, so k a n n m a n nicht einfach beidesmal „7 • 8 + 3" schreiben, 
wenn m a n Mehrdeutigkeiten vermeiden w i l l , wie das die Aufgabe jeder 
brauchbaren S y m b o l i k ist. 
E s liegt also nahe, auch i n der a . l . S y m b o l i k Klammerze ichen z u 
verwenden u n d festzulegen, daß ein Satz unserer a.l . S y m b o l i k , der 
d u r c h K l a m m e r n eingeschlossen ist, als E i n h e i t g i l t bzgl . der a. l . Opera-
toren, die unmit te lbar v o r oder hinter i h m stehen. So ist (p A q) v r 
eine D i s j u n k t i o n , deren erstes G l i e d p A q ist , p A (q v r) ist hingegen 
eine K o n j u n k t i o n , deren zweites G l i e d q v r ist . —\{p A q) ist eine N e -
gation, i n der die K o n j u n k t i o n p A q verneint w i r d , hingegen ist (—\p) A q 
eine K o n j u n k t i o n , deren erstes G l i e d —\p ist . 
D a m i t m a n n u n nach dieser Grundregel nicht z u viele K l a m m e r n 
setzen muß u n d die F o r m e l n durch ein K l a m m e r d i c k i c h t unüberschaubar 
wer de n , führt m a n besondere Regeln ein, die Klammereinsparungen 
er lauben. Ebenso wie m a n i n der M a t h e m a t i k durch die Festsetzung, 
daß das Zeichen ,, * " stärker bindet als das Zeichen „ + " die K l a m m e r 
i m A u s d r u c k „(7 • 8) + 3" einsparen k a n n u n d dafür ,,7 • 8 + 3" 
schreibt , so k a n n m a n durch die Festsetzung, daß — i stärker bindet 
als A u n d v , u n d A stärker als v , K l a m m e r n einsparen. M a n k a n n 
d a n n z. B . statt {-\p) A q auch —\fl A q schreiben, statt (~$) v q auch 
—\p v q, u n d statt (p A q) v r auch p A q v r. N i c h t entbehrl ich s ind 
hingegen die K l a m m e r n i n den Sätzen —i(p A q), —\(p v q) u n d (p v q) A r. 
Ausgehend von den S V können w i r i n unserer Symbolsprache durch 
a . l . Verknüpfungen etwa folgende Sätze b i l d e n : 
P 
-np r, p 
-\p A q, r v p 
(—ip A q) A (r v p) 
- I ( H A { ) A {rvp))t usf. 
I m folgenden verwenden w i r auch die Buchstaben A , B , C, D , . . . , u m 
nicht näher spezifizierte F o r m e l n unserer Symbolsprache anzudeuten, 
i m gleichen S inn , i n dem w i r oben Striche ,, " u n d P u n k t e „ . . 
verwendet haben, u m Sätze anzudeuten, deren syntaktische Gestalt 
offen bl ieb. W i r können dann z . B . sagen: eine Negat ion hat i n unserer 
Symbolsprache die Gestalt —»A, eine K o n j u n k t i o n die Gestalt A A B , 
eine D i s j u n k t i o n die Gestalt A v B . A A B deutet also einen A u s d r u c k 
an , der besteht aus einer F o r m e l A , gefolgt v o n dem Zeichen A , gefolgt 
v o n einer F o r m e l B . Steht A z . B . i n einem best immten K o n t e x t für 
die F o r m e l ^ v -iqt B für q A —I—ir, so steht A A B für (p v —iq) A (q A -I—ir). 
M a n beachte dabei, daß die F o r m e l n A u n d B bzgl . der K o n j u n k t i o n 
i n A A B eine E inhei t b i lden , so daß m a n wie i m Beispie l ev. neue 
K l a m m e r n setzen muß, u m diese E i n h e i t hervorzuheben. M a n darf 
also i m Beispie l die K o n j u n k t i o n A A B nicht als p v —\q A q A — 
schreiben, was j a nach den K l a m m e r r e g e l n wie p v (—\q A (q A - m r ) ) , 
d . h . als D i s j u n k t i o n z u lesen wäre. 
D a die Buchstaben A u n d B i m allgemeinen für unspezifizierte 
F o r m e l n stehen, versteht s ich eine Aussage etwa über die K o n j u n k t i o n 
A A B i m S inn der B e h a u p t u n g : S i n d A u n d B irgendwelche Sätze der 
Symbolsprache, so gilt die Aussage über A A B für die K o n j u n k t i o n 
dieser Sätze. A A B ist also i m allgemeinen ein Satzschema, n icht ein 
best immter Satz. 
D u r c h die Verwendung der a. l . S y m b o l i k s ind w i r nun der Mängel der 
Umgangssprache enthoben, die w i r eingangs hervorgehoben hat ten : 
1. D i e Satzverknüpfungen gehorchen einfachen syntakt ischen Ge-
setzen. Jeder negierte Satz hat die Gestalt — iA, jede K o n j u n k t i o n die 
Gestalt A A B u n d jede D i s j u n k t i o n die Gestalt A v B . D i e K l a m m e r -
regeln legen die a. l . S t r u k t u r jedes Satzes eindeutig fest, so daß keine 
Mehrdeutigkeiten auftreten können. Jedem Satz läßt s ich also sofort 
ansehen, ob er eine Negat ion , K o n j u n k t i o n oder D i s j u n k t i o n ist , welche 
S t r u k t u r seine Teilsätze haben, usf. Gehen w i r auf den Satz zurück 
a) „Nicht F e r d i n a n d l iebt M a r i a u n d M a r i a l iebt K u r t oder K u r t 
Hebt M a r i a u n d M a r i a hebt F e r d i n a n d " , 
so können w i r die Intent ion dieses mehrdeutigen Satzes n u n d u r c h die 
Ubersetzung i n unsere S y m b o l i k genau f ixieren. Setzen w i r die B u c h -
staben p, q, Y, s für die Sätze „Ferdinand l iebt M a r i a " , „Maria l iebt 
K u r t " , „ K u r t l iebt M a r i a " , „Maria l iebt F e r d i n a n d " i n dieser Re ihen-
folge, so erhalten w i r folgende Ubersetzungsmöglichkeiten: 
-\{p A q v r A s), —\(p A (q v r A S) ) , —\(p A ((q v r) A s)), 
~-i{p A q v r) A s, —\(p A (q v r)) A S, -}(p A q) v r A S, 
—\p A qv r A s, —ip A ((q v r) A S ) , ((—\p A q) v r) A S. 
D i e V i e l z a h l dieser möglichen Aufgl iederungen der S a t z s t r u k t u r v o n 
(a) zeigt deut l ich die Überlegenheit der Symbolsprache vor der U m -
gangssprache. 
2. A u c h die Vie ldeut igkei ten der a. l . Verknüpfungswörter der U m -
gangssprache w i r d i n der Symbolsprache vermieden. D i e a . l . Operatoren 
gehören j a der Umgangssprache nicht an u n d s ind zunächst bedeutungs-
lose Zeichen.. Ihnen w i r d dann kra f t Festsetzung nur eine bes t immte 
Bedeutungsfunkt ion zugeordnet u n d nur i n dieser einen B e d e u t u n g 
werden sie dann verwendet. So w i r d das Zeichen v n u r i n der B e d e u t u n g 
des nichtausschließenden „oder" verwendet, die durch das P r i n z i p 
1.1.2.3.2 festgelegt ist , n i m m t also a n der Mehrdeut igkei t des umgangs-
sprachlichen „oder" n icht te i l . 
3. I n der Mathemat ik stehen Var iab le i n manchen K o n t e x t e n für 
best immte Zahlen. Ebenso repräsentieren die S V i n gewissen K o n -
t ex ten , i n denen best immte Interpretat ionen dieser S V d u r c h umgangs-
sprachl iche Sätze zugrunde gelegt werden, Sätze eines best immten 
Inhal ts . D i e V a r i a b l e n werden i n der M a t h e m a t i k vor al lem aber auch 
d a z u verwendet , die Allgemeingültigkeit eines Satzes auszudrücken. 
So besagt z. B . die G l e i c h u n g : 
b) (x + y)2 = X2 + 2xy + y2, daß diese Identi tät gi l t , gleich welche 
Z a h l e n die V a r i a b l e n ,,x" u n d „y" repräsentieren mögen, d . h . daß 
die I d e n t i t ä t für alle Zahlen x u n d y g i l t . Ebenso können w i r durch 
die V e r w e n d u n g v o n Satzvar iablen eine Allgemeingültigkeit ausdrücken. 
D a n n besagt der Satz p v —yp, daß p v —\p wahr ist , gleich welche 
speziellen Sätze p repräsentieren möge, d . h . p v -np besagt, daß für alle 
Sätze das tertium non datur g i l t . Tatsächl ich geht es j a i n der L o g i k 
v o r a l l e m u m die F o r m u l i e r u n g f o r m a l gültiger Sätze, so daß die 
D e u t u n g der S V , außer i m K o n t e x t v o n Beispielen, i m m e r offen bleibt 
u n d die S V dami t i n erster L i n i e dem A u s d r u c k der Allgemeingültigkeit 
dienen. 
D i e G l e i c h u n g (b) geht kra f t ihrer Allgemeingültigkeit immer wieder 
i n eine wahre Aussage über, wenn m a n für die V a r i a b l e n „x" u n d ,,y(t 
spezielle Z a h l n a m e n einsetzt. So gi l t z . B . auch (7 + 3)2 = 12 + 2*1 -3 
+ 32 u n d (77 + 198)2 = 172 + 2-17- 198 + 1982. Ferner können 
w i r auch für die V a r i a b l e n Ausdrücke einsetzen, die selbst wieder 
V a r i a b l e n enthalten, wie z . B . ,,z + 7" für „x" u n d ,,3u2" für „ y . 
W i r erhalten d a n n ((* + 7) + 3u2)2 = (z + 7)2 + 2(z + 7)3u2 + {3u2)2. 
A l l e so aus (b) entstehenden Gleichungen müssen r i ch t ig sein, wenn (b) 
allgemeingültig ist . Ebenso erhalten w i r aus dem allgemeingültigen 
Satz p v —ip d u r c h E inse tzung v o n Sätzen für die Var iab le p i m m e r 
wieder wahre Sätze. Setzt m a n z. B . q für p ein, so erhält m a n q v — 
setzt m a n q v r für p ein, so erhält m a n (q v r) v —\(q v r ) , usw. M a n 
beachte, daß bei solchen Einsetzungen, wie i m letzten Beispiel , wieder 
die nötigen Klammerze ichen einzufügen s ind, damit die Satzgestalt 
A v - i A erhalten bleibt . A u s der Allgemeingültigkeit v o n p v —\p folgt 
also die W a h r h e i t aller Sätze der Gestalt A v —iA. Umgekehr t folgt 
aus der W a h r h e i t a l l dieser Sätze natürlich auch die Wahrhe i t v o n 
p v -ip, d a j a A speziell für p stehen k a n n , so daß w i r also z u m A u s d r u c k 
der Allgemeingültigkeit neben dem Satz p v —\p auch das Satzschema 
A v - i A verwenden können. 
Z u r Dars te l lung der Schlüsse führen w i r n u n das S y m b o l „ V ein. 
E s ist dann der A u s d r u c k „ A x , . . . , A m - * - B " z u lesen wie „Aus den 
Sätzen A v . . . , A m folgt der Satz B " . I n dem Schluß A v . . . , A m - ^ B 
s ind also A ^ . - ^ A ^ die Prämissen u n d B ist die K o n k l u s i o n . Die 
einfachen a. l . Schlüsse aus 1.1.2 lassen sich dann wie folgt darstellen: 
I) -\-ip p, oder - i - i A ->- A 
II) p -*- —i—\p, oder A —i—iA 
III) pAq + p, oder A A B - A 
IV) pAq+q, oder A A B - > B . 
D i e Verwendung der Satzvariablen p u n d q, b z w . der Buchstaben 
A u n d B drückt dabei die Allgemeingültigkeit dieser Schlüsse aus. 
Übungsaufgaben : 
1. Z u r Einübung der i n diesem A b s c h n i t t entwickel ten Symbol ik 
übersetze m a n die folgenden Sätze i n die Symbolsprache. D a b e i kürze 
m a n die nicht m i t „n icht " , „ u n d " oder „oder" zusammengesetzten 
Teilsätze durch S V ab, so daß immer verschiedene S V für verschiedene 
Teilsätze stehen. D i e umgangssprachlichen Sätze s ind dabei , wo nötig, 
zuerst so umzuformen, daß die Wörter „n icht " , , , u n d " , „oder" s ich 
auf vollständige Teilsätze beziehen. S i n d die Sätze mehrdeutig , so gebe 
m a n die verschiedenen möglichen Übersetzungen an. 
a) F r i t z studiert Chemie u n d H a n s studiert nicht P h y s i k . 
b) F r i t z studiert Chemie oder P h y s i k u n d Philosophie. 
c) H a n s u n d F r i t z studieren Chemie oder P h y s i k . 
d) F r i t z fährt nach F lorenz u n d P i s a oder nach F lorenz u n d Siena 
u n d nicht nach P i s a . 
e) F r i t z fährt nach Florenz, P i s a oder Siena u n d nach R o m oder 
N e a p e l . 
f) F r i t z fährt nicht nach F lorenz oder P i sa , aber nach Siena u n d 
R o m 1 . 
2. B i l d e aus folgenden Ausdrücken durch Einfügung v o n K i a m m e r -
zeichen alle möglichen symbolsprachl ichen Sä tze : 
a) —\p v —\q A v v s v t, 
b) —\p A q v —ir A s v t, 
c) pAqv—\rvsAt. 
1 Zur Kontrolle geben wir die Übersetzungen an: a) p A —\q, b) (p v q) A r 
oder p v q A r, c) (p v q) A (r v s) oder pArvqAs,d)pAqv (r A S) A -nq, 
e) (p v q v r) A ($ v t), f) —i(p v q) A (r A s). 
3. W e l c h e F o r m e l n entstehen aus 
a) p A —\q, 
b) (p v q) A -ip, 
c) -i{pvq) A - i ( ^ A g ) , 
d) p A (qv —ip) 
d u r c h E i n s e t z u n g v o n 
(1) r v —is für p, (2) —i(r v q) A—\q für (3) —1(—\p A r) für p u n d v o n 
—0 für q, (4) —i(r v p) A (S V -tf) für p u n d von (r v —1*7) für q? 
1.2.2 Wahrheitstabel len 
N a c h d e m w i r n u n eine einfache S y m b o l i k zur Darste l lung v o n a. l . 
Schlüssen aufgebaut haben, wol len wir eine Systematisierung der 
Gebrauchspr inz ip ien für aussagenlogische Verknüpfungen vornehmen, 
wie w i r sie i n 1.1.2.1.1,1.1.2,2.1,1.1.2.3.1 u n d 1.1.2.3.2 angegeben haben. 
Diese P r i n z i p i e n haben folgende Eigentümlichkeit : N a c h ihnen 
hängt die W a h r h e i t oder Falschheit des Satzkomposi tums ausschließlich 
v o n der W a h r h e i t b z w . Falschhei t der komponierten Sätze ab, n icht 
hingegen v o n deren mater ialem Gehalt . So ist ein Satz —iA falsch 
i m m e r dann , wenn A wahr ist, u n d — iA ist wahr i m m e r dann, wenn A 
falsch ist — gleichgültig, worüber der Satz A i m einzelnen F a l l sprechen mag. 
D a ß nicht alle Satzbi ldungen v o n dieser A r t s ind , zeigt etwa die 
B i l d u n g eines Satzes d u r c h Voranstel len v o n , ,Hans glaubt, d a ß . . 
D e n n wenn H a n s n icht genau die wahren Sätze für wahr , oder genau 
die falschen Sätze für w a h r hält, so besagt die W a h r h e i t b z w . Falschheit 
eines Satzes A al lein nocht nichts darüber, ob der Satz , ,Hans glaubt, 
daß A " wahr ist . 
E s liegt n u n nahe, diese an Negat ion , K o n j u n k t i o n u n d D i s j u n k t i o n 
beobachtete Eigentümlichkeit ins Z e n t r u m der Aufmerksamkei t der 
A . L . z u stellen u n d den Gegenstand der A . L . , den w i r a m E i n g a n g 
dieses K a p i t e l s d u r c h den H i n w e i s auf Satzstrukturen gekennzeichnet 
haben, deren nähere B e s t i m m u n g noch etwas i m Vagen blieb, n u n 
genauer z u umreißen u n d festzulegen: 
1.2.2.1 Die A . L . beschränkt sich auf das S t u d i u m solcher Satz-
s trukturen, für die der Wahrhei tswert (d. h . die W a h r h e i t oder Fa l sch-
heit) des K o m p o s i t u m s ausschließlich v o n den Wahrhei tswerten der 
komponierten Sätze abhängt. 
Solche Satzstrukturen wollen w i r n u n als aussagenlogische Satz-
strukturen bezeichnen. D i e Wörter b z w . Symbole (wie —1, A , V ) m i t 
denen diese Satzverbindungen dargestellt werden, nennen w i r dann 
allgemein aussagenlogische Operatoren. 
D e r semantische Gebrauch dieser a . l . Operatoren läßt sich n u n 
übersichtlich angeben i n F o r m v o n Tabel len, i n denen w i r den W a h r -
heitswert des K o m p o s i t u m s aufzeichnen i n Abhängigkeit v o n den W a h r -
heit swerten der Teilsätze. So erhalten w i r folgende Tabe l l en : 
N) Negation 
A - i A 
to f 
f ED 
D a b e i stehe „ t o " für „wahr" , „ f " für „falsch" . D i e Tabel le ist z u lesen: 
W e n n ein Satz A wahr ist , so ist - i A falsch (1. Zeile). U n d wenn A 
falsch ist , so ist —iA w a h r (2. Zeile). N a c h unserer Voraussetzung der 
Wahrheitsdef ini thei t 1.1.1.3 ist damit der Satz —iA für alle Fäl le definiert, 
d a A n u r die Werte ro u n d f annehmen k a n n . 
K) Konjunktion 
A B A A B 
to to to 
to f f 
f to f 
f f f 
H i e r hängt der Wahrhei tswert eines Satzes der Gestalt A A B von 
zwei Argumenten ab, v o n dem Wahrhei tswert v o n A u n d dem W a h r -
heitswert v o n B . 
D) Disjunktion 
A B A v B 
to to to 
to f to 
f to to 
f f f 
D e r G e b r a u c h des ausschließenden „entweder-oder", das w i r d u r c h 
d e n Operator „ x " symbolisieren u n d als Kontravalenz bezeichnen, läßt 
s i ch d u r c h die Tabelle charakterisieren 
J ) Kontravalenz - A ' < . U 
A B 
ro to f 
ro f ro 
f ro ro 
f f f 
W i r sagen n u n , daß d u r c h solche Wahrheitstabel len Wahrhei ts -
f u n k t i o n e n dargestellt werden. 
E i n e Funktion ist eine Z u o r d n u n g v o n Elementen einer Menge M 
(dem Werlj$ereich der Funkt i on) z u den Elementen einer Menge N (des 
Definitionsbereiches der F u n k t i o n ) , so daß jedem Element v o n N genau 
e in E l e m e n t v o n M zugeordnet ist. Dieser Funkt ionsbegri f f ist aus der 
elementaren M a t h e m a t i k geläufig, x2 ist z . B . eine F u n k t i o n , deren D e -
finit ionsbereich u n d deren Wertebereich Zahlen s ind. Sie ordnet jeder Z a h l 
das Quadrat dieser Z a h l z u . D i e Elemente v o n N nennt m a n auch Argu-
mente der Funkt ion. , das zugehörige E lement v o n M den Funktionswert 
für dieses A r g u m e n t . F ü r das A r g u m e n t 4 n i m m t die F u n k t i o n x2 also 
den W e r t 16 an . D i e Menge der Werte , welche die F u n k t i o n a n n i m m t , 
wenn ihre A r g u m e n t e den Definit ionsbereich durchlaufen, nennt m a n 
den Wertevorrat der F u n k t i o n . D e r Wertbereich einer F u n k t i o n braucht 
s ich mi t i h r e m W e r t e v o r r a t n icht z u decken, d a nicht alle Elemente 
des Wertevorrats v o n der F u n k t i o n als Funkt ionswerte angenommen 
werden müssen. I m Beispie l ist der Wertevorra t der F u n k t i o n x2 die 
Menge der Quadratzahlen. D i e Menge der Quadrat zahlen deckt s ich, 
wenn w i r an die natürlichen Zahlen 0, 1, 2, 3,... denken, n icht m i t 
der Menge der natürlichen Zahlen , dem Wertebereich der F u n k t i o n . 
Neben einstelhgen F u n k t i o n e n betrachtet m a n auch mehrstellige 
F u n k t i o n e n , wie z . B . die F u n k t i o n (x + y)2. H i e r hängt der F u n k t i o n s -
wert von zwei A r g u m e n t e n ab, die unabhängig voneinander vari ieren 
können. D i e Stel lenzahl einer F u n k t i o n w i r d symbol isch repräsentiert 
durch die A n z a h l der verschiedenen V a r i a b l e n , die i n einem A u s d r u c k 
für diese F u n k t i o n v o r k o m m e n . Jeder V a r i a b l e n ist ein eigener D e f i -
nitionsbereich zugeordnet. F a l l e n die Definitionsbereiche einer mehr-
stelligen F u n k t i o n zusammen, so sprechen w i r auch bei mehrstelligen 
; F u n k t i o n e n v o n dem Def ini t ionsbereich der F u n k t i o n . 
1.2.2.2 E i n e Wahrheitsfunktion is t n u n eine F u n k t i o n , deren De-
f ini t ions- u n d Wertebereich die Menge der beiden Wahrhei tswerte ist. 
D a eine Wahrheitstabel le die Z u o r d n u n g der Wahrhei tswerte des 
Satzkomposi tums z u den Wahrhei tswerten der A r g u m e n t e (der T e i l -
sätze) festlegt, definiert sie eine solche W a h r h e i t s f u n k t i o n . W i r können 
demnach die A . L . gemäß der Präzisierung ihres Gegenstandes nach 
1.2.2.1 auch als Theorie der Wahrhe i t s funkt ionen aufbauen. 
M i t dieser Betrachtungsweise haben w i r uns von der A n a l y s e u m -
gangssprachlicher Satzverknüpfungen schon recht weit entfernt u n d 
haben uns auf eine abstraktere Betrachtungsebene begeben, die uns n u n 
neue Freiheitsgrade eröffnet: W i r brauchen nicht mehr den verschlun-
genen u n d unübersichtlichen Wegen der Umgangssprache z u folgen u n d 
ihren historisch gewordenen E igenar ten nachspüren, sondern w i r können 
eine Untersuchung der Wahrhe i t s funkt ionen i n abstracto vornehmen 
u n d haben damit n icht nur einen präzise abgegrenzten, sondern auch 
einen, wie sich zeigen w i r d , systematisch leicht faßbaren Gegenstand. 
Verl ieren w i r aber, i n d e m w i r den Le i t faden der Umgangssprache 
so preisgeben, n icht die Anwendungsmöglichkeiten für unsere L o g i k ? 
Sicherl ich n i c h t : D i e E r f a h r u n g hat gezeigt, daß der Schr i t t v o n der 
Umgangssprache als Maßstab der L o g i k z u r L o g i k als Maßstab der 
Umgangssprache (was ihren wissenschaftl ichen Gebrauch angeht) sehr 
f ruchtbar ist. D i e moderne L o g i k hat i m Gegensatz zur tradit ionel len 
L o g i k diesen Schri t t ganz bewußt vol lzogen. F R E G E formulierte die 
neue E ins te l lung so : 
, ,Es k a n n nicht die Aufgabe der L o g i k sein, der Sprache nachzugehen 
u n d z u ermit te ln , was i n den sprachlichen Ausdrücken liege. J e m a n d , 
der aus der Sprache L o g i k lernen w i l l , ist wie ein Erwachsener , der 
v o n einem K i n d e denken lernen w i l l . A l s die Menschen die Sprache 
bi ldeten, befanden sie s ich i n einem Z u s t a n d des k indl i chen b i ldhaf ten 
Denkens. D i e Sprachen s ind nicht n a c h dem logischen Lineale gemacht. 
A u c h das Logische i n der Sprache erscheint unter B i l d e r n versteckt , 
die n icht immer zutreffen. D i e Hauptaufgabe des Logikers besteht i n 
einer Befre iung v o n der Sprache u n d i n einer V e r e i n f a c h u n g 1 . " 
W e n n w i r uns n u n m i t einer Theorie der aussagenlogischen Opera -
toren i m allgemeinen beschäftigen wol len , so können w i r auch d a v o n 
1 F R E G E im Brief an H U S S E R L vom 1. November 1906, unveröffentlicht. 
absehen, welche a . l . Operatoren i n der Umgangssprache gebräuchlich 
s i n d . U n d w i r können insbesondere durch Wahrheitswerttabel len auch 
neue a . l . Operatoren definieren. 
G e b e n w i r zuerst eine zweistellige aussagenlogische Verknüpfung 
an, die w i r als Implikation bezeichnen u n d durch den Operator „ 3 " 
symbol is ieren w o l l e n ! E i n e n Satz A D B lesen w i r als , , A impl iz ier t B " . 
D e n semantischen Gebrauch dieses neuen Operators definieren w i r 
d u r c h folgende Wahrhei ts tabe l le : 
I) Implikation 
A B A D B 
to tu 
ro f f 
f ro XX) 
f f to 
D a m i t ist die Satzverknüpfung d u r c h D vollständig u n d präzise 
definiert . G i b t es n u n für diese Verknüpfung i n der Umgangssprache 
ein Äquivalent ? I n gewisser Entsprechung zur I m p l i k a t i o n verwenden 
w i r umgangssprachüch das „wenn — d a n n " . A u c h diese umgangs-
sprachliche Verknüpfung besagt, daß der , ,dann" -Sa tz , der dem H i n t e r -
gl ied B der I m p l i k a t i o n A D B entspricht, immer dann wahr ist, wenn 
der „wenn"-Satz , der dem Vordergl ied A der I m p l i k a t i o n entspricht , 
wahr ist, wie das auch durch die ersten beiden Zei len unserer Tabelle 
gefordert ist . D e n n wenn A wahr ist, so ist die ganze I m p l i k a t i o n nur 
dann wahr, wenn auch B wahr ist . D a m i t ist die E n t s p r e c h u n g aber 
auch schon a m E n d e . D e n n das umgangssprachliche „wenn — d a n n " 
dient z u m A u s d r u c k einer i m einzelnen nicht immer scharf präzisierten 
inhalt l ichen Folgebeziehung zwischen „wenn" -Sa tz u n d , , d a n n " - S a t z , 
während davon bezüglich der I m p l i k a t i o n , wie w i r sie definiert haben, 
keine Rede sein k a n n . So ist nach den letzten beiden Zei len unserer 
Tabelle jede I m p l i k a t i o n wahr , deren Vordergl ied falsch ist , also s ind 
z. B . die Sätze 
„Der M o n d ist v iereckig impl iz ier t 2 - 2 = 4 " 
u n d 
„Der M o n d ist v iereckig impüziert 2 - 2 = 5 " 
wahr, obwohl w i r nicht geneigt wären z u sagen, daß die Sätze 
, , W e n n der M o n d viereckig ist , dann ist 2 • 2 = 4 " , 
, , W e n n der M o n d viereckig ist , dann ist 2 - 2 = 5 " 
w a h r seien. U n d auch bei einer wahren I m p l i k a t i o n m i t wahrem Vorder -
gl ied besteht zwischen Vordergl ied u n d H i n t e r g l i e d nicht notwendig ein 
materiales Begründungsverhältnis, wie das Beispie l ze igt : , ,Goethe 
wurde 1749 geboren impl iz ie r t R o m hat den ersten Punischen K r i e g 
gewonnen" . D a s ist n a c h unserer Tabel le eine wahre I m p l i k a t i o n , 
hingegen würde m a n den Satz , , W e n n Goethe 1749 geboren wurde, 
dann hat R o m den ersten Punischen K r i e g gewonnen" nicht als wahren 
Satz ansehen, d a hier offenbar jedes Begründungsverhältnis fehlt . 
D i e Entsprechung zwischen I m p l i k a t i o n u n d umgangssprachlichen 
, ,wenn — d a n n " ist also n u r lose. I m m e r h i n k a n n m a n einen gewissen 
Gebrauch des „wenn — d a n n " durch die I m p l i k a t i o n darstellen u n d 
präzisieren u n d dieser Gebrauch ist so häufig, daß d u r c h diese Präzi-
sierung etwas Wicht iges geleistet w i r d . 
W i r wollen noch zwei weitere a . l . Operatoren definieren, die w i r 
d u r c h die Symbole „ = " u n d ,,|" darstellen u n d als Äquivalenz b z w . 
als Exklusion bezeichnen. Sätze der Gestalt A = B b z w . A | B lesen w i r 
dann als , , A ist äquivalent m i t B " b z w . als „A schließt B aus" . 
Ä) Äquivalenz 
A B A ==B 
ro ro ro 
ro f f 
f ro if 
f f to 
E) Exklusion 
A B AJB 
to to f 
to f to 
f to to 
f f to 
F ü r die E x k l u s i o n gibt es i n der Umgangssprache ke in direktes 
Äquivalent . D e r Äquivalenz entspricht, m i t analogen Einschränkungen, 
wie w i r sie für die I m p l i k a t i o n geltend gemacht haben, das „genau dann, 
w e n n " . D e n n die W a h r h e i t des einen Teilsatzes soll auch hier die W a h r -
heit des anderen zur Folge haben, u n d die Falschheit des einen T e i l -
satzes die Falschhei t des anderen. D i e folgenden Beispiele wahrer 
Äquivalenzen zeigen aber wiederum, daß dies wechselseitige Folge Ver-
hältnis ke in Verhältnis einer materialen Begründung ist , wie m a n 
a n h a n d einer Übersetzung des „äquivalent" i n ein „genau dann, w e n n " 
sofort einsieht. 
„2 + 2 = 5 äquivalent der M o n d ist v i e r e c k i g " , 
„2 + 2 = 4 äquivalent der M o n d ist r u n d " . 
I m H i n b l i c k auf unsere Klammerrege ln wollen w i r n u n festsetzen, 
daß i n der Re ihe - i , A , v , D , = , | alle l inks v o n einem Operator stehenden 
Operatoren stärker als dieser binden. D e m n a c h können w i r z . B . statt 
(p A q) D ((—1^ >) = r) schreiben p A q D (—\p = r) u n d p v q = —ip D q 
statt (pwq) =((-!/>) D y ) . 
Beispiele einfacher Schlüsse, i n denen die Operatoren "D, = u n d | 
v o r k o m m e n , s ind folgende: 
1) ~\p v q pZ> q, 
2) (p^q) A (q-Dp) + p = q 9 
3) P\q + -i(pAq), 
4) pZ^q -nqZ)-tp. '••<•, v .... 
Diese Schlüsse s ind gültig. Hingegen gi l t n i c h t : 
5) pZ>q —vp D — 
6) (pz>q)Z>q + p. 
Das erkennt m a n wie folgt : 
Z u (1): D i e Zei len der ersten beiden Spalten der folgenden Tabelle 
enthalten die möglichen Wahrheitsannahmen für die Satzvariablen p 
u n d q. A u s der 1. Spalte ergibt sich m i t der Tabelle N die 3. Spalte, 
aus der 3. u n d 2. Spalte ergibt sich m i t der Tabelle D die 4. Spalte. 
Kutschera, Elementare Logik 3 
p q ^P —\p V q 
to ro f ro 
ro f f f 
f ro ro ro 
f f ro ro 
D i e letzte Spalte s t immt nun m i t der Wahrheitstabel le I überein, d. h . 
p D q ist immer dann wahr , wenn —\p v q wahr ist. M . a. W . : A u s der 
Wahrhe i t des Satzes —\pvq folgt die W a h r h e i t des Satzes p D q} gleich 
welche Wahrheitswerte die Sätze p u n d q haben mögen, gleich also für 
welche Sätze p u n d q stehen mögen. 
Z u (2): 
p q p-Dq qZ>p (p-Dq) A (qZ>p) 
ro ro ro to to 
ro f f to f 
f ro to f f 
f f to to to 
Diese Tabelle ist i n analoger Weise z u verstehen: die Zei len der ersten 
beiden Spalten enthalten die möglichen Wahrhei tsannahmen über p 
u n d q. Daraus ergeben sich die Spalten 3 u n d 4 nach Tabel le I. D i e 
5. Spalte ergibt sich aus den Spalten 3 u n d 4 nach Tabelle K . D a die 
letzte Spalte m i t der Wahrhei tswertverte i lung für p = q nach Tabelle Ä 
übereinstimmt, macht also jede Wahrhei tsannahme über p u n d q, die 
(p D q) A (q D p) wahr macht , auch p = q wahr u n d somit ist die formale 
Gültigkeit des Schlusses (2) bewiesen. 
Z u (3): N a c h Tabelle E ist p\q wahr , wenn p oder q falsch ist. I n 
diesen Fällen ist aber nach K p A q falsch, also nach N -n(p A q) wahr . 
Z u (4): N a c h I ist p Z> q wahr, wenn p falsch ist oder q wahr . Ist 
p falsch, so ist —\p wahr, also ist nach I auch —iq D —\p wahr . Ist q wahr , 
so ist —\q falsch, also ist wiederum nach I —\q D —\p wahr . 
Z u (5): Daß dieser Schluß ungültig ist , zeigt der F a l l , daß p falsch 
u n d q wahr ist. D a n n ist nämlich nach I p "D q wahr . N a c h N ist hingegen 
—\p w a h r u n d —iq falsch, so daß nach I —\p D —\q falsch ist. E s gibt also 
eine W a h r h e i t s a n n a h m e für die S V p u n d q, welche die Prämisse des 
Schlusses (5) w a h r u n d seine K o n k l u s i o n falsch macht . D e r Schluß 
ist also nicht für alle Wahrhe i t sannahmen gültig, d . h . er ist n icht formal 
gültig. 
Fehlschlüsse nach diesem Schema findet m a n häufiger. D e r Schluß: 
W e n n es regnet, ist die Straße naß — also: W e n n es nicht regnet, 
ist die S traße n icht naß. 
mag auf den ersten B l i c k einleuchten. 
E s k a n n aber bei Sonnenschein ein Spritzwagen die Straße entlang-
fahren, so daß es n icht regnet u n d die Straße t rotzdem naß ist. 
Z u (6): E i n Gegenbeispiel für die A n n a h m e der Gültigkeit dieses 
Schlusses ist der F a l l , daß p falsch ist u n d q wahr . D a n n ist nach I 
p D q w a h r u n d ebenso (pZ) q) D q. Hingegen ist die K o n k l u s i o n p 
v o n (6) nach Voraussetzung falsch. D i e K o n s t r u k t i o n einer Wahrhei ts -
tabelle sieht i n diesem F a l l so aus: 
p p-Dq (pDq)Z>q 
ro ro ro to 
ro f f to 
f ro CO to 
f f to f 
D e r Vergle ich der 1. u n d 4. Spalte zeigt, daß i n der 3. Zeile ein F a l l 
auftr i t t , i n dem (p "D q) "D q wahr u n d p falsch ist. 
Diese Beispiele zeigen nun schon, daß m a n durch systematisches 
Zurückgreifen auf die Wahrheits tabel len eine Entsche idung darüber 
erzielen k a n n , ob ein vorgegebener Schluß gültig ist oder nicht . B e v o r 
w i r diese Methode aber i n Al lgemeinhei t angeben, wol len w i r den Begriff 
des formal gültigen Schlusses i n einer Def in i t ion festhalten, den w i r i n 
den^ Beispielen (1) bis (6) bereits i m p l i z i t verwendet haben : 
1.2.2.3 a) E i n e n Schluß der Gestalt A 1 , . . . , A m - ^ B (es sei m > l ) 1 
1 Wir verwenden die übliche Symbolik m ^ 1, um auszudrücken, daß 
die Zahl m größer als 1 oder gleich 1 ist. Das Zeichen „ ^ " bedeutet also 
„größer oder gleich", während „ > " das Zeichen für „größer" ist. Ent-
sprechenderweise steht das Zeichen „ ^ " für „kleiner oder gleich" und 
,,<" für „kleiner". 
nennen w i r a.l. gültig, wenn jede Wahrhei tsannahme über die i n den 
Sätzen Av..., A r a , B vorkommenden Satzvariablen, die (aufgrund der 
semantischen Festsetzungen über die a . l . Operatoren, die w i r i n F o r m 
der Wahrheitstabel len angegeben haben) alle Sätze Av..., A m wahr 
macht , auch den Satz B wahr macht . 
E s erweist sich als prakt i sch , i n Erwei te rung des bisher verwendeten 
Schlußbegriffes auch Schlüsse z u betrachten, die entweder keine Prä -
missen oder keine K o n k l u s i o n enthalten. I m H i n b l i c k auf 1.2.2.3 a) 
definiert m a n die Gültigkeit solcher Schlüsse wie folgt : 
(b) E i n e n Schluß der Gestalt B (d. h . einen Schluß ohne Prämissen) 
nennen w i r a . l . gültig, wenn jede Wahrhei tsannahme über die i n B v o r -
kommenden Satz variablen B wahr macht . 
^c)) E i n e n Schluß der Gestalt Alt..., A m (es sei wieder m ^ 1) 
nennen w i r a . l . gültig, wenn jede Wahrhei tsannahme über die i n 
Av..., A m vorkommenden Satzvar iablen mindestens einen der Sätze 
A 2 , . . . , A m falsch macht . 
D e m n a c h s ind also z . B . die Schlüsse 
D i e Schlüsse 
p v -np u n d 
p A —\p a . l . gültig. 
pvqDq u n d 
p v q, p A —\q s i n d hingegen nicht a . l . gültig. Das zeigen 
folgende T a b e l l e n : 
(7) 
7) 
8) 
10) 
(8) 
(9) 
p -4> p v —vp 
m f ro 
f tD ro 
P p A —vp 
ro f f 
f ro f 
P q pvq py qZ>q 
ro ro ro tD 
f ro f 
f ro ro ro 
f f f ro 
p 9 pyq 1 ? p A —\q 
ro ro ro f f 
ro f to to to 
f ro to f f 
f f f to f 
I n der Tabel le (9) zeigt die 2. Zeile der 4. Spalte, daß für die W a h r -
hei tsannahme: p w a h r u n d q falsch der S a t z p y q"Dq falsch ist. Dieser 
Satz ist also nicht für jede Wahrhei tsannahme wahr . I n der Tabelle (10) 
zeigt die 2. Zeile i n der 3. u n d 5. Spalte, daß für die Wahrhei tsannahme 
p wahr u n d q falsch beide Sätze p v q u n d p A —\q wahr s ind. E s gil t 
also n icht für jede Wahrhei tsannahme, daß sie mindestens einen dieser 
beiden Sätze falsch macht . 
M a n verwendet auch folgende Terminologie : 
1.2.2.4 a) E i n Satz A ist ajt wa.hr, wenn jede Wahrhei tsannahme über 
die i n A vorkommenden S V A wahr macht . 
b) E i n Satz A ist a.l. falsch, wenn jede Wahrhei tsannahme über die 
i n A vorkommenden S V den Satz A falsch macht . 
c) E i n Satz A ist a.l. indeterminiert, wenn es Wahrhei tsannahmen 
gibt , die A wahr , u n d solche die Ä falsch machen. 
E s gilt d e m n a c h : A ist a . l . wahr genau dann, wenn der Schluß A 
a . l . gültig ist. A ist a . l . falsch genau dann, wenn der Schluß A ^ a. l . 
gültig ist . U n d A ist a . l . indeterminiert genau dann, wenn A weder a . l . 
wahr , noch a. l . falsch ist . D i e E i n t e i l u n g i n a. l . wahre, a . l . falsche u n d 
a. l . indeterminierte Sätze ist also eine vollständige E i n t e i l u n g aller 
Sätze : Jeder Satz unserer Symbolsprache ist entweder a. l . wahr oder 
a . l . falsch oder a . l . indeterminiert . 
Beispiele a . l . wahrer, a . l . falscher u n d a. l . indeterminierter Sätze 
s ind nach den Beispielen (7), (8) u n d (9) p v -np, p A -\p, p v qZ> q. 
A . l . wahre Sätze nennt m a n auch a . l . Tautologien, a . l . falsche Sätze a . l . 
Kontradiktionen, wie m a n allgemein logisch wahre Sätze als Tautologien 
u n d logisch falsche Sätze als K o n t r a d i k t i o n e n bezeichnet. 
I m nächsten A b s c h n i t t wollen w i r uns n u n einen Überblick über 
die Mannigfalt igkeit der Wahrhei ts funkt ionen verschaffen, u m dann i m 
Abschni t t 1.2.4 auf das oben angedeutete Entscheidungsverfahren für 
die a.l . Gültigkeit v o n Schlüssen zurückzukommen. 
Übungsaufgaben: 
Welche der folgenden Schlüsse s ind a . l . gültig? 
1. p=q + pz>q} 
2. -,(pAq)+pz>qt 
3. - U>=q)Z>H>=-iq), 
4. (p D q) A p p = 
5. pD(qZ>r) —*  qD(pZ)r)f 
6. (pz>q)Z>p + p, 
7. p A qDp v 
8. p A q = (~ip v —i^ ) 
9. - ( ^ D ? ) = ( ^ D - i j ) 
10. p A qZ>-i(—0 v -n#) 
1.2.3 Vollständige Systeme v o n Wahrhei ts funkt ionen 
Bisher haben w i r nur einige ein- u n d zweistellige Wahrhei ts funkt ionen 
betrachtet. W i r wollen uns nun einen U b e r b l i c k über alle ein- u n d 
zweistelligen Wahrhei ts funkt ionen verschaffen u n d allgemein einen 
U b e r b l i c k über alle möglichen Wahrhei t s funkt ionen beliebig hoher 
Stel lenzahl gewinnen. 
Betrachten w i r zunächst die einstelligen, oder monadischen Wahrheits-
funktionen. D a das Funkt ionsargument nur die beiden Werte ro u n d f 
annehmen kann , erhalten w i r vier mögliche Vertei lungen der Werte 
ro, f auf diese Argumente , die durch folgende Tabelle dargestellt werden. 
Dabe i seien „ E T , „ E l " , Operatorensymbole. 
A ffl A m A III A S A 
ro ro ro f f 
f ro f ro f 
Deutung Tautologie A - i A Kontradiktion 
D i e F u n k t i o n Hl transformiert A i n eine Tautologie, E transformiert 
A i n eine K o n t r a d i k t i o n . Hl läßt den Wahrhei tswert v o n A unverändert, 
Hl endlich stellt die Negat ion dar, wie der Vergleich m i t Tabelle N aus 
1.2.2 lehrt . 
Gehen w i r n u n z u den zweistelligen oder dyadischen Wahrhei tswert -
funkt ionen über, so erhalten w i r bereits eine wesentlich größere M a n n i g -
falt igkeit v o n F u n k t i o n e n . W i e folgende Tabelle zeigt, gibt es 16 z w e i -
stellige Wahrhei tswert funkt ionen. D a b e i seien , , ® " , . . . , , , © " wieder 
Operatorensymbole: 
A B A ® B A © B A ® B A ® B A © B A (DB A © B A ® B 
ro ro ro ro ro ro f ro ro ro 
ro f ro ro CO f ro ro f f 
f ro ro ro f ro ro f ro f 
f f ro f ro ro ro f f ro 
Deu- Tau- A v B B D A A D B AiB A B A EE B 
tung to-
logie 
A B A ® B A © B A @ B A @ B A @ B A ® B A ® B A © B 
ro ro f f f ro f f f f 
ro f ro ro f f ro f f f 
f ro ro f ro f f ro f f 
f f f ro ro f f f ro f 
Deu- A H B - i B - i A A A B A A - i B —iA A B —iA A - i B Kontra-
tung diktion 
fit 
A ® B stellt wieder eine Tautologie , A © B eine K o n t r a d i k t i o n dar, 
die F u n k t i o n e n © , ® , ® , ® , ® , @ s i n d uns schon bekannt , sie stellen 
i n dieser Reihenfolge D i s j u n k t i o n , I m p l i k a t i o n , E x k l u s i o n , Äquivalenz, 
K o n t r a v a l e n z u n d K o n j u n k t i o n dar, wie der Vergle ich m i t den Tabel len 
aus 1.2.2 lehrt . A ® B ist m i t B D A gleichwertig, A ® B m i t A , A © B 
m i t B , A © B m i t - i B , A ® B m i t - i A , A ® B m i t A A - . B , A ® B m i t 
—iA A B , A © B m i t —iA A — I B . D a b e i besagt diese Gleichwertigkeit , 
daß g i l t : A ® B ist wahr genau für die Wahrhei tsannahmen für die 
B D A wahr ist , usw. 
Die Z a h l der Wahrhe i t swer t funkt ionen wächst n u n rasch m i t ihrer 
Stellenzahl an. W i e die K o m b i n a t o r i k lehrt, gibt es 2n Anordnungen 
der zwei Wahrhei tswerte ro, f i n einer Reihe m i t n Gl iedern, d . h . es 
gibt 2n verschiedene Argumente für eine w-stellige Wahrhei tswert-
funkt ion . Für n = 1 gab es 21 J T L V r g u m e n t e , für n = 2 gab es 22 = 4 < 
Argumente. Al lgemein gibt es nk A n o r d n u n g e n v o n n E lementen i n 
einer Reihe m i t k Gl iedern. Das beweist m a n d u r c h I n d u k t i o n nach 
der Z a h l k. W i e geht ein Beweis durch Induktion vor sich ? Darauf wollen 
wir i n F o r m eines kurzen Exkurses eingehen, da w i r später noch viele 
solche Induktionsbeweise z u führen haben werden. 
D i e z u beweisende B e h a u p t u n g sei, daß eine Eigenschaft E allen 
natürlichen Zahlen 1,2,... z u k o m m t . M a n zeigt nun erstens: 
I) D i e Z a h l 7 hat die Eigenschaft E. 
D e r Beweis v o n (I) b i ldet die sog. Induktionsbasis. — Zweitens weist 
m a n nach, daß für eine beliebige natürliche Z a h l k g i l t : 
I I a) W e n n die Z a h l k die Eigenschaft E hat, so hat auch die Z a h l 
k + 1 die Eigenschaft E. 
oder : 
I I b) W e n n alle natürlichen Z a h l e n m, die kleiner oder gleich k s ind 
die Eigenschaft E haben, so hat auch die Z a h l k + / die Eigenschaft E. 
D e n Beweis v o n (II a), b z w . (II b) nennt m a n den Induktionsschritt, den 
„wenn"-Satz v o n (II a), b z w . (II b) nennt m a n die Induktionsannahme. 
Verwendet m a n die Indukt ionsannahme nach (II b), so spricht m a n 
auch v o n einer Wertverlaufsinduktion. 
E s ist n u n i n t u i t i v k lar , daß Induktionsbasis u n d Indukt ionsschr i t t 
z u m Beweis der B e h a u p t u n g ausreichen. D e n n (I) besagt, daß 7 die 
Eigenschaft E hat . A l s o hat nach (II) auch / + 7 = 2 die Eigenschaft 
E. A l s o hat nach (II) auch 2 + 7 = 3 die Eigenschaft E, usf. F ü r jede 
natürliche Z a h l k k a n n m a n also i n k Schr i t ten vermittels (I) u n d (II) 
zeigen, daß k die Eigenschaft E hat . A l s o haben alle natürlichen Z a h l e n 
die Eigenschaft E, was z u beweisen war . 
Diese Erläuterung des Induktionsbeweises m a g hier genügen. E i n e 
strenge Rechtfert igung f indet diese Beweismethode i m R a h m e n der 
elementaren A r i t h m e t i k 1 . 
Gehen w i r nun auf unsere B e h a u p t u n g zurück, daß es nk A n o r d n u n g e n 
v o n n E lementen z u je k Gl iedern gibt . D i e B e h a u p t u n g der I n d u k t i o n s -
basis (I) lautet i n diesem F a l l : E s g ibt n1 = n Anordnungen z u je e inem 
G l i e d . Das ist aber offensichtl ich, denn diese A n o r d n u n g e n bestehen 
jeweils aus einem der n E lemente . D i e B e h a u p t u n g (II a) des I n d u k -
tionschrittes laute t : W e n n es nk A n o r d n u n g e n der n E lemente z u k 
Gliedern gibt (k sei irgendeine feste Zahl ) , so gibt es w * + 7 A n o r d n u n g e n 
z u k + 7 Gl iedern. N u n gelangen w i r z u den A n o r d n u n g e n m i t k + 7 
Gl iedern, indem w i r jede A n o r d n u n g m i t k Gl iedern u m ein G l i e d er-
1 V g l . dazu 5.4. 
wei tern . A u s jeder A n o r d n u n g m i t k Gl iedern entstehen so n A n o r d -
nungen m i t k + 1 G l iedern , d . h . w i r erhalten nk • n = nk + 1 A n o r d n u n g e n 
z u k + 7 Gl iedern . D a m i t ist die Behauptung bewiesen. 
N u n besteht die Angabe einer Wahrhe i t s funkt ion i n der Angabe 
einer V e r t e i l u n g der beiden Wahrheitswerte auf die Argumente . E s 
gibt also 2^ solche Verte i lungen, also 22" w-stellige Wahrhei t s funkt ionen . 
E s gab 2 2 ? = 22 = 4 einstellige u n d 222 == 24 = 16 zweistellige W a h r -
he i t s funkt ionen. 
W i r haben uns dami t einen U b e r b l i c k über die A n z a h l der W a h r -
hei ts funkt ionen einer best immten Stel lenzahl verschafft. Insgesamt gibt 
es unendl ich viele Wahrhei t s funkt ionen . Müßte m a n n u n i n der Aussagen-
logik jeder dieser Wahrhei t s funkt ionen eine eigene Untersuchung widmen, 
so käme m a n nie z u einem E n d e . Tatsächlich läßt s ich aber ein T e i l 
der Wahrhe i t s funkt ionen durch D e f i n i t i o n auf andere zurückführen. 
W i r verwenden dabei folgendes einfache Schema für Def in i t ionen : 
E i n e D e f i n i t i o n , genauer: eine Explizitdefinition ist eine Fest-
setzung über die Bedeutung u n d die syntaktische Verwendung eines 
A u s d r u c k s , dem bisher noch keine Bedeutung zugeordnet war . D i e 
B e d e u t u n g dieses z u definierenden A u s d r u c k s , des Definiendums, w i r d 
i n der D e f i n i t i o n gleichgesetzt m i t der Bedeutung eines anderen A u s -
drucks , der als definierender A u s d r u c k oder Definiens also bereits eine 
feste u n d wohldefinierte Bedeutung haben muß, die i h n unabhängig 
v o n der betrachteten D e f i n i t i o n zugeordnet ist. W i r schreiben E x p l i z i t -
definit ionen i n der Gestalt A := B, wobei das Def in iendum A l inks 
von dem Zeichen , , : = " u n d das Definiens B rechts davon steht. Das 
Zeichen , , : — " ist z u lesen als ,,ist definitorisch g l e i c h " 1 . D a n n besagt 
also die Def in i t ion A :— B zunächst soviel wie ,,der A u s d r u c k A soll 
gleichbedeutend (synonym) sein m i t dem A u s d r u c k B". Das ist w o h l -
gemerkt eine Festsetzung u n d keine Aussage, die wahr oder falsch sein 
könnte. E s gibt keine wahren oder falschen Def ini t ionen, sondern nur 
korrekte oder inkorrekte Def ini t ionen, wobei die K o r r e k t h e i t einer 
Def in i t ion allein daran z u messen ist, ob durch sie dem Def in iendum 
eine wohlbest immte Bedeutung zugeordnet w i r d 2 . 
Demnach legt die Def in i t ion 
1) „h" : = ,»Heinrich" 
1 Anstelle von ,,:=" schreibt man auch oft „=Df"-
2 Vgl. dazu den Abschnitt 6 . 3 ! 
fest, daß ,,h" ein E igenname ist, der dasselbe bedeutet wie der Name 
, , H e i n r i c h " , also den Menschen H e i n r i c h . A u f g r u n d der Def in i t ion ist 
es dann s innvol l z u sagen ,,h ist b l o n d " , „h studiert M e d i z i n " , usw. 
Ebenso erklärt die D e f i n i t i o n 
2) „Pr imzahl" : = , , Z a h l , die nicht durch eine v o n 7 verschiedene 
kleinere Z a h l ohne Rest te i lbar i s t " 
den A u s d r u c k „Pr imzahl " als Prädikat u n d legt fest, daß z. B . die 
Zahlen 77 u n d 77, n icht aber die Zahlen 6 u n d 75 als Pr imzahlen anzu-
sprechen s ind. 
D i e Def in i t ion 
3) „ P " : = „Die E r d e ist größer als der M o n d " 
endl ich erklärt den Buchstaben , , P " als Satz u n d legt z. B . fest, daß 
dieser Satz wahr ist. 
Wegen der völligen Bedeutungsgleichheit zwischen Def in iendum u n d 
Definiens k a n n m a n das Definiens i n allen K o n t e x t e n durch das D e f i -
n i e n d u m ersetzen. A u s der semantischen Festlegung der Def in i t ion 
ergibt s ich also die Ersetzbarkei t als syntaktische Folge. Diese E r -
setzbarkeit erlaubt es, das Def in iendum als Abkürzung für das Definiens 
aufzufassen u n d i n dieser Abkürzung liegt auch der Zweck der E x p l i z i t -
definit ionen. 
W e n n m a n n u n z . B . den a. l . Operator @ definiert durch 
4) A @ B : = A A - I B , 
so besagt diese Festsetzung nicht nur etwas über die Bedeutung eines 
best immten Satzes der Gestalt A @ B , sondern sie legt fest, daß jeder 
Satz der Gestalt A ® B dasselbe bedeuten soll wie der Satz A A — I B , 
gleich für welche speziellen Sätze die Buchstaben A u n d B stehen. W i r 
bezeichnen eine solche Festsetzung auch als Definitionsschema, ebenso 
wie w i r A A B als Satzschema bezeichnet haben u n d wie w i r A A B - ^ A 
als Schlußschema bezeichnen könnten. D e r Kürze des A u s d r u c k s wegen 
wol len w i r aber nicht i m m e r streng zwischen Satz- , Schluß- oder D e f i -
nit ionsschema u n d Sätzen, Schlüssen oder Def ini t ionen unterscheiden. 
K o m m e n wir n u n auf unser T h e m a zurück; die definitorische 
Rückführbarkeit einer Wahrhe i t s funkt ion auf andere! W i r haben schon 
bei der Besprechung der dyadischen Wahrhei tswert funkt ionen gesehen, 
daß gewisse Wahrhe i t s funkt ionen sich durch andere darstellen lassen. 
So legen z. B . die D e f i n i t i o n e n : 
A ® B : — B D A 
A @ B : = A A —iB 
A © B : = —iA A —iB 
für die Ausdrücke der Gestalt A ® B , A © B , A © B die gleichen 
Wahrhei tsbedingungen fest, wie sie durch die Wahrheitstabelle be-
s t i m m t s ind . W i r sagen also: die F u n k t i o n ® ist definierbar durch die 
I m p l i k a t i o n , die F u n k t i o n e n ® u n d ® sind durch Negat ion u n d K o n -
j u n k t i o n definierbar. 
Ferner f inden w i r , daß die Def in i t ionen : 
d l : A ~ B : = - i ( A = B ) 
d2 : A = B : = (A D B) A ( B D A ) 
d 3 : A D B : = - i A v B 
d4: A v B : = —1(—iA A —IB) 
folgendes le isten: 
1. D u r c h diese Def in i t ionen werden die Operatoren x , = , D u n d v 
auf die Operatoren — i u n d A definitorisch zurückgeführt. D e n n wenn 
ein Satz C unserer Symbolsprache gegeben ist, der nur die Operatoren 
x, = , 3 , v , — i , A enthält , so können w i r zunächst nach d l alle V o r -
kommnisse des Operators >-< i n C ersetzen durch Negat ion u n d Äquivalenz 
u n d erhalten so einen Satz C ' , der nur mehr die Operatoren = , Z>, v , — i , A 
enthält. D a n n ersetzen w i r alle Vorkommnisse v o n = i n C nach d2 
u n d erhalten dadurch einen A u s d r u c k C " , der nur mehr die Operatoren 
D , v , — l , A enthält. Ersetzen w i r in C " alle Vorkommnisse v o n 3 nach 
d3, so erhalten w i r einen A u s d r u c k C ' " , der nur mehr die Operatoren 
v , i, A enthält , u n d daraus durch Erse tzung aller Vorkommnisse v o n 
v nach d4 einen A u s d r u c k C " " der n u r mehr die Operatoren - i u n d A 
enthält. M a n nennt Ausdrücke, die durch Erse tzung definitorisch 
gleicher Teilausdrücke auseinander hervorgehen definitorisch äquivalent. 
Insbesondere s ind also C " " u n d C definitorisch äquivalent. 
D a z u ein B e i s p i e l : C sei der Satz —t(pxq)'Dpvq. D u r c h def ini -
torische Erse tzung erhalten w i r daraus : 
C : - r - i (£ =q)D>p vq 
C " : ^((pDq)A(qDp))Z>pvq 
v q) A ( - i f v p)) Dpvq 
C " : —i—l—1((—\p v q) A (—iq v p)) v (p v q) 
— i — I ( - T ~ I ^ ) A —I*?) A — i ( — i — A —\p)) v —\(—ip A —iq) 
C " " : n ( n n n n ( n ( ^ A -n?) A A -tf)) A - r - , ( - t f A -nf)). 
2. D u r c h die angegebenen Def ini t ionen werden für die definierten 
Operatoren die gleichen Wahrheitsbedingungen festgelegt, wie durch 
die Wahrheitstabel len, d u r c h die w i r sie ursprünglich eingeführt hatten. 
D a z u zwei Beispiele: 
a) Ax B ist nach Tabelle J aus 1.2.2 wahr genau dann, wenn ent-
weder A oder B (aber nicht beide zugleich) wahr s ind. A = B ist nach 
Tabelle Ä wahr genau dann, wenn A u n d B wahr oder A u n d B falsch 
s ind. —i(A = B) ist also w a h r genau dann, wenn A u n d B weder beide 
wahr , noch beide falsch s ind, d . h . wenn einer v o n beiden Sätzen wahr, 
u n d der andere falsch ist . D a s veranschaulicht die folgende Tabel le : 
A B A H B A EE B -n(A = B ) 
tD tD f tD f 
tD f tD f tD 
f tD tD f tD 
f f f tD f 
D i e Tabelle zeigt i n der Übereinstimmung v o n 3. u n d 5. Spalte, daß 
A w B u n d - i ( A = B) für alle Wahrhei tsannahmen über A u n d B die 
gleichen Wahrheitswerte annehmen. 
b) A = B ist nach Tabelle Ä wahr genau dann, wenn A u n d B beide 
wahr oder beide falsch s ind. A D B ist nach I wahr , wenn A falsch ist 
oder B wahr. B D A ist wahr , wenn B falsch ist oder A wahr . N a c h K 
ist dann ( A D B ) A ( B D A ) wahr , wenn A u n d B beide falsch s ind oder 
beide wahr . Das veranschaulicht folgende Tabel le : 
A B A = B A D B B D A ( A D B ) A ( B D A ) 
tD tD tD tD xo tD 
tD f f f f 
f tD f f f 
f f tD tD tD m 
D i e Tabel le zeigt i n der Übereinstimmung von 3. u n d 6. Spalte, daß 
sich für jede Wahrhei tsannahme über A u n d B für die Sätze 
( A D B ) A ( B D A ) u n d A = B der gleiche Wahrhei tswert ergibt. 
I n gleicher Weise k a n n m a n die Behauptung für d3 u n d d4 beweisen. 
F e r n e r lassen sich Negat ion u n d D i s j u n k t i o n d u r c h die E x k l u s i o n 
def in ieren : 
d 5 : - i A : = A | A 
d 6 : A A B : = - I ( A | B ) 
D e n n für A | A erhalten w i r aus der Tabelle E aus 1.2.2 die Tabelle 
A A1A 
ID f 
f tD 
die m i t N übereinstimmt. U n d die Tabelle 
A B AIB -i(A|B) 
tD tD f tD 
tD f tD f 
f tD tD f 
f f tD f 
ergibt die gleichen Wahrhei tsbedingungen für Sätze der Gestalt - i ( A | B ) , 
wie die Wahrheitstabel le K . 
E s erhebt sich die Frage, ob s ich eine endliche Menge v o n W a h r -
heitsfunktionen angeben läßt, d u r c h die sich alle übrigen Wahrhei ts -
funktionen, gleich welcher Stel lenzahl , definieren lassen. W i r wollen 
eine solche Menge v o n Wahrhei ts funkt ionen komplett nennen. 
E s gil t n u n der wichtige S a t z : 
1.2.3.1 Negat ion u n d K o n j u n k t i o n bi lden eine komplet te Menge v o n 
Wahrhei ts funkt ionen. 
Beweis : E s sei F(pp.. .,pn) eine beliebige w-stellige Wahrhei t s -
funkt ion. E s gibt dann, wie w i r oben gesehen haben, T verschiedene 
Einsetzungen v o n Wahrhei tswerten für die Var iab len p v . . ., pn (z. B . 
F(xo,..., xo), F( f , t o , . . . , xo), usw.). Diese Einsetzungen denken wir 
uns in irgendeiner Weise numeriert v o n 7 bis 2^ • Aik sei die Wahrhei t s -
f u n k t i o n pk, bzw. —\pk, je nachdem ob für die Var iable pk (k = 7 , . . . , n) 
bei der i-ten E inse tzung (i = 7 , . . . , 2") „xo" oder , , f gesetzt w i r d . 
Aik ist also bei der *-ten E i n s e t z u n g wahr . B{ sei die W a h r h e i t s f u n k t i o n 
A -7 a . . . a Ain. D a n n ist B{ bei der ^'-ten E inse tzung wahr , bei allen 
anderen Einsetzungen falsch. D i e erst ere B e h a u p t u n g folgt unmit te lbar 
aus dem über Aik Gesagten u n d der Tabelle K . D i e zweite ergibt sich 
auf folgende Weise : Mindestens eine F u n k t i o n Aik erhält bei einer 
E inse tzung m i t der N u m m e r /, die v o n k verschieden ist, ein A r g u m e n t , 
das v o n dem Wahrhei tswert verschieden ist, der bei der E i n s e t z u n g 
N u m m e r i für pk gesetzt w i r d , d . h . die F u n k t i o n Aik n i m m t den W e r t f 
an u n d damit w i r d die gesamte K o n j u n k t i o n Avl a . . . a Ain falsch. 
F ü r den F a l l , daß F(pv.. ,,pn) für alle 2n Einsetzungen den W e r t xo 
annimmt , können w i r setzen ,,F(p1,.. .,^>w)" : = ,r~i(Pi A ~^Pi) a . . . a 
A ~^(Pn A ~~'A*)"- D e n n das Definiens ist offenbar ebenfalls ein a . l . 
wahrer Satz. Für diesen F a l l haben w i r also F(ph..., pn) d u r c h N e g a t i o n 
u n d K o n j u n k t i o n definiert. Andernfa l l s seien i1}..., im die N u m m e r n 
derjenigen Einsetzungen, für die F(p},.. ,,pn) den W e r t f a n n i m m t . 
C sei dann die W a h r h e i t s f u n k t i o n —\B- a . . . a —\B4 . C w i r d n u n 
genau dann falsch, wenn ein B^ (r = 7 , . . ,,m) wahr ist , d . h . für eine 
E inse tzung m i t der N u m m e r ir, für die auch F(pJ}.. .,pn) fa lsch w i r d . 
W i r können dann also f,F(p7,..., pn)" : = , , C " setzen u n d haben wieder-
u m F(pJ)..., pn) d u r c h Negat ion u n d K o n j u n k t i o n definiert . D a m i t 
ist der Satz 1.2.3.1 bewiesen. 
D a w i r die K o n j u n k t i o n auch durch Negat ion u n d D i s j u n k t i o n , 
bzw. durch Negat ion u n d I m p l i k a t i o n definieren können: 
d7: A A B : = - i ( - i A v - i B ) , b z w . 
d8: A A B : = - I ( A D - I B ) 
bi lden auch Negat ion u n d D i s j u n k t i o n , bzw. Negat ion u n d I m p l i k a t i o n 
eine komplette Menge v o n Wahrhei t s funkt ionen . D i e D e f i n i t i o n e n d5 
u n d d6 zeigen ferner, daß auch die E x k l u s i o n allein eine k o m p l e t t e 
Menge v o n Wahrhei ts funkt ionen bi ldet . 
W i e m a n alle Wahrhe i t s funkt ionen nur durch die E x k l u s i o n d e f i -
nieren k a n n , so k a n n m a n sie auch d u r c h die F u n k t i o n A © B def in ieren , 
die m a n als Rejektion bezeichnet u n d durch den Operator t s y m b o l i s i e r t . 
Das zeigen die beiden D e f i n i t i o n e n : 
d9 : —iA : = A t A 
d l O ; A v B : = - i ( A t B ) , 
d u r c h die Negat ion u n d D i s j u n k t i o n auf die Re jekt ion zurückgeführt 
werden. D a Negat ion u n d D i s j u n k t i o n aber ausreichen, u m alle W a h r -
he i t s funkt ionen z u definieren, so reicht demnach auch die Re jekt ion 
d a z u aus. 
Diese Resul tate s ind n u n sehr stark u n d auf den ersten B l i c k ver-
blüffend, ermöglichen sie es doch, die unendl ich vielen Wahrhe i t s -
f u n k t i o n e n beliebiger Stel lenzahl z. B . allein durch die E x k l u s i o n z u 
definieren u n d somit die Theorie aller Wahrhei ts funkt ionen durch die 
Theorie der E x k l u s i o n z u beherrschen. D a m i t haben w i r die Möglichkeit 
gewonnen, alle a . l . gültigen Schlüsse darzustellen nur durch Verwendung 
der E x k l u s i o n 1 . 
W e n n es also pr inz ip ie l l genügt, die E x k l u s i o n als einzigen a . l . 
Operator z u verwenden, so vereinfacht doch der Gebrauch weiterer 
Operatoren die Schreibweise der Sätze unserer Symbolsprache ganz 
erheblich. Wegen der umgangssprachlichen Äquivalente z u diesen 
Operatoren verwendet m a n prakt i sch i m m e r die Operatoren — i , a , v , D 
u n d = . W i r wollen uns i m folgenden auch auf diese Operatoren be-
schränken. 
Z u m Abschluß dieses Abschnit tes soll noch darauf hingewiesen 
werden, daß der Symbolgebrauch in der modernen logischen L i t e r a t u r 
keineswegs einheit l ich ist . D i e folgende Tabelle br ingt eine Übersicht 
über die wichtigsten Symbole , die sich i n einigen Standardwerken der 
modernen L o g i k f inden 2 , u n d soll damit das L i t e r a t u r s t u d i u m erleichtern. 
1 Schon C. S. P E I R C E kannte die Möglichkeit, alle Wahrheitsfunktionen 
auf eine einzige zurückzuführen. Das geht aus einem Manuskript hervor, 
das erst 1933 veröffentlicht wurde (Vgl. Collected Papers, Bd. IV, S. 13—18, 
2151). Das Resultat wurde zuerst von H . M. S H E F F E R veröffentlicht 
(vgl. Transactions of the American Math. Soc. 14 (1913), S. 481 — 488), der 
sowohl die Rückführung auf die Exklusion (der Operator „|" wird auch 
Sheffer-Strich genannt) angab, wie auch die Rückführung auf die Rejek-
tion. Vgl. dazu auch [9], S. 1331 
2 Vgl. [78], [38], [51], [33]. 
Bezeichnung Hier 
P E A N O 
R U S S E L L H I L B E R T L U K A S I E W I C Z H E R M E S 
Negation i p P Np 
Konjunktion pAq p-q p&q Kpq pAq 
Disjunktion pyq pyq pyq Apq pyq 
Implikation P^q p-Dq p+q Cpq p+q 
Äquivalenz p = q p =q P r**j q Epq P^q 
Exklusion p\q p\q P\q Dpq Plq 
A u f die Besonderheiten der K l a m m e r s e t z u n g ist jeweils z u achten! 
Die S y m b o l i k v o n L U K A S I E W I C Z hat den V o r t e i l , daß ihre V e r -
wendung Klammerze ichen überflüssig macht . So schreibt sich z. B . 
die F o r m e l 
((p Z)q)Z)p)Z)p als CCCpqpp 
u n d die F o r m e l 
(-i(p A q) D q) v p als ACNKpqqp. 
F R E G E hat eine zweidimensionale Schreibweise verwendet, die er 
für besonders übersichtlich u n d handl ich hielt . Sie hat sich aber n icht 
jg 
durchgesetzt. E r schrieb - r A statt - i A u n d |_ statt A D B 1 . 
Übungsaufgaben: 
1. Beweise, daß die Def in i t ionen d3 u n d d4 bzgl . der Tabel len I u n d 
D aus 1.2.2 adäquat s ind, wie das für d l u n d d2 auf S. 44f gezeigt wurde. 
2. Übersetze folgende F o r m e l n i n unsere S y m b o l i k : 
~ (p • q) v '—' q 
P&q (q~p) 
p&~q~(p v q). 
1.2.4 Wahrheitsentwicklungen 
W i r k o m m e n n u n auf unsere B e m e r k u n g a m E n d e des Abschni t tes 
1.2.2 zurück, daß sich die a . l . Gültigkeit v o n Schlüssen d u r c h ein syste-
1 Vgl. [14] und F R E G E S Verteidigung seiner Symbolik in [20]. 
matisches Rückgreifen auf die Wahrheits tabel len entscheiden läßt . 
Diese B e h a u p t u n g wol len w i r n u n beweisen, indem w i r ein Entscheidungs-
verfahren für die a . l . Gültigkeit v o n Schlüssen expl iz i t angeben. 
M a n sagt al lgemein, daß für eine Menge v o n Aufgaben ein Lösungs-
verfahren vorl iegt , wenn eine Regel angegeben w i r d , die bis i n alle 
E inze lhe i ten eindeutig best immt ist, u n d durch deren Befolgung allein 
m a n jede A u f g a b e dieser Menge i n endl ich vielen Schri t ten lösen k a n n . 
D i e R e g e l muß dabei rein mechanisch anwendbar sein, d . h . sie muß 
eine V o r s c h r i f t sein, der m a n ohne spezielle Fähigkeiten u n d Kenntnisse 
n a c h k o m m e n k a n n , deren Durchführung m a n also pr inz ip ie l l auch einer 
geeignet konstruierten Maschine überlassen könnte 1 . Beispiele solcher 
Lösungsverfahren s ind e twa die D i v i s i o n ganzer Zahlen u n d die B e -
rechnung der Potenzen einer natürlichen Z a h l . Bestehen die Aufgaben 
n u n d a r i n , eine best immte Frage v o n F a l l z u F a l l m i t , , j a " oder „nein" 
z u beantworten, so nennt m a n ein Lösungsverfahren dafür auch ein 
Entscheidungsverfahren. So ein Entscheidungsverfahren wollen w i r also 
für die B e a n t w o r t u n g der Frage angeben, ob ein vorgelegter Schluß 
unserer Symbolsprache a . l . gültig is t oder nicht . 
E s genügt n u n , ein Entscheidungsverfahren für die Frage anzu-
geben, ob ein vorgelegter Satz a.l . w a h r ist oder nicht , denn es g i l t : 
1.2.4.1 a) E i n Schluß der F o r m Alt..., A m B ist a . l . gültig genau 
dann, wenn der Satz A x A . . . A A m ID B a. l . wahr ist. 
b) E i n Schluß der F o r m B ist a . l . gültig, wenn der Satz B a . l . 
wahr ist . 
c) E i n Schluß der F o r m A l f . . . , A m ist a . l . gültig genau dann, 
wenn der Satz —i(A 1 A . . . A A m ) a . l . wahr ist. 
Beweis : (a) W e n n Alf..., A m B a . l . gültig ist , so w i r d nach 1.2.2.3 
B bei jeder Wahrhei tsannahme w a h r , welche die Sätze Alt..., A m 
sämtlich wahr macht , d . h . die den Satz A x A . . . A A m wahr macht 
(vgl. Tabelle K aus 1.2.2). D a s H i n t e r g l i e d der I m p l i k a t i o n 
A1 A . . . A A m D B w i r d also bei jeder Wahrhei tsannahme wahr , die 
das Vordergl ied wahr macht , d . h . die I m p l i k a t i o n w i r d bei jeder W a h r -
1 Man kann den Begriff des Lösungsverfahrens mathematisch präzi-
sieren und zeigen, daß sich zu jedem Lösungsverfahren eine Maschine 
konstruieren läßt, der man die Anwendung dieses Verfahrens übertragen 
kann. Vgl. dazu [32]. 
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heitsannahme wahr (vgl. Tabelle I). Ist umgekehrt diese Impl ika t ion 
a. l . wahr , so n i m m t das H i n t e r g l i e d den W e r t xo an für alle Wahrheits-
annahmen, die das Vorderg l ied u n d dami t alle Konjunkt ionsgl ieder 
des Vordergliedes wahr machen. A l s o ist der Schluß A l f . . . , A m B 
a. l . gültig. 
(b) D i e Behauptung wurde schon unter 1.2.2.4 bewiesen. 
(c) W e n n jede Wahrhei tsannahme einen der Sätze A v . . . , A m falsch 
macht , so macht jede Wahrhei t sannahme die K o n j u n k t i o n Ax A . . . A A m 
falsch, also ihre Negat ion wahr (vgl. Tabelle N aus 1.2.2). — Macht 
umgekehrt jede Wahrhei tsannahme den Satz —i(A x A . . . A A m ) wahr , 
so machen alle Wahrhei tsannahmen A x A . . . A A m falsch, also machen 
sie jeweils mindestens einen der Sätze Av...,Am falsch. A l s o ist 
A 1 , . . . , A m + nach 1.2.2.3 a . l . gültig. 
W e n n w i r n u n ein Entscheidungsverfahren für die a. l . Wahrhei t von 
Sätzen haben, so können w i r vermittels 1.2.4.1 auch die a. l . Gültigkeit 
v o n Schlüssen entscheiden, indem w i r v o n A v . . . , A m B z u 
A x A . . . A A m D B übergehen, v o n B z u B u n d v o n Alt..., A m 
z u —«(Aj A . . . A A m ) , u n d die a. l . W a h r h e i t dieser Sätze untersuchen. 
S i n d diese Sätze a. l . wahr , so s ind auch die entsprechenden Schlüsse 
a. l . gültig, s ind sie nicht a . l . wahr , so s ind auch die entsprechenden 
Schlüsse nicht a . l . gültig. 
W i r geben n u n ein Entscheidungsverfahren für die a . l . W a h r h e i t 
eines Satzes A an u n d erläutern es gleich anhand des Beispiels 
pZ) q = —ip v q. 
1. M a n bildet die L i s te der S V , die i n A v o r k o m m t (im Be isp ie l : p, q). 
Ihre Z a h l sei n (im Beispie l ist n = 2). D a n n bi ldet m a n die 2n möglichen 
Einsetzungen v o n Wahrhei tswerten für diese Var iab len (vgl. 1.2.3) 
u n d numeriert sie v o n / bis 2n. I m Beispie l erhalten w i r die E inse tzungen : 
7) xo für p u n d xo für q, 
2) xo für p u n d f für qy 
3) f für p u n d xo für q, 
4) f für p u n d f für q. 
2. M a n n i m m t i n A für die S V die E inse tzung N r . 7 vor (im Be i sp ie l 
erhält m a n so tö D to = —ixo v ro). D a n n ersetzt m a n i n diesem A u s -
druck schrittweise die Ausdrücke für die einfachen Wahrhei t swert -
k o m p o s i t a wie -ito, f A ID, f D f nach Maßgabe der Wahrheitstabel len 
N , K , D , I , Ä aus 1.2.2 durch ro b z w . f. D i e Reihenfolge dieser E r -
setzungen ist , bis auf unwesentliche Einzelhei ten, durch unsere Regeln 
über die Setzung u n d E i n s p a r u n g v o n K l a m m e r n festgelegt. N a c h 
endl ich vie len Schr i t ten erhält m a n so einen Wahrhei tswert als Re -
sultat der E i n s e t z u n g N r . 7. I m Beispie l erhalten w i r : 
7) ro D to = —iro v xo 
xo D xo = f v xo nach Tabel le N 
ro D ro = to nach Tabelle D 
to = to nach Tabel le I 
to nach Tabelle Ä. 
3. E r h ä l t m a n als Resul tat der m-ten E inse tzung (m = 7 , . . . , T) f, 
so ist der Satz A nicht a . l . wahr u n d w i r s ind fertig. Erhäl t m a n als 
Resul ta t der m-ten E i n s e t z u n g hingegen to, so ermittel t m a n , falls 
nicht m = 2W ist , das Resul ta t der (m + 7)-ten E inse tzung auf die 
gleiche Weise . Ist to das Resul tat aller Einsetzungen, so ist A a. l . 
w a h r 1 . I m Beispie l hat m a n also wie folgt for tzufahren: 
2) to D f = —ito v f 
toDf = f v f 
« O f = f 
f = f 
to 
3) f D to = —if v to 
f D to = to v to 
f Dto = to 
to = to 
to 
4) f D f = - i f v f 
f D f = t o v f 
f=>f 
to = to 
to 
1 Ein solches Entscheidungsverfahren hat zuerst F R E G E in [14] ange-
wendet, ohne es aber in Allgemeinheit zu formulieren. P E I R C E hat 1 8 8 5 
das Verfahren in voller Allgemeinheit angegeben. 
D e r Satz p D q = -n^ > v q ist also nach Maßgabe des Entscheidungs-
verfahrens a . l . wahr. 
E s ist n u n z u zeigen, daß die nach dem Verfahren 1.2.4.2 als a . l . 
wahr ausgezeichneten Sätze auch tatsächlich genau die a. l . wahren 
Sätze s ind . Dieser Nachweis ist aber sehr e infach: 
1. Ist der Satz A durch das Entscheidungsverfahren ausgezeichnet, 
so ist er w a h r für jede Wahrhei tsannahme über die i n i h m vorkommenden 
Sa tzvar iab len nach Maßgabe der Wahrhe i t st ab eilen aus 1.2.2. E r ist 
d a n n n a c h 1.2.2.4 auch a. l . wahr. 
2. Ist der Satz A a. l . wahr , so n i m m t er den W e r t ro an für jede 
W^ahrheitsannahme über die i n i h m vorkommenden Satzvariablen. 
Jede E i n s e t z u n g v o n Wahrheitswerten für diese V a r i a b l e n u n d die B e -
s t i m m u n g ihres Resultats nach den Wahrheits tabel len muß also den 
W e r t to ergeben. D a n n ist aber A auch durch das Entscheidungsver-
fahren ausgezeichnet. 
Z u r Er le i chterung der Einübung des Entscheidungsverfahrens 
wenden w i r es noch auf ein zweites Beispie l a n : 
Ist der Satz (pZ>q)'D{pvr'Dqv —ir) a . l . w a h r ? D e r Satz enthält 
die Satzvar iablen p, q, r, für die folgende 2s = 8 E insetzungen möglich 
s i n d : 
P 4 r 
7 xo xo ro 
2 xo xo f 
3 xo f ro 
4 ro f f 
5 f ro ro 
6 f ro f 
7 f f ro 
8 f f f 
W T ir f inden ' für diese E insetzungen: 
7) (ro D ro) D (to v to D to v —ito) 
t o D ( r o v r o D r o v —ito) 
ro D (to D ro v -ito) 
ro D (to D ro v f) 
to D (to D ro) 
nach Tabelle I 
nach Tabelle D 
nach Tabelle N 
nach Tabelle D 
nach Tabelle I 
nach Tabelle I . 
2) (xo D CD) D (ro v f D to v -if) 
to D (xo v f D ro v —if) 
to "D (ro 3 to v -if) 
to D (to D ro v to) 
to D (to D to) 
to 3 to 
to 
3) (to D f) D (ro v to D f v -ito) 
f D (ro v to D f v -ito) 
f 3 (tö 3 f v —ito) 
f D ( r o D f v f ) 
f D ( t o D f ) 
CO 
4) (ro D f) D (to v f D f v ~if) 
f D ( t o v f D f v - i f ) 
f D ( » D f v- if ) 
f D (to D f v ro) 
f 3 (to D to) 
f D to 
CD 
5) (f D to) D (f v to D to v —ito) 
t o 3 ( f v r o D c o v —ico) 
to D (to D to v —ito) 
to D (ro D CD v f) 
to D (ro D ro) 
to ZD to 
to 
6) (f D to) D (f v f D to v —if) 
to D (f v f D to v -if) 
xo D (f D to v -if) 
to D (f D to v to) 
ro D (f D to) 
to D co 
to 
to Z> to 
CD 
7) ( f D f ) D ( f v « O f v - . » ) 
to D (f v to D f v —iro) 
ro D (ro D f v —ito) 
to D (to D f v f) 
to Z) (to D f) 
toDf 
f 
D e r Satz (p D q) D (p v r D q v —ir) ist also nicht a. l . w a h r : die W a h r -
heitsannahme (7) macht i h n falsch. 
Die weitere Einübung des Verfahrens muß dem Leser selbst über-
lassen werden. Angesichts der Bedeutung des EntscheidungsVerfahrens 
ist dringend z u empfehlen, daß eine Reihe v o n weiteren Beispielen i m 
einzelnen durchgerechnet w i r d . Abschließend sei noch erwähnt, daß 
m a n das Entscheidungsverfahren auch zur B e a n t w o r t u n g der Frage 
verwenden kann , ob ein Satz a . l . falsch oder a . l . indeterminiert i s t : 
er ist a . l . falsch, wenn alle Einsetzungen den W e r t f ergeben, a . l . i n -
determiniert, wenn einige Einsetzungen den W e r t ro u n d andere den 
W e r t f ergeben. 
Übungsaufgaben: 
1. Beweise diese unsere letzte B e h a u p t u n g ! 
2. M a n stelle für die folgenden Sätze fest, ob sie a. l . wahr , a . l . falsch 
oder a . l . indeterminiert s i n d : 
a) (p==q)=(pDq)D(qDp) 
b) (pZ)q)D(pv rZ>qv r) 
c) ((pDq)Dp)Z>q 
d) ((pDq)Z>p)Dp 
e) (pZ>q) A ( p r ) A [p A - i r ) 
f) pDq = —\p D —\q 
g) ( p g ) D ( ( p r ) D ( ^ D r ) ) 
h) OP v $ v ir:DP)) D(pv-ipZ)rA—ipA —iq). 
1.2.5 Fundamentale Theoreme der Aussagenlogik 
W i r wollen i m folgenden eine A u s w a h l der wichtigsten a . l . gültigen 
Schlüsse angeben. D e r Beweis für die a . l . Gültigkeit der aufgeführten 
Schlüsse ist jeweils durch eine A n w e n d u n g unseres Entscheidungs-
verfahrens z u erbringen. N a c h d e m es sich dabei u m ein rein mechanisch 
anzuwendendes Ver fahren handelt , das i m vorigen A b s c h n i t t eingeübt 
w o r d e n ist , führen w i r diese Beweise nicht an. D e m Leser sei aber 
empfohlen , i n einer Re ihe v o n Fällen die Beweise tatsächlich durch-
zuführen. 
Z u r Abkürzung verwenden w i r i m folgenden das Zeichen „ W i m 
K o n t e x t A ^ B für die Behauptung , daß sowohl der Schluß A B , wie 
auch der Schluß B ->- A a . l . gültig ist . D i e Behauptung eines Schlusses 
ist i m folgenden i m m e r als B e h a u p t u n g seiner a . l . Gültigkeit z u ver-
stehen. 
Gesetze der Negation: 
I \p -<r>- p 
1 1 \p \p 
Gesetze der Konjunktion: 
p A p p 
p A q q A p 
p A (q A r) (p Aq) Ar 
p A (qv r) ^ p A qy p A r 
p A (pv q) 
pA(pAq) •* 
PA(qy - T J ) 
p,q + pAq 
p A q 
PAq + 
p A q 
pAq •+ 
p A q 
p A q 
- # A q) 
P 
PAq 
+ p 
P 
9 
pyq 
pz>q 
P=q 
—\(-ip y -
—\p y 
p A q -*+ 
p A —vp 
<pi^q) 
Gesetze der Disjunktion: 
p y p p 
pyq q y p 
pv(qvr) (p v q) v r 
P r i n z i p der doppelten Negat ion 
P r i n z i p der dreifachen Negat ion. 
Idempotenz der K o n j u n k t i o n 
Kommutat iv i tä t der K o n j u n k t i o n 
Assoziativität der K o n j u n k t i o n 
Distributivität der K o n j u n k t i o n 
Absorptionsgesetz der K o n j u n k t i o n 
Absorptionsgesetz der K o n j u n k t i o n 
Absorptionsgesetz der K o n j u n k t i o n 
Gesetz der Konjunktionseinführung 
Abschwächung der K o n j u n k t i o n 
Abschwächung der K o n j u n k t i o n 
Abschwächung der K o n j u n k t i o n 
Abschwächung der K o n j u n k t i o n 
Abschwächung der K o n j u n k t i o n 
Gesetz v o n D e M o r g a n (d7) 
Gesetz v o n D e Morgan 
Gesetz v o n D e M o r g a n (d8) 
P r i n z i p v o m ausgeschlossenen W i d e r -
spruch. 
Idempotenz der D i s j u n k t i o n 
Kommutat iv i tä t der D i s j u n k t i o n 
Assoziativität der D i s j u n k t i o n 
p y (q A r) (p v q) A (p v r) Distributivität der D i s j u n k t i o n 
pv [pv q) pv q 
pv(pAq) p 
p v (q A —iq) p 
p pv q 
q + pvq 
P v q —1(—\p A —1*7) 
—\(p v q) — i ^ A —\q 
p V —r/> 
Gesetze der Implikation: 
pDp 
pDq^Dr j5)Z)r 
pZ>(qZ>r) p A qZ)r 
pZ>(qZ)r) q-D(pZ>r) 
pZ)(p'Dq) p"Dq 
pD(qZ>r) (J)Z>q)Z>(p-Dr) 
p"Dq —ip v q 
pZ> q —\q D —vp 
~ip D q — D >^ 
pZ)—iq q~D—\p 
P + qZ>p 
p —]p D ^ 
—T^> p"D q 
p"Dq p A r"Dq 
pz>q+ ( r D ^ ) D ( r D ? ) 
pDq (qDr)Z>(p'Dr) 
p"Dq p v rZ)qv r 
pDq p Ar"Dq Ar 
p.pDq - q 
p + (pDq)Dq 
P ( j O - i £ ) D - i j r 
P "D q, —iq —[p 
pZ)q,rZ>q pv r"Dq 
p"Dq,pZ>r pZ>q Ar 
p'Dq.r'Ds p ArZ>q A s 
pZ}qf—\pZ)q # 
D —I^ J ->- — 
—"Dp p 
p"Dq,pD-nq -ip 
Absorptionsgesetz der D i s j u n k t i o n 
Absorptionsgesetz der D i s j u n k t i o n 
Absorptionsgesetz der D i s j u n k t i o n 
Gesetz der Disjunktionseinführung 
Gesetz der Disjunktionseinführung 
Gesetz v o n D e Morgan (d4) 
Gesetz v o n D e Morgan 
P r i n z i p v o m ausgeschlossenen D r i t t e n . 
Reflexivität der I m p l i k a t i o n 
Transit ivität der I m p l i k a t i o n 
Gesetz der I m - , b z w . E x p o r t a t i o n 
Gesetz der Prämissenvertauschung 
Absorptionsgesetz der I m p l i k a t i o n 
Selbstdistributivität der I m p l i k a t i o n 
Def in i t ion der I m p l i k a t i o n (d3) 
Gesetz der K o n t r a p o s i t i o n 
Gesetz der K o n t r a p o s i t i o n 
Gesetz der K o n t r a p o s i t i o n 
Paradox der I m p l i k a t i o n 
ex falso quodlibet 
Paradox der I m p l i k a t i o n 
Abschwächung der I m p l i k a t i o n 
Abschwächung der I m p l i k a t i o n 
Abschwächung der I m p l i k a t i o n 
Abschwächung der I m p l i k a t i o n 
Gesetz der Prämissenverstärkung 
Modus ponens 
Modus ponendo ponens 
1. Modus tollendo tollens 
2. Modus tollendo tollens 
Koppelungsgesetz der I m p l i k a t i o n 
Koppelungsgesetz der I m p l i k a t i o n 
Koppelungsgesetz der I m p l i k a t i o n 
K o n s t r u k t i v e s D i l e m m a 
reductio ad absurdum 
reductio ad absurdum 
reductio ad absurdum 
Wider legung der I m p l i k a t i o n 
Gesetz v o n P E I R C E . 
-i(p D q) p A —iq 
(P^q)Dp H . p 
Gesetze der Äquivalenz: 
p = q, q =r p = r 
p ~q ^ q =p 
p = ( q = r ) ^ { p = q ) = r 
p ~ q —\p = —\q 
—\p ~ q p ~ —\q 
p =q (p^q) A (qZ>p) 
p = q + + p A q v —ip A —iq 
p ~ q pZ)q 
p = q + qZ>p 
^{P = ?) ~Tp =q 
Reflexivität der Äquivalenz 
Transit ivität der Äquivalenz 
Kommutat iv i tä t der Äquivalenz 
Assoziativität der Äquivalenz 
Inversion der Äquivalenz 
K o n t r a p o s i t i o n der Äquivalenz 
D e f i n i t i o n der Äquivalenz (d2) 
Wahrheitsbedingungen der Äquivalenz 
Abschwächung der Äquivalenz 
Abschwächung der Äquivalenz 
Wider legung der Äquivalenz. 
I m H i n b l i c k auf die Assoziativität der K o n j u n k t i o n u n d die der 
D i s j u n k t i o n können w i r n u n auch die K l a m m e r n i n den F o r m e l n 
A v ( B v C ) , ( A v B ) v C u n d i n den F o r m e l n A A (B A C), (A A B) A C 
weglassen. D e n n der Wahrhei tswert bleibt der gleiche, ob m a n die 
F o r m e l A v B v C i m Sinne v o n A v (B v C) oder v o n (A v B) v C 
deutet, b z w . ob m a n A A B A C i m Sinne v o n A A (B A C) oder v o n 
(A A B) A C deutet. 
1.2.6 Metatheoreme zur Aussagenlogik 
Das Entscheidungsverfahren ermöglicht es uns, für jeden vorge-
legten Schluß bzw. Satz festzustellen, ob er a . l . gültig bzw. a . l . wahr 
ist oder nicht . E s umgrenzt so die Menge der Theoreme der A . L . als I 
Menge der a. l . gültigen Schlüsse oder auch als Menge der a. l . wahren j 
Sätze . 
Die direkte Auszeichnung eines Theorems durch eine A n w e n d u n g 
des Entscheidungsverfahrens ist aber nicht die einzige Möglichkeit 
Theoreme z u gewinnen. I n vielen Fällen ist es einfacher, aus vorgege-
benen Theoremen neue Theoreme z u erschließen vermittels solcher 
Sätze wie , , W e n n die Schlüsse E u n d E' a . l . gültig s ind, so ist auch 
der Schluß E" a . l . gült ig" . Das s ind n u n keine Sätze, auf die sich unser 
Entscheidungsverfahren anwenden ließe. E s s ind daher auch keine 
Theoreme der A . L . , sondern Sätze über unsere Theorie der A . L . oder 
Metatheoreme. Al lgemein bezeichnet m a n als Metatheorem einer Theorie 
T einen Satz über T, der nicht m i t den M i t t e l n von T selbst, sondern 
n u r m i t in tu i t iven M i t t e l n bewiesen werden k a n n . E i n solches M e t a -
theorem ist z. B . der Satz 1.2.4.1. W i r wollen n u n einige Metatheoreme 
der A . L . angeben u n d damit u . a. Wege aufzeigen, wie sich aus Schlüssen, 
die bereits als a. l . gültig erkannt s ind — z. B . durch eine A n w e n d u n g 
des Entscheidungsverfahrens — neue a. l . Schlüsse gewinnen lassen. 
W i r haben i n 1.2.1 S V eingeführt, u m formale Schlüsse i n ihrer 
Allgemeingültigkeit darzustellen. E i n Schluß ist a . l . gültig, wenn für 
alle Wahrhei tsannahmen über die S V , d . h . für alle Interpretat ionen 
der S V durch best immte Sätze, aus der W a h r h e i t der Prämissen die 
W a h r h e i t der K o n k l u s i o n folgt. M a n k a n n also für die S V i n den Sätzen 
eines a . l . gültigen Schlusses bestimmte Sätze einsetzen, u n d erhält dabei 
immer gültige Schlüsse. Diesen Sachverhalt drückt das Einsetzungs-
theorem aus. U m es kürzer formulieren z u können, verwenden w i r 
folgende Schreibweise: Ist p eine S V , so schreiben w i r statt , , A " auch 
, , A [ p ] " , u m anzudeuten, daß die F o r m e l A die S V p enthalten k a n n 1 . 
A [p/B] soll dann diejenige F o r m e l sein, die aus A [ p ] entsteht, wenn 
m a n alle Vorkommnisse v o n p i n A [ p ] durch die i n K l a m m e r n ein-
geschlossene F o r m e l Q ersetzt. Überflüssige K l a m m e r n können dann 
nach unseren Klammerrege ln i n A [p/B] wieder fortgelassen werden. 
Enthäl t A [p] die S V p nicht , so ist A [p/B] m i t der F o r m e l A [p] identisch. 
Ist A [ p ] z . B . die F o r m e l p A q Dp, ist p die S V p u n d ist B die 
F o r m e l —ir = s, so ist A [p/B] die F o r m e l (-ir = s) A q D (—\r = s). 
Ebenso k a n n m a n durch die Schreibweise „ A [ P i > . . . , p n ] " anstelle 
v o n , , A " andeuten, daß die F o r m e l A die S V j>v..., p n enthalten k a n n . 
D a n n ist A [ p J B , , . . . , p n / B n ] die F o r m e l , die aus A [ p x , . . . , p n ] d u r c h 
simultane Ersetzung alle Vorkommnisse von p x i n A [ p 1 } . . . , p n ] d u r c h 
(B 2) u n d . . . u n d v o n allen Vorkommnissen v o n p n i n A [ p x , . . . , p n ] 
durch (B n) entsteht. 
Ist A [ p , q] also z . B . die F o r m e l p A q Dp, s ind p u n d q die S V p 
und q, ist B die F o r m e l —ir~q u n d C die F o r m e l r A —it, so ist A [p/B , q/C] 
die F o r m e l (—ir = q) A r A —itD (—\r = q), n icht aber die F o r m e l 
(—ir = r A —it) A r A —\t D (—\r = r A —d), da C nicht für die V o r -
kommnisse v o n q i n A [p/B, q ] , sondern für die Vorkommnisse v o n q 
i n A [p, q] einzusetzen ist. 
1 Man beachte, daß der Buchstabe p nicht wie p eine bestimmte SV 
unserer Symbolsprache ist, sondern für unspezifizierte SV steht, ähnlich wie 
der Buchstabe A keine bestimmte Formel ist, sondern für unspezifizierte 
Formeln steht. 
D a s Einsetzungstheorem lautet n u n : 
M t l : Ist der Schluß A 1 [ p ] , . . A m [ p ] B [ p ] a . l . gültig, so auch der 
Schluß A x [ p / C ] , . . . , A m [ p / C ] ->- B [ p / C ] , für behebige F o r m e l n C. 
B e w e i s : K o m m t die S V p i n C vor , so können w i r p i n den F o r m e l n 
des ersten Schlusses durch eine G V q ersetzen, die weder i n diesen 
F o r m e l n , noch i n C v o r k o m m t . D a d u r c h ändert sich offenbar nichts 
an der a . l . Gültigkeit des ersten oder an der Gestalt des zweiten Schlusses 
— es ist j a n u n C für q einzusetzen. W i r können also annehmen, daß 
p n icht i n C v o r k o m m t . U n t e r dieser Voraussetzung gi l t , daß zwei 
F o r m e l n A [p] u n d A [p/C] die gleichen Wahrheitswerte annehmen, wenn 
p u n d C die gleichen Wahrheitswerte annehmen. A [ p ] ist j a eine W a h r -
he i t s funkt ion F ( p , q v . . . , q n) v o n p u n d den übrigen S V qx,..., q n v o n 
A [ p ] . A [p/C] ist dann die Wahrhe i t s funkt ion F(C, q v . . . , q n ) , die 
für gleiche Wer te v o n p u n d C die gleichen Werte a n n i m m t wie 
F ( p , q v . . . , q n ) . Ist n u n 2B eine Wahrhei tsannahme über die S V , die 
i n den F o r m e l n des zweiten Schlusses v o r k o m m e n , die alle Prämissen 
dieses Schlusses w a h r macht , so macht sie auch alle Prämissen des 
ersten Schlusses wahr , wenn w i r zusätzlich p denselben Wahrhei tswert 
wie C zuordnen. Ist der erste Schluß aber a. l . gültig, so ist dann auch 
seine K o n k l u s i o n B [ p ] , u n d damit auch B [ p / C ] wahr . 
M i t M t l gewinnen w i r z. B . aus dem Theorem p A q p, die Theoreme 
T A s t, —\p A p -\p, {sDt) A (tvr) s"Dt, usw., also alle Theoreme 
der Gestalt A A B ^ A . A l l g e m e i n k a n n m a n nach M t l die S V p, q, r, s 
i n den a. l . Theoremen v o n 1.2.5 n u n durch Zeichen für unbest immt 
gelassene F o r m e l n A , B , C, D ersetzen u n d erhält so aus den Schlüssen 
die entsprechenden Schlußschemata. So w i r d aus p D q, q D r p"Dr 
A D B , B D C A D C, aus fi Z> q p A rDq w i r d A D B A A C D B , 
usf. 
M t 2 : W e n n der Schluß Alt..., A m B a . l . gültig ist , so auch der 
Schluß Av..., A m _ 1 + A m D B (für m > 1), k u r z : A u s Av..., A m + B 
folgt Av..., A m _ x A m D B (Importationsprinzip). 
Beweis : W e n n alle Wahrhei tsannahmen, die Av..., A m wahr 
machen, auch B wahr machen, so macht keine Wahrheitsannahme, die 
Av..., Am_l wahr macht , A m D B falsch — sie müßte j a sonst A m 
wahr u n d B falsch machen. 
M i t M t 2 gewinnen w i r aus p —\—ip das Theorem p D —i—1^ >, aus 
p p v q das Theorem p"Dp v q, usw. 
M t 3 : A u s A x , . . . , A r a B folgt A v . . . , A m , C B (Pr inz ip der P r ä -
missenverdünnung). 
Jede Wahrheitsannahme, die A p . . . , A r a , C wahr macht , macht auch 
A v . . . , A m wahr. W e n n also jede Wahrhei tsannahme, die A v . . . , A m 
wahr macht , auch B wahr macht , so macht jede Wahrheitsannahme, 
die Alt..., A m , C wahr macht , B wahr . 
M i t M t 3 erhalten w i r z. B . aus p"Dp das Theorem q + p~Dp. 
M t 4 : A u s A v . . . , A m folgt A l f . . . , A m ->- B . (Pr inzip ex falso quod-
libet). 
W e n n für jede Wahrhei tsannahme 2B g i l t : 2B macht einen der 
Sätze Alt...,Am falsch, so gilt auch für jede Wahrhei tsannahme 2B: 
wenn 2B alle Sätze A v . . . , A m wahr macht , dann macht 2B auch B 
wahr. D e n n da der „wenn' ' -Satz für jedes 9B falsch ist, ist der „wenn — 
d a n n " - S a t z (bei Auffassung des „wenn — d a n n " i m Sinne der I m -
plikation) wahr. 
M i t M t 4 erhalten w i r aus p A —\p das Theorem p A —\p q. 
M t 5 : A u s A v . . . , A m B u n d A l f . . . , A m , B + C folgt Alf..., A m C 
(verallgemeinertes Transitivitätsprinzip). 
Beweis : A l l e Wahrhei tsannahmen, die Alf..., A r a , B wahr machen, 
machen auch C wahr. N u n machen aber alle Wahrhei tsannahmen, 
die A v . . . , A m wahr machen, auch B wahr . A l s o machen sie auch C 
wahr. 
E s gilt auch folgende Verallgemeinerung v o n M t 5 : W e n n die Schlüsse 
Alt..., A m B u n d D v . . . , D n , B C a. l . gültig s ind, so ist auch der 
Schluß A v . . . , A m , D x , . . . , D n C a. l . gültig. D e n n aus Av . . . , A m B 
ergibt sich nach M t 3 A 1 ; . . . , A m , D x , . . . , D n B , u n d aus D x , . . . , D n , 
B C ergibt sich A v . . . , A m , D v . . . , D n , B C u n d daraus mit M t 5 
unsere Behauptung. 
N a c h M t 5 gilt also a u c h : A u s A D B folgt A B . D e n n aus dem 
Schlußschema A , A D B B , das sich aus p,p~Dq q m i t M t l ergibt, 
erhalten w i r zusammen m i t A D B den Schluß A B . Dieses P r i n z i p 
bezeichnet m a n auch als Exportationsprinzip. 
E i n Spezial fal l v o n M t 5 ist die B e h a u p t u n g : A u s A B u n d A 
folgt B . E i n weiterer Spezialfal l v o n M t 5 ist die Transitivität der 
Folgebeziehung: A u s A B u n d B C folgt A C. 
1.2.6.1 W i r sagen, eine F o r m e l A sei Teilformel einer F o r m e l B , wenn 
g i l t : A ist m i t B identisch, oder B hat die Gestalt —iC u n d A ist T e i l -
formel v o n C, oder B hat die Gestalt C A D , C v D , C D D oder C = D 
u n d A ist Te i l formel v o n C oder D . 
D e m n a c h s i n d z . B . p A q v r D p, p A q v r, p, p A q, r, p u n d q die 
Te i l formeln v o n p A q v r 3 p. D i e F o r m e l n q v r, r D p, q v r D p s ind 
hingegen nicht Te i l formeln dieser F o r m e l , da nach unseren K l a m m e r -
regeln p A q u n d nicht q das erste Dis junkt ionsgl ied v o n p A q v r ist 
u n d d a p A q v r u n d nicht r oder q v r das Vordergl ied der I m p l i k a t i o n 
p A q v r "D p ist . 
Ist A Tei l formel v o n B , so schreiben w i r auch ,,B[[A]]" statt „ B " . 
BJC]] sol l dann eine F o r m e l sein, die aus B J A J durch Erse tzung eines 
oder mehrerer V o r k o m m e n v o n A i n B f A ] ] durch C entsteht. 
Ist BQAJ] z . B . die F o r m e l p A r v s"Dp A r, A die F o r m e l p A r, 
u n d C die F o r m e l s D —ip, so s ind (s D —vp) v sZ>p A r,pArvs'D(s'D —ip) 
u n d (s D —vp) v s D (s D -v£) solche F o r m e l n B[[Cj]. 
U n t e r Verwendung dieser S y m b o l i k können w i r n u n das wichtige 
Erselzungstheorem formul ieren : 
M t 6 : B = C - AHB]] = A[[C]]. 
Beweis : E s genügt, den F a l l z u betrachten., i n dem A[[C]] aus A[[B]J 
durch Ersetzung nur eines Vorkommnisses v o n B i n A[[B]] hervorgeht, 
denn durch mehrfache Erse tzung jeweils eines Vorkommnisses v o n B 
durch C u n d A n w e n d u n g v o n M t 5 k a n n m a n dann die Behauptung auch 
für die Ersetzung mehrerer V o r k o m m e n v o n B durch C beweisen. E s 
unterscheide sich also A J B J v o n A([C]] nur dadurch, daß i n A[[C]] ein 
V o r k o m m e n v o n B d u r c h C ersetzt ist. D a n n nehmen die F o r m e l n 
A p j u n d A I C H als Wahrhei t s funkt ionen F(B, q j u n d 
F(C, q v . . . , qn) — q v . . . , q n seien die S V v o n A[ [BJ , die nicht nur i n 
dem durch C z u ersetzenden V o r k o m m e n v o n B i n A[[B]j stehen — für 
gleiche Wahrheitswerte v o n B u n d C gleiche Werte an. Ist aber A = B 
bei einer Wahrheitsannahme 2B wahr , so ordnet 2B A u n d B die gleichen 
Werte z u , also auch AQT3J u n d A J C J , u n d macht demnach auch den 
Satz A P I = A[[CJ wahr . 
Die Metatheoreme M t l bis M t 6 reichen aus, u m aus den Theoremen 
von 1.2.5 auf einfache Weise die wichtigsten Theoreme der A . L . z u 
gewinnen. 
Z u r Einübung dieser Metatheoreme leiten w i r aus ihnen noch das 
folgende Metatheorem her : 
M t 7 : A - * * - B ist a . l . gültig genau dann, wenn A = B a. l . gültig ist . 
Beweis : A u s A -«*- B erhalten wir 
A + B u n d 
B - A . M i t M t 2 also 
A D B u n d 
B D A . A u s dem Theorem 
p,q p A q erhalten w i r m i t M t l u n d M t 5 daraus 
( A D B ) A ( B D A ) , also m i t d2 
- A = B . 
Umgekehrt erhalten w i r aus 
- A = B m i t d2 
(A D B) A (B D A ) . A u s den Theoremen 
p A q p u n d 
p A q -*- q erhalten w i r m i t M t l u n d Mtö daraus 
^ A D B u n d 
->- B D A , m i t M t 5 also 
A B u n d 
B A , also 
A ^ B . 
F ü r manche Zwecke erweist sich die Dars te l lung v o n Sätzen i n einer 
best immten Gestalt , i n einer sogenannten Normalform als nützlich. W i r 
wollen zwei solche Normal formen angeben: 
1.2.6.2 W i r sagen, ein Satz A habe konjunktive Normalform, wenn A 
die Gestalt einer K o n j u n k t i o n A x A . . . A A m (m ^ 1) hat, wobei die 
Konjunkt ionsgl ieder A{ (i = l , . . . , m ) die Gestalt einer D i s j u n k t i o n 
B ü v . . . v B i n . (nj ^ 1) haben, deren Dis junktionsglieder S V oder 
einfache Negationen v o n SV,, s i n d 1 . 
E s g i l t : 
M t 8 : Jeder Satz A läßt s ich so i n einen Satz A N i n kon junkt iver 
N o r m a l f o r m umformen, daß gilt A = A N . 
1 Für m = 1 kann man natürlich nur in übertragenem Sinn von einer 
Konjunktion reden, da es dann nur ein Konjunktionsglied A x gibt. Das 
gleiche gilt für den Fall nj == 1 für die Disjunktionen. 
Beweis : D a s Umformungsverfahren vollzieht sich i n folgenden 
S c h r i t t e n : 
1. M a n ersetzt zunächst ev. i n A vorkommende Operatoren = u n d 
D n a c h den Def in i t ionen d2 u n d d3 aus 1.2.3 durch die Operatoren 
- i , A u n d v . D a d u r c h erhält m a n einen Satz A ' , der nur mehr die 
Operatoren — i , A u n d v enthält u n d für den gilt A = A ' . 
So gewinnt m a n z. B . aus dem Satz 
A : (pDmq) =r m i t d2 
((p D mq) D r ) A (rZ>(pD -ig)) u n d d3 den Satz 
A ' : (—\(mp v mq) v r) A (—\r v —\p v mq). 
2. I n A ' werden dann sukzessive alle Tei l formeln der Gestalt —i(A A B) 
u n d - i ( A v B) d u r c h —iA v —>B, b z w . - i A A —iB ersetzt. D a d u r c h 
entstehe die F o r m e l A " , die dann keine Tei l formeln - i ( A A B) u n d 
—i(A v B) mehr enthält . A u s den Theoremen m(p A q) —\p v —\q u n d 
—\{p v q) -*>• vp A —iq erhält m a n m i t M t 7 , M t 6 u n d Mtö dann A ' — A " . 
I m Beispie l erhält m a n aus A ' so die F o r m e l 
A " : (—i—ip A mmq v r) A (mr v mp v —\q). 
3. I n A " werden dann sukzessive alle Tei l formeln der Gestalt —i—iA 
durch A ersetzt, bis endl ich keine doppelten Negationen mehr auf-
treten. Die so entstehende F o r m e l sei A ' " . A u s dem Theorem -imp p 
erhalten w i r m i t M t 7 , M t 6 u n d M t 5 dann A " = A ' " . 
I m Beispiel w i r d so aus A " die F o r m e l 
A'": (p A q v r) A (mr v mp v mq). 
4. In A'" werden endl ich sukzessive alle Tei l formeln der Gestalt 
A v (B A C), bzw. (B A C) v A d u r c h (A v B) A (A v C), bzw. 
(B v A) A (C v A ) ersetzt. D a d u r c h entstehe die F o r m e l A " " . A u s 
den Theoremen pv (qAr)+*-(pvq) A (pvr), u n d (qAr)vp*+(qvp)A (rvp) 
erhält man d a n n wieder m i t M t 7 , M t 6 u n d M t 5 A ' " = A " " . 
I m Beispiel erhalten w i r so aus A'" die F o r m e l 
A " " : (pv r) A (qv r) A (mr v mp v mq). 
A " " ist nun die gesuchte F o r m e l A N i n k o n j u n k t i v e r N o r m a l f o r m . 
D e n n i n A " " treten nach (2) u n d (3) Negationszeichen n u r vor S V 
auf u n d Dis junktionszeichen treten nach (4) nur zwischen S V u n d 
negierten S V auf. Wegen der Transit ivität der Äquivalenz gilt aber 
A = A N , was z u beweisen war . 
M a n k a n n die F o r m e l A N auch noch weiter vereinfachen, wenn m a n 
i n den Konjunkt ionsgl iedern unter B e n u t z u n g der Kommutat iv i tä t 
u n d der Idempotenz der D i s j u n k t i o n gleiche Glieder zusammenfaßt u n d 
ggf. auch v o n den Idempotenz- u n d Absorptionsgesetzen der K o n -
j u n k t i o n Gebrauch macht . So erhält m a n z. B . aus dem Satz 
(p> v mqv p) A p A p die Sätze (p v p v -ig) A p A p, (p v mq) A p u n d 
endl ich p. Diese Sätze s ind untereinander äquivalent. 
E s gi l t n u n : 
M t 9 : E i n Satz i n kon junkt iver N o r m a l f o r m ist genau d a n n a.l . w a h r , 
wenn i n jedem K o n j u n k t i o n s g l i e d eine S V zugleich negiert u n d u n -
negiert v o r k o m m t . 
Das einfachste Beispie l eines solchen Satzes ist p v mp. 
Beweis : W e n n A ein Satz der i n M t 9 angegebenen Gestalt ist , so 
ist er a . l . wahr. D e n n jede Wahrhei tsannahme m a c h t alle Sätze der 
Gestalt A v —iA wahr, macht also ein Dis junkt ionsg l ied jedes K o n -
junktionsgliedes von A u n d damit jedes K o n j u n k t i o n s g l i e d v o n A , 
also auch A selbst wahr. Sei A hingegen ein Satz i n k o n j u n k t i v e r 
N o r m a l f o r m , der nicht die angegebene F o r m hat, so g ibt es ein K o n -
junkt ionsgl ied B v o n A , i n dem keine S V zugleich negiert u n d u n -
negiert v o r k o m m t . W e n n m a n nun a n n i m m t , alle unnegierten Var iab len 
v o n B hätten den W e r t f, alle negierten Var iab len v o n B den W e r t w, 
so w i r d B als D i s j u n k t i o n v o n falschen Sätzen falsch u n d also A als 
K o n j u n k t i o n m i t einem falschen G l i e d falsch. Diese Wahrhe i t san-
nahme zeigt also, daß A nicht a.l . wahr ist. 
D a nun die Überführung eines beliebigen Satzes A i n k o n j u n k t i v e 
N o r m a l f o r m einer allgemeinen u n d mechanisch anwendbaren Vorschr i f t 
folgt, u n d da die Überprüfung, ob jedes K o n j u n k t i o n s g l i e d der N o r m a l -
f o r m eine S V zugleich negiert u n d unnegiert enthält , s ich ebenso 
schematisch vollziehen läßt , so haben w i r d u r c h das Metatheorem M t 9 
e in neues Entscheidungsverfahren für die a . l . W a h r h e i t v o n Sätzen 
gefunden. Dies Entscheidungsverfahren führt i n manchen Fällen 
schneller z u einem Ergebnis als die Wahrhe i t sentwick lung . 
1.2.6.3 W i r sagen, ein Satz A habe ausgezeichnete konjunktive Normal-
form, w e n n er k o n j u n k t i v e N o r m a l f o r m hat u n d wenn jede S V v o n A 
i n jedem K o n j u n k t i o n s g l i e d negiert oder unnegiert auftr i t t . 
M t l O : Z u jedem Satz A gibt es einen Satz A^" i n ausgezeichneter 
k o n j u n k t i v e r N o r m a l f o r m , so daß gilt A = A j . 
Beweis : Z u A läßt sich nach M t 8 ein Satz A N i n kon junkt iver 
N o r m a l f o r m f inden. E n t h ä l t ein Kon junkt ionsg l ied B v o n A N die S V 
p v o n A nicht , so ersetzen w i r B d u r c h B v (p A - ip ) u n d B v (p A —ip) 
durch (B v p) A (B v —ip). D e r so aus A N entstehende Satz hat dann 
ausgezeichnete k o n j u n k t i v e N o r m a l f o r m , ist also der gesuchte Satz 
A j . A u s den Theoremenp p v (q A—\q) xrndp v (r A s) (pvr)A(pvs) 
erhält m a n aber m i t M t 7 , M t 6 u n d M t 5 A N = AjJ, also m i t M t 8 
auch A = A j j . 
So erhalten w i r aus A N i m obigen Beispie l 
(pvrv (q A -nq)) A (q v r v (p A —ip)) A (—\r v -ip v —\q) u n d 
A ^ : (p v r v q) A (p v r v —iq) A (q v r v p) A (q v r v —\p) A (—ir v —ip v —ig). 
Die Kon junkt ionsgl ieder der ausgezeichneten k o n j u n k t i v e n N o r m a l -
form, die keine S V zugleich negiert u n d unnegiert enthalten, beinhalten 
n u n offenbar alle Folgerungen über die W a h r h e i t u n d Falschheit 
der S V , die sich aus dem Satz ziehen lassen. I m Beispie l erhalten 
w i r so aus A ^ die Folgerungen: W e n n A j wahr ist, so muß r wahr sein, 
oder p u n d q. D e n n wenn A j wahr ist, so müssen alle K o n j u n k t i o n s -
glieder wahr sein. D i e ersten vier Konjunkt ionsgl ieder s ind aber nur 
dann wahr , wenn r wahr ist oder p u n d q, wie m a n sich leicht k l a r 
macht . A u s dem letzten Kon junkt ionsg l ied aber folgt, daß eine der 
drei S V den W e r t f annehmen muß. A l s o ist A ^ wahr nur unter einer 
der folgenden vier B e d i n g u n g e n : 
p 9 r 
xo tD f 
tD f ro 
f tD ro 
f f to 
W e n n die k o n j u n k t i v e N o r m a l f o r m die Feststel lung erlaubt, ob 
ein Satz a. l . wahr ist , so erlaubt die dis junkt ive N o r m a l f o r m die Fest-
stellung ob ein Satz a . l . falsch ist. 
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1.2.6.4 W i r sagen, ein Satz A habe disjunktive Normalform, wenn g i l t : 
A hat die Gestalt einer D i s j u n k t i o n A x v . . . v A m (m ^ 1), wobei die 
Dis junktionsgl ieder A{ (i = l , . . . , m ) die Gestalt einer K o n j u n k t i o n 
B n A . . . A B i n . (n; ^ 1) haben, deren Glieder S V oder einfache N e -
gationen solcher S V s ind . E s gi l t n u n : 
M t l l : Jeder Satz A läßt sich so i n einen Satz A n i n d i s j u n k t i v e r 
N o r m a l f o r m umformen, daß g i l t : - ^ A = A n . 
Das Umformungsverfahren verläuft i n den ersten drei Schr i t ten wie 
das Verfahren zur E r z e u g u n g der k o n j u n k t i v e n N o r m a l f o r m . A u s A 
entstehe so wieder die F o r m e l A " \ I m vierten Schr i t t werden d a n n 
sukzessive alle Tei l formeln der Gestalt A A (B v C), b z w . (B v C) A A 
durch A A B v A A C, b z w . B A A v C A A ersetzt. D a d u r c h entsteht 
die gesuchte F o r m e l A n i n d is junkt iver N o r m a l f o r m . A u s den Theoremen 
p A (qvr)+*pAqvpAr u n d (qvr)Ap++qApvrAp erhält m a n 
m i t M t 7 , M t 6 u n d M t 5 dann A'" = A n , m i t der Transi t ivi tät der 
Äquivalenz also A = A n . 
I n dem früheren Beispie l erhalten w i r so aus der F o r m e l 
A'": (p A q v r) A (mr v —\p v —\q) 
p A q A (mr v mp v mq) v r A (mr v mp v mq) u n d daraus 
A n • P A q A —\r v p A q A mp v p A q A mqv r A mr v r A mp v r A mq. 
D i e F o r m e l A n k a n n m a n dann ev. weiter vereinfachen, indem m a n 
i n den Dis junkt ionsgl iedern unter Benützung der Kommutat iv i tä t u n d 
Idempotenz der K o n j u n k t i o n gleiche Gl ieder zusammenfaßt u n d ggf. 
auch v o n den Idempotenz- u n d Absorptionsgesetzen der D i s j u n k t i o n 
Gebrauch macht . So erhält m a n z. B . aus dem Satz (p A —\q A p) v p v p 
die Sätze (p A p A mq) v p v p, (p A mq) v p u n d endlich p. Diese Sätze 
s ind untereinander äquivalent. 
M t l 2 : E i n Satz i n dis junkt iver N o r m a l f o r m ist genau dann a.l . falsch, 
wenn i n jedem Dis junkt ionsgl ied eine S V zugleich negiert u n d u n -
negiert auf tr i t t . 
Das einfachste Beispie l eines solchen Satzes ist p A mp. 
H a t ein Satz A die i n M t l 2 verlangte Gestalt , so ist er a . l . falsch. 
D e n n jede Wahrhei tsannahme macht alle Sätze der Gestalt B A — I B 
falsch, macht also alle Dis junktionsgl ieder v o n A (als K o n j u n k t i o n e n 
m i t einem falschen Glied) falsch, u n d daher auch A selbst. Ist A h i n -
gegen i n dis junkt iver N o r m a l f o r m , enthält aber ein Dis junkt ionsgl ied 
B , i n dem keine V a r i a b l e zugleich negiert u n d unnegiert v o r k o m m t , so 
macht die A n n a h m e , daß die unnegierten S V v o n B sämtlich wahr, 
die negierten S V von B sämtlich falsch s ind, B u n d damit auch A wahr. 
D a n n k a n n aber A n icht a . l . falsch sein. 
1.2.6.5 W i r sagen, ein Satz A habe ausgezeichnete disjunktive Normal-
form, wenn A d is junkt ive N o r m a l f o n n hat u n d wenn jede S V v o n A 
i n jedem Dis junkt ionsgl ied v o n A negiert oder unnegiert v o r k o m m t . 
M t l 3 : Z u jedem Satz A gibt es einen Satz A + i n ausgezeichneter 
d is junkt iver N o r m a l f o r m , so daß gi l t ->~A = A + . 
Beweis : W i r entwickeln A nach M t l l i n d is junkt ive N o r m a l f o r m 
A n . W e n n ein Dis junkt ionsgl ied B v o n A n eine S V p v o n A nicht ent-
hält , so ersetzen w i r B d u r c h B A (p v —ip) u n d B A (p v —ip) durch 
B A p v B A —ip. D e r so aus A n entstehende Satz hat dann ausge-
zeichnete dis junkt ive N o r m a l f o r m , ist also der gesuchte Satz A + . A u s 
den Theoremen p p A (q v —\q) u n d p A (r V S) -^pArvpAS erhält 
m a n aber m i t M t 7 , M t 6 u n d M t 5 + A n = A + , also m i t M t l l auch 
A = A + . 
I m Beispie l gewinnen w i r so aus A n : 
p A q A —\r v p A q A —ip A (r v —ir) v p A q A —ig A (r v —\r) v r A —\r A (p v ~\p) 
A (qv —ig) v r A —\p A (qv —iq) v r A —\q A (pv —ip) 
u n d daraus 
An ' p A q A —\r v p A q A —\p A r v p A q A —\p A —\r v p A q A —iq A r 
v p A q A -iq A —\r v r A —ir A p A qv r A —\r A p A —ig v r A —\r A —\p 
A q v r A —ir A —\p A —iq v r A —\p A qv r A —\p A —iq v r A —ig A p 
v r A —ig A —ip. 
D i e Dis junkt ionsgl ieder der ausgezeichneten dis junkt iven N o r m a l -
f o r m die keine S V zugleich negiert u n d unnegiert enthalten, ergeben 
n u n offenbar die Wahrhei tsannahmen, die den Satz A wahr machen. 
I m F a l l unseres Beispiels s ind das die A n n a h m e n : 
p 1 Y 
ro tD f 
ro f ro 
f ro ro 
f f DJ 
die w i r auch schon oben aus der kon junkt iven N o r m a l f o r m des gleichen 
Satzes gewonnen hatten. D o r t konnten w i r aus der W a h r h e i t dieses 
Satzes darauf schließen, daß eine dieser Wahrhei tsannahmen gemacht 
worden ist, jetzt können w i r aus jeder dieser Wahrhe i t sannahmen auf 
die Wahrhe i t des Satzes schließen. 
Übungsaufgaben: 
1. E n t w i c k l e folgende Sätze i n kon junkt ive u n d d is junkt ive N o r m a l -
f o r m : 
a) p-D{qZ>p) 
b) D g ) D—\p =p A YDg 
c) p A q = -ip v —ig 
d) - # A g ) =(p=mq). 
2. Beweise die Äquivalenz dieser Sätze m i t ihren k o n j u n k t i v e n u n d 
dis junkt iven Normal formen i m D e t a i l unter Benützung der Theoreme 
u n d Metatheoreme, die i n den Abschni t ten 1.2.5 u n d 1.2.6 angegeben 
wurden, nach den Ausführungen i m Beweis für M t 8 u n d M t l l ! 
3. Stelle nach M t 9 u n d M t l 2 anhand der k o n j u n k t i v e n u n d dis-
j u n k t i v e n Normal formen der Sätze (a) bis (d) fest, ob diese Sätze a . l . 
wahr oder a. l . falsch oder a. l . indeterminiert s ind. 
4. E n t w i c k l e die Sätze (a) bis (d) i n ausgezeichnete k o n j u n k t i v e 
u n d ausgezeichnete dis junkt ive N o r m a l f o r m ! 
1.2.7 Rückblick 
Werfen w i r einen B l i c k zurück auf den bisherigen G a n g unserer 
Untersuchungen zur A . L . ! W i r haben diese Untersuchungen damit 
begonnen, daß w i r einige Satzstrukturen der Umgangssprache u n d ihre 
semantischen Eigenschaften analysiert u n d daraus die Gültigkeit einiger 
einfacher Schlüsse abgeleitet haben. D a d u r c h s ind w i r z u einer ersten 
Bekanntschaft m i t dem Gegenstand der A . L . gekommen. D i e Grenzen 
u n d Schwierigkeiten dieses Vorgehens wurden aber schon b a l d deutl ich. 
W i r können sie i n dreifacher Weise aufzeigen: 
1. Syntaktische Schwierigkeiten ergeben sich daraus, daß den be-
trachteten Satzstrukturen umgangssprachlich keine einheitl ichen u n d 
einfachen Formulierungen zugeordnet s ind. D i e gleiche Satzstruktur 
k a n n auf verschiedene Weisen ausgedrückt werden, für deren A u s w a h l 
neben den syntakt isch-grammatikal ischen Regeln auch die nur schwer 
präzisierbaren Regeln des Sti ls maßgebend s ind. Ferner macht der 
Ausdruck zusammengesetzter, komplexer S trukturen mangels gramma-
tikalischer Regeln, die den Klammerregeln entsprechen, erhebliche 
Schwierigkeiten u n d Mehrdeutigkeiten der Zusammensetzung s ind nicht 
auszuschalten. E n d l i c h fehlen Var iab len zur Angabe der allgemeinen 
oder formalen Gültigkeit von Schlüssen. 
2. Semantische Schwierigkeiten ergaben sich dadurch, daß i n der 
Umgangssprache ke in K r e i s v o n Satzstrukturen ausgezeichnet ist, die 
kraf t einheitlicher Grundeigenschaften eine einheitliche semantische 
B e h a n d l u n g ermöglichen würden. Daher k a n n m a n aus der Umgangs-
sprache n u r einzelne Satzstrukturen hervorheben u n d ihren semantischen 
Gebrauch v o n F a l l z u F a l l charakterisieren, ohne daß die Grundlage 
für allgemeine Resultate , für eine logische Theorie deutl ich würde. 
3. Syntakt ische u n d semantische Schwierigkeiten bewirken endlich 
auch Schwierigkeiten für den A u f b a u eines Beweisverfahrens für die 
Ausze ichnung gültiger Schlüsse. D e n n wo die syntaktischen S t rukturen 
der Sätze nicht einheitl ichen Regeln genügen, k a n n ein solches Beweis-
verfahren ke in syntaktisches Verfahren sein, das sich eben auf solche 
E inhe i t l i chke i ten der F o r m u l i e r u n g stützen müßte. U n d wo die Se-
m a n t i k der Satzstrukturen s ich nicht i n wohlbest immten u n d generellen 
Rege ln fassen läßt , k a n n ein Nachweis dafür, daß ein solches Beweis-
verfahren genau die logisch wahren Sätze auszeichnet, nicht erbracht 
werden, der ja immer auf eine präzise semantische Theorie Bezug 
nehmen muß. 
Diese Schwierigkeiten haben es nahegelegt, daß w i r aus der U m -
gangssprache gewisse syntaktische u n d semantische Charakterist ica 
herausgehoben u n d diese Eigenschaften dem A u f b a u einer K u n s t -
sprache zugrunde gelegt haben. D a d u r c h ergaben sich folgende Vor te i l e : 
1. W i r haben n u n eine Symbolsprache, die nach einfachen u n d ein-
hei t l ichen syntakt ischen Regeln aufgebaut ist. Diese Symbolsprache 
ist eine Präzisionssprache: M i t den logischen Symbolen, die w i r hier 
verwenden, verbindet s ich i m Gegensatz zur Umgangssprache — m a n 
denke etwa an die verschiedenen Verwendungen des „oder" — ein 
e indeut ig best immter u n d wohldefinierter S inn . Unsere Kunstsprache 
ist ferner eine lingua characteristica, da die syntaktische S t r u k t u r ihrer 
S ä t z e eindeutig u n d i n übersichtlicher Weise ihre Bedeutungsstruktur , 
die Abhängigkeit ihrer Wahrhei t swer te v o n den Wahrhe i t swer ten der 
einfachen Sätze , d . h . der S V ausdrückt. 
2. W i r haben d u r c h die Beschränkung der A . L . auf die U n t e r s u c h u n g 
wahrhei ts funkt ionel ler Satzkomposi t ionen die Grundlage einer e in-
fachen u n d durchsicht igen semantischen Theorie gewonnen. D a d u r c h 
w a r es möglich, die einheit l iche Definit ionsweise für a . l . Operatoren 
d u r c h Wahrhe i t s tabe l len einzuführen, einen Überblick über die möglichen 
W a h r h e i t s f u n k t i o n e n z u gewinnen u n d endl ich den Begri f f des a . l . 
gültigen Schlusses z u präzisieren. 
3. D i e Präzisierung der S y n t a x u n d der Semant ik der A . L . er-
möglichten d a n n die A n g a b e eines einfachen Entscheidungsverfahrens 
für die a . l . W a h r h e i t v o n Sätzen u n d dami t auch für die a . l . Gültigkeit 
v o n Schlüssen. Dieses Entscheidungsverfahren bi ldet den Abschluß 
der A . L . , wie w i r sie bisher entwickel t haben, d a m i t i h m das Z i e l der 
A . L . , die A u s z e i c h n u n g der a . l . gültigen Schlüsse erreicht ist . 
I n diesem Z u s a m m e n h a n g erinnern w i r uns an die B e h a u p t u n g , die 
L o g i k sei eine t r i v i a l e Wissenschaft , der ,,gesunde Menschenvers tand" 
sei für die E n t s c h e i d u n g logischer Probleme völlig ausreichend. D i e 
A . L . ist die elementarste logische Theorie u n d i m H i n b l i c k auf die 
E x i s t e n z eines Entscheidungsverfahrens für die Lösung ihrer Probleme 
k a n n m a n sie auch als t r i v i a l e Theorie bezeichnen. W i e weit diese A r t 
v o n Trivia l i tät aber v o n der Selbstverständlichkeit für den „gesunden 
M e n s c h e n v e r s t a n d " entfernt ist , zeigt schon der Versuch , e i n m a l m i t 
dessen M i t t e l n einen Beweis für die i n 1.2.5 angegebenen Schlüsse z u 
f inden. D o r t haben w i r aber n u r die einfachsten a. l . gültigen Schlüsse 
angegeben. M a n k a n n s ich le icht überlegen, daß kompliziertere a . l . 
S t r u k t u r e n i n der Umgangssprache i n t u i t i v schon sehr b a l d n icht mehr 
z u überblicken s i n d . D e n k e n w i r uns etwa einen Satz, der i n symbolischer 
Schreibweise eine Buchsei te füllt. I n umgangssprachliche F o r m u l i e r u n g 
übersetzt erhalten w i r daraus ein sprachliches Ungeheuer, das sich über 
mehrere Seiten ausdehnen w i r d . V o n diesem Gebilde läßt sich dann 
n u r noch schwer feststellen, ob es überhaupt ein grammat ika l i sch 
wohlgebildeter Satz ist . E i n genauer S inn läßt sich aber damit nicht 
mehr verb inden , w e i l die F o r m u l i e r u n g i n E r m a n g e l u n g eines umgangs-
sprachl ichen Äquivalents z u r K l a m m e r s e t z u n g mehrdeut ig w i r d , und 
solche k o m p l e x e n S a t z s t r u k t u r e n außerdem unser intui t ives logisches 
Vermögen be i w e i t e m überfordern. Festzustellen, ob ein solcher u m -
gangssprachlicher Satz a . l . wahr , falsch oder indeterminier t ist , k a n n 
daher dem „gesunden Menschenverstand" n icht gelingen. D a s mechani -
sche Entscheidungsverfahren ermöglicht uns diese Fests te l lung aber 
auch für beliebig kompliz ier te symbolsprachl iche Sätze, d a w i r bei 
seiner A n w e n d u n g nicht darauf angewiesen s i n d , den S i n n dieser Sätze 
zu erfassen, sondern rein mechanisch vorgehen können. 
W e n n m a n dagegen einwenden woll te , solche k o m p l i z i e r t e n Sätze 
kämen prakt i sch nie vor , so ist das zwar für den alltäglichen Sprach-
gebrauch r i cht ig , aber die L o g i k ist auch n i c h t für den alltäglichen, 
sondern für den wissenschaftlichen Sprachgebrauch zugeschnitten, i n 
dem tatsächlich so kompliz ier te Fälle v o r k o m m e n . 
A l l diese Vorte i le rechtfertigen also die Methode der F o r m a l i s i e r u n g 
der a. l . S t r u k t u r e n . E i n e so weitreichende E n t w i c k l u n g der A . L . , wie 
sie bisher dargestellt worden ist, hat es ohne F o r m a l i s i e r u n g der Sprach-
strukturen nie gegeben u n d sie ist auch ohne eine solche F o r m a l i s i e r u n g 
nicht denkbar . 
N a c h unseren Ausführungen könnte es n u n scheinen, als sei m i t der 
angegebenen Formal i s ierung eine i n al len Te i l en befriedigende D u r c h -
führung der A . L . erreicht. Tatsächlich haben w i r aber über eine Re ihe 
v o n Schwierigkeiten hinweggesehen, die zunächst v ie l le icht n u r u n -
erheblich scheinen, die aber doch genauere B e a c h t u n g verdienen. D a z u 
einige Beispie le : 
1. I m Beweis des Ersetzungstheorems M t 6 haben w i r so argumen-
tiert : D e n F o r m e l n A[[B]] u n d A[[CJ| ist die gleiche W a h r h e i t s f u n k t i o n 
zugeordnet, so daß diese F o r m e l n den gleichen W a h r h e i t s w e r t an-
nehmen, wenn B u n d C den gleichen Wahrhe i t swer t annehmen. D a s 
ist zwar i n t u i t i v recht einleuchtend, d a s ich j a A[[CJ auf die gleiche 
Weise m i t H i l f e v o n S V u n d a. l . Operatoren aus C aufbaut , wie s ich 
A[[B]] aus B aufbaut, so daß sich für die E i n s e t z u n g gleicher W a h r h e i t s -
werte für B u n d C ceteris paribus für AQTBJ u n d A[[CJ n a c h der Methode 
der Wahrhe i t sentwick lung immer der gleiche W a h r h e i t s w e r t ergibt . 
T r o t z d e m möchte m a n das aber noch genauer einsehen. D a z u ist es 
nötig, eine I n d u k t i o n nach dem A u f b a u der F o r m e l A J B J aus B v o r -
zunehmen u n d so e twa z u sagen: W e n n A[[BJ| m i t B ident isch ist , 
d a n n gi l t die B e h a u p t u n g des Ersetzungstheorems tr ivialerweise , denn 
d a n n lautet sie B = C B = C. W e n n A[[B]] m i t —iB ident isch ist , 
so gi l t die B e h a u p t u n g wegen B = C —iB = —iC. W e n n A[[B]] m i t 
B A D ident isch ist , so gi l t die B e h a u p t u n g wegen B E C ^ B A D E 
C A D , usf. D a z u benötigt m a n aber exaktere Formregeln für die Sätze 
der Symbolsprache, als w i r sie i n 1.2.1 angegeben haben. 
2. W i r haben häufig von dem Wahrhei tswert eines k o m p l e x e n Satzes 
für eine gewisse Wahrhei tsannahme über seine S V gesprochen. W i r 
haben aber nicht bewiesen, daß auch jeder Satz der Symbolsprache 
für jede Wahrheitsannahme über seine S V tatsächlich genau einen 
Wahrheitswert annimmt . A u c h das leuchtet zwar ein, ist aber doch 
nicht so selbstverständlich, daß es nicht bewiesen werden müßte . Z u 
einem solchen Beweis benötigt m a n aber wiederum genaue Formregeln 
für die Sätze u n d außerdem eine genaue D e f i n i t i o n des Begriffs der 
Wahrheitsannahme, d . h . eine genaue Festlegung der a . l . Semantik . 
3. Das Zeichen , , V für Schlüsse ist ke in a. l . Operator , die A u s -
drücke für Schlüsse, die dieses Zeichen enthalten, s ind also keine Sätze 
der Symbolsprache. Welchen sprachlichen Status haben n u n diese 
Ausdrücke? U n d welchen sprachlichen Status haben die Buchstaben 
A , B , C , . . . , bzw. die Buchstaben p, q , r , . . . , die nicht F o r m e l n bzw. 
S V der Symbolsprache s ind, sondern Var iable für solche F o r m e l n 
bzw. S V ? 
Diese drei Beispiele zeigen, daß w i r uns m i t dem bisher Erre ichten 
noch nicht zufrieden geben können, sondern auf eine weitere Präzisierung 
des a. l . Formal ismus dringen müssen. Neue a. l . Theoreme werden dabei 
frei l ich nicht zutage kommen, d a das Entscheidungsverfahren j a schon 
alle diese Theoreme auszeichnet. T r o t z d e m ist eine weitere Präzisierung 
nicht unfruchtbar , da sie ein noch tieferes u n d genaueres Verständnis 
der A . L . erwecken w i r d . 
D e n Gehalt der A . L . u n d die Grundgedanken ihrer Formal is ierung 
hat der Leser schon vor A u g e n , der den bisherigen Ausführungen 
gefolgt ist. So w i r d das Verständnis der folgenden Ausführungen 
leicht fal len, i n denen w i r n u n auf einem höheren Präzisionsniveau die 
Formal is ierung der A . L . noch e inmal durchsprechen wol len. 
1.3 Eine Axiomatisierung der Aussagenlogik 
W i r wollen n u n eine strenge Formal is ierung der A . L . i n Gestalt 
des Systems 511 angeben. Dieses System werden w i r i n drei Schritten 
entwicke ln : der A b s c h n i t t 1.3.1 stellt die Sprache % dar, die wir dem 
System zugrunde legen, der A b s c h n i t t 1.3.2 die semantische Deutung 
dieser Sprache u n d i m A b s c h n i t t 1.3.3 w i r d der Beweisbegriff für das 
System 91 definiert . 
1.3.1 Die Syntax der Sprache % 
1.3.1.1 Vorbereitende Unterscheidungen 
Objekt- und Metasprache. W i e die bisher verwendete Symbolsprache 
bauen w i r die Sprache 51 als Kunstsprache auf. W i r bezeichnen sie 
auch als Objektsprache i m Gegensatz zur Umgangssprache. W e n n wir 
über eine Objektsprache reden, über ihre Symbole, ihre Sätze, usf., so 
bedienen w i r uns dabei einer v o n dieser Objektsprache verschiedenen 
Sprache, die w i r auch als Metasprache bezeichnen. D ie Metasprache, i n 
der w i r über die Objektsprache 91 sprechen, ist die deutsche Umgangs-
sprache. Al lgemein ließe sich dazu aber auch jede behebige schon 
interpretierte Sprache verwenden, deren A u s d r u c k s m i t t e l ausreichen 
zur Bezeichnung der objektsprachlichen Symbole u n d Symbolver-
bindungen. Insbesondere k a n n m a n sich vorstellen, daß m a n als eine 
solche Metasprache wiederum eine (von der Objektsprache natürlich 
verschiedene) Symbolsprache benützt. In dieser Metasprache reden 
w i r über die Objektsprache, über die Metasprache reden w i r i n einer 
anderen Sprache, die dann als Metasprache z u dieser Metasprache, oder 
als Metametasprache zur ursprünglichen Objektsprache z u bezeichnen 
ist. Diese Be t rachtung k a n n m a n fortsetzen u n d k o m m t so z u immer 
höheren Metasprachen. W i c h t i g ist aber i m folgenden vor al lem die 
Unterscheidung v o n Objekt- u n d Metasprache, die Unterscheidung der 
Sprache, über die m a n spricht , u n d der Sprache, i n der m a n spricht. 
A l s Metasprache dient uns immer die deutsche Umgangssprache, er-
weitert u m einige Symbole , wie z . B . die Zeichen , , : = " u n d „ V , die 
wir früher schon verwendet haben. 
D a ß w i r diese Symbole oben als metasprachliche Zeichen verwendet 
haben, geht daraus hervor, daß z. B . „„pDq" := „—tp v qlt" eine 
Abkürzung ist für , ,Der Satz „pD q" soll dasselbe bedeuten wie der 
Satz t)—\p v q"", u n d daß ,,p p v q<( eine Abkürzung ist für , , A u s dem 
Satz „p" folgt der Satz ,,p v q"". H i e r w i r d m i t H i l f e der Zeichen 
„ : = " u n d „->-" über Sätze der Objektsprache gesprochen. W i r können 
also jetzt die Frage nach dem sprachlichen Status des Zeichens 
die w i r i n 1.2.7 gestellt hatten, dahingehend beantworten, daß dieses 
Zeichen der Metasprache zugehört. 
Die Konkatenationsfunktion 
W i r haben früher die Var iab len „ A " , , , B " , , , C " , . . . für F o r m e l n der 
Objektsprache verwendet, u m allgemeine Aussagen über die S t r u k t u r 
v o n objektsprachlichen Sätzen machen z u können. So haben w i r z. B . 
gesagt , , A l l e K o n j u n k t i o n e n haben die Gestalt A A B " oder , , A l l e 
Schlüsse der Gestalt A A sind a.l . gült ig" . A u c h diese V a r i a b l e n 
gehören der Metasprache an. Würde m a n statt dessen objektsprachliche 
S V verwenden, so erhielte m a n z. B . die Aussagen , , A l l e K o n j u n k t i o n e n 
haben die Gestalt p A q" oder , , A l l e Schlüsse der Gestalt p p s ind 
a. l . gültig". Die erste Aussage ist aber falsch, da der Satz p A q n u r 
eine ganz bestimmte K o n j u n k t i o n ist, von der z . B . die K o n j u n k t i o n 
q A p schon verschieden ist. U n d auch die zweite Aussage verfehlt 
den intendierten S inn , denn p p ist ein ganz best immter Schluß u n d 
ke in Schlußschema. 
W i e s ind n u n solche Satzschemata z u verstehen? W i r haben das 
oben anhand eines Beispiels erklärt, indem w i r sagten: A A B ist der 
A u s d r u c k , der entsteht, wenn m a n den A u s d r u c k A anschreibt, dahinter 
das Zeichen , , A " gefolgt von B . U m die F u n k t i o n solcher Satzschemata 
allgemein u n d präzise festzulegen, führt m a n folgende F u n k t i o n e i n : 
E s sei K(A, B) eine zweistellige F u n k t i o n , welche die Ausdrücke A 
u n d B der Objektsprache abbildet auf den A u s d r u c k der Objektsprache, 
der entsteht, wenn m a n diese Ausdrücke i n der angegebenen Reihen-
folge hintereinander anschreibt. E s ist also K(ttptf, „q") = ,,pq", 
K(„P A " , „q D Y") = np A p r", usw. 
Die F u n k t i o n K(A, B) bezeichnet m a n als Konkatenations- oder 
VeYkettungsfunktion. 
W i r können n u n statt itK(Av K(A2, A 3 ) ) " auch „K(AV A 2 , A 3 ) " 
schreiben, statt ,,K(Alt A 2 , i v ( A 3 , A 4 ) ) " auch ,,K(AV A 2 , A 3 , A 4 ) " , usf. 
Ferner lassen w i r die Anführungszeichen u m objektsprachliche A u s -
drücke fort u n d schreiben so z. B . ,,K(p, q)(< statt , , i f ( , , ^ " , ,,q")", da 
i m K o n t e x t der Konkatenat ions funkt ion ohnehin nur v o n den A u s -
drücken u n d nicht von ihren Bedeutungen die Rede ist . 
Die K o n k a t e n a t i o n ist n u n offenbar assoziativ, d . h . es g i l t : 
K(AV K(A2, A 3 ) ) = K(K(AV A 2 ) , A 3 ) . Daher ist es unnötig, die A r g u -
mente der F u n k t i o n durch K o m m a t a z u trennen, u n d m a n k a n n z. B . 
statt „K(A A , B ) " auch „K(A A B ) " schreiben. D e n n es ist K(A A , B) = 
K(Ay A B ) . 
E n d l i c h können w i r die Verabredung treffen, daß Ausdrücke, die 
zugleich meta- u n d objektsprachliche Ausdrücke enthalten, immer als 
Argumente der Konkatenat ions funkt ion aufzufassen s ind. D a n n können 
wir , , A A B " statt ,,K(A A B ) " schreiben u n d s ind wieder bei unserer 
alten Schreibweise für Satzschemata, angelangt, für die w i r jetzt aber 
eine präzise D e u t u n g gewonnen haben. 
Satzschemata bezeichnet m a n auch oft als Quasianführungen. Ihre 
Verwendung wurde zuerst v o n W . V . Q U I N E präzisiert, der für ,,K(A)<< 
die Schreibweise , , r A n " eingeführt h a t 1 . 
Zeichentyp und Zeichenvorkommnis 
W e n n m a n v o n Zeichen oder Ausdrücken spricht, so muß m a n bei 
genauerem Zusehen unterscheiden zwischen dem Zeichen als einem 
materiellen Objekt , wie es e twa ein A u f d r u c k v o n Druckerschwärze 
auf Papier ist , u n d zwischen dem Zeichen als einer Gestalt , die ver-
schiedene solche materielle Zeichen gemeinsam haben können. Das 
materielle Zeichen nennt m a n Zeichenvorkommnis oder Inschrift, die 
Zeichengestalt Zeichentyp. D e m n a c h k a n n m a n also sagen, daß der 
Satz >}p A q D q A p v p" drei Vorkommnisse des Zeichentyps „p" u n d 
zwei Vorkommnisse des Zeichentyps , , g " enthält. 
V o n dieser Unterscheidung haben w i r z . B . Gebrauch gemacht, als 
wir bei der F o r m u l i e r u n g des Einsetzungstheorems M t l davon sprachen, 
daß alle Vorkommnisse eines Zeichentyps durch Vorkommnisse eines 
anderen Zeichentyps ersetzt werden. Terminologisch hält m a n diese 
Unterscheidung aber nicht i m m e r streng aufrecht, u n d das ist i n der 
T a t auch überflüssig, wenn der K o n t e x t jeweils festlegt, ob v o n Zeichen-
vorkommnissen oder v o n Zeichentypen die Rede ist . W i r werden i m 
folgenden statt , , Z e i c h e n t y p " auch immer „Zeichen" sagen. 
1.3.1.2 Formregeln. N a c h diesen vorbereitenden Bemerkungen legen 
w i r n u n die S y n t a x der Sprache 51 fest. 
Das Alphabet der Sprache 5t enthäl t : 
1. D i e Satzvar iablen „p", ,,q", , , r " , , ,s" , , / ' , 
2. die logischen Symbole , , — i " , , , A " , , , v " , , , D " u n d , , = " . 
3. A l s Hi l fsze ichen verwenden w i r die Klammerze ichen , ,(" , , , ) " 
u n d Zi f fern . 
1 Vgl. [58], S. 33ff. 
U m einen hinreichend großen Vorra t von S V z u haben, legen w i r 
fest, daß auch der A u s d r u c k p z eine S V von 91 ist, wenn p eine S V v o n 
91 u n d z eine Folge von Zif fern ist. 
Jedes Grundzeichen des Alphabets v o n 91 ist n u n ein A u s d r u c k v o n 
91. U n d wenn A u n d B Ausdrücke v o n 91 s ind, so ist auch K(A, B) 
ein A u s d r u c k von 91. 
U n t e r den Ausdrücken v o n 91 zeichnen w i r n u n die Sätze oder F o r m e l n 
von 91 durch folgende Formregeln aus: 
a) Jede S V von 91 ist ein (Atom-) Satz v o n 91. 
b) W e n n A u n d B Sätze v o n 91 s ind, so s ind auch die Ausdrücke 
- . ( A ) , (A) A (B), (A) v (B), (A) => (B) u n d (A) = (B) Sätze v o n 91. 
c) Sätze von 91 s ind nur die nach (a) u n d (b) best immten Ausdrücke. 
D u r c h diese Regeln w i r d der Formelbegriff i n d u k t i v def iniert : 
Bezeichnet man die Z a h l der Vorkommnisse von logischen Operatoren 
i n einem A u s d r u c k als Grad dieses Ausdrucks , so legt die B e s t i m m u n g 
(a) fest, welche Ausdrücke v o m G r a d 0 F o r m e l n s ind, u n d die Regel (b) 
best immt, ob ein A u s d r u c k v o m G r a d n + 1 eine F o r m e l ist , wenn schon 
bekannt ist, welche Ausdrücke v o m G r a d ^ n F o r m e l n s ind . 
Gemäß unseren früheren Festsetzungen über die E i n s p a r u n g v o n 
K l a m m e r n 1 wollen w i r i m folgenden Ausdrücke m i t reduzierten 
K l a m m e r g r u p p e n als Abkürzungen für die Ausdrücke nach (a) u n d (b) 
auffassen. 
Übungsaufgaben: 
1. M a n beweise, daß jeder Satz v o n 91 ein A u s d r u c k v o n 91 is t ! 
2. M a n gebe ein Entscheidungsverfahren für den Begriff ,Satz von 
91' an, also eine Methode, nach der sich für jeden A u s d r u c k v o n 91 fest-
stellen läßt , ob er ein Satz v o n 91 ist oder n i c h t ! 
1.3.2 Die Semantik der Sprache 91 
Der Semantik der Sprache 91 wollen w i r den Begriff der Bewertung 
zugrunde legen: 
1 Vgl. S. 23., 33, 57. 
1.3.2.1 A l s Bewertung bezeichnen wir eine einstellige F u n k t i o n SIB, 
die auf der Menge der Sätze v o n 91 definiert ist , die jedem ihrer Argumente 
genau einen der beiden Wahrheitswerte to oder f zuordnet, und für die 
g i l t : 
a) 9B(—iA) = xo genau dann, wenn 2B(A) = f. 
b) 2B(A A B) = to genau dann, wenn 20(A) = xo u n d SIB(B) = xo. 
c) 9B(A v B) = xo genau dann, wenn 2B(A) = tD oder 2B(B) = xo. 
d) 9B(A D B ) = tu genau dann, wenn 3B(A) = f oder 2B(B) = to. 
e) 2B(A = B) = ro genau dann, wenn 2B(A) = 903(B). 
W e n n gi l t 2B(A) = xo, so sagen w i r , die Bewertung 2B erfülle den 
Satz A . 
E s gilt n u n der S a t z : 
1.3.2.2 W e n n eine Bewertung definiert ist für alle Atomsätze von 51, 
so ist sie für alle Sätze v o n 91 überhaupt definiert. 
W i r führen den Beweis für diesen Satz durch I n d u k t i o n nach dem 
G r a d der Sätze. 
D i e Induktionsbasis ist schon i n der Voraussetzung des Satzes 
enthalten u n d bedarf daher keines eigenen Beweises. D e n n die Sätze 
v o m G r a d 0 s ind eben die Atomsätze, v o n denen i m Satz verlangt 
w i r d , daß für sie die Bewertung 2B definiert ist, d . h . daß 2B ihnen 
genau einen Wahrhei tswert zuordnet 1 . E s bleibt der Indukt ionsschr i t t : 
W e n n 2B allen Sätzen v o m G r a d ^ n genau einen Wahrhei tswert z u -
ordnet, so ordnet 2B auch allen Sätzen v o m G r a d n + 7 genau einen 
Wahrhe i t swer t z u . (Hier handelt es sich also u m eine W e r t verlauf s-
indukt ion . ) 
N u n hat jeder Satz v o m G r a d n + 1 eine der Gestalten - i A , A A B , 
A v B , A D B , oder A = B . D i e Sätze A u n d B s ind dann offenbar 
v o m G r a d ^n. Ihnen ordnet 2B also nach Induktionsvoraussetzung 
genau einen Wahrhei tswert z u . W e n n m a n aber dann die Bedingungen 
(a) bis (e) v o n 1.3.2.1 ansieht, so erkennt m a n , daß sie auch den ange-
gebenen Sätzen v o m G r a d n + 7 für alle möglichen Vertei lungen v o n 
1 Für den Aufbau eines Induktionsbeweises vgl. 1.2.3. Es spielt offen-
bar keine Rolle, ob man einem Induktionsbeweis die Zahlenreihe 7,2,... 
oder die Zahlenreihe 0, 1,2,... zugrunde legt. Im letzteren Fall ist die 
Induktionsbasis gegenüber 1.2.3 wie im Beweis für 1.3.2.2 abzuändern. 
Wahrheitswerten auf die Sätze A u n d B genau einen Wahrhe i t swer t 
zuordnen. D a m i t ist die Behauptung bewiesen. 
A l s Wahrhei tsannahme für gewisse S V haben w i r früher eine V e r -
tei lung v o n Wahrhei tswerten auf diese S V bezeichnet. E i n e B e w e r t u n g 
ist demnach eine Wahrhei tsannahme für alle S V v o n 5t. D a die B e -
dingungen 1.3.2.1 die Festsetzungen der Wahrhei ts tabel len für die 
Operatoren —i , A , v , Z> u n d EE wiedergeben, so k a n n m a n wie den Satz 
1.3.2.2 auch die B e h a u p t u n g beweisen, daß jede Wahrhe i t sannahme 
einem Satz A genau einen W e r t zuordnet, wenn sie für alle S V v o n 
A erklärt ist — ein Resultat , das w i r schon früher benutzt , aber nicht 
bewiesen hatten (vgl. 1.2.7). 
I n Entsprechung z u 1.2.2.3 u n d 1.2.2.4 können w i r n u n sagen: 
1.3.2.3 W i r nennen einen Satz v o n 5t a.l. wahr, wenn jede a . l . B e -
wertung i h n erfüllt, a.l. falsch, wenn keine a . l . Bewer tung i h n erfüllt. 
Sätze v o n 5t, die weder a. l . wahr noch a . l . falsch s ind , nennen w i r a.l. 
indeterminiert. 
1.3.2.4 W i r nennen einen Schluß Av..., A m B a.l. gültig, wenn jede 
a. l . Bewertung, die alle Sätze Av..., A m erfüllt, auch B erfüllt. 
D a n a c h erhalten w i r wieder : E i n Schluß B ist a . l . gültig, wenn 
aUe Bewertungen B erfüllen, d . h . wenn B a . l . wahr ist , u n d ein Schluß 
A v . . . , A m ist a . l . gültig, wenn jede Bewer tung mindestens eine der 
Prämissen nicht erfüllt. 
E s gilt dann der S a t z : 
1.3.2.5 E i n Schluß der Gestalt Av..., A m B ist a . l . gültig genau 
dann, wenn der Satz A x A . . . A A m D B a. l . wahr ist. U n d ein Schluß 
der F o r m Av..., A m ist a . l . gültig genau dann, wenn der Satz 
A± A . . . A A m a . l . falsch ist. 
Das ergibt sich direkt aus den Def ini t ionen 1.3.2.3 u n d 1.3.2.4 sowie 
den Bedingungen (b) u n d (d) von 1.3.2.1. 
M i t H i l f e der semantischen Regeln 1.3.2.1 können w i r n u n auch 
einen detaill ierten Beweis für das Ersetzungstheorem. 
1.3.2.6 A = B + C Q A J = C p j 
angeben 1 . E s genügt dabei , den F a l l z u betrachten, daß C[£B]] aus 
1 Vgl. Mt6 aus 1.2.6 und die Bemerkung zum Beweis für Mt6 in 1.2.7. 
C[[A]] durch Erse tzung nur eines Vorkommens von A durch B entsteht, 
da man d u r c h mehrfache A n w e n d u n g dieses Ergebnisses den allge-
meinen F a l l 1.3.2.6 sofort erhält. F ü r diesen Spezialfal l beweisen wir 
die Behauptung durch I n d u k t i o n nach der Z a h l n, dem G r a d v o n C[[A]] 
minus dem G r a d v o n A . F ü r den F a l l n = 0 ist die B e h a u p t u n g t r i v i a l , 
da dann C[[AJ| m i t A zusammenfällt. Sei die Behauptung für alle 
n <C Y bereits bewiesen u n d sei n u n n = Y + 7, dann läßt sich C J A J 
darstellen i n der F o r m C[[A']], wo A ' i s t 1 u n d A ' = A'[[A]] das 
fragliche V o r k o m m n i s v o n A enthält bzw. m i t i h m identisch ist. E s 
ist dann C[[B]j — C[[A'[[B]]]] u n d nach Induktionsvoraussetzung gilt 
bei der A n n a h m e A = B auch A'JA]] = A'p>]], da der G r a d v o n A ' 
minus dem G r a d v o n A ^ Y ist . C J A ' J hat n u n eine der folgenden 
Gestal ten: -nA', A ' A D , D A A ' , A ' V D , D V A ' , A ' D D , D D A ' , A ' = D , 
D = A ' . W i r greifen nur einen F a l l heraus: C[[A']] = A ' D D . N a c h 
1.3.2.1—d gil t dann wegen der Induktionsvoraussetzung A'[[A]j = A' JB] ] 
auch A'flA]] D D = A ' P ] ] 3 D . D e n n wenn A'[[A]] = A'[[B]] wahr ist, 
so haben A'[[A]] u n d A ' P ] ] nach 1.3.2.1—e den gleichen Wahrhei tswert 
u n d dann haben auch A'flA.]] D D u n d A ' P ] ] D D den gleichen W a h r -
heitswert, der sich nach 1.3.2.1—d best immt, u n d dann gi l t wegen 
1.3.2.1—e auch A'flA]] D D = A ' P ] ] => D . Die übrigen Fälle erledigen 
sich ebenso einfach. 
W e n n m a n zeigen w i l l , daß aufgrund der Regeln 1.3.2.1 z. B . A v B 
d u r c h —1(—iA A —IB) definiert werden k a n n , so muß gezeigt werden: 
A v B läßt sich i n allen K o n t e x t e n durch —i(—iA A ~ I B ) ersetzen, ohne 
daß sich der Wahrhei tswert der K o n t e x t e ändert. N a c h dem Ersetzungs-
theorem genügt es dafür, z u zeigen, daß gilt A v B E —i(-iA A - I B ) . 
D a Negat ion u n d I m p l i k a t i o n eine komplette Menge v o n W a h r -
hei ts funkt ionen b i lden, genügt es auch, die Operatoren —i u n d D als 
einzige logische Grundsymbole v o n 51 anzunehmen u n d die übrigen 
Operatoren d u r c h Def ini t ionen auf Negat ion u n d I m p l i k a t i o n zurück-
zuführen. A u s diesen Def ini t ionen k a n n m a n dann m i t den Bedingungen 
1.3.2.1—a, d die Bedingungen 1.3.2.1— b, c, e beweisen. 
Übungsaufgaben: 
1. Beweise d u r c h I n d u k t i o n nach dem Formelgrad den Sa tz : W e n n 
z w e i Bewertungen den S V einer Menge M die gleichen Wahrheitswerte 
1 Das Zeichen ^ bedeutet soviel wie „ungleich". ,,C ^ A ' " besagt also, 
daß die Ausdrücke C und A ' verschieden sind. 
zuordnen, so ordnen sie allen Sätzen die gleichen Wahrhei tswerte z u , 
die nur S V aus M enthalten! 
2. Beweise die Gültigkeit der Bedingungen 1.3.2.1—b, c, e aus den 
Bedingungen 1.3.2.1—a, d u n d den Def ini t ionen d2, d7 u n d A v B : = 
- l A D B ! 
3. Leite m i t diesen Def ini t ionen die Formregeln für die Ausdrücke 
A A B , A v B u n d A = B aus den Formregeln für —iA u n d A D B her ! 
1.3.3 Der Kalkül 911 
I n diesem A b s c h n i t t soll n u n ein Kalkül angegeben werden, i n dem 
die a . l . wahren Sätze v o n 91 bewiesen werden können. Diesen Kalkül 
wollen w i r 911 nennen. 
A l s Kalkül bezeichnet man allgemein ein rein syntaktisches V e r -
fahren zur Auszeichnung gewisser Ausdrücke, das d u r c h e in System 
v o n Regeln definiert ist, durch deren A n w e n d u n g sich die fraglichen 
Ausdrücke erzeugen lassen. E i n e n solchen Kalkül b i lden z. B . die 
1 Formregeln für 91, durch die gewisse Ausdrücke v o n 91 als F o r m e l n 
ausgezeichnet werden. 
O b w o h l es i n der A . L . nach unseren früheren Festlegungen primär 
u m die Auszeichnung der a . l . gültigen Schlüsse geht, genügt es, einen 
Kalkül für die Ausze ichnung der a. l . wahren Sätze anzugeben, denn 
aus diesen Sätzen k a n n m a n m i t H i l f e des Theorems 1.3.2.5 auch die 
a.l. gültigen Schlüsse gewinnen. 
Angesichts der Vorzüge des i m A b s c h n i t t 1.2.4 dargestellten E n t -
scheidungsverfahrens läge es n u n nahe, den Kalkül als Präzisierung 
dieses EntscheidungsVerfahrens aufzubauen. D a eine solche Präzisierung 
aber keine neuen Gesichtspunkte ergäbe, wollen w i r hier einen anderen 
W e g einschlagen u n d den Kalkül 911 als axiomatischen Kalkül aufbauen. 
Der T y p des axiomatischen Kalküls veranschaulicht auch i n exemplari-
scher Weise die Anforderungen, die an ein strenges u n d rein syntakt i -
sches Beweisverfahren gestellt werden müssen, u n d i h m k o m m t zugleich 
eine so große wissenschaftstheoretische Bedeutung z u , daß w i r ihn hier 
ausführlich besprechen wollen. 
D u r c h die Angabe eines axiomatischen Systems soll eine Menge von 
Sätzen ausgezeichnet werden. D i e Menge dieser Sätze, der Theoreme 
des Systems w i r d i n d u k t i v definiert 
1. durch die Angabe v o n best immten Sätzen, die als Axiome aus-
gezeichnet werden, u n d 
2. durch die Angabe v o n rein syntakt isch formulierten Deduktions-
oder Ableitungsregeln, die festlegen, wie aus bereits gewonnenen Theo-
remen neue Theoreme erzeugt werden können. 
1.3.3.1 A l s Axiome v o n 511 wählen w i r alle Sätze der F o r m : 
A I : A D ( B D A ) 
A 2 : ( A D ( B D C ) ) D ( ( A D B ) D ( A D C ) ) 
A 3 : ( — i A D —iB) D ( B D A ) 1 . 
A l s Deduktionsregel v o n 511 wählen w i r die R e g e l : 
R l : A u s den Sätzen A u n d A D B k a n n m a n i n 511 den Satz B gewinnen. 
Diese Regel bezeichnet m a n auch als Abtrennungsregel oder Regel 
des modus ponens. D i e Sätze A u n d A D B s ind die Prämissen, B ist 
die K o n k l u s i o n dieser Regel . 
S i n d die A x i o m e u n d Deduktionsregeln eines Kalküls 51 gegeben, so 
definiert m a n den Begriff , ,beweisbar i n 5V allgemein durch folgende 
Bedingungen : 
1.3.3.2 a) A l l e A x i o m e von R s ind i n ft beweisbar. 
b) W e n n die Prämissen einer Deduktionsregel v o n R i n 51 beweisbar 
s ind, so ist auch deren K o n k l u s i o n i n 51 beweisbar. 
c) I n R s ind nur die d u r c h die Bedingungen (a) u n d (b) erfaßten 
Sätze beweisbar. 
E i n Beweis für einen Satz A i n 51 läßt sich demnach z. B . als endliche 
Folge v o n Sätzen anschreiben, so daß A das letzte G l i e d dieser Folge 
ist u n d für alle Glieder der Folge g i l t : sie s ind A x i o m e v o n R oder 
sie entstehen aus vorangehenden Gl iedern der Folge durch einmalige 
A n w e n d u n g einer der Deduktionsregeln v o n R. 
E i n Beweis für den Satz p D p i n 511 läßt sich so wie folgt anschreiben: 
1) pD((qDp)Dp) A I 
2) (pD((qZ>p)Dp))Z>((pD(qDp))D(pz>p)) A 2 
1 Dieses Axiomensystem wurde von L U K A S I E W I C Z in [51] als Verein-
fachung des Systems von F R E G E aus [14] angegeben. 
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3) (pZ)(qDp))D(pZ>p) 
4) pD(qZ>p) 
5) pZ>p 
R l ( l , 2 ) 
A I 
R l ( 3 , 4). 
D a b e i numerieren die Zi f fern l inks die Sätze der Folge u n d die Zusätze 
rechts erläutern den Beweisgang. So besagt der Zusatz , , A 1 " i n der 
ersten Zeile, daß der Satz dieser Zeile ein A x i o m nach A I ist , u n d der 
Zusatz „ R l ( l , 2 ) " i n der dr i t ten Zeile besagt, daß der Satz i n dieser 
Zeile durch eine A n w e n d u n g der Regel R l auf die Sätze i n der ersten 
u n d zweiten Zeile gewonnen wurde. 
E s empfiehlt s ich n u n z u m Zweck der Abkürzung der Sätze folgende 
Def ini t ionen z u 511 h inzuzunehmen: 
D l : A v B : = - . A D B 
D 2 : A A B : = - . ( - . A v -iB) 
D 3 : A = B : = ( A D B ) A ( B D A ) 1 . 
Diese Def ini t ionen s ind hier als rein syntaktische Festsetzungen z u 
verstehen, nach denen das Def in iendum eine Abkürzung für das D e -
finiens ist. Demnach g i l t : 
W e n n ein Satz C[[A]] i n 511 beweisbar ist , der das Definiens , b z w . 
das Def in iendum A einer dieser Def ini t ionen enthält , so ist auch der 
Satz C[[B]] i n 511 beweisbar, wo B das z u A gehörige D e f i n i e n d u m , 
bzw. Definiens i s t 2 . 
A u s dem angegebenen Beweis für p D p erhalten w i r also einen 
Beweis für —vp v p, indem w i r folgende Zeile hinzufügen: 
6) -ip v p D l . 
W 7 ir fassen also i m folgenden die Operatoren —i u n d D als G r u n d -
operatoren von 51 auf u n d denken uns die Operatoren A , v u n d == 
immer durch die Def in i t ionen D l bis D 3 eingeführt. 
E s erweist sich als zweckmäßig, neben dem Beweisbegriff auch den 
allgemeineren Ableitungsbegriff einzuführen: 
1 Vgl. die Definitionen d2 und d7 aus 1.2.3. Man beweist unter 
Benützung der Wahrheitsbedingungen 1.3.2.1 leicht die Äquivalenz 
A v B E — iAD B, so daß wegen 1.3.2.6 auch die Definition D l semantisch 
zulässig ist. 
2 Für die Symbolik C[[A]J vgl. 1.2.6. 
1.3.3.3 W i r sagen, eine F o r m e l B sei i n einem Kalkül ft aus den F o r m e l n 
Av...,Am (m > 0) ableitbar (oder herleitbar), — symbolisch 
A p . . . , A m l — Ä B — wenn es eine Folge v o n Sätzen gibt , deren letztes 
Gl ied B ist u n d für deren sämtliche Glieder C g i l t : C ist ein A x i o m 
von ft, oder C ist eine der Annahmeformeln (kurz A F ) oder Prämissen 
Av..., A m , oder C geht durch einmalige A n w e n d u n g einer der D e d u k -
tionsregeln v o n ft auf vorhergehende Glieder der Folge hervor. 
E i n Spezial fal l der Able i tbarke i t ist die Beweisbarkei t : A ist i n 
ft beweisbar, wenn A i n ft aus der leeren Prämissenmenge, d . h . ohne 
Annahmeformeln ableitbar ist — symbolisch h - Ä A . 
E i n einfaches Beispie l für eine A b l e i t u n g i n 511 ist folgendes: 
E s g i l t also —ip \-m p~D q. 
W o aus dem K o n t e x t ersichtl ich ist, u m welchen Kalkül es sich 
handelt , lassen w i r auch das Subskr ipt bei dem Able i tbarke i tssymbol 
h- fort . 
D e r D e f i n i t i o n des Ableitungsbegriffes für 511 wollen w i r noch zwei 
Bemerkungen anfügen: 
1. U n t e r 1.3.3.1 haben w i r nicht Sätze v o n 51 als A x i o m e , sondern 
Satzschemata aufgeführt. A u s diesen Axiomenschemata erhält m a n 
unendl ich viele A x i o m e , indem m a n für die metasprachlichen Var iab len 
, , A " , , , B " , , , C " N a m e n für Sätze v o n 51 einsetzt. Statt solcher A x i o m e n -
schemata hät te m a n natürlich auch A x i o m e , eine endliche Z a h l be-
s t immter Sätze v o n 51 angeben können, etwa die Sätze : 
D a n n s ind die Sätze qZ) (p~Dq) u n d (—\r D —i(q D p)) D ((q Dp)Z>r), 
die nach A I u n d A 3 A x i o m e waren, offenbar keine A x i o m e mehr. 
U m den gleichen E f f e k t z u erreichen, wie m i t dem System 511, müßte 
m a n dann neben R l eine zweite Deduktionsregel verwenden: 
1) -yp 
2) -yp-D{-nq^-Tp) 
3) -q Z> -tp 
4) (-^qZ>^p)0(pOq) 
5) pz>q 
A F 
A I 
R l ( l , 2 ) 
A 3 
R l ( 3 , 4 ) . 
A I * : pZ>(qZ>p) 
A 2 * : {p^{qZ>r))^{{p^q)^>(j>Z>r)) 
A 3 * : {-,pZ>-,q)Z>(qZ>p). 
S R I : W e n n ein Satz A [ p ] beweisbar ist u n d p ist eine S V , so ist auch 
der Satz A [p/B] beweisbar für behebige F o r m e l n B v o n 511. D e n so 
entstehenden Ka lkül wol len w i r 511* nennen. I n 511* n i m m t unser 
Beweis für den Satz p D p d a n n folgende Gestalt a n : 
1) pD(qZ>p) A I * 
2) pZ>((qDp)Z>p) SRl(q/qDp) 
3) tfD(pr))D(tfDj)D(^Df)) A 2 * 
4) (p D ((qZ>p) D r)) D ((P D (q Z>p)) D (p D r)) S R l f e / j D />) 
5) (pz>((qZ>p)Dp))D((pz>(qZ>p))D(fiZ>p)) SRl ( r# ) 
6) (p>D(qZ>p))D(pDp) R l ( 2 , 5 ) 
7) R l ( l , 6 ) . 
D a b e i besagt der Zusaiz ,,SRl(qlq Z)p)" i n der zweiten Zeile, daß 
der Satz i n dieser Ze i le aus d e m der ersten Zeile d u r c h E i n s e t z u n g v o n 
qDp für q entsteht. 
D i e V e r w e n d u n g v o n A x i o m e n s c h e m a t a macht die Subst i tut ions-
regel S R I überflüssig u n d vereinfacht so das Beweisverfahren. M a n 
k a n n s ich n u n le icht überlegen, daß tatsächlich g i l t : h-m A genau d a n n , 
wenn r - ? r i * A . D e n n w e n n § e in Beweis für A i n 511 ist, so lassen s ich 
die A x i o m e i n £ m i t S R I aus den A x i o m e n v o n 511* gewinnen. Stel l t 
m a n also den A x i o m e n i n £ ihren Beweis i n 511* voran , so geht § i n 
einen Beweis für A i n 511* über. Ist umgekehrt § ' ein Beweis für A i n 
511*, so läßt s ich § ' so i n einen Beweis £ " für A umformen, daß die 
Regel S R I n u r auf A x i o m e angewendet w i r d , u n d auf Sätze, die aus 
A x i o m e n d u r c h A n w e n d u n g e n v o n S R I hervorgehen. M . a. W . : die 
A n w e n d u n g e n v o n S R I lassen sich v o r die Anwendungen v o n R l 
ziehen. D e n n w i r können einen Beweis der Gestalt 
A [ p ] u m f o r m e n i n A [ p ] 
A [ p ] 3 B [ p ] A [p/C] S R I 
B [ p ] R l A [ p ] D B [ p ] 
B [ p / C ] S R I A [p/C] D B [p/C] S R I 
B [ p / C ] R l 
D u r c h solche U m f o r m u n g e n k a n n m a n also aus <?>' erzeugen. 
1 Zur Symbolik A [p/B] vgl. 1.2.6. 
Die A x i o m e i n <r>" u n d die Sätze i n die d u r c h A n w e n d u n g e n v o n 
S R I auf diese A x i o m e hervorgehen, s i n d n u n A x i o m e v o n 511. A l s o 
läßt sich § " durch Streichung der Sätze, auf die S R I angewendet w i r d , 
i n einen Beweis für A i n 511 umformen. 
Die Theoreme v o n 511* s ind also genau die Theoreme v o n 511. W i e 
wir unten sehen werden gi l t hingegen n i c h t : Av.. . , A ^ \—m B genau 
dann, wenn A x , . . . , A m r ~ m * B . 
2. D i e D e f i n i t i o n der Theoreme v o n 511 nach 1.3.3.1 u n d 1.3.3.2 legt 
für den Theorembegriff ke in Entscheidungsverfahren fest. W i r haben 
zwar früher ein Entscheidungsverfahren für a . l . wahre Sätze angegeben, 
aber solange w i r nicht bewiesen haben, daß die Theoreme v o n 511 genau 
die a . l . wahren Sätze s ind , läßt s ich dies Ver fahren n icht verwenden 
z u einer Entsche idung darüber, ob ein vorgelegter Satz T h e o r e m v o n 
511, d . h . beweisbar i n 911, ist. W i r können also n u r v o n F a l l z u F a l l 
beweisen, daß ein Satz A Theorem v o n 511 ist , i n d e m w i r einen Beweis 
für A i n 511 angeben. E i n e n solchen Beweis z u f inden , ist Sache der 
Übung u n d Geschickhchkeit . M a n m u ß s ich d a z u etwas einfallen //.. , / 
lassen, mechanische Regeln zur A u f f i n d u n g eines Beweises für eine vor - * j 
gegebene F o r m e l haben w i r zunächst n i ch t . 
Entscheidbar ist hingegen der Beweisbegrif f : V o n einer vorgelegten 
Satzfolge § läßt s ich aufgrund v o n 1.3.3.1 u n d 1.3.3.2 sofort entscheiden, 
ob sie ein Beweis i n 511 ist , u n d ob sie ein Beweis für einen vorgegebenen 
Satz A ist . D e n n v o n jedem G l i e d der Fo lge § läßt s ich feststellen, ob 
es ein A x i o m v o n 511 i s t : m a n sieht es den Sätzen k r a f t ihrer 
syntakt ischen S t r u k t u r sofort an, ob sie die Gestal t eines der dre i 
Ax iomenschemata haben oder nicht . Ist n u n ein Satz B v o n § k e i n 
A x i o m , so hat m a n z u untersuchen, ob er aus voraufgehenden Sätzen 
v o n § d u r c h einmalige A n w e n d u n g v o n R l hervorgeht . D a d e m Satz B 
n u r endliche viele Sätze i n der endlichen Folge § vorhergehen, so k a n n 
m a n das d u r c h bloßes Probieren feststellen. U n t e r s u c h t m a n i n dieser 
Weise fort laufend alle Sätze v o n i n d e m m a n m i t d e m ersten G l i e d 
der Folge beginnt, so findet m a n entweder einen Satz , der weder A x i o m 
ist , noch aus voraufgehenden Sätzen vermit te ls R l folgt — u n d d a n n 
ist £ ke in Beweis i n 511 — oder m a n f indet ke inen solchen Satz u n d 
stellt so fest, daß £ ein Beweis i n 511 ist . § ist d a n n ein Beweis für A , 
wenn A der letzte Satz v o n £ ist. Ebenso erweist s ich a u c h der a l l -
gemeinere Ableitungsbegriff als entscheidbar. 
D i e A n g a b e eines Beweises für A beantwortet also i m m e r i n defi -
n i t i v e r Weise die Frage , ob A ein T h e o r e m ist . D a s P r o b l e m , ob ein 
vorgelegter Beweis für A auch w i r k l i c h ein Beweis für A i n 911 ist, k a n n 
nicht ernstlich auftreten, d a es m i t einfachsten M i t t e l n rein mechanisch 
entscheidbar ist. D a r i n besteht die Stärke unseres formalen Beweis -
begriffes gegenüber einem in tu i t iven Beweisbegriff, der, wei l die z u -
gelassenen Beweismitte l nicht exakt abgegrenzt s ind, naturgemäß nicht 
entscheidbar sein k a n n u n d also pr inz ip ie l l i m m e r die Frage offen 
läßt , ob ein vorgelegter Beweis tatsächlich ein Beweis ist , u n d ob ein 
Beweis dafür, daß etwas ein Beweis ist , selbst ein Beweis ist , usf. 
1.3.4 Theoreme und Metatheoreme von 911 
Z u r Einübung des Systems 911 u n d zur Vorbere i tung des Beweises, 
daß i n 911 genau die a . l . wahren Sätze beweisbar s ind, wol len w i r i n 
diesem Abschni t t einige Theoreme beweisen. D a w i r das Sys tem 911 
aus Gründen der theoretischen Einfachhei t u n d Durchs icht igke i t m i t 
n u r wenigen Axiomenschemata u n d Deduktionsregeln aufgebaut haben, 
macht das Beweisen zunächst einige Mühe. D e r theoretische V o r t e i l 
geht auf Kos ten der praktischen H a n d l i c h k e i t des Systems, denn je 
mehr A x i o m e u n d Deduktionsregeln m a n zur Verfügung hat, desto 
kürzer u n d einfacher werden die Beweise 1 . 
W i r können uns aber die A r b e i t dadurch wesentlich erleichtern, daß 
w i r neben Theoremen der Gestalt l — A auch Theoreme der Gestalt 
A v . . . , A m h- B beweisen, d . h . neben Sätzen auch Able i tbarke i t sbe-
ziehungen. D e n n solche Ableitbarkeitsbeziehungen lassen sich d a n n 
neben der Regel R l wie Deduktionsregeln verwenden. 
W i r werden ferner auch Theoreme beweisen, i n denen A , bzw. 
A v . . . , A m , B nicht Sätze, sondern Satzschemata s ind. D i e Beweise 
für solche Theoreme lesen sich dann wie Beweisschemata, aus denen 
1 Man kann auch Axiomensysteme mit nur einem Axiom angeben, wie 
das zuerst J. G. P. N I C O D (1917) getan hat. Er verwendete als Grundoperator 
die Exklusion, als einziges Axiom den Satz 
(P\(q\r))m(s\s))\((t\g)\(iP\t)\(P\t)))) 
und als Deduktionsregeln die Einsetzungsregel SRI und die Regel: wenn 
A|(B|C) und A beweisbar sind, so ist auch C beweisbar. Anstelle des Axioms 
von N I C O D kann man auch den Satz 
verwenden. Vgl. dazu auch [9], S. 159. 
Beweise hervorgehen d u r c h Erse tzung von metasprachlichen Satz-
var iablen durch Sätze v o n 51 i m gesamten Beweis. D a b e i ist z u beachten, 
daß neben A D ( B D A ) auch B D ( A D B ) oder (A D C) D ( A D ( A D C)) 
Schemata s ind für A x i o m e , die unter das Schema A I fallen usf. W i r 
erhalten aus dem oben angegebenen Beweis für den Satz p"Dp z. B . 
ein Beweisschema für A D A , indem w i r „p" überall durch , , A " er-
setzen. 
N e b e n den Theoremen werden w i r endlich auch Metatheoreme über 
den Kalkül 511 beweisen. Während Theoreme sich beweisen lassen m i t 
den M i t t e l n des Systems 511 selbst, s ind Metatheoreme Behauptungen, 
die s ich nicht m i t den M i t t e l n v o n 511 beweisen lassen, sondern die 
A n w e n d u n g in tu i t iver metatheoretischer Beweismit te l erfordern. 
E i n Be ispie l eines solchen Metatheorems ist etwa das folgende: 
M T 1 : W e n n gi l t A x [ p ] , . . . , A m [ p ] h- B [ p ] , so gilt auch A J p / C ] , . . . , 
A m [ p / C ] I— B [ p / C ] . (Einsetzungstheorem) 1 . 
B e w e i s : M a n ersetze i n der vorhegenden A b l e i t u n g £ v o n B [ p ] 
aus A x [ p ] , . . . , A m [ p ] p überall durch C. D a n n gehen die A x i o m e i n § 
wieder i n A x i o m e über, die A F A x [ p ] , . . . , A ^ f p ] gehen i n die F o r m e l n 
A i [ p / C ] , . . . , A m [ p / C ] über u n d die Anwendungen v o n R l bleiben als 
A n w e n d u n g e n dieser Regel erhalten. W i r erhalten also eine A b l e i t u n g 
v o n B [ p / C ] aus A ^ p / C ] , . . A m [ p / C ] . 
T l : I — A D A . 
Z u m Beweis s. oben! 
M T 2 : W e n n gi l t A 1 , . . . , A m h B , so gilt auch A X , . . . , A m _ x h- A m D B 
(Deduktionstheorem). 
B e w e i s : E s liege eine A b l e i t u n g § v o n B aus A v . . . , A m v o r als 
F o l g e v o n F o r m e l n C v . . . , C n , so daß also C n = B ist . W i r formen 
jr> i n eine A b l e i t u n g v o n A m D B aus A v . . . , A m _ x u m , indem w i r die 
F o r m e l n C{ (i = 1 , . . . , n) ersetzen durch A m D Q u n d weitere F o r m e l n 
i n diese Satzfolge einschieben i n folgender Weise : 
a) Ist Q = A m , so ersetzen w i r die Zeile A m D Ci durch den oben 
angegebenen Beweis für A m D A m . 
1 Vgl. M t l in 1.2.6. Man beachte, daß der folgende Beweis für M T 1 auf 
rein syntaktischem Weg geführt wird, während M t l auf semantischem 
Weg begründet wurde. 
b) Ist C{ — A k für k ^= m , so ersetzen w i r die Zeile A m Z> C{ d u r c h 
A k D ( A m D A k ) A I 
A k A F 
A m D A k R l . 
c) Ist Q ein A x i o m , so ersetzen w i r die Zeile A m D C t d u r c h 
C i D ( A m 3 C i ) A I 
C{ A x i o m 
A . . 3 C , R l . 
d) E r g i b t sich Cj i n $ aus einer A n w e n d u n g von R l auf die F o r m e l n 
C k , C k D C{, so treten n u n v o r der Zeile A m D Q die F o r m e l n A m D C k 
u n d A m D (C k D Cj) auf. W i r ersetzen die Zeile A m Z> Q d a n n d u r c h 
( A m D (C k D O ) D ( ( A m D C k ) => ( A m D Q ) A 2 
( A m D C k ) D ( A m D C i ) R l 
A m 3 C i R l . 
D a d u r c h erhalten w i r eine A b l e i t u n g v o n A R A D B aus den F o r m e l n 
A l t . . . , A m _ r 
Das Deduktionstheorem gi l t i n 911* nicht al lgemein. D a s w i r d an 
folgendem Beispiel deut l i ch : 
p A F 
q SRlfplq), also pY-^q. 
D i e K o n s t r u k t i o n für einen Beweis v o n p D q nach M T 2 versagt, d a 
p D q nicht durch E inse tzung v o n q für p aus p "Dp hervorgeht. H i e r 
w i r d deutl ich, was w i r oben erwähnten, daß m a n aus A x , . . . , A ^ B 
nicht auf Av..., A m h - m B schheßen k a n n . Andernfa l l s erhielte m a n 
p \-m q aus p h - K 1 . q, m i t M T 2 also h p j , also m i t M T 1 H (B D B) D A , 
also m i t T l u n d R l h- A , d . h . i n 911 wäre jede beliebige F o r m e l beweis-
bar . W i r werden aber später zeigen, daß nicht jede F o r m e l i n 911 
beweisbar ist. 
T 2 : I I A D ( A D B ) . 
D e n Beweis für —vp \-p Z> q haben w i r bereits oben geführt. Daraus 
erhält m a n sofort den Beweis für - i A h A D B u n d m i t M T 2 dann T 2 . 
Obwohl hier das Metatheorem M T 2 angewendet wurde, das nur 
m i t Hi l fe metatheoretischer Beweismit te l gewonnen werden konnte, 
ist dieser Beweis für T 2 natürlich n icht als metatheoretischer Beweis 
anzusehen. D e n n der Beweis für M T 2 gibt ein allgemeines Verfahren 
an, nach dem n u n i m speziellen F a l l eine A b l e i t u n g v o n A D B aus 
—iA umgeformt werden k a n n i n einen Beweis für —iA D (A D B ) , m i t 
dem also der Beweis für - i A D (A D B) m i t den M i t t e l n v o n 911 tat-
sächlich erbracht werden k a n n . Z u r I l lus t ra t ion des Verfahrens wollen 
w i r die U m f o r m u n g i n diesem F a l l exp l iz i t angeben: D i e Her le i tung 
v o n A D B aus —iA hatte die Gesta l t : 
- i A A F 
- i A D (-nB D - i A ) A I 
-xB D—iA R l 
(-nB D -nA) D (A D B) A3 
A D B R l . 
Daraus bi ldet m a n i m Sinne v o n M T 2 die Satzfolge: 
1) - I A D - I A 
2) - i A D (-iA D (-iB D - T A ) ) 
3) - . A D (-iB D - iA) 
4) -nA D (-.B D -nA) D (A D B)) 
5) —iAD ( A D B ) . 
D u r c h die Einschiebungen nach M T 2 erhält m a n dann 
1) - I A D - I A T l 
2a) (-iA D (-.B D -.A)) D (-iA D (-.A D (-iB D -nA))) A I 
2b) -nA D (—iB D - i A ) A I 
2) ~ i A D (-iA D (-)B D -iA)) R l 
3a) (-iA D (-.A D (-iB D -.A))) D ((-.A D - i A ) 
D (-nA D (—«B D —IA)) ) A2 
3b) ( - I A D -nA) D (-iA D (-nB D -iA)) R l 
3) -nA D (-nB D -nA) R l 
4a) ( (—IBD—iA) D (ADB)) D (-nA D ((-iB D -nA) D (A D B))) A I 
4b) (—iB D -nA) D (A D B) A3 
4) -nA D ((-.B D -nA) D (A D B ) ) R l 
5a) (-iA D ((-,B D -nA) D (A D B)) D ((-.A D ( - I B D -nA)) 
D (—iA D (A D B))) A2 
5b) ( i A D (-nB D - iA)) D (-iA D (A D B ) ) R l 
5) -nA D (A D B) R l . 
D i e Einschiebung der Zei len 3a, 3b wäre hier entbehrl ich, da i n der 
Zeile 3 ein A x i o m nach A I steht. 
Al lgemein besteht die Bedeutung der syntaktischen Metatheoreme 
dar in , daß sie die E x i s t e n z einer A b l e i t u n g sicherstellen, ohne daß 
diese A b l e i t u n g noch expl iz i t angegeben werden müßte. W i e diese A b -
lei tung i m E i n z e l f a l l z u konstruieren wäre, geht aus dem Beweis des 
Metatheorems hervor. 
T 3 : h - i n A D A . 
Beweis : 
- i - i A D (-nA D —i—i—iA) 
n A D n n n A 
(-nA D - , - i - i A ) D ( - 1 - 1A D A) 
- i - i A D A 
T 4 : H A D - i n A . 
Beweis : 
- r - 1 - . A D - . A T 3 
( - r - n A D - i A ) D ( A D - i - i A ) A 3 
A D—i—iA R L 
T 5 : A D B , B D C I - A D C . 
Beweis : 
A A F 
A D B A F 
B R l 
B D C A F 
C R l 
also A D B , B D C, A f— C, m i t M T 2 A D B , B D C I - A D C . 
T 6 a : A D B I iBD—iA. 
Beweis : 
T 2 
R l 
A 3 
R l . 
- i - i A D A T 3 
A D B A F 
- r - i A D B T 5 
B D —i—iB T 4 
- i - i A D - i - r B T 5 
- i B D—iA A 3 , R 1 . 
H i e r haben w i r zur Abkürzung der Beweisdarstel lung i m letzten Schri t t 
zwei Regelan wen düngen zusammengezogen, wie w i r das i m folgenden 
öfter t u n werden. V o r der letzten Zeile wäre also bei genauer Darste l lung 
noch die F o r m e l (—nA D -i—iB) D (—iB D —iA) einzufügen. 
T6b : - i A D —iB h B D A . 
Das gewinnt m a n aus A 3 m i t R l . 
T6c : A D - i B I - B D - i A . 
Beweis : 
A D n B A F 
- r - , B D - i A T 6 a 
B D - i - i B T 4 
B D—iA T 5 . 
T 6 d : —iA D B I i B D A . 
Beweis : 
—iA D B A F 
- . B D - i - i A T 6 a 
—l—JA D A T 3 
—iB D A T 5 . 
D i e Theoreme T 6 a bis T 6 d bezeichnen w i r wieder als Kontraposi t ions-
gesetze. 
T 7 : AI . A D B . 
B e w e i s : 
A A F 
A D (—iB D A) A I 
n B D A R l 
—iA D B T 6 . 
T8: A D ( A D B ) h A D B . 
Beweis: 
A A F 
A D ( A D B ) A F 
A D B 
B 
also A D ( A D B ) , A H B , mit MT2 also A D (A D B) h- A D B . 
T9: A D (B D C) h- B D (A D C). 
Beweis: 
A D (B D C) A F 
(A D (B D 0 ) D ((A D B) D (A D C)) A2 
( A D B ) D ( A D C ) R l 
B A F 
A D B A 1 , R 1 
A D C R l 
also A D (B D C), B h- A D C, mit MT2 also A D (B D C) h- B D (A 
T10: A D - . A I iA. 
Beweis: 
A D (—iA D —i(B D B)) 
(A D (^A D -n(B D B))) D ((A D - .A) D (A D - i (B D B))) 
(A D —iA) D (A D —i(B D B)) 
A D—iA 
A D - i ( B D B ) 
(B D B) D - i A 
B D B 
- i A 
T U : —iA D AI—A. 
Beweis: 
—iA D (A D —i(B D B)) 
- i A D (A D -.(B D B)) D ((-nA D A) D (-nA D -n(B D B))) 
(-.A D A) D (-,A D - i (B D B)) 
T7, MT2 
A2 
R l 
A F 
R l 
T6 
T l 
R l . 
T2 
A2 
R l 
- . A D A 
-nA D - i ( B D B ) 
( B D B ) D A 
B D B 
A 
A F 
R l 
T 6 
T l 
R l . 
T12 : A v A I - A . Aus T i l m i t D l . 
T 1 3 : A h - A v B . Aus T 7 m i t D l . 
T14 : B h A v B . Aus A I m i t D l u n d R l . 
T15 : A v B h B v A . 
Beweis : 
A v B A F 
n A D B D l 
—iB D A T 6 
B v A D l . 
T 1 6 : A D B h - C v A D C v B . 
Beweis : 
A D B A F 
- i C D ( A D B ) A 1 , R 1 
(—»C D A ) D (—iC D B) A 2 , R 1 
C v A D C v B D l . 
T 1 7 : A D C, B D C r - A v B D C. 
B e w e i s : 
A v B A F 
B v A T15 
A D C A F 
B v A D B v C T16 
B v C R l 
C v B T 1 5 
B D C A F 
C v B D C v C T16 
C v C R l 
C T12 
also A D C, B D C, A v B h- C m i t M T 2 also A D C, B D C h A v B D C . 
T 1 8 : A v (B v C ) h - B v (A v C). 
Beweis : 
A v (B v C) A F 
- i A D (-,B D C) D l 
-nB D (-nA D C) T 9 
B v (A v C) D l . 
T19 : A v (B v C ) h ( A v B ) v C 
Beweis : 
A v (B v C) A F 
n A D B v C D l 
B V C D C V B T 1 5 , M T 2 
— I A D C v B T 5 
A v (C v B) D l 
C v (A v B) T 1 8 
(A v B) v C T 1 5 . 
T20 : (A v B) v C h - A v (B v C ) . 
Beweis : 
(A v B) v C A F 
C v (A v B) T 1 5 
A v (C v B) T 1 8 
—iA D C v B D l 
C v B D B v C T 1 5 , M T 2 
-nA D B v C T 5 
A v (B v C) D l . 
T 2 1 : A A B I - A . 
Beweis : 
A A B 
- I ( - I A v - iB) 
- i A D ( ^ A v -nB) 
- . ( - n A V -iB) D n n A 
A F 
D 2 
T 1 3 , M T 2 
T 6 
-.-nA R l 
A T 3 , R 1 . 
T 2 2 : A A B I - B . 
Der Beweis verläuft ebenso, wenn m a n T14 statt T13 verwendet. 
T 2 3 : A , B I - A A B . 
Beweis : 
- i ( - . A v -nB) D -n(-.A v - iB) 
(-.A v -nB) v -i(-nA v - iB) 
-nA v (- .B v -n(-iA V -iB)) 
A D ( B D A A B ) 
A 
B D A A B 
B 
A A B 
T24: r - A = - r - i A . 
Beweis : 
A D - i - i A 
n n A D A 
(A D - . - . A ) A (- . - .A D A ) 
A = -n-nA 
T 2 5 : A = B l iA = -nB. 
Beweis : 
A = B 
A D B 
- i B D - i A 
B D A 
—iA D —iB 
(—iA D —iB) A ( - . B D - . A ) 
-nA = - . B 
T l 
D 1 , T 4 
T 2 0 
D 1 , D 2 
A F 
R l 
A F 
R l . 
T 4 
T 3 
T23 
D 3 . 
A F 
D 3 , T21 
T 6 
D 3 , T 2 2 
T 6 
T23 
D 3 . 
T 2 6 : A = B , B = C r - A = C. 
Beweis : 
1) A = B A F 
2) A D B D 3 , T 2 1 (1) 
3 ) B = C A F 
4 ) B D C D 3 , T 2 1 (3) 
5) A D C T 5 (2 ,4 ) 
6) B D A D 3 , T 2 2 (1) 
7) C D B D 3 , T 2 2 (3) 
8) C D A T 5 (7 .6 ) 
9) A = C T 2 3 , D 3 (5 ,8 ) 
W i r k o m m e n n u n z u dem wicht igen Ersetzungstheorem: 
M T B : A = B h C[[A]] = C p j . 
Hät ten w i r die a. l . Vollständigkeit des Systems 911 bereits bewiesen, 
so könnten w i r dieses Theorem aus dem semantischen Ersetzungs-
theorem 1.3.2.6 gewinnen. W i r geben hier aber einen rein syntakt ischen 
Beweis an , d a wir das Metatheorem z u m Vollständigkeitsbeweis be-
nötigen werden. D e r Vergle ich des semantischen m i t dem folgenden 
syntakt ischen Beweis für das Ersetzungstheorem macht noch e inmal 
den U n t e r s c h i e d zwischen semantischer u n d syntaktischer A r g u m e n t a -
tionsweise deut l i ch . 
O b w o h l M T 3 äußerlich die Gestalt eines Theorems hat , ist es doch 
als Metatheorem anzusehen, d a sein Beweis eine I n d u k t i o n nach dem 
A u f b a u der F o r m e l CQAJ] erfordert. W i e i n 1.3.2.5 können wir uns 
auf den F a l l beschränken, daß C[[B]] aus C[[AJ| durch Erse tzung nur 
eines Vorkommnisses v o n A i n C[[AJ) d u r c h B entsteht. W i e dort 
nehmen w i r auch hier wieder eine I n d u k t i o n nach der Z a h l n , dem G r a d 
von C J A J minus dem G r a d v o n A vor. Ist n — 0, so n i m m t die B e -
h a u p t u n g die F o r m A = B h- A = B an u n d ist also trivialerweise 
r i cht ig . Sei die B e h a u p t u n g für alle n ^ r bewiesen u n d sei n u n n — r + /. 
D a n n läßt s ich C[[A]] darstellen i n der F o r m C[[A'J], wo C[[A']] v o n A ' 
verschieden ist u n d A ' = A'QAJ] das fragliche V o r k o m m n i s von A 
enthält , b z w . m i t i h m identisch ist . A ' k o m m t also eine Z a h l n ^ r 
z u . E s ist dann nach der Induktionsvoraussetzung aus der A n n a h m e 
A = B die F o r m e l A ' p / f l = A'|[BJ ableitbar. 
a) C P ] ] habe die Gestalt - iA'[[A]]. C p ] ] hat dann die Gestalt 
-nA'HB]] u n d es gi l t A = B h -iA'[[AH = - i A ' P ] nach der Induktions-
voraussetzung u n d T25 . 
b) CQAJ] h a b e d i e Gestalt A'QA/Q D D . D a n n gilt 
1) A 1 A ] ] = A ' | I B ] ) A F 
2) A'QA/Q D A ' P ] ] D 3 , T 2 1 (1) 
3) A ' P J D A'QA/Q D 3 , T 2 2 (1) 
4) ( A ' I A J D D ) D ( A ' P ] ] D D) T 5 , M T 2 (3) 
5) ( A ' P J D D ) D ( A 1 A ] ] D D ) T 5 , M T 2 (2) 
6) A'QA]] D D = A ' P ] ] D D T 2 3 , D 3 (4,5). 
N a c h Induktionsvoraussetzung gi l t also A = B h - A ' Q A J D D = A ' P J D D . 
c) C[[A]) habe die Gestalt D D A'QA]]. D a n n erhalten w i r aus (1) 
bis (3): 
4') ( D D A'QA]]) D ( D D A ' P ] ] ) T 5 , M T 2 (2) 
5') ( D D A P I ) D ( D D A P I ) T 5 , M T 2 (3) 
6') D D A'QA]] = D D A ' P ] ] T 2 3 , D 3 (4', 5'). 
N a c h Induktionsvoraussetzung gilt also A = B I — D D A ' Q A ] ] = D D A ' P J . 
D a m i t ist das Ersetzungstheorem bewiesen. 
T27 : I i ( A A B ) = n A v n B . 
B e w e i s : 
- I ( A A B ) D - I ( A A B ) T l 
n ( A A B ) D - n ( n A v - i B ) D 2 
- i ( A A B) D —iA v —«B T24, M T 3 
—iA v - i B D —i—i (—iA v —iB) T 4 
- I A V - I B D - I ( A A B ) D 2 
- I ( A A B) = - T A v - I B T23 , D 3 . 
T 2 8 : I .(A V B ) = H A A -nB. 
B e w e i s : 
n ( A v B ) D n ( A v B ) T l 
-n(A v B) D - n ( - i - A v - . - .B) T24 , M T 3 
- i ( A v B) D —iA A —iB D 2 
—iA A —iB D -nA A —iB T l 
- i A A - i B D - i ( - i - i A v - T n B ) D 2 
H A A H B D - I ( A v B) T24, M T 3 
- i ( A v B) ~ —iA A —iB T23 , D 3 . 
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T29: I I ( A D B ) = A A - . B . 
Beweis : 
- i ( A D B ) E - i ( - i A v B) T24, M T 3 , D l 
-n(-iA v B) = - r - i A A -nB T28 
- n A A —iB E A A — I B T24, M T 3 
— I ( A D B ) E A A H B T26. 
T30: A A B H B A A . 
Beweis : 
A A B A F 
A T21 
B T22 
B A A T23 . 
T31: H A A ( B A C ) = (A A B) A C . 
Beweis : 
( A A B ) A C A F 
A A B T21 
A T21 
B T22 
C T22 
B A C T23 
A A (B A C) T23 also m i t M T 2 H (A A B) A C D A A (B A C). 
Ebenso erhält m a n H A A (B A C) D (A A B) A C, also m i t T23 und 
D 3 H A A ( B A C ) EE (A A B) A C. 
T32: A V B D C H ( A D C ) A ( B D C ) . 
Beweis : 
A v B D C A F 
n C D n ( A v B ) T 6 
—iC D —iA A - . B T 2 8 , M T 3 
- i A A — I B D - . A T21 
- n C D - , A T 5 
A D C T 6 
—iA A —iB D -nB T 2 2 
- i C D - i B T 5 
B D C T 6 
( A D C ) A ( B D C ) T 2 3 . 
T 3 3 : H A V ( B A C ) = ( A V B ) A ( A V C ) . 
Beweis : 
A v (B A C) 
A v - i ( - .B v -iC) 
- i B v —iC D A 
A F 
D 2 
T15, D2 
T32, T21 
T32, T22 
- i B D A 
n C D A 
B v A 
A v B 
C v A 
A v C 
D l 
T 1 5 
D l 
T15 
(A v B) A (A v C) T23 . 
A u s dieser A b l e i t u n g erhalten w i r m i t M T 2 I - A v (B A C ) D ( A v B ) A ( A v C). 
Verwendet m a n T17 statt T32 , so k a n n m a n die A b l e i t u n g v o n unten 
nach oben als A b l e i t u n g v o n A v (B A C) aus (A v B) A (A v C) lesen 
u n d erhält dann m i t M T 2 , T23 u n d D 3 die Behauptung v o n T33. 
T 3 4 : H A A ( B v C ) = A A B v A A C. 
M i t M T 2 erhält m a n also H A A ( B V C ) D A A B V A A C . D i e ange-
gebene A b l e i t u n g k a n n m a n v o n unten nach oben auch als A b l e i t u n g 
v o n A A (B v C) aus A A B v A A C lesen u n d erhält so m i t M T 2 , T23 
u n d D 3 die B e h a u p t u n g des Theorems. 
T 3 5 : h A v —iA. D e r Beweis ergibt s ich aus T l m i t D l . 
Beweis : 
A A (B v C) A F 
-.(-nA v - i ( B v C)) D 2 
- . ( - i A v ( - . B A -iC)) T28 , M T 3 
- i ( ( - i A v -.B) A (-.A v -iC)) T33 , M T 3 
—1(—iA v -iB) v —1(—iA v —iC) T27 
A A B v A A C D2. 
T36: I — I ( A A - I A ) . 
Beweis : 
A v - i A T35 
-nA v A T15 
- l - i ( - 1 A v - i - i A ) T 2 4 , M T 3 
- . ( A A - iA) D 2 . 
T37: I — A D ( B D C ) = A A B D C . 
Beweis : 
A D ( B D C ) A F 
A A B A F 
A T21 
B T22 
B D C R l 
c R l . 
A u s dieser A b l e i t u n g erhalten w i r mi t M T 2 (A D (B D C)) D (A A B D C) . 
A A B D C A F 
A A F 
B A F 
A A B T23 
C R l . 
Also g i l t : A A B D C, A , B h C. Daraus erhält m a n durch zweimalige 
A n w e n d u n g v o n M T 2 A A B D C h- A D (B D C). M i t T 2 3 u n d D 3 
erhält m a n dann endlich die Behauptung des Theorems. 
W e n n der Leser die Reihe der vorstehenden Beweise genau studiert 
hat, so w i r d er eine ganz konkrete Vorste l lung gewonnen haben v o n 
der Technik des Beweisens i n einem formalisierten System, v o m A u f b a u 
rein syntaktischer Beweise u n d von ihrer Strenge. 
W i r haben i n diesem A b s c h n i t t v o n der semantischen D e u t u n g der 
Sprache 5t völlig abgesehen u n d nur die S y n t a x v o n 51 nach 1.3.1 u n d 
die Festlegungen über den Beweisbegriff v o n 511 nach 1.3.3 benützt. 
W i r haben i n diesem S inn das System 511 als einen bloßen Kalkül be-
trachtet, d . h . als ein System v o n Regeln zur Erzeugung v o n Objekten 
einer best immten A r t . E i n Kalkül i n diesem weiten S inn ist auch ein 
Spiel , wie z . B . das Schachspiel : die Objekte s ind dort die möglichen 
Positionen der F i g u r e n auf dem Bre t t , die nach den Spielregeln aus 
der Anfangsposit ion erzeugt werden können. Ebensowenig wie das 
Schachspiel hat n u n zunächst das Beweisen i m System 311 etwas m i t 
logischem Schließen z u t u n . D e r Zusammenhang zwischen der A . L . 
und dem System 511, zwischen a . l . wahren Sätzen u n d den Theoremen 
von 511, zwischen a . l . gültigen Schlüssen u n d den Ableitungsbeziehungen 
i n 511 muß erst noch hergestellt werden. Dieser Aufgabe wollen wir 
uns i m nächsten A b s c h n i t t zuwenden. 
Übungsaufgaben: 
1. Beweise die Theoreme: 
a) A D B . C D D I - A A C D B A D 
b) h ( ( A D B ) D A ) D A 
c) A A B D C , A A B D — I C h A D —iB 
d) A A B V A A - . B I - A 
e) A E B K A A B V - T A A — I B . 
2. Beweise m i t H i l f e der Def in i t ion A | B : = —i(A A B) die Theoreme: 
f) (A|(B|C))|(((A|(C|A))|((D|B)|((A|D)|(A|D))))) 
g) A , A | ( B | C ) H C i . 
1.3.5 D i e Adäquathoit v o n 911 ^ ? < ff>><.<lc„? 
W i r wol len n u n zeigen, daß das System 511 eine adäquate F o r m a l i -
sierung der A . L . darstellt , d . h . daß i n 511 genau die a. l . wahren Sätze 
beweisbar s ind. 
Be t rachten w i r zunächst die Widerspruchsfreiheit v o n 511! 
1.3.5.1 W i r nennen einen Kalkül R a . l . widerspruchsfrei, wenn i n R 
n u r a . l . wahre Sätze beweisbar s ind. 
1.3.5.2 511 ist a . l . widerspruchsfrei . 
Beweis : N a c h 1.3.2 läßt sich das Entscheidungsverfahren 1.2.4 für 
die B e s t i m m u n g der a . l . W a h r h e i t der Sätze aus 51 verwenden. N a c h 
diesem Verfahren s ind n u n alle A x i o m e von 511 a . l . wahre Sätze. U n d 
1 Vgl. die Anmerkung zu S. 86. 
wenn A u n d A D B a. l . wahre Sätze s ind, so ist nach 1.3.2.1—d auch 
B ein a . l . wahrer Satz, d . h . eine A n w e n d u n g der Deduktionsregel R l 
v o n 311 erzeugt aus a. l . wahren Sätzen immer nur a. l . wahre Sätze. 
D a n a c h enthält jeder Beweis i n 511 nur a. l . wahre Sätze u n d also ist 
jeder i n 511 beweisbare Satz als E n d g l i e d eines solchen Beweises ein 
a. l . wahrer Satz. 
E i n stärkerer Begriff der a. l . Widerspruchsfreiheit wäre der folgende. 
1.3.5.3 W i r nennen einen Kalkül R a . l . widerspruchsfrei i . e. S., wenn 
aus A x , . . A m h - Ä B die a . l . Gültigkeit des Schlusses Alt..., A r a - * - B 
folgt. 
1.3.5.4 511 ist a . l . widerspruchsfrei i . e. S. 
M i t M T 2 erhält m a n aus A ^ . . . , A m h- B h - A 1 D ( A 2 D . . . ( A m D B ) . . . ) 
u n d m i t T37 h- A x A . . . A A m D B . N a c h 1.3.5.2 ist dann dieser Satz 
a. l . wahr, also ist nach 1.3.2.5 der Schluß A l f . . . , A m - ^ B a . l . gültig. 
— W i U m a n direkt argumentieren, so überlegt m a n sich, daß jede B e -
wertung die A x i o m e v o n 511 erfüllt u n d auch den Satz B , sofern sie 
die Sätze A u n d A D B erfüllt. Liege dann eine A b l e i t u n g v o n B aus 
Av..., A m vor , so erfüllt also jede Bewertung, die die A F Av..., A m 
erfüllt, alle F o r m e l n der A b l e i t u n g , insbesondere also B , d . h . aber der 
Schluß Av..., A m B ist a . l . gültig. 
Neben einer solchen semantischen Widerspruchsfreiheit untersucht 
m a n auch oft die syntaktische Widerspruchsfreiheit v o n Kalkülen. 
1.3.5.5 W i r nennen einen Kalkül R syntaktisch widerspruchsfrei, wenn 
i n R nicht alle Sätze der R zugrunde hegenden Sprache beweisbar s i n d 1 . 
Betrachten w i r für den Augenbl i ck unser Entscheidungsverfahren 
aus 1.2.4 als ein rein syntaktisches Auszeichnungsverfahren, so können 
w i r einen syntaktischen Widerspruchsfreiheitsbeweis für 511 erbringen, 
indem w i r wie oben zeigen, daß i n 511 nur Sätze beweisbar s ind, die 
nach diesem Verfahren ausgezeichnet s ind . N u n ist aber z . B . p nach 
diesem Verfahren nicht ausgezeichnet, also ist 511 syntakt isch wider-
1 Nach einer anderen Fassung des Begriffs der syntaktischen Wider-
spruchsfreiheit wäre R widerspruchsfrei, wenn in R ein bestimmter Satz, 
z. B. p oder p A —ip nicht beweisbar ist. Für 511 gilt aber: wenn p beweis-
bar ist, so nach MT1 auch jeder Satz A. Und wenn p A —\p beweisbar ist, 
so nach T21 auch p, also wiederum jeder Satz A. Diese drei Fassungen des 
Begriffs der syntaktischen Widerspruchsfreiheit sind also für 511 äquivalent. 
spruchsfrei. Al lgemein folgt die syntaktische Widerspmchsfreihei t eines 
Kalküls aus der a. l . Widerspruchsfreiheit . 
W i r haben früher bemerkt , daß i n 511* genau die Sätze beweisbar 
sind, die auch i n 511 beweisbar s ind. Daher ist auch 511* a . l . u n d 
syntakt isch widerspruchsfrei . 511* ist hingegen nicht a . l . widerspruchs-
frei i . e . S., denn es gi l t zwar, daß durch Anwendungen der Regel S R I 
a.l . wahre Sätze wieder i n a. l . wahre Sätze überführt werden, es gilt 
aber, wie das Beispie l der A b l e i t u n g v o n q aus p m i t S R I zeigt, nicht , 
daß jede Bewertung, die die Prämisse der Regel S R I erfüllt, auch deren 
K o n k l u s i o n erfüllt. 
Betrachten w i r n u n die Vollständigkeit des Kalküls 511! 
1.3.5.6 W i r nennen einen Kalkül R a . l . vollständig, wenn i n R alle a. l . 
wahren Sätze beweisbar s ind. W i r nennen R a . l . vollständig i . e. S. 
(oder a . l . abgeschlossen), wenn aus der a . l . Gültigkeit des Schlusses 
A1,...,Am + B folgt A 1 , . . . , A m r - Ä B . 
Offenbar folgt aus der a. l . Abgeschlossenheit die a. l . Vollständigkeit, 
so daß w i r gleich z u m Beweis des folgenden Satzes übergehen: 
1.3.5.7 511 ist a . l . abgeschlossen. 
Z u m Beweis dieses Theorems benötigen w i r zwei Hilfssätze. 
1.3.5.8 W i r nennen eine Menge M v o n F o r m e l n konsistent, wenn es 
keine F o r m e l B gibt , so daß gi l t M \- B u n d MI iB. D a be i bedeute 
M h B : es gibt endl ich viele F o r m e l n Av..., A m aus M, so daß 
A l f . . A m l — B . W i r nennen eine F o r m e l A m i t M verträglich, wenn 
die Menge M<u{A}, die aus M durch H i n z u n a h m e des Elementes A 
entsteht, konsistent ist . 
D e r erste Hi l f ssa tz lautet n u n : 
1.3.5.9 Z u jeder konsistenten Menge v o n F o r m e l n M gibt es eine 
m a x i m a l e konsistente Menge M 4 * , d . h . eine konsistente Menge M+, 
die alle E lemente v o n M enthält u n d für die g i l t : jede F o r m e l , die m i t 
M+ verträglich ist , ist i n M+ enthalten. 
B e w e i s : D a die Sprache 51 abzählbar viele F o r m e l n enthält, k a n n 
m a n eine A b z a h l u n g der F o r m e l n angeben. A M sei die n-te F o r m e l i n 
dieser A b z a h l u n g . W i r setzen dann M1 — M u n d M M + 7 = Mn, wenn 
A M n icht m i t Mn verträglich ist, andernfalls setzen w i r Mn + 1 = MnKj{An}. 
M+ sei dann die Vereinigung aller dieser Formelmengen Mn für 
n = 1, 2,..., d . h . die Menge, die genau diejenigen F o r m e l n enthält , die 
i n mindestens einer der Mengen Mn enthalten s ind. M+ ist dann k o n -
sistent: Wäre M+ n icht konsistent, so gäbe es F o r m e l n A t j , . . . , A ^ 
aus M+ u n d eine F o r m e l B , so daß A , . . . . . A f- h- B u n d A , - , . . . , A , I iB. 
Ist dann / die kleinste Z a h l , so daß die F o r m e l n A . . . , A^ der Menge 
Mt angehören, so wäre also auch Ml inkonsistent. N u n s ind aber alle 
Mengen Mn konsistent, denn M1 = M ist nach Voraussetzung k o n -
sistent, u n d ist Mn konsistent, so nach Def in i t ion v o n Mn+7 auch diese 
Menge 1 . M+ ist ferner m a x i m a l : D e n n ist A w verträglich m i t M+, so 
auch m i t Mn, also ist A w i n Mn+1 u n d also i n M+ enthalten. 
1.3.5.10 Jede konsistente Formelmenge M ist s imul tan erfüllbar, d . h . 
es gibt eine Bewertung, die alle F o r m e l n aus M erfüllt. 
D e r Beweis dieses zweiten Hilfssatzes ergibt s ich wie fo lgt : Z u M 
gibt es nach 1.3.5.9 eine maximale konsistente Menge M+. W i r de-
finieren eine Bewertung 2B, indem w i r setzen 2B(A) = vo für alle A t o m -
formeln A aus M+ u n d 2B(A) = f für alle A t o m f o r m e l n A , die n icht 
z u M+ gehören. W i r zeigen durch I n d u k t i o n nach dem Formelgrad n 
von A , daß für diese Bewertung g i l t : 2B(A) = vo genau dann , wenn A 
i n M + ist , für alle F o r m e l n A . Für n = 0 ergibt s ich die B e h a u p t u n g 
aus der Def in i t ion von 2B. Sei n u n die B e h a u p t u n g bewiesen für alle 
r u n d sei der G r a d v o n A r + 7: 
a) A habe die Gestalt - i B . D a n n ist r der G r a d v o n B . Ist -nB i n 
M+, so ist B nicht i n M+, d a A f + konsistent ist. D a n n ist 2B(B) = f, 
also 2B(-iB) = to. Ist -nB nicht i n M+, so ist B m i t M+ verträglich, 
also i n M + . Andernfal ls hätten w i r A f + , B h- C u n d M + , B I iC, also 
M+, Bf— C A —iC nach T23 , also nach M T 2 M+ H B D ( C A — i C ) , m i t 
T 6 M + h- -i(C A -iC) D -nB, also M + , - .(C A - I C ) h- - i B , wegen T36 also 
A f + I iB. E s wäre dann also —iB m i t M+ verträglich u n d also i n M+ 
i m Widerspruch zur A n n a h m e . Ist n u n aber B i n M+, so ist nach In -
duktionsvoraussetzung 9B(B) = to, also 2B(-iB) = f. 
1 Die hier verwendete Argumentationsweise ist die des indirekten Be-
weises: Im indirekten Beweis wird ein Satz A dadurch bewiesen, daß aus 
der Annahme —iA ein Widerspruch abgeleitet wird. Folgt aber aus —iA 
ein Widerspruch, so kann —iA nicht gelten, es muß also A gelten. Dieses 
Beweisprinzip drückt sich aus in dem Schluß —iA D B A —iB A. 
b) A habe die Gestalt B D C. Ist B D C i n M+, so ist B nicht i n 
M+, oder C ist i n M+; denn ist B i n M+, so nach R l auch C. N a c h 
Induktionsvoraussetzung gi l t also 2B(B) = f oder 5B(C) = xo, d . h . 
2B(B D C) = ro. Ist B D C nicht i n M + , so f inden w i r wie oben 
M + I i(B D C), m i t T 2 9 also M+ \- B A - C , m i t T21 u n d T22 also 
M + h- B u n d M + I iC. E s ist also B i n M+ u n d C nicht i n A f + . N a c h 
Induktionsvoraussetzung gilt dann 9B(B) = xo u n d 2B(C) = f, also 
2ß(B D C) = f. 
9B erfüllt also alle F o r m e l n aus M + u n d damit auch alle F o r m e l n 
aus M, was z u beweisen war . 
W i r können n u n z u m Beweis des Satzes 1.3.5.7 übergehen: G i l t die 
Ablei tungsbeziehung A x , . . . , A m r - B nicht i n 511, so ist die Menge der 
F o r m e l n Av..., A m , -nB nach unseren obigen Überlegungen konsistent 
u n d es gibt nach 1.3.5.10 eine Bewertung 2B, die diese Menge s imultan 
erfüllt. 2B erfüllt also die F o r m e l n A j , . . . , A m , aber nicht B . A l s o 
ist der Schluß Av..., A m B nicht gültig. W i r können also aus der 
Gültigkeit dieses Schlusses auf die Gültigkeit der Ablei tungsbeziehung 
A x , . . . , A m h- B schließen, was z u beweisen w a r 1 . 
A u s der a . l . Abgeschlossenheit v o n 511 folgt sofort die a . l . V o l l -
ständigkeit v o n 511*, wenn m a n Schlüsse ohne Prämissen betrachtet, 
u n d , aufgrund unserer früheren Überlegungen über das Verhältnis der 
Kalküle 511 u n d 511*, auch die a . l . Abgeschlossenheit v o n 511*. 
Neben der a . l . Vollständigkeit k a n n m a n auch eine syntaktische 
Vollständigkeitseigenschaft v o n Kalkülen betrachten: 
1.3.5,11 W i r nennen einen Kalkül R syntaktisch vollständig, wenn für 
jeden Satz A der R zugrunde liegenden Sprache g i l t : A ist i n R beweisbar 
oder 51 w i r d d u r c h H i n z u n a h m e v o n A z u den A x i o m e n v o n 51 zu einem 
s y ntakt i sch widerspruchsvol len Kalkül 2 . 
D a s Sys tem 511 ist syntakt isch unvollständig. Wäre 511 nämlich 
syntakt i sch vollständig, so würde gelten: wenn aus der Beweisbarkeit 
1 Der Gedanke dieses Vollständigkeitsbeweises ist von L . H E N K I N in 
[30] angegeben worden. 
2 Daneben gibt es auch noch andere syntaktische Vollständigkeits-
begriffe, die aber im Zusammenhang mit 511 nicht von Interesse sind. Ist 
901 z. B. eine Teilmenge der Formeln von 51, so kann man den Kalkül R 
vollständig nennen, wenn jeder Satz A von $01 in 51 entweder beweisbar 
oder widerlegbar ist, d. h. wenn gilt r~a A oder r-# —iA für A aus Süt. 
v o n A die Beweisbarkeit v o n B folgt, so gilt A H B . D e n n ist A unbe-
weisbar, so folgt aus der syntaktischen Vollständigkeit, daß aus A be-
liebige F o r m e l n , insbesondere also B , ableitbar s ind. Ist A aber beweisbar, 
so nach Voraussetzung auch B u n d w i r erhalten eine H e r l e i t u n g v o n 
B aus A , wenn w i r i n den Beweis v o n B noch die F o r m e l A einschieben. 
N u n gilt z w a r : wenn p beweisbar ist, so auch q (MT1) , es gi l t aber n i c h t 
p\- q, wie die Ungültigkeit des Schlusses p q u n d die a. l . W i d e r s p r u c h s -
freiheit i . e. S. von 511 zeigen. Also ist 511 synt a kt i s ch unvollständig. 
Das System 511* hingegen ist syntakt isch vollständig: Ist der Satz 
A nicht i n 511* beweisbar, so ist auch seine k o n j u n k t i v e N o r m a l f o r m 
A N nicht beweisbar. Das ergibt sich aus der a . l . Adäquatheit v o n 511* 
u n d M T 8 aus 1.2.6. N a c h M T 9 enthält dann A N ein K o n j u n k t i o n s g l i e d 
B , i n dem keine Satzvariable zugleich negiert u n d unnegiert v o r k o m m t . 
N i m m t m a n n u n A z u den A x i o m e n v o n 511* h i n z u , so w i r d A N beweisbar 
u n d wegen T21 u n d T22 auch B . Setzt m a n für alle unnegierten Satz-
var iablen v o n B p ein, für alle negierten Satzvar iablen —\p, so k a n n 
m a n aus B m i t S R I u n d T 2 4 i n V e r b i n d u n g m i t M T 3 eine F o r m e l der 
Gestalt p A . . . A p ableiten, aus der m a n m i t T21 p erhält, p ist also 
i n dem u m das A x i o m A erweiterten Kalkül 511* beweisbar, dieser 
Kalkül ist also syntakt i sch widerspruchsvol l , was z u beweisen war . 
Abschließend wollen w i r noch auf die Frage nach der Unabhängigkeit 
der Axiomenschemata v o n 511 b z w . der A x i o m e v o n 511* eingehen. 
A u s Gründen der E infachhei t u n d Durchs icht igke i t axiomatischer 
Systeme fordert m a n oft die Unabhängigkeit der A x i o m e : 
1.3.5.12 W i r nennen die A x i o m e eines Kalküls R voneinander unab-
hängig, wenn ke in A x i o m A v o n R i n dem Kalkül R' beweisbar ist , der 
aus R durch Stre ichung des A x i o m s A hervorgeht. 
S i n d die A x i o m e eines Kalküls n icht voneinander unabhängig, so 
erhält m a n durch Streichung eines A x i o m s ein gleich starkes System, 
die Auszeichnung dieses Satzes als A x i o m ist also überflüssig. 
E s g i l t n u n : 
1.3.5.13 D i e A x i o m e v o n 311* s ind voneinander unabhängig. 
Z u m Beweis dieses Satzes gehen w i r ähnlich vor , wie oben be im Be-
weis der syntaktischen Widerspruchsfreiheit v o n 511: Sei A das A x i o m , 
dessen Unabhängigkeit v o n den übrigen bewiesen werden sol l , so geben 
w i r eine Eigenschaft E an — oben war E die Eigenschaft , durch das 
Entscheidungsverfahren v o n 1.2.4 ausgezeichnet zu sein —, die den von 
A verschiedenen A x i o m e n z u k o m m t u n d die bei A n w e n d u n g der De-
duktionsregeln erhalten ble ibt . Wäre A abhängig, so müßte auch A 
diese Eigenschaft E haben. W i r d also gezeigt, daß A nicht diese E igen-
schaft hat , so ist dami t die Unabhängigkeit v o n A bewiesen. 
W i r geben n u n Belegungen der F o r m e l n nicht m i t den beiden W a h r -
heitswerten tu, f an, sondern Belegungen m i t den Zahlen 0, 7, 2. E i n e 
solche Belegung ist definiert , wenn sie erklärt ist für die Satzvariablen 
u n d wenn allgemein festgelegt ist , wie sich der W e r t eines komplexen 
Satzes aus den W e r t e n der Teilsätze errechnet. D i e Eigenschaft E 
sei die Eigenschaft einer F o r m e l , bei jeder Belegung den W e r t 0 an-
zunehmen. 
W i r charakterisieren die Belegungen für die Untersuchungen der 
dre i A x i o m e wie f o l g t : 
1 2 3 
A - i A - . A - i A 
0 7 2 2 
1 7 1 0 
2 1 0 0 
A B 
1 
A D B 
2 
A D B 
3 
A D B 
0 0 0 0 0 
0 1 2 1 1 
0 2 2 2 2 
1 0 2 0 0 
1 1 2 0 0 
1 2 0 1 2 
2 0 0 0 0 
2 1 0 0 0 
2 2 0 0 0 
N i m m t die Prämisse einer A n w e n d u n g der Regel S R I für alle Be-
legungen den W e r t 0 an , so offenbar auch die K o n k l u s i o n , da die ein-
gesetzte F o r m e l höchstens denselben Wertevorra t hat , wie eine Satz-
v a r i a b l e . A u s der Tabel le für die I m p l i k a t i o n geht außerdem hervor, 
daß immer, wenn die F o r m e l n A u n d A D B den W e r t 0 annehmen, 
auch B den W e r t 0 annimmt . Betrachten w i r n u n die drei A x i o m e : 
1) A I * ist unabhängig. M a n verif iziert leicht , daß die A x i o m e A 2 * 
u n d A 3 * nach Maßgabe der Spalten N r . 1 i n den beiden obigen Tabel len 
für alle Belegungen den W e r t 0 annehmen. A l s o nehmen auch alle 
Formeln , die nur m i t H i l f e dieser beiden A x i o m e u n d der D e d u k t i o n s -
regeln R l u n d S R I beweisbar sind, bei allen Belegungen den W e r t 0 
an. D i e E insetzung 0 für p, 7 für q ergibt aber für A I * den W e r t 2 : 
Ö D ( 7 D Ö ) 
2. 
A l s o n i m m t A I * nicht bei allen Belegungen den W e r t 0 an, also ist A I * 
nicht abhängig von A 2 * u n d A 3 * . 
2) A 2 * ist unabhängig. M a n verif iziert wieder leicht, daß die A x i o m e 
A I * u n d A 3 * nach Maßgabe der Spalten N r . 2 für alle Belegungen den 
W e r t 0 annehmen. D i e E insetzung v o n 7 für p, 7 für q u n d 2 für r i n A 2 
ergibt aber den W e r t 7 u n d zeigt so die Unabhängigkeit von A 2 * . 
3) A 3 * ist unabhängig. Die A x i o m e A I * u n d A 2 * ergeben nach 
Maßgabe der Spalten N r . 3 bei allen Belegungen den W e r t 0. Setzt 
m a n i n A 3 * für p 7 u n d für q 2 ein, so erhält m a n den W e r t 2 u n d damit 
die Unabhängigkeit v o n A 3 * . 
A u s diesem Ergebnis für 311* können w i r schließen, daß auch die 
Axiomenschemata v o n 311 voneinander unabhängig s ind. D i e A x i o m e 
v o n 311 s ind hingegen nicht voneinander unabhängig. W i r haben früher 
den Satz p D p ohne Verwendung des Schemas A 3 bewiesen. N a c h 
A I gilt nun p D p D ({mp D mp) D (p D p)), also m i t pZ>p u n d R l 
(mp D mp) D (pZ)p). Dieser Satz ist ein A x i o m nach dem Schema 
A 3 , den wir so auch ohne Verwendung v o n A 3 beweisen können. 
M a n k a n n auch die Deduktionsregeln i n die Unabhängigkeitsunter-
suchungen einbeziehen, indem m a n sagt: eine Deduktionsregel eines 
Kalküls R ist unabhängig v o n dem Restsystem, wenn es Theoreme 
v o n R gibt , die nur m i t H i l f e von Anwendungen dieser Regel bewiesen 
werden können. Diese Problemstel lung ist jedoch für die Kalküle 311 
u n d 311* uninteressant, denn 311 enthält nur eine Deduktionsregel , ohne 
die also nur die A x i o m e beweisbar s ind. U n d i n 311* s ind ohne Ver -
wendung der Regel S R I nur Sätze beweisbar, die nur die Satzvariablen 
p, q u n d r enthalten, also nur ein T e i l der Theoreme v o n 311 ** . 
Übungsaufgaben: 
1. M a n beweise, daß aus A x , . . . , A r a B nicht folgt A x , . . . , A m B ! 
(Warum ist der Herleitungsbegriff v o n 311* stärker als der v o n 311 ?) 
2. F R E G E S Kalkül der A . L . i n [14] enthält neben den Dedukt ions-
regeln R l u n d S R I u n d den A x i o m e n A I * u n d A 2 * die A x i o m e : 
a) ( ^ D ( p r ) ) D ( p ( p r ) ) 
b) (pDq)D(mqDmp) 
c) -\~np D p 
d) p-D-r-xp. 
M a n beweise die Widerspruchsfreiheit dieses Systems. M a n beweise 
seine Vollständigkeit durch A b l e i t u n g v o n A 3 * i n diesem System über 
die Vollständigkeit v o n 311*. U n d m a n zeige die Abhängigkeit des 
A x i o m s (a) d u r c h A b l e i t u n g dieses A x i o m s aus A I * u n d A 2 * . (Das 
letztere Resul ta t wurde v o n L U K A S I E W I C Z i n [49] angegeben.) 
1.3.6 Die Grenzen der Aussagenlogik 
M i t der Präzisierung des Systems 311 beschließen w i r n u n die D a r -
stel lung der A . L . M i t ih r haben w i r eine Theorie der modernen L o g i k 
kennengelernt, die zwar ihren Grundlagen nach sehr einfach, aber 
dennoch v o n grundlegender Bedeutung ist, bi ldet sie doch die Basis 
für die E n t w i c k l u n g der anderen logischen Theorien. Zugleich läßt 
s ich an dieser Theorie der A u f b a u eines formalisierten Systems ablesen, 
die Methode der Formal is ierung u n d ihre Leis tung. E i n l e i t e n d konnten 
w i r diese Methode mangels konkreten Anschauungsmaterials nur i n 
großen Zügen umreißen, jetzt vermögen wir den dort abgesteckten 
R a h m e n m i t festerem Inhal t z u erfüllen u n d haben so ein genaues 
Verständnis v o n dem erworben, w o m i t s ich die L o g i k u n d insbesondere 
die moderne L o g i k beschäftigt. 
1 Der Grundgedanke für solche Unabhängigkeitsbeweise geht auf 
P. B E R N A Y S zurück. E . V. H U N T I N G T O N hat diesen Gedanken dann auf 
die Unabhängigkeitsbeweise für Deduktionsregeln übertragen. Vgl. dazu 
auch [9 ] , S . 1 6 3 . 
Bl icken wir nun aber auf die Leistungsfähigkeit der A . L . , auf die 
Menge der Schlüsse, die sie als gültig auszuzeichnen vermag, so erkennen 
w i r anhand der folgenden Beispiele, daß i h r enge Grenzen gesteckt s ind . 
I) A h e Menschen s ind sterblich. 
Sokrates ist ein Mensch. 
Sokrates ist sterblich. 
II) A l l e Huft iere s ind Säugetiere. 
A l l e Säugetiere s ind Wirbelt iere . 
A l l e Huft iere s ind Wirbelt iere . 
III) K e i n F i s c h ist ein Säugetier. 
A l l e Huft iere s ind Säugetiere. 
K e i n H u f t i e r ist ein F i s c h . 
W i r f inden, daß diese einfachen Schlüsse zwar alle logisch gültig s ind , 
daß aber keiner v o n ihnen a. l . gültig ist. D e n n d a die Prämissen u n d 
Konklus ionen sämtlich keine a. l . Operatoren enthalten, u n d da keine 
K o n k l u s i o n m i t einer der Prämissen identisch ist, haben diese Schlüsse 
a . l . die Gestalt A , B C. Unsere a. l . Analyse der Sätze genügt also 
nicht , u m diese Schlüsse z u rechtfertigen. W i l l m a n sie als logisch 
gültig ausweisen, so muß m a n vielmehr auf die Subjekt-Prädikat-
S t r u k t u r der Prämissen u n d K o n k l u s i o n e n eingehen u n d damit die 
Grenze der A . L . überschreiten, u n d eine neue logische Theorie ent-
wicke ln , die Prädikatenlogik, deren Darste l lung das nächste K a p i t e l 
gewidmet sein soll . 
Mater ia l für ein weiterführendes S t u d i u m der A . L . f indet sich in 
[9], [61] u n d [64], K a p . I . 
2 Prädikatenlogik 
I n der Prädikatenlogik untersucht m a n eine weitere Klasse von 
formalen Schlüssen als i n der Aussagenlogik. D i e Prädikatenlogik ist 
also eine E r w e i t e r u n g der Aussagenlogik. W i e diese auf der Analyse 
der sprachlichen F u n k t i o n der aussagenlogischen Operatoren wie „nicht" 
„und" , „oder" usf. aufbaut, so gründet sich ihre Erwei terung auf die 
Theorie der sogenannten prädikatenlogischen Operatoren „a l le" u n d 
„einige". U m die sprachliche F u n k t i o n dieser W o r t e z u analysieren, 
müssen w i r zunächst die Subjekt-Prädikat-Struktur der Sätze unter-
suchen, die w i r i n der Aussagenlogik vernachlässigt haben. Unsere 
nächste Aufgabe w i r d also sein, die Subjekt-Prädikat-Struktur u n d 
die prädikatenlogischen Operatoren i n der Umgangssprache z u stu-
dieren. D i e dabei gewonnenen Ergebnisse sollen dann i n den folgenden 
A b s c h n i t t e n i n einem formalisierten System der Prädikatenlogik 
präzisiert werden. D i e W o r t e „Prädikatenlogik" u n d „prädikaten-
l o g i s c h " wol len w i r i m folgenden immer durch , , P . L . " u n d „p. l . " ab-
kürzen. 
2.1 Prädikatenlogische Strukturen in der Umgangssprache 
2.1.1 E igennamen u n d Prädikate 
D i e Sub jekt -Prädikat -Struktur der Sätze wollen w i r nicht i m 
gleichen Sinne beschreiben, wie das die G r a m m a t i k tut , d a es uns hier 
n icht auf sprachliche Eigentümlichkeiten, sondern auf logische U n t e r -
scheidungen a n k o m m t . W i r gehen aus v o n einfachen Sätzen, die keine 
Teilsätze enthalten (weder Nebensätze, noch mehrere Hauptsätze). 
Solche einfachen Sätze s ind z . B . 
1) „Hans r a u c h t " . 
2) „Die Zugspitze ist ein B e r g " . 
3) „Die E r d e ist größer als der M o n d " . 
4) „Richard l iebt M a r i a " . 
A l s Eigennamen bezeichnen w i r einen sprachlichen A u s d r u c k , der 
einen Gegenstand bezeichnet, sei dieser konkret oder abstrakt . I n 
unseren Beispielsätzen kommen folgende Eigennamen v o r : „ H a n s " , 
„die Zugspi tze" , „die E r d e " , „der M o n d " , „ R i c h a r d " u n d „Mar ia " . 
Hingegen s ind Begriffswörter wie „ B e r g " , die keine Gegenstände be-
zeichnen sondern Eigenschaften v o n Gegenständen, keine E igennamen. 
W e n n wir n u n einen oder mehrere Eigennamen i n einem Satz 
streichen, so entsteht ein A u s d r u c k , den w i r als Prädikat bezeichnen. 
Jeder Satz, der einen Eigennamen enthält , läßt sich also, ev. i n ver-
schiedener Weise, i n Eigennamen u n d ein Prädikat zerlegen. A u s 
unseren Beispielsätzen erhalten w i r so die Prädikate : 
T) „ r a u c h t " . 
2') „ ist ein B e r g " . 
3') „ ist größer als der M o n d " . 
3") „Die E r d e ist größer als 
3"') „ ist größer als 
4') „ l iebt M a r i a " . 
4") „Richard liebt 
4"') „ liebt 
W i r wollen n u n die Leerstellen i n diesen Prädikaten, die i n den 
zugehörigen Sätzen (1) bis (4) durch Eigennamen ausgefüllt waren, 
genauer kennzeichnen u n d damit einen ersten Schri t t zur S y m b o l i -
sierung der Subjekt-Prädikat-Struktur t u n . D a z u können w i r Var iable 
verwenden, d . h . Buchstaben wie z. B . ,,x", ,,y", „ z " , . . . , die w i r auch 
als Gegenstandsvariablen (kurz G V ) bezeichnen. D ie W a h l der G V soll 
dabei keine Rol le spielen, es sollen nur Leerstellen, die durch Streichung 
verschiedener Eigennamen i m gleichen Satz entstanden s ind, auch durch 
verschiedene G V ausgefüllt werden. I m folgenden wollen w i r immer 
Prädikate mi t Var iab len schreiben, also statt (1') bis (4"') e t w a : 
V) ,,x r a u c h t " . 
2') „x ist ein B e r g " . 
3'") ,,y ist größer als z". 
4'") „x l iebt ytl usf. 
Diese Schreibweise legt es nahe, Prädikate verschiedener Stellen-
z a h l z u unterscheiden: als Stellenzahl eines Prädikates bezeichnen wir 
die Z a h l der i n i h m vorkommenden (untereinander verschiedenen) G V . 
So sind (1') u n d (2') einstellige, (3"') u n d (4'") zweistellige Prädikate. 
Das Prädikat „x l iebt x" ist ein einstelliges Prädikat, denn die beiden 
Vorkommnisse der G V „x" s ind Vorkommnisse derselben G V . 
Prädikate bezeichnet m a n auch als Satzformen, denn aus ihnen 
entstehen Sätze, wenn m a n für alle Var iab len Eigennamen einsetzt. 
Eine solche Einsetzung, bei der für alle Vorkommnisse der gleichen G V 
i m Prädikat immer der gleiche Eigenname einzusetzen ist, nennen wir 
auch Substitution. W e r d e n für alle Var iab len eines Prädikates E igen-
namen eingesetzt, so bezeichnen w i r das Resultat dieser E inse tzung als 
Instanz des Prädikates. E s bedeutet n u n für die Zwecke der L o g i k eine 
wesentliche Vereinfachung, wenn m a n fordert, daß alle Instanzen der 
Prädikate Sätze s ind. Diese Forderung bezeichnen w i r auch als 
Totalitätsforderung für Prädikate. Sie ist i n der Umgangssprache nicht 
erfüllt. M a n w i r d solche Ausdrücke wie „77 r a u c h t " oder „München 
hebt den M o n d " nicht als Sätze ansehen, wei l die Prädikate „raucht " 
u n d „ h e b t " n u r für Menschen erklärt s ind, so daß m a n aus (1') u n d 
(4'") n u r d a n n Sätze erhält, wenn m a n für „x" u n d „j>" N a m e n v o n 
Menschen einsetzt. A b e r m a n k a n n aus solchen unvollständig er-
klärten Prädikaten i m m e r auf einfache Weise to ta l definierte Prädikate 
gewinnen, i n d e m m a n festsetzt, daß alle ursprünglich bedeutungslosen 
Instanzen des Prädikates n u n falsche Sätze sein sollen. „77 r a u c h t " u n d 
„München l iebt den M o n d " s ind danach also als falsche Sätze anzusehen. 
W i r haben bisher die Prädikate nur insoweit semantisch charakteri -
siert, als w i r sagten, daß ihre Instanzen Sätze s ind. M a n k a n n aber 
den Prädikaten auch eine selbständige Bedeutung zuordnen, wie das 
dem üblichen Verständnis der Umgangssprache entspricht. M a n w i r d 
d a n n sagen: Prädikate bezeichnen Begriffe. Näherhin sagt m a n : 
einstellige Prädikate bezeichnen Eigenschaften: „x ist r o t " bezeichnet 
die Eigenschaft , rot z u sein, „x ist ein B e r g " bezeichnet die Eigenschaft , 
ein B e r g z u sein. M i t Verben drücken w i r momentane Eigenschaften 
aus : ,,x r a u c h t " bezeichnet die Eigenschaft , z u einem best immten 
Z e i t p u n k t (in dem die Aussage gemacht wird) z u rauchen (ein Rauchender 
z u sein), usw. Mehrstellige Prädikate bezeichnen Beziehungen zwischen 
Gegenständen, „x ist größer als y" bezeichnet die Beziehung, die 
zwischen einem ersten u n d einem zweiten Gegenstand besteht, wenn 
der erste größer ist als der zweite, die Beziehung des Größerseins also, 
„x hebt y" bezeichnet die Beziehung der Liebe. Eigenschaften u n d Be-
ziehungen fassen w i r zusammen unter dem Terminus „Begr i f f " u n d 
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unterscheiden so einstellige Begriffe (Eigenschaften) u n d mehrstel l ige 
Begriffe (Beziehungen). 
W i e sich ein Satz zusammensetzt aus Prädikat u n d E i g e n n a m e n , 
so wollen wir auch sagen, daß sich die Proposi t ion zusammensetzt aus 
einem Begriff u n d Gegenständen: genauer: die d u r c h einen Satz be-
zeichnete Proposi t ion setzt sich zusammen aus dem d u r c h das Satz-
prädikat bezeichneten Begriff u n d den durch die E igennamen i m Satz 
bezeichneten Gegenstände. D i e Satzbedeutung w i r d also determiniert 
durch die Bedeutung seiner Bestandteile. 
W i e für die Aussagenlogik nur die Charakter is ierung der Sätze als 
wahr oder falsch v o n Interesse war, nicht hingegen der Satz inhal t , die 
Proposi t ion, so ist, wie w i r später noch sehen werden, für die Prädikaten-
logik nur der Umfang der durch die Prädikate bezeichneten Begriffe , 
nicht deren Inhalt v o n Interesse. D e n Unterschied zwischen Inhal t u n d 
U m f a n g eines Begriffes können wir a m Beispiel der beiden Prädikate 
,,x ist ein Lebewesen m i t H e r z " u n d ,,x ist ein Lebewesen m i t N i e r e " 
veranschaulichen: Diese beiden Prädikate bezeichnen Begriffe ver-
schiedenen Inhal ts : die Eigenschaft , ein Lebewesen m i t H e r z z u sein, 
ist verschieden v o n der Eigenschaft , ein Lebewesen m i t Niere z u sein. 
W e n n die E r f a h r u n g aber zeigt, daß alle Lebewesen, die ein H e r z haben, 
auch eine Niere haben u n d umgekehrt , so fallen unter beide Begrif fe 
die gleichen Gegenstände, i hr U m f a n g ist daher gleich. 
D e n U m f a n g des bezeichneten Begriffes nennt m a n auch Extension 
des Prädikates, seinen Inhal t bzw. den Begriff selbst die Intension des 
Prädikates. 
M i t der Verwendung v o n G V z u m A u s d r u c k der Prädikate haben 
w i r oben schon einen ersten Schritt zur Einführung eines prädikaten-
logischen Symbolismus getan. D e r N u t z e n dieses Schrittes zeigte sich 
bei der Unterscheidung von Prädikaten verschiedener Stellenzahl ins-
besondere dort, wo verschiedene Prädikate m i t dem gleichen V e r b u m 
oder A t t r i b u t gebildet s ind, wie bei der Unterscheidung der Prädikate 
„x l iebt y" u n d „x l iebt x". Würde m a n hier die Var iab len weglassen, 
so erhielte m a n beidesmal den A u s d r u c k , , l i ebt " , dem m a n nicht ansieht, 
ob er eine Eigenschaft oder eine Beziehung ausdrückt. N a c h dem Ge-
danken der lingua char acteristica müssen aber solche Unterschiede i n 
der Bedeutung syntakt isch deut l i ch gemacht werden. 
W i r wollen n u n auch den T e i l des Prädikates durch ein S y m b o l 
wiedergeben, der v o n den Var iab len verschieden ist . D a z u verwenden 
wir die Buchstaben „ F " , , , G " , „ # " , . . . , die w i r auch als Prädikat-
konstanten (kurz P K ) bezeichnen. In jedem K o n t e x t ordnen w i r einer 
solchen P K eine Stel lenzahl z u : soll z. B . „ F " ein umgangssprachliches 
Prädikat symbolisieren, i n dem bei Ersetzung aller E igennamen durch 
verschiedene G V n Vorkommnisse v o n G V enthalten s ind, so nennen wir 
„ F " eine n-stellige P K . W i r bi lden dann m i t „ F " ein Prädikat unserer 
Symbolsprache, indem w i r hinter den Buchstaben „ F " i n K l a m m e r n 
und durch K o m m a t a getrennt n G V anschreiben, also z . B . 
„ F ( # 7 , . . . , xn)'(. So können w i r ,,x r a u c h t " symbolisieren durch ,,G(x)", 
wo , , G " dann eine einstellige P K ist, „x l iebt y(< durch „H(x,y)"t wo 
,,Ht( eine zweistellige P K ist. Das Prädikat „x hebt x" ist dann durch 
„H(xt x)" z u symbolisieren. A u c h hier ist „H" eine zweistellige P K , 
aber „H(x, x)" ist ein einstelliges Prädikat. W e n n w i r n u n Eigennamen 
durch die Buchstaben „&", „ c " , . . . abkürzen, so stellen s ich die 
einfachen Sätze unserer Symbolsprache wie folgt d a r : „ F ( Ä 7 , . . . , a j " , 
, ,G(c)", tiH(b, c)", usw. D i e Buchstaben „ a " , „ 6 " , „ c " , . . . nennen wir 
Gegenstandskonstanten (kurz G K ) . Sätze dieser Gestalt s ind n u n unsere 
Atomsätze. A u s ihnen können w i r m i t H i l f e der aussagenlogischen 
Verknüpfungen komplexe Sätze b i lden wie z . B . „—\G(a)<<, ,,H(a, b) 
A H(b, c) D H(a, c) v F ( c ) " usw. W e n n w i r i n solchen Sätzen n u n G K 
durch G V ersetzen, so erhalten w i r auch komplexe Prädikate, wie z . B . 
„H{a, x) A H{x, y) D H{at y) v F{y)" oder „H(z, x) A H(x, y) D H(z, y) 
v F(y)", ,,H(a, b) A H(X, y) D H(a, y) v F ( c ) " usw. A u s vorgegebenen 
Grundprädikaten können w i r also m i t H i l f e der a. l . Verknüpfungen 
komplexe Prädikate erzeugen. Ihre Bedeutung ergibt s ich aus der 
Bedeutung der Grundprädikate: bedeute ,,F(x)" die Eigenschaft , rot 
z u sein, ,,G(x)" die Eigenschaft , r u n d z u sein, so bedeutet ,,—\F(x)" 
die Eigenschaft , n icht rot z u sein, ,,F(x) A G(x)t< die Eigenschaft rot 
u n d r u n d z u sein. 
2.1.2 A l l - u n d Existenzsätze 
W i e s ich die A . L . auf die Theorie der a. l . Operatoren wie „n icht " 
„ u n d " , „oder" usf. aufbaut, so gründet sich die Prädikatenlogik auf 
die Theorie der sogenannten p . l . Operatoren, die w i r umgangssprachlich 
d u r c h Wörter wie „a l le " oder „ j edes" u n d „einige" oder „es gibt e i n " 
ausdrücken. W i r wollen zunächst die F u n k t i o n dieser Wörter i n der 
Umgangssprache untersuchen. 
D i e Aussage : I) „Alle Dinge s ind rot oder nicht r o t " steht ihrer 
grammat ischen Gestalt nach i n enger Analogie z u der Aussage: II) 
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„Diese Rose ist rot oder nicht r o t " . D a n a c h liegt es zunächst nahe z u 
sagen: D e r A u s d r u c k „alle D i n g e " verhält sich z u m Satz I ebenso wie 
der A u s d r u c k „diese R o s e " z u m Satz I I , er ist also ein E igenname, 
der einen Gegenstand bedeutet, v o n dem ausgesagt w i r d , er sei rot oder 
n i c h t rot. Diese D e u t u n g erweist sich aber als undurchführbar. Z u -
nächst k a n n „alle D i n g e " k e i n Eigenname sein, d a dieser A u s d r u c k 
keinen best immten Gegenstand, kein einzelnes D i n g bezeichnet. M a n 
k a n n auch nicht sagen, daß er die Gesamtheit aller Dinge , die Klasse 
al ler Dinge bezeichnet, denn der Satz I besagt nichts über diese Klasse , 
sondern etwas über die Gegenstände, die i h r zugehören. Ferner läßt 
s ich der Inhalt des Satzes I I auch wiedergeben d u r c h den S a t z : 
II ') „Diese Rose ist rot oder diese Rose ist nicht r o t " , I I läßt s ich j a 
als K u r z f o r m dieses Satzes auffassen. Hingegen ist der z u I I ' analoge 
S a t z : F ) „Alle Dinge s ind rot oder alle Dinge s ind n icht r o t " m i t I 
n i c h t gleichbedeutend, da I wahr , F aber falsch ist . 
Ebensowenig läßt s ich auch der A u s d r u c k „einige D i n g e " z. B . i n 
d e m Satz III) „Einige D i n g e s ind rot u n d nicht r o t " als E igenname 
auffassen. D e n n „einige D i n g e " bezeichnet keinen best immten Gegen-
s tand u n d die Sätze I I I u n d : I I F ) „Einige Dinge s ind rot u n d einige 
D i n g e s ind nicht r o t " s ind n icht inhaltsgleich, da I I I falsch, I I F aber 
w a h r ist. 
W e n n n u n die Wörter „a l l e " u n d „einige" keine E igennamen s ind, 
w o r i n besteht dann ihre sprachliche F u n k t i o n ? U m uns z u diesem 
P u n k t einfacher ausdrücken z u können, wollen w i r die verschiedenen 
umgangssprachlichen Formul ierungen der Sätze, die Ausdrücke wie 
„ a l l e " , „ jedes" bzw. „einige" oder „es gibt e i n " enthalten, immer i n 
eine feste F o r m umschreiben, für die w i r die beiden Formul ie rungen : 
I V ) „ F ü r jedes D i n g g i l t : . . . " u n d V) „ E s gibt ein D i n g , für das g i l t : 
. . . " wählen. D a n n nehmen z . B . die Sätze „Alle Dinge s i n d r o t " u n d 
„Einige Dinge s ind r o t " die F o r m a n : „ F ü r jedes D i n g g i l t : es ist 
r o t " u n d „ E s gibt ein D i n g , für das g i l t : es ist r o t " . 
H a b e n w i r n u n ein einstelliges Prädikat , so können w i r daraus 
d u r c h Voranstel len der Ausdrücke I V u n d V Sätze bi lden, wenn w i r die 
G V des Prädikates durch das W o r t „ e s " ersetzen. W i r können also 
sagen: die Ausdrücke I V u n d V s ind Operatoren, m i t denen wir aus 
einstelligen Prädikaten Sätze büden können. W i r wollen diese Opera-
toren als All- bzw. Existenzoperatoren bezeichnen, die m i t ihnen ge-
bi ldeten Sätze als All- bzw. Existenzsätze oder auch als Generalisierungen 
b z w . Partikularisierungen der zugehörigen Prädikate. 
Neben der syntakt ischen F u n k t i o n dieser Operatoren müssen w i r 
auch ihre semantische F u n k t i o n betrachten. Diese F u n k t i o n läßt s ich 
charakterisieren durch folgende beiden P r i n z i p i e n : 
2.1.2.1 E i n Al l sa tz ist wahr genau dann, wenn der durch das generali-
sierte Prädikat bezeichnete Begriff auf alle Gegenstände zutr i f f t , — er 
ist falsch, wenn es mindestens einen Gegenstand gibt , auf den dieser 
Begriff nicht zutr i f f t . 
2.1.2.2 E i n Exis tenzsatz ist wahr , wenn es mindestens einen Gegen-
stand gibt, auf den der d u r c h das part ikular is ierte Prädikat bezeichnete 
Begriff zutr i f f t , — er ist falsch, wenn dieser Begriff auf keinen Gegen-
stand zutr i f f t . 
Diese P r i n z i p i e n spiegeln den umgangssprachlichen Gebrauch der 
Wörter , , jedes" u n d „es gibt e i n " wider, denn w i r sagen, der Satz 
„Für jedes D i n g g i l t : es ist r o t " sei wahr , genau dann, wenn alle Gegen-
stände die Eigenschaft ,rot ' haben, u n d w i r sagen, der Satz „ E s gibt 
ein D i n g , für das g i l t : es ist r o t " sei wahr , genau dann , wenn es minde-
stens einen Gegenstand gibt , der die Eigenschaft ,rot' hat . 
W i r haben zunächst n u r die Zusammensetzung der Wörter „ jedes" 
u n d „es gibt e i n " m i t dem Prädikat „ D i n g " betrachtet. W i e steht es 
n u n m i t solchen Zusammensetzungen wie „ jeder M e n s c h " oder „es 
gibt einen P h i l o s o p h e n " b z w . den Sätzen der Gestalt „ F ü r jeden 
Menschen g i l t : . . . " oder „ E s gibt einen Phi losophen, für den g i l t : 
" ? S i n d solche Zusammensetzungen v o n „ jeder" u n d „es gibt 
e i n " m i t anderen Begriffsworten neue Operatoren, für die eigene se-
mantische P r i n z i p i e n aufzustellen wären? D i e A n t w o r t darauf ergibt 
s ich aus der Möglichkeit, solche A l l - u n d Existenzsätze auf die oben 
betrachteten zurückzuführen: W i r können e twa den Satz „ F ü r jeden 
Menschen g i l t : er ist s te rb l i ch" übersetzen i n den Satz „ F ü r jedes 
D i n g g i l t : wenn es ein Mensch ist, dann ist es s terb l i ch" . U n d w i r 
können den Satz „ E s gibt einen Phi losophen, für den g i l t : er ist E x i s t e n -
t i a l i s t " übersetzen i n den Satz „ E s gibt ein D i n g , für das g i l t : es ist 
ein P h i l o s o p h u n d es ist E x i s t e n t i a l i s t " . D a h e r k o m m e n w i r also m i t 
den Operatoren I V u n d V aus. 
B i sher haben w i r n u r Zusammensetzungen der prädikatenlogischen 
Operatoren m i t einstelligen Prädikaten betrachtet u n d gesehen, daß 
diese Zusammensetzungen Sätze ergeben. M a n k a n n die Operatoren 
aber auch auf mehrstellige Prädikate anwenden, wie folgende Beispiele 
ze igen: A u s dem zweistelligen Prädikat ,,x is t m i t y identisch oder x 
ist nicht m i t y i d e n t i s c h " erhalten w i r durch Voranstel len des A l l -
operators das einstellige Prädikat : VI ) „ F ü r jedes D i n g g i l t : es ist 
m i t y identisch oder es ist nicht mi t y ident i sch" . U n d aus dem dre i -
stelligen Prädikat „x liegt zwischen y u n d ztl erhalten w i r d u r c h P a r -
t ikular is ierung das zweistellige Prädikat : V I I ) , ,Es gibt ein D i n g , für 
das g i l t : es liegt zwischen y u n d z". 
W i r sehen also, daß die p . l . Operatoren auch auf mehrstellige Prädi-
kate angewendet werden können u n d daß sie aus w-stelligen Prädikaten 
für n > 1 (n — 7)-stellige Prädikate erzeugen. A u f diese (n — 7)-
stelligen Prädikate müssen sich dann wieder p . l . Operatoren anwenden 
lassen. A b e r der sprachliche A u s d r u c k solcher mehrfacher General i -
sierungen u n d Part ikular is ierungen macht i n vielen Fällen Schwierig-
keiten u n d folgt i n der Umgangssprache keinen einfachen Gesetzen. 
A u s V I erhalten wir z . B . V I I I ) , ,Es gibt ein D i n g , für das g i l t : für 
jedes D i n g g i l t : es ist m i t i h m identisch oder es ist m i t i h m nicht 
ident i sch" . H i e r ist der B e z u g des Pronomens „ i h m " auf „ein D i n g " 
u n d v o n „ e s " auf „jedes D i n g " noch deut l ich . A b e r wenn w i r aus 
V I I den Satz b i l d e n : I X ) „ E s gibt ein D i n g , für das g i l t : es gibt ein 
D i n g , für das g i l t : es gibt ein D i n g , für das g i l t : es liegt zwischen i h m 
u n d i h m " so bleibt der B e z u g der P r o n o m i n a völlig i m D u n k e l n , u n d damit 
auch der S inn dieses Satzes. U m ihren Bezug auf die verschiedenen 
Operatoren deutl ich werden z u lassen, empfiehlt es sich daher, i h n 
symbolisch hervorzuheben. Das k a n n z. B . d u r c h die Verwendung v o n 
Var iab len geschehen: w i r verwenden G V statt der P r o n o m i n a u n d 
fügen die gleichen Var iab len i n die Operatoren ein. W i r schreiben also 
statt „ F ü r jedes D i n g g i l t : " „ F ü r jedes D i n g x g i l t : " , wo x eine G V ist. 
U n d statt „ E s gibt ein D i n g , für das g i l t : " schreiben w i r „ E s gibt ein 
D i n g x, für das g i l t : " . D a n n w i r d aus dem Satz „ F ü r jedes D i n g g i l t : 
es ist r o t " also „ F ü r jedes D i n g x g i l t : x ist r o t " u n d aus V I I I u n d I X 
entstehen die Sätze : „ E s gibt ein D i n g x, für das g i l t : für jedes D i n g 
y g i l t : x ist m i t y identisch oder x ist n icht m i t y i d e n t i s c h " , u n d „ E s 
gibt ein D i n g x, für das g i l t : es gibt ein D i n g y, für das g i l t : es gibt 
ein D i n g z, für das g i l t : x liegt zwischen y u n d z(. 
D a m i t haben w i r den ersten Schri t t zur Symbol is ierung der A l l -
u n d Existenzsätze getan. W i r wollen diese Symbol is ierung nun ver-
vollständigen : 
Z u m A u s d r u c k der Generalisierung verwenden w i r das S y m b o l „A" 
u n d schreiben für „ F ü r jedes D i n g x g i l t : . . . " k u r z „ A % ( . . . ) " u n d lesen 
diesen A u s d r u c k k u r z „ F ü r alle x g i l t : . . . " . Z u m A u s d r u c k der P a r -
t ikularis ierung verwenden w i r das S y m b o l „ V " u n d schreiben für , ,Es 
gibt ein D i n g xt für das g i l t : . . . " k u r z , , V # ( . . . ) " , wobei wir diesen 
Ausdruck lesen als ,,es gibt ein x, für das g i l t : . . . " . D ie Symbole 
, , A " u n d „ V " nennen w i r All- u n d Existenzoperator, die Ausdrücke 
Ax u n d Vx nennen w i r All- u n d Existenzquantor. 
W e n n w i r n u n die i m vorausgehenden A b s c h n i t t besprochene 
Symbol ik für Prädikate verwenden, so haben w i r eine einfache u n d über-
sichtliche S y m b o h k z u m A u s d r u c k p . l . Sätze, i n der A l l - bzw. Ex is tenz-
sätze gebildet werden durch Voranstel len eines Quantors vor das i n 
K l a m m e r n gesetzte Prädikat . E s steht also i)l\x(F(x))t< für „alle x 
haben die Eigenschaft F " , ,yx(-iAy(H(x,y)))<t für „ E s gibt ein x, so 
daß nicht alle y z u x i n der Beziehung H s tehen" usw. 
Daß m a n ein besonderes Zeichen für die Allgemeinheit braucht u n d 
nicht einfach die G V z u m A u s d r u c k der Allgemeinheit verwenden kann , 
wie z. B . i n der F o r m u l i e r u n g der Gle ichung ,,(x + y)2 = x2 + 2xy + y2" 
für den A l l - s a t z „ F ü r alle Zahlen x u n d y g i l t : (x -f- y)2 = x2 + 2xy + y2<< 
ergibt s ich schon aus der Notwendigkei t der Unterscheidung zwischen 
einer Verne inung der Al lgemeinhei t u n d der Al lgemeinheit der V e r -
neinung. I n dem Satz „Alle Dinge haben die Eigenschaft n i c h t - F " 
w i r d etwas anderes ausgesagt als i n dem Satz „Nicht alle Dinge haben 
die Eigenschaft F " , u n d beide können so verschiedene Wahrheitswerte 
haben. W e n n m a n aber die Al lgemeinheit nur durch die Var iable ,,#" 
ausdrücken wol l te , so wären beide Sätze symbolisch als ,,—iF(#)" z u 
schreiben, so daß i hr Bedeutungsunterschied verwischt würde. 
D a w i r bereits oben für den F a l l der Quant i f iz ierung, d . h . der 
General is ierung oder der Par t ikular is ierung mehrstelliger Prädikate, die 
N o t w e n d i g k e i t hervorgehoben haben, n icht nur Operatoren, sondern 
Quantoren z u verwenden zur Kennze ichnung derjenigen Leerstellen 
eines Prädikates, auf die sich die A l l - , bzw. Exis tenzbehauptung bezieht, 
so ist d a m i t die Zweckmäßigkeit unserer S y m b o l i k hinreichend erwiesen. 
D e r weitere U m g a n g m i t dieser S y m b o l i k w i r d den B l i c k für die E i n -
fachheit u n d die Leistungsfähigkeit dieser S y m b o l i k noch schärfen 1 . 
D i e V e r w e n d u n g v o n G V z u m A u s d r u c k der Quant i f iz ierung macht 
n u n eine Unterscheidung notwendig : I n dem Satz Ax(F(x)) dient die 
V a r i a b l e x zur A n d e u t u n g der Al lgemeinheit , nicht aber, wie i n dem 
Prädikat F(x), zur Hervorhebung der Leerstelle eines Prädikates u n d 
1 Die Quantorensymbolik wurde zuerst von F R E G E in [14] eingeführt. 
Sie ermöglichte ihm den präzisen Aufbau eines Logiksystems, das alle älteren 
Systeme an Leistungsfähigkeit weit übertraf. Vgl. dazu auch das 6. Kapitel. 
zur A n d e u t u n g der Möglichkeit, i n diese Leerstelle G K einzusetzen. 
W i r sagen a u c h : die Var iable x ist i n Ax(F(x)) nicht frei für E insetzungen, 
oder x ist i n diesem A u s d r u c k gebunden. G V können i n unseren p . l . 
F o r m e l n also frei oder gebunden vorkommen, je nachdem ob sie eine 
Substituierbarkeit andeuten oder eine Quant i f iz ierung näher be-
st immen. E i n e G V k a n n auch i n ein u n d derselben F o r m e l frei u n d 
gebunden vorkommen, wie das Beispiel F(x) A AX(G(X)) ze igt : das erste 
V o r k o m m n i s v o n x dient hier, u m eine Ersetzbarkei t d u r c h G K anzu-
deuten, das zweite u n d dri t te V o r k o m m n i s drückt eine Al lgemeinhei t 
aus, ist also gebunden. W i r können sagen: ein V o r k o m m n i s einer G V 
i n einer F o r m e l ist frei , wenn es weder Bestandtei l eines Quantors ist , 
noch i m Bereich eines Quantors v o r k o m m t , sonst gebunden. D a b e i 
nennen w i r den auf einen Quantor unmit te lbar folgenden u n d i n K l a m -
mern eingeschlossenen A u s d r u c k den Bereich dieses Quantors . 
W e n n wir die Stel lenzahl eines Prädikates best immen wol len, das 
Quantoren enthält, so s ind dabei also n u r die freien Vorkommnisse v o n 
G V z u rechnen, so daß etwa F(x) A Ax(Wy(G(x, y))) ein einstelliges 
Prädikat ist . 
Z u r E i n s p a r u n g v o n Klammerze ichen setzen w i r noch fest: Enthä l t 
das z u quantifizierende Prädikat keine a . l . Operatoren oder hat es die 
Gestalt —iA, AxA oder VxA, wobei sich der Operator —i, A oder V auf die 
ganze F o r m e l A bezieht, so k a n n m a n die K l a m m e r weglassen u n d so 
z. B . statt Ax(F(x)) schreiben AxF(x)t Ax -nF(x) statt Ax(—\F(x)) u n d 
AxVyF(x, y) statt Ax(VyF(x, y)). 
W i r wollen n u n diese p . l . S y m b o l i k anhand einiger Übersetzungs-
aufgaben einüben: 
A) Übersetzungen v o n F o r m e l n i n umgangssprachliche Sätze : 
AxF(x) — F ü r jedes D i n g x g i l t : x hat die Eigenschaft Ft oder 
k u r z : A l l e x haben die Eigenschaft F. 
VxF(x) — E s gibt ein D i n g x, für das g i l t : x hat die Eigenschaft F, 
oder k u r z : E s gibt ein x m i t der Eigenschaft F. 
Ax—iF(x) — A l l e x haben die Eigenschaft n i c h t - F , oder : A l l e x 
haben nicht die Eigenschaft F, oder: K e i n x hat die 
Eigenschaft F. 
—\AxF(x) — N i c h t alle x haben die Eigenschaft F , d . h . einige x haben 
die Eigenschaft n i c h t - F . 
-iAx—\F(x) — N i c h t alle x haben die Eigenschaft n i c h t - F , d . h . einige 
x haben die Eigenschaft F. 
D a die Aussagen —\Ax —\F(x) u n d VxF(x) also gleichbedeutend sind, 
können w i r den Existenzoperator auch durch den Al loperator definieren 
und setzen: 
VxF{x) :=- .A*-iF(%). 
—iVx—iF(x) — E s gibt nicht ein x m i t der Eigenschaft n i c h t - F , d . h . 
alle x haben die Eigenschaft F . 
E s s ind also die Aussagen —Nx —iF(x) u n d AxF(x) gleichbedeutend, 
so daß w i r umgekehrt auch den Al loperator durch den Existenzoperator 
definieren könnten, indem w i r setzen: 
AxF(x) :=-MxmF(x). 
Ax(F(x) Z)G(x)) — F ü r alle x g i l t : wenn x die Eigenschaft F hat, 
dann hat x auch die Eigenschaft G , oder: alle x 
der Eigenschaft F haben auch die Eigenschaft 
G, oder: alle F s ind G . 
E i n solches U r t e i l nennt m a n i n der tradit ionellen L o g i k auch ein 
allgemein bejahendes Urteil. E s besagt, daß der U m f a n g des Begriffes 
F (die Menge der unter den Begriff F fallenden Gegenstände) i m U m f a n g 
des Begriffes G enthalten ist. Veranschaulicht m a n den U m f a n g eines 
Begriffes d u r c h einen K r e i s , die unter diesen Begriff fallenden Gegen-
stände d u r c h die P u n k t e i n diesem K r e i s , so k a n n m a n sich dies Ver -
hältnis der Begriffsumfänge F u n d G durch folgende F i g u r veran-
schaulichen : 
Fig. 1 
Ax(F(x) D —iG(x)) — A l l e x der Eigenschaft F haben nicht die E i g e n -
schaft G} oder : alle F s ind n icht -G, oder: kein 
F ist G . 
E i n solches U r t e i l nennt m a n auch ein allgemein verneinendes U r t e i l 
E s besagt, daß kein Gegenstand sowohl dem U m f a n g v o n F wie d e m 
von G angehört. Dies Verhältnis veranschaulicht die folgende F i g u r : 
F i g . 2 
Vx(F(x) A G(x)) — E i n i g e x haben die Eigenschaft F u n d die E i g e n -
schaft G, oder: einige F s ind G. 
E i n solches U r t e i l nennt m a n partikulär bejahend. E s besagt, daß es 
Gegenstände gibt , die sowohl dem U m f a n g v o n F wie dem v o n G ange-
hören. Diese Gegenstände gehören der senkrecht schraffierten Fläche 
der folgenden F i g u r a n : 
F ig . 3 
Vx(F(x) A —\G(x)) — E i n i g e x m i t der Eigenschaft F haben nicht die 
Eigenschaft G, oder: einige F s ind nicht-G. 
E i n solches U r t e i l nennt m a n partikulär verneinend. E s besagt, daß 
es Gegenstände gibt , die dem U m f a n g v o n F angehören, n icht aber dem 
von G. Diese Gegenstände werden i n der F i g u r 3 d u r c h die P u n k t e 
der waagrecht schraffierten Fläche angedeutet. 
Umgekehrt besagt die F i g u r 3: einige F s ind G u n d einige F 
sind nicht G, symbol i sch : Vx(F(x) A G(x)) A Vy(F(y) A -iG(jy)). D ie 
Aussage, daß es einige F gibt , die G s ind, aber keine F, die nicht G 
sind, besagt soviel w i e : E s gibt ein F u n d alle F s ind G, u n d w i r d durch 
F i g u r 1 wiedergegeben. D i e Aussage, daß einige F n icht-G s ind und 
kein F ein G ist, besagt soviel w i e : E s gibt ein F u n d kein F ist G u n d 
w i r d daher durch F i g u r 2 wiedergegeben. D i e F i g u r e n 1, 2 u n d 3 
stellen also die möglichen Verhältnisse zwischen zwei Begriffsumfängen 
dar u n d diese Verhältnisse lassen sich i n unserer S y m b o l i k i n einfacher 
u n d übersichtlicher Weise darstellen. 
Wx AyF(x, y) — E s gibt ein x, so daß alle y z u x i n der Be-
ziehung F stehen. 
Ax(F(x) D VyG(x, y)) — Z u jedem x m i t der Eigenschaft F gibt es 
ein y, das zu x i n der Beziehung G steht. 
AxF(x) v AxG(x) — alle # haben die Eigenschaft F oder alle % 
haben die Eigenschaft G. 
Ax(F(x) v G(x)) — alle % haben die Eigenschaft F -oder -G, d . h . 
alle x haben die Eigenschaft F oder die 
Eigenschaft G . 
Das Beispiel der letzten beiden F o r m e l n zeigt noch e inmal die Bedeutung 
des A i l q u a n t o r s , mi t dessen H i l f e w i r den Bedeutungsunterschied 
zwischen beiden Sätzen symbolisch wiedergeben können. 
B) Ubersetzungen umgangssprachlicher Sätze i n F o r m e l n . 
In der Umgangssprache werden Quant i f ikat ionen d u r c h eine V i e l -
falt v o n Formul ierungen wiedergegeben. Die Übersetzung dieser 
Formul ierungen i n unsere S y m b o l i k erfordert eine gewisse Einübung, 
z u der die folgenden Beispiele eine A n l e i t u n g geben sol len: 
Alles ist vergänglich — AxF(x), wo ,,F(x)" steht für „x ist ver-
gänglich" . 
Nichts ist unvergänglich — —\Vx—iF(x). 
Alles Schöne ist vergänglich — Ax(G(x) Z>F(x)), wo ttG(x)" steht für 
,,x is t schön" . 
Keine Regel ohne Ausnahme — -nVx(F(x) A —NyG(x, y)), wo },F(x)<< 
steht für ,,x ist eine R e g e l " u n d ,}G(x, y)(t für ,,y ist eine Ausnahme von 
x". 
Jeder Vogel hat ein Nest — Ax(F(x) 3 VyG(x, y)), wo , ,F(%)" steht 
für ,,x ist ein V o g e l " , ,,G(x, y)" für ,,y ist ein Nest v o n x". 
Niemand ist unfehlbar — -nV# —F(x), wo ,,F(#)" steht für „x macht 
F e h l e r " . 
Nicht alles, was glänzt, ist Gold — mAx(F(x) D G(x)), wo ,>F(x)t< steht 
für ,,x g länzt " u n d ,,G(x)" für „x ist G o l d " . 
Alles, was glänzt, ist nicht Gold — Ax(F(x) D—\G(x)). 
Diese beiden Formulierungen zeigen, wie nahe i n der Umgangssprache 
die Gefahr einer ungenauen Formul ie rung l iegt : f indet m a n doch oft 
die letztere Formul ierung , wo der Inhalt der ersten ausgedrückt werden 
soll . D e r erste Satz ist i m Beispiel aber wahr , der zweite falsch. 
Jemand hat ein Buch geliehen und es nicht zurückgegeben — 
VxVy(F(x, y) A H(y) A —\G(X, y)), wo ,,F(x, y)t( steht für ,,x hat y 
geliehen", ,,H(y)" für „y ist ein B u c h " u n d „G(x, y)t( für ,,x hat y 
zurückgegeben". 
Nur wer sich selbst erkennt, erkenntandere — -Nx(—\F(x, x) A Vy(—^G(x,y) 
A F(x, y))), wo ,,F(x, y)t( steht für ,,x erkennt y", ,,G(x, y)<( für ,,x ist 
m i t y i d e n t i s c h " . 
Wer stiehlt, wird bestraft — Ax(F(x) Z> G(x)), wo ,,F(x)" steht für 
,,x s t iehl t " , ,,G(x)" für „x w i r d bestraft" . 
Hans war in München, solange er studierte — Ax(F(x, a) Z)G(x, a))" , 
wo ,,a" steht für „ H a n s " , „F(x,y)<t für „y studiert z u m Z e i t p u n k t x", 
nG(x,y)tt für „y ist z u m Ze i tpunkt x i n München". 
Es gibt keinen Gott außer Gott — —Nx(F(x) A —\G(x, a))", wo „ i ' X * ) " 
steht für „x ist ein G o t t " , ,,G(x, y)" für ,,x ist m i t y i d e n t i s c h " u n d ,,ail 
für „ G o t t " . M a n beachte hier, daß i n dem umgangssprachlichen Satz 
das W o r t „ G o t t " e inmal als Prädikat (,,x ist ein G o t t " ) , e inmal als 
Eigennamen für ein bestimmtes Wesen verwendet w i r d . D e n n m i t 
dem Satz ist nicht gemeint : E s gibt keine Götter, die n icht Götter 
s ind (—Nx(F(x) A —F(x))), sondern: es gibt ke in göttliches Wesen außer 
dem einen, das w i r „ G o t t " nennen. 
Menschen sind sterblich — Ax(F(x) D G(x)), wo ,,F(x)<< steht für 
,,x ist ein M e n s c h " , ,,G(xy für „x ist s terb l i ch" . 
Der Löwe ist ein Wüstentier — hier gibt es zwei Möglichkeiten der 
Auffassung dieses Satzes: entweder es ist v o n einem bestimmten 
Löwen die Rede (dieser Löwe ist ein Wüstentier) , dann ist der Satz 
wiederzugeben als F(a), wo ,,a(t ein N a m e für diesen Löwen ist, u n d 
„F(x)t< steht für ,,x ist ein Wüstent ier" — oder es ist gemeint : alle 
Löwen s ind Wüstentiere, dann erhalten w i r als Ubersetzung 
Ax(G(x) Z>F(x)), wo ,,G(xy{ steht für „x ist ein L ö w e " . 
Gott ist — dieser Satz ist wiederzugeben als F(a), wo ,,a" steht für 
„Got t " , ,,F(x)<( für ,,x i s t " oder ,,x exis t ier t" . Fa l sch wäre hingegen 
die Übersetzung Vx(G(x)), wo ,,G(%)" steht für ,,x ist ein G o t t " . D e n n 
der umgangssprachliche Satz besagt nicht al lgemein etwas über die 
Exis tenz göttlicher Wesen, sondern etwas über die Ex is tenz eines be-
st immten Wesens, das w i r „ G o t t " nennen. 
Das umgangssprachliche W o r t „ i s t " hat , wie dies Beispie l zeigt, 
verschiedene Verwendungsweisen, die v o m logischen S tandpunkt aus 
genau unterschieden werden müssen: 
1) I n dem Satz „Hans ist b l o n d " ist das W o r t „ i s t " als K o p u l a 
Bestandtei l des Prädikates ,,x ist b l o n d " u n d deutet das FaUen eines 
Gegenstandes (des Hans) unter einen Begriff (blond) an, ein Sub-
sumptionsverhältnis, wie m a n auch sagt. 
2) I n dem Satz „Der Löwe ist ein Wüstent ier" (in der zweiten der 
beiden oben angegebenen Deutungen) drückt das „ i s t " nicht eine 
Subsumpt ion aus, sondern ein Verhältnis zwischen zwei Begrif fen, den 
Einschluß des einen Begriffsumfanges i m anderen, oder die Inklusion. 
3) I n dem Satz ,,3 + 2 ist 5 " drückt das W o r t „ i s t " eine Beziehung 
aus, die Beziehung der Identität zwischen Gegenständen. 
4) I m Satz „ G o t t i s t " drückt „ i s t " einen Begriff aus, die Eigenschaft, 
eines Gegenstandes, z u existieren. 
5) I n Formul ierungen wie „ E s ist ein G o t t " i m Sinne v o n „ E s gibt 
einen G o t t " k a n n „ i s t " auch z u m A u s d r u c k der Partikularisierung 
dienen. 
Diese fünf Verwendungsweisen v o n „ i s t " wollen w i r genau unter-
scheiden. D i e Bedeutungsviel fal t des Wortes „ i s t " b z w . des griechischen 
,,SGTIV" hat z u teilweise erheblichen gedanklichen Schwierigkeiten ge-
führt , deren Spuren s ich besonders i n den platonischen Dialogen 
Parmenides, Sophistes u n d Theätet gut verfolgen lassen, wo P i a t o n i n 
den frühesten logischen Untersuchungen, die uns bekannt s ind, diese 
Schwierigkei ten aufzulösen sucht. D i e erste der dort diskut ierten. 
P a r a d o x i e n entsteht, wenn m a n die Urte i le der F o r m a ist F (symbolisch 
F(a)) als Identitätsurteile auffaßt : a ist m i t F identisch, wenn m a n 
also n icht zwischen Identi tät u n d Subsumpt ion unterscheidet. Be -
trachtet m a n z. B . den Begriff , Gegenstand', so fällt jeder Gegenstand 
unter diesen Begriff , ist also nach dieser D e u t u n g m i t i h m ident isch . 
S i n d aber zwei Dinge m i t einem dr i t ten identisch, so s ind sie auch 
untereinander identisch, d . h . man gelangt dann z u der F o l g e r u n g : es 
gibt nur einen Gegenstand, oder : Al les ist E i n s . 
E i n e zweite Paradoxie entsteht, wenn m a n das W o r t „n ichts " n icht 
als A u s d r u c k einer Quant i f ika t ion auffaßt, sondern als E i g e n n a m e n , 
wie das seine syntaktische F u n k t i o n nahelegt, etwa i n dem Satz „Nichts 
ist rot u n d nicht r o t " . D a n n postuliert m a n einen Gegenstand als B e -
deutung dieses Eigennamens, das Nichts, v o n dem dann gi l t , daß es 
zugleich rot u n d nicht rot ist. W e n n m a n ferner auch jedes U r t e i l der 
F o r m „a ist F " als Ex i s tenzur te i l auffaßt, indem m a n nicht zwischen 
Subsumption u n d E x i s t e n z unterscheidet u n d aus „a ist F" folgert 
,,a i s t " , d . h . „a exis t ier t" , so k a n n m a n aus der Aussage „Das N i c h t s 
ist nichtexistent" die Aussage „Das N i c h t s i s t " folgern. 
W i r wollen n u n einige p . l . Schlüsse formuheren, deren Gültigkeit 
s ich vermittels der P r i n z i p i e n 2.1.2.1 u n d 2.1.2.2 leicht einsehen läßt. 
D a z u verwenden w i r wie i m ersten K a p i t e l das Zeichen „ V z u m A u s -
druck der logischen Folge. 
1) AxF(x) -+ F[a). 
W e n n der Satz AxF(x) wahr ist , so haben nach 2.1.2.1 alle Gegen-
stände die (durch das Prädikat ,,F(x)t( bezeichnete) Eigenschaft F, 
also hat auch (der durch den Eigennamen ,,#" bezeichnete Gegenstand) 
a die Eigenschaft F. 
2) F(a) + VxF(x). 
W e n n der Satz F(a) wahr ist, so hat a die Eigenschaft F, also gibt 
es einen Gegenstand m i t dieser Eigenschaft . 
3) AxF(x) - WxF(x). 
Das gilt wegen (1) u n d (2) u n d der Transit ivität der Folgebeziehung 1 . 
4) AxF(x) mVx-iF(x) 
5) VxF(x) - mAxmF(x). 
Diese beiden Schlüsse u n d ihre Umkehrungen gelten wegen der 
Beziehungen zwischen Generalisierung u n d Par t ikular i s ierung, die wir 
1 V g l . 1.2.6, Mt5 . 
i n 2.1.2.3 u n d 2.1.2A formuliert haben. Ebenso gilt wegen dieser Be-
ziehungen 
6) Ax-nF(x) -> -nVxF(x) u n d 
7) -iAxF{x) - VxmF(x). 
Ferner gil t 
8) Ax(F(x)DG{x))} Ax(G{x)DH(x)) - Ax(F(x) D H(x)). 
D e n n wenn alle Dinge m i t der Eigenschaft F auch die Eigenschaft G 
haben, u n d alle Dinge m i t der Eigenschaft G auch die Eigenschaft H, 
so haben auch alle Dinge m i t der Eigenschaft F die Eigenschaft H. 
Dieses Verhältnis zwischen den Begriffen F, G u n d H w i r d durch folgende 
F i g u r veranschaul icht : 
Be i sp ie l : W e n n alle K a t z e n Säugetiere s ind u n d alle Säugetiere s i n d 
Wirbel t iere , so s ind alle K a t z e n Wirbel t iere . 
9) Vx(F{x) A G(x))f Ax(G(x)Z>mH(x)) + Vx{F{x) A -IH{X)). 
W e n n einige Dinge m i t der Eigenschaft F auch die Eigenschaft G 
haben u n d wenn alle Dinge m i t der Eigenschaft G n icht die Eigenschaft 
H haben, so haben einige Dinge m i t der Eigenschaft F n icht die E i g e n -
schaft H. Dieses Verhältnis zwischen den Begriffen F, G u n d H w i r d 
d u r c h folgende F i g u r dargestellt : 
D i e schraffierte Fläche stellt die F dar, die als G n icht H s ind. 
B e i s p i e l : W e n n einige Haustiere H u n d e s ind u n d alle H u n d e s ind 
n i c h t K a t z e n , so s ind einige Haust iere nicht K a t z e n . 
10) Ax(F(x) Z>G{x)), Vx(F{x) A -IH(X)) -> Vx(G{x) A mH{x)). 
W e n n alle Dinge m i t der Eigenschaft F auch die Eigenschaft G 
haben u n d einige Dinge m i t der Eigenschaft F n icht die Eigenschaft H 
haben, so haben einige Dinge m i t der Eigenschaft G n icht die E i g e n -
schaft H. 
Die schraffierte Fläche steht wieder die G dar, die als F n icht H s ind. 
Be i sp ie l : W e n n alle geraden Zahlen durch 2 teilbar s ind u n d einige 
gerade Zahlen s ind nicht Pr imzahlen , so s ind einige d u r c h 2 teilbare 
Zahlen nicht Pr imzahlen . 
11) AxF{x) v AxG(x) Ax(F(x) v G(x)). 
D e n n wenn alle x die Eigenschaft F haben oder alle x haben die 
Eigenschaft G, so haben auch alle x die Eigenschaft F oder G. D ie 
U m k e h r u n g dieses Schlusses gil t aber nicht wie das Beispie l zeigt : 
A h e Dinge s ind rot oder nicht rot, aber es gi l t n i c h t : alle Dinge s ind 
rot oder alle Dinge s ind nicht rot. 
12) VxAyF(x,y) AyVxF(x,y). 
D e n n wenn es ein x gibt , z u dem jedes y i n der Beziehung F steht, 
so gibt es z u jedem y ein x, z u dem es i n der Beziehung F steht. 
E i n Be ispie l : W e n n es einen Menschen gibt , der aUe Menschen hebt, 
so gibt es z u jedem Menschen einen, der i h n l iebt. D i e U m k e h r u n g des 
Schlusses gilt aber nicht , denn wenn es z u jedem Menschen einen gibt, 
der i h n liebt, so folgt daraus nicht , daß es einen Menschen gibt, der 
alle Menschen liebt. c-.> u ^ l - ^ u . , A U , ; V,.->•., 
W i r haben i n diesem Abschni t t die Grundlagen der Prädikatenlogik 
i n einer i n t u i t i v e n u n d an die umgangssprachlichen S t rukturen sich 
anlehnenden Weise dargelegt. W i r s ind dabei über die Umgangssprache 
nur insoweit hinausgegangen, als w i r eine S y m b o l i k zur Darstel lung 
der p . l . S t rukturen eingeführt haben, die den Zweck hat, die Vie l fa l t der 
umgangssprachlichen Formul ierungen z u vereinheitl ichen, komplizierte 
Ausdrucksweisen z u vereinfachen u n d übersichtlicher z u machen. 
Diese S y m b o l i k ermöglicht es uns n u n , auch komplizierte p . l . S t rukturen 
nach syntaktischen Regeln umzuformen u n d aufzulösen. D a m i t haben 
w i r auch für die P . L . die Vortei le einer lingua characteristica erreicht. 
E s fehlt uns aber bisher noch ein präziser Deduktionsbegriff , m i t 
dessen H i l f e w i r auch kompliziertere Schlüsse begründen können. D e r 
A u f b a u eines solchen Deduktionsbegriffes u n d seine Rechtfert igung 
setzt aber eine präzisere Fassung der Syntax u n d der Semantik der 
P . L . voraus, als w i r sie bisher gegeben haben. Diese Voraussetzungen 
wol len w i r uns n u n i n den nächsten Abschni t ten verschaffen. 
Z u m Abschluß dieses Abschnit tes geben w i r noch eine kurze Uber -
sicht über die verschiedenen Symbohsierungen der Quantoren i n der 
L i t e r a t u r , die ein S t u d i u m der einschlägigen Schriften erleichtern s o l l 1 : 
Be-
zeichnung Hier 
P E A N O , 
R U S S E L L C H U R C H L U K A S I E W I C Z H E R M E S 
Allquantor Ax (*) Wx nx A 
Existenz- X 
quantor Wx (E*) 3# Zx V 
X 
2.2 Die Sprache der Prädikatenlogik 
2.2.1 D i e Syntax der Sprache <ß 
W i r wol len n u n die Sprache der P . L . , die w i r durch bezeichnen, 
s y n t a k t i s c h u n d semantisch genau beschreiben. D i e in tu i t ive Be-
gründung für die S y m b o h k v o n <ß haben w i r schon oben i m A b s c h n i t t 
2.1 angegeben. D i e Gegenstandskonstanten, die w i r dort zur V e r -
deut l i chung des Unterschieds zwischen Prädikaten u n d Sätzen ver-
wendet haben, wol len w i r n u n aus Gründen der Einfachhei t fortlassen. 
Ihre semantische F u n k t i o n w i r d sich auf die freien Gegenstandsvariablen 
übertragen. Ebenso wollen w i r anstelle der Prädikatkonstanten P r ä -
d i k a t v a r i a b l e n verwenden. 
1 Vgl. [78], [9], [51] und [33]. 
Kutschera, Elementare Logik 
Das Alphabet der Sprache 3^ besteht aus folgenden Z e i c h e n : 
1. Hi l f sze ichen: , , (" , , , ) " , u n d Zi f fern . 
2. Gegenstandsvariablen ( G V ) : ,,x", „y", fizil, „u", ,,v"} ,,w". 
3. Prädikatvariablen ( P V ) : „ / " , „ g " , „A". 
4. Logische Symbole : , , — i " , , , A " , , , v " , , , = " , , , A " u n d , , V " . 
U m einen hinreichend großen V o r r a t v o n Var iab len z u haben, legen 
wir fest, daß auch der A u s d r u c k A z eine G V (PV) v o n ist , wenn A 
eine G V (PV) von <ß ist u n d Z eine Folge v o n Zi f fern . A u c h ,o> 2/' , 
,,w346" s ind also G V v o n <ß u n d , , / 7 7 " , ,,g3" s ind P V v o n *ß. 
W i r denken uns ferner jeder P V v o n <ß eine Stel lenzahl zugeordnet 
(die m a n durch oben angehängte Ziffernindices andeuten könnte) , so 
daß w i r auch v o n den n-stelligen P V v o n <ß sprechen können für jede 
Z a h l n > 7. 
U n t e r den Ausdrücken v o n *ß, den endlichen Folgen v o n G r u n d -
zeichen v o n fy, zeichnen w i r nun die Sätze oder F o r m e l n v o n ß^ aus 
durch folgende Formregeln: 
a) W e n n x v . . . , x n G V von $ s ind , u n d f ist eine n-stellige P V v o n 
^3, so ist f ( x p . . . , x n ) eine (Atom-)Formel v o n iß. 
b) W e n n A u n d B F o r m e l n v o n ß^ s ind, so s ind auch -n(A), (A) A (B), 
(A) v (B), (A) D (B) u n d (A) = (B) F o r m e l n v o n <ß. 
c) W e n n A eine F o r m e l v o n Iß ist u n d x ist eine G V v o n $ß, so s ind 
auch Ax(A) u n d Vx(A) F o r m e l n v o n ^ ß. 
Z u r E insparung v o n K l a m m e r n , die nach diesen Formregeln z u 
setzen wären, verwenden wir die a. l . Klammerrege ln (vgl. S. 23, 33, 57) 
u n d behandeln die Quantoren Ax u n d V x bzgl . der Klammerse tzung wie 
den Operator — i . So schreiben wir A x A A B statt (AxA) A B, Ax —iA 
statt Ax(—iA), A x V y A statt Ax (VyA) , usf. Ferner schreiben wir zur 
Abkürzung auch A x x . . . x n A statt A x x A x 2 . . . A x n A u n d V x x . . . x n A 
statt V X ] L V x 2 . . . V x n A . 
D i e Ausdrücke m i t derart reduzierten K l a m m e r - u n d Quantoren-
gruppen fassen wir als Abkürzungen der entsprechenden Formeln m i t 
unreduzierten K l a m m e r - u n d Quantorengruppen auf, die i m E i n k l a n g 
m i t den Formregeln v o n <ß gebildet s ind. 
A u f die Notwendigkei t der Unterscheidung zwischen freien u n d gebun-
denen Vorkommnissen einer G V haben w i r schon früher hingewiesen. W i r 
wollen sie hier noch e inmal präzisieren u n d einige weitere Unterschei-
dungen anfügen, die i m Zusammenhang damit v o n Interesse sind. 
A l s Bereich (eines Vorkommnisses) eines Quantors A x oder V x i n 
einer F o r m e l A bezeichnen w i r den i n K l a m m e r n eingeschlossenen A u s -
druck, der bei nicht reduzierter Klammerschreibweise i n A unmit te lbar 
auf i h n folgt. So ist i n der F o r m e l g(z, x) D Ax(f(x) D g(x, y)) v Ay(Vz 
g(y, z) D f(y)) A g(z, y) die F o r m e l f(x) D g(x, y) der Bereich v o n Ax, 
Vzg(y, z) D f(y) ist der Bereich v o n Ay u n d g(y, z) der Bereich von Wz. 
M a n nennt ein V o r k o m m n i s einer G V x i n einem Satz A gebunden, 
wenn dieses V o r k o m m n i s T e i l eines Quantors ist (x ist T e i l von A x u n d 
Vx) oder wenn es i m Bere ich eines gleichnamigen Quantors (d. h . eines 
Quantors A x oder Vx) steht. Andernfal ls nennt m a n das V o r k o m m n i s 
v o n x frei i n A . 
W i r sagen, eine G V x komme i n einem Satz A frei vor, wenn A ein 
freies V o r k o m m n i s v o n x enthält. Ferner sagen wir , ein V o r k o m m n i s 
einer G V x werde i n einem Satz A durch ein Vorkommnis eines Quantors 
Q gebunden, wenn x T e i l v o n Q ist oder wenn Q m i t x gleichnamig 
ist u n d das V o r k o m m n i s v o n x i m Bereich B von Q steht u n d i n B frei ist. 
D a z u zwei Beispiele : 
1) D e r Satz Ax(f(x) v AyWxh(x, y)) enthält nur gebundene V o r -
kommnisse v o n G V . Dabei ist das ).. u n d 2. V o r k o m m n i s von x durch 
den Quantor Ax, das 3. u n d 4. V o r k o m m n i s v o n x durch den Quantor 
Wx gebunden. 
2) I n dem Satz Ax(f(x) Z)g(x, y)) v Wy(f(x) A g(x, y)) ist das 4. u n d 
5. V o r k o m m n i s v o n x u n d das 1. V o r k o m m n i s v o n y frei . I n diesem 
Satz k o m m e n also x u n d y frei vor . 
W i r sagen, eine G V x sei i n einem Satz A frei für (eine Ersetzung 
durch) die G V y , wenn ke in freies V o r k o m m n i s von x i n A z u m Bereich 
eines m i t y gleichnamigen Quantors gehört. Enthä l t A x nicht frei , so 
ist also x i n A frei für jede G V y . U n d enthält A die G V y nicht , so 
ist jede G V von A frei für y i n A 1 . 
1 Die Terminologie ist nicht einheitlich. Statt zu sagen „x ist in A frei 
für y" sagt man auch oft im gleichen Sinn ,,y ist frei für x in A " (vgl. z. B. 
[42], S. 79). Die hier verwendete Redeweise scheint uns aber suggestiver 
zu sein. 
W i r sagen, ein Satz A ' gehe aus einem Satz A d u r c h freie Einsetzung 
v o n y für x hervor, wenn x i n A frei ist für y u n d A ' aus A entsteht 
d u r c h Ersetzung aller freien Vorkommnisse v o n x i n A d u r c h y . Schreiben 
w i r A [ x ] für A u m anzudeuten, daß A die G V x frei enthalten k a n n , 
so schreiben w i r für diesen F a l l der freien E inse tzung auch A [ x / y ] für 
A ' . U m den Formelbestandtei l nach l inks abzugrenzen, i n dem die 
Erse tzung v o n x d u r c h y vorgenommen werden sol l , verwenden w i r 
einen P u n k t . D u r c h die Schreibweise . A A B [ x / y ] w i r d also eine E r -
setzung v o n x d u r c h y i n A A B angedeutet, d u r c h A A . B [ x / y ] eine 
Ersetzung nur i n B . Bezieht s ich die Erse tzung auf die kleinste T e i l -
formel , die unmit te lbar vor den eckigen K l a m m e r n steht, b z w . auf die 
F o r m e l , die durch eine unmit te lbar v o r diesen K l a m m e r n stehende 
metasprachliche Var iab le bezeichnet w i r d , so lassen w i r den P u n k t auch 
fort, schreiben also f(x) A g(x) [x/y] statt f(x) A.g(x)[x/y] u n d A y A [ x / y ] 
statt A y . A [x/y] . Enthä l t A [x] die G V x nicht frei , so ist also A [x/y] m i t 
A [x] identisch. Al lgemein sol l die Schreibweise A [ x x , . . . , x j für A an-
deuten, daß die F o r m e l A die G V x v . . . , x n frei enthalten k a n n . U n d wenn 
x x frei für y x u n d . . . u n d x n frei für y n i n A ist, so soll A [ x 1 / y 1 , . . . , x n / y n ] 
der A u s d r u c k sein, der aus A [x±,..., x n ] durch simultane Erse tzung 
aller freien Vorkommnisse v o n x1 durch yx u n d . . . u n d aller freien 
Vorkommnisse v o n x n d u r c h y n entsteht. E i n e solche s imultane E i n -
setzung ergibt den gleichen A u s d r u c k wie die sukzessive Einsetzung 
v o n y1 für x x u n d . . . u n d y n für x n , wenn ke in y{ m i t einem x k für 
i , k = 1 , . . . , n u n d i < k identisch ist. AndernfaUs können w i r n unter-
einander verschiedene G V z v . . . , z n wählen, die untereinander u n d von 
allen y v . . . , y n verschieden s ind u n d i n A [ x v . . . , x n ] nicht vorkommen 
u n d durch sukzessive E inse tzung v o n zx für x x u n d . . . u n d z n für x n z u -
nächst aus A [xv..., x j den A u s d r u c k A ' [zv..., z j b i lden . D u r c h suk-
zessive E insetzung von y x für z x u n d . . . u n d y n für z n i n A ' [zv..., z n ] ent-
steht dann der A u s d r u c k , den w i r m i t A [ x 1 / y 1 , . . . , x n / y n ] bezeichnet 
haben. D a m i t ist die simultane E inse tzung v o n G V erklärt. D a ß die U n t e r -
scheidung der s imultanen v o n der sukkzessiven E i n s e t z u n g mehrerer 
G V notwendig ist, zeigt folgendes B e i s p i e l : A u s f(x, y) entsteht durch 
sukzessives Einsetzen v o n y für x u n d x für y über f(yt y) der A u s d r u c k 
f(x, x). D u r c h sukzessives Einsetzen i n der umgekehrten Reihenfolge 
entsteht über f(xf x) der A u s d r u c k f(y, y). M a n muß also be i sukzessiven 
Einsetzungen die Reihenfolge festlegen, i n der sie vorgenommen werden 
sollen, damit das Ergebnis eindeutig festgelegt ist . D u r c h simultane 
E inse tzung v o n y für x u n d x für y entsteht aus f(x, y) hingegen der 
Ausdruck f(y, x), den m a n durch sukzessives Einsetzen v o n u für x 
und v für y (in beliebiger Reihenfolge) über den A u s d r u c k f(u, v) durch 
sukzessives Einsetzen v o n y für u u n d von x für v (wieder i n behebiger 
Reihenfolge) erhält. 
W i r sagen, ein Satz A x A ' [ x ] b z w . V x A ' [ x ] entstehe aus dem Satz 
A y A [ y ] b z w . V y A [ y ] d u r c h freie Urnbenennung der gebundenen V a r i -
ablen y i n x, wenn y frei für x ist, x nicht frei i n A [ y ] v o r k o m m t u n d 
A ' [x] der A u s d r u c k A [ y / x ] ist. U n d entsteht A ' aus A durch freie U m -
benennung gebundener V a r i a b l e n i n einem oder mehreren Teilaus-
drücken v o n A , so sagen w i r auch, A ' entstehe aus A d u r c h freie U m -
benennung gebundener V a r i a b l e n . Ist n u n die G V x i n einem Satz A [ x ] 
nicht frei für die G V y , so k a n n m a n aus A [x] durch freie Umbenennung 
gebundener G V immer einen A u s d r u c k A ' [ x ] erzeugen, i n dem x frei 
für y ist. D a z u ersetzt m a n s imul tan alle Formeltei le v o n A [ x ] der 
Gestalt A y B [ y ] bzw. V y B [ y ] , i n denen x frei v o r k o m m t , durch 
F o r m e l n A z B [ y / z ] bzw. V z B [ y / z ] , wobei die G V z so gewählt werden, 
daß sie untereinander u n d v o n y verschieden s ind u n d i n A [ x ] nicht 
v o r k o m m e n 1 . 
B isher w a r die Schreibweise A [x/y] n u r für den F a l l erklärt worden, 
daß x i n A [ x ] frei für y ist . Ist x n icht frei für y , so wollen w i r jetzt 
unter A [x/y] den A u s d r u c k A ' [ x / y ] verstehen, wo A ' [ x ] irgendein 
A u s d r u c k ist , der aus A [ x ] durch freie Umbenennung gebundener G V 
hervorgeht, u n d i n dem x frei ist für y . 
I i i entsprechender Weise wol len w i r auch die S y m b o l i k 
A [ x - t / V i , . . . , x n / y n ] für den F a l l verstehen, daß ein xi n icht frei für 
yi (i = 1 , . . . , n) ist i n A [ x x , . . . , x j . 
D a z u ein B e i s p i e l : Sei A der Satz Vy(h(x, y) "D Ay(f(x) Z)g(y))), so 
ist x n icht frei für y i n A . D u r c h freie Umbenennung v o n y i n Ay(f(x) D 
g(y)) i n z erhalten w i r Vy(h(x, y) D Az(f(x) D g(z))). Indem w i r i n 
diesem A u s d r u c k y i n u frei umbenennen, erhalten w i r den Satz A ' [x ] : 
1 Man kann den Ausdruck A'[x] auch eindeutig festlegen, indem man 
z. B. eine alphabetische Reihenfolge der GV von S$ festlegt, für die G V 
z, in die eine gebundene G V von A umbenannt wird, immer die alpha-
betisch erste GV wählt, welche die angegebenen Bedingungen erfüllt, und 
die umzubenennenden GV in der Reihenfolge ihres Vorkommens in A[x] 
in dieser Weise ersetzt. Wo es im folgenden auf die eindeutige Fest-
legung der Formel A'[x] ankommt, wollen wir sie uns in dieser Weise 
gebildet denken. 
Vu(h(xfu) Z) Az(f(x) Z>g(z))), i n dem n u n x frei ist für y. A[xjy] ist 
dann die F o r m e l A'[xjy]t also Vu(h(y,u) Z5 kz(f\y) Z>g(z))). 
D i e Auszeichnung der freien E insetzung v o n G V ist i m H i n b l i c k 
auf die D e u t u n g der Sätze von w i c h t i g . D u r c h E i n s e t z u n g v o n y 
für x in eine Aussage A[x] sol l eine Aussage entstehen, die über y das-
selbe besagt, wie A[x] über x. Beschränkt m a n sich n icht auf freie 
Einsetzungen, so ist das nicht der F a l l : D e r Satz Wy(x ist kleiner als y) 
besagt z. B . daß es z u x ein größeres E lement gibt . D e r Satz V y ( y ist 
kleiner als y) besagt hingegen, daß es ein Element gibt , das kleiner ist 
als es selbst, ist also falsch. W i l l m a n hier y für x einsetzen, so muß 
m a n zunächst die gebundene G V y frei umbenennen, z . B . i n z, u m eine 
freie E insetzung z u ermöglichen. Vz(y ist kleiner als z) besagt n u n , 
daß es zu y ein größeres E lement gibt , ist also das gewünschte Sub-
stitutionsergebnis . 
Einsetzungen für P V werden w i r i m folgenden n u r gelegentlich be-
nötigen. Z u r Einübung des syntaktischen A p p a r a t s wollen w i r sie aber 
schon an dieser Stelle definieren. 
Ist f eine n-stellige P V , so deuten w i r d u r c h die Schreibweise A [ f ] 
statt A an, daß der Satz A die P V f enthalten k a n n . W i r sagen, f sei 
i n A frei für (eine Erse tzung durch) die F o r m e l B [xv..., x n ] , die minde-
stens n verschiedene G V x v . . . , x n frei enthält , wenn g i l t : Steht f i n A 
i m Bereich eines Quantors, der m i t der G V z gleichnamig ist , so enthält 
B ke in freies V o r k o m m n i s v o n z, das v o n x v . . . , x n verschieden i s t 1 . 
Ist f frei für B j x ^ . . . , x n ] , so sei A[fjB[xv..., x j ] der A u s d r u c k , 
der aus A d u r c h simultane Erse tzung aller Ausdrücke der F o r m 
HYV - •> Yn) d u r c h B [xjy^..., x n / y n ] entsteht. D u r c h freie U m b e -
nennung gebundener G V i n A läßt s ich aus A i m m e r eine F o r m e l A ' 
erzeugen, i n der f frei ist für B [ x x , . . . , x j . A l lgemein wol len w i r dann 
unter A [ f / B [ x 2 , . . . , x j ] immer den A u s d r u c k Af[f/B[xlt..., x j ] für 
eine solche F o r m e l A ' verstehen. 
D a z u ein Be isp ie l : A sei der A u s d r u c k Axs/yf(x,y) A W( / (y , x) Z>g(zfy)). 
B sei der A u s d r u c k Az(g(x} z) A f(x, y)) Z> Vyg(y, z). D a n n ist / i n A 
1 Man beachte, daß die Spezifizierung der n freien GV x l f . . ., xn in B 
wesentlich ist für die Beantwortung der Frage, ob f in A frei ist für B. 
Einsetzungen von Formeln B für f, die nicht mindestens n verschiedene 
freie GV enthalten, werden im folgenden nicht erklärt. 
nicht frei für B[xt y], da / i n A i m Bereich v o n Wz v o r k o m m t u n d B z 
frei enthält . W i r benennen daher i n A z frei u m i n u u n d erhalten den 
A u s d r u c k A ' : AxVyf(x,y) A Vu(f(y, x) Z)g(u,y)). H i e r ist n u n / frei 
für B [x, y] u n d w i r erhalten als A [//B [x, y]] — A ' [//B [x, y]] die F o r m e l 
C : Axyy(Az(g(x} z) A f(x, y)) D Vyg{y, z)) A Vu{{Az(g{y, z) A f(y, x)) D 
Vyg(y**)) ^ s K y))-
M a n beachte, daß die Forderung der s imultanen Ersetzung der A u s -
drücke /(v, w) durch die Ausdrücke B [#/v, jy/w] hier wesentlich ist, da 
m a n bei sukzessiver E inse tzung auch in den eingesetzten B-Ausdrücken 
für / noch e inmal einzusetzen hätte , so daß m a n nie z u einem E n d e 
käme, da jede neue Einse tzung v o n B neue Vorkommnisse v o n / liefert. 
I n A ist / auch nicht frei für B[x, z], da / i m Bereich des Quantors 
V y v o r k o m m t u n d B y frei enthält . Daher ist y frei i n u umzubenennen 
u n d w i r erhalten AxVuf(x,u) A Vz(f(y, x) Z>g(z,y)) u n d daraus durch 
E inse tzung v o n B [x, z] die F o r m e l 
AxVti{Az{g{x, z) A /(%, y)) 3 Vyg(y, u)) A Vz{(Azg(yt z) A f(y,y)) DVyg{y, x)) 
^>g{z>y))-
E s sol l n u n noch gesagt werden, was unter den Teüformeln eines 
Satzes v o n *ß z u verstehen ist. F ü r die Sätze von % haben w i r den Be-
griff der Te i l formel schon früher festgelegt (vgl. S. 61) durch die B e s t i m -
mungen : 
a) A ist Te i l formel v o n A . 
b) D i e Te i l formeln v o n A s ind auch Tei l formeln von ~ i A . 
c) D i e Te i l formeln v o n A u n d die v o n B s ind auch Tei l formeln von 
A A B , A v B , A D B u n d A = B . 
W i r fügen jetzt h i n z u : 
d) D i e Te i l formeln von A [x/y] für beliebige G V y s ind auch T e i l -
formeln v o n AxA[x] u n d VxA[x]. 
D a n a c h s ind z. B . die F o r m e l n 
1) g(%, y) v /(*) => Ay{h(y) A g(zt y)) u n d 
g{x} y) v /(*), Ay(h{y) A g(z, y)), A(u) A g(z, u), g{x, y), /(*), Ä(u), g[z, u) 
für alle G V u Tei l formeln der F o r m e l (1). 
Übungsaufgaben: 
1. M a n formuliere ein Entscheidungsverfahren für die Formele igen-
schaft der Ausdrücke v o n ^3! 
2. Welche Vorkommnisse der G V i n den folgenden F o r m e l n s i n d 
frei, welche gebunden? W a s s ind die Bereiche der Vorkommnisse v o n 
Quantoren ? Welche Vorkommnisse v o n G V werden durch welche V o r -
kommnisse v o n Quantoren gebunden ? Welche G V i n diesen F o r m e l n 
s ind frei für x, für y, für z? 
a) Vz{g{z, x) v f{y, z)) => Vy(/ (y , z) A g(xt z)). 
b) Ax{f{x,x)Z>Vxf(x,y)). 
c) AxVy(f(x, y) A g{z, y) A Vx(h(z, x) A g(x, z))). 
d) g(x9 z) D Vy{f(y, x) A f(x, z) v AxVx(f(x, z) Z>g{z, x))). 
e) Ax(Vy(f(xf z) v f(y, z)) D h(z)) D V*( / ( * , y) A *(*))• 
3. M a n gebe das Resultat einer freien Umbenennung der gebundenen 
G V x u n d y i n diesen F o r m e l n an, die Resultate der freien Einsetzungen 
v o n y für x, v o n x für 3/ u n d v o n x für 2, u n d das Resultat dieser E i n -
setzungen, wenn sie s imultan vorgenommen werden! 
4. Welches s ind die Tei l formeln der angegebenen F o r m e l n ? 
5. W a s s ind die Resultate der freien Einsetzungen von 
a) Vz(g(z, x) D h(z, z)) v Vxh(x, y) u n d 
b) Az(g(x, z) D ~~ig(y$ z)) A Vyg(z, y) (als Prädikat i n x u n d y), 
für / i n die F o r m e l n 
c) VyV(y,y)z>Axf{x,y)), 
d) Az(f(z, x) => f(z, x)) A mWx(f(x, y) v ^)) u n d 
e) A * V y ( / ( ^ , y) D /{y, x)) D Vz(h(z) A - , / (z f %)) ? 
2.2.2 Interpretationen 
W i e der a. l . Semantik der Begriff der Bewertung zugrunde hegt, 
so baut die semantische D e u t u n g der p . l . Sprache auf den Begriff der 
Interpretation auf. B e i der Def in i t ion dieses Begriffes wollen w i r folgende 
Redeweise verwenden: 
Der U m f a n g eines einstelligen Begriffes ist die Menge der Gegen-
stände, die unter diesen Begriff fallen. A l s U m f a n g eines w-stelligen 
Begriffes bezeichnen w i r die Menge der w-tupel von Gegenständen, 
die unter den Begriff fal len. D e r U m f a n g der Beziehung ,a ist kleiner 
als b' für den Bereich der natürlichen Zahlen ist z. B . die Menge der 
Paare 0, 7 \0,2\.. .\ 7,2; 7, 3;. . . , auf die dieser Begriff zutr i f f t . M a n 
sieht dabei , daß es auf die Reihenfolge der Glieder eines solchen Paares 
a n k o m m t : d a gi l t ,0 ist kleiner als 7', aber nicht ,7 ist kleiner als 0', 
fällt das P a a r 0, 7 unter den Begriff , nicht aber das Paar 7,0, so daß 
man zwischen diesen Paaren unterscheiden muß. Ebenso k o m m t es 
bei einem n- tupel auf die Reihenfolge der Glieder an, so daß w i r ein 
n-tupel auch als n-gliedrige Folge auffassen können. Ist n u n F der 
U m f a n g eines w-stelhgen Begriffes, so schreiben wir a7,...,aneF, 
wenn das w-tupel a J t . . .,an dem U m f a n g F angehört, d . h . wenn gi l t 
F(a7,.. .,an). 
U m die folgenden Darlegungen abzukürzen, wollen w i r annehmen, 
daß nur die Operatoren —i u n d D a. l . Grundoperatoren unserer Sprache 
S£ s ind, während die Operatoren v , A u n d = durch die Def ini t ionen 
D p D 2 u n d D 3 eingeführt s ind. 
2.2.2.1 A l s eine Interpretation SB über dem (nichtleeren) Objektbereich 
y bezeichnen w i r eine Folge v o n einstelligen F u n k t i o n e n SB7, SB2, SBJ*W 
(für n — 7,2,...), für die g i l t : 
a) SB2 b i ldet die Menge V der G V v o n Sp ab i n y . 
b) Sß3'n bi ldet die Menge W der w-stelligen P V von sp ab i n die Menge 
der U m f a n g e v o n ^-steil igen Begriffen über y1. 
1 Bezeichnet man die Menge aller w-tupel a7,.. ., an, für die a7>. . ., an 
Objekte aus y sind mit yn (yn ist dann die sog. w-te Cartesische Potenz von 
y) und bezeichnet man die Menge aller Teilmengen von yn (die Potenz-
menge von yn) mit P{yn), so bildet also Sß3'n die Menge der w-stelligen 
P V i I M von in die Menge P(yn) ab. Vgl. dazu die Abschnitte 5.3 und 5.5. 
Als Abbildung einer Menge M in eine Menge N bezeichnet man eine 
Funktion F, deren Definitionsbereich M ist und deren Wertevorrat eine 
Teilmenge von N ist, deren Werte für alle Argumente aus M also Ele-
mente von N sind. Ist jedes Element von N auch Wert der Funktion F 
für ein Argument aus M, so nennt man F eine Abbildung von M auf N. 
c) 237 bi ldet die Menge der Sätze v o n $ so i n die Menge der W a h r -
heitswerte {EÖ, f} ab, daß g i l t : 
c l ) 23 1(f(x 7 , . . . , x n ) ) = ro genau dann, wenn 23 2 (x 7 ) , . . . , 232(xM) e 23 5 n ( f ) . 
c2) SB1(—iA) = ro genau dann, wenn 237(A) = f. 
c3) Sßx(A 3 B) = ro genau dann, wenn 237(A) = f oder 237(B) = ro. 
c4) 331 (AxA) = ro genau dann, wenn für alle Interpretat ionen 33 
g i l t : wenn 23 = 23, dann 237(A) = ro. 
cö) 23 7(VxA) = ro genau dann, wenn es eine Interpretat ion 23 gibt , 
für die gi l t 23 = 23 u n d 237(A) = to. 
D a b e i bedeute 23 = 23, daß 23 eine Interpretat ion über dem gleichen 
Objektbereich ist wie 23, daß gilt 2 3 j M = W'n für alle u n d daß 
gi l t 232(y) = 232(y) für alle G V y , die v o n x verschieden s ind . D . h . 
23 Y 23 besagt, daß die Interpretationen 23 u n d 25 übereinstimmen bis 
auf höchstens die Werte 232(x) u n d 232(x). 
G i l t 23 J(A) = ro, so sagt m a n auch, die Interpretat ion 23 erfülle die 
F o r m e l A oder sei ein Modell v o n A . 
D a i n der A . L . die Sätze nicht ihrer Subjekt-Prädikatstruktur nach 
analysiert wurden, hatten die Bewertungen nur die Sätze z u deuten. 
I n der P . L . hingegen ordnet eine Interpretat ion 23 vermitte ls der 
F u n k t i o n 232 den G V Gegenstände als Bedeutungen z u u n d vermittels 
der F u n k t i o n e n 2 3 5 n ordnet sie den w-stelligen P V n-stellige Begriffe 
z u , genauer Umfange v o n w-stelligen Begrif fen, wie das v o m Stand-
p u n k t der Extensionalität der P . L . her nahe gelegt i s t 1 . 
1 Durch 23"* w werden zunächst nur den PV, also den Grundprädikaten 
von Bedeutungen zugeordnet. Eine explizite Deutung auch der zusammen-
gesetzten Prädikate erweist sich als unnötig. Tatsächlich haben wir ja auch 
wegen der Deutung der GV als Eigennamen keine Ausdrücke für solche 
Prädikate in S$. Enthält eine Formel A[x;,. . ., xw] die n verschiedenen 
G V X 7 , . . . , x M frei, so kann man aber den Ausdruck A [ X 7 , . . . , X n ] als 
Prädikat auffassen (wobei das Symbol über alle freien Vorkommnisse 
von xj,...,xw in A[x / , . . . , x n ] gesetzt wird) und die Funktion 23J'n so 
erweitern, daß gilt 23^'M(A[X7,. . ., xw]) ist die Klasse aller w-tupel aj,.. ., an 
aus y, für die es eine Interpretation 23 gibt, so daß gilt: 23 X7,.TT,xn 23 
93/ ordnet dann aufgrund der Deutungen der Prädikate u n d Eigennamen 
den Sätzen Wahrheitswerte z u . 
Die Bedingung c l besagt, daß der Satz f ( x 7 , . . . , x n ) genau dann wahr 
ist, wenn die G V x 7 , . . . , x M nach 232 Objekte aus y bezeichnen, die z u m 
Begriffsumfang gehören, den 23 J ' n der P V f zuordnet, d . h . wenn die 
durch x 7 , . . . , x w bezeichneten Objekte unter den durch f bezeichneten 
Begriff fal len. 
Die Bedingung c4 ist m i t der Bedingung 2.1.2.1 äquivalent. Denn 
wenn z. B . der Satz Axf(x) nach 2.1.2.1 wahr ist, so fallen alle Gegen-
stände aus y unter den Begri f fsumfang 23 3 ' 7(f). D a n n ist 237(f(x)) = to, 
unabhängig v o n dem W e r t 232(x), d . h . für alle Interpretationen 23 
m i t der Eigenschaft 23 — 23 gilt 237(f(x)) = to. Ist umgekehrt diese 
letztere Bedingung erfüllt, so fal len auch alle Gegenstände aus y unter 
23 5 ' 7(f). D e n n wenn es einen Gegenstand a aus y gäbe, der nicht unter 
23 J ' 7(f) fiele, so gäbe es auch eine Interpretat ion 23, die m i t 23 bis auf 
höchstens die W e r t e 232(x), 232(x) übereinstimmt u n d die der G V x 
den Gegenstand a zuordnet, für die also gi l t 237(f(x)) = f. I n entsprechen-
der Weise erkennt m a n die Äquivalenz der Bedingungen c5 u n d 2.1.2.2. 
D u r c h I n d u k t i o n nach dem Formelgrad v o n A erkennt m a n wieder 
i n einfacher Weise, daß die F u n k t i o n 237 nach 2.2.2.1 für alle Sätze A 
v o n S$ definiert ist, wenn 232 u n d 23^'M für alle n ^ 7 vorgegeben s ind. 
W i r lassen i m folgenden auch die oberen Indices i n den F u n k t i o n s -
ausdrücken ,, 23 7", , ,23 2", , ,23 J * W " fort , wenn aus dem K o n t e x t ersichtl ich 
ist, welche der F u n k t i o n e n aus 23 gemeint ist. 
2.2.2.2 W i r nennen zwei Interpretationen 237 u n d 232 -äquivalent — 
r * sei eine Menge von G V aus T — wenn gilt 237(A) = 232(A) für alle 
Sätze A , die freie G V nur aus T* enthalten. 
(23 st immt mit 23 überein bis auf höchstens die Werte für x ? , . . . ,x M ) und 
23 7 (A[x; , . . . , xM]) = ro und 232(x7) = a7 und . . . und 232(xM) = an. 
M a n kann dann beweisen: 
1) Ist f eine «-stellige P V , so gilt 233*M(f) = 23 J ' n ( f (x 7 , . . ., x»)) f und 
durch Induktion nach dem Grad der Formel A [x x , . . ., x n ] : 
2) 23 7 (A[x; /y 7 , . . . , x w /y n ]) = to genau dann, wenn 23 2(y7),.. . , 232(yM) 
e 2 3 ^ M ( A [ x 7 Xn]). 
V g l . dazu den Abschnitt 5.5. 
2.2.2.3 S ind die Interpretationen 237, 332 über dem gleichen Ob jek t -
bereich definiert u n d gi l t 237(x) — 232(x) für alle G V x aus ["** u n d 
%fn = 5ö|M für alle n > 7, so s ind 337 u n d 332 T*-äquivalent. 
D e n Beweis für diesen Satz führen w i r durch I n d u k t i o n nach d e m 
G r a d m v o n A . Die Basis für m = 0 ist t r i v i a l , da nach Voraussetzung 
über A , 237 u n d 232 die beiden Interpretationen allen V a r i a b l e n i n A die 
gleichen Werte zuordnen. Sei nun die B e h a u p t u n g bewiesen für alle 
F o r m e l n A der angegebenen A r t v o m G r a d ^ r u n d sei A v o m G r a d 
r + 7. Die a.l . Fäl le (A hat die Gestalt —iB oder B D C ) erledigen s ich 
wieder auf einfache Weise. H a b e n u n A die Gestalt A x B [ x ] , so f inden 
w i r : aus 337(AxB[x]) = f folgt nach c4 die E x i s t e n z einer Interpretat ion 
337, für die g i l t : 237 = 237 u n d 33 7(B[x]) = f. Z u diesem 237 definieren 
w i r n u n ein 232, für das gi l t 232 = 232 u n d 232(x) = 237(x) (1). D a n n gi l t 
$ 2 = 332, 232 r ~ r # 337 (d. h . 332, 337 s t immen überein bis auf höchstens 
die Werte für die G V aus T, die nicht i n l ~ * enthalten sind), 337 = 337, 
also ^ r - T ^ x ^ / ' w e & e n (1) a ^ s o ®2r-r*®i' N a c h Indukt ionsvoraus-
setzung gilt also 33 2(B[x]) = 33 7(B[x]) = f, d. h . es gi l t auch 
33 2(AxB[x]) = f. Ebenso erhält m a n aus 332(AxB[x]) = f auch 237(Ax 
B [ x ] ) = f. 
A u s dem Satz 2.2.2.3 ergibt sich n u n unmit te lbar , daß der W e r t 
33(A) einer Interpretat ion 33 für einen Satz A nur abhängt v o n dem 
Objektbereich v o n 33 u n d den W e r t e n v o n 33 für die freien Var iab len 
i n A . Insbesondere gil t also 33(A) = 33(A'), wenn A ' aus A durch freie 
U m b e n e n n u n g gebundener G V hervorgeht. Das ist ein Resultat , das 
w i r i m folgenden oft benutzen werden. 
2.2.2.4 A u s SJ 7 x l t .T . .x n ®2 u n d ^ / ( x i ) = ^ ( Y i ) f ü r i = l , . . . , n folgt 
» , ( A [ x l f . . x j ) = 3 3 2 ( A [ X l / y i , . . . , x j y j ) . 
A u c h den Beweis dieses Satzes führt m a n durch I n d u k t i o n nach 
dem G r a d m v o n A[xv..., x n ] . Ist m = 0, so hat A[xv..., x j z. B. 
die Gestalt f ( x v . . . , x n , z) u n d es g i l t : 23 7 ( f (x 1 , . . . , x n , z)) — ro genau 
d a n n , wenn 33 7 (x 1 ) , . . . , 237(xn), 237(z)e337(f), wegen 3 3 ^ ) = © 7 (x i ) , 
332(z) = 337(z) u n d 332(f) = 337(f) also genau dann, wenn ^ ( y j ) , . . . , 
23 2(yn), 332(z)e232(f), also genau dann, wenn gilt 33 2 ( f (y 1 , . . . , y n , z)) = ro. 
I m Induktionsschri t t greifen w i r n u r den F a l l heraus, daß A [xv..., x j 
die Gestalt A z B [z, x v . . . , x n ] hat , wobei w i r z als v o n x l f . . . , x n ver-
schieden annehmen können. Ist nun 33 7(AzB[z, x v . . . , x n ]) — f, so 
g ib t es ein 337 m i t 337 = 337 u n d 337(B [z, x v . . . , x j ) = f. Ist z v o n y v . . . , y n 
verschieden, so setzen wir 33 2 ~23 2 u n d 232(z) = 337(z). E s gilt d a n n : 
S5 2y l f = j y S3; u n d S32(yj) = ^ ( X j ) , nach Induktionsvoraussetzung also 
232(B [z, x ^ , . . . , x j y j ) = 5 7 ( B [z, x 2 , . . . , x J ) = f, wegen % 2 = 232 also 
23^(AzB [z, x 1 / y 1 , . . . , x n / y n ] ) = f. Ist z m i t einer G V y v . . . , y n iden-
tisch, so ist A f X i / y ^ . . . , x j y j eine F o r m e l A z ' B [ z / z ' , x1/y1,.. . , x n / y n ] , 
wobei z ' eine bisher nicht vorgekommene G V ist. W i r setzen dann 
®2yvr:.,yn,z'®1> 2*2(yi) = ^ / ( X i ) U n d ^ O O = ^ M 2 ) ' E s g 1 1 1 d a n n n a c h 
Induktionsvoraussetzung 93 2(B[z/z', xjyv..., x n / y j ) = 93 7(B[z, x v . . ., 
x n ]) = f, a l s o wegen %>2=, 232 auch <B 2(Az'B[z/z', x j y ^ . . . , x n / y j ) = f. 
Umgekehrt schheßt m a n i n entsprechender Weise v o n 93 2 (Az'B[z/z' , 
x i / y i , • - •, x n / y n ] ) = f auf 93 7(AzB [z, x x , . . . , x j ) = f. 
W i r definieren nun i n Analogie z u 1.3.2.3 u n d 1.3.2.4: 
2.2.2.5 W i r nennen einen Satz A prädikatenlogisch wahr, wenn jede 
Interpretat ion A erfüllt (d. h . A den W e r t ro zuordnet), prädikatenlogisch 
falsch, wenn jede Interpretat ion A den W e r t f zuordnet, prädikaten-
logisch indeterminiert, wenn A weder p . l . wahr , noch p . l . falsch ist . 
I n der D e f i n i t i o n der p . l . Schlüsse nehmen w i r i m H i n b l i c k auf den 
später z u erklärenden Deduktionsbegrif f der Kalküle $ 2 u n d ^33 eine 
E r w e i t e r u n g gegenüber 1.3.2.4 vor , indem w i r n u n auch Schlüsse m i t 
mehreren K o n k l u s i o n e n betrachten: 
2.2.2.6 W 7 i r nennen einen Schluß A l f . . . , A m B v . . . , B n ( m + n > 1) 
prädikatenlogisch gültig, wenn jede Interpretat ion, die alle Prämissen 
A x , . . . , A m erfüllt, auch mindestens eine der K o n k l u s i o n e n B v . . . , B n 
erfüllt. 
Dementsprechend werden w i r einen Schluß - ^ B 1 , . . . , B n als p . l . 
gültig bezeichnen, wenn jede Interpretation mindestens einen der Sätze 
B v . . . , B n erfüllt. E i n Schluß der F o r m A v . . . , A r a -*» hingegen ist 
p . l . gültig, wenn jede Interpretat ion mindestens einen der Sätze 
Alf..., A m n icht erfüllt. E s gi l t dann i n Entsprechung z u 1.3.2.5 der 
S a t z : 
2.2.2.7 E i n Schluß A l f . . . , A m - B v . . . , B n ist p . l . gültig genau dann, 
wenn der Satz A± A . . . A A m D B x v . . . v B n p . l . wahr ist. 
D a s ergibt s ich wieder direkt aus 2.2.2.6 u n d den Regeln für die 
Operatoren A , v , D nach 2.2.2.1 u n d D l , D 2 . 
N a c h dieser Def in i t ion gelten z. B . die folgenden beiden Theoreme: 
2.2.2.8 D e r Schluß AxA[x] A [x/y] ist p . l . gültig für alle G V y . 
D e n n gilt 23(A[x/y]) = f, so erhält m a n für 23 = 23 u n d 23(x) = 23(y) 
nach 2.2.2.4 äT(A[x]) = f, also nach 2.2.2.1—c4 23(AxA[x]) == f. 
2.2.2.9 Ist A B[x] ein p . l . gültiger Schluß u n d enthält A die G V x 
nicht frei , so ist auch A AxB [x] ein p . l . gültiger Schluß. 
W i r führen den Beweis indirekt u n d nehmen an, es gäbe eine Interpre-
tat ion 23, die A erfüllt, aber nicht AxB [x]. D a n n gibt es eine Interpretat ion 
23, so daß gilt 23 - 23 u n d 23(B[x]) = f. D a x n icht frei i n A vor-
k o m m t gilt aber auch 23(A) = 23(A) = m nach 2.2.2.3, so daß 33 ein 
Gegenbeispiel für die A n n a h m e der p . l . Gültigkeit des Schlusses 
A B[x] ist. 
Z u r Vorberei tung des Ersetzungstheorems beweisen w i r noch den Sa tz : 
2.2.2.10 Der Schluß Ax(A[x] = B [x])-> AxA[x] = AxB [x] ist p . l . gültig. 
Ist 23(AxA[x] = AxB[x]) = f, so können w i r annehmen, daß z. B . 
23(AxA[x]) = to u n d 95(AxB [x]) = f ist. E s gibt dann aber ein 23, 
so daß gilt 23 = 23 u n d 23(B[x]) = f, aber 23(A[x]) = to, d . h . 23(A[x] = 
B[x]) = f, also 23(Ax(A[x] = B[x]) = f. 
W i r wollen nun das Ersetzungstheorem für die P . L . beweisen. Z u 
seiner Formul ierung verwenden w i r wieder die i n 1.2.6 erklärte S y m -
bol ik c p j . 
2.2.2.11 W e n n x v . . . , xn die freien Vorkommnisse v o n G V v o n A = B 
sind, die i n CQA]] = C[[B]j gebunden s ind, so g i l t : Ax1.. . x n (A = B) 
+ C|[A]1 = C P ] ) . 
Der Beweis verläuft nach dem gleichen Gedanken wie der Beweis 
für das a. l . Ersetzungstheorem 1.3.2.6. D i e Induktionsbasis u n d die 
a.l . Fälle i m Induktionsschri t t erledigen sich wie dort . H a b e nun CflAJ] 
die Gestalt A z A ' J A J . D a n n gilt nach Induktionsvoraussetzung 
A x x . . . x n ( A = B) A ' d A J = A ' P ] ] u n d da z eine der G V x v . . . ,x n 
ist und somit i n A x a . . . x n ( A = B) nicht frei v o r k o m m t , nach 2.2.2.9 
Axx... x n ( A = B) Az(A'[[A]] = A ' P ] ) ) . Wegen 2.2.2.10 und wegen 
der Transitivität der Folgebeziehung gilt also A x 2 . . . x n (A = B) 
A z A l A I = A z A l B J . 
I n entsprechender Weise argumentiert m a n für den F a l l , daß A'flAjj 
die Gestalt V z A ' J A J hat . D a m i t ist das Ersetzungstheorem für die 
P . L . bewiesen. 
M i t H i l f e des Ersetzungstheorems u n d m i t dem Beweis von 
V x A = —iAx —iA, der sich unmit te lbar aus den Regeln 2.2.2.1 ergibt, 
können wir n u n die Def in i t ion V x A : = —iAx —iA rechtfertigen. W i r 
können also den Operator A als einzigen p . l . Grundoperator auffassen 
u n d i n der P . L . so m i t dem Operatorensystem {—i, D , A} auskommen. 
In diesem S inn verfahren w i r i m folgenden u n d fassen so 2.2.2.1—c5 
als abgeleitete Wahrhei tsbedingung auf. 
Für einige weitere semantische Theoreme erweist sich der folgende 
Hi l f ssatz als nützlich: 
2.2.2.12 W i r nennen eine Interpretat ion 25 normal, wenn für alle F o r -
meln der Gestalt A x A [ x ] g i l t : wenn 23(AxA[x]) = f, so gibt es eine 
G V y , so daß 23(A[x/y]) = f. 
2.2.2.13 Z u jeder Menge f * v o n G V , die unendlich viele G V aus T 
nicht enthält , u n d z u jeder Interpretat ion 25 gibt es eine T*-äquivalente 
normale Interpretat ion 25 + . 
Beweis : W i r definieren 93 + über dem gleichen Individuenbereich 
wie 23 u n d fordern 
l ) & r - r * ^ - D a m i t ist erreicht, daß 23 u n d 23 + T*-äquivalent 
s i n d (vgl. 2.2.2.3). U m z u erreichen, daß 23 + normal ist, definieren wir 
23 + für die G V aus r — (~* i n folgender Weise : W i r zerlegen die 
Menge f — [~* i n unendl ich viele unendliche Mengen fv l ~ 2 , . . . , so 
daß jede G V aus l~ — f * i n genau einer dieser Mengen enthalten i s t 1 . 
1 Die Möglichkeit einer solchen Zerlegung der Menge ("—["* kann 
man wie folgt einsehen: Liege eine Abzahlung der Elemente dieser Menge 
vor, so daß jedem Element genau eine natürliche Zahl zugeordnet ist und 
jeder natürlichen Zahl ein Element der Menge, so definieren wir die Menge 
rx so, daß sie die Elemente mit zugeordneten ungeraden Zahlen (1, 3, 5, 7,...) 
enthält, T 2 so, daß diese Menge die Elemente enthält, die Zahlen zugeordnet 
sind, die durch 2, aber nicht durch 22 teilbar sind (2, 6, 10,. . .), allgemein 
T n so daß diese Menge die Elemente von r — l~* enthält, die Zahlen zu-
geordnet sind, die durch 2 n _ 1 , aber nicht durch 2n teilbar sind. Jede dieser 
Mengen enthält dann unendlich viele Elemente und kein Element ist in 
zwei verschiedenen Mengen enthalten. 
Die G V z k sollen für i = 1, 2, . . . die Elemente v o n l ~ k durchlaufen . 
E s seien A x ^ A ^ x ^ ] genau die A l l f o r m e l n , die freie G V n u r aus 1~* 
enthalten, u n d denen 23 f (nach der B e s t i m m u n g (1)) den W e r t f z u -
ordnet. W i r bi lden daraus durch freie U m b e n e n n u n g die Sätze 
Az\A\[x\lz\]t denen 23 + nach 2.2.2.3 dann ebenfalls den W e r t f zuordnet . 
N a c h 2.2.2.1—c4 gibt es dann z u jedem dieser Sätze eine Interpretat ion 
« i , für die g i l t : 23* =f 23 + und %[(A\ [x[/z\]) = f. W i r setzen dann 
z i 
2) 23+(z\) = %[{z[) für alle i = 1, 2 , . . . . D a m i t ist 93+ für die 
G V aus rx definiert. 
So schreiten w i r fort u n d betrachten i m k-ten Schr i t t (k > 1) 
die A l l f o r m e l n A x k A k [ x j J , die nur freie G V aus den Mengen ("*, rv..., 
T k _ 1 enthalten u n d mindestens eine freie G V aus T k _ 1 , u n d denen 33 f 
(nach den Festsetzungen (1) bis (k — 1)) den W e r t f zuordnet . W i r 
bi lden daraus durch freie Umbenennung die Sätze A z k A k [ x k / z k ] . N a c h 
2.2.2.3 u n d 2.2.2.1—c4 gibt es dann z u jedem dieser Sätze eine Inter-
pretat ion 23k. für die g i l t : 23 k=f23 + u n d 23 k (A k [x k /z k ] ) = f. W i r setzen 
dann 
k + 1) 23+(zk) = 23k(zk) für alle i = 1, 2 , . . . . 
N a c h dieser K o n s t r u k t i o n ist 23 + n u n für alle G V aus l~ — l ~ * 
definiert. D e n n z u jeder G V x gibt es unendl ich viele falsche 
A l l f o r m e l n , die x frei enthalten, z. B . Ay(f(y) A —if(y) A f(x)), 
Ay(f(y) A -if(y) A f(x) A f(x)), usf. So werden tatsächlich alle G V der 
Mengen rx, T 2 , . . . aufgebraucht. 23 f ist n u n normal . D e n n sei 
23 + (AxA[x] ) — f, so gibt es eine Z a h l k, so daß A x A [ x ] nur freie G V 
aus den Mengen !"*, r i t . . . , r k _j enthält u n d mindestens eine freie 
G V aus ril_1. D a n n ist A x A [ x ] eine F o r m e l A x k A k [ x k ] für ein be-
stimmtes i u n d es gilt 2 3 + ( A u [ x k / z k ] ) = 23 k (A k [x k /z k ] ) = f, wegen der 
Festsetzung (k + 1), 2.2.2.3 u n d 2.2.2.4. 
F ü r beliebige Interpretationen 93 folgt nach 2.2.2.8 aus 23(AxA[x]) = 
ro 23(A [x/y]) = ro für alle G V y . Die U m k e h r u n g gi l t hingegen nicht 
allgemein. D e n n wenn z. B . der Objektbereich y v o n 23 rote u n d nicht-
rote Dinge enthält, wenn 232 T i n die Menge der roten Dinge aus y ab-
bildet u n d wenn 23J*7(/) die Menge der roten Dinge aus y ist, so gilt 
für alle G V y zwar 93(y)e23(/), also 23(/(y)) = ro, aber nicht %(Axf(x)) = w. 
F ü r normale Interpretationen 23 gilt hingegen nach 2.2.2.12 auch 
93(AxA[x]) = tr>, wenn für alle G V y gi l t SB(A[x/y]) = vo. A u f g r u n d 
des Satzes 2.2.2.13 gi l t n u n , daß m a n sich für die Auszeichnung der 
p . l . gültigen Schlüsse auf normale Interpretationen beschränken u n d 
also sagen k a n n : I) E i n Schluß A l t . . . , A m B v . . . , B n (m + n ^ 1) 
ist p . l . gültig genau dann, wenn jede normale Interpretation, die alle 
Formeln A v . . . , A m erfüllt, auch mindestens eine der Formeln 
B v . . . , Bn erfüllt. D e n n ist der Schluß nach 2.2.2.6 ungültig, so gibt 
es eine Interpretat ion 93, die alle F o r m e l n Av..., A m , aber keine der 
Formein B v . . . , B n erfüllt. D a aber i n den endlich vielen Sätzen 
Av..., B I X unendlich viele G V nicht vorkommen, gibt es nach 2.2.2.13 
zu 93 eine normale Interpretat ion 23 + , die das Gleiche leistet, die also 
zeigt, daß der Schluß auch nach der B e s t i m m u n g I ungültig ist . Ist 
aber der Schluß nach I ungültig, so trivialerweise auch nach 2.2.2.6. 
D a n u n bei Beschränkung auf normale Interpretationen die W a h r -
heitsbedingungen für komplexe Sätze nur v o n den Wahrhei tsbedin-
gungen für Teilsätze abhängen, k a n n m a n auch eine p . l . Semantik 
aufbauen, indem m a n den Begriff der Bewertung nach 1.3.2.1 erweitert 
durch die B e d i n g u n g : 90B(AxA[x]) = vo genau dann, wenn für alle G V 
y gilt 2B(A[x/y]) = vo. D a n n k a n n m a n auch i n der P . L . auf eine ex-
plizite D e u t u n g der G V u n d der P V verzichten u n d sich auf eine Z u -
ordnung v o n Wahrhei tswerten z u den F o r m e l n beschränken. E i n e 
solche p . l . Semant ik zeichnet dann die gleichen Schlüsse als gültig aus 
wie die Interpretationssemantik u n d sie ist i n mancher H i n s i c h t ein-
facher als diese. D a aber ihre in tu i t ive Berechtigung, d . h . ihre Verträg-
l ichkei t m i t der Festsetzung 2.1.2.1 einen besonderen Nachweis erfor-
dert, so ist die Interpretationssemantik, die sich als direkte Präzisierung 
dieser i n t u i t i v e n Festlegung darstellt , doch als primär anzusehen 1 . 
Z u m Abschluß dieses Abschnit tes wollen w i r noch einige wichtige 
Resultate der Interpretationssemantik angeben. 
2.2.2.14 W e n n ein Satz A erfüllbar ist , so ist er erfüllbar i n einem ab-
zählbaren Objektbere ich (Satz v o n L Ö W E N H E I M 2 ) . 
1 Für die Äquivalenz der p.l. Bewertungssemantik mit einer Semantik, 
die sich auf normale Interpretationen stützt, vgl. auch die Übungsaufgabe 
Nr. 3 auf S. 149. 
2 Vgl. [48]. Der Satz wird auch in der Formulierung ausgesprochen: 
Wenn A gültig ist in allen abzählbaren Bereichen, so ist A allgemeingültig. 
Für die Äquivalenz der beiden Formulierungen vgl. 2.2.2.18. 
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Z u m Beweis dieses Satzes nehmen w i r an, 93 erfülle A u n d 93 + sei 
eine f~*-äquivalente normale Interpretat ion z u 93, wo f~* die Menge der 
G V sei, die i n A frei vorkommen. W i r definieren d a n n z u 93 + eine 
Interpretation 93' über dem Wertevorra t y' der F u n k t i o n 9 3 + 7 (dieser 
Wertevorrat ist höchstens abzählbar unendl ich, d a der D e f i n i t i o n s -
bereich T der F u n k t i o n abzählbar unendheh ist). W i r setzen 93'(x) = 
93 +(x) für aUe G V x , u n d 33'^M(f) = Menge jener w-tupel aus 9 3 + J ' n ( f ) , 
die nur Glieder aus y' enthalten. D a n n zeigen w i r d u r c h I n d u k t i o n 
nach dem Formelgrad m v o n A , daß gi l t 93'(A) = 23 + (A) für alle Sätze A . 
Ist m = 0, so gi l t 93 , ( f (x 1 , . . . , x n)) = w genau dann, wenn 93 /(x 1),. . . , 
93'(xn)£23 ,(f), also genau dann, wenn S 3 + ( x 1 ) , . . . , 93 + (x n )£93 + ( f ) g i l t , 
wegen 93 +(x i) = 23'(xA) für i = 1 , . . n u n d d a die Objekte 23 +(x i) aus 
y' s ind. I m Indukt ionsschri t t greifen w i r n u r den F a l l heraus, daß A 
die Gestalt A x B [ x ] hat . Ist 93 + (AxB[x] ) = f, so gibt es wegen der 
Normahtät v o n 93 + eine G V y , für die g i l t 23 + (B[x/y]) = f, also nach 
Induktionsvoraussetzung auch S3'(B [x/y]) = f, also nach 2.2.2.8 93'(Ax 
B[x] ) = f. Ist umgekehrt 23'(AxB[x]) = f, so gibt es e in 2T m i t 93' = 23' 
u n d 23'(B[x]) = f. W i r setzen dann 23+ = 93 + u n d 2* + (x) = 23'(x). 
D a n n s ind für 93 + u n d 93' die Voraussetzungen erfüUt, die w i r oben 
für 93 + u n d 23' gemacht haben, so daß w i r nach Induktionsvoraussetzung 
erhalten 23 + (B[x]) = 23'(B[x]) = f, also 93 + (AxB[x] ) = f. 
2.2.2.15 W e n n eine Menge M v o n Sätzen s imul tan erfüllbar ist , d . h . 
wenn es eine Interpretat ion 93 gibt , die alle Sätze aus M erfüllt, so ist 
M s imultan erfüllbar über einem abzählbaren Individuenbereich (Ver-
allgemeinerung des Satzes v o n L Ö W E N H E I M nach S K O L E M 1 ) . 
Beweis : 
1) G i b t es eine unendliche Menge v o n G V , die nicht frei i n den 
Formeln von M vorkommen, so argumentiert m a n wie i m F a l l des 
Satzes 2.2.2.14. 2) Andernfal ls wählt m a n eine eineindeutige A b b i l d u n g 
9? von r i n einen Teilbereich T* von I~, so daß T — T* unendheh ist, u n d 
bildet z u M die Satzmenge M', die z u jedem Satz A [xv..., x n ] m i t genau 
den freien G V x 7 , . . . , x M aus M den Satz A[x 7 /<p(x 7 ) , . . . , xjcp(xn)] 
enthält. S i n d n u n 93 u n d 93' zwei Interpretationen über dem gleichen 
Individuenbereich, für die g i l t : 3) 23'(<p(x)) = 23(x) für alle G V x , u n d 
% ' 3 n = 93 J*M, so gil t nach 2.2.2.4 23'(A[x 7/<p(x 7), . . . , xj<p(xn)]) = 93(A[x 7 , 
1 Der Satz wurde von S K O L E M in [65] bewiesen. 
. . . , x j ) . 23' erfüllt also die Sätze aus M' genau dann, wenn 23 die Sätze 
aus M erfüllt. Erfülle nun 23 die Sätze aus M, so definieren w i r ein 23' nach 
(3), das dann die Sätze aus M' erfüllt. N a c h (1) gibt es dann z u 23' ein 23 + ' 
über einem abzählbaren Objektbereich, das die Sätze aus M' erfüllt. 
Definiert m a n z u 23 + / nach (3) ein 23 + , so ist 23 + die gesuchte Inter-
pretation über einem abzählbaren Bereich, die alle Sätze aus M erfüllt. 
2.2.2.16 W i r nennen einen Satz A k-erfüllbar, wenn es eine Inter-
pretation über einem Ä-zahligen Individuenbereich gibt , die A erfüllt — 
k-gültig, wenn alle Interpretationen über ß-zahligen Individuenbereichen 
A erfüllen. D a b e i sei k eine K a r d i n a l z a h l ^ 7 1 . 
E i n Satz ist also p . l . wahr oder allgemeingültig, wenn er ^-gültig ist 
für alle K a r d i n a l z a h l e n k ^ 1. 
2.2.2.17 Ist ein Satz A ^-erfüllbar, so ist er auch ^'-erfüllbar, wo k ^ kf 
ist . 
Beweis : y 7 sei ein ß-zahliger Bereich, über dem eine Interpretat ion 
237 definiert ist , für die gi l t 237(A) = m. y2 sei ein ß'-zahliger Bereich, 
über dem w i r eine Interpretat ion 232 erklären durch die Festsetzungen: 
232(x) = <p(237(x)) für alle G V x , u n d 232'n(f) = Menge aller n-tupel 
a p . . . , an aus y2> für die gi l t <p(a 7),..., 9?(an)e237 *M(f). D a b e i sei <p eine A b -
b i l d u n g v o n y2 auf y 7 u n d <p sei eine A b b i l d u n g v o n y 7 i n y2, so daß <p(a) = 
b n u r d a n n , wenn q>(b) = a. W e r d e n also mehrere Gegenstände v o n y2 
durch <p auf denselben Gegenstand a v o n y7 abgebildet, so ist (p(a) einer 
dieser Gegenstände 2 . E s gi l t also (p{<p{a)) = a. E s gi l t n u n 232(B) = 237(B) 
für alle Sätze B . Wegen 237(A) = xo gi l t dann auch 232(A) = to, was z u 
beweisen ist . Für die Behauptung der Äquivalenz v o n 237 u n d 232 
führen w i r einen Induktionsbeweis nach dem G r a d v o n B , aus dem w i r 
n u r zwei Fäl le herausgreifen: 1) E s sei B eine A t o m f o r m e l . D a n n gilt 
23 2 ( f (x 1 , . . . , x n)) = ro genau dann, wenn 23 2 (x x ) , . . . , 232(xn)e232(f). Das 
gilt nach D e f i n i t i o n v o n 232 genau dann, wenn ^ (23 7 (x 1 ) ) , . . . , ^(237(xn)) 
1 Kardinalzahlen charakterisieren die Anzahl der Elemente einer 
Menge. Die Zahlen 0, 1, 2 , . . . sind endliche Kardinalzahlen, die kleinste 
nichtendliche Kardinalzahl ist die Kardinalzahl der Menge der natürlichen 
Zahlen. Kardinalzahlen sind so definiert, daß zwei Mengen die gleiche 
Kardinalzahl haben, wenn es eine^eineindeutige Abbildung der einen Menge 
auf die andere gibt. 
2 Die Existenz einer solchen Abbildung <p beweist man in der Mengenlehre 
mit Hilfe des Auswahlprinzips, vgl. 5.1. 
e332(f), also genau dann, wenn ^ ( ^ ( ^ / ( x j ) ) ) , . . . , 9?(^(937(xn)))e237(f). 
Wegen <p(cp(d)) = a gilt 23 2 ( f (x 1 , . . . , x j ) = ro also genau dann , w e n n 
5ß7(f (xv..., x j ) = ro. Zugleich bemerken w i r , daß für jede Interpretat ion 
für die g i l t : tf2xv = t ^ 2 u n d Sß2(x{) = <p(<p(%2(xi)) (i = n)> 
auch 23 2 ( f (x 1 , . . . , x j ) = %2(f(xlf..., x n)) gi l t . Diese B e h a u p t u n g führen 
wir i m Induktionsbeweis allgemein für F o r m e l n A [xv..., x j m i t . 2) I m 
Induktionsschrit t betrachten w i r den F a l l , daß B die Gestalt A x C [x] hat . 
G i l t 33 7(AxC[x]) = f, so gibt es ein 5B7> so daß <B7 = 337 u n d # 7 (C[x]) = f. 
W i r setzen dann 352 = $ 2 u n d 332(x) = <p(937(x)) u n d erhalten nach I n d u k -
tionsvoraussetzung dann 932(C[x]) = f, also SB 2(AxC[x]) = f. G i l t 332(Ax 
C [x]) = f, so gibt es ein 952, so daß 932 = 332 u n d # 2 (C [x]) = f. Ist 932 y $ 2 
u n d 232(x) = 9%($ 2 (x))) , so gilt nach Induktionsvoraussetzung auch 
S82(C[x]) = f. W i r setzen dann 937 y 937 u n d 5ö7(x) = <p(%'2{x)), so daß 
gilt 3S2(x) = <p($7(x)). N a c h Induktionsvoraussetzung gilt dann auch 
äJ , (C[x]) = f, also SÖ7(AxC[x]) = f. 
A u s dem Satz 2.2.2.17 folgt insbesondere, daß ein Satz i n jedem 
A-zahligen Bereich erfüllbar ist , wenn er i n einem A-zahligen Bere ich 
erfüllbar ist. M i t 2.2.2.15 erhalten w i r ferner: W e n n eine Menge M 
v o n Sätzen s imultan erfüllbar ist , so ist sie s imultan erfüllbar über 
einem abzählbar unendlichen B e r e i c h 1 . 
2.2.2.18 Ist ein Satz A-gültig, so ist er auch A'-gültig, wenn A ^  A' ist. 
D e n n wäre ein Satz A nicht A'-gültig, so gäbe es eine Interpretat ion, 
die i h n falsch macht u n d daher —iA erfüllt. D a n n wäre nach 2.2.2.17 
- i A aber auch i n einem A-zahligen Bereich erfüllbar u n d es gäbe somit 
eine Interpretation über einem A-zahligen Bereich, die A nicht erfüllt. 
M i t diesem Satz gewinnen w i r aus 2.2.2.14 eine andere Vers ion des 
LöWENHEiMschen Theorems: W e n n ein Satz gültig ist über abzählbar 
unendlichen Bereichen, so ist er allgemeingültig, d . h . p . l . wahr. 
D e n n wäre ein Satz A nicht allgemeingültig, so wäre — iA erfüllbar. 
N a c h 2.2.2.14 u n d 2.2.2.17 wäre - n A dann auch i n einem abzählbar 
unendlichen Bereich erfüllbar u n d A wäre daher nicht gültig über 
solchen Bereichen. 
1 Abzählbar sind alle endlichen Bereiche und die Bereiche, die sich 
eindeutig auf die Menge der natürlichen Zahlen abbilden lassen. Abzählbar 
unendlich sind nur die letzteren Bereiche. 
Ist ein Satz A gültig i n allen endlichen Bereichen, so folgt daraus 
nicht, daß A auch aUgemeingültig ist. D e n n es gibt Sätze, die nur i n 
unendlichen Bereichen erfüUbar s ind, deren Negation also i n allen 
endlichen Bereichen gültig ist . Beispiel eines solchen Satzes ist die 
Formel Ax -if(x, x) A AxWyf(xf y) A Axyz(f(x, y) A f(y, z) D f(x, z))} die 
wir durch U abkürzen wol len. U x , U 2 , U 3 seien die drei K o n j u n k t i o n s -
glieder v o n U . Ist 23 eine Interpretat ion, die U erfüllt, y ihr Objektbe-
reich, so ist y n icht leer, enthält also ein Element av Wegen U 2 muß 
es nun ein a2 in y geben, so daß gi l t f(av a2). Wegen U x ist a2 v o n a1 
verschieden, y muß also mindestens zwei Elemente enthalten. Wegen 
U 2 muß es nun z u a2 ein a3 geben, so daß gilt f(a2, a3). Wegen U x muß 
a3 von a2 verschieden sein. Wegen U 3 u n d \J1 muß a3 aber auch v o n 
a1 verschieden sein, denn aus a3 = a1 würde m a n m i t U 3 aus f(ap a2) u n d 
f(a2, a3) erhalten f(a3, a3). y muß also mindestens drei Elemente ent-
halten. Sei n u n schon gezeigt, daß y mindestens k Elemente enthält, 
so weist m a n auf die gleiche Weise nach, daß y mindestens k + 1 E l e -
mente enthalten muß. A l s o muß y mindestens abzählbar unendl ich sein, 
d . h . U ist über endlichen Bereichen nicht erfüUbar. Wähl t m a n als 
Objektbereich die Menge der natürlichen Zahlen, u n d interpretiert 
die P V / durch die Beziehung des Kleinerseins i n diesem Bereich, so 
erhält m a n eine Interpretat ion, die U erfüllt, denn U besagt i n dieser 
Interpretat ion soviel w i e : keine Z a h l ist kleiner als sie selbst u n d z u 
jeder Z a h l gibt es eine größere u n d ist eine Z a h l kleiner als eine zweite 
u n d diese kleiner als eine dri t te , so ist auch die erste kleiner als die dritte . 
Übungsaufgaben: 
1. Beweise, daß jeder a . l . gültige Schluß auch p . l . gültig i s t ! 
2. Le i te mi t H i l f e der D e f i n i t i o n V x A : = —iAx —iA die Bedingung 
2.2.2.1—c5 aus den Bedingungen 2.2.2.1—cl, c4 her ! 
3. Präzisiere die Äquivalenz zwischen der p . l . Bewertungssemantik, 
wie sie oben auf S. 145 skizziert wurde, m i t der Interpretationssemantik 
d u r c h den Beweis des Satzes: E i n Schluß Av..., A r a B x , . . . , B n ist 
p . l . gültig nach 2.2.2.6 genau dann, wenn er gültig ist i m Sinn der 
Bewertungssemantik, d . h . wenn jede p . l . Bewertung, die alle Sätze 
Av. . . , A m erfüllt, auch mindestens einen der Sätze B v . . . , B n erfüUt. 
( A n l e i t u n g : N a c h den Bemerkungen auf S. 145 ist n u r mehr z u zeigen: 
G i b t es eine normale Interpretat ion 23, die alle F o r m e l n Av..., A m 
erfüllt, aber keine der F o r m e l n B v . . . , B n , so gibt es eine B e w e r t u n g 2)3, 
die das gleiche leistet. Das folgt aber aus dem Sa tz : Z u jeder normalen 
Interpretation 93 gibt es eine äquivalente Bewer tung 2B, d . h . eine 
Bewertung, die allen F o r m e l n die gleichen Wahrhei tswerte zuordnet , 
u n d umgekehrt. Diesen Satz beweist m a n wie fo lgt : Ist 93 vorgegeben, 
so definiert m a n 2B d u r c h die Festsetzung 953(A) = 93(A) für alle A t o m -
formeln A u n d zeigt durch I n d u k t i o n nach dem F o r m e l g r a d v o n B , daß 
dann für behebige F o r m e l n B g i l t : 903(B) = 93(B). — Ist 2B vorgegeben, 
so definiert m a n 93 über einem abzählbar unendlichen Objektbere ich 
y, so, daß 932 eine umkehrbar eindeutige A b b i l d u n g v o n T auf y ist (so 
daß also gi l t x = y für 93(x) = 93(y)) u n d 23 J 'n(f) = Menge aller n - tupe l 
a v . . . , an ist, für die es G V x v . . . , x n gibt , so daß gi l t 93(x±) = a v . . 
93(xn) = an u n d 2 B ( f ( x 1 , . . . , x j ) = ro. D a n n zeigt m a n d u r c h I n d u k t i o n 
nach dem Formelgrad v o n B wieder, daß für alle F o r m e l n B gi l t 
23(B) = 9B(B).) 
2,3 Der Kalkül <pi 
I n diesem A b s c h n i t t sol l die Formal is ierung der P . L . z u E n d e ge-
führt werden, die w i r i n 2.2 begonnen hatten, i n d e m w i r n u n die p . l . 
Theoreme, d . h . die p . l . wahren Sätze auszeichnen d u r c h Angabe eines 
formalen Kalküls, i n dem genau diese Sätze beweisbar s i n d . Dieser 
Kalkül $ 1 steht sich dar als eine E r w e i t e r u n g des a . l . Kalküls 911 
aus 1.3.3. 
2.3.1 A x i o m e und Deduktionsregeln 
A l s Axiome v o n $ 1 wählen w i r die A x i o m e v o n 211: 
A I ) A D ( B D A ) 
A2) (A D (B D C)) O ((A D B ) D ( A D C)) 
A3) ( n A D - i B ) D ( B D A ) , sowie das p . l . A x i o m 
A4) A x A [x] D A [x/y] , wobei die G V x frei sein soll für die G V y i n A [x]. 
A l s Deduktionsregeln v o n ^pi wählen w i r die Abtrennungsregel R l 
von 211 u n d die p . l . Regel 
R2) A u s einem Satz A D B [ x ] k a n n m a n i n Spl den Satz A D A x B [ x ] 
gewinnen, wenn die G V x i n A nicht frei v o r k o m m t . 
D a m i t ist n u n nach 1.3.3.4 der Begriff ,ableitbar i n <pr festgelegt 
und als Spezialisierung dieses Begriffes auch ,beweisbar i n tyV. 
Z u den a. l . Def ini t ionen v o n 2U 
Dl) A v B : = - i A D B 
D2) A A B : = n ( n A v n B ) 
D3) A = B : = ( A D B ) A ( B D A ) nehmen w i r noch die Def in i t ion 
D4) VxA := - iAx—iA h i n z u . 
D e r Kalkül *ßl benützt wie 211 Axiomenschemata . D e m Kalkül 
211* m i t endhch vielen A x i o m e n würde hier der Kalkül $ 1 * entsprechen, 
den w i r i n folgender Weise charakterisieren: 
W i r nehmen zur Sprache als Grundzeichen auch die Satzvariablen 
von 21 h i n z u , die A t o m f o r m e l n sein sollen. Die A x i o m e von <pi* s ind 
die drei A x i o m e A I * , A2* u n d A3* v o n 211* u n d das A x i o m 
A 4 * ) Axf(x)Z>f{y). 
D i e Deduktionsregeln v o n $ 1 * s ind die Regeln R l u n d S R I (Substi tut i -
onsregeln für S V ) , sowie die folgenden beiden Substitutionsregeln für 
G V u n d P V : 
SR2: W e n n ein Satz A [ x ] i n $ 1 * beweisbar ist , so auch der Satz 
A [x /y ] . 
SR3: W r enn ein Satz A [ f ] i n <pi* beweisbar ist, der die n-steUige P V 
f enthält u n d B [ x v . . . , x n ] ist eine F o r m e l , die n verschiedene G V 
x l f . . . , x n frei enthält , so ist auch der Satz A [ f / B [ x 1 , . . . , x j ] i n ^ßl* 
beweisbar. 
Zwischen <ßl u n d $ 1 * besteht ein analoges Verhältnis, wie zwischen 
211 u n d 211*. Insbesondere s ind i n i p i * die gleichen F o r m e l n beweisbar, 
die auch i n <ßl beweisbar s ind, wenn m a n auch i n der Formul ie rung 
v o n $ 1 S V zuläßt. D a uns der Kalkül <pi* i m folgenden nicht inter-
essiert, wol len w i r auf einen Beweis dieser B e h a u p t u n g verzichten 
u n d i h n dem Leser als Übungsaufgabe überlassen. (Vgl . dazu auch MT7.) 
2.3,2 Theoreme u n d Metatheoreme von <ßl 
D i e Theoreme v o n 211 gelten auch i n <ßl, da die A x i o m e u n d D e -
dukt ionsregeln v o n 211 auch solche v o n <ßl s ind. W i r werden daher diese 
Theoreme m i t ihren N u m m e r n aus 1.3.4 i m folgenden anziehen. Die 
Metatheoreme, wie das Deduktionstheorem u n d das Ersetzungstheorem 
müssen hingegen für *ßl neu bewiesen werden, denn i h r Beweis er-
fordert eine I n d u k t i o n über den Formelaufbau, der für unsere p . l . 
Sprache nun anders geartet ist, wie für die a. l . Sprache s2l. 
W i r beginnen m i t der Neuformul ierung des Dedukt ionstheorems 
für 951. Dies Theorem gil t für $ 1 nur unter einer Beschränkung, z u 
deren Formul ierung w i r zunächst zwei Hilfsbegriffe einführen: 
Sei die Satzfolge C v . . . , C n eine Her le i tung § der F o r m e l B aus den 
Annahmeformeln (AF) Av..., A m i n $ 1 , dann sagen w i r : C; (i = 1 , . . . , n) 
hängt ab von A k (k — 1 , . . . , m) i n $ , wenn g i l t : Ci = A k oder C{ ist 
K o n k l u s i o n einer A n w e n d u n g von R l oder R 2 m i t Prämissen, v o n denen 
eine v o n A k abhängt i n 9). 
W i r sagen ferner: eine G V x w i r d eingefangen i n £ für eine A F 
A k , wenn g i l t : x k o m m t i n A k frei vor und $ enthält eine A n w e n d u n g von 
R 2 auf eine F o r m e l Cit die v o n A k abhängt, bei der die G V x gebunden 
w i r d . 
W i r d die G V x für eine A F eingefangen, so schreiben w i r auch 
A x > . . . , A m h - x B . W i r d i n der angegebenen A b l e i t u n g keine G V für 
Alt..., A r a eingefangen — m a n sagt auch, die freien G V i n A v . . . , A m 
werden i n der A b l e i t u n g festgehalten —, so schreiben w i r auch 
A v . . . , A m H 0 B . 
Das Deduktionstheorem für $ 1 lautet n u n : 
M T 4 : W e n n gi l t Av..., A m h- B , wobei i n der vorl iegenden A b l e i t u n g 
keine G V für die A F A m eingefangen w i r d , so gi l t auch 
A 1 , . . . , A M _ 1 H A M D B . 
Z u m Beweis knüpfen w i r an M T 2 an u n d fügen z u d e m dort ange-
gebenen Beweis folgenden F a l l (e) h i n z u : 
e) E r g i b t sich CA i n $ aus einer A n w e n d u n g v o n R 2 auf die F o r m e l 
C k — D D E [ x ] , so daß Ck die F o r m e l D D A x E [ x ] ist u n d x nicht frei 
i n D v o r k o m m t , so ersetzen w i r die Zeile C{ 
a) durch A m D ( D l ) E [ x ] ) C k 
A m A D D E [ x ] T37 (mit D 3 , T22 , R l ) 
A m A D D A X E [X] R 2 
A M D ( D = > A x E [ x ] ) T37, 
wenn A m x nicht frei enthält . 
ß) durch 
6 ' 
D D E [ x ] 
D D A x E [x] R 2 
(D D A x E [ x ] ) D ( A m D ( D D A X E [ X ] ) ) A I 
A m D ( D D A X E [ X ] ) R l , 
wenn A m x frei enthält . D a n n hängt nämhch nach der Voraussetzung 
von M T 4 D D E [ x ] nicht v o n A m ab, es gibt also eine A b l e i t u n g 
von D D E [x] aus den F o r m e l n Av..., A m _ v 
In der folgenden A b l e i t u n g v o n A x A [ x ] aus A [ x ] w i r d die G V x 
für A [ x ] eingefangen: 
A [ x ] A F 
( B D B ) D A [X] A 1 , R 1 
( B D B ) D A X A [ X ] R 2 (B enthalte x nicht frei!) 
B D B T l 
A x A [ x ] R l . 
E s gilt also A [ x ] r - x A x A [ x ] , aber m i t M T 4 läßt sich daraus nicht 
folgern I— A [x] D A x A [x]. A n diesem Beispie l läßt sich die N o t w e n d i g -
keit der R e s t r i k t i o n i n M T 4 i n t u i t i v leicht einsehen: D i e Able i tungs-
beziehungen i n <ßl spiegeln nicht die p . l . gültigen Schlüsse wieder, 
A [ x ] A x A [ x ] ist ke in p . l . gültiger Schluß. Das liegt daran, daß der 
Satz A [ x ] i n $ 1 wegen A [ x ] r - A x A [ x ] u n d A x A [x] h - A [x] (A4, R l ) 
ebenso stark ist wie A x A [ x ] . Semantisch gesehen deuten also die 
freien G V i n den Sätzen v o n <ßl eine Allgemeinheit an. D i e Able i tungs-
beziehung A [ x ] r ~ A x A [ x ] ist daher wie der Schluß A x A [ x ] A x A [ x ] 
zu interpretieren. Daraus kann m a n aber nicht auf den Satz 
A [x] D A x A [x] schheßen, der bei dieser Auffassung semantisch das-
selbe besagt wie A x ( A [ x ] D A x A [ x ] ) . Entsprechendes galt für den 
Kalkül 211*, wo die Satzvariablen semantisch gesehen generelle A u s -
sagen andeuteten. D a h e r galt auch dort das Deduktionstheorem nicht 
unbeschränkt. F ü r 211* u n d entsprechend für *ßl* müßte m a n vielmehr 
eine R e s t r i k t i o n i n Analogie zu der i n M T 4 formulieren, wobei Var iab len 
auch durch Einsetzungen als eingefangen gelten. 
T 3 8 : A [ x ] h - X A x A [ x ] , z u m Beweis s. oben! 
T 3 9 : A [ x ] D B [ X ] r - x A x A [ x ] D A x B [ x ] . 
A [ x ] D B [ x ] A F 
A F A x A [ x ] 
A [ x ] 
B [ x ] 
A x B [ x ] 
A 4 , R l 
R l 
T38, 
also A [ x ] D B [ x ] , A x A [ x ] h - x A x B [ x ] . Daraus erhalten w i r m i t M T 4 
(x w i r d nicht für A x A [ x ] eingefangen!) die z u beweisende B e h a u p t u n g . 
A u s T39 erhalten w i r m i t D 3 , T21 , T22 , T23 sofort : 
T40: A [x] = B [x] r - x A x A [x] = A x B [x]. 
W i r können n u n das Ersetzungstheorem für ^ßl b e w e i s e n 1 : 
M T 5 : A EE B J - X i > m > X n C f l A J = C p j . D a b e i seien x l t . . . , x n die freien 
Vorkommnisse v o n G V i n A = B , die i n CflAJ] = C[[B]] gebunden s ind . 
W i r verwenden wieder die S y m b o l i k aus 1.2.6 u n d knüpfen an den 
Beweis des a . l . Ersetzungstheorems M T 3 an, dem w i r i m I n d u k t i o n s -
schritt n u r folgenden F a l l hinzufügen müssen: 
4) CQA+J habe die Gestalt A y A ' f l A ] ] . N a c h Indukt ionsvoraus-
setzung gi l t A = B h A'QA]] = A ' P ] ] , also nach T40 A = B f - v AyA'QAJ] 
E = A y A ' P U . 
T 4 1 : h- A x A [ x ] == A y A [ x / y ] , wo x frei für y i n A [ x ] ist u n d y nicht 
frei i n A x A [ x ] v o r k o m m t . 
A x A [x] D A [x/y] A 4 
A x A [ x ] D A y A [ x / y ] R 2 . 
I n A [x/y] ist y frei für x : die freien Vorkommnisse v o n y stehen nicht 
i m Bereich eines m i t x gleichnamigen Quantors, da y i n A [ x ] nur an 
jenen Stehen für x eingesetzt wurde bei der E r z e u g u n g der F o r m e l 
A [x/y] , an denen x frei war . D a y nicht frei i n A x A [x] v o r k o m m e n sollte, 
k o m m t y i n A [x/y] ferner n u r an jenen Stehen frei vor , wo i n A [ x ] x 
1 Vgl. 2.2.2.11. 
Beweis : 
frei v o r k o m m t . A l s o ergibt die freie E inse tzung von x für y in A [x/y] 
die F o r m e l A [ x ] . Daher g i l t : 
A y A [ x / y ] D A [ x ] A 4 
A y A [ x / y ] D A x A [ x ' J R 2 . 
M i t T23 u n d D 3 erhält m a n endlich T41 . 
MT6: W e n n A ' aus A durch freie Umbenennungen gebundener G V 
hervorgeht, so gi l t H A ' = A . 
W i r führen den Beweis durch I n d u k t i o n nach der Z a h l n v o n Quan-
torenvorkommnissen i n A . Für n = 0 ist A m i t A ' identisch. H a b e 
n u n i m Indukt ionsschr i t t A die Gestalt A x B [x] u n d komme die G V y 
n icht frei i n A x B [ x ] vor . N a c h Induktionsvoraussetzung gilt B [ x ] = 
B ' [ x ] , wo B ' durch freie Umbenennungen v o n gebundenen G V aus B 
hervorgehen möge u n d x frei für y i n B ' [ x ] sei. N a c h T40 gil t dann 
A x B [ x ] EE A x B ' [x] 
A x B ' [ x ] EE A y B ' [ x / y ] T41 
A x B [ x ] = A y B ' [x/y] T26. 
F ü r A y B ' [ x / y ] k a n n m a n dann auch A y B [x/y] schreiben. 
T42: h - A x A [x] D A [x/y]. 
Beweis : T42 ist ein A x i o m nach A 4 , wenn x frei ist für y i n A[x]. 
Andernfa l l s gehe A ' [ x ] aus A[x] hervor d u r c h freie Umbenennungen 
gebundener G V u n d x sei frei für y i n A ' [ x ] . D a n n g i l t : 
A x A [x] D A x A ' [x l M T 6 , D 3 , T21 
A x A ' [ x ] D A ' [ x / y ] A 4 
A x A [x] D A [x/y] T 5 , da m a n für A ' [x/y] wieder A [x/y] schreiben 
kann. 
T43: h A [ x / y ] D V x A [ x ] . 
Beweis : 
A x - . A [X] D - I A [x/y] T42 
A [x/y] D - i A x —iA [x] T 6 
A [x/y] D V x A [x] D 4 . 
T44: A [ x ] D B h x V x A [ x ] D B , wo B die G V x n icht f re i enthäl t . 
Beweis : 
A [ x ] D B A F 
n B 3 n A [ x ] T 6 
- i B D A x n A [ x ] R 2 
- i A x - n A [ x ] D B T 6 
V X A [ X ] D B D 4 . 
T45: I - A x A D VxA. 
Beweis : 
A x A D A A 4 
A D VxA T43 
A x A D VxA T 5 . 
T46 a : h - A x A = - i V x - i A 
b : H A x -nA = - iVxA 
c: I I A X A = V x —iA 
d : 1 iAx- iA = VxA. 
D i e Beweise ergeben sich i n einfacher Weise aus D 4 , T 2 4 u n d M T 5 . 
T47: h - A x ( A D B ) = A D A x B , wo A die G V x nicht frei enthält. 
Beweis : 
Ax (A D B ) A F 
A D B A 4 , R l 
A D A x B R 2 . 
Daraus mi t M T 4 h- Ax (A D B) D (A D A x B ) . Ferner 
A z> A x B A F 
A x B D B A 4 
A D B T 5 
Ax (A D B) T38 
also m i t M T 4 h ( A D A x B ) D Ax (A D B ) . M i t T23 u n d D 3 erhält man 
endl ich die Behauptung des Theorems. 
T48: h A x ( B D A ) = V x B D A, wo A die G V x nicht frei enthält. 
A x ( B D A ) A F 
B D A A 4 , R 1 
V x B D A T44. 
U n d 
V x B D A A F 
-iAx n B D A D 4 
- i A D Ax ~iB T 6 
A x ( - i A D - i B ) T 4 7 , D 3 , T 2 1 
Ax(B D A ) T 6 , M T 5 . 
M i t M T 4 , T 2 3 u n d D 3 erhält m a n daraus die Behauptung des Theorems. 
T49: h- Ax (A A B) = AxA A A X B . 
Beweis : 
Ax(A A B) A F 
A A B A 4 , R l 
A T21 
B T22 
AxA T38 
AxB T38 
AxA A AxB T23 . 
U n d 
AxA A AxB A F 
AxA T21 
A A 4 , R l 
AxB T22 
B A 4 , R l 
A A B T23 
Ax(A A B ) T38. 
A u f diese beiden Ergebnisse hat m a n dann wieder M T 4 , T23 u n d D 3 
anzuwenden. 
T 5 0 : I - V x ( A D B ) = A D V x B , wo A die G V x nicht frei enthält . 
A x - i ( A D B ) = Ax(A A -iB) T29, M T 5 
Ax(A A -iB) = A A Ax - i B T49 (da A x nicht frei enthäl t gilt 
A == A x A ) 
A x - n ( A D B ) = A A A x - . B T26 
- » A x - i ( A D B ) = - i ( A A A X - I B ) T25 
- i ( A A Ax - I B ) E H A V - .Ax - »B T27 
V x ( A D B) = A D V x B T26, D 4 , D l . 
T51: h V x ( B D A ) = AxB D A , wo A die G V x nicht frei enthäl t . 
Beweis : 
Ax -i(B D A ) = Ax(B A - . A ) T29, M T 5 
Ax(B A - iA) = AxB A - i A T49 
-iAx —i(B D A ) EE —i(AxB A - . A ) T26 
-i(AxB A -nA) = - .AxB v A T27 
V x ( B D A ) = AxB D A T26, D 4 , D l . 
T52: I - V x ( A v B) = V x A v V x B . 
Beweis : 
V x ( A v B ) = — iAx - . (A v B) 
-iAx - . ( A V B ) E - iAx(-nA A -iB) 
-iAx(—iA A —iB) = -i(Ax —iA A Ax —iB) 
-i(Ax - i A A Ax -iB) = - i ( - iVxA A - . V X B ) 
-n(-iVxA A - iVx B) = V x A v V x B 
T53 a : f - A x y A = A y x A . 
Beweis : 
A x y A A F 
A y A A 1 , R 1 
A A 1 , R 1 
A x A T38 
A y x A T38. 
Daraus erhält m a n m i t M T 4 die Behauptung . A u s (a) folgt mit 
D 4 u n d T25 sofort 
D 4 
T28 
T49 
T46, M T 5 
T27, T24, M T 5 . 
b : h - V x y A = V y x A . 
T M : V x A y A h - A y V x A . 
Beweis : 
A y A A F 
A A 4 , R l 
V x A T43 , R l 
A y V x A T38 , 
also A y A r - A y V x A , wobei x für A y A nicht eingefangen w i r d . M i t 
M T 4 erhalten w i r also \— A y A Z) A y V x A u n d daraus m i t T44 u n d R l 
V x A y A h- A y V x A , d a A y V x A die G V x nicht frei enthält . 
Die U m k e h r u n g v o n T54 gi l t aber nicht . 
W i r beweisen n u n das folgende Subst i tut ionstheorem: 
M T 7 : a) A u s h A [ x ] folgt f - A [ x / y ] für behebige G V y . 
b) A u s h- A [ f ] folgt h- A [ f / B [ x j , . . . , x j ] , wo f eine n-stelhge P V ist 
u n d die n verschiedenen G V x v . . . , x n frei i n B v o r k o m m e n . 
Beweis : a) M i t T38 erhalten w i r A [ x ] h - A x A [ x ] , m i t T42 
A x A [x] h- A [x/y] , also A [x] I— A [x/y] . Ist also A [x] beweisbar, so auch 
A [x/y] . 
b) E s hege ein Beweis £ für A [ f ] vor . D a n n ersetzen w i r i n £ aüe 
F o r m e l n C [ f ] , welche die P V f enthalten, durch C f f / B f x j , . . . , x j ] . 
D a d u r c h ble ibt der Charakter der A x i o m e v o n <rj erhalten. D i e A n -
wendungen der Regel R l i n § gehen nach ev. Anwendungen v o n M T 6 , 
D 3 u n d R l für die freie Umbenennung gebundener G V i n Anwendungen 
der gleichen Regel über. U n d die Anwendungen v o n R 2 gehen ebenfalls 
i n A n w e n d u n g e n der gleichen Regel über, wenn m a n M T 6 , D 3 , R l 
für ev. notwendige freie Umbenennungen gebundener G V benützt u n d 
wenn m a n , falls die Var iablenbedingung für R 2 nach der E insetzung 
v o n B [ x x , . . . , x n ] für f verletzt ist , die fragliche G V nach M T 7 a frei 
umbenennt . 
Z u m Abschluß beweisen w i r noch ein Metatheorem über eine N o r m a l -
formdarsteUung der p . l . F o r m e l n . 
2.3.2.1 W i r sagen, eine F o r m e l A habe pränexe Normalform, wenn A 
die Gestalt Q 1 x 1 . . . Q n x n B hat, wo Q^,..., Q n x n Quantoren s ind 
u n d B eine F o r m e l ist , die keinen Quantor enthält. W i r nennen dann 
auch Q j X - ! . . . Q n x u das Präfix u n d B den Kern (oder die Matrix) der 
F o r m e l A. 
E s gi l t nun der Sa tz : 
M T 8 : Z u jeder F o r m e l A gibt es eine F o r m e l A N i n pränexer N o r m a l -
form, so daß gil t H A = A N . 
Z u m Beweis geben w i r ein Konstrukt ionsver fahren für A N an , das 
aus einer Reihe v o n äquivalenten U m f o r m u n g e n besteht. D i e F o r m e l 
A denken w i r uns dabei geschrieben i n den Operatoren —i, 3 , A , V. 
W i r betrachten i n jedem Schri t t das erste V o r k o m m n i s eines Quantors 
von l inks , das 1. nicht a m A n f a n g der Gesamtformel steht u n d die 
gesamte auf i h n folgende F o r m e l z u m Bere ich hat , u n d d e m 2. n icht 
nur Quantoren voraufgehen, sondern Tei l formeln , logische Symbole 
oder K l a m m e r n (in der nach den Klammerrege ln reduzierten Schreib-
weise). W e n n dieses V o r k o m m n i s i n einer Te i l formel steht 
a) der F o r m — I A X B , so ist diese z u ersetzen d u r c h Vx—>B 
b) der F o r m —iVxB, so ist diese z u ersetzen d u r c h A x —iB 
c) der F o r m A x B [x] 3 C, so ist diese z u ersetzen d u r c h V y ( B [x/y] 3 C) 
d) der F o r m V x B [x] 3 C, so ist diese z u ersetzen d u r c h A y (B [x/y] 3 C) 
e) der F o r m C 3 A x B [x], so ist diese z u ersetzen d u r c h A y ( C 3 B [x/y]) 
f) der F o r m C 3 V x B [ x ] , so ist diese z u ersetzen durch V y ( C 3 B [ x / y ] ) . 
I n (c) bis (f) sei y eine G V , die i n C nicht frei v o r k o m m t u n d die, falls sie 
von x verschieden ist , nicht frei i n B [ x ] v o r k o m m t . I n endlich vielen 
Schritten läßt sich so aus A eine F o r m e l A N i n pränexer N o r m a l f o r m 
erzeugen. D i e U m f o r m u n g e n nach (a) bis (f) führen die F o r m e l n nach 
T46, T51 , T48, T47, T50 in äquivalente F o r m e l n über, so daß nach 
T26 gil t \~ A = A N . 
Dies Konstrukt ionsverfahren für A N wollen wir an folgendem B e i -
spiel erläutern: A sei die F o r m e l 
Vx -xVz(f(x) Zlg(y, z)) 3 Ay(f(y) 3 -iAxg(x, z)). 
D a n n erhalten w i r : 
Ax(-Nz(f(x) *Dg(y, z)) 3 Ay(f(y) 3 —iAxg(x, z))) (d) (xkommt nicht frei i n 
hy(f(y)=>^xg(x, z)) 
vor) 
A * ( A s D g ( y , * ) ) 3 Ay(f(y) Z>-yKxg{x, z))) (b) 
Ax Vzi(~\(f(x) Dg(y, z-jj) D Ay(f(y) D -\Axg(x, z))) (c) (z k o m m t frei i n 
A y ( / ( y p - n A * g ( * , s ) ) 
vor) 
A A V ^ A ^ (-.(/(%) Z>g{y, z7)) D (f(y7) D - . A % g ( * , z))) (e) (y k o m m t frei i n 
=>g(y»*/)) v o r ) 
A * V * , A y , ( - i ( / ( x ) Dg(y , * , ) ) D (/(y ;) D V * n g ( * , * ) ) ) (a) 
AxVz1Ay7(-n(f(x)'Dg{y,Zi))Z)\/x(f(yJ)'D-ng(x}z))) (f) (# k o m m t nicht frei 
i n f{y7) vor) 
Ax^z1Ay1Wx1(-n(f(x)'Dg(y,z1))Z)(f(y7)Z)-ig(xJ,z))) (f) (x k o m m t frei i n 
^ ( / ( * P g ( ^ * / ) ) v o r ) . 
I m letzten Schr i t t wurde die pränexe N o r m a l f o r m A N v o n A gewonnen. 
Dabei b i ldet der A u s d r u c k AxWzjAy^x^ das Präfix , der Ausdruck 
~n{f(x) ZD g(y, z-j)) D (/(v7) Z> -\g(xp z)) den K e r n der N o r m a l f o r m 1 . 
Übungsaufgaben: 
1. Beweise folgende Theoreme: 
a) A x ( A D B ) h A x A D A x B , 
b) A x ( A D B ) h V x A D V x B , 
c) h- A x ( A v B ) = A x A v B , wo B die G V x nicht frei enthält, 
d) [ - V X ( A A B ) E V X A A B , W O B die G V x nicht frei enthält, 
e) A x y ( f ( x , y) D f(y, x)), Axyz( f (x , y) A f(y, z) D f(x, z)) h- Ax(Vyf(x , y) 
O f ( x , x)). 
2. F o r m e folgende Sätze i n pränexe N o r m a l f o r m u m : 
a) - i A # ( V y / ( * , y) Z>g(x, z)) D Vz{f{x, z) A -iAyg(yt x))t 
b) Vx(Vxg{x, y) v f(x)) D Ax(g{x, y) A Vxg(y, x)) v f(y) A -,f(x), 
c) Ax(Vyg(xt y) D f(x)) = -Mx{f(x) v mAyg{y, x)). 
D a b e i s ind zunächst die v o n — i , D , A u n d V verschiedenen Operatoren 
vermit te ls der Def in i t ionen D l bis D 3 z u eliminieren, bevor das oben an-
gegebene Umformungsver fahren angewendet werden k a n n . 
1 Man beachte, daß die pränexe Normalform einer Formel nach unserem 
Konstruktionsverfahren nur bis auf freie Umbenennungen gebundener GV 
eindeutig festgelegt ist. Pränexe Normalformen lassen sich auch auf anderen 
Wegen als durch das oben angegebene Konstruktionsverfahren erzeugen, 
wobei man zu Formeln gelangt, die sich nicht nur durch freie Umbenennun-
gen gebundener GV voneinander unterscheiden. 
Kutschera, Elementare Logik 11. 
2.3.3 Die Adäquatheit des Kalküls $ 1 
W i r wollen uns n u n überzeugen, daß der Kalkül tyl eine adäquate 
Formal is ierung der P . L . darstellt , d . h . daß i n *ßl genau die p . l . wahren 
Sätze beweisbar s ind. D i e Überlegungen, die w i r d a z u anstel len, ent-
sprechen den Überlegungen zur a. l . Adäquatheit des Kalküls 911, die 
w i r i n 1.3.5 formuliert haben. Daher empfiehlt es s ich, diese Dar legungen 
zunächst noch e inmal ins Gedächtnis zurückzurufen. 
Zuerst untersuchen w i r die Widerspruchsfreiheit v o n *ßl. 
2.3.3.1 W i r nennen einen Kalkül $t p.l. widerspruchsfrei, w e n n i n R 
nur p . l . wahre Sätze beweisbar s ind. 
2.3.3.2 D e r Kalkül $ 1 ist p . l . widerspruchsfrei . 
Beweis : D i e A x i o m e nach A I bis A 3 haben w i r bereits als a . l . 
wahre Sätze erkannt. Sie s ind also auch p . l . wahre Sätze, d a j a die 
semantischen Festsetzungen der A . L . nach 1.3.2.3. i n den Festsetzungen 
2.2.2.1—c enthalten s ind. Das Axiomenschema A 4 liefert auch nur p . l . 
wahre Sätze, denn nach 2.2.2.8 g i l t : wenn eine Interpretat ion den 
Satz A x A [x] erfüllt, so erfüllt sie auch alle Sätze A [x/y] . N a c h 2.2.2.1—c3 
erfüllt also jede Interpretat ion den Satz A x A [ x ] D A [ x / y ] . D i e Regel R l 
erzeugt nach unseren früheren Überlegungen aus p . l . wahren Sätzen 
immer nur p . l . wahre Sätze u n d dasselbe gi l t auch für die Regel R 2 
nach 2.2.2.9 u n d 2.2.2.1—c3. 
D e m n a c h enthalten alle Beweise i n $ 1 nur p . l . wahre Sätze , so daß 
alle i n Sßl beweisbaren F o r m e l n p . l . wahr s ind. 
A u s der p . l . Widerspruchsfreiheit folgt dann auch die syntaktische 
Widerspruchsfreiheit v o n tyl i m Sinne v o n 1.3.5.5, da z. B . die Sätze 
der Gestalt A A —iA n icht p . l . wahr u n d also i n $ 1 nicht beweisbar s ind. 
W i r nennen einen Kalkül 51 p.l. widerspruchsfrei i.e.S., wenn aus 
dem Bestehen einer Ablei tbarkei tsbeziehung A v . . . , A m h - Ä B die p . l . 
Gültigkeit des Schlusses A v . . . , A m B folgt. W i r haben oben am 
Beispiel der Beziehung A [x] h- A x A [x] (vgl. 2.4.2 M T 4 ) schon gesehen, 
daß $ 1 nicht p . l . widerspruchsfrei i .e.S. ist . E s gi l t aber: A u s dem Be-
stehen der Beziehung A v . . . , A m h - 0 B folgt die p . l . Gültigkeit des 
Schlusses Av..., A m + B . D e n n aus Av..., A ^ f—0 B erhalten wir mit 
M T 4 I - A 1 D ( A 2 D . . . Z ) ( A m D B ) . . . ) u n d m i t T 3 7 l - A 1 A . . . A A M D B . 
Dieser Satz ist also nach 2.3.3.2 p . l . wahr , u n d damit ist der Schluß 
A v . . . , A m B nach 2.2.2.7 p . l . gültig. 
Untersuchen w i r n u n die Vollständigkeit von ^$1! 
2.3.3.3 W i r nennen einen Kalkül R p . l . vollständig, wenn alle p . l . 
wahren Sätze i n R beweisbar s ind — p . l . vollständig i .e.S. (oder p . l . 
abgeschlossen), wenn aus der p . l . Gültigkeit des Schlusses A x , . . . , A m B 
das Bestehen der Ablei tungsbeziehung Av..., A m h - Ä B folgt. 
D a aus der p . l . Abgeschlossenheit die p . l . Vollständigkeit folgt, so 
genügt es z u zeigen: 
2.3.3.4 D e r Kalkül $ 1 ist p . l . abgeschlossen. 
W e n n w i r z u m Beweis dieses Satzes die Methode nach 1.3.5.7 ver-
wenden wol len , so empfiehlt es sich zunächst, den Begriff der Konsistenz 
einer Formelmenge (vgl. 1.3.5.8) unter Bezugnahme auf die Able i tungs-
beziehung h - 0 statt 1— z u definieren u n d so z u sagen: E i n e F o r m e l -
menge M ist konsistent, wenn es keine F o r m e l B gibt , so daß gilt M h 0 B 
u n d M r - 0 ~ i B . 
Ferner t r i t t be im Beweis des Hilfssatzes 1.3.5.10 dadurch eine 
Schwierigkeit auf, daß w i r n icht für beliebige m a x i m a l konsistente 
Mengen M+ aus der Tatsache, daß ein Satz A x A [x] nicht i n M+ enthalten 
ist , darauf schließen können, daß auch ein Satz der F o r m A [x/y] nicht 
i n M 4 " enthalten ist . W i r müssen uns also auf solche m a x i m a l konsistente 
Mengen stützen, für die dieser Schluß erlaubt ist . W i r wollen sie normale 
m a x i m a l konsistente Mengen nennen. W i r zeigen: 
2.3.3.5 Z u jeder endlichen konsistenten Formelmenge M gibt es eine 
normale m a x i m a l konsistente Menge M+. 
Zum Beweis dieses Satzes folgen w i r einem Gedanken v o n L . 
H E N K I N 1 : A , , A * , . . . sei eine A b z a h l u n g der F o r m e l n v o n x 7 , x2,... 
sei eine Folge aller G V aus ty. W i r setzen M0 = M u n d Mn + 1 = 
M M ^ { B [ x / y ] D AxB[x]}2, wenn die F o r m e l A M + 7 die Gestalt AxB [x] 
hat . y sei d a n n die erste G V der Folge x 7 , x2,..., die weder i n An + 1, 
n o c h i n den F o r m e l n aus Mn frei v o r k o m m t . H a t A n + 7 n icht die Ge-
stal t A x B [ x ] , so setzen w i r Mn+7 = Mn. M' sei die Vereinigung der 
1 Vgl. auch die Darstellung in [9], S. 311f, sowie die verwandten Beweis-
gedanken in [4] und [29]. 
2 Mn + i entsteht also aus Mn durch Hinzunahme der Formel 
B[x/y] D AxB[x]. 
Mengen Mn (n^ 0), d . h . M' enthalte genau die Sätze, die i n m i n -
destens einer der Mengen Mn vorkommen. M+ sei endl ich die m a x i m a l 
konsistente Menge z u M', die nach 1.3.5.9 existiert, wenn M' konsistent 
ist. W i r zeigen: 
a) M' ist konsistent. Ist eine Menge Mn + 7 inkonsis tent , so a u c h 
Mn. D e n n entweder ist Mn+ 7 m i t Mn identisch, oder Mn + 1 enthäl t 
eine zusätzliche F o r m e l B [x/y] D A x B [x]. In diesem F a l l erhalten 
wir aus 
Mn> B !>/y] => A x B M H 0 C A ~lC 
Mnh-0 (B[x/y] D A x B [ X ] ) D C A - I C 
Mn h - 0 A y ( ( B [x/y] D A x B [x]) D C A —iC) 
Mn h - 0 V y ( B [x/y] D A x B [x]) D C A —iC 
Mn h - 0 (AyB [x/y] D A x B [x]) D C A - . C 
Mn h - 0 (AxB [x] D A x B [x]) D C A — I C 
M w h 0 C A - . C 
M T 4 
T38 (y k o m m t n icht i n Mn hei 
vor) 
T48 (y soll i n C n i c h t frei v o r -
kommen) 
T51 (y k o m m t i n A x B [x] n icht 
frei vor) 
M T 6 , M T 5 
T l , R l . 
M0 = M ist aber nach der Voraussetzung v o n 2.3.3.5 konsistent , also 
sind alle Mn konsistent. Daraus folgt dann die Kons is tenz v o n M' wie 
unter 1.3.5.9. 
b) M+ ist normal . Ist A x B [ x ] nicht i n M + , so ist - i A x B [ x ] i n M + , 
da M+ m a x i m a l ist . E s ist aber B [ x / y ] D A x B [ x ] i n M+ für eine G V 
y, also auch —iAxB[x] D—iB [x /y] , also auch —iB[x/y]. B [ x / y ] ist dann 
also nicht i n M+ enthalten, da M + konsistent ist . 
D a m i t ist der Satz 2.3.3.5 bewiesen. W i r legen n u n den Beweis v o n 
1.3.5.10 zugrunde, wobei w i r M+ als normale m a x i m a l konsistente 
Menge ansehen können u n d 2B als p . l . Bewertung, u n d fügen i m Induk-
tionsschritt noch folgenden F a l l h i n z u : 
c) A habe die Gestalt A x B [ x ] . Ist A x B [ x ] i n M + , so s ind wegen 
T42 u n d R l alle F o r m e l n B [ x / y ] m i t M + verträglich u n d also i n M + . 
N a c h Induktionsvoraussetzung gilt dann 2ß(B [x/y]) = ro, also auch 
2B(AxB[x]) = to. Ist A x B [ x ] nicht i n M+, so ist wegen der Normalität 
v o n M + auch eine F o r m e l B [ x / y ] n icht i n M+. N a c h Indukt ions-
voraussetzung gilt dann 2B(B[x/y]) — f, also 2B(AxB[x]) = f. 
E s ist also jede endliche konsistente Formelmenge M s imultan er-
füllbar d u r c h eine p . l . Bewer tung 9B u n d nach den Überlegungen i n 
2.2.2 (vgl. insbesondere die Übungsaufgabe N r . 3 dieses Abschnitts) 
also auch d u r c h eine Interpretat ion 93. A u s diesem Resultat erhält man 
wie i m Beweis v o n 1.3.5.7 sofort den Satz 2.3.3.4, wenn m a n beachtet, 
daß aus d e m Nichtbestehen der Ableitungsbeziehung Av...,AmhB 
auch das Nichtbestehen der Ablei tungsbeziehung Av..., A m H 0 B folgt 1 . 
W i l l m a n i m Beweis des Satzes 2.3.3.4 nicht die p . l . Bewertungs-
semantik benützen, so k a n n m a n auch direkt eine Interpretation an-
geben, die M+ u n d also M s imul tan erfüllt. D a z u definiert m a n 93 
über der Menge der natürlichen Zahlen , ordnet vermittels 932 der w-ten 
G V die Z a h l n z u u n d setzt für 333'n(f) die Menge der w-tupel v o n natür-
l ichen Z a h l e n m v . . . , mn, für die die F o r m e l f ( # w ? J . . . , xmJ i n M + ist. 
E s gi l t d a n n für alle F o r m e l n A : 33(A) = m genau dann, wenn A i n 
M + ist . F ü r die A t o m f o r m e l n folgt das direkt aus der Def in i t ion v o n 
93. U n d ist die Behauptung bereits bewiesen für alle F o r m e l n v o m 
G r a d ^ m, so gi l t sie auch für alle F o r m e l n A v o m G r a d m + 7. Dabe i 
erledigen s ich die a. l . Fälle wie unter 1.3.5.7. H a t aber A die Gestalt 
A x B [ x ] , so g i l t : Ist 93(AxB[x]) = u>, so gi l t nach 2.2.2.8 93(B[x/y]) = m 
für alle G V y , also s ind nach Induktionsvoraussetzungen alle F o r m e l n 
B [ x / y ] i n M + , also ist wegen der Normalität von M+ auch A x B [ x ] i n 
M + . Ist aber 93(AxB [x]) = f, so gibt es ein 55 m i t SB = 93 u n d 93(B [x]) = f. 
N a c h D e f i n i t i o n v o n 932 gibt es dann eine G V y , für die gilt 93 (y) — 
93(x), n a c h 2.2.2.4 also 93(B[x/y]) = f. N a c h Induktionsvoraussetzung 
ist d a n n B [ x / y ] n icht i n M + u n d da M+ m a x i m a l ist , ist also auch 
A x B [ x ] n i c h t i n M+. — D a m i t ist gezeigt, daß 93 alle F o r m e l n aus 
M + u n d also alle F o r m e l n aus M erfüllt. 
W i e für den Kalkül 911 sieht m a n auch sofort ein, daß der Kalkül spi 
n icht s y n t a k t i s c h vollständig ist. 
D i e Frage der Unabhängigkeit der A x i o m e u n d Deduktionsregeln 
v o n ^pi ist nach dem Ergebnis 1.3.5.13 sehr einfach z u beantworten. 
1 Der erste vollständige Kalkül der P.L. wurde von F R E G E in [14] 
formuliert. Dieser Kalkül enthält neben den in den Übungen zu 1.3.5 an-
gegebenen a.l. Axiomen und Regeln das Axiom A4* und die Regeln R2, 
SR2 und SR3. Eine exakte Formulierung der Einsetzungsregeln wurde 
freilich erst später in [38] gefunden. Vgl. dazu [9], S. 289f. Der erste Voll-
ständigkeitsbeweis für einen p.l. Kalkül wurde von K. G Ö D E L in [26] 
angegeben. 
W i r deuten hier nur einen Unabhängigkeitsbeweis für R 2 u n d das Schema 
A 4 an u n d überlassen die restlichen Diskuss ion dem Leser als Übungs-
aufgabe. 
Belegen w i r die F o r m e l n m i t den W e r t e n to u n d f i m Sinne der A . L . , 
wobei w i r allen F o r m e l n der Gestalt A x A den W e r t f zuordnen , so 
erhalten die A x i o m e v o n $ 1 bei allen Belegungen den W e r t xo u n d R l 
erzeugt aus Sätzen m i t dem W e r t nur wiederum Sätze m i t d e m 
W e r t tü. F ü r R 2 gilt das hingegen nicht , wie das Beispie l der Prämisse 
( A D A ) D ( B D B) u n d der K o n k l u s i o n ( A D A ) D A X ( B D B) zeigt . 
R 2 ist also unabhängig. 
Belegen w i r umgekehrt die F o r m e l n der Gestalt A x A m i t dem W e r t 
co, so erzeugt R 2 aus Sätzen m i t dem W e r t ro i m m e r n u r Sätze m i t 
dem W e r t ro, während nicht alle Sätze nach dem Schema A 4 bei al len 
Belegungen den W e r t to annehmen, wie das Beispie l A x ( A A —iA) D 
A A —IA zeigt. 
Übungsaufgabe: 
Diskutiere die Frage der Unabhängigkeit der A x i o m e n s c h e m a t a u n d 
der Deduktionsregeln v o n <ßl i m D e t a i l ! 
2.4 Formalisierungen des natürlichen Schließens 
N a c h d e m w i r i m letzten A b s c h n i t t m i t dem Kalkül $ 1 bereits einen 
allen Ansprüchen der Präzision genügenden Kalkül der P . L . aufgebaut 
haben, bedarf es einer Begründung, wenn w i r i n diesem A b s c h n i t t noch 
weitere Formalis ierungen der P . L . zur Dars te l lung br ingen. 
W r ir haben den Kalkül *ßl vorangestellt , w e i l er die gebräuchlichste 
Gestalt eines axiomatischen Kalküls hat , eine Gestalt , die sich wegen 
ihrer E infachhei t auch d idakt i sch zur Einführung i n die F o r m a l i -
sierung der P . L . empfiehlt . D e r Kalkül ^31 bleibt aber i n einem P u n k t 
unbefriedigend: W e n n m a n v o n der D e f i n i t i o n der P . L . , der Abgren-
zung ihrer Theoreme u n d Schlüsse durch die semantischen Festlegungen 
nach 2.2 ausgeht, so ist der Übergang z u m Kalkül $ 1 m i t gerade diesen 
A x i o m e n u n d diesen Deduktionsregeln alles andere als zwingend. T a t -
sächlich k a n n m a n sich j a neben $ 1 auch beliebig viele p . l . Kalküle 
m i t anderen A x i o m e n u n d Deduktionsregeln einfallen lassen. In jedem 
F a l l ist die Adäquatheit eines solchen Kalküls nachzuweisen, bevor m a n 
i h n als Formal is ierung der P . L . ansprechen k a n n . E i n solcher Adäquat-
heitsbeweis ist i n keinem F a l l eine t r iv ia le Angelegenheit. So ist denn 
auch erst gut 50 Jahre nach der Aufs te l lung eines axiomatischen Systems 
der P . L . v o n F R E G E i n [14] der erste p . l . Vollständigkeitsbeweis von 
G Ö D E L i n [26] geführt worden. D i e Schwierigkeiten solcher V o l l -
ständigkeitsbeweise rühren n u n u . a. auch daher, daß zwischen den 
semantischen Regeln u n d den A x i o m e n u n d Deduktionsregeln des K a l -
küls keine einfache u n d unmittelbare Beziehung besteht. Daher liegt 
der Gedanke nahe, e inmal den Versuch z u machen, die semantischen 
Regeln direkt z u formalisieren u n d i n die Gestalt eines Kalküls z u 
bringen, so daß der Übergang v o n der Semantik z u m Kalkül zwingend 
u n d der Vollständigkeitsbeweis vereinfacht w i r d . 
Die Kalküle , die w i r i n diesem A b s c h n i t t angeben wohen, lassen 
sich als solche direkten Formalis ierungen der Semantik auffassen. Sie 
stellen so die theoretisch befriedigendste Kalkühsierung der P . L . dar. 
U n t e r dem Gesichtspunkt der Wiedergabe der semantischen Fest-
setzungen d u r c h Kalkülregeln k a n n m a n diese Systeme der P . L . auch 
als Formal is ierungen des natürlichen Schließens ansprechen. M i t dieser 
Beze ichnung meint m a n zunächst das Schließen, wie es i m A l l t a g u n d 
i n den Wissenschaften angewendet w i r d vor seiner wissenschaftlich-
logischen Systematis ierung. W e n n m a n die Methode dieses Schheßens 
allgemein charakterisieren w i l l , so w i r d m a n nicht davon ausgehen 
können, daß gewisse Schlußmethoden besonders natürlich u n d evident 
s ind , sondern m a n k a n n sagen: das natürhche Schheßen gründet sich 
darauf, daß die Gültigkeit v o n Schlüssen aus der logischen S t r u k t u r 
der Prämissen u n d K o n k l u s i o n e n u n d den semantischen Festlegungen 
über die logischen Operatoren gewonnen w i r d . Tatsächhch k a n n ja die 
Gültigkeit eines Schlusses n u r v o n dem eingesehen werden, der die 
Sprache versteht, i n der die i m Schluß verbundenen Sätze formuhert 
s i n d — der Gebrauch der semantischen Festsetzungen ist also notwendig 
für das natürliche Schließen. U n d die semantischen Regeln sind i n 
Abwesenhei t logischer Kalküle auch die einzigen logischen Gegeben-
heiten, auf die sich ein Gültigkeitsbeweis stützen k a n n . Das natürhche 
Schließen orientiert s ich also direkt an den semantischen Festsetzungen 
u n d eine Formal i s ie rung des natürhchen Schließens muß daher die 
Gestal t einer Formahs ierung der Semantik annehmen. 
F ü r die A . L . spiegelt sich das Verfahren des natürhchen Schließens 
e t w a i n der Methode der Wahrhe i t sentwick lung der Sätze nach 1.2.4 
w i d e r . Diese Methode schließt sich direkt an die Bedeutungsfestlegungen 
für die a . l . Operatoren d u r c h die Wahrheitstabel len an u n d erscheint so 
i n t u i t i v besonders durchsicht ig u n d natürlich. F ü r die P . L . hat zuerst 
G E R H A R D G E N T Z E N i n [25] Kalküle des natürlichen Schließens auf-
gestellt. Die p . l . Rege ln seiner Kalküle N J u n d N K sind dann insbeson-
dere von W . V . Q U I N E i n [56] u n d [59] der Idee des natürlichen Schl ie-
ßens noch besser angepaßt worden . Die eleganteste F o r m nehmen 
diese Kalküle jedoch an , w e n n m a n z u r Sequenzen-Schreibweise über-
geht, wie das G E N T Z E N vorgezeichnet hat . E i n e zweite E n t w i c k l u n g s -
reihe der Formal i s ierungen des natürlichen Schließens geht v o n der 
Methode der semantischen T a f e l n v o n E . W . B E T H i n [4] aus. A u c h 
die Grundgedanken dieser F o r m a l i s i e r u n g lassen sich am besten i n der 
F o r m eines Sequenzenkalküls z u m A u s d r u c k bringen. 
I m folgenden wol len w i r be i der D a r s t e l l u n g der Kalküle des natür-
lichen Schließens aber n i c h t diesen historischen E n t w i c k l u n g s l i n i e n 
folgen, sondern m i t der F o r m a l i s i e r u n g der B E r a s c h e n Gedanken i m 
Sequenzenkalkül Sß2 beginnen, der die Idee des natürlichen Schließens, 
wie w i r sie oben formul ier t haben, besonders k l a r z u m A u s d r u c k br ingt . 
A u f die Methode der semantischen Tafe ln geht dann der A b s c h n i t t 
2.4.1.4 ein. I m A b s c h n i t t 2.4.2 gewinnen w i r aus <ß2 direkt den G E N T Z E N -
schen Sequenzenkalkül ^33, für den eine eigene semantische Begründung 
angegeben w i r d , die eine k u r z e Charakter i s ierung auch der in tu i t ion is t i -
schen L o g i k ermöglichen sol l . A u f den Kalkül N K von G E N T Z E N u n d 
seine M o d i f i k a t i o n nach Q U I N E endl i ch k o m m e n wir i m A b s c h n i t t 
2.4.2.5 z u sprechen. I m Z e n t r u m unserer A u f m e r k s a m k e i t sollen aber 
vor al lem die Sequenzenkalküle <p2 u n d $ 3 stehen, ihre semantische 
Begründung u n d die A n a l y s e ihres Beweisbegriffes. W e n n der U m g a n g 
m i t solchen Sequenzenkalkülen auf den ersten B l i c k vielleicht k o m p l i -
zierter erscheinen m a g , als der U m g a n g m i t Systemen wie <pi, so hoffen 
wir doch, daß der Leser an dieser Stelle schon die Scheu vor neuen 
Symbolismen verloren hat u n d s ich der Mühe der E inarbe i tung i n eine 
ungewohnte A u s d r u c k s f o r m i m H i n b l i c k auf die theoretische u n d prak-
tische Bedeutung solcher Sequenzenkalküle unterziehen w i r d . 
2.4.1 Der Kalkül $ 2 
2.4.1.1 Der Aufbau des Kalküls <p2. D e m Kalkül $2 , den wir als 
eine erste F o r m a l i s i e r u n g des natürlichen Schließens zur Darstel lung 
bringen wollen, l iegt folgender Gedanke zugrunde : B e i der a. l . Methode 
der W a h r h e i t s e n t w i c k l u n g geht m a n aus v o n den möglichen Wahrheits-
annahmen für die a tomaren Bestandte i le eines Satzes A , dessen a. l . 
Wahrhe i t geprüft werden so l l , u n d sucht z u zeigen, daß A für jede dieser 
A n n a h m e n auf G r u n d der Bewertungsregeln den Wert w annimmt. 
Ebenso hätte man ein indirektes V e r f a h r e n zur A n w e n d u n g bringen 
können, bei dem m a n versucht , eine B e w e r t u n g z u konstruieren, die 
dem Satz A den W e r t f zuordnet . D a n n w i r d m a n v o n der Wahrhei ts -
annahme f für A ausgehen u n d vermit te l s der Bewertungsregeln auf die 
Wahrheitswerte der Teilsätze v o n A zurückschließen u n d so eine W a h r -
heitswertverteilung für die Atomsätze v o n A aufsuchen, die A den W e r t 
f zuordnet u n d so zeigt, daß A n i c h t v o n allen Bewertungen erfüllt 
w i r d , also nicht a.l . wahr ist . Scheitert m a n bei diesem Versuch, eine 
Bewertung z u konstruieren, die A n icht erfüllt, so weiß m a n , daß es 
keine solche Bewertung gibt , daß also alle Bewertungen A erfüllen, u n d 
hat damit einen Beweis für die a . l . W a h r h e i t v o n A . 
D a z u einige Beispiele : 
I) W i r untersuchen die F o r m e l p v —\p auf ihre a . l . Wahrhe i t u n d 
gehen also v o n der A n n a h m e aus, es sei W(p v —\p) = f für eine Bewer-
tung 5B. D a n n muß nach 1.3.2.1—c gelten 2B(/>) = f u n d 2B(-#) = f, 
nach 1.3.2.1—a also 2B(^ >) = ro. N u n gibt es aber keine Bewertung 2B, 
die einer F o r m e l zugleich die W e r t e ro u n d f zuordnet — eine Bewertung 
sollte ja eine F u n k t i o n sein u n d eine F u n k t i o n n i m m t für jedes A r g u -
ment nur einen W e r t an . E s k a n n also n i c h t gelten 2B(^ >) = to u n d 
%ß(p) = f, also ist die F o r m e l p v —\p logisch wahr . 
II) W i r untersuchen die F o r m e l ((p Z)q)'Dp)Z)q u n d gehen von 
der A n n a h m e aus, es sei 2B(((^ > Z> q) Z> p) D q) = f. D a n n finden wir 
nach 1 . 3 . 2 . 1 - d : a) 2B((/> D q) Z>p) = ro u n d b) W{q) = f. A u s (a) folgt : 
c) 2B(£ D q) = f oder d) 2B(£) = ro. A u s (c) folgt aber 2B(£) = ro u n d 
%ß(q) = f. E i n e B e w e r t u n g 3B, für die gi l t 2B(/>) = ro u n d 3%) = f 
erfüllt also die F o r m e l ((p D q) D p) Z ) q n i cht , d . h . diese F o r m e l ist 
nicht a. l . wahr. 
III) W i r untersuchen n u n die p . l . F o r m e l VxAyf(x, y) D AyVxf(x,y) 
u n d nehmen an, es sei %R(VxAyf(x, y) D AyVxf(x, y)) = f, wobei 2ß nun 
eine p . l . Bewertung sei. D a n n gi l t $B(VxAyf(x, y)) = ro u n d %B(AyVx 
{{x} y)) = f. Daraus folgt , daß es G V u u n d v gibt, so daß gilt 
$B{Ayf(u, y)) = ro u n d 2B(V#/(#, v)) == f. Insbesondere muß dann auch 
gelten 2B(/(«, u)) = 9B(/(«, v)) = ro u n d 2B(/(«, v)) = 3B(/(v, v)) = f. 
N u n gibt es aber keine B e w e r t u n g 2B, für die gelten könnte 9B(/(w, v)) = ro 
u n d 9B(/(w, v)) = f, u n d daher g ibt es auch keine Bewertung, für die 
gi l t ZB(VxAyf(xf y) D AyVxf(x, y)) = f. 
Dieses Verfahren ist auch dann anwendbar, wenn gezeigt werden 
soll , daß eine F o r m e l A logisch falsch ist — dann hat m a n v o n der A n -
nahme $B(A) = tD auszugehen — oder allgemein, wenn gezeigt werden 
sol l , daß ein Schluß Av..., A m B v . . . , B n logisch gültig is t — d a n n 
hat m a n v o n der A n n a h m e ©(AJ = . . .== 2B(A m ) == ro u n d 2B(BX) = 
. . . = 2B(Bn) = f auszugehen. 
Das bisher nur lose angedeutete Verfahren soll n u n z u einem formalen 
Beweisverfahren präzisiert werden i m Kalkül *ß2. D a b e i legen w i r i m 
folgenden die i n 2.2.2 dargestellte p . l . Bewertungssemantik zugrunde , 
für welche die Gedanken der F o i m a b s i e r u n g etwas durchsicht iger wer-
den. A u s der Äquivalenz v o n Bewertungs- u n d Interpretat ionssemantik 
ergibt sich aber sofort auch die Übertragung der nachstehenden Über-
legungen i n die Interpretationssemantik. 
A u n d T seien i m folgenden immer Re ihen v o n F o r m e l n , die d u r c h 
K o m m a t a getrennt s ind. Diese Re ihen können e v t l . n u r eine F o r m e l 
enthalten oder auch gar keine. Ist ( A ; T) das geordnete P a a r v o n F o r m e l -
mengen, dessen erstes G l i e d die Menge der F o r m e l n aus A , dessen 
zweites G l i e d die Menge der F o r m e l n aus T ist, so können w i r durch 
( A ; T) eine Wahrhei tsannahme 2B charakterisieren, die alle F o r m e l n 
aus A erfüllt, aber keine der F o r m e l n aus !~. 
D i e Schrit te unseres Beweisverfahrens bestehen n u n i n der E r z e u -
gung v o n Wahrhei tsannahmen aus Wahrhe i t sannahmen, also v o n 
Paaren ( A ; I") aus Paaren ( A ' ; P ) . E i n e F o r m a l i s i e r u n g dieses Ver -
fahrens muß aber ein syntaktisches Verfahren ergeben, i n dem A u s -
drücke aus Ausdrücken erzeugt werden. Daher wol len w i r die Paare 
( A ; T) durch Ausdrücke repräsentieren. 
2.4.1.1.1 A l s Sequenz (kurz SQ) bezeichnen w i r einen A u s d r u c k der 
Gestalt Av..., A m =>- B v . . . , B n , wo Av..., A m , B v . . . , B n F o r m e l n von 
*P s ind. D i e F o r m e l n Av..., A m bezeichnen w i r auch als Vorderformeln 
(kurz V F ) , die F o r m e l n B v . . . , B n als Hinterformeln (kurz H F ) der S Q . 
W i r lassen z u , daß entweder die Menge der V F oder die Menge der H F 
einer S Q leer ist . A u c h die Ausdrücke B v . . . , B n u n d Av. . . , A m 
nicht aber das Zeichen s ind also S Q . 
2.4.1.1.2 W i r sagen, eine S Q A T repräsentiere eine Wahrhei ts -
annahme <A'; P ) , wenn A m i t A ' u n d T m i t P ident isch ist . U n d wir 
sagen, eine Bewertung 2B erfülle eine S Q E, wenn 2B alle V F v o n 27, aber 
keine H F von E erfüllt. 
Welcher Sprache gehören n u n die S Q als Ausdrücke an? Die S Q -
Formeln , d . h . die V F u n d H F , gehören der Sprache $ an, nicht h i n -
gegen das Zeichen A l s o s ind die S Q keine Ausdrücke von fy. W i r 
können aber z u <ß eine Sprache S$' b i lden, deren F o r m e l n gerade die 
S Q s ind. ist dann die Objektsprache, auf die w i r uns beziehen, wenn 
wir über S Q reden u n d SQ-Kalküle formulieren. 
D i e Reihenfolge u n d die Häufigkeit, m i t der m a n die Elemente einer 
Menge nennt, spielt für die Abgrenzung dieser Menge keine Ro l le . Daher g i l t : 
<A, A , B , A ' ; r> = < A , B , A , A ' ; T>, <A; f~, A , B , P> = ( A ; F~, B , A , P ) , 
<A, A , A ; T> - <A, A ; T> u n d <A; A , A , T> = <A; A , l~>. Hingegen be-
w i r k t eine Veränderung der Reihenfolge oder der Häufigkeit des V o r -
kommens der Bestandteile eines Ausdrucks eine Veränderung des 
A u s d r u c k s selbst: so ist z. B . baabb ein anderer A u s d r u c k als ab. Daher 
gelten die analogen Identitäten für S Q nicht . I m H i n b l i c k auf unsere 
A b s i c h t , d u r c h S Q Wahrhei tsannahmen z u repräsentieren, werden wir 
demnach unter die Deduktionsregeln von S$2 folgende Regeln aufneh-
men, die diese Diskrepanz zwischen Paaren v o n Formelmengen u n d S Q 
wieder aufheben: 
V T : A , A , B , A ' P - A , B , A , A ' r (Regel der vorderen Vertauschung) 
H T : A + r , A , B , P h- A =*- T, B , A , P (Regel der hinteren Vertauschung) 
V B : A , A , A =>• r H A , A =>- V (Regel der vorderen K o n t r a k t i o n ) 
H R : A A , A , T r - A A , T (Regel der hinteren K o n t r a k t i o n ) 1 . 
Diese Regeln bezeichnen wir auch als Strukturregeln. W e n n m a n 
A n w e n d u n g e n der Strukturregeln nicht expl iz i t hervorhebt, wie w i r 
das i m folgenden oft t u n werden, so behandelt m a n S Q prakt isch wie 
geordnete Paare v o n Formelmengen. D a d u r c h können keine U n k l a r -
heiten entstehen. W i c h t i g ist es nur , i m Auge z u behalten, daß i n for-
malen SQ-Kalkülen die S Q pr inz ip ie l l als Ausdrücke angesehen werden 
müssen. 
W e n n w i r uns der Kürze wegen zunächst auf die Grundoperatoren 
beschränken, so erhalten w i r aus den Bewertungsbedingungen i n 1.3.2 
u n d 2.2.2 folgende Beziehungen: 
2.4.1.1.3 
a) W e n n 2ß die S Q A , - n A =*- V erfüllt, so auch die S Q A A , f. 
1 ,,1—" ist nun das Ableitbarkeitssymbol für $2, das zwischen S Q steht. 
b) W e n n 2B die S Q A - i A , T erfüllt, so auch die S Q A , A r. 
c) W e n n 2ß die S Q A, A D B =>- T erfüllt, so auch die S Q A A , T 
oder A, B T. 
d) W e n n 9B die S Q A A D B , T erfüllt, so auch die S Q A , A B , l~ . 
e) W e n n 2B die S Q A, A x A [ x ] =>- T erfüllt, so au c h die S Q 
A, A [x/y] T für eine beliebige G V y . 
f) W e n n die S Q A =>- A x A [ x ] , T erfüllbar ist, so auch die S Q 
A A [x/y] , T, wobei y eine G V ist, die i n den F o r m e l n aus A , T u n d 
i n A x A [ x ] nicht frei v o r k o m m t . 
Anstel le der letzten Beziehung erhält m a n zunächst die B e d i n g u n g : 
W e n n 2ß 7 die S Q A =>• A x A [ x ] , T erfüllt, so gibt es eine G V z, so 
daß 2B; die S Q A A [ x / z ] , T erfüllt. Ist z = y , so gi l t also auch (f). 
Ist z ^ y , so sei cp eine eineindeutige A b b i l d u n g der Menge V der G V 
v o n auf sich selbst, so daß gi l t <p(x) — x für alle G V x , die frei i n 
den F o r m e l n A, l~ , A x A [ x ] vorkommen, u n d q>(y) = z. W i r definieren 
dann eine Bewertung 2B2 durch 2 B 2 ( f ( x 1 , . . . , x n)) = 2 B 1 ( f ( ^ ( x 1 ) , . . 9 ? ( x n ) ) ) 
für alle A t o m f o r m e l n f ( x x , . . . , x n ) . D u r c h I n d u k t i o n n a c h d e m G r a d 
der F o r m e l n A [ x x , . . . , x j , i n denen x v . . . , x n jeweils die einzigen frei 
vorkommenden G V seien, sieht m a n dann sofort ein, daß al lgemein 
gilt 2 B 2 ( A [ x x , . . . , x j ) = 2 B X ( A [ x ^ f o ) , . .., xJ<p(xQ)]). E s gi l t i n 
unserem F a l l also insbesondere 2B 2(A) — 2BX(A) für alle F o r m e l n A aus 
A, r u n d 2B 2 (A[x/y]) = SB^Afx /z ] ) = f. 2B2 erfüllt also die S Q 
A A [x/y] , T 1 . 
D ie Bedingungen 2.4.1.1.3 sollen n u n i n Deduktionsregeln unseres 
Kalküls S$2 übersetzt werden. I m F a l l der Bedingung (c) treten dabei 
z u einer Prämisse zwei K o n k l u s i o n e n auf. E i n e Beweiskonstrukt ion 
k a n n daher i n $ 2 etwa folgende Gestalt annehmen: 
1 Im Rahmen der Interpretationssemantik hätte man hier so zu argu-
mentieren: Gilt 33i(AxA[x]) = f, so gibt es eine Interpretation 23j mit 
SBX = SBX und SBx(A[x]) = f. Ist y mit x identisch, so erfüllt also 2^ die 
S Q A A[x/y], T. Andernfalls wählen wir eine Interpretation $ 2 mit 
932 = 5ÖX und 2)2(y) = ÜB^x), so daß nach 2.2.2.4 gilt 932(A[x/y]) = f. 332 
erfüllt in diesem Fall also die S Q A A[x/y], f. 
A) * (AD - I A ) => —iA oder als Schema B) E1 
A D —iA *>• —iA d EN 
=>- A , —iA —iA =>- - i A c E1U E112 
=>- -nA, A HT ^ l i l l ^1121 ^1122 
A ~ A b : : 
W i r erhalten also eine F i g u r v o n der Gestalt eines auf dem K o p f 
stehenden Baumes m i t der W u r z e l EV A l s Ast eines solchen Baumes 
bezeichnet m a n eine Folge v o n S Q , die m i t EX beginnt u n d deren 
(n + l)-tes G l i e d EQL oder EE2 ist, wenn EQ das n-te G l i e d der Folge ist. 
Q stehe dabei für eine Folge der Zi f fern , , 1 " u n d „ 2 " . 
D a eine exakte Beschreibung solcher Beweisfiguren nicht ganz 
unkompl iz ier t ist, erweist es sich für theoretische Zwecke als günstig, 
die Beweise i n ^ß2 nicht als Bäume, sondern als lineare Folgen von 
Zeilen anzuschreiben, die jeweils eine oder mehrere, dann durch „ ; " 
getrennte S Q enthalten. Unsere Beispiele s ind demnach umzuschreiben 
i n die F o r m : 
A') (A D -nA) D -nA 
A D —iA =>- - iA 
A, —iA 
-nA, A 
A + A 
B') Zx 
^111 * ^112 
^1111 > ^112 
1^111> 1^121> 
nA * -iA 
nA =>- - n A 
"•A =>- lA - ^ i i i i , E-iiot j ^1122 
2.4.1.1.4 E i n e oder mehrere, dann durch das Zeichen getrennte 
S Q bezeichnen w i r als Sequenzen-Satz (kurz SS). D i e S Q , aus denen 
e in SS besteht, bezeichnen w i r als seine Konstituenten. W i r lassen auch 
leere SS z u , d . h . SS , die keine Konst i tuenten enthalten. A u c h die SS 
können w i r als Ausdrücke der Objektsprache S$' auffassen, wenn w i r 
z u den Grundzeichen dieser Sprache das S y m b o l hinzunehmen. 
SS repräsentieren dann mehrere alternative Wahrhei tsannahmen 
— v g l . die B e d i n g u n g 2.4.1.1.3—c — u n d w i r sagen daher: 
2.4.1.1.5 E i n e Bewer tung erfüllt einen SS , wenn sie mindestens einen 
seiner Kons t i tuenten erfüUt. 
Beweise i n <ß2 nehmen also die F o r m v o n linearen Folgen v o n SS 
a n . Für manche Zwecke erweist es sich auch als günstig, die i n den 
Bedingungen 2.4.1.1.3 jeweils i n den K o n k l u s i o n e n e l iminier ten F o r -
meln der Prämissen, die sog. Hauptformeln, auch i n den K o n k l u s i o n e n 
mitzuführen. I m F a l l der Bedingung (e) ist das für die Vollständigkeit 
des Kalküls sogar notwendig. Offenbar gelten die B e d i n g u n g e n 2.4.1.1.3 
auch i n dieser Formul ie rung . D a n n nehmen die Regeln v o n Sp2 folgende 
Gestalt a n : 
2.4.1.1.6 
V T : 27; A, A , B , A ' =>- f"; 27' H27 ; A, B , A, A ' l~;27' 
Dabei s ind 27 u n d 27' (evtl. leere) SS , i n denen gewisse K o n s t i t u e n t e n 
der Prämisse wie i n den Beispielen (A') u n d ( B ' ) unverändert m i t -
geführt werden. D i e näher spezifizierte S Q der Prämisse nennen wir 
Haupt-SQ, die näher spezifizierten S Q der K o n k l u s i o n Neben-SQ der 
Regelan wendung. 
H T : 27; A * r, A, B , P ; 27' H27 ; A 1~, B , A , P ; 27' 
V R : E\ A, A, A - l~;E'\-E\ A, A + T\E' 
H R : 27; A A, A, l~; 27'1-27; A ^ A, T;27' 
V N : 27; A, - i A * V\E'Y-E\ A , - i A - A, V\E' 
(Regel der vorderen Negationsbeseitigung) 
Die näher spezifizierte F o r m e l der H a u p t - S Q bezeichnen wir hier 
u n d i n den folgenden anderen logischen Regeln, i m Gegensatz z u den 
Strukturregeln, als Hauptformel, die näher spezifizierten F o r m e l n der 
N e b e n - S Q , die v o n der H a u p t f o r m e l verschieden s ind, als Nebenformeln. 
H N : 27; A =>- —iA, V;E'\~E; A, A - . A , (~; E' 
(Regel der hinteren Negationsbeseitigung) 
VI: E\ A, A D B + [~;27'r~27; A, A D B - A, I"; A, A D B , B r ; 2 " 
(Regel der vorderen Imphkationsbeseitigung) 
HI: 27; A A D B , T ; 2 " h-27; A, A - B , A D B , T ; 2 7 ' 
(Regel der hinteren Imphkationsbeseitigung) 
V A : 27; A, AxA [x ] ^ [~; 27' h- 27; A, AxA[x], A[x /y] ^ r; E', 
wo y eine beliebige G V ist. (Regel der vorderen Allbeseitigung) 
H A : 27; A =>- AxA[x], l ~ ; 27'h-27; A ^ A [ x / y ] , AxA[x], T ;27', 
wo y eine G V ist, die i n den F o r m e l n der H a u p t - S Q nicht frei 
v o r k o m m t (Regel der hinteren Allbeseit igung). 
Der Beweisbegriff für $ 2 ist dann wie folgt z u formulieren: 
2.4.1.1.7 A l s Herleitung aus einer S Q 27 i n *ß2 bezeichnen w i r eine 
Folge von SS, deren erstes G l i e d E ist u n d deren sämtliche übrigen 
Glieder aus dem ihnen unmit te lbar vorhergehenden G l i e d der Folge 
durch einmalige A n w e n d u n g einer der Deduktionsregeln v o n <ß2 her-
vorgehen. 
2.4.1.1.8 W i r nennen eine S Q geschlossen, wenn eine ihrer V F auch als 
H F auftr i t t , d . h . wenn sie die Gestalt A , A , A ' =>- l~ , A , P hat. E i n e n 
SS nennen w i r geschlossen, wenn alle seine Konst i tuenten geschlossen 
s ind. 
2.4.1.1.9 A l s Beweis einer S Q 27 i n $ 2 bezeichnen w i r eine Her le i tung 
aus 27 i n Sp2, die einen geschlossenen SS enthält . Ist eine S Q 27 i n S$2 
beweisbar, so schreiben w i r auch r-27. Ist die S Q A T i n ^32 beweis-
bar, so nennen w i r auch den Schluß A l~ , den sie repräsentiert, 
beweisbar i n Sß2x. 
D i e H e r l e i t u n g (A') ergibt so z. B . einen Beweis i n S$2, wenn m a n die 
H a u p t f o r m e l n i n den K o n k l u s i o n e n mitführt. S$2 ist also ein Kalkül, 
der keine A x i o m e enthält , sondern n u r Deduktionsregeln. E i n Beweis 
i n ^$2 beginnt i m Gegensatz z u den axiomatischen Kalkülen m i t dem zu 
beweisenden A u s d r u c k u n d endet m i t gewissen ausgezeichneten 
Ausdrücken, den geschlossenen S Q , die i n axiomatischen Kalkülen 
als A x i o m e anzusprechen wären u n d dort an der Spitze der Beweise 
stünden. 
D a s Beweisverfahren i m Kalkül $ 2 wollen w i r später einüben, 
wenn w i r auch Regeln für die übrigen logischen Operatoren zur Ver-
fügung haben. Je tz t wenden wir uns dem Adäquatheitsbeweis für $ 2 z u . 
2.4.1.2 Die Adäquatheit des Kalküls $ 2 . W i r gehen v o n folgenden 
Sätzen aus : 
2.4.1.2.1 E i n Schluß A V ist p . l . gültig genau dann, wenn die S Q 
A =>• V n icht erfüllbar ist. 
1 Aus der Beweisbarkeit eines Schlusses £ in *ß2 folgt auch die Beweis-
barkeit aller SQ, die E repräsentieren, denn diese lassen sich ja vermittels 
der Strukturregeln aus einer beliebigen SQ gewinnen, die E repräsentiert. 
Das folgt unmit te lbar aus den Def ini t ionen 2.2.2.7 u n d 2.4.1.1.2, 
sowie dem Satz über die Äquivalenz v o n Bewertungs- u n d In terpre ta -
tionssemantik i n 2.2.2. 
2.4.1.2.2 E i n geschlossener S S ist nicht erfüllbar. 
Das ergibt sich sofort aus 2.4.1.1.8, 2.4.1.1.2 u n d der schon oben 
benützten Tatsache, daß keine Bewertung ein u n d derselben F o r m e l 
die Werte vo u n d f zuordnen k a n n . 
2.4.1.2.3 Ist die Prämisse einer der Deduktionsregeln v o n S$2 erfüll-
bar, so auch deren K o n k l u s i o n . 
D a die von der H a u p t - S Q verschiedenen S Q der Prämisse i n der 
K o n k l u s i o n unverändert auftreten, muß m a n sich n u r überlegen, daß 
aus der Erfüllbarkeit der H a u p t - S Q die Erfüllbarkeit einer der N e b e n -
S Q folgt. Das ist aber für die Strukturregeln t r i v i a l u n d für die l o g i -
schen Regeln folgt es direkt aus den Bedingungen 2.4.1.1.3. 
2.4.1.2.4 D e r Kalkül $ 2 ist p . l . widerspruchsfrei i . e. S. 
Beweis : Ist ein Schluß A F u n d damit die S Q A =>- T i n <ß2 beweis-
bar, so gibt es nach 2.4.1.1.9 eine Her le i tung aus A =>- f~, die einen 
geschlossenen SS E enthält . E ist nach 2.4.1.2.2 nicht erfüllbar, also 
ist nach 2.4.1.2.3 auch A => F nicht erfüUbar u n d somit ist A -** f n a c h 
2.4.1.2.1 p . l . gültig. 
Für den Beweis der p . l . Vollständigkeit v o n *ß2 müssen w i r uns auf 
die Ex is tenz v o n Herle i tungen m i t einer gewissen Vollständigkeits-
eigenschaft stützen: 
2.4.1.2.5 Ist § eine Her le i tung aus einer S Q E7 i n $ 2 , so nennen w i r 
eine Folge g v o n S Q , die aus jedem SS v o n § genau einen K o n s t i t u e n t e n 
enthält, einen Ast v o n £ , wenn g i l t : das (n + 7)-te G l i e d En + 1 v o n JJf 
(n^ 1) ist m i t dem n-ten G l i e d En von $ identisch oder es ist eine Neben-
S Q von En. 
2.4.1.2.6 W i r nennen eine Her le i tung § aus E vollständig, wenn für 
jeden A s t g von § , der keine geschlossene S Q enthält , g i l t : Jede nicht-
atomare V F bzw. H F (einer SQ) v o n g t r i t t i n (einer S Q von) gf als 
vordere bzw. hintere H a u p t f o r m e l auf, u n d z u jeder G V y , die frei i n 
einer F o r m e l v o n JJ v o r k o m m t u n d z u jeder V F v o n g der Gestalt 
A x A [ x ] , t r i t t i n g die V F A [x/y] auf. 
2.4.1.2.7 Z u jeder S Q E g ibt es eine vollständige Her le i tung aus E 
i n $ 2 . 
Der Beweis dieses Satzes soll später i n anderem Zusammenhang 
nachgeholt werden. Zunächst wollen w i r i h n benützen, u m die V o l l -
ständigkeit v o n <ß2 nachzuweisen. 
2.4.1.2.8 D e r Kalkül $ 2 ist p . l . vollständig i . e. S. 
W i r zeigen: Ist der Schluß A V n icht i n ^ß2 beweisbar, so ist 
A T nicht p . l . gültig. Daraus folgt durch Kontrapos i t ion die Behaup-
tung. Ist A V n icht i n ^ 2 beweisbar, so gibt es nach 2.4.1.2.7 eine 
vollständige H e r l e i t u n g § aus A l ~ , die keinen geschlossenen SS ent-
hält. A lso gibt es einen A s t 2r v o n der keine geschlossene S Q enthält. 
D a alle F o r m e l n einer H a u p t - S Q auch i n den zugehörigen N e b e n - S Q 
auftreten, s i n d j a alle i n einem A s t auf eine geschlossene S Q folgenden 
S Q geschlossen. Gäbe es also i n jedem A s t g i v o n $ eine geschlossene 
S Q i n der Zeile nit so enthielte der SS v o n § m i t der größten dieser 
Zei lennummern einen geschlossenen SS. W i r definieren n u n bzg l . g 
eine Bewer tung 2B, v o n der gezeigt werden sol l , daß sie die S Q A =>• f 
erfüllt. T* sei die Menge der G V , die i n den A t o m f o r m e l n v o n g vor-
k o m m e n . D i e F u n k t i o n cp bi lde die Menge V aller G V v o n auf T* 
ab, so daß !~* identisch auf f~* abgebildet w i r d (d. h . es gil t cp (x) = x 
für alle x aus W i r setzen d a n n : 
2B(A) = to, wenn A eine atomare V F v o n g ist , 
2B(A) = f, wenn A eine atomare H F v o n g ist, 
2B(A) erhält einen beliebigen Wahrheitswert , wenn A eine A t o m f o r m e l 
m i t G V n u r aus i ~ * ist , die i n g nicht v o r k o m m t , u n d 
2 B ( f ( x p . . . , x n)) = 9 B ( % ( X l ) , . . .,9>(xJ)) für alle n-stelligen P V f u n d 
alle G V x x , . . . , x n aus P 
Diese D e f i n i t i o n v o n 2B ist korrekt , d a eine A t o m f o r m e l A v o n g 
n icht zugleich als V F u n d als H F i n g auftreten k a n n . K ä m e A i n einer 
S Q v o n g als V F , i n einer anderen S Q v o n g als H F vor , so wäre j a die 
spätere dieser beiden S Q bzgl . A geschlossen, d a die spätere S Q alle 
F o r m e l n der früheren enthält . D a s steht aber i m W i d e r s p r u c h zur 
A n n a h m e über g . 
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D u r c h I n d u k t i o n nach dem Formelgrad v o n A f indet m a n sofort, 
daß für alle F o r m e l n A g i l t : 1) 2B(A[x]) = 2B(A[<p(x)]). 
W i r zeigen nun d u r c h I n d u k t i o n nach dem F o r m e l g r a d , daß 9B alle 
V F v o n g erfüllt, aber keine H F v o n g . N a c h D e f i n i t i o n v o n 2B gi l t 
das sicher für alle A t o m f o r m e l n von g . Sei n u n die B e h a u p t u n g schon 
bewiesen für alle F o r m e l n v o m G r a d ^ m v o n g u n d sei die F o r m e l A 
v o n g v o m G r a d m + 7. D a n n finden w i r : H a t A die Gestal t —iB 
u n d ist A V F v o n g , so t r i t t —iB wegen der Vollständigkeit v o n § i n g 
als H a u p t f o r m e l auf u n d B t r i t t dann als zugehörige N e b e n f o r m e l i n 
g gemäß der Regel V N als H F auf. N a c h Indukt ionsvorausse tzung 
gi l t dann 2B(B) = f, also 2B(—iB) = ro. A n a l o g argument ier t m a n , 
wenn -nB H F von g ist. Sei nun A v o n der Gestalt B 3 C u n d sei A 
V F v o n g . Wegen der Vollständigkeit v o n S u n d n a c h V I t r i t t d a n n 
i n g B als H F oder C als V F auf. N a c h Indukt ionsvoraussetzung gi l t 
also 9B(B) = f oder 2B(C) = ro, also 2B(B D C) = ro. Ist B D C H F 
v o n g , so t r i t t wegen der Vollständigkeit v o n g B als V F u n d C als 
H F i n g auf, so daß nach InduktionsVoraussetzung g i l t 2B(B) = vo u n d 
2B(C) = f, also 2B(B D C) = f. Ist A eine V F v o n g der Gestal t AxB[x], 
so treten wegen der Vollständigkeit v o n £ alle F o r m e l n B [x /y ] m i t 
einer G V y aus I~* als V F von g auf, so daß nach Indukt ionsvoraus-
setzung gilt 2B(B[x/y]) = to für alle G V y aus T*. N a c h (1) gi l t dann 
aber 2B(B[x/z]) = ro für alle G V z, also 2B(AxB[x]) = ro. Ist A eine 
H F v o n g der Gestalt AxB[x], so t r i t t wegen der Vollständigkeit v o n 
§ u n d H A die F o r m e l B [x /y] für eine G V y als H F i n g auf, so daß 
nach Induktionsvoraussetzung gilt 9B(B[x/y]) = f, also 2B(AxB[x]) = f. 
2B erfüllt also alle V F von g , aber keine der H F v o n g . 2B erfüllt 
demnach auch die S Q A T, so daß der Schluß A T n a c h 2.4.1.2.1 
nicht p . l . gültig ist , was z u beweisen w a r 1 . 
2.4.1.3 Normale Herleitungen. W i r wollen n u n den Beweis des Satzes 
2.4.1.2.7 nachholen u n d anschließend einige Bemerkungen über die 
prakt ischen Aspekte des Beweisverfahrens i n Sß2 machen. 
1 Bei Zugrundelegung der Interpretationssemantik würde man hier 
wie folgt argumentieren: Ist l~* A-zahlig, so sei 33 eine Interpretation über 
einem A-zahligen Bereich y und S32 bilde l~* auf y ab. 33 Jw(f) sei für eine 
n-stellige PV f die Klasse aller w-tupel aj,.. ., an aus y, zu denen es GV 
x / , . . . , xB mit 23(x7) = a-i und . . . und 33(xn) = an gibt, so daß f(xz,.. ., xn) 
V F von g ist. Dann gilt 23(A) = vo für alle V F A von g und 23(A) = f 
für alle H F A von g , wie man durch Induktion nach dem Grad der Formeln 
A leicht beweist. 
2.4.1.3.1 W i r nennen eine Her le i tung $ normal, wenn sie folgenden 
Bedingungen genügt : 
1. Anste l le der Regeln V A u n d H A werden i n § folgende Regeln 
angewendet: 
V A + : 2 ; ; A , A x A [ x ] ^ r ; i : ' l - i : ; Ä , A x A [ x ] f A [ x / y 1 ] , . . . , A [ x / y n ] ^ V\Z' 
Dabei seien y v . . . , y n genau die G V , die i n den F o r m e l n der H a u p t -
S Q frei v o r k o m m e n . K o m m t dort keine G V frei vor , so ist n = 1 u n d 
Vj beliebig z u wählen. 
H A + : E\ A - A x A [ x ] , r ; r ' H 2 : ; A , B 1 [ x 1 / y ] f . . . , B 8 [ x 1 / y ] - A [x /y ] , 
A x A [ x ] , T\Z' 
D a b e i sei y eine G V , die i n den F o r m e l n der H a u p t - S Q nicht frei 
v o r k o m m t , u n d B ^ x j y ] (i = 1 , . . . , s) sollen solchen F o r m e l n A x ^ ^ x J 
aus A entsprechen, die i n dem Herleitungsast bereits als H a u p t f o r m e l n 
aufgetreten s i n d , dem die H a u p t - S Q angehört. 
E i n e A n w e n d u n g der Regel V A + läuft auf eine n-fache A n w e n d u n g 
der Regel V A u n d Anwendungen von V T hinaus. E i n e A n w e n d u n g 
v o n H A 4 " läuft auf eine A n w e n d u n g v o n H A m i t nachfolgender s-maliger 
A n w e n d u n g v o n V A (bzw. V A + ) u n d Anwendungen der Strukturregeln 
hinaus. D i e F o r d e r u n g (1) besagt also: wenn i n £ die Regel V A b z w . 
H A angewendet w i r d , so i n der Weise u n d m i t solchen nachfolgenden 
Regelanwendungen, daß sich die K o n k l u s i o n v o n V A + b z w . H A + ergibt. 
2. D i e B i f x j / y ] - F o r m e l n i n der K o n k l u s i o n v o n H A + nennen w i r 
n icht Nebenformeln , sondern Sekundär formein (kurz SF) der zugehörigen 
H a u p t f o r m e l v o n H A + . Ist A S F v o n B , so nennen w i r auch die Neben-
formeln v o n A , sowie deren Nebenformeln usw. S F v o n B . Ist A keine 
S F einer anderen F o r m e l , so sagen wir , A sei S F v o m Rang 0. Ist A 
S F einer S F v o m R a n g n, so nennen w i r A S F v o m R a n g n + 7 1 . D i e 
zweite F o r d e r u n g an eine normale Her le i tung S beinhaltet n u n , daß 
be i der K o n s t r u k t i o n v o n § Deduktionsregeln auf S F v o m R a n g n 
n u r dann angewendet werden, wenn Deduktionsregeln auf S F v o m 
R a n g < n n i ch t mehr angewendet werden können. 
1 Die Aussage, daß eine Formel (genauer: ein Formel Vorkommnis) A 
SF vom Rang n ist, oder SF einer Formel B ist, bezieht sich also immer 
auf das Vorkommnis von A in einer bestimmten SQ einer bestimmten 
Herleitung. 
Z u m Zeichen für diese Res t r ik t ion k a n n m a n auch die B^xjy]-
F o r m e l n der K o n k l u s i o n v o n H A + i n eckige K l a m m e r n setzen u n d 
diese K l a m m e r n erst dann fortlassen, wenn Dedukt ionsregeln auf n i c h t 
eingeklammerte F o r m e l n nicht mehr angewendet werden können. 
Deduktionsregeln sollen dann auf eingeklammerte F o r m e l n n i c h t a n -
gewendet werden. 
3. M a n k a n n sagen, ein V o r k o m m n i s 21 einer F o r m e l A i n einer 
S Q E des Herleitungsastes 5 sei dasselbe V o r k o m m n i s wie ein V o r -
k o m m n i s 2t' v o n A i n einer S Q E' v o n g , wenn 21 u n d 21' z u s a m m e n -
fal len, sofern m a n E gemäß den i n g zwischen E u n d E' hegenden 
Dedukt ionsschr i t ten i n E' abändert. D a n n besagt die dr i t te F o r d e r u n g 
an normale Herle i tungen $ , daß i n einem F a d e n v o n £j dasselbe F o r m e l -
v o r k o m m n i s nicht zweimal als H a u p t f o r m e l auftreten sol l . Z u m Zeichen 
dafür können w i r die H a u p t f o r m e l n i n den K o n k l u s i o n e n der D e d u k -
tionsregeln unterstreichen u n d festsetzen, daß auf unterstrichene F o r -
m e l n Deduktionsregeln nicht mehr angewendet werden sollen. 
D i e Gründe, die z u einer Speziahsierung auf normale Her le i tungen 
führen, sollen weiter unten an H a n d v o n Beispielen anschaul ich gemacht 
werden. D i e leitende A b s i c h t ist jedenfalls, eine Strategie für den A u f -
b a u v o n Herlei tungen anzugeben, die immer z u einem Beweis führen, 
wenn die A n f a n g s - S Q überhaupt beweisbar ist . D a ß i n den definieren-
den Bedingungen für normale Herle i tungen eine solche Strategie z u m 
A u s d r u c k k o m m t , zeigen die folgenden drei Sätze. 
2.4.1.3.2 Jede normale Her le i tung , deren Äste nur m i t solchen S Q 
enden, die geschlossen s ind, oder die n u r atomare u n d unterstrichene 
F o r m e l n enthalten, ist vollständig. 
A u s jeder S Q k a n n m a n eine normale H e r l e i t u n g konstruieren. 
D e r Satz besagt n u n , daß m a n damit i m m e r eine vollständige H e r -
l e i tung erhält, sofern m a n die normale H e r l e i t u n g nur hinreichend lang 
macht . „Hinreichend l a n g " k a n n dabei u . U . auch heißen, daß m a n 
die normale Her le i tung unendheh lang machen muß. E i n e solche 
unendheh lange Her le i tung k a n n m a n natürlich nicht anschreiben, das 
spielt aber für unsere Zwecke keine Rohe , d a w i r Herle i tungen nicht 
als graphische F iguren , sondern als abstrakte SS-Folgen charakterisiert 
haben. A u s 2.4.1.3.2 folgt dann sofort der Satz 2.4.1.2.7, den w i r zum 
Beweis der Vollständigkeit v o n $ß2 verwendet haben. 
Z u m Beweis v o n 2.4.1.3.2 zeigen w i r : 
1. D e r A b s c h n i t t einer normalen Her le i tung § v o n der ersten Regel -
anwendung auf eine S F v o m R a n g n (n > 0) bis zur ersten Regelanwen-
dung auf eine S F v o m R a n g n + 7 ist endlich. Sei E der SS von § , i n 
dessen K o n s t i t u e n t e n nur mehr S F v o m R a n g n zur Regelanwendung 
offenstehen. E' sei ein K o n s t i t u e n t von E. D a n n ist die Summe der 
Grade der nichtunterstr ichenen F o r m e l n v o n E', die S F v o m G r a d < n 
s ind, gleich 0. Ist s die Summe der Grade der nichtunterstrichenen 
S F v o m R a n g n, so erniedrigt sich s bei K o n s t r u k t i o n einer normalen 
H e r l e i t u n g aus E' i n jedem Schrit t außer bei A n w e n d u n g von V A + . 
D a n u r endl ich viele vordere A l l f o r m e l n als SF" v o m R a n g n auftreten 
können u n d d a die A n z a h l der i n der Her le i tung aus E' auftretenden 
freien G V endl ich sein muß, w i r d s nach endlich vielen Schri t ten gleich 
0, d . h . n a c h endlich vielen Schri t ten erhält m a n aus E' einen SS , 
i n dem n u r noch S F v o m R a n g n + 7 zur Regelanwendung offenstehen. 
D i e H e r l e i t u n g aus E', i n der Deduktionsregeln nur auf S F v o m R a n g n 
angewendet werden, ist also endlich. Das gleiche gi l t für die übrigen 
K o n s t i t u e n t e n v o n E, so daß die B e h a u p t u n g (1) bewiesen ist . 
2. Sei 2f ein A s t v o n § , der keine geschlossene S Q enthält . D a n n 
g ibt es z u jeder F o r m e l A v o n g eine Z a h l n, so daß A S F v o m R a n g n 
ist . A t r i t t d a n n nach den Voraussetzungen des Satzes über S u n d (1) 
n a c h endl i ch vielen Dedukt ionsschr i t ten als H a u p t f o r m e l auf. H a t A 
die Gestal t A x B [x] u n d ist A V F v o n gf, so t r i t t wegen der V e r w e n d u n g 
der Rege ln V A + u n d H A + anstelle v o n V A u n d H A z u jeder G V y , 
die i n den F o r m e l n v o n g frei v o r k o m m t , die F o r m e l B [ x / y ] als V F 
v o n g auf, sei es als Nebenformel v o n V A + oder als S F v o n H A + . 
§ ist also vollständig n a c h der Def in i t ion 2.4.1.2.6. 
D a m i t ist auch der Adäquatheitsbeweis für S$2 vollständig er-
bracht . A u s der Adäquatheit ergeben sich aber sofort die Sätze : 
2.4.1.3.3 W e n n die S Q E i n <ß2 beweisbar ist, so ist jede vollständige 
H e r l e i t u n g aus E ein Beweis für E. 
E n t h i e l t e eine vollständige Her le i tung aus E keinen geschlossenen 
S S , so wäre E nach 2.4.1.2.8 erfüllbar, also nach 2.4.1.2.4 nicht beweis-
bar . D u r c h K o n t r a p o s i t i o n erhält m a n aus 2.4.1.3.3 
2.4.1.3.4 Ist eine vollständige Her le i tung aus E ke in Beweis für Ey so 
is t E n icht beweisbar. 
N a c h diesen Sätzen k o m m t es bei der K o n s t r u k t i o n v o n Beweisen 
auf die Reihenfolge der Deduktionsschri t te nicht an, sofern m a n n u r 
vollständige Herle i tungen erzeugt. B l e i b t m a n i m R a h m e n der nor-
malen Herlei tungen, so k a n n m a n also für jeden p . l . gültigen Schluß 
A T auf rein mechanischem Wege einen Beweis f inden, i n d e m m a n 
einfach eine hinreichend lange Her le i tung aus A =>• T erzeugt. Das ist 
n u n ein prakt isch sehr wichtiger V o r t e i l des Kalküls ty2 gegenüber 
dem Kalkül Sßl, i n dem m a n be im Beweisen v o n Geschickl ichkei t u n d 
Intu i t ion abhängig ist. 
N u n ist es zwar so, daß sich z u jedem formalen Kalkül ein rein 
mechanisches Beweisverfahren angeben läßt , aber diese Verfahren s ind 
i m allgemeinen für praktische Zwecke unbrauchbar . So k a n n m a n z. B . 
i n $ 1 die Beweise ihrer Länge nach u n d bei gleicher Länge i n irgend-
einer Weise alphabetisch ordnen u n d hat dann, u m einen Beweis für 
eine i n S$l beweisbare F o r m e l A z u f inden, n u r die Reihe dieser Beweise 
z u durchlaufen. D i e Beweise von ^ßl lassen sich j a re in mechanisch 
erzeugen u n d man k a n n auch entscheiden, ob die E n d f o r m e l eines vor-
gelegten Beweises die F o r m e l A ist. Dies Verfahren ist aber höchst 
unhandl ich u n d umständlich. Hingegen ist das mechanische Beweis-
verfahren i n S$2 recht einfach u n d daher auch für praktische Zwecke 
gut geeignet. 
Für solche praktische Zwecke empfiehlt es s ich n u n , das Beweis-
verfahren, dessen F o r m u l i e r u n g zunächst auf theoretische Zwecke z u -
geschnitten war, etwas z u vereinfachen. W i r geben dazu einige Hinweise : 
1. I m H i n b h c k auf die Sätze 2.4.1.3.2 bis 2.4.1.3.4 beschränken w i r 
uns auf die K o n s t r u k t i o n normaler Herle i tungen. W i r verwenden also 
die Formelunterstreichung, u m anzudeuten, daß auf ein Formelvor-
kommnis keine Deduktionsregeln mehr angewendet werden sollen, und 
die Formele inklammerung, u m anzudeuten, daß Deduktionsregeln auf 
ein F o r m e l Vorkommnis nicht angewendet werden sollen, solange noch 
nichteingeklammerte F o r m e l n zur Regelanwendung offenstehen. U n d 
w i r verwenden die Regeln V A + u n d H A " 1 " anstelle v o n V A und H A . 
D e r V o r t e i l dieses Verfahrens läßt sich an folgenden Beispielen ablesen: 
a) 
A , A = > B » r 
A . A D B » A , T ; A , A = > B , B * r 
A , A D B * A , A , r ; A , A Z > B , B ~ A , r ; A , A = > B , B » r 
A . A D B * A , A , r ; A , A Z ) B , B = * A , r ; A , A D B , B » A , r ; A , A D B , B , B » r 
H i e r haben w i r auf dasselbe F o r m e l v o r k o m m n i s zweimal die Regel V I 
angewendet, wie das durch die Formelunterstreichung verboten w i r d . 
Der E r f o l g ist , daß w i r einen S S gewonnen haben, der alle Konst i tuenten 
des SS der 2. Zeile enthält u n d aus dem m a n daher nur dann einen Be-
weis gewinnen k a n n , wenn m a n einen Beweis aus dem SS der 2. Zeile 
gewinnen k a n n . A l l g e m e i n ist eine Regelan Wendung unfruchtbar , wenn 
sie einen S S ergibt, der (bis auf Anwendungen der Strukturregeln) alle 
Kons t i tuenten eines SS enthält , der i h m i n der Her le i tung voraufgeht. 
Solche unfruchtbare Regelanwendungen muß m a n vermeiden, wenn 
m a n Her le i tungen ausschalten w i l l , die unnötigerweise unendl ich lang 
s ind, u n d das ist j a gerade das Z i e l einer vernünftigen Beweisstrategie. 
D i e Formelunterstre ichung dient n u n dazu , dies Z i e l z u erreichen. 
M a n k a n n s ich das sehr leicht auch für den F a l l der Regeln V N , H N 
u n d H I k larmachen. 
W i l l m a n allgemein die H a u p t f o r m e l n i n den K o n k l u s i o n e n unter-
streichen, so muß m a n offenbar i m F a l l der Regel V A besondere V o r -
sicht w a l t e n lassen, d a m i t m a n aus einer V F A x A [ x ] auch tatsächlich 
alle V F A [x/y] gewinnen k a n n , die m a n zur Beweiskonstrukt ion be-
nötigt. M a n k a n n n u n auf rein syntakt ischem Wege zeigen — dem Leser 
sei das als Übungsaufgabe empfohlen — daß eine A n w e n d u n g der 
Regel V A m i t einer G V y i n der Nebenformel A [x/y] nur dann einen 
Beweis ergibt, wenn auch die W a h l einer G V z anstelle v o n y einen 
Beweis ergibt, die i n den F o r m e l n der H a u p t - S Q frei v o r k o m m t 1 . D a -
her k a n n m a n die H a u p t f o r m e l A x A [x] i n der K o n k l u s i o n unterstreichen, 
wenn m a n alle F o r m e l n A f x / y J , . . A [ x / y n ] als Nebenformeln einsetzt 
für die G V y v . . . , y n , die i n den F o r m e l n der H a u p t - S Q frei v o r k o m -
m e n — w i r erhalten somit die Regel V A + — u n d wenn m a n sicherstellt, 
daß bei Einführung einer neuen G V z als freier G V der F o r m e l n eines 
Herleitungsastes, die V F A [ x / z ] nachgetragen w i r d . E i n e freie G V 
t r i t t aber neu n u r nach A n w e n d u n g der Regel H A auf. Ersetzt m a n 
also H A d u r c h die Regel H A + , so ist die Unterstre ichung der F o r m e l 
A x A [ x ] i n der K o n k l u s i o n v o n V A + gerechtfertigt. 
D a m i t ist auch die Verwendung der Regeln V A + u n d H A + i n t u i t i v 
p laus ibe l geworden. Das folgende Beispiel i l lustriert die Sachlage noch 
e i n m a l : 
1 Wir können uns hier für dieses Ergebnis auf die Sätze 2.4.1.2.8 und 
2.4.1.3.2 stützen. 
b) - i A x A [ x ] , AxA [x ] -
- I A X A [ x ] , AxA [x], A [x/y x ] - V A + 
AxA [x ] , A [ x / y x ] , -iAxA[x] » V T 
A x A [ x ] , A [ x / y j , - . A x A [x] AxA [x] V N 
A x A [ x ] , A [ x / y i ] , - ,AxA[x] , A[x/y,] - A[x/y,] , AxA[x] H A 4 . 
H ä t t e m a n i m letzten Schr i t t die Regel H A anstelle v o n H A + angewendet, 
so würde m a n (sofern A [ x ] etwa eine A t o m f o r m e l ist) n icht z u einem 
Beweis gelangen. 
D i e Bedeutung der Formele inklammerung w i r d d u r c h folgende B e i -
spiele verdeutl icht , wobei w i r zur Abkürzung die A n w e n d u n g der 
Strukturregeln nicht expl iz i t hervorheben u n d die unterstr ichenen 
F o r m e l n nicht anschreiben: 
cl) - -,kx^hy{f(y)Z)f(x)) 
hx^hy{f(y)^f{x)) -
-"W/bO =>/(*,) -
- Ay(/(y)D/(*,)) 
[^Ay(f(y)Z>f(z2))} ~ f(z2)Z>f(z,) 
[^y{f(y)z>f{z2))lf{z2) ~ f(Zj) 
tih) ~ /(*/). A*(/(y) =>/(**)) 
[-,Ay(f(y) 3 /(*,)], /fe) - /(*,), /fe) 3 
[-.Ay(/(y) 3 /(*,)], /(*2), /fe) - /(*,). /(*2) 
c2) » - T A * - T A y ( / ( y ) 3 / ( * ) ) 
Ax-ihyVM^fix)) -
--Ay(/(y) =>/(**)) * 
* Ay(/(y) 3/(*,)) 
[-.A^(/ty)3/(z 2))] /(z 2)3/(z ?) 
* / (* 2 )D/(*^Ay(/(y)3/(* , ) ) 
[iAy(/(y) 3 /(%))] - /(*2) 3 /(*,). /(*,) 3 f(z2) 
D a b e i sol l i m weiteren Verlauf der H e r l e i t u n g c2 nie die Regel H I 
angewendet werden unter Ver le tzung der Regel über die F o r m e l -
e inklammerung. Während (cl) ein Beweis ist , ergibt (c2) auch bei 
bel iebig langer Fortsetzung keinen Beweis. D i e Her le i tung (c2) entspricht 
also n icht einer vernünftigen Beweisstrategie. U m solche Herlei tungen 
wie (c2) z u vermeiden, erweist s ich die Regel über die Formele inklam-
merung als hinreichend, wie die Sätze 2.4.1.3.2 bis 2.4.1.3.4 zeigen. 
D a m i t ist die Auszeichnung normaler Herlei tungen auch i n t u i t i v 
durchsicht ig geworden. 
2. Z u r Vereinfachung des Beweisverfahrens i n ^32 empfiehlt es sich 
ferner, eine A n w e n d u n g der Strukturregeln nicht expl iz i t hervorzu-
heben u n d die S Q prakt i sch wie geordnete Paare v o n Formelmengen 
z u behandeln. Insbesondere ist es günstig, die K o n t r a k t i o n so oft wie 
möglich anzuwenden. M a n erreicht dadurch einen ähnlichen V o r t e i l , 
wie er oben für die Formelunterstre ichung geltend gemacht wurde. 
Die K o n t r a k t i o n v o n F o r m e l n [A] u n d A ergibt dabei A . 
M a n k a n n zur Abkürzung der S Q auch die unterstrichenen F o r m e l n 
weglassen. D a n n muß m a n die Variablenbedingungen für die Regeln 
V A + u n d H A + offenbar wie folgt umformul ieren : 
F ü r V A + : D a b e i seien y l t . . . , y n genau die G V , die i n den F o r m e l n des 
Herleitungsastes frei v o r k o m m e n , dem die H a u p t - S Q angehört. K o m m t 
dort keine G V frei vor , so ist n = 1 u n d y x beliebig z u wählen. 
F ü r H A + : D a b e i sei y eine G V , die i n den F o r m e l n des Herlei tungs-
astes g n icht frei v o r k o m m t , dem die H a u p t - S Q angehört. U n d die 
F o r m e l n B{[xjy] (i = l , . . . , s ) sollen solchen F o r m e l n A x j B ^ x J ent-
sprechen, die i n g als H a u p t f o r m e l n der Regel V A + aufgetreten s ind. 
D e r VoUständigkeits- u n d der Widerspruchsfreiheitsbeweis für $ 2 
überträgt s ich bei V e r w e n d u n g der Regeln V A + u n d H A + i n der neuen 
F o r m sofort auf den F a l l der Regeln, i n denen die H a u p t f o r m e l n i n den 
K o n k l u s i o n e n weggelassen werden. B e i diesen Beweisen haben w i r 
ja v o n der Mitführung der H a u p t f o r m e l n n icht wesentlich Gebrauch 
gemacht. D a h e r ist die neue F o r m u l i e r u n g des Kalküls $ 2 — nennen 
w i r sie $ 2 * — m i t der ursprünglichen Fassung äquivalent. Diesem 
semantischen Äquivalenzbeweis läßt s ich auch ein syntaktischer gegen-
überstellen : 
Ist £ ein Beweis für die S Q E i n *ß2*, so erhält m a n daraus durch 
Hinzufügung der unterstrichenen H a u p t f o r m e l n i n den K o n k l u s i o n e n 
einen Beweis für E i n $ 2 . Ferner g i l t : A u s einer S Q , die bzgl . einer 
F o r m e l C v o m G r a d n (n > 0) geschlossen ist, läßt s ich ein SS herleiten, 
dessen sämtliche K o n s t i t u e n t e n bzg l . F o r m e l n v o m G r a d < n geschlossen 
s i n d : 
A , - n A - - T A , r 
A , - n A + A , - n A , r 
A, A D B =>- A D B , r 
A, A D B , A - B , A D B , T 
A , - i A , A ^ A , -nA, T A , A D B , A ^ A , B , A =) B , l ~ ; 
A , A D B , A , B + B , A 3 B , T 
A , A x A [ x ] ^ A x A [ x ] , T 
A , A x A [ x ] - A [ x / y n ] , A x A [ x ] , r 
A , A x A [ x ] , A [ x / y J A [ x / y J - A [ x / y n ] , A x A [ x ] , T 
Ist C als V F oder als H F unterstrichen, so erhält m a n das gleiche 
Ergebnis , wenn m a n beachtet, daß i n der A n f a n g s - S Q d a n n auch die 
entsprechenden Nebenformeln z u C auftreten. 
G i b t es also einen Beweis § für 27 i n *ß2, so läßt s ich § z u einem 
Beweis verlängern, der einen SS enthält , dessen sämtliche K o n s t i t u e n t e n 
bzgl . A t o m f o r m e l n geschlossen s ind. L ä ß t m a n i n diesem Beweis n u n 
die unterstrichenen F o r m e l n weg, so erhält m a n einen Beweis für 27 
i n $ 2 * . 
3. E s empfiehlt sich für praktische Zwecke endl ich auch , die Beweise 
i n B a u m f o r m z u schreiben, nicht als Folgen v o n S S — d a d u r c h ver-
einfacht m a n sich die Schreibarbeit — u n d auch für die übrigen logischen 
Operatoren Deduktionsregeln anzugeben. W i r geben diese Regeln 
gleich für $ 2 * i n der F o r m an, wie m a n sie be im A u f b a u v o n Beweisen 
i n B a u m f o r m verwendet u n d wo also die Prämisse n u r aus der H a u p t -
S Q besteht: 
V K : A , A A B ~ T t - A , A , B * T 
H K : A =^ A A B , r i - A ^ A , T; A ^ B , T 
V D : A , A v B + T h - A , A + V; A , B T 
H D : A = ^ A v B , T I - A ^ A , B , T 
V Q : A , A = B + T K A , A , B + T; A + A , B , f 
H Q : A * A = B , T h - A , A ^ B , T; A , B + A , T 
H E : A ~ V x A [ x ] , T h - A - A [ x / y , ] , . . . , A [ x / y J , l~ . 
D ie Variablenbedingung für diese Regel ist die gleiche wie für 
V A + i n $ 2 * . 
V E : A , V x A [ x ] - T h - A , [ B ^ x j y ] ] , . . . , [ B s [ x s / y ] ] , A [ x / y ] -
[ C J z J y ] ] , . . . , [ C t [ z t / y ] ] , r 
D a b e i seien die G V y u n d die F o r m e l n B^xjy] (i = 1 , . . . , s) wie für 
die Regel H A + i n <£2* gewählt. A u c h die F o r m e l n C k [ z k / y ] (k = 1 , . . . , t) 
bezeichnen w i r als S F v o n V x A [ x ] . Sie sollen den F o r m e l n V z k C k [ z , J 
entsprechen, die i n dem Herleitungsast , dem die H a u p t - S Q angehört, 
bereits als H a u p t f o r m e l n v o n H E aufgetreten s ind. 
Verwendet m a n den Existenzoperator als Grundoperator , so ist die 
Regel H A + i m H i n b l i c k auf die Regel H E wie folgt abzuändern: 
H A + * : A - A x A [ x ] , A, [ B J x . / y ] ] , . . . , [B s [x s /y ] ] - A [ x / y ] , 
[ C x t z j y ] ] , . . . , [ C t [ z t / y ] ] , r 
mit einer Zusatzbedingung wie für V E . 
Die Ablei tungsbeziehungen, die diese Regeln beinhalten, gewinnt 
m a n aus den Grundregeln v o n $ 2 * m i t den Def ini t ionen D l bis D 4 
aus 2.3.1. D a z u drei Beispiele : 
V D : A, A v B ^ T 
A, - i A D B =• T D l 
A ~ - i A , r A, B ^ r VI 
A, A ^ r H N 
H E : A — V x A [ x ] , T 
A ~ - i A x - i A [ x ] , T D 4 
A, A x - ! A [ x ] + r H N 
A, ^ A [ x / y j , . . . , —iA [ x / y j - T VA+ 
A - A [ x / y j , . . . , A [x/y n], T V N n m a l . 
V E : A, V x A [ x ] T 
A, - i A x - i A [ x ] =>- r D 4 
A ^ A X - T A [ X ] , r V N 
A, [ B ^ x j y ] ] , . . . , [B s [x s /y] ] , H C ^ / y ] ] , . . . , 
[ -^C t [z t /y]] - - n A [ x / y ] , r . H A + 
(Die F o r m e l n — i C k [ z k / y ] verstehen sich daraus, daß eine A n -
w e n d u n g v o n H E auf V z k C k [z k] einer A n w e n d u n g v o n V A + auf 
A z k - n C k [z k] entspricht.) 
A ^ x . / y ] ] , . . . , [ B s [ x s / y ] ] - - n A [ x / y ] , [ C 1 [ z 1 / y ] ] , . . . , [ C t [ z t / y ] ] , r 
V N t m a l 
A . C B J X j / y ] ] , . . . , [ B s [ x s / y ] ] , A [ x / y ] - [ C J z J y ] ] , . . . , [ C t [ z t / y ] ] , T 
H N 
W i r wol len n u n unter Verwendung des nach (1) bis (3) abgekürzten 
Beweisverfahrens einige Beweise u n d Widerlegungen der p . l . Gültig-
kei t v o n Schlüssen angeben. W i r beginnen m i t den drei Beispielen 
v o n S. 169, a n denen w i r eingangs den Grundgedanken für den A u f -
b a u des Beweisbegriffes v o n $ 2 i l lustr iert haben. Diese Beispiele 
sollen noch e i n m a l k l a r machen, daß sich der Kalkül $ 2 als direkte 
F o r m a l i s i e r u n g dieses Gedankens darstellt . 
I) p v -yp H I ) =>. VxAyf(xt y) => AyVxf(x, y) 
=>- p, -vp H D VxAyf(x, y) + AyVxf(x, y) H I 
p p H N tyf{z7,y) AyVxf(x,y) V E 
II) * ( ( # D j ) D # ) D j Ay/(*„ y) - Vxf(xt z2) H A 
(pz>q)Z>p ~ q H I / ( * „ * , ) , / ( * „ z2) - Vxf(x, z2) V A 
~pz>q,q\ p + q V I f{zpzl)ff{z1>z2) + f(zPz2),f(z2>z2) H E 
D a der Herleitungsast, der i m Beispiel (II) m i t der S Q p y endet, 
keine geschlossene S Q enthält u n d d a auf diese S Q weitere D e d u k t i o n s -
regeln nicht anwendbar s ind, ist also die A n f a n g s - S Q =>• ((p D q) 3 p) D q 
nicht beweisbar u n d w i r können eine B e w e r t u n g angeben, die diese 
S Q erfüllt, nämlich irgendeine Bewertung, die p erfüllt u n d q n icht 
erfüllt. Al lgemein läßt sich i m F a l l einer vollständigen Her le i tung , die 
endl ich ist u n d die ke in Beweis ist, nach dem Gedanken des Vollständig-
keitsbeweises für ^32 immer eine B e w e r t u n g effektiv angeben, welche 
die A n f a n g s - S Q erfüUt u n d so ein Gegenbeispiel für die A n n a h m e der 
p . l . Gültigkeit des Schlusses ist , den sie repräsentiert. Das Beweis-
verfahren v o n ty2 erlaubt also i m F a l l endlicher vollständiger H e r -
lei tungen immer eine Entsche idung darüber, ob die A n f a n g s - S Q p . l . 
gültig ist oder nicht . F ü r den F a l l der A . L . b i ldet so die K o n s t r u k t i o n 
einer vollständigen Her le i tung i m m e r die A n w e n d u n g eines Entsche i -
dungsverfahrens. D e n n wenn die F o r m e l n der A n f a n g s - S Q E n u r a . l . 
Operatoren enthalten, so ist jede H e r l e i t u n g aus E offenbar endl ich, 
d a jede A n w e n d u n g einer Deduktionsregel die Summe der F o r m e l -
grade i n den SS u m 1 erniedrigt. 
A u c h i m F a l l unendlicher vollständiger Herle i tungen k a n n m a n oft 
aus der S t r u k t u r eines vorhegenden Anfangsstückes der Her le i tung auf 
das Entwicklungsgesetz der Gesamtherle i tung schließen u n d damit 
zeigen, daß die Her le i tung auch bei bel iebig langer Fortsetzung keinen 
Beweis ergibt. A u c h i n solchen Fällen k a n n m a n also vermittels des 
Beweis Verfahrens i n S$2 z u einer W i d e r l e g u n g der p . l . Gültigkeit eines 
Schlusses gelangen. D a z u ein einfaches B e i s p i e l : 
d) AxVyf(x,y) -
Vyf{*i>y) ~ 
f(*i> *2>> Vyf(z2> y) 
f{Zf>z2)>f(z2>z3)>vyf(z3>y) 
(n + l ) - te f(zl9 z2),..., f(zn _ p zn), V y / ( * Ä , y) 
Zeile : 
H i e r sieht man unmitte lbar , daß sich eine unendliche Her le i tung ergeben 
muß, d. h . daß auch eine beliebig lange Fortsetzung der Herlei tungs-
konstrukt ion keinen Beweis ergeben k a n n . A u f g r u n d des E n t w i c k l u n g s -
gesetzes der Her le i tung k a n n m a n wieder eine Bewertung effektiv an-
geben, welche die A n f a n g s - S Q erfüllt. 
Obwohl so das Beweisverfahren i n $ 2 ein recht starkes H i l f s m i t t e l 
für die Feststellung der p . l . Gültigkeit v o n Schlüssen ist , hat es doch 
nicht den Charakter eines allgemeinen EntscheidungsVerfahrens. D e n n 
wenn die K o n s t r u k t i o n einer normalen Her le i tung aus einer S Q A =>- T 
n icht nach endlich vielen Schr i t ten eine vollständige Her le i tung ergibt, 
so haben wir keine allgemeinen u n d mechanisch anwendbaren K r i t e r i e n 
dafür, ob die weitere For tse tzung der Her le i tung z u einem Beweis für 
den Schluß A T führen w i r d oder nicht . N u r i n gewissen Fällen 
läßt sich m i t metatheoretischen M i t t e l n , die v o n F a l l z u F a l l verschieden 
sein können, aus der S t r u k t u r des vorliegenden Anfangsstückes der 
Her le i tung ermitteln, ob seine weitere E n t w i c k l u n g einen Beweis 
ergibt oder nicht . 
D a die P . L . das F u n d a m e n t für die Formal is ierung v o n Theorien 
der verschiedensten Gegenstandsbereiche bi ldet , ist n u n die Frage nach 
der Exis tenz eines allgemeinen Entscheidungsverfahrens für die P . L . 
v o n größter Bedeutung. Diese Frage ist abschließend v o n A . C H U R C H 
i n [8] beantwortet worden, dem es gelang z u zeigen, daß ein solches 
Entscheidungsverfahren n i c h t existieren k a n n . E i n e Darste l lung dieses 
Beweises für die Unlösbarkeit des Entscheidungsprcblems können w i r 
hier nicht bringen, d a die E n t w i c k l u n g der erforderlichen Beweismit te l 
den R a h m e n dieses Buches bei weitem überschreiten würde. W i r 
müssen daher den Leser auf die einschlägige L i t e r a t u r hinweisen 1 . 
H i e r sei nur angemerkt, daß eine formale Präzisierung des v o n uns 
früher nur i n t u i t i v charakterisierten Entscheidungsbegriffes eine wesent-
l iche Vorbedingung für einen solchen Beweis ist . D i e Adäquatheit einer 
derartigen Präzisierung läßt sich naturgemäß nicht i n Strenge bewei-
sen, tatsächlich haben s ich aber alle heute vorliegenden Präzisierungs-
vorschläge als untereinander äquivalent erwiesen, obwohl sie v o n ganz 
verschiedenen A n s a t z p u n k t e n ausgehen. D i e Adäquatheit der Präzi-
sierungen des Entscheidungsbegriffes u n d damit die Tragweite des 
Resul ta ts v o n C H U R C H ist also gut gesichert 2 . 
1 Vgl. dazu [8], [32] und [42]. 
2 Vgl. dazu insbesondere [32], 
D i e philosophische Bedeutung des Satzes v o n der Unlösbarkei t des 
Entscheidungsproblems liegt dar in , daß er die Nichttr ivial i tät der 
elementaren L o g i k beinhaltet . M a n w i r d j a einen P r o b l e m k r e i s — hier 
die Frage nach der p . l . Gültigkeit v o n Schlüssen — n u r d a n n als t r i v i a l 
ansprechen können, wenn ein mechanisches Entscheidungsver fahren 
z u r Lösung der Probleme vorliegt, oder, was dami t gleichbedeutend 
ist , wenn sich die Probleme pr inz ip ie l l auch d u r c h eine Maschine lösen 
lassen. Während K A N T die formale L o g i k seiner Zei t , die aristotelische 
Syl logis t ik , m i t Recht als eine tr iviale Wissenschaft bezeichnen konnte , 
deren E n t w i c k l u n g ein für al lemal abgeschlossen sei, g i l t das für die 
wesentl ich reichere moderne L o g i k nicht mehr. D i e Ingenuität des 
Logikers bleibt für ihre weitere E n t w i c k l u n g unentbehr l ich . 
M a n k a n n i n zwei R ich tungen nach Teillösungen des Entscheidungs-
problems suchen: E i n m a l k a n n m a n das allgemeine Entsche idungs-
problem auf speziellere Entscheidungsprobleme für gewisse F o r m e l -
klassen 51 reduzieren, i n d e m m a n zeigt, daß eine Lösung des Problems, 
z u entscheiden, ob eine F o r m e l der Klasse R p . l . w a h r ist oder n icht , 
eine Lösung auch des allgemeinen Entscheidungsproblems nach sich 
ziehen würde. Über solche Resultate berichtet J . S U R Ä N Y I i n [72]. 
I m H i n b l i c k auf das Resultat v o n C H U R C H s ind diese R e d u k t i o n e n vor 
a l lem insofern v o n Interesse, als sie gestatten, aus der Unlösbarkeit 
des allgemeinen Entscheidungsproblems auf die Unlösbarkeit des E n t -
scheidungsproblems für spezielle Formelklassen 51 z u schließen. Andere 
Untersuchungen haben sich damit befaßt , eine posit ive Lösung v o n 
Entscheidungsproblemen für spezielle Formelklassen z u f inden. Über 
einschlägige Resultate berichtet W . A C K E R M A N N i n [1]. 
W i r wollen hier auf diese Fragen nicht näher eingehen. E s genügt 
uns, festzuhalten, daß das Beweisverfahren i n ^32 i n vielen Fällen eine 
Entsche idung über die p . l . Gültigkeit eines Schlusses ermöglicht, so 
z. B . immer i m F a l l a . l . Schlüsse ""und i m F a l l von Schlüssen der F o r m 
A , wo A eine F o r m e l i n pränexer N o r m a l f o r m ist, i n deren Präfix 
alle Al lquantoren allen Exis tenzquantoren voraufgehen. A u f die E n t -
scheidbarkeit der monadischen P . L . , deren F o r m e l n nur einstellige P V 
enthalten, werden w i r i n anderem Zusammenhang noch z u sprechen 
k o m m e n 1 . 
2.4.1.4 Der Tableaux-Kalkül von Beth. W i r wol len die Darste l lung 
des Kalküls ty2 abschließen m i t einem H i n w e i s auf eine andere For -
1 Vgl. den Abschnitt 6.2. 
mulierung dieses Kalküls, die auf E . W . B E T H zurückgeht 1 . Geht m a n 
v o n der ursprünglichen Fassung des Kalküls $ 2 aus m i t den Regeln 
nach 2 .4 .1 .1 .6 , so entstehen die S Q eines Herleitungsastes aus den 
ihnen vorhergehenden S Q durch E inse tzung der Nebenformeln. W i r 
können n u n die S Q eines solchen Astes auch i n F o r m zweispaltiger 
Tafe ln (tableaux) schreiben, i n die w i r l inks die V F , rechts die H F 
eintragen. Jeder S Q des Astes entspricht dann ein Entwick lungszus tand 
der Tafe l , jeder A n w e n d u n g einer Deduktionsregel entspricht die E r -
weiterung der Ta fe l durch E i n t r a g u n g der Nebenformeln. E i n e Tafe l 
nennen w i r geschlossen, wenn die ihr entsprechende S Q geschlossen ist , 
d . h . wenn eine F o r m e l i n beiden Spalten der Tafe l auftr i t t . W i e die 
S Q repräsentieren, auch die Tafe ln Wahrhei tsannahmen, nach denen 
die F o r m e l n i n der l i n k e n Spalte wahr, die i n der rechten Spalte falsch 
sein sollen. 
W i r können so z. B . die Her le i tung 
^ A A B D ( A D B ) 
A A B A D B 
A A B , A ^ B 
A , B , A B 
i n der T a f e l 
f 
A A B A A B D ( A D B ) 
A D B 
A B 
A 
B 
wiedergeben. 
Spal te t e in Herleitungsast auf, so sollen auch die Tafe ln i n U n t e r -
ta fe ln (subtableaux) aufspalten, die m i t den zugehörigen Obertafeln 
z u s a m m e n eine T a f e l b i l d e n : 
1 E . W . B E T H und K. J. J. H I N T I K K A haben zuerst eine Formalisierung 
des Beweisgedankens angegeben, den wir dem Kalkül *ß2 zugrunde gelegt 
haben, vgl. dazu [3], [4], [39], [40] und [41]. 
A u s 
((A D B ) D A ) D A 
( A D B ) D A ^ A 
=• A D B , A ; A =• A 
A =*- B , A 
erhalten w i r so 
tD f 
( A D B ) D A 
( ( A D B ) D A ) D A 
A 
A 
A I 
A D B 
B 
(la) (lb) (2a) (2b) 
D i e F o r m e l (A D B) D A gehört sowohl zur Spalte l a wie z u l b , die 
F o r m e l n ((A D B ) D A ) D A u n d A gehören sowoli l z u den Spalten 2a 
wie z u 2b. D i e Spalten l a u n d 2a, bzw. l b u n d 2b b i lden zusammen 
eine Tafel , der ein Beweisast entspricht. 
Spaltet eine Her le i tung i n viele Äste auf, so w i r d die Dars te l lung 
m i t den semantischen Tafe ln unübersichtlich. I n allen anderen Fällen 
br ingt aber das BETHsche Beweisverfahren den Grundgedanken des 
Kalküls S$2 besonders k l a r zur Anschauung, da die Schri t te zur E n t -
w i c k l u n g der Tafe ln unmit te lbar den Rückschluß v o n dem Wahrhei ts -
wert eines komplexen Satzes auf die Wahrheitswerte seiner Teilsätze 
nach den Bewertungsregeln widerspiegeln. 
Das Beweisverfahren m i t solchen semantischen Tafe ln läßt s ich ohne 
Rückgriff auf den Kalkül $ 2 wie folgt charakterisieren: 
1. W e n n der Schluß A T auf seine p . l . Gültigkeit h i n untersucht 
werden soll , so trägt m a n die F o r m e l n aus A i n die to-Spalte, die F o r m e l n 
aus r i n die f-Spalte einer Tafe l ein. 
2. D i e Regeln zur E n t w i c k l u n g einer Tafe l lassen s ich graphisch 
wie folgt andeuten: 
V N : A u s der 
(Unter - )Tafe l 
(Ist —iA wahr , so ist A falsch.) 
H N : A u s der 
(Unter- )Tafe l 
(Ist — iA falsch, so ist A wahr.) 
k a n n m a n die 
(Unter-)Tafel 
k a n n m a n die 
(Unter-)Tafel 
A 
V I : A u s der 
A D B 
k a n n m a n die A D B 
(Unter-)Tafel [ (Unter- )Tafel 
(Ist A D B wahr , so ist A falsch oder B wahr.) 
B 
H I : A u s der 
(Unter- )Tafe l 
A D B 
k a n n m a n die 
(Unter-)Tafel 
(Ist A D B falsch, so ist A wahr u n d B falsch.) 
A D B 
B 
V A : A u s der 
A x A [ x ] 
(Unter-)Tafel 
(Ist A x A [ x ] wahr , so ist A [x/y] für jede G V y wahr.) 
k a n n m a n die A x A [x] 
(Unter-)Tafel 
A [x/y] 
H A : A u s der 
(Unter-Tafel) 
A x A [ x ] 
k a n n m a n die 
(Unter-)Tafel 
A x A [ x ] 
A [x/y] 
erzeugen. 
erzeugen. 
erzeugen. 
erzeugen. 
erzeugen. 
erzeugen. 
D a b e i sei y eine G V , die i n den F o r m e l n der ersten T a f e l nicht frei 
v o r k o m m t . 
(Wie für die B e d i n g u n g 2.4.1.1.3—f zeigt m a n hier : wenn es eine Be-
wertung gibt , die i m E i n k l a n g m i t der ersten semantischen Tafe l steht, 
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so gibt es auch eine Bewertung, die i m E i n k l a n g m i t der zweiten T a f e l 
steht.) 
D i e Regeln für die übrigen logischen Operatoren k a n n der Leser 
ohne Schwierigkeit selbst formulieren. 
3. E i n e Tafe l ist ein Beweis für den Schluß, dessen Prämissen u n d 
K o n k l u s i o n e n als Anfangsformeln i n die w- u n d f-Spalte eingetragen 
wurden, wenn alle ihre Unter ta fe ln geschlossen s ind. 
D e r Bethsche Kalkül ist offensichtlich m i t S$2 äquivalent. Z u r 
Verdeut l ichung des neuen Beweisverfahrens geben w i r noch zwei B e i -
spiele an, zu denen der Leser die entsprechenden Herle i tungen i n $ 2 
konstruieren möge. 
e) D e r Schluß + {Axf(x) = Axg(x)) D Ax(f(x) = g(x)) ist n icht p . l . 
gültig: 
vo f 
Axf(x) = 
(la) 
= Axg(x) 
(lb) 
(Axf(x) 
(2a) 
= Axg{x)) Z> Ax(f(x) = g(x)) 
Ax(f(x) =g(x)) 
f(z)=g(z) (2b) 
/(*) 
(laa) (lab) g(z) 
g(z) 
(2aa) (2ab) 
g(z)=>M 
m 
Axf(x) 
Axg(x) 
/(*) 
g(*) (Iba) (lbb) 
Axf(x) 
Axg(x) 
/ W 
Axf{x) 
Axg(x) 
M (2ba) (2bb) 
Axf(x) 
Axg(x) 
gl?) 
D i e beiden Unter tafe ln m i t den Spalten l a b , 2ab und l b b , 2bb s ind 
nicht geschlossen. E i n e weitere Regelanwendung ergibt offenbar nichts 
Neues (der Gesamttafel entspricht eine vollständige Herle i tung i n $ 2 , i n 
derem letzten SS alle nicht atomaren F o r m e l n unterstrichen sind), so 
daß w i r aufgrund der vorliegenden Tafe l sagen können: E ine Bewertung, 
die z. B . die F o r m e l f(z) wahr , u n d die F o r m e l n g(z), f(z') u n d g(z') 
falsch macht (Untertafel l a b , 2ab), bi ldet ein Gegenbeispiel für die 
Annahme der p . l . Gültigkeit des Schlusses (e). 
f) Der Schluß - Ax(f(x) Dg(y)) 3 (V*/(*) Dg(y)) ist p . l . gültig: 
tt> f 
A * ( / ( * ) 3 g ( y p ( V x / ( * ) D j ( y ) ) 
A # P g ( y ) ) v*/(*) 
Vxf(x) 
g(y) /(*) 
2.4.2 Der Kalkül $ 3 
2.4.2.1 D<?r Aufbau des Kalküls <ß3. Ausgehend v o n <J32 soll n u n 
ein SQ-Kalkül $ 3 aufgebaut werden, der s ich ebenfalls als Formahsierung 
des natürlichen Schließens ansprechen läßt. W i r wollen diesen Kalkül 
zunächst syntakt isch definieren u n d anschheßend auf die semantische 
Deutung des Beweisbegriffes eingehen. 
W i r charakterisieren den Kalkül ^$3 dadurch, daß w i r festlegen: 
E i n Beweis für eine S Q E i n ist ein Beweis für E i n ^ 2 , angeschrie-
ben i n B a u m f o r m , der v o n unten nach oben gelesen w i r d . D a n n werden 
die geschlossenen S Q A x i o m e v o n $ 3 u n d die Deduktionsregeln v o n 
<ß2 gehen i n Deduktionsregeln v o n <ß3 über, wenn m a n sie so umkehrt , 
daß die Prämisse zur K o n k l u s i o n w i r d . Diese U m k e h r u n g läßt die 
Regeln V T u n d H T unverändert. D i e U m k e h r u n g e n der Regeln V R 
u n d H R wollen w i r nicht als Regeln i n ^ß3 aufnehmen. Tatsächlich 
s ind diese Regeln i n ^32 j a auch überflüssig, denn ein Beweis i n $ 2 
bleibt ein solcher, wenn m a n evt l . Anwendungen dieser Regeln unter-
drückt u n d die ursprünglich durch K o n t r a k t i o n ehminierten F o r m e l -
vorkommnisse unverändert i n den folgenden S Q mitführt . W i r hatten 
die Kontrakt ionsregeln i n *p2 nur aufgenommen i m H i n b l i c k auf unsere 
A b s i c h t , Wahrhei tsannahmen durch S Q z u repräsentieren. E i n e ähn-
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l iehe Repräsentationsabsicht führt uns jetzt dazu , anstelle ihrer U m -
kehrungen die Regeln V R u n d H R selbst auch i n ^ 3 aufzunehmen. 
W i r erhalten demnach für <P3 folgende A x i o m e u n d R e g e l n : 
2.4.2.1.1 Axiome v o n $ 3 s ind alle S Q der F o r m A, A =>- A , V. D i e 
Deduktionsregeln v o n *p3 s ind neben den Strukturregeln V T bis H R 
die Rege ln : 
v N : A , - i A A , Th- A , - i A * r 
h N : A , A - * - > A , r i - A ^ - i A , r 
v i : A , A D B ^ A , T ; A , A D B , B ^ T H A , A D B + r 
h l : A , A ^ B , A Z ) B h - A ^ A D B , T 
vA: A , A x A [x], A [x/y] ri— A , A x A [ x ] =>- l~, wo y eine beliebige G V ist . 
h A : A A [ x / y ] , A x A [ x ] , Th- A =>- A x A [ x ] , I", wo y eine G V ist, die 
i n den F o r m e l n der K o n k l u s i o n n icht frei v o r k o m m t . 
Diese Regeln bezeichnen w i r sinngemäß als Einführungsregeln für die 
logischen Operatoren, nicht wie i n *ß2 als Beseitigungsregeln. W i r 
sprechen auch bzgl . dieser Regeln i m gleichen S i n n wie für die Rege ln 
v o n Sß2 von H a u p t - u n d Nebenformeln. 
2.4.2.1.2 Die Kalküle $ 3 u n d $ 2 s ind äquivalent, d . h . jede i n $ 3 
beweisbare S Q ist auch i n $ 2 beweisbar u n d umgekehrt. 
D a s ergibt sich direkt aus der K o n s t r u k t i o n v o n $ 3 . D a n a c h läßt 
s ich j a jeder Beweis i n $ 2 ohne Anwendungen v o n V R u n d H R v o n unten 
n a c h oben als Beweis i n <p3 lesen. N a c h unseren obigen Bemerkungen 
ble ibt aber der Beweischarakter eines Beweises i n S$2 erhalten, wenn 
w i r alle Anwendungen v o n V R u n d H R unterdrücken. U n d jeder B e -
weis i n $ 3 läßt sich v o n unten nach oben als Beweis i n $ 2 lesen, wenn 
m a n für evt l . Anwendungen v o n V R u n d H R i n $ 3 beachtet, daß i n 
$ 2 trivialerweise g i l t : ist die S Q A , A =>- T bzw. A >+> l~ , A beweisbar, 
so auch die S Q A , A , A — f bzw. A l~, A , A . 
D a *ß2 eine adäquate Formal is ierung der P . L . ist, so gilt demnach 
dasselbe auch für $$3. 
2.4.2.2 Die Äquivalenz der Kalküle $1 und ty3. W i r wollen n u n einige 
wicht ige Metatheoreme für <ß3 beweisen, die es uns erlauben werden, 
<P3 i n einen SQ-Kalkül v o m T y p des Kalküls L K von G E N T Z E N i n 
[25] umzuformen. 
Zunächst bemerken w i r , daß des genügt, i n $ 3 als A x i o m e n u r solche 
S Q zu wählen, die bzgl . einer A t o m f o r m e l geschlossen s ind. D e n n S Q , 
die bzgl . einer F o r m e l v o m G r a d n geschlossen s ind, lassen sich i n $ 3 
mi t A x i o m e n beweisen, die bzgl . einer F o r m e l v o m G r a d < n geschlossen 
sind. So erhält m a n : 
A , - i A =>- —iA, r aus A , — i A , A =>- A , - i A , V m i t v N u n d h N , 
A , A D B + A D B , T aus A , A D B , A ^ A , A D B , V u n d A , A D B , 
B * B , A D B , r m i t v i u n d h l , u n d 
A , A x A [ x ] A x A [ x ] , T aus A , A x A [ x ] , A [ x / y ] A[x/y], A x A [ x ] , V 
m i t v A u n d h A . 
Für ^ß3 m i t einem so beschränkten Axiomenschema gilt dann der 
Sa tz : 
2.4.2.2.1 Jeder Beweis einer S Q E läßt s ich i n einen Beweis gleicher 
Länge für eine S Q E' umformen, die aus E durch freie Umbenennung 
einer gebundenen G V hervorgeht. D a b e i bezeichnen w i r die A n z a h l 
der S Q des längsten Astes eines Beweises als dessen Länge. 
W i r beweisen den Satz durch I n d u k t i o n nach der Länge l des B e -
weises § für E. F ü r l — 7 ist ^7 ein A x i o m u n d die Behauptung ist t r i v i a l 
wegen der speziellen Gestalt der A x i o m e v o n $ 3 , die w i r hier voraus-
setzen. Ist die Behauptung bewiesen für alle l < m u n d ist n u n l = m + 7, 
so läßt s ich die Umbenennung nach Induktionsvoraussetzung auch i n 
solchen F o r m e l n A von E vornehmen, die nicht H a u p t f o r m e l der letz-
ten Regelanwendung s ind. Ist A aber H a u p t f o r m e l , so unterscheiden 
w i r 6 Fäl le , je nach der Regel , deren K o n k l u s i o n E i n 9> ist. W i r greifen 
n u r den F a l l der Regel v A heraus: E habe die Gestalt A , A x A [x] =>- l~ , 
die Prämisse habe die Gestalt 1) A , A x A [ x ] , A [x/y] =>- T u n d es solle 
die G V z i n einer Tei l formel A z B [ z ] v o n A x A [ x ] frei i n eine G V z ' 
umbenannt werden. Ist A z B [ z ] die F o r m e l A x A [ x ] selbst, so erhalten 
w i r aus (1) nach der Induktionsvoraussetzung die S Q A , A z ' B [z/z'] , 
B [ z / y ] r u n d daraus m i t v A die S Q E'\ A , A z ' B [z/z'] + i~. Ist 
A z B [z] v o n A x A [x] verschieden u n d ist y v o n z ' verschieden, so können 
w i r nach Induktionsvoraussetzung z i n A x A [ x ] u n d i n A [x/y] frei i n 
z ' umbenennen (falls n icht z m i t Rücksicht auf die freie E inse tzung 
v o n y i n der letzteren F o r m e l schon i n eine G V z " umbenannt worden 
ist, für die m a n dann wieder z ' setzen kann) u n d erhalten dann m i t 
v A die S Q E I s t aber y m i t z ' identisch, so erhält m a n E' aus (1) 
n a c h Umbenennung v o n z i n z ' i n A x A [ x ] m i t v A . — Entsprechend 
argumentiert m a n für die Regel h A . Für die übrigen Regeln ergibt 
sich aber die Behauptung i n einfacher Weise aus der Indukt ionsvoraus -
setzung. 
2.4.2.2.2 Geht die S Q S[xjyv..., x n / y j (kurz T ^ / y J ) aus der 
S Q 2 7 [ x x , . . . , x n ] (kurz 27[xJ) durch freie E i n s e t z u n g der G V y{ für die 
freien Vorkommnisse der G V x{ (i = l f . . . , n ) i n den F o r m e l n v o n 
27[xj hervor, so läßt sich ein Beweis für 27 [x4] i n einen Beweis gleicher 
Länge für 27[Xi/yJ umformen. 
E s sei § der vorliegende Beweis für 27 [ x j . W i r beweisen den Satz wie-
der durch I n d u k t i o n nach der Länge l v o n § . Ist / = 7, so ist 27[xj ein 
A x i o m u n d also auch 27[x i /y i ] . Sei n u n die B e h a u p t u n g für alle l 
bewiesen u n d habe £ die Länge m + 7. D a n n unterscheiden w i r 10 
Fälle, je nachdem welche Regel SR als letzte bei der K o n s t r u k t i o n v o n jrj 
angewendet wurde. W i r greifen aus diesen Fällen die folgenden beiden 
heraus: 
a) sei v A . D a n n hat die E n d - S Q v o n S die Gestalt A [ x J , 
AzA[z, x j r [ x j u n d die i h r vorhergehende S Q hat die Gestalt 
A [ x t ] , AzA [z , x j , A [z/z', x j r [ x j . D e r i n § enthaltene Beweis £ ' 
für diese S Q hat die Länge m u n d läßt sich also nach Indukt ionsvoraus-
setzung umformen i n einen Beweis für die S Q A f x j / y J , .AzA[z, X j / y J , 
A ' [x j /y j r f x j y j . D a b e i sei A ' f x J y J die F o r m e l A [z/z', X j / y J , wenn 
z' von den G V xx verschieden ist, sonst die F o r m e l , die aus A [z/z', x j 
durch freie E inse tzung der G V yk für die G V xi hervorgeht. A u s der 
letzteren S Q erhalten w i r aber m i t v A die S Q A f x J y J , .AzA[z, X j /y J =>-
r f x j y j , bzw. eine S Q , aus der diese S Q nach 2.4.2.2.1 d u r c h freie U m -
benennungen gebundener G V hervorgeht. 
b) 91 sei h A . D a n n hat die E n d - S Q v o n § die Gestalt A [ x j =>- AzA [z, x j , 
r [ x j u n d die ih r vorausgehende S Q hat die Gestalt A [ x J A[z' , x j , 
AzA[z, x j , r [Xj] , wo z' n icht frei i n den F o r m e l n der E n d - S Q v o r k o m m t 
— es ist also insbesondere z' v o n den G V x{ verschieden — u n d 
A [z ' , x { ] = A[z/z' , x j sei. £ enthält einen Beweis § ' für diese S Q von 
der Länge m, der sich nach Induktionsvoraussetzung umformen läßt 
i n einen Beweis für die S Q A f x j / y J A [ z ' / z " , x ^ y j , .AzA[z, X j /y J , 
T f X i / y J , wobei z " eine G V sei, die i n den F o r m e l n v o n S nicht vorkommt 
u n d v o n den G V y j verschieden ist. A u s dieser S Q erhält man aber 
m i t h A die S Q A f x ^ V j ] =>- .AzA[z, x j y j , T f X j / y J , bzw. eine S Q , aus 
der diese S Q nach 2.4.2.2.1 durch freie Umbenennungen gebundener 
G V hervorgeht. 
2.4.2.2.3 D i e Rege ln der vorderen u n d hinteren Verdünnung 
V T : A ^ r h - A , A = > r u n d H V : A ^ T h - A ^ A , T 
s ind in <p3 zulässig, d . h . jede S Q , die sich m i t H i l f e dieser Regeln i n 
<ß3 beweisen läßt , läßt sich auch ohne Verwendung dieser Regeln 
beweisen. 
E s liege ein Beweis § für A T vor . W i r erhalten daraus einen Be-
weis für A , A =*~ r b z w . für A A , l~, indem w i r i n aüen S Q v o n § A 
als V F bzw. als H F einfügen. W e n n dadurch die Variablenbedingung 
für die G V y bei einer A n w e n d u n g von h A verletzt w i r d , da A die G V 
y frei enthält , so können w i r unter B e n u t z u n g v o n 2.4.2.2.2 vor H i n -
zufügung der F o r m e l A i n der Prämisse die G V y frei i n eine G V y ' 
umbenennen, die i n den F o r m e l n des Beweises nicht v o r k o m m t . A u s 
§ läßt sich also ein Beweis <?>' gewinnen, der bei Hinzufügung der F o r m e l 
A z u den S Q seinen Beweischarakter behäl t : jede A n w e n d u n g einer 
Deduktionsregel ble ibt nach Hinzufügung v o n A eine korrekte A n w e n -
dung der gleichen Deduktionsregel u n d alle A x i o m e bleiben nach H i n z u -
fügung v o n A A x i o m e . D e r E f f e k t der Regeln V V u n d H V läßt sich 
also auch ohne eine A n w e n d u n g dieser Regeln i n ^$3 erreichen. 
U n t e r B e n u t z u n g dieses Satzes können w i r n u n die Formul ierung 
der Regeln v o n <ß3 etwas vereinfachen, indem w i r die H a u p t f o r m e l n 
i n den Prämissen fort lassen: 
2.4.2.2.4 
v N : A * A , l~ I - A , - n A ^ T h N : A , A =>- l~ h- A =>- - A , f 
v i : A A , r ; A , B + R - A , A D B * T h l : A , A B , V\- A ^ A D B , T 
v A : A , A [ x / y ] + 0 - A , A x A [ x ] + T h A : A A [x/y] , T f - A =>• A x A fx] , T 
D a b e i sol l für h A y wieder eine G V sein, die i n den F o r m e l n der K o n -
k lus ion n icht frei v o r k o m m t . 
A u s den Prämissen dieser Regeln erhält m a n m i t V V bzw. H V die 
Prämissen der ursprünglichen F o r m dieser Regeln, die z u den gleichen 
K o n k l u s i o n e n führen. A u s den Prämissen der ursprünglichen Regeln 
erhält m a n m i t den neuen Regeln u n d anschheßender K o n t r a k t i o n bzgl . 
der H a u p t f o r m e l n ebenfalls die K o n k l u s i o n e n . D i e Regeln nach 2.4.2.2.4 
s i n d also m i t den Regeln nach 2.4.2.1.1 äquivalent u n d w i r können 
uns i m folgenden i m m e r auf die F o r m u l i e r u n g der Deduktionsregeln 
v o n $ 3 nach 2.4.2.2.4 beziehen. 
Würde m a n die Regeln V V u n d H V z u den Grundrege ln v o n 
hinzunehmen, so könnte m a n natürlich auch das A x i o m e n s c h e m a 
A , A =>- A , r durch das Schema A «*• A ersetzen. 
2.4.2.2.5 D i e Regel T R : A A , T; A ' , A + V h~ A , A ' I", V 
ist zulässig i n $ 3 . 
D i e Regel T R bezeichnet m a n auch als Schnittregel, die F o r m e l A 
als SchnittformeL 
Beweis : W i r zeigen zunächst, daß die Regel T R ' : A A , l ~ ; 
A ' , A =>- P 1- A , A A =*- T A , P i n $ 3 zulässig ist , wo A A u n d T A aus A ' 
u n d T durch Streichung aller Vorkommnisse der F o r m e l A entstehen. 
A u s der Zulässigkeit v o n T R ' folgt dann wegen der Zulässigkeit v o n 
V V u n d H V sofort die Zulässigkeit v o n T R . 
E s Hege ein Beweis § für eine S Q 27 v o r m i t A n w e n d u n g e n v o n 
T R ' . W i r wollen zeigen, daß sich die erste A n w e n d u n g v o n T R ' i n § 
e l iminieren läßt durch U m f o r m u n g v o n £ i n einen Beweis £>'. Daraus 
folgt dann, daß sich i n g sukzessive alle Anwendungen v o n T R ' e l i -
minieren lassen. D i e fragliche erste A n w e n d u n g v o n T R ' habe die 
Prämissen 27x u n d 272 u n d die K o n k l u s i o n 273. D i e i n 5r> enthaltenen 
Beweise S x u n d <?>2 für 27x u n d 272 enthalten also keine Anwendungen 
v o n T R ' . W i r definieren als Rang a x (a2) von Ex (272) die maximale 
Z a h l der Glieder des Aststückes v o n S>x ($ 2 ) , das m i t 27x (272) endet 
u n d dessen sämtliche S Q die Schnit t formel A als H F ( V F ) enthalten. 
A l s Rang r der ersten A n w e n d u n g v o n T R ' bezeichnen w i r die Z a h l 
r = a x + a 2 . 
W i r führen den Beweis für unsere B e h a u p t u n g durch I n d u k t i o n 
n a c h dem G r a d g der Schnit t formel A u n d nehmen i n Basis u n d I n -
dukt ionsschri t t dieses Beweises je eine I n d u k t i o n nach dem R a n g r 
vor . Anwendungen der Regeln V T u n d H T wollen w i r n icht expl iz i t 
hervorheben. 
1. Basis: g = 0. 
l a ) r = 2, d . h . a x = a 2 = 1. D a n n s ind wegen g = 0 27x u n d 272 
A x i o m e u n d A u n d f enthalten die F o r m e l A , so daß 273 aus 27x oder 
272 d u r c h Anwendungen v o n V V u n d H V hervorgeht. Diese Regeln 
s i n d aber nach 2.4.2.2.3 i n $ 3 zulässig. 
l b ) D i e Behauptung sei bewiesen für g = 0 u n d alle r ^ m . Es sei 
n u n r = m + 1. 
Iba) a x ^ 2. Ist Ex K o n k l u s i o n einer Ein-Prämissen-Regel 51, so 
gehen w i r v o n der H e r l e i t u n g aus 
91 
T R ' 
wo Ex A als H F enthält . W i r können diese Her le i tung umformen i n eine 
Her le i tung 
T R 
9t 
T R ' 
E' 
r 7 
bzw. E' 
T R ' 
9t 
je nachdem, ob die H a u p t f o r m e l v o n 9? ein V o r k o m m n i s der Schni t t -
formel als H F ist oder nicht . Diese Herle i tungen lassen sich ihrerseits 
nach Induktionsvoraussetzung umformen i n Herle i tungen für Ez ohne 
A n w e n d u n g v o n T R ' . D e n n i m ersteren F a l l ist auch für die zweite 
T R ' - A n w e n d u n g r ^ m wegen a x = 1. Ist 91 die Regel H R , angewandt 
auf A , so ist Ef = Ez. Ist ein V o r k o m m n i s v o n A als H F v o n E[ Neben-
formel v o n 9t, so ist auf E' zunächst die Regel H V u n d dann 91 anzu-
wenden. Ist 91 die Regel h A , so muß m a n ggf. v o m Satz 2.4.2.2.2 Ge-
brauch machen, u m die Var iablenbedingung für diese Regel z u erhalten. 
D e r Beweis dieses Satzes, wie des dar in verwendeten Satzes 2.4.2.2.1 
ergibt, daß die freie E inse tzung v o n G V den R a n g des Beweises n icht 
erhöht, wenn m a n insbesondere v o n Beweisen § ausgeht, deren A x i o m e 
bzgl . A t o m f o r m e l n geschlossen s ind. — Entsprechende Bemerkungen 
gelten für die restlichen Fäl le unter (Iba). 
Ist Ex K o n k l u s i o n einer Zwei-Prämissen-Regel 9t, so gehen w i r v o n 
der H e r l e i t u n g aus 
9t 
T R ' 
wo E[ oder E^ A als H F enthält. Enthä l t nur E[ A als H F , so formen 
w i r diese H e r l e i t u n g wie folgt u m : 
Ei En Ei En 
tt 1 „ 1 : bzw. „ _ £ : ±L 
E En Eo 
T R ' *-
^3 
Diese Herlei tungen können w i r ihrerseits nach Indukt ionsvorausse tzung 
umformen i n Herlei tungen v o n Ez, die keine A n w e n d u n g e n v o n T R ' 
enthalten. In entsprechender Weise formt m a n <r> u m , w e n n n u r Ex 
die H F A enthält. 
E n t h a l t e n E\ u n d Ex' A als H F , so geht m a n zunächst z u den H e r -
lei tungen 
T R / ^ n ^ 2 2i ^ 2 2\ E2 ^ 1 ^ 2 
Z " 2 " ' 1 E' E" 
w _ : bzw. ± _ * 
T R ' = 
^3 
über, die sich nach Induktionsvoraussetzung i n Her le i tungen ohne 
A n w e n d u n g e n v o n T R ' umformen lassen. 
l b b ) F ü r den F a l l a 2 ^ 2 argumentiert m a n i n gleicher Weise. 
2. Induktionsschritt: Unsere B e h a u p t u n g sei bewiesen für alle g ^ n 
u n d beliebige r. E s sei n u n g = n + 1. 
2a) r = 2. Ist E1 oder E2 ein A x i o m , so argumentiert m a n wie unter 
( la ) . Andernfal ls entstehen Ex u n d E2 durch A n w e n d u n g e n logischer 
Rege ln ( v N bis hA) m i t A als H a u p t f o r m e l . D a n n f inden wir für 
A = — iB : A u s 
A , B + r A ' * B , r 
A ' =*- - . B , T A ' , - i B + r 
A , A ; B -
gewinnt m a n den Beweis 
A ' * B , r A , B •» r 
A B , A ' =*- r , V'B 
— V V H V 
T R ' 
der sich nach Induktionsvoraussetzung i n einen Beweis für 273 ohne 
Anwendungen v o n T R ' umformen läßt. Wegen r == 2 enthalten A u n d 
P die F o r m e l —iB n icht , so daß gi l t A ' _ , B = A ' u n d T n B = T. E n t -
sprechendes ist i n den beiden folgenden Fällen z u beachten. 
A = B D C : A u s 
A , B - c , r A ' - B , r A ' , c - r 
v i 
A B D c , r A ' , B D C + r 
T R ' A , A ' r , r 
erhält m a n den Beweis 
A ' B , r A , B c , r T R / 
A B , A ' c , r , r l 
V V H V 
A , A ' + c , r , r v v » n v . 
der sich nach Induktionsvoraussetzung i n einen Beweis für A , A ' =>- C, l~ , P 
umformen läßt , der keine Anwendungen v o n T R ' enthält . D a m i t er-
hal ten w i r d a n n den Beweis 
A , A ' c , r , r A ' . c - » r T R / 
A , A ' , A ; r c , r ' r 
A , A ' ~ r c , P V K , H K 
A , A ' -» r , r H V ' 
aus dem sich bei nochmaliger A n w e n d u n g der Indukt ionsvoraus-
setzung ein Beweis für 273 gewinnen läßt, der keine Anwendungen 
v o n T R ' enthält . 
A = A x B [ x ] : A u s 
A » A [ x / y ] , r A ' , A [ x / z ] » V 
A - A x A [ x ] , r A ' , A x A [ x ] - f T R ( 
A , A ' * r , r 
e rha l ten w i r unter Benützung v o n 2.4.2.2.2 u n d ggf. 2.4.2.2.1 einen Beweis 
A - A [ x / z ] , r A ' , A [ x / z ] -> r T R , 
A . A ' - r , r V V , H V ' 
den wir nach Induktionsvoraussetzung i n einen Beweis für Ez ohne 
Anwendungen v o n T R ' umformen können. 
2b) Die Behauptung sei für alle g = n + 1 u n d alle r ^ m bewiesen. 
Ist n u n r = m + 1, so argumentiert m a n wie unter ( lb ) . 
D a m i t ist die Zulässigkeit der Regel T R ' , u n d also auch die Z u -
lässigkeit der Regel T R bewiesen 1 . 
Den Satz 2.4.2.2.5 bezeichnet m a n auch als G E N T Z E N S C / ^ W Haupt-
satz oder als Eliminationstheorem. E r wurde zuerst v o n G . G E N T Z E N 
i n [25] bewiesen. Dieser Beweis hat die F o r m , daß m a n zeigt : die 
Regel T R kann i n einem u m diese Regel erweiterten Kalkül *ß3 e l i -
miniert werden, ohne daß dadurch die Beweiskraft des Systems ein-
geschränkt w i r d . Diese F o r m u l i e r u n g des Satzes ist m i t unserer Fassung 
natürlich äquivalent. 
Das E l iminat ionstheorem ist von außerordentlich großem W e r t , 
insbesondere bei beweistheoretischen Untersuchungen. W i r wollen 
diesen Satz nun verwenden, u m die Äquivalenz der Kalküle $ 1 u n d 
s#3 auf syntakt ischem Wege nachzuweisen 2 . 
D a w i r dazu auch Einführungsregeln für die D i s j u n k t i o n benötigen, 
geben w i r für <p3 auch Regeln für die übrigen logischen Operatoren 
an, die sich wie i m F a l l des Kalküls $ 2 * direkt aus den Def ini t ionen 
D l bis D 4 von 2.3.1 ergeben: 
v D : A, A r; A, B ^ T H A , A v B ^ f 
h D : A ^ A , n - A - A v B , r 
A + B , r h - A ^ A v B , T 
v K : A, A - Th-A, A A B - r 
A, B - r i - A , A A B =*- r 
1 Im Hinblick auf die Zulässigkeit der Regeln W und H V in *ß3, kann 
man der Schnittregel T R auch die äquivalente Formulierung 
T R + : A A, f; A, A =>- T f - A ^ T geben. Denn TR+ ist ein Spezialfall 
von TR und aus A =>• A, f und A', A P erhält man mit W und H V die 
SQ A, A'=>- A, T, P und A, A', As>r, P , aus denen sich die SQ A, A' P P 
mit TR+ gewinnen läßt. 
2 Auf semantischem Weg haben wir die Äquivalenz dieser Kalküle 
schon gewonnen, indem wir die Adäquatheit von $ 1 und von S!ß2, sowie 
die Äquivalenz von $2 und ^33 bewiesen haben. Wir geben den folgenden 
syntaktischen Äquivalenzbeweis an, um die syntaktischen Methoden ein-
zuüben und um zu zeigen, wie sich z. B. der einfache Adäquatheitsbeweis 
für Sp2 zum Beweis der Adäquatheit von *ßl verwenden läßt. 
h K : A - A , r ; A ^ B , r h A ^ A A B , T 
Y Q : A - A , r; A , B + r h - A , A = B + T 
A , A ^ r ; A ^ B , r h A , A = B ^ r 
h Q : A , A - B , T; A , B A , r h - A A = B , T 
v E : A , A [x/y] - rh- A , V x A [ x ] ^ r 
h E : A ^ A [x/y] , r h - A =>- V x A [x/y] , T 
D a b e i ist y i m F a l l der Regel h E eine beliebige G V , i m F a l l der Regel 
v E eine G V , die i n den F o r m e l n der K o n k l u s i o n nicht frei v o r k o m m t . 
D i e Regeln v K u n d h D könnte m a n auch durch die Regeln 
v K ' : A , A , B + r h - A , A A B =*\T u n d h D ' : A + A , B , T h - A => A v B , T 
ersetzen. D e n n es g i l t : 
A , A , B r u n d A , A ^ V u n d A , B =*- T 
A , A A B , B r v K A , A , B + T V V A , A , B =*- T V V 
A , A A B , A A B + r v K A , A A B ^ T v K ' A , A A B ~ r v K ' 
A , A A B r V R 
Ebenso zeigt m a n , daß sich die Regeln h D u n d h D ' d u r c h einander 
ersetzen lassen. 
Ist r die Formelreihe Alt..., A m , so setzen w i r T für die F o r m e l 
A x v . . . v A m . 1st h- die Ablei tungsbeziehung für $ 1 , so verstehen 
w i r die Aussage A r - i m Sinne v o n A h A A - I A , W O m a n für A eine feste, 
z. B . atomare F o r m e l wählen k a n n . E s gi l t dann der Sa tz : 
2.4.2.2.6 E i n e S Q A f ist i n $ 3 genau dann beweisbar, wenn die 
Ablei tungsbeziehung A l — 0 T i n tyl besteht. 
Beweis : 1. Ist A =>- V i n *ß3 beweisbar, so gilt A h-0 T i n $ 1 . 
la ) W i r bemerken zunächst, daß nach der allgemeinen Def in i t ion 
der Ablei tungsbeziehung 1.3.3.4 für beliebige Kalküle R folgende drei 
P r i n z i p i e n gelten: I) A h A , II) A u s A r - A folgt A , B h - A , III) A u s 
A l h - A u n d A , A H B folgt A H B . N a c h 1.3.3.4 erhält m a n eine A b -
l e i t u n g v o n A aus A , wenn m a n n u r die F o r m e l A anschreibt. L iegt 
eine A b l e i t u n g v o n A aus den A F aus A vor , so erhält m a n daraus eine 
A b l e i t u n g aus A , B , wenn m a n die A F B an irgendeiner Stelle vor A 
einschiebt. H a t m a n endl ich eine A b l e i t u n g v o n B aus A F A , A u n d 
eine A b l e i t u n g v o n A aus den A F A , so erhält m a n aus der ersten A b -
l e i tung eine A b l e i t u n g v o n B aus A , wenn m a n die Zeile , welche die A F 
A enthält durch die A b l e i t u n g v o n A aus A ersetzt 1 . 
l b ) Ist A =>- T ein A x i o m v o n $ 3 , so hat diese S Q die Gestal t 
A ' , A + A , P . I n $ 1 gi l t nach (la) A ' , A I - A (vgl . (I) u n d (II)) u n d 
daraus erhält m a n m i t T13 A , A h A v P . 
lc ) W i r zeigen n u n : Geht aus A T (und A ' P ) die S Q A " P ' 
d u r c h einmahge A n w e n d u n g einer der Deduktionsregeln v o n *p3 her-
vor , so folgt aus der Gültigkeit v o n A f—0 Y (und A ' H 0 P ) die Gültig-
keit v o n A " H 0 V". Für V R u n d V T ist das t r i v i a l , d a für die Gültig-
keit der Beziehung A H A A als Formelmenge, n icht als A u s d r u c k 
betrachtet w i r d . 
H T : A u s A l - 0 F v A v B v P folgt A H 0 F v B v A v P n a c h T15 u n d 
M T 5 . 
H R : A u s A h 0 A v A v F folgt A H 0 A v F nach T12 , T 1 3 u n d M T 5 . 
v N : A u s A H 0 B v f folgt m i t D l A H 0 - i B D F u n d m i t R l A , - i B H 0 F. 
h N : A u s A , B H 0 F f o l g t m i t M T 4 A H 0 B D F a l s o m i t D l A H 0 —iB v F. 
v i : A u s A h 0 A v F folgt m i t T15, D l u n d R l A , - i F H 0 A , m i t R l also 
A , - » F , A D B H 0 B , m i t A , B I - 0 F also A , - i T , A D B H 0 F , m i t M t 4 
A , A D B H 0 -1? D T, m i t T i l also A , A D B h - 0 P 
1 Umgekehrt hätten wir auch die Ableitungsbeziehung nach 1.3.3.4 
induktiv durch die Prinzipien (I) bis (III) definieren können mit den Zu-
sätzen IV) Ist A ein Axiom von R, so gilt h- A, V) Läßt sich A durch ein-
malige Anwendung einer der Deduktionsregeln von R auf die Formeln aus 
A gewinnen, so gilt A H A . Denn gilt A I — A nach 1.3.3.4, so gilt A I — A 
auch nach dieser induktiven Definition: Es liege eine Ableitung £ von A 
aus A nach 1.3.3.4 vor. Wir nehmen eine Induktion nach der Anzahl n der 
Anwendungen von Deduktionsregeln bei der Konstruktion von jr> vor. 
Ist n = 0, so ist A Axiom, dann gilt A H A nach (IV) und (II), oder A ist 
eine der A F aus A , dann gilt A h A nach (I) und (II). Sei die Behauptung 
bewiesen für alle n ^ m und sei nun n = m+7. Ist A A F oder Axiom, 
so argumentiert man wie oben. Ist A durch Anwendung einer Deduktions-
regel auf die Formeln B x , . . . , B s gewonnen worden, so sind die Formeln 
Bj (i = 1,. . . , s) durch eine Zahl von Anwendungen von Deduktionsregeln 
gewonnen, die ^  m ist, so daß nach Induktionsvoraussetzung gilt A h B } . 
Ferner gilt nach (V) B v . . ., B s f - A, also nach (II) A , B L F . . ., B S H A. 
Aus A r - B i erhalten wir mit (II) A , B 2 , . . . , Bs|— Bv also mit (III) 
A , B 2 , . . ., B s H A. Aus A h - B 2 erhalten wir mit (II) A , B 3 , . . . , B s f - B 2 , 
also mit (III) A , B 3 , . . . , Bsf— A. In dieser Weise erhalten wir endlich auch 
A H A . 
h l : A u s A , A h - 0 B v T erhalten w i r wieder A , - i f ~ , A I — 0 B , m i t M T 4 also 
A, - i f l - 0 A D B u n d m i t M T 4 , D l u n d T15 endl ich A l - 0 ( A D B ) vT". 
v A : Wegen T42 folgt aus A, A [x/y] r - 0 T auch A, A x A [x] h - 0 f . 
h A : A u s A h 0 A [ x / y ] v T folgt m i t D l u n d T 6 A h - 0 - i f D A [ x / y ] . 
W e n n die G V y nicht frei i n den F o r m e l n aus A, I", A x A [x] vor -
k o m m t , so erhalten w i r daraus m i t R 2 A h - 0 —\f D A y A [x/y] u n d 
also m i t T41 u n d M T 5 A K 0 - i F => A x A [ x ] . M i t T 6 u n d D l er-
halten w i r endl ich A I—0 A x A [x] v T. 
M i t (1b) u n d (1c) ist n u n gezeigt, daß alle S Q eines Beweises i n 
<ß3, insbesondere also die E n d - S Q i n * p i , beweisbar s ind. 
2. G i l t A h 0 A , so ist die S Q A =^  A i n $ 3 beweisbar. Daraus folgt 
d a n n : W e n n i n ißl gi l t A h-1~, so ist A =*- T i n $ß3 beweisbar. D e n n sei 
r die Formelre ihe A v . . . , A m , so f inden w i r A t •» A j , . . . , A m . . . A m A v . . . , A m ^ 
A x v . . . v A m A l t . . . , A m A ^ A , v . . . v A m T R 
A - A x , . . . , A m 
E s gilt also i n ^ 3 A A x v . . . v A m h- A A v . . . , A m . 
2a) Ist A eine der F o r m e l n aus A, so ist A A ein A x i o m v o n ^33. 
2b) Ist A ein A x i o m v o n tyl, so f inden w i r : 
A ist A x i o m nach A I : A , B A 
A B D A h l 
=>- A D ( B D A ) h l 
A =>- A D ( B D A ) W 
A ist A x i o m nach A 2 : 
A , B + B , C A , B , C =>- C 
v i 
A , B ~ A , C A , B D C , B + C 
v i 
A D (B D C ) , A , B + C A 3 (B D C ) , A ~ A , C 
v i 
A D (B D C ) , A D B , A =*- C 
A D ( B D C ) , A D B A D C h l 
A D (B => C ) + (A D B) D (A D C ) h l 
^ ( A D ( B D 0 ) D ((A D B ) D ( A D C ) ) h l 
A ^ ( A D ( B D C ) ) D ((A D B ) D ( A D C ) ) V V 
A ist A x i o m nach A 3 : 
B , A = ^ A B = ^ B , A 
h N B ^ - i A , A B, —iB =>- A v N 
- i A D - i B , B + A v i 
—iA D —iB B D A h l 
(-iA D -iB) D ( B D A ) h l 
A - (-iA D - . B ) D ( B D A ) V V 
A ist A x i o m nach A 4 : A[x /y] =>- A[x /y] 
AxA[x] A [x/y] v A 
A x A [x] D A [x/y] h l 
A ^ AxA [x] D A [x/y] V V 
2c) W i r nehmen n u n an, die Behauptung (2) sei bereits für alle 
Able i tungen <o v o n A aus A bewiesen, die n u r n A n w e n d u n g e n 
der Deduktionsregeln R l u n d R 2 v o n <ßl enthalten — die I n d u k t i o n s -
basis n = 0 ist bereits durch (2a) u n d (2b) erledigt — u n d es enthalte 
§ n u n m + 7 Regelan Wendungen. 
R l : Geht A aus den F o r m e l n B u n d B D A m i t R l hervor, so s ind 
nach Induktionsvoraussetzung die S Q A =>• B u n d A B D A i n $ 3 
beweisbar u n d w i r erhal ten: 
B ^ B, A B, A * A 
A ^ B D A B, B D A A v i 
A + B Ä J B ^ A T R 
A A T R 
R 2 : Geht A aus der F o r m e l B D C [ x ] m i t R 2 hervor, wo die G V x 
nicht frei i n den F o r m e l n aus A, B v o r k o m m t , so ist nach Indukt ions-
voraussetzung die S Q A B D C [ x ] i n $ 3 beweisbar u n d w i r f inden : 
B + B, C[x] B, C [x ] - C[x] 
A ~ B D C [ x ] B , B D C [ x ] + C[x] v i 
Ä/B^ C[x] T R 
A , B ^ A x C [ x ] h A 
A ^ B = > A x C [ x ] h l 
D a m i t ist auch die B e h a u p t u n g (2) bewiesen. 
In den Kalkülen $ 1 , <ß2 u n d $ 3 haben w i r also drei untereinander 
äquivalente u n d adäquate Formalis ierungen der P . L . vor uns. 
A u s dem Beweis des Satzes 2.4.2.2.6 geht auch hervor, daß m a n 
die p . l . Regeln v A u n d h A durch die Forderung einschränken kann , 
daß x i n A [ x ] frei sein sol l für y , wenn m a n T R als Grundregel v o n 
<J33 auffaßt. Denn das A x i o m A 4 u n d die Regel R 2 v o n $ 1 erhält m a n 
auch mi t den so beschränkten p . l . Regeln. Erklärt man auch die Regeln 
V V u n d H V z u Grundregeln v o n ^33, so k a n n m a n , wie oben erwähnt, 
das Axiomenschema A , A A , T durch das Schema A A ersetzen 
und erhält so aus $ 3 einen Kalkül , der dem GENTZENschen SQ-Kalkül 
L K i n der Formul ierung G l v o n K L E E N E entspricht 1 . I n diesem Kalkül 
ist dann jedoch die Regel T R nur ehminierbar i n Beweisen für solche 
S Q , i n deren Formeln keine G V zugleich frei u n d gebunden v o r k o m m t 2 . 
2.4.2.3 ^33 als Kalkül des natürlichen Schließens. E s soll n u n eine 
D e u t u n g des Beweisbegriffes v o n *ß3 angegeben werden, nach der sich 
auch dieser Kalkül als eine Formal is ierung des natürlichen Schließens 
ansprechen läßt. 
D e r entscheidende Begriff , über den die Theoremmenge der P . L . 
semantisch abgegrenzt w i r d , ist der des p . l . gültigen Schlusses. Diesen 
Begriff hat ten wir i n 2.2.2.7 definiert unter Bezugnahme auf den 
Interpretationsbegriff. M a n k a n n aber auch einen A u f b a u der Semantik 
angeben, i n dem der Begrif f des Schlusses als Grundbegrif f fungiert. 
I n der Interpretationssemantik nach 2.2.2 wurden primär die G V 
(im Sinne v o n Eigennamen) u n d die P V (im Sinne v o n Prädikaten) 
gedeutet. D i e Deutung der F o r m e l n (im Sinne v o n Sätzen) ergab sich 
daraus. I n der Bewertungssemantik hingegen w u r d e n n u r F o r m e l n 
gedeutet, eine D e u t u n g der einzelnen G V u n d P V wurde nicht vor-
genommen, sie erhielten eine Bedeutung nur mehr i m K o n t e x t von 
F o r m e l n . W i r treiben den Abst rakt ionsgrad der semantischen D e u t u n g 
n u n noch einen Schri t t weiter , wenn w i r n icht mehr die einzelnen F o r -
meln für sich deuten, sondern nur Schlüsse als gültig oder ungültig 
auszeichnen, so daß die Sätze nur i m K o n t e x t v o n Schlüssen Bedeu-
tung haben. Dieser semantische A n s a t z Hegt nahe, wenn m a n sich 
auf die Betrachtung v o n Theorien beschränkt, i n denen j a ebenfalls 
n icht primär die W a h r h e i t u n d Falschheit eines Satzes v o n Interesse 
ist, sondern seine Beweisbarkeit oder Widerlegbarkei t sowie das Beste-
hen oder Nichtbestehen dedukt iver Zusammenhänge zwischen den 
Sätzen der Theorie 3 . 
1 Vgl. [42], S. 442. 
2 Vgl. [42], S. 450. 
3 Vgl, für das folgende auch [10] und [45]. 
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E i n e n Schluß können wir charakterisieren als ein geordnetes P a a r 
von Formelmengen ( A , Ist S eine Menge v o n Schlüssen, so def i -
niert S eine Beziehung zwischen Formelmengen A u n d l~ , die w i r aus-
drücken durch A F. W o Unklarhe i ten nicht entstehen können, lassen 
wir den Index der auf das Bezugssystem hinweist , auch fort . 
E ine Menge 5 definiert n u n eine Folgebeziehung i m üblichen S i n n , 
wenn die Schlüsse aus S alle genau eine H F enthalten u n d wenn g i l t : 
r f : A -+ A für alle F o r m e l n A 
v v : A u s A A folgt A , B A 
t r : A u s A A u n d A ' , A + B folgt A , A ' + B . 
Diese drei Pr inz ip ien bezeichnen w i r wieder als Ref lexivi tät , vordere 
Verdünnung u n d Transit ivität . Statt , ,Folgebeziehung" werden w i r 
auch oft Schluß-System sagen. 
Die Bedingungen (rf) bis (tr) drückt m a n auch oft so aus, daß m a n 
sagt: 
rf) D ie Sätze einer Menge M gehören zur Konsequenzmenge v o n M, 
d. h . zur Menge der Sätze, die aus den Sätzen v o n M folgen. 
vv) Ist M ; i n M2 enthalten, so ist die Konsequenzmenge v o n M7 i n 
der Konsequenzmenge v o n M2 enthalten. 
tr) D ie Konsequenzmenge der Konsequenzmenge v o n M ist i n der 
Konsequenzmenge v o n M enthalten. 
Diesen Bedingungen genügt z. B . die Able i tungsbeziehung formaler 
Kalküle 1 ebenso wie die p . l . Folgebeziehung nach 2.2.2.7, wenn m a n 
sich dort auf Schlüsse m i t genau einer K o n k l u s i o n beschränkt. 
W i r haben i n der P . L . auch Folgebeziehungen betrachtet, die Schlüsse 
ohne K o n k l u s i o n enthalten. Solche Folgebeziehungen lassen sich da-
durch einführen, daß m a n eine F o r m e l F postuliert , für die gi l t F A 
für alle Formeln A . A u s F sollen also beliebige Sätze folgen, F repräsen-
tiert daher das Falsche. D a n n k a n n m a n für A ^ F auch schreiben 
A -*• u n d i m H i n b l i c k auf (tr) das P r i n z i p F A ersetzen durch das 
P r i n z i p der hinteren Verdünnung: 
h v : A u s A folgt A A . 
1 Vgl. die Anmerkung zu S. 206. 
Geht m a n i n einem zweiten Schri t t v o n Schlüssen m i t höchstens 
einer H F z u Schlüssen m i t mehreren H F über, indem m a n festlegt, daß 
A A V . . . , A m gelten soll genau dann wenn gilt A A X oder . . . oder 
A A m , dann k a n n m a n dem P r i n z i p (hv) auch die allgemeine F o r m 
geben 
h v : Aus A T folgt A A , I". 
Die P r i n z i p i e n (vv) u n d (tr) lassen sich dann i n der allgemeinen F o r m 
gewinnen: 
v v : A u s A r folgt A, A T 
t r : Aus A + A , T u n d A' , A - P folgt A, A ' + T, P . 
W i r nennen ein Schluß-System S vollständig, wenn gilt A oder 
A -*- für alle F o r m e l n A . W i r nennen S widerspruchsfrei, wenn es keine 
F o r m e l A gibt , für die gil t •+> A u n d A 
Nennt m a n ein Schluß-System atomar, wenn die Schlüsse aus S 
als V F u n d als H F nur A t o m f o r m e l n enthalten, so besteht der G r u n d -
gedanke z u m A u f b a u der Schlußsemantik dar in , daß m a n z u jedem 
A t o m - S y s t e m S eine Erwei terung definiert durch Gültigkeitsbedingun-
gen für Schlüsse, die komplexe F o r m e l n enthalten. D i e Gültigkeit 
eines Schlusses, der eine komplexe F o r m e l A enthält , soll danach ab-
hängen v o n der Gültigkeit v o n Schlüssen, die Tei l formeln v o n A ent-
halten. Dies Vorgehen entspricht dem Verfahren i n der Bewertungs-
semantik, i n der w i r v o n der Def in i t ion einer F u n k t i o n 2B für A t o m -
formeln ausgehend die Funkt ionswerte für komplexe F o r m e l n i n A b -
hängigkeit v o n denen für ihre Tei l formeln festgelegt haben. 
2.4.2.3.1 Ist S ein atomares Schluß-System, so sei die semantische 
Erwei terung S+ von S durch folgende Bedingungen def iniert : 
v n : A u s A A , T folgt A, - i A P 
h n : A u s A, A V folgt A - i A , P 
v i : A u s A - A , T u n d A . B ^ T folgt A, A D B - P 
h i : A u s A, A - B , T folgt A A D B , P 
v a : A u s A , A [ x / y ] f folgt A, AxA [x ] V für beliebige G V y. 
h a : G i l t A A [ x / y ] , V für alle G V y , so gi l t auch A A x A [ x ] , P 
D i e i n t u i t i v e Rechtfer t igung dieser Bedingungen ergibt sich aus 
folgenden Überlegungen: 
hn) A besagt, daß aus A beliebige Sätze folgen. M a n k a n n die N e -
gation über das P r i n z i p ex falso quodlibet definieren, u n d erhält d a m i t : 
aus A folgt —iA. D i e Bedingung aus A, A folgt A —iA stellt s ich 
dann dar als eine naheliegende VeraUgemeinerung dieses P r i n z i p s , die 
besagt: wenn A m i t den F o r m e l n aus A unverträghch ist , so folgt —iA 
aus A. 
Ist der Schluß A, A T gültig, so gil t nach unserer Festse tzung 
über Schlüsse m i t mehreren H F A, A C, wo C eine F o r m e l aus T ist. 
Ist das System S+ n u n vollständig, so gi l t entweder A — d a n n er-
halten wir also —iA, m i t (vv) u n d (hv) also A - i A , T — oder es gi l t 
A , dann erhalten w i r aus A, A C m i t (tr) A C , also m i t (hv) 
A - A , r. 
vn) Während (hn) eine Bedingung angibt , die besagt, unter welchen 
Voraussetzungen eine F o r m e l —iA erschlossen werden k a n n , formuhert 
(vn) eine Bedingung, unter der m a n aus einer F o r m e l —iA auf andere 
F o r m e l n schheßen k a n n . E s hät te viel leicht näher gelegen, anstelle v o n 
(vn) die U m k e h r u n g (hn) der Bedingung (hn) anzugeben: aus A - i A , V 
folgt A, A T. A b e r eine solche Bedingung fügt s ich n icht so gut i n 
den Gedanken einer i n d u k t i v e n D e f i n i t i o n der E r w e i t e r u n g S+ ein. 
Daher haben w i r die Formul ie rung (vn) gewählt, die s ich als äquivalent 
m i t (hn) erweist: D e n n aus (hn) erhalten w i r m i t -nA —iA (rf) —iA, A 
m i t A A , r u n d (tr) also A , -nA T. U n d aus (vn) erhalten w i r m i t 
A - A (rf) - . A , A also m i t A - i A , T u n d (tr) A , A T. 
hi) E i n e I m p h k a t i o n A D B soll gelten, wenn B aus A fo lgt : aus A -+ B 
erhält m a n - > A D B - aUgemein: aus A , A B erhält m a n A - > - A D B . 
G i l t n u n A, A B , l~ , so gil t entweder A , A B — dann erhält m a n 
also A A D B u n d m i t (hv) A - A D B , T — oder es gi l t A, A C, 
wo C eine F o r m e l aus T ist. D a n n k a n n m a n i m F a l l vollständiger 
Systeme S + benützen, daß entweder A gi l t , also m i t (tr) A -> C, 
also m i t (hv) A + A D B , V — oder A also m i t (hv) A B , also 
•> A D B , also m i t (vv) u n d (hv) A A D B , T. 
vi) Diese Regel ist wieder m i t der U m k e h r u n g (hi) v o n (hi) äqui-
valent. D e n n aus (vi) u n d aus (hi) erhält m a n jeweils A D B , A -> B . 
M i t A -+ A D B , r u n d (tr) gewinnt m a n daraus A, A B , T u n d m i t 
A - ^ A . r erhält m a n A , A D B B , T, m i t A , B T u n d (tr) also 
A, A D B r. 
ha) D i e B e d i n g u n g besagt, daß eine F o r m e l AxA[x] aus F o r m e l n A 
folgt, wenn alle Instanzen A [x /y ] aus A folgen. G i l t A A [ x / y ] , T 
für alle G V y u n d gi l t für eine G V z nicht A-+- A [x /z ] , so gilt A->~ C 
für eine F o r m e l C aus T u n d w i r erhalten m i t (hv) wiederum 
A + AxA[x], T. 
va) M a n erhält diese Bedingung wieder als U m k e h r u n g v o n (ha). 
D a n a c h folgt aus A AxA[x], T die Gültigkeit v o n A A [ x / y ] , T für 
alle G V y . Daraus u n d aus (va) erhält m a n jeweils AxA[x] A [x/y] 
für beliebige G V y . M i t (tr) u n d A, A [x/y] T erhält m a n also 
A, AxA[x] T. A u s A AxA[x], T erhält m a n umgekehrt m i t (va) 
u n d (tr) auch A A [ x / y ] , T für alle G V y . 
B e i der Recht fer t igung der semantischen Bedingungen 2.4.2.3.1 
haben w i r n u n vorausgesetzt, daß die Systeme S + vollständig s ind . 
E s genügt auch vorauszusetzen, daß die atomaren Systeme S, deren 
Erwei terungen w i r betrachten, vollständig s ind. D e n n wenn S + v o l l -
ständig ist b z g l . aller F o r m e l n v o m G r a d ^ n (n^ 0), so ist S + auch 
vollständig b z g l . aller F o r m e l n v o m G r a d n + 7: G i l t A oder A ->-, 
so gi l t nach (vn) u n d (hn) auch —iA oder - i A . G i l t B oder A 
so gi l t auch A ->~ B (vv, h v ) , also A D B . G i l t aber A u n d B so 
gil t n a c h (vi) auch A D B G i l t für eine G V y A [x/y] so gilt nach 
(va) AxA[x] g i l t für alle G V y A [ x / y ] , so gi l t nach (ha) auch 
+ AxA[x]. 
I m F a l l unvollständiger Atomsysteme S haben w i r keinen u n m i t t e l -
baren i n t u i t i v e n Zugang z u den semantischen Bedingungen 2.4.2.3.1, 
insbesondere erweist sich dann auch diese Semantik als unverträglich 
m i t d e m Gedanken , Schlüsse A Av..., A m m i t mehreren H F so z u 
deuten, daß aus ihrer Gültigkeit die Gültigkeit eines Schlusses A A A 
(i = 1 , . . . , m) folgt. D e n n aus (rf) erhalten w i r für beliebige F o r m e l n 
A A , also m i t (hn) - i A , A , obwohl für unvollständige Systeme eben 
n icht für alle A gilt A oder —iA bzw. A -^. 
D i e einzelnen vollständigen Systeme S+ entsprechen n u n den e in-
zelnen Interpretat ionen. W i e w i r die logisch wahren Sätze i n 2.2.2 unter 
B e z u g n a h m e auf alle Interpretationen definiert haben, so definieren w i r 
n u n den p . l . gültigen Schluß als Schluß, der i n allen Erweiterungen 
S + vollständiger A t o m - S y s t e m e 5 gültig ist. E s erweist sich n u n , daß 
ein Schluß p . l . gültig ist i n diesem S inn genau dann, wenn er al lgemein-
gültig ist , d . h . gültig i n den Erweiterungen aller Atomsysteme 5, 
n i c h t n u r der vollständigen Atomsysteme. Daraus ergibt sich zunächst 
die in tu i t ive Berechtigung dafür, daß w i r auch unvollständige A t o m -
systeme in unsere Bet rachtung einbeziehen. 
E s sei M das minimale A t o m s y s t e m , dessen Schlüsse sämtlich die 
Gestalt A, A A , T haben. Dies System ist m i n i m a l , da jedes S y s t e m 
nach den Pr inz ip ien (rf) bis (hv) diese Schlüsse enthalten muß. M ist 
ferner ein System, da sich aus Schlüssen der F o r m (rf) m i t den B e d i n -
gungen (vv), (hv) u n d (tr) immer nur Schlüsse dieser Gestalt gewinnen 
lassen. Ist n u n ein Schluß allgemeingültig, so ist er trivialerweise auch 
gültig i n der Erwei terung M+ von M. Ist ein Schluß umgekehrt M+-
gültig, so ist er auch allgemeingültig, d a M + Tei lsystem aller E r w e i t e -
rungen S + ist. A u s der M+ -Gültigkeit eines Schlusses E folgt also 
insbesondere auch, daß E gültig ist i n den Erweiterungen aller v o l l -
ständigen Atomsysteme S. M+ enthält also n u r p . l . gültige Schlüsse. 
Ist E umgekehrt p . l . gültig, so ist E auch M+-gültig, so daß M + auch 
alle p . l . gültigen Schlüsse enthält. D e n n wenn der Schluß A f gültig 
ist i n allen vollständigen Erweiterungen, so k a n n die Gültigkeit dieses 
Schlusses nicht abhängen v o n speziellen A n n a h m e n A oder A über 
eine A t o m f o r m e l A , d . h . A T muß m i t den M i t t e l n von M + beweis-
bar sein. 
I n M+ läßt s ich n u n die Bedingung (ha) durch die Bedingung 
ersetzen 
h a + : A u s A -*» A [ x / y ] , V folgt A A x A [ x ] , l~, wenn y eine G V ist, 
die i n den F o r m e l n A, A x A [ x ] , V n icht frei v o r k o m m t . 
D e n n da i n M+ keine G V ausgezeichnet s ind, folgt aus der Gültigkeit 
eines Schlusses E die Gültigkeit jedes Schlusses, der aus E durch freie 
E inse tzung v o n G V i n die F o r m e l n v o n E hervorgeht. Ist so die Prä-
misse von (ha + ) gültig, so s ind auch die Schlüsse A A [ x / z ] , V für 
alle G V z gültig. Die U m k e h r u n g , i n der m a n (ha) aus (ha + ) gewinnt, 
ist aber t r i v i a l . 
W e n n w i r n u n die P . L . i n ihrer A b g r e n z u n g durch die hier zugrunde 
gelegte Schluß-Semantik formalisieren wollen, so müssen wir das 
System aller p . l . gültigen Schlüsse, d . h . das System M+ formalisieren. 
D a z u ist nur nötig, daß w i r die Schlüsse d u r c h S Q repräsentieren u n d 
somit die Strukturregeln benützen, daß w i r ferner die Schlüsse von 
M als A x i o m e verwenden u n d die Bedingungen (vv) bis (tr) u n d (vn) 
bis (ha + ) in Deduktionsregeln eines SQ-Kalküls übersetzen. D a m i t 
erhalten w i r aber den Kalkül <ß3, wobei zunächst die Regeln V V , H V 
u n d T R als Grundregeln auftreten, die sich aber nach den Sätzen 
2.4.2.2.3 und 2.4.2.2.5 el iminieren lassen. 
$ 3 stellt sich also als eine direkte Formal is ierung der Schlußsemantik 
dar und in diesem Sinn als ein Kalkül des natürlichen Schließens. 
D a i n $ 3 genau die bzgl . der Schlußsemantik allgemeingültigen 
Schlüsse beweisbar sind u n d ferner, wie wir i m Satz 2.4.2.1.2 sahen, 
auch genau die p . l . Schlüsse i m Sinne von 2.2.2.7, so ergibt sich die 
Äquivalenz von Schluß- u n d Interpretationssemantik. Diese Äquivalenz 
erhält m a n auch direkt , i n d e m m a n zeigt : 
2.4.2.3.2 E i n Schluß ist p . l . gültig i m Sinne v o n 2.2.2.7 genau dann, 
wenn er allgemeingültig ist i m Sinne der Schlußsemantik. 
Beweis : 1) Jeder allgemeingültige Schluß, d . h . jeder M + - g ü l t i g e 
Schluß ist p . l . gültig. D e n n die Schlüsse A =>- A nach (rf) s ind p . l . 
gültig u n d sind die Prämissen der Bedingungen (vv) bis (hv) u n d (vn) 
bis (ha + ) p . l . gültig, so auch ihre K o n k l u s i o n e n , wie m a n leicht ein-
sieht. — 2) Jeder p . l . gültige Schluß 27 ist M 4 "-gültig. Andernfal ls gäbe 
es ja ein vollständiges System S+, i n dem E n icht gi l t . D a n n ließe 
s ich aber eine Bewertung 2B definieren durch die F o r d e r u n g : 2B(A) = ro 
für A u n d 2B(A) = f für A für alle A t o m f o r m e l n A . D u r c h I n d u k -
t ion nach dem G r a d von A erhielte m a n dann diese Bedingung auch 
für beliebige F o r m e l n A . H a t E n u n die Gestalt A x , . . . , A m B l t . . . , B n , 
so müßte also gelten A - , . . . , A m u n d B, B n , da andern-° s+ A s+ m 1 s+ n s+ 
falls wegen (vv) u n d (hv) E i n S + gültig wäre. E s würde dann also auch 
gelten 2B(AX) = . . . = 2ß(Am) = ro u n d S B ß J = . . . = 2B(Bn) = f, d. h . 
es gäbe eine Bewertung u n d also nach 2.2.2 auch eine Interpretat ion, 
die ein Gegenbeispiel für die A n n a h m e der p . l . Gültigkeit v o n E l iefern 
würde. 
E i n V o r z u g der Schluß-Semantik ist dar in z u sehen, daß m a n sich 
für die Abgrenzung der p . l . gültigen Schlüsse nur auf das i n d u k t i v 
definierte System M + beziehen muß u n d nicht , wie i n der Bewertungs-
Semant ik auf eine nicht abzählbare Gesamtheit von F u n k t i o n e n . Seine 
eigentliche Bedeutung gewinnt dieser Ansa tz frei l ich erst i m R a h m e n 
einer konstrukt iven Semantik, i n der man nur v o n i n d u k t i v definierten 
Schluß-Systemen ausgeht, die sich als Ableitungsbeziehungen i n for-
m a l e n Kalkülen auffassen lassen 1 . H i e r soll uns die Schlußsemantik 
1 Vgl. dazu [10] und [45]. 
v o r al lem dazu dienen, i m nächsten A b s c h n i t t eine B e z i e h u n g zwischen 
posi t iver , intuit ionist ischer u n d klassischer L o g i k herzustel len. 
2,4.2.4 Positive und intuitionistische Logik. W e n n w i r auf die Begrün-
d u n g der Schluß-Semantik für das klassische System $ 3 zurückblicken, 
so sehen w i r , daß dabei v o n einer zweifachen Veral lgemeinerung des 
i n t u i t i v e n Begriffs der Folgebeziehung Gebrauch gemacht w u r d e : i m 
U b e r g a n g nämlich v o n Schlüssen m i t genau einer H F z u Schlüssen 
m i t höchstens einer H F u n d v o n diesen z u Schlüssen m i t beliebig 
vie len H F . W i r wollen n u n überlegen, z u welchen L o g i k s y s t e m e n man 
k o m m t , wenn m a n diese Verallgemeinerungen des Schluß-Begriffes 
n i c h t v o r n i m m t . 
Beschränkt m a n sich auf Schlüsse m i t genau einer H F , so führt uns 
der oben dargestellte W e g zur Begründung des Kalküls ^p3 auf einen 
Kalkül <ß£, der s ich aus <p3 ergibt, wenn m a n die A x i o m e u n d De-
duktionsregeln v o n $ 3 spezialisiert auf den F a l l v o n S Q m i t genau 
einer H F . D a b e i fal len die Regeln H T , H R , H V , v N , h N fort , für 
die eine solche Spezial is ierung n icht möglich ist . D i e Rege ln für die 
Operatoren v , A u n d V v o n $ 3 fassen w i r jetzt als Grundregeln v o n 
<ß£ auf, da i n Abwesenheit der Negationsregeln diese Rege ln n icht mehr 
aus den Def ini t ionen D l , D 2 u n d D 4 z u gewinnen s ind . Dagegen sei 
der Operator = weiterhin d u r c h D 3 definiert. D i e Rege l v i können 
w i r für $ 3 auch i n der F o r m 
v i * : A + A , T ; A , B =- f h A , A D B + r, P 
ansetzen, die m i t v i äquivalent ist. D e n n v i ist eine Spezialisierung 
v o n v i * u n d aus A A , T u n d A, B «>• P erhalten w i r m i t H V A =>- A , I~, P 
u n d A, B =>- T, P u n d daraus m i t v i A, A D B — T, P . 
B e i der Spezialisierung der Regel der vorderen Implikationseinführung 
für ^ß£ wollen w i r uns n u n auf v i * beziehen. 
Betrachtet m a n Schlüsse m i t höchstens einer H F oder führt man, 
was damit nach unseren früheren Ausführungen gleichwertig ist, eine 
F o r m e l F ein, für die gilt F A für alle F o r m e l n A , so k o m m t man 
d u r c h eine Spezialisierung der A x i o m e u n d Deduktionsregeln v o n $ 3 
auf S Q m i t höchstens einer H F z u einem Kalkül 3 £ , dessen A x i o m e 
u n d Regeln w i r n u n expl iz i t angeben w o l l e n : 
2.4.2.4.1 Axiome v o n 3 £ s ind alle S Q der F o r m A =>• A . 
Die Deduktionsregeln von 3 £ s i n d : 
V T : A , A, B , A ' + ß h A , B , A, A ' + Ü. 
Hier wie i m folgenden sei Q immer eine Formelreihe, die höchstens 
eine F o r m e l enthält . 
V R : A , A, A - ß h A , A + ß 
V T : A ^ ß h A , A^Q 
H V : A h A A 
T R : A A ; A ' , A - ß h A , A 7 ß 
v N : A => A h A , - i A =^  
M : A , A ^ h A ^ - i A 
v D : A , A = > ß ; A , B ^ ß h A , A v B - ß 
h D : A ^ A h A A v B 
A => B h A = . A v B 
v K : A , A =>- ß h A , A A B + ß 
A , B * ß h A , A A B ^ ß 
h K : A A ; A + B h A =>- A A B 
v i * : A ^ A ; A , B ^ ß h A , A D B = ^ f i 
h i : A , A B h A =^  A D B 
v A : A , A [x/y] =>- ß h A , A x A [ x ] ß , wo y eine beliebige G V ist. 
h A : A * A [ x / y ] h A * A x A [ x ] , w c y nicht frei i n den F o r m e l n 
A , A x A [x] v o r k o m m t . 
v E : A , A [x/y] ^ ß h A , V x A [x] =»- Q, wo y nicht frei i n den F o r m e l n 
A , ß , V x A [ x ] v o r k o m m t . 
h E : A A [ x / y ] h A =>• V x A [ x ] , wo y eine beliebige G V ist. 
D e n Ka lkül erhält m a n aus wenn m a n die Regeln H V , v N 
u n d h N fort läßt u n d für ß immer eine F o r m e l C setzt. D e n a . l . T e i l 
des Kalküls <ß£ bezeichnet m a n als positive Logik. E i n e n Kalkül der 
posi t iven L o g i k haben zuerst D . H I L B E R T u n d P . B E R N A Y S i n [38] 
angegeben. E r ist äquivalent m i t folgendem Kalkül S : 
D i e Axiome v o n S s i n d : 
B l : A D ( B D A ) 
B 2 : (A 3 ( B 3 C)) 3 ((A 3 B ) 3 (A 3 C)) 
B 3 : A A B 3 A 
B 4 : A A B 3 B 
B 5 : A 3 ( B 3 A A B ) 
B 6 : A 3 A v B 
B 7 : B D A v B 
B 8 : (A D C) D ((B D C) D (A v B D C)) 
A l s Deduktionsregel v o n S wählen w i r die Regel R l des modus ponens 
A D B , A h - B . 
In der posit iven L o g i k s ind nur solche F o r m e l n v o n <2I1 beweisbar, 
die kein Negationszeichen wesentlich enthalten. A m Beispie l des Peirce-
schen Gesetzes ((A D B) D A ) D A werden w i r unten sehen, daß i n <B aber 
keineswegs alle Theoreme von 511 beweisbar s ind, die ke in Negat ions-
zeichen enthalten. Hingegen gilt , daß i n 6 genau die a . l . Theoreme 
beweisbar sind, die i n der intuitionistischen Logik gelten u n d die ke in 
Negationszeichen wesentlich enthalten. D i e intuit ionist ische L o g i k ist 
von L . E . J . B R O U W E R begründet worden. A . H E Y T I N G hat zuerst eine 
Formal is ierung der intuit ionist ischen P . L . angegeben, die m i t dem K a l -
kül 3 äquivalent ist , den m a n erhält, wenn m a n den Kalkül <5 u m fo l -
gende Regeln u n d A x i o m e erweitert : 
B 9 : —iA D (A D B) 
B I O : (A D B) D ((A D - ,B) D -nA) 
B l l : A x A [x] D A [x/y] 
B 1 2 : A [x/y] D V x A [ x ] . 
Für B l l u n d B 1 2 sei x frei für y i n A [ x ] . 
A l s neue Schlußregeln verwendet m a n die Regel R 2 A D B [x] 
h- A D A x B [x] (wo die G V x nicht frei i n A vorkommt) u n d die Regel 
R 3 A [ x ] D B h V x A [ x ] D B (wo die G V x nicht frei i n B v o r k o m m t ) . 
Die intuit ionistische L o g i k spielt i n der modernen logischen G r u n d -
lagendiskussion eine wichtige Rol le . W i r müssen uns i m R a h m e n dieses 
Buches, das ganz auf die klassische L o g i k zugeschnitten ist, ein näheres 
Eingehen auf die Geschichte u n d auf die Argumente zur Auszeichnung 
der intuit ionist ischen L o g i k versagen u n d den interessierten Leser auf 
die reichlich vorhandene L i t e r a t u r zu diesem T h e m a verweisen 1 . 
W i r beweisen nun den Satz 
2.4.2.4.2 Der Kalkül ^ £ ohne die p . l . Regeln v A bis h E ist mi t dem 
Kalkül 6 äquivalent und 3 £ ist mi t dem Kalkül 3 äquivalent. 
Der Beweis verläuft nach demselben Gedanken wie der Beweis des 
Satzes 2.4.2.2.6, i n dem w i r die Äquivalenz der Kalküle ^p3 und $1 
1 Vgl. [4] und [36]. 
nachgewiesen haben. W i r können uns auf den Äquivalenzbeweis für 
3 £ u n d 3 beschränken, aus dem sich die Äquivalenz von $ £ und 6 
sofort ergibt. W i r setzen wieder F : = C A —iC für eine feste F o r m e l C 
u n d schreiben auch Af— für A I — F . E s ist zu zeigen: D i e S Q A => ü 
ist in 3# genau dann beweisbar, wenn für 3 die Ableitungsbeziehung 
A f — 0 ß besteht, die wie für $ 1 definiert sei, wobei in der Def ini t ion 
des A u s d r u c k s ,,die G V x w i r d eingefangen" auf S. 152 n u n statt ,,eine 
A n w e n d u n g v o n R 2 " z u setzen ist ,,eine A n w e n d u n g von R 2 oder R 3 " . 
W i r wol len für 3 die Gültigkeit des Deduktionstheorems M T 4 u n d des 
Theorems T41 voraussetzen. D e m Leser sei empfohlen, diese Theoreme 
für 3 auf dem gleichen Wege wie für $ 1 z u beweisen 1 . 
1) Ist £ eine A b l e i t u n g aus A F A i n 3 , m der keine G V für die 
A F eingefangen w i r d , so zeigen w i r für alle F o r m e l n A von § , daß die 
S Q A =>- A i n 3# beweisbar ist. 
Ist A eine der A F aus A, so ist A =>- A ein A x i o m von 3 £ , bzw. geht 
aus einem A x i o m m i t V V hervor. 1st A ein A x i o m v o n 3 , so findet 
m a n leicht , daß => A i n 3# beweisbar ist. M a n braucht d a z u nur i m 
Sinne des Beweisverfahrens i n *ß2 v o n der z u beweisenden S Q ausgehen 
u n d m i t der U m k e h r u n g der Deduktionsregeln v o n 3# den gesuchten 
Beweis aufbauen. So erhalten w i r z. B . 
B2) A , B + B A , B , C =>- C 
A , B A A , B , B D C + C (vi) 
(vi) Ä D ( B D C ) , B , A * C A D ( B D C ) , A ^ A 
A D ( B D C ) , A D B , A =*- C (vi) 
(A D (B D C)) D ((A D B) D (A D C)) (hl) , 3 m a l 
B9) A - A 
- . A , A - B ( v N , H V ) 
- i A D ( A D B ) (hi) , 2 m a l 
1 Vgl. dazu auch [42], S. 97, Theorem 1 und S. 153 Lemma 15b. Das 
System R von K L E E N E [42], S. 82 unterscheidet sich von 3 n u r dadurch, 
daß die beiden Vorderglieder von B2 vertauscht sind. Im Hinblick auf 
MT4 und R l sind aber beide Formulierungen von B2 äquivalent. Vgl. auch 
dort den Äquivalenzbeweis für R und das System G l , das 3# entspricht, 
S. 445 ff. 
BIO) A, B ~ B 
A , B A A, B, - i B 
A , A D—iB A A , A D - n B , B =>• 
A D B . A D - I B , A =>-
A D B . A D ~ I B - i A 
=> ( A D B ) D ( ( A D -nB) D - T A ) 
W i r d A i n § endlich m i t H i l f e der Rege ln R l , R 2 oder R 3 v o n 3 
gewonnen, so erhalten w i r die Beweisbarkeit v o n A =>- A i n 3# w * e f o l g t : 
Wegen 
A A A , B - B 
A , A D B =• B A A D B 
_____ 
g i l t : I) A = * A D B I - A , A ^ B . E s g i l t also auch 
A A ; A A D B h A B (I, T R ) , 
A =>• A D B [ x ] h A ^ A D A x B [ x ] , wenn x n icht frei i n A v o r k o m m t 
(I, h A , h l ) , 
A A [ x ] D B h A => V X A [ X ] D B , wenn x nicht frei i n B v o r k o m m t 
(I, v E , h l ) . 
2) Ist die S Q A =>- Q i n 3 £ beweisbar, so gil t A r - 0 ß i n 3 . Ist 
A ü ein A x i o m von 3 £ , so gi l t A h 0 ß t r iv ia ler Weise. G i l t die 
Behauptung für die Prämissen einer Dedukt ionsregel von 3#> s o 
sie auch für deren K o n k l u s i o n : 
v N : A u s A f - 0 A folgt m i t B 9 u n d R l A , - . A r - 0 C A - I C . 
h N : A u s B l u n d B 2 folgt wie in $ 1 h- A D A . A u s A , A h - 0 F folgt 
A , A h - 0 - n A , m i t M T 4 A h 0 A D - iA, m i t B I O u n d A D A erhält 
man daraus A h - 0 —iA. 
v D : A u s A , A h - 0 C u n d A , B f- 0 C erhält m a n m i t M T 4 A H 0 A D C 
u n d A h 0 B D C m i t B 8 u n d R l also A , A v B h 0 C . 
h D : A u s A h - 0 A erhält m a n m i t B 6 u n d R l A h 0 A v B . A u s A h - 0 B 
erhält man m i t B 7 u n d R l A h 0 A v B . 
v K : A u s A , A h - 0 C erhält m a n m i t B 3 u n d R l A , A A B r - 0 C. A u s 
A , B r - 0 C erhält m a n m i t B 4 u n d R l A , A A B h - 0 C. 
h K : A u s A h - 0 A u n d A r - 0 B folgt m i t B 5 u n d R l A h 0 A A B . 
v i : A u s A h - 0 A u n d A , B h - 0 C folgt m i t R l A , A D B h 0 C . 
h l : A u s A , A f- 0 B folgt m i t M T 4 A h 0 A D B . 
H V : A u s A h 0 C A erhält m a n m i t B 3 , B 4 , B 9 u n d R l A h 0 A 
für beliebige F o r m e l n A . 
Die Regeln V V , T R , V T , V R erledigen sich wieder i n einfacher 
Weise. 
v A : Ist x frei für y i n A [ x ] , so folgt aus A , A [ x / y ] h - 0 C m i t B l l u n d 
R l A , A x A [x] h - 0 C. A n d e r n f a l l s erhält m a n statt A x A [x] zunächst eine 
Formel , aus der A x A [ x ] m i t T41 hervorgeht. 
h A : A u s A h - 0 A [x/y] folgt A h - 0 (C => C) D A [x/y] , m i t R 2 (wo y nicht 
frei i n C vorkomme) also A r~ 0 (C D C) D A y A [x/y] , da y nicht frei i n 
den Formeln aus A v o r k o m m t , u n d m i t h C D C daraus A h - 0 A y A [x/y] . 
M i t T41 erhalten w i r daraus A I — 0 A x A [ x ] , da y nicht frei i n A x A [ x ] 
vorkommt. 
v E : A u s A , A [x/y] l - 0 C erhal ten w i r m i t M T 4 A h - 0 A [x/y] D C, da 
y nicht frei i n den F o r m e l n aus A v o r k o m m t , m i t R 3 u n d R l also 
A , V y A [x/y] h - 0 C, d a y n i c h t frei i n C v o r k o m m t . M i t T41 erhalten 
wir endlich A , V x A [x] I—0 C . 
h E : Ist x frei für y i n A [ x ] , so erhalten w i r aus A r - 0 A [ x / y ] mi t 
B1 2 u n d R l A r - 0 V x A [ x ] . Andernfa l l s erhält m a n statt V x A [ x ] z u -
nächst eine F o r m e l , aus der V x A [ x ] m i t T41 hervorgeht. 
A u f g r u n d dieses Äquivalenzbeweises s ind w i r n u n berechtigt, den 
a.l . T e i l v o n als Sys tem der posit iven L o g i k anzusprechen u n d 3# 
als System der intui t ionis t i schen L o g i k . D ie Unterscheidung der dem 
A u f b a u der Schluß-Semantik zugrunde gelegten Folgebeziehungen i n 
solche m i t genau einer H F , m i t höchstens einer H F u n d m i t beliebig 
vielen H F hat also eine Untersche idung der dami t begründeten L o g i k -
systeme i n Systeme der pos i t iven , der intuit ionist ischen u n d der klas-
sischen L o g i k zur Folge . Während es bzg l . der Bewertungs- oder 
Interpretationssemantik n i c h t möglich ist, diese Logiksysteme unmi t te l -
bar z u vergleichen, b i ldet also die Schluß-Semantik einen hinreichend 
weiten R a h m e n für die Begründung u n d den Vergle ich verschiedener 
Logiksysteme. Neben der pos i t iven , intuit ionist ischen u n d klassischen 
L o g i k lassen sich m i t diesem A n s a t z auch noch andere Systeme gewin-
nen, auf die w i r hier aber n i c h t eingehen wol len, d a diese Systeme i n 
der gegenwärtigen D i s k u s s i o n k a u m eine Rol le spielen. 
W i r wollen i n diesem Abschni t t noch einen Z u s a m m e n h a n g zwischen 
der Zulassung mehrerer H F u n d der Forderung der Vollständigkeit der 
Schluß-Systeme herstellen, u m so ein noch besseres Verständnis für 
das Verhältnis v o n klassischer u n d intuit ionist ischer L o g i k z u gewinnen. 
Z u v o r s ind aber noch einige Bemerkungen z u m System 3# nachzuholen . 
E s wurde schon erwähnt, daß sich die E l i m i n i e r b a r k e i t der Rege l 
T R auch für das System 3 £ beweisen läßt . D a w i r den Gedankengang 
eines solchen Beweises schon oben für den Kalkül <ß3 dargestellt 
haben, wollen w i r hier nicht näher darauf eingehen. O b e n wurde 
gesagt, i n der posit iven L o g i k seien genau diejenigen F o r m e l n 
beweisbar, die i n der intuit ionist ischen A . L . beweisbar seien u n d k e i n 
Negationszeichen wesentlich enthielten. D a b e i sagen w i r , eine F o r m e l 
A enthält kein Negationszeichen wesentlich, wenn alle negierten T e i l -
formeln von A sich durch A t o m f o r m e l n ersetzen lassen, ohne daß sich 
dadurch etwas an der Beweisbarkeit v o n A ändert. L ä ß t m a n i n 3 £ 
die Negationsregeln fort , so erhält m a n den Kalkül 9ß£. W e n n also i n 
9ß£ eine S Q beweisbar ist, so auch i n 3 £ - Ist umgekehrt eine S Q E be-
weisbar i n 3#> deren F o r m e l n kein Negationszeichen wesentl ich ent-
halten, so läßt sich ein Beweis für die S Q E' angeben, i n der gegenüber 
E i n allen F o r m e l n alle negierten Tei l formeln durch A t o m f o r m e l n er-
setzt s ind. D i e F o r m e l n v o n E' enthalten also keine Negationszeichen 
mehr. I m H i n b l i c k auf die E l i m i n i e r b a r k e i t v o n T R gi l t aber für 3 £ , 
daß alle i n S Q eines Beweises § für E' vorkommenden F o r m e l n T e i l -
formeln der F o r m e l n v o n E' s ind. A l s o k a n n § keine A n w e n d u n g e n 
der Regeln v N u n d h N enthalten, also ist jr> auch ein Beweis für E' 
i n $ £ . 
W i r hatten ferner erwähnt, daß die S Q ((A D B ) D A ) D A nicht 
in ^ß£, also auch nicht i n 3# beweisbar sei. Das zeigt folgender Versuch 
einer Beweiskonstrukt ion (wir nehmen dabei an, A u n d B seien A t o m -
formeln) : 
A B 
+ A D B A + A 
( A D B ) D A ^ A 
((A D B) D A ) D A 
E i n wesentlich anderes Beweisschema als das angegebene k a n n es wegen 
der E l imin ierbarke i t von T R offenbar nicht geben u n d das führt nicht 
z u m Zie l , sofern A u n d B verschiedene A t o m f o r m e l n s ind. A u f dem gleichen 
Wege k a n n m a n zeigen, daß i n der intuit ionist ischen L o g i k folgende 
S Q nicht beweisbar s i n d : 
1) Das tertium non datur 
A -
=> A oder => —«A 
A v —iA 
2) 
=> A A =>-
i A => B A * n A B = . B A ^ B => B 
l A D B ^ A , —iA D B B , ^ n A B ^ A D B 
oder — oder 
—iA D B * A v B 
(-iA D B) D A v B 
3) A B =>-
=*- - i A , - - i B 
oder — 
=>- —iA v - i B 
—iA v —iB =>- —iA v —iB 
- i ( - i A v -.B) ^ A -n(-iA v -iB) B , - , A v ->B 
—. — i oder 
- . ( - i A v -iB) A A B 
^ - i ( - .A v -iB) D A A B 
4) A [x/y] -
A [x/y] - - - iA[x /y ] 
-nA[x/y] - A x - « A [ x ] 
=>- A x - i A | x ] , —iAx —lATxl ATx /z l 
L _ i oder — — _ J L i - : — 
- i A x - i A [ x ] VxA[x] 
- - i A x - i A [ x ] D V x A [ x ] 
Diese Beispiele zeigen, daß m a n wie für $ 3 (in Gestalt des Kalküls 
$2) auch für 3 £ ein mechanisches Beweisverfahren konstruieren k a n n . 
Sie zeigen aber auch, daß dieses Verfahren schon i m a. l . F a l l , wo es 
wieder z u e inem Entscheidungsverfahren führt, erheblich komplizierter 
ist als i m klassischen F a l l wegen der alternativen Beweismöglichkeiten, 
die w i r oben d u r c h „oder" angedeutet haben. H i n z u k o m m t , daß wir 
in den Beispielen der Übersichtlichkeit wegen noch die Möglichkeit 
außer acht gelassen haben, daß die K o n k l u s i o n d u r c h die Regel V R 
gewonnen w i r d . E s sei dem Leser empfohlen, auch diese Möghchkeit 
in den Beispielen z u berücksichtigen 1 . 
A u s den Beispielen (2) bis (4) geht n u n hervor, daß für die i n t u i -
tionistische L o g i k nicht gi l t A v B = — A D B , A A B == —1(—iA v —B) 
u n d V x A = —iAx —iA. Daher k a n n m a n auch die Def ini t ionen D l , D 2 
und D 4 nicht verwenden u n d muß die Dis junkt ions - , K o n j u n k t i o n s -
u n d Existenzregeln als Grundregeln von 3 £ ansprechen. 
K o m m e n w i r n u n zur klassischen L o g i k zurück! A u s dem System 
3 erhalten w i r durch H i n z u n a h m e des A x i o m s 
B 1 3 : A v n A 
ein System der klassischen L o g i k , das m i t $ 1 äquivalent i s t : M i t den 
i n 2.3.2 u n d 1.3.4 gewonnenen M i t t e l n beweist m a n sofort, daß alle 
A x i o m e B l bis B 1 3 sowie die Able i tbarkei tsbeziehung nach R 3 i n $1 
beweisbar s ind. Umgekehr t s ind die A x i o m e u n d Deduktionsregeln von 
<ßl bis auf A 3 auch A x i o m e u n d Deduktionsregeln v o n 3- I n 3 k a n n 
m a n aber m i t B 1 3 A 3 beweisen (wir setzen wieder die Gültigkeit des 
Deduktionstheorems M T 4 für 3 voraus) : 
1) - , A D - i B 
2) B 
3) - l A D B 
4) - — . A 
5) A D ( - - . A D A ) 
6) -nA 
7) A 
8) - i - i A D A 
9) —A D (—i—iA D A) 
A F 
A F 
B 1 , R 1 
B I O , R l (1,3) 
B l 
A F 
B 9 , R l (4, 6) 
B l , R l (7) 
M T 4 (6) (Damit haben wir uns von 
der A F (6) befreit.) 
10) A v - l A D (—i—iA D A) 
11) A v n A 
12) - - - A D A 
13) A 
B 8 , R l (5,6) 
B 1 3 
R l 
R l (4, 12) 
1 Die Entscheidbarkeit der intuitionistischen A . L . ist zuerst von G . 
G E N T Z E N in [ 25 ] bewiesen worden vermittels eines Verfahrens, wie es 
hier angedeutet wurde. Vgl. dazu auch [ 42 ] , S. 4 8 2 ff. 
14) B D A 
15) ( n A D n B ) D ( B D A ) 
M T 4 (2) 
M T 4 (1) (Damit haben w i r uns 
v o n den A F (2) u n d (1) befreit.) 
In entsprechender Weise erhält m a n aus 3 £ durch H i n z u n a h m e des 
x\xiomenschemas =>- A v —iA ein System der klassischen L o g i k . Dieses 
Axiomenschema läßt sich auch durch die Regel 
Y S : A , A 0; A , - . A ^ ß h - A Ü 
ersetzen. D e n n aus A , A =>- Q u n d A , - i A Q erhält m a n m i t v D 
A , A v - i A =>- Q m i t =• A v - i A u n d T R also A Q. Umgekehrt findet 
man 
D e n Kalkül, der aus 3# d u r c h H i n z u n a h m e der Regel V S entsteht, 
wol len w i r *p4 nennen. D a s Axiomenschema A v —iA u n d ebenso 
die Regel V S drücken die Vollständigkeitseigenschaft der i n der Schluß-
Semantik betrachteten Systeme S+ aus. D e n n wenn für jede F o r m e l A 
g i l t : A oder A ->-, so gi l t a u c h : A oder - i A , also •> A v - i A . 
U n d wenn A v - i A für alle F o r m e l n A gi l t , so muß nach h D auch 
gelten A oder —iA, d . h . A oder A - K D i e Forderung der V o l l -
ständigkeit zeichnet also i m R a h m e n der Schluß-Semantik, i n der 
Schlüsse m i t höchstens einer H F betrachtet werden, d . h . i m R a h m e n 
der intuit ionist ischen L o g i k die klassische L o g i k aus. W i r beweisen 
d a z u den Satz 
2.4.2.4.3 I n $ 4 s ind genau diejenigen S Q beweisbar, die höchstens 
eine H F enthalten u n d i n <ß3 beweisbar s ind. 
1) Ist eine S Q A =>• Q i n *ß4 beweisbar, so ist sie auch i n S$3 beweis-
bar , d a die A x i o m e u n d Deduktionsregeln v o n *p4 bis auf V S Spezial i -
sierungen der A x i o m e u n d Deduktionsregeln v o n <P3 s ind. N a c h unseren 
früheren Bemerkungen können w i r j a i n *ß3 die Regel v i durch die 
Regel v i * ersetzen. I n $ 3 ist ferner für alle F o r m e l n A die S Q =>- A v -nA 
beweisbar, so daß auch die Ablei tungsbeziehung nach V S g i l t : 
A A 
A * A v —iA 
- rA - i A 
—iA * A v —iA 
V S 
=> A v —iA 
A A 
A , - . A 
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=> A v —iA, —iA 
* A v - i A , A v —iA 
* A v -nA 
2) Ist die S Q A ^ ß i n <ß3 beweisbar, so auch i n <P4. D e n n jeder 
Beweis § für eine S Q A «*» ß i n *p3 läßt sich i n einen Beweis £ ' für 
A =>- ß m i t zusätzlichen Anwendungen v o n V S umformen, der n u r S Q 
m i t höchstens einer H F enthält. Zunächst k a n n m a n die A x i o m e A , A =>-
A , T v o n § durch die A x i o m e A, —il", A =>- A ersetzen, wobei —«r die 
Formelreihe — i B x , . . . , —iBn sei, wenn T die Formelreihe B x , . . . , B n ist . 
Ferner gilt die Beziehung I) A, —iA ß h- A, —iß =>- A , wie folgende 
A b l e i t u n g zeigt: 
A, - i A ß 
A, - i A , - i ß =>-
A, —iA, - i ß A A, —iß, A => A v s 
A, - i ß => A 
D i e Regel V S wurde aber schon als zulässig i n $ 3 erkannt. D a n a c h 
k a n n m a n n u n bei allen Regelan Wendungen i n £j die jeweils überflüssi-
gen, d . h . nicht als Nebenformeln benötigten H F als negierte V F m i t -
führen u n d sie bei Bedarf m i t (I) als H F zurückgewinnen. D e r so 
entstehende Beweis £ ' ist auch ein Beweis i n <ß4, da die A x i o m e u n d 
Deduktionsregeln v o n ^*3 bei Spezialisierung auf den F a l l höchstens 
einer H F i n A x i o m e u n d Deduktionsregeln v o n <ß4 übergehen. 
I m Kalkül $ 4 haben w i r n u n eine F o r m u l i e r u n g der klassischen 
P . L . vor uns, die S Q m i t höchstens einer H F verwendet. D e r R a h m e n 
eines solchen Sequenzen-Kalküls ist der intuit ionist ischen L o g i k a m 
angemessensten. D i e klassische L o g i k muß durch eine explizit z u for-
mulierende Vollständigkeitsforderung ausgezeichnet werden — oben i n 
F o r m der Regel V S . I m Kalkül $ 3 hingegen, i n dem auch S Q m i t 
mehreren H F zugelassen s ind , ist eine solche expüzite Hervorhebung 
der Vollständigkeitsforderung nicht notwendig. Sie drückt sich aus 
i n der F o r m , die m a n den semantischen Regeln bei der Verwendung 
v o n S Q m i t mehreren H F geben k a n n . W i r haben oben bei der i n t u i -
t i v e n Begründung der Bedingung (hn) i n 2.4.2.3.1 die Vollständigkeit 
der betrachteten Schluß-Systeme verwenden müssen. Umgekehrt 
folgt aus A A m i t (hn) + A , - i A , also wegen der Umkehrbarke i t v o n 
(hn) u n d der D e u t u n g , die w i r den S Q m i t mehreren H F für die einzel-
nen Schluß-Systeme gegeben haben, A oder A 
Z u der Deutung der Schlüsse m i t mehreren H F für die einzelnen 
Schluß-Systeme i m S i n n der D e f i n i t i o n v o n A A x , . . . , A m durch 
A Ax oder . . . oder A A m ist noch z u bemerken, daß aus der A l l -
gemeingültigkeit von A Alt..., A m natürhch nicht auf die A l l g e m e i n -
gültigkeit v o n A Ax oder . . . oder auf die Allgemeingültigkeit v o n 
A A m geschlossen werden darf. So folgt aus der Allgemeingültigkeit 
von A , —iA nicht die Allgemeingültigkeit v o n A oder die v o n 
-»» —iA, sondern es folgt nur , daß für jedes System g i l t : A oder -*—»A. 
A u s der Allgemeingültigkeit v o n A Av..., A m folgt aber die A l l -
gemeingültigkeit von A A j v . . . v A m m i t (hD). Umgekehrt erhält 
m a n aus A x Av..., A ^ u n d . . . u n d A m Av..., A m m i t (m — 1)-
maliger Anwendung v o n v D Ax v . . . v A m Av..., A m , also aus 
A A j v . . . v A m m i t T R A Av..., A m . D a die Beweisbarkeit 
eines Schlusses i n $ 4 m i t seiner Allgemeingültigkeit zusammenfällt, 
kann m a n also festsetzen, daß eine S Q A Av..., A ^ genau dann i n 
$ 4 beweisbar sein soll , wenn A A1 v . . . v A m i n $ 4 beweisbar ist . 
M i t dieser Erwei terung des Beweisbegriffes v o n $ 4 erweisen s ich dann 
alle i n ^53 beweisbaren S Q als beweisbar i n $ 4 . 
2 . 4 . 2 . 5 Die Methode des natürlichen Schließens nach Gentzen und 
Quine. Z u m Abschluß unseres Überblicks über die verschiedenen Mög-
l ichkeiten einer Formal is ierung des natürlichen Schließens wollen w i r 
noch einen Kalkültyp darstellen, der v o n G . G E N T Z E N i n [ 2 5 ] angegeben 
worden ist u n d oft als Kalkültyp des natürlichen Schließens schlecht-
h i n angesprochen w i r d . 
W e n n w i r v o m Kalkül <P4 ausgehen, so werden w i r durch folgende 
einfache Modif ikat ionen auf den Kalkül N K v o n G E N T Z E N geführt : 
1. D u r c h Einführung der F o r m e l F m i t dem Axiomenschema F =>- A 
sorgen wir dafür, daß jede S Q genau eine H F enthält . 
2 . W i r ersetzen die Regeln $ 4 zur vorderen Einführung der Opera-
toren (vN) bis (vE) durch die — wie m a n leicht erkennt — äquivalenten 
Rege ln zur hinteren Besei t igung: 
B N : A =*- A ; A =>- - i A h A ~ F 
B D : A , A C ; A , B =*- C ; A =>- A v B f- A ^ C 
B K : A ^ A A B H A ^ A u n d A = * A A B P - A ^ B 
BI: A ; A * A D B h A ^ B 
B A : A A x A [ x ] h- A =>- A [x/y] , wobei y eine beliebige G V ist, 
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B E : A, A [x/y] C ; A V x A [ x ] f- A C, wobei y n icht frei v o r -
komme i n den F o r m e l n A, C, V x A [ x ] . 
Ferner lassen w i r i n Mehr-Prämissenregeln n u n z u , daß die D e d u k t i o n s -
parameter A verschieden s ind i n den verschiedenen Prämissen, so daß 
z. B . aus B D die Regel A , A => C ; A ' , B - C ; A " * A v B h A, A ' , A " 
=>- C entsteht, die i m H i n b l i c k auf die Regeln V V u n d V R m i t B D 
äquivalent ist. B e i dieser Formul ie rung der Regeln w i r d n u n die Rege l 
V V überflüssig, denn es gi l t die Ablei tungsbeziehung 
A ^ B A + A 
A , A ~ A A B h K 
A, A * B B K , 
so daß m a n die Ableitungsbeziehung A ^ B h - A, A = ^ B gemäß der 
Regel V V beweisen k a n n . Ferner ersetzen w i r die Rege l V S durch das 
Axiomenschema A v —iA. 
3. D i e Beweise i m SQ-Kalkül , die bisher i n B a u m f o r m geschrieben 
wurden, werden n u n als lineare Folgen von S Q angeschrieben. E i n Beweis 
für eine S Q E ist dann eine Folge v o n S Q , deren letztes G h e d E ist u n d 
deren sämtliche Glieder A x i o m e s ind oder d u r c h einmalige A n w e n d u n g 
einer der Deduktionsregeln auf frühere S Q der Folge hervorgehen. 
4. W i r ordnen einem solchen Beweis § eine Folge g v o n Sätzen z u , 
so daß i n der w-ten Zeile dieser Folge die H F der n-ten SQ_7 W v o n £ 
steht. D i e Sätze v o n g numerieren w i r fort laufend u n d setzen hinter 
jede N u m m e r n i n K l a m m e r n die N u m m e r n solcher Sätze v o n g , die 
i n En als V F auftreten. D a es auf die Reihenfolge u n d die Häufigkeit 
i n der Aufführung der N u m m e r n i n diesen K l a m m e r n nicht ankommen 
soü, werden n u n Anwendungen der Regeln V T u n d V R überflüssig. 
H a t eine Zeile v o n g die Gestalt n{np..., nm)A, so sagen w i r auch, 
die F o r m e l A hänge i n der n-ten Zeile v o n g v o n den F o r m e l n i n den 
Zeilen v o n g m i t den N u m m e r n w 7 , . . .,nm ab. 
D u r c h diese Modi f ika t ionen v o n *p4 entsteht n u n , bis auf unwesent-
liche Detai ls , der Kalkül N K , den G E N T Z E N i n [25] angegeben h a t 
u n d der sich also wie folgt beschreiben l ä ß t : 
E i n e Ableüungsßgur i n N K ist eine endliche Folge fort laufend 
numerierter Zei len, die jeweils eine F o r m e l enthalten u n d die Zei len 
nach T N D oder A F s ind, oder durch einmalige A n w e n d u n g einer der 
Deduktionsregeln von N K aus früheren Zeüen der Folge hervorgehen: 
T K D : n A v - iA (Axiomenschema: ein A x i o m hängt v o n keiner F o r m e l 
ab) 
AF: n(n) A (Annahmeeinführung: jede Annahmeformel hängt v o n 
sich selbst ab). 
B e i den folgenden Deduktionsregeln verstehen sich die Abhängigkeiten 
wie folgt : D i e K o n k l u s i o n unter dem S t r i c h hängt von jeder F o r m e l 
ab, v o n der eine der über dem St r i ch stehenden Prämissen abhängt — 
ausgenommen solche F o r m e l n , die über die Prämissen, die e v t l . v o n 
ihnen abhängen, i n eckige K l a m m e r gesetzt s ind. 
F 
H V : — für alle F o r m e l n A 
A 
[ A ] 
F A -iA 
EN: — r BN: 
iA F 
A B A A B A A B 
EK: - — - BK: — — u n d - — — 
A A B A B 
ED: - — ~ u n d - — - BD: 
A v B A v B 
[ A ] [B] 
A v B C C 
[ A ] 
B A A Z > B 
E I : Ä S B B I : — B — 
A [x/y] A x A [ x ] 
E A : . ' „ B A : 
A x A [ x ] A [x/y] 
[ A [ x / y ] ] 
A [x/y] V x A [ x ] C 
EE: — 7 - BE: ~ 
V x A [x] C 
D a b e i ist y i n B A u n d E E eine beliebige G V . I n E A soll y hingegen 
n i c h t frei v o r k o m m e n i n A x A [ x ] u n d den F o r m e l n , v o n denen A [x/y] 
abhängt . I n B E sol l y n icht frei v o r k o m m e n i n den F o r m e l n V x A [ x ] , 
C u n d den v o n A [x/y] verschiedenen F o r m e l n , v o n denen die Prämisse 
C abhängt . 
E i n e Able i tungsf igur , deren letzte Zeile die F o r m e l A enthält u n d 
i n der A i n dieser Zeile abhängt von F o r m e l n A , nennen w i r eine Ab-
leitung v o n A aus den F o r m e l n A i n N K . 
In N K fehlt n u n noch das Gegenstück zur Regel T R v o n s £4, d . h . 
eine Regel 
[A] 
A B 
B 
Diese Regel ist aber zulässig i n N K , wie m a n leicht beweist. D a N K 
demnach durch äquivalente U m f o r m u n g e n aus dem Kalkül <ß4 ent-
steht, so ist auch N K eine adäquate Formal is ierung der P . L . wie w i r 
das oben für $ 4 nachgewiesen haben. U n d der Kalkül N J , der aus 
N K durch Streichung des Axiomenschemas T N D entsteht, ist demnach 
m i t dem Kalkül 3# äquivalent, also eine Formal i s ierung der i n t u i t i o -
nistischen L o g i k . 
Z u r Veranschaul ichung der Able i tungskonstrukt ionen i n N K geben 
w i r drei Beispiele a n : 
1(1) Ayf{x, y) A F 
2(1) K*.y) B A 
3(1) Vxf{x,y) E E 
4(1) AyVxf(x, y) E A 
5(5) \xky](x, y) A F 
6(5) AyVxf(x, y) B E (5,4) 
7 VxAyf(x, y) Z> AyWxf(x, y) E I . 
Die letzte F o r m e l hängt nicht mehr v o n anderen F o r m e l n ab, so daß die 
angegebene A b l e i t u n g ein Beweis für diese F o r m e l i n N K ist. 
1(1) /(*) A F 
2(1) v * / ( « ) E E 
3(3) -Nxf(x) A F 
4(1, 3) F H V 
5(3) ->/(*) E N 
6(3) Ky-xf(y) E A 
7 -Nxf(x) 3 hy-if(y) E I 
A u c h hier liegt ein Beweis für die letzte F o r m e l vor . 
III) 1(1) Kxy(f{x,y)Z>f(y,x)) A F 
2(1) Ky(f(z,y)Z>f{y,z)) B A 
3 ( 1 ) f(z,y)Z>f(y, z) B A 
4 (4 ) f(*.y) A F 
5 ( 1 , 4 ) B I 
6 ( 1 , 4) /(*> y)A f(y, z) E K 
7 ( 1 , 4 ) vyV(*.y)Af(y.*)) E E 
8 ( 8 ) AxWyf(x, y) A F 
9 ( 8 ) Vyf(x, y) B A 
1 0 ( 1 , 8 ) vyV(*.y)*f{y.*)) B E (9, 7) 
1 1 ( 1 , 8 ) AxVy{f(x, y) A f(y, x)) E A 
H i e r hegt eine A b l e i t u n g der letzten F o r m e l aus den F o r m e l n 
Axy(f(x, y) D f(y, x)) u n d AxVyf(x, y) vor . 
M a n k a n n N K n u n als einen Kalkül des natürlichen Schließens anspre-
chen, insofern einige seiner Deduktionsregeln, wie z . B . die Regeln E K u n d 
B K einfache semantische Festlegungen widerspiegeln. B e i anderen 
Regeln hingegen, wie bei B D u n d B E , ist der entsprechende seman-
tische Sachverhalt komplexer . W . V . Q U I N E hat i n [ 5 6 ] u n d [ 5 9 ] 
Modi f ikat ionen der , ,k r i t i s chen" p . l . Regeln E A u n d B E angegeben, 
die der Idee des natürlichen Schließens näherkommen. E r ersetzt diese 
Regeln d u r c h 
A [x/y] 
E A * : - — — wo y eine G V sei, die nicht frei i n A x A T x ] v o r k o m m t . 
A x A [ x ] J 1 J 
(Was für ein behebiges x gi l t , gi l t für alle x.) 
V x A [ x ] 
B E * : Ar # "l w o y eine G V sei, die n icht frei i n V x A fx] v o r k o m m t . 
A [x/y] 
(Es gibt ein x , für das gi l t A [ x ] — y sei ein solches). 
D a d u r c h entstehe aus dem Kalkül N K der Kalkül Q G . I n Q G k a n n 
n u n offenbar n icht mehr jede Able i tungsf igur als A b l e i t u n g der F o r m e l 
i n der letzten Zeile aus den F o r m e l n , v o n denen sie abhängt, verstanden 
werden. V i e l m e h r w i r d n u n neben jeder K o n k l u s i o n einer kri t ischen 
Regel E A u n d B E die dabei el iminierte b z w . eingeführte G V y markier t 
i n Abhängigkeit v o n den G V x v . . . , x n , die frei i n der K o n k l u s i o n 
b z w . der Prämisse v o r k o m m e n — w i r schreiben die M a r k i e r u n g i n der 
F o r m y ( x x , . . . , x n ) — u n d es w i r d festgelegt, daß eine Ablei tungsf igur 
§ m i t der le tzten Zeile n(n7>..., nm) A n u r dann eine A b l e i t u n g v o n 
A aus den F o r m e l n B 7 , . . . Bm, die i n den Zeilen m i t den N u m m e r n 
n u . . .,nm stehen, i n Q G ist , wenn g i l t : a) i n § ist keine G V mehrfach 
markiert , b) i n den F o r m e l n B r . . . , B m , A k o m m t keine der i n § m a r -
kierten G V frei vor u n d c) die markier ten G V v o n £ lassen s ich so 
ordnen, daß keine bzgl . dieser O r d n u n g früher markier te G V v o n einer 
bzgl . ihr später markierten G V abhängt (eine solche O r d n u n g bezeichnet 
m a n auch als eine normierte O r d n u n g der markier ten G V ) 1 . 
Die letzteren Restr ikt ionen für den Beweisbegriff v o n Q G w i r k e n 
zunächst recht ungewöhnlich, da nach ihnen eine For t se tzung eines 
Beweises vermittels A n w e n d u n g einer Deduktionsregel n icht i m m e r 
wieder einen Beweis ergibt. Diese Res t r ik t ionen s ind aber wesentl ich 
angesichts der F o r m u l i e r u n g der p . l . Regeln. Ohne diese R e s t r i k t i o n e n 
könnte m a n i n Q G z. B . folgende Ablei tungsbeziehungen beweisen, 
denen keine p . l . gültigen Schlüsse entsprechen. 
1(1) Vxf(x) A F 
2(1) f(x) x B E * 
Die E n d f o r m e l enthält hier die markier ten G V x f re i . 
1(1) Mxf(x) A F 
2(1) f(x) x B E * 
3(1) Axf(x) x E A * 
Die G V x ist hier zweimal markier t worden. 
1(1) AxVyf{x,y) A F 
2(1) Vyf(x, y) B A 
3(1) f(x,y) y(x) B E * 
4(1) Axf{x,y) x(y) E A * 
5(1) VyAxf(x, y) E E 
E s gibt keine normierte O r d n u n g der markier ten G V x u n d y. 
E i n e n genaueren E i n b l i c k i n die Wirkungsweise dieser Restr ikt ionen 
w i r d der folgende Äquivalenzbeweis für die Kalküle N K u n d Q G liefern. 
2.4.2.5.1 D i e Kalküle N K u n d Q G s ind äquivalent. 
Beweis : a) Ist die F o r m e l A i n N K aus F o r m e l n A ableitbar, so 
auch i n Q G . U m schneller ans Z i e l z u kommen, beweisen wir hierzu 
nicht , daß sich jede A b l e i t u n g i n N K i n eine A b l e i t u n g i n Q G umformen 
läßt, sondern zeigen: a') I n Q G s ind alle Sätze beweisbar, die i n Sßl 
1 Die Formulierung dieser Restriktionen entnehmen wir aus [35]. 
beweisbar s ind . Wegen E I u n d B I genügt es j a z u m Beweis der Be-
hauptung (a) z u zeigen, daß jede i n N K beweisbare F o r m e l auch i n 
Q G beweisbar ist . Wegen der oben nachgewiesenen Adäquatheit von 
N K s ind aber i n N K nur die i n Sßl beweisbaren F o r m e l n beweisbar. 
Die B e h a u p t u n g (a') beweisen w i r n u n durch I n d u k t i o n nach der Länge 
/ eines Beweises für eine F o r m e l A i n $ 1 . Ist l = 7, so ist A A x i o m 
von <ßl. I n Q G s ind aber wie i n N K die a. l . A x i o m e A I , A 2 , A 3 beweis-
bar u n d A 4 erhält m a n m i t : 
3 A x A [x] D A [x/y] E I . 
E s sei n u n die B e h a u p t u n g für alle / ^ n bewiesen u n d / sei » + 7. 
Ist A ein A x i o m v o n Sßl, so argumentiert m a n wie oben. Ist A K o n -
k lus ion einer A n w e n d u n g der Regel R l oder R 2 v o n $ 1 , so gibt es nach 
Indukt ionsvoraussetzung Beweise § x u n d § 2 b z w . einen Beweis £ i n 
Q G für die Prämissen b z w . die Prämisse v o n A . D u r c h evt l . Umbenen-
nung solcher G V , die zugleich i n $>x u n d g 2 markier t s ind u n d A n w e n -
dung v o n B I k a n n m a n dann aus ir^ u n d £ 2 einen Beweis für A gewinnen, 
wenn A K o n k l u s i o n v o n R l ist. I m F a l l der Regel R 2 hat A die Gestalt 
B D C [ x ] , wo x n icht frei i n B v o r k o m m t . z v . . . , z n sei eine normierte 
O r d n u n g der i n £ mark ier ten G V , v o n denen also keine frei i n B D C [x] 
v o r k o m m t u n d die somit alle v o n x verschieden s ind. W i r verlängern 
dann § wie folgt z u einem Beweis für B D A x C [ x ] i n Q G : 
H i e r ist keine G V mehrfach markier t , da x von z v . . . , z n verschieden ist, 
keine der mark ier ten G V k o m m t i n der E n d f o r m e l frei vor , d a z x , . . . , z n 
nicht frei i n B D C [ x ] u n d also auch nicht frei i n B D A x C [ x ] vorkommen 
u n d x i n dieser F o r m e l gebunden ist, u n d x, z v . . . , z n ist eine normierte 
O r d n u n g der markier ten G V , da x nicht v o n den G V z l t . . . , z n abhängt, 
die j a i n A x C [ x ] n icht frei v o r k o m m e n . 
b) Ist die F o r m e l A i n Q G aus F o r m e l n A ableitbar, so auch i n N K . 
W i r zeigen d u r c h I n d u k t i o n nach der Z a h l k v o n Anwendungen k r i t i -
1(1) A x A [ x ] 
2(1) A [x/y] 
A F 
B A 
B D C [ x ] 
B 
C [ x ] 
A x C [ x ] 
B D A x C [ x ] 
x E A * 
E L 
A F 
B I 
scher p . l . Regeln i n § , daß sich eine A b l e i t u n g $ v o n A aus A i n Q G 
i n eine A b l e i t u n g v o n A aus A i n N K umformen läßt . F ü r k = 0 i s t 
die Behauptung t r i v i a l , da die A x i o m e u n d nichtkr i t i schen R e g e l n 
v o n Q G auch A x i o m e u n d Regeln v o n N K s ind. Sei die B e h a u p t u n g 
bereits bewiesen für k = n u n d sei n u n k — n + 1 • E s sei y x , . . . , y n + 1 
eine normierte O r d n u n g der i n § markierten G V , u n d es sei yx m a r k i e r t 
bei einer A n w e n d u n g v o n 
E A * : m B [ x / y J bzw. B E * : m V x B [ x ] 
m+1 A x B [ x ] yx m + 1 B [ x / y J yx. 
W i r setzen dann i n § vor die Zeile m eine Zeile B [xjyx] 3 A x B [x] 
b z w . V x B [x] D B [ x / y j ein, aus der sich dann die F o r m e l A x B [ x ] 
bzw. B [ x / y j m i t der F o r m e l B [xlyx] b z w . V x B [x] u n d einer A n w e n -
d u n g v o n B l ergibt. So entstehe aus £ eine A b l e i t u n g S ' v o n A aus A, 
B [ x / y j => A x B [x] bzw. aus A, V x B [ x ] D B [ x / y J , i n der n u n die G V 
yx n icht mehr markier t ist , u n d die n u r mehr n A n w e n d u n g e n kr i t i scher 
Regeln enthält . Daß £ ' den Bedingungen für A b l e i t u n g e n i n Q G 
genügt, ergibt sich daraus, daß g diesen Bedingungen genügen sollte, 
so daß i n § ' keine G V mehrfach markier t ist u n d i n den F o r m e l n A , 
A die G V y x , . . . , y n + 1 n icht frei v o r k o m m e n . I n B [x/y x ] D A x B [x] 
b z w . V x B [ x ] Z> B [ x / y x ] k o m m t aber keine der G V y 2 , . . . , y n + i frei 
vor , da y 2 sonst v o n einer dieser G V abhängen würde u n d also die 
Folge y 3 , . . . , y n + 1 keine normierte O r d n u n g für § wäre. E n d l i c h ist 
v2> • • •» Yn+i e m e normierte O r d n u n g der i n markier ten G V . — N a c h 
Induktionsvoraussetzung gibt es n u n eine A b l e i t u n g v o n A aus den 
F o r m e l n A, B [ x / y j D A x B [x] bzw. A, V x B [x] D B [ x / y j i n N K , 
aus der m a n m i t der Annahmeformel V y 1 ( B [ x / y 1 ] D A x B [ x ] ) b z w . 
V y x ( V x B [ x ] D B [xjyx]) u n d B E eine A b l e i t u n g v o n A aus den F o r m e l n 
A, V y i ( B [ x / y i ] D A x B [ x ] ) bzw. A, V y x ( V x B [x] D B [ x / y j ) erhält u n d 
also eine A b l e i t u n g v o n A aus A, da die F o r m e l n V v j ( B [ x / y j Z> A x B [x]) 
u n d V y x ( V x B [ x ] D B [ x / y j ) i n N K beweisbar s i n d : 
A ) 1(1) V x B [ x ] A F 
2(2) - . V x B [ x ] A F 
3(1,2) F B N 
4(1,2) B [ x / y i ] H V 
5(2) V x B [ x ] D B [ x / y J E I 
6(2) V y i ( V x B [ x ] D B [ x / y i ] ) E E 
7(7) B [ x / y J A F 
8(7) VxB[x]=>B[x/ y i] EI 
9(7) V y i ( V x B [ x ] 3 B [ x / y i ] ) E E 
10(1) V y i (VxB[x]=>B[x/ y i ]) B E (9,1) 
11 VxB[x] v -nVxB[x] T N D 
12 V y i ( V x B [ x ] D B [ x / y i ] ) B D (6, 10) 
1(1) - B [ x / y i ] A F 
2(2) B[x / y i ] A F 
3(1, 2) F B N 
4(1, 2) AxB[x] H V 
5(1) B [ x / y i ] D A x B [ x ] EI 
6(1) V y i ( B [ x / y i ] D A x B [ x ] ) E E 
7(7) Vx-.B[x] A F 
8(7) V y i ( B [ x / y i ] D A x B [ x ] ) B E 
9(9) —iVx—iB [x] A F 
10(1) Vx-iB[x] E E 
11(1,9) F B N 
12(9) - T i B t x / y J E N 
13(9, 1) F B N 
14(9, 1) B[x / y i ] H V 
15 B [ x / y i ] v - n B [ x / y i ] T N D 
16(9) B [ x / y J B D (2, 14) 
17(9) AxB[x] E A 
18(9) B [ x / y i ] D A x B [ x ] E I 
19(9) V y i ( B [ x / y i ] 3 A x B [ x ] ) E E 
20 V x - . B [ x ] v - i V x - i B [ x ] T N D 
21 V y i ( B [ x / y i ] D A x B [ x ] ) B D (8,19) 
D a m i t ist die Äquivalenz der Kalküle Q G u n d N K bewiesen 1 . 
Z u r V e r d e u t l i c h u n g der Dedukt ionstechnik i n Q G geben w i r noch 
drei Beispiele für Able i tungen a n : 
IV) 1(1) Vxf(x) A F 
2(1) f(y) y B E * 
1 Beim Beweis der Teilbehauptung (b) mußten wir in N K das Axiom 
T N D verwenden, unabhängig davon, ob in der Ableitung § von A aus 
in Q G dieses Axiom verwendet wurde oder nicht. Daher kann man nun 
nicht mehr sagen, daß aus Q G durch Streichung des Axioms T N D ein 
intuitionistischer Kalkül entstünde. Das erste und dritte der folgenden 
Beispiele zeigen vielmehr, wie in Q G auch ohne eine Verwendung von T N D 
Formeln bewiesen werden können, die nur klassisch gültig sind. 
3 V * / ( * ) D f(y) E I 
4 V y ( V * / ( * ) D / ( y ) ) E E 
V) 1(1) VxAyf[x,y) A F 
* B E * 2(1) A y / ( * , y ) 
3(1) f(x,y) 
4(1) V * / ( * , j ) 
5(1) AyWxf(xfy) y E A * 
B A 
E E 
VI ) 1(1) f(x,y) A F 
E A * 
A F 
B N 
E N 
E E 
2(1) Axf{x,y) 
3(3) - i A * / ( * f y) 
4(1,3) F 
x{y) 
5(3) -n/(*,;y) 
6(3) Vz-if(z,y) 
7 -yAxf(x, y) D Vjar - . / (z , y) E I 
M i t der Darste l lung des Kalküls Q G wollen w i r unseren Überblick 
über die verschiedenen Möglichkeiten der Formal i s ierung des natür-
l ichen Schließens beenden. D u r c h die B e h a n d l u n g der Kalküle $ 1 
bis $4 , sowie N K u n d Q G , ihrer Äquivalenz u n d Adäquatheit u n d der 
verschiedenen semantischen Ansätze i n 2.2.2 u n d 2.4.2.3 haben w i r einen 
hinreichend tiefen E i n b l i c k i n die S t rukturen der P . L . gewonnen, so daß 
w i r nun die engere P . L . verlassen können, u m uns i m nächsten K a p i t e l 
der Aufgabe einer Erwei terung der A u s d r u c k s m i t t e l der elementaren 
L o g i k zuzuwenden. 
Mater ia l für ein weiterführendes S t u d i u m der P . L . f indet sich i n 
[9]. Z u m T h e m a des Abschni t tes 2.4 f indet m a n weiteres M a t e r i a l 
i n [10], [42] u n d [55]. 
Übungsaufgaben: 
1. M a n beweise die folgenden Ableitungsbeziehungen bzw. die ihnen 
entsprechenden S Q i n den Kalkülen <p2, $ 3 , $4 , N K u n d Q G : 
a) V x A [ x ] D B h A x ( A [ x ] D B ) , wo B die G V x nicht frei enthält, 
b) A x ( A [x] D B [x]) H V x A [x] D V x B [x] 
c) f - V x A [ x ] = - i A x - i A [ x ] 
d) h- A x A [x] = A y A [x/y] , wo x frei ist für y u n d y nicht frei i n A x A [x] 
v o r k o m m t , 
e) A x V y f ( x , y) , Axy( f (x , y) D f(y, x)) r - A x V y f ( y , x) . 
2. M a n gebe einen direkten syntaktischen Äquivalenzbeweis für die 
Kalküle ^ 3 u n d ^ 2 * an, ohne auf die Äquivalenz v o n ^*3 u n d ^ 2 u n d 
v o n ty2 u n d <ß2* zurückzugreifen! 
3. M a n beweise die Zulässigkeit der Regel T R i n N K u n d i n Q G ! 
4. M a n beweise die Äquivalenz der Kalküle ^pi und N K direkt durch 
I n d u k t i o n nach der Länge der A b l e i t u n g e n ! 
5. M a n beweise d u r c h I n d u k t i o n nach der Z a h l k v o n Anwendungen 
v o n kr i t ischen p . l . Regeln i n daß sich jede A b l e i t u n g £ einer F o r m e l 
A aus F o r m e l n A i n N K i n eine A b l e i t u n g v o n A aus A i n Q G u m -
formen l ä ß t ! 
3 Erweiterungen und Anwendungen 
der Prädikatenlogik 
3.1 Die Identität 
I n diesem K a p i t e l wollen w i r zwei Erwei terungen der A u s d r u c k s -
möglichkeiten der elementaren L o g i k angeben, die für die Formal i s ier -
barkeit v o n Theorien i n dieser L o g i k eine wichtige R o l l e spielen. D i e 
erste dieser Erweiterungen soll dar in bestehen, daß w i r i n die Sprache 
ein Zeichen für die Identi tät aufnehmen, m i t dem w i r eine Aussage 
formulieren können, die besagt, daß zwei Dinge ident isch s ind. A l s 
Zeichen für die Identität wählen w i r das aus der M a t h e m a t i k gebräuch-
liche S y m b o l „ = ' a . Dies Zeichen nehmen w i r als zweistellige Prädikat-
konstante (kurz P K ) z u den Grundzeichen der Sprache S$ h i n z u u n d 
fügen i n der Formregel 2.2.1—a den Zusatz h i n z u : S i n d x u n d y G V 
v o n ^3, so ist x — y eine A t o m f o r m e l v o n 
Die so erweiterte Sprache bezeichnen w i r auch als ^ß4". 
D i e folgenden Beispiele sollen auf die Ausdrucksmöglichkeiten h i n -
weisen, die uns durch die Einführung der Identi tät erschlossen werden: 
1) W i r übersetzen den Satz „Hans ist der größte Mensch i n diesem 
R a u m " i n unsere Symbolsprache. Stehe ,,#" für „ H a n s " , , , / (v ) " ^ u r 
,,y ist ein Mensch i n diesem R a u m " u n d ,,g(y, z)(< für „y ist größer 
als z", so erhalten w i r die F o r m e l f(x) A Ay(f(y) A -ry — xZ)g(x, y)). Wür-
den wir hier das Kon junkt ionsg l ied —\y = x fortlassen, so erhielten wir 
eine falsche Aussage, da aus f(x) folgt g(x, x), so daß w i r eine Aussage 
erhielten, die besagte, daß H a n s größer ist als er selbst. 
D i e Übersetzung der Aussage „Abgesehen v o n K a r l (y) u n d F r i t z 
(z) ist H a n s der größte Mensch i n diesem R a u m " würde entsprechender 
Weise lauten f{x) A Ku(j{u) A —tu = x A —\u = y A —\U = z ZD g(x, u)). 
1 Dieses Symbol haben wir auch als metasprachliches Zeichen verwendet. 
Wir können aber auf eine graphische Unterscheidung von objekt- und 
metasprachlichem Identitätszeichen verzichten, da im folgenden aus dem 
Kontext immer klar hervorgeht, welche Sprachebene gemeint ist. 
2) Steht ,,x" für „ H a n s " , , , / (y)" für , ,y ist ein Mädchen" u n d ,,g(y, z)tf 
für „y l iebt z", so besagt die F o r m e l Ayz(f(y) A f(z) A g(x, y) A g(#, Z) D 
y = z ) " , daß H a n s nur ein Mädchen liebt. 
3) Steht „ / ( # ) " für „% ist ein Häuptüng der K u w u m b u " , so besagt 
der Satz WxAy(f(y) = y = x), daß es genau einen Häuptling der 
K u w u m b u gibt . D e n n aus diesem Satz folgen die Sätze Vx(f(x) = x = x), 
Wx(x — x~D f(x)) u n d wegen x = x also Vxf(x), d . h . der Satz i m p l i -
ziert, daß es einen solchen Häuptling gibt . D i e A n n a h m e , daß es zwei 
Häuptlinge gibt , ist aber m i t dem Satz unverträglich. D e n n aus f(u) 
u n d f(v) ergibt s ich nach dem Satz Vx(u = x A V = x), also u = v. 
Weitere Beispiele für die Bedeutung der Identität bei der F o r m a l i -
sierung v o n umgangssprachlichen oder mathematischen Aussagen wer-
den wir später noch kennenlernen. 
Z u r semantischen D e u t u n g des Identitätssymbols gehen wir von 
der Interpretat ionssemantik nach 2.2.2 aus u n d nehmen z u der Be-
s t i m m u n g 2.2.2.1—b die Festsetzung h i n z u : 
3.1.1 33 J ' 2 soll die P K „ = " abbi lden auf die Menge der geordneten 
Paare (a, a) v o n Objekten a aus dem Grundbereich y. 
D a n n gi l t nach 2 .2 .2 .1—cl ^ 7 ( x = y) = to genau dann, wenn 
352(x) m i t 932(y) ident isch ist, d . h . wenn S32 den G V x u n d y das gleiche 
Objekt aus y zuordnet . 
D i e Gültigkeit der Sätze 2.2.2.3, 2.2.2.13, 2.2.2.14 u n d 2.2.2.15 w i r d 
d u r c h die Zusatzforderung 3.1.1 an die Interpretationen nicht berührt, 
wie m a n d u r c h Überprüfung der Beweise für diese Sätze leicht fest-
stellen k a n n . D e r Satz 2.2.2.17 hingegen gi l t nicht mehr. D e n n i m Be-
weis dieses Satzes hatten w i r eine Interpretat ion 332 über einem Bereich 
y2 definiert b z g l . einer Bewertung 937 über dem Bereich y.f durch die 
Fes tse tzung: $|'M(f) ist die Menge aller w-tupel a 1 f . . . , an aus y2, für die 
gilt <p(#7),.. . , ^ ( a J g S ß f M(f). D u r c h cp können aber verschiedene Objekte 
a u n d b aus y2 auf denselben Gegenstand c aus y ? abgebildet werden. 
D i e Festsetzung bewirk t dann, daß gilt a, be%2(=) (also %2(a — b) = CD), 
d a c, c £ $ 7 ( = ) , also <p(a), <p(£)£$B7(=). D i e Festsetzung ist also m i t der Be-
d ingung 3.1.1 n icht i m E i n k l a n g . Tatsächlich k a n n m a n unter Benüt-
z u n g der Ident i tä t auch z. B . den Satz Axyz(x = yvy = zvz=x) 
formul ieren , der besagt, daß es höchstens zwei I n d i v i d u e n gibt. Dieser 
Satz ist i n e inem zweizahligen Bereich erfüllbar, aber nicht i n einem 
Bereich m i t mehr als zwei Indiv iduen . E r bi ldet also ein Gegenbeispiel 
für die Behauptung des Satzes 2.2.2.17. 
M i t 2.2.2.17 fällt auch der Satz 2.2.2.18 dahin , aus dem j a 2.2.2.17 
folgt. 
W i r wollen n u n einen Identitätskalkül ^ 1 + angeben. D a z u nehmen 
w i r z u m Kalkül $ 1 die A x i o m e 
A 5 : A x ( x = x) 
A 6 : A x y ( x = y D ( A [ x ] D A [x/y])) — x sei frei für y i n A [ x ] — 
hinzu . A 6 ist ein Axiomenschema, i n das m a n für A [ x ] beliebige F o r -
meln der erweiterten Sprache $ + einsetzen k a n n . 
I n $ 1 + gelten offenbar alle i n 1.3.4 u n d 2.3.2 bewiesenen Theoreme 
u n d Metatheoreme, insbesondere auch M T 4 u n d M T 5 , da der Beweis 
dieser Metatheoreme nicht auf die spezifische Gestalt der A t o m f o r m e l n 
Bezug n i m m t . 
A 5 besagt, daß die Identitätsbeziehung ref lexiv ist . W i r wollen n u n 
auch die Symmetr ie u n d die Transit ivität dieser Bez iehung beweisen: 
T 6 5 : h x = y D y = x (Symmetrie) 
Beweis : 
x = y D ( x = x D y = x) A 6 (wir setzen z = x für A [ z ] ) 
x = x D ( x = y D y = x) T 9 
x = y D y = x R l , A 5 
T56 : h x = y A y = z D x = z (Transitivität) 
Beweis : 
y = z D ( x = y D x = z) A 6 (wir setzen x = u für A [u]) 
x = y A y = z D x = z T 9 , T37 
W i r zeigen n u n , daß die Formahsierung der Identi tät i n * p i + adä-
quat i s t : 
3.1.2 I n < ß l + s ind genau diejenigen Sätze beweisbar, die durch alle 
Interpretationen erfüllt werden, die 3.1.1 genügen. 
1) $ 1 + ist semantisch widerspruchsfrei . A l l e p . l . Interpretationen 
erfüUen nach 2.3.3.2 die A x i o m e A I bis A 4 . A l s o erfüllen auch 
alle solche Interpretationen, die zusätzlich der Bedingung 3.1.1 
genügen, diese A x i o m e . Diese Interpretationen erfüllen A 5 tr ivialer-
weise u n d sie erfüllen auch A 6 . D e n n aus 93(x = y) = ro folgt 93(x) = 
9S(y) u n d daraus erhalten w i r m i t 2.2.2.3 35(A[x]) = 93(A [x/y]), also folgt 
aus 93(A[x]) = ro auch 93(A[x/y]) = ro. Ferner g i l t : wenn alle Inter-
pretationen, die 3.1.1 genügen, die Prämissen einer der Dedukt ions-
regeln v o n S$V ( R l , R2) erfüllen, so erfüllen sie auch deren K o n k l u s i o n . 
Das ergibt s ich wie unter 2.3.3.2, da die Zusatzforderung 3.1.1 auf die 
dortige Überlegung keinen Einfluß hat . 
2) <pi + ist semantisch vollständig. A sei eine F o r m e l m i t den P V 
i v . . . , f m u n d A sei erfüllt v o n allen Interpretationen, die 3.1.1 genügen. 
C v . . . , C n (n ^ m) seien diejenigen F o r m e l n , die m a n aus dem Schema 
A 6 erhalten k a n n wenn m a n A [ x ] auf A t o m f o r m e l n spezialisiert, die 
mi t den P V i v . . . , f m u n d der P K = gebüdet s ind. F ü r eine einstellige 
P V / erhalten w i r aus A 6 so die F o r m e l Axy(x = y"D (f(x) D f(y)))> 
für eine zweistellige P V g erhalten w i r aus A 6 die beiden Formern 
Axy(x = y D (g{x, z) D g{y, z))) u n d Axy(x = p {g(z, x) D g(z, 3>))), usf. 
C sei die F o r m e l Ax(x — x) A C± A . . . A C n . W i r behaupten n u n , daß 
alle p . l . Interpretat ionen (unabhängig davon, ob sie 3.1.1 genügen oder 
nicht) die F o r m e l C D A erfüllen, so daß w i r wegen R l m i t 2.3.3.4 
erhalten C K A i n $ 1 , also m i t T 2 3 H A i n < ß l + . 
Ist 937 eine Interpretat ion über dem Bereich yp die C erfüllt, so 
ist 937(=) nach (1) eine zweistellige Re la t ion Q, die ref lexiv, symmetr isch 
u n d t r a n s i t i v ist i n yv D e n n aus C gewinnt m a n m i t T21 u n d T22 A 6 , 
T 5 5 u n d T56 . E s gi l t also q{ay a), aus g(a, b) folgt Q(b,a), aus Q(U} b) 
u n d @(b, c) folgt g(a, c). W i r zerlegen n u n den Bereich y 7 i n Teilklassen 
ya, i n d e m w i r z u jedem Element a v o n y 7 die Menge derjenigen E l e -
mente b v o n yt b i lden , für die gi l t Q(U, b). Wegen q{a, a) ist keine dieser 
Mengen ya leer. Ferner enthalten zwei verschiedene Klassen ya u n d 
yb k e i n gemeinsames E lement c. D e n n ist e i n ya u n d i n yb, so gilt g(a, c) 
u n d q{b, c). D i e Symmetr ie v o n q liefert dann Q(C, b) u n d die Trans i -
t iv i tät q{at b). Daraus folgt aber, daß alle Elemente d v o n yb i n ya 
enthal ten s i n d : aus g(b, d) folgt m i t der Transit ivität v o n Q Q(a,d). 
U m g e k e h r t f indet m a n ebenso, daß alle Elemente v o n ya i n yb enthalten 
s ind , so daß die Mengen ya u n d yb identisch s ind, sofern sie ein gemein-
sames E l e m e n t enthalten. W i r greifen n u n aus jeder Menge ya ein 
E l e m e n t a* heraus u n d vereinigen diese ausgewählten Elemente zur 
Menge y2. <p sei die F u n k t i o n , die y 7 so auf y2 abbildet , daß allen E l e -
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menten einer Menge ya das Element a* zugeordnet w i r d . W i r definieren 
n u n über y2 eine Interpretat ion 332, indem w i r setzen: 93 2(x) =<Pföi(x)) 
für alle G V x , u n d Sö|'n(f) ist die Menge aller w-tupel a7,...,an 
aus y2, für die gilt a p . . . , ane%37 'M(f). 
D a n n ist 332 eine Interpretat ion, die der F o r d e r u n g 3.1.1 genügt. 
Denn aus a, M 3 2 ( = ) folgt a, öe$B 7 (=) , also g(a, b) u n d daher 
(p(a) = <p(b). D a aber a u n d b aus y 2 s ind, gi l t cp(a) = a u n d = b, 
also a = b. G i l t umgekehrt a = 6, so gilt auch £>(#, ö), also a, fe237(=). 
S i n d Ä u n d b aus y 2 , so gilt daher auch a, 6e932(=). N a c h unserer 
A n n a h m e über die F o r m e l A , die v o n jeder Interpretat ion erfüllt wer-
den sollte, die 3.1.1 genügt, erfüllt also Sö2 die F o r m e l A . W i r zeigen 
n u n : I) 937(B) = 332(B) für alle F o r m e l n B , die nur P V aus A enthalten. 
Daraus folgt dann sofort unsere frühere Behauptung , daß 237 die F o r m e l 
A erfüllt. 
Z u m Beweis v o n (I) benötigen w i r zunächst die Bez iehung II) 
A u s Qidpb-j) u n d . . . u n d q{an1 bn) u n d a7>..., ane%7{i) folgt 
&7,..., bne^7{i). D a 337 die F o r m e l C erfüllt, gi l t aber für jede n-
stellige P V f aus A u n d alle w-tupel a v . . . , an u n d & 7 , . . . , bn aus y7\ 
A u s q{av b7) fo lgt : wenn a v . . . , ane$$7(f), dann b7, a2,..., ane^7{i). 
A u s Q(a2> b2) folgt : wenn b7, a2>..., awe337(f), dann b7, b2, ane%7(f). 
A u s g(an> bn) fo lgt : wenn ö7,..., 
&„_ 7 ,tfw£$B 7(f), dann & 7 , . . . , 6 n ß8, ( f ) . 
Daraus erhält m a n aber unter Benützung der Transit ivität der I m p l i -
ka t ion sofort die B e h a u p t u n g (II). 
W i r beweisen nun die Behauptung (I) d u r c h I n d u k t i o n nach dem 
G r a d n der F o r m e l B . 
n = 0: A u s S37(x = y) = ro folgt e(337(x), 337(y)), daraus <p(337(x)) = 
?>(937(y)), daraus 332(x) = S32(y) u n d also 332(x = y) = ro, d a 5ö2 der 
Bedingung 3.1.1 genügt. D i e U m k e h r u n g dieser Schlußkette ergibt, 
daß aus 932(x = y) = to auch $ 7 ( x = y) = ro folgt. Sei f eine «-stellige 
P V aus A , sei <B7(xt) = ai9 932(x.;) = b{ (i =/,..., n), so gi l t cp{ax) = bt 
u n d q(ait b%). A u s 93 7 ( f (x 7 , . . . , x j ) = to folgt ane%7{i), 
wegen (II) also (p(a7),..., (p(an)e%7(i), also b7,..., bne%2(i), also 
$ 2 ( f ( x 7 , . . . , x j ) = to. A u s $ 2 ( f ( x 7 , . . x j ) = to folgt umgekehrt auch 
23 7 ( f (x 7 , . . . , x j ) = ro durch U m k e h r u n g dieser Schlüsse. 
Für den Indukt ionsschr i t t nehmen w i r an, die Behauptung (I) sei 
bereits bewiesen für alle F o r m e l n v o m G r a d ^ n u n d B sei v o m G r a d 
n + 7. D i e a . l . Fäl le , i n denen B die Gestalt - i C oder C D D hat, er-
ledigen sich i n einfacher Weise. W e n n B die Gestalt AxC[x] hat, so 
folgt aus 5B 7(AxC[x]) = f die Ex i s tenz einer Interpretation 5B7, für die 
gi l t = 33; u n d 937(C[x]) = f. W i r definieren eine Interpretat ion <ö2 
d u r c h 332 = 232 u n d 932(x) =<p($ 7(x)). A u s der Induktionsvoraussetzung 
erhalten w i r d a n n £ 2 ( C [ x ] ) = 5 7 ( C [ x ] ) = f, also 5B2(AxC[x]) = f. Die 
U m k e h r u n g dieser Überlegung, bei der m a n SB7(x) = S32(x) setzt, ergibt 
dann , daß aus 932(AxC[x]) = f auch 337(AxC[x]) = f folgt. 
D a m i t ist die B e h a u p t u n g (I) u n d also auch der Satz 3.1.2 bewiesen. 
W i r haben oben schon hervorgehoben, daß sich i n der Sprache $ + 
Anzahlaussagen formulieren lassen. W i r wollen die F o r m u l i e r u n g sol-
cher Anzahlaussagen n u n genauer untersuchen. 
1) D i e Aussage , ,Es gibt höchstens n D i n g e " läßt sich i n unserem 
F o r m a l i s m u s ausdrücken, wenn w i r sagen „Von je n + / D i n g e n s ind 
mindestens zwei i d e n t i s c h " : A x x . . . x n + 1 ( x 1 = x 2 v . . . v x n = x n + 1 ) , 
wobei für je zwei verschiedene i u n d k aus 1 . . . n ein Dis junkt ions-
gl ied Xi = x k auf t r i t t . 
So besagt die F o r m e l A x y ( x = y) , daß es höchstens ein D i n g gibt, 
A x y z ( x = y v x = z v y = z) besagt, daß es höchstens zwei Dinge 
gibt , usf. E i n e Aussage des Inhalts , daß es höchstens abzählbar u n -
endl i ch viele D i n g e gibt , läßt s ich hingegen i n <ß + nicht ausdrücken. 
D e n n aus d e m Satz 2.2.2.14 v o n L Ö W E N H E I M folgt, daß jeder i n abzähl-
bar unendl ichen Bereichen gültige Satz i n allen unendlichen Bereichen 
gültig ist . D i e fragliche Aussage wäre aber i n abzählbaren Bereichen 
gültig, n icht hingegen i n überabzählbaren Bereichen. 
2) D i e Aussage , ,Der Begriff / t r i f f t auf höchstens n Dinge z u " ist 
entsprechenderweise durch die F o r m e l A x x . . . x n + 1 ( f ( x 1 ) A . . . A 
f (x n + 1) D xx = x 2 v . . . v x n = x n + 1 ) wiederzugeben, wobei wieder alle 
F o r m e l n Xj = x k für i ^ k als Dis junktionsgl ieder auftreten. Die 
F o r m e l A x y z ( f (x) A f (y) A f (z) D x = y v x -= z v y = z) besagt so, daß 
von je dre i D i n g e n , auf die der Begriff / zutr i f f t , zwei identisch s ind , daß 
also / höchstens auf zwei Dinge zutr i f f t . 
3) D i e Aussage „ E s gibt mindestens n D i n g e " läßt s ich durch die 
F o r m e l V x x . . . x n ( x x ^ x 2 A . . . A x n _ t ^ x n ) ausdrücken, wobei w i r 
de f in ie ren : 
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D5: x ^ y : = —ix = y . 
A l s Kon junkt ionsg l ied soll dabei für jedes i u n d k aus 1 , . . . , n m i t 
i ^ k die F o r m e l xi •=£ x k auftreten. So besagt der Satz V x y ( x ^ y ) , 
daß es mindestens zwei Dinge gibt, V x y z ( x ^ y A x ^ z A y ^ z ) , daß 
es mindestens drei Dinge gibt usf. I n der F o r m e l Ax—if(x, x) A 
A x V y f ( x , y) A Axyz( f (x , y) A f(y, z) D f (x, z)) hatten w i r schon früher 
einen Satz kennen gelernt, der besagt, daß es mindestens abzählbar 
unendlich viele Dinge g i b t 1 . 
4) D i e Aussage „Der Begriff / t r i f f t auf mindestens n D i n g e z u " 
läßt sich dann durch die F o r m e l V x x . . . xD L(x 1 ^ x 2 A . . . A x n _ x ^ x n 
A f(x x) A . . . A f(x n)) wiedergeben. D e r Satz V x y z ( x ^ y A x ^ z 
A y ^ Z A f(x) A f(y) A f(z)) besagt so, daß der Begri f f / auf mindestens 
drei Dinge zutr i f f t . 
5) D i e Aussagen „ E s gibt genau n D i n g e " b z w . „Der Begr i f f / t r i f f t 
auf genau n Dinge z u " läßt sich dann als K o n j u n k t i o n der B e h a u p -
tungen „ E s gibt höchstens n D i n g e " u n d „ E s gibt mindestens n D i n g e " 
bzw. der Behauptungen „Der Begriff / t r i f f t auf höchstens n D i n g e z u " 
u n d „Der Begriff / t r i f f t auf mindestens n Dinge z u " wiedergeben. 
E i n e n kürzeren A u s d r u c k dieser Behauptungen haben w i r i n den F o r -
meln V x x . . . x n ( x 1 ^ x 2 A . . . A X ^ ^ ^ A A y ( y = x 1 v . . . v y = x j ) 
bzw. V x x . . . x n (x 1 # x 2 A . . . A x n _ x x n A f(x x) A . . . A f (xn) A Ay(f(y) 
D y = x x v . . . v y = x j ) vor uns, wobei wieder die F o r m e l n xA ^ x k 
als Konjunkt ionsgheder auftreten für i ^ k u n d i , k aus l , . . . , n . 
V o n Wicht igke i t für das Folgende ist insbesondere die Formal i s i e rung 
der Aussage, daß ein Begriff , der durch die F o r m e l A[x] ausgedrückt 
werden möge, genau auf einen Gegenstand zutr i f f t . W i r erhalten dafür 
die F o r m e l Vx (A [x ] A A y ( A [ x / y ] D y = x)), für die w i r auch folgende 
Abkürzung benützen: 
D6: V ! x A [ x ] : = Vx (A [x ] A A y ( A [ x / y ] D y — x)). D a b e i sol l y nicht 
frei i n A [ x ] v o r k o m m e n . 
D i e F o r m e l V ! x A [ x ] ist also z u lesen als „das Prädikat A [ x ] t r i f f t auf 
genau einen Gegenstand z u " . 
M i t dem Definiens v o n D 6 ist auch die kürzere F o r m e l V x A y ( A [y] = 
y = x) äquivalent. D e n n es gi l t V x ( A [ x ] A A y ( A [ x / y ] D y = x)) = 
1 Vgl. S. 149. 
V x A y ( A [ x ] A (A [x/y] D y = x)) nach T49 . E s gilt n u n A [ x ] = y = x 
D A [x/y] , m i t D 3 u n d M T 5 erhalten w i r also V x A y ( A [ x ] A (A [x/y] D 
y = x)) •= V x A y ( A [ x / y ] = y = x) , m i t T26 also die behauptete Äqui-
valenz. 
W i r beweisen noch folgende Theoreme 
T57: V ! x A [ x ] h - V x A [ x ] 
Beweis : 
A [ x ] A A y ( A [ x / y ] D y = x) A F 
A [ x l T21 
V x A [x] T43 , m i t M T 4 , T44 u n d R l 
also 
V x ( A [ x ] A A y (A [x/y] D y = x ) )h V x A [ x ] u n d daraus m i t D 6 die 
Behauptung. 
T58 : V ! x A [ x ] H A y z ( A [ x / y ] A A [ x / z ] D y = z) 
Beweis : 
A [ X ] A A y ( A [ x / y ] D y = x) A F 
A y ( A [ x / y ] D y = x) T22 
A [ x / y ] D y = x A 4 , R l 
A [ x / z ] D z = x A 4 , R l 
A [x/y] A A [ X / Z ] A F 
y = x T21 , R l 
z = x T22, R l 
x = z T55 , R l 
y = x A x — z T23 
y = z T56, R l , m i t M T 4 u n d T38 
also 
A [ x ] A A y (A [x/y] D y = x ) h A y z ( A [ x / y ] 
A A [ x / z ] D y = z) m i t M T 4 , T44, R l also 
V x ( A [x] A A y ( A [x/y] D y = x ) ) h - A y z ( A [x/y] 
A A [x/z] D y = z), m i t D 6 also die Behauptung . 
T 5 9 : V ! x A [x] 1- V x ( A [x] A B [X]) = A x ( A [x] D B [x]) 
B e w e i s : 
A [ X ] A B [ X ] l . A F 
A [ x ] T21 
A [ x / y ] 2. A F 
A [ x ] A A [x/y] T 2 3 
V ! x A [ x ] 3. A F 
x = y T 5 8 
B [ x ] D B [ x / y ] A 6 , R l 
B [ x ] T 2 2 
B [ x / y ] R l 
A [x/y] D B [x/y] M T 4 (Befreiung v o n der 
2. A F ) 
A x ( A [ x ] D B [ x ] ) T 3 8 
V x ( A [ x ] A B[x ] ) D A x ( A [ x ] D B[x]) M T 4 , T44 (Befreiung v o n 
der 1. A F ) 
A x ( A [ x ] D B [ x ] ) 4. A F 
A [ x ] D B [ x ] A 6 , R l 
A [ x ] 5. A F 
B [ x ] R l 
A[x] A B [ x ] T 2 3 
V x ( A [ x ] A B[x] ) T 4 3 , R l 
V x A [x] H A x ( A [x] 3 B [x]) 3 V x ( A [x] A m i t M T 4 , T44, R l (Befrei-
B [x]) ung von der 4. u n d 5. A F ) , 
also m i t T57 u n d T23 , D 3 
V x ( A [ x ] A B[x]) = Ax(A[x] D B[x]) 
Übungsaufgaben: 
1) M a n beweise, daß m a n i n A 6 die Einsetzungen für die F o r m e l 
A [ x ] auf A t o m f o r m e l n beschränken k a n n , ohne dadurch die Menge 
der i n $ 1 + beweisbaren Sätze einzuschränken. Der Beweis ist sowohl 
semantisch wie syntakt isch z u führen. (Anle i tung : Für den seman-
tischen Beweis gehe man v o n dem Vollständigkeitsbeweis für $ 1 + aus 
u n d untersuche die dort benötigten Einsetzungen für A [ x ] . I m s y n -
taktischen Beweis ist durch I n d u k t i o n nach dem G r a d der F o r m e l A [x] 
z u zeigen, daß m a n aus den auf A t o m f o r m e l n spezialisierten A x i o m e n 
nach A 6 die allgemeinen A x i o m e nach A 6 erhält.) 
2) G i b t es eine F o r m e l , die besagt, daß es genau abzählbar unendl ich 
viele Dinge g ibt? 
3) Beweise folgende Theoreme: 
a) \-Kx{x=y^f{x)) = f(y) 
b) h- Kx{f{x) Ox=y) = -^lxf{x) v V ! * / ( * ) A f{y) 
3.2 Kennzeichnungs- und Funktionsterme 
Ausdrücke wie „der A u t o r des „ F a u s t " " , „der Präsident der U S A " 
oder „das B u c h , das auf meinem Schreibtisch l i eg t " nennt m a n Kenn-
zeichnungsterme oder deskriptive Ausdrücke, wei l sie einen Gegenstand 
bezeichnen durch Angabe einer Eigenschaft , die i h m z u k o m m t . A n -
stelle v o n „der A u t o r des „ F a u s t " " können w i r auch sagen „derjenige 
Mensch, der A u t o r des „ F a u s t " i s t " , anstelle v o n „der Präsident der 
U S A " auch „derjenige Mensch, der Präsident der U S A i s t " , usf. I n 
dieser Formul ierung w i r d die S t r u k t u r der Bezeichnung durch die 
Hervorhebung der beschreibenden Eigenschaft noch deutlicher. 
E i n e solche Kennze ichnung eines Dinges durch Angabe einer E i g e n -
schaft F ist zunächst offenbar n u r dann s innvol l , wenn F genau einem 
D i n g z u k o m m t . N u r d a n n zeichnet F j a dieses D i n g eindeutig aus. 
W e n n w i r v o n dem deutschen König des Jahres 936 sprechen, so ist 
das korrekt , wei l es 936 einen u n d nur einen deutschen König gab 
(Otto I.). V o n dem deutschen König des Jahres 1078 oder des Jahres 
1257 z u sprechen, wäre hingegen sinnlos, d a es 1078 zwei deutsche 
Könige (Heinrich I V . u n d den Gegenkönig R u d o l f v o n Schwaben), i m 
Jahre 1257 (Interregnum) aber keinen deutschen König gab. W e n n 
also die beschreibende Eigenschaft F auf kein D i n g zutr i f f t , oder wenn 
sie auf mehrere Dinge zutr i f f t , so werden w i r den Kennzeichnungsterm 
„dasjenige x, für das F(x) g i l t " als sinnlos ansehen u n d damit auch die 
Sätze, i n denen dieser T e r m v o r k o m m t . So ist z. B . der Satz „Der 
deutsche König des Jahres 1257 t rug einen roten B a r t " ebensowenig 
als w a h r wie als falsch anzusehen. 
W i r wollen n u n Kennzeichnungsterme auch i n unsere Sprache $ + 
aufnehmen. Sie sollen dort die Gestalt n x A [ x ] erhalten. Dieser A u s -
d r u c k ist also z u lesen wie „dasjenige x, für das A [ x ] g i l t " . Das S y m -
b o l , , n " nennen wir Kennzeichnungsoperator. M i t der Einführung solcher 
Kennzeichnungsausdrücke gewinnen w i r neben den G V eine neue 
G r u p p e von Ausdrücken, die bei der semantischen D e u t u n g als E i g e n -
namen fungieren. Daher wollen w i r G V u n d Kennzeichnungsausdrücke 
z u einer eigenen Gruppe v o n wohlgeformten Ausdrücken der Sprache 
ty+, der Gruppe der Terme zusammenfassen. D i e Formregel für A t o m -
formeln ist dann wie folgt abzuändern: W e n n t l t . . . , t n Terme sind u n d 
f ist eine n-stelhge P V , so ist i(tv..., t n) eine F o r m e l . S i n d s u n d t 
T e r m e , so ist auch s = t eine F o r m e l . 
D a n a c h können n u n auch F o r m e l n wie f(^xg(x, y), z) oder 
Ayh(r\zf(r\xg(x, y), z)) i n der Sprache $ + auftreten. 
W e n n man n u n einen Kennzeichnungsterm n x A [ x ] n u r d a n n z u -
lassen w i l l , wenn das Prädikat A [ x ] genau auf einen Gegenstand z u -
tr i f f t , wenn also gilt V ! x A [ x ] , so erhält m a n eine bedingte Termrege l , 
die besagt: W e n n A [ x ] eine F o r m e l ist, i n der die G V x fre i v o r k o m m t 
u n d wenn der Satz V ! x A [ x ] logisch wahr ist , so ist n x A [ x ] ein T e r m . 
D i e B i ldbarke i t des Terms n x A [ x ] ist dann abhängig v o n der seman-
tischen Feststel lung, daß V ! x A [ x ] logisch wahr ist, so daß die U n a b -
hängigkeit der S y n t a x der Sprache $ + v o n ihrer Semant ik ver loren 
geht. I m H i n b l i c k auf die Adäquatheit des Kalküls k a n n m a n 
i n der Termregel die F o r d e r u n g der logischen W a h r h e i t v o n V ! x A [ x ] 
auch durch die Forderung der Beweisbarkeit v o n V ! x A [ x ] i n $ 1 + er-
setzen. M a n hat dann den V o r t e i l einer formalen Beweisbarkei t der 
Termeigenschaft, aber den N a c h t e i l einer Abhängigkeit der S y n t a x 
v o m Beweisbegriff. E i n e solche Einführung der Kennzeichnungsterme 
ist von D . H I L B E R T u n d P . B E R N A Y S i n [38] angegeben worden. 
D a die Benützung einer bedingten Termregel den N a c h t e i l hat , 
daß die T e r m - u n d Formeleigenschaft der Ausdrücke v o n $ + n i ch t 
mehr entscheidbar i s t 1 u n d da m a n außerdem die T r e n n u n g v o n S y n t a x 
u n d Semantik bzw. v o n S y n t a x u n d Deduktionsbegri f f als theoretisch 
befriedigender empfinden w i r d , Hegt es nahe, i n der Termregel für 
Kennzeichnungsausdrücke die Bedingung der logischen W a h r h e i t 
bzw. der Beweisbarkeit v o n V ! x A [ x ] aufzugeben. M a n muß dann aber 
eine K o n v e n t i o n treffen über den Wahrhei tswert v o n Sätzen, die den 
T e r m n x A [ x ] enthalten, für den F a l l , daß V ! x A [ x ] nicht gi l t . E i n e n 
Vorschlag i n dieser R i c h t u n g hat B . R U S S E L L i n [60] gemacht. E r 
setzt fest, daß ein Satz B [ n x A [ x ] ] falsch sein soll , wenn V ! x A [ x ] n icht 
gi l t . Der Satz „Der deutsche König des Jahres 1 2 5 7 t r u g einen roten 
B a r t " wäre demnach nicht mehr als sinnlos, sondern als falsch a n z u -
sehen. Dieser Gedanke führt z u folgender Festsetzung: 
I) B [ y / n x A [ x ] ] : = V x ( A [ x ] A A Z ( A [ X / Z ] D Z = x) A B [ y / x ] ) . D a b e i 
sei z nicht frei i n A [ x ] . 
1 Wir haben früher bemerkt, daß die Term- und Formeleigenschaft 
der Ausdrücke von nach 2.2.1 entscheidbar ist. Nach der bedingten Term-
regel für Kennzeichnungsausdrücke wäre nun die Term- und damit auch 
die Formeleigenschaft der Ausdrücke der erweiterten Sprache nur 
dann entscheidbar, wenn der Kalkül *ß l+ entscheidbar wäre. Da <ßl aber 
unentscheidbar ist, muß auch *pi+ unentscheidbar sein, da man sonst 
in ipi+ auch die Formeln ohne Identitätszeichen, also die Formeln von 
*ßl entscheiden könnte. 
Eine solche D e f i n i t i o n nennt m a n Kontextdefinüion, da das D e f i -
niendum neben dem neu einzuführenden Zeichen , , V auch andere, 
bereits definierte Zeichen enthält . So k a n n man ja i n das Def ini t ions-
schema I für B Formeln einsetzen, die m i t den Operatoren —i, D u n d A 
gebildet s ind. E i n e K o n t e x t d e f i n i t i o n tr i f f t somit nicht nur eine Fest-
setzung über das neu eingeführte S y m b o l , sondern auch Festsetzungen 
über bereits definierte Symbole . Daher muß bewiesen werden, daß 
durch die K o n t e x t d e f i n i t i o n nicht Festsetzungen über bereits definierte 
Symbole getroffen werden, die ihren ursprünglichen Def ini t ionen wider-
streiten 1 . E s zeigt s ich n u n , daß die Def in i t ion I tatsächlich z u solchen 
Schwierigkeiten Anlaß g i b t : 
a) D e r A u s d r u c k — iB [y / ixA [x] ] muß nach I m i t den beiden Sätzen 
- iVx(A [x] A Az(A[x/z] D z = x) A B [ y / x ] ) u n d Vx(A[x] A A Z ( A [ X / Z ] D 
z = X) A —iB[y/x]) äquivalent sein, v o n denen der erste entsteht, wenn 
m a n die E r s e t z u n g nach I für den A u s d r u c k B[y /nxA [x ] ] v o r n i m m t u n d 
dann auf beiden Seiten negiert, der zweite, wenn m a n die Erse tzung 
nach I für —iB[y/nxA[x]] v o r n i m m t . N a c h T26 müßte dann auch die 
Äquivalenz zwischen diesen beiden Sätzen bestehen. W e n n aber z. B . 
gilt Ax—A [x ] , so w i r d der zweite Satz falsch, der erste Satz, der m i t 
Ax(A[x] A Az(A(x/z] D z = x) D —iB[y/x]) äquivalent ist, w i r d h i n -
gegen wahr . Dieser Schwierigkeit könnte m a n begegnen, wenn m a n 
das Def ini t ionsschema n u r für A t o m f o r m e l n B verwendet. D a n n 
bliebe aber i m m e r noch folgende Schwierigkeit bestehen: 
b) N a c h T 4 2 gi l t für alle G V z A y B [ y ] D B [ y / z ] . D a n u n auch 
Kennzeichnungsterme als E igennamen fungieren, w i r d m a n fordern, 
daß auch für alle Terme t gi l t A y B [ y ] D B [ y / t ] . E s müßte also auch 
gelten A y B [ y ] D B [ y / o x A [ x ] ] . W e n n aber V ! x A [ x ] nicht gi l t , so w i r d 
das H i n t e r g l i e d dieser I m p h k a t i o n falsch, obwohl das Vordergl ied wahr 
sein k a n n . Entsprechender Weise gilt auch nicht allgemein 
B [ y / n x A [ x ] ] D V y B [ y ] . 
W e n n m a n überhaupt eine D e f i n i t i o n für Kennzeichnungsterme 
angeben w i l l , so k a n n es sich nur u m eine K o n t e x t d e f i n i t i o n handeln, 
denn i n einer E x p l i z i t d e f i n i t i o n für solche Terme müßte j a als Definiens 
wieder ein T e r m auftreten. D a m a n aber i n der Sprache als Terme 
zunächst n u r G V hat , fehlen dazu die notwendigen A u s d r u c k s m i t t e l . 
1 V g l . dazu auch den Abschnitt 6.3. 
M a n w i r d also a m Gedanken e i n e r K o n t e x t d e f i n i t i o n festhalten, aber 
eine andere K o n v e n t i o n über den Wahrhei tswert der Sätze B [ y / n x A [ x ] J 
für den F a l l — V ! x A [ x ] treffen müssen. E i n e solche Festse tzung hat 
zuerst G . F R E G E i n [18] angegeben, der dem T e r m n x A [ x ] für den 
F a l l — i V ! x A [ x ] den U m f a n g des durch A [ x ] bezeichneten Begriffes 
als Bedeutung zuordnete. Dieser W e g ist für die elementare L o g i k 
nicht gangbar, d a w i r dort nicht über Klassenterme verfügen. R . 
C A R N A P hat aber i n [6] 1 eine M o d i f i k a t i o n des F R E G E s c h e n Gedankens 
angegeben, die w i r hier übernehmen wollen. N a c h C A R N A P hat m a n 
d i e Def in i t ion I durch folgendes Definit ionsschema z u ersetzen: 
D 7 : B [ y / i x A [ x ] ] : = V ! x A [ x ] A V x ( A [ x ] A B [ y / x ] ) v - i V ! x A [ x ] A B [ V / U ] . 
Dabe i sei u eine i m folgenden festgehaltene G V v o n Diese 
Festsetzung besagt: W e n n das Prädikat A [ x ] auf genau ein D i n g x 
zutr i f f t , so soll B [ y / n x A [ x ] ] wahr sein, wenn B [ y ] auf x zu t r i f f t u n d 
wenn das Prädikat A [ x ] n icht auf genau ein D i n g zut r i f f t , so sol l 
B [ y / n x A [ x ] ] wahr sein, wenn B [ y ] auf das durch die G V u bezeichnete 
D i n g zutr i f f t . n x A [ x ] steht also für dasjenige Objekt , auf das A [ x ] z u -
tr i f f t , wenn es genau ein solches Objekt gibt , andernfalls steht i x A [ x ] 
für u . 
W i r geben n u n zunächst die Formregeln für die u m Kennzeichnungs-
terme erweiterte Sprache <p+ — w i r nennen sie — an u n d be-
weisen dann die K o r r e k t h e i t der D e f i n i t i o n D 7 . 
3.2.1 Die Sprache <ß++ : 
Das Alphabet v o n *p + + enthalte neben den Grundzeichen v o n $ + 
den Kennzeichnungsoperator I n unterscheiden w i r zwei 
Klassen v o n wohlgeformten Ausdrücken, Terme u n d F o r m e l n , die 
durch folgende Formregeln definiert werden : 
a) Die G V v o n $ + + s ind Terme v o n <ß + + . 
b) S i n d s u n d t Terme v o n <p+ + , so ist s = t eine (Atom-) F o r m e l 
von + . Ist f eine n-stellige P V v o n i p + + u n d s ind t v . . . , t n Terme 
v o n ^ + + > so ist f ( t l f . . . , t n ) eine F o r m e l v o n * P + + . 
1 Vgl. auch [7], S. 143 ff. 
c) u n d d) s t immen m i t den Formregeln (b) u n d (c) v o n 2.2.1 für 
überein, wobei , ,^3" überall durch > > < ^ + + < t zu ersetzen ist. 
e) W e n n A [x] eine F o r m e l v o n <p + + ist, i n der die G V x frei vor-
k o m m t , so is t nx(A[x]) ein T e r m v o n + . 
N a c h der Formregel (e) werden hier Tenne i n Abhängigkeit von 
F o r m e l n definiert . Z u r B e s t i m m u n g der Formeleigenschaft muß man 
nach (a) aber auch schon wissen, welche Ausdrücke Terme s ind. D i e 
Begriffe F o r m e l u n d T e r m werden also durch eine sogenannte simultane 
Rekursion definiert . D a ß diese Def in i t ion korrekt ist u n d keinen Z i r k e l 
enthält (so daß m a n etwa schon wissen müßte, ob ein A u s d r u c k A ein 
T e r m ist, u m m i t den Formregeln feststellen z u können, ob A ein T e r m 
ist) geht daraus hervor , daß m a n m i t den Regeln aus wohlgeformten 
Ausdrücken i m m e r nur wohlgeformte Ausdrücke v o n größerer Länge 
erzeugen k a n n . D i e Eigenschaft eines A u s d r u c k s A , T e r m oder F o r m e l 
z u sein, hängt also nach den Regeln immer nur v o n den T e r m - oder 
Formeleigenschaften kürzerer Ausdrücke ab. 
M a n m a c h t s ich auch leicht k lar , daß die F o r m e l - bzw. Termeigen-
schaft nach 3.2.1 entscheidbar ist . A l s neue Klammerrege l setzen wir 
fest, daß w i r anstelle des A u s d r u c k s nx(A[x]) auch ixA[x] schreiben 
können, w e n n w i r anstelle v o n Ax(A[x]) nach den Klammerregeln i n 
2.2.1 auch AxA[x] schreiben können. 
Beispiele v o n Termen u n d F o r m e l n v o n Sß++ s ind folgende Ausdrücke: 
u n d AzWx(h(r)yf(x, y), r\xf(x, nyg(3>, z))) A g(z, r\yf(x, y))) F o r m e l n (d). 
W i r wol len auch einen A u s d r u c k nx als Quantor (im weiteren Sinn) 
bezeichnen, wenn x eine G V ist . D a n n ist d u r c h die Festsetzungen 
i n 2.2.1 a u ch der Bere ich eines Quantors nx definiert, das Gebunden-
sein einer G V d u r c h einen solchen Quantor , die freie Umbenennung 
einer G V x i n der F o r m e l nxA[x] u n d die freie E insetzung einer G V 
i n F o r m e l n m i t solchen Quantoren. W i r legen darüber hinaus noch 
fest : E i n e G V y ist i n einer F o r m e l B [ y ] frei für einen T e r m nxA[x], 
y, z u n d x, y s ind Terme (a), 
F o r m e l n (b). 
Terme (e) 
s ind F o r m e l n (b). 
ein T e r m (e) 
eine F o r m e l (b), 
tyf(*> y)) (c) 
also s ind g(y, z) u n d f(x, y) 
D a h e r s i n d ^yg{y, z) u n d ^yf{x, y) 
u n d /(%, -vyg(v, z)) u n d g(z, r y / ( * , y)) 
A l s o ist auch r)xf(x, r\yg{yi z)) 
u n d H\yf{x,y)>^f(xt^yg(ytz))) 
daher s ind a uch h(iyf(x, y), ^xf(xf ^yg(y, z))) A g(z, 
wenn kein freies V o r k o m m n i s v o n y i n B [y] i m Bere ich eines Quantors 
steht, der gleichnamig ist m i t einer G V , die i n n x A [ x ] fre i v o r k o m m t . 
D i e freie E insetzung v o n T e n n e n n x A [ x ] in F o r m e l n B [ y ] ist d a n n 
best immt als Resultat der Ersetzung aller freien V o r k o m m n i s s e v o n 
y i n B [ y ] durch n x A [ x ] , wenn y i n B [ y ] frei ist für n x A [ x ] , u n d als 
Resultat der Erse tzung aller freien Vorkommnisse v o n y i n B ' [ y ] d u r c h 
n x A [ x ] , wenn y i n B [ y ] nicht frei ist für i x A [ x ] , wobei dann B ' [ y ] 
aus B [ y ] durch freie Umbenennungen v o n gebundenen G V so z u k o n -
struieren ist, daß y i n B ' [ y ] frei ist für n x A [ x ] . 
D a z u ein Be i sp ie l : D i e G V y ist i n Azf(z, y) n icht frei für r\xg(x, z). 
Daher ist nicht Azf(z, ixg(x, z))t sondern z. B . Az1f{z1> r\xg(x) z)) als 
Resultat der freien E inse tzung v o n r\xg(xi z) für y i n Azf(z, y) a n z u -
sehen. I m übrigen verläuft diese Begr i f fsbi ldung u n d ihre M o t i v a t i o n 
wie in 2.2.1. 
D a m i t ist die syntaktische F u n k t i o n der Kennzeichnungsausdrücke 
best immt. Ihre semantische u n d dedukt ive F u n k t i o n ergibt sich aus 
dem Definit ionsschema D 7 . W i r wollen n u n zeigen, daß dieses Schema 
korrekt ist. D a z u beschränken w i r D 7 zunächst auf E inse tzungen für 
A t o m f o r m e l n für B [ y ] u n d beweisen dann d u r c h I n d u k t i o n nach dem 
G r a d der F o r m e l B [ y ] , daß die Äquivalenz nach D 7 für alle F o r m e l n 
B [ y ] gut- D a m i t ist gezeigt, daß die Schwierigkeiten, die w i r für die 
R u s s E L L s c h e D e f i n i t i o n I unter (a) hervorgehoben hat ten, für die 
C A R N A P s c h e Def in i t ion nicht auftreten. 
D i e Basis unseres Induktionsbeweises ist d u r c h die Fest legung D 7 
für A t o m f o r m e l n gegeben. Sei n u n die B e h a u p t u n g der Äquivalenz 
nach D 7 schon für alle F o r m e l n v o m G r a d ^ n bewiesen u n d sei B [y] 
v o m G r a d n + 7. 
a) B [ y ] habe die Gestal t—iC [y] . D a n n ist C [y] v o m G r a d n u n d es 
gi l t nach Induktionsvoraussetzung C [ y / n x A [ x ] ] = V ! x A [ x ] A V X ( A [ X ] A 
C[y/x]) v - i V ! x A [ x ] A C [ y / u ] . Daraus folgt nach T25 , T28, T27, 
T 2 4 u n d T 3 4 : B [ y / n x A [ x ] ] = - i C [ y / n x A [ x ] ] = - i ( V ! x A [ x ] A V X ( A [ X ] A 
C [ y / x ] ) v - i V ! x A [ x ] A C[y/u] ) = - , ( V ! x A [ x ] A V X ( A [ X ] A C[y/x] ) ) A 
- I ( - I V ! X A [ X ] A C[y/u]) = ( i V ! x A [ x ] v - i V x ( A [ x ] A C[y/x])) A ( V l x A [ x ] 
v -»C[y/u]) = V ! x A [ x ] A - n V ! x A [ x ] v V ! X A [ X ] A - I V X ( A [ X ] A C[y/x]) v 
- . V ! x A [ x ] A - . C [ y / u J v - i V x ( A [ x ] A C[y/x] ) A - . C [ y / u l . (1) 
N a c h T36 gil t n u n - ] ( V ! x A [ x ] A - I V ! X A [ X ] ) u n d nach T35 u n d T36 gilt 
- n V x ( A [ x ] A C[y/x]) A -nC[y/u] = - i V x ( A [ x ] A C[y/x]) A - i C [ y / u ] A 
(V!xA[x] v - i V ! x A [ x ] ) = V ! x A [ x ] A - I V X ( A [ X ] A C[y/x]) A - i C [ y / u ] v 
- i V ! x A [ x ] A - i C [ y / u ] A - > V X ( A [ X ] A C[y/x] ) . 
A u s dem ersten bzw. zweiten Dis junkt ionsgl ied folgt m i t T21 das 
zweite b z w . dr i t te Dis junkt ionsgl ied v o n (1). Daher gil t nach T13 , 
T17 (1) = V ! x A [ x ] A i V x ( A [ x ] A C[y/x]) v ->V !xA[x] A - iC [y /u] . N a c h 
T46, T27 u n d T 5 9 gilt aber unter der Voraussetzung V ! x A [ x ] auch 
- iVx(A [x] A C[y/x]) = Ax(A[x] D - i C [ y / x ] ) = Vx(A[x] A - i C [ y / x ] ) , so 
daß w i r m i t T26 endhch erhalten B[y/nxA[x]] = V ! x A [ x ] A V X ( A [ X ] A 
B [ y / x ] ) v —iV!xA[x] A B [ y / u ] , was z u beweisen war. 
b) B [ y ] habe die Gestalt C [ y ] D D [y ]. D a n n gi l t nach Indukt ions-
voraussetzung B [y/nxA [x]] = V !xA [x] A V X ( A [ X ] A C [y/x]) v - i V !xA [x] 
A C [y/u] D V ! x A [ x ] A V X ( A [ X ] A D [ y / x ] ) v - i V ! x A [ x ] A D [ y / u ] (2). Es 
ist z u zeigen, daß (2) äquivalent ist m i t (3) V !xA[x] A V X ( A [ X ] A 
(C[y/x] D D [ y / x ] ) ) v - i V ! x A [ x ] A (C[y/u] D D [ y / u ] ) . W i r nehmen an, 
es gelte (2) u n d V ! x A [ x ] . D a n n erhalten w i r Vx(A[x] A C[y/x] ) D 
Vx(A[x] A D [ y / x ] ) . M i t T58 folgt daraus Vx(A[x] A (C[y/x] D D[y/x ] ) ) 
u n d daraus (3). G i l t (2) u n d - i V !xA [x], so erhalten w i r C [y/u] D D [y/u] , 
also wiederum (3). Aus V ! x A [ x ] v —iV!xA[x] u n d T17 ergibt s ich also, 
daß (2) den Satz (3) impl iz ier t . G i l t n u n (3) u n d V ! x A [ x ] , so gi l t auch 
Vx(A [x] A (C[y/x] D D [y/x])), wegen T59 also Ax (A [x] D (C[y/x] D 
D [ y / x ] ) ) , daher Ax((A[x] D C[y/x]) D (A[x] D D[y/x] ) ) u n d A x ( A [ x ] D 
C[y/x ] ) D A x ( A [ x ] D D [ y / x ] ) , wegen T59 also wiederum Vx(A[x] A 
C[y/x ] ) D Vx(A[x] A D [ y / x ] ) u n d daher (2). G i l t endlich (3) u n d 
- i V ! x A [ x ] , so gi l t auch C [ y / u ] D D [y/u] , also (2). (3) impl iz ier t also 
auch (2), so daß (2) u n d (3), wie behauptet, äquivalent s ind. 
c) B [y] habe die Gestalt A z C [z, y ] . D a n n gi l t nach Indukt ionsvoraus-
setzung B [y/nxA [x]] = Az(V !xA [x] A V X ( A [ X ] A C [Z, y/x]) v - . V !xA [x] A 
C [z , y/u]) (4) u n d es ist z u zeigen, daß (4) m i t dem Satz (5): V ! x A [ x ] A 
Vx(A [x] A A z C [ z , y/x]) v —>V!xA[x] A A Z C [ Z , y /u] äquivalent ist . W i r 
können annehmen, daß z nicht frei i n A [ x ] v o r k o m m t . E s gil t n u n 
al lgemein Az (A A D [ z ] v —iA A E [ Z ] ) = Az(A A D [ Z ] ) v A Z ( - I A A E [ Z ] ) , 
w e n n A z n i cht frei enthält , wie m a n leicht verif iziert . M i t T 4 9 erhält 
m a n d a n n aber sofort die Behauptung . 
D a m i t ist n u n bewiesen, daß m a n das Definit ionsschema D 7 auch 
auf k o m p l e x e F o r m e l n B anwenden k a n n , ohne dadurch i n W i d e r s p r u c h 
z u d e n Festsetzungen über die logischen Operatoren z u k o m m e n . W i r 
zeigen n u n , daß auch die für die K o n t e x t def ini t ion I unter (b) auf-
geführten Schwierigkeiten bei Benützung des C A R N A P s c h e n Def in i t ions -
schemas wegfal len: 
T60: H A x A [ x ] D A [ x / t ] für beüebige Terme t v o n $ + + . 
Beweis : Ist t eine G V , so ergibt sich die B e h a u p t u n g aus T42 . Ist 
t ein Kennzeichnungsterm n y B [ y ] , so erhalten w i r mi t T42 u n d T 3 8 
A x A [x] D A y ( B [y] D A [x/y]) u n d A x A [x] D A [x/u], also m i t T 5 9 
A x A [x] D V ! y B [y] A V y ( B [y] A A [x/y]) v -»V ! y B [y] A A [x/u] . N a c h 
D 7 ist das aber m i t A x A [ x ] D A [ x / i y B [ y ] ] äquivalent. 
T61: h A [ x / t ] D V x A [ x ] für beliebige Terme t von + . 
Ist t eine G V , so ergibt s ich die B e h a u p t u n g aus T43. Ist t e in 
Kennzeichnungsterm, so beweist m a n das Theorem m i t T60 wie T 4 3 
m i t T42 . 
E s sollen n u n noch einige weitere Theoreme über Kennzeichnungen 
angeführt werden: 
T62: V ! x A [ x ] h - A [ x / i x A [ x ] ] 
Beweis : A u s V ! x A [ x ] folgt nach T57 V x A [ x ] , also Vx(A[x] A A [ X ] ) . 
Daraus folgt aber nach D 7 A [ x / i x A [ x ] ] . 
T63: h- Ax (A [x ] = x = y) D y = nxA[x] 
Beweis : A u s A x ( A [ x ] = x = y) folgt A [ x / y ] , V ! x A [ x ] u n d V y ( A [ x / y ] 
A y = y) . Daraus folgt nach D 7 aber y = nxA [x] . 
T64: - i V !xA [x] H nxA [x] = u 
Beweis : A u s —iV!xA[x] folgt wegen A 5 —iV!xA[x] A U = u u n d 
daraus nach D 7 n x A [ x ] = u . 
T65: V !xA [x] H B [y/nxA [x]] = Vx(A [x] A B [y/x]) 
D e r Beweis ergibt sich auf G r u n d v o n D 7 d u r c h einfache a . l . U m -
formungen. 
In vielen Fällen der A n w e n d u n g der P . L . erweist es sich als prak-
tisch, auch Funktionsterme als Ausdrücke für Funktionswerte i n die 
p . l . Sprache aufzunehmen, wie etwa die Terme „x + y" u n d „X'y" 
i n der Formal is ierung der A r i t h m e t i k . A l s einstellige F u n k t i o n über 
dem Grundbereich y bezeichnen wir eine A b b i l d u n g v o n y i n y, die 
jedem Element v o n y genau ein Element v o n y zuordnet. E i n e ein-
stellige F u n k t i o n f*(x) ist also eine zweistellige Re la t ion f(x,y), für 
die g i l t : 
1) Axyz(f(x,y)Z>(f(x,z)Z^z = y)) — / ist nacheindeutig, d . h . / ordnet 
jedem Element v o n y höchstens ein Element v o n y z u — u n d 
2) AxVyf(x,y) — / ordnet jedem Element v o n y mindestens ein 
Element von y z u . 
A u s (1) u n d (2) erhalten w i r m i t D 6 sofort 
3) AxV\yf(x, y). Ebenso folgt aus (3) m i t T57 u n d T58 (1) u n d (2). 
E i n e solche A b b i l d u n g / stellt die F u n k t i o n / * genau dann dar, wenn 
gilt 
4) Axz(f*(x) = z = f(xt z)). W i r können also setzen 
5) /*(*) = D e n n aus (3) folgt m i t T62 / ( * , *\yf(xt y))t 
m i t T58 also f(x, z) D z — ^yf(x, y). U n d aus z = njyf(x, y) folgt m i t 
(3), T62 u n d A 6 f(x, z). W i r können daher einstellige Funkt ionsterme 
f*(x) als Kennzeichnungsterme nv/(#, y) einführen. 
A l l g e m e i n können w i r i n entsprechender Weise eine w-stellige F u n k -
t ion /*(#; , . . . , xn) als eine (n + 7)-stellige R e l a t i o n f(xp..., xn, y) auf-
fassen, für die gi l t Ax7... xty\yf(xv..., xn> y) u n d können dann 
setzen /*(#,, ...,xH)= tyf{xp..., xnt y). 
P r i n z i p i e l l ist also die Einführung besonderer Funkt ionsterme i n 
unsere Sprache überflüssig, d a w i r sie d u r c h die entsprechenden 
Kennzeichnungsterme ausdrücken können. A u s Gründen der E i n f a c h -
heit des Ausdrucks wol len w i r aber auch eigene Symbole für F u n k t i o n s -
variable (kurz F V ) i n unsere Sprache + aufnehmen u n d damit zu 
einer abermals erweiterten Sprache ^ß + + "h übergehen. W i r geben uns 
dazu eine Menge 77 v o n P V aus vor , so daß z u jedem n (n> 1) 
i n 77 unendl ich viele w-stellige P V v o n enthalten s ind, u n d daß 
u n e n d l i c h viele w-stellige P V v o n nicht i n 77 enthalten sind. 
^ P + + _ f sei dann aufgebaut wie Sß + + m i t folgenden zusätzlichen Bes t im-
m u n g e n : 
1. Ist f eine »-stellige P V aus 77, so ist f* eine (n — 7)-stellige F V 
v o n $ + + + . 
2. S i n d t 7 , . . . , tn Terme u n d ist f* eine w-stellige F V v o n <ß + + + , so 
ist auch f * ( t 7 , . . . , tM) ein T e r m v o n <p+ + + . W i r führen also i n $ + + + 
Funkt ionsterme n u r bzgl . atomarer Relat ionen ein. 
D e r der Sprache + + zugeordnete Kalkül + + soll aus < ß l f ^ 
durch H i n z u n a h m e der A x i o m e nach den Schemata 
A 7 : A x j . . . x n V ! y f ( X l , . . . , x n , y ) 
A 8 : A x 1 . . . x n f ( x l l . . x n , f * ( x x , . . . , x n)) für alle f aus Tl entstehen. 
Z u r A b l e i t u n g eines Satzes A m i t den F V f * , . . . , f * benützt m a n d a n n 
diejenigen A x i o m e nach A 7 u n d A 8 , die sich d u r c h Einsetzung v o n 
f* für f* ergeben (i = 1 , . . . , m) . 
A u s A 7 u n d A 8 erhalten w i r m i t T58 u n d T 6 2 f * ( x 2 , . . . , x n ) = 
n y f ( x 1 , . . . , x n , y ) . W i r brauchen aber auf diese Ident i tät u n d die D e f i -
n i t ion D 7 bei der A b l e i t u n g v o n Aussagen m i t Funkt ions termen i n $ + ^ + 
nicht mehr zurückgreifen. D e n n D 7 n i m m t wegen A 7 u n d T65 n u n die 
Gestalt an B [ x / n y f ( x 1 , . . . , x n , y)] = Vz( f (x 1 , . . . , x n , z) A B [ X / Z ] ) . Diese 
Äquivalenz erhalten wir aber auch, wenn w i r aus A 7 u n d A 8 m i t T 5 8 
u n d A 6 auf f * ( x x , . . . , x n ) = z = f ( x x , . . . , x n , z) schließen u n d kra f t 
dieser Äquivalenz f ( x 1 , . . . , x n , z) für f * ( x x , . . . , x n ) = z i n die F o r m e l 
B [ x / f * ( x 3 , . . . , x n )] = V z ( f * ( x 1 , . . . , x u ) = z A B [x/z]) einsetzen, die m a n 
leicht beweisen k a n n . 
W i r beweisen n u n noch folgendes Theorem: 
T66: h x = y D f * ( x ) = f * ( y ) 
Beweis : 
f ( x ) = f*(y) 
x = y 
f (x, z) D f (y, z) 
f(x, f*(x)) 
f(y, f*(x)) 
f(y. f*(y)) 
A F 
A 6 
A 8 
R l 
A 8 
T58 
Daraus erhält m a n m i t M T 4 die Behauptung. 
I m Zusammenhang mi t der Einführung von F V wollen wir auch 
noch auf die Möglichkeit hinweisen, A l i q u a n t e r e n d u r c h F V zu ersetzen. 
Ist der Satz V x j . . . x n A y C [xv..., x n , y ] logisch wahr, so ist auch 
der Satz V x j . . , x n C [ x l f . . . , x n , f * ( x v . . . , x n ) ] logisch wahr, wo die 
F V f* nicht i n C[xv..., x n , y] v o r k o m m t . D e n n ist 93 eine Inter-
pretation über dem Objektbereich y , die dem Prädikat C[xlt..., x n > y ] 
den Begriff A zuordnet, so besagt die Gültigkeit v o n V x x . . . x n A y 
C[xv..., x n , y ] , daß es Objekte a v . . . , an gibt , so daß für alle Objekte 
b aus y gilt A ^ , . . . , an> b). D a n n gut aber auch für alle möglichen 
F u n k t i o n e n f* über y A(alt..., aQi i*(av..., an)). G i l t umgekehrt 
A(av..., an> f * ( a x , . . . , an)) für alle F u n k t i o n e n über y, so muß auch 
A(av..., Ä N , b) für alle b aus y gelten, d a i*(av..., aa) alle Objekte 
aus y als Werte annimmt , wenn m a n für f* alle möglichen F u n k t i o n e n 
einsetzt. 
W e n n m a n n u n die F V f* wieder eHminiert, so erhält m a n die F o r m e l 
V X l . . . x n ( V ! y f ( x l f . . . , x n , y) D Vy(f {xv . . . , x n , y) A C [ x l f . . x n , y]) . 
Anstel le v o n V !yf (xv..., x n , y) k a n n m a n n u n offenbar auch V y f (xv..., 
x n , y) setzen, ohne die logische W a h r h e i t oder Falschheit des Satzes z u ver-
ändern. D u r c h p . l . U m f o r m u n g e n erhält m a n aus dieser F o r m e l den Satz 
Vx1. . . x n ( A y ( C [ x x , . . . , x n , y ] D - . f (x1$. . . , x n , y)) D A y - . f (xv..., x n , y)). 
H i e r k a n n m a n endlich noch —if (xv..., x^, y) durch f[xv..., x n , y) 
ersetzen. 
Diese U m f o r m u n g k a n n m a n ausnutzen für die K o n s t r u k t i o n der 
N o r m a l f o r m v o n S K O L E M : 
3.2.2 W i r sagen, ein Satz A habe die SKOLEMsche Normalform, wenn A 
pränexe N o r m a l f o r m hat , keine freien G V enthält u n d wenn i m Präfix 
v o n A alle E x i s t enzquantoren allen A l l q u a n t o r e n vor auf gehen. 
E s g i l t : 
M T 9 : Jeder Satz A läßt s ich i n einen Satz B i n SKOLEMscher N o r m a l -
form umformen, so daß gil t h- A genau dann, wenn I— B . 
D i e K o n s t r u k t i o n v o n B vol lzieht s ich i n folgenden Schr i t t en : 
1) A w i r d i n pränexe N o r m a l f o r m gebracht u n d alle freien G V wer-
den i n der so entstehenden F o r m e l durch vorgestellte Al lquantoren 
gebunden. H a t das Resul tat dieser U m f o r m u n g e n die Gestalt A x C [ x ] , 
so ersetzt m a n es d u r c h die F o r m e l VyAx((f(y) D f(y)) Z) C[x] ) . Deren 
pränexe N o r m a l f o r m sei A r 
2) H a t A x bereits die gewünschte N o r m a l f o r m , so ist B m i t A x 
i d e n t i s c h . 
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3) Andernfal ls hat A x die Gestalt Vxx... xnAyC[xv..., x n , y ] . W i r 
ersetzen dann A x nach der vorstehenden Überlegung d u r c h die F o r m e l 
A 2 : V X i . . . x n ( A y ( C [xlt..., x n , y ] D f ( x x , . . . , x n , y)) D A y f ( x v . . . , x n , y)), 
wo f eine P V ist , die i n Ax nicht v o r k o m m t . A 3 sei d a n n die pränexe 
N o r m a l f o r m dieser F o r m e l . A 3 hat also die Gestalt 
V x x . . . x n V y Q A y ' ( ( C [x l f. . . , x n , y ] D f (xv. . . , xn, y)) 3 f (x l f . . . , x n , y ' ) ) , 
wenn Q das Präf ix u n d C / [ x 1 , . . . , x n , y] der K e r n v o n C [ x 1 , . . . , xn, y ] ist . 
4) H a t A 3 bereits die gewünschte N o r m a l f o r m , so ist B m i t A 3 
identisch, andernfalls w i r d der drit te Schri t t noch e inmal angewendet, 
usw. 
M a n sieht, daß die Z a h l der A l l q u a n t o r e n , die E x i s t e n z q u a n t o r e n 
vorhergehen, i n A 3 u m eins niedriger ist als i n A r D u r c h endl ichmalige 
A n w e n d u n g des dr i t ten Schrittes k o m m t m a n also auf eine F o r m e l B 
m i t den gewünschten Eigenschaften. 
Für die U m f o r m u n g e n nach (1) gilt \~ A genau dann, wenn h- A x nach 
M T 8 , T l , T38, T 5 1 . Für die U m f o r m u n g nach (3) erhalten w i r nach 
unserer i n t u i t i v e n Überlegung I— A x genau dann, wenn h- A 3 . F o r m a l 
argumentiert m a n wie fo lgt : 
A y C [ x 1 ; . . . , x n , y] H (C [x l f. . . , x n , y] D f(x l f . . . , x n , y)) D f (xv. . . , x n , y) 
wegen T42, R l , M T 4 . M i t T39 erhalten w i r daraus 
A y C [ X l , . . .,xn,y]\-Ay{C[xv. . . , x n , y ] D f ( X l , . . . , x n , y ) ) D A y f ( X l , . . . , x n , y ) 
u n d daraus Ax h- A 2 . M T 8 liefert aber A 2 h- A 3 . Ist also A x beweisbar, 
so auch A 3 . Ist umgekehrt A 3 beweisbar, so nach M T 8 auch A 2 . Ist 
aber A 2 beweisbar, so nach M T 7 auch 
VXJL . . . x n ( A y ( C [ x x , . . . , x n , y ] D C[xv. . . , x n , y]) 3 A y C [ x l f . . . , x n , y]) , 
m i t T l u n d T38 erhält m a n daraus aber Av D a m i t ist das Metatheorem 
M T 9 bewiesen. 
Z u r I l lustrat ion des Konstrukt ionsverfahrens für die SKOLEMsche 
N o r m a l f o r m wenden w i r dies Verfahren auf die F o r m e l A : AyVzg(x, y, z) 
an. A hat pränexe N o r m a l f o r m . D u r c h Generalisierung v o n x nach (1) 
erhalten w i r AxyVzg(x, y, z). A± ist dann die F o r m e l 
VuAxyVz((f(u) D /(«)) Dg{x, y, z)). 
A 2 ist dann die F o r m e l 
Vu{Ax(AyVz((f(u) 3 f(u)) 3 g{x, y, z)) 3 \{u) x)) 3 Axh^u, x)). 
A 3 ist also die F o r m e l 
VuxAyVzAx'{(((f(u) 3 /(«)) Dg(tf, y} z)) 3 A 7(«, *)) 3 A 7(«, %'))• 
D a diese F o r m e l noch nicht die gewünschte F o r m hat, müssen w i r den 
Schritt (3) noch e inmal anwenden u n d erhalten 
Vux{Ay(VzAx\({{f(u)I)f(u))^g(x,y,z))I>h7(u} x))Z>hj(u, x')) 3 h2{ut x,y)) 
3 Ayh2(u, x, y)) 
u n d daraus 
VuxyzAx'y'(((({(fu) 3 /(«)) 3g[x, y, z)) 3 A 7(«, x)) 3 A 7(«, *')) D Ä 2 ( W , x,y)) 
Z>h2{u} x} y')). 
Diese letzte F o r m e l ist n u n die gesuchte SKOLEMsche N o r m a l f o r m 
von A . 
E i n e zusätzliche E r w e i t e r u n g der p . l . Sprache erhält m a n , wenn 
m a n neben den V a r i a b l e n auch Konstanten als Grundzeichen einführt. 
Semantisch u n d bzgl . der Formregeln fungieren solche K o n s t a n t e n 
wie die freien V a r i a b l e n v o m entsprechenden T y p . Gegenstands-
konstanten (kurz G K ) fungieren also wie freie G V , w-stellige P K 
wie w-stellige P V u n d w-stellige Funkt ionskonstanten (kurz F K ) wie 
w-stellige F V . D a h e r br ingt eine solche Erwei te rung der Sprache auch 
keine echte E r w e i t e r u n g ihrer Ausdrucksmöglichkeiten m i t sich. D ie 
V e r w e n d u n g v o n K o n s t a n t e n macht aber i n vielen Fällen den S y m -
bolismus übersichtlicher. So hät te m a n anstelle der P K „ = " auch 
eine behebige zweistellige P V / verwenden u n d anstelle der A x i o m e 
A 5 u n d A 6 die A x i o m e Axf{x, x) u n d Axy(f(x, y) 3 ( A f * ] 3 A[x/y])) 
ansetzen können. Wegen der besonderen Rol le der Identi tät empfiehlt 
es s ich aber, eine eigene P K einzuführen, d u r c h deren Verwendung 
die F o r m e l n durchsichtiger werden. Ebenso werden w i r bei der F o r -
mal is ierung der A r i t h m e t i k die G K „ ö " für die Z a h l 0 einführen, die 
einstellige P K „2V" für die Eigenschaft , eine natürliche Z a h l z u sein 
u n d die F K ,, + " für die A d d i t i o n . 
W ä h r e n d m a n eine P . L . ohne nichtlogische K o n s t a n t e n auch als 
reine P . L . bezeichnet, nennt m a n eine P . L . m i t außerlogischen K o n -
stanten angewandte P . L . D e r Übergang v o n der reinen zur^angewandten 
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P . L . besteht also einfach i n der H i n z u n a h m e v o n K o n s t a n t e n z u den 
Grundzeichen der Sprache, deren F u n k t i o n ebenso a uc h v o n freien 
Var iab len übernommen werden könnte. 
A u f eine weitere Möglichkeit zur Erwei terung der elementaren L o g i k , 
die H i n z u n a h m e des H i L B E R T s c h e n Auswahloperators e x A [ x ] wollen 
w i r hier nicht mehr eingehen, da seine praktische B e d e u t u n g i m R a h m e n 
der hier behandelten L o g i k nur gering ist. E i n e ausführliche B e h a n d -
lung dieses Auswahloperators f indet sich i n [38] u n d [34]. 
B e i den i n den Abschni t ten 3.1 u n d 3.2 diskut ier ten Erwei terungen 
der Sprache u n d des Kalküls $ 1 handelt es sich insgesamt u m keine 
echte Erwei terung der Ausdrucksfähigkeit oder der Deduktionsmöglich-
keiten v o n *ß u n d ^ßl, wie w i r sie etwa später i n K a p i t e l 4 u n d 5 behan-
deln werden. D e n n die K o n s t a n t e n lassen s ich d u r c h V a r i a b l e ersetzen 
u n d die K o n t e x t d e f i n i t i o n D 7 ermöglicht es uns, die Kennzeichnungs-
u n d damit auch die Funkt ions terme aus allen K o n t e x t e n z u ehminieren. 
D i e Theoreme A v o n lassen sich aber i n der Gestalt C D A i n $ 1 
beweisen, wo C wie i m Beweis der Vollständigkeit v o n < ß l + die K o n -
junkt ion der für A relevanten Einsetzungen i n A 5 u n d A 6 ist . D a h e r 
werden wir i m folgenden auch die verschiedenen V a r i a n t e n ^ß, ty+, 
+ , $ + + + bzw. $ 1 , $ 1 + , $ 1 + + u n d $ 1 + + + der P . L . nicht streng 
unterscheiden, sondern meist n u r v o n der p . l . Sprache $ u n d dem 
p . l . Kalkül $ 1 sprechen. A u s dem K o n t e x t ist dann jeweils ersichtl ich, 
u m welche F o r m der P . L . es sich handelt . 
Übungsaufgaben: 
1. Beweise folgende Theoreme 
h i x ( x = y) = y 
H nx(x ^ x) = u 
h- n x A [ x ] = z = V ! x A [ x ] A A [x/z] v — i V ! A [ x ] A z = u 
r- n x A [ x ] = u = - i V ! x A [ x ] v A [x/u] 
A x ( A [ x ] = B[x] ) K n x A [ x ] = n x B [ x ] 
V ! x A [ x ] , V ! x B [ x ] H n x A [ x ] = n x B [ x ] D A x ( A [ x ] = B [ x ] ) 
H - p i + + + A x x . . . x n ( f * ( X l , . . . , x n ) = g * ( X l , . . . , x j ) = 
Ax1... x n y( f ( x l f . . . , x n , y) = g(xv..., x n , y)). 
2. Beweise, daß m a n die Def in i t ion D 7 ersetzen k a n n durch die 
Def in i t ion n x A [ x ] == y :== V ! x A [ x ] A A [x/y] v ->V!xA[x] A y = u , wo 
y nicht frei i n n x A [ x ] v o r k o m m t ! M a n weise die Korrekthe i t dieser 
Kontex tdef in i t ion nach, wie das oben für D 7 geschehen i s t ! 
3. M a n bringe folgende F o r m e l n auf SKOLEMsche N o r m a l f o r m : 
a) Vxf{x9y)Z>Vyf{y,x), 
b) hxVyg(x, y) A —Nyhxg{x, y)t 
c) Axy(Vzg(x, z) D Azh(y, z)). 
3.3 Elementare Systeme 
D e r Gehal t einer Theorie, sei sie logisch, mathematisch oder em-
pir isch , ist charakterisiert durch die Menge ihrer Theoreme, d . h . durch 
die Menge der Sätze, die sie als wahr auszeichnet. Z w e i Theorien, 
welche die gleiche Theoremmenge haben, nennen w i r äquivalent. So 
haben w i r z. B . oben die p . l . Theorien S$l u n d $ 2 als äquivalente 
Theorien erkannt , i n d e m w i r zeigten, daß jeder Satz, der i n $ 1 beweis-
bar ist , auch i n ty2 beweisbar ist u n d umgekehrt . Äquivalente Theo-
rien unterscheiden sich also n u r durch die A r t u n d Weise, wie sie die 
gemeinsame Theoremmenge festlegen. 
A l s wissenschaftliche Ideal form einer Theorie T gi l t seit A R I S T O -
T E L E S ihre axiomatische F o r m u l i e r u n g , i n der die Theoremmenge v o n 
T definiert w i r d durch Angabe endlich oder auch unendl ich vieler 
A x i o m e — die Eigenschaft , A x i o m v o n T z u sein, sol l auch i m Fal le 
u n e n d l i c h vieler A x i o m e entscheidbar sein — aus denen alle Theoreme 
auf re in logischem W e g abgeleitet werden können. B e i der Gewinnung 
der Theoreme dürfen also keine außerlogischen P r i n z i p i e n verwendet 
werden u n d keine materialen Voraussetzungen über die Gegenstände 
der Theorie , die n icht i n Gestalt der A x i o m e expl iz i t angegeben wurden. 
D a die logischen D e d u k t i o n s m i t t e l scharf umgrenzt s ind, w i r d dadurch 
vermieden, daß sich i m Verlauf eines Beweises unbemerkt zusätzliche 
materiale Voraussetzungen einschleichen. So w i r d eine strenge K o n -
trol le der Beweise i n der Theorie möglich u n d die materialen A n n a h m e n , 
auf denen die Sätze v o n T beruhen, werden i n Gestalt der A x i o m e 
scharf abgegrenzt. 
Dieses Idea l einer axiomatischen Theorie konnte i m wesentlichen 
erst i n der modernen L o g i k erreicht werden, i n der dedukt ive Systeme 
aufgebaut w u r d e n , die für die Zwecke der Formal is ierung v o n Theo-
r ien insbesondere der M a t h e m a t i k hinreichend leistungsfähig s ind. 
Schon die elementare L o g i k erweist sich als ausreichend für die axio-
mat ische D a r s t e l l u n g vieler Theorien. Lassen sich die Sätze einer 
Theorie T i n der p . l . Sprache <p ausdrücken u n d ist MT die Menge der 
A x i o m e v o n T, so läßt sich T i m R a h m e n der elementaren L o g i k for-
malisieren i n Gestalt eines Kalküls %, der aus $ 1 d a d u r c h entsteht, 
daß m a n zu den A x i o m e n v o n <pi die A x i o m e v o n MT h i n z u n i m m t . 
A ist dann ein Theorem v o n % genau dann, wenn gi l t MT I—pi A 1 . 
Solche Theorien nennt m a n auch elementare Systeme. 
A l s Beispiel eines solchen elementaren Systems k a n n uns die Theorie 
der Identität aus 3.1 dienen, für die MT die Menge der A x i o m e nach 
A 5 u n d A 6 ist. I m folgenden sollen n u n drei weitere Beispiele elemen-
tarer Systeme angegeben werden, die einen E i n d r u c k v e r m i t t e l n sollen 
v o n den Anwendungsmöghchkeiten der elementaren L o g i k . W e n n w i r 
uns dabei auf Anwendungen aus dem Bere ich der M a t h e m a t i k beschrän-
k e n , so deswegen, wei l die Z a h l der vorliegenden axiomatischen Theo-
rien aus anderen Gegenstandsgebieten verhältnismäßig gering ist u n d 
diese Theorien, sofern sie n icht d e d u k t i v t r i v i a l s ind, einen recht k o m -
plizierten A u f b a u h a b e n 2 . 
3.3.1 E i n Axiomensystem der Gruppentheorie 
A l s Gruppe bezeichnet m a n eine Menge X, auf der eine zweistellige 
F u n k t i o n a ob definiert ist, so daß g i l t : 1. F ü r beliebige Elemente a 
u n d b aus X liegt a ob wieder i n X. 2. D i e F u n k t i o n o ist assoziativ, 
d . h . es ist (a o b) o c — a o (b o c). 3. E s gibt ein Einselement e i n X, 
so daß für alle Elemente a aus X gi l t ao e = a u n d e o a = a. 4. Z u 
jedem Element a v o n X gibt es ein inverses E lement a " 1 , so daß gilt 
a o a~1 = e u n d a~1 o a = e. 
Diese definierenden Eigenschaften der Gruppe k a n n m a n als A x i o m e 
formul ieren: 
a l : (x o y) o z = x o (y o z) 
a2: x o e = x 
a3: e o x = x 
a4: AxVy(x o y = e A y o x = e)z. 
1 Ist die Menge MT unendlich, so beachte man die Definition der Ab-
leitungsbeziehung M r h A unter 1.3.5.8. 
2 Beispiele für axiomatische Theorien empirischer Wissenschaften 
bringt R. C A R N A P in [7], S . 198 ff. 
3 Anstelle des Terms x o y müßte man streng genommen in *ß einen 
Term F*(x, y) verwenden, in dem F* eine F K von ist. Wir können aber 
hier und ähnlich in folgenden gleichartigen Fällen den Term x o y als Ab-
kürzung für F*(x, y) ansehen. 
Jeder Satz, der für beliebige G r u p p e n gi l t , läßt sich dann aus a l bis a4 
ableiten. U n d wenn ein Satz aus a l bis a4 ableitbar ist, so gilt er für 
alle Gruppen . D e n n ist A ein Satz, der für behebige G r u p p e n gi l t , so 
w i r d A erfüllt v o n allen Interpretationen über Mengen X, die bzgl . der 
F u n k t i o n , die der zweistelhgen F K o zugeordnet w i r d , eine G r u p p e 
bi lden. Jede Interpretat ion 33, die a l bis a4 erfüllt, ist eine Interpre-
tat ion über einer Menge X, die bzg l . der F u n k t i o n , die 33 der F K o z u -
ordnet, eine Gruppe ist. A l s o ist der Schluß a l , . . . , a4 A dann p . l . 
gültig. Wegen der Vollständigkeit v o n <ßl gil t dann aber auch a l , . . . , a4 
r - A . G i l t umgekehrt a l , . . . , a4 h - A , so erfüllen wegen der W i d e r -
spruchsfreiheit v o n <pi alle Interpretationen, die a l , . . . , a 4 erfüllen, 
deren Objektbereich also G r u p p e n s ind bzg l . der F u n k t i o n , die sie der 
F K o zuordnen, auch den Satz A . A u s der Tatsache, daß a l bis a4 
die definierenden Gruppeneigenschaften ausdrücken u n d erfüllbar s i n d 
u n d daß ^ßl p . l . adäquat ist , k a n n m a n also auf die Vollständigkeit 
u n d Widerspruchsfreihei t des durch a l bis a4 festgelegten G r u p p e n -
kalküls schließen. 
Z u r Einübung dieser A x i o m a t i s i e r u n g beweisen w i r n u n einige 
Theoreme über G r u p p e n . 
t l : Vz(x o z = y) (Existenz des rechten Quotienten) 
Beweis : x~1oy\st ein solches^, denn esgilt xo(x~1oy) = (xo x~])oy 
n a c h a l u n d nach a4 (x~1 sei ein y, dessen E x i s t e n z dort ausgesagt wird) 
(x o x~l) o y = e o y. M i t a3 erhalten w i r dann e o y = y, u n d m i t 
T 5 6 also xo (x"1oy) = y. 
I n d e m m a n für z setzt yo x~r, beweist m a n ebenso 
t2 : Vz(z o x = y) (Existenz des l inken Quotienten) 
E . V . H U N T I N G T O N hat gezeigt, daß m a n die A x i o m e a2 bis a4 auch 
d u r c h t l u n d t2 ersetzen k a n n . D e n n aus a l , t2 u n d t3 folgt a2, a3 
u n d a4 : 
t3 : xoz — yhxoz1=y'Dz=z1 (Eindeutigkeit des rechten Quotienten) 
B e w e i s : 
1) xo z 
2) uo z 
3) vox 
x o z y A x o Z/ = y 
X o 27 
A F 
T55 , T56 
z 
u 
A F 
A F 
4) z o w = z7 A F . M i t T56 u n d 
T66 erhal ten 
w i r n u n 
z = uoz (2), T 5 5 
z = (v o x) o z (3) 
z — v o {xo z) a l 
z = v o (x o z7) (1) 
z = (t; o x) o * 7 a l 
z = uo z7 (3) 
£ = W O (# O Z£>) (4) 
2 = ( M O Z ) O W a l 
z = z o w (2) 
z = z7 (4), also m i t M T 4 
(Befreiung v o n 
den A F (2), (3), 
(*)) 
uoz = z'D(vox = uZ)(zow— zx~Dz = zx)) also m i t T44 u n d 
T 9 
Vu(u oz = z)Z) (Vv(v ox — u)"D (Ww(z ow = zx) also m i t 11, t2, R l 
Z>z = zx)) u n d M T 4 
xoz = yAxozx = y'Dz = zv 
Ebenso findet m a n 
t4 : zox = y AZ7ox—yZ>z = z7 (Eindeutigkeit des l inken Quotienten) 
t ö : WzAx(x o z = x) (Existenz der Rechtseinheit) 
Beweis : 
1) y o z = y A F 
2) x o z7 = x A F 
3) u o y = x A F 
u o (y o z) = u o y (1) 
(uoy)oz = uoy a l 
x o z = x (3) 
xozx=xZ>(uoy = x'Dxoz = x) M T 4 (Befreiung 
von (2), (3)) 
Vzx(xozx = x)D(Vu(uoy = x) Dxo2 = x)) T44, T 9 
AxVzx(x o zx = x), AxVu(uoy = x)h- v o z = v R l , A 4 , T38, T43 
D VzAx(x o z = x) u n d M T 4 (Be-
freiung v o n (1)) 
Vz(y o z = y) D V * A * ( * o 2 = %) t l , t2 , T44 
VzAx(xoz=: x) t l , R l . 
Ebenso findet man 
t6 : VzAx(z o x = x) (Existent der Linkseinheit) 
Wegen t3 u n d t4 gibt es auch höchstens eine Rechtseinheit u n d höch-
stens eine Linkseinheit . W i r zeigen n u n , daß Rechts- u n d Linkse inhei t 
identisch s i n d : 
t7 : xoz — XAZ-JOX — x~D z = z1 
Beweis : 
x o z = x A F 
z7 o z = z7 t5 
z7 o x ~ x A F 
z7 o z = z t6 
* = * 7 T56 
Daraus erhält m a n sofort die Behauptung u n d daraus a2 u n d a3. 
Bezeichnen wir Rechts- u n d Linkseinhei t m i t e — w i r können defi -
nieren e : = ^zAx(x o z = x) u n d erhalten daraus x o e = x u n d eo x=x 
für alle x — so gilt endl ich 
t8 : AxVy(xoy = eAycx=;e) (a4) 
Beweis : 
x o y = e A F 
y7 o x = e A F 
3/ = e o y 
y = (y1ox)oy 
y = y7 o (x o y) a l 
y = y-jO e 
y = y7 
y o % = e 
Vy(x oy==eAyox~e) T43 
xoy = eZ>(y1ox = e'DWy(xoy = eAyox = e) M T 4 
Yy(# o y = e) D ( V ^ ^ o x = e) D Vy(% o y = e T44, T 9 
A 3/ o x = e) 
AxVy(x oy = eAyox=^e) t l , t2, R l , T38 . 
W i r können wegen t l u n d t3 definieren x~1 := nv(# o y = e). x~7 ist 
dann das inverse E lement z u x u n d es gi l t xo x~~1 = e u n d x~ 1 o x = e. 
In gleicher Weise lassen sich aus a l bis a4 oder aus a l , t l , t2 alle 
Theoreme über G r u p p e n auf rein logischem W e g , d . h . n u r unter V e r -
wendung des elementar-logischen Deduktionsbegriffes, wie er i n *ßl oder 
einem der übrigen oben behandelten Kalküle der P . L . formul ier t ist , 
ableiten. 
3.3.2 E i n Axiomensystem der elementaren A r i t h m e t i k 
R . D E D E K I N D hat 1888 i n [11] eine axiomatische Charakter is ierung 
der natürlichen Zahlen angegeben, die auf einem Gedanken beruht, 
m i t dessen H i l f e schon L E I B N I Z eine Festlegung der Re ihe der natür-
l ichen Zahlen versucht hatte. D a n a c h k a n n m a n die Menge N der natür-
l ichen Zahlen best immen, indem m a n fordert : 
1) D i e N u l l ist eine natürliche Z a h l . 
2) Z u jeder natürlichen Z a h l n gibt es i n N genau einen Nachfolger , 
den w i r mi t n' bezeichnen. 
D a m i t nun immer neue Elemente v o n N als N achf olgerzahlen auftreten 
u n d N somit als unendliche Menge best immt w i r d , muß m a n fordern, 
daß die Reihe der Nachfolgerzahlen nicht i n sich selbst zurückläuft. 
D a z u verlangt m a n : 
3) Die N u l l ist keine Nachfolgerzahl , d . h . es gibt keine natürliche 
Z a h l , deren Nachfolger die N u l l wäre. 
4) W e n n zwei Nachfolgerzahlen n' u n d m' identisch s ind, so s ind 
auch n u n d m identisch. 
W e n n die Reihe der Nachfolgerzahlen i n sich selbst zurückliefe, 
so müßte ja entweder die N u l l eine Nachfolgerzahl sein, was durch (3) 
ausgeschlossen w i r d , oder eine v o n N u l l verschiedene Z a h l n, die somit 
Nachfolger einer Z a h l m ist, müßte Nachfolger einer größeren Z a h l oder 
Nachfolger von sich selbst sein, so daß es eine von m verschiedene Z a h l 
r gäbe, m i t n — m' — r''. Das w i r d aber durch (4) ausgeschlossen. 
N enthält nach (1) u n d (2) alle aus der N u l l durch endlichmalige 
A n w e n d u n g der Nachfolgeroperation entstehende Zahlen. U m auszu-
schließen, daß N daneben noch andere Elemente enthält, forderte 
D E D E K I N D : 
5) Jedes E lement v o n N läßt sich durch wiederholte A n w e n d u n g 
der Nachfolgeroperation aus der N u l l gewinnen. 
D a n a c h ist also N die kleinste Menge, die den Forderungen (1) u n d 
(2) genügt, u n d die Elemente v o n N s ind i n allen Mengen enthalten, 
die den Bedingungen (1) u n d (2) genügen. 
G . P E A N O hat dieser 5. Forderung die Gestalt des Indukt ionsprinzips 
gegeben: 
5') F ü r alle Eigenschaften F g i l t : W e n n F auf die N u l l zutr i f f t u n d 
wenn aus der Tatsache, daß F auf irgendeine Za hl n zutr i f f t , folgt, daß 
F auch auf deren Nachfolger n' zutr i f f t , so tr i f f t F auf alle natürlichen 
Zahlen z u . 
W e n n F auf die N u l l zutr i f f t u n d wenn aus der Tatsache, daß F 
auf irgendeine Z a h l n zutr i f f t , folgt, daß F auch auf deren Nachfolger 
n' zutr i f f t , so ist der U m f a n g des Begriffes F eine Klasse, die den B e d i n -
gungen (1) u n d (2) genügt. M i t (5') fordert m a n also dasselbe wie m i t 
(5), daß nämlich die Elemente v o n N i n allen solchen Klassen enthalten 
s ind . 
W e n n m a n nun die N u l l d u i c h die G K „ 0 " symbolisiert u n d die 
Nachfo lger funkt ion d u r c h so k a n n m a n die Forderungen (1) bis 
(5') i n folgender Weise i n elementare A x i o m e übersetzen: 
a l : - ix ' = 0 
a2: x ' = y ' D x = y 
a3 : A [0] A A x ( A [X] D A [x']) D AxA [x] 
D e r Grundbere ich einer Interpretat ion, die diese A x i o m e erfüllt, soll 
die Menge der natürlichen Zahlen repräsentieren. D i e Forderung 
(1) ist also dadurch erfüllt, daß jede solche Interpretat ion dem 
T e r m , ,0 " ein Objekt des Grundbereiches zuordnet. D e r Forderung (2) 
w i r d genügt d u r c h die für F u n k t i o n e n generell geforderte Exis tenz 
genau eines Funkt ionswertes für alle Argumente des Grundbereiches. 
1 Anstelle von ,,0", und den unten eingeführten F K ,, + " und „ • " 
könnte man natürlich wieder eine ausgezeichnete GV bzw. G K von 
sowie eine einstellige und zwei zweistellige F V oder F K von <ß wählen. 
Es ist aber praktischer, sich an den in der Mathematik üblichen Symbol-
gebrauch anzuschließen und ,,0", ,,x'", ,,x+y" und , ,x*y" als Abkür-
zungen für solche ^5-Terme aufzufassen. 
Die Forderung (5') w i r d durch a3 nicht vollständig wiedergegeben, 
denn (5') enthält j a eine Behauptung über alle zahlen theoretischen 
Begriffe F, während aus a3 diese B e h a u p t u n g nur für diejenigen Begri f fe 
gewonnen werden k a n n , die s ich i n *P durch Prädikate ausdrücken 
lassen. N u n gibt es überabzählbar viele zahlentheoretische Begri f fe , 
aber nur abzählbar viele Prädikate i n Sß, so daß (5') eine stärkere F o r -
derung ist als a3. In der elementaren L o g i k , wo w i r keine A l l b e h a u p -
tungen über Begriffe formulieren können, läßt s ich (5') n icht adäquat 
wiedergeben. W i r werden erst i m nächsten K a p i t e l eine Sprache kennen-
lernen, i n der sich (5') vollständig ausdrücken läßt u n d wol len dort 
dann noch einmal auf die Formal is ierung der A r i t h m e t i k zurückkommen. 
A d d i t i o n u n d M u l t i p l i k a t i o n lassen sich durch die Bedingungen 
6) x + 0 = x 
x + y ' = (x + y ) ' 
7) x-0 = 0 
x • y ' = x • y + x 
definieren. I n stärkeren Logiksystemen k a n n m a n die E x i s t e n z v o n 
F u n k t i o n e n , die solchen rekursiven Def ini t ionen genügen, generell 
nachweisen 1 . F ü r die elementare L o g i k gil t das hingegen nicht . D a h e r 
w i r d m a n die E x i s t e n z solcher F u n k t i o n e n axiomat isch fordern : 
a4: x + 0 = x 
a5 : x + y ' = (x + y ) ' 
a6: x • 0 = 0 
a7: x • y' = x • y + x 
E s läßt sich zeigen, daß sich alle p r i m i t i v rekursiven F u n k t i o n e n d u r c h 
die F u n k t i o n e n x ' , x + y , x • y definieren lassen 2 . N a c h d e m es s ich 
dabei u m die wichtigsten zahlentheoretischen F u n k t i o n e n handelt , 
könnte m a n erwarten, daß das System A der A x i o m e a l bis a7 hinreicht 
zur vollständigen Charakteris ierung der Reihe der natürlichen Zahlen 
und z u m A u f b a u einer vollständigen Theorie der A r i t h m e t i k . Während 
w i r später sehen werden, daß die Forderungen (1) bis (5') zur Charak-
terisierung der natürlichen Zahlen ausreichen, zeigt sich aber, daß das 
1 Vgl. dazu den Beweis des Rekursionstheorems, z. B. in [28], sowie 
den Abschnitt 4.5. 
2 Vgl. dazu [42], S. 241 ff. 
System A weder zur vollständigen Charakteris ierung der natürlichen 
Zahlen hinreicht , noch z u m A u f b a u eines vollständigen Systems der 
A r i t h m e t i k . 
U m die Frage nach der Charakterisierbarkeit der natürlichen Zahlen 
durch das S}'stem A genauer diskutieren z u können, treffen w i r zunächst 
folgende V e r a b r e d u n g : 
3.3.2.1 W i r nennen zwei Interpretationen $ 7 u n d 932 isomorph, wenn 
es eine umkehrbar eindeutige A b b i l d u n g cp des Grundbereiches y 7 von 
$ 7 auf den Grundbere ich y2 v o n 932 gibt , so daß g i l t : 
a) <p(937(x)) = <B2(x) für aUe G V u n d G K x v o n <ß, 
b) a v . . . , ß M e$ 7 ( f ) genau dann, wenn q>(a7),..., 9?(#M)£$B2(f) für alle 
w-stelligen P V u n d P K v o n <ß, 
Für alle n-stell igen F V u n d F K aus gilt dann <p(937(f*){fl7,..., an}) = 
332(f*){<p(tf7),.. .,<p(#n)}> wie m a n nach den Ausführungen i n 3.2 leicht 
beweist 1 . 
Ist II* eine Menge v o n Kons tanten , so nennen w i r zwei Interpreta-
tionen 337 u n d 232 II*-isomorph, wenn sie die Bedingungen der D e f i -
n i t ion 3.3.2.1 bei Erse tzung v o n , , *ß " durch , , / 7 * " erfüllen. 
E s gi l t der S a t z : 
3.3.2.2 S i n d 337 u n d S32 77*-isomorphe Interpretationen, so gilt 
SÖ7(B) = 232(B) für alle F o r m e l n B , die nur K o n s t a n t e n aus 77* ent-
hal ten , aber keine freien V a r i a b l e n . 
M a n führt den Beweis d u r c h I n d u k t i o n nach dem G r a d der F o r m e l n 
B : 
1. B sei atomar. E s gilt 93 7 ( f (x 1 , . . . , x j ) = w genau dann, wenn 
3 3 7 ( x 1 ) , . . . , 2} 7(x n)e$ 7(f), also nach (b) genau dann, wenn 9?(93 7(x 1)),..., 
9?(937(xn))fi332(f), also nach (a) genau dann, wenn SB 2(x x),..., S32(xn)e 
$ 2 ( f ) , also genau dann , wenn 5B 2 ( f (x 1 , . . . , x n)) = ro. 
2. D i e B e h a u p t u n g des Satzes sei bewiesen für alle F o r m e l n v o m 
G r a d ^ B sei n u n v o m G r a d n + 7. D i e Fäl le , i n denen B die Ge-
1 Der Ausdruck ,,337(f*) {a7,. . ., an}" bedeutet den Wert der Funktion, 
die SB; der F V f* zuordnet für die Argumente aj, ..., an. 
st alt - i C oder C D D hat, erledigen sich i n einfacher Weise . H a t B die 
Gestalt AxC [x] , so finden w i r : Ist 237(AxC[x]) = f, so g ibt es ein 237, 
so daß S3; = S37 u n d 937(C[x]) = f. W i r setzen 232=932 u n d 932(x) = 
9?(237(x)) u n d erhalten dann aus der Indukt ionsvoraussetzung — 937 u n d 
932 s ind isomorph bzgl . der Menge 77*, vergrößert u m die G V x — 
$ 2(C[x]) = f, also 332(AxC[x]) = f. Ist umgekehrt 932(AxC[x]) = f, 
so gibt es ein 232, so daß 232 = 932 u n d 932(C[x]) = f u n d w i r setzen 
237 = 337 u n d SB7(x) = ^ ( ^ ( x ) ) — cp-1 sei die U m k e h r u n g der A b -
b i l d u n g (p, so daß gil t <p(9?_1(#)) = a. D i e Indukt ionsvoraussetzung 
ergibt dann wieder 337(C[x]) = f u n d also $37(AxC[x]) = f. 
A l s Übungsaufgabe beweise m a n <p(937(t)) = 932(t) für alle Terme t, 
die nur Kons tanten aus 77* u n d keine freien G V enthalten. 
Ist MT die Menge der A x i o m e eines elementaren Systems T, so 
ist es prakt isch, alle wesentlich freien Var iab len der Sätze aus MT, 
d. h . alle freien P V u n d F V u n d alle diejenigen freien G V , die nicht 
durch vorangestellte Al lquantoren gebunden werden können, durch 
Konstanten z u ersetzen, die w i r dann als Grund konstanten v o n MT 
bezeichnen. Diese Grundkonstanten stehen dann für die Grundbegrif fe 
bzw. die Grundobjekte der Theorie T. D ie Grundkonstanten v o n A 
sind also „0", „ ' " , , , + " u n d ,, • " . 
3.3.2.3 M a n nennt ein axiomatisches System T m i t den G r u n d k o n -
stanten der Menge 77* kategorisch oder monomorph, wenn alle Inter-
pretationen, welche die A x i o m e von T erfüllen, 77*- isomorph s ind. 
E i n einfaches Beispiel für ein kategorisches System ist das folgende: 
b l : AxF(x) 
b2: Axy(x = y). 
D i e Grundkonstante ist ,,F" u n d zwei Interpretationen 93} u n d $ 2 , 
die b l u n d b2 erfüllen, s ind Interpretationen über einzahligen Indiv iduen-
bereichen y-j u n d y2. E s gibt also eine A b b i l d u n g cp der i n 3.3.2.1 ver-
langten A r t , denn nach b l gi l t 937(F) = y7 u n d ^ ( T 7 ) — y2, also aes£7(F) 
genau dann, wenn (p(a)e%2(F). 
Das Axiomens3'stem 
c l : Vxy(x^=y) 
c2: Axyz(x = yvy = zvx = z) 
c3: AxF(x, x) 
c4: Axy(F(x, y) Z)F(y, x)) 
ist hingegen nicht kategorisch. E s seien $B7 u n d 9S2 Interpretationen über 
den zweizahhgen Bereichen {a,b} u n d {c, d) u n d es gelte: a, ae%7(F), 
b,b£%7(F), n icht a, 6eS57(F) u n d nicht b.aeW^F), u n d %2(F) 
enthalte die Menge aller vier Paare, die sich aus {c, d} bi lden 
lassen. D a n n erfüllen 937 u n d 932 die vier A x i o m e . 337 u n d 332 
s ind aber n icht {F}- isomorph, denn es gibt nur zwei mögliche 
A b b i l d u n g e n cpx u n d cp2 v o n {a, b) auf {c, d}, die durch die Bedingungen 
<Pi(a) — c> <Pi(fy — d u n d <P2{a) = & u n < i 9$*) = = 0 best immt s ind. Be -
stünde die fragliche Isomorphie, so müßte also gelten: at be%7(F) 
genau dann, wenn cp1{a),cp1{b)e<^2{F)} oder : a, be%7(F) genau dann, 
wenn q>2{a), (p2(b)e%2(F). Das ist aber offensichtlich nicht der F a l l , 
d a a,be$7(F) falsch, c, de?ß2(F) u n d d, ceSß2{F) a D e r wahr ist . 
M a n w i r d n u n sagen, daß das Axiomensys tem A die Reihe der 
natürlichen Zahlen vollständig charakterisiert , wenn A kategorisch ist, 
wenn also alle Modelle v o n A {0, ', + , -}-isomorph s ind. D e n n e inmal 
k o m m t es für die Charakteris ierung der natürlichen Zahlen durch A 
n u r auf den Grundbere ich der Modelle an u n d auf die Grundbegriffe, 
die sie den Grundkons tanten zuordnen, z u m anderen k a n n m a n aber 
m i t den M i t t e l n der P . L . nicht zwischen isomorphen Interpretationen 
unterscheiden, so daß sie als gleichberechtigt anzusehen s ind. 
E s ist n u n z u zeigen, daß das System A nicht kategorisch ist. E i n 
Beweis dieses Satzes wurde zuerst v o n T H . S K O L E M i n [ 6 7 ] angegeben. 
W i r folgen hier dem Beweis v o n H . H E R M E S i n [33], S. I54f. 
957 sei ein „natürl iches" M o d e l l v o n A, dessen Grundbereich die 
Menge der natürlichen Zahlen ist. E s gi l t dann %7(tn) ~ n (n^O), wo 
tn der T e r m 0 ' " ' (eine N u l l m i t n Akzenten) ist . U sei die Menge der 
Sätze {u ^ t0, u =fit7,u ^ t2,...}, wo u eine feste G V sei. 77* sei die 
Menge der Grundkons tanten „ 0 " , „ + " , * E s gilt d a n n : 
1) K e i n e der Interpretat ionen 5B7 erfüllt U. 
2) E s gibt eine Interpretat ion 932, die alle Sätze aus A u n d U erfüllt. 
A u s (1) u n d (2) folgt der Satz v o n S K O L E M . D e n n 932 erfüllt nach (2) 
die Satzmenge A, ist aber nicht m i t 337 77*- isomorph. Wären nämlich 
337 u n d 332 77*- isomorph, so gäbe es eine A b b i l d u n g cp, wie sie i n 3.3.2.1 
ver langt w i r d u n d w i r könnten dann ein SB7 so wählen, daß gi l t %7(u) = 
< p _ 1 0 ö 2 ( ^ ) ) , so daß SB7 u n d 952 i somorph wären bzg l . der Menge 77*, 
vergrößert u m die G V u. D a n n würde aber nach 3.3.2.2 gelten, daß 
auch 937 U erfüllt, i m W i d e r s p r u c h z u (1). 
D i e Behauptung (1) ergibt s ich wie folgt : Ist 937(w) = n, so gi l t 
937(^ = tn) — to, also 937(u ^ tn) = f, d . h . 337 erfüllt einen Satz v o n 
U nicht . 
D i e Behauptung (2) ergibt s ich aus der Widerspruchsfre ihei t u n d 
der Vollständigkeit v o n *ßl (vgl. d a z u den Beweis des Satzes 2.3.3.4) 
wie folgt : D i e Menge A KJ U der Sätze aus A u n d U ist erfüllbar genau 
dann , wenn sie konsistent ist , also genau dann, w e n n es keinen S a t z C 
gibt , so daß gi l t A u C / h C A —iC, also genau d a n n , wenn es keine 
endliche Teilmenge M v o n A u U gibt , so daß gi l t M h- C A — I C , also 
genau dann, wenn alle endlichen Tei lmengen M v o n A u U erfüllbar s ind. 
E s ist aber jede solche Teilmenge M erfüllbar. D e n n ist tn ein T e r m , 
für den der Satz u tn n icht i n M enthalten ist , so können w i r ein 
937 m i t 937(w) = n wählen, das dann M erfüllt, da jedes 937 A erfüllt u n d 
d a gi l t 937(^ ^ tm) = ro für alle m ^ n, so daß 937 auch alle Sätze aus 
U erfüllt, die i n M enthalten s ind . 
D a m i t ist also gezeigt, daß das System A die Re ihe der natürhchen 
Zahlen nicht vollständig charakterisiert . Wäre n u n A kategorisch, so 
wäre A auch ein vollständiges System der elementaren A r i t h m e t i k i n 
dem S inn , daß für jeden Satz B , der nur die G r u n d k o n s t a n t e n v o n A, 
aber keine freien V a r i a b l e n enthält , A1— B oder A ! »B i n ißl beweisbar 
wäre. D e n n nach 3.3.2.2 würde d a n n gelten, daß die Modelle von A 
sämtüch den Satz B oder sämtlich den Satz - i B erfüllen. E s wäre also 
A B oder A —iB ein p . l . gültiger Schluß u n d wegen der Vollständig-
keit v o n $ 1 wäre dann auch A h- B oder A I iB beweisbar. 
Daraus , daß A n icht kategorisch ist, k a n n m a n n u n zwar nicht 
darauf schließen, daß das axiomatische System unvollständig ist, m a n 
k a n n dies Resultat aber auf anderem Wege gewinnen, wie K . G Ö D E L 
i n [27] gezeigt hat . D a eine Dars te l lung des Beweises für die U n V o l l -
ständigkeit der A r i t h m e t i k ebenso wie die des Beweises für die U n e n t -
scheidbarkeit der P . L . den R a h m e n dieses Buches überschreiten würde, 
sei der Leser auf die Darstel lungen i n [42] u n d [71] verwiesen. D a m a n 
aus der Kategorizität v o n A auf die Vollständigkeit v o n A schließen 
k a n n , folgt aus der UnVollständigkeit der A r i t h m e t i k wieder der Satz 
v o n S K O L E M . I m Beweis der U n Vollständigkeit v o n A w i r d ein Satz 
B effektiv angegeben, für den weder A H B noch A I iB gi l t . Dieser 
Satz w i r d also v o n einigen Modehen v o n A erfüllt, v o n anderen nicht . 
Diese Modelle s ind also nicht / 7 * - i s o m o r p h . 
3.3,3 E i n Axiomensystem der reellen Z a h l e n 
A . T A R S K I hat i n [74] eine besonders einfache Axiomat i s i e rung der 
Theorie der reellen Zahlen angegeben i n den Grundbegrif fen < , + , 1, 
die wir elementar-logisch wie folgt formulieren können: 
al : x ^ y D x < y v y < x 
a2: x < y D - i y < x 
a3: x < y D Vz(x < z A z < y) 
a4: A x y ( A [x] A B [y] D x < y) D V z A x y ( A [x] A x ^ z A B [y] A y ^ 
z D x < z A Z < y ) 
aö: x + (y + z) = (x + z) + y 
a6: Vz(x = y + z) 
a7: x + z < y + t D x < y v z < t 
a8: 1 < 1 + 1 
W i r woUen hier auf eine Diskuss ion des Inhalts dieser A x i o m e ver-
zichten, da sie einige Kenntnisse aus der Theorie der reellen Zahlen 
erfordern würde, wie w i r sie hier nicht voraussetzen können. W i r wollen 
auch nicht auf die A b l e i t u n g der Grundgesetze der reellen Zahlen aus 
diesem Axiomensys tem eingehen 1 , sondern anhand dieses A x i o m e n -
systems auf das P a r a d o x o n v o n S K O L E M hinweisen 2 . A l s , ,natürliche" 
Interpretat ion der A x i o m e v o n T A R S K I w i r d m a n eine Interpretat ion 
über dem Bere ich der reellen Zahlen ansehen, die der G K „ 1 " die Z a h l 1 
zuordnet, der zweistelligen P K „ < " die Kle inerbeziehung u n d der 
zweistelligen F K , , + " die A d d i t i o n s f u n k t i o n . D a die Menge der reellen 
Zahlen überabzählbar unendl ich ist, hat eine solche natürhche Inter-
pretat ion einen überabzählbaren Objektbereich. N a c h dem Satz 2.2.2.15 
von S K O L E M ist das Axiomensys tem aber auch über abzählbar unend-
l ichen Individuenbereichen, z. B . über dem Bereich der rationalen 
Zahlen erfüllbar. D a s P a r a d o x o n besteht also dar in , daß die Postulate, 
durch die m a n die Menge der reellen Zahlen kennzeichnet, auch i n dem 
Bere ich der rat ionalen (oder auch der ganzen) Zahlen erfüllbar s ind, 
der eine wesentlich andere S t r u k t u r hat als der Bere ich der reellen 
Zahlen . D a s gi l t allgemein für elementare Systeme, z . B . auch für solche 
der Mengenlehre, deren natürhche Interpretationen über nicht-abzähl-
1 Vgl. dazu [ 7 4 ] , S. 191 ff. Das Axiomensystem ist bei T A R S K I im Rah-
men der stärkeren mengentheoretischen Logik formuliert. Auch in dieser 
Formulierung tritt aber das SKOLEMsche Paradoxon auf. 
2 Vgl. dazu [66] und [68]. 
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baren Bereichen definiert s ind. Diese Systeme s ind also n i c h t nur nicht 
kategorisch, sondern sie haben solche paradoxe abzählbare Model le . 
Diesen Sachverhalt k a n n m a n sich daraus erklären, daß der wichtige 
Existenzsatz a4 für reelle Zahlen — die übrigen A x i o m e gelten auch für 
rationale Zahlen — nur für solche Begriffspaare reelle Z a h l e n liefert, 
die sich durch Prädikate A [ x ] u n d B [ y ] i n ausdrücken lassen. Wäh-
rend es aber über abzählbar viele solche Begriffspaare gibt , g ibt es nur 
abzählbar viele Prädikatenpaare i n <p. a4 liefert also n u r abzählbar 
viele reelle Zahlen. Andererseits ist es nicht so, daß s ich die Menge der 
i m formalen System angebbaren reellen Zahlen auch m i t den M i t t e l n 
des Systems selbst abzählen ließe — sonst hät te j a das System kein 
natürliches M o d e l l —, da aus der E x i s t e n z einer solchen abzählenden 
Beziehung nicht ihre Darste l lbarkei t i n S$ folgt. E s k a n n also die 
Menge der reellen Zahlen , die sich i m System beschreiben lassen, ab-
zählbar sein, ohne daß sie i m System abzählbar ist . 
D ie Konzept ionen der überabzählbaren Menge, der Menge aller 
zahlentheoretischen F u n k t i o n e n u n d Begriffe, s ind also Konzept ionen , 
die sich i m R a h m e n der elementaren L o g i k nicht adäquat charakteri-
sieren lassen. 
M i t diesen Hinweisen auf die Anwendungs- u n d Ausdrucksmöglich-
keiten der elementaren L o g i k u n d ihre Grenzen wollen w i r n u n unsere 
Behandlung der engeren P . L . abschließen, u m i n den nächsten beiden 
K a p i t e l n noch einen kurzen B l i c k auf höhere Logiksysteme z u werfen. 
Übungsaufgabe: 
Welche der folgenden drei Axiomensysteme s ind kategorisch? W e l -
ches ist die A n z a h l ihrer nicht {F, G}-isomorphen Modelle ? 
1) Axyz(x = y v y = zvx — z) 
Vxy(x ^ y A F(x) A —F(y)) 
2) Axyzu(x = yvy = zvx = zvz = uvx = uvy = u) 
Wxy(x # y A F(x) A —iF(y)) 
3) Ax -rf?(x, x) A AxVyF(x, y) A Axyz{F(x, y) A F(y, z) D F(x, z)) 
MxAy{G{x) A {x^yZ>G(y)). 
4 Die Prädikatenlogik der zweiten Stufe 
In diesem u n d dem folgenden K a p i t e l wol len w i r sog. höhere L o g i k -
systeme betrachten, die noch leistungsfähiger s ind als die elementare 
Logik . D a die elementare L o g i k den eigentlichen Gegenstand dieses 
Buches bi ldet , werden w i r das T h e m a dieser beiden K a p i t e l nicht mehr 
i n der gleichen Ausführlichkeit entwickeln, m i t der die elementare 
L o g i k i n den ersten beiden K a p i t e l behandelt wurde. E s geht uns i m 
folgenden nur d a r u m , einen A u s b l i c k auf den Inhal t weiterreichender 
Logiksysteme z u geben, u n d dazu w i r d es genügen, einige wichtige 
Begri f fsbi ldungen u n d Sätze hervorzuheben. 
In diesem K a p i t e l wenden w i r uns einem System der höheren Prädi-
katenlogik z u , i n d e m w i r v o n der elementaren Prädikatenlogik oder 
Prädikatenlogik der 1. Stufe übergehen zur Prädikatenlogik der 2. Stufe. 
A u s dieser Prädikatenlogik k a n n m a n als Tei lsystem die engere Prädi-
katenlogik 2. Stufe herausheben. D a dieses Tei lsystem besonders ein-
fach ist u n d bereits die wesentlichen Merkmale der P . L . 2. Stufe hat 
u n d die wesentlichen Unterschiede der P . L . 2. Stufe zur elementaren 
P . L . aufweist , wol len w i r seine Diskuss ion i m folgenden i n den Vorder-
g r u n d stellen. 
D i e engere P . L . 2. Stufe unterscheidet s ich v o n der P . L . 1. Stufe 
d a d u r c h , daß auch die Quant i f iz ierung v o n P V zugelassen w i r d . M a n 
k a n n also aus einer F o r m e l A v o n die F o r m e l n Af A u n d Vf A bi lden, 
die besagen: die Aussage A gil t für alle Begriffe bzw. es gibt einen 
Begriff , für den A gi l t . I m A b s c h n i t t 2.1.2 wurde hervorgehoben, daß 
die V e r w e n d u n g v o n Quantoren für G V die Ausdrucksmöghchkeiten 
einer Sprache m i t G V wesentlich erweitert, d a die D e u t u n g freier G V 
i m Sinne der Al lgemeinhei t eine Unterscheidung z . B . zwischen der 
Al lgemeinhe i t der Negat ion u n d der Negat ion der Allgemeinheit noch 
n i c h t ermöglicht. G a n z entsprechendes gi l t für die Einführung v o n 
Q u a n t o r e n für P V . D i e folgenden Aussagen s ind Beispiele für die 
erweiterten Ausdrucksmöghchkeiten der P . L . 2. Stufe gegenüber der 
Sprache Sß: 
AfVgAx(g(x) = ->/(#)) — z u jedem Begriff / gibt es einen Begr i f f g, 
der genau auf diejenigen Dinge zutr i f f t , auf die / n icht zutr i f f t . 
VfAgAx(g(x) ZD f(x)) — es gibt einen Begriff m i t m a x i m a l e m U m f a n g . 
AxVfAy(f(y) = y — x) — z u jedem D i n g gibt es einen Begri f f , der n u r 
auf dieses D i n g z u t r i f f t . 
Ag(AxVyg{xt y) 3 V/(A#Vy(/(%, y) A g(x, y)) A Axyz(f(x, y) A f(x, z) ZD 
y = z))) — Z u jeder Beziehung g, für die g i l t : z u jedem Objekt x gibt 
es eine nichtleere Klasse K(x) v o n Objekten y, die z u x i n der ^-Bezie-
hung stehen, gibt es eine F u n k t i o n / (wegen AxVyftx, y) u n d Axyz(f(x, y) 
A f(x, z) ZDy = z) ist / eine F u n k t i o n ) , die jedem Objekt x ein E lement 
der Klasse K(x) zuordnet. Das ist eine F o r m u l i e r u n g des Auswahl-
prinzips. W i r könnten bei Verwendung der F V / * dies P r i n z i p auch so 
formulieren: Ag(AxVyg(x, y) D Vf*Axg(x, /*(#))). I n entsprechender 
Weise ist die folgende Aussage z u verstehen: 
A%V/A|>, /] ZD VgAxA[x, flg(y7,-.yn> x)], wo / eine w-stelhge P V 
sei. W e n n es z u jedem D i n g x einen Begriff fx(y7,-. .,yn) gibt , der z u 
x i n der A - B e z i e h u n g steht, so gibt es einen Begriff g(y7>..., yn, x), der 
für aUe x z u x i n der A - B e z i e h u n g steht. Setzt m a n g(y7>..., yn, x) — 
fx(yp- • ->yn)> s o leuchtet die R ich t igke i t dieser B e h a u p t u n g ein. 
Ferner läßt sich i m R a h m e n der P . L . 2. Stufe das Indukt ionspr inz ip 
der A r i t h m e t i k (vgl. 3.3.2) i n der Gestalt A/(/(0) A Ax(f(x) ZD /(*')) ZD 
Axf(x)) formulieren u n d das A x i o m a4 der reellen Zahlen aus 3.3.3 
läßt sich i n der F o r m Afg(Axy(f(x) A #(3/) ZD x<y)"D VzAxy(f(x) A x^=z 
A giy) ^y^zZDx<zAZ<y)) angeben. W i r haben früher schon 
hervorgehoben, daß diese Formul ierungen stärker s ind als die ent-
sprechenden elementarlogischen A x i o m e . 
A u s der engeren P . L . 2. Stufe entsteht die volle P . L . 2. Stufe, wenn 
m a n auch P V für Prädikatenprädikate einführt. Neben den Eigenschaften 
v o n Objekten k a n n m a n auch Eigenschaften solcher Eigenschaften 
betrachten. M a n nennt Begriffe, deren sämtliche Argumente Objekte 
(Individuen) s ind, Begriffe 1. Stufe, Begriffe, unter deren Argumenten 
auch Begriffe 1. Stufe v o r k o m m e n , nennt m a n Begriffe 2. Stufe. So ist 
die Eigenschaft einer körperlichen oder geistigen Eigenschaft (also 
eines Begriffes 1. Stufe) i n einer F a m i l i e erbhch z u sein, eine Eigenschaft 
2. Stufe. Ebenso ist die Eigenschaft einer Beziehung / 1. Stufe, t ran-
s i t iv z u sein, die w i r durch die F o r m e l Axyz(f(x, y) A f(yy z) ZD f(x, z)) 
ausdrücken, eine Eigenschaft 2. Stufe. Ebenso können w i r die Erfüll-
barkeit eines Begriffes /, die sich i n der F o r m e l Vxf(x) ausdrückt, oder 
seine Allgemeingültigkeit (Axf(x)) als Eigenschaften 2. Stufe auffassen. 
Beziehungen 2. Stufe können zwischen Begriffen 1. Stufe stattf inden, 
wie z . B . die Beziehung / ist Oberbegriff v o n g: Ax(g(x) D /(#)), oder 
zwischen Begr i f fen 1. Stufe u n d Objekten, wie z. B . die Beziehung 
des Zutreffens einer Eigenschaft 1. Stufe / auf einen Gegenstand x: 
f(x). D i e Ausdrücke solcher Begriffe 2. Stufe nennt m a n Prädikaten-
prädikate. 
Wegen des kategorialen u n d formalen Unterschiedes einerseits 
zwischen Objekten u n d Begrif fen 1. Stufe, andererseits zwischen Be-
griffen 1. Stufe verschiedener Stellenzahl w i r d m a n fordern, daß ein 
Begri f f 2. Stufe bzg l . einer Argumentstel le i m m e r nur für Argumente 
v o m gleichen kategorialen T y p erklärt ist. E s ist j a z. B . sinnlos, den 
Erfüllbarkeitsbegriff Vxf(x) auf Objekte anzuwenden oder auf mehr-
stellige Begri f fe , denn Vxg(x, y) besagt j a nicht , daß die Beziehung g 
erfüllbar ist . D a s wäre vie lmehr durch die F o r m e l Vxyg(x, y) auszu-
drücken. 
Quantoren für P V 2. Stufe, die für Prädikatenprädikate stehen, 
werden i n der P . L . 2. Stufe nicht betrachtet. Führt m a n solche Quan-
toren ein, so gelangt m a n zur P . L . 3. Stufe. So k a n n m a n z u beüebig 
hohen p . l . Systemen aufsteigen. D a die Grundgedanken z u m A u f b a u 
höherer p . l . Systeme schon i n der P . L . 2. Stufe deut l ich werden, wollen 
w i r uns i m folgenden auf diese L o g i k beschränken. 
4.1 Die Sprache der Prädikatenlogik der zweiten Stufe 
4.1.1 D i e Syntax der Sprachen ^ 2 0 und <p2 
E s sollen n u n Symbolsprachen ty2o U N ( * ^ 2 ^ u r die engere u n d die 
vo l le P . L . synt akt i s ch festgelegt werden. D i e Grundzeichen der Sprache 
S$20 s i n d die gleichen wie die der Sprache Z u den Formregeln v o n 
<P (vgl . 2.2.1), i n deren F o r m u l i e r u n g w i r n u n „ty" durch e r ~ 
setzen, nehmen w i r noch folgende B e s t i m m u n g h i n z u : 
d) Ist A eine F o r m e l u n d ist f eine P V v o n ty20, so s ind auch A f A 
u n d V f A F o r m e l n v o n S$20. 
D e r B e r e i c h v o n Prädikatquantoren, das freie u n d gebundene V o r -
k o m m e n einer P V i n einer F o r m e l , u n d das Gebundensein durch ein 
bestimmtes Quantorvorkommnis werden ganz entsprechend wie i n 
2.2.1 definiert. D o r t wurde auch schon gesagt, w a n n eine P V i n einer 
F o r m e l ohne Prädikatquantoren frei ist für eine andere F o r m e l . Diese 
Def in i t ion müssen w i r n u n für F o r m e l n v o n < $ 2 0 erweitern. W i r sagen, 
eine w-stellige P V f sei frei i n einer F o r m e l A [ f ] für (eine E r s e t z u n g 
durch) die F o r m e l B [ x 1 ? . . . , x j , die mindestens n verschiedene freie 
G V x v . . . , xn enthalten sol l , wenn g i l t : K o m m t f i n A [f] i m B e r e i c h 
eines Quantors, der m i t der G V z gleichnamig ist, frei v o r , so enthält 
B kein freies V o r k o m m n i s v o n z, das v o n xx, . . . , x n verschieden ist. 
K o m m t f i n A [f] i m Bere ich eines Quantors frei vor , der m i t der P V g 
gleichnamig ist, so enthält B ke in freies V o r k o m m n i s v o n g. 
D i e freie Umbenennung gebundener P V ist wie die freie U m b e n e n -
nung gebundener G V z u definieren u n d läßt sich i m m e r so vol lz iehen, 
daß eine freie P V f i n einer F o r m e l A [ f ] frei w i r d für eine behebige 
vorgegebene F o r m e l B[xlt..., x j . D i e freie E i n s e t z u n g v o n 
B[xlt..., x j für f i n A [ f ] w i r d dann wie i n 2.2.1 definiert , n u r daß n u n 
i n A [ f ] nicht alle, sondern n u r die freien Vorkommnisse v o n f d u r c h 
B ersetzt werden. Das Resul tat der E i n s e t z u n g bezeichnen w i r wieder 
durch A [ f / B [ X l , . . . , x J ] . 
Die Klammerregeln für Prädikatquantoren legen w i r i n Analogie 
z u denen für Termquantoren i n $ fest. 
Z u den Grundzeichen v o n ^ 2 0 nehmen w i r z u m A u f b a u der Sprache 
$ 2 noch das S y m b o l „ K " h i n z u , sowie die P V 2. Stufe )fA", „B", , , C " , . . . 
W i e w i r die Begriffe 1. Stufe nach der Z a h l ihrer Argumente unter-
schieden haben, so müssen w i r auch die Begriffe 2. Stufe nach ihrer 
Stel lenzahl unterscheiden. W i r müssen diese Begriffe aber auch nach 
dem kategorialen T y p ihrer Argumente unterscheiden. D i e entspre-
chenden Unterscheidungen s ind auch für die P V 2. Stufe z u machen. 
D a z u ordnen w i r diesen P V Typen z u : A l s T y p einer G V oder 0 - T y p 
bezeichnen w i r die Ziffer „ 0 " . A l s T y p eines Prädikates 1. Stufe oder 
/ - T y p bezeichnen w i r einen A u s d r u c k „ ( 0 , . . . , # ) " , wo zwischen den 
Klammerze ichen n N u l l e n stehen mögen (n ^ / ) . D i e Z a h l n sol l die 
Stellenzahl des Prädikates 1. Stufe ausdrücken. A l s T y p einer P V 
2. Stufe oder 2 - T y p bezeichnen w i r dann einen A u s d r u c k (T 7 , . . . , r n ) , 
wo T ; , . . . , TN 7- oder 2 -Typen s ind, unter denen mindestens ein 2 - T y p 
v o r k o m m t . D i e Z a h l n deutet dann wieder die Stel lenzahl der P V 
2. Stufe an. 
D e m n a c h ist „((0, 0), (0), 0)" der T y p einer P V 2. Stufe, die einen 
Begriff 2. Stufe symbolisiert , dessen Argumente zweistellige Begriffe 
1. Stufe, einstellige Begriffe 1. Stufe u n d Indiv iduen s ind. Z u jedem 
2-Typ soll es i n S$2 unendl ich viele P V 2. Stufe dieses T y p s geben, die 
wir auch d u r c h angehängte Ziffernindices unterscheiden können. 
Z u den Formregeln v o n fy20, i n denen w i r nur „ $ 2 0 " durch , , ^ 2 " 
ersetzen, nehmen w i r noch folgende Regel für $ 2 h i n z u : 
e) Ist F eine P V 2. Stufe v o n Sß2 m i t dem T y p r — ( r 7 , . . . , r j , s ind 
T Y , . . . , zifn (7 ^ m ^ n) die 7-Typen aus T 7 , . . . , r n m i t den Stellenzahlen 
s{ (l = 7 , . . . ,m) u n d s ind F o r m e l n v o n <ß2 m i t mindestens sf- freien 
G V x i J t . . . , x i s . , so ist F ( a 7 , . . . , a J eine F o r m e l v o n ty2, wenn für 
k = 7 , . . .,n g i l t : cck ist eine G V v o n S$2, wenn rk ein 0 - T y p ist, u n d 
a , ist der A u s d r u c k K X { 1 . . . x,-« A , - , wenn rh = r4- ist. 
Die Ausdrücke K X 7 . . . x M fassen w i r dabei als K u r z f o r m e n der 
Ausdrücke K X 7 K X 2 . . . K X m auf, ebenso wie A x 7 . . . x w eine K u r z f o r m 
von A x 7 A x 2 . . . A x M ist . W i r bezeichnen einen A u s d r u c k KX als Quantor 
i m weiteren S i n n , d u r c h den die Vorkommnisse der G V x , die i m Bereich 
dieses Quantors frei s ind, gebunden werden. D e r Bere ich eines solchen 
Quantors ist dabei z u definieren wie der Bere ich des Quantors A x u n d 
m i t der K l a m m e r s e t z u n g hinter den Quantoren KX wol len w i r es so 
hal ten wie m i t der K l a m m e r s e t z u n g hinter A x . 
Z u der K - S y m b o l i k ist folgendes z u sagen: E i n e Eigenschaft 2. Stufe 
ist eine Eigenschaft v o n Begri f fen, n icht eine Eigenschaft v o n den 
Wahrhe i t swer ten eines Begriffes für gewisse Argumente . So ist z. B . 
die Erfül lbarkeit eines einstelligen Begriffes / 1. Stufe symbolisch so 
darzustel len, daß der A u s d r u c k für / als A r g u m e n t des Erfüllungs-
prädikats keine freie G V enthält , ebenso wie Vxf(x) keine freie G V 
enthält . M a n könnte n u n denken, es sei einfacher F(f) z u schreiben 
anstelle v o n F(f<xf(x)) u n d i n F(f) die n icht freie G V x v o n f(x) einfach 
wegzulassen. W e n n m a n aber n u n die Erfüllbarkeit eines zweistelligen 
Prädikates g(x, y) für ein festes A r g u m e n t y aussagen w i l l , so k a n n 
m a n n i c h t einfach F(g) schreiben, ähnlich wie m a n w o h l V / statt Vxf(x) 
schreiben könnte, aber nicht Vg statt Vxg(x, y), wei l i n dieser Schreib-
weise die Bedeutungsunterschiede zwischen Vxg(x, y), Vyg(x, y) u n d 
Vxg(x, x) verwischt würden. Daher empfiehlt es sich, die G V des A r g u -
ments f(x) i m A u s d r u c k für die Erfüllbarkeit v o n f(x) mitzuführen 
u n d sie d u r c h einen besonderen Quantor z u binden. Anstehe v o n 
F(Kxf(x)) schreibt m a n auch oft JP(/(X)) , wobei das Zeichen dann 
die R o l l e des Quantors übernimmt. Unsere Schreibweise hat aber den 
V o r t e i l , daß w i r alle früheren Bes t immungen über Quantoren, freie 
u n d gebundene G V , sowie freie Einsetzungen u n d Umbenennungen 
direkt auf die Ausdrücke K X A [ X ] übertragen können. W e n n 93 eine 
Interpretation ist, so bedeutet #cxA[x] i n dieser Interpretat ion also 
den gleichen Begriff wie 93(A[x]), v g l . die A n m e r k u n g z u S. 138. 
4.1.2 Die Semantik der Sprachen S$20 und ^32 
A u s einer Interpretat ion 93 der P . L . 1. Stufe entsteht eine Inter-
pretation von ty20t wenn w i r z u 2.2.2.1 die B e d i n g u n g h i n z u n e h m e n : 
c5) 937(AfA) = t» genau dann, wenn für alle Interpretationen 93 g i l t : 
wenn 93 =f 93, dann 937(A) = m. 
D a b e i bedeutet „93 =f 93" i n Entsprechung z u „93 = 93", daß die 
Interpretationen 93 u n d 93 bis auf höchstens die W e r t e 93(f) u n d 93(f) 
übereinstimmen. 
M a n k a n n n u n die Semantik für Sß20 i n enger Entsprechung z u der 
Semantik für S$ i n 2.2.2 aufbauen. I n der D e f i n i t i o n 2.2.2.2 hat m a n 
so etwa „ G V " durch „ G V u n d P V " z u ersetzen u n d k a n n dann i n E n t -
sprechung z u 2.2.2.3 den Satz beweisen: 
4.1.2.1 H a b e n die Interpretationen 937 u n d 932 den gleichen Ob jekt -
bereich u n d gilt 937(a) = 932(a) für alle V a r i a b l e n oc aus T*, so s i n d 937 
u n d 932 T*-äquivalent. 
Daraus folgt wieder, daß der W e r t 93(A) einer Interpretat ion 93 für 
eine F o r m e l A nur v o m Objektbereich v o n 93 u n d den Werten v o n 93 
für die freien V a r i a b l e n i n A abhängt. Insbesondere gilt also wieder 
93(A) = 93 (A') , wenn A ' aus A durch freie Umbenennung gebundener 
Var iab len hervorgeht. 
D i e Gültigkeit eines Schlusses Av..., A m B v . . . , B n i n der 
engeren P . L . 2. Stufe k a n n m a n wörtlich wie i n 2.2.2.6 definieren, 
wobei m a n auf Interpretationen B e z u g n i m m t , die auch der B e d i n g u n g 
(c5) genügen. M a n k a n n ferner normale Interpretat ionen wie i n 2.2.2.12 
definieren, wobei m a n n u n für die Normalität zusätzlich fordert : wenn 
gilt 93(AfA[f]) = f, wo f eine w-stellige P V ist , so g ibt es eine w-stellige 
P V g, für die gilt 9 3 ( A [ f / g ( x 7 , . . . , x n)]) = f. D a n n kann m a n einen 
Satz, der aus 2.2.2.13 entsteht durch Erse tzung v o n „ G V " durch „ G V 
u n d «-stellige P V = 7, 2, . . . ) " nach der gleichen Methode beweisen 
wie diesen Satz. 
M i t H i l f e dieses Theorems k a n n m a n wiederum die Sätze v o n L Ö W E N -
H E I M 2.2.2.14 u n d S K O L E M 2.2.2.15 beweisen. E s sei dem Leser als 
Übungsaufgabe empfohlen, diese einfachen Analogiebetrachtungen i m 
D e t a i l durchzuführen. 
W i e i n 2.2.2 (vgl. die A n m e r k u n g z u S. 138) können w i r auch eine 
Z u o r d n u n g von w-stelligen Prädikaten zu «-stelligen Begriffen über 
dem Objektbereich y einer Interpretat ion 93 definieren, so daß g i l t : 
8(y7),-••> 5 3 ( y J « 3 3 ( A [ x 7 , . . . , x J ) genau dann, wenn 3 3 ( A [ x 7 / y 7 , . . . , 
x n / v J ) ~ w • Diese Z u o r d n u n g benützen w i r , u m folgenden Satz z u 
beweisen: 
4.1.2.2 Ist f eine «-stellige P V , s ind x 7 , . . . , x w verschiedene G V 
u n d g i l t 232 y 937 u n d 932(f) = 3 3 7 ( A [ x 7 , . . . , x j ) , so gil t auch 
937(B [ f /A [ x 7 , . . . , x j ] ) = 932(B [f]), wenn f i n B [f] frei ist für A [ x 7 , . . . , x j . 
Dieser Satz ergänzt das Theorem 2.2.2.4 für die P . L . 2. Stufe. W i r 
führen den Beweis durch I n d u k t i o n nach dem G r a d der F o r m e l B [ f ] . 
a) B [f] sei eine A t o m f o r m e l . D a n n hat B [f] die Gestalt f ( y 7 , . . . , yw) 
u n d B [ f / A [ x 7 , . . . , x j ] hat die Gestalt A [ x 7 / y 7 > . . . , x j y j . E s gilt 
d a n n 9 3 7 ( A [ x 7 / y 7 , . . . , x w / y j ) = to genau dann, wenn 9 3 7 ( y 7 ) , . . . , 337(yM) 
e 9 3 7 ( A [ x 7 , . . . , x j ) , also genau dann, wenn 9 3 7 ( y 7 ) , . . . , 2*7(yn)eS32(f), 
also genau dann, wenn 93 2 ( f (y 7 , . . . , y j ) = m. 
b) D i e B e h a u p t u n g sei bewiesen für alle F o r m e l n B [ f ] v o m G r a d 
^ n. B [ f ] sei n u n v o m G r a d n + 7. D i e a . l . Fäl le , i n denen B [ f ] die 
Gesta l t —iC[f] b z w . C[f] D D [ f ] hat , erledigen sich i n einfacher Weise. 
D e r F a l l , daß B [f] die F o r m A y C [y, f] hat , erledigt s ich wie der folgende 
F a l l , w e n n m a n beachtet, daß y nach der Voraussetzung des Satzes, 
daß f i n B [ f ] frei ist für A [ x 7 , . . . , x w ] , n icht frei i n A [ x 7 , . . . , x j vor-
k o m m t , sofern y v o n x 7 , . . . , x r t verschieden ist . H a b e n u n B [ f ] die 
G e s t a l t AgC[g , f ] . D a n n ist g v o n f verschieden, d a sonst f nicht frei 
in B [ f ] vorkäme, u n d g k o m m t nach der genannten Voraussetzung 
n i c h t f re i i n A [ x 7 , . . . , x j vor . W i r f i n d e n : Ist 337(AgC [g, f / A [ x 7 , . . . , x n ]]) 
= f, so gibt es ein 337, so daß 937 j 937 u n d $ 7 ( C [ g , f / A [ x 7 , . . . , x n ]]) = f. 
W ä h l e n w i r 932, so daß 232 = 932 ist u n d 932(g) = 337(g), so ist die B e d i n -
g u n g des Satzes für 937, 932 erfüllt, d a g v o n f verschieden ist u n d i n 
A [ x 7 , . . . , x M ] nicht v o r k o m m t , u n d w i r erhalten nach Induktionsvoraus-
s e t z u n g i 2 ( C [ g , f]) = 2* 7(C[g, f / A [ x 7 , . . . , x j ] ) = f, also E 2 ( A g C [ g , f]) 
= f. U m g e k e h r t schließt m a n ebenso. 
W e n n m a n den Satz 4.1.2.1 benützt , k a n n m a n die B e d i n g u n g , daß 
f in B [ f ] frei sein soll für A [ x 7 , . . . , x j auch i n 4.1.2.2 fortlassen. M a n 
erhält dann den Satz 
4.1.2.3 D e r Schluß A f B [ f ] - B [ f / A [ x „ . . . , x j ] ist gültig i n der P . L . 
2. Stufe, wenn f eine w-stellige P V ist u n d x 7 , . . . , x M n verschiedene 
G V sind. 
D e n n wäre 3 3 7 ( B [ f / A [ x 7 , . . . , x n]]) = f, so wäre nach 4.1.2.2 $ 2 ( B [ f ] ) 
- f, also SB 7(AfB[f]) - f. 
A u s diesem Satz folgt unter Benützung der D e f i n i t i o n 
D 8 : V f A : = - . A f - n A 
auch die AHgemeingültigkeit des Schlusses B [ f / A [ x 7 , . . . , x j ] V f B [ f ] . 
I n der Sprache ty20 kann m a n die Identi tät definieren d u r c h 
D 9 : x = y : = A f ( f ( x ) = f(y)). 
Das P r i n z i p x = y D Af (f(x) = f (y)) besagt dabei die Subst i tuier-
barkei t des Identischen, die w i r auch i m A x i o m A 5 gefordert haben. 
D i e U m k e h r u n g Af(f(x) = f (y)) D x - y drückt das LEiBNizsche P r i n z i p 
der Identität des Ununterscheidbaren aus, das besagt: W e n n es keine 
Eigenschaft gibt , die einem D i n g a z u k o m m t , aber nicht dem D i n g b, 
u n d keine Eigenschaft , die b z u k o m m t , aber nicht a, wenn also a u n d b 
alle Eigenschaften gemeinsam haben, so s ind a u n d b ident isch. L E I B N I Z 
hat dies P r i n z i p so ausgedrückt: eadem sunt, quorum unum potest 
Substitut alteri salva veritaie. Dies P r i n z i p hat i m R a h m e n der modernen 
L o g i k zuerst C . S. P E I R C E zur Def in i t ion der Ident i tät verwendet. 
Die Adäquatheit der Def in i t ion D 9 k a n n m a n nur dann beweisen, 
wenn m a n neben dem P r i n z i p der Subst i tuierbarkeit des Identischen, 
das wir immer schon verwendet haben, auch die Gültigkeit des L e i b n i z -
prinzips für die Metatheorie voraussetzt. D i e Gültigkeit dieses P r i n -
zips läßt sich nur i n einer sehr t r iv ia len Weise formal beweisen, wenn 
m a n die Eigenschaft , m i t sich selbst ident isch z u sein, bereits unter 
die Menge der Eigenschaften aufn immt , welche nach dem L e i b n i z p r i n z i p 
die Identität v o n x u n d y best immen sol len: A u s A/(/(%) = f(y)) folgt 
dann x — x = x = y, m i t x — x also x = y. 
A u s D 9 folgen die Eigenschaften der Identi tät , wie w i r sie i n A 5 
u n d A 6 gefordert haben : A u s Af(f(x) = f(x)) folgt x = x, also -> 
A x ( x = x) . U n d aus 4.1.2.3 folgt Af(f(x) = f(y)) + A [ x ] = A [ x / y ] , 
also x = y A [ x ] == A [ x / y ] , also x — y D (A [x] D A [ x / y ] ) für 
alle F o r m e l n A [ x ] . 
Wegen der Def inierbarkei t der Identität i n ty20 lassen sich i n fy20 
auch die Anzahlaussagen aus 3.1 formulieren, so daß wie für die Sprache $ + 
die Entsprechungen z u den Sätzen 2.2.2.17 u n d 2.2.2.18 nicht gelten. 
E i n e Semant ik der Sprache ty2 erhält m a n , wenn m a n z u den F u n k -
tionen 937, 932, 9 3 J n , die eine Interpretat ion 93 v o n ^ 2 0 definieren, z u 
jedem 2 - T y p r noch die F u n k t i o n 93T h i n z u n i m m t , welche die Menge 
W der P V 2. Stufe v o m T y p r abbildet i n die Menge der Begriffe 2. Stufe 
v o m gleichen T y p über dem Grundbereich y v o n 93. W i r setzen 93(KX7 . . . x M 
A [ x 7 , . . . , xw]) = 9 3 ( A [ x 7 , . . . , x n ] ) u n d nehmen z u den Bedingungen 
für 937 noch die Forderung h i n z u : 
c6) 9 3 7 ( F ( a 7 , . . . , o j ) = genau dann, wenn 93(a 7 ) , . . . , 93(<xJe93(F). 
D a b e i sei F eine P V 2. Stufe v o m T y p m i t n Stellen u n d F ( a 7 > . . . , a j 
sei eine F o r m e l v o n ty2 nach der Formregel (e) aus 4.1.1. 
B z g l . der oben besprochenen Sätze weist die Semantik v o n ty2 keine 
wesentlichen Unterschiede gegenüber der Semantik von ty20 auf. 
Übungsaufgaben : 
1. M a n überprüfe die Allgemeingültigkeit folgender Sä tze : 
AxyzVM*) A f(y) A - , / ( * ) ) , 
AfVxf(x), 
VfAg(Axg(x)Z>f(y)), 
AfxVgAy(f{x,y) =g(x))t 
AfxVgAyWx, y)Z>g(x)), 
A/(A*/(*)Dg(*)), 
AfgVhAx(h(x) =f(x)vg(x)). 
2. M a n formuliere die Anzahlaussagen aus 3.1 i n der Sprache ty20. 
4.2 Die Unvollständigkeit der Prädikatenlogik der zweiten Stufe 
W i r wol len n u n einen Kalkül der P . L . 2. Stufe aufbauen, den w i r 
ty2l nennen. D i e semantischen Analogien zwischen der elementaren 
P . L . u n d der P . L . 2. Stufe legen es nahe, den Kalkül $1 z u m Kalkül 
^321 i n analoger Weise z u erweitern, wie w i r den a . l . Kalkül 911 z u m 
Kalkül <ßl erweitert haben. W i r wol len also neben den A x i o m e n von 
<pi das A x i o m 
A 9 : A f B [ i ] D B [ f / A [ x 1 , . . . , x n ] ] 
verwenden, wobei f eine n-stellige P V sei, die i n B [ f ] fre i is t für die 
F o r m e l A[xv..., x n ] , die n verschiedene G V x l t . . . , x n f re i enthal ten 
möge. 
Z u den Deduktionsregeln v o n tyl nehmen w i r i n ty2l noch die R e g e l 
h i n z u : 
R 3 : A u s A D B [ f ] ist A D A f B [ f ] ableitbar, wenn die P V f n icht f re i 
i n A v o r k o m m t . 
B z g l . S$2l definiert m a n den Begriff ,die P V f w i r d i n einer A b l e i t u n g 
festgehalten' i n genauer Entsprechung z u m Begrif f ,die G V x w i r d 
i n einer A b l e i t u n g festgehalten', den w i r i n 2.2.1 eingeführt haben. 
M a n k a n n dann entsprechende Theoreme u n d Metatheoreme wie für 
$ 1 auch für <ß2l beweisen. E s sei dem Leser als Übungsaufgabe e m p -
fohlen, einige solcher Beweise durchzuführen. 
D e r Kalkül ty2l ist widerspruchsfrei . D e n n der Kalkül $ 1 ist n a c h 
der Def in i t ion der Semantik v o n ty20 bzw. % 2 widerspruchsfrei u n d die 
Allgemeingültigkeit der Sätze A 9 wurde i n 4.1.2.3 bereits bewiesen. 
D a ß endlich die Regel R 3 aus logisch wahren Sätzen i m m e r wieder 
logisch wahre Sätze erzeugt, ergibt s ich wie für R 2 nach 2.2.2.9. 
Der Kalkül $ 2 1 ist aber nicht vollständig, j a es läßt sich zeigen, 
daß auch jede Verstärkung v o n ^321 durch H i n z u n a h m e weiterer 
A x i o m e , wie etwa des oben angeführten A u s w a h l p r i n z i p s , u n d weiterer 
Deduktionsregeln keinen vollständigen Kalkül der P . L . 2. Stufe ergibt, 
daß es also m . a. W . keinen vollständigen formalen Kalkül der P . L . 
2. Stufe gibt. 
N a c h einem Gedanken v o n G . H A S E N J Ä G E R k a n n m a n diese U n v o l l -
ständigkeit der P . L . 2. Stufe aus der Unentscheidbarkeit der elementaren 
P . L . erschließen 1 . D a z u stellen w i r folgende Überlegungen a n : 
1) Ist A eine F o r m e l v o n m i t genau den freien G V und P V 
x x , . . . , x m u n d f j , . . . , fn, so nennen w i r die F o r m e l Vxv..., xmWiv..., f n A , 
die w i r durch V A abkürzen, die Partikularisierung v o n A . V A ist dann 
eine F o r m e l v o n ty20> die keine freien V a r i a b l e n enthält . U n d für jede 
F o r m e l B von S$20 läßt sich entscheiden, ob B die Par t ikular i s ierung 
einer F o r m e l A v o n $ ist , u n d wenn dies der F a l l ist , läßt s ich A aus B 
eindeutig gewinnen, indem m a n alle Quantoren am A n f a n g von B weg-
läßt bis einschließlich bis z u m letzten Prädikatenquantor. 
1 Vgl. die Darstellung in [32], S. 172 ff. 
2) D i e F o r m e l U = Vf(hx —\f(xt x) A KxVyf(x, y) A Axyz(f(x, y) A 
f(y, z) D f(x, z))) ist eine F o r m e l v o n S$20 ohne freie Var iable , die nur 
über unendlichen Bereichen erfüllbar ist, wie w i r schon früher einsahen 1 . 
U ist erfüllbar über dem Bereich der natürlichen Zahlen. 
3) N a c h dem Satz 4.1.2.1 w i r d jede F o r m e l v o n ^20 o n n e fr^6 
Variable entweder v o n allen Interpretat ionen über einem vorgegebenen 
Objektbereich erfüllt, oder sie w i r d v o n keiner solchen Interpretat ion 
erfüllt. 
4) Schreiben w i r y A , wenn A logisch wahr ist bzgl . der P . L . 
1. Stufe, -+ A , wenn A logisch wahr ist bzgl . der engeren P . L . 2. Stufe, 
so g i l t : n i c h t A genau dann, wenn U D V - i A . Z u m Beweis 
dieser B e h a u p t u n g zeigen w i r : a) G i l t -+ U D V —iA, so gi l t 93 ( U "D V - i A ) 
= co für jede Interpretat ion 93, also insbesondere für jede Interpretat ion 
93 über d e m Bere ich der natürlichen Zahlen . Wegen (2) gi l t also 93(V - i A ) 
= tr>. Ist T* die Menge der freien Var iab len v o n A , so gibt es also eine 
Interpretat ion 5ß, so daß 93 f f 93 u n d 93(-iA) = w, also 93(A) = f. E s 
gi l t also n icht A . b) G i l t U "D V —iA nicht , so gibt es eine Inter-
pretat ion 93 für die gi l t 93 (U) = ro u n d 93 (V - i A ) = f. 93 ist also eine 
Interpretat ion über einem unendlichen Objektbereich y (vgl (2)). D a 
V —iA keine freien V a r i a b l e n enthält , gi l t wegen (3) 93(-iV - i A ) = 95(AA) 
= to für alle Interpretat ionen 93 über y. A l s o gi l t SÖ(A) = w für alle 
Interpretat ionen über y, so daß w i r m i t 2.2.2.18 erhalten y A . 
Gäbe es n u n einen vollständigen Kalkül 51 der engeren P . L . 2. Stufe, 
so ließen s ich die Theoreme v o n R, also die gültigen Sätze der engeren 
P . L . 2. Stufe mechanisch aufzählen. U m eine solche Aufzählung z u 
gewinnen, könnte m a n z. B . die Beweise i n R ihrer Länge nach, u n d 
bei gleicher Länge i n irgendeiner Weise alphabetisch ordnen. M i t einer 
solchen Aufzählung der Beweise hät te m a n dann auch eine Aufzählung 
ihrer E n d f o r m e l n , also der Theoreme von R2. V o n jedem Theorem 
könnte m a n d a n n nach (1) feststellen, ob es die Gestalt U D V — iA hat , 
u n d die F o r m e l A v o n ließe sich ggf. daraus erzeugen. M a n käme 
1 Vgl. 2.2.2, S. 149 f. 
2 Es ist dabei unerheblich, ob ein Theorem nach diesem Verfahren 
mehrfach aufgezählt wird. 
also wegen (4) auch z u einer Aufzählung der Sätze v o n <ß, die n icht 
elementar-logisch wahr s ind. D a es vollständige Kalküle der P . L . 
1. Stufe gibt , s ind auch die p . l . wahren Sätze aufzählbar. W ä r e aber 
sowohl die Menge der p . l . nicht wahren, wie die Menge der p . l . wahren 
Sätze aufzählbar, so wäre die P . L . 1. Stufe entscheidbar. D e n n zur 
Entscheidung eines beliebig vorgegebenen Satzes A v o n S$ brauchte 
m a n nur die beiden Aufzählungsverfahren s imul tan laufen lassen u n d 
die Sätze beobachten, die sie hefern. D a der Satz A n a c h endl ich vielen 
Schri t ten v o n einem der beiden Verfahren aufgeführt werden muß, so 
erhielten w i r nach endlicher Zei t also darüber A u s k u n f t , ob A p . l . wahr 
ist oder nicht . A u s der Unentscheidbarkeit der P . L . 1. Stufe folgt also, 
daß unsere A n n a h m e falsch sein muß, d . h . daß es keinen vollständigen 
Kalkül R der engeren P . L . 2. Stufe geben k a n n . 
M i t der engeren P . L . 2. Stufe ist dann auch die volle P . L . u n v o l l -
ständig, die jene als Tei lsystem enthält. 
4,3 Der Vollständigkeitssatz von Henkin 
I m vorigen A b s c h n i t t haben w i r gesehen, daß die P . L . 2. Stufe 
unvollständig ist. M a n k a n n aber, wie L . H E N K I N i n [31] gezeigt hat , 
Kalküle der P . L . 2. Stufe, insbesondere den Kalkül ty2l, als vollständig 
erweisen, wenn m a n v o n einer weiteren Klasse v o n Interpretat ionen 
ausgeht, als w i r sie i n 4.1.2 betrachtet haben. Solche Interpretat ionen 
nennen w i r beschränkte Interpretationen. 
4.3.1 E i n e beschränkte Interpretat ion SB über einem nichtleeren Objekt-
bereich y u n d nichtleeren Mengen nn (n — 1,2,...) v o n n-stelhgen 
Begriffen über y ist eine Folge v o n F u n k t i o n e n #7, S32, 93 J 'W , so daß 
g i l t : 
a) 332 bildet die Menge der G V v o n ty20 ab i n die Menge y, 
b) % 3 ' n bi ldet die Menge der w-stelligen P V v o n Sp20 ab i n die 
Menge nn, 
c) SB7 erfüllt die Bedingungen (cl) bis (cö) aus 2.2.2.1 u n d 4.1.2. 
D i e Aussage A f A hat also bei der D e u t u n g m i t einer beschränkten 
Interpretat ion 23 nicht mehr die Bedeutung, daß A für alle w-stelhgen 
Begriffe über dem Objektbereich y v o n 33 gi l t , sondern die evt l . schwächere 
Bedeutung, daß A für alle Begriffe aus nn g i l t , wenn f eine w-stellige 
P V ist. Die Interpretat ionen nach 4.1.2 s ind Spezialfälle beschränkter 
Interpretationen, für die nn die Menge aller «-stelligen Begriffe über 
y ist. 
Die Menge der beschränkten Interpretationen ist also umfangreicher 
als die Menge der Interpretationen u n d daher w i r d es weniger Sätze 
geben, die allgemeingültig bzgl . beschränkter Interpretationen sind, 
als es Sätze gibt , die nach 4.1.2 allgemeingültig s ind. So s ind z. B . 
nicht alle Sätze, die unter das Axiomenschema A 9 fal len, bei allen 
beschränkten Interpretationen wahr . Ist etwa f eine einstellige P V 
u n d enthält die Menge n1 für eine beschränkte Interpretat ion 93 nur 
den allgemeingültigen Begriff , d . h . die Klasse y, so gilt 93(AfAxf(x)) = ru, 
aber 93(Ax—if(x)) = f. D i e Menge aller beschränkten Interpretationen 
zeichnet also eine so enge Theoremmenge aus, daß der Kalkül ty2l nicht 
mehr widerspruchsfrei i s t 1 . Daher wollen w i r i m folgenden nicht die 
Menge aller beschränkten Interpretationen betrachten, sondern nur 
die Menge der ausgezeichneten beschränkten Interpretationen. W i r 
wollen dabei eine beschränkte Interpretat ion 93 ausgezeichnet nennen, 
wenn sie die Sätze nach A 9 erfüllt. D e r Beweis für den Satz 4.1.2.3 
zeigt dann, daß 93 ausgezeichnet ist genau dann, wenn die Begriffe 
9 3 ( A [ x 7 , . . . , x j ) i n nn liegen für alle F o r m e l n A [ x 7 , . . . , xn] m i t n ver-
schiedenen freien G V x 7 , . . . , xn, die sich i n S$20 b i lden lassen. D i e Be-
schränkung auf ausgezeichnete beschränkte Interpretationen erscheint 
also vernünftig, d a m a n Allaussagen über Begriffe zumindest so stark 
verstehen möchte , daß sie alle Begriffe erfassen, die sich i n der Sprache 
$ 2 Ö ausdrücken lassen. 
E s gi l t n u n der S a t z : 
1 Auch für beschränkte Interpretationen läßt sich die Existenz normaler 
Interpretationen beweisen. Wenn man dann in Analogie zu 2.2.2 Bewer-
tungen der Formeln von ty2 definiert, indem man setzt: 9B(AfA[f]) = tu 
genau dann, wenn für alle mit f gleichstelligen PV g gilt 9QB(A[f/g]) = u>, 
so kann man wie in 2.2.2 eine Beziehung zwischen Bewertungen und 
beschränkten Interpretationen herstellen. Daraus folgt, daß die Bewertungs-
semantik für die P.L. 2.Stufe bei Zugrundelegung einer engeren Menge 
von Interpretationen wie nach 4.1.2 nicht adäquat ist. — Man kann 
auch in genauer Analogie zu ty2 einen Kalkül der P.L. 2. Stufe aufbauen, 
der sich mit der gleichen Methode als vollständig bzgl. der Bewertungs-
semantik erweisen läßt, wie wir sie im Beweis für 2.4.1.2.8 angewendet 
haben. Da aber dieser Kalkül zu schwach ist, wollen wir auf diese Fragen 
hier nicht näher eingehen. 
4.3.2 Ist der Schluß A l t . . . , A m -•• B gültig bzgl . aller ausgezeichneten 
beschränkten Interpretationen, so gilt i n S§2\ Av.. . , A m r - 0 B . 
D e n Beweis für diesen Satz führt m a n nach dem gleichen Gedanken , 
den w i r schon i m Beweis für 1.3.5.7 u n d 2.3.3.4 z u r A n w e n d u n g ge-
bracht haben. Zunächst existiert z u jeder konsistenten Formelmenge 
M v o n F o r m e l n v o n ty20 wieder eine m a x i m a l konsistente Formelmenge 
(vgl. 1.3.5.9). A l s normale m a x i m a l konsistente Formelmenge z u einer 
konsistenten Formelmenge M bezeichnen w i r n u n eine Satzmenge M'r, 
für die g i l t : ist eine F o r m e l der Gestalt A x A [ x ] n icht i n M + , so gibt 
es eine G V y , so daß auch der Satz A [x/y] nicht i n M+ ist . U n d ist 
eine F o r m e l der Gestalt A f A [ f ] nicht i n M + , so gibt es eine m i t f gleich-
stellige P V g, so daß auch der Satz A[ f /g ] nicht i n M + i s t 1 . M a n beweist 
dann die Entsprechung z u Satz 2.3.3.5 für solche normalen Mengen 
i n ganz analoger Weise. Neben der Folge der G V x 7 , x2,... betrachtet 
m a n dabei auch Folgen f 7 , tfj,... der w-stelligen P V v o n fy20 u n d setzt 
Mn + f = Mnvj { B [ x / y ] D A x B [ x ] } , wenn die (n + 7)-te F o r m e l von 
$ 2 0 i n der zugrunde gelegten A b z a h l u n g die Gestalt A x B [x] hat, wobei 
dann y wieder die erste G V der Folge x 7 , x 2 , . . . ist , die nicht frei i n 
A x B [ x ] oder den F o r m e l n aus Mn v o r k o m m t . H a t die (n + 7)-te F o r m e l 
die Gestalt A f B [ f ] , wo f eine w-stellige P V ist, so setzt m a n Mn + 1 = 
Mn {B [f/g] D A f B [f ]}, wo g die erste P V der Folge f}, f » , . . . ist, 
die n icht frei i n A f B [ f ] oder den F o r m e l n aus Mn v o r k o m m t . A n d e r n -
falls setzt m a n wieder Mn + 1 = Mn. 
E s ist n u n z u zeigen, daß es eine ausgezeichnete beschränkte Inter-
pretat ion 23 gibt , die alle Sätze einer normalen m a x i m a l konsistenten 
Menge M+ erfüllt. W i r definieren dazu wieder eine Interpretation 23 
über der Menge der natürlichen Zahlen , so daß 232 der n-ten G V x M die 
Z a h l n zuordnet , u n d setzen für 2} J'M(f) die Menge der w-tupel von natür-
l ichen Zahlen m v . . . , mn> für welche die F o r m e l f ( x W i , . . . , ) i n M + ist. 
7in sei der Wertevorrat v o n 23 J ' n . 
D u r c h I n d u k t i o n nach dem G r a d der F o r m e l A zeigt m a n dann 
wieder, daß g i l t : 23(A) = vo genau dann, wenn A i n M + enthalten ist. 
F ü r den unter 2.3.3.5 noch nicht behandelten F a l l i m Induktionsschritt 
nehmen w i r an, A habe die Gestalt A f B [f] u n d f sei eine w-stelhge P V . 
1 Dabei sei ,,A[f/g]" eine Abkürzung für ,,A[flg{xv..., xn)]", wo f und 
g M-steilige P V und x l t . . ., xn n verschiedene GV sind. 
Ist AfB[f] i n M+, so s ind wegen A 9 alle F o r m e l n B[f /g] m i t M+ ver-
träglich, also i n M+, da M+ m a x i m a l ist . N a c h Induktionsvoraussetzung 
gilt daher 33(B[f/g]) — w für alle «-stelligen P V g. D a 33 die Menge 
der «-stelligen P V 77 n auf die Menge nn abbildet , gi l t für alle Interpreta-
tionen 8: wenn 33 = 33 so <8(B[f]) = to, also 33(AfB[f]) = to 1 . Ist AfB[f] 
nicht i n M + , so gibt es eine «-stellige P V g, so daß B[ f /g] nicht i n M + 
ist, da M + n o r m a l ist . N a c h Induktionsvoraussetzung ist also 33(B[f/g]) 
= f, also gibt es eine Interpretat ion 33 m i t 33 y 33 u n d 33(f) = 33(g), 
so daß 33(B[f]) = 33(B[f/g]) = f ist, also 33(AfB[f]) = f. 
E n d l i c h ist 33 eine ausgezeichnete beschränkte Interpretat ion, denn 
gilt 33(AfB[f]) = ro, so ist AfB[f] i n M + , also s ind wegen A 9 auch alle 
F o r m e l n B [f/A [ x 7 , . . . , x j ] i n M+ enthalten, wo f frei ist für A [ x 7 , . . . , x M ] , 
so daß auch gilt 3 ) ( B [ f / A [ x 7 , . . . , x j ] ) = ro. 
W i r f inden also: G i l t die Ablei tungsbeziehung Alf..., A m F - 0 B i n $21 
nicht , so daß die Formelmenge {A1}..., A m , —iB} konsistent ist, so gibt 
es eine ausgezeichnete beschränkte Interpretat ion 33, die diese Sätze 
erfüllt, so daß der Schluß Av..., A m B nicht allgemeingültig ist 
für ausgezeichnete beschränkte Interpretationen. D u r c h K o n t r a p o s i t i o n 
erhält m a n dann den Satz 4.3.2. 
Wegen der engen Analogie z u m Beweis für 2.3.3.4 haben w i r i m 
vorstehenden Beweis n u r die wichtigsten P u n k t e hervorgehoben. D e r 
Leser möge den Beweis als Übungsaufgabe i m D e t a i l durchführen. 
W e n n m a n die Menge der betrachteten beschränkten Interpretationen 
n o c h stärker eingrenzt, k a n n m a n entsprechende Vollständigkeits-
eigenschaften auch für stärkere Kalküle der P . L . 2. Stufe nachweisen, 
insbesondere auch für Kalküle, die Auswahlpr inz ip ien enthal ten 2 . 
4.4 Relationsprodukte und Relationsketten 
4.4.1 Relationsprodukte und Relationspotenzen 
E s sollen n u n einige wicht ige logische Begrif fsbi ldungen dargestellt 
w e r d e n , die sich i m R a h m e n der P . L . 2. Stufe definieren lassen u n d 
die Anwendungsmöglichkeiten dieser L o g i k atifzeigen. 
1 Der Satz 4.1.2.2 gilt auch für beschränkte Interpretationen, wie man 
sich leicht klar macht. 
2 Vgl. dazu [31]. 
Kutschera, Elementare Logik 19 
W i r beschränken uns i m folgenden der E infachhei t wegen auf die 
Formul ie rung der Def in i t ionen u n d Sätze für P V u n d verwenden für 
Prädikate 2. Stufe die abgekürzte Schreibweise F(f) anstelle v o n 
F(/cxf(x)), wenn dadurch keine Mehrdeutigkeiten entstehen. E s sei d e m 
Leser als Übungsaufgabe überlassen, die Def in i t ionen u n d Sätze für 
behebige komplexe Prädikate u n d i n der genaueren K- S y m b o l i k dar -
zustellen. 
S i n d f u n d g zweistellige P V , so bezeichnet m a n die R e l a t i o n 
D 1 0 : f o g ( x , y ) : = Vz(f(x, z) A g(z, y)) 1 
als Produkt der Relat ionen f u n d g. Steht f(x, y) für ,x ist ein B r u d e r 
v o n y' u n d g(x, y) für ,x ist V a t e r v o n y', so steht / o g(x, y) also für 
}x ist ein Bruder des Vaters v o n y', d .h . für ,x ist ein O n k e l v o n y(. 
U n d steht f(x, y) für yx ist F r e u n d v o n y1 u n d g(x, y) für }x ist V e t t e r 
v o n y ' , so steht f o g(x, y) für tx ist F r e u n d eines Vetters v o n y(. 
E s gi l t n u n offenbar nicht das k o m m u t a t i v e Gesetz / o g(x, y) = 
g o f{x,y)t denn wenn z. B . x ein F r e u n d eines Vetters v o n y ist , so 
ist nicht auch x Vet ter eines Freundes v o n y. E s gi l t aber das assozia-
t ive Gesetz 
T67 : ( f o g ) o h ( x , y ) = f o (g o h) (x, y) 
D e n n es g i l t : 
(f o g) o h(x, y) = Vu(f o g(x, u) A h(u, y)) 
= Vu(Vv(f(x, v) A g(v, u)) A h(u, y)) 
== Vuv((f(x, v) A g(v, u)) A h(u, y)) 
== Vvu(f(x , v) A (g(v, u) A h(u, y))) 
= Vv(f(x , v) A Vu(g(v, u A h(u, y))) 
s= Vv(f(x, v) A g o h(v, y)) 
= f o (g o h) (x, y) . 
Gi l t A x V ! y f ( x , y) u n d A x V ! y g ( x , y) , so gi l t offenbar auch A x V l y f o g 
(x, y) . W i r können dann die F V f* u n d g * einführen u n d können setzen 
( f o g ) * (x) = nyf o g(x, y) . E s gil t dann ( f o g ) * (x) = nyf o g(x, y) = 
nyVz(f(x, z) A g(z, y)) = nyg(f*(x), y) = g*(f*(x)). F ü r F u n k t i o n e n / u n d 
g stellt also das Relat ionsprodukt / o g(x, y) die zusammengesetzte 
F u n k t i o n g*(f*{x)) dar. 
1 Eine ausführliche Schreibweise für diese Definition würde lauten 
P(/cuvA[u, v], /cuvB[u, v], x, y) : = Vz(A[u/x, v/z] A B [ U / Z , v/y]). 
Setzt m a n i n D 1 0 f für g ein, so erhält m a n das P r o d u k t v o n f mit 
sich selbst. W i r setzen zur Abkürzung 
D i l : f 2 (x, y) : = f o f ( x , y ) 
f n + 7 ( x , y) : = f M o f ( x , y) . 
M a n bezeichnet diese Relat ionen als Potenzen v o n f. Def iniert m a n 
die nullte u n d die erste Potenz v o n f durch 
f°(x, y) : = x = y 
f'(x,y) :=f(x,y), 
so s ind die Potenzen f* für alle n ^ 0 erklärt. Setzt m a n weiterhin 
f"~ 7(x, y) : = f(y, x) u n d 
f-"(x,y) := ( f T ' ( x . y ) , 
so hat m a n die Potenzen auch für negative ganze E x p o n e n t e n erklärt. 
D a z u einige Beispiele : Steht f(x, y) für tx ist V a t e r v o n y't so steht 
f2(x, y) für ,x ist V a t e r des Vaters v o n y' also für ,x ist Großvater v o n 
y\ f(x, y) steht dann für ,x ist Urgroßvater v o n y(, f~1{x,y) für ,x 
ist K i n d v o n y ' , f~2(xsy) für ,x ist E n k e l k i n d v o n y \ usf. 
F ü r Relat ionspotenzen gelten folgende Gesetze: 
T 6 8 : g o i°(x, y)=i°o g(x, y) = g(x, y) 
T 6 9 : ( f " 7 ) - 7 ( x , y ) = f ( x , y ) 
T 7 0 : ( f o g ) - 7 ( x , y ) == g ~ 7 o f " 7 ( x , y) 
B e w e i s : (f o g ) ~ 7 ( x , y) = Vz(f(y, z) A g(z, x)) 
= Vz(g(z, x ) A f ( y . z ) ) 
E V z f e - ^ z j A f ^ y ) ) 
= g~1oi~1(xt y) . 
T 7 1 : P o f w (x, y) = f n + M (x, y) , wo m,n^0 
T 7 2 : ( H M ( x , y) = imn{x, y ) , wo w , ^ 0 
B e w e i s : ( f y (*> y) = V u t . . . u n _ ^ ( x , u x) A . . . A f > n _ , ,y)) 
= V u 1 . . . u a . 1 ( V z } . . . z i . 1 ( f ( x i z } ) A . . . 
A f ( Z m - P U l ) ) A 
A V Z ^ . Z ^ I ^ . ^ A . . . A f K _ 1 ) y ) ) ) 
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= V u 1 . . . u n _ 1 z J . . . z m . 1 . . . z J . . 
z ^ f f r z O A . . . A f ( z * _ l i y ) ) 
= f " ' n ( x , y ) . 
D e n n der Ex is tenzquantor reicht über (n — 1) + n - (m — 1) = 
n- m — 1 G V . 
1. F ü r welche Verwandtschaftsbeziehungen stehen die folgenden 
Prädikate, wenn f(x, y) steht für tx ist Vater v o n v ' , g(x, y) für ,x ist 
M u t t e r v o n y', h(x, y) für ,x ist Sohn v o n y\ s (x, y) für ,x ist m i t y ver-
heiratet ' u n d r(x, y) für ,x ist Tochter v o n yl: 
2. Beweise, daß für eineindeutige Relat ionen f u n d beliebige mt n 
g i l t : 
f o f f x , y j D f + ^ x , y) 
( f T ( x , y ) = f w ' M ( x , y ) . 
3. Beweise, daß für eineindeutige Relat ionen f für beliebige m, n gi l t : 
Axy(f (x , y) D Vuv(f(u, x) A f(y, v))) D (fw o fM(x, y) = f + ^ y ) ) 1 . 
4.4.2 Relationsketten 
M a n nennt eine Eigenschaft / erblich, wenn sie sich von den E l t e r n 
auf die K i n d e r überträgt. Steht g(x, y) für ,x ist ein E l te rn te i l v o n y', 
so ist / also erblich, wenn gilt Axy(f(x) A g(x, y) D /(:y)). Diese Bezie-
hung zwischen einem einstelligen Begriff u n d einer zweistelligen Re l a t i on 
überträgt m a n n u n auf beliebige Relat ionen u n d definiert : 
E(f, g) ist also ein Prädikat 2. Stufe, m i t einer Argumentstel le für ein-
stellige Prädikate u n d einer Argumentstel le für zweistellige Prädikate 
1 Vgl. auch die Übungen und Beispiele in [7], S. 114 ff. 
2 Die ausführliche Schreibweise würde lauten: 
£(/cuA[u], K U V B [ U , v]) := Axy(A[u/x] A B[u/x, v/y] D A[u/y]). 
Übungsaufgaben: 
fog(xt y) 
g2 o f{x, y) 
h-\x>y) 
h~2 o s(x, y) 
fo so f(x, y) 
s o h(xf y) 
h o f(x, y) 
r o g{x, y) 
D 1 2 : £ ( f , g) : = Axy(f(x) A g(x, y) D f(y)) 
1. Stufe. W i r lesen E(f,g) als „die Eigenschaft / ist erbl ich i n der g-
Reihe" . 
M i t H i l f e dieser Beziehung soll n u n eine Re la t ion definiert werden, 
die besagt, daß es eine Z a h l n ^ 0 gibt , so daß gilt gn (x, y). W i r setzen: 
D13: g > ° ( x , y) : = Af(£(f, g) A f(x) 3 f(y)). 
W i r wol len uns n u n überzeugen, daß durch diese Def in i t ion 
die fragliche Re la t ion tatsächlich erfaßt w i r d : G i b t es ein n ^ 0, 
so daß gil t gn(x, y), so erhält m a n aus E(f,g) u n d f(x) m i t n-
maliger A n w e n d u n g der D e f i n i t i o n D 1 2 den Satz f(y). gn(x, y) 
ist j a äquivalent m i t Vz7... zn_7(g(x, z7) A g(z7, z2) A . . . A g(zn_7, y)). 
A u s g(x, z7) u n d f{x) u n d E(f,g) erhalten w i r aber m i t D 1 2 f(z7), m i t 
g{z7>z2) also f(z2), usf. I m n-ten Schri t t erhalten w i r also aus f(zn_7) 
u n d g{zn_7,y) f(y). G i b t es also ein n^O m i t gn(x, y)y so gilt auch 
A /(E(/ , g) A /(*) D f(y)). E s gelte n u n umgekehrt A/(£( / , g) A /(*) D 
/(jy)). D i e Eigenschaft ,es gibt ein n ^ 0 m i t gn(x, z)' ist für ein festes 
x offenbar erbl ich i n der g~Reihe, denn es gi l t gn{x, z) A g(z} y) D 
gn + 1{%, y). Wegen g°(x, x) hat x diese Eigenschaft , also hat nach unserer 
A n n a h m e d a n n auch y diese Eigenschaft , d . h . es g i l t : es gibt ein n ^ 0 
m i t gn(x, y) . A u s A/(£( / , g) A /(#) D /(y)) folgt also auch, daß es ein 
n^O g ibt m i t gM(;e, y). D a m i t ist die Adäquatheit der Def in i t ion D l 3 
nachgewiesen. 
W i r setzen ferner: 
D 1 4 : g > 0 ( x , y ) : = g o g>0(x, y) 
u n d nennen g > ö ( x , y) die Relationskette 7. Artf, g > 0 ( x , y) die Relations-
kette 2. A r t z u g(x, y ) . Steht g(x, y) wieder für ,x ist ein E l t e r n t e i l 
v o n y , so steht g>0(x, y) für ,x ist ein Vorfahre v o n y*'. D e n n wenn x 
Vorfahre v o n y ist , so ist x E l t e r n t e i l v o n y, d .h . es gilt g1{x, v), oder x 
ist Großelternteil v o n y, d .h . es gilt g2(x, y), oder # ist Urgroßeltern tei l 
v o n y, d .h . es gi l t g3(x, y), usf. x ist also Vorfahre v o n y genau dann, 
wenn es eine Z a h l n > 0 gibt m i t gn(x, y). D a aber g>0(x, y) gi l t genau 
d a n n , wenn es ein m^O m i t gm(x, y) gibt , so gi l t g>0{x, y) nach D 1 3 
genau d a n n , wenn es ein n > 0 m i t gn{xt y) gibt . g>0(x, y) drückt also 
die Vorfahrenbeziehung aus u n d g>0{x, y) besagt, daß x Vorfahre v o n 
y oder m i t y ident isch ist . 
F ü r Relat ionsket ten gelten folgende Sä tze : 
T 7 3 : gM(x, y) D g > ö ( x , y) für n > 0 
T 7 4 : g > ö ( x j ) D g > ö ( x , y ) 
T 7 5 : g > 0 ( x , y ) A g > 0 ( y , z ) D g > 0 ( x ( z ) 
T76 : g>°(x, y ) A g>°(y, z) D g > ° ( x , z) 
Beweis : 
g>°(x, y) A g>°(y, z) D Af(£(f , g) A f(x) D f(y)) A Af(£(f , g) A f(y) D f(z)) 
D Af(£(f , g) D ((f(x) D f(y)) A (f(y) D f(z)))) 
D A f ( £ ( f , g ) D ( f ( x ) D f ( z ) ) ) 
D Af (£ ( f ,g ) A f ( x ) 3 f ( z ) ) 
3 g > 0 ( x , z ) . 
T77 : g > ° ( x , y) = Af(£(f , g) A Az(g(x, z) D f(z)) D f(y)). 
Beweis : A u s g > ö ( x , y) folgt nach D 1 3 Vu(g(x, u) A Ai(E{i, g) A 
f(u) D f(y)). G i l t n u n E(i, g) u n d Az(g(x, z) D f(z)), so gilt wegen g(x, u) 
auch f(u), also f(y). W i r erhalten also g > 0 ( x , y) D Af(£(f , g) A Az(g(x, z) D 
f(z)) D f(y)). A u s Af(£(f , g) A Az(g(x, z) D f(z)) D f(y)) erhalten w i r u m -
gekehrt durch Einsetzung £ ( / < y g > 0 ( x , y) , g) A Az(g(x, z) D g > ö ( x , z)) Z) 
g > 0 ( x , y ) 1 . M i t T73 u n d T75 erhalten w i r g > 0 ( x , y) A g(y, z) D g > ö ( x , z), 
also nach D i l £ ( / c y g > 0 ( x , y ) , g). U n d nach T73 gilt auch Az(g(x, z) D 
g > 0 ( x , z)), so daß w i r erhalten g > ö ( x , y ) . 
D e r Begriff der Relationskette wurde zuerst v o n F R E G E i n [14] 
eingeführt u n d v o n i h m i n [16] zur D e f i n i t i o n der natürlichen Zahlen 
verwendet. H a t m a n die N u l l definiert u n d eine Nachfolgerbeziehung 
g(x, y) (für %' — y), so k a n n m a n ja den Begriff ,x ist eine natürliche 
Z a h l ' definieren durch ,x folgt i n der Nachfolgerreihe auf die N u l l ' , also 
durch g>0(0, x). 
Z u r A n w e n d u n g der Begriffsbi ldungen i n diesem Abschni t t soü 
hier das Axiomensystem für biologische Verwandtschaftsbeziehungen 
angeführt werden, das R . C A R N A P i n [7], S . 221 ff angegeben h a t : 
E s stehe G(x, y) für ,x ist ein E l t e r n t e i l v o n y(, F(x) für ,x ist männ-
l i c h ' . D e r Grundbereich der betrachteten Interpretationen sei die 
Menge der Menschen. W i r definieren: 
V(x, y) : = G(x, y) A F(X) — x ist V a t e r v o n y 
M ( x , y) : = G(x, y) A - I £ ( X ) — x ist M u t t e r v o n y 
^4(x, y) :=G>0(x> y) — x ist Vorfahre von y . 
1 Im Fall dieser Einsetzung zeigt sich der Mangel der abgekürzten 
Schreibweise E(i, g). 
Die A x i o m e l a u t e n : 
a l : V(x, z) A V(y, z ) D x = y 
a2: Af (x, z) A A f (y, z) D x = y 
a3: -1-4 (x, x) 
a4: AxVy(G(x , y) v G(y, x)). 
E s gelten dann z . B . folgende Theoreme, deren Beweis dem Leser 
überlassen sei: 
1) G(x, y) = V{x, y) v M ( x , y) 
2) - T G ( X , X ) 
3) G ( x , y ) D ^ G ( y , x ) . 
Übungsaufgaben : 
Beweise folgende Sä tze : 
g>°(x, y) = g> ö (x, y) v g°(x, y) 
g> ö (x, y) = g > ° o g ( x f y) 
g > ° ( x , y ) A g ^ ( y , z ) D g > ö ( x , z) . 
4.5 Die Kategorizität der Peanoaxiome 
W i r wollen nun noch e inmal auf die Peanoaxiome für die A r i t h m e t i k 
zurückkommen, die w i r i m A b s c h n i t t 3.3.2 angegeben u n d i n F o r m der 
Axiomenschemata a l bis a3 i n die Sprache der elementaren Logik 
übersetzt hatten. W i r hatten dort nachgewiesen, daß diese A x i o m e 
nicht kategorisch s i n d u n d daher die Reihe der natürlichen Zahlen 
nicht vollständig charakterisieren. I n der Sprache der engeren P . L . 
2. Stufe können w i r n u n das Axiomenschema a3 durch das A x i o m 
a 3 * : A/(/(0) A Ax(f(x) D /(*')) D Axf{x)) 
ersetzen, das den Inhal t des PEANOschen Indukt ionspr inzips (5') aus 
3.3.2 vollständig wiedergibt . E s soll jetzt gezeigt werden, daß das 
S y s t e m der A x i o m e a l , a2, a3* kategorisch ist , d . h . daß zwei Modelle 
937 u n d 332 dieser A x i o m e bzgl . der Grundbegriffe 0, ' i somorph s ind. 
S i n d y 7 u n d y2 die Grundbereiche v o n 337 u n d 932 u n d gi l t 937(0) 
= a 7 u n d 932(ö) = a2> 937(') = / 7 u n d 332(') = f2 so ist z u zeigen: es gibt 
eine umkehrbar eindeutige A b b i l d u n g <p v o n y 7 auf y2> für die g i l t : 
1) cp(a7) = a2 
2) <p{fi{fy) = / z M ^ ) ) m r a ü e E lemente 6 v o n y7. 
W i r zeigen: 
I) E s gibt eine A b b i l d u n g cp v o n y7 auf y 2 , die den Bedingungen (1) 
und (2) genügt. W i r können cp durch die Bedingungen (1) u n d (2) 
definieren, denn es g i l t : 
a) cp ist nach (1) u n d (2) für alle Elemente v o n y} definiert . N a c h (1) 
ist cp(a7) erklärt u n d ist cp\b) erklärt, so nach (2) auch <p(/7(&)). N u n ist 
aber 937 ein M o d e l l der Peanoaxiome u n d erfüllt daher insbesondere 
den Satz a3*, so daß das Indukt ionspr inz ip für alle Begriffe über y7 
anwendbar ist. W i r können daher aus der Tatsache, daß cp für a7 erklärt 
ist u n d daß cp für f7(b) erklärt ist , wenn cp für b erklärt ist , folgern, daß 
cp für alle Elemente b v o n y7 erklärt i s t 1 . 
> b) cp ordnet jedem Element v o n y7 n u r einen W e r t z u , d .h . die D e f i -
n i t ion v o n cp nach (1) u n d (2) ist korrekt . D e n n a7 läßt s ich nicht i n der 
F o r m f7(b) darstellen, da 337 a l erfüllt, so daß cp(a7) nur d u r c h die Bes t im-
m u n g (1) festgelegt ist . U n d hat cp(b) nur einen W e r t , so hat nach (2) 
auch cp(f7(b)) nur einen W e r t , da aus f7(b) — f7(c) folgt b = c, da 23 7 
M o d e l l v o n a2 ist. N a c h dem Indukt ionspr inz ip n i m m t die F u n k t i o n 
cp also für alle Argumente n u r einen W e r t an. 
c) cp ist eine A b b i l d u n g v o n y7 auf y2. F ü r alle Elemente b2 von 
y2 gibt es also ein b7 aus y7, für das gilt cp(b7) = b2. Das gi l t für b2 — a2 
nach (1). U n d gibt es z u b2 ein b7 m i t cp(b7) = b2, so gibt es auch z u 
f2(b2) ein b3 m i t cp(b3) = f2(b2)- Setzt m a n nämhch b3 = f7(b7)f so gilt 
cp(f7(b7)) = /2(<p(&7)) = /2(^2) w e g e n <ptyi) — b2- A U C N ^ 2 a 3 * erfüllt, 
ist damit die B e h a u p t u n g (c) bewiesen. 
II) D i e A b b i l d u n g cp ist eineindeutig, d . h . aus cp(b) = cp(c) folgt 
b = c. Ist b = a7, so ist cp(b) = a2. Ist cp(c) nach (1) festgelegt, so ist 
auch c = a7. Ist cp(c) n icht nach (1) festgelegt, so hat c die Gestalt 
f7(d) u n d es ist cp(c) — f2(cp(d)). D a 232 a l erfüllt, ist also cp(c) ^ a2 und 
also cp(c) ^ cp(b). E s gi l t also für alle c: cp(a7) = cp(c) impl iz ier t c = a7. 
G i l t n u n für alle c: cp(b) — cp(c) impl iz ier t c — b, so gilt auch für alle c: 
1 An diesem Punkt wird die Stärke des Axioms a3* gegenüber a3 deut-
lich, da man aus a3 nicht die generelle Gültigkeit des Induktionsprinzips 
für alle Begriffe über y7 erschließen kann. 
9?(/7(&)) = cp{c) impl iz ier t c = f7(b). Ist nämlich 9?(/7(&)) = <p(c)> so ist 
cp[c) ^ a2, d . h . 99(c) ist nach (2) festgelegt u n d c läßt sich i n der F o r m 
fj(d) darstellen. E s ist dann f2{(p{b)) = / 2 ( 9 ^ ) ) ' u n d d a 332 a2 erfüllt, 
(p{b) = (p(d). A u s unserer Voraussetzung erhalten w i r also d = bf also 
c = f7{d) = //(6). D a 232 a3* erfüllt, ist dami t auch die Behauptung 
(II) bewiesen. D a m i t ist der Beweis beendet 1 . 
A u s der Kategorizität der Peanoaxiome würde n u n zusammen m i t 
der Vollständigkeit der engeren P . L . 2. Stufe die Vollständigkeit des 
Axiomensystems a l , a2, a3* folgen. D a die engere P . L . 2. Stufe aber 
unvollständig ist , k a n n m a n daraus nicht auf die Vollständigkeit dieses 
Axiomensystems schließen, sondern m a n k a n n umgekehrt aus der von 
K . G Ö D E L i n [27] bewiesenen UnVollständigkeit der A r i t h m e t i k die 
Unvollständigkeit der engeren P . L . 2. Stufe erschließen. 
W i r wol len n u n noch beweisen, daß bei Verwendung der A x i o m e 
a l , a2, a3* die A x i o m e a4 bis a7, d u r c h welche die E x i s t e n z v o n A d d i t i o n 
u n d M u l t i p l i k a t i o n gefordert wurde, überflüssig s ind , d a sich die E i n -
deut igkei t u n d E x i s t e n z der F u n k t i o n e n + u n d • beweisen läßt, die 
den Bedingungen a4 bis a7 genügen. W i r führen den Beweis dieser 
B e h a u p t u n g n u r für die A d d i t i o n , die Übertragung des Beweisgedankens 
auf den F a l l der M u l t i p l i k a t i o n sei dem Leser als Übungsaufgabe über-
lassen. 
W e n d e n w i r uns zunächst der Eindeutigkeitsfrage z u ! 
E s seien 23, 33* Modelle der A x i o m e a l , a2, a3* , a4, a5 über dem Objekt-
bereich y. D i e W e r t e 33 (0), 23('), 33(+) bezeichnen w i r der Einfachhei t 
wegen wieder d u r c h 0, ', - f . E s sei 93* eine Interpretat ion, für die gilt 
23* qf 93 u n d 33*(+) = + . E s ist z u zeigen, daß für alle Objekte a u n d 
b aus y g i l t : a + b = a + b. W i r setzen f(a, b) = (a + b = a + b). 
D a n n gilt nach a4 f(a, 0) wegen a + 0 = a = a + 0. G i l t f(a, b), so 
gi l t auch f(a, b')t d a wir aus a5 erhalten a + b' = (a + b)f = (a + b)' = 
a + b'. D a 23 ein M o d e l l v o n a3* ist , gi l t demnach für alle b aus y f(a, b), 
u n d daher für alle a u n d b f(a, b)y also a + b = a + b. 
1 Es ist formal eleganter, die Relation <p als Durchschnitt aller Rela-
tionen zu konstruieren, die den Bedingungen (1) und (2) genügen, vgl. 
z. B. [33], S. 149 f. Da wir beim Leser aber noch keine Vertrautheit mit 
mengentheoretischen Begriffen voraussetzen können, haben wir hier einen 
einfacheren Beweisgedanken gewählt. 
Z u m Nachweis der Ex is tenz der F u n k t i o n + können w i r diese 
F u n k t i o n nicht über eine Re la t ion F ( x , y , Z) : = y = Ö A Z = x v 
V u v ( u ' = y A F ( x , u , v) A z = v') definieren, da hier i m Definiens das 
Def in iendum selbst v o r k o m m t . I m R a h m e n der P . L . 2. Stufe können 
wir aber n u n setzen: 
2V(f) : = A x y u v ( f ( x , y , u) A f(x, y , v) D u = v) , 
R(i) := N(i) A Axyz( f (x , 0, x) A (f(x, y , z) D f(x, y ' , z'))) u n d 
F ( x , y , z) : = A f ( K ( f ) D f ( x , y , z)). 
W i r zeigen n u n : 
a) A x y u v ( F ( x , y , u) A F ( X , y , V) D U = V ) . A U S F ( X , 0, u) erhalten 
w i r Ai(R{i) D f(x, 0, u)). A u s R(i) folgt N(f) u n d f(x, 0, x ) , also x = u . 
Ebenso erhält m a n aus F(x, 0,v) v = x , also u = v . E s gi l t also 
A u v ( F ( x , 0, u) A F ( x , 0, v) D u = v). G i l t F{x, y , z), so gi l t Af(Ä(f) D 
f(x, y , z)). A u s fi(f) folgt aber N(i) u n d m i t f(x, y , z) auch f(x, y ' , z ' ) . 
E s gil t also F(x, y ' , z ') . G i l t also A u v ( F ( x , y , u) A F ( X , y , v ) D u = v ) , 
so gilt auch A U V ( J F ( X , y ' , u) A F ( X , y ' , v) Z) u = v) . Daraus erhalten w i r 
m i t a3* A y u v ( F ( x , y , u) A F ( X , y , v ) D u = v ) ) also A x y u v ( F ( x , y , u) A 
JF(X, y , v) D u = v) . 
b) A x y V z F ( x , y , z). E s gilt F ( x , 0, x) , also V z F ( x , 0, z). G i l t 
F(x} y , z), so gi l t , wie w i r unter (a) gesehen haben, F ( x , y ' , z') . E s gi l t 
also V z F ( x , y , z) 3 V z F ( x , y 7 , z). M i t a3* erhalten w i r also A x y V z F ( x , y , z). 
N a c h (a) u n d (b) ist F(x, y , z) also eine F u n k t i o n u n d w i r können 
setzen x + y : = F * ( x , y) = nzF(x , y , z). W i r f inden dann 
x + 0 = F * ( x , (9) = nzF(x , 0, z) = x , u n d 
x + y ' = nzF(x , y ' , z) = (nzF(x, y , z))' - (F* (x , y)) ' = (x + y ) ' . 
D ie F u n k t i o n F * ( x , y) genügt also den Bedingungen a4 u n d a5 und 
damit ist die E x i s t e n z der A d d i t i o n nachgewiesen. 
5 Klassenlogik 
Für die Leistungsfähigkeit der modernen gegenüber der t radi t io-
nellen L o g i k ist viel leicht das P r o g r a m m des Logizismus, der Begrün-
dung der M a t h e m a t i k aus der L o g i k , besonders charakterist isch. Dieses 
Programm konnte erst auf dem H i n t e r g r u n d v o n Systemen der Klassen-
logik entstehen, die noch stärker s ind als die bisher besprochenen 
Systeme der P . L . W i r wol len i n diesem K a p i t e l n u n einen B h c k auf 
ein solches L o g i k s y s t e m werfen u n d das P r o g r a m m des Logizismus am 
Beispiel der logischen Begründung der A r i t h m e t i k erläutern. 
I m folgenden werden w i r die klassische Vers ion der Klassenlogik 
darstellen. Diese Vers ion ist, wie der A b s c h n i t t 5.6 zeigen w i r d , nicht 
widerspruchsfrei . D a die klassische Mengenlehre aber den in tu i t iven 
H i n t e r g r u n d bi ldet , v o n dem her auch die korrigierten Systeme der 
axiomatischen Mengenlehre z u verstehen s ind , da sich die fundamen-
talen Begri f fsbi ldungen der klassischen Mengenlehre, die w i r hier be-
handeln wol len , auch i n andere klassenlogische Systeme übertragen 
lassen u n d d a endüch die klassische Vers ion die einfachste und durch-
sichtigste Vers ion der Mengenlogik ist, scheint es uns für einen ersten 
E i n b l i c k i n die klassenlogischen Begrif fsbi ldungen angebracht, trotz 
seiner Mängel auf den klassischen R a h m e n zurückzugreifen. 
5.1 Begriffe und Klassen 
V o n K l a s s e n haben w i r i m Zusammenhang m i t der p . l . Semantik 
schon früher gesprochen. A l s Klasse oder Menge bezeichnen wir den 
U m f a n g eines einstelligen Begriffes. Klassen werden also d u r c h Begriffe 
def iniert . W i r sagen ferner, ein Gegenstand a sei Element einer Klasse k, 
wenn a unter den Begrif f fällt, der k definiert , dessen U m f a n g k also ist . 
Ist / e in einstelliger Begriff , so wollen w i r seinen U m f a n g , die durch 
/ def inierte Klasse , d u r c h den A u s d r u c k Xxf(x) symbohsieren. Ist ein 
Gegenstand a E lement einer Klasse k, so wollen w i r das durch die 
Schreibweise aek andeuten. D a n n gilt das Abstraktionsprinzip: 
A) yeXxf(x) ~f{y). 
E i n Gegenstand y ist E lement der d u r c h / definierten Klasse (des 
Umfangs von /) genau dann, wenn y unter den Begri f f / fällt. 
Der U m f a n g eines Begriffes / ist n u n n u r dadurch bes t immt , welche 
Gegenstände i h m als E lement angehören. W e n n also zwei Begri f f s-
umfänge oder Klassen k7 u n d k2 genau dieselben Elemente enthalten, 
so sehen w i r sie als identisch an. E s gi l t daher das E xtensionalitäts-
prinzip: 
E) Kx(xek1 = xek2) Z> k7 = k2. 
D a wir auch die Begriffe immer i m extensionalen S i n n verstanden 
haben, so daß zwei Begriffe, die auf genau dieselben Gegenstände z u -
treffen, identisch s ind, so haben w i r durch die Klassenbi ldung eine 
umkehrbar eindeutige Z u o r d n u n g v o n Begrif fen u n d K l a s s e n : Z u jedem 
einstelligen Begriff gehört genau eine Klasse als U m f a n g dieses B e -
griffs u n d z u jeder Klasse gehört genau ein Begriff , der genau auf 
diejenigen Gegenstände zutr i f f t , die Elemente der Klasse s ind. 
Tr i f f t ein Begriff auf keinen Gegenstand z u , wie z . B . der Begri f f 
x ^ x, so definiert er eine Klasse , die keine Elemente enthält . N a c h (E) 
gibt es n u r eine solche Klasse, die w i r als Nullklasse oder leere Menge 
bezeichnen u n d durch A symbolisieren. W i r können also def inieren: 
D 1 5 : A : = Xx(x^ x). 
Daraus erhalten w i r sofort den Satz Ax(—\xeA). 
W i r können ferner einen Begriff b i lden, der auf alle Gegenstände 
zutr i f f t , z. B . den Begrif f x — x, der dann eine Klasse definiert, die 
alle Gegenstände als Elemente enthält . N a c h (E) gibt es wiederum n u r 
eine solche Klasse, die w i r als Allklasse bezeichnen u n d d u r c h das Zeichen 
V symbolisieren. 
D 1 6 : V:=Xx{x = x). 
Daraus erhält m a n sofort Ax(xeV). 
M a n k a n n auch z u jedem Objekt x einen Begriff angeben, der genau 
auf x zutr i f f t , nämlich den Begrif f y — x. D e n U m f a n g dieses Begriffes 
nennt m a n die Einermenge v o n x u n d schreibt dafür {x}. 
D 1 7 : {t}':=, Ay(y = t). 
M i t (A) folgt daraus sofort der Satz ye{x} = y = x, d . h . y gehört 
der Einermenge aus x an genau dann, wenn y m i t x identisch ist. 
Z u r weiteren Erläuterung des Klassenbegriffs wollen w i r noch auf 
die Unterschiede zwischen Klassen u n d K o l l e k t i o n e n hinweisen, wie sie 
F R E G E i n einem Brief an B . R U S S E L L hervorgehoben h a t 1 . 
A i s Kollektion bezeichnet m a n ein D i n g , das aus ein oder mehreren 
Dingen als aus seinen Tei len besteht, wie eine Steinmauer aus den 
Steinen besteht, ein W a l d aus den Bäumen, eine D i v i s i o n aus den 
Regimentern u n d diese wieder aus den K o m p a n i e n . E i n e K o l l e k t i o n 
ist also als Ganzes zusammengesetzt aus ihren Tei len. Zwischen Klassen 
u n d K o l l e k t i o n e n bestehen n u n folgende grundlegenden Unterschiede: 
1) D a eine K o l l e k t i o n aus ihren Tei len besteht, gibt es keine 
K o l l e k t i o n , wenn es keine Tei le gibt . W e n n m a n die Steine einer Mauer 
entfernt, verschwindet auch die Mauer . E s gibt also keine leere K o l -
l ek t ion , es gibt hingegen eine leere Klasse . E i n e Klasse besteht nicht 
aus ihren E lementen , sondern sie existiert, wenn immer ein definierender 
Begriff exist iert . Daher gibt es eine Klasse der Venusmonde, obwohl es 
keinen V e n u s m o n d gibt , es gibt hingegen keine K o l l e k t i o n der Venus-
monde. 
2) E i n e K o l l e k t i o n , die nur aus einem T e i l besteht, ist m i t diesem 
T e i l ident isch . E i n e Mauer , die nur aus einem Stein besteht, ist nichts 
anderes als eben dieser Stein, u n d die K o l l e k t i o n der E r d m o n d e ist 
nichts anderes als der M o n d . Hingegen s ind Einerklassen nicht m i t 
ihren E l e m e n t e n ident isch. D i e Klasse der E r d m o n d e ist als Klasse, 
also als A b s t r a k t u m v o m M o n d als physischem Objekt verschieden. 
3) D i e Tei l -Ganzes-Beziehung ist t r a n s i t i v : D i e Teile der Steine 
einer M a u e r s ind auch Teile der Mauer , die K o m p a n i e n s ind als Teile 
der Regimenter auch Teile der D i v i s i o n . Daher ist auch d u r c h die A n -
gabe einer K o l l e k t i o n noch nicht festgelegt, welche Teile dieser K o l l e k -
t i o n gerade ins A u g e gefaßt werden. W e n n m a n fragt : Wievie le Teile 
hat eine D i v i s i o n ? so läßt sich darauf nicht eindeutig eine A n t w o r t 
geben, d a m a n nicht weiß, ob die Regimenter, die K o m p a n i e n oder 
die einzelnen Soldaten gezählt werden sollen. D i e Elementschafts-
re la t ion ist hingegen nicht t rans i t iv . D e r M o n d als E lement der Klasse 
1 Der unveröffentlichte Brief datiert vom 28. Juli 1902. 
der E r d m o n d e ist nicht auch Element der Klasse der K l a s s e n v o n 
Planetenmonden. D u r c h die Angabe einer Klasse ist auch festgelegt, 
welche Gegenstände als Elemente anzusprechen s ind , u n d somit ist auch 
die Z a h l dieser Elemente eindeutig festgelegt. D i e Klasse der Soldaten 
einer D i v i s i o n ist v o n der Klasse ihrer K o m p a n i e n u n d der ihrer R e g i -
menter verschieden. D i e Soldaten s ind nicht Elemente der Klasse der 
K o m p a n i e n u n d die K o m p a n i e n nicht Elemente der Klasse der 
Regimenter. 
D u r c h einen ähnlichen Abstrakt ionsvorgang, wie er v o n einstelligen 
Begriffen zu Klassen führt, gelangt m a n von mehrstell igen Begri f fen 
z u Umfangen solcher Begriffe, die m a n auch als Relationen bezeichnet. 
D a m a n diesen Terminus auch i m Sinne v o n „Beziehungen" für die 
Begriffe selbst verwendet, sei besonders hervorgehoben, daß w i r i h n i m 
folgenden immer für Begriffsumfänge, also Gegenstände v e r w e n d e n 1 . 
D e n U m f a n g eines w-stelligen Begriffes / bezeichnen w i r d u r c h 
A % 7 . . . %J{%p.. xn). W i r sagen dann, die Gegenstände y v . .., yn 
(in dieser Reihenfolge) seien Elemente der durch / definierten R e l a t i o n , 
wenn sie unter den Begriff / fal len, wenn also gi l t f(yJ}.. . ,3>n). S y m -
bolisiert m a n die Elementschaftsrelat ion wieder d u r c h das Zeichen 
„ e " , so erhält m a n das verallgemeinerte A b s t r a k t i o n s p r i n z i p : 
A ' ) y1,...,yneXx1... x j { x 1 t . . x n ) = f{y7)..., yn). 
Das verallgemeinerte Extensionalitätsprinzip laute t : 
E') A # 7 . . . xn(x1}..., xnek7 = * 7 , . . . , xnsk2) D k7 = k2. 
M a n beachte, daß es i n dem A u s d r u c k x p . . . , xnek auf die Reihen-
folge der x1t...,xn ankommt . A u s x, y e Xuvf(u, v) folgt nicht y, 
xeÄuvftu, v), sonst müßte wegen (A') gelten Axy(f(x, y) = /(y, x)). Setzt, 
m a n aber für f(x, y) eine nichtsymmetrische Beziehung ein, wie z. B . die 
Beziehung tx ist V a t e r von y(, so gilt diese Äquivalenz nicht . 
I m Abschni t t 5.3 w i r d sich zeigen, daß m a n Relat ionen durch Klassen 
definieren k a n n . Daher können w i r uns be im A u f b a u eines Klassen-
kalküls, dem w i r uns n u n zuwenden wollen, auf Klassen beschränken. 
1 F R E G E verwendet allgemein den Terminus ,,Wertverlauf einer Funk-
tion". Da für ihn Begriffe spezielle Funktionen sind, sind Klassen und 
Relationen spezielle Wertverläufe. 
5.1.1 Die Syntax der Sprache R 
E s soll n u n eine Sprache R angegeben werden, i n der sich die mengen-
theoretischen Begrif fsbi ldungen ausdrücken lassen. D a z u gehen wir 
von der p . l . Sprache $ i n der Vers ion aus u n d nehmen z u ihren 
Grundzeichen für St noch die Symbole u n d ,,e" h i n z u . D a wir 
nun Ausdrücke der F o r m f(x) bzw. f ( x 1 , . . . , x n ) durch Ausdrücke der 
Gestalt xey b z w . x v . . . , xney ersetzen können, wobei y für Xzi(z) 
bzw. A z x . . . z n f ( z 1 , . . z n ) steht, u n d d a weiterhin die Ausdrücke 
x v . . . , xney für n > 1 definierbar s ind, so können w i r i n R auf P V ganz 
verzichten u n d m i t „ — " u n d „ e " als einzigen P K auskommen. R 
enthält also als Grundzeichen nur die G V v o n die logischen Symbole 
—i, A , v , D , = , A , V, X, e u n d = , sowie als Hil fszeichen Klammerzeichen, 
K o m m a t a u n d Zi f fern zur Unterscheidung der G V . 
Die Formregeln v o n R l a u t e n : 
a) G V v o n 51 s ind Terme v o n R. 
b) S i n d s u n d t Terme v o n Rt so s ind set u n d s = t Formeln v o n R. 
c) S i n d A u n d B F o r m e l n v o n R, so s ind auch - iA, A A B , A v B , 
A D B u n d A = B Formeln v o n 51. 
d) Ist A eine F o r m e l v o n R, so s ind auch A x A u n d V x A Formeln 
v o n Rt wenn x eine G V v o n 5* ist . 
e) Ist A [ x ] eine F o r m e l v o n 51, i n der die G V x frei v o r k o m m t , 
so ist A x A [ x ] ein Term v o n 5t 
H i e r l iegt, wie i n 3.2.1, eine D e f i n i t i o n der B e g r i f f e , T e r m ' u n d , F o r m e l ' 
d u r c h sog. s imultane R e k u r s i o n vor . M a n überzeugt sich wie dort leicht, 
daß d u r c h diese D e f i n i t i o n die T e r m - u n d Formeleigenschaft für die 
Ausdrücke v o n R z irkelfrei definiert ist , d a die Formregeln so gefaßt 
s ind , daß wohlgeformte Ausdrücke, d . h . Terme u n d F o r m e l n , nach 
diesen Regeln nur aus wohlgeformten Ausdrücken kleinerer Länge 
erzeugt werden. A l s Übungsaufgabe beweise m a n , daß nach den Regeln 
die T e r m - u n d Formeleigenschaft für alle Ausdrücke v o n 51 entscheid-
bar s i n d . 
D i e K l a m m e r r e g e l n übernehmen w i r aus u n d legen für Ausdrücke 
der F o r m A x A [ x ] Klammerrege ln wie für A x A [ x ] fest. D i e Ausdrücke 
Ax bezeichnen w i r wieder als Quantoren i . w . S . D a n a c h können w i r die 
Bereiche solcher Quantoren, das freie u n d gebundene V o r k o m m e n v o n 
G V i n ihren Bereichen, die freie U m b e n e n n u n g u n d E i n s e t z u n g wie 
für $ festlegen. 
D i e Semantik für die Sprache R wollen w i r nicht genauer präzi-
sieren, da sich i m A b s c h n i t t 5.6 zeigen w i r d , daß eine Semant ik für R 
i n Entsprechung z u den oben entwickelten i n t u i t i v e n Vorste l lungen 
nicht widerspruchsfrei angegeben werden k a n n . W i r wol len uns daher 
damit begnügen, daß wir den F o r m e l n v o n R aufgrund der e in-
leitenden i n t u i t i v e n Erläuterungen einen mehr oder minder präzisen 
S inn zuordnen können. 
5.1.2 Der Kalkül R l 
M a n erhält einen Kalkül der Klassenlogik Rl, wenn m a n z u den 
A x i o m e n A I bis A 4 v o n tyl — wobei n u n A 4 i n der F o r m u l i e r u n g 
A x A [x] D A [x/t] z u verwenden ist , wo t ein behebiger T e r m v o n R 
i s t 1 — die folgenden Axiomenschemata h i n z u n i m m t , die das A b s t r a k -
tions- u n d das Extensionalitätsprinzip ausdrücken: 
A 1 0 : t e A y A [ y ] = A [ y t ] 
A l l : Ax(x£s = xet) D s = t. 
A u s A l l folgt sofort das A x i o m A 5 , das w i r also i n Rl entbehren 
können. Für die Identität benötigen w i r also nur das A x i o m A 6 . 
W e n n m a n das Extensionahtätsprinzip i n der Gestalt A l l f o r m u -
liert , so muß m a n aus den betrachteten Grundbereichen der Inter-
pretationen I n d i v i d u e n ausschließen. A l s Individuen bezeichnen w i r 
dabei Objekte, die keine Elemente enthalten, wie konkrete physische 
Gegenstände, die aber v o n der Nullklasse verschieden s ind. A l l e solche 
Individuen wären j a nach A l l untereinander u n d m i t der Nullklasse 
identisch. 
M a n könnte das A x i o m A 1 0 auch durch das Komprehensionspr inzip 
K ) VyAx(xey = A [ x ] ) (die G V y sol l nicht frei i n A [ x ] vorkommen) 
ersetzen, das besagt: z u jedem (durch ein Prädikat i n R darstellbaren) 
Begriff gibt es eine Klasse, die genau diejenigen Elemente enthält, die 
unter diesen Begriff fallen. 
1 Zur Symbolik [A, x/t] vgl. die Festsetzungen auf S. 25lf. 
M i t A l l erhält m a n aus (K) sofort V ! y A x ( x e y = A [ x ] ) u n d m a n 
kann dann definieren: 
A x A [ x ] : = nyAx(xey = A [ x ] ) . 
D a n n läßt s ich A 1 0 beweisen: 
t eAyAfy] 3 t e izAx(xez = A [ y / x ] ) 
3 Vz(Ax(xez = A [ y / x ] ) A tez) 
=>A[y/t]. 
Ax(xez = A [y/x]) 
A [ y / t ] 3 Ax(xez = A [y/x]) A tez) 
3 Vz(Ax(xez = A [y/x]) A tez) 
3 tenz(Ax(xez = A [y/x]) 
D t e A y A [ y ] . 
T65 
A F 
A 4 , T23 
T43 
T65 
M i t M T 4 , T44 u n d (K) können 
w i r uns dann v o n der A F 
Ax(xez = A [y/x]) 
befreien u n d erhalten m i t T23 
u n d D 3 teAyA[y] = A [ y / t ] . 
U m g e k e h r t folgt aus A 1 0 durch Par t ikular is ierung sofort ( K ) . 
Ferner könnte m a n die Identi tät auch definieren d u r c h 
L ) s = t : = Ax(sex = tex). 
Diese D e f i n i t i o n ist inhaltsgleich m i t der Le ibnizdef in i t ion D 9 . W i r 
erhalten daraus wieder A 5 u n d A 6 : 
s — t D Ax(sex = tex) 
D seXxA [x] = teAxA [x] A 4 
3 A [ x / s ] = A [ x / t ] A 1 0 
Z> A [ x / s ] D A [ x / t ] . 
U m g e k e h r t k a n n m a n aus A 5 u n d A 6 auch (L) gewinnen: 
s = t D (sez D tez) A 6 
s = t D t = s T 5 5 
t = s D (tez D sez) A 6 
s = t 3 (sez = tez) D 3 
s = t 3 Az(sez = tez) R 2 . 
D i e U m k e h r u n g erhält m a n wie fo lgt : 
Kutschera, Elementare Logik 
Az(sez = tez) D (se{s} 
D te{s} 
te{s}) A 4 
A 5 , D17 , A 1 0 
D17 , A 1 0 
T55. 
D t = S 
D s = t 
(L) ist also m i t A 5 u n d A 6 äquivalent. Weder aus A 5 u n d A 6 n o c h aus 
(L) ist aber A l l ableitbar. M a n könnte endlich auch s = t d u r c h 
Ax(x£S = xet) definieren. D a n n wären A l l u n d A 5 beweisbar, aber 
nicht A 6 bzw. (L) . 
E n d l i c h wollen w i r z u den A x i o m e n v o n 511 noch das Auswahl-
prinzip h inzunehmen i n folgender Fassung : 
A 1 2 : Axy(xet A yet "D Vz(zex) A - I V Z ( Z S X A zey)) D VuAx(x£t D V!z(z£u A 
Das A u s w a h l p r i n z i p besagt also: z u jeder Menge t v o n Mengen, die n icht 
leer s ind u n d die keine gemeinsamen Elemente enthalten, gibt es eine 
Auswahlmenge u, die m i t jedem Element v o n t genau ein E lement 
gemeinsam hat. D i e Menge u ist also dadurch gebildet, daß m a n aus 
jedem Element v o n t genau ein E lement „auswählt" . Diese A u s w a h l 
ist frei l ich nicht als ein i n irgendeiner Weise kons t rukt iver Prozeß 
z u denken, nach dem m a n die Menge u tatsächlich angeben k a n n . A 1 2 
behauptet nur die E x i s t e n z einer solchen Menge. 
Das A u s w a h l p r i n z i p wurde zuerst 1904 v o n E . Z E R M E L O expl iz i t 
formuliert , nachdem es früher, z . B . v o n C A N T O R schon i m p l i z i t i n B e -
weisen verwendet worden w a r 1 . E s stellt neben dem Komprehensions-
pr inz ip ein weiteres starkes Exis tenzpostulat für Klassen dar. H ä t t e 
m a n das Komprehensionsaxiom i n der Fassung A f V y A x ( x e y = f(x)) 
zugrunde gelegt, so wäre dies P r i n z i p i m H i n b l i c k auf entsprechende 
p . l . Auswahlpr inz ip ien überflüssig 2 . I n der F o r m u l i e r u n g (K) sichert 
aber das Komprehensionsprinzip die E x i s t e n z v o n Klassen nur für 
Begriffe, die sich durch Prädikate i n R ausdrücken lassen. 
D e r Kalkül Rl sol l also die acht A x i o m e A I , A 2 , A 3 , A 4 , A 6 , A 1 0 , 
A l l u n d A 1 2 enthalten, sowie die Deduktionsregeln R l u n d R 2 . 
D a $ 1 Teilkalkül v o n Rl ist , können w i r alle Theoreme von tyl i m 
folgenden verwenden. M a n macht s ich leicht k lar , daß aufgrund der 
hier angenommenen Fassung v o n A 4 : A x A [x] D A [x/t] die Theoreme 
v o n tyl auch gelten, wenn w i r für freie G V Terme v o n R einsetzen. 
Z £ X ) ) . 
1 Zum Auswahlprinzip vgl. auch [13], S. 44 ff. 
2 Vgl. S. 276. 
Übungsaufgaben: 
1. M a n untersuche die Gültigkeit folgender F o r m e l n u n d beweise 
die gültigen F o r m e l n i n 511: 
AxVyAz(zey = z = x) 
AuvVyAz(zey = z = u v z = v) 
AxVy(xey) 
AxVy(ysx) 
Axy(xey D - iyex) 
Ax(xey) = y . 
2. Beweise das Metatheorem MTö für 511. 
5.2 Die elementare Klassenalgebra 
I n diesem u n d i m folgenden A b s c h n i t t wol len w i r einige einfache 
Def ini t ionen u n d Sätze aus der Fülle der mengentheoretischen Begriffs-
bi ldungen herausheben. 
Z u zwei K lassen a u n d b k a n n m a n eine Klasse c b i lden , die genau 
diejenigen Elemente enthält , die sowohl i n a wie i n b enthalten s ind. 
Diese Menge bezeichnet m a n als Durchschnitt der Klassen a u n d b — 
symbol isch a r\ b. W i r definieren also: 
D 1 8 : t r\ s : = Az(zes A zet). 
Veranschaul icht m a n eine Klasse graphisch d u r c h eine umgrenzte 
Fläche, ihre E lemente d u r c h die P u n k t e dieser F läche, so erhält m a n für 
den Klassendurchschni t t folgendes D i a g r a m m : 
D a b e i deutet die schraffierte Fläche den Durchschni t t a r\ b an. 
Ist a der U m f a n g des Begriffes / , b der U m f a n g des Begriffes g, 
so ist a r\ b also der U m f a n g des Begriffes / A g. Ist a die Klasse der 
E i n w o h n e r Münchens, b die Klasse der Kleingärtner, so ist a r\ b die 
Klasse der Münchner Kleingärtner. Ist a die Klasse der Hundebesitzer , 
b die K l a s s e der Katzenbesi tzer , so ist a r> b die Klasse derjenigen M e n -
schen, die sowohl H u n d e wie K a t z e n besitzen. 
Z u zwei Klassen a u n d b k a n n m a n auch die Klasse c derjenigen 
Elemente b i lden, die i n a oder b enthalten s ind. Diese Klasse c nennt 
m a n die Vereinigung der Mengen a u n d b — symbol isch a^jb: 
D19: s u t := Xz{zes v zet). 
Das D i a g r a m m für die Vereinigungsmenge hat folgende G e s t a l t : 
D a b e i deutet die schraffierte Fläche die Vere in igung a\jb an . 
Ist a der U m f a n g v o n /, b der U m f a n g v o n g, so ist danach a^jb der 
U m f a n g des Begriffes / v g. I n den oben angeführten beiden Beispie len 
für die Klassen a u n d b ist a *u b n u n die Klasse der Menschen, die i n 
München wohnen oder einen Kle ingar ten betreiben, b z w . die Klasse 
der H u n d e - oder Katzenbesitzer . 
Z u einer Klasse a k a n n m a n endlich auch die Komplementärklasse 
— symbolisch ~ä — bi lden, die genau diejenigen Elemente enthält , die 
nicht i n a enthalten s i n d : 
D20: s" : = A z - i z e s . 
I m D i a g r a m m stellt sich diese Menge so d a r : 
D a b e i soll die schraffierte Fläche alle P u n k t e enthalten, die n icht 
i n a hegen. 
Ist a der U m f a n g des Begriffes /, so ist demnach ~a~ der U m f a n g des 
Begriffes —1/. Ist a die Menge der A k a d e m i k e r , so ist ä die Menge der 
N i c h t - A k a d e m i k e r , ist a die Menge der Raucher , so ist ~ä~ die Menge 
der Nichtraucher , usf. 
M i t den Operatoren o , u n d ~~ können w i r n u n aus Termen neue 
Terme erzeugen. Z u r E i n s p a r u n g v o n K l a m m e r setzen wir dabei 
fest, daß der Operator ~~ stärker als n> u n d KJ, der Operator r> stärker 
als binden sol l . D i e Aussagen der elementaren Klassenalgebra s i n d 
dann Gleichungen zwischen Termen, die aus Klassen variablen (GV) 
sowie den Kons tanten A u n d V, die w i r i n 5.1 definiert hatten, m i t 
Hilfe der Operatoren n , ^ u n d 
sind etwa folgende Theoreme: 
T78 : s u t = t u s 
T79: s o t = trss 
T80: ( s u t ) u r = s u ( t u r ) 
T 8 1 : ( s n t ) n r = s n ( t n r ) 
T82: s u ( s n t ) = s 
T83 : s n ( s u t ) = s 
T84: s v "s = V 
T85 : s n s = A 
T86: . u ( M = ( s u t ) n M ( D i s t r i b u t i v e G e s e t z e ) 
T87: s n ( t u r ) = s n t u s n r ^ 7 
D a m a n diese Theoreme m i t H i l f e der Def ini t ionen D15 , D16 , D18, 
D 1 9 u n d D 2 0 u n d einfacher a . l . Gesetze beweisen k a n n , führen w i r 
hier nur einen Beweis vor . M a n erhält z . B . T8 0 wie fo lgt : 
(s t) <u r = Az(zes u t v zer) D 1 8 
= Az((zes v zet) v zer) D 1 8 
= Az(zes v (zet v zer)) T18 
= Az(zes v zet KJ r) D 1 8 
= sv(tvjr) D 1 8 
A l s Postulate für die Operationen r \ <J u n d über einem G r u n d -
bereich K v o n Klassen definieren die Theoreme T78 bis T87 i n Ver -
b i n d u n g m i t der Theorie der Identi tät eine algebraische S t r u k t u r , die 
m a n als komplementären, distributiven Verband bezeichnet: die Theoreme 
T 7 8 bis T 8 3 besagen, daß die Operationen r\, KJ auf K einen Verband 
b i l d e n , T 8 4 u n d T85 , daß dieser V e r b a n d komplementär ist , u n d T86, 
T 8 7 , daß er d i s t r i b u t i v ist . Solche Verbände nennt m a n auch B O O L E -
sche Verbände oder B O O L E S C H Algebren. 
D e n Kalkül m i t den A x i o m e n T78 bis T87 u n d A 5 sowie den D e d u k -
tionsregeln s = t r - t = s u n d s = t h- f [s] = f [t], wo f[s] ein T e r m 
ist, aufgebaut aus G V m i t A, V , r\, w u n d ~~ u n d f [s] d u r c h Erse tzung 
v o n s d u r c h t an einigen Stellen i n f [s] entsteht, wollen w i r 58 nennen. 
W i r geben einige einfache Beweise i n 23 an. D i e Theoreme v o n 23 s ind 
d a n n a u c h Theoreme v o n 511, d a die A x i o m e v o n SB i n 511 beweisbar 
s i n d u n d die Deduktionsregeln beweisbare Ableitungsbeziehungen dar-
stel len (vgl . R l , T55 , T66). 
aufgebaut s ind. Solche Gleichungen 
(Kommutat ivi tät der Vereinigung) 
(Kommutat ivi tät des Durchschnitts) 
(Assoziativität der Vereinigung) 
(Assoziativität des Durchschnitts) 
(Absorptionsgesetze) 
T88: s ^ A = s 
Beweis: s u f s n S ) = S T82 
s u A = s T85 
T89: s ^ V = s 
Beweis: s n ( s u s ) = s T83 
s n V = s T84 
T90:Tj[s u s = s 
Beweis: s u ( s r \ V ) = s T82 
s KJ s = s T89 
T 9 1 : ' [ s o s " = s 
Beweis: s n ( s u A ) = s T83 
s n s = s T88 
T92: s ^ V = V 
Beweis: s KJ (S r> s) = s T82 
s u ( s u ( s n s ) ) = "s ^ s 
( s u s ) u ( s n s ) = V T80, T84, T78 
V<o>s = V T84, T91, T78 
s ^ V = V T78 
T93: s n A = A 
Beweis: s n ( s u s ) = s T83 
s n ( s n ( s u s ) ) = s n s 
( s n s ) n ( s u s ) = A T81, T79, T85 
A n s = A T79, T85, T90 
s ^ A = A T79 
T94: s = t h ( s u t ) n ( t " u s ) = V 
Beweis: s = t 
s"^t = V T84, T78 
t = s 
t KJ s = V T84, T78 
(s"u t) r> ( T u s) = V u V = V T90 
T95: ( s u t ) n ( t u s) = V h s = t 
Beweis : ( s u t ) n ( t u s ) = V 
("s KJ t) r\ (t s) rs t = t T 8 9 
( s u t ) n ( t n t u s r i t ) = t T87 , T79 
(~s<J t) n (s o t) = t T79 , T85, T88 
f s n s ) n t u s n ( t n t ) = t T87, T79 , T81 
A n t u s n t = t T85 , T79 , T91 
s o t = t T93 , T88 
Ebenso erhält m a n s o t = s u n d daher 
s = t. 
Zwischen den Theoremen der Klassenalgebra u n d den Theoremen 
der A . L . besteht n u n eine enge Beziehung. U m diese Beziehung heraus-
zuarbeiten, ordnen w i r zunächst den Termen der Klassenalgebra F o r -
meln der A . L . z u : E i n T e r m der Klassenalgebra ist aus G V u n d den 
K o n s t a n t e n A , V m i t den Operatoren r \ u u n d zusammengesetzt. 
D a w i r die K o n s t a n t e n V u n d A nach T 8 4 u n d T 8 5 eüminieren können, 
genügt es i m folgenden Terme z u betrachten, die keine solchen K o n -
stanten enthalten. E i n e m solchen T e r m t ordnen w i r n u n die F o r m e l 
A t der A . L . z u , die aus t entsteht durch Erse tzung der Operatoren o , 
VJ , ~~ d u r c h die Operatoren A , V u n d —1, u n d durch D e u t u n g der G V 
v o n t als Satzvar iablen. D a sich umgekehrt jede a . l . F o r m e l i n den 
Operatoren A , v , — i darstellen läßt , ist auch jeder a. l . F o r m e l ein T e r m 
zugeordnet, der durch Erse tzung v o n A , v , — i durch r\, KJ, entsteht. 
Diese Z u o r d n u n g ist eineindeutig. 
N a c h T 9 4 u n d T95 k a n n m a n jede Aussage der Klassenalgebra 
s = r äquivalent i n eine Aussage der Gestalt t = V umformen. E s 
genügt also, Aussagen dieser F o r m z u betrachten. E s gilt dann der Satz 
5.2.1 E i n e Aussage t = V ist ein Theorem der Klassenalgebra genau 
d a n n , wenn A t ein Theorem der A . L . ist . 
B e w e i s : Ist t = V eine F o r m e l der Klassenalgebra, so k a n n m a n 
die G V x v . . . , x n i n t ersetzen d u r c h die Terme Az(zexj) (i = 1 , . . . , n) , 
w o z eine feste G V sei. Wegen Xj = Az(zex£) entsteht dadurch eine 
äquivalente F o r m e l . Erse tz t m a n weiterhin A z A r\ AzB durch Az(A A B ) , 
A z A u A z B d u r c h Az(A v B) u n d A z A d u r c h Az - iA, so entsteht wegen 
D l 8 b is D 2 0 aus t ein T e r m der Gestalt AzC[z] , so daß g i l t : t = AzC[z] 
u n d C [z] ist m i t H i l f e der a. l . Operatoren aus atomaren Bestandte i len 
der F o r m zex{ zusammengesetzt. E s gilt also: AzC[z] = V , u n d somit 
wegen A l l u n d D 1 6 A z C [ z ] , ist m i t t = V äquivalent. A z C [ z ] ist aber 
genau dann ein Theorem, wenn C[z] ein Theorem der A . L . ist , u n d 
C[z] ist ein solches Theorem genau dann, wenn die F o r m e l C gleicher 
S t ruktur , die aus C[z] durch Erse tzung der atomaren Bestandtei le 
zexi durch x{ hervorgeht, ein a. l . Theorem ist . C ist aber m i t A t i d e n -
t isch. 
D a der T e r m t = (s" r) r> (T v s) i n die F o r m e l A t = (—iAs v A r ) A 
(—iAr v A s ) übergeht, die m i t (A s D A r ) A ( A r D A s ) , also m i t A s = A r 
äquivalent ist, so gilt a u c h : s = r ist ein Theorem der Klassenalgebra 
genau dann, wenn A s = A r ein a. l . Theorem ist . 
D a m i t können w i r n u n das a . l . Entscheidungsverfahren aus 1.2.4 
zur Bes t immung der Gültigkeit v o n Theoremen der Klassenalgebra 
verwenden u n d können a. l . Theoreme direkt i n Theoreme der Klassen-
algebra übersetzen. W i r erhalten z . B . aus T24, T27 , T28 so die Theoreme: 
T96: s = ? 
T97: s n t = s u t 
T98: s u t = s n t . 
U n d aus T82, T83 u n d T93 erhalten w i r umgekehrt die a . l . Theoreme 
A v (A A B) = A , A A (A v B) = A , A A (B A - I B ) = B A - I B . 
N a c h diesem Übersetzungsverfahren k a n n m a n aus 23 auch einen 
Kalkül der A . L . erhalten, den m a n als äquivalent m i t 911 erweisen k a n n . 
E s sei dem Leser als Übungsaufgabe empfohlen, diesen Äquivalenz-
beweis durchzuführen. Klassenalgebra u n d A . L . haben also die gleiche 
algebraische S t r u k t u r , die S t r u k t u r eines B o o L E s c h e n Verbandes. 
Diese Bezeichnung geht auf G . B O O L E zurück, einen der Begründer 
der modernen L o g i k , der zuerst einen Kalkül angegeben hat, den er 
sowohl i m Sinne der Klassenalgebra wie auch i m Sinne der A . L . 
deutete 1 . 
I m R a h m e n der Klassenalgebra lassen sich auch zwei weitere w i c h -
tige Begriffe definieren, Inklusion u n d Differenz: 
D i e Beziehung eines Begriffes / z u einem Begriff g, die besteht, 
wenn g Oberbegriff v o n / ist , d . h . wenn alle Dinge , die unter den 
Begriff / fallen, auch unter g fal len, k a n n m a n durch die F o r m e l 
Ax(f(x) D g(x)) ausdrücken. Geht m a n v o n den Begriffen zu ihren U m -
1 Vgl. dazu 6.2. 
fangen über, so besagt die entsprechende Beziehung Az(zea D zeb), 
daß die Klasse a i n der Klasse b enthalten ist, oder daß a Teilmenge 
von b ist . Diese Beziehung nennt m a n auch Klasseneinschlußbeziehung 
oder Inklusion u n d symbolisiert sie d u r c h a C b . W i r definieren: 
D 2 1 : s C t : = A z ( z e s D z £ t ) . 
Diese Beziehung stellt sich i m D i a g r a m m wie folgt d a r : 
E s gilt n u n der S a t z : 
T99 : s C t E S u t = V , 
Beweis : s C t = Az(zes D zet) 
= Az(—izes v zet) 
= Az(-izes v zet) = V 
= s u t = V . 
D a n a c h könnte m a n die Inklus ion auch d u r c h s C t : = s u t = V 
definieren. I h r entspricht i n der a . l . Übersetzung die I m p l i k a t i o n , d .h . 
es gilt nach T 9 9 u n d 5.2.1: s C t ist äquivalent m i t A s D A t . W i r 
erhalten daher aus T l , T 5 u n d D 3 sofort die Theoreme: 
T100 : s C s (Reflexivität) 
T 1 0 1 : s C t A t C r => s C r (Transitivität) 
T 1 0 2 : s C t A t C s D s = t (Antisymmetrie) . 
D a nach T100 jede Menge Teilmenge von sich selbst ist, so gebraucht 
m a n für manche Zwecke auch eine engere Inklusionsbeziehung, die 
besagt : a is t echte Teilmenge v o n b — symbolisch a G b : 
D 2 2 : s G t : = s C t A s t. 
A l s Differenz zweier Mengen a u n d b — symbol isch a—b — bezeichnet 
m a n die Menge der Elemente aus a, die nicht i n b enthalten s i n d : 
D 2 3 : s — t : = Az(zes A —\zet). 
I m D i a g r a m m stellt sich diese Menge als schraffierte F läche so d a r : 
N a c h D 2 3 gi l t offenbar: 
T103 : s - t - s n t . 
D a n a c h kann m a n die Differenz s — t i m R a h m e n der Klassenalgebra 
auch durch s ^ t definieren. 
Z u m Abschluß wollen w i r noch auf eine Veral lgemeinerung der 
Durchschni t t sb i ldung hinweisen, die nicht mehr i n den R a h m e n der 
elementaren Klassenalgebra gehört : Ist a eine Menge v o n Mengen, so 
können w i r die Menge b b i lden, die genau diejenigen Elemente enthäl t , 
die i n allen Elementen v o n a enthalten s ind, also den D u r c h s c h n i t t 
aller Elemente v o n a. Diese Menge b nennt m a n den Durchschnitt v o n 
a — symbol isch fl a. 
D 2 4 : fl s : = AzAy(yes D zey). 
I n entsprechender Weise bezeichnet m a n die Menge c der E lemente , 
die i n mindestens einem Element v o n a enthalten s ind, also die V e r -
einigung der Elemente v o n at als Vereinigung v o n a — symbol isch U a. 
D 2 5 : U s : = AzVy(yes A zey). 
E s gelten dann die Theoreme 
T104: Ay (yesZ>flsCy) . 
Beweis: yes A F 
ze fl s A F 
Au(ues D zeu) D24 , A 1 0 
yes D zey T42 
zey R l 
yes D (ze 0 s D zey) M T 4 
yes D Az(ze fl s D zey) R 2 
Ay(yes D fl s C y) T38 , D21 
T105: A y ( y e s D y C U s ) 
Beweis : yes 
zey 
A F 
A F 
Vy(yes A zey) 
ze U s 
yes D (zey D ze U s) 
yes D Az(zey D ze U s) 
A y ( y e s D y C U s ) 
T23 , T43 
D 2 5 , A 1 0 
M T 4 
R 2 
T38, D21 
Übungsaufgaben: 
1. Beweise folgende Sätze : 
A C s 
s C V 
S P i t C S 
s C s u t 
s — (s — t) = s n t 
s n ( t - r ) = ( s n t ) - ( s n r ) 
s C ( t n r ) E s C t A s C r 
s u t C r — s C r A t C r 
s C t = s u t = t 
s C t = s r » t = s 
S C t = t c s 
s C t D s - t = A 
s = A D f l s = V 
s = V D f ) s = A 
2. Beweise die Äquivalenz v o n 211 m i t dem Kalkül , der aus der oben 
angegebenen Übersetzung v o n 93 i n die Sprache der A . L . entsteht I 
5.3 Relationen und Funktionen 
W i r wollen n u n auf die Def inierbarkei t der Relat ionen i m R a h m e n 
der Sprache R eingehen, die w i r i m A b s c h n i t t 5.1 angekündigt hatten. 
D a z u setzen w i r i n Veral lgemeinerung der D e f i n i t i o n D17 zunächst 
die D e f i n i t i o n a n : 
D 2 6 : { s v . . . , s j : = Jlz(z = s x v . . . v z = s n). 
{av. . ., an} ist demnach die Menge, die genau die Elemente a p . . . , an 
enthält . 
E s sol l n u n das geordnete P a a r (at b) der Mengen a, b definiert 
werden. Dafür können w i r n icht setzen {« , b}} denn wegen T15 gilt 
{a, b} = {by a}. N a c h W I E N E R u n d K U R A T O W S K I k a n n m a n das geord-
nete P a a r aber wie folgt einführen: 
D 2 7 : <s,t> : = {{s}, {s, t}}. 
D a m i t diese Def in i t ion adäquat ist , muß gelten: 
T106: <s, t> = <s', t ' ) = s = s ' A t = : t ' . 
Beweis : 
1) <s, t> = <s', t'> A F 
2) s = t A F 
{s, t} = {s} D 1 7 
<s, t> = {{s}} D 2 7 
Az(z£{{s}} = ze{{s'}, {s', t'}}) A l l , (1) 
{s} = {s'} = {s\ t'} 
s = s' = t ' 
S = s ' A t = t ' 
3) s = t D s = s ' A t = t' M T 4 , (2) 
4) s ^ t A F 
5) Az(ze{{s}, {s, t}} = ze{{s'}, {s', t'}}) D 2 7 , (1), A l l 
{s} = {s ' }v{s} = { s ' , f } 
s = s ' v ( s = s ' A s = t') D 2 6 
6) s = s' 
{s, t}e{{s'}t {s', t'}} (5) 
{s, t} = {s'} v {s, t} = {s' f t'} 
(s = S' A t = s') V (s = s' A t = t') V (s = t' A t = s') 
(s = s ' A t = t ' )v (s = t ' A t = s') (4) 
s = s ' A t = t' (6), (4) 
s ^ t D s = s ' A t = t ' M T 4 , (4) 
s = - - t v s ^ t D s = S A t = t' (3) 
S ~ S' A t = t' 
(s, t> = <s', t ' ) D s = s ' A t = t ' M T 4 , (1) 
s = s' A t = t ' D (s, t ) = <s', t'> T66 
<S, t> = <S', t ' ) = S = s ' A t = t ' 
M a n k a n n dann die geordneten w-tupel für n > 2 i n d u k t i v definieren 
durch 
D 2 8 : ( s v . . . , s n + 1 > : = « S l , . . . , sn>, s n + l > . 
Daraus erhält m a n dann wieder den Satz ( s v . . . , s n ) = ( t v . . . , t n ) = 
s ^ t j A . . . A s n = t n . D e r Beweis sei dem Leser als Übungsaufgabe 
überlassen. 
Cn sei die Klasse aller w-tupel : 
D29: C : = A x V Y l . . . y n ( x = < Y l , . . y n » . 
A l s «-stellige Re la t ion bezeichnen w i r dann eine Menge v o n n - t u p e l n : 
D 3 0 : Rn(v) : = r C C n . 
Für ( s v . . . , s n )er schreiben w i r auch r ( s 2 , . . . , s n ) : 
D 3 1 : r ( s x , . . . , sn) : = <s x , . . . , sn>er. 
D a m i t ist n u n die Def inierbarkei t der Relat ionen durch Klassen 
nachgewiesen: Ist f(xJt...,xn) eine »-stellige Beziehung, so ist 
XyVx-i... xn(f(x1t..., xn) A y = (x1t..., xn)) die zugehörige Re la t ion , die 
w i r in 5.1 als Xx1... xj(xu..,, xn) geschrieben haben, u n d die Be-
ziehung x p . . . , xnef w i r d n u n durch ( x p . . . , xn)ef ausgedrückt. D i e 
Ausdrücke Xx7... xj(xp..., xn) u n d x p . . . , xnef können w i r dann 
als Abkürzungen der entsprechenden Ausdrücke v o n R auffassen. 
E s seien n u n noch die Def ini t ionen einiger weiterer mengen-
theoretischer Begriffe angegeben, die w i r früher zur Präzisierung der 
Semant ik verwendet hatten. 
A l s Cartesisches Produkt a x b zweier Mengen a u n d b bezeichnet 
m a n die Menge aller geordneten Paare, deren erstes G l i e d Element v o n 
a, deren zweites G l i e d E l e m e n t v o n b i s t : 
s X t : = AzVxy(xes A yet A z = (x , y » . 
D a s Cartesische P r o d u k t der Mengen {a, b} u n d {c, d} ist demnach die 
Menge {(a, c)t (a, d), {b, c), (b, d)}. 
A l s n-te Cartesische Potenz einer Menge a bezeichnet m a n dann das 
P r o d u k t a x « . . . X a m i t n gleichen F a k t o r e n . E s gilt also C2 =--
V X V. 
A l s Potenzmenge P(a) einer Menge a bezeichnet m a n die Menge aller 
Te i lmengen v o n a: 
P(s) : = A z ( z C s ) . 
E s gi l t d a n n XzR2(z) = P ( V x V) = P{C2). D i e Potenzmenge der 
Menge {a, b, c] ist die Menge {A, {a}, {b}, {c}t {a, b}, {a, c}, {b, c}, {a, b, c}}. 
A l s Vorbereich einer zweistelligen Rela t ion r bezeichnet m a n die 
Menge der Erstgl ieder v o n Elementen v o n r, als Nachbereich die Menge 
der Zweitgl ieder v o n Elementen v o n r: 
D,(r) : = A x V y r ( x , y ) 
D2(T) : = A y V x r ( x , y ) . 
A l s Feld der R e l a t i o n r bezeichnet m a n die Vereinigung ihres V o r - u n d 
Nachbereichs: 
F(i) :=I> , ( i )uD,(i) . 
D e r Vorbereich der R e l a t i o n ist E l t e r n t e i l v o n y ' ist demnach die 
Menge der E l t e r n , der Nachbereich ist die Menge der K i n d e r u n d das 
F e l d ist die Menge aller Menschen. 
Z u r A n w e n d u n g dieser Begriffe soUen n u n noch einige einfache 
Eigenschaften zweistelliger Relat ionen betrachtet werden. W i r def i -
nieren : 
Refl(v) : = Ax(xeF(r) D r(x, x)) — r ist reflexiv 
Trans(r) : = Axyz(r (x , y) A r(y, z) D r(x, z)) — r ist transitiv. 
Sym(i) : = A x y ( r ( x , y) D r(y, x)) — r ist symmetrisch. 
E s gi l t d a n n : 
Trans(v) A Sym(r) D Refl(r). 
Beweis : Ist r symmetr isch, so gilt offenbar £>7(r) = D2(v) =F(r). 
A u s xeF(r) erhalten w i r also: es gibt ein y , so daß r(x, y ) . A l s o gi l t auch 
r(y, x) , u n d wegen der Transit ivi tät v o n r : r(x, y) A r(y, x) D r (x , x) , 
also r(x, x) . 
E i n e transit ive u n d symmetrische Re la t ion nennt m a n eine Äqui-
valenzrelation : 
Eq(r) := Sym(r) A Trans(v). 
A l s Äquivalenzklassen v o n r bezeichnet m a n Klassen solcher Elemente , 
die zueinander i n der Beziehung r stehen. Ist r z . B . die Beziehung 
g le ichfarb ig ' , so s ind die Äquivalenzklassen v o n r die Klassen gleich-
farbiger Dinge , also die Klasse der roten, die der grünen, die der blauen 
Dinge usw. A l s Äquivalenzklasse des Objekts a bzg l . r bezeichnet m a n 
die Klasse der Dinge , die z u a i n der r -Beziehung stehen: 
Eqk(s, r) : = Az r(s, z). 
W i r sagen ferner, eine Menge a v o n nichtleeren Mengen at sei eine 
Teilung der Menge b (in dis junkte Teilmengen), wenn jedes Element 
von b i n genau einer der Mengen a{ enthalten ist. I m D i a g r a m m sieht 
das so aus: 
D a b e i repräsentieren die R a u t e n u n d Rautentei le die Mengen 
Def inier t m a n : 
T(s, t) : = U s = t A A x ( x £ s D x ^ A ) A A X } / ( X £ S A y e s A x ^ y D x n y ^ A ) , 
so gi l t der Satz, daß die Menge der Äquivalenzklassen v o n r das F e l d 
v o n r t e i l t : 
Eq{r) D T(AzVx(x6JF(r) A Z = Eqk{x, r ) ) ,F(r ) ) . 
Beweis : W i r setzen c : = AzVx(xeF(r) A z = Eqk(x, r)) u n d f inden: 
1) U c = F(r): ye U c = Vz(zec A ysz) 
= Vz(Vx(xeF(r) A Z = Eqk(x, r)) A yez) 
= Vx(xeF(r) A yeXzr(x, z)) 
= Wx(xeF(r) A r(x, y)) 
= yeD2(r) 
= y ^ W -
D e n n aus Eq(r) folgt Sym(r) und daraus D 7 ( r ) = D 2 ( r ) = F ( r ) . M i t A l l 
erhal ten w i r also U c = F(r ) . 
2) y e c D y ^ A : 
yec 
Vx(xeF(r) A y = Eqk(x, r)). A u s Eq(r) folgt Refl(r), also 
Ax(xeF(r) D r(x, x)), also 
Vx(xey) u n d 
3) uec A vec A U T ^ V D U O V = A : 
A n s 
Ute A vec A u ^ v folgt : es gibt ein x u n d ein y m i t x ^ y u n d 
u = Eqk{x, r) u n d 
v = Eqk{yt r). 
A u s der A n n a h m e 
1) u r w ^ A fo lgt : es gibt ein z, so daß 
zeu A zev, also 
r(x, z) A r(y, z), wegen Sym(r) also 
r(x, z) A r(z, y) u n d m i t Trans(r) 
r(x, y) . D a m i t gewinnen w i r 
zev D r (x , y) A r(y, z) D r(x, z) D zeu u n d 
zeu D r(x, z) Z> r(z, x) A r(x, y) D r(z, y) D r (y, z) D zev, also 
zev = zeu u n d daher 
v — u 
i m Widerspruch zur A n n a h m e u =fi v . D i e A n n a h m e (1) muß also falsch 
sein. E s muß also gelten u n v = A, was z u beweisen war . 
A l s Funktionen bezeichnen w i r wieder nacheindeutige Re la t ionen . 
W i r definieren: 
]V(r) : = Axyz(r (x , y) A r(x, z ) D y = z) — r ist nacheindeutig 
f : = R2(v) A N(T) — r ist eine einstellige Funktion. 
D e r Definitionsbereich der F u n k t i o n r ist dann D 7 ( r ) , der Wertevorrat 
D2{r). Setzen w i r 
r _ 1 : = AxVyz(x = <z, y> A r(y, z)), 
so besagt N ( r _ 1 ) , daß r voreindeutig ist. E i n e umkehrbar eindeutige 
F u n k t i o n w i r d also definiert durch 
V : = r A i V ^ - 1 ) . 
Weitere Grundbegriffe zur Charakteris ierung v o n F u n k t i o n e n lassen 
sich dann wie folgt definieren: 
s r 
s r t 
s r t 
+-> 
s r t 
= r A D 7 ( r ) = s — r ist eine F u n k t i o n auf der Menge s. 
= s r A D2(v) Ct — T bi ldet die Menge s i n die Menge t ab. 
= s r A D2(v) = t — r bildet die Menge s auf die Menge t ab. 
r A s r t — r ist eine umkehrbar eindeutige A b b i l d u n g 
der Menge s auf die Menge t. 
r(s) : = i x ( ( s , x)er) — der W e r t der F u n k t i o n r für das Argument s. 
Man k a n n ferner die Begriffsbi ldungen aus 4.4 auf Relat ionen über-
tragen i n der hier zugrunde gelegten Charakterisierung. E s geht dann 
die Def in i t ion D 1 0 des Relat ionsprodukts über i n 
r o f : = AzVxyu(z = ( x , y ) A r(x, u) A f(u, y)). 
U n d die D e f i n i t i o n der Relat ionskette erster A r t D 1 3 geht über i n 
r > 0 : = A z ' V x y ( z ' = (x , y ) A xeF(r) A Az(Auv(uez A r(u, v) Dvez) A x e z D 
yez)). 
Al lgemein lassen s ich die Aussagen der P . L . 2. Stufe bei Ersetzung 
von Begrif fen 1. Stufe d u r c h ihre Umfange übersetzen i n Aussagen von 
R. A u s Aussagen über das Zutreffen eines Begriffes auf einen Gegen-
stand werden dabei Aussagen über die Zugehörigkeit eines Elements 
z u einer Klasse , aus Aussagen über alle Begriffe werden Aussagen über 
alle Klassen . D a Klassen Gegenstände s ind, entfällt i n dieser Über-
setzung der kategoriale Unterschied zwischen Begriffen 1. Stufe u n d 
Objekten. D a m i t entfällt dann auch der Unterschied zwischen Be-
griffen 2. u n d 1. Stufe u n d allgemein der Unterschied zwischen Begriffen 
verschiedener Stufe. 
I n diesem S i n n enthält die Sprache R die Ausdrucksmöglichkeiten 
der p . l . Sprachen. Sie enthält aber zusätzlich weitere Ausdrucksmöglich-
keiten, d a m a n i n einem A l l s a t z Aussagen über beliebige Klassen, 
d . h . über Begriffe beliebiger Stellen- u n d Stufenzahl , machen k a n n . 
Insbesondere k a n n m a n auch v o m Zutreffen oder Nichtzutref fen eines 
Begriffes auf sich selbst sprechen, denn xex ist eine F o r m e l v o n R, 
während /(/) keine F o r m e l der P . L . ist. 
D i e klassenlogischen Sj^steme s ind die stärksten Logiksysteme. 
Wegen ihrer A n w e n d u n g zur Grundlegung der Mathemat ik rechnet 
m a n sie oft n icht mehr der L o g i k , sondern der M a t h e m a t i k z u . V o n 
tradi t ionel len wie v o n systematischen Gesichtspunkten ist es aber w o h l 
besser gerechtfertigt, die Theorie der Begriffsumfänge wie die Theorie 
der Begriffe selbst der L o g i k zuzurechnen. 
Übungsaufgaben: 
1. Beweise den Satz 
T(s, t) A A x y ( r ( x , y) = Vz(zes A xez A yez)) D Eq(r) A F(r) = t. 
(E ine T e i l u n g s der Menge t induziert auf t eine Äquivalenzrelation) 
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2. Beweise bei Zugrundelegung der angegebenen D e f i n i t i o n für 
Relat ionsketten 1. A r t i>0 i m klassenlogischen R a h m e n m i t der D e f i -
n i t i o n i>0 : = TOT>0 die Theoreme T74, T75 , T76 u n d T 7 7 ! 
5.4 Ein logisches Modell der Peanoaxiome 
A l s Logizismus bezeichnet m a n die Auffassung, n a c h der alle mathe-
matischen Begriffe durch logische Begriffe definiert u n d alle mathe-
matischen Sätze m i t H i l f e dieser Def in i t ionen als logische Theoreme 
bewiesen werden können. D a n a c h besteht also ke in wesentlicher U n t e r -
schied zwischen L o g i k u n d M a t h e m a t i k , sondern n u r ein prakt ischer 
Unterschied i m Wissenschaftsbetrieb, insofern s ich die L o g i k e r v o r -
wiegend m i t Grundlagenfragen, die M a t h e m a t i k e r vorwiegend m i t d e m 
A u f b a u komplexerer Theorien auf diesen Grundlagen beschäftigen. I m 
Gegensatz zur Auffassung K A N T S haben i n dieser A u f f a s s u n g die Sätze 
der M a t h e m a t i k nicht synthetischen sondern analyt ischen Charakter 
u n d m a n hat für die M a t h e m a t i k ke in eigenes Erkenntnisvermögen u n d 
keine eigenen synthetischen G r u n d p r i n z i p i e n anzunehmen. 
Diese These ist schon v o n L E I B N I Z vertreten worden . E s war aber 
F R E G E , der sie zuerst genau formul ier te 1 u n d der zuerst ein System der 
Klassenlogik aufbaute, das hinreichend stark war z u einer U m s e t z u n g 
des logizistischen Programms i n die T a t . Schon i n seiner ersten logischen 
A r b e i t , der Begriffsschrift zielte er auf die Begründung der A r i t h m e t i k 
ab, als er i m A n h a n g den Grundbegrif f der Reihenlehre, den Begriff 
der Relat ionskette einführte. I n den Grundlagen der Arithmetik von 1884 
u n d ausführlicher noch i n den Grundgesetzen der Arithmetik v o n 1893 
hat er dann eine exakte logische Begründung der A r i t h m e t i k angegeben. 
Unabhängig v o n i h m hat auch D E D E K I N D 1887, allerdings ohne auf ein 
präzisiertes klassenlogisches System B e z u g z u nehmen, auf ähnlichem 
W e g eine logische D e f i n i t i o n der natürlichen Zahlen formuliert . 
D a das P r o g r a m m des Logiz ismus für die moderne gegenüber der 
tradit ionellen L o g i k charakterist isch ist — i m R a h m e n der Syllogist ik, 
einem Tei lsystem der elementaren P . L . , k a n n m a n , wie B O O L E bemerkt 
hat, n icht e inmal die logischen Schlußweisen darstellen, die i n der 
A r i t h m e t i k gebraucht werden, geschweige denn die arithmetischen 
Grundbegriffe definieren — wollen w i r hier dieses P r o g r a m m am B e i -
spiel der logischen Begründung der A r i t h m e t i k erläutern. 
1 V g l . [17]. 
W i r haben i m A b s c h n i t t 4.5 gesehen, daß die Peanoaxiome die 
Reihe der natürlichen Zahlen vollständig charakterisieren. D i e Aufgabe 
einer logischen Begründung der A r i t h m e t i k besteht also dar in , für die 
Grundbegriffe dieser A x i o m e , für die N u l l , die Nachfolgerfunkt ion u n d 
für die Klasse der natürlichen Zahlen logische Def in i t ionen, also D e f i -
nit ionen i m R a h m e n der klassenlogischen Sprache R anzugeben u n d 
m i t H i l f e dieser Def in i t ionen die Peanoaxiome i n 511 z u beweisen. 
W e n n w i r früher die Peanoaxiome i n der Sprache der P . L . formuliert 
haben, so müssen w i r sie jetzt i n die Sprache R übersetzen. D a es n u n 
auch darauf a n k o m m t , die Klasse der natürhchen Zahlen selbst z u 
definieren, müssen w i r eine Konstante , w i r wählen ,,N", für diese 
Menge i n die A x i o m e selbst einführen. Sie nehmen dann folgende 
Gestalt a n : 
a l : OeN 
a2: Ax(xsN D x'eN) 
a3 : Axy(xeN A yeN A x ' = y ' D x = y) 
a4: Ax(x£iV D x ' ^ ö ) 
a5: Az(Ö£z A AX(XSN A xez D x'ez) D Ax(xeN D xez)). 
D e r E infachhei t wegen geben w i r nicht die Def in i t ionen F R E G E S 
oder D E D E K I N D S an, sondern die Def ini t ionen, die auf J . v . N E U M A N N 
zurückgehen. D a n a c h setzt m a n : 
1) 0 := A 
2) s ' : = s ^ { s } 
3) I(s) : = OBS A Ax(xes "D x'es) (s ist eine induktive Klasse) 
4) JV : = f U x J ( x ) . 
M a n erhält dann folgende Zahlenreihe: 
0 = A , 
7 : = 0 ' = Avj{A} = {A} = {0}, 
2 : = 7 ' = {A}u{{A}}=s{A, {A}} = {0, /}, 
3 := 2' = {A, {A}} u {{A, {A}}} = {A, {A}, {A, {A}}} = {0, / , 2}, usf. 
W i r beweisen n u n die Peanoaxiome: 
a l ) Ax(I(x) D Oex) 
Ö£AzAx(I(x) D zex) 
OeN 
A 1 0 
(4), D 2 4 
(3) 
a2) xeN 
Ay(I(y) D xey) 
A y ( I ( y ) D ( x £ y D x ' £ y ) ) 
A y ( I ( y ) D x ' e y ) 
x'eN 
A F 
(4), D 2 4 
(3) 
(4), D24 . 
Daraus erhält m a n m i t M T 4 u n d T38 a2. 
a4) xe{x} D17 
D 1 9 xex <u {x} 
xex' 
x' ^ A 
xeN D x ' ^ A . 
D 1 5 
A I 
(2) 
Daraus erhält m a n a4 m i t T38 u n d (1). 
D i e Beweise für a3 u n d a5 führen w i r über die Hilfssätze 
H S 1 : Az(öez A Ax(xez D x'ez) D Ax(xeN D xez)). 
(Dieser Satz enthält das sog. schwache Indukt ionsprinzip. ) 
Daraus erhält m a n m i t T38 u n d M T 4 die Behauptung . 
H S 2 : Axy(xeN A yex D y C x ) . 
Beweis : W i r setzen a = AxAy(yex 3 y C x) u n d erhalten 
oc) Osa: D e n n A y ( y e A D y C A ) folgt aus A y ( - i y e A ) . 
ß) Ax(xea D x'ea): 
xea A F 
Ay(yex D y C x) 
yex' AF(y) 
yex v y = x (2) 
y C x v y = x 
y C x 
y C x u { x } 
Beweis : 
A F 
(3) 
T104, (4) 
y C x ' 
Ay(yex ' D y C x ' ) M T 4 , (y), T38 
x'ea. 
Daraus erhält m a n m i t M T 4 u n d T38 die Behauptung (ß). 
Ax{xeN D xea) (a), {ß), H S 1 
Ax(xeN D A y ( y e x D y C x ) ) 
Axy(xeN A yex D y C x ) . 
a3) xeN A yeN A x ' = y ' A F ( a ) 
Xex' (2) 
xey ' (a), A l l 
xeyv{y} (2) 
xey v x = y 
x C y H S 2 , ( a ) 
Ebenso erhält m a n y C x aus yey' , also 
x C y A y C x also 
x = y T102. 
M i t M T 4 u n d T38 erhält m a n daraus a3. 
a5) Oez A Ax(xeN A xez D x'ez) A F ( y ) 
W i r setzen z * : = Xy(yeN A yez) u n d f inden d a n n : 
a) Oez*: wegen OeN u n d (y). 
ß) Ax(xez* D x 'ez* ) : 
xez* A F 
xez A xeN 
x'ez (y) 
x'eN a2 
x 'ez* . 
M i t M T 4 u n d T38 erhält m a n daraus (/?). 
A u s (y) folgt also wegen (a) u n d (ß) m i t H S 1 
Ax(xeN D xez*) 
Ax(xeN D xeN A xez) 
A x ( x e N D x e z ) . 
M i t M T 4 u n d T38 erhält m a n daraus dann a5. 
D a m i t s ind die Peanoaxiome bewiesen u n d es ist gezeigt, daß sich 
die A r i t h m e t i k i m R a h m e n des Systems 5U begründen läßt . Insbesondere 
ist also nach den Def in i t ionen (1) bis (4) das I n d u k t i o n s p r i n z i p , das 
oft als typisch mathematisches P r i n z i p angesehen w i r d , ein logisches 
Theorem. 
D a m i t m a n m i t den hier definierten Zahlen auch endliche Mengen 
zählen k a n n , w i r d m a n definieren: D i e A n z a h l einer Menge a i s t die 
natürliche Z a h l n, wenn es eine ein eindeutige A b b i l d u n g v o n a auf n 
<—> 
gibt , d . h . wenn gi l t Vr(arn). 
H a t m a n einmal die natürlichen Zahlen definiert , so k a n n m a n , wie 
das aus der M a t h e m a t i k geläufig ist , die ganzen, die rat ionalen, die 
reellen u n d die komplexen Zahlen i m R a h m e n der Klassenlogik def i -
n ieren 1 . Tatsächhch k a n n m a n sagen, daß s ich alle Begr i f fsbi ldungen 
der M a t h e m a t i k i m R a h m e n des Systems 511 nachzeichnen lassen, 
daß 511 also eine ausreichende Basis für die logische Begründung der 
M a t h e m a t i k hefert. 
5.5 Das Problem der Geschlossenheit des Aufbaus der Logik 
I m Zusammenhang m i t den i n den voraufgehenden A b s c h n i t t e n ent-
wickel ten mengentheoretischen Begri f fsbi ldungen u n d der Begründung 
des Indukt ionspr inzips wohen w i r noch k u r z auf einen P u n k t eingehen, 
der v o n Bedeutung ist für die systematische Beur te i lung des A u f b a u s 
der L o g i k . 
W e n n m a n die Sprache eines Logiksystems syntakt i sch u n d seman-
t isch aufbaut u n d einen Kalkül i n dieser Sprache angibt , so muß m a n 
dazu eine bereits vorhandene Sprache, die Metasprache verwenden. 
M a n benötigt aber nicht nur diese Sprache, sondern auch logische H i l f s -
m i t t e l , wie etwa das Indukt ionspr inz ip z u m Beweis syntaktischer M e t a -
theoreme u n d mengentheoretische H i l f s m i t t e l be im A u f b a u der Seman-
t i k . E s erhebt sich so die Frage, ob m a n , u m eine präzise L o g i k auf-
bauen z u können, n icht i m m e r schon eine präzise L o g i k voraussetzen 
muß. 
1 V g l . dazu [46]. 
Tatsächlich ist aber die metatheoretisch verwendete L o g i k v o n der 
formalisierten L o g i k nicht gänzlich verschieden. V ie lmehr wollen w i r 
ja i n formalisierten Systemen gerade die in tu i t ive L o g i k , die w i r auch 
metatheoretisch verwenden, präzisieren u n d die Präzisierung bleibt 
nicht ohne Rückwirkung auf die metatheoretisch verwendeten Schluß-
weisen. So k a n n m a n z . B . die p . l . Schlußweisen, die i n der Semantik 
von $ verwendet werden, i m Kalkül $ 1 auf ihre Gültigkeit h i n prüfen 
u n d m a n w i r d n u r solche Schlußweisen zulassen, die sich auch i m K a l -
kül rechtfertigen lassen. 
I n dieser H i n s i c h t wäre ein L o g i k s y s t e m 9t besonders befriedigend, 
i n dessen Metatheorie m a n nur solche logischen H i l f s m i t t e l benützen 
müßte, die i n 9t selbst präzisiert s ind, ein System also, i n dem m a n 
seine eigene Metatheorie formalisieren könnte. W i r wollen n u n den 
A u f b a u eines Logiksystems 9t geschlossen nennen, wenn sich die Meta -
theorie v o n 9t i m R a h m e n v o n 9t formalisieren läßt . D a b e i wären natur-
gemäß die Sprachschichten weiterhin z u unterscheiden u n d zusätzliche 
K o n s t a n t e n einzuführen, als N a m e n z. B . für die Grundzeichen der 
Sprache v o n 9t (der Objektsprache) u n d für die Konkatenat ions funkt ion . 
M a n könnte d a n n nachträglich die metatheoretischen Schlußweisen, die 
m a n b e i m A u f b a u v o n 9t verwendet hat , überprüfen u n d i m R a h m e n 
der ob jektsprachl ich präzisierten L o g i k rechtfertigen u n d sich damit 
überzeugen, daß m a n b e i m A u f b a u v o n 9t nichts vorausgesetzt hat, 
was m a n nicht i n 9t selbst präzisiert hat. D a m i t wäre dann i n einer exem-
plar ischen Weise der E i n w a n d beseitigt, die i n 9t formalisierte L o g i k 
hä t te Voraussetzungen, die sie selbst nicht kontrol l ieren u n d präzisieren 
k a n n . 
M a n könnte etwa daran denken, 511 als einen solchen Logikkalkül 
anzusehen, dessen A u f b a u i n sich geschlossen ist . E i n solches Resultat 
wäre aber wegen der Inkonsistenz dieses Kalküls, auf die w i r unten z u 
sprechen k o m m e n , ohne W e r t . 
I m allgemeinen werden nicht alle Begri f fsbi ldungen u n d Schluß-
weisen der Metatheorie eines Kalküls 9t s ich i n 9t selbst nachvollziehen 
lassen. So haben w i r i n der Metatheorie der A . L . u n d der P . L . v o m 
I n d u k t i o n s p r i n z i p u n d v o n mengentheoretischen Begrif fen Gebrauch 
gemacht , die s ich p . l . n icht rechtfertigen lassen. U n d es gibt meta-
mathemat i sche Resultate , wie etwa das zweite GöDELsche Theorem 
i n [27], welche die V e r m u t u n g nahelegen, daß generell die meta-
logischen H i l f s m i t t e l , wie sie etwa i n Vollständigkeits-, Entsche id-
barke i t s - u n d Widerspruchsfreiheitsbeweisen für einen Kalkül 9t 
benötigt werden, stärker sein müssen, als die i n 9t zur Verfügung stehen-
den logischen H i l f s m i t t e l . A u c h bei einer solchen Sachlage k a n n m a n 
aber von einem Z i r k e l oder einem unendlichen Regreß i m A u f b a u der 
L o g i k nicht sprechen. D e n n es ist eine E r f a h r u n g , die sich auch für die 
Kalküle 511 u n d <pi bestätigt , daß m a n für den A u f b a u eines L o g i k -
systems 91 keinesfalls eine volle Präzisierung der metatheoretischen H i l f s -
m i t t e l benötigt, wie sie s ich etwa n u r durch ihre Formal i s ierung erreichen 
ließe, sondern daß ein gewisses intui t ives Verständnis dieser M i t t e l aus-
reicht. P r i n z i p i e l l ist eine Vert ie fung dieses i n t u i t i v e n Verständnisses 
durch eine Formal is ierung der Metatheorie auch immer möglich, jedoch 
ist diese Formal is ierung keine Voraussetzung z u m Verständnis der 
Formal is ierung v o n 9t 1. 
E i n e Präzisierung der mengentheoretischen H i l f s m i t t e l der p . l . Se-
m a n t i k ist so etwa i m R a h m e n des klassentheoretischen Systems Rl 
möglich. A l s Beispie l dafür wollen w i r n u n den Beweis der Sätze (1) u n d 
(2) der A n m e r k u n g 1 z u S. 138 angeben. D a b e i verwenden w i r i n der 
Metasprache die objektsprachliche logische S y m b o l i k , ohne frei l ich eine 
volle Formal is ierung anzustreben, die j a u . a. eine genaue formale D e f i -
n i t ion der syntakt ischen Begriffe, wie der Begriffe , F o r m e r , ,freie E i n -
setzung', usw. voraussetzen würde 2 . D a s Beispie l w i r d aber zeigen, wie 
hi l fre ich eine solche partiel le Formal is ierung für komplexere semantische 
Begrif fsbi ldungen bereits ist . 
Verwenden w i r a, b als metasprachliche Var iab le für Objekte des 
Grundbereichs der Interpretat ion 5ö, so lautet die i n der fraglichen 
A n m e r k u n g angegebene Def in i t ion 
1 Daß in der Begründung der Logik kein Zirkel vorliegt, hat auch 
F R E G E hervorgehoben: 
,,Unmöglich, sagt man, kann durch eine Begriffsschrift die Wissen-
schaft gefördert werden; denn die Erfindung der ersteren setzt die Voll-
endung der letzteren schon voraus. Ganz dieselbe Scheinschwierigkeit 
erhebt sich schon bei der Sprache. Diese soll die Entwicklung der Vernunft 
möglich gemacht haben; aber wie konnte der Mensch die Sprache schaffen 
ohne Vernunft ? Zur Erforschung der Naturgesetze dienen die physika-
lischen Apparate; diese können nur durch eine fortgeschrittene Technik 
hervorgebracht werden, welche wieder auf der Kenntnis der Naturgesetze 
fußt. Der Kreis löst sich in allen Fällen auf die gleiche Weise. Ein Fort-
schritt in der Physik hat einen solchen in der Technik zur Folge, und dieser 
macht es möglich, neue Apparate zu bauen, mittels deren wieder die Physik 
gefördert wird. Die Anwendung auf unseren Fall ergibt sich von selbst." 
([15], S. 55). 
2 Zur Definition solcher syntaktischer Begriffe vgl. [58] und [42]. 
9 3 ( A [ x 7 , . . . , x j ) = Xa7... Ä W V « ( « X 7 > ~ X M S 8 A 5 B ( X 7 ) = = « 7 A . . . A ® W = aH A ® ( A [ x 7 „ . . , x j ) = to). 
Diese Klasse ist ident isch m i t 
Xa7... aHA*(*Xl=tXn 93 A » ( x 7 ) — (i7 A . . . A 23(xM) = * r t D 2 ) ( A [ x 7 , . . . , x j ) 
denn zu einer vorgegebenen Interpretat ion 33 und vorgegebenen ap.. ,,an 
gibt es genau eine Interpretat ion 2$, für die g i l t : 93 X 7 > = x 2* A 93(X7) = a 7 
A . . . A 23(xn) — an> so daß m a n das Theorem T59 anwenden k a n n . 
D e n Satz, der die Identi tät der beiden Klassen ausspricht, wollen w i r 
d u r c h (I) bezeichnen. 
W i r beweisen n u n den Satz (1): Ist f eine w-stellige P V , so gilt 
»(f ) = » ( f ( x 7 , . . . , x j ) . 
Beweis : 
93(f ( x 7 , . . . , x j ) hi,... 0nV23(2> x ? ~,Xn * A SB(x7) = a, A . . . A %(xn) = an 
A 93( f (x 7 , . . . , x j ) = to) = Xa7... awV93(93 x ? j = ^ 93 A 93(X7) = a7 A . . . A » W = « H A *K X;)> • • •. ® W « 8 W ) = A « 7 . . . a > 7 , . . . , Ä | | e » ( f ) ) = 33(f). 
W i r k o m m e n n u n z u m Beweis des Satzes 
(2): 93(A [ x 7 / y 7 , . . . , x j y j ) = u> = » ( y 7 ) , . . . , 9 3 ( y n ) e ^ ( A [ x 7 , . . . , x j ) . 
D e r Beweis geschieht d u r c h I n d u k t i o n nach dem G r a d g der F o r m e l A . 
a) g = 0: 93( f (y 7 , . . . , y j ) - to = ö ( y 7 ) , . . . , 8 ( y j c » ( f ) 
= » ( y 7 ) 5 . . . , 2 3 ( y > 8 ( f ( x 7 , . . . , x w ) ) , 
n a c h (1). 
b) D i e B e h a u p t u n g (2) sei für alle g < m bewiesen. D i e F o r m e l A sei 
n u n v o m G r a d g = m + 7. 
b l ) A habe die Gestalt - » B [ x 7 , . . . , x j . D a n n g i l t : 
3 3 ( - n B [ x 7 / y 7 , . . x M / y n ] ) = to = » ( B [ x 7 / y 7 , . . . , x j y j ) = f 
= —»93(y 7 ) , . . . , 93(y w )e93(B[x 7 > . . . , x j ) nach Induktionsvoraussetzung = - i ® ( y ; ) . ->> We**,• •. « * v i ( 2 i % 1 ~ > % n 25 A 8(x7) = « 7 A . . . A » W = «n A ® ( B [x 7 , . . . , x j ) = to) 
= S(y , ) , . . . , S ( y > A « , . . . « / « ( B 1 ( i = ^ 8 * » ( x ; ) = a, A . . . A 
i ( x j = a„ D - T « ( B [x 7 , . . . , x j ) - ro) 
= » ( y , ) , . . , SB(y„)eA« ;... «MA23(33 X } => X b93 A 23(x7) = a, A . . . A 
23(x„) = a n 3 » ( - i B [x 7 , . . . . x j ) = ro) 
= » { y , ) , . . . . 5B(y„)eSB(—iB [ x „ . . . . x j ) , wegen (I). 
b2) A habe die Gestalt B [ x 7 , . . . , x j A C [ x 7 , . . . , x j . D a n e b e n 
{-i, D} auch {-i, A } ein komplettes a.l. Operatorensystem ist 1, können 
wir auch diesen Fall anstelle von A = B [ x r , . . . , x j D C [ x , , . . . , xn] 
betrachten. 
S(B[x,/y, xB/yM] A C [ x , / y „ . . . , x j y j ) = ro 
= S ( B [ x , / y „ . . . , x „ / y j ) = » A 33(C[x 7/y 7,..., x j y j ) = ro 
= S3(y7),.. . , 9 3 ( y „ ) £ 9 3 ( B [ x 7 , . . . , x B ] ) r » 3 3 ( C [ x 7 > . . .,x]) nach Induktions-
voraussetzung 
= S ( y ; ) , . . . . 33(y„)eA«7. . . aMVi(93 X ; > = ^ 33 A 33(X7) = « , A . . . A 
93(x„) = an A i ( B ( x , x j ) = ro A » ( C t x , , ^ . . , x j ) = ro) 
= 23(y7),..., » ( y J e A « , . . • «„V33(S8 X 7 = , X n3) A 33(x7) = a , A . . . A 
»W = « „ A 33(B [x7 x„] A C [ X „ . . . , x j ) = ro) 
= 33(y7),.... 3 3 ( y > 3 3 ( B [ x „ . . . , x j A C [ X 7 , . . . . x j ) . 
b3) A habe die Gestalt AzB[z, x 7 , . . . , x j . Dabei sei z von x 7 , . . . , x„ 
und von y 7 , . . . , y„ verschieden. 
33(AzB[z,x 7/y 7 >.. . , x „ / y j ) = ro = A93'(33'T33D33'(B[z,x7/y7,.. . , x „ / y j ) 
= m) 
= A33'(33' = 33 D S3'(y 7),..., » ' (y„)eö ' (B [z, x 7 , . . . , x„])) nach Induktions-
voraussetzung 
= A S ' i » ' T 8 3 A i ( i 1 ; = i l ( ( 8 ' A 8(x,) = 93'(y7) A . . . A 93(X„) = 23'(y„) 
D 93(B [z, x „ . . . , xJ) = ro)) nach (I) 
= A33'33(33x?_= X [ 33' A 93(x7) = 33(y7) A . . . A 33(X„) = 33(y„) A 33' - 23 3 
33(B[z,x 7 , . . . ,xJ)=ro) 
= A93"33(33" = x 33 A 33"(x7) = 93(y7) A . . . A 33"(X„) = » ( y j A 33T33" 
D » ( B [ z , x „ . . . , x j ) = - - » ) . 
1 V g l . 1.2.3. 
Nennt m a n den vorletzten Satz (a), den letzten (/?), so sieht m a n diese 
Äquivalenz wie folgt e i n : Ist (a) falsch, so gibt es ein 25' u n d ein 
23, so daß == ^ ® ' A i ( x 7 ) = 23(y7) A . . . A Ü ( X J = SB(yM) A = % A 
2 3 ( B [ z , x 7 > . . . , x j ) = f. Setzt m a n n u n 25" = 25 u n d 23"(z) = 25(z), so 
erhält m a n 93" = 25 aus 23" = 5B, 23K ="-= x ®', 25' = 25 u n d 23"(z) 
= 23(z); ferner 5B"(x f) = 25(yJ für * = / , . . . , » aus 23" = $ , 9Üfo) = 23(yt) 
u n d z ^ x { ; u n d endl ich 25 = 25" nach Def in i t ion von 23". E s gi l t 
dann also 23" X / = ^ SB A 25"(X 7) = 23(y7) A . . . A 23"(xn) = 25(yw) A 2 3 T S B " 
A 25(B[z, x 7 , . . x j ) = f, u n d daher ist auch (ß) falsch. 
Ist umgekehrt (ß) falsch, so gibt es ein 25 u n d ein 25", so daß 
g i l t : 25" X l ~ f X n 25 A 25"(x7) = SB(y 7) A . . . A 25"(xM) = 8 ( y J A 5 = 25" A 
25(B[z, x 7 , . . . , x j ) = f. Setzt m a n n u n 25' ~ 25 u n d 25'(z) = 25(z), so 
erhält m a n S B X , = _ 25' aus SB = 25", 23" = x 25, 23 = 25' u n d 23(z) 
- 25'(z); ferner 25(xt-) = 23(yt) aus 25 = 23", 23"(x t) = a$(y.) u n d x ^ z ; 
u n d endl ich 25'= 25 nach D e f i n i t i o n v o n 25'. E s gi l t dann also 25 x 25' 
A 23(x7) - SB(y 7) A . . . A 23(xJ = 25(yJ A 33' T 25 A i ( B [Z, X 7 , . . . , x j ) = f, 
u n d daher ist auch (a) falsch. 
E s g i l t n u n w e i t e r h i n : 
08) = A * " 0 B - X 7 , = ^ 8 A SB" (x 7 ) = 8(y ;) A . . . A 5 B " ( X m ) = 5B(y n) 
D A2S(SB ~ 25" D SB(B [z, x 7 , . . . , x j ) = to)) 
= x ? . ^ , x n 23 A S B " ( x 7 ) = SB(y 7) A . . . A 95"(xJ = 23(yJ 
D 2 5 " ( A z B [ z , x 7 , . . . , x J ) = a ) 
= S B ( y 7 ) , . . . , 2 3 ( y w M a 7 . . . « n V 8 " ( » " X 7 , = ^ 23 A SB" (x 7 ) = a7 
A . . . A 23"(xJ =-- anA 25"(AzB[z, x 7 , . . x j ) u>) nach (I) 
= 2 5 ( y 7 ) , . . . , 8 ( y J e 8 ( A z B [ z , x 7 , . . . , x j ) . 
D a m i t ist der Beweis für Satz (2) erbracht. 
5.6 Die logischen Antinomien 
D e r A u f b a u der L o g i k , wie w i r i h n i n diesem B u c h dargestellt 
h a b e n , is t i n wesentlichen P u n k t e n eine L e i s t u n g F R E G E S . E r hat i n 
der Begriffsschrift zuerst ein vollständiges System der elementaren 
P . L . angegeben u n d ein System der P . L . 2. Stufe, das m i t Sß2l gleich-
wert ig ist. E r hat i n den Grundgesetzen der Arithmetik auch das erste 
System der Klassenlogik formuliert , das über den R a h m e n der K l a s s e n -
algebra hinausgeht. E r hat i n diesem System endl ich die G r u n d l a g e n 
der A r i t h m e t i k u n d der A n a l y s i s entwickelt u n d dami t die entscheiden-
den Schritte zur V e r w i r k l i c h u n g des logizistischen P r o g r a m m s getan. 
D a b e i ist F R E G E S Logiksys tem, das er i n abschließender F o r m i m 
1. B a n d der Grundgesetze dargestellt hat , d u r c h eingehende, scharf-
sinnige inhaltl ich-logische Untersuchungen fundiert u n d der syntak-
tische u n d dedukt ive A p p a r a t ist i n einer bis dahin ungeahnten Präzision 
entwickelt worden. N u r i n der Präzisierung der Semant ik ist die spätere 
E n t w i c k l u n g der klassischen L o g i k wesentl ich über F R E G E hinaus-
gegangen. 
W e n n m a n sich diese große schöpferische T a t F R E G E S v o r A u g e n 
hält u n d die Leistungsfähigkeit seiner L o g i k , auf deren Grundlage sich 
die gesamte M a t h e m a t i k entwickeln läßt, so erscheint es als n u r z u 
berechtigt, wenn F R E G E i n der E i n l e i t u n g z u m 1 . B a n d der Grund-
gesetze sagt: 
„ E s ist von vornherein unwahrscheinhch, daß ein solcher B a u sich 
auf einem unsicheren, fehlerhaften Grunde aufführen lassen s o l l t e . . . 
U n d n u r das würde i ch als Wider legung anerkennen können, wenn 
jemand durch die T a t zeigte, daß auf anderen Grundüberzeugungen ein 
besseres, haltbareres Gebäude errichtet werden könnte, oder wenn 
jemand m i r nachwiese, daß meine Grundsätze z u offenbar falschen 
Folgesätzen führten. A b e r das w i r d ke inem g e l i n g e n 1 . " 
U n d doch lesen w i r schon i m A n h a n g z u m 2 . B a n d des gleichen 
Werkes die S ä t z e : 
, , E i n e m wissenschaftlichen Schriftsteller k a n n k a u m etwas Uner-
wünschteres begegnen, als daß i h m nach V o l l e n d u n g einer A r b e i t eine 
der Grundlagen seines Baues erschüttert w i r d . I n diese Lage wurde 
ich durch einen Br ie f des H e r r n B E R T R A N D R U S S E L L versetzt, als der 
D r u c k dieses Bandes sich seinem E n d e n ä h e r t e 2 / ' 
Dieser Br ief R U S S E L L S an F R E G E — datiert v o m 1 6 . 6. 1 9 0 2 — ent-
hält die K o n s t r u k t i o n der A n t i n o m i e , die als R U S S E L L S C Ä ^ Antinomie 
in die L i t e r a t u r eingegangen ist . 
M a n betrachtet die Menge a alier Mengen, die nicht Element von 
sich selbst s ind. Solche Mengen gibt es s icherl ich und tatsächlich 
1 [18], Bd. I, S. X X V I . 
2 [18], Bd. II, S. 253. 
scheinen die meisten Mengen v o n dieser A r t z u sein, wie z.B. die N u l l -
menge, die Einermenge der Nul lmenge , die Menge der natürlichen 
Zahlen, usf. E s gibt aber auch Mengen, wie die Al lmenge, die sich selbst 
als E lement enthalten. M a n fragt n u n : ist die Menge a E lement v o n 
sich selbst oder nicht ? Ist a E lement v o n sich selbst, so ist a nach der 
Def in i t ion dieser Menge eine Menge, die sich selbst nicht als Element 
enthält. E s gil t also: Ist a E lement v o n a, so ist a n icht E lement v o n a. 
A l s o ist a n icht E l e m e n t v o n a (vgl. T10). Ist n u n aber a n icht Element 
v o n a, so ist a nach der Def in i t ion dieser Menge keine Menge, die sich 
selbst nicht enthält , d . h . a enthält s ich selbst als E lement ( T U ) . W i r 
erhalten also den W i d e r s p r u c h : a ist E lement v o n a u n d a ist nicht 
E l e m e n t v o n a. 
F o r m a l n i m m t diese K o n s t r u k t i o n i n Rl folgende Gestalt a n : 
—}Xex ist eine F o r m e l v o n R, also ist Xx(—\xex) ein T e r m v o n R, also 
ist Xx(—\xex)eÄx(-nxex) eine F o r m e l v o n R u n d w i r f inden m i t A 1 0 : 
Xx(—ixex)eXx(-\xex) = —iXx(—[Xex)eXx(—iXex). W i r können also i n Rl 
eine F o r m e l der Gestalt A = -nA beweisen. N u n gi l t aber i n Rl 
A = - i A r - B für behebige F o r m e l n B . D e n n es g i l t : 
D a m i t ist also i n Rl jede F o r m e l v o n R beweisbar, sei sie wahr 
oder falsch. Rl ist also widerspruchsvol l i m denkbar schärfsten Sinne 
u n d is t zur Ausze ichnung der wahren Sätze der Klassenlogik nicht 
b r a u c h b a r . 
D a s ist n u n aber keine spezielle Eigenschaft des Kalküls Rl. D e n n 
bei der A b l e i t u n g des Widerspruchs haben wir weder A l l noch A 1 2 ver-
wendet , sondern als einziges nichtelementares A x i o m A 1 0 , das m i t 
d e m Komprehens ionspr inz ip gleichwertig i s t 1 . Dieses P r i n z i p ist aber 
1 Mit dem Komprehensionsprinzip (K) erhält man den Widerspruch so: 
Vy Ax(xey ~ —ixex) 
Vy(yey = —\yey) 
Vy(yey A —\yey). 
A = —iA 
A D - i A 
- i A 
- . A D A 
A 
—sA D ( A D B) 
B 
A F 
D 3 , T21 
T10 
D 3 , T 2 2 
T U 
T 2 
R l 
bei der Auffassung der Klassen als Begriffsumfänge sicherl ich gültig. 
D i e A n t i n o m i e erweist also nicht nur einen speziellen Kalkül der K l a s s e n -
logik als widerspruchsvol l , sondern sie zeigt, daß die Grundlagen der 
klassischen L o g i k selbst nicht hal tbar s ind. Daher bewirkte die E n t -
deckung der A n t i n o m i e v o n R U S S E L L eine tiefgreifende G r u n d l a g e n -
krise dieser L o g i k , u n d damit auch eine K r i s e der auf den gleichen G r u n d -
lagen aufbauenden Mathemat ik . 
So w i r d es verständlich, wenn F R E G E i n seinem A n t w o r t b r i e f an 
R U S S E L L v o m 2 2 . 6 . 1 9 0 2 schreibt : 
„Ihre E n t d e c k u n g des Widerspruchs hat m i c h aufs höchste über-
rascht, fast möchte i c h sagen bestürzt, wei l dadurch der G r u n d , auf 
dem i c h die A r i t h m e t i k aufzubauen gedachte, ins W a n k e n gerät . . . 
(Die Sache) ist u m so ernster, als ( d a d u r c h ) . . . n icht n u r die G r u n d -
lagen meiner A r i t h m e t i k , sondern die einzig mögliche Grundlage der 
A r i t h m e t i k überhaupt z u verschwinden scheint . " 
F R E G E hat i m A n h a n g z u m 2 . B a n d der Grundgesetze noch i n aller 
E i l e einen Vorschlag für die Beseit igung der A n t i n o m i e v o n R U S S E L L 
entworfen, der darauf beruht , daß das A b s t r a k t i o n s p r i n z i p abgeschwächt 
w i r d . Dieser Vorschlag ist aber i n t u i t i v sehr unbefriedigend u n d 
schwächt das System so, daß sich die E x i s t e n z zweier verschiedener 
Klassen nicht mehr beweisen läßt . Später haben L E S N I E W S K I u n d 
Q U I N E gezeigt, daß bei der A n n a h m e der E x i s t e n z zweier verschiedener 
Klassen i m modif iz ierten System erneut ein W i d e r s p r u c h a u f t r i t t 1 . 
F R E G E selbst hat seinen Lösungsvorschlag auch nicht aufrecht erhalten 
u n d ist später nie mehr auf i h n zurückgekommen. 
D i e Tragweite des Ant inomienproblems u n d die Revisionsbedürftig-
keit der Grundlagen der klassischen L o g i k w i r d noch deuthcher, wenn 
m a n bedenkt, daß die A n t i n o m i e v o n R U S S E L L keineswegs die einzige 
A n t i n o m i e der klassischen L o g i k ist , sondern daß es eine ganze Reihe 
weiterer A n t i n o m i e n gibt . Schon C A N T O R hatte 1 8 9 5 u n d 1 8 9 9 vor 
R U S S E L L zwei A n t i n o m i e n gefunden, die nach i h m benannte A n t i n o m i e 
der größten K a r d i n a l z a h l u n d die A n t i n o m i e der größten Ordina lzahl , die 
nach B U R A L I - F O R T I benannt w i r d , der sie zuerst veröffenthchte. I n 
E r m a n g e l u n g eines exakten Systems der Mengenlehre hat C A N T O R 
diesen Widersprüchen aber keine grundsätzliche Bedeutung zugemessen 
1 Vgl. [69] und [57]. 
u n d sich bei der etwas vagen Vors te l lung begnügt, n icht alle Klassen 
ließen sich als Gegenstände auffassen 1 . 
D a die Dars te l lung der A n t i n o m i e n v o n C A N T O R u n d B U R A L I - F O R T I 
z u umfangreiche Vorberei tungen erfordern würde, geben w i r hier noch 
einige einfachere logische A n t i n o m i e n an, u m einen E i n d r u c k z u ver-
mit te ln v o n den vielfältigen Konstruktionsmöghchkeiten für A n t i -
nomien. 
Die A n t i n o m i e v o n Q U I N E 2 erhält m a n wie folgt : M a n definiert 
a :== Xx—Ny(xey A yex) u n d findet dann 
1) aea = —Ny(aey A yea) A l l , A 1 0 
2) aea A F 
—Ny(aey A yea) (1) 
Ky(aey D —lyea) T46, T27, D l 
aea D —\aea A 4 
-\aea (2), R l 
aea D —\aea M T 4 , (2) 
3) —\aea T10 
aez A zea A F 
4) aez T21 
5) zea T22 
-Ny{zey A yez) (1) 
Ay(zey Z> —\yez) T46, T27, D l 
zea D —\aez A 4 
—iaez (5), R l 
aez A -laez T23 , (4) 
aea T 2 , T23 , R l . 
E s g i l t also aez A zea h- aea, nach M T 4 , T44, R l also Vy(aey A yea) h- aea, 
n a c h (3) u n d (1) also aea. Daraus erhält m a n aber m i t (3) u n d T23 
aea A —\aea. 
E b e n s o k a n n m a n für behebige n definieren 
b := Xx—Ny-t... yn{xey1 A y7ey2 A . . . A ynex) u n d erhält dann beb A -\beb. 
1 Vgl. dazu [13]. Die Vorstellungen C A N T O R S sind erst später von J. v. 
N E U M A N N präzisiert worden. 
2 Vgl. [58], S. 128 f. 
Einige weitere einfache logische A n t i n o m i e n s ind i n [2] v o n B A R T -
L E T T angegeben w o r d e n : 
Definiert m a n a := XxVy(x = {y} A —ixey), so erhält m a n 
{a}sa A —i{a}ea. 
A u f die gleiche Weise erhält m a n m i t den Def in i t ionen 
a' : = XxNy(x — {y} A —\xey), 
a" := XxVy(x = Xz(yez) A —ixsy) u n d 
a'" := XxVy(x = Xz(yez) A -ixey) 
die Widersprüche 
{a'}eaf A -\{a'}ea' 
Xz(a"ez)ea" A —iXz(a"ez)ea" u n d 
Xz(a"'ez)ea"' A -^[a'"e£)ea'" \ 
Neben den logischen A n t i n o m i e n , die sich i m System 511 konstruieren 
lassen, gibt es auch noch semantische A n t i n o m i e n , die auftreten, wenn 
m a n i n die Objektsprache auch N a m e n für Ausdrücke der Objektsprache 
aufnimmt u n d semantische Prädikate, wie das Wahrheitsprädikat oder 
die Namensrelat ion. So erhält m a n die A n t i n o m i e v o n G R E L L I N G , 
wenn m a n die Eigenschaft betrachtet, die ein einstelliges Prädikat 
genau dann hat , wenn die Eigenschaft , die es bezeichnet, auf es selbst 
zutr i f f t . M a n nennt diese Eigenschaft auch heterologisch. D a n a c h 
s ind z. B . die Prädikate „einsilbig" u n d „rund" heterologisch, we i l 
diese Worte nicht einsilbig b z w . r u n d s ind, u n d die Prädikate „drei-
s i l b i g " u n d „kurz" s ind nicht heterologisch, wei l diese Ausdrücke dre i -
silbig bzw. k u r z s ind. Ist n u n das Prädikat „heterologisch" hetero-
logisch oder n i c h t ? Ist „heterologisch" heterologisch, so bezeichnet 
dieses Prädikat laut Def in i t ion einen Begriff , der nicht auf dies Prädikat 
1 Dabei benötigt man den Satz Xz(xez) = Xz(yez) D x — y, den man wie 
folgt gewinnen kann: 
fa{xez)= Xz(yez) A F 
Az(xez = yez) A l l , A10 
xe{x} = ye{x} A4 
y = x D17. 
xea = Vy(x = {y} A -\xey) 
{a}ea = Vy({a} = {y} A —\{a}ey) 
{a}ea = —\{a}sa 
A l l , A 1 0 
wegen {a} = {y} 3 a = y also 
u n d daher 
zutr i f f t , d . h . , ,heterologisch" ist nicht heterologisch. Ist aber ,,hete-
rologisch" n icht heterologisch, so bezeichnet dieses Prädikat einen 
Begriff , der auf es selbst zutr i f f t , d . h . , ,heterologisch" ist heterologisch. 
W i r erhalten so den W i d e r s p r u c h : „heterologisch" ist heterologisch 
und , ,heterologisch" ist nicht heterologisch. 
Schreibt m a n für „x ist ein A u s d r u c k , der den Begriff / bezeichnet" 
,,iV(#, / ) " u n d kürzt m a n das Prädikat „heterologisch" durch „üT" ab, 
so stel lt sich diese A n t i n o m i e wie folgt d a r : 
H(x) : = V / ( 2 V ( * , / ) A - . / ( * ) ) . 
D a m i t erhält m a n 
H(„H") = V / ( N ( > f f f ' , / ) A n / ( H f l " ) ) . 
A u s N(„H", /) folgt aber m i t N(„H", H) u n d der E indeut igke i t der 
Bezeichnungen / = H, also 
H(„H") = -iH(„H") 
u n d d a m i t 
H(„H") A - i f f ( „ # " ) * . 
Solche semantischen A n t i n o m i e n s ind einerseits zwar bedeutungs-
v o l l , w e i l sie schon i m R a h m e n schwächerer Logiksysteme, wie z . B . 
i n $ 1 u n d Sß2l auftreten, andererseits werden sie aber durch eine strenge 
T r e n n u n g der Sprachschichten vermieden, nach der semantische Prä-
dikate u n d N a m e n für Ausdrücke einer Sprache 5 i m m e r nur der v o n 
S z u unterscheidenden Metasprache v o n 5 angehören u n d nicht 5 
selbst 2 . Die. semantischen A n t i n o m i e n s ind deshalb nicht v o n u n -
mit te lbarer Relevanz für die L o g i k u n d können aus der Diskussion 
des A n t i n o m i e n p r o b l e m s weitgehend ausgeklammert werden. 
D i e logischen A n t i n o m i e n aber stellen zwangsläufig die Aufgabe, 
die G r u n d l a g e n der klassischen L o g i k einer K r i t i k z u unterziehen, die 
d a n n i n die Aufs te l lung eines neuen Logiksystems münden muß, i n 
d e m die A n t i n o m i e n nicht mehr auftreten — wünschenswert wäre ein 
Widerspruchsfreiheitsbeweis für dieses System — u n d das hinreichend 
leistungsfähig ist zur E n t w i c k l u n g der Grundlagen der Mathemat ik . 
1 F ü r die Darstellung weiterer Antinomien vgl. [44]. 
2 Das hat zuerst A. T A R S K I hervorgehoben, vgl. [75]. 
Kutschera, Elementare Logik 
D i e gesamte klassische M a t h e m a t i k k a n n ein widerspruchsfreies S y s t e m 
natürlich nicht l iefern, es sollte aber die wesentlichen, insbesondere die 
für die Anwendungen der M a t h e m a t i k i n den Naturwissenschaf ten 
wesentlichen Teile der M a t h e m a t i k liefern. 
W e n n F R E G E i n dem oben zit ierten Br ief an R U S S E L L w e i t e r h i n 
schreibt : 
„Jedenfalls ist Ihre E n t d e c k u n g sehr merkwürdig u n d w i r d v i e l -
leicht einen großen For tschr i t t i n der L o g i k zur Folge haben, so uner-
wünscht sie auf den ersten B l i c k auch scheinen m a g " , 
so hat sich diese V e r m u t u n g durch die nachfolgende E n t w i c k l u n g der 
L o g i k v o l l bestätigt . N a c h der Jahrhundertwende hat eine überaus 
fruchtbare logische Grundlagendiskussion eingesetzt, die bis heute an-
dauert, u n d die eine ganze Reihe interessanter Sys temkonstrukt ionen 
hervorgebracht hat . D i e wichtigsten dieser Systeme s ind 
1. die Systeme der axiomatischen Mengenlehre, i n denen, wie m a n 
vereinfachend sagen k a n n , das Komprehens ionsaxiom durch eine Reihe 
v o n Spezialfällen dieses A x i o m s ersetzt w i r d , die zusammen ausreichen, 
die Grundlagen der M a t h e m a t i k z u gewinnen 1 , 
2. die Systeme der Typentheorie, i n denen i m Bere ich der Klassen 
eine ähnliche kategoriale Stufenunterscheidung durchgeführt w i r d , wie 
w i r sie i m A b s c h n i t t 4.1 für Begriffe betrachtet haben (man unter-
scheidet dann I n d i v i d u e n v o n Klassen v o n I n d i v i d u e n , diese v o n Klassen 
v o n Klassen v o n I n d i v i d u e n usw. u n d verbietet die Aussageformen 
xey, wo x eine Klasse v o n höherer oder gleicher Stufe wie y i s t ) 2 , 
3. Systeme, i n denen nicht nur die klassische Mengenlehre, sondern 
auch die klassische elementare L o g i k abgeändert w i r d . H i e r ist ins-
besondere die intuitionistische Logik hervorzuheben, sowie das typen-
freie System v o n A C K E R M A N N 3 . 
W i r können hier auf diese Systeme, die jeweils eine eigene ausführ-
liche Darste l lung erfordern, nicht näher eingehen. M a t e r i a l für ein 
weiteres S t u d i u m findet der Leser i n der angegebenen L i te ra tur . 
E i n e eingehendere Behandlung der klassischen Mengenlehre findet 
sich i n [12] u n d [28]. 
1 Vgl. dazu [13] und [77]. 
2 Vgl. dazu [64]. 
3 Vgl. dazu [36] und [64]. 
M a n w i r d sich n u n viel leicht fragen, w a r u m i n diesem B u c h 
die klassische L o g i k dargestellt wurde, wenn diese L o g i k doch wider-
spruchsvol l ist . D a z u ist zweierlei z u sagen: E i n m a l ist der H a u p t -
gegenstand dieses Buches die elemental e L o g i k , die auch i n der klassi-
schen Vers ion widerspruchsfrei ist , u n d die auch i n den weitaus meisten 
A n w e n d u n g e n i n dieser Vers ion verwendet w i r d . Z u m anderen ist auch 
die K e n n t n i s der klassischen Mengenlehre Voraussetzung für das V e r -
ständnis der verschiedenen Systeme der axiomatischen oder typen-
theoretischen Klassenlogik. E i n e Ver trauthei t m i t der klassischen 
L o g i k ist also die erste Voraussetzung für eine Beschäftigung m i t der 
modernen L o g i k u n d ihre Dars te l lung ist daher die erste Aufgabe eines 
einführenden Buches, wie des vorhegenden. 
6 Einige Themen aus der Geschichte 
der Logik 
I n diesem K a p i t e l sollen drei logische Theorien z u r Dars te l lung 
k o m m e n , die auch v o m historischen Gesichtspunkt aus interessant s ind 
u n d geeignet scheinen, drei Entwicklungss tadien der L o g i k etwas näher 
z u beleuchten. F ü r eine eingehende u n d kontinuierhche Dars te l lung 
der Geschichte der L o g i k müssen w i r den Leser auf die einschlägige 
L i t e r a t u r verweisen 1 . D a uns auch jetzt das systematische Interesse 
leitet , werden w i r bei der F o r m u l i e r u n g der folgenden Theorien weniger 
auf historische Treue, als auf systematische Durchs icht igkei t achten 
u n d daher auch die M i t t e l der modernen L o g i k zur Dars te l lung heran-
ziehen. 
6.1 Die aristotelische Syllogistik 
D a s Kernstück der aristotehschen L o g i k u n d das erste Logiksystem 
überhaupt ist die Syllogistik, die A R I S T O T E L E S i m B u c h A der ersten 
A n a l y t i k e n entwickelt h a t 2 . E s handelt sich dabei , modern gesprochen, 
u m ein Tei lsystem der monadischen P . L . , einer P . L . also, i n der nur 
einstelüge P V v o r k o m m e n . 
6.1.1 Aussage- und Schlußformen 
I n der Syl logist ik werden nur Aussagen der folgenden vier Formen 
betrachtet : 
A h e S s ind P (allgemein bejahende Sätze) — symbol isch SaF, 
E i n i g e S s ind P (partikulär bejahende Sätze) — symbol isch S*P, 
1 Vgl. [5], [43] und [62]. 
2 Für eine historisch getreue Darstellung der Syllogistik vgl. [50] und 
[54]. 
K e i n S ist P (allgemein verneinende Sätze) — symbolisch SeP, 
Einige S s ind nicht P (partikulär verneinende Sätze) — symbol isch SoP , 
S u n d P s ind dabei einstellige P V . D i e P V S bezeichnet den sog. 
Subjekts-, die P V P den sog. Prädikatsbegriff. 
I n der modernen S y m b o l i k s ind diese vier Aussageformen wieder-
zugeben als Ax(S(x) D P(x)) , Vx(S(x) A P(x)) , Ax(S(x) D - i P ( x ) ) u n d 
Vx(S(x) A —iP(x)). D i e Syl logist ik betrachtet n u n i m Gegensatz z u r 
modernen P . L . n u r Begriffe, deren U m f a n g weder m i t der Nul lmenge , 
noch m i t der Al lmenge zusammenfällt. E s gil t also das Postulat 
E ) F ü r alle betrachteten Begriffe / gi l t Vxf(x) A Vx-\f(x). 
W o i n den folgenden Able i tungen v o n diesem Postulat Gebrauch 
gemacht w i r d , werden w i r besonders darauf hinweisen. 
D i e Syl logis t ik betrachtet ferner nur Schlüsse m i t zwei Prämissen 
u n d einer K o n k l u s i o n , i n denen alle Sätze eine der vier oben angegebenen 
F o r m e n haben u n d i n denen die Prämissen eine gemeinsame P V M 
enthalten, die den sog. Mittelbegriff bezeichnet. D i e K o n k l u s i o n enthält 
dann die beiden übrigen P V der Prämissen. W e n n m a n P u n k t e für die 
Symbole a, i, e> o schreibt, so gelangt m a n dann z u folgenden vier 
Schlußfiguren: 
I) M - P II) P - M III) M - F I V ) P - M 
S - M S - M M - S M - S 
S - P S ^ P S - P s^p" 
A u s diesen v ier F i g u r e n lassen sich die übrigen möglichen F iguren 
d u r c h U m b e n e n n u n g der P V u n d Prämissenvertauschung gewinnen, 
d u r c h Operat ionen also, auf die es für die logische S t r u k t u r der Schlüsse 
n icht a n k o m m t u n d die auch i n der Syl logist ik als zulässig voraus-
gesetzt werden. 
D i e Syl logis t ik ist n u n die Theorie solcher Schlüsse u n d ihre Theo-
reme s i n d die logisch gültigen unter diesen Schlüssen, d .h . die Schlüsse, 
für die g i l t : alle Interpretationen der P V S, M , P , die beide Prämissen 
erfüllen, erfüllen auch die K o n k l u s i o n . D a ß A R I S T O T E L E S diesen m i t 
seiner modernen Def in i t ion übereinstimmenden Begriff der logischen 
Gültigkeit zugrundelegte, geht aus seinem Widerlegungsverfahren für 
die logische Gültigkeit hervor, nach dem m a n eine Interpretat ion der P V 
anzugeben hat , die beide Prämissen, aber nicht die K o n k l u s i o n e r f ü l l t 1 . 
1 Vgl. dazu den Abschnitt 6.1.3. 
6.1.2 Die gültigen Schlußformen 
Setzt m a n i n den vier Schlußfiguren für jeden P u n k t eines der drei 
Symbole a, i, e, o e in, so erhält m a n i n jeder F i g u r 4 3 = 64 mögliche 
Schlußformen oder Modi, zusammen also 256 mögliche Schlußformen. 
D i e Syl logist ik lehrt n u n , daß von ihnen genau 24 logisch gültige 
Schlußformen darstellen. Z u r Bezeichnung dieser gültigen M o d i hat 
m a n mnemotechnische Kunstausdrücke e inge führ t 1 . Schon die W a h l 
der Buchstaben a, i, e, o hat einen mnemotechnischen G r u n d : a u n d i 
s ind die beiden S tammvokale v o n affirmo (ich bejahe), e u n d o die V o k a l e 
v o n nego (ich verneine). Z u r Bezeichnung der Schlußmodi wählt m a n 
dann dreisilbige Wörter, die m i t den V o k a l e n a, i, e, o gebildet s ind u n d 
so die Aussageformen der Prämissen u n d der K o n k l u s i o n bezeichnen. 
M a n erhält dann folgende Tabelle der gültigen Schlußformen: 
I II III IV 
barbara cesare datisi calemes 
celarent camestres disamis dimatis 
darii festino ferison fresison 
ferio baroco bocardo fesapo 
darapti 
felapton 
barbari cesaro bamalip 
celaront camestros calemos 
D i e M o d i unter dem Str i ch bezeichnet m a n aus einem G r u n d , der 
später noch deut l ich werden w i r d , als subalterne M o d i . 
Z u r Verdeut l i chung der Bezeichnungsweise dieser Kuns twor te geben 
w i r zwei Beispiele a n : 
celarent ist ein Modus der ersten F i g u r . M a n erhält diesen Schluß also, 
wenn m a n i n I für die drei P u n k t e i n Prämissen u n d K o n k l u s i o n die 
Symbole e, a, e i n dieser Reihenfolge einsetzt : 
1 Die mnemotechnischen Ausdrücke gehen auf die Scholastik zurück 
und werden P E T R U S H I S P A N U S (1210—1277) zugeschrieben. 
Me? 
S a M 
S ^ R 
darapti ist ein Modus der dr i t ten F i g u r . M a n hat also i n I I I für die 
drei P u n k t e die Symbole a, at i einzusetzen u n d erhält so 
M a P 
M a S 
S ^ R 
Z u r Begründung der 24 gültigen Schlußformen n i m m t A R I S T O T E L E S 
zunächst die vier ersten M o d i der ersten F i g u r , die sog. vol lkommenen 
M o d i als Grundschlüsse an u n d leitet die übrigen m i t H i l f e der folgenden 
Regeln aus ihnen a b 1 : 
B l : Se? H ?eS - Ax(S(x) D -iP(x)) h- Ax(P(x) D -iS(x)). 
R 2 : SzP h- ?iS ~ Vx(S(x) A P(X) ) h- Vx(P(x) A S ( X ) ) . 
R 3 : Sa? h- S i P - Ax(S(x) D P(x)) h- Vx(S(x) A P ( X ) ) -
hier benötigt m a n das A x i o m V x S ( x ) , v g l . (E). 
R 4 : S * P h- SoP - Ax(S(x) D -iP(x)) h- Vx(S(x) A - I P ( X ) ) -
auch hier benötigt m a n das A x i o m VxS(x ) , v g l . (E). 
A A 
Sa? S 'oP ' 
R,5: A u s dem Schluß k a n n m a n den Schluß „ ^ gewinnen. 
Sa? So? 
- A u s A , Ax(S(x )=>P(x) ) r -Ax(S ' (x )DP ' (x ) ) folgt A , - ) A x ( S ' ( x ) D 
P'(x)) I - -iAx(S(x) D P(x)) , wegen -iAx(f(x) D g(x)) = Vx(f(x) A 
-.g(x)) also A , Vx(S ' (x) A -tP'(x)) r- Vx(S(x) A - I P ( X ) ) . 
D i e Regeln R l , R 2 bezeichnet m a n als Konversionsregeln, R 3 , R 4 als 
Abschwächungs- oder Subalternationsregeln. W i r geben n u n die A b -
l e i t u n g der unvol lkommenen aus den vol lkommenen M o d i an. Die 
mnemotechnischen Ausdrücke s ind so gewählt, daß die Anfangsbuch-
staben der unvol lkommenen M o d i m i t den Anfangsbuchstaben der-
jenigen vo l lkommenen M o d i übereinstimmen, aus denen sie abgeleitet 
werden können. I m folgenden bedeute (f/g) die Operat ion der Umbenen-
n u n g der P V f i n die P V g. 
1 Die Bezeichnung „vollkommene Modi" rührt daher, daß A R I S T O T E L E S 
diese Schlußformen als in besonderer Weise evident ansah und daher als 
Grundschlußregeln wählte. Eine Begründung dafür gibt P A T Z I G in [54]. 
A u s barbara erhalten w i r : 
baroco m i t ( M / P , P / M ) u n d R 5 , 
bocardo m i t ( S / M , M/S) u n d R 5 , 
bamalip m i t (S/P, P/S) u n d R 3 , R 2 , 
barbari m i t R 3 . 
A u s celarent erhalten w i r : 
cesare m i t R l , 
camestres m i t (S/P, P/S) u n d R l , 
calemes m i t (S/P, P/S) u n d R l , 
celaront m i t R 4 , 
cesaro m i t R l , R 4 , 
camestros m i t (S/P, P/S) u n d R 4 , R l , 
ca/ewos m i t (S/P, P/S) u n d R l , R 4 . 
A u s darii erhalten w i r : 
darapti m i t R 3 , R 2 , 
datisi m i t R 2 , 
disamis m i t (S/P, P/S) u n d R 2 , 
dimatis m i t R 2 . 
A u s ferio erhalten w i r : 
festino m i t R l , 
feriso m i t R 2 , 
felapton m i t R 3 , R 2 , 
fresison m i t R l , R 2 , 
/esa^o m i t R l , R 3 , R 2 . 
L ä ß t m a n das Postulat (E) fallen, so gelten die Regeln R 3 u n d R 4 
nicht u n d damit fallen die subalternen M o d i u n d die M o d i darapti, 
felapton, fesapo f o r t 1 . 
A R I S T O T E L E S hat auch Regeln angegeben, die es ermöglichen, die 
M o d i celarent, darii u n d ferio aus barbara abzuleiten. E s handelt s ich 
dabei u m die sog. Regeln der Ekthesis: 
1 Die vollkommenen Modi gelten auch ohne Benützung des Postulats 
(E), wie man sich leicht klarmacht. Daher gelten auch alle Modi, die oben 
aus ihnen ohne die Regeln R3, R4 abgeleitet worden sind, unabhängig 
von (E). 
R 6 a : E s gibt ein N , so daß gilt S*P I— N a S u n d S i P h- N a P . 
R 6 b : N a S , N a P h - S i P . 
R 7 a : E s gibt ein N , so daß gi l t S o P h - N a S u n d S o P k N e P . 
R 7 b : N a S , N e P h - SoP. 
R 6 a ist zulässig, we i l m a n für N das Prädikat S A P setzen k a n n , 
und die E i n s e t z u n g v o n S A — I P für N erweist die Zulässigkeit v o n R 7 a . 
E s gilt j a Ax(S(x) A P ( X ) D S ( X ) ) , A X ( S ( X ) A P ( X ) D P ( X ) ) , A X ( S ( X ) A 
- I P ( X ) D S(x)) u n d Ax(S(x) A - I P ( X ) D - i P ( x ) ) . Die Regeln R 6 b u n d 
R 7 b s ind zulässig unter der Voraussetzung (E), denn es gi l t 
V x N ( x ) A A x ( N ( x ) D S(x)) A Ax(N(x) D P(x)) D Vx(S(x) A P (X)) u n d 
V x N ( x ) A A x ( N ( x ) D S(x)) A Ax(N(x) D -iP(x)) D Vx(S(x) A - I P ( X ) ) . 
Ferner verwenden w i r noch die Regel 
R 8 : A u s d e m Schluß k a n n m a n den Schluß gewinnen. 
- A u s A , Vx(S(x) A P(x))H Vx(S ' (x) A P '(x)) folgt A , -iVx(S'(x) A 
P '(x)) (- -iVx(S(x) A P(x)), m i t -iVx(f(x) A g(x)) = Ax(f(x) D - . g ( x ) ) 
also A , Ax(S'(x) D -iP'(x)) H Ax(S(x) D -iP(x)). 
M a n erhält dann aus Barbara: 
darii m i t (S/N) u n d R 6 a , R 6 b , 
aus darii: 
celarent m i t (S/P, P / M , M/S) u n d R 8 , R l , 
aus celarent: 
ferio m i t (S/N) u n d R 6 a , R l , (P /M) , R 7 b x . 
M a n erhält n u n a u c h : 
1 Diese Ableitung der Modi celarent, darii und ferio mit Hüfe der Regeln 
6 b und 7 b ist nicht ganz befriedigend, da für die Gültigkeit dieser Regeln, 
nicht aber für die Gültigkeit der Modi das Postulat (E) vorausgesetzt 
werden muß. 
A 
S*P 
A 
S'eP' 
darapti m i t R 6 b , ( N / M ) , 
felapton m i t R 7 b , (N/M) u n d 
fesapo m i t R 7 b , R l , ( N / M ) . 
Diese M o d i , die oben m i t R 3 bewiesen worden waren, lassen s ich also 
auch ohne B e n u t z u n g der Abschwächungsregeln gewinnen. 
Der Modus barbara ist nun umkehrbar , i n dem S i n n , daß aus S Ä P 
folgt : es gibt ein M , so daß gilt M a P u n d S a M . D e n n m a n k a n n für M j a S 
setzen. A u c h die übrigen starken, d . h . n icht subalternen M o d i erweisen 
sich als umkehrbar i n diesem S i n n . Das erkennt m a n m i t H i l f e der 
Regeln R 6 a , R 7 a für die M o d i m i t i- u n d o - K o n k l u s i o n (in baroco setzt 
m a n P für M ) , sowie der U m k e h r b a r k e i t v o n celarent (man setze S für M) 
für die M o d i m i t ^ - K o n k l u s i o n , wobei auch die Regeln R l bis R 4 berück-
sichtigt werden. D a m i t ist die Ausze ichnung dieser M o d i vor den nicht 
umkehrbaren subalternen M o d i gerechtfertigt. 
D i e hier dargestellte aristotelische Methode der A b l e i t u n g der 
gültigen M o d i ist zwar, v o m modernen S t a n d p u n k t aus gesehen, n i c h t 
sehr elegant, sie zeigt aber doch, daß die aristotelische L o g i k bereits 
eine sehr ausgeprägte dedukt ive Technik entwickelt hat . W i e zuerst 
A . D E M O R G A N hervorgehoben hat , gelangt m a n z u einer sehr v i e l 
eleganteren A b l e i t u n g der M o d i , wenn m a n S, M , P als Klassenvar iablen 
auffaßt, a, i, e} o als zweistellige Relat ionen u n d die Syl logis t ik als 
Theorie der Relat ionsprodukte abhandel t 1 . 
6.1.3 Die ungültigen Schlußformen 
V o n den 256 möglichen Schlußformen s ind 232 nicht logisch gültig. 
Das w i r d in der aristotelischen L o g i k bewiesen durch Angabe v o n Inter-
pretationen, die beide Prämissen erfüllen, aber nicht die K o n k l u s i o n . 
A u c h dazu hat die Syl logist ik eine interessante Systematik entwickelt , 
die wir nun darstellen wollen. 
M a n k a n n zunächst zeigen, daß 7 Prämissenpaare nicht schlüssig 
s ind, d . h . daß aus ihnen keine Aussage der F o r m S a P , S i P , S#P oder 
SoP logisch folgt. Wegen R 3 u n d R 4 genügt es z u zeigen, daß aus ihnen 
keine Aussage S i P oder SoP folgt. D a z u k a n n m a n nach A R I S T O T E L E S 
Interpretationen der P V S, M , P durch die Begriffe ,Lebewesen f , 
1 Vgl. dazu die Darstellung in [47]. 
,Mensch' , , P f e r d ' u n d ,Ste in ' wählen, deren Einschlußverhältnisse 
durch folgendes D i a g r a m m dargestellt werden: 
D i e folgende Tabel le enthält i n der ersten Spalte die 7 unschlüssigen 
Prämissenpaare, i n der zweiten Spalte die negierten K o n k l u s i o n e n 
- i S o P == SaP u n d - l S i ' P EE SeF. D i e folgenden Spalten geben an, 
welche Interpretat ionen für S, M , P z u wählen s ind, damit die Prä-
missen u n d die negierte K o n k l u s i o n erfüllt s i n d : 
Prämissen 
negierte 
Konklusion S M P 
a) SaM, PaM SaP Mensch Lebewesen Lebewesen 
SeP Mensch Lebewesen Pferd 
b) SaM, MoP SaP Mensch Lebewesen Mensch 
SeP Mensch Lebewesen Stein 
c) SaM, PoM SaP Mensch Mensch Lebewesen 
SeP Mensch Mensch Pferd 
d) MaS, PoM SaP Mensch Mensch Lebewesen 
SeP Mensch Mensch Pferd 
e) S*M, M*P SaP Mensch Pferd Mensch 
SeP Mensch Pferd Stein 
f) S*M, MaP SaP Mensch Pferd Lebewesen 
SeP Stein Mensch Lebewesen 
g) MoS, PaM SaP Lebewesen Mensch Lebewesen 
S*P Lebewesen Stein Mensch 
W e n n m a n n u n die Prämissen eines dieser 7 Paare d u r c h gleichstarke 
oder schwächere ersetzt, so k a n n auch das so entstehende Prämissen-
p a a r n icht schlüssig sein, d a andernfalls sich die K o n k l u s i o n j a auch 
aus den stärkeren Prämissen ergeben müßte. M i t den Regeln R l , R 2 , 
R 3 , R 4 erhalten w i r so aus den 7 unschlüssigen Paaren 38 weitere 
unschlüssige Prämissenpaare. So erhält m a n aus (b) z. B . die unschlüs-
sigen P a a r e : S M , M o P u n d M^'S, M o P . Insgesamt haben w i r also 45 
unschlüssige Prämissenpaare u n d daher 45 • 4 = 180 ungültige M o d i . 
E s bleibt nun z u zeigen, daß sich aus den 19 schlüssigen Prämissen-
paaren, m i t denen die gültigen M o d i gebildet s ind u n d z u denen die 
restlichen 19 • 4 = 76 möglichen Schlußformen gehören, n icht mehr 
als 24 gültige M o d i gewinnen lassen. 
E i n e K o n k l u s i o n S a P schließt aus, daß zugleich eine K o n k l u s i o n 
SeP oder SoP aus den gleichen Prämissen z u gewinnen ist (es gi l t j a 
S o P = - I S Ä P u n d i m H i n b l i c k auf (E) s ind S a P u n d SeP unverträg-
l ich) , hat aber nach R 3 eine K o n k l u s i o n S *P zur Folge. N a c h der Schluß-
tabelle gibt es nur einen gültigen Modus m i t S a P - K o n k l u s i o n , also 
2 gültige Konklus ionen zu diesem Prämissenpaar (barbara, barbari). 
E i n e K o n k l u s i o n SeP schließt aus, daß zugleich eine K o n k l u s i o n 
S a P oder SiP aus den gleichen Prämissen z u gewinnen ist (es gi l t j a 
S^P = -\SeP u n d i m H i n b l i c k auf (E) s ind S a P u n d SeP unverträglich), 
hat aber eine S o P - K o n k l u s i o n zur Folge. N a c h der SchlußtabeUe gibt 
es vier gültige M o d i m i t S e P - K o n k l u s i o n , also 8 gültige M o d i m i t diesen 
Prämissenpaaren (celarent, celaront, cesare, cesaro, camestres, camestros, 
calemes, calemos). 
M i t einer S i P - K o n k l u s i o n ist eine S ^ P - K o n k l u s i o n unverträglich, 
S a P - oder S o P - K o n k l u s i o n e n aber verträglich. U n d m i t einer SoP-
K o n k l u s i o n ist eine S a P - K o n k l u s i o n unverträglich, eine SeP- oder 
S i P - K o n k l u s i o n aber verträglich. E s bleibt also z u zeigen, daß die 
Prämissenpaare m i t SiP- bzw. S o P - K o n k l u s i o n aus der SchlußtabeUe 
nicht auch SaP- oder SoP- bzw. SeP- oder S i P - K o n k l u s i o n e n zur Folge 
haben, die nicht i n dieser Tabelle aufgeführt s ind. Z u den subalternen 
M o d i außer bamalip existieren aber starke M o d i m i t den gleichen Prä-
missenpaaren, auf die w i r also unsere A u f m e r k s a m k e i t beschränken 
können. Oben haben w i r gesehen, daß die starken M o d i umkehrbar 
s ind. Würde also aus einem der fraglichen Prämissenpaare eine SaP-
oder SoP- bzw. eine SeP- oder S i P - K o n k l u s i o n folgen, so auch aus 
S*P bzw. SoP. E s gilt aber nicht S t P h- SaP oder SiP h- SoP bzw. 
SoP h- SeP oder SoP h- SiP, wie m a n sich leicht k larmacht . 
A u s barbara erhalten w i r ferner m i t (S/P, P/S) aus den Prämissen-
paaren v o n bamalip die K o n k l u s i o n P a S u n d dieser Schluß ist umkehr-
bar. Würde also aus den Prämissen v o n bamalip eine SaP- oder SoP-
K o n k l u s i o n folgen, so auch aus PaS. W i e m a n sich wieder leicht klar-
machen kann, gi l t aber weder P a S h- S a P noch P a S h- SoP. 
D a m i t ist gezeigt, daß aus den 19 schlüssigen Prämissenpaaren 
tatsächlich nur die 24 i n der SchlußtabeUe angegebenen Konklusionen 
folgen. W i r haben also bewiesen, daß nur die 24 aristotelischen M o d i 
gültige Schlußformen der Syl logis t ik darstellen. 
Abschließend können w i r sagen, daß die Bedeutung der Syl logis t ik , 
die den K e r n der tradit ionel len Deduktionstheorie bis h i n z u B O O L E 
ausmacht, n icht i n der Stärke des Systems oder seiner prakt ischen 
Anwendbarke i t liegt — tatsächlich ist die Syl logist ik ein sehr schwaches 
System — sondern dar in , daß sie die historisch erste in sich geschlossene 
und präzise logische Theorie darstellt . 
6.2 Die Boolesche Klassenlogik 
G E O R G E B O O L E (1815—1864) hat i n seinem ersten logischen H a u p t -
werk, The Mathematical Analysis of Logic (1847), aufbauend auf G e d a n -
ken v o n L E I B N I Z , einen Kalkül angegeben, der sich sowohl als Kalkül 
der A . L . wie der elementaren Klassenalgebra interpretieren l ä ß t 1 . 
B O O L E hat auch A . L . u n d elementare Klassenalgebra z u einem einzigen 
Kalkül kombin ier t , den w i r 231 nennen wollen, u n d für diese Klassen-
logik wol len w i r uns i m folgenden interessieren. D a die Dars te l lung 
dieser Klassenlogik bei B O O L E nicht sehr präzise durchgeführt ist , 
entwickeln w i r sie i m R a h m e n des Formal ismus , den w i r i n diesem 
B u c h aufgebaut haben. 
D i e Aussagen der elementaren Klassenalgebra haben die Gestalt 
s = t, wobei s u n d t Klassenterme s ind , die aus G V u n d den K o n s t a n t e n 
A u n d V m i t den Operatoren r \ ^ u n d aufgebaut s ind. W i e wir i m 
A b s c h n i t t 5.2 gesehen haben, k a n n m a n die Aussagen s = t umschreiben 
i n Aussagen der F o r m s = V, wobei s die K o n s t a n t e n A u n d V n icht 
mehr enthält . S tat t „s = V " wollen w i r n u n , , [ s ] " schreiben. D a n n 
s ind die Ausdrücke [s], wo s eine Klassenterm ist , der A u n d V n icht 
enthält , die a . l . A t o m e der F o r m e l n der Sprache 23 des Kalküls 931, aus 
denen m a n dann m i t H i l f e der a. l . Operatoren A , v u n d —i die F o r m e l n 
v o n 23 zusammensetzen k a n n . E s steht also z. B . die F o r m e l ["§"] A —i[t] 
für "s = V A —i(t = V), die F o r m e l [ s u t ] v - I [ T V J S ] für ( " s ^ t = V) 
v n ( t u s = V), usf 2 . 
1 Vgl. dazu wie für das folgende den Abschnitt 5.2! 
2 B O O L E hat für die a.l. und die klassenlogischen Operatoren dieselben 
Symbole verwendet. Tut man das, so wird die Verwendung der Klammer-
symbole [ ] wichtig, damit man z. B . zwischen [s], und [ ¥ ] also zwischen 
-^(s = V) und s~ = V unterscheiden kann. 
6.2.1 Die Entscheidbarkeit des Kalküls 931 
Die logische Gültigkeit der F o r m e l n v o n 93 ist n u n entscheidbar. 
Das hat auch schon B O O L E hervorgehoben, dessen arithmetisches 
Entscheidungsverfahren allerdings etwas undurchsicht ig ist . Ist A 
eine a . l . atomare F o r m e l , d . h . eine F o r m e l der Gestalt [s], so läßt 
sich die Gültigkeit v o n A nach dem a. l . Entscheidungsverfahren aus 
1.2.4 bes t immen 1 . Ist A eine a . l . komplexe F o r m e l v o n 33, so k a n n 
m a n zunächst die k o n j u n k t i v e N o r m a l f o r m A N z u A b i l d e n 2 . A N ist 
genau dann gültig, wenn alle Konjunkt ionsgl ieder v o n A N gültig s i n d . 
Diese Glieder haben die Gestalt [s2] v . . . v [sm] v —i [ t j v . . . v —i [t n] 
(m, n ^ 0). E s gi l t n u n der S a t z : 
1) [ s j v . . . v [sm] v - l [t x] v . . . v - i [tn] ist logisch gültig genau dann, 
wenn mindestens eine der Aussagen [ t ^ . . . KJ t n ^ s - J , , . . , [ t 1 u . , . u t I 1 
v ^ s m ] logisch gültig i s t 3 . 
D i e Frage, ob eine dieser letzteren Aussagen gültig ist, läßt sich 
dann wieder m i t H i l f e des a. l . Entscheidungsverfahrens feststehen. 
W i r beweisen n u n den Satz (I): 
1) E s sei [ . . . ^ T n v ^ S i ] (i aus 1 , . . . , m) gültig. D a n n gilt auch 
. . . ^T n ^> Si = V , also m i t T97 
t x r> . . . n t n w Sj = V, also m i t T99 
t x r\ . . . n> t n C sit also 
t x n . . . n t n = V D Sj = V , also m i t T89 
t1 = V A . . . A t n = V D s i = V, also 
[ t j A . . . A [ t j D [ s j , also m i t D l , T27 
- i [ t j v . . . v - i [ t j v [ s j , u n d daher m i t T13, T14 
— v . . . v - i [ t n ] v [sx] v . . . v [ s j . 
2) W e n n keine der Aussagen [t1 . . . ^  T n<u s{] gültig ist, so ist 
[ s j v . . . v [sm] v — i [t x] v . . . v - » [ t n ] ungültig. E s seien x l f . . . , x t die 
G V aus den Termen s l t . . . , s r a , t x , . . t D . W i r zeigen: W e n n alle A u s -
sagen [ t 1 v ^ . , . ^ t n v ^ s i ] nicht gültig s ind , so gibt es eine Interpretation 
93 der G V x v . . . , x t , so daß g i l t : 93^) = . . . = 2*(tn) = V u n d 
8 ( s x ) # V , . . . , ö ( s J ^ V . 
1 Vgl. dazu 5.2. 
2 Vgl. dazu 1.2.6.2 und Mt8, Mt9 aus 1.2.6. 
3 Vgl. dazu auch den Beweis in [37], S. 41 ff. 
D a z u entwickeln w i r die Terme t 1 ^ . . . v j t n ^ s i i n kon junkt ive 
N o i m a l f o r m 1 . Sie sei d ^ D a [ t j U . - . u t n u S i ] nach Voraussetzung 
ungültig ist , so muß d { ein G l i e d d * der Gestalt x r i i u . . . u x r , w 
x s . . . \j x s . enthalten, wo alle Zahlen r n , . . . , r i n , s n , . . . , s i n (aus 
s i l siqi 1 1 lPi 1 1 "*i v 
1 , . . . , t) untereinander verschieden s ind. E s sei a { = { s i v . . . , s i q } u n d es 
sei M die Menge der a.{ für i = 1 , . . . , m . W i r definieren dann die Inter-
pretation 93 über dem Objektbereich M . B k sei die Teilmenge v o n M , 
deren Elemente die Z a h l k enthalten (k = 1 , . . . , t). W i r setzen nun 
93(xk) = B k u n d f i n d e n : a^B,.. , . . . , a^Bg. , —la^B^ , . . . , —la^B,.. , also 
il iqj il ipj 
—iaißSB(d*) = 93(x T i i^>.. • ^ x r i p . ^ *six ^  • • • ^ ^s i q .) 2- ^ a $(dj) ein D u r c h -
schnitt v o n Klassen m i t der Klasse 93(d*) ist , so gi l t auch 
—»a i £93(t 1 ^ . . . ^ T n ^ s f), also —iaie93(si). 93 (sj ist also nicht die A l l -
klasse, wie z u zeigen war. W e i t e r h i n gil t —ia ie93(t 1), . . . , —jaie93(rn), 
also a i e93(t 1 ) , . . . , a ig93(tn). D a das für alle a 4 (i = 1, . . . , m) g i l t , also 
für alle Elemente des Grundbereichs, so gi l t auch 93(tx) = . . . = 93(tn) = V . 
D a m i t ist n u n die B e h a u p t u n g (2) u n d somit auch der Satz (I) 
bewiesen. A u s (I) folgt aber, wie schon oben ausgeführt wurde, die 
E x i s t e n z eines EntscheidungsVerfahrens für den Kalkül 581. 
6.2.2 Die Äquivalenz der Booleschen Klassenlogik 
mi t der monadischen P . L . 
E s soll n u n gezeigt werden, daß die BooLEsche Klassenlogik m i t 
der monadischen Prädikatenlogik äquivalent ist . D i e Sprache der 
monadischen P . L . , die aus $ durch Streichung der mehrstelligen P V 
entsteht, wol len w i r $ nennen. D i e Äquivalenz soll dann besagen, 
daß sich jeder F o r m e l A v o n s $ 7 ohne freie G V i n einer (bis auf freie 
Umbenennungen gebundener G V ) umkehrbar eindeutigen Weise eine 
1 Wegen der Analogie zwischen den Operatoren r \ KJ und — mit A , V 
und —i ergibt sich die Definition einer solchen konjunktiven Normalform 
für Klassenterme direkt aus 1.2.6.2 und in Analogie zu den Metatheoremen 
Mt8 und Mt9 gilt, daß zu jedem Klassenterm s ein Klassen term sN in kon-
junktiver Normalform existiert, so daß gilt s = sN und sN = V genau dann, 
wenn jedes Konjunktions- bzw. Durchschnittsglied von SN mindestens 
eine G V x negiert und unnegiert enthält, d. h. den Term x u x enthält. 
2 Ist aj = A, so gilt —i aifiBk für alle k = 1,. . ., t also —iaie93(d*), da 
aus 3L[ — A folgt qi = 0. 
F o r m e l A * v o n 33 gleichen Inhalts zuordnen läßt, so daß A genau dann 
logisch wahr ist, wenn A * logisch wahr ist. 
W i r geben zunächst ein Verfahren an, nach dem sich jede F o r m e l 
A v o n $ 7 i n eine F o r m e l A + v o n fy1 umformen läßt , für die g i l t : 
a) A + setzt s ich m i t den a. l . Operatoren A , v u n d —i aus Te i l formeln 
der Gestalt A x B zusammen, i n denen sich B wiederum n u r m i t den 
Operatoren A , v u n d —i aus A t o m f o r m e l n v o n *ß7 zusammensetzt, die 
n u r die G V x enthalten (also aus F o r m e l n der Gestalt f(x)), u n d 
N a c h diesem Verfahren w i r d zunächst A i n pränexe N o r m a l f o r m 
gebracht (vgl. 2.3.2). I m K e r n dieser F o r m e l werden dann alle V o r -
kommnisse der Operatoren D u n d = vermittels der Def in i t ionen D l , 
D 3 ehminiert . D a d u r c h entstehe die F o r m e l A ' , für die dann nach M T 8 , 
T38 , A 4 , R l gi l t I - A ' = A . H a t n u n der letzte Quantor i m Präfix v o n 
A ' die Gestalt A x (Vx), so entwickeln w i r den K e r n v o n A ' i n Konjunk-
t ive (disjunktive) N o r m a l f o r m (vgl. 1.2.6) u n d ziehen unter B e n u t z u n g 
v o n T49 (T52) diesen Quantor nach innen v o r die einzelnen K o n j u n k -
tions- (Disjunktions-) Glieder. E n t h ä l t eins dieser Glieder die G V x 
nicht frei , so k a n n m a n wegen A x A = V x A = A diesen Quantor weg-
lassen. Andernfa l l s ordnen w i r i n den neuen Bereichen v o n A x (Vx) 
die Dis junkt ions- (Konjunktions-) Glieder unter B e n u t z u n g von T15 
(T30) so u m , daß die F o r m e l n , die x frei enthalten, an erster Stelle 
stehen. E s gil t n u n h- A x ( A [ x ] v B) = A x A [ x ] v B ( V x ( A [ x ] A B) 
= V x A [ x ] A B ), wenn x nicht frei i n B v o r k o m m t 1 . M a n k a n n also 
1 Der Beweis dieser Theoreme ergibt sich wie folgt: 
a) 1) Ax(A[x]vB) A F 
b) r - D l A = A + . 
Ax(-iB3A[x]) 
—iB D A [x] 
- . B 3 A x A [ x ] 
AxA[x] v B 
T15, T24, D l 
A4, R l 
R2 
D l , T15 
MT4, (1) 
A4, T13 
T14 
T17 
R2 
T23, D3, (2), (3). 
(4) 
T27, T46, MT5 
T46, T27, T25, T24, MT5. 
2) Ax(A [x] v B ) D AxA [x] v B 
A x A [ x ] D A [ x ] v B 
B D A[x] v B 
AxA [x] v B D A [x] v B 
3) AxA[x] v B D A x ( A [ x ] v B) 
4) Ax(A [x] v B) = AxA [x] v B 
Ax(-iA[x] v -iB) = Ax-iA[x] v - i B 
-iVx(A[x] A B) = - iVxA[x] v - i B 
Vx(A[x] A B) = VxA[x] A B 
die Bereiche der Quantorenvorkommnisse A x (Vx) so beschränken, daß 
sie nur A t o m f o r m e l n m i t der G V x enthalten. Für die so entstehende 
F o r m e l A " g i l t nach K o n s t r u k t i o n f- A " = A ' . W i r wiederholen n u n 
den Kons t rukt ionsschr i t t , der v o n A ' z u A " führt so oft, bis w i r end-
l ich z u einer F o r m e l A° gelangen, die m i t den Operatoren A , V u n d —i 
aus F o r m e l n A x C und V y D zusammengesetzt ist, wobei C u n d D quan-
torenfrei s ind u n d n u r die G V x b z w . y enthalten. E s gil t dann h- A ' = 
A°. D ie gesuchte F o r m e l A + erhält m a n dann aus A°, wenn m a n die 
Tei l formeln V y C nach T46 durch die F o r m e l n —iAy—iC ersetzt. W i r 
f inden also endl ich auch H A = A 4 " , was z u beweisen war . 
W i r stehen n u n eine eineindeutige Z u o r d n u n g zwischen den P V i{ 
v o n <p7 u n d den G V y{ v o n 95 her (i = 1, 2 , . . . ) . D a n n können w i r einer 
F o r m e l A + v o n S$1 der oben angegebenen Gestalt eine F o r m e l A * v o n 93 
zuordnen, i n d e m w i r die Tei l formeln A x B k v o n A + durch die Ausdrücke 
[B k ] ersetzen, die A t o m f o r m e l n f^x) durch die G V y{ u n d die V o r k o m m -
nisse der Operatoren A , v u n d —i i n den eckigen K l a m m e r n durch n , 
KU u n d . Diese Z u o r d n u n g ist offenbar umkehrbar eindeutig bis auf 
freie Umbenennungen gebundener G V . A u s jeder Te i l formel A x B k v o n 
A + entsteht so eine Tei l formel von A * der Gestalt [ s j . Betrachten 
w i r n u n die Interpretationen 93, für die gi l t 
a) 93(fj) = 93(yi), so gil t A x B k = s k = V. D e n n ersetzt m a n i n B k die 
F o r m e l n f t(x) d u r c h xeyit so gi l t nach den Def ini t ionen D 1 8 , D 1 9 u n d 
D 2 0 A x B k = s k , also A x B k = s k = V . B z g l . solcher Interpretationen 
gi l t also nach dem Ersetzungstheorem a u c h : 
b) A + = A * . I n diesem S i n n k a n n m a n sagen, daß A + u n d A * 
den gleichen Inhal t h a b e n : A * drückt i n der Klassenterminologie 
das gleiche aus, was A + i n der Begriffsterminologie besagt. 
Ist n u n A + n icht logisch wahr , so gibt es eine Interpretat ion 93, 
die A + n icht erfüllt. Z u 93 gibt es dann eine Interpretat ion 93', die 
m i t 93 bis auf höchstens die WTerte für die G V übereinstimmt u n d die 
der B e d i n g u n g (a) genügt. 93' erfüllt dann ebenfalls A + n icht , da A 4 " 
keine freien G V enthält , also erfüllt 93' auch A * n icht u n d A * ist nicht 
logisch gültig. Ebenso k a n n m a n z u einer Interpretat ion, die A * nicht 
erfüllt, eine Interpretat ion f inden, die (a) genügt u n d die A + n icht 
erfüllt. E s gi l t also, wie z u beweisen war , A + ist logisch wahr genau dann, 
w e n n A * logisch wahr ist. D a sich, wie w i r eingangs gezeigt haben, 
jede Aussage A v o n <ß7 äquivalent i n eine Aussage A + umformen läßt , ist 
Kutschera, Elementare Logik 23 
damit der Äquivalenzbeweis für die BooLEsche Klassenlogik u n d die 
monadische P . L . erbracht. 
A u s dieser Äquivalenz folgt dann m i t dem Ergebnis aus 6.2.1 die 
Entscheidbarkei t der monadischen P . L . 1 . Ferner ergibt s ich daraus, 
daß die BooLEsche L o g i k , was ihre Leistungsfähigkeit anbelangt, 
zwischen der Syl logist ik u n d der, auf F R E G E zurückgehenden, elemen-
taren L o g i k steht. D i e monadische P . L . ist j a ein echtes Te i l sys tem der 
elementaren L o g i k , also schwächer als diese. Andererseits ist die S y l l o -
gist ik ein echtes Tei lsystem der monadischen P . L . , die also stärker ist 
als jene. M a n k a n n die Syl logist ik also auch i m R a h m e n der B O O L E -
schen Klassenlogik entwickeln. D e n Aussageformen der Syl logis t ik 
SaPt SiP, SeP u n d SoP entsprechen die F o r m e l n [ x u y ] , n [ x u y ] , 
[x^j y] u n d —i[x<^ y ] . D e r Schluß celarent geht also z . B . über i n den 
Schluß [y ~z], [x \J y ] I— [ x u z ] , dem der Schluß y C z . x C y h x C z 
(T101) entspricht. 
Übungsaufgaben: 
1. M a n leite die 24 aristotelischen M o d i i m R a h m e n des Kalküls 
331 a b ! D a z u genügt es, nach den Resultaten aus 6.1.2 die Able i tungs-
beziehung [ y u z ] , [ x ^ y ] r - [ x u z ] z u beweisen, die dem Modus bar-
bara entspricht, u n d die Regeln R l bis R 9 (unter Berücksichtigung des 
Postulats (E)) als zulässig z u erweisen. 
2. Das oben angegebene Verfahren zur Gewinnung der F o r m e l A 4 " 
zielt n icht auf eine prakt i sch einfache H a n d h a b u n g ab, sondern nur 
auf eine einfache Formul ie rung . M a n gebe ein Verfahren für die K o n -
s trukt ion von A + an, das schneller z u m Z i e l führt u n d i n dem A + aus 
A ohne den U m w e g über die pränexe N o r m a l f o r m gewonnen w i r d . 
6.3 Freges Definitionslehre 
G O T T L O B F R E G E (1848—1925) n i m m t unter den Begründern der 
modernen L o g i k den bedeutendsten P l a t z ein. Seine wichtigste Le is tung 
1 Die Entscheidbarkeit der monadischen P.L. erhält man auch aus der 
Transformierbarkeit der Formeln von <ß7 in die Gestalt A + , wenn man 
das Beweisverfahren des Kalküls $ 2 benützt. In einer Herleitung aus A + 
treten ja keine SF auf, so daß jede Herleitung aus A+ endlich ist (vgl. dazu 
den Abschnitt 2.4.1). Ein Beweis für die Entscheidbarkeit der monadischen 
P.L. auf semantischer Ebene findet sich auch in [1]. 
besteht i n der F o r m u l i e r u n g der Prädikatenlogik u n d der Klassenlogik. 
Schon i n der Begriffsschrift v o n 1 8 7 9 , seiner ersten logischen Ver -
öffentlichung, ging er m i t der Angabe eines vollständigen Kalküls der 
elementaren L o g i k , sowohl was die Stärke dieser L o g i k wie die Prä-
zision ihrer syntakt ischen F o r m u l i e r u n g angeht, weit über B O O L E S 
Klassenlogik hinaus. W i r haben oben gesehen, daß B O O L E S k o m b i -
nierter Kalkül m i t der monadischen P . L . äquivalent ist. I n der elemen-
taren L o g i k F R E G E S treten n u n auch mehrstellige Prädikate auf. F ü r 
die Formal i s ierung einer solchen mehrstelligen P . L . war es notwendig, 
Quantoren u n d gebundene V a r i a b l e n einzuführen, u n d obwohl F R E G E 
sich dabei einer ganz neuen Aufgabe gegenübersah, hat er sie auf A n -
hieb i n einer Weise gelöst, die noch heute gültig i s t 1 . A u c h die G r u n d -
lagen der höheren P . L . gehen auf F R E G E zurück, der insbesondere i m 
ersten B a n d der Grundgesetze die Typenunterscheidung für Prädikate 
ganz k lar formuliert hat . E n d h c h hat er dort auch die Klassenlogik 
i n vo l lem U m f a n g begründet, i n dem sie weit über B O O L E S Kalkül 
hinausgeht, u n d er hat i n ihrem R a h m e n die erste rein logische Be-
gründung der A r i t h m e t i k angegeben u n d damit den ersten Schr i t t zur 
V e r w i r k l i c h u n g des logizistischen Programms getan. 
W i r wol len hier aber auf diese Leistungen F R E G E S n icht näher 
eingehen, d a w i r bereits früher wiederholt auf sie verwiesen haben u n d 
d a diese L o g i k i n ihrer syntakt ischen A u s f o r m u n g i m wesentlichen 
m i t der i n diesem B u c h dargestellten klassischen L o g i k identisch ist. 
V i e l m e h r wol len wir wegen der grundsätzlichen Bedeutung der D e f i -
n i t ionen für die M e t h o d i k der Wissenschaften auf eine andere Le i s tung 
F R E G E S Z U sprechen k o m m e n , auf seine Theorie der D e f i n i t i o n , der 
er selbst größten W e r t beigemessen hat u n d auf die er häufig zurück-
gegriffen hat , insbesondere zur K r i t i k anderer logischer u n d mathema-
tischer Theorien. F R E G E S Ausführungen zur Definit ionslehre s ind i n 
seinen W e r k e n verstreut, die wichtigsten Äußerungen dazu f inden sich 
aber i m 2 . B a n d seiner , ,Grundgesetze" 2 u n d i n dem unveröffentlichten 
A u f s a t z „Uber L o g i k i n der M a t h e m a t i k " v o n 1 9 1 4 zusammengefaßt. 
W e r f e n w i r aber zunächst einen B l i c k auf die Ansätze der t radi t io-
nellen L o g i k z u einer Definit ionstheorie, v o n denen F R E G E ausgehen 
konnte . 
1 V g l . dazu 2.1.2. 
2 [18], S. 69-80. 
6.3.1 Traditionelle Lehren 
D i e auf A R I S T O T E L E S zurückgehende tradit ionel le Begriffs lehre g i b t 
ein Definit ionsschema an, nach dem ein einstelliger Begrif f F z u def inieren 
ist durch Angabe des nächsthöheren Artbegriffes G u n d eines spezif ischen 
Merkmals M, das den Begrif f F vor anderen Unterbegri f fen v o n G 
auszeichnet: definüio fit per genus proximum et differentiam specificam. 
Symbol isch läßt s ich dieses Schema also i n der F o r m S) F(x) = G(x) A 
M ( x ) darstellen. Def in i t ionen nach diesem Schema müssen ferner 
folgenden K r i t e r i e n genügen, u m korrekte Def in i t ionen i m Sinne der 
tradit ionellen L o g i k z u sein : 
I) E i n e D e f i n i t i o n muß das Wesen des z u definierenden Begriffes 
erfassen. 
II) E i n e Def in i t ion darf n icht zirkulär sein. 
III) E i n e D e f i n i t i o n darf n icht negativ sein. 
IV) D i e definierenden Begriffe G u n d M müssen hinreichend k l a r u n d 
scharf best immt sein. 
Beispiele für korrekte Def in i t ionen i n diesem S i n n s ind z. B . 
a) E i n Mensch ist ein vernunftbegabtes Lebewesen. (Hier ist L e b e -
wesen' das Genus, vernunf tbegabt ' die spezifische Differenz.) 
b) E i n Minderjähriger ist eine Person, die weniger als 21 Jahre alt 
ist. (Hier ist ,Person' das Genus, ,weniger als 21 Jahre als' die spezi-
fische Differenz.) 
c) E i n F i s c h ist ein Wirbe l t ier , das schuppenbedeckt u n d m i t 
Flossen als Gliedmassen versehen ist , durch K i e m e n atmet, wechsel-
warmes B l u t hat, sich durch E i e r fortpf lanzt u n d dessen H e r z n u r 
eine V o r - u n d eine H e r z k a m m e r hat. (Hier ist »Wirbeltier' das Genus, 
die K o n j u n k t i o n der übrigen Eigenschaften die spezifische Differenz.) 
Beispiele für unkorrekte Def ini t ionen s ind hingegen: 
d) E i n H e c h t ist ein F i s c h , der ein H e c h t ist . (Verstoß gegen II ! ) 
e) E i n Spatz ist ke in Säugetier. (Verstoß gegen III !) 
f) Wahrhe i t ist ein Spl i t ter der Unendl ichke i t . (Verstoß gegen I V ! ) 
Die tradit ionel le Definit ionslehre hat also einen gewissen W e r t , 
insofern sie die S t r u k t u r gewisser Def ini t ionen genauer beschreibt u n d 
es erlaubt, gewisse unkorrekte Def in i t ionen auszuschließen. Sie ist 
aber 1. weder präzise genug, noch 2. weit genug, u m alle korrekten 
Definit ionen z u erfassen, noch 3. auch eng genug, u m alle unkorrekten 
Defini t ionen auszuschließen. 
Z u m ersten P u n k t ist z u sagen, daß alle v ier K r i t e r i e n mehr oder 
minder vage s i n d : I m K r i t e r i u m I ist unklar , was unter dem , ,Wesen" 
eines Begriffes z u verstehen ist. Dart iber gehen die verschiedenen 
philosophischen Meinungen weit auseinander. Gemeint ist w o h l , daß 
z . B . die D e f i n i t i o n (c) der Fische das , ,Wesen" der Fische besser erfaßt 
als eine D e f i n i t i o n wie e twa c') E i n F i s c h ist ein Tier , das m i t einer 
Angelrute gefangen w i r d . (Die K o r r e k t h e i t dieser Charakteris ierung 
der Fische sei hier e inmal vorausgesetzt.) D e n n die K i e m e n a t m u n g 
der Fische ist z . B . eine tiefere Charakteris ierung, als die A r t u n d Weise 
wie sie gefangen werden, d . h . sie ermöglicht uns auf G r u n d der bekannten 
biologischen Gesetze die A b l e i t u n g einer größeren A n z a h l v o n Aussagen 
über Fische, als diese. W e n n m a n diese Vors te l lung veral lgemeinem 
woll te , so müßte m a n also etwa sagen: E i n e D e f i n i t i o n eines Begriffes 
F genügt b z g l . einer Theorie T dem K r i t e r i u m I, wenn sie i n T eine 
möglichst große Z a h l v o n möglichst relevanten Voraussagen über die 
unter F fal lenden Gegenstände ermöglicht. A b e r v o n einer brauchbaren 
Präzisierung wTäre das K r i t e r i u m I auch damit noch weit entfernt. 
I m K r i t e r i u m I I bleibt unklar , unter welchen Bedingungen eine 
Zirkularität vorl iegt . So könnte m a n annehmen, daß F R E G E S Def in i t ion 
der A n z a h l e n , ,Die A n z a h l einer Menge m ist die Menge der m i t m 
gleichzahligen M e n g e n " zirkulär ist , wenn m a n den Begriff ,gleichzahlig' 
wie ident i sche A n z a h l e n habend' versteht. A u c h G . C A N T O R hat i n 
seiner Rezension v o n F R E G E S „Grundlagen der A r i t h m e t i k " diese 
D e f i n i t i o n für zirkulär erklärt, obwohl tatsächlich v o n einer Zirkularität 
keine Rede sein k a n n , d a F R E G E den Begriff ,gleichzahlig' für zwei 
Mengen d u r c h die Ex is tenz einer eineindeutigen A b b i l d u n g der einen 
auf die andere Menge erklärt. Dieses Beispie l zeigt, daß eine Präzi-
s ierung des K r i t e r i u m s I I auf eine bestimmte Theorie m i t einer best imm-
ten Fo lge v o n Def ini t ionen Bezug nehmen müßte. 
D a s K r i t e r i u m I I I w i r d m a n zunächst so auffassen, daß eine D e f i -
n i t i o n n icht n u r ein hinreichendes K r i t e r i u m für das Nichtzutref fen 
des z u definierenden Begriffes angeben darf, wie das i n (e) der F a l l 
ist. D a aber solche Def ini t ionen ohnehin nicht unter das Schema S 
fal len, ist das K r i t e r i u m überflüssig oder es ist i n anderer Weise z u 
deuten. E i n e mögliche D e u t u n g wäre, daß i m Definiens ke in A u s d r u c k 
für die Negat ion v o r k o m m e n darf. A b e r auch i n diesem Sinn wäre das 
K r i t e r i u m nichtssagend, d a m a n Negationen immer nach dem Schema 
- n A E A D B el iminieren k a n n , wo B ein falscher Satz ist . Oder m a n 
müßte unter Berücksichtigung dieser E l i m i n i e r b a r k e i t der Negat ionen 
sagen: E i n e Def in i t ion genügt dem K r i t e r i u m I I I n u r dann, wenn das 
Definiens sich nicht äquivalent i n einen Satz umformen läßt , der eine 
Negat ion enthält. D a n n aber wären wegen der äquivalenten Erse tz -
barkeit eines Satzes A durch A A (B v —iB) alle Def in i t ionen auszuschlie-
ßen. E n d l i c h würde durch ein Verbot des Vorkommens v o n Negat ionen 
i m Definiens auch korrekte Def in i t ionen ausgeschaltet, wie z . B . die 
Def in i t ion „Eine P r i m z a h l ist eine Z a h l , die nicht d u r c h eine v o n 1 
verschiedene kleinere Z a h l ohne Rest tei lbar i s t " . 
Das K r i t e r i u m I V endüch ist z u vage, d a es nicht hinreichend 
k l a r ist , welche Begriffe hinreichend k lar best immt s ind. Vertreter 
verschiedener philosophischer R ich tungen werden da wieder ganz ver-
schiedener M e i n u n g sein. 
A u c h das Schema S selbst ist insofern ungenau formuliert , als es 
den nächsten Oberbegriff G z u einem Begriff F n icht gibt . Vie lmehr 
existieren z u jedem (nicht allgemeingültigen) Begriff F beliebig viele 
nächste Oberbegriffe, deren U m f a n g jeweils n u r ein E lement mehr ent-
hält als der U m f a n g v o n F. I m Paradebeispiel (a) der tradit ionellen 
L o g i k wäre auch sicher ,Säugetier' ein näherer Oberbegriff z u ,Mensch' , 
als ,Lebewesen'. D i e Rede v o m genus proximum ist also i m tradi t io-
nellen Definit ionsschema nicht genau z u nehmen. 
Z u m zweiten P u n k t ist z u sagen, daß es auch korrekte Definit ionen 
gibt , die nicht nach dem Schema S gebaut s ind. D a S nur ein D e f i -
nitionsschema für einstellige Begriffe ist , gi l t das insbesondere für alle 
korrekten Def ini t ionen v o n mehrstelligen Begrif fen (Beziehungen), von 
F u n k t i o n e n oder Gegenständen. A b e r auch einstellige Begriffe kann 
m a n auf andere Weise korrekt definieren, als nach S. So ist die D e f i -
n i t ion „ E i n Wirbe l t i e r ist ein F i s c h oder ein L u r c h oder ein Kriecht ier 
oder ein Vogel oder ein Säugetier" s icherl ich korrekt , obwohl hier ein 
Oberbegriff als Vereinigung v o n Unterbegrif fen definiert w i r d , nicht 
aber ein Unterbegri f f vermittels eines Oberbegriffes, wie das i n S ver-
langt w i r d . 
Z u m dri t ten P u n k t endüch ist z u bemerken, daß durch das tradi -
tionelle Definit ionsschema S bedingte Definitionen nicht ausgeschlossen 
werden, d . h . definitorische Festsetzungen über das Zutreffen v o n F 
auf einen Gegenstand x, die nur unter der Voraussetzung gemacht 
werden, daß x eine best immte Eigenschaft H hat , die also F nur i n 
A n w e n d u n g auf solche Gegenstände definieren, die unter den Begriff 
H fallen. E i n Beispie l einer solchen bedingten Def in i t ion erhalten wir 
etwa, wenn w i r anstelle der Def ini t ionen (a) die D e f i n i t i o n (a') an-
setzen „Ein Lebewesen ist ein Mensch, wenn es vernunftbegabt i s t . " 
H i e r w i r d der Begrif f ,Mensch ' n u r i n A n w e n d u n g auf Lebewesen 
definiert. Während nach (a) die Aussage ,,x ist ein M e n s c h " immer 
falsch ist , wenn x ke in Lebewesen ist , enthält (a') für diesen F a l l keine 
Wahrhei tsbedingung für „x ist ein M e n s c h " . D a s hat zur Folge, daß 
für so definierte Begrif fe wichtige logische Gesetze, wie z. B . das tertium 
non datur n icht gelten. D e n n ist ,,x ist ein M e n s c h " weder wahr noch 
falsch, so läßt sich auch der Satz „x ist ein Mensch oder x ist nicht 
ein M e n s c h " nicht als wahr auszeichnen. L ä ß t m a n unvoUständig 
definierte Begriffe z u , so k a n n es auch sein, daß der Begriff M i m De-
finiens nach S gerade für diejenigen Argumente x Undefiniert ist, für 
die die B e d i n g u n g H(x) der Def in i t ion v o n F(x) erfüllt ist , so daß der 
Begri f f F vollständig Undefiniert b le ibt . D a n n w i r d m a n aber k a u m 
mehr v o n einer korrekten D e f i n i t i o n v o n F sprechen wol len. 
Zusammenfassend w i r d m a n also sagen müssen, daß das t radi t io-
nelle Defini t ionsschema S u n d die K r i t e r i e n 1 bis I V nicht zur Begrün-
d u n g einer brauchbaren Definit ionslehre ausreichen. 
I n der tradit ionel len L o g i k f indet s ich auch eine Unterscheidung 
zwischen N o m i n a l - u n d Realdef ini t ionen. E i n e Nominaldefinition ist 
dabei eine Festsetzung, durch die einem A u s d r u c k A , dem Definiendum, 
der bisher noch keine Bedeutung hatte, die Bedeutung eines Ausdrucks 
B , des Definiens, dem also bereits eine wohlbest immte Bedeutung z u -
geordnet sein muß, verliehen w i r d . A l s sprachliche Festsetzung enthält 
eine N o m i n a l d e f i n i t i o n keine Tatsachenbehauptung, sie ist also weder 
w a h r noch falsch, sondern nur korrekt oder unkorrekt nach gewissen 
R e g e l n , die m a n für solche Festsetzungen zugrunde legen w i r d . A u s 
einer N o m i n a l d e f i n i t i o n A : = B ergibt sich dann aber die Bedeutungs-
gleichheit v o n A u n d B , sie begründet also Aussagen der F o r m A = B 
b z w . A = B , je nachdem A u n d B F o r m e l n oder Terme s ind. Diese F o r -
m e l n oder auch die aus ihnen durch Generalisierung der i n A frei vor-
k o m m e n d e n Var iab len entstehenden F o r m e l n A x x . . . x n ( A = B) bzw. 
Axt~. . x n ( A = B) wollen w i r i m folgenden als Definitionsformeln be-
zeichnen. Def ini t ionsformeln dürfen dann i n Beweisen wie A x i o m e 
verwendet werden 1 . 
W a s eine Realdefinition sein sol l , ist hingegen weniger k l a r . D e u t l i c h 
ist nur , daß Realdefinit ionen Behauptungen enthalten sollen, die wahr 
oder falsch s ind, daß es sich bei ihnen also nicht u m reine Festsetzungen 
handelt . N a c h einer D e u t u n g der Realdef ini t ionen s ind sie Begriffs-
analysen, bei denen das z u analysierende Begrif fswort F (das Analy-
sandum) bereits eine wohlbest immte Bedeutung hat, von der i n der 
Realdef ini t ion ausgesagt w i r d , daß sie m i t der Bedeutung des analy-
sierenden Prädikates G (des Analysans) zusammenfällt 2 . E i n e solche 
Behauptung hat dann, extensional gefaßt, die F o r m Ax(F(x) =G(x)). 
Solche A n a l y s e n können n u n entweder l inguistischen oder empirischen 
Charakter haben : E i n e linguistische Ana lyse , wie z. B . , , E i n Junggeselle 
ist ein unverheirateter M a n n " w i r d n u r d u r c h den Sprachgebrauch 
begründet u n d besagt soviel w i e : das W o r t „Junggesel le" w i r d i n der 
deutschen Sprache i m Sinne v o n „unverheirateter M a n n " verwendet. 
E i n e empirische A n a l y s e hingegen liegt vor , wenn m a n z. B . die Be-
zeichnung „Americ ium" durch eine Nomina ldef in i t ion einführt für das 
chemische E lement m i t 95 Protonen u n d dann , sei es d u r c h Beobach-
tungen, sei es durch A b l e i t u n g i n einer empirischen Theorie, feststellt : 
A m e r i c i u m ist das E lement , das die u n d die chemischen Eigenschaften 
hat . V o n Begriffsanalysen s ind z u unterscheiden Begriffsexplikationen, 
die zwischen Def in i t ionen u n d A n a l y s e n einzuordnen wären: I n einer 
Begri f fsexpl ikat ion w i r d ein umgangssprachliches Prädikat , dessen 
Bedeutung nur bis auf einen gewissen Unbest immthei tshorizont fest-
gelegt war , z u m Zweck e twa seiner V e r w e n d u n g i n einer exakten 
Theorie, i n seiner E x t e n s i o n genauer f ix ier t . D a b e i sol l diese E x t e n -
sion i m wesenthchen m i t dem bisherigen Anwendungsbereich des Wortes 
1 Wenn aus der Nominaldefinition als einer semantischen Festsetzung 
über die Definitionsformel mit dem Ersetzungstheorem die Substituier-
barkeit von Definiendum und Definiens in allen Kontexten, also eine 
syntaktische Eigenschaft folgt, so kann man eine Definition auch um-
gekehrt als eine syntaktische Festsetzung auffassen, nach der das Defi-
niendum eine Abkürzung für das Definiens sein soll, also in allen Kontexten 
für das Definiens gesetzt werden kann. Aus der Tautologie A = A erhält 
man dann wieder die Definitionsformel A = B und also die Bedeutungs-
gleichheit von Definiendum und Definiens als semantische Folge. 
2 Zum Thema Begriffsanalyse und -explikation vgl. auch C G . H E M P E L 
Fundamentals of Concept Formation in Empirical Science, Chicago 1952, 
S. 6ff. 
zusammenfallen — die Präzisierung ist also nicht völlig frei u n d inso-
fern handelt es s ich nicht u m eine freie Bedeutungsfestsetzung i m Sinne 
der N o m i n a l d e f i n i t i o n — ansonsten k a n n aber über die Erwei terung 
oder E i n e n g u n g des Anwendungsbereichs des z u präzisierenden Prädi-
kats (des Explicandum) frei verfügt werden — u n d insofern handelt es 
sich nicht u m eine Feststel lung i m Sinne der Begriffsanalysen, die auf 
G r u n d der vorgegebenen Bedeutung des E x p l i c a n d u m s bereits als wahr 
oder falsch f ix ier t wäre. So gebraucht m a n z. B . das umgangssprach-
liche W o r t , , F i s c h " i n der Biologie i n einem präzisierten S inn , der 
durch die D e f i n i t i o n (c) bes t immt ist u n d der i n einigen Anwendungs-
fällen v o m umgangssprachlichen W o r t s i n n abweicht, w e i l diese A b -
weichung d u r c h die Zielsetzung einer einheitl ichen u n d tiefgreifenden 
biologischen Klass i f iz ierung nahegelegt w i r d . 
I n einem zweiten S i n n versteht m a n unter einer Realdef in i t ion 
auch eine N o m i n a l d e f i n i t i o n , m i t der s ich eine Exis tenzbehauptung 
verbindet , wie z . B . die Einführung eines Eigennamens ,,a sei der 
Gegenstand, der die Eigenschaft F h a t " zusammen m i t der Behauptung, 
daß es genau einen solchen Gegenstand gibt , oder die Einführung 
eines Begriffsworts , zusammen m i t der Behauptung , daß der betreffende 
Begrif f n icht leer ist. Während n u n Realdef ini t ionen i m Sinne v o n 
Begriffsanalysen eine klare methodische F u n k t i o n haben, werden i n 
Realdef in i t ionen i m letzteren S i n n offenbar zwei ganz heterogene 
Dinge verbunden, die methodisch sauber z u trennen s i n d : eine T a t -
sachenbehauptung, die z u beweisen ist , u n d eine Nomina lde f in i t ion , 
die als reine sprachliche Festsetzung diese B e h a u p t u n g nicht begründen 
k a n n . D u r c h die V e r q u i c k u n g beider entsteht aber die Gefahr, daß 
ein Beweis der Tatsachenbehauptung unterbleibt , i n d e m m a n meint , 
es handle s ich j a nur u m eine D e f i n i t i o n , bei der es nichts z u beweisen 
gäbe. W e n n m a n z, B . sagt: ,,a sei die kleinste Z a h l , die größer als 1 
i s t " , so ist zuerst z u beweisen, daß es genau eine solche Z a h l gibt — i m 
B e r e i c h der reellen Zahlen wäre diese Behauptung z. B . falsch — u n d 
d a n n erst k a n n m a n für diese Z a h l einen N a m e n durch eine N o m i n a l -
de f in i t ion einführen. U n d wenn m a n z. B . den Begriff ,Dorfbarbier ' 
einführt d u r c h die Erklärung, daß ein Dorfbarbier genau diejenigen 
Männer des Dorfes rasiert, die sich nicht selbst rasieren, u n d m i t dieser 
D e f i n i t i o n die Exis tenzannahme verbindet, daß es Dorfbarbiere i n 
diesem Sinne gibt bzw. daß die tatsächlich existierenden Dorfbarbiere 
unter diesen Begrif f fal len, so erhält m a n den W i d e r s p r u c h , daß sich 
ein solcher Dorfbarbier genau dann selbst rasiert, wenn er s ich nicht 
selbst rasiert. D i e Gefahr eines solchen Übergangs v o n einer Begri f fs -
definit ion zur A n n a h m e , der definierte Begriff sei n icht leer, liegt i n 
der tradit ionellen L o g i k besonders nahe, wo m a n , wie w i r i m A b s c h n i t t 
6.1 gesehen haben, nur nichtleere Begriffe betrachtet. 
O b w o h l schon P A S C A L u n d L E I B N I Z hervorgehoben haben, daß 
nur Nominaldef in i t ionen, nicht aber Realdef ini t ionen i m letzteren S inn 
als korrekte Def ini t ionen anzusehen seien, s ind solche Realdef ini t ionen 
doch erst v ie l später etwa seit J . S T . M I L L aus der L o g i k endgültig 
verschwunden. M I L L sagt d a z u : 
, ,The definit ion is a mere ident ica l proposit ion w h i c h gives informat ion 
only about the use of language and from w h i c h no conclusions affecting 
matters of fact can possibly be drawn. T h e accompanying postulate 
on the other h a n d , aff irms a fact w h i c h m a y lead to consequences of 
every degree of importance. It affirms the actual or possible existence 
of things, possessing the combinat ion of attributes set f o r t h 1 . . . " 
Z u r Theorie der Def ini t ionen hat i n der tradit ionel len L o g i k ins-
besondere auch P A S C A L beigetragen. E r hat zunächst hervorgehoben, 
daß m a n i n einer Sprache streng zwischen Grundausdrücken u n d den 
definierten Ausdrücken unterscheiden muß. Jede Def in i t ion setzt j a 
i m Definiens Ausdrücke voraus, deren Bedeutung bereits festgelegt u n d 
hinreichend scharf umrissen ist. M a n k a n n also nicht alle Ausdrücke 
einer Sprache m i t Ausdrücken dieser Sprache definieren — das würde 
z u einem unendhchen Regreß führen — sondern muß einen gewissen 
V o r r a t v o n bedeutungsvollen Ausdrücken, die Grundausdrücke, vor-
aussetzen, die dann die Basis zur definitiorischen Einführung weiterer 
Ausdrücke b i lden. D i e exakte Fassung dieser Unterscheidung findet 
sich freil ich erst bei F R E G E , der zuerst eine ausdrückliche Relat iv ierung 
der Definitionsregeln auf Sprachsysteme vorgenommen hat, wie sie 
hier notwendig ist. D e n n die Grundausdrücke einer Sprache können 
definierte Ausdrücke einer anderen Sprache sein u n d umgekehrt. 
B z g l . einer Sprache S k a n n m a n aber eindeutig eine Menge von G r u n d -
ausdrücken auszeichnen u n d die Def in i t ionen stehen dann i n einer 
solchen Sprache i n einer best immten Folge, so daß i m Definiens keiner 
D e f i n i t i o n ein erst i n dieser oder einer späteren Def in i t ion erklärtes 
Zeichen v o r k o m m t . E s besteht also eine gewisse Analogie zwischen 
den Grundausdrücken einer Sprache S u n d den A x i o m e n einer axio-
1 A System of Logic, London 1843, I, VIII. 5. 
matischen Theorie T, sowie zwischen den definierten Ausdrücken v o n 
S und den abgeleiteten Theoremen v o n T: W i e m a n i n T n icht alle 
Sätze beweisen k a n n , sondern als Basis für die Beweise die A x i o m e 
benötigt, so k a n n m a n i n S nicht alle Ausdrücke definieren, sondern 
braucht dazu als Basis die Grundausdrücke. U n d wie m a n i n T bereits 
bewiesene Theoreme i n weiteren Beweisen wie A x i o m e verwenden k a n n , 
so k a n n m a n i n weiteren Def in i t ionen i n S bereits früher i n S definierte 
Ausdrücke i m Definiens verwenden 1 . 
W e i t e r h i n hat P A S C A L zwei wichtige K r i t e r i e n für Def ini t ionen 
aufgestellt : 
1. D a s K r i t e r i u m der Eliminierbarkeit der definierten Ausdrücke: D a 
eine N o m i n a l d e f i n i t i o n das D e f i n i e n d u m als bloße Abkürzung für das 
Definiens einführt, s ind Def in i t ionen grundsätzlich entbehrl ich u n d die 
definierten Zeichen müssen so i n allen K o n t e x t e n el iminierbar sein. 
U n t e r Bezugnahme auf eine formalisierte Theorie T über einer Sprache 
S — w i r denken dabei e twa an elementare Systeme über $ — k a n n 
m a n dieses K r i t e r i u m wie folgt präzisieren 2 : Ist D eine Def ini t ions-
formel, d u r c h die ein Zeichen Z eingeführt werden soll , so muß es z u 
jeder F o r m e l A , die Vorkommnisse v o n Z enthält , eine F o r m e l B geben, 
die ke in V o r k o m m n i s v o n Z enthält , u n d für die der Satz D D (A = B) 
i n T beweisbar ist . 
Diese Forderung der Ehminierbarke i t ist z. B . erfüllt für die D e f i n i -
t ionen D l , D 2 , D 3 der a . l . Operatoren v , A , = , wie das i m A b s c h n i t t 
1.2.3 gezeigt wurde . 
2. D a s K r i t e r i u m der Nichtkreativität der Def in i t ionen : A u s einer 
N o m i n a l d e f i n i t i o n eines Zeichens Z als einer bloßen sprachlichen A b -
kürzung dürfen keine neuen Tatsachenbehauptungen folgen. Ist T also 
eine formalisierte Theorie, D die Def ini t ionsformel für Z u n d A ein 
Sa tz , der Z nicht enthält , so muß es z u jedem Beweis für A i n T, i n 
d e m die F o r m e l D verwendet w i r d , einen Beweis für A i n T geben, 
der D n icht verwendet. 
1 Vgl. dazu auch den Aufsatz ,,Pascals Forderungen an die mathe-
matische Methode" in [63], S. 115-127. 
2 Die folgenden Präzisierungen der PASCALschen Kriterien gehen auf 
S . L E S N I E W S K I zurück. 
D a n a c h ist z. B . die Def in i t ion „e sei ein Gruppenelement, für das 
gilt Ax(x o e = x)(< i m Tei lsystem der Gruppentheorie aus 3.3.1 m i t a l 
als einzigem A x i o m nicht korrekt , d a aus dieser D e f i n i t i o n , n icht aber 
aus a l allein der Satz VyAx(x o y — x) ableitbar ist. D i e letztere 
B e h a u p t u n g ergibt sich wie fo lgt : Ist 93 eine Interpretat ion über d e m 
Bereich y der posi t iven ganzen Zahlen, d u r c h welche die Opera t ion o 
als A d d i t i o n interpretiert w i r d , so erfüllt 33 a l , nicht aber den S a t z 
VyAx(x o y ~ x), da 0 n icht i n y ist . 
D u r c h das K r i t e r i u m der Nichtkreativität werden n u n offenbar 
Realdefinit ionen i m S inn der zweiten oben skizzierten Deutungen dieser 
Def ini t ionen ausgeschlossen. Ferner schließt das K r i t e r i u m auch aus, 
daß ein widerspruchsfreies System T d u r c h die H i n z u n a h m e einer 
Defini t ionsformel D widerspruchsvol l w i r d . D e n n wäre i n T m i t D ein 
W i d e r s p r u c h beweisbar, so nach dem P r i n z i p ex falso quodlibet a u c h 
ein kontradiktorischer Satz B , der das i n D erklärte Zeichen nicht ent-
hält . D a n n müßte aber nach dem zweiten PASCALschen K r i t e r i u m B 
auch i n T allein beweisbar sein, d . h . T selbst wäre bereits widerspruchs-
v o l l . 
D i e beiden PASCALschen K r i t e r i e n schließen n u n sicher n u r u n -
korrekte Def ini t ionen aus. E s bleibt aber offen, inwieweit diese K r i -
terien hinreichen, tatsächlich auch alle unkorrekten Def in i t ionen aus-
zuschließen. D e r Diskuss ion dieser Frage müssen w i r die FREGEsche 
Definit ionslehre vorausschicken. 
6.3.2 Freges Auszeichnung der Expl iz i tdef ini t ionen 
F R E G E hat die Diskuss ion der Definit ionsregeln dadurch ' 'auf eine 
höhere Präzisionsebene gestellt, daß er, wie schon oben erwähnt, den 
Definit ionsbegriff relat iviert hat auf formale Systeme T über einer 
Kunstsprache S. F ü r solche Sprachen ist ein Bere ich v o n G r u n d -
ausdrücken abgegrenzt, denen durch die semantischen Regeln v o n S 
eine wohlbest immte Bedeutung zugeordnet ist . D i e Def ini t ionen i n 
S stehen i n einer best immten Folge, so daß die i-te Def in i t ion D } den 
Def ini t ionen D k m i t k > i vorausgeht. Jede Def in i t ion D k soll n u n 
als Nomina ldef in i t ion eine Festsetzung sein, d u r c h die dem Def iniendum 
von D k die Bedeutung des Definiens verliehen w i r d . D a z u muß einmal 
das Definiens v o n D k bereits eine Bedeutung haben, darf also nur 
Grundausdrücke enthalten u n d Ausdrücke, die durch die Defini t ionen 
D{ m i t i < k bereits definiert worden s ind. Z u m andern darf das D e -
f iniendum i n S bisher noch keine Bedeutung gehabt haben. Mehrfache 
Definit ionen ein u n d desselben A u s d r u c k s s ind also auszuschließen. 
F R E G E sagt d a z u : 
„Ich verwerfe die Viel fachheit der Def in i t ionen für dasselbe Zeichen 
aus folgendem Grunde . N e h m e n w i r an, es liegen zwei Def ini t ionen 
vor, die beide demselben Zeichen eine Bedeutung beilegen. D a n n s ind 
nur zwei Fäl le denkbar : entweder geben beide dem Zeichen dieselbe 
Bedeutung, oder n icht . I m ersteren F a l l haben w i r wieder zwei Möglich-
ke i ten : entweder beide Def in i t ionen verleihen dem Zeichen denselben 
S inn , besagen ganz dasselbe, oder nicht . I m ersten Fa l l e ist eine v o n 
beiden überflüssig, i m anderen wäre z u beweisen, daß sie dem Zeichen 
dieselbe Bedeutung zutei len, obwohl sie i h m verschiedenen S inn geben. 
M a n müßte e twa eine v o n beiden als Def in i t ion stehen lassen, die andere 
i n einen Lehrsatz verwandeln u n d beweisen. U m diesen Beweis betrügt 
m a n den Leser, i n d e m m a n als D e f i n i t i o n hinstel l t , was ein Lehrsatz 
sein sollte. W e n n endl ich die Def in i t ionen demselben Zeichen verschie-
dene Bedeutung geben, nicht n u r verschiedenen S inn , so widersprechen 
sie einander u n d eine v o n beiden muß w e i c h e n 1 / ' 
D a durch eine N o m i n a l d e f i n i t i o n dem Def in iendum die gleiche 
Bedeutung zugeordnet werden soll wie dem Definiens, d a anderer-
seits aber i n einer nach der Idee der lingua characteristica gebauten 
Kunstsprache gleichbedeutende Ausdrücke auch die gleiche syntak-
tische Kategor ie haben müssen, ergibt s ich für F R E G E die weitere 
F o r d e r u n g , daß D e f i n i e n d u m u n d Definiens v o n gleicher syntaktischer 
Kategor ie sein müssen, daß also nicht E igennamen durch Prädikate, 
w-stellige Prädikate d u r c h w-stellige Prädikate m i t m^n oder F u n k -
tionsausdrücke durch Prädikate definiert werden dürfen. Diese F o r -
derung läßt s ich aber erst bei Bezugnahme auf best immte Sprachen, 
für die ein wohldefinierter Begriff der syntaktischen Kategorie vorliegt, 
näher präzisieren. 
N a c h diesen vorbereitenden allgemeineren Abgrenzungen stellt 
F R E G E n u n ein P r i n z i p u n d zwei K r i t e r i e n für korrekte N o m i n a l -
def in i t ionen auf. F R E G E S oberstes P r i n z i p ist das P r i n z i p I der Frei-
heit der D e f i n i t i o n e n : Def ini t ionen als sprachliche Abkürzungen müssen 
p r i n z i p i e l l freie Vereinbarungen sein, d .h . sie dürfen nicht noch jeweils 
e inen besonderen Beweis ihre i K o r r e k t h e i t u n d Zulässigkeit erfordern. 
E s i s t daher Aufgabe der Definit ionstheorie , solche Definit ionsregeln 
1 [19], S. 54. 
anzugeben, daß die i m E i n k l a n g m i t ihnen formulierten D e f i n i t i o n e n 
immer ohne weiteres korrekt u n d zulässig s ind. F R E G E sagt d a z u : 
, ,Es ist aber daran festzuhalten, daß i n der Def in i t ion nichts behauptet , 
sondern etwas festgesetzt w i r d . E s darf also nie etwas als D e f i n i t i o n 
hingestellt werden, was eines Beweises oder sonst einer Begründung 
seiner W a h r h e i t b e d a r f 1 . " U n d : 
, ,Es ist überhaupt eine solche Weise des Definierens z u verwerfen, b e i 
welcher die Rechtmäßigkeit einer D e f i n i t i o n von einem vorher z u 
führenden Beweis abhängig w i r d ; denn dadurch w i r d es außerordent-
l i c h erschwert, die Strenge der Beweisführung nachzuprüfen, we i l d a n n 
bei jeder Def in i t ion eine Untersuchung nötig ist , ob v o r ihrer A u f s t e l l u n g 
irgendwelche Sätze z u beweisen seien; eine Untersuchung, die d a n n 
doch fast immer unterbleibt . E i n e solche Lücke w i r d eben fast nie 
gefüllt u n d ist dadurch für die Strenge besonders gefährlich. E s genügt 
e b e n . . . nicht , irgendeine Behauptung aufzustehen ohne Beweis oder 
m i t einem Scheinbeweise u n d nur abzuwarten, ob es jemandem gehngt, 
ihre Falschheit nachzuweisen, sondern umgekehrt muß verlangt werden, 
daß jede nicht ganz selbstverständliche B e h a u p t u n g w i r k l i c h bewiesen 
werde, u n d dazu gehört, daß die dabei gebrauchten Ausdrücke oder 
Zeichen einwandfrei eingeführt seien, sofern sie nicht als al lgemein 
bekannt angesehen werden dürfen 2 . " 
E i n e definitorische Festsetzung k a n n n u n entweder bedingt oder 
unbedingt sein. E i n e unbedingte D e f i n i t i o n z. B . eines einstelligen 
Prädikates F legt fest, daß die Instanzen F(x) für alle n a c h den F o r m -
regeln einsetzbaren Terme x die gleiche Bedeutung haben wie die 
Instanzen G(x) eines Prädikates G . E i n e bedingte D e f i n i t i o n v o n F 
hingegen tr i f f t diese Festsetzung nur unter einer best immten Voraus-
setzung, z. B . unter der Voraussetzung, daß der Satz H(x) wahr ist. 
Während also F(x) e inmal für alle zulässigen Terme x erklärt w i r d , 
w i r d F(x) das andere M a l nur für best immte Einsetzungen x erklärt, 
für die H(x) g i l t . D a b e i können w i r annehmen, daß n icht gilt AxH(x), 
d a sonst beide Def ini t ionen v o n F äquivalent s ind. W e n n nun F(x) 
nicht für alle Einsetzungen x erklärt, also nicht to ta l definiert ist, gilt 
das P r i n z i p der Wahrheitsdef ini thei t , das der gesamten klassischen 
L o g i k zugrunde hegt, nicht für alle Sätze F(x), so daß fundamentale 
1 Brief an H I L B E R T vom 2 7 . 12 . 1 8 9 9 (unveröffentlicht). 
2 [ 18 ] , Bd. I I , S. 7 3 . 
logische Gesetze wie z. B . das tertium non datur nicht für F gelten. 
M a n k a n n also m i t den Ausdrücken .F(x) n u r unter gewissen Beschrän-
kungen logisch operieren u n d muß für alle logischen Theoreme, i n denen 
F v o r k o m m t , u n d die m a n verwenden w i l l , zeigen, daß sie trotz der 
bedingten D e f i n i t i o n v o n F gelten. D a m i t ist aber das P r i n z i p I ver-
letzt, so daß F R E G E solche bedingten oder unvollständigen Def ini t ionen 
durch seine F o r d e r u n g I I der Vollständigkeit ausschließt: 
, ,E ine D e f i n i t i o n eines Begriffes (möglichen Prädikates) muß vollständig 
sein, d . h . sie m u ß für jeden Gegenstand unzweideutig best immen, ob 
er unter den Begri f f falle (ob das Prädikat m i t Wahrhe i t v o n i h m aus-
gesagt werden könne) oder nicht . E s darf also keinen Gegenstand 
geben, für den es nach der D e f i n i t i o n zweifelhaft bliebe, ob er unter 
den Begri f f fiele, wenn es auch für uns Menschen nach unserem mangel-
haften Wissen n icht i m m e r möglich sein mag , die Frage z u entscheiden 1 . " 
Bedingte Def in i t ionen können allgemein auch die F o r m einer D e f i -
n i t i o n d u r c h Fal lunterscheidung annehmen: 
Solche Def in i t ionen werfen neben der Unvollständigkeit des erklärten 
B e g r i f f e s F , die besteht, wenn nicht gi l t (b) A#(#7(%) v . . . v Hn(x)), noch 
ein weiteres P r o b l e m auf : A u s (a) erhält m a n die Sätze (c) Ax(Hi(x) A 
Hk(x) D (Gi(x) = Gk(x))) für i, k =/,..., n. D a s s ind n u n Sätze, i n 
denen das definierte Zeichen F n icht v o r k o m m t , die also nach der 
Idee der Nichtkreat ivi tät v o n Def in i t ionen unabhängig von (a) beweis-
bar sein müßten . Wäre einer dieser Sätze aber falsch, so würde durch 
die H i n z u n a h m e v o n (a) zur Bezugstheorie T ein W i d e r s p r u c h ent-
stehen. F ü r die Zulässigkeit v o n (a) s ind also die Sätze (c) z u beweisen, 
so daß Def in i t ionen nach (a) auch aus diesem Grunde dem obersten 
FREGEschen Def in i t ionspr inz ip nicht genügen. Gelten die Sätze (b) 
u n d (c) n icht , so ist (a) unkorrekt , gelten sie aber, so läßt s ich (a) i n 
die korrekte unbedingte D e f i n i t i o n d) F (x ) = Hj(x) A G ; (x ) v . . . v 
Hn(x) A G n (x) verwandeln . I n diesem S inn gi l t a l lgemein: bedingte 
D e f i n i t i o n e n s i n d unkorrekt oder überflüssig, i n dem sie sich i n unbe-
dingte Def in i t ionen umformen lassen. 
T r o t z der erwähnten Nachtei le verwendet m a n bedingte D e f i n i -
1 [18], Bd. II, S. 69. Vgl. auch [19], S. 55. 
G 7 (x ) , wenn gi l t # 7 (x) 
GJx)} wenn gi l t Hn(x) 
t ionen i n der M a t h e m a t i k häufig. So, wenn m a n z. B . den B r u c h — 
y 
n u r für y ^ 0 erklärt. B e i Beachtung der Restr ikt ionen, die s ich aus 
dieser unvollständigen Def in i t ion der F u n k t i o n ergeben, k a n n m a n 
aber m i t dieser D e f i n i t i o n handlicher operieren, als m i t der vollstän-
dig 
digen Def in i t ion — = z:=y^0AX = y z v y = 0Az = a, wo a 
ein passend gewähltes mathematisches Ob jekt ist. — Bedingte D e f i -
n i t ionen verwendet m a n auch gelegentlich, wenn m a n z. B . einen Begriff 
stückweise definiert, wenn m a n also etwa die Beziehung x < y zunächst 
für natürliche Zahlen , dann für ganze, dann für rationale u n d endl ich 
für reelle Zahlen erklärt u n d dabei immer das gleiche Zeichen verwen-
det. A l l e diese Def in i t ionen s ind unvollständig u n d zudem w i r d das 
Zeichen „ < " i m m e r neu für den alten Definit ionsbereich erklärt, also 
z . B . für die natürhchen als spezielle ganze, für die ganzen als spezielle 
rationale Zahlen usw. E i n e solche D e f i n i t i o n erfordert aber den Beweis, 
daß die neue D e f i n i t i o n des Zeichens i m früheren Definit ionsbereich 
m i t der alten D e f i n i t i o n zusammenst immt. F R E G E sagt d a z u : 
„Durch stückweises Definieren w i r d auch der Bes tand der Lehrsätze 
ins Ungewisse gestellt. W e n n m a n z. B . i n der Beschränkung auf das 
Gebiet der posit iven ganzen Zahlen die W o r t e „Quadratwurzel aus 9 " er-
klärt hat, so beweist m a n etwa den Satz, daß es nur eine einzige Quadrat-
wurze l aus 9 gebe, der sofort umgestoßen w i r d , wenn m a n die Betrach-
tung auf die negativen Zahlen ausdehnt u n d demgemäß die Def in i t ion 
ergänzt. A b e r ob m a n n u n z u einem endgültigen Satze gekommen sei, 
wer k a n n es wissen? W e r k a n n wissen, ob m a n sich nicht noch zur 
Anerkennung v o n vier Quadratwurzeln aus 9 gedrängt sehen werde. 
Woher w i l l m a n eigentlich wissen, daß es nicht mehr als zwei Quadrat-
wurzeln aus — 1 gebe ? Solange m a n keine endgültige u n d vollständige 
Def in i t ion hat, ist es unmögl ich 1 / ' 
„Und es ist überdies so leicht, mehrfache Erklärungen desselben Zeichens 
z u vermeiden. Stat t es zuerst für ein beschränkteres Gebiet z u erklären 
u n d es dann z u benutzen, u m es selbst für ein weiteres Gebiet zu er-
klären, statt also zweimal das gleiche, braucht m a n j a nur verschiedene 
Zeichen z u wählen, i n d e m m a n die Bedeutung des ersteren endgültig 
auf das engere Gebiet einschränkt, so daß n u n auch die erste Definit ion 
vollständig ist u n d scharfe Grenzen zieht. D a n n ist die logische Be-
i [18], Bd. II, S. 74. 
ziehung zwischen den Bedeutungen der beiden Zeichen nicht irgendwie 
präjudiziert u n d mag untersucht werden, ohne daß durch den A u s f a l l 
dieser Untersuchung die Rechtmäßigkeit der Def ini t ionen i n Frage 
gestellt werden k a n n 1 . " 
W e n n d u r c h die Forderung I I nur unbedingte Def ini t ionen zuge-
lassen werden, so grenzt F R E G E S K r i t e r i u m I I I der Einfachheit des 
Def iniendums die Def ini t ionen weiter auf Expl iz i tde f in i t ionen ein. Z u -
nächst k a n n m a n solche Def in i t ionen ausmustern, i n deren D e f i n i e n d u m 
mehr als ein bisher noch nicht erklärtes Zeichen v o r k o m m t . D e n n d u r c h 
eine solche D e f i n i t i o n w i r d nicht jedem der Zeichen für sich, sondern 
nur einem speziellen K o n t e x t solcher Zeichen eine Bedeutung zugeordnet : 
, , N o c h weniger geht es an, m i t einer einzigen Def in i t ion zweierlei z u 
erklären, sondern jede D e f i n i t i o n muß ein einziges Zeichen enthalten, 
dessen B e d e u t u n g durch sie festgesetzt w i r d . M a n k a n n j a auch nicht 
m i t einer einzigen Gle ichung zwei Unbekannte b e s t i m m e n 2 . " 
D a n a c h t r i t t n u n i m Def in iendum neben Hüfszeichen u n d Var iab len , 
die j a keine eigene semantische F u n k t i o n haben, entweder n u r das z u 
erklärende Zeichen (eine G K , P K oder F K ) auf — i n diesem F a l l sprechen 
w i r v o n einer Explizitdefinition — oder das Def in iendum enthält da-
neben auch Grundausdrücke oder bereits definierte Ausdrücke — dann 
sprechen w i r v o n einer Kontextdefinition. F R E G E schließt n u n K o n t e x t -
def ini t ionen m i t folgender Begründung aus : 
„ D a ß d u r c h die Bedeutung eines A u s d r u c k s u n d eines seiner Tei le die 
B e d e u t u n g des übrigen Teils nicht i m m e r best immt ist, leuchtet ein. 
M a n darf also ein Zeichen oder W o r t nicht dadurch erklären, daß m a n 
einen A u s d r u c k erklärt, i n dem es v o r k o m m t , während die übrigen 
Tei le bekannt s ind . D e n n es wäre erst eine Untersuchung nötig, ob die 
Auflösung für die Unbekannte — i c h bediene m i c h eines w o h l verständ-
l i chen algebraischen Bi ldes — möglich sei, u n d ob die Unbekannte ein-
deut ig bes t immt werde. E s ist aber, wie oben schon gesagt, untunl i ch , 
die Rechtmäßigkei t einer D e f i n i t i o n v o n dem A u s f a l l einer solchen 
U n t e r s u c h u n g abhängig z u m a c h e n 3 . " 
D a ß F R E G E S K r i t i k der Kontextdef in i t ionen tatsächlich berechtigt 
ist , zeigt folgendes Beispie l v o n G . P E A N O : E S w i r d eine zweistellige 
1 [18], Bd. II, S. 73. 
2 [18], Bd. II, S. 79. 
* [18], Bd. II, S. 79. 
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F u n k t i o n x * y für rationale Zahlen definiert durch die Fes tse tzung : 
ü * — ; = P r . H i e r liegt eine K o n t e x t d e f i n i t i o n vor , d a i m D e f i -
q t q + t * 
n iendum neben dem z u erklärenden Zeichen * u n d den V a r i a b l e n p , q , 
r, t auch das Funkt ionszeichen „ — " für Brüche v o r k o m m t . A u s dieser 
. . . t. , A • 2 3 2 + 3 5 ^ 4 3 4 + 3 Def in i t ion erhalten w i r n u n — * — == = — u n d — * — = _ , . 
3 4 3 + 4 7 6 4 6 + 4 
7 2 4 
= — • D a n u n nach der D e f i n i t i o n der Brüche gilt — = —» erhalten 
2 3 4 3 5 7 
w i r also — * — = -—*--> also -— = —— * also 50 = 49. A u s der K o n t e x t -
3 4 6 4 7 10 
definit ion ergibt sich also ein W i d e r s p r u c h . 
I n der M a t h e m a t i k werden Kontextdef in i t ionen häufig vorgenom-
x 
men, so wenn m a n etwa Brüche y definiert als Äquivalenzklassen v o n 
geordneten Paaren v o n ganzen Zahlen ( x , y ) bzgl . der Äquivalenz-
relation (x , y ) m ( u , v ) : = u • y = x • v A y 0 A V ^= 0, so daß gi l t 
— = AzVuv(z = <u, v ) A ( u , v ) «sf (x , y ) ) . D i e Summe x © y v o n 
y x u 
rationalen Zahlen w i r d dann d u r c h die K o n t e x t d e f i n i t i o n — © — : = 
y v 
X v + u y e r ^ ä r t , wo + die für den Bereich der ganzen Zahlen definierte 
y v 
A d d i t i o n ist. D i e K o r r e k t h e i t dieser K o n t e x t d e f i n i t i o n ist nun aber 
gesondert nachzuweisen, indem m a n zeigt, daß es genau eine F u n k t i o n 
© der i n dieser Def in i t ion verlangten A r t gibt . D a ß es höchstens eine 
solche F u n k t i o n gibt , ist aber t r i v i a l u n d für die E x i s t e n z einer solchen 
F u n k t i o n hat m a n nur z u zeigen: (x , y> & (x ' , y ' ) A ( U , V ) ^ <u', v ' ) D 
i L © — = © • Al lgemein ist bei Kontextdef in i t ionen immer z u 
y v y v 
beweisen, daß es genau eine E n t i t ä t gibt , die den Bedingungen der 
Def in i t ion genügt. Gel ingt dieser Beweis, so zeigt er eine Ent i tä t der 
verlangten A r t auf, durch die sich dann die das fragliche Zeichen ex-
pl iz i t definieren läßt, sofern das Bezugssystem T hinreichend ausdrucks-
stark ist. So üeße sich das Zeichen © auch expl iz i t definieren durch x © y 
:=r nzVuvstpq(x - ( u , v ) A y = (s, t ) A Z = ( p , q ) A G ( U ) A G ( V ) A G ( S ) 
A G(t) A G(p) A G(q) A (p , q ) ^ <u • t + s • v , v • t ) ) , wobei „ G ( x ) " steht 
für „ x ist eine ganze Z a h l " . D a ß die U m f o r m u n g einer korrekten 
K o n t e x t definit ion i n eine E x p h z i t d e f i n i t i o n jedoch nicht immer mög-
l i ch ist, zeigt das Beispiel der K o n t e x t d e f i n i t i o n für Kennzeichnungs-
ausdrücke i n 3.2, wo sich die Kennzeichnungsfunkt ion nur meta-
theoretisch nachweisen, aber nicht i n ausdrücken läßt. A u s diesem 
Grunde ist auch die Kennze ichnung i m System F R E G E S ein G r u n d -
ausdruck, n icht aber ein definierter A u s d r u c k . 
F R E G E S allgemeine Grundsätze des Definierens bewirken also, daß 
nur E x p l i z i t d e f i n i t i o n e n zugelassen werden. 
6.3.3 Definit ionsregeln für spezielle Sprachen 
Bezieht m a n sich n u n auf eine spezielle Kunstsprache S, so k a n n 
man aus den allgemeinen Definitionsgrundsätzen ganz konkrete Regeln 
für die F o r m u l i e r u n g v o n Def in i t ionen gewinnen, wie das F R E G E für 
die Sprache der „Grundgesetze" getan h a t 1 . W i r wollen solche D e f i -
nitionsregeln hier für die Sprache der erweiterten P . L . $ angeben. 
oc) E i n e n-stellige P K F ist i n z u definieren durch eine Defini t ions-
formel der Gestalt A x ^ . . x n ( F ( x 1 , . . . , x n ) = A ) , wobei g i l t : a) I n A 
kommen neben den Grundausdrücken v o n $ n u r K o n s t a n t e n vor , die 
i n $ bereits früher definiert worden s ind, b) x l t . . . , x n s ind n verschie-
dene G V . c) A enthält genau die G V x v . . . , x^ frei . 
D i e F o r m der D e f i n i t i o n steht m i t der Bedingung (a) sicher, daß 
tatsächhch eine E x p h z i t d e f i n i t i o n vorhegt. D i e Forderung (bj ist 
notwendig, denn definiert m a n z. B . A x ( F ( x , x) = A ) , so s ind durch diese 
D e f i n i t i o n n u r die Instanzen F ( x , x) v o n F erklärt, n icht aber die 
Instanzen F ( x , y) m i t x ^ y , so daß die D e f i n i t i o n v o n F unvollständig 
ist u n d Ausdrücke der Gestalt F ( x , y) n icht immer el iminierbar s ind. 
D i e F o r d e r u n g (c) ergibt s ich aus der Bedingung, daß Def in iendum u n d 
Definiens v o n gleicher syntaktischer Kategorie sein sol len 2 . W i c h t i g 
ist dabei insbesondere, daß i n A höchstens die G V x v . . . , x Q frei vor-
k o m m e n sollen. D e n n definiert m a n etwa F durch 1) A x y ( F ( x , y) = 
G ( x , y , z)), so ist für die K o r r e k t h e i t dieser D e f i n i t i o n z u zeigen, daß 
gi l t 2) A x y z z ' ( G ( x , y , z) = G(x , y , z')). Andernfa l l s erhielte m a n für 
~i (G(x , y , z) = G(x , y , z')) auch ~ i (F(x , y) = F ( x , y)), also einen W Tider-
1 Vgl. [18], Bd. I, S. 43ff. 
2 Die Prädikate F(x x , . . ., xn) und A wären auch dann von gleicher 
syntaktischer Kategorie, wenn in A anstelle von x a , . . ., xn genau n andere 
GV frei vorkämen. Die Definition legt aber fest, daß beide Prädikate für 
gleiche Instanzen gleiche Wahrheitswerte annehmen sollen und damit 
ergibt sich dann die Forderung (c). 
spruch. G i l t aber (2) ; so ist die D e f i n i t i o n A x y ( F ( x , y) = V z G ( x , y , z)) 
m i t (1) äquivalent, wobei nun (2) dem Schema (a) entspricht. K o m m e n 
hingegen nicht alle G V x x , . . . , x n frei i n A vor , so k a n n sich daraus 
kein Widerspruch ergeben, d a das n u r zur Folge hat , daß F ( x x , . . . , x n ) 
nicht v o n den nicht frei i n A vorkommenden G V abhängt. Andererseits 
läßt sich aber die Def in i t ion dann auch äquivalent i n eine D e f i n i t i o n 
nach der Bedingung (c) umformen, indem m a n z u A k o n j u n k t i v die 
Glieder x{ = x{ hinzufügt für alle nicht i n A frei vorkommenden G V x{ 
aus x v . . . , x n , so daß die Forderung (c) i n diesem S i n n auch nicht z u 
streng ist . 
Ganz entsprechend begründet m a n che folgenden Definit ionsregeln 
für F K u n d G K : 
ß) E i n e n-stelhge F K F * ist i n z u definieren d u r c h eine Def ini t ions-
formel der Gestalt A x x . . . x n ( F * ( x x , . . . , x n ) = t), wobei g i l t : a) I m 
T e r m t kommen neben den Grundausdrücken v o n $ n u r K o n s t a n t e n 
vor, die i n *ß bereits früher definiert worden s ind, b) x v . . . , x^ s ind n 
verschiedene G V . c) t enthält genau die G V x v . . . , x n frei . 
y) E i n e G K a ist i n $ z u definieren d u r c h eine Def ini t ionsformel der 
Gestalt a = t, wobei der T e r m t keine freien G V enthält u n d neben den 
Grundausdrücken v o n nur Kons tanten , die i n S$ bereits früher defi-
niert worden s ind. 
D a man i n *ß Kennzeichnungsterme nicht als Grundausdrücke zur 
Verfügung hat, w i r d m a n aber die Definit ionsregeln für F K u n d G K 
insofern liberalisieren, daß m a n für sie auch Kontextdef in i t ionen nach 
folgenden Regeln zuläßt : 
ß') E i n e n-steUige F K F * ist i n $ z u definieren durch eine Definit ions-
formel der Gestalt A x x . . . x n y ( F * ( x 1 > . . . , x n ) = y = A ) , wobei g i l t : 
a) D ie F o r m e l A enthält neben den Grundausdrücken v o n <ß nur K 
stanten, die i n $ bereits vorher definiert worden s ind, b) x v . . . 
s ind n verschiedene G V . c) I n A k o m m e n genau die G V x l t . . . , x 
frei vor . d) D i e F o r m e l A x x . . . ^ V i y A ist beweisbar. 
y') E i n e G K a ist i n $ z u definieren d u r c h eine Definit ionsformel 
Gestalt Ay(a — y = A ) , wobei g i l t : a) D i e F o r m e l A enthält neben 
Grundausdrücken v o n $ nur Kons tanten , die i n $ bereits defir. 
worden sind, b) D i e F o r m e l V ! y A ist beweisbar. 
Die B e d i n g u n g (d) i n (/?') stellt sicher, daß es z u jedem A r g u m e n t -
n-tupel xv . . . , x n genau einen Funkt ionswer t F * ( x x , . . . , x n ) gibt , die 
Bedingung (b) i n (y') stellt sicher, daß es genau einen solchen Gegen-
stand gibt , wie er der G K a als Bedeutung zugeordnet werden soll . 
M i t der Kennze ichnungsfunkt ion k a n n m a n von (/?') u n d (y') offenbar 
wieder z u (ß) u n d (y) übergehen. 
Die allgemeinen Definitionsgrundsätze F R E G E S reichen also h i n , 
für spezielle Sprachen n u n ganz konkrete Definit ionsregeln anzugeben, 
die besagen, wie Ausdrücke z u definieren s ind, u n d die sicherstellen, 
daß alle ihnen gemäßen Def in i t ionen korrekte Nominaldef in i t ionen 
s ind. U m den letzteren P u n k t noch näher z u beleuchten, wollen w i r 
n u n zeigen, daß Def in i t ionen nach den Regeln (<x) bis (/) die P A S C A L -
schen K r i t e r i e n der E h m i n i e r b a r k e i t u n d der Nichtkreativität erfüllen. 
A u f G r u n d des Ersetzungstheorems M T 5 u n d des A x i o m s A 6 ist 
unmit te lbar k l a r , daß alle Vorkommnisse eines nach (a), (ß) oder (y) 
definierten Zeichens i n einer F o r m e l A so d u r c h eine Erse tzung durch 
das Definiens el iminierbar s ind, daß eine äquivalente F o r m e l B ent-
steht, die dieses Zeichen nicht mehr enthält , daß also für diese D e f i -
ni t ionsschemata das K r i t e r i u m der E l i m i n i e r b a r k e i t erfüllt ist . Für 
Def in i t ionen nach dem Schema (ßf) ist aber die E l iminierbarke i t 
gegeben, da wegen A x - ^ . x ^ I y A für beüebige F o r m e l n B gilt 
B [ z / F * ( x 1 , . . . , x n ) ] = V y ( B [z/y] A A ) . Daraus erhält m a n aber m i t M T 5 
die Erse tzbarke i t v o n Ausdrücken F * ( x x , . . . , x n ) i n beliebigen F o r m e l n , 
i n denen die x x , . . . , x n auch gebunden sein können. Entsprechendes 
gi l t für die Def in i t ionen nach (y'). Andererseits erfüllen die D e f i n i -
t ionen D nach (<x) bis (y') auch das K r i t e r i u m der Nichtkreativität . 
D e n n ist 93 ein Beweis für eine F o r m e l A , die das definierte Zeichen Z 
n i c h t enthält u n d i n dem D v o r k o m m t , so k a n n m a n i n allen Sätzen 
v o n SB Z i n der angegebenen Weise el iminieren. D a d u r c h entstehe aus 
e inem Satz C der Satz C u n d aus 93 die Satzfolge 93'. D ' ist nun ein 
orem, das ggf. unter B e n u t z u n g der B e d i g n u n g (d) u n d (b) aus 
u n d (y'), also ohne D beweisbar ist. Das Gleiche gi l t für die Sätze 
wo C ein A x i o m ist. Geht C endlich i n 23 aus F o r m e l n C x u n d C 2 
i R l b z w . aus einer F o r m e l ^ nach R 2 , so ist C aus C' t u n d C'2 
. C[ ohne D ableitbar, wie m a n sich leicht überlegt. 93' läßt s ich also 
inen Beweis für A umformen, i n dem die Def ini t ionsformel D nicht 
r v o r k o m m t . 
Umgekehrt gi l t n u n a u c h : erfüllt eine Def ini t ionsformel D die 
erien der Ehminierbarke i t u n d der Nichtkreativität bzgl . einer 
elementaren Theorie T i n nicht tr iv ia ler Weise, so daß T erweitert u m 
D konsistent ist, so läßt sich D äquivalent i n eine Def in i t ions formel 
n a c h (oc) bzw. (/?') oder (/) umformen. W i r zeigen das für die D e f i n i t i o n 
einer n-stelligen P K F u n d überlassen die restlichen Fäl le d e m Leser 
als Übungsaufgabe. Erfüllt D das K r i t e r i u m der E l i m i n i e r b a r k e i t , so 
g ibt es wegen R 2 eine F o r m e l A , die F nicht enthält , so daß gi l t 
1) I h D D A x x . . . x n (F (x 1 , . . . , xn) = A ) , wobei x v . . . , xn n ver-
schiedene G V sind, die n icht frei i n D v o r k o m m e n . A k a n n dabei n i cht 
v o n Konstanten abhängen, die i n T noch nicht definiert worden s ind, 
d a solche Kons tanten weder i n T, d . h . i n den A x i o m e n u n d den früheren 
Def ini t ionsformeln v o n T, noch i n D v o r k o m m e n . K o m m e n i n A 
neben den G V x v . . . , x n n u n zusätzhche G V y v . . . , y m frei vor , so muß 
geltenC) A x x . . . x n y ± . . . y m y ; . . .y'm(A[yv..., y m ] = A [ y j y ^ , . . . , yjy'j), 
wenn D das K r i t e r i u m der Nichtkreativität erfüllt, d a C i n T aus D 
ableitbar ist, u n d C die Konstante F nicht enthält . G i l t aber C, so 
k a n n m a n , wie unter (a) angegeben, A durch eine F o r m e l ersetzen, die 
n u r die G V x v . . . , x n frei enthält . U n t e r (a) haben w i r uns auch schon 
überlegt, wie A i n eine F o r m e l umzuformen ist, die genau die G V 
x v . . . , x n frei enthält , wenn einige der G V x v . . . , xn n icht frei i n A 
v o r k o m m e n . D e r Satz D' ) A x x . . . x n (F (x 1 , . . . , xn) = A ) hat d a n n aber 
die Gestalt einer exphziten Def ini t ionsformel nach (a). U m z u zeigen, 
daß D sich i n T d u r c h D ' ersetzen läßt , muß i m H i n b l i c k auf (1) noch 
gezeigt werden, daß auch gi l t 2) T h D ' D D , d . h . daß jedes M o d e l l 93 
v o n T u n d D ' auch D erfüllt. E s gi l t n u n a) Z u jedem M o d e l l 93 von T 
gibt es ein M o d e l l 93 m i t 93 f= 93 u n d 93(D) = u>. D e n n nach (1) ist die 
F o r m e l D [ F / A [ x x , . . . , x j ] i n T aus D ableitbar, d . h . alle Modelle 
v o n T u n d D erfüUen diese F o r m e l . I n i h r k o m m t F aber n icht vor, 
so daß sie auch i n T ohne D beweisbar sein muß nach dem K r i t e r i u m 
der Nichtkreativität, d . h . alle Modelle v o n T müssen D [ F / A [ x v . . . , x j ] 
erfüllen. Gäbe es n u n ein M o d e l l 93 v o n T, z u dem es kein 93 m i t 93 f= 93 
u n d 5 ( D ) = t » gibt , so wäre auch 9 3 ( D [ F / A [ x 1 , . . . , xj ] ) = f, d . h . , 
die Nichtkreativität v o n D bestünde nicht . — N a c h (1) gilt aber nun, 
daß es z u jedem M o d e l l 93 v o n T auch n u r ein 93 m i t 93 93 u n d 93(D) = to 
geben k a n n , da 93(F) d u r c h die Werte v o n 93 für die i n A frei vorkom-
menden Var iab len b z w . K o n s t a n t e n u n d die F o r d e r u n g 93(D') = tx> 
festgelegt ist. Erfüllt also ein M o d e l l 93 v o n T die F o r m e l D ' , so auch 
D , da es z u 93 genau ein 93 m i t 93 y 93 gibt , das D erfüllt u n d dieses 93 
nach (1) auch D ' erfüllt, also m i t 93 ident isch ist. 
D a m i t ist die B e h a u p t u n g (2) bewiesen u n d also die Ersetzbarkei t 
einer Def ini t ionsformel D für eine n-stellige P K , welche die K r i t e r i e n 
der E l i m i n i e r b a r k e i t u n d der Nichtkreativität i n nicht t r iv ia ler Weise 
erfüllt, durch eine explizi te D e f i n i t i o n nach (a). 
A u f G r u n d der Definit ionsregeln für die Sprache der elementaren 
Systeme k a n n m a n n u n auch den Begriff der Unabhängigkeit der G r u n d -
begriffe eines Systems T formulieren, wie das zuerst A . P A D O A getan 
h a t 1 . W i r haben bereits oben auf eine Analogie zwischen den G r u n d -
ausdrücken u n d den A x i o m e n eines Systems T hingewiesen. Ebenso 
wie m a n n u n für die A x i o m e die Frage der Unabhängigkeit stehen 
k a n n 2 , k a n n m a n auch fragen, ob die Grundausdrücke v o n T unab-
hängig s ind. D a b e i w i r d m a n eine n-stellige P K F b z w . eine n-stellige 
F K F * b z w . eine G K a v o n T abhängig v o n den übrigen Grundaus-
drücken nennen, wenn sie sich nach dem Schema (a) b z w . (/?') oder 
(yf) d u r c h diese übrigen Grundausdrücke definieren läßt . D a s System 
der Grundausdrücke v o n T heißt dann unabhängig, wenn keiner dieser 
Grundausdrücke v o n den übrigen abhängig ist . 
P A D O A hat n u n folgendes K r i t e r i u m für die Unabhängigkeit einer 
n-stelhgen P K F v o n T angegeben: 
P) F ist unabhängig, wenn es zwei Modelle 2^ u n d 932 v o n T gibt u n d 
G V y i f . . . , y n , s o d a ß g ü t B 1 ^ 9 3 2 u n d 5 8 1 ( F ( y 1 , . . . ,y n ) ) # $ ß 2 ( F ( y i , . . . , y n ) ) . 
D a ß dieses K r i t e r i u m hinreicht z u m Nachweis der Unabhängigkeit 
v o n F ergibt s ich wie fo lgt : Wäre i n T eine F o r m e l nach dem Schema 
(a) beweisbar, so würde für jedes M o d e l l 93x v o n T gelten: 2 ) 1 ( A x 1 . . . x n 
( F ( x 1 , . . . , x n ) = A)) =n>, also für alle 33x m i t 8 1 X u = x 9^ SB^A) = 
5 ß 1 ( F ( x 1 , . . . , x n ) ) . F ü r SB^Xj) = ^ ( y j (i = 1 , . . . ,n) erhielten w i r nach 
2.2.2.4 also insbesondere 931(A) = 9 3 1 ( F ( y 1 , . . . , y n ) ) . Ebenso erhielten w i r 
für e in M o d e l l 932 v o n T u n d ein Sß2 m i t Sß2 X l f = x $ 2 u n d SBa(xi) = a^fo) 
auch25 2 (A) = 9 3 2 ( F ( y x , . . . , y j ) . Aus\ Xl, = Xji%v » i i r ® , , * 2 X l , ^ x n % 
®i(xi) = ®i(Yi) = ^(Yi) = ®z(xd ergäbe sich dann aber Sß2 f = 5ÖX, 
also n a c h 2.2.2.3 2*X(A) = 8 a ( A ) , d a A die P K F nicht enthält , u n d 
d a m i t 9 3 1 ( F ( y 1 , . . . , y j ) = ^%[F(yv..., y n ) ) . Ist das K r i t e r i u m v o n 
1 Vgl. [52] und [53], sowie die Darstellung in dem Aufsatz „Some 
methodological investigations on the definability of concepts" in [76], 
S. 296-319. 
2 Vgl. den Abschnitt 1.3.5. 
P A D O A also erfüllt, so ist eine F o r m e l nach dem Schema (a) i n T n i c h t 
beweisbar u n d F ist unabhängig. 
A l s Übungsaufgabe stehe m a n z u (P) entsprechende K r i t e r i e n für 
die Unabhängigkeit einer F K u n d einer G K auf! 
6.3.4 Implizi te Definit ionen 
F R E G E hat sich i n seiner Definit ionslehre auch ausführlich m i t d e m 
P r o b l e m der impl iz i t en Def ini t ionen auseinandergesetzt 1 . D e n A n -
stoß d a z u gaben D . H I L B E R T S „Grundlagen der Geometr ie" v o n 1 8 9 9 . 
H I L B E R T hat te i n dieser Schrif t ein Ax iomensys t e m der Geometr ie 
angegeben, das sich v o n der A x i o m a t i k E U K L I D S insbesondere auch 
dadurch unterscheidet, daß nicht versucht w i r d , die geometrischen 
Grundbegri f fe wie , P u n k t ' , ,Ebene' , ,Gerade' usf. expl iz i t z u definieren 
oder doch z u erläutern. Diese Defini t ions versuche bi lden gerade einen 
der schwächsten P u n k t e des Systems v o n E U K L I D . D i e geometrischen 
Grundbegri f fe sollen vie lmehr bei H I L B E R T n u r d u r c h die Aussagen 
charakterisiert werden, die i n den A x i o m e n über sie gemacht werden. 
H I L B E R T hatte dabei die F o r m u l i e r u n g gebraucht, die Grundbegri f fe 
würden d u r c h die A x i o m e „definiert" . Gegen diese Behauptung H I L B E R T S 
hat s ich F R E G E i n mehreren Aufsätzen u n d Br iefen gewendet. 
f$k W i r können das P r o b l e m solcher imphzi ter Def ini t ionen v o n G r u n d -
begriffen d u r c h ein Axiomensys tem einfacher anhand des uns schon 
bekannten Systems der Peanoaxiome diskut ieren : 
a l ) N(0) 
a2) Ax(N{x) D N(xr)) 
a3) Axy{N(x) A N(y) A %' = / D % = y) 
a4) Ax = 0) 
aö) A/(/(0) A Ax{N{x) A / ( * ) D /(*')) D Ax(N(x) D /(*))). 
D a b e i steht ,tN(x)" für ,,x ist eine natürliche Z a h l " , „ 0 " für die N u l l , 
„x"' für „der Nachfolger v o n x". Dieses System enthält die G r u n d -
konstanten „2V", „0" u n d , / " u n d die Frage ist, ob m a n sagen kann, 
daß diese drei Grundkonstanten durch die Peanoaxiome definiert 
werden. Z u r Begründung einer solchen B e h a u p t u n g könnte m a n i n 
diesem F a l l e twa anführen, daß die Modeüe dieses Axiomensytems 
bis auf isomorphe Transformationen festgelegt s i n d 2 , daß also die 
1 Vgl. dazu [21], sowie den Briefwechsel F R E G E S mit H I L B E R T (unver-
öffentlicht) . 
2 Vgl. dazu den Abschnitt 4.5. 
Struktur der Grundbegrif fe durch die A x i o m e vollständig charakte-
risiert ist. D e n n o c h k a n n v o n einer Def in i t ion dieser Grundbegri f fe 
hier aber n i c h t die Rede sein. D i e drei Grundkonstanten wären nach 
unseren früheren Überlegungen vie lmehr nur dann durch diese A x i o m e 
definiert, wenn sich aus den A x i o m e n eine Folge v o n Def in i t ionsformeln 
D l , D 2 , D 3 für die K o n s t a n t e n nach den Schemata (a), (ß) b z w . (ß') 
und (y) b z w . (y') ableiten ließe, so daß i m Definiens v o n D l n u r G r u n d -
ausdrücke der P . L . vorkämen, i m Definiens v o n D 2 ev. auch noch die 
in D l erklärte K o n s t a n t e , u n d i m Definiens v o n D 3 daneben a u c h noch 
ev. die i n D 2 erklärte Konstante . M i t D l , D 2 u n d D 3 wären d a n n 
umgekehrt auch die Peanoaxiome beweisbar u n d w i r hät ten so ein 
logisches M o d e l l der Peanoaxiome i m R a h m e n der P . L . zweiter Stufe 
gewonnen. D i e Folgerungen aus den Peanoaxiomen würden d a n n nicht 
nur hypothet isch gelten i n dem S i n n , daß sie aus a l bis a5 i m R a h m e n 
der P . L . ableitbar s ind , sondern kategorisch, da sie m i t H i l f e v o n E x -
phzitdefinit ionen rein logisch beweisbar wären. D a aber aus den Peano-
axiomen offensichtl ich keine Def ini t ionsformeln für die drei G r u n d -
konstanten abgeleitet werden können, k a n n v o n einer D e f i n i t i o n dieser 
Kons tanten durch die A x i o m e nicht gesprochen werden. A l l g e m e i n 
w i r d m a n v o n einer D e f i n i t i o n v o n Grundbegri f fen durch A x i o m e n u r 
dann sprechen können, wenn sich aus den A x i o m e n Def in i t ionsformeln 
für die Grundbegrif fe ableiten lassen. Würde m a n behebige A x i o m e n -
systeme als Definit ionssysteme für ihre Grundbegriffe zulassen, so käme 
m a n , wie F R E G E hervorgehoben hat , z u recht eigenartigen Folgerungen. 
E s wäre dann z. B . der ontologische Gottesbeweis glänzend gerecht-
fert igt : m a n könnte j a dann die Prädikate , ,F(%)" für ,,x ist e in v o l l -
kommenes W e s e n " u n d „G{x)" für )}x ist ein göttliches W e s e n " d u r c h 
die A x i o m e „definieren": VxV(x) u n d Ax(G(x) = V(x)). Daraus erhält 
m a n d u r c h rein logische D e d u k t i o n den Satz VxG(x): E s gibt ein gött-
liches Wesen. D a n u n die A x i o m e als Def in i t ionen angesehen werden 
könnten, würde diese Folgerung nicht n u r hypothet isch gelten, d . h . für 
alle Interpretat ionen, die beide A x i o m e erfüllen, sondern kategorisch. 
A l l g e m e i n ließe sich auf diesem Wege z u einem Begriff auch gleich 
seine Erfüllbarkeit hinzudefinieren, z u einem Gegenstand beliebige 
Eigenschaften, die er haben soll , usw. 
Axiomensysteme definieren also i m allgemeinen nicht ihre G r u n d -
begriffe, sondern sie definieren nur einen Begriff zweiter Stufe, den 
Model lbegri f f — i m Beispie l den Begr i f f : ein T r i p e l (F, G*, a) bestehend 
aus einem einstelligen Begrif f F, einer einstelligen F u n k t i o n G * u n d 
einem Objekt a ist ein M o d e l l der Peanoaxiome, d. h . es gibt eine Inter -
pretation SB, die a l bis a5 erfüllt u n d für die gi l t 33(„IV") = F, ©(„ ' " ) = G * 
u n d 93{,,0") = Def inier t w i r d also nur eine Beziehung zwischen F, 
G* u n d a, die bestehen muß, damit w i r dieses T r i p e l als T r i p e l eines 
natürhchen Zahlbegriffes, einer Nachfolgerfunkt ion u n d eines N u l l -
elements ansprechen können — nicht hingegen die Eigenschaft , e in 
natürlicher Zahlbegriff , eine Nachfo lger funkt ion , ein Nul le lement z u 
sein für sich, u n d erst recht nicht die Eigenschaft , eine natürliche Z a h l 
zu sein, die Nachfolgerfunkt ion oder die N u l l . 
D i e Le is tung i n der Aufs te l lung der Peanoaxiome hegt nicht d a r i n , 
daß hier eine D e f i n i t i o n der arithmetischen Grundbegriffe gegeben 
würde, sondern dar in , daß hier die Eigenschaften f ixiert werden, die v o n 
diesen Begriffen be im A u f b a u der A r i t h m e t i k al lein verwendet werden, 
daß die Postulate, auf denen die A r i t h m e t i k beruht, einer ge-
nauen Überprüfung zugänglich werden u n d daß dami t die A r i t h -
met ik als Menge der Folgerungen, die sich aus diesen Postulaten ziehen 
lassen, genau abgegrenzt w i r d . Entsprechendes gilt auch für H I L B E R T S 
geometrisches Axiomensys tem wie aügemein für die Axiomat is ierungen 
von Theorien. 
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T 4 4 A [ x ] D B H X V x A [ x ] D B — wo X nicht frei i n B vorkommt. 
T 4 5 H A x A D V x A 
T 46 a H A x A ~ - i V x - i A 
T 4 6 b H A x - i A = - n V x A 
T 46 c I I A X A = V x - i A 
T 4 6 d I I A X - I A = V x A 
T 4 7 H A x ( A D B ) = A D A X B — WO X nicht frei i n A vorkommt. 
T 4 8 H A x ( B D A ) = V X B D A — W O X nicht frei i n A vorkommt. 
T 49 H A x ( A A B) = A x A A A X B 
T 5 0 H V x ( A D B ) = A D V X B — wo X nicht frei in A vorkommt. 
T 51 H V x ( B D A ) = A x B D A — wo x nicht frei i n A vorkommt. 
T 52 H V x ( A v B) = V x A v V x B 
T 5 3 a H A x y A = A y x A 
T 5 3 b H V X V A E E V V X A 
T 5 4 V x A y A H A y V x A 
T 55 h x = y D y = x 
T 5 6 h x = y A y = z D x = z 
T 5 7 V ! x A [ x ] H V x A [ x ] 
T 58 V ! x A [x] H A y z ( A [x/y] A A [x/z] D y = z) 
T 59 V ! x A [x] H V x ( A [x] A B [X]) = A x ( A [x] D B [x]) 
T 6 0 H A x A [ x ] D A [ x / t ] 
T 6 1 H A [ x / t ] D V x A [ x ] 
T 62 V !xA [x] H A [x/nxA [x]] 
T 63 H A x ( A [ x ] = x = y ) D y = nxA[x] 
T 64 - i V ! x A [x] H oxA [x] = u 
T 65 V ! x A [x] H B [y/nxA [x]] = V x ( A [x] A B [y/x]) 
T 6 6 H x = y D f * ( x ) = f*(y) 
T 6 7 H ( f o g ) o h ( x , y ) = f o ( g o h ) (x ,y) 
T 6 8 H g o f ° ( x , y ) = f ° o g ( x , y ) = g ( x , y ) 
T69 H ( f - 7 ) - 7 ( x , y ) = i ( x , y ) 
T 70 H (f o g)~ 7(x, y) = g ~ 7 o f 7(x, y) 
T 71 H f w o fn(x, y) = f" + M(x, y) für mtn^0 
T 72 K (Hw(x, y) = f * w(x, y) für m, n > 0 
T 73 Hg n(x, y) D g > ö ( x , y) für n > 0 
T74 r - g > ö ( x , y ) 3 g > ö ( x , y ) 
T 75 l - g > 0 ( x , y) A g > ö (y , z) D g % z) 
T 76 H g ^ ° ( x , y) A g^°(y, z) D g^° (x , z) 
T 77 K g > ö (x, y) = Af(E(i, g) A Az(g(x, z) D f(z)) D f(y)) 
T78 h s u t = t u s 
T79 h s n t = t n s 
T 80 h- (s^t) r = sv (tv r) 
T81 r-(sr>t)or = sr^(tr^r) 
T82 Hs^(sr>>t) = s 
T83 h - s r i ( s u t ) = s 
T84 r - s^I = V 
T86 r - s n » s = A 
T86 h s u ( t n r ) = ( s u t ) n (svjr) 
T87 r -sr» ( tv^r ) = s r ^ t v j s n r 
T88 r - s ^ A = s 
T89 h s n Y = s 
T90 h s u s = s 
T91 h s n s = s 
T92 r - s ^ V = V 
T93 h s n A = A 
T94 s - t h ( s u t ) n ( t u s ) = V 
T95 (I ^ t ) o ( t v j s ) = Vr~s = t 
T96 H s = s 
T97 h s n t = s u t 
T98 HsÄ7t = s o t 
T99 h - s C t = s ^ t = V 
T100 h s C s 
T101 H s C t A t C r D s C r 
T102 h s C t A t C s D s = t 
T103 h s - t = s n t 
T104 h-Ay(yesDnsCy) 
T106 r - A y ( y 8 s D y C ü s ) 
T106 r- <s, t> = <s', t ' ) = s = s ' A t = t / 
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