In this paper, we propose a vector extrapolation method for accelerating the non-overlapping Schwarz iterations in the case of the nonlinear reaction diffusion equations. The acceleration occurs at two levels: the acceleration of sequences produced by the fixed point algorithm, and the acceleration of sequences generated by Schwarz method. Specifically, the acceleration occurs in the internal Dirichlet boundary conditions. In order to illustrate the interest of the proposed algorithm, we have performed different test-cases of analytical examples, all results show the efficiency of the proposed approach in terms of CPU-Time, number of iterations and the rate of convergence.
Introduction
The domain decomposition methods are widely used for solving large linear or non-linear systems arising from the discretization of partial differential equations PDEs. The first models of these methods have been established by Schwarz (Toselli and Widlund, 2005; Quarteroni and Valli, 1999; Smith et al., 2004) , and after that, several variants of the Schwarz method have appeared (Gander, 2006; Lions, 1988) .
The idea is to decompose a large problem into a series of smaller subproblems easier to solve. These subproblems can be solved simultaneously, using parallel computing.
The ε-algorithm is a non-linear algorithm for accelerating the convergence of numerical sequences (Brezinski, 1977 (Brezinski, , 1971 Roland, 2005) . This algorithm was proposed by Peter Wynn to calculate the Shanks transformation, which generalizes Aitken acceleration method.
There exist different variants of the ε-algorithm that can be used with vector sequences: the vector ε-algorithm, or the scalar ε-algorithm applied to each component of the vector sequences (Gekeler, 1972; Brezinski, 1996) .
Several works have treated the acceleration of Schwarz methods, for example, in Duminil et al. (2015) the authors use the reduced rank extrapolation to accelerate Schwarz iterations, another idea was described in Linel (2011) , to accelerate domain decomposition methods for the ordinary differential equations ODEs.
There exist many other authors that have proposed different ideas to accelerate domain decomposition methods (Baranger et al., 2003; Lube et al., 2005; Garbey and Tromeur, 2002; Garbey, 2005; Gander, 2006) .
In this paper, we consider a non-linear reaction diffusion problem. At first, we linearize this problem using the fixed point approach. The domain decomposition method is then applied to the linear form of the problem.
The purpose of this work consists in developing a new algorithm combining two acceleration methods. The first one is applied to accelerate the vector sequences derived from the fixed point algorithm, and the second one is used to accelerate the vector Schwarz iterations.
We show experimentally that the proposed algorithm provides faster convergence measured in terms of number of iterations, CPU-Time, and rate of convergence.
All results have been validated using a numerical test cases and also by using the free finite elements software Freefem++.
Domain decomposition method
In this section, Ω is a bounded open set in R N , f, q : Ω → R, and r : Ω × Ω → R.
We consider the following problem:
For u, w ∈ H 1 0 (Ω) the problem becomes:
To solve this problem we must find u ∈ L 2 (Ω) solution of the following problem:
Thus, the map for which we must find a fixed point is as follows:
To show the existence of a fixed point of F, we use a compactness method, especially the Schauder fixed point theorem (Dinca, 2009) . Now, we apply the non-overlapping domain decomposition method to solve problem (1). For simplicity, we consider a decomposition of Ω into two non-overlapping subdomains Ω 1 and Ω 2 with an interface Γ :
, let n i denote the unit outward pointing vector field on ∂Ω i , the problem (1) can be reformulated as an equivalent multidomain problem consisting of the following space subdomain problems:
Schwarz proposed an iterative method to solve the multidomain problem. Thereafter, several variants have appeared : additive, multiplicative, and hybrid types with overlapping and non-overlapping subdomains. A number of them are discussed in detail in Toselli and Widlund (2005) , Widlund and Toselli (2004) and Quarteroni and Valli (1999) .
By linearizing problem (4), and considering the non-overlapping Schwarz algorithm (Dirichlet-Neumann), we get the following algorithm:
parameter, -Assembly of the vector u k .
The vector ε-algorithm
The vector ε-algorithm is a non-linear extrapolation method for accelerating the convergence of sequences, one can say also that this is a generalization of Aitken method. There exist several versions of the ε-algorithm (topological, scalar and vector ε-algorithm). In this work, we are only interested in the vector form. We consider thereafter the fundamental algebraic results in the theory of the vector ε-algorithm (Gekeler, 1972; Brezinski, 1996) . First, we recall some results concerning the Aitken's process. U = (u n ) n∈N is a sequence that converges to u.
The convergence acceleration methods consists in transforming U = (u n ) n∈N into another sequence ε (n) 2 which converges faster to the same limit u. Among these transformation methods, the best-known are the Richardson methods and ∆ 2 Aitken. We define the operator ∆ such as
Definition 1: Let U = (u n ) n∈N and V = (v n ) n∈N two sequences of real numbers that converge to u, we say that (u n ) n∈N converges faster than (v n ) n∈N if:
Definition 2: Let U = (u n ) n∈N be a sequence of real numbers, the ∆ 2 Aitken process consists in transforming the sequence (u n ) into a new sequence ε (n) 2 defined by :
Theorem 1: If we apply the ∆ 2 Aitken process to the sequence U = (u n ) n∈N which satisfies the condition
then the sequence ε n 2 converges to u faster than u n+1 .
Proof: Using the Definition 1 we have
if the condition of Theorem 1 is satisfied, then ε n 2 converges to u faster than u n+1 . Now, we seek the conditions on u n in order that ε (n) 2 = u for n > N (N is a given rank)
we have seen that:
2 based on determinants:
we want to have
For this determinant to be zero, it is necessary and sufficient that there exist a 0 and a 1 such that:
we remark that u n = u n+1 ∀n and then the ∆ 2 Aitken process cannot be applied to u n , and if a 0 + a 1 = 0 then, we have ε (n) 2 = u ∀n > N . Therefore, we have the following theorems Theorem 2: A necessary and sufficient condition to have ε
This theorem can be generalized to high order using a non-linear acceleration method, the Shanks transformation Brezinski (1977 Brezinski ( , 1996 . This transformation called e n k (U ) is built such that e n k (U ) = u ∀n > N, and it consists in computing the quantities e n k (U ) as follows
from these equations, it is easy to obtain a determinantal formula for e n k (U )
The transformed expression given above is to a ratio of two determinants having a particular structure, and it's a part of the hankel determinants (Brezinski, 1971) .
The previous results leads to the following theorem.
Theorem 3:
If for a fixed k, the sequence U is such that there exists u ∈ R and
The proof of Theorems 2 and 3 are given for example in Brezinski (1977 Brezinski ( , 1996 .
Remark A recursive rule for computing the quantities e n k (U ) of shanks transformation has been given by Wynn (1956) .
These quantities can be computed by the following ε−algorithm:
where the inverse of a vector y is defined by:
. Using Theorem 3, Gekeler (1972) has proved that vector ε-algorithm provides a direct method for solving the linear systems of equations. 
a i (u n+i − u) = 0 ∀n so using Theorem 3 we prove that
Now, let to be solve the following non-linear problem
where F : R p −→ R p is differentiable in the sense of Frechet in a neighborhood of x knowing x 0 we set u 0 = x n and we solve for k = 1, ..., 2m − r the following iterative problem
To calculate ε (r) 2(m−r) we applied the ε-algorithm to the vectors u 0 , ..., u 2m−r , then we take
2(m−r) , where m is the degree of minimal polynomial of F ′ (x) for the vector x n − x and r is the multiplicity of the root (λ = 0) for this minimal polynomial.
The non-linear fixed point problems can be accelerated by the ε−algorithm if the conditions of Theorem 5 is verified.
Theorem 5: Let F : R p −→ R p such as there exist x ∈ R p wich satisfies x = F (x), such that F is differentiable in the sense of Frechet in a neighborhood of x, and such that I − F ′ (x) is invertible. Then there exists a neighborhood V of x such that for any x 0 ∈ V the previous algorithm converges to x at least quadratically, ie:
Proof:
If F is differentiable in the sense of Frechet in a neighborhood of x, we have:
using Theorems 2 and 3 we get
4 Acceleration algorithm
Convergence analysis
The main idea of the acceleration algorithm that we develop bellow was applied for ordinary differential equations ODEs for example in Duminil et al. (2015) . We consider the general non-linear reaction diffusion problem:
Note that the problem (1) has the same form with L = −∇(q(x)∇u), G(u) = f (u), and D ′ (Ω) is the dual of D(Ω), the set of distributions on Ω.
The corresponding discretized problem can be written as follows :
where A is the matrix of the discretized differential operator L, obtained by finite elements method. G : R p −→ R p is a non-linear function, and U is the vector containing the approximation of the solution u of the continuous problem on the finite elements mesh. We remark , that if we put T = A −1 G(.), the problem (6) is equivalent to U = T (U ).
Using Theorem 5 we deduce that:
To accelerate the fixed point sequence u k = T (u k−1 ), we can follow these steps:
1 Choose a starting point x 0 .
2 At the iteration (n+1), we set u 0 = x n and u k = T (u k−1 ) fork = 1, ..., 2m − r.
3 Applying the ε-algorithm to the vectors u 0 , ...., u 2m−r to calculate ε To accelerate the sequence (λ k ) in the Schwarz algorithm, we express this problem using the Steklov Poincaré operator (Quarteroni and Valli, 1999) , we separate the solutions u i into two contributions.
For each i = 1, 2, H i λ is the harmonic extension of λ to Ω i , and ς i f depends only on f , we note u i = H i λ + ς i f, the Neumann condition becomes:
. The latter condition amounts that λ satisfies the Steklov poincaré interface equation
where
∂ςif ∂n i , and S is the Steklov Poincaré operator defined as:
we have therefore:
we conclude that :
with T θ := (I − S 2 θS)).
γ n (λ n − λ) = 0 using Theorem 5, it can be seen that ε n 2m = λ ∀n > N, where m is the degree of the minimal polynomial of T θ , and γ n are the coefficients of the polynomial P m such that P m (1) = 1.
Epsilon-Schwarz algorithm
resolution of (1) by additive Schwarz
applying the ε − algorithm to the vectors ζ 0 , .., ζ 2(m−r) to calculate ε
assembly of element vectors U applying the ε − algorithm to the vectors U 0 , .., U 2(m * −r * ) to calculate ε
Numerical experiments
In this section, we shall present numerical results obtained using the finite element method for the following test problem:
We take for f , respectively, the expressions: Figures 1-3 show the solution of the problem (1) using Epsilon-Schwarz algorithm on the two subdomains Ω 1 and Ω 2 for different cases of f (u). between the approximate solution and the exact solution of the problem (1), at n, k iterations of the proposed algorithm.
Table 1
The error E Table 2 The error E Table 3 The error E (n) k of case 3 We now study the efficiency of the algorithms presented in previous sections in term of iterations, Figures 4-6 show the behaviour of the error norm using a logarithmic scale versus number of iterations for both algorithms, it can be observed for all results presented that Schwarz algorithm take too long to converge, whereas Epsilon-Schwarz algorithm require far fewer iterations for convergence. In order to calculate the rate of convergence for the two algorithms, we calculated the error for different mesh grid values. Tables 4-6 show the computation of the rate of convergence for different cases of the non-linear term f(u). Table 4 The error versus h : Case 1
The error: Schwarz 0.17 × 10 For calculate the rate of convergence we use this formula :
Schwarz algorithm:
log(
Epsilon-Schwarz algorithm:
log( E h/5 E h/10 ) log 2 = 1.56 Table 5 The error versus h: Case 2 The rate of convergence of both algorithms:
Schwarz algorithm: log 2 = 1.47 Table 6 The error versus h: Case 3 The rate of convergence of both algorithms:
Schwarz algorithm: We can remark that the convergence rate of the classical Schwarz algorithm is smaller compared with the Epsilon-Schwarz algorithm, for all test cases, which shows clearly the acceleration of convergence.
Conclusion
In this work we have developed an accelerated domain decomposition algorithm for solving a non linear reaction diffusion equation. The proposed algorithm is based on the vector ε-algorithm, to accelerate the convergence of the fixed point method and the Schwarz iterations. Several test-cases of analytical examples were presented. All results show the accuracy and the efficiency of this algorithm. They make clear that the accelerated algorithm has a lower convergence rate compared with the classical Schwarz iterations. As perspective of the present work, we can generalize the acceleration method for non stationary PDEs, apply it on complex geometry or to a real modelling case.
