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To optimize the performance of a heat engine in finite-time cycle, it is important to understand the
finite-time effect of thermodynamic processes. Previously, we have shown that extra work is needed
to complete a quantum adiabatic process in finite time, and proved that the extra work follows a
C/τ2 scaling for long control time τ . There the oscillating part of the extra work is neglected due to
the complex energy-level structure of the particular quantum system. However, such oscillation of
the extra work can not be neglected in some quantum systems with simple energy-level structure, e.
g. the two-level system or the quantum harmonic oscillator. In this paper, we build the finite-time
quantum Otto engine on these simple systems, and find that the oscillating extra work leads to a
jagged edge in the constraint relation between the output power and the efficiency. By optimizing
the control time of the quantum adiabatic processes, the oscillation in the extra work is utilized to
enhance the maximum power and the efficiency. We further design special control schemes with the
zero extra work at the specific control time. Compared to the linear control scheme, these special
control schemes of the finite-time adiabatic process improve the maximum power and the efficiency
of the finite-time Otto engine.
I. INTRODUCTION
Quantum thermodynamics [1–5] studies the effect of
quantum characteristics, e. g. coherence [6–9], entan-
glement [10–13], and quantum many-body effect [14–17]
on the thermodynamic property of the system. One im-
portant topic is to find quantum heat engines as coun-
terparts of the classical ones. To design a practical heat
engine with non-zero output power, the finite-time quan-
tum thermodynamics [18–23] needs to be studied instead
of quasi-static thermodynamics [15–17, 24]. Therefore
understanding the finite-time effect of thermodynamic
processes is crucial to the optimization of the finite-time
heat engine [22, 25–29]. Based on the universal C/τ scal-
ing of the entropy production in finite-time isothermal
processes [19], the efficiency at the maximum power is
obtained analytically for the finite-time Carnot-like en-
gine [18, 20, 30, 31]. The trade-off relation between effi-
ciency and power is further established recently [28, 32–
36] for finite-time Carnot cycle. The finite-time heat en-
gine of other types, e. g. the finite-time Otto engine, has
been studied [27, 29, 37–44] and is shown with better per-
formance by the technique of the shortcut to adiabatic
[45–49]. Yet, the optimization of the finite-time Otto en-
gine lacks a general principle compared to the universal
C/τ scaling of the entropy production in the finite-time
Carnot-like engine.
Evaluating the finite-time effect of the adiabatic pro-
cesses is the key to the optimization of the finite-time
Otto engine, which consists two adiabatic processes and
two isochoric processes. We consider the situation where
the time consuming of the finite-time isochoric pro-
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cesses can be neglected compared to the finite-time adi-
abatic processes [47, 50]. During the finite-time adia-
batic process, the system is isolated from the environ-
ment and evolves under the time-dependent Hamiltonian
[51]. When energy levels of different states do not cross,
the quantum adiabatic approximation is valid for long
control time [24]. In this situation, the theorem of high-
order adiabatic approximation provides a perturbative
technique to derive the finite-time correction to higher
orders of the inverse control time [52–55]. It requires
positive extra work to complete the adiabatic process in
finite time.
In our previous paper [56], we find that the extra work
in the finite-time adiabatic process can be naturally di-
vided into the mean extra work and the oscillating ex-
tra work. With the increasing control time τ , the mean
extra work decreases monotonously, obeying a general
C/τ2 scaling behavior. The oscillating extra work oscil-
lates around zero for larger τ , and is neglected due to
the incommensurable energy of different states in large
systems. Yet, this oscillating extra work can not be ne-
glected for the system with simple energy-level structure.
In this paper, we continue the study of the oscillating ex-
tra work, and show its effects on some simple systems,
such as the two-level system and the quantum harmonic
oscillator. We find that the oscillation of the extra work
can be utilized to enhance the output power of the heat
engine. Besides, we obtain special control schemes of
the adiabatic processes with zero extra work at the spe-
cific control time. The special control scheme further
improves the maximum power of the Otto engine.
This paper is organized as follows. In Sec. II, we review
the generic finite-time quantum Otto engine, and list the
dependence of the power and the efficiency on the extra
work in the finite-time adiabatic processes for later dis-
cussion. In Sec. III and IV, the finite-time quantum Otto
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2Figure 1. Energy-parameter (〈H〉 −R) diagram of the finite-
time Otto cycle. The solid line with arrows presents the finite-
time cycle, where two vertical colored lines present the iso-
choric processes (red for heating and blue for cooling), and
two black lines present the finite-time adiabatic processes.
The dashed lines present the quasi-static adiabatic processes.
The extra work in the two finite-time adiabatic processes is
marked as W (ex)1 (τ1) and W
(ex)
3 (τ3) .
cycles on two-level system and quantum harmonic oscil-
lator are studied, respectively. The conclusion is given in
Sec. V.
II. FINITE-TIME QUANTUM OTTO ENGINE
In this section, we briefly review the finite-time Otto
cycle. A generic finite-time Otto cycle consists four
strokes, two finite-time adiabatic processes and two
finite-time isochoric processes, illustrated on 〈H〉−R di-
agram in Fig. 1.
In the finite-time adiabatic processes (1→ 2 and 3→
4) with the control time τ1 and τ3, the work is performed
by tuning the parameter R(t) in the Hamiltonian H(t) ≡
H[R(t)], fromR0 toR1 in the process 1→ 2 and inversely
in 3→ 4. The system evolves under the time-dependent
Hamiltonian as ρ˙ = −i[H(t), ρ]. The work done for the
finite-time adiabatic process equals to the change of the
internal energy
W (τ) = Tr[ρ(τ)H(τ)]− Tr[ρ(0)H(0)], (1)
where τ is the control time of the adiabatic process. The
initial state ρ(0) is a thermal state, while the final state
ρ(τ) is not necessarily a thermal state. The finite-time
adiabatic process requires more work compared to the
quasi-static one. In Ref. [56], we rewrite the work as
W (τ) = W adi +W (ex)(τ), (2)
whereW adi is the work done in the quasi-static adiabatic
process with infinite control time, and W (ex)(τ) is the
extra work for the finite-time adiabatic process.
We have shown that the extra work can be naturally
divided into the mean extra work and the oscillating ex-
tra work
W (ex)(τ) = W (mean)(τ) +W (osc)(τ). (3)
The mean extra work decreases monotonously for longer
control time τ , satisfying the C/τ2 scaling behavior. The
oscillating extra work oscillates around zero with the in-
creasing control time. For a large and complicated physi-
cal system, the oscillating extra work is usually neglected
due to the incommensurable energy levels of different
states [56]. However, in quantum systems with simple
energy-level structure, the contribution of the oscillating
extra work should be taken into account.
To evaluate the efficiency, one needs to obtain the heat
transfer in the isochoric process 4→ 1 (2→ 3). Since no
work is performed in this process, the heat is determined
by the change of the internal energy. In the process 4→
1, the system absorbs the heat from the hot source Qh =
〈H〉1 − 〈H〉4 > 0, while the system releases the heat
to the cold sink Qc = 〈H〉3 − 〈H〉2 < 0 in the process
2→ 3. The time consuming of the isochoric process can
be neglected compared to that of the adiabatic process
[47, 50]. For a whole cycle, the net work is WT = Qh −
|Qc| with the efficiency η = WT/Qh.
In Ref. [56], we have obtained the power
P =
W adiT −W (ex)1 (τ1)−W (ex)3 (τ3)
τ1 + τ3
, (4)
and the efficiency
η =
W adiT −W (ex)1 (τ1)−W (ex)3 (τ3)
Qadih −W (ex)3 (τ3)
(5)
for the finite-time Otto cycle. Here, W adiT and Q
adi
h de-
note the net work and the heat absorbed from the hot
source in the quasi-static Otto cycle. W (ex)1 (τ1) and
W
(ex)
3 (τ3) denote the extra work for the finite-time adia-
batic processes 1 → 2 and 3 → 4 respectively. For given
control time τ1 and τ3, higher power and efficiency can be
achieved by optimizing the protocol to reduce the extra
work W (ex)1 (τ1) and W
(ex)
3 (τ3).
In the previous paper, the constraint relation between
the efficiency and the output power is obtained by ne-
glecting the oscillating extra work for the system with
complex energy-level structure. We only consider the
mean part in the extra work W (ex)1 (τ1) ≈ Σ1/τ21 and
W
(ex)
3 (τ3) ≈ Σ3/τ23 , and obtain the efficiency at the max-
imum power as
ηEMP =
2ηadi
3− ηadi/[1 + (Σ1/Σ3)1/3] , (6)
where ηadi is the efficiency of the quasi-static Otto cycle.
Yet, such simplification fails for a quantum system with
simple energy-level structure. We will explore the effect
of the oscillating extra work for the simple quantum sys-
tem in the following section.
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Figure 2. Finite-time Otto cycle of the two level system.
The magnetic field ~B(t) is modulated in the finite-time adi-
abatic process. Similar to Fig. 1, the solid line presents the
finite-time cycle, with the dashed line for the quasi-static one
plotting for comparison. The time consuming for the two adi-
abatic processes is τ1 and τ3, while the time consuming for
the isochoric processes is neglected.
III. TWO-LEVEL OTTO ENGINE
To show the effect of the oscillating extra work, we
start with the simplest model of two-level system, a spin
in a controllable magnetic field ~B(t). The Hamiltonian
of the system reads
H = µ~B(t) · ~σ, (7)
with the magnetic moment µ and the Pauli matrix ~σ.
We consider the magnetic field is modulated as ~B(t) =
(Bz(t) +Bθ cos θ)~ez + Bθ sin θ~ex in the finite-time adi-
abatic process, where θ is the angle of the static mag-
netic field Bθ. With the ratio of the magnetic field
λ = Bz(t)/Bθ, the Hamiltonian of the two-level system
[27] is rewritten as
H = [(λ− cos θ)σz + sin θ σx], (8)
by setting  = µBθ as the unit of the energy. Here,
λ = λ(t) serves as the tuning parameter R(t) in the finite-
time adiabatic process. Figure 2 shows the finite-time
Otto cycle realized on the two-level system. We present
the finite-time cycle with the solid curve, and the quasi-
static cycle with the dashed curve. In the two isochoric
processes, the magnetic field is fixed and the system con-
tacts with the hot source or the cold sink and reaches
equilibrium (the red and blue curve).
To apply the high-order adiabatic approximation, we
rewrite the Hamiltonian under the basis of instantaneous
eigenstates [52] as
H = Λ(t) (|e(t)〉 〈e(t)| − |g(t)〉 〈g(t)|) , (9)
where the instantaneous eigen-energy Λ(t) is determined
by λ(t) as
Λ(t) =
√
λ2 − 2λ cos θ + 1. (10)
The instantaneous ground state is
|g(t)〉 = 1/N1
(
λ− cos θ − Λ
sin θ
)
, (11)
and the instantaneous excited state is
|e(t)〉 = 1/N2
(
λ− cos θ + Λ
sin θ
)
, (12)
where N1 = [2Λ(Λ−λ+ cos θ)]1/2 and N2 = [2Λ(Λ +λ−
cos θ)]1/2 are the normalized factors.
The initial state is a thermal state ρ(0) =
pg |g(0)〉 〈g(0)| + pe |e(0)〉 〈e(0)|, where the distribution
is pg = 1 − pe = 1/[1 + exp(−2βΛ(0)] with the inverse
temperature β. The density matrix at any time t ∈ [0, τ ]
is ρ(t) = pg |ψg(t)〉 〈ψg(t)| + pe |ψe(t)〉 〈ψe(t)|, where the
state |ψn(t)〉 , n = e, g obeys the Schrodinger equation
i∂t |ψn(t)〉 = H(t) |ψn(t)〉 , (13)
with the initial condition |ψn(0)〉 = |n(0)〉. We express
the state under the basis of the instantaneous eigenstates
|ψn(t)〉 = cng(t)eiφ(t) |g(t)〉+ cne(t)e−iφ(t) |e(t)〉 (14)
with the dynamical phase φ(t) = 
∫ t
0
Λ(t′)dt′. The
Schrodinger equation by Eq. (13) gives the differential
equations
c˙ng = e
−2iφ sin |θ| λ˙
2Λ2
cne, (15)
and
c˙ne = −e2iφ sin |θ| λ˙
2Λ2
cng. (16)
We consider a given protocol λ˜(s) = λ(sτ) with ad-
justable control time τ , where s = t/τ ∈ [0, 1] denotes
the rescaled time parameter. The internal energy at the
end of the adiabatic process is 〈H(τ)〉 = (pe − pg)[1 −
2 |ceg (τ)|2]Λ˜(1) with the notation Λ˜(s) = Λ(sτ). To-
gether with Eqs. (1) and (2), we obtain the quasi-static
work
W adi = − tanh[βΛ˜(0)][Λ˜(1)− Λ˜(0)], (17)
and the extra work for the finite-time adiabatic process
W (ex)(τ) = 2Λ˜(1) tanh[βΛ˜(0)] |cge (τ)|2 . (18)
At long control time limit, the first-order adiabatic ap-
proximation gives the asymptotic amplitude for Eq. (16)
c[1]ge (τ) =
i sin |θ|
4τ
(
λ˜′(1)
Λ˜(1)3
e2iτφ˜(1) − λ˜
′(0)
Λ˜(0)3
)
, (19)
4where the dynamical phase is rewritten as φ˜(s) =

∫ s
0
Λ˜(s′)ds′, and λ˜′(s) = dλ˜(s)/ds denotes the deriva-
tive of λ˜(s). The derivation of Eq. (19) is attached in
Appendix A. Substituting Eq. (19) into the extra work
by Eq. (18), the asymptotic extra work is naturally di-
vided into two parts according to Eq. (3), the mean extra
work
W (mean) =
sin2 θΛ˜(1)
8τ2
(
λ˜′(1)2
Λ˜(1)6
+
λ˜′(0)2
Λ˜(0)6
)
tanh[βΛ˜(0)],
(20)
and the oscillating extra work
W (osc) = − sin
2 θ
4τ2
λ˜′(1)λ˜′(0) cos[2τ φ˜(1)]
Λ˜(1)2Λ˜(0)3
tanh[βΛ˜(0)].
(21)
To obtain the efficiency and the power for the finite-
time Otto cycle, we need the net work W adiT and the
heat absorbed Qadih in the quasi-static Otto cycle with
the infinite control time τ → ∞. The magnetic field
Bz(t) is modulated fromB0 toB1 in the adiabatic process
1 → 2, with the corresponding parameter λ0 and λ1 at
the initial and final time. Since the population on the
excited state remains unchanged during the quasi-static
adiabatic processes [24], the internal energy of the four
states follows immediately as 〈H〉1 = −E0 tanh(βhE0),
〈H〉adi2 = −E1 tanh(βhE0), 〈H〉3 = −E1 tanh(βcE1) and
〈H〉adi4 = −E0 tanh(βcE1). Here, βl = 1/kBTl is the
inverse temperature for the hot source (l = h) and the
cold sink (l = c), and Ej = 
√
λ2j − 2λj cos θ + 1, j =
0, 1 gives the abbreviation of the eigen-energy. The net
work of the quasi-static Otto cycle is
W adiT = (E0 − E1)[tanh(βcE1)− tanh(βhE0)] (22)
The heat absorbed from the hot source is
Qadih = E0[tanh(βcE1)− tanh(βhE0)]. (23)
The efficiency of the quasi-static Otto cycle is ηadi =
1−E1/E0 [24]. For the finite-time Otto cycle, the power
and the efficiency are obtained by substituting the extra
work by Eq. (18) and the quasi-static net work and heat
by Eqs. (22) and (23) into Eqs. (4) and (5), respectively.
We compare the asymptotic extra work by Eqs (20)
and (21) with the exact numerical result in Fig. 3(a).
The exact numerical result is obtained by numerically
solving Eq. (15) and (16). We choose the parameters
θ = 0.4,  = 1, λ0 = 0.1, λ1 = 0.8, and set temper-
atures for the hot source and cold sink as kBTh = 5
and kBTc = 2. We first adopt the linear protocol
λ˜l(t/τ1) = λ˜(0) + [λ˜(1) − λ˜(0)]t/τ1. Figure 3(a) shows
the extra work for the adiabatic process 1 → 2 with
different control time τ1, where the initial and the fi-
nal tuning parameter are λ˜(0) = λ0 and λ˜(1) = λ1.
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Figure 3. (a) The extra work for the adiabatic process 1→ 2
with the linear protocol λ˜l. The blue-solid curve, the green-
dashdotted curve and the red-dashed line present the ex-
act numerical result, the first-order adiabatic result, and the
mean extra work, respectively, while the horizontal black-
dashed line presents the quasi-static efficiency. The parame-
ters are chosen as λ0 = 0.1 and λ1 = 0.8 with θ = 0.4 and
 = 1, with the temperatures Th = 5 and Tc = 2. (b) the
reachable power and efficiency for the finite-time two-level
Otto engine. The red area only accounts for the mean extra
work, while the blue dots present the exact numerical result.
The extra work (the blue curve) decreases with oscilla-
tion with the increasing control time, satisfying the C/τ2
scaling (the red-dashed line). The asymptotic extra work
from the first-order adiabatic approximation (the green-
dashdotted curve) matches with the exact numerical re-
sult (the blue curve) at long control time.
We evaluate the performance of the finite-time Otto
engine by modulating the control time τ1 and τ3 for the
finite-time adiabatic processes. Figure 3(b) illustrates
the constraint relation between efficiency and power. The
red area presents the result with the mean extra work
W (mean)(τ), where the oscillating extra work is neglected.
The blue dots present the exact result by numerically
calculating the extra work W (ex)1 (τ1) and W
(ex)
3 (τ3) in
finite time. The oscillation of the extra work leads to a
jagged edge in the constraint relation, and can be utilized
to achieve larger maximum power.
To attain high power, we should reduce the extra work
in the finite-time adiabatic processes at the given con-
trol time τ1 or τ3. The extra work by Eqs (20) and
5exact result
first order
mean part
linear protocol
101100
10-1
10-2
10-3
10-4
τ1
W
(ex)
(a)
exact result
W (mean)
0.0000 0.0002 0.0004 0.0006 0.0008 0.0010
0.0
0.1
0.2
0.3
0.4
0.5
0.6 (b)
Figure 4. (a) The extra work for the adiabatic process 1→ 2
with the special protocol λ˜s by Eq (24). The black curve
presents the exact extra work in the previous linear protocol
for comparing. The vertical gray-dashed line shows the extra
work approaches zero at the specific control time. (b) The
reachable power and efficiency with the special protocol. The
same parameters are chosen in Fig. 3.
(21) approaches zero at the specific control time τ =
npi/φ˜(1), n = 1, 2, ... with the condition λ˜′(1)/[Λ˜(1)]3 =
λ˜′(0)/[Λ˜(0)]3. We design such special protocol λ˜s(s) to
satisfy this condition, determined by the implicit equa-
tion
s =
λ˜(s)−cos θ
Λ˜(s)
− λ˜(0)−cos θ
Λ˜(0)
λ˜(1)−cos θ
Λ˜(1)
− λ˜(0)−cos θ
Λ˜(0)
. (24)
By adopting this special protocol for the finite-time adi-
abatic processes, the efficiency of the Otto cycle ap-
proaches the quasi-static one ηadi = W adiT /Q
adi
h with fi-
nite output power.
Figure 4(a) presents the first-order adiabatic extra
work (the green-dashdotted curve), the mean extra work
(the red-dashed line) and the exact one (the blue-solid
curve) for the designed protocol by Eq. (24). The extra
work for the linear protocol (the black-solid curve) is plot-
ted for comparison. The dynamical phase of the special
protocol is φ˜(1) = 0.531, obtained by Eq. (A5) in the Ap-
pendix A. Hence, the extra work approaches zero at the
specific control time τ = npi/φ˜(1) = n×5.92, n = 1, 2, ...,
shown as the vertical gray-dashed line.
Figure 4(b) presents the constraint relation between
the efficiency and the power for the special protocol.
When the control time of the two adiabatic processes
is chosen as the specific control time τ = npi/φ˜(1),
the efficiency approaches to the quasi-static efficiency
ηadi = 0.551 (the horizontal black-dashed line). For the
specific control time τ1 = τ3 = 5.92, the heat engine gains
large power with the quasi-static efficiency, marked with
the black point. Compared to the linear protocol, the
quantum Otto engine with the special protocol attains
larger maximum power and the higher efficiency.
By optimizing the control time of the quantum adia-
batic processes, the oscillating extra work can be utilized
to improve the maximum power and the efficiency for the
finite-time Otto engine. In the next section, we continue
to study the effect of similar oscillation of the extra work
on the Otto cycle with quantum harmonic oscillator.
IV. QUANTUM HARMONIC OTTO ENGINE
Another system with simple energy level structure is
the quantum harmonic oscillator, which has been widely
studied as a prototype of the quantum Otto engine [29,
40, 42]. The technique of shortcut to adiabaticity has
been applied to ameliorate the quantum harmonic Otto
engine [45–47, 49]. Here, we consider a generic finite-
time adiabatic process described by the time-dependent
Hamiltonian
H = − 1
2M
∂2
∂x2
+
1
2
Mω2x2. (25)
The frequency ω = ω(t), t ∈ [0, τ ] serves as the tuning
parameter in the finite-time adiabatic process. The wave
function of the instantaneous eigenstate is
〈x |n(t) 〉 = Nn exp(−1
2
Mωx2)Hn(
√
Mωx), (26)
with the corresponding instantaneous eigen-
energy En(t) = (n + 1/2)ω(t). Hn(ξ) =
(−1)n exp(ξ2)∂n/∂ξn[exp(−ξ2)] denotes the Her-
mite polynomial with the order n, and Nn =(√
Mω/
√
pi2nn!
)1/2
is the normalized factor.
Figure 5 illustrates the finite-time quantum harmonic
Otto cycle. Similar to the Otto cycle of the two-level
system, the work is performed in two adiabatic processes
1 → 2 and 3 → 4, while the system exchanges the heat
with the hot source (cold sink) and reaches equilibrium
in the isochoric process 4→ 1 (2→ 3).
In the two adiabatic process 1 → 2 and 3 →
4, the initial state is the thermal state ρ(0) =∑∞
n=0 pn |n(0)〉 〈n(0)| with the distribution pn =
2 sinh(βω(0)/2) exp[−β(n + 1/2)ω(0)]. The density ma-
trix at any time t during the evolution is ρ(t) =∑∞
n=0 pn |ψn(t)〉 〈ψn(t)|. Here, the state |ψn(t)〉 , n =
0, 1, 2... obeys the Schrodinger equation i∂t |ψn(t)〉 =
6↑↓
1
2
3
4
1
Figure 5. Finite-time Otto cycle of the quantum harmonic
oscillator. The frequency ω(t) of the oscillator is modulated
in the finite-time adiabatic process.
H(t) |ψn(t)〉 ,with the initial condition |ψn(0)〉 = |n(0)〉.
Similar to Eq. (9), we rewrite the state under the instan-
taneous diagonal basis
|ψn(t)〉 =
∑
m
cnm(t)e
−i(m+ 12 )ϕ(t) |n(t)〉 , (27)
with the dynamical phase ϕ(t) =
∫ t
0
ω(t′)dt′. The differ-
ential equation of cnm(t) is obtained in Appendix B.
To evaluate the finite-time effect of the quantum adia-
batic process, we consider a protocol ω˜(s) = ω(sτ) with
adjustable control time τ , with the instantaneous energy
as E˜n(s) = En(sτ). We rewrite the work into the quasi-
static work and the extra work as Eq. (2). The quasi-
static work with infinite control time τ →∞ is
W adi =
∞∑
n=0
pn
[
E˜n(1)− E˜n(0)
]
, (28)
while extra work in finite-time adiabatic process is
W (ex)(τ) =
∞∑
n,m=0
pn |cnm(τ)|2
[
E˜m(1)− E˜n(1)
]
. (29)
Similar to Eq. (19), the asymptotic amplitude at long
control time is given by the first-order adiabatic approx-
imation
c
[1]
n,n+2(τ) = −i
√
(n+ 1)(n+ 2)
8τ
[
ω˜′(1)
ω˜(1)2
e2iτϕ˜(1) − ω˜
′(0)
ω˜(0)2
]
,
(30)
and
c
[1]
n,n−2(τ) = −i
√
n(n− 1)
8τ
[
ω˜′(1)
ω˜(1)2
e−2iτϕ˜(1) − ω˜
′(0)
ω˜(0)2
]
,
(31)
where the dynamical phase factor is ϕ˜(1) =
∫ 1
0
ω˜(s)ds.
The derivation of Eqs. (30) and (31) is given in Appendix
B. The terms c[1]nm(τ), m 6= n, n ± 2 are all zero in the
first-order adiabatic approximation. According to Eq.
(3), the asymptotic extra work at long control time by
Eq. (29) is divided into the mean one
W (mean)(τ) =
ω˜(1)
8τ2
[
ω˜′(0)2
ω˜(0)4
+
ω˜′(1)2
ω˜(1)4
] ∞∑
n=0
(n+
1
2
)pn,
(32)
and the oscillating one
W (osc)(τ) = −cos [2τϕ˜(1)]
4τ2
ω′(0)ω˜′(1)
ω(0)2ω˜(1)
∞∑
n=0
(n+
1
2
)pn.
(33)
The exact result of the extra work is obtained from the
numerical calculation of the non-adiabatic factor with
an auxiliary differential equation [37, 45]. The detail is
shown in Appendix B.
We calculate the net work W adiT and the heat Q
adi
h
for the quasi-static Otto cycle. Since the population
on each state remains unchanged during the quantum
adiabatic processes, the internal energy of the four
states follows as 〈H〉1 = coth (βhω0/2)ω0/2, 〈H〉adi2 =
coth (βhω0/2)ω1/2, 〈H〉3 = coth (βcω1/2)ω1/2, and
〈H〉adi4 = coth (βcω1/2)ω0/2. The net work of the quasi-
static cycle is
W adiT =
ω0 − ω1
2
[
coth
(
βhω0
2
)
− coth
(
βcω1
2
)]
. (34)
The heat absorbed from the hot source is
Qadih = ω0
[
coth
(
βhω0
2
)
− coth
(
βcω1
2
)]
. (35)
We first adopt the linear protocol ω˜l(s) = ω˜(0)+[ω˜(1)−
ω˜(0)]s for the finite-time adiabatic process. We set the
parameters as ω0 = 2, ω1 = 1, and M = 1, and choose
the temperature for the hot source and cold sink as Th =
5 and Tc = 2 respectively.
In Fig. 6(a), we compare the first-order result of extra
work with the exact numerical result for the adiabatic
process 1 → 2 with ω˜(0) = ω0 and ω˜(1) = ω1. The
first-order adiabatic result (the green-dashdotted curve)
matches with the exact numerical result (the blue curve)
at long control time. The extra work decreases with oscil-
lation when increasing the control time τ1, retaining the
quantum adiabatic limit with infinite control time. Ne-
glecting the oscillation, the extra work satisfies the C/τ2
scaling (the red dashed line). Figure 6(b) shows the con-
straint relation between the efficiency and the power for
the finite-time quantum harmonic Otto engine. The re-
sults are similar to the two-level Otto engine: the oscillat-
ing extra work can be utilized to obtain higher maximum
power with higher efficiency.
To reduce the extra work in the finite-time adiabatic
process at the given control time τ , we consider a special
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Figure 6. (a) The extra work in the adiabatic process 1 →
2 with the linear protocol ω˜l. The parameter is chosen as
ω0 = 2, ω1 = 1, and M = 1, with the temperatures Th = 5
and Tc = 2. (b) the reachable power and efficiency for the
quantum harmonic Otto engine.
protocol [57] given by
ω˜s(s) =
ω˜(0)[
ω˜(0)
ω˜(1) − 1
]
s+ 1
, (36)
where ω˜′(s)/ω˜(s)2 = 1/ω˜(0) − 1/ω˜(1) is a constant. In
this special protocol, the extra work by the sum of Eqs
(32) and (33) can approach zero at the specific control
time τ = npi/ϕ˜(1), n = 1, 2, ..., with the dynamical phase
ϕ˜(1) = [ln(ω˜(0))− ln(ω˜(1))]/[1/ω˜(1)− 1/ω˜(0)].
Figure 7 shows the results for the special protocol,
with the same parameters chosen in Fig. 6. Figure 7(a)
presents the first-order result (green-dashdotted curve)
and the exact numerical result (blue-solid curve) of the
extra work, with the exact result of the linear protocol
shown as the black-solid curve for comparing. Figure 7(a)
clearly shows that the extra work is smaller compared to
that of the linear protocol for most control time τ , and
can approach zero at the specific control time.
Figure 7(b) shows the constraint between the efficiency
and the power for the special protocol. When the control
time of the two adiabatic processes is chosen as the spe-
cific control time τ = npi/ϕ˜(1) = npi/(2 ln 2), n = 1, 2, ...,
the efficiency approaches to the one of the quasi-static
Otto cycle (the horizontal black-dashed line). For the
exact result
first order
mean part
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Figure 7. (a) the extra work for the adiabatic process
1→ 2 with the special protocol ω˜s with different control time
τ1. The vertical gray-dashed line shows the extra work ap-
proaches zero at the specific control time. (b) the reachable
power and efficiency for the quantum harmonic Otto engine.
All the parameters are chosen the same in Fig. 6.
specific control time τ1 = τ3 = pi/(2 ln 2), the heat en-
gine gains large power with the quasi-static efficiency,
located as the black point. Compared to the linear pro-
tocol in Fig. 6(b), the quantum Otto engine with the
special protocol attains larger maximum power and the
higher efficiency.
V. CONCLUSION
In this paper, we study the effect of the oscillating
extra work on both efficiency and output power for the
quantum system with simple energy-level structure, e. g.
the two-level system and the quantum harmonic oscil-
lator. We conclude that the oscillating property of the
extra work can be utilized to obtain higher maximum
power and higher efficiency at the maximum power for
the finite-time quantum Otto engine by elaborately con-
trolling the finite-time adiabatic processes.
We design special control schemes for the finite-time
adiabatic process, where the extra work approaches zero
at the specific control time. By adopting the special
protocol in the finite-time Otto engine, the engines can
be optimized to approach the quasi-static efficiency ηadi
8with non-zero output power in finite-time Otto cycle.
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Appendix A: The Two-level system
In this Appendix, we give the derivation of the asymp-
totic amplitude to the first-order adiabatic approxima-
tion by Eq. (19). Representing the amplitude bnl(s) =
cnl(τs) with the rescaled time parameter s, Eqs. (15)
and (16) are rewritten as
d
ds
bng = e
−2iτφ˜(s) sin |θ|
2Λ˜(s)2
dλ˜
ds
bne (A1)
d
ds
bne = −e2iτφ˜(s) sin |θ|
2Λ˜(s)2
dλ˜
ds
bng. (A2)
According to Ref. [56], the solution to the first order of
adiabatic approximation is carried out as
b[1]ge(s) =
i sin |θ|
4τ
[
λ˜′(s)e2iτφ˜(s)
Λ˜(s)3
− λ˜
′(0)
Λ˜(0)3
]
, (A3)
b[1]eg (s) =
i sin |θ|
4τ
[
λ˜′(s)e−2iτφ˜(s)
Λ˜(s)3
− λ˜
′(0)
Λ˜(0)3
]
. (A4)
The amplitude at the end of the adiabatic process by Eq.
(19) follows immediately c[1]ge(τ) = b
[1]
ge(1).
Next, we give the explicit result for the special pro-
tocol λ˜s(s). To allow the extra work approach zero at
the specific control time, we design a special protocol by
setting λ˜′(s)/Λ˜(s)3 = C as a constant at any moment
during the adiabatic process. The constant C is deter-
mined by the initial λ˜(0) and final value λ˜(1). Together
with the initial and final condition, we obtain the implicit
function by Eq. (24). In Fig. 8, we compare the special
protocol λ˜s with the linear protocol λ˜l, with the chosen
parameters θ = 0.4,  = 1, λ˜(0) = 0.1, λ˜(1) = 0.8.
For the the special protocol, we obtain the dynamical phase at the end of the process as
φ˜(1) =
 sin(θ)
[
arctan
(
(1+λ˜(1)) tan θ2
1−λ˜(1)
)
− arctan
(
(1+λ˜(0)) tan θ2
1−λ˜(0)
)]
λ˜(1)−cos θ√
λ˜(1)2−2λ˜(1) cos θ+1
− λ˜(0)−cos θ√
λ˜(0)2−2λ˜(0) cos θ+1
. (A5)
The extra work approaches zero at the special control time τ = npi/φ˜ (1) , n = 1, 2...
Appendix B: Time-dependent Harmonic Oscillator
In this appendix, we give the results of the time-dependent harmonic oscillator, including the first-order adiabatic
result and the method for numerical calculation.
Following the method in Ref [56], the differential equation of the amplitude cnm(t) follows from the Schrodinger
equation as
d
dt
cnl(t) + cnl(t)
〈
l
∣∣∣l˙〉+ ∑
m6=l
cnm(t)e
−i(m−l)ϕ(t) 〈l |m˙ 〉 = 0, (B1)
where |l〉 = |l(t)〉 is the instantaneous eigenstate of the time-dependent harmonic oscillator. We rewrite the equation
with the rescaled time parameter s as
d
ds
bnl(s) + bnl(s)
〈
l˜
∣∣∣∣ ∂∂s
∣∣∣∣ l˜〉+ ∑
m 6=l
bnm(s)e
−iτ(m−l)ϕ˜(s)
〈
l˜
∣∣∣∣ ∂∂s
∣∣∣∣ m˜〉 = 0, (B2)
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Figure 8. Two protocols for the two-level system, the lower
black line for the linear protocol λ˜l and the upper blue curve
for the special protocol λ˜s. The parameters are chosen as
λ˜(0) = 0.1, λ˜(1) = 0.8, θ = 0.4.
with
∣∣∣l˜〉 = |l(sτ)〉. With the property of Hermite polynomial Hn(ξ), we obtain the derivative of the instantaneous
eigenstate by Eq. (26) as
〈m˜| ∂
∂s
|n˜〉 = ω˜
′(s)
4ω˜(s)
(
−
√
(n+ 1)(n+ 2)δm,n+2 +
√
n(n− 1)δm,n−2
)
. (B3)
The terms 〈m˜| ∂∂s |n˜〉 with m 6= n± 2 are all zero.
According to Ref. [56], we obtain the solution to the first order of adiabatic approximation as
b
[1]
n,n+2(s) = −i
√
(n+ 1)(n+ 2)
8τ
(
ω˜′(s)
ω˜(s)2
e2iτϕ˜(s) − ω˜
′(0)
ω˜(0)2
)
, (B4)
and
b
[1]
n,n−2(s) = −i
√
n(n− 1)
8τ
(
ω˜′(s)
ω˜(s)2
e−2iτϕ˜(s) − ω˜
′(0)
ω˜(0)2
)
. (B5)
The diagonal term to the first order of adiabatic approximation is b[1]n,n(s) = 1 [56]. The terms b
[1]
n,m(s) = 0, m 6= n, n±2
are all zero since 〈m˜| ∂∂s |n˜〉 = 0. The amplitude at the end of the adiabatic process by Eqs. (30,31) follows as
c
[1]
n,n±2(τ) = b
[1]
n,n±2(1).
In Ref. [45], the exact result of the internal energy
during the finite-time adiabatic process is described by
the non-adiabatic factor N (t) as
〈H(ω(t))〉 = ω(t)
2
N (t) coth
[
βω(0)
2
]
. (B6)
The non-adiabatic factor N (t) is determined by a scalar
c(t) as
N (t) =
[c˙(t)]
2
+ [ω(t)]
2
[c(t)]
2
+ [ω(0)]
2
[c(t)]2
2ω(t)ω(0)
, (B7)
where c(t) satisfies the differential equation
c¨(t) + ω(t)2c(t) =
ω(0)2
c(t)3
, (B8)
with the initial condition c(0) = 1, c′(0) = 0.
With Eq. (B6), the work during the finite-time
adiabatic process is rewritten with N (t) as W (τ) =
ω(τ)
2 N (τ) coth
(
βω(0)
2
)
− ω(0)2 coth
(
βω(0)
2
)
. Correspond-
ingly, the quasi-static work is
W adi =
ω(τ)− ω(0)
2
coth
(
βω(0)
2
)
, (B9)
and the extra work is
W (ex)(τ) =
ω(τ)
2
[N (τ)− 1] coth
(
βω(0)
2
)
. (B10)
It is verifiedN (τ) ≥ 1, which approach 1 for infinite con-
trol time τ →∞. The difference N (τ)− 1 describes the
non-adiabatic effect, and does not depend on the initial
inverse temperature β.
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Substituting Eq. (B10) into Eqs. (4) and (5), we rewrite the output power
P h =
[ω0 − ω1N1(τ1)] coth
(
βhω0
2
)
+ [ω1 − ω0N3(τ3)] coth
(
βcω1
2
)
2(τ1 + τ3)
, (B11)
and the corresponding efficiency
ηh = 1−
ω1
[
N1(τ1) coth
(
βhω0
2
)
− coth
(
βcω1
2
)]
ω0
[
coth
(
βhω0
2
)
−N3(τ3) coth
(
βcω1
2
)] , (B12)
whereN1(τ1) andN3(τ3) denote the non-adiabatic factors for the two finite-time adiabatic processes. In the numerical
calculation, we first choose different control time to obtain the exact result of the non-adiabatic factor Ni(τi), i = 1, 3
for the two finite-time adiabatic processes by solving Eq. (B8) numerically. Then, we use Eqs. (B11) and (B12) to
calculate the exact power and efficiency, respectively.
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