Solitonic State in Microscopic Dynamic Failures by Ghaffari, H. O. et al.
  
 
 
 
 
Solitonic State in Microscopic Dynamic Failures 
H.O. Ghaffari1*, M.Pec1 and  W.A.Griffith2 
1 Department of Earth, Atmospheric and Planetary Sciences, Massachusetts Institute of Technology, Cambridge, 
Massachusetts, USA 
2 School of Earth Sciences, Ohio State University, Columbus, Ohio, USA. 
*Correspondence to:  hoghaff@mit.edu 
 
Abstract: Onset of permanent deformation in crystalline materials under a sharp indenter tip is 
accompanied by nucleation and propagation of defects. By measuring the spatio-temporal strain field near 
the indenter tip during indentation tests, we demonstrate that the dynamic strain history at the moment of 
a displacement burst carries characteristics of formation and interaction of local excitations, or solitons. 
We show that dynamic propagation of multiple solitons is followed by a short time interval where the 
propagating fronts can accelerate suddenly. As a result of such abrupt local accelerations, duration of the 
fast-slip phase of a failure event is shortened. Our results show that formation and annihilation of solitons 
mediate the microscopic fast weakening phase, during which extreme acceleration and collision of 
solitons lead to non-Newtonian behavior and Lorentz contraction, i.e., shortening of solitons’ 
characteristic length. The results open new horizons for understanding dynamic material response during 
failure and, more generally, complexity of earthquake sources.  
 
Introduction: Apparent discontinuities in load–penetration depth (P–h) curves are a known 
characteristic of indentation tests (1-4). Such discontinuities are termed displacement bursts and 
usually are complemented by emission of ultrasound waves as well as charged particles and 
electrons (5-7). Numerical studies and post-mortem observations established that such 
excitations are the result of nucleation of defects, which are the carriers of plasticity and are 
expressed as displacement bursts in P-h curves (2-4).  A burst represents a single or multiple slip 
events which relax accumulated stresses under the indenter and perturb the strain field. In 
particular, it has been suggested and supported by recent experiments in which the general 
process of splitting matter – in both gas and solid states - evolves over at least two main time 
scales due to distinct fast and slow relaxation processes (8-11). The fast relaxation is manifested 
as an abrupt decrease in load in a displacement rate controlled experiment or as a displacement 
burst in a load controlled experiment (hereafter we call it weakening phase). The weakening 
phase is usually followed by asymptotic relaxation to a new equilibrium state (8-9, 11).  
However, the dynamic role of nucleated defects in shaping the relaxation path and the 
mechanisms by which contact-induced plasticity leads to sharp decreases in load following a 
  
displacement bursts is still poorly understood. Here, we infer the relative change of a dynamic 
spatio-temporal strain field in the vicinity of the indenter tip at the onset of displacement bursts 
from recorded ultrasound waves. Our results show the existence of local nonlinear excitations 
hidden in emitted ultrasound waveforms. In particular, we uncover a peculiar mechanism in 
which multiple solitons propagate at different velocities but converge to collide and annihilate 
each other during a characteristic ᴧ-shaped collision.  Such convergence occurs on a very short 
time scale and leads to fast acceleration of solitons. We show that the latter solitons clearly 
squeeze their characteristic length, satisfying Lorentz’ contraction law.  
Results- We indented suspended thin sheets of single crystal mica and recorded the 
emitted ultrasound signals (high frequency analogues to seismic waves (12-13)) using an array of 
8 to 16 ultrasound sensors arranged in a ring-like pattern around the indentation site (Fig.1A; 
Fig.S3- see Methods section). The displacement bursts – coinciding with emission of high 
frequency noises – in our load-controlled experiment appear as discontinuities in the 
displacement record (1-4).  During an indentation test of the mica sheet, we were able to record 
tens of ultrasound excitations well known as acoustic emissions (AEs) with different excitation 
levels of source energy. In Fig.1B, we show waves from a single excitation parallel to the [001] 
direction of a muscovite mica specimen. To analyze the array of recorded AE signals, we use a 
thresholded measure of correlation between sensor activities (measured in mV) and construct a 
virtual “lattice” of nodes that evolve throughout the recorded time series based on the behavior 
of the entire system (see Methods section for details -Fig.S1). The constructed one dimensional 
artificial active lattice is characterized by the average of all nodes’ degree (<k> - or mean 
coordinate number) and evolution of the lattice topology allows us to study the complexity of the 
excitation sources (Fig. 1C, D). The degree ki of the i
th node at a given time represents the 
number of connected links to the node where “links” are established based on a similarity metric, 
therefore representing the intensity of spatial correlation between the node and all other nodes 
(13-17). Calibration of k(t) with impulsive compressive and shear sources indicates that the 
evolution of this parameter can be closely approximated as the relative change of dynamic strain 
(Methods section -Fig.S3-S4).  
To visualize the temporal evolution of the dynamics of sites , we map the spatial 
evolution of the degree ki of the i
th node , using polar coordinates 
1,...,( , )i i i NodesR    where i iR k   
  
and i  indicate the position of the node around the ring (we call this structure a k-chain-Fig.1E 
&F- Supplementary movie 1,2). It is convenient for our purposes to assign a state for each node 
by ( )ii
k
s sign
t



 so that 1is    -see Fig.S6. Upon excitation, the emitted waves carry 
information regarding the local disturbances in the vicinity of indenter tip, and propagation of 
such disturbances is deduced from the intensity evolution of the array-recorded waves.  
Evaluating the spatio-temporal pattern of ki(t) as relative change of the strain field and its 
spatial mean trend <k(t)>, we found distinct patterns of dynamic failure characterized by 
(Fig.1E): (I) First, <k> increases over a short time period (1 – 3 µs), (II) followed by a fast-slip 
phase (≈ 3-15 µs). Comparison of the Fourier transform of the recorded waveforms with <k(t)>-
Fig.1D- shows that the onset of high frequency components coincide with the fast-weakening 
phase in <k(t)> indicating sweeping from low energy (phase I) to high energy (II) level (Fig.S5). 
In phase I, the system is pulled from an equilibrium state to a state where all nodes polarize in 
the outward direction. This occurs in the rising part of <k(t)> in Fig.1C and is stable for ~200-
500 ns. After this short stable phase, the trend of correlation between nodes breaks down and one 
or more nodes’ states reverse; the reversed node forms a kink or domain wall in the strain field 
and represents a perturbation to the fully correlated state which interpolate between two fully 
correlated-states of the system-Fig.S6. The formation of kinks is visualized by the onset of 
“folding” of the k-chain, and we use the general term “soliton” to describe moving kinks 
(Fig.1F- supplementary movie 1,2). Solitons are non-periodic waves that can be well-described 
by step-like functions of the form tanh(θ-vsolitont/w) where vsoliton is the propagation velocity of a 
soliton with a width, w, and position, θ (20,21). From a physical point of view, a kink can be 
viewed as a local defect, and such defects – as we will show in detail below – affect the dynamic 
strain history during failure.  Here we define failure as the fast drop of <k> as the indicator of the 
mean strain. The relevance of kinks for deformation can be track down to the pioneering work by 
Frenkel on the shear strength of crystalline solids and later the corresponding well-studied one-
dimensional Frenkel-Kontorova (FK) model (21,34), describing a 1D chain of finite coupled 
sites subjected to a sinusoidal potential. Processes pertaining resistance against deformation in 
the FK model are governed by excitation of kinks (34). 
To further illuminate the evolution of moving solitons in our chain, including their 
interactions and resultant effects on the inferred dynamic strain field, we present the evolution of 
  
density profiles based on kinetic energy of the k-chain: 2
1
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the rate of normal displacement (dilatational components), N is the number of sites, and we 
assume a non-dimensional mass 1im   (section 2 of Supplementary Information). The above 
kinetic energy term only considers the radial deformation of the chain (i.e., expansion or 
contraction) and energies corresponding to angular deformation has been omitted.  We map the 
angular direction along a k-chain on to a vector q  with fixed magnitude and direction Ɵ. 
Therefore, a system with N elements is characterized by q  vectors and the energy E is defined in 
q -space ( ( )E q ). To characterize the energy distribution in q-space (pseudo-momentum space), 
we use the concept of density of states in a 1-d chain as (20,22): 
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  , ( )D E  will include singularities 
known as Van Hove singularities-VHS (23-24). Figure 2A shows an example of time-evolution 
of a k-chain in 0     at the onset of a soliton-antisoliton pair formation. Approaching 
nucleation of the soliton, the kinetic energy of the chain monotonically decreases and apparently 
is absorbed at certain points which are the points of soliton nucleation. In fact, the kinetic energy 
includes additional term regarding non-radial motion (i.e., shear deformation) due to motion of 
kinks.  Interestingly, the nucleation points correspond to points with divergences in the density of 
states (VHS) and splitting of VHS (Fig.2B-inset) coincides with soliton-antisoliton propagation.  
In Figures 3 and 4, we show the time-evolution of D(E) in θ-t parameter space where several 
domain walls nucleate, propagate and finally annihilate. A soliton moves with a certain 
velocity vsoliton and perturbs the initial state of the system (Fig.3,-Fig.S7).  In Fig.3, we show the 
nucleation, propagation and interaction of solitons which occurs in the transition from phase I to 
phase II. During this transition, we observe that two solitons merge into a single short-lived pulse 
(i.e., strong merger regime (25-27)) and annihilate each other. In particular, for the shown 
example, four main solitons dominate transition to the fast-slip phase and they prevailingly move 
with the velocity of 0.03C featuring slow propagating velocity .Here, C is the maximum allowed 
velocity and we use a normalized value of C≡1. For mica this is on the order of a few km/s 
corresponding to surface waves (see Methods section for measuring C). Tracking of soliton 
  
fronts unravels the attractive interactions of colliding solitons (Fig.4-Fig.S7). This attractive 
interaction leads to a “sudden” increase in the front velocity up to - in less than a few hundred 
nanoseconds implying an abrupt local acceleration up to ~109 m/s2, four orders of magnitude 
higher than reported in regular laboratory stick-slip experiments that employ low frequency load 
cells and gauges (28-29).  The accelerated soliton fronts result in faster annihilation and 
eventually yield a shorter fast-slip phase (Fig.4); hence quickening the weakening phase of 
micro-failure events associated with displacement bursts. The observed ᴧ-shape collision of 
solitons and their annihilation are universal features of the studied events in our experiments and 
modulate the relaxation of the system across the transition between phase (I) and fast-slip (II) 
phases. The attractive interaction of soliton fronts may occur due to the nonlocal nonlinear nature 
of the medium in which the response at a certain site is transferred to the surrounding regions 
and induces a spatially long-range response of the medium (30-31).  The lifetime of fast fronts 
(maximum ~ 800 ns) is shorter than the lifetime of slower fronts (maximum a few micro-
seconds). Due to merging of the solitons, the evolution path of the system after crossing the peak 
of <k> is reversed and the system approaches another (ground) state in which all sites point 
inward (Fig.3B-Fig.S8).  
A striking feature of moving solitons as proposed using several analytical solutions (20, 
21, 34), is that solitons with velocities approaching the maximum allowed velocity in a given 
structure exhibit relativistic features. In Figure 5 –also see Fig.S9-we show the trajectory of a 
soliton in transition from phase I to II where a sudden jump in the front velocity of up to 6 times 
the initial velocity is observed. After this sudden acceleration, the velocity of the soliton 
approaches ~0.8C and its width w shrinks by ~45% of the initial length. This squeezing of 
soliton characteristic length is consistent with Lorentz contraction and hints at the existence of 
relativistic features occurring during the displacement bursts. 
Discussion - Our results provide new fundamental insights into microscopic dynamic 
failure under a sharp indenter tip. We presented experimental evidence of short-term strain 
disturbances in the form of moving solitons in the course of displacement-bursts. Tracking the 
motion of single solitons unraveled their abrupt acceleration that occurs during the fast 
weakening phase - the most critical phase of any unstable failure.  Motivated by our results, we 
argue that existence of solitons as the shear components to an evolving k-lattice are analogous 
with the observed rupture fronts moving along an active frictional interface (Fig.S3f). From this 
  
point of view, the propagated soliton along a non-deformable chain represents a single moving 
shear front as it has been represented in recent experiments (8,35). Therefore, we speculate that 
multiple nucleated fronts along an interface, in contrast with a single hypocenter, can result in a 
peculiar abrupt local accelerated scenario with magnitudes much higher than global observed 
values of the slip acceleration. Existence of a short-term relativistic state in motion of solitons 
implies increasing the energy of moving defects which in turn modifies the energy budget 
relation of the system. For a soliton moving with 0.8 C, the consumed energy is 67 % higher than 
for slow fronts (a few percent of C) and effectively acts as a non-trivial energy sink of the 
system. 
 In summary, our work indicates that the introduced framework to analyze recorded 
ultrasound excitations provides a versatile platform to study displacement bursts during contact-
based failures and establish novel methods for probing dynamic defects.   
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Materials and Methods 
Experimental procedures: 
We indented Muscovite Mica specimens (from Princeton Scientific Corp).  The indentation of mica sheets 
was performed parallel to [001] direction. We first suspended a thin sheet of mica on a ring–like structure of 
ultrasound sensors and carefully glued on the sensors. Then, we mechanically exfoliated the mica by peeling sheets 
from the top of the specimen.  We repeated this process 10 to 15 times to achieve a thin layer (~5-20 µm) of the 
mineral sheet suspended on the sensors. The central indentation was performed using a micro-indentation instrument 
(DUH-211). We used different scenarios of loading with loading rates of 3mN/s. Our focus here was on the recoded 
excitations during loading or creep stage of the tests. In order to detect ultrasound excitations, we utilized 
piezoelectric sensors with frequency bandwidth of the transducers of 0.1 to 2.5 MHz. In the primary set-up (Fig.1), 
we used 8 sensors; to confirm the results we employed a second set-up with 16 sensors. The acoustic (ultrasound) 
excitation signals are first pre-amplified at 60 dB, before being received and digitized. In Figure S.2, we have shown 
some of the recoded waveforms. The source of excitations are two folds: dislocations and micro-cracks. To 
differentiate the sources and assuming that each event is corresponding to a single point-like event, we can use a 
source mechanism algorithm to distinguish the nature of excitations (similar to Ref.12). While this method is an 
approximated method however might be supported by inferring activation energy of an event using duration of 
events in the rising (phase I) and weakening phase (phase II). The longer events imply the potential of micro-cracks 
while shorter duration of these two phases are probably related to nucleation and/or motion of dislocations.  
Regardless of classification of events, we use the term of “crackling” to both of the categories and note that the 
obtained <k>-profiles do satisfy two main component of the deformations: non- deviatoric deformations are 
manifested as pure expansion or contraction and mixed deformations where both isotropic and deviatoric 
components are present. Deviatoric components are due to excitation of (shear) solitons and when E →0 the main 
deformation mode of the chain is governed mainly by moving kinks (Fig.S6 and Fig.S8). To have a <k>-profile 
without solitonic state –and then we will have pure isotropic event- one should transit to the second phase without 
inducing any non-linearity to <k(t)> in vicinity of the kmax. . This is equal to push the effective temperature in 
thermal activation model of events to zero (T→0)-see section 3 of Supplemental Information.  
Analysis of emitted ultrasound waves: 
 
We map the recorded acoustic emission array (array time series for each event) to a mathematical graph (k-
transform procedure). We use a previously developed algorithm to construct the mathematical graphs from our 
reordered acoustic emissions with a fixed number of nodes [16-17,20]. The main steps of the algorithm are as 
follows (Fig.S1): (1) The waveforms recorded at each acoustic sensor are normalized to the maximum value of the 
amplitude at that node. (2) Each time series is divided according to maximum segmentation, such that each segment 
includes only one data point.  The amplitude of the jth segment from the ith time series (1 i N  ) is denoted by 
, ( )i ju t  (in units of mV). N is the number of nodes or acoustic sensors. We set the length of each segment as a unit 
with a resolution of 25ns. (3) , ( )i ju t  is compared with , ( )k ju t to create links between the nodes. If 
, ,( ( ), ( ))i j k jd u t u t   (where   is the threshold level) we set ( ) 1ika j  otherwise ( ) 0ika j   where ( )ika j   is the 
component of the connectivity matrix and , ,( ) ( ) ( )i j k jd u t u t  is the employed similarity metric. With this metric, we 
simply compare the normalized amplitude of sensors in the given time-step.  The employed norm in our algorithm is 
the absolute norm.  (4) Threshold level ( ):  To select a threshold level, we use a method introduced in (20, 31) 
  
and references therein) that uses an adaptive threshold criterion to select  .  The result of this algorithm is an 
adjacency matrix with components given by , ,( ( ), ( )) ( ( ) ( ) )i j k ji ka x t x t u t u t    .  Here (.) is the Heaviside 
function.  The constructed lattice is characterized by the average of all nodes’ degree (<k>), where the degree, ki, is 
the number of links formed between each node i and all other nodes in the system. For each node we assign 
( )ii
k
s sign
t



 and then 1is     . With this mapping, each node in a given time step acquires one of the states (  
or ).  The employed method can be understood from the perspective of Fourier transform of equal-time 
correlation measure over the waveforms in a given time-window. Note that the measure of correlation functions is 
the root of many scattering experiments and Fourier transform of equal-time correlation function of a certain 
quantity –such as electron density or amplitude of observer -is the intensity of the scattered (distributed) injected 
energy (19).  The employed algorithm quantifies the intensity of equal-time correlation between nodes; higher value 
of <k> indicates higher correlation in the given time; the method is more robust for a limited number of observers 
than the Fourier transform which is more suitable for a large number of points (18). Consequently, study of the time-
evolution of k-transform of equal-time similarity patterns will show the evolution of energy distribution following a 
burst event. In short, in a given time interval, k-parameter represents the abundance of a certain energy level as 
encoded in waveforms which have been recorded by a spatial distribution of observers (nodes). 
 In all the reported cases in this study, we used a fixed number of sites (N=300 nodes) with interpolating the 
connectivity matrix, resulting the lattice constant as a=0.2386mm.To confirm the results, we also used a second set-
up with 16 transducers where we indented a similar Muscovite Mica on a substrate of aluminum plate where the 
lattice parameter for N=300 nodes was a=1.03mm.  To measure the velocities of a moving kink –which are shear 
solitons for the k-lattice- we track soliton movement in ( )D E  space where we shift D(E) in a fixed time-step. We 
labeled the vertically shifted D(E) as “intensity” in Fig 3-5. The measured velocities are in units of 
t


and we 
convert   (in radian) to l (travel length in millimeter) based on the employed lattice spacing. The estimated 
velocity from this method indicate that the propagation velocity in ( )D E  space can be higher than p-wave 
velocity of the mica (see Fig.S.10). This  is due to the projection of velocity vectors to ( )D E   where the mass-
center of a soliton usually is in oblique angle with the circumference of the k-chain –as the θ direction in our system. 
Therefore should not be interpreted as hypersonic regime of propagation. We report relative velocity of a moving 
kink relative to maximum allowed velocity (c). To estimate the maximum allowed propagation velocity of a kink, 
we use the Lorentz contraction relation 2
0
1 ( )
v
c


   where we could precisely measure the characteristic length of 
the soliton (ξ) before and after dramatic change of the velocity.   
 
Calibration of k-chains with mechanical impulsive sources:  
 To associate <k(t)> with a physical source parameter, we used recorded un-amplified AE signals from 
known sources of impulsive compressive and shear loads recorded on a ring-like array of ultrasound transducers 
(Fig.S3-4). To generate compressive stress, we used a spilt Hopkinson pressure bar apparatus where an impulsive 
stress pulse is generated by a cylindrical steel projectile (the striker bar). The flying striker bar impacts an incident 
bar of identical material and diameter (Fig.S4a) and induces a strain rate on the order of ~101s-1. The source signal is 
transferred through the incident bar and impacts a second bar which we mounted with 6-array Piezo-electric 
transducers. Using Dynamic linear strain gauges and knowing that the apparatus generates compressive stresses, we 
can compare <k(t)> with the strain gauge records (i.e., strain and stress on the bar).  Here the source has the shape of 
a Gaussian function with superimposed oscillations due to the resonance of the bar (Fig.S4 c). The calculated <k(t)> 
-phase I of the evolution-is compared with recorded strain (Fig.s4d), indicating that <k>-profiles capture main 
features of the stress change. To compare the <k(t)> with shear sources, we used similar unamplified ultrasound 
transducers as well as dynamic strain gauges and an accelerometer while two halves of the saw-cut Westerly granite 
  
slide on each other (Fig.S3). We confirmed that the calculated <k(t)> represent dynamic stress change on the 
interface due to abrupt stress drop (stick-slip tests). Neither measured acceleration nor measured velocity represent 
the <k(t)>.  The form of the <k(T)> profiles measured resemble slip within granite blocks during propagation of 
rapid macro-rupture fronts.  
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Figures: 
 
 
 
Figure 1 Displacement bursts and ultrasound excitations in indentation of suspended Mica-films 
(A) Schematic representation of indentation. Thin Mica sheet is suspended over 8 piezoelectric 
transducers. The spheres correspond to locations where acoustic phonons are emitted as determined by a 
source location algorithm. The mica film covers all sensors and slightly exceeds the source-receiver 
distance. (B) Two loading-unloading paths with clear bursts events accompanied by emission of 
ultrasound waves. Inset shows an array of recorded excitations during the loading stage. (C) Evolution of 
the average of all nodes’ degree <k> for waveforms shown in (B) showing two main stages of relaxation. 
(D) High frequency components of an excited signal in our indentation test are mapped onto fast-
weakening phase in<k(t)> onset of the fast-slip coincides with the broadening of the power spectrum. An 
overlapped (80%) 2,048-point fast Fourier transform is used to calculate the power spectral density. In 
(E) we show 5 different acoustic events transformed to <k(t)>, where <k(t)> represents time-evolution of 
the mean dynamic strain field over the spatially distributed sites. After initial rising phase (Phase I), a fast 
relaxation phase as the sharp drop of strain (phase II) is followed. Further relaxation occurs on longer 
timescales. See Fig.S2 for full waveforms of the shown k-profiles.  (F) Accumulated k-chain patterns in 
~1250 ns time-interval in transition from phase I to phase II for the plot shown in (C). Also see 
supplementary movie 1 as a 3d visualization of accumulated k-chains.  
 
  
 
 
 
Figure. 2. | Formation and propagation of soliton-pairs. (A) The energy spectrum, E (in arbitrary 
units) as a function of direction Ɵ in different time steps. The kinetic energy of the chain decreases upon 
approaching nucleation of soliton shown by red arrow at the onset of folding of the k-chain.  (B) 
Singularity in density profiles coincides with nucleation of a soliton pair. Inset shows the splitting 
between the Van Hove singularities, which is manifested in propagation of soliton-pairs. The arrows show 
the separation of the solitons. Approaching E→0 in (B) indicates that the moving kinks are the dominant 
state of the deformation of the chain.  
 
 
 
 
 
  
 
Figure. 3.| Accelerated moving defects quicken the fast-slip phase of dynamic failures. (A) An 
example of time-evolution of a k-chain as encoded in <k(t)> proportional with mean strain field. (B) 
Density profiles obtained between 0µs to 15 µs in 0.1 µs increments are shifted vertically for clarity. We 
show the hypothetical trajectories of moving kinks (dotted arrows) without acceleration which 
accumulatively could increase the observed duration of the weakening phase by ~12µs compared to the 
duration of the weakening phase with the accelerated fronts. Also see supplementary movie 2. 
 
 
 
 
 
 
 
 
 
  
  
 
 
Figure. 4.| (A, B) ᴧ-shaped collision of two solitons. In this example, the velocity of a soliton accelerates 
from 0.03C to 0.9C m/s. The ᴧ-shaped collision is a universal feature of phase I→II transition. A close 
inspection of collisions indicates a parabolic behavior of fronts, i.e., a deviation from the linear trend. The 
color-code is similar to Fig.3B.  
 
 
  
 
 
Fig. 5. Squeezing a moving kink’s width as it accelerates (A) Velocity transition of a moving kink with 
an average velocity of 0.1C to ~0.8C in transition from phase I→II . The color denotes the passage of 
time. (B) Normalized soliton profiles with similar color coding as (a). The Lorentz contraction is evident 
in the profiles as a decrease in the width of the profiles (dashed arrows) when the speed of 
propagation v is increased. We have shifted the profiles horizontally to show the effect of squeezing on 
the width of soliton. (C) The width of the soliton shrinks up to ~45% when the relative propagation 
velocity increases ~6 times of its initial velocity (see Fig.S9 as another example). 
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1. Experiments 
We have done several experiments using commercial ultrasound transducers (pico-sensors, and physical 
acoustic system-PAC-sensors). In the following, we report three different set-ups of mechanical excitation 
of sources. While in all indentation tests we employed amplified PZTs , in experiments pertaining impulsive 
mechanical loadings (compressive or shear) ,we used non-amplified PZTs. This allows us to study the 
recorded signals without concern on losing the data due to “clipping” of waves which usually occurs for 
amplified waves emitted from high energy sources.   
The summary of experiments are as follows: (1) Indentation of suspended thin Mica films over 8 and 16 
PZTs (Fig.S1 ; Fig.S.2 ) (2) Split-Hopkinson bar in  studying compressive waves (without sample) and 
using dynamic strain gauges and recording axial strain field (Fig.S.4) (3) dynamic shear tests on PMMA 
blocks under uniaxial test and employing an accelerometer to record acceleration of the moving interface 
with recording un-amplified waveforms (Fig.S.3).    
 
 
 
Fig.S1. Summary of the employed method to construct k-chains from recorded ultrasound excitations. (A) A 
sharp tip indents a thin-film of a mineral. The mineral could be suspended freely on transducers or on a substrate.  (B) 
The recorded waveforms due to the excitation of a single event in time-window of 50 to 400 µs. (C) Similarity matrix 
in 4 successive snapshots .The most similar site-pairs are colored in yellow. (D) The thresholded similarity matrix as 
the irregular lattice configuration in the shown snapshots. (E) <k>-profile as an approximation to relaxation path of 
the system. We approximate the <k(t)> with evolution of mean strain field (see S.3 and S.4). (F) The constructed 
lattices are visualized in a ring-form with the radius at each point proportional with the number of links. With this 
procedure, we map the ring-structure of the PZTs into a quasi-1D (active) lattice where we could derive kinetic energy 
of the lattice as well as momentum-energy space of the chain.  
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Fig.S2. Some of recorded waveforms of excitations in one of our experiments. We show the scaled waveforms and 
corresponding <k(t)> profiles .  In Fig.1E of the main text, we have shown some of the <k>-parameters.  
 
Series of frictional experiments (shear sources):  Previously, we stablished that <k(t)> could 
share significant similarity to evolution of the physical recorded strain fields in stick-slip experiments in 
rock samples (FigS3 a-b)-Also see References [1] and [2].    An additional new experiment was carried out 
by employing two PMMA blocks on top of each others with an angle of ~20 degree where we used a 
uniaxial loading configuration on saw-cut cylinders of PMMA. We employed an accelerometer and 7 PZTs 
where we did not amplify the signals (Fig.S3C-F).  With using simplex algorithm in determining the source 
location of the excited event (usually we get a single event in this case) and assuming a velocity model, we 
could define the source location of the triggered event. After employing k-transform procedure, the 
recorded waveforms were transferred in a single <k(t)> profile. Comparing the acceleration and the 
calculated displacement from the recorded acceleration indicated that <k(t>) does not resemble either of 
these parameters but is quite similar to our previous measurement on shear strain evolution on rock-rock 
frictional interfaces (Fig.S3a) . The Duration of the fast-weakening phase in the latter case is up to 60-70 
µs while this interval is much shorter for rock-rock typical signals ~15-25 µs (Fig.S3b). Please note that the 
duration of fast-slip phase in most of the recoded events in our indentation tests is about ~3-12µs (Fig.S.2) 
much shorter than the rock-rock or PMMA-PMMA frictional tests. 
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Fig.S3.  Shear source and k-chains (a) the measured dynamic shear stress evolutions  in two different shear-
experiments : in the first case we recorded the (dynamic) strains while two halves of the saw-cut Westerly granite 
slide on each other leading to macro-slips (major stick-slip ). We show 5 stick-slip events with the calculated shear 
stresses based on the measured strains. Wheatstone bridge strain gages are employed to record the dynamic (shear) 
stress change at 10MHz (the slope of the fault was 60 degree with horizon (see details in [1]) (b) The calculated <k(t)> 
based on micro-cracks prior to major stick-slip experiments based on recorded ultrasound excitations [2] . The main 
phases of <k(t)> share similar evolutionary trends with (a) . (c) The second shear-test:  The recoded unamplified 
waveforms -after stacking- under uniaxial stress while two halves of the PMMA-PMMA slide on each other. The 
blue dotted-line is the arrival of p-wave. (d-e) The calculated <k(t)> based on unamplified signals and super-imposed 
acceleration and displacements. The calculated <k(t)> represents dynamic strain change due to stick-slip and neither 
of measured acceleration or velocity represent the <k(t)>. (f) Mapping a frictional interface with a bi-directional 
rupture front on to a ring of sensors.   
  
 
We can map the uni- or bidirectional rupture fronts –propagating along the frictional interface- on 
to a ring as we have shown in Fig.S3f. Here we virtually glue site 1 to 8 (periodic boundary condition) and 
then a rupture front is mapped as a rotational front along the circumference of interface-ring.  We can –
also-map back the orbiting fronts along the ring on an interface (Fig.S3f). Therefore, the propagated fronts 
along the chain on average represent evolution of an interface. Please note that here the ring is a solid 
interface and does not deform; i.e., it does not involve any non-deviatoric components. In the case where 
the ring does include isotropic terms (compressional or tensile), the deformation of the chain involves three 
components which could occur simultaneously.   
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Compressive-impulsive sources:  In a series of experiments, first we used recorded un-
amplified AE signals from known sources of impulsive compressive recorded on an array of ultrasound 
transducers; (Fig.S.4). Using the spilt Hopkinson pressure bar apparatus, an impulsive stress pulse is 
generated by a cylindrical steel projectile (the striker bar). The flying striker bar impacts an incident bar of 
identical material and diameter (Fig.S4.a). The source signal is transferred through the incident bar and 
impacts a second bar which we mounted with 6-array Piezo-electric transducers. Using dynamic linear 
strain gauges and knowing that the apparatus generates compressive stresses, we compare the sensors 
response with the strain gauge records (i.e., strain and stress on the bar).  Here the source has the shape of 
a Gaussian function with superimposed oscillations due to the resonance of the bar (Fig.S4b). The 
experiment is similar to employing amplified sensors in higher energy ball-drop tests in order to calibrate 
PZTs where a Hertzian contact force is assumed as the source and the response of the instrument is filter 
out  (convolving) with assuming the response of the media. As we have shown in Fig.S4b the maximum 
amplitude of the first motion of the PZT coincides with the maximum linear strain –prior to distortion of 
the signal by the resonance waves of the vibrating bar. The compressive loading portion in the impulsive 
source is recoded with an initial rising phase in the PZT’s signal confirming that the employed PZTs are 
positively polarized to compressive stresses.  Then, the calculated <k(t)> -phase I of the evolution-is 
compared with recorded strain (Fig.S4d), indicating that <k>-profiles capture main features of the stress 
change.  
 
 
 
 
 
6 
 
 
 
Fig. S4. Compressive Source and k-chains.  Calibration of the employed ultrasound transducers with 
known source and (dynamic) strain gauges using impulsive dynamic loading tests (generated by split Hopkinson 
Pressure bar). (a) Here we show the response of the sensors to a controlled source tuned by the velocity of striker bar 
and pulse shaper.  We used two dynamic strain gauges in incident and transmitted bar. We also used 6 unamplified 
piezo-electric transducers (PZTs) with the frequency bandwidth of the transducers from 0.2 to 1.3 MHz. The 
transducers were mounted on transmission bar in different positions. (b) Transmitted compressional signal (in red and 
negative sign of strain) superimposed on the recorded PZT signal. (c) Double plot of the recorded strain gauge and 
calculated <k> parameter. (d) Semi-logarithmic scale of<k> vs. strain during the rising phase of strain-time prior to 
effects of bar-resonance.   
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2. On Energy of k-Chains  
 
In the main text, we evaluated the quasi momentum- energy space where we used kinetic energy term 
and ignored other energy terms.  Here we point out some other possibilities in estimation of interaction 
(potential) field and using spectral analysis to analysis the introduced (active) 1-d lattices. In Fig.S.5, we 
show that the transition from phase I (as the initial strengthening phase) to the second phase (weakening 
phase) is accompanied with transition to higher energy (higher frequency component) of the waveforms. In 
particular, in Fig.S5b, we see clear energy bands in <k>- energy parameter space for three different events. 
Here we have calculated the signal power (from Fourier transformation analysis) averaged over the 
frequency range of 0.1MHz -2MHz . The transition zone with energy gap of 2Δ is the manifestation of the 
solitonic state. One can assume that <k> is the local-control parameter of the system (=k-chain) and is 
ramped from <k>0 (initial value) to <k>I (see Ref.13 of the main text). 
 
 
 
 
Fig. S5. A) Study of energy through spectral analysis versus <k> in a given waveform. B) 
 
 
In general we can write the whole energy of the system (k-chain) as follows:  
2 2
1
1 1
1 1
( ) ( ) (...),
2 2
n n
n n
i i
du
E M K u u
dt

 
      
The first term in right hand of the equation is the kinetic energy term, the second term is interaction 
energy (potential) energy between the neighborhood sites and the last term is the possible interaction with 
other fields (such as electrons). In the main text we assumed that the kinetic energy is the dominant term of 
the energy and we build energy-quasi-momentum space (energy bands) of our 1D lattice based on this 
assumption.  However, one can deduce a potential field Ψ(r ij) for relative stable fields. Here the stable 
phases are pure expansion or contraction of the k-chain occurs in the first or the second phase. Assuming 
an isotropic source, the pattern of the k-chain at the stable phase represents the movement of each site from 
an initial state (the initial state is the noise level of the system). We can infer the relative potential field with 
assigning a stretched (or compressed) spring with certain stiffness (Fig.S6). In Fig.S.6, we have represented 
the potential field of the chain at the end of the evolution of the first phase where we simplified the pattern 
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as the symmetric pattern centered around the minimum of Δk=k-k0 located around θ=π. Assuming a single 
type of the spring (bonds) connecting the sites, we can infer a relative potential field based on the magnitude 
of Δk (Fig.6c); higher Δk indicates larger stretch of bonds and vice versa. At the end of the first phase, the 
initial equilibrated chain with a0 is deformed and a new lattice-pattern forms with two (idealized) lattice 
parameters a1 , a2 . Here we have simplified the system with a symmetric configuration around minimum 
of Δk. With assuming 1K   (stiffness parameter) and relative displacement of the site from an initial state, 
we can estimate the potential field. Alternatively, one can use two types of bonds on an idealized 
configuration of the first or the second pure phases (Fig.S6B).  Here each “unit cell” of the chain is made 
of two types of springs.  Further extension of the energy term will be presented somewhere else.  
While we reported some of the main features of the transferred waves in k-lattice space, we did not 
address some other features; these include transitions in velocities, weak interaction regime of solitons, 
bound-state of solitons, possible role of interactions of released charged particles -due to dethatching of 
molecular bonds- with sound waves (phonons) and its effect on velocity or path of the solitons.  
 
 
 
 
Fig. S6.  Relative change of Δk at the end of the evolution of the first phase prior to the onset of solitonic state. The 
colors indicate the time and the dotted black circle is the initial state. In (B) we show the final state at the first phase . 
The configuration can be idealized with employing two-types of springs which has been configured in an exaggerated 
in zig-zag form for 0<θ<π. In (c), we show the idealized configuration of the chain using the spring-mass system . 
Each mass –prior to onset of the solitonic state- has the components of displacement and velocity parallel to the θ-
direction. At the end of the first phase, the initial equilibrated chain with a0 is deformed and a new lattice-pattern 
forms with two (idealized) lattice parameters a1 , a2 . Here we have simplified the system with a symmetric 
configuration around minimum of Δk. The arrows in (c) show the relative velocity of expansion. (D) we show two 
main deformation modes of the k-chains over uniform deformation : the inward or out-ward (expansion or contraction) 
deformation (i.e., θ coordinate)  .A chain could have the mixed of both modes.  The circumferential deformation 
(shear) (i.e., τ -coordinate) is solitonic state interpolating between two main expansion and contraction modes. We 
could have clock-wise and counter-clockwise mixed modes. For pure shear mode-state of a k-chain , we will not have 
isotropic components. One can see that the evolution of a k-chain is transition from pure θ –coordinate deformation 
to τ –coordinate where the energy of expansion or contraction modes will limit to zero (Fig.8b).  
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Fig.S7. 3D visualization of a k-chain’s evolution (see the supplementary movies 1 and 2).  
 
 
 
Fig.S8. Formation of 4 moving soliton-pairs along the chain in transition of phase I to phase II. One clearly observes 
proliferation, colliding and merging of fronts. E is the kinetic energy of shrinking (folding) or expanding sites. 
Approaching E→0 in (B) indicates that the solitons (=moving kinks) are dominant state of the deformation of the 
chain.  
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Fig. S9| Observation of Lorentz contraction in an accelerated soliton. A,B) Velocity transition of a moving kink 
with velocity of ~0.15C to ~0.6C in transition from phase I→II, leading to a fast acceleration. The color denotes the 
passage of time. The density profiles are in 0.1 µs increments and are shifted vertically for clarity. C) Normalized 
soliton profiles with similar color coding as (A&B). The Lorentz contraction is evident in the profiles as a decrease in 
the width of the profiles when the speed of propagation is increased.  D) The width of the soliton shrinks when the 
relative propagation velocity increases ~4 times its initial velocity.  
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Fig. S10| Solitons: We define a soliton when a profile of ( )k   crosses 0k  . The rate of moving “zero” modes,
0k  , has been reported as soliton velocity (
measv
t


 ). The real soliton velocity is given by real
k
v
t


 which 
usually is smaller.  
 
 
3. K-lattices : Relationship with Fermi-Dirac distribution and interatomic distance-force 
curves 
Here we provide a semi-theoretical proof of k-chains as a measure of (mean) strain field. To do 
this, we map the k-chains onto a free electron gas model and use Buehler-Gao’s [3] interpretation of 
interatomic force (hereafter B-G’s model). To start we assume a configuration of a k-chain prior to onset 
of a kink excitation.  The clusters –or communities [Ref. 14, 20 of the main text]- of the similar sub-energies 
carry out the energy of the chain; hence we define a certain number of the main energy levels (m) and as a 
first order approximation, we consider non-interactive energy levels. Each energy level does include sub-
level energies which through the links form a community; in non-interactive energy clusters the links are 
purely within main energy levels and do not extend to other energy levels (“ideal gas” analogy). We assign 
a kinetic energy to each level
i  and abundance of the i
th state, i.e., ki , which is proportional with the 
occupation number of the ith level i
i
i
m
k
n
k


 and summation goes over m-main energy levels. The ki is, then, 
number of within links which is established between sub-levels of ith level.  Next, We use a probabilistic 
argument that probability of finding an energy level with a higher value declines exponentially proportional 
with the energy level. Furthermore, we can define a maximum kinetic energy µ as a reference point; this is 
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the allowed maximum kinetic energy level (in analogy with the Fermi level). The occupation number of ith 
energy level is, therefore, given by the Fermi-Dirac distribution [4]: 
( )
1
1
i
B
i
k T
n
e
 


 in which 
in is the 
occupation number of the ith energy level, 
i is the kinetic energy, µ is the internal chemical potential (at 
zero temperature, this is the maximum kinetic energy, i.e. Fermi energy), T is the absolute temperature kB 
is the Boltzmann constant.   Now, we relate the above argument to stress-strain curve (i.e., force-distance). 
To this end, we use Buehler-Gao’s interpretation of interatomic force versus atomic separation r which is 
given by (3): 
0 ( )
1
( ) ( )
1c
r r
F r k r r
e
 
 
    
where the parameter r0 refers to the nearest-neighbor spacing of 
atoms. Assuming that the spring constant k is fixed, the F(r) has two other free parameters, rc and Ξ. The 
parameter rc corresponds to the Fermi energy in the Fermi–Dirac function µ and denotes the critical 
separation for breaking of the atomic bonds. The parameter Ξ corresponds to the temperature in the Fermi–
Dirac function and describes the intensity of smoothing at the breaking point. The exact mapping can be 
achieved by [3] 
1
, ,i c
B
r r
k T
    .  Thus, the evolution of i th energy level in a k-chain is related to 
interatomic separation as follows: log( 1)
i
m
i c B
i
k
r r k T
k
  

which indicates that the growth of the energy 
levels are exponentially proportional with the interatomic separation and therefore cohesive stress 
(Fig.S.11).  Interestingly, the later conclusion confirms our calibration results upon to the failure point in 
which a semi-logarithmic change of the strain is scaled with the variation of node’s degree (Fig.S.4d).  It is 
noteworthy that increasing effective temperature in B-G’s model- note that thermal energy is Boltzmann's 
constant k multiplied by temperature T- is in direct connection with the smoothness of the stress-strain 
curve in vicinity of the failure point; increasing effective temperature yields smoother curvature in failure 
point. Knowing that the solitionc mode -including number of solitons and their interactions -significantly 
shapes the smoothness of the failure curve, therefore ,we assign the effective temperature to a measure of 
soliton state in <k>-t curves. This inference suggests that soliton can be used equally as measure of effective 
temperature.    
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Fig. S11| a) cohesive force versus interatomic separation based on Buehler-Gao’s model for different temperatures. 
Approaching T→0 , the failure curve is more abrupt. b) Variation of interatomic separation versus a state of a site 
(ki) and for different kBT with kB=1. We have used log( 1)
i
m
i c B
i
k
r r k T
k
  

with 1.5cr   is the maximum 
allowed separation of the bonds (i.e., energy barrier in terms of thermal activation) and m is the number of energy-
levels (communities in the k-chain).  
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