Abstract-Analyzing large scale networks requires high performance streaming updates of graph representations of these data. Associative arrays are mathematical objects combining properties of spreadsheets, databases, matrices, and graphs, and are well-suited for representing and analyzing streaming network data. The Dynamic Distributed Dimensional Data Model (D4M) library implements associative arrays in a variety of languages (Python, Julia, and Matlab/Octave) and provides a lightweight in-memory database. Associative arrays are designed for block updates. Streaming updates to a large associative array requires a hierarchical implementation to optimize the performance of the memory hierarchy. Running 34,000 instances of a hierarchical D4M associative arrays on 1,100 server nodes on the MIT SuperCloud achieved a sustained update rate of 1,900,000,000 updates per second. This capability allows the MIT SuperCloud to analyze extremely large streaming network data sets.
I. INTRODUCTION
Networks form the basis of worldwide communication and it is estimated that in 2018, there will be almost 37 Terabytes per second (TB/s) of Internet Protocol (IP) traffic. The rapid rise of sophisticated cyber threats is well documented and a growing threat to our information systems [1] , [2] . Development of novel computer network traffic analytics requires: high level programming environments, massive amount of network data, and diverse data products for "at scale" algorithm pipeline development. Our team has developed a scalable network analytics platform applied to a network data using the D4M (Dynamic Distributed Dimensional Data Model) analytics environment and MIT SuperCloud interactive computing environment [3] . D4M combines the power of sparse linear algebra, associative arrays, parallel processing, and distributed databases (such as SciDB and Apache Accumulo) to provide a scalable data and computation system that addresses the big data problems associated with network analytics development. The MIT SuperCloud allows users to interactively process massive amounts of data in minutes on many thousands of cores using the software and environments most familiar to them. A key challenge for this pipeline is handling streaming updates of a large networks. This paper describes the implementation of a hierarchical approach designed to optimize the performance of the memory hierarchy.
II. HIERARCHICAL ASSOCIATIVE ARRAYS
Analyzing large scale networks requires high performance streaming updates of graph representations of these data. Associative arrays are mathematical objects combining properties of spreadsheets, databases, matrices, and graphs, and are wellsuited for representing and analyzing streaming network data (see Fig. 1 ). In many databases, these table operations can be mapped onto well-defined mathematical operations with known mathematical properties. For example, relational (or SQL) databases [4] - [6] are described by relational algebra [7] - [9] that corresponds to the union-intersection semiring ∪.∩ [10] . Triple-store databases (NoSQL) [11] - [14] and analytic databases (NewSQL) [15] - [20] follow similar mathematics [21] . The table operations of these databases are further encompassed by associative array algebra, which brings the beneficial properties of matrix mathematics and sparse linear systems theory, such as closure, commutativity, associativity, and distributivity [22] . The aforementioned mathematical properties provide strong correctness guarantees that are independent of scale and particularly helpful when trying to reason about massively parallel systems.
The D4M library implements associative arrays in a variety of languages (Python, Julia, and Matlab/Octave) and provides a lightweight in-memory database. Associative arrays are designed for block updates. Streaming updates to a large associative array requires a hierarchical implementation to optimize the performance of the memory hierarchy (see Fig. 2 ). Rapid updates are performed on the smallest arrays in the fastest memory. If the number of entries exceeds the threshold c i , then A i is added to A i+1 and A i is cleared. Hierarchical arrays dramatically reduce the number of updates to slow memory. Upon query, all layers in the hierarchy are summed into largest array. The cut values c i can be selected so as to optimize the performance with respect to particular applications. CrateDB Fig. 3 . Update rate as a function of number of servers for hierarchical D4M associative arrays and other previous published work: Accumulo D4M [23] , SciDB D4M [24] , Accumulo [25] , Oracle TPC-C benchmark, and CrateDB [26] III. PERFORMANCE RESULTS
The performance of associative arrays are benchmarked using a power-law graph of 100,000,000 entries divided up into 1,000 sets of 100,000 entries. These data were then simultaneously loaded and updated using varying numbers processes on varying number of nodes on the MIT SuperCloud. This experiment mimics thousands of processors each creating many different graphs of 100,000,000 edges each. In a real analysis application, each process would also compute various network statistics on each of the streams as they are updated. The update rate as function of severs nodes is shown on Fig. 3 . The achieved update rate of 1,900,000,000 updates per second is significantly larger than prior published results. This capability allows the MIT SuperCloud to analyze extremely large streaming network data sets.
