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 Tämän opinnäytetyön tarkoituksena oli käyttöönottaa ja ohjelmoida SATAEDU Sata-kunnan koulutuskuntayhtymän Ulvilan toimipisteen teollisuusrobotti yhdistettynä ko-nenäköjärjestelmään. Robotti opetettiin poimimaan kriteerit täyttävät kappaleet kuljet-timelta älykameran avulla ja lajittelemaan kappaleet muodon ja värin perusteella. Äly-kamera asennettiin robottiin kiinni ja kytkettiin yhteydet kameralta robotille. Kamera ohjelmoitiin tunnistamaan kappaleiden muoto, koko ja väri. Kappaleen tunnistamisen jälkeen kamera osaa laskea kappaleen noutopisteen koordinaatteina, joista robotti ope-tettiin poimimaan kappale. Kappaleiden lajittelu tapahtuu kameralta robotille lähtevien I/O-tietojen perusteella. Työhön tarvittavat komponentit oli hankittu jo koululle val-miiksi ja robotti oli asennettu käyttövalmiiksi.  Suurin haaste oli saada robotti poimimaan kappaleet koordinaattien perusteella kuljet-timelta satunnaisesta sijainnista. Asiassa auttoi robotin maahantuoja, jolta saatiin neu-voja ja manuaaleja koskien robotin älykameratoimintoa.  Robottisolu tulee Ulvilan Sataedulle opetuskäyttöön. Järjestelmän käyttöönoton ja esi-merkkiohjelman jälkeen suunniteltiin kolme tehtävänantoa, joiden avulla ammattikou-lun opiskelijat voivat opiskella robotin ja älykameran käyttöä.           
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 The purpose of this Bachelor’s thesis was to program and put to use an industrial robot using machine vision system in SATAEDU The Satakunta Educational Federation Ul-vila school. The robot was programmed to pick up objects within criteria from the conveyor using the smart camera and to sort those objects based on their shape and colour. The smart camera was attached, installed and connected into the robot. The camera was programmed to identify the shape, size and colour of the objects. After the object is identified, the camera is able to give the coordinates for the collection point of the object. The robot was programmed to pick up the object from those given coor-dinates. The sorting of the objects is done by using the I/O-information sent from the camera to the robot. The components required for the project were already acquired beforehand and the robot had been assembled beforehand.  The biggest challenge in this project was to program the robot to pick up the objects correctly from any random location based on the coordinates given. The importer of the robot was able to help in this problem by providing advices and manuals regarding the use of the robot and the smart camera.  The robot cell will be used for vocational education purposes in the Ulvila Sataedu. After the system was put to use and the example program was made, three assignments were designed. With those three assignments the students of the Ulvila Satatedu can learn the use of robot and the smart camera.  
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1 JOHDANTO 
Opinnäytetyön tarkoitus oli käyttöönottaa ja ohjelmoida robotti toimimaan yhdessä 
älykameran kanssa. Robotti on turvasolussa, jonka turvallisuutta pitää yllä turvalo-
giikka turvamattojen ja hätä-seis-painikkeiden avulla. Solussa on kuljetin, jolla syö-
tetään robotille kappaleita poimittavaksi. Kamera ohjelmoitiin analysoimaan kappa-
leet ja niiden sijainti. Kameran analysoinnin perusteella robotti ohjelmoitiin poimi-
maan ja lajittelemaan kappaleet värin ja koon mukaan. Kameran ohjelma opetettiin 
tunnistamaan koon ja värin lisäksi myös kappaleen muoto. Mikäli kameran analy-
sointi hyväksyy kappaleen, robotti poimii sen kameran laskemien koordinaattien pe-
rusteella.  
 
Kamera ja robotti piti saada aluksi kommunikoimaan keskenään. Yhteys saatiin toi-
mimaan muuttamalla robotin parametreja ja asettamalla kameran ja robotin asetukset 
kohdilleen. Robotin parametreja piti muuttaa myös sen takia, että saatiin aktivoitua 
konenäön ominaisuudet. Lista muutettavista parametreista saatiin robotin toimitta-
jalta.  
 
Opinnäytetyön aiheen rajauksen takia kuljettimen ohjaus hoidettiin robottiohjel-
massa. Teollisuudessa kuljettimen ohjaus tehtäisiin erillisellä logiikalla, mutta ope-
tuskäytössä ohjaus voidaan suorittaa myös robottiohjelmalla. Kuljettimen ohjaus 
muutetaan mahdollisesti vielä tulevaisuudessa logiikan hoidettavaksi. 
 
Kun järjestelmä oli saatu toimimaan, suunniteltiin kolme ammattikoulun opetuskäyt-
töön soveltuvaa tehtävää. Tehtävät on mahdollista tehdä tästä opinnäytetyöstä löyty-
vien ohjeiden avulla. 
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2 TEORIAA 
2.1 Konenäkö 
2.1.1 Mitä konenäkö on? 
Konenäöllä tai konenäköjärjestelmällä tarkoitetaan koneellista aistia, joka pyrkii ih-
missilmän tavoin havainnoimaan ennalta määriteltyä tapahtumaa tai toimintoa. Ko-
nenäön edut ihmissilmään verrattuna ovat nopeus, tarkkuus, luotettavuus ja väsymät-
tömyys. Ihmissilmä taasen peittoaa konenäön kyvyllään sopeutua nopeasti erilaisiin 
tilanteisiin valaistuksesta ja muista tekijöistä, kuten kohteen värimaailmasta riippuen. 
Kuvattava kohde ja olosuhteet huomioon ottaen kamera ja ohjelmisto säädetään tun-
nistamaan tarvittavat asiat. (Leino 2015) 
2.1.2 Konenäköjärjestelmän komponentit 
Konenäköjärjestelmä koostuu kamerasta, optiikasta, tietokoneesta, ohjelmasta ja va-
laistuksesta. Konenäköjärjestelmä kuvaa määriteltyä kohdetta lähettäen datan kuvien 
tai videon muodossa tietokoneelle käsiteltäväksi. Komponenttien valintaan vaikuttavat 
tilan vallitsevat olosuhteet sekä kuvattavan kohteen materiaalit ja muodot.  
 
Perinteinen konenäköjärjestelmä kykenee suuriin ja monimutkaisiin kokonaisuuksiin 
tietokoneen pyörittäessä ohjelmaa. Tekniikan kehittymisen myötä on luotu konenäkö-
järjestelmän korvaava älykamera. Älykameroista on tullut varsin pätevä vaihtoehto 
perinteisten järjestelmien tilalle. Tällä hetkellä älykameroiden tehot ja ominaisuudet 
eivät vielä kuitenkaan riitä raskaimpiin sovelluksiin. (Batchelor 2012, 465) 
2.1.3 Älykamera              
Älykamerat ovat tulleet konenäköjärjestelmiin suurelta osin pysyvästi. Yksi älykamera 
voi sisältää kaikki konenäössä tarvittavat elementit tietokoneesta valaistukseen kom-
paktissa ja vaativatkin olosuhteet kestävässä paketissa. Älykamera sisältää prosessorin 
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ja muistia, joten se voidaan ohjelmoida toimimaan itsenäisesti ja jopa ohjaamaan ko-
konaista järjestelmää. Älykameraan integroitu valo on heikko ulkoisiin valonlähteisiin 
verrattuna, mutta joissakin järjestelmissä se voi olla täysin riittävä. Älykameran etu 
muihin kamerajärjestelmiin on sen hinta, yksinkertaisuus, luotettavuus ja ohjelmoin-
nin helppous. (Batchelor 2012, 465-467) 
2.1.4 Optiikka 
Optiikka kerää kuvauskohteesta heijastuvan valon kameran kennolle. Kenno kerää va-
lonsäteet muodostaen niistä digitaalisen kuvan ja lähettää sen tietokoneelle. Kenno 
määrittelee kameran resoluution. Resoluutio vaikuttaa suoraan kuvan tarkkuuteen. Ka-
meran resoluutioksi pitää valita tarpeeksi suuri, jotta kuvasta on mahdollista havaita 
tarvittavat piirteet. Suuri resoluutioinen kuva on huomattavasti raskaampi käsitellä 
kuin pienen resoluution omaava kuva, joten resoluutioksi kannattaa valita koko, joka 
on juuri riittävä kuvasta etsittävää tietoa varten. Kenno määrittelee myös, onko kuva 
harmaasävy- vai värikuva. Harmaasävykuvia saadaan aikaan CMOS- tai CCD-
kennoilla. Värit tuodaan kuvaan erilaisilla värisuotimilla. (Leino, Kortelainen, Valo 
2014a, 22-23) 
 
Kuvauskohteen on oltava kuvassa tarkka, jotta siitä saadaan luettua tarvittavat tiedot. 
Kuva saadaan tarkaksi muuttamalla optiikan asentoa eli säädettävän tarkennuksen 
avulla. Kuvausetäisyyden vaihtuessa kuva muuttuu epätarkaksi, jos tarkennusta ei sää-
detä. Tarkennus voi olla käsisäätöinen tai automaattinen. Tarkennus perustuu joko 
kennon kautta tapahtuvaan etäisyydenmittaukseen tai kontrastien vaihe-eroon perus-
tuvaan mittausmenetelmään. Etäisyydenmittaukseen perustuva automaattinen tarken-
nus on halvempi vaihtoehto, mutta se on myös toiminnoltaan huomattavasti hitaampi. 
Mittausmenetelmästä riippumatta mittaustulokset säätelevät optiikkaa pienellä sähkö-
moottorilla tarkentaen kuvan. (Batchelor 2012, 192-197) 
 
Optiikan valintaan vaikuttavat kolme tärkeintä tekijää ovat kuvan koko, kohteen etäi-
syys kamerasta ja kameran kennon koko. Kuvakoko ja kohteen etäisyys määrittyvät 
kuvauskohteen perusteella. Kun ne on selvillä, voidaan laskea tarvittavan optiikan 
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polttoväli esimerkiksi netistä löytyvillä laskureilla. Väärin valittu optiikka voi tehdä 
kuvasta epätarkan ja väärän kokoisen. (Leino ym. 2014a, 22-23) 
2.1.5 Valaistus 
Valaistus on konenäköjärjestelmän edullisin, mutta lähestulkoon tärkein osa. Ilman 
toimivaa valaistusta kameran on mahdoton saada tarvittavaa tietoa kohteesta, jolloin 
järjestelmä on täysin hyödytön.  
 
Valaistuksen suunnitteluun vaikuttaa vallitsevat olosuhteet, kohde ja kohteesta halut-
tava tieto. Valaistuksella pyritään saamaan kohteen tutkittaviin osiin mahdollisimman 
suuri kontrasti helpottamaan ohjelmiston työtä. Kontrastia voidaan luoda esimerkiksi 
värivaloilla. Vastaväri luo kohteesta tumman, kun taas sama väri vaalentaa sitä. Valai-
sutekniikoilla voidaan minimoida varjot, poistaa heijastukset ja tarkentaa kohteen tark-
kuutta. Yleisimpiä valaisutekniikoita ovat kohtisuora valaisu, sivuvalaisu, diffuusiva-
laisu, aksiaalinen diffuusivalaisu ja taustavalaisu. (Leino 2013) 
 
Alle on listattu muutamia esimerkkejä eri valaisutekniikoista ja niiden käyttökohteista: 
 
 Taustavalo virheiden löytämiseen läpinäkyvistä kohteista 
 Diffuusikupolivalo kaareville ja kiiltäville kohteille 
 Sivuvalo rosoisille pinnoille esimerkiksi virheiden havaitsemiseen 
 Kohtisuora valo yleisvalaisuun 
 
Taustavalolla (Kuva 1) saadaan luotua erittäin suuri kontrasti kohteen ja ympäristön 
välille. Sillä saadaan mitattua valoa läpäisemättömiä kohteita erittäin tarkasti tai voi-
daan löytää virheitä läpinäkyvistä kohteista. Taustavalon asentaminen käyttökohtee-
seen tuottaa kuitenkin yleensä suuria ongelmia, koska valo pitäisi saada kohteen alle 
kohtisuoraan kameraa vasten. (National Instruments 2015; Leino 2015, 27) 
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Kuva 1. Taustavalo (National Instruments 2015) 
 
Diffuusivalaisu (Kuva 2) tarkoittaa hajavalaisua eli valonsäteet tulevat monesta eri-
suunnasta. Diffuusikupolivalaisimessa valonlähteet valaisevat kupolin sisäpintaa, 
josta valonsäteet sitten heijastuvat kohteeseen. Valonsäteet heijastuvat kupolista tasai-
sesti eri suuntiin, jolloin kameran kuvasta saadaan minimoitua varjostukset ja heijas-
tukset. (National Instruments 2015; Leino ym. 2014b, 28) 
 
 
Kuva 2. Diffuusikupolivalo (National Instruments 2015) 
 
Aksiaalisen diffuusivalon (Kuva 3) toiminta perustuu kohteen valaisuun kohtisuorin 
valonsätein, tuottaen tasaisen valopinnan. Kamera kuvaa kohdetta suoraan valon tulo-
suunnasta. Valonsäteet ohjataan puoliläpäisevään peiliin, josta ne ohjautuvat kohtisuo-
rasti kohteeseen. Tällöin tasaiset pinnat näkyvät kameralle vaaleina ja vinot pinnat 
tummina. (National Instruments 2015; Leino ym. 2014b, 29) 
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Kuva 3. Aksiaalinen diffuusivalo (National Instruments 2015) 
 
Kohtisuora valaisu (Kuva 4) on yleisin ja yksinkertaisin valaisutekniikka. Se luodaan 
niin, että valo osoittaa kohteeseen kameran kuvaussuunnasta, tuoden esiin kirkkaasti 
heijastavat ja tasaiset pinnat. Se on hyvä yleisvalo, mutta tarkkoihin kohteisiin tai voi-
makkaan kontrastin luomiseen tarvitaan yleensä vielä jotain muuta valaisutekniikkaa. 
(National Instruments 2015; Leino ym. 2014b, 26) 
 
 
Kuva 4. Kohtisuora valo (National Instruments 2015) 
 
Sivuvalaisussa (Kuva 5) valo kohdistetaan pienessä kulmassa kuvauskohteen pinnalle. 
Tekniikalla saadaan tasaisista pinnoista pinnan virheet ja muutokset selkeästi esille. 
Valon osuessa kohteessa tasaiselle pinnalle, valo heijastuu vastakkaiseen suuntaan. 
Kohonneesta tai painautuneesta kohdasta valo taasen heijastuu suoraan ylöspäin ka-
meralle. (National Instruments 2015; Leino ym. 2014b, 26) 
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Kuva 5. Sivuvalo (National Instruments 2015) 
2.1.6 Analysointiohjelmistot 
Konenäköjärjestelmien analysointiohjelmistoja on lähes yhtä paljon kuin on kameroi-
den valmistajiakin. Eri valmistajilta löytyy hieman erilaisia sekä erilailla toimivia työ-
kaluja ohjelmointia varten. On olemassa myös kameravalmistajasta riippumattomia 
konenäön analysointiohjelmistoja. Tietysti nekään eivät aina toimi kakkien kameroi-
den kanssa, vaan kameroita varten tarvitaan ajurit. Ohjelmiston valintaan vaikuttavat 
kohdesovelluksen tarpeet ja kyseessä oleva konenäköjärjestelmä. Konenäköjärjestel-
miin voidaan valita yleensä käyttötarkoitukseen parhaiten sopiva ohjelmisto, kun taas 
älykameroissa toimii pääasiassa vain kyseisen kameran oma ohjelmisto. Tällöin jo ka-
meran vallinnan yhteydessä täytyy ottaa huomioon ohjelmiston vaatimukset. Muita 
ohjelmiston valintaan vaikuttavia tekijäitä ovat käytettävyys, hinta, mahdollinen käy-
tön osaaminen ja ohjelmiston ominaisuudet. (Leino ym. 2014a, 23-24) 
 
Ohjelmistolla analysoidaan kuva käyttäjän haluamalla tavalla ja lähetetään data eteen-
päin. Ohjelmoinnilla määritetään, mitä kuvalle tehdään eli luodaan järjestelmän järki. 
Ohjelmalla voidaan ohjata esimerkiksi erilaisia toimilaitteita lähtöjen kautta tai väylän 
kautta. 
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2.2 Robotiikka 
2.2.1 Robotiikka teollisuudessa 
Teollisuusrobotti on uudelleenohjelmoitava laite, joka käsittelee ja siirtää kappaleita 
kyeten erilaisiin tuotannollisiin toimiin. Robottia voidaan ohjata sähköisten, 
pneumaattisten tai hydraulisten toimilaitteiden avulla. Suomessa roboteiksi luokitel-
laan muunneltavan sekvenssin robotti, numeerisesti ohjattu robotti, johdattamalla oh-
jelmoitava robotti ja älykäs, havainnoiva robotti. Mekaanisen määritelmän mukaan ro-
botti koostuu tukivarsista, joista kaksi liikkuu suhteessa toisiinsa. Toisin sanoen ky-
seessä on nivel eli vapausaste (DOF, degree of freedom). (Robotiikan yleinen osa, 15) 
 
Yleisimmät robottityypit teollisuudessa: 
 
 Suorakulmainen robotti 
 SCARA-robotti 
 Kiertyvänivelinen robotti 
 Sylinterirobotti 
 Rinnakkaisrakenteinen robotti 
 
Suorakulmaisen robotin kolme ensimmäistä niveltä ovat lineaarisia. Tyypillinen suo-
rakulmainen robotti on portaalirobotti. Portaalirobotti (Kuva 6) on rakennettu kulmista 
tuettuun kehikkoon. Robotin etuja ovat yksinkertaisuus, tarkkuus, suoraviivaisuus ja 
soveltuvuus raskaisiinkin kuormiin. (Aalto ym. 1999, 16) 
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Kuva 6. Portaalirobotti 
 
Scara-robotti (Kuva 7) (Selective Compliance Assembly Robot Arm; tiettyyn suuntaan 
joustava kokoonpanorobottikäsivarsi) koostuu vähintään kahdesta pystyakselin ym-
päri pyörivästä nivelestä ja pystyliikkeestä. Se on ikään kuin vaakatasossa liikkuva 
ihmisen käsivarsi, mutta ranteeseen on liitetty pystyliike. Suuren liikenopeuden ansi-
osta se soveltuu hyvin lajittelu- tai kokoonpanotehtäviin. (Aalto ym. 1999, 16) 
  
 
Kuva 7. Scara-robotti 
 
Kiertyvänivelinen robotti (Kuva 8), yleisemmältä nimeltään teollisuusrobotti tai käsi-
varsirobotti koostuu kokonaan kiertyvistä nivelistä. Vapausasteita on yleensä neljä tai 
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kuusi. Rakenteesta johtuen robotin kantokyky on melko pieni, mutta ulottuvuus on 
suuri. (Aalto ym. 1999, 16) 
 
 
Kuva 8. Teollisuusrobotti 
 
Rinnakkaisrakenteisella robotilla (Delta-robotti) (Kuva 9) pyritään joko voimakkaa-
seen tai nopealiikkeiseen robottiin. Kytkemällä robotin vapausasteita rinnakkain, saa-
daan aikaiseksi suuria voimia rakenteen tukevoituessa. Työalue tosin pienenee huo-
mattavasti. Nopealiikkeinen robotti koostuu rinnakkain kytketyistä ultrakevyistä ra-
kenteista. (Aalto ym. 1999, 16-17) 
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Kuva 9. Rinnakkaisrakenteinen robotti 
 
Sylinterirobotissa (Kuva 10) on kaksi lineaarisesti liikkuvaa niveltä ja yksi pyörivä 
nivel. Sylinterirobotin nimi tulee sen sylinterimäisestä koordinaatistosta. (Aalto ym. 
1999, 17) 
 
 
Kuva 10. Sylinterirobotti 
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2.2.2 Teollisuusrobotin valinta 
Käyttökohteen tarpeet ja tehtävä määrittelevät käytettävän robotin tyypin. Robotin 
tarkkuus on yksi tärkeä robotin valintaan vaikuttava tekijä. Robottien asemointitark-
kuus on nykyisin lähes poikkeuksetta ±1mm, robotin tyypistä riippumatta. Esimerk-
kinä kokoonpanorobotit kykenevät toimimaan ±0,1mm tarkkuudella. (Robotiikan 
yleinen osa, 9) 
 
Toinen oleellinen valintakriteeri on robotin kantokyky. Pienimmät robotit pystyvät 
käsittelemään yhdestä viiteen kilogrammaan painavia kappaleita kun taas suuremmat 
robotit liikuttelevat satojen kilojen kuormia. (Robotiikan yleinen osa, 9) 
 
Työkohde ja robotilta vaadittava työ määrittelevät robotin kokoa ja ulottuvuutta. 
Ulottuvuuteen vaikuttavat robotin tyyppi ja koko. Roboteissa on tyypistä riippuen 
yleensä kolmesta kuuteen niveltä. Robotin sijoittaminen ja työpisteen toteutus ovat 
erittäin oleellisia seikkoja. Hyvin suunniteltu robotin sijoittelu ja kohde mahdollistaa 
maksimaalisen ulottuvuuden ja työskentelytahdin säästäen kustannuksissa.   
2.2.3 Koordinaatistot 
Robotti liikkuu aina suhteessa erilaisiin koordinaatistokehyksiin. Liikeradat toteutuvat 
erilailla eri koordinaatistoja käytettäessä. Koordinaatiston pääakselien x-, y- ja z-suun-
nat ovat koordinaatistokohtaisia. Maailmakoordinaatisto, peruskoordinaatisto ja työ-
kalukoordinaatisto ovat kolme vakiokoordinaatistoa. Niiden lisäksi käyttäjä voi mää-
ritellä omia käyttäjäkoordinaatistoja (User coordinates). Maailmakoordinaatistossa ro-
botti liikkuu pääakseliensa suuntaisesti. Tällöin liikkeessä voi olla useampi nivel sa-
manaikaisesti. Nivel- eli peruskoordinaatisto liikuttaa vain yhtä robotin niveltä kerral-
laan. Työkalukoordinaatiston ero maailmakoordinaatistoon on se, että siinä työkalu-
koordinaatisto liikkuu maailmakoordinaatiston mukana. Tätä ominaisuutta käytetään 
kun robottia liikutetaan eri kohteiden välillä tai osien kokoonpanossa. (Aalto ym. 1999, 
20-22) 
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2.2.4 Ohjelmointi 
Robotin ohjelmointi voidaan suorittaa online- tai offline-tilassa. Online-ohjelmointi 
perustuu fyysisen robotin liikuttamiseen pisteestä toiseen, kun taas offline-ohjelmointi 
suoritetaan täysin graafisesti. Riippuen robotista, se voidaan liikuttaa opetettaviin pis-
teisiin joko täysin käsin tai erillisen ohjaimen avulla. Käskyt voidaan ohjelmoida ro-
bottiohjaimella tai käsin kirjoittamalla. Offline-ohjelmoinnissa käytetään yleensä si-
mulointitilaa, jolloin robottia voidaan ohjata graafisesti näytöllä. Pisteet voidaan antaa 
suoraan koordinaatteina tai ohjaamalla simulaattorin robotti haluttuun pisteeseen. On-
line- ja offline-ohjelmointia käytetään usein yhdessä. Robotin ohjelma kirjoitetaan    
offline-tilassa, sitten ohjelma ladataan robotille ja lopuksi hienosäädön avulla saate-
taan fyysinen robotti lopulliseen toimintaan kykeneväksi. (Aalto ym. 1999, 78-87) 
2.2.5 Ohjausjärjestelmät 
Ohjausjärjestelmä (Kuva 11) on robotin aivot. Se suorittaa annetut käskyt ja seuraa 
tapahtumaa reaaliajassa eli huolehtii toimilaitteiden takaisinkytkennästä. Toimintoihin 
liittyy mm. robotin asento koordinaatistossa (x, y, z), työkalun oikea asento (rx, ry, rz), 
liikenopeus ja muut toiminnalliset funktiot. (Suvela, 2012) 
 
Ohjausjärjestelmän komponentit: 
 
 Keskusyksikkö 
 Massamuisti 
 Käsiohjelmointilaite 
 Ulkoiset liitynnät  
 Teholähteet 
 Nivelkohtaiset servo-ohjauskortit 
 Servomoottorit 
 Anturit 
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Kuva 11. Robotin ohjausjärjestelmä (Suvela, 2012) 
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3 SATAEDUN ULVILAN ROBOTTISOLU 
3.1 Robottisolun toiminta 
Tässä opinnäytetyössä käytettävä järjestelmä koottiin Sataedun opetuskäyttöön hanki-
tuista komponenteista. Turvasoluun kasattu järjestelmä koostuu kuljettimesta, turva-
logiikasta, Yaskawan robotista ja robottiohjaimesta sekä Cognexin älykamerasta. Ro-
botin lähdöillä ohjataan kuljetinta, jolle käyttäjä syöttää käsiteltäviä kappaleita. Robo-
tin työkaluvarteen asennettiin älykamera, joka ohjelmoitiin tunnistamaan oikeat kap-
paleet kuljettimelta. Kamera kuvaa kuljetinta kohdasta, joka on kalibroitu kameraan 
omana koordinaatistona. Kyseinen koordinaatisto asetetaan myös robotin käyttäjä-
koordinaatistoksi. Robotti ja älykamera kommunikoivat keskenään Ethernetin välityk-
sellä. Turvalogiikka pitää solun turvallisuutta yllä turvamatoilla, ovella ja hätä-seis-
painikkeilla. 
 
Järjestelmän tarkoituksena on löytää määritellyt kappaleet ja robotti ohjelmoidaan äly-
kameran avulla noutamaan kappaleet kuljettimelta. Kappaleita on kolmea eri kokoa ja 
muotoa (ympyrä, neliö, kolmio) sekä punaisen että keltaisen värisenä. Palaset voidaan 
lajitella oman mielen mukaan niin moneen pisteeseen kuin käytössä olevat kameran 
lähtötiedot antavat mahdollisuuden. Tässä työssä ne lajitellaan neljään pisteeseen, pie-
niin, keskikokoisiin ja suuret palaset kahteen pisteeseen värin mukaan. 
3.2 Älykamera 
Järjestelmän älykameraksi valittiin Cognexin In-Sight 7200. In-Sight 7000-sarjan ka-
meroissa on optiikka ja valaistus valmiina integroituna. Kameran valaistus on punai-
nen, minkä takia se soveltuu hyvin punaisen erottamiseen muista väreistä. Kameran 
omaa valoa on mahdollista ohjata ulkoisesti. Kappaleiden tunnistukseen kameran ja 
hallin valo ovat täysin riittäviä, mutta värientunnistus vaatii melko stabiilit olosuhteet 
ulkoisella valonlähteellä. 7000-sarjan optiikka ei ole kovinkaan tarkka, mutta tähän 
projektiin se oli riittävä. Yli 100 kuvaan sekunnissa kykenevä kamera omaa myös au-
tomaattisen kuvan tarkennuksen. Resoluutio kamerassa on 800x600 pikseliä. Kame-
rasta itsestään löytyy kolme liitäntää: virransyöttö, joka liittää kameraan myös I/O:n, 
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ulkoisen valaisimen liitäntä ja PowerOverEthernet-liityntä (PoE), joka mahdollistaa 
virransyötön ja tiedonsiirron yhden kaapelin kautta. Sataedulle oli hankittu älykame-
raan liitettävä In-Sight CIO-MICRO I/O-yksikkö kaapeleineen. (Cognexin www-si-
vut, 2016) 
3.3 Robotti 
Robottina toimii Yaskawa Motomanin kompakti 6-akselinen MH6-10 käsivarsiro-
botti, jonka käsittelykyky on 10kg. Se soveltuu monipuolisuutta vaativaan kappaleiden 
käsittelyyn ja prosessointiin, kuten vaikka hitsaukseen. Nopeus ja ulottuvuus ovat 
luokkansa parhaimmistoa. Tässä työssä robotin työkaluna toimii imukuppitarttuja. Ku-
vasta 12 käy ilmi, että robotti mahdollistaa asennuksen erittäin lähelle työkohdetta laa-
jan työskentelyalueen myötä. (Yaskawa MH6-series datasheet, 2011) 
 
 
Kuva 12. Yaskawa MH6-10:n työskentelysäteet (Yaskawa MH6-series datasheet, 
2011) 
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3.4 Robottiohjain 
Robottia ohjaa Motomanin DX100-ohjain, jolla voidaan ohjata kahdeksaa robottia, 
I/O-laitteita ja eri väyläprotokollia samanaikaisesti. Ohjaimen ominaisuuksiin kuuluu 
sähkönsäästö, mikä voi olla valmiustilassa 25%. Ominaisuuksiin kuuluu kehittynyt ro-
botin liikeratojen hallinta, integroitu törmäyksen ehkäisytoiminto sekä nopeampi pro-
sessointi ja I/O:n vasteaika. Yaskawan Sigma V servomoottoritekniikka ja edellä mai-
nitut ohjaintoiminnot optimoivat kiihtyvyyksien hallintaa ja pienentävät tahtiaikoja. 
(Yaskawan www-sivut, 2016) 
 
Ohjaimen liitynnät löytyvät kaapin takaa. Kaapin mitat ovat 800x1000x650mm ja 
paino 250kg. Suojaluokitus on IP54. Digitaalinen I/O käsittää sekä 40 tuloa että lähtöä. 
I/O on laajennettavissa 2048:n tuloon ja lähtöön. Analogiapuolelta tuloja ja lähtöjä 
löytyy 40. Ohjaimen muistiin mahtuu 200 000 steppiä, 10 000 komentoa ja 15 000 
PLC-steppiä. (Yaskawa Motoman DX100, 2013) 
 
Ohjelmointi tapahtuu MotoSim-ohjelmalla tai ohjaimeen liitetyn kosketusnäytöllisen 
käsiohjaimen avulla. Käsiohjaimen kosketusnäyttö ja hyvät navigointinäppäimet teke-
vät ohjelmoinnista nopeaa. Käsiohjaimesta löytyy paikka USB-tikulle, jolle voidaan 
varmuuskopioida robotin parametrit ja ohjelmat. (Yaskawan www-sivut, 2016) 
3.5 Turvasolu 
Robotin turvallisuudesta vastaa Siemensin ohjelmoituun S7-1200F turvalogiikkaan 
kytketyt turvamatot ja turvaovi sekä hätä-seis-painikkeet. Matolle astuminen katkaisee 
robotilta virran ja oven avaus tiputtaa robotin liikkeen turvanopeuteen. Nämä tilat saa-
daan kytkettyä pois kuittauspainikkeella. Hätä-seis-painikkeet luonnollisesti katkaise-
vat robotilta virran. Robottisolun tila ilmaistaan värivaloin. Punainen valo tarkoittaa 
häiriötilaa robottisolussa. Keltainen ilmaisee käsiohjelmointitilaa ja vihreä tarkoittaa 
automaattiajoa. Sininen valo ilmaisee etäohjelmointia tai ulkoista tietokoneyhteyttä 
robottiin. 
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4 KONENÄKÖJÄRJESTELMÄ 
4.1 Älykameran ohjelmointiympäristö 
Cognexin kameroiden ohjelmointia varten oleva ohjelmisto In-Sight Explorer on la-
dattavissa ilmaiseksi valmistajan nettisivuilta. Mikäli ohjelmaa halutaan käyttää ilman 
kameran kytkemistä tietokoneeseen, täytyy aktivoida emulaattori. Ohjelmassa on 
kaksi erityyppistä ohjelmointinäkymää: Easybuilder ja Spreadsheet. Tässä työssä käy-
tettiin vain Spreadsheet-näkymää sen ominaisuuksien takia.  
 
Spreadsheet-näkymä on Excelin tyyppinen taulukko-ohjelma. Ohjelmaa rakennetaan 
taulukkoon erilaisilla työkaluilla ja toiminnallisuuksilla sekä niitä yhdistelemällä. Yksi 
toiminto voi käsittää monia erilaisia asetuksia, joiden avulla kuvasta voidaan löytää 
tarkasti määriteltyjä tietoja. Solujen sijainti ohjelmassa ei vaikuta sen toimintaan, joten 
siitä voi tehdä mieleisen näköisen, mutta yleisesti kannattaa panostaa selkeyteen ja 
helppolukuisuuteen. Kommenttien lisääminen tyhjiin soluihin on suotavaa. 
4.2 Älykameran käyttöönotto 
Ensimmäiseksi älykamera asennetaan fyysiseen sijaintiinsa, jonka jälkeen kytketään 
johdot. Tässä työssä kameran sijainti on robotin käsivarren päässä, aivan työkalun vie-
ressä kuvan 13 mukaisesti.  
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Kuva 13. Robottiin asennettu älykamera 
 
Seuraavana on kuvattu kameran kytkentä ja I/O-kaapelin johdotus (Taulukko 1). I/O-
kaapelin toinen pää tulee CIO-MICRO-yksikköön. Kuvassa 14 näkyvää kytkintä edel-
tää I/O-yksikkö. Robottiohjain on saman kytkimen perässä. 
 
 
Kuva 14. Älykameran kytkentä. (In-Sight Vision Systems) 
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Taulukko 1. Virta- ja I/O-kaapelin johdotus. (In-Sight Vision Systems) 
 
 
Kytkennän jälkeen avataan kameraan liitetyllä tietokoneella In-Sight Explorer. Ensim-
mäiseksi lisätään kamera ja I/O-yksikkö verkkoon System-palkin alta löytyvästä ase-
tuksesta. Kameran IP-osoitteeksi annetaan 192.168.100.210 ja I/O-yksikölle 
192.168.100.220 ja molempien maskiksi 255.255.255.0. Tämän jälkeen tietokoneella 
voidaan luoda yhteys kameraan. Kameran kuva saadaan näytölle ohjelman yläpalkista 
Live Video- tai Trigger-painikkeella (Kuva 15). Painamalla Ctrl+Shift+v tai valitse-
malla View ja sieltä Spreadsheet, saadaan käyttöön Spreadsheet-näkymä. Mikäli ruu-
dukko ei ole täysin tyhjä, on hyvä tyhjentää se aloittamalla kokonaan uusi työ.  
 
 
Kuva 15. Trigger- ja LiveVideo-painikkeet 
 
Robotille asetetaan useampi lajittelupiste kappaleen väristä ja koosta riippuen. Robotti 
saa tiedon lajittelupisteestä kameran lähdöiltä. Tiedonsiirtoa varten täytyy kameran 
I/O-yksikön lähtöjä yhdistää robotin vapaisiin tuloihin. Tässä työssä käytetään robotin 
tuloja 27-32 (Liite 4). 
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4.3 Työssä tarvittavat toiminnot 
Ensimmäiseksi pitää määritellä, mitä kuvasta halutaan tietää. Työssä etsitään kolmen 
kokoisia kolmioita, neliöitä ja ympyröitä sekä halutaan erottaa keltainen ja punainen 
kappale toisistaan. Lisäksi kuvauskohteesta halutaan määrittää oma koordinaatisto. 
Toiminnallisuudet on hyvä listata siihen järjestykseen, jossa ohjelmointi tapahtuu. En-
simmäiseksi kuva kalibroidaan CalibraGridin ja CalibrateImagen avulla. Tämän jäl-
keen kuvasta voidaan alkaa etsiä haluttuja muotoja ja värejä. Käyttämällä CalibrateI-
magen luomaa solua mitattaessa kappaleita, saadaan ilmoitettua niiden koot todelli-
sissa mittayksiköissä. Erimalliset kappaleet määritetään TrainPatMaxPatternin avulla 
ja kappaleet löydetään yhdistämällä TrainPatMaxPatternin tulokset FindPatMaxPat-
terns-työkaluun. Erikokoisten kappaleiden erottelussa auttaa FindSegment-työkalu, 
jolla voidaan mitata kappaleen halkaisija. Kamerana toimii harmaasävykamera, joten 
värien erottelussa pitää käyttää ExtractHistogram-työkalua.  
 
Ohjelman rakenteen luomisessa voi käyttää omaa luovuuttaan ja tehdä siitä mielei-
sensä. Haluttujen tulosten saamiseksi voi olla monta erilaista ratkaisua, mutta yksin-
kertaisuus on valttia. Ohjelmassa voi käyttää erilaisia ohjelmasta löytyviä matemaatti-
sia toimintoja, jotta saadaan valittua esimerkiksi juuri kuvassa näkyvän kappaleen 
koordinaatit. Lähes kaikkiin toimintoihin löytyy ohjeistus erittäin kattavan Helpin 
kautta. 
4.4 Kameran ohjelmointi 
Ohjelmantekoa aloitettaessa ruudukko on hyvä tyhjentää aloittamalla kokonaan uusi 
työ. Solussa A0 on Image-funktio. Sitä klikkaamalla aukeaa kameran asetukset. Ase-
tuksista saa muutettua mm. kameran ominaisuuksia kuten kontrastia ja triggerin toi-
minnallisuutta.  
 
Kun kappaleita ja niiden ominaisuuksia opetetaan ohjelmalle, täytyy opetettava kap-
pale olla ruudulla. Opetuksen täytyy tapahtua täsmälleen todellisen tilanteen kaltai-
selta kuvausetäisyydeltä ja oikeasta kuvauskulmasta. Ohjelmointia varten voidaan ot-
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taa kameran nauhoitustoiminnolla kuvat kappaleista, jolloin ohjelmointi on mahdol-
lista suorittaa ilman yhteyttä kameraan. Mikäli ohjelmaa halutaan tehdä työkohteessa, 
voidaan käyttää Trigger-painiketta (Kuva 15) ottamaan kuva ohjelmointia varten. 
Triggeriä on hyvä käyttää myös ohjelman testivaiheessa. 
 
Alkuun on hyvä selventää robotin ja kameran välistä kommunikointia. Kameran oh-
jelmalla halutaan kertoa noudettavien kappaleiden sijainti eli piste, josta robotin työ-
kalu noutaa kappaleen. In-Sight Explorerissa on erilaisia väyläkohtaisia toimintoja da-
tan lähettämiseen, mutta niitä ei hyödynnetä tässä työssä. Sen sijaan käytetään Yaska-
wan kontrollereista löytyvää VSTART-komentoa, joka noutaa datan kameran ohjel-
man ruudukosta. Komento on osa Cognexin Insight Native Mode protokollaa. Ko-
mento tarvitsee käyttöönsä seuraavat solut: 
 
 B1: kappaleiden lukumäärä 
 F1:Kulma 
 H1:Score 
 J1:X-koordinaatit 
 K1:Y-koordinaatit 
 
VSTART-komennon takia ohjelman rakentaminen on hyvä aloittaa rivin yksi alapuo-
lelta. Ohjelman rakenteella ei muuten ole se toiminnan kannalta merkitystä, mutta käy-
tännöllisyyden vuoksi kannattaa pyrkiä selkeyteen. Selkeyttä ohjelmaan saadaan kir-
joittamalla kommentteja. Kommentti saadaan kirjoitettua, kun aloitetaan heittomer-
killä (’). 
 
Ohjelmaa tallennettaessa pitää nimen etuliitteessä olla numero, jotta VSTART-
komento löytää sen. Esimerkiksi “1.työ.job” kelpaa nimeksi. 
 
Tässä ohjeessa ohjeistetaan kameran ohjelmointi askel askeleelta ja neuvotaan selkey-
den vuoksi käyttämään tiettyjä soluja. Liitteessä 2 on valmis ohjelma.  
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4.4.1 Kalibrointi 
Kalibrointia varten robotti täytyy ajaa siihen pisteeseen, josta kameran halutaan kuvat-
tavan kohdetta. Kyseinen piste täytyy tallentaa robotin paikkamuuttujiin kohdan 5.1.2 
ohjeen mukaisesti. Kuvan kalibroinnin yhteydessä kannattaa suorittaa myös kalibroin-
tia vastaavan käyttäjäkoordinaatiston luominen kohdan 5.1.5 mukaisesti. 
 
Vedetään Coordinate Transforms-valikosta Calibrate-kohdasta CalibrateGrid soluun 
C5. Valitaan ruudukon tyypiksi Checkerboard, koska kamera kuvaa kohdetta suoraan 
ylhäältäpäin. Pistemäistä ruudukkoa käytetään, jos kameran kuvaussuunta ei ole koh-
tisuorassa kohteeseen nähden. Asetetaan x- ja y-suunta ruudukkoon näkyviin helpot-
tamaan robotin työkalukoordinaatiston määrittämistä. Ruudukon tiheydeksi asetetaan 
10mm ja tulostetaan ruudukko paperille. Sitten asetetaan paperi haluttuun pisteeseen 
niin, että sen x- ja y-suunta ovat kameralla suorassa. Tämän jälkeen klikataan Calibrate 
ja saadaan tulokset ruudulle. Tuloksen keskiarvon ollessa lähellä nollaa, voidaan ka-
librointi hyväksyä (Kuva 16).  
 
 
Kuva 16. Hyväksytty kalibrointi 
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Sitten suoritetaan CalibrateImage-toiminto, joka nimensä mukaisesti kalibroi kuvan 
luoden uuden Image-solun tulevia toimintoja varten. CalibrateImageen liitetään alku-
peräinen Image eli solu A0 ja edellä tehty CalibrateGrid solusta C5 tai mihin soluun 
se onkaan tehty.  
4.4.2 Kappaleen tunnistaminen 
Kuvasta etsittävien kappaleiden tunnistamista varten opetetaan tunnistettavat kappa-
leet TrainPatMaxPatternin avulla. Otetaan käsittelyyn kuva, josta löytyy keskikokoi-
nen neliö. Tuodaan Vision Toolsista löytyvän Pattern Match-kohdan alta TrainPat-
MaxPattern tyhjään soluun, vaikkapa C9:ään. Imageen valitaan aiemmin kalibroitu 
uusi Image solusta C7. Pattern Regionia kaksoisklikkaamalla ruutuun aukeaa suora-
kulmio punaisin ääriviivoin. Kuvio liikutetaan kuvassa olevan neliön päälle ja muo-
toillaan hieman kappaletta suuremmaksi ja painetaan enter. Sitten säädetään elasti-
suutta, eli sitä, kuinka paljon kappaleiden välillä saa olla poikkeamaa. Arvo 0 ei salli 
poikkeamaa ollenkaan. Laitetaan siihen 2. Nyt kappale on opetettu ohjelmaan. 
 
Seuraavaksi käytetään saman Pattern Match-kohdan alta löytyvää FindPatMaxPatter-
nia kappaleen löytämiseen kuvasta. Vedetään kyseinen työkalu jälleen tyhjään soluun, 
esimerkiksi C14:ään. Imageksi valitaan kalibroitu Image solusta C7. FindRegion koh-
taan valitaan kuvasta se alue, josta kappaletta etsitään, eli jos kappale voi olla missä 
kohdassa kuvaa hyvänsä, valitaan alueeksi koko kuva. Patterniksi liitetään TrainPat-
MaxPatternilla opetetun kuvion solu eli C9. Kuvasta etsittävien kappaleiden lukumää-
räksi valitaan yksi. Sitten määritellään kohdasta Find Tolerances etsittävän kappaleen 
kulma ja mittakaava. Kulman alkuun ja loppuun laitetaan -90 ja 90. Kulman määrittä-
minen sallii kappaleen löytämisen eri asennoista. Esimerkiksi kolmion kanssa kulman 
alun pitää olla -180 ja lopun 180. Mittakaavan alkuun ja loppuun annetaan arvot 70 ja 
130. Tämä siksi, että sekä pieni että iso neliö voidaan löytää saman työkalun avulla. 
Arvoja pitää säätää ympyrää ja kolmiota koskien tämän periaatteen mukaisesti.  
 
Lopuksi käytetään ErrFree-työkalua neliöstä saaduille arvoille. ErrFree löytyy kohdan 
Mathematics alasivun Lookup alta. ErrFree tulostaa kenttään aina lukuarvoja ts. Erro-
rin sijaan tulee 0. ErrFree-funktiota varten tarvitaan vastaava tila kuin alkuperäisen 
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funktion tulokset vievät. Näin alkuperäisen työkalun tulokset saadaan esitettyä ilman 
erroreja. 
 
Nyt kun neliö löydetään kuvasta, tehdään täysin samat toiminnot ympyrälle ja kolmi-
olle yllä olevien ohjeiden periaatteiden mukaisesti. Esimerkkinä (Kuva 17) TrainPat-
MaxPatternit asetetaan soluihin C10 ja C11. FindPatMaxPatternit asetetaan soluihin 
C18 ja C21.  
 
 
Kuva 17. FindPatMaxPattern-työkalun tulokset 
4.4.3 Arvojen käsittely ohjelmassa 
Kalibroidut koordinaatit, kulma ja score pitää viedä VSTART-komennon vaatimiin 
soluihin riville yksi. Koordinaatit voivat olla peräisin neliöltä, kolmiolta tai ympyrältä, 
joten tuloksien siirtoon täytyy tehdä matemaattinen toiminto. Kolmesta mahdollisesta 
kappaleesta pitää löytää oikea. Oikea löydetään vertaamalla muotojen kutakin arvoa 
toisiinsa. Halutut arvot etsitään Mathematicsista löytyvän Statistics-kohdan alta Max- 
ja Min-toimintojen avulla. Haetaan soluun C28 suurin kulma kunkin kappaleen 
ErrFree-funktion sisältävästä solusta. Soluun C28 koodi on siis Max(G22,G19,G16) 
(Vertaa kuvaa 18). Soluun C29 etsitään samoista soluista pienin arvo. Laskemalla so-
lujen C28 ja C29 arvot yhteen solussa C26 (Kuva 18), saadaan kuvasta löytyvän kap-
paleen kulma. Samaa menetelmää käyttäen haetaan kappaleen score ja koordinaatit. 
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Kuva 18. Esimerkki oikeiden arvojen etsimisestä 
4.4.4 Kappaleiden mittaaminen 
Kappaleet voidaan erottaa kolmeen ryhmään koon mukaan, riippumatta muodosta. 
Jotta kappaleet voidaan erottaa koon mukaan, täytyy ne mitata. In-Sight Explorerista 
löytyy tähän tarkoitukseen kaksi hyvää työkalua; FindCircle ja FindSegment. Työkalut 
hyödyntävät jo aiemmin luotua FindPatMaxPatternia. Kopioidaan aiemmin FindPat-
MaxPatternilla luodut solut ja liitetään ne tyhjään kenttään, esimerkiksi solusta C33 
eteenpäin. Muutetaan kunkin kopioidun FindPatMaxPatternin asetuksista imagen lii-
tyntä kalibroimattomaan kuvaan eli soluun A0. Muutoin kappaleiden mittatyökalu ei 
löydä kappaletta kuvasta.  
 
Määritellään ensiksi neliön mittatyökalu raahaamalla FindSegment soluun C45. Kuva 
haetaan kalibroidusta kuvasta eli solusta C7, jolloin mitat saadaan millimetreissä. Fix-
turen arvot liitetään etsittävän kuvion arvoihin, tässä tapauksessa kopioidun neliön 
koordinaatteihin ja kulmaan eli soluihin E34, F34 ja G34. Region määrittelee mitatta-
van alueen. Kaksoisklikataan regionia ja asetellaan kehikko kuvan 19 tavoin neliön 
päälle. Erityinen huomio pitää kohdistaa kehikon kokoon. Sen tulee olla riittävän pitkä, 
jotta se havaitsee kappaleet pienimmästä suurimpaan. Kohdealueen väriksi valitaan 
valkoinen ja kohteesta etsitään kapein kohta.  
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Kuva 19. FindSegment-työkalun käyttö 
 
Kolmion mittaaminen onnistuu samoin metodein kuin neliön. Asetetaan kolmion 
FindSegment soluun C48 ja asetukset neliön mukaisesti kolmion FindPatMaxPatternia 
käyttäen. Regionin punainen kehä pitää asetella kuvan 20 mukaisesti.  
 
 
Kuva 20. Mittausalueen rajaus kolmiolle ja ympyrälle  
 
Ympyrää varten liitetään FindCircle-työkalu soluun C51. Työkalu toimii FindSegmen-
tin periaatteiden mukaisesti ja asetukset määritellään aiemman mukaisesti. Ympyrä 
asetetaan kuvaan klikkaamalla kohtaa Annulus ja punaiset kehät asetetaan siten, että 
sen sisälle mahtuu sekä pienen että suuren ympyrän kehä (Kuva 20, oikea reuna). 
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4.4.5 Lajittelu koon mukaan 
Kun mittaustyökalut on luotu, voidaan suorittaa lajittelu kokoluokkiin (Kuva 21). 
Tieto ilmoitetaan binääritietona. Kappaleet luokitellaan pieniin, keskikokoisiin ja suu-
riin niiden mittojen mukaan. Ensiksi määritellään pienen neliön koko soluun D55 In-
Range-toimintoa (InRange(Value,Start,End)) käyttäen. Pienen neliön halkaisija on 
noin 50mm, joten määritellään pieni kappale 46-54mm kokoiseksi. Kirjoitetaan soluun 
InRange(D45,46,54). Solu tulostaa tällöin arvon 1, mikäli neliön halkaisija on määri-
tellyn alueen mitoissa, muutoin tulos on 0. Tulo pitää tulostaa uuteen soluun ErrFreen 
avulla. Soluihin E55 ja F55 tehdään samat toiminnot kolmiolle ja ympyrälle. Rivin 
päähän halutaan tieto siitä, löytyykö kuvasta pieneksi määritelty kappale seuraavalla 
komennolla: 
 
Or(Value1,Value2,Value3…) 
 
Arvoiksi yhdistetään edellä luodut ErrFree solut. 
 
 
Kuva 21. Kappaleen koon ilmoittaminen 
4.4.6 Harmaasävyjen opettaminen 
Harmaasävyjen erottamiseen käytetään ExtractHistogram-työkalua, mikä löytyy His-
togram-kohdan alta. Toiminto ilmoittaa valitun alueen vallitsevan harmaasävyarvon, 
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jonka perusteella eriväriset kappaleet on mahdollista erotella toisistaan. Viedään so-
luun B69 ExtractHistogram. Liitetään Imageen ja Fixtureen samat solut kuin neliön 
mittatyökalussa. Huomion arvoista on, että tässäkin täytyy käyttää juuri sitä FindPat-
MaxPatternia, joka on yhdistetty kalibroimattomaan Imageen. Regionin punainen ke-
hikko viedään neliön sisälle ja koko muutetaan sellaiseksi, että se mahtuu myös pienen 
neliön sisälle. Tehdään soluihin B72 ja B75 samat toiminnot ympyrälle ja kolmiolle 
kuvan 22 mukaisesti. 
 
 
Kuva 22. Harmaasävyjen tulostaminen 
4.4.7 Lajittelu harmaasävyn mukaan 
Harmaasävyjen luokittelu tapahtuu samojen periaatteiden mukaan kuin kappaleiden 
erottelu koon mukaan. InRange-toiminnon avulla haetaan kuvioiden harmaasävyarvot, 
määritellään haluttu alue ja tulostetaan 0 tai 1 (Kuva 23). Toiminnolla halutaan löytää 
punainen ja keltainen sekä erottaa ne toisistaan. Esimerkin olosuhteissa keltainen ku-
vio löydetään harmaasävyarvojen 215 ja 260 väliltä ja punainen arvojen 95 ja 130 vä-
liltä (Kuva 24). Harmaasävyarvoilla värien tunnistaminen vaatii erittäin stabiilit olo-
suhteet. Arvot pitääkin säätää täysin olosuhteiden mukaan. 
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Kuva 23. Harmaasävyjen erottelu 
 
Kuva 24. Punainen ja keltainen harmaasävykuvassa 
4.4.8 I/O:n määrittely 
Ohjelmasta halutaan antaa robotille tieto kappaleen koosta, väristä ja siitä, onko kul-
jettimella oleva kappale määriteltyjen arvojen mukainen. Robotin vapaat ja käytössä 
olevat tulot löytyvät liitteestä 4. Tiedonsiirtoa varten otetaan käyttöön kameralta kuusi 
lähtöä. Ensiksi määritellään kuuden ensimmäisen lähdön asetukset kuvan 25 mukai-
sesti. 
 
 
Kuva 25. Lähtöjen asetukset 
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Seuraavaksi luodaan kuudelle lähtötiedolle toiminnallisuus (soluihin J6-J11) Write-
Discrete-funktiolla (kuva 26 ja kuva 27). Lähdön tilaan halutaan vaikuttaa aina kame-
ran ottaessa kuvan, joten kohtaan Event liitetään solu A0. Tällöin lähtö päivittyy aina, 
kun kuvassa tapahtuu muutos. Lähdön tila voi olla joko 0 tai 1. Lähtöbitiksi valitaan 
se bitti, jonka tilaan halutaan vaikuttaa eli tässä tapauksessa valitaan se biteistä 0-5. 
Bittien lukumääräksi valitaan yksi. Valueen liitetään solu, jonka arvo määrittää lähtö-
bitin tilan. Kutakin tilatietoa varten tehdään oma solu, joka antaa arvon 0 tai 1 käyttäjän 
luomien määrittelyjen perusteella. Lähtö 0 menee silloin päälle, kun tieto pienestä, 
keskikokoisesta tai suuresta kappaleesta on päällä ja kun solun H1 score näyttää arvoa 
1. Lähtöjen 1-5 tilat määrittyvät soluista, joihin aiemmin määriteltiin kappaleen koko 
tai väri. 
 
 
Kuva 26. Ohjelman I/O 
 
 
Kuva 27. WriteDiscrete-funktion asetukset 
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5 ROBOTTI 
5.1 Robotin ohjelmointi 
Robottia ohjelmoidaan kosketusnäytöllisellä käsiohjaimella. Ohjaaminen tapahtuu 
neljän erilaisen käsiajokoordinaatiston mukaan. Käsiajo tapahtuu seuraavasti: 
 
1. Valitaan Teach-tila opetusyksikön tilanvalintakytkimellä 
2. Painetaan SERVO ON READY, jolloin SERVO ON merkkivalo alkaa vilkku-
maan servojen valmiuden merkiksi 
3. Valitaan sopiva käsiajokoordinaatisto COORD näppäimellä 
4. Valitaan sopiva käsiajonopeus SLOW tai FAST näppäimellä 
5. Kytketään servovirta päälle kuolleenmiehenkytkimellä, jolloin SERVO ON 
merkkivalo palaa yhtäjaksoisesti 
6. Ajetaan robottia akseliajonäppäimillä 
 
Ensimmäiseksi täytyy luoda uusi ohjelma valitsemalla päävalikosta TYÖ ja LUO 
UUSI TYÖ. Määritetään työ ja painetaan SUORITA.  
5.1.1 Pisteiden opettaminen 
Pisteiden opettamisessa voidaan käyttää neljää erilaista liikkumatapaa. MOVJ (Joint) 
eli nivelliike ei kontrolloi työkalupistettä lainkaan, joten sitä käytetään pääasiassa vain 
siirtymisiin, joissa robotin ei tarvitse liikkua suoraviivaisesti. MOVL (Linear) eli suo-
raliikettä käytetään suoraviivaista liikettä vaativiin toimiin. MOVC (Circular) eli ym-
pyräliikkeessä robotti muodostaa ympyrän kaaren ohjelmoiduista pisteistä. Kaaren 
muodostamista varten vaaditaan vähintään kolme MOVC-pistettä peräkkäin. Koko-
naista ympyräliikettä varten tarvitaan vähintään neljä pistettä. Ensimmäiseen pistee-
seen robotti liikkuu suoraviivaisesti. Neljäs liikkumatapa on MOVS (Spline) eli käy-
räliike. 
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Pisteen tallentaminen ohjelmaan tapahtuu seuraavasti: 
1. Ajetaan robotti haluttuun sijaintiin 
2. Siirretään ohjaimen kursori vasemmalle rivinumeron päälle 
3. Valitaan liiketyyppi MOTION TYPE näppäimellä. Valittu tyyppi näkyy ala-
reunassa 
4. Määritetään haluttu liikenopeus komennon oikeaan reunaan valintanäp-
päimellä 
5. Pisteen tallentamista varten kytketään servovirta kuolleenmiehenkytkimellä ja 
painetaan ENTER 
5.1.2 Paikkamuuttujan tallentaminen 
Paikkamuuttujiin voidaan tallentaa itse määriteltyjä pisteitä, joita on helppo käyttää 
sittemmin ohjelmassa. Paikkamuuttujan tallentaminen tapahtuu seuraavien ohjeiden 
mukaisesti: 
 
1. Valitaan muuttujista haluttu P-muuttuja 
2. Valitaan SELECTiä painamalla koordinaatisto 
3. Annetaan muuttujalle nimi 
4. Ajetaan robotti haluttuun sijaintiin 
5. Laitetaan servot päälle, painetaan modify ja enter 
6. Valitaan pisteessä käytettävä työkalu 
 
P-muuttujan tiedot saa poistettua valitsemalla NOLLAA TIETO, joka löytyy yläpal-
kista kohdan TIETO alta. 
 
Paikkamuuttujan saa määritettyä käyttöön suorittamalla kohdat 1-3 ja sen jälkeen pai-
namalla enter. Tällöin muuttujaa voidaan käyttää ohjelmassa ja siihen voidaan esimer-
kiksi tallentaa koordinaatit VSTART-funktion avulla. 
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5.1.3 Käskyt 
Ohjelmaan saadaan luotua ns. järki erilaisilla käskyillä. Käskyjä lisätään ohjelmari-
veille samoin kuin liikekomentoja. Käskyluettelo aukeaa INFORM LIST-näppäimellä 
sisältäen seuraavat luokat: 
 
 IN/OUT: tulo- ja lähtökäskyt 
 KONTROL.: ohjauskäskyt 
 LAITE: sovelluskohtaiset käskyt 
 LIIKE: liikekäskyt 
 MATEMAT.: laskentakäskyt 
 SIIRTO: ohjelmalliset siirtokäskyt 
 ANTURI: mahdolliset anturikäskyt, esim. älykameraan liittyvät komennot 
5.1.4 Tulot ja lähdöt 
Yleistulot ovat signaaleja toimilaitteilta robotille ja yleislähdöt ovat signaaleja robo-
tilta toimilaitteille. Lähdöillä ohjataan toimilaitteita ja tulot ilmoittavat erinäisiä tila-
tietoja laitteistolta. Tulojen ja lähtöjen tilat voi katsoa ruudulta klikkaamalla kohtaa 
TULOT/LÄHDÖT. Liitteessä 4 on käytössä ja vapaana olevat tulot ja lähdöt. 
 
Esimerkki lähdön ja tulon käytöstä yhdessä: 
 
0005 DOUT OT#(5) ON  //IMU PÄÄLLE 
0006 WAIT IN#(3) =ON  //ALIPAINEVAHTI 
0007 MOVL V=300.0 
 
DOUT-komento laittaa imukuppitarttujaan imun päälle, robotti liikkuu seuraavaan 
pisteeseen vasta, kun alipainevahti on saanut signaalin, että kappale on tarrautunut sii-
hen kiinni.  
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5.1.5 Kalibroidun käyttäjäkoordinaatiston määrittäminen 
Työssä tarvitaan omaa koordinaatistoa kappaleiden poimintapaikalle. Koordinaatisto 
täytyy määritellä kameraan kalibroidun koordinaatiston kaltaiseksi, jolloin kameran 
ohjelmasta voidaan hakea koordinaatit kappaleen poimintaa varten. Koordinaatiston 
määrittämiseen kannattaa käyttää kohdan 4.4.1 kalibrointiruudukkoa asettaen origo 
sekä x- ja y-suunta ruudukon mukaisiksi. Käyttäjäkoordinaatiston luominen askel as-
keleelta: 
 
1. Siirrytään HALLINTATILAAN 
2. Valitaan ROBOTTI 
3. Valitaan KÄYTTÄJÄN KOORDINAATIT 
4. Laitetaan kursori tyhjän kohdan päälle (NIMI) ja painetaan SELECT. Anne-
taan nimi 
5. Siirretään kursori numeron päälle ja painetaan SELECT 
6. Siirretään robotti haluttuun nollapisteeseen eli siihen kohtaan, missä sijaitsee 
kameralle opetettu origo. Painetaan MODIFY + ENTER 
7. Vaihdetaan ORG  XX 
8. Haetaan haluttu x-suunta ja painetaan MODIFY+ENTER 
9. Vaihdetaan XX  ORG ja ajetaan takaisin nollapisteeseen 
10. Vaihdetaan ORG  XY 
11. Ajetaan robotti 90 asteen kulmaan XX-suunnasta ja painetaan 
MODIFY+ENTER 
12. Painetaan VALMIS 
5.1.6 Työkalukoordinaatiston määrittäminen 
Työssä käytetään kaksiosaisen imukuppitarttujan toista imukuppia, joten työkalu pitää 
määritellä sen mukaisesti: 
 
1. Valitaan valikosta ROBOTTI 
2. Valitaan TYÖKALU 
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3. Laitetaan kursori tyhjän kohdan päälle (nimi) ja painetaan SELECT. Annetaan 
uusi nimi 
4. Siirretään kursori numeron päälle ja painetaan SELECT 
5. Asetetaan työkalun etäisyydet robotille. Y eli tässä tapauksessa imukupin etäi-
syys työkalupisteen keskipisteestä on -60,25mm ja Z eli etäisyys kohtisuoraan 
työkalupisteestä on 85mm 
5.1.7 VSTART-komento 
Robotin ja kameran välinen kommunikaatio tapahtuu Ethernetin kautta VSTART-
funktiolla, jonka saa käyttöön muuttamalla robotin parametreja. Ennen parametrien 
muuttamista, täytyy ottaa ohjaimelta varmuuskopiot. Huolimaton parametrien muut-
taminen saa koko robotin täysin sekaisin. Parametrien muuttaminen onnistuu vain 
robotin Yaskawa-tilassa. Parametrit löytyvät liitteestä 1. VSTART-funktio käyttää 
hyväkseen Cognexin Insight native -protokollaa. Komento suorittaa kuvan 28 mukai-
sen keskustelun Telnet-protokollan kautta. 
 
 
Kuva 28. VSTART-komennon sisältö 
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VSTART-funktion ollessa käytössä, valikossa on kohta OPTIONS, jonka alta löytyy 
NÄKÖTAULUKOT (Kuva 29) ja NÄKÖKALIBROINTI. Seuraavaksi on näkötaulu-
kon määrittely. Ainoastaan kohdat 3 ja 5 on määriteltävä.  
 
 
Kuva 29. Näkötaulukko 1/32 
 
1. Tiedoston numero. VSTART viittaa aina yhteen määriteltyyn tiedostoon 
2. Kommenttiosio 
3. Kaksi asetusta: robotti tai pikseli. Robotti vaatii käyttöön kalibrointitiedoston. 
Pikseli toimii ilman sitä. Tässä työssä asetukseksi valitaan pikseli 
4. Kalibrointitiedoston numero mikäli ylempään kohtaan on asetettu robotti 
5. Kuvasta etsittävien kappaleiden lukumäärä, tässä työssä 1. 
6. B-muuttuja, jonne asetetaan etsittävien kappaleiden lukumäärä (solun B1 si-
sältö) 
7. P-muuttuja, jonne asetetaan x- ja y-koordinaatit (solujen K1 ja J1 sisällöt).  
8. R-muuttuja, jonne asetetaan kappaleen kulma (solun F1 sisältö) 
9. I-muuttuja, jonne asetetaan kappaleen score (solun H1 sisältö) 
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Seuraavana on listattu VSTART-komennon rakenne ja ominaisuudet (Taulukko 2). 
 
VSTART FIND FT=0 MD=1 VF#(1) 
 
Taulukko 2. VSTART-funktion ominaisuudet (Yaskawa Motoman Integrated Vision) 
 
 
5.1.8 VSTART-funktion testaaminen 
VSTART-funktion toiminta on hyvä kokeilla ennen kuin jatkaa robotin ohjelmointia. 
Funktio vaatii toimiakseen seuraavat asiat: 
 Liitteen 1 parametrit robotille 
 Älykameran IP-osoite 192.168.100.210 
 Robotin IP-osoite 192.168.100.10 
 In-Sight Exploreriin kirjauduttu seuraavasti: 
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User: admin 
Password: <empty> 
 Kameran triggaustoiminnoksi asetettu “External” 
 Kamera on online 
 Kamerassa olevan ohjelman nimen etuliitteenä on sama numero kuin käskyssä 
 ohjelman nimi on 1.tyo.job ja komento FT=1 
 Kameran ohjelmassa on käytössä oikeat solut 
 Käytettävän näkötaulukon (Vision Condition) asetukset 
 Vähintään 10 P-muuttujaa määritelty (katso 5.1.2) 
Jos näkötaulukkoon on määritelty 110, pitää määritellä myös P111-P119 
 
Kun yllä mainitut asiat ovat kunnossa, voidaan funktion toiminta todeta seuraavin ko-
mennoin:  
 
VSTART FIND FT=1 MD=1 VF#(1) 
VWAIT 
 
Mikäli ohjelma suorittaa rivit ja määritellyn P-muuttujan arvot muuttuvat ohjelman 
arvoja vastaaviksi, käsky toimii. P-muuttujan arvot löytyvät käsiohjaimelta muuttujien 
paikkamuuttujista. Paikkamuuttujien selaaminen onnistuu vaihtamalla sivunumeroa.  
5.1.9 Kappaleen noutaminen kameran koordinaateista 
VSTART-funktio asettaa P-muuttujaan ainoastaan arvot x- ja y-akseleille, nollaten 
kaiken muun. Tämä saattaa aiheuttaa ongelmia kappaleen noudossa, jolloin ohjel-
massa pitää VSTARTin jälkeen määritellä P-muuttujaan sopivat Rx-, Ry- ja Rz-arvot. 
Arvot saadaan selville ajamalla robotti kuvauspisteeseen ja katsomalla sen hetkisen 
sijainnin tiedot. Sen hetkinen sijainti löytyy sivupalkista kohdan robotti alta. Kirjataan 
arvot ylös ja asetetaan ne P-muuttujaan SETE-käskyllä. Arvot asetetaan ohjelmassa 
VWAIT-käskyn jälkeen seuraavasti: 
 
SETE P110 (4) -1465 //Rx 
SETE P110 (5) 3419 //Ry 
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SETE P110 (6) -1784161 //Rz 
 
Seuraavaksi voidaan noutaa kappale P-muuttujaa käyttämällä. Noutamisen yhteydessä 
on hyvä käyttää IMOV-toimintoa, jolla saadaan aikaan liike kohteesta kohtisuoraan 
poispäin. Liikesuunta pitää määritellä käytettävään muuttujaan. Esimerkiksi jos halu-
taan liikkua 200mm noutopisteen yläpuolelle, tässä tapauksessa asetetaan muuttujan 
P090 z-arvoksi 200. Kappaleen noutaminen tapahtuu ohjelmassa seuraavin ohjelmari-
vein: 
 
MOVL P110 V=200.0 
DOUT OT#(5) ON //IMU PÄÄLLE 
WAIT IN#(3) = ON //ALIPAINEVAHTI 
IMOV P090 V=200.0 
5.1.10 Viallisten kappaleiden käsittely 
Vialliset kappaleet jätetään kuljettimen eteenpäin kuljetettavaksi. Viallinen kappale 
havaitaan kameran ohjelmassa tai tartuttaessa työkalulla kappaleeseen. Mikäli kappa-
leen tarttumapinta on virheellinen, todetaan se alipaineanturin tilatiedon avulla. Robo-
tin ohjelmaan rakennetaan osuus, johon hypätään kun havaitaan kappaleen olevan vi-
allinen. Hyppy toteutetaan, kun kameralta on saatu tieto virheellisestä kappaleesta tai 
epäonnistuneen tartuntayrityksen jälkeen. Virheellinen kappale käsitellään seuraavin 
rivein: 
 
*VIRHE 
DOUT OT#(12) ON //KULJ3 ETEEN 
TIMER T=3.00 
DOUT OT#(12) OFF //KULJ3 ETEEN 
5.1.11 Kappaleiden lajittelu 
Kappaleet lajitellaan koon ja värin perusteella hyödyntäen kameralta saatavia tulotie-
toja. Lajittelu tapahtuu kahteen tai useampaan lajittelupisteeseen, riippuen halutusta 
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lopputuloksesta. Robotilla voidaan esimerkiksi jakaa kappaleet kolmeen osaan: pie-
niin, keskikokoisiin ja suuriin kappaleisiin. Jaottelussa käytetään kontrollikäskyistä 
löytyvää IF THEN-funktiota ja tuloja 28-30. Ohjelmaan kirjoitetaan seuraavan laiset 
rivit: 
 
IF IN#(30) = ON THEN //SUURI 
MOV P1 
ENDIF 
IF IN#(29) = ON THEN //KESKIKOKO 
MOV P2 
ENDIF 
IF IN#(38) = ON THEN //PIENI 
MOV P3 
ENDIF 
5.2 Esimerkkiohjelma 
Luodaan esimerkkiohjelma käyttäen edellä mainittuja toimintoja. Ohjelman pitää poi-
mia kappaleita kuljettimelta, mikäli kameran ohjelma hyväksyy kappaleen, eli robotin 
tulo 27 on päällä. Valokennon S3.3 havaitessa kappaleen, menee kuljetin päälle siksi 
aikaa kunnes kuvauspisteen valokenno S3.2 havaitsee kappaleen. Tämän jälkeen ka-
mera ottaa kuvan kohteesta ja ohjelma analysoi sen. Kamera laittaa lähtöjä päälle ana-
lysoinnin perusteella ja asettaa kappaleen koordinaatit robottiohjelman noudettavaksi. 
Kappaleen ollessa hyväksytty, voi robotti noutaa kappaleen kameran laskemien koor-
dinaattien mukaisesti P-muuttujaa käyttäen. Seuraavaksi kappale lajitellaan pieniin, 
keskikokoisiin ja suuriin punaisiin sekä suuriin keltaisiin.  
 
Ohjelman voi rakentaa hieman erilaisin metodein toimimaan täysin samoin, joten sii-
hen ei ole yhtä oikeaa tapaa. Liitteessä 3 on toimiva ohjelma yllä olevaan selostukseen 
kommenttien kera.  
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Ohjelmaa koeajettaessa täytyy kameran olla kiinni tietokoneessa ja kameraohjelman 
on oltava online-tilassa. Robotin automaattiajo tapahtuu kääntämällä avain Play-asen-
toon, jonka jälkeen laitetaan servot päälle ja painetaan Start. In-Sight Explorerilla voi-
daan tarkkailla käsiteltävän kuvaa ja I/O-tietoja. Mikäli kameraohjelmassa ilmenee 
häiriöitä kuten ongelmia kappaleen muodon tai värin tunnistuksessa, säädetään ase-
tuksia halutulla tavalla. 
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6 HARJOITUSTEHTÄVÄT 
6.1 Harjoitustehtävä 1: Tehtävänanto 
Ohjelmoi robotti siirtämään kappale paikasta A paikkaan B. Jos robotti ei havaitse 
kappaletta työkalussaan, robotti ajaa kotiasemaan. Robotti jää kotiasemaan kunnes oh-
jelma aloitetaan alusta. Kappaleen tartunta robotin työkaluun varmistetaan alipainean-
turilla. 
6.1.1 Harjoitustehtävä 1: Ratkaisu 
Liikutetaan robotti ensimmäisenä käyttäjän haluamaan kotiasemaan ja asetetaan ky-
seinen piste ohjelman alkuun. Liikutaan apupisteen kautta kappaleen noutopisteeseen 
A ja laitetaan imu päälle. Odotetaan kunnes alipainevahti lähettää tiedon, että kappa-
leeseen on tartuttu. Jos alipainevahti ei havaitse kappaletta kahden sekunnin kuluessa, 
laitetaan imu pois päältä ja ajetaan robotti kotiasemaan. Alipainevahdin havaitessa 
kappaleen, ajetaan robotti apupisteiden kautta pisteeseen B. Irrotetaan ote kappaleesta 
sulkemalla imu ja liikutaan lyhyen ajastuksen jälkeen kotiasemaan.  
 
NOP 
MOVJ P001 // KOTIASEMA 
MOVJ // APUPISTE A:LLE 
MOJL P002 // PISTE A 
DOUT OT#(5) ON // IMU PÄÄLLE 
WAIT IN#(3) =ON T=2 //ALIPAINEVAHTI JA AJASTIN 
IF IN#(3) = OFF THEN //ALIPAINEVAHTI 
 DOUT OT#(5) OFF //IMU PÄÄLLE 
 JUMP* LOPPU 
ENDIF 
MOVL // APUPISTE A:LLE 
MOVJ // APUPISTE B:LLE 
MOVL P003 // PISTE B 
DOUT OT#(5) OFF // IMU PÄÄLLE 
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TIMER T=1 
MOVL //APUPISTE B:LLE 
*LOPPU 
MOVJ P001 //KOTIASEMA 
END 
6.2 Harjoitustyö 2: Tehtävänanto 
Tee kameraan ohjelma, joka tunnistaa neliön ja ympyrän sekä siirtää kuvasta löytyvän 
kuvion koordinaatit soluihin J1 ja K1. Koordinaattien tulee olla kalibroidusta kuvasta. 
6.2.1 Harjoitustyö 2: Ratkaisu 
Suoritetaan ensimmäiseksi kalibrointi luvun 4.4.1 ohjeiden mukaisesti. Käytetään so-
luja A1 ja A2 kalibrointityökaluille. Sitten otetaan käsittelyyn kuvat, joista löytyvät 
neliö ja ympyrä. Opetetaan kuviot luvun 4.4.2 ohjeiden mukaisesti. Opetetaan kuviot 
soluihin A4 ja A5, kuvioiden etsiminen soluihin A8 ja A11. Käytetään ErrFree-funk-
tiota kuvioiden koordinaatteihin. Lopuksi siirretään koordinaatit soluihin J1 ja K1. Oh-
jelma etsii kahta kuvioita, joten tehdään soluihin laskukaavat. Soluun J1 kirjoitetaan 
C9+C12 ja soluun K1 kirjoitetaan D9+D12. Kuvassa 30 on esimerkki valmiista oh-
jelmasta. 
 
 
Kuva 30. Harjoitustyö 2 
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6.3 Harjoitustyö 3: Tehtävänanto 
Tee robottiin ohjelma, joka ohjaa kameran ottamaan kuvan kappaleesta ja siirtää kap-
paleen koordinaatit P-muuttujaan hyödyntäen edellisen harjoitustyön kameraohjel-
maa. Kuljetin ohjataan robottiohjelmalla käyntiin, kun valokenno S3.3 havaitsee kap-
paleen ja kuljetin pysähtyy kappaleen saapuessa kennolle S3.2. Tässä vaiheessa ka-
mera ottaa kuvan kohteesta. Robotin täytyy olla ajettuna kuvauspisteeseen (P100=-
36.681,57.049,554.137,-0.1465,0.3419,-178.4161). Kuva otetaan VSTART-funktiota 
käyttäen, jonka jälkeen kappale liikutetaan kuljettimella eteenpäin. Ohjelman toiminta 
tarkistetaan vertaamalla kameraohjelman koordinaatteja P-muuttujan koordinaattei-
hin. 
6.3.1 Harjoitustyö 3: Ratkaisu 
Lisätään aluksi kamera ohjelman soluun B1 VSTART-funktion vaatima arvo 1 ku-
vasta etsittävien kappaleiden määräksi. Seuraavaksi määritetään robottiohjaimen ja ka-
meran asetukset lukujen 5.1.7 ja 5.1.8 määritelmien mukaisiksi.  
 
Kun asetukset ovat kunnossa, ohjelmoidaan robotti toimintaan. Ajetaan robotti aluksi 
kuvauspisteeseen, jonka jälkeen liikutetaan kappale valokennolle S3.2. Ohjataan kul-
jetin päälle lähdöllä 12, kun tulo 26 (S3.3) havaitsee kappaleen. Kuljetin pysähtyy tu-
lon 25 (S3.2) mennessä päälle. Tässä vaiheessa pyydetään kameraa ottamaan kuva ja 
lähettämään arvot robotin muuttujiin VSTART-funktiota hyödyntäen. VSTART-
komennon toiminta varmistetaan VWAIT-käskyllä. Lopuksi kuljetin ohjataan het-
keksi aikaa päälle, jotta kappale saadaan vietyä pois kuvauskohteesta. Esimerkki val-
miista ohjelmasta: 
 
NOP 
MOVJ P100  
WAIT IN#(26)=OFF //S3.3 
DOUT OT#(12) ON //KULJ3 ETEEN 
WAIT IN#(25)=ON //S3.2 
DOUT OT#(12) OFF //KULJ3 ETEEN 
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TIMER T=0.50 
VSTART FIND FT=1 MD=1 VF#(1) 
VWAIT 
DOUT OT#(12) ON //KULJ3 ETEEN 
TIMER T=3.00 
DOUT OT#(12) OFF //KULJ3 ETEEN 
END 
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7 LOPPUPÄÄTELMÄT 
 
Konenäköjärjestelmän liittäminen teollisuusrobottiin ja niiden saattaminen yhteistyö-
hön sujui lopulta mainiosti, lopputuloksen päätyessä tavoitteeseen eli opetuskäyttöön 
tarkoitettuun järjestelmään.  
 
Järjestelmä on tarkoitettu opetuskäyttöön, jolloin robotin työskentelynopeuden ei tar-
vitse olla maksimaalinen, joten kuljettimen ohjaus voidaan suorittaa robottiohjel-
massa. Seuraava kehitysaskel robottisolulle on kuitenkin ehdottomasti kuljettimen oh-
jaaminen logiikalla. Tällöin robotin ohjelmointi muuttuisi yksinkertaisemmaksi ja ro-
botin työskentely olisi sujuvampaa. Logiikan kanssa olisi myös mahdollista toteuttaa 
kappaleiden noutaminen kappaleen liikkuessa. Logiikan lisääminen järjestelmään ei 
ole valtavan suuri työ, mutta olisi kuitenkin pidentänyt opinnäytetyötä liikaa.  
 
Toinen seikka, mikä nostaisi robotin työskentelytehokkuutta, on kameran kiinnittämi-
nen kiinteästi kuvauskohteen yläpuolelle. Tällöin kamera voisi analysoida kappaleen, 
robotin yhä suorittaessa edellistä tehtäväänsä.  
 
Suurin haaste työtä aloittaessa oli itselleni ennalta tuntemattomaan laitteistoon tutus-
tuminen ja älykameran ja robotin välisen toiminnan aikaansaaminen. Työn edetessä 
huomasin, että opintojeni aikana saatu kokemus robottien ohjelmoinnista antoi val-
miuksia ja oikeanlaista ajattelumallia tähän projektiin. Työn alkuvaiheessa haastavim-
milta vaikuttaneet asiat olivat oikeastikin ne työn vaikeimmat osuudet, mutta myöskin 
mielenkiintoisimmat ja opettavaisimmat.  
 
Pidin opinnäytetyöstäni alusta alkaen, koska se sisälsi ohjelmointia ja järjestelmien 
tuntemusta, joskin manuaalien lukeminen oli toisinaan tuskallista. Opintojen aikana 
itseäni kiinnostivat eniten juurikin ohjelmointi, joten opinnäytetyö vahvisti entises-
tään sitä, mistä olen automaatiossa eniten kiinnostunut. 
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 LIITE 1 
 
 
 
 
 
 LIITE 2 
 
  
 LIITE 3 
/JOB 
//NAME COGNEX 
//POS 
///NPOS 6,0,0,3,0,0 
///TOOL 3 
///POSTYPE PULSE 
///PULSE 
C00000=123777,-41452,-56360,-256,8324,-75401 
C00001=44470,17115,-3522,-656,13138,-51786 
C00002=64579,-14376,-37430,-606,13694,-57755 
C00003=10445,-40112,-55632,-638,7684,-41756 
C00004=-41617,-31148,-46905,-436,7643,-26343 
C00005=222456,24660,73,515,17056,-103990 
///USER 3 
///POSTYPE USER 
///RECTAN 
///RCONF 0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0 
P00090=0.000,0.000,200.000,0.0000,0.0000,0.0000 
///RCONF 1,0,0,0,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0 
P00100=-36.681,57.049,554.137,-0.1465,0.3419,-178.4161 
///RCONF 1,0,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0 
P00110=0.000,0.000,0.000,-0.1465,0.3419,-178.4161 
//INST 
///DATE 2016/05/09 11:48 
///ATTR SC,RW 
///GROUP1 RB1 
NOP    // Varsinainen ohjelma alkaa 
*ALKU 
MOVJ P100 VJ=50.00   //Kuvauspiste 
'KULJETTIMEN TOIMINNALLISUUS 
WAIT IN#(26)=OFF   //Valokenno S3.3 
DOUT OT#(12) ON   //Kuljetin päälle 
 WAIT IN#(25)=ON T=7.00  //Valokenno S3.2 
DOUT OT#(12) OFF   //Kuljetin pois päältä 
IFTHEN IN#(25)=OFF    
  JUMP *ALKU 
ENDIF 
TIMER T=0.50   //Ajastin kuvausta varte 
VSTART FIND FT=1 MD=1 VF#(1)   
VWAIT 
SETE P110 (4) -1465   //Työkalun arvojen määritys 
SETE P110 (5) 3419 
SETE P110 (6) -1784161 
JUMP *VIRHE IF IN#(27)=OFF  //Jos kappale on virheellinen,  
MOVL P110 V=200.0   ohjelma hyppää kohtaan Virhe 
DOUT OT#(5) ON   //P110 on kappaleen noutopiste 
WAIT IN#(3)=ON T=2.00 
'KAPPALEEN PINTA VIALLINEN 
IFTHEN IN#(3)=OFF 
  DOUT OT#(5) OFF 
  MOVL P100 V=200.0 
  JUMP *VIRHE 
ENDIF 
IMOV P090 V=200.0   //Välipiste   
MOVJ C00000 VJ=50.00   //Välipiste 
'KAPPALEIDEN LAJITTELU 
IFTHEN IN#(30)=ON   //Suuri kappale  
  IFTHEN IN#(31)=ON  //Keltainen 
   MOVJ C00001 VJ=50.00 //Vientipiste 
  ELSE   //Punainen 
   MOVJ C00002 VJ=50.00 //Vientipiste 
  ENDIF 
ENDIF 
IFTHEN IN#(29)=ON   //Keskikokoinen 
  MOVL C00003 V=200.0  //Vientipiste 
ENDIF 
 IFTHEN IN#(28)=ON   //Pieni  
  MOVJ C00004 VJ=50.00  //Vientipiste 
ENDIF 
TIMER T=0.50   //Ajastin kappaleen tiputtamis- 
DOUT OT#(5) OFF   ta varten 
TIMER T=0.50 
MOVJ C00005 VJ=50.00   //Välipiste 
JUMP *ALKU 
'KULJETIN VIE VIALLISEN OSAN POIS 
*VIRHE 
DOUT OT#(12) ON 
TIMER T=3.00 
DOUT OT#(12) OFF 
JUMP *ALKU 
END 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 LIITE 4 
YASKAWAN KÄYTETTÄVISSÄ OLEVAT I/O:t
INPUTS 24VDC/W11 syöttö KYTKENTÄ
NRO TUNNUS RIVILIITIN ADDRESS TUNNUS LAITE
1. IN4 X12A/A2 - RLK1/6
2. IN5 X12A/B3 - RLK1/7
3. IN7 X12A/B4
4. IN8 X12A/A4
5. IN9 X12B/B1 20050 S1.1 Valokenno
6. IN10 X12B/A1 20051 S1.2 Valokenno
7. IN11 X12B/B2 20052 S2.1 Valokenno
8. IN12 X12B/A2 20053 S2.2 Ind.anturi
9. IN13 X12B/B3 20054 S2.3 Ind.anturi
10. IN14 X12B/A3 20055 S2.4 magn.kytkin
11. IN15 X12B/B4 20056 S2.5 magn.kytkin
12. IN16 X12B/A4 20057 S3.1 Valokenno
13. IN25 X13A/B1 20010 S3.2 Valokenno
14. IN26 X13A/A1 20011 S3.3 Valokenno
15. IN27 X13A/B2 Hyväksytty Kamera
16. IN28 X13A/A2 Pieni Kamera
17. IN29 X13A/B3 Keskikoko Kamera
18. IN30 X13A/A3 Suuri Kamera
19. IN31 X13A/B4 Keltainen Kamera
20. IN32 X13A/A4 Punainen Kamera
21. IN33 X13A/B5
22. IN34 X13A/A5
23. IN35 X13A/B6
24. IN36 X13A/A6
25. IN37 X13B/B1
26. IN38 X13B/A1
27. IN39 X13B/B2
28. IN40 X13B/A2
29. IN17 X13B/B3
30. IN18 X13B/A3
31. IN19 X13B/B4
32. IN20 X13B/A4
33. IN21 X13B/B5
34. IN22 X13B/A5
35. IN23 X13B/B6
36. IN24 X13B/A6  
 
 
 OUTPUTS KYTKENTÄ
NRO TUNNUS RIVILIITIN HUOMIOTADDRESSTUNNUSLAITE
1. OUT6 X12A/A14 - RLK1/14 +24V kytketty30045
2. OUT7 X12A/A15 - RLK1/15 +24V kytketty30046
3. OUT8 X12A/A16 - RLK1/16 +24V kytketty30047
4. OUT9 X12B/B8-A8 NO (pot. Vp, I=0.5A)30050 TAMU1 Eteen Kulj1
5. OUT10 X12B/B9-A9 NO (pot. Vp, I=0.5A)30051 TAMU1 Taakse
6. OUT11 X12B/B10-A10 NO (pot. Vp, I=0.5A)30052 TAMU1 2 nop
7. OUT12 X12B/B11-A11 NO (pot. Vp, I=0.5A)30053 TAMU2 Eteen Kulj3
8. OUT13 X12B/B12-A12 NO (pot. Vp, I=0.5A)30054 TAMU2 Taakse
9. OUT14 X12B/B13-A13 NO (pot. Vp, I=0.5A)3005 TAMU2 2 nop
10. OUT15 X12B/B14-A14 NO (pot. Vp, I=0.5A)30056 TAMU3 Eteen Kulj2
11. OUT16 X12B/B15-A15 NO (pot. Vp, I=0.5A)30057 TAMU3 Taakse
12. OUT25 X13A/B8 I=0,05A ->Lisä rele30010 TAMU3 2 nop
13. OUT26 X13A/A8 I=0,05A ->Lisä rele30011 Y1.1 C1 + liike
14. OUT27 X13A/B9 I=0,05A ->Lisä rele30012 Y1.2 C1 - liike
15. OUT28 X13A/A9 I=0,05A ->Lisä rele30013 Y2.1 C2 + liike
16. OUT29 X13A/B10 I=0,05A ->Lisä rele30014 Y2.2 C2 - liike
17. OUT30 X13A/A10
18. OUT31 X13A/B11 I=0,05A ->Lisä rele I0.2 CPU 1214FC
19. OUT32 X13A/A11
20. OUT33 X13A/B12
21. OUT34 X13A/A12
22. OUT35 X13A/B13
23. OUT36 X13A/A13
24. OUT37 X13B/B8
25. OUT38 X13B/A8
26. OUT39 X13B/B9
27. OUT40 X13B/A9
28. OUT17 X13B/B10
29. OUT18 X13B/A10
30. OUT19 X13B/B11
31. OUT20 X13B/A11
32. OUT21 X13B/B12
33. OUT22 X13B/A12
34. OUT23 X13B/B13
 
