One may use the invariant positive de nite lattices to say something about the Bravais groups and, more important for this paper, one may use the nite matrix groups to construct nice lattices and to deduce properties of the invariant lattices.
The rational normalizer N Q := N GL d (Q) (G) of a nite subgroup G of GL d (Q) plays an important role in the investigation of G-invariant lattices, since N Q acts on Z(G) and on F(G). In particular if G is uniform, which means that F(G) = QF has dimension 1, the elements in N Q induce similarities of F. Such similarities can be used to construct overlattices of tensor products as de ned in section 2.
Fixing an invariant lattice L of a non uniform group G one may regard the metric properties of L with respect to all G-invariant positive de nite quadratic forms. In section 3, examples of 2-and 3-dimensional spaces of invariant quadratic forms are investigated.
The last section gives a method to compute the minimum of certain lattices using their automorphism group. With this method one proves the extremality Let L 1 resp. L 2 be a lattice in the rational bilinear space (Q d1 ; F 1 ) resp.
(Q d2 ; F 2 ). Let r 2 N be a square free natural number and i be a similarity of F i of rate r, i.e. 
L 2 is a modularity.
L 2 ; F 1 F 2 ) = r d1d2=2+d1d2=2?d1d2=2 = r d1d2=2 : Clearly ( 1 1)(F 1 F 2 )( 1 1) tr = rF 1 F 2 , so 1 1 is a similarity of rate r of F 1 F 2 . Therefore 
Assume for the rest of this section that the lattices L i are r-modular. Remark 2.10. The r-normalized tensor product with respect to modularities L 1
One may view the r-normalized tensor product as a product on the set of isometry classes of r-modular lattices. The associativity follows from the next lemma.
Lemma 2.11. Let L 1 , L 2 , and L 3 be r-modular lattices. Then
Since the tensor product is associative, the right hand side is symmetric in L 1 , L 2 , and L 3 and therefore equals L 1
L 3 ). The distributivity is clear. From this, one gets the following Theorem.
Theorem 2.12. Let r 2 N be square free. With respect to orthogonal sums and r-normalized tensor products, the set of isometry classes of r-modular lattices forms a commutative semiring (without a unit element for r > 1).
3. Changing the invariant quadratic form.
In this section we look at lattices from the view of geometry of numbers. For In the situations considered in this section, G is an irreducible subgroup of GL d (Q) and a := dim(C + ) = dim(F(G)) 3. In this case one has: List 3.1. a = 1: Then C Q d d (G) is either Q, an imaginary quadratic number eld or a de nite quaternion algebra with center Q and C + = Q. a = 2: Then C Q d d (G) is either a real quadratic eld K, a totally complex extension of K, or a totally de nite quaternion algebra over K and C + = K. a = 3: Then C Q d d (G) is an inde nite quaternion division algebra over Q, i.e. a quaternion division algebra over Q rami ed only at nite places and C + is a 3-dimensional subspace of and minimum 2j + 4 in dimension 8. All these lattices are densest lattices in their genus since any even lattice of the same determinant with higher minimum has Hermite constant at least 2j+6 p j 2 +5j+5 > 2. The inequality on the minima says We now look a little bit closer on the Hermite function on such 2-dimensional spaces of invariant quadratic forms as in the example above. Recall, that we are in the situation where G is a Bravais group and N Z =G is isomorphic to an in nite dihedral group. Then N Z =G is a re ection group and acts properly discontinuously on F >0 R (G) with open fundamental domain C(F; F 0 ) := f F + 0 F 0 j ; 0 > 0g the cone spanned by F and F 0 . To determine on F >0 R it clearly su ces to calculate on representatives of the similarity classes of forms in C(F; F 0 ) such as F j := F 0 +jF (0 j 2 R) and F. Using the notation of Proposition 3.2, the determinant of F j can easily be calculated as det(F j ) = (j 2 + 4b 2 p(1 + j)) d=2 det(F) in the case ?1, det(F j ) = (j 2 + 4a 2 (1 + j)) d=2 det(F) in the case +1, and det(F j ) = (j 2 + 2(1 + a)(1 + j)) d=2 det(F) in the case +2. Several other examples for p = 2; 3; 5 are given in Table 1 In all examples, Min(F 0 ) Min(F). Therefore F is up to the action of R N Z the unique G-perfect form. The rest is clear now.
Examples for such situations are given in Table 3 , which is built up as Figure   5 ).
4. A method to compute the minimum of certain lattices.
In this section we derive a method to compute the minimum of lattices that are contained in an orthogonally decomposable overlattice of small index. This is applied to prove extremality (in the sense of Que 95]) of a 64-dimensional even unimodular lattice and of a 64-dimensional even 3-modular lattice. Then the minimum of L is m, if the minimum of K 1 and K 2 is m and for all x 2 M 1 of square length s := (x; x) < m the minimum of the subset of M 2 that is the full preimage of (x) is m ? s.
We now apply this trivial remark to show that the minimum of the unimodular lattice of dimension 64 described on Neb 98a, One computes that the minimum of the two sublattices of M 2 that are generated by the full preimages of (x 1 ) and (x 2 ) is > 10=3. Therefore the minimum of L is > 4 which implies the extremality of L.
Analogously, however with some more e ort, one shows that the minimum of the even 3-modular lattice (L; p 3 F) of dimension 64 described on Neb 98a, p. 496] is 12. Note that this lattice is the densest lattice presently known in this dimension.
The theory of modular forms shows that its kissing number is 138,458,880, which is the largest known for lattice packings in dimension 64. Proof. In Neb 98a] it is shown that (L; p 3 F) is isometric to (L # ; 3p 3 F). So we only prove that the minimum of (L; p 3 F) (resp. the one of (L # ; 3p 3 F)) is 12.
That the minimum is 10 can be shown directly using the backtrack algorithm to calculate short vectors in a lattice (cf. PoZ 89]) but this will not be used here. generated by the full preimage of (x) is > 10 ? s and that for each representative y of the N orbits on the vectors of length s 18=3 in M 2 the minimum of the 16-dimensional lattices generated by the full preimage of ?1 (y) is > 10?s. Therefore the minimum of (L # ; 3p 3 F) = (L; p 3 F) is > 10.
