Abstract. We describe deterministic algorithms for solving the following algorithmic problems in quadratic orders: Computing fundamental unit and regulator, principal ideal testing, solving prime norm equations, computing the structure of the class group, computing the order of an ideal class and determining discrete logarithms in the class group. We also prove upper bounds for the time and space complexity of the algorithms.
Introduction
A quadratic discriminant is an integer 2 ZZ which is not a square in ZZ such In this paper we describe deterministic algorithms for solving these problems and we prove upper bounds for their time and space bit complexity. To give a simpler form for these upper bounds we write T = O (f) for functions f; T : ZZ >0 ! ZZ >0 if T f p with some polynomial function p : ZZ >0 ! ZZ >0 . Also, for < 0 we let R = 1. We prove the following upper bounds both for time and space complexity: Algorithms for solving all the computational problems mentioned above were already developed by Lagrange, Gau and others in the 18th century. While the running time of these classical methods is roughly the square of the running time of the algorithms described in this paper, they only require space O (1) (see 8] ). So they are more useful for hand computations.
With the invention of computers it became possible to handle large sets of data. It was Shanks 16] , 17] who discovered that the running times of all the classical methods could be reduced to their square root at the expense of using a lot more storage. Some of the ideas of Shanks are explained and analyzed in papers of Lenstra 11] and Schoof 15] . There, however, the following problem was not solved. If for > 0 one represents the fundamental unit, the generator of an ideal, or a number of norm p in the standard way as (x + y p )=2 with x; y 2 ZZ, then the number of bits required to write down this representation may be of the order of magnitude R . It is therefore not possible to prove the asserted complexity results using that representation. One can only prove upper running time bounds for computing an approximation to the regulator and for deciding principality or the existence of a number of norm p. The complexity results can only be shown with a new binary representation of numbers in the eld of fractions K of O . This representation was introduced in 2]. The binary length of the binary representation for the fundamental unit, for example, is O (1) . Most of the operations that one wants to perform with numbers in K can be carried out in polynomial time with numbers given in binary representation. One can, for example, verify in polynomial time that a unit given in binary representation is a unit, i.e., generates the principal ideal O . Similar ideas were used in 4] and 7]. While Shanks relied on using probabilistic algorithms for nding a generating system for the class group, we restrict ourselves in this paper to deterministic methods.
Generalizations of our complexity results to arbitrary number elds can be found in 1]. Stronger results can be obtained if one is willing to assume the truth of the generalized Riemann hypothesis or if one applies randomized algorithms. There are various results in this direction. A systematic presentation will be given in a forthcoming paper. The paper is organized as follows. After a few preliminary remarks we present algorithms for nite abelian groups which are given in such a way that multiplication, inversion and equality testing is possible. In particular, we describe algorithms for nding the structure of the group and for computing discrete logarithms. All these algorithms are based on ideas of Shanks. These algorithms are then applied to the class group. We de ne that group, and we describe how elements are represented using reduced ideals. We show how multiplication and inversion can be performed in polynomial time. We also show how equality testing is possible in polynomial time if < 0. We then discuss in great detail the problem of deciding whether an ideal class belongs to a given set of ideal classes for > 0. Again, we use an idea of Shanks to develop an algorithm for solving that problem. At the same time we are able to present algorithms for determining the fundamental unit, for principal ideal testing and for solving the norm p problem. At the end of the paper we present an algorithm of H.W. Lenstra 13] for computing the class group.
2. Preliminaries 2.1. Representation of rational numbers. With a few exceptions, which will be explicitly mentioned, we use for integers the binary representation. The binary length of an integer z 6 = 0 is size(z) = blog jzjc + 2, where log denotes the logarithm to base 2. The extra bit encodes the sign of z. We also set size(0) = 2.
Each mathematical object which we consider in this paper is represented by a nite sequence of integers. The binary length of such a representation is the sum of the binary lengths of the sequence elements. A rational number q, for example, is represented as q = u=v with u; v 2 ZZ, v > 0.
2.2. Approximations to complex numbers. Let c be a complex number, and let q be an integer. An approximation of precision q to c is a number c 2 2 ?(q+1) ZZ i] such that jc ?ĉj < 2 ?q .
2.3. Ordered sets. An ordered set is a pair G = (S(G); < G ), where S(G) is a set and < G is a total ordering of S(G). We also consider ; as an ordered set. Instead of explicitly de ning S(G) and < G , we often just write the series of elements of S(G) in increasing order with respect to < G . So, for example, (g; h; k) is the ordered set (S(G); < G ) with S(G) = fg; h; kg and g < G h, h < G k and g < G k.
Let G be an ordered set. We write ]G for cardinality of S(G), and if h 2 S(G), we write h 2 G. A subset of G is an ordered set G 0 where S(G 0 ) S(G) and < G 0 is < G restricted to S(G 0 ). If G 0 is another ordered set which is disjoint from G, i.e., S(G) and S(G 0 ) are disjoint, then G G 0 = (S(G) S(G 0 ); < G G 0), where on G and G 0 the ordering < G G 0 agrees with < G and < G 0 , respectively, and where g < G G 0 g 0 for every g 2 G, g 0 2 G 0 .
The set of all maps from S(G) to ZZ is denoted by ZZ 
Finite abelian groups
In order to describe the computation of the ideal class group, we present an algorithm for nding the structure of a nite abelian group H. We also solve the problem of computing orders of elements and determining discrete logarithms. If we know a generating system G and the relation lattice L(G), then the elementary divisors of H, the isomorphism (1) and its inverse can be determined in polynomial time using the algorithm of 6]. Hence, nding (G; L(G)) means determining the structure of G.
3.4. The bounded relation problem. The bounded relation problem is the following. Given an ordered set G in H and an upper bound u 2 ZZ G , u > 1, decide whether there is a relation y on G with 1 y < u. If there is one, nd the minimal one with respect to the lexicographic ordering.
The problems of computing the structure of H, determining the order of an element in H and nding discrete logarithms in H can be reduced to solving the bounded relation problem.
The solution of the bounded relation problem is based on the following statement. S := ;; r := 1; y := 0
(1) REPEAT (2) h := G r
S := S f(h; r)g (4) r := NEXT(G; r)
UNTIL r 2 u or h = 1 (6) q := 0 (7) REPEAT (8) h := G ?qb p uc (9) IF (h; r) 2 S for some r (10) THEN y := qb p uc + r (11) ELSE q := NEXT(G; q) (12) UNTIL y 6 = 0 or q 2 u (13) 3.5. Computing relation lattices. The algorithm BASIS which nds the relation lattice L(G) for an ordered set G in H and which is described in this section is based on the following statement.
Proposition 3.4. Let G be an ordered subset of H. For h 2 G let e(h) = (e(g; h)) g2G be the extension of the minimal relation on fg 2 G : g hg to G.
Then e = (e(h)) h2G is a basis of L(G) with e(g; h) 0 and e(g; h)
for all g; h 2 G. Also, the basis e is uniquely determined by these conditions. We say that the basis from Proposition 3.4 is in Hermite normal form (HNF). an iteration of the FOR loop. Then u(g) = e(g; g) for every g with g > G h. We also always have u(h) 2e(h; h). Therefore, the number of iterations in the REPEAT loop is O(log e(h; h)). Since k = (4) e(h) := RELATION(H; G 0 ; u) (5) u(h) := 2 u(h) (6) UNTIL e(h) 6 = 0
Extend e(h) to G; u(h) := e(h; h) (8) 3.6. Discrete logarithms. For g; h 2 H with g 2 hhi, the discrete logarithm of g to base h is the minimal positive integer y such that g = h y . It is denoted by log h g. 
UNTIL y + o 6 = 0 (6) The algorithm for computing discrete logarithms is based on the following observation.
Proposition 3.8. Let g; h 2 H. If g 6 = h y for all y with 1 y order h, the discrete logarithm of g to base h does not exist. 
Ideals
We wish to use the algorithms from the previous section in class groups. In order to explain what they are, and how operations in those groups are performed, we rst talk about ideals. On input of and a prime number p, the procedure PRIME IDEAL returns A p if p 2 IP and 0 otherwise. In PRIME IDEAL the square root of mod p must be found. The fastest deterministic algorithm for factoring polynomials mod p requires time and space O ( p p) (see 18] ). Therefore, also PRIME IDEAL requires time and space O ( p p).
Ideal class group
In this section we introduce the ideal class group and we explain how to perform the basic operations in these groups. 6.6. The equivalence problem for > 0. If > 0 then there can be more than p reduced ideals in one ideal class. Hence in this case, the containment problem is more di cult to solve. We rst consider a special case.
The
This problem is very similar to the discrete logarithm problem in an abelian group. It is, however, not clear whether the decision problem belongs to the complexity class NP. In the sequel, we will prove that this is the case. We will also present an algorithm to solve the equivalence problem. This algorithm is very similar to the discrete logarithm procedure from above. 
and 0 < log i+1 ? log i < (log )=2; i 2 ZZ:
The previous statements show that minima have a fairly regular distribution on the real line.
The sequence ( i ) i2Z Z is periodic in the following sense. There is k = k(A) 2 ZZ >0 such that i = j is a unit in O if and only if i j mod k for any i; j 2 ZZ. The number " = k = 0 is the fundamental unit of O . For every i; l 2 ZZ we is a minimum in A for 1 j n. We write = ( 1 ; : : : ; n ): It follows that the binary length of the standard representation of each i is O (1), and the binary length of a binary representation of is O (log log H( )). We will show below that all minima have binary representations. Minima in reduced ideals will be always given in binary representation. Note that log = X (log i )2 n?i : This looks like a real binary representation for the \discrete logarithm" log except that the log i are not bits but \small" numbers.
It is easy to see that there is a polynomial-time algorithm IDEAL that on input of , A and a minimum of A in binary representation determines the ideal (1= )A. It is also easy to see that there is a polynomial-time algorithm APPROX that on input of , A, a minimum of A in binary representation and a positive integer q in unary representation determines an approximation of precision q to log . 6 .10. Finding minima of a given size. Let 
We now present the algorithm CLOSE which on input of , A and s nds in polynomial time a minimum of A which is close to s. The main tool that is used in CLOSE is the procedure DOUBLE, which on input of t 2 Q >0 and a minimum ( 1 ; : : : ; k?1 ) of A which is close to t determines in polynomial time a minimum ( 1 ; : : : ; k?1 ; k ) of A which is close to 2t. Using DOUBLE as a subroutine, CLOSE works as follows. ELSE n := dlog se + 1 (3) := 1 (4) t := s=2 n (5) FOR i = 1; 2; : : : ; n (6) := DOUBLE(A; ; t) (7) t := 2t; (8) Proposition 6.4. CLOSE is correct and has running time O (1).
Proof. The assertion follows from the fact that DOUBLE has polynomial running time and that we have initially t < 1=2.
Next we present the procedure DOUBLE. DOUBLE uses the procedure NEAREST, which on input of an ideal B and a rational number u nds in polynomial time a minimum in B very close to u, i. Thus, 0 is close to 2t. Next we estimate the parameter u that is input for NEAREST. Since initially the minimum is close to t, it follows that juj = 2jt ? APPROX( ; ; 3)j < (log )=2 + 7=4: (9) It is easy to verify that (1= 2 )A can be determined in polynomial time. Since B is the square of a reduced ideal, it follows that the running time of NEAREST is polynomial in log . Also, it follows from (9) and (8) (5) c := APPROX( ; ; 2) (6) UNTIL c > u (7) ELSE REPEAT (8) := L MIN(L MIN( ; B; )) (9) c := APPROX( ; ; 2) (10) := (11) UNTIL c < u (12) 0 := L MIN( ; B; ) (13) 1 := (14) 2 := R MIN( ; B; ) (15) Proof. We show that NEAREST works correctly by proving that the optimal minimum of B, i.e., the minimum 0 with ju ? log j ju ? log 0 j for every minimum of B, belongs to the set f i : 0 i 4g from which the output is chosen. NEAREST starts by computing the reducing number for B. Let 0 = , and let ( i ) i2Z Z be the sequence of minima as in x 6.7. In the sequence S = (: : : ; ?4 ; ?2 ; 0 ; 2 ; 4 ; : : :) NEAREST determines the last minimum = k such that APPROX( ; ; 2) u. That minimum is found in the two REPEAT loops since by (3), APPROX( ; i+2 ; 2) ? APPROX( ; i ; 2) 1=2.
If log k > u, then for i 1 the minimum k+i cannot be optimal. Also, since log k < u + 1=4, it follows from (3) that for i 2 the minimum log k?i cannot be optimal. If log k < u, then for i 1 the minimum k?i cannot be optimal.
Also, since log k+2 > u ? 1=4, it follows from (3) that for i 4 the minimum log k+i cannot be optimal. Next, we must show that the running time of NEAREST is polynomial. In NEAREST we have initially N(B) H( ) q(B). It follows from this inequality and from (4) for all minima computed in the algorithm that minflog (N(B) ); u ? log ? 1=4g log maxf0; u + log + 1=4g for every minimum computed in the algorithm. This shows that the sizes of the input to the procedures used in NEAREST are O (1).
6. Output:
A binary representation of in A. Since a is an approximation of precision 3 to log , we have ja ? log j < 1=8. Since 1 is close to a, it follows from (6) that ja ? log 1 j < 3=4 + 1=8, and thus j log ?log 1 j < 1. By (3) we have j log ?log 1 j > 1 for every minimum in the sequence of right neighbors of a 2 and also for every minimum in the sequence of left neighbors of 0 . Hence, belongs to the set M.
Let 0 2 M and a 0 an approximation of precision 3 to log 0 . If = 0 , then we obviously have ja 0 ? aj < 1=4 and (1= 0 )A = (1= )A. On the other hand, assume that 6 = 0 . If k(A) exceeds 1, then the ideals (1= 0 )A 6 = (1= 1 )A and (1= 2 )A 6 = (1= 1 )A. Also, log 2 ? log 0 > 1, so (1= 0 )A 6 = (1= )A or ja ? a 0 j > 1=4. If k(A) = 1, then by (5), j log 0 ? log j > 1=2 and so ja 0 ? aj > 1=4.
As an immediate consequence of Proposition 6.4 we obtain the following running time estimate. Proposition 6.11. BINARY is correct and has running time O (1). 6 .12. Solving the bounded equivalence problem. Let > 0. The algorithm BOUNDED EQUIVALENCE is based on the following statement. Proposition 6.12. Let 2 D, > 0. Let A; B be reduced ideals, u 2 ZZ >0 , q = maxf0; d(log ?((log )=4+1))= p u?1eg. Let be a minimum in A which is close to some s with q p u s < q p u + 1=4. For q = 0 let = 1. If there is a generator of A relative to B with 0 < log < u, then for = = the inverse 1= is a minimum in B and 0 < log < p u + (log )=2 + 2. Also, q < p u.
Proof. Let be a generator of A relative to B with log < u: Let q be as above. Suppose that q = 0. Then = and log = log p u + (log )=4 + 1. 
Since log < u, this implies that q < p u. By (7) we have j log ? q p uj < (log )=4 + 1:
Since = = , the inverse 1= is a minimum in B, and it follows from (10) and (11) that 0 < log < p u + (log )=2 + 2.
BOUNDED EQUIVALENCE rst determines all the numbers such that 1= is a minimum in B and log is below p u plus some error, which is of technical relevance. Next, the algorithm constructs minima in A close to q p u for q = 1; 2; : : : until is a generator of A relative to B. All the minima are stored in binary representation. To multiply two minima, one can determine the sum of approximations of precision 4 to the log of the factors and then use BINARY to construct the product. In the algorithm, we use the procedure APP, which determines approximations to values of elementary functions. Output:
The minimal generator of A relative to B, if it exists, and log < u. 
S := S f(C; )g (6) UNTIL (c ? d ? 5=2) 2 u or C = A
Sort S according to rst components (8) q := 0 (9) REPEAT (10) s = APP(q p u + 1=8; 3) (11) := CLOSE( ; A; s) (12) C := (1= )A (13) IF (C; ) 2 S for some (14) THEN :=
ELSE q := q + 1;
UNTIL q 2 u or 6 = 0 (17) Proposition 6.14. BOUNDED EQUIVALENCE is correct and requires time and space O ( p u). Proof. Clearly, the algorithm terminates, and if the output is 6 = 0, then is a generator of A relative to B. Suppose that there is a generator of A relative to B and that log < u.
Let q be as in Proposition 6.12. Then q < p u. Let be the minimum found in the second REPEAT loop, = = . Then by Proposition 6.12 we have 0 < log < p u + (log )=2 + 2 and therefore, (c ? d ? 5=2) 2 < u for any approximation of precision 2 to log . This implies that S contains the pair ( B; ) and thus, the algorithm nds a generator of A relative to B. Next we show that this generator is the minimal one. Let 0 = 0 be the generator found in the algorithm. Let c 0 be the approximation of log 0 computed in the rst REPEAT loop. Assume that 6 = 0 . Since (1= )A = (1= 0 )A = B, it follows from the results of x 6.7 that log 0 ?log > 1=2 and thus, log 0 ?log > 1=2. This implies that c < c 0 for every approximation c of precision 2 to log .
Hence, S must contain the pairs ( B; ) and ( 0 B; 0 ), and this is impossible since the rst components of all pairs in S are pairwise distinct.
Finally, we prove the running time estimate. 
" := BOUNDED EQUIVALENCE( ; A; A; u) (8) := BOUNDED EQUIVALENCE( ; A; B; u) (9) u := 2u
(10) UNTIL 6 = 0 or " 6 = 0 (11) IF " 6 = 0 and = 0 (12) THEN R = APPROX( ; log"; 4) (13) := BOUNDED EQUIVALENCE( ; A; B; R) (14) Proposition 6.16. For < 0, PRINCIPAL has polynomial running time.
Let > 0. If B is a principal ideal, then PRINCIPAL nds its minimal generator ( ; ) using time and space O ((log j j) 1=2 ). Otherwise, PRINCIPAL decides in time and space O (R 1=2 ) that B is not principal.
Proof. If u is such that R < u and A is principal, then log < u for the minimal generator of A. This proves the correctness. The assertions concerning time and space follow from x 6.5 and Proposition 6.14.
6.14. Computing the fundamental unit. Let 6.16. Solving the containment problem. Let T be a set of reduced ideals of O , and let A be a reduced ideal of O . We wish to nd out whether A is equivalent to some B 2 T. If so, we wish to nd the minimal generator of A relative to B.
For < 0 that problem was already solved in x 6.5. So assume that > 0.
Since we might want to solve the containment problem for a xed set T, but for many di erent reduced ideals A, we proceed in two steps. In a precomputation we determine the regulator of O and we compute an expansion of T. As it was necessary in BOUNDED EQUIVALENCE to determine the set S of pairs (C; ), it is now necessary to determine a similar set for each element of T. The union of all these sets is the expansion S of T. 
C := L IDEAL( ; C) (8) c := APPROX( ; ; 4) (9) S := S f(C; c)g Hence, the result follows from x 3.6.
Computing the class group
We now sketch an algorithm CLASS GROUP, which nds the class group in time O (j j 1=2 ). CLASS GROUP is based on an idea of H.W. Lenstra The best known upper bound for the time for determining that generating system is O (j j 3=4 ). Hence, we do not determine that system but we only write down the list P of all prime numbers p c p j j such that there is an ideal of O of norm p. We delete its rst element p and determine the ideal A p of norm p. Then we compute all the elements in the subgroup H generated by A p ], and all the ideals of prime norm in P which, when input to REDUCE, yield a reduced ideal in a class of H. These prime ideals cannot contribute anything new to the class group. These norms are deleted from P. Then we pick the rst prime number q in P that has survived. We compute the elements in H = h A p ]; A q ]i and again we eliminate in P all norms of ideals which, when reduced, belong to a class of H. Iterating that process, we nd the whole class group. Each time we determine a new prime ideal, the number of elements of H grows by a factor 2. Hence the total number of prime ideals that we must compute is only O (1).
CLASS GROUP uses PRIME NORMS. On input of a reduced ideal A, the PRIME NORMS yields the set of all prime numbers p such that A = REDUCE(A p ). It is based on the following statement. 
