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Here we introduce and study a photonic analogue of the Kondo model. The model is defined as a
far detuned regime of photonic scattering off a three-level emitter in a Λ-type configuration coupled
to a one-dimensional transmission line with linear dispersion. We characterize this system by study-
ing the dynamics of a local system (emitter) driven by a coherent field pulse as well as the first- and
second-order correlation functions of the scattered light. Various polarization-dependent correlation
effects including entanglement between the emitter and transmitted photons are quantified by the
purity of the emitter’s state. We also show that statistical properties of the scattered light are very
sensitive to the polarization of the incoming coherent pulse.
I. INTRODUCTION
In the last years there were many theoretical propos-
als and their partial experimental realizations which are
aimed to bride the interface between condensed matter
physics and quantum optics. The objective of these pro-
posals is twofold. Some of them are triggered by ideas of
quantum simulation of quantum many-body condensed
matter models using the tools of quantum optics while
the others were inspired by advances in quantum infor-
mation, since the eventual scalability of quantum archi-
tecture would inevitably introduce some many-body as-
pects into quantum optical dynamics.
On the quantum simulation side these proposals
include, in particular, the Bose-Hubbard model of
Mott-superfluid transition for polaritons [1],[2], one-
dimensional physics leading to photonic fermionization
[3], [4], Bose condensation of light [5], topological pho-
tonic states [6],[7] and quantum Hall fluids for photons
[8]. For a recent overview see [9].
On the quantum information and computation side the
main player is entanglement which requires the presence
of interaction between elements of quantum networks
with simultaneous protection against the action of the
environment [10]. In this respect several proposals of hy-
brid systems are considered as the most promising route
for realizing future functional devices. The role of qubits
in these schemes are played by real or artificial atoms
(e.g. quantum dots) or other solid-state based structures
(e.g. NV-centers, for a review see [11]) while the infor-
mation between them is transferred by photons or other
(sometimes collective) excitations (e.g. polaritons). To
ensure efficient functionality, qubits must be entangled
in a controllable way. Entanglement can be encoded into
either polarization degrees of freedom of photons or some
collective degrees of freedom, and can be shared with in-
ternal degrees of freedom of the qubit (e.g. spin), thus
producing qubit-field entanglement which may then be
transferred to a different qubit of a device by photons.
This philosophy has been successfully realized in several
recent experiments thus achieving qubit-qubit entangle-
ment for distances ranging from nanometers to kilometers
[12], [13], [14], [15].
FIG. 1: Left panel: Level structure of the local far-detuned
Λ-system. The dashed arrows represent transitions allowed
by means of single-photon processes. Direct transitions be-
tween the states |+〉 and |−〉 are forbidden by angular momen-
tum selection rules. Right panel: An equivalent description
in terms of two-photon scattering via the virtual states |±˜〉
gives rise to an effective two level model with Stokes (S) and
anti-Stokes (aS) processes, which are represented by the solid
arrows. Here ω0 denotes the energy of incident radiation, and
∆ denotes the two-photon detuning.
Here we present a model which, on one hand, extends
the list of proposals for photonic quantum simulators,
and on the other hand can be used for quantum infor-
mation purposes as an interface for spin-qubit entangle-
ment transfer. The effect we are discussing here bears a
number of similarities with a Kondo effect known in con-
densed matter physics, while many important differences
remains because of Bose statistics of photons. With these
differences in mind we call it photonic Kondo model, in
analogy with the fermionic Kondo model. The electronic
Kondo model, as introduced by J. Kondo in 1964, [16],
describes the interaction of a reservoir of electrons cou-
pled to a quantum impurity modeled by a local spin- 12
system. It was proposed to account for a nonmonotonous
behavior of the resistivity in certain metallic alloys con-
taining small concentrations of magnetic impurities at
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2low temperatures. The model can, in a certain limit, be
derived from the Anderson model [17]. Later on, it has
been extended to problems of nonequilibrium electronic
transport through quantum dots [18], [19]. From the
quantum optical point of view the ideology of impurity
models is quite natural, since the localized quantum op-
tical emitters resemble local impurity spins of condensed
matter models while propagating photons are the ana-
logues of itinerant electrons in solids.
We note that the model we introduce and study here
should be distinguished from the other quantum optical
models studied in the literature which are somewhat re-
lated to the Kondo model. First, the strong coupling
regime of the one-dimensional transmission line coupled
to the two level system has been mapped to the bosonized
form of the anisotropic Kondo model [20], [21], [22], [23].
This mapping has been extended and studied in relation
with a microwave realization of the ohmic regime in the
spin-boson model in [24], [25]. Finally, our model is com-
pletely different from the photon-assisted Kondo effect
studied in [26], [27].
One of the possible realizations of our model can be
obtained by using a three-level Λ scheme (see Fig. 1)
where single-photon transitions |+〉 ↔ |3〉 and |−〉 ↔ |3〉
are only coupled to photons of left (σ = −) and right (σ =
+) polarizations, respectively. The |+〉 ↔ |−〉 transition
is optically forbidden by the angular momentum selection
rules. The qubit-photon entanglement is achieved by de-
exciting the qubit prepared initially in the state |3〉, thus
creating a quantum superposition of states |+〉|−〉ph and
|−〉|+〉ph.
From a more general perspective, multi-level schemes
exhibit a variety of linear and nonlinear properties built
in by quantum interference phenomena between differ-
ent quantum level pathways. This includes coherence
population trapping, electromagnetically induced trans-
parency [28], [29], coherent population trapping [30], [31],
[32], [33], [34], [35], stimulated rapid adiabatic passage
(STIRAP) [36], [37], [38], [39], [40], Autler-Tawnes ef-
fect [41], [42], [43], resonance fluorescence [44], [45], [46],
[47], [48], [49], [50], [51], [52], controllable Kerr nonlin-
earity [53], [54],[55], two-photon fluorescence [56], [57].
In addition, the role of photonic polarization essentially
increases in the Raman and magneto-optical effects [58].
The photonic Kondo model which we introduce in this
paper is an effective model to describe dynamics of the
local three-level system in a regime where the two-photon
processes dominate. It allows us to solve exactly the dy-
namics of the scattered field and the local system, and to
compute the first- and the second order correlation func-
tions, including the polarization resolved inelastic power
spectrum. In terms of this model we show that in the
stationary limits these field observables can be related to
the purity of the local system.
II. MODEL
A. General considerations
Let us start our consideration from the three level Λ-
scheme in a Λ configuration shown in Fig. 1, left panel.
It is irradiated by a coherent light of an arbitrary elliptic
polarization, i.e. a superposition of left and right polar-
ized photons, and of a frequency ω0 which is half as big as
the frequency of the single-photon transitions |+〉 ↔ |3〉
and |−〉 ↔ |3〉.
While in this far detuned regime single-photon pro-
cesses are blocked by the energy conservation, the dom-
inant processes will involve two photons which are scat-
tered via the virtual states |±˜〉 (transitions to these states
are characterized by the same quantum numbers as to the
state |3〉, besides the transition frequencies). In total,
there are four possible second-order virtual processes: (i)
|+〉 → |+˜〉 → |−˜〉 → |−〉; (ii) |−〉 → |−˜〉 → |+˜〉 → |+〉;
(iii) |+〉 → |+˜〉 → |+〉; and (iv) |−〉 → |−˜〉 → |−〉. Here
the ”subprocesses” |±˜〉 → |∓˜〉 symbolically mean an in-
finitesimally short-timed occupation of the energetically
inaccessible state |3〉.
In the processes (i) and (ii) one can recognize the in-
elastic Raman scattering, where the scattered photon
changes its energy: (i) either it gains energy ∆ (anti-
Stokes scattering), or (ii) and it looses energy ∆ (Stokes
scattering). The parameter ∆ is called the two-photon
detuning. Both processes are accompanied by the change
of the incoming photon polarization.
The processes (iii) and (iv) occur without energy and
polarization change, and correspond to the Rayleigh scat-
tering.
From this consideration we conclude that the power
spectrum of this model exhibits three peaks: one central
peak at ω = ω0 and two-side peaks at ω = ω0 ±∆. This
qualitative analysis, however, misses lineshapes of these
transitions, as well as the precise value (denoted by Ω in
the following) of the Stokes and anti-Stokes shifts, which
differs from ∆ by the field renormalization effects. In
addition to the elastic Rayleigh peak, as we will show in
the following, there is an inelastic, i.e. broadened, peak
at ω = ω0.
To quantitatively describe all these effects we need an
effective model describing the transitions between the
states |+〉 and |−〉, that is operating in terms of a two-
level system. Its derivation is the subject of the following
subsection.
We note that interesting phenomena can arise only at
∆ 6= 0: for ∆ = 0 inelastic processes cannot take place,
and therefore no entanglement between the local system
and the scattered field is to be expected.
3B. Photonic Kondo model: derivation
The Hamiltonian describing the three level system
sketched in Fig. 1, left panel, reads
H(3) = ω3|3〉〈3|+ ∆Sz +
∑
σ=±
∫
dω ωa†ωσaωσ (1)
+
∑
σ=±
∫
dωgσ[σaωσ |3〉 〈−σ|+ h.c.], (2)
where Sz ≡ 12 (|+〉 〈+| − |−〉 〈−|), and a†ωσ and aωσ are
canonical bosonic creation and annihilation operators
which create/destroy a photon with frequency ω and
either right polarization (σ = +) or left polarization
(σ = −). The first line, (1)), contains the free Hamil-
tonians of the local three-level system and of the waveg-
uide radiation modes, while the second line, Eq. (2)
contains the dipole-interaction term in the rotating wave
approximation. The latter induces transitions |−〉 ↔ |3〉
and |+〉 ↔ |3〉 of the local system by means of absorp-
tion/emission of photons with right and left polarization,
respectively. Matrix elements connecting the states |−〉
and |+〉 vanish identically in accordance with the angular
momentum selection rules, as stated in the Introduction.
When a driving field is far-off-resonance to the tran-
sitions |−〉 ↔ |3〉 and |+〉 ↔ |3〉, the state |3〉 becomes
virtual, i.e. it can only be occupied during infinitesimally
short time. Then, the energy conserving processes are of
the second order in the coupling g, i.e. they involve two
photons.
To make this explicit we perform the (unitary)
Schrieffer-Wolff transformation [59],
H(3) 7→ eSH(3)e−S = H(3) + [S,H(3)]
+
1
2
[S, [S,H(3)]] + . . . , (3)
which eliminates single-particle processes and gives rise
to an effective – cotunneling – model. To achieve this, it
is necessary to choose the generator S in the form
S =
∑
σ=±
∫
dωΛωσ[σaωσ |3〉 〈−σ| − h.c.] (4)
with Λωσ =
gσ
ω3−ω ≈
2gσ
ω3
(assuming ω ≈ ω32 ). Truncating
(3) after the double commutator and projecting the result
onto the subspace of the local system spanned by the
states |+〉 and |−〉, we obtain for g+ = g− ≡ g (see
Appendix A for details of the derivation) an effective two-
level Hamiltonian
H(2) = ∆Sz +
∑
σ
∫
dω ωa†ωσaωσ
+ 2piJ
[
s(0) · S − n(0)
4
]
, (5)
where
J =
4g2
ω3
> 0 (6)
is the “antiferromagnetic” exchange coupling between the
local “spin- 12”
Si =
∑
σ,σ′
|σ〉 σ
i
σσ′
2
〈σ′| (7)
and the “reservoir spin density”
si(0) =
∑
σ,σ′
∫
dωdω′
2pi
a†ωσ
σiσσ′
2
aω′σ′ . (8)
Both Si and si(0) are expressed in terms of the Pauli ma-
trices σi, i = x, y, z. Additionally, the “reservoir particle
density” is defined by
n(0) =
∑
σ
∫
dωdω′
2pi
a†ωσaω′σ. (9)
Apart from the difference in statistics of particles, the
Hamiltonian (5) represents the (isotropic) Kondo model,
and therefore it can be named a bosonic Kondo Hamil-
tonian. It can be used for a description of the coher-
ently driven Λ-atom in the far-detuned regime in terms
of a pseudo-spin- 12 system which is ”antiferromagneti-
cally” coupled to the polarization density of a bosonic
bath. Note that for g+ 6= g− one obtains the anisotropic
Kondo model with J‖ =
2(g2++g
2
−)
ω3
and J⊥ =
4g+g−
ω3
, which
however won’t be studied in this paper.
Despite the similarity of the Hamiltonians, there
are also essential differences between the electronic
(fermionic) and the photonic (bosonic) Kondo models.
First of all, the fields in the two models obey different
kinds of statistics. In the fermionic case, the Pauli ex-
clusion principle restricts the set of possible states, while
there is no such restriction in the bosonic case. Hence,
the initial states that are considered in the two mod-
els are significantly different. In the electronic Kondo
model, as an initial state one usually considers the Fermi
sea (at zero temperature), while in the photonic case one
often chooses a single-mode coherent state with a large
mean number of photons in order to describe a laser field.
Due to the properties of a coherent state one can obtain
an exact analytic solution of the Heisenberg equations of
motion in the photonic Kondo model, which is hardly
possible in its electronic counterpart.
Secondly, observables and methods of their measure-
ments are also different. In the electronic case one typ-
ically measures a current through the sample (for more
than one attached reservoir) and its autocorrelations and
noise spectra. In the photonic case one can measure
both the average field and its correlation functions, which
characterize the statistical properties of the electromag-
netic field after interaction, as will be shown below.
For these reasons we do not associate any kind of
the Kondo effect to the photonic Kondo model, in the
sense how this effect is detected and interpreted in the
electronic context (e.g., in a form of the quasiparticle
– Kondo – resonance, being observed in the differential
4conductance in the zero bias limit and having a charac-
teristic scale, called the Kondo temperature).
There are, however, some general features shared by
the electronic and the photonic Kondo models: (i) one
can still interpret virtual cotunneling processes in the
same terms, as was discussed in Sec. II A; (ii) the two
models basically describe the same kind of interaction,
namely the exchange coupling of a local (pseudo-)spin- 12
to a spin density of bath states, implying that in both
cases scattering occurs due to spin fluctuations.
C. Time evolution of the local system
Using the effective two-level Hamiltonian (5) and the
canonical commutation relations of the bosonic field op-
erators, we find the Heisenberg equations of motion for
the field operators
d
dt
aωσ(t) = −iωaωσ(t)− iJ
∑
σ′
∫
dω′Mσσ′(t)aω′σ′(t),
(10)
where
Mσσ′(t) =
σiσσ′
2
Si(t)− δσσ′
4
. (11)
Assuming t > x > 0 we derive (see Appendix B for
details) the relation
aσ(x, t) =
1√
2pi
∫
dωaωσ(t)e
iωx (12)
=
∑
σ′
[eiφP sσσ′(t− x) + P tσσ′(t− x)]aσ′(x− t, 0),
where aσ(x, t) is the coordinate representation of the an-
nihilation operator (the phase velocity is set to unity for
convenience). The phase φ = 2 arctanpiJ separates the
projectors
P sσσ′(t) = −Mσσ′(t), (13)
P tσσ′(t) = δσσ′ +Mσσ′(t), (14)
onto the singlet (P s) and the triplet (P t) configurations,
which are formed of the local spin and the itinerant spin
density.
The result (12) is the central equation in our calcu-
lation, because it links dynamics of the scattered field
to dynamics of the local system and to an initial state
of the field. Specifying further the initial state of the
field allows us to express field-field correlations through
spin-spin correlations.
From (5) and (12) we deduce the Heisenberg equation
of motion for the local spin operators
d
dt
Si(t) = 2piJijk
∑
σ,σ′
a†σ(0, t)
σjσσ′
2
Sk(t)aσ′(0, t)
+ ∆izkS
k(t)
= 2piJ cos2
φ
2
∑
σ,σ′
a†σ(−t, 0)ijk
σjσσ′
2
Sk(t)aσ′(−t, 0)
+
piJ sinφ
2
∑
σ,σ′
a†σ(−t, 0)
[
σiσσ′
2
− δσσ′Si(t)
]
aσ′(−t, 0)
+ ∆izkS
k(t). (15)
To analyze dynamics of the local system on the basis
of Eq. (15), we need to explicitly define the field’s initial
state.
D. Dynamics starting from the initial coherent
state
We assume the field to be initially in a coherent state
with frequency ω0 and an arbitrary elliptic polarization.
It is generated by the wavepacket operator, e.g. of a
rectangular shape,
D|vac〉 =
∏
σ=±
Dσ|vac〉
=
∏
σ=±
Nσ exp
[
ασ√
L
∫ L/2
−L/2
dx eiω0xa†σ(x)
]
|vac〉, (16)
where N+N− is a normalization constant, L is a spatial
length of the rectangular pulse, and α± are coherence
parameters of the corresponding polarization. In the fre-
quency representation, the wavepacket operator generat-
ing the state (16) is centered around the frequency ω0
and broadened by the width 2piL .
In terms of the coherence parameters α±, a polariza-
tion of the initial coherent state (16) is given by the clas-
sical Jones vector [60]
scl =
∑
σ,σ′
α∗σ
σσσ′
2L
ασ′ =
f
2
ncl, (17)
where ncl is a unit vector, and f =
∑
σ
|ασ|2
L is the pho-
ton density. In particular, the Jones vector parallel to
±ez corresponds to right/left-circularly polarized light,
while the Jones vectors in the x− y plane correspond to
linear polarizations. Any other direction corresponds to
an elliptic polarization.
In averaging Eq. (15) over the initial state (16) (taken
in the narrow bandwidth limit L→∞) we use the prop-
erty
aσ(x, 0)Dσ|vac〉 = ασ√
L
eiω0xDσ|vac〉, (18)
5and obtain the equation of motion for the spin expecta-
tion values
d
dt
〈S(t)〉 = heff × 〈S(t)〉 − Γ
[
〈S(t)〉 − ncl
2
]
, (19)
where
heff = piJf cos
2 φ
2
ncl + ∆ez ≡ Ω0ncl + ∆ez, (20)
Γ =
pi
2
Jf sinφ. (21)
The term Ω0ncl in the former equation represents the
Lamb shift of the Zeeman field ∆ez.
The solution of Eq. (19) reads
〈S(t)〉 = 〈S〉st + Pnh [〈S〉0 − 〈S〉st]e−Γt
+ (1− Pnh)[〈S〉0 − 〈S〉st]e−Γt cos Ωt
+ nh × [〈S〉0 − 〈S〉st]e−Γt sin Ωt, (22)
where we have introduced
Ω = |heff |, nh = heff
Ω
, (23)
and Pnh is a projector onto the unit vector nh.
As one can see from (19), the Bloch vector of the local
spin precesses with the angular frequency Ω about the
axis along the unit vector nh. All components of S(t),
both longitudinal and transverse, decay with the same
decay rate Γ. Both parameters Ω and Γ essentially de-
pend on the photon density f and hence on the incoming
power of the pulse. The precession axis nh has nontriv-
ial dependence on various parameters only when nh is
noncollinear with ez (i.e. for any polarization other than
purely right or purely left).
The stationary value of the Bloch vector is given by
〈S〉st =
ncl + λnh × ncl + λ2 cosψnh
2(1 + λ2)
, (24)
where λ = Ω/Γ and cosψ = nh ·ncl, while the initial ex-
pectation value 〈S〉0 = 〈S(t = 0)〉 is expressed via initial
probability amplitudes of the states |+〉 and |−〉. We as-
sume the absence of initial correlations between photons
and the spin, which in particular means that the spin is
initially in a pure state. This implies the normalization
| 〈S〉0 | = 12 .
During the time evolution the norm of the Bloch vector
changes becoming smaller than 12 , which means that the
spin reduced density matrix ρs(t) corresponds to a mixed
state. It is convenient to characterize the latter by the
purity
γ(t) = trρ2s(t) =
1 + 4 〈S(t)〉2
2
, (25)
which in general takes values in the range between 12
(maximally mixed state with the maximal entropy ln 2)
and 1 (pure state, zero entropy).
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FIG. 2: Purity γ(t) of the local two-level system for different
values of ψ = arccos(ncl ·nh). For ∆ 6= 0 the stationary value
of the purity is less than unity, while for ∆ = 0 the purity
approaches unity (pure state) in the long time limit. Initial
conditions are determined by the two different alignments,
〈S〉0 ‖ ex = ncl and 〈S〉0 ‖ ez ⊥ ncl. Stationary values of
the purity do not depend on an initial state.
In the stationary limit t→∞ we find
γst =
1 + 14λ
2(3 + cos 2ψ)
1 + λ2
. (26)
The pure state occurs for ψ = 0 and ψ = pi. There are
two cases when this state can be reached.
1. If ∆ = 0, we find nh = ncl, and therefore ψ = 0.
This case corresponds to a degenerate two-level sys-
tem which obviously cannot change energy of in-
coming photons (in the long time limit) and hence
it cannot mediate inelastic processes which might
lead to an entanglement between the field and the
spin. Thus the state of these two subsystems in the
far future after the interaction will be again factor-
ized, and the purity of the spin state reaches unity.
This observation confirms our argument stated in
Section II A.
2. If either α+ or α− vanishes, we also find ncl = ±ez
and nh = ±ez, and thus ψ = 0 or ψ = pi. This
case corresponds to a (right or left) circularly po-
larized incident beam of photons. Suppose that
we have the right polarized beam (the Jones vec-
tor scl =
f
2ez). Since the spontaneous emission is
proportional to the mean number of photons driv-
ing the corresponding transition |+〉 ↔ |+˜〉, then
the local system will end up in the state |+〉, corre-
sponding to the Bloch vector 12ez. Thus there are
no inelastic processes and, hence, no entanglement
in the stationary limit.
If neither of these conditions is met, that is if the field is
elliptically polarized and the two-level splitting ∆ (= the
6two-photon detuning of the original model) is finite, the
field and the local system will finally end up in an entan-
gled state. The resulting field is not coherent anymore,
and therefore the field-field correlation functions do not
factorize. This is accompanied by inelastic scattering of
photons into modes different from the input one, ω0.
In Fig. 2 we show time dependence of the purity for
different alignments (parallel and perpendicular) of the
initial Jones vector and the initial Bloch vector at various
values of the two-photon detuning ∆.
Having understood time dynamics of the local spin and
its stationary values, we go over to a description of the
field properties in the stationary limit.
III. FIRST ORDER CORRELATION
FUNCTIONS AND POWER SPECTRUM
Power spectra of three-level atoms were discussed in
several papers over the years, see [44], [45], [46], [47], [48],
[49], [50], [51], [52]. However none of these studies has
dealt with polarization effects in the excitation spectrum.
Here we fill up this gap by making exact calculations of
the polarization-dependent power spectrum.
A. Polarization unresolved power spectrum
Using Eqs. (12) and (24) we can express the stationary
value of the polarization unresolved field-field correlation
function by
C0(τ) =
∑
σ
〈a†σ(x, t+ τ)aσ(x, t)〉 (27)
= feiω0τ [1−
(
5
4
− γst
)
sin2
φ
2
+ 〈S(t− x+ τ) · S(t− x)〉 sin2 φ
2
+ incl · 〈S(t− x+ τ)× S(t− x)〉 sin2 φ
2
].
In this derivation we also used the identity
[aσ(−t− τ, 0), Si(t)] = 0 for τ > 0, (28)
which follows from the commutation of the Heisenberg
operators [aωσ(t), S
i(t)] = 0 (see Appendix C for the
proof). The relation (28) is a formal expression of the
causality principle, stating that the free field at the posi-
tion x = −τ < 0 and time t (that is, to the left from the
scatterer, and hence before interacting with it), which
is described by the Schro¨dinger operator aσ(−t − τ, 0),
remains independent of the scatterer’s state Si(t).
We can decompose (27) into elastic (or ”coherent”) and
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FIG. 3: Inelastic peaks in the polarization unresolved power
spectra, Eq. (34). The legend in the upper right panel in-
dicates the values of ψ, which apply to all panels. For large
values of ∆  Jf (which implies λ  1) the peaks are well
resolved, and one can extract the values of Ω and Γ.
inelastic (or ”incoherent”) contributions
C0(τ) = C0el(τ) + C
0
inel(τ), (29)
C0el(τ) = fe
iω0τ
[
1− 3
2
(1− γst) sin2 φ
2
]
, (30)
C0inel(τ) = fe
iω0τ sin2
φ
2
[〈S(t+ τ) · S(t)〉 − 〈S〉2st
+ incl · 〈S(t+ τ)× S(t)〉]. (31)
For τ > 0 the equation of motion for Cij(τ) in the long
time limit reads
d
dτ
Cij(τ) = Ωilkn
l
hC
kj(τ)− Γ
[
Cij(τ)− n
i
cl 〈Sj〉st
2
]
.
(32)
Solving these equations we can compute (27) for τ ≥ 0.
The Fourier transform of (27) with respect to τ yields
the sought power spectrum. Providing the details of this
calculation in Appendix C, we present the polarization
unresolved power spectrum
C˜0(ν) =
2pif
Ω
δ(ν)
[
1− 3
2
(1− γst) sin2 φ
2
]
(33)
+
f(1− γst)
Γ
sin2
φ
2
[
1 + ν cosψ
1 + λ2ν2
+
1− (ν − 1) cos2 ψ2
1 + λ2(ν − 1)2 +
1 + (ν + 1) sin2 ψ2
1 + λ2(ν + 1)2
]
,
(34)
where ν = (ω − ω0)/Ω. Note that the inelastic power
spectrum is proportional to (1− γst), and it vanishes for
the pure stationary state of the local system.
7Fig. 3 shows C˜0inel(ν) for various values of λ and ψ.
It exhibits the three-peak structure, as suggested by the
heuristic arguments made in Section II A. The resonances
become sharper for increasing λ, which is achieved at a
weak coupling J and a weak field f compared against
∆. The Stokes shift Ω = |heff |, given by the magnitude
of an effective ”magnetic field” experienced by the local
system, can be extracted from this plot along with the
peaks’ broadenings Γ.
The shape of C˜0inel(ν) is invariant under simultane-
ous transformations ν → −ν and ψ → ψ + pi2 , which
correspond to a sign change of ∆ and an exchange of
roles between the left and the right polarizations. Un-
der the transformation ν → −ν alone, the power spec-
trum C˜0inel(ν) is not invariant, that is asymmetric, which
means that the rates of the processes (i) and (ii) defined
in Section II A are in general different and dependent on
the initial polarization.
The integrated output power amounts to
Ptot =
Ω
2pi
∫
dν(νΩ + ω0)C˜
0(ν) = ω0f, (35)
and thereby it is conserved. The inelastically scattered
contribution to it is given by
Pinel =
3ω0f
2
(1− γst) sin2 φ
2
. (36)
B. Polarization resolved spectral function
To probe cross-correlations between different polariza-
tions it is useful to define the polarization resolved first
order correlation function
Cd(τ) =
∑
σ,σ′
〈a†σ(x, t+ τ)
δσσ′ + n
i
dσ
i
σσ′
2
aσ′(x, t)〉
= C0(τ) + nd ·Cs(τ), (37)
which resolves photonic polarizations parallel to ±nd.
The unit vector nd thus defines a detector’s polarization.
Using Eq. (12) we express Cs(τ) in the long time limit
as a sum of elastic and inelastic contributions
Cs(τ) = Cs,el(τ) +Cs,inel(τ), (38)
Cs,el(τ) =
f
2
eiω0τ [cos2
φ
2
ncl + 2 sin
2 φ
2
〈S〉st
− sinφncl × 〈S〉st]
+
f
4
eiω0τ sin2
φ
2
(1− γst)(ncl − 4 〈S〉st), (39)
Cs,inel(τ) =
f
2
eiω0τ sin2
φ
2
× [〈S(t+ τ)(ncl · S(t))〉+ 〈(ncl · S(t+ τ))S(t)〉
− 2(ncl · 〈S〉st) 〈S〉st
− ncl(〈S(t+ τ) · S(t)〉 − 〈S〉2st)
− i 〈S(t+ τ)× S(t)〉], (40)
where the inelastic contribution is expressed via the spin-
spin correlation functions.
From (B6) we get at t, x→∞ the stationary value of
the average field
〈aσ(x, t)〉st = e
iω0(x−t)
√
L
∑
σ′
Uσσ′ασ′ ,
Uσσ′ =
1− eiφ
2
σiσσ′S
i
st +
3 + eiφ
4
δσσ′ . (41)
Its polarization is parameterized by the new Jones vector
sq ≡
∑
σ,σ′
〈a†σ(x, t)〉st
σσσ′
2
〈aσ′(x, t)〉st = Cs,el(0). (42)
We label it by the subscript q to indicate that the initially
classical state is affected by interaction with the quantum
system. In the absence of interaction (φ = 0) we recover
sq = scl.
In Fig. 4 we plot the angle θ parameterizing a degree
of ellipticity in a polarization of the emitted radiation,
provided that initially it was linear, ncl = ex. Although
a type of polarization changes very slightly from the in-
coming to the outgoing pulse, one can experimentally
extract the quantity ∆
piJ cos2 φ2
by measuring a polariza-
tion of the average emitted field at various powers of the
incoming signal ∝ f and fitting the result to the curves
in Fig. 4. In other words, by polarization measurements
one can find the ratio Ω0/∆ for given f . Combining this
result with the ratio Ω/Γ extracted from the power spec-
tra shown in Fig. 3, it becomes possible to find the values
of ∆/Γ and Ω0/Γ, characterizing the local system.
0 pi/4 pi/2
arctan(Ω0/∆)
90
91
92
93
94
95
θ
piJ= 0. 01
piJ= 0. 1
piJ= 1
FIG. 4: Ellipticity θ = arccos
ez ·sq
|sq| (in degrees) as a function
of the ratio between the two-photon detuning and its Lamb
shift at various exchange couplings J . An initially linearly
polarized light with ncl = ex does not considerably change
its type of polarization: deviations from the equator on the
Jones sphere do not exceed five degrees.
8Analogously to the unresolved case we compute the
spin-spin correlators in Eq. (40) (see Appendix D for de-
tails). Performing the Fourier transform of (D31) we find
the direction dependent part of the polarization resolved
inelastic power spectrum
C˜s,inel(ν) =
f
2Ω
sin2
φ
2
(1− γst)
×
{
−λncl − 2λ cosψnh + ncl × nh
λ2ν2 + 1
+
λνnh
λ2ν2 + 1
+
2λncl + 2λ(1 + λ
2 − cosψ)nh + (1− λ2)ncl × nh
2(1 + λ2)[λ2(ν − 1)2 + 1]
− λ(ν − 1)(1− λ
2)ncl + (1 + λ
2 + 2λ2 cosψ)nh − 2λncl × nh
2(1 + λ2)[λ2(ν − 1)2 + 1]
+
2λncl − 2λ(1 + λ2 + cosψ)nh + (1− λ2)ncl × nh
2(1 + λ2)[λ2(ν + 1)2 + 1]
+λ(ν + 1)
(1− λ2)ncl − (1 + λ2 − 2λ2 cosψ)nh − 2λncl × nh
2(1 + λ2)[λ2(ν + 1)2 + 1]
}
. (43)
In Fig. 5 we plot g
(1)
nd (ν) = C˜
0(ν) + nd · C˜s,inel(ν).
A detector selects photons with the polarization param-
eterized by the unit vector nd, and the polarization re-
solved inelastic power spectrum g
(1)
nd (ν) contains informa-
tion about the weights of frequency modes to which these
photons scatter. For the initial linear polarization along
ex we choose nd = ±ex (upper panel) and nd = ±ez
(lower panels). The last two cases show the mean num-
ber of photons with right and left circular polarizations
in different frequency modes which are produced by the
local system from the linearly polarized input pulse.
We note that the effect of the polarization change
is much more pronounced and detailed in the function
g
(1)
nd (ν) than in the polarization of the average field de-
picted in Fig. 4. In addition, we emphasize that the effec-
tive ”magnetic field” heff produced by the local system
breaks the symmetry between the right and left circularly
polarized photons, since the vector nh necessarily lies in
the x− z plane.
IV. SECOND ORDER CORRELATION
FUNCTION
Statistical properties of the emitted light are charac-
terized by the second order correlation functions
G
(2)
σ′1σ
′
2,σ1σ2
= 〈a†σ′1(x, t)a
†
σ′2
(x, t+ τ)aσ2(x, t+ τ)aσ1(x, t)〉 . (44)
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FIG. 5: Polarization resolved inelastic power spectrum for
various values of ψ (shown in the legend) and detector polar-
izations nd. In particular, the two lower panels show ”how
many” photons with right and left circular polarizations can
be produced from the initial pulse linearly polarized along ex.
It is more convenient to introduce the following combi-
nations
Gn,m(τ) =
1
4
∑
σ′2,σ2
∑
σ′1,σ1
(n · σσ′2σ2)(m · σσ′1σ1)G
(2)
σ′1σ
′
2,σ1σ2
,
(45)
Gn,0(τ) =
1
2
∑
σ′2,σ2
∑
σ1
(n · σσ′2σ2)G
(2)
σ1σ′2,σ1σ2
, (46)
9G0,m(τ) =
1
2
∑
σ2
∑
σ′1,σ1
(m · σσ′1σ1)G
(2)
σ′1σ2,σ1σ2
, (47)
G0,0(τ) =
∑
σ2
∑
σ1
G(2)σ1σ2,σ1σ2 , (48)
and consequently
g(2)n,m(τ) =
[
Gn,m(τ) +
G0,m(τ) +Gn,0(τ)
2
+
G0,0(τ)
4
]
×
[
Gn,m(∞) + G0,m(∞) +Gn,0(∞)
2
+
G0,0(∞)
4
]−1
.
(49)
Physical meaning of the latter function is transparent:
the second (first) index indicates the polarization vec-
tor of the first (second) measured photon in coincidence
measurements with delay time τ .
To find the quantities (45)-(48) we use the relations
directly following from (12)
∑
σ′,σ
a†σ′(x, t)
σσ′σ
2
aσ(x, t)
=
∑
σ′,σ
a†σ′(x− t, 0)
1
2
[cos2
φ
2
σσ′σ + sin
2 φ
2
δσ′σS(t− x)
− sinφ σσ′σ × S(t− x)]aσ(x− t, 0), (50)∑
σ
a†σ(x, t)aσ(x, t) =
∑
σ
a†σ(x− t, 0)aσ(x− t, 0). (51)
They allow us to find (see Appendix E for details) that
in the stationary limit
Gn,m(τ) =
f
2
(m ·Cs(0))n ·[cos2 φ
2
ncl + 2 sin
2 φ
2
km(τ)
− sinφncl × km(τ)], (52)
Gn,0(τ) =
f2
2
n · [cos2 φ
2
ncl + 2 sin
2 φ
2
k0(τ)
− sinφncl × k0(τ)], (53)
G0,m(τ) = f(m ·Cs(0)), (54)
G0,0(τ) = f
2, (55)
where
Cs(0) =
f
2
[cos2
φ
2
ncl + 2 sin
2 φ
2
〈S〉st
− sinφncl × 〈S〉st], (56)
and the vectors k0(τ) and km(τ)
d
dτ
k0(τ) = Ωnh × k0(τ)− Γ[k0(τ)− 1
2
ncl], (57)
d
dτ
km(τ) = Ωnh × km(τ)− Γ[km(τ)− 1
2
ncl], (58)
with initial condition given by
k0(0) = 〈S〉st cos2
φ
2
+
1
2
ncl sin
2 φ
2
+
1
2
ncl × 〈S〉st sinφ, (59)
km(0) =
f
2(Cs(0) ·m)
[
(ncl ·m) 〈S〉st cos2
φ
2
+ ncl(〈S〉st ·m) sin2
φ
2
− sinφ
4
m× (ncl − 2 〈S〉st)
]
. (60)
It is remarkable that the major ingredients k0(τ) and
km(τ) of the second order correlation function obey the
same equations as the local spin (compare Eqs. (57) and
(58) to Eq. (19)). On the other hand, none of the equa-
tions for the first order correlation function (either polar-
ization unresolved or resolved) reminds the equation for
the local spin. At first glance this might seem to be a vi-
olation of the quantum regression theorem (see, e.g., [61]
for its formulation). However, a deeper analysis shows
that in the standard formulation of this theorem the lin-
earity of light-matter interaction in the field operators
is required. In our case, this interaction is bilinear in
fields, and therefore it becomes necessary to promote the
quantum regression theorem to the level of second order
correlation functions, what we indeed see in the form of
Eqs. (57) and (58).
It is now straightforward to find solutions of these
equations. Analogously to Eq. (22) they read
k(τ) = 〈S〉st + Pnh [k(0)− 〈S〉st]e−Γτ
+ (1− Pnh)[k(0)− 〈S〉st]e−Γτ cos Ωτ
+ nh × [k(0)− 〈S〉st]e−Γτ sin Ωτ, (61)
where k is either k0 or km.
Finally, we obtain
g(2)n,m(τ) = 1 + f sin
φ
2
×
[
(m ·Cs(0))(n · lm(τ)) + f
2
(n · l0(τ))
]
×
[
f
2
+m ·Cs(0)
]−1 [
f
2
+ n ·Cs(0)
]−1
, (62)
where
l(τ) = sin
φ
2
[k(τ)− 〈S〉st]
− cos φ
2
ncl × [k(τ)− 〈S〉st]. (63)
In Figs. 6 and 7 we plot the function g
(2)
n,m(τ) for
parallel and antiparallel alignments of the vectors n and
m, defining detectors’ polarizations. We see that emit-
ted photons, either with linear or with circular polar-
izations, demonstrate diverse statistical features ranging
from bunching to antibunching depending on the model
parameters.
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FIG. 6: Second order correlation function g
(2)
n,m(τ) for vari-
ous values of ψ (in the legend). The unit vectors n and m
define polarizations of the detectors used in coincidence mea-
surements, and are aligned parallel to each other. The input
signal is linearly polarized, ncl = ex.
V. CONCLUSION
We derived the photonic analogue of the Kondo model
in the far-detuned regime of a three-level emitter coupled
to waveguide modes with a linear dispersion and transi-
tions between levels obeying angular momentum selec-
tion rules. The derived effective Hamiltonian coincides
– except for statistics of particles – with the antiferro-
magnetic Kondo Hamiltonian arising in condensed mat-
ter models.
Using the derived effective model we studied dynamics
of the local system as well as various correlation func-
tions of scattered light assuming the initially coherent
state. It turned out that in the photonic Kondo model
all inelastic properties are tightly bound to a polariza-
tion of the initial state. In addition, they also quantify
the degree of entanglement between the local system and
the outgoing radiation. We proposed a way of experi-
mentally establishing the model parameters performing
various polarization resolved measurements. We studied
the statistical properties of the outgoing radiation and
observed that they are sensitive to both model param-
eters and the initial polarization. Moreover, the second
order coherence shows oscillatory behavior and can pos-
sibly be used to engineer strongly correlated states of
light.
We also observed that the quantum regression theorem
holds in our model for the second order coherence con-
necting its dynamics to that of the local system. This is
a consequence of the bilinear (in fields) light-matter cou-
pling in the effective model. This feature is in contrast to
standard applications of the quantum regression theorem
to models with a linear coupling, where it relates local
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FIG. 7: Second order correlation function g
(2)
n,m(τ) for various
values of ψ (in the legend). The unit vectors n and m define
polarizations of the detectors used in coincidence measure-
ments, and are aligned antiparallel to each other. The input
signal is linearly polarized, ncl = ex.
dynamics to the first order coherence.
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Appendix A: Derivation of the effective Hamiltonian
(5) by the Schrieffer-Wolff transformation
The Schrieffer-Wolff transformation maps the three
level Hamiltonian (1), (2) onto the effective two-level
Hamiltonian
H(3) 7→ H(2) = PeSH(3)e−SP (A1)
≈ P{H(3) + [S,H(3)] + 1
2
[S, [S,H(3)]]}P,
where the generator S is chosen in the form (4), and
P ≡ |+〉 〈+| + |−〉 〈−| is a projector onto the subspace
spanned by the states |+〉 and |−〉.
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Neglecting ∆ against ω3 we find
[S,H(3)] =
∑
σ=±
σ
∫
dωΛωσ(ω − ω3)
×(aωσ |3〉 〈−σ|+ a†ωσ |−σ〉 〈3|)
−
∑
σ,σ′=±
σσ′
∫
dωdω′(gσΛω′σ′ + gσ′Λωσ)
×a†ω′σ′aωσ |−σ′〉 〈−σ|
+
∑
σ=±
∫
dωdω′gσ(Λω′σ + Λωσ)
×aωσa†ω′σ |3〉 〈3| (A2)
and
P [S, [S,H(3)]]P
= −2
∑
σ,σ′
σσ′
∫
dωdω′Λω′σ′Λωσ
(
ω′ + ω
2
− ω3
)
× a†ω′σ′aωσ |−σ′〉 〈−σ| . (A3)
Choosing Λωσ =
gσ
ω3−ω to suppress in (A1) the terms
linear in aωσ and a
†
ωσ, we arrive at the effective two-level
Hamiltonian H(2)
H(2) = ∆Sz +
∑
σ
∫
dω ωa†ωσaωσ (A4)
− 1
2
∑
σ,σ′
σ′σ
∫
dω dω′ Jω′σ′,ωσa
†
ω′σ′aωσ |−σ′〉 〈−σ| ,
where Jω′σ′,ωσ = gσ′gσ(
1
ω3−ω′ +
1
ω3−ω ). This Hamilto-
nian can easily be transformed to the form (5) under ad-
ditional assumptions g+ = g− ≡ g and Jω′σ′,ωσ = Jω′ω ≈
Jω3/2,ω3/2 =
4g2
ω3
≡ J .
Appendix B: Solving equations of motion
Formally integrating (10) we obtain
aωσ(t) = e
−iωt[aωσ(0)
− iJ
∫ t
0
dt′ eiωt
′
∫
dω′Mσσ′(t′)aω′σ′(t′)]. (B1)
Transforming (B1) to the coordinate representation we
find
aσ(x, t) = aσ(x− t, 0) (B2)
− 2piiJΘ(x)Θ(t− x)
∑
σ′
Mσσ′(t− x)aσ′(0, t− x).
Setting x = 0 and assuming t > 0 we obtain
aσ(0, t) =
∑
σ′
[1 + ipiJM(t)]−1σσ′aσ′(−t, 0). (B3)
Noticing that∑
σ′
Mσσ′(t)Mσ′σ′′(t) = −Mσσ′′(t), (B4)
we can express (B3) as
aσ(0, t) =
∑
σ′
[
1− ipiJ
1− ipiJM(t)
]
σσ′
aσ′(−t, 0). (B5)
Substituting this result into (B2) and considering t >
x > 0 we obtain
aσ(x, t) =
∑
σ′
[1 + (1− eiφ)M(t− x)]σσ′aσ′(x− t, 0),
(B6)
where eiφ = 1+ipiJ1−ipiJ .
The equation of motion for the spin operators Si(t)
reads
d
dt
Si(t) = 2piJijk
∑
σ,σ′
a†σ(0, t)
σjσσ′
2
Sk(t)aσ′(0, t)
+ ∆izkS
k(t). (B7)
Substituting (B5) into (B7) we obtain Eq. (15).
Appendix C: Evaluation of polarization unresolved
spectral function
The polarization unresolved correlation function is de-
fined in (27). In the stationary limit t → ∞, its Fourier
transform
C˜0(ω) = 2 Re
∫ ∞
0
dτe−iωτC0(τ) (C1)
defines the spectral function (or the power spectrum).
Defining the spin correlators Cij(τ) =
〈Si(t+ τ)Sj(t)〉, we establish equations for them
with help of (15) and (B5)
d
dτ
Cij(τ) = Ωilkn
l
hC
kj(τ)− Γ
[
Cij(τ)− n
i
cl 〈Sj〉st
2
]
+ 2piJ cos2
φ
2
∑
σ,σ′
ilk〈a†σ(−tτ , 0)
σlσσ′
2
Sk(tτ )
× [aσ′(−tτ , 0), Sj(t)]〉
+
piJ sinφ
2
∑
σ,σ′
〈a†σ(−tτ , 0)
[
σiσσ′
2
− δσσ′Si(tτ )
]
× [aσ′(−tτ , 0), Sj(t)]〉, (C2)
where tτ = t+ τ .
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Let us consider the commutators appearing in the
above relation
[aσ(−tτ , 0), Si(t)] =
∫
dω√
2pi
e−iωtτ [aωσ(0), Si(t)]
= iJ
∫ t
0
dt′
∫
dωdω′√
2pi
eiω(t
′−tτ )[Mσσ′(t′)aω′σ′(t′), Si(t)]
=
√
2piiJ
∫ t
0
dt′δ(t′ − tτ )
∫
dω′[Mσσ′(t′)aω′σ′(t′), Si(t)]
= 2piiJΘ(−τ)[Mσσ′(tτ )aσ′(0, tτ ), Si(t)], (C3)
where we have used (B1) and the commutation of
the Heisenberg operators at equal time arguments,
[aωσ(t), S
i(t)] = 0, in the second step.
For τ > 0 it follows
[aσ(−tτ , 0), Si(t)] = 0 (C4)
and hence
d
dτ
Cij(τ) = Ωilkn
l
hC
kj(τ)− Γ
[
Cij(τ)− n
i
cl 〈Sj〉st
2
]
.
(C5)
Defining
A(τ) = 〈S(t+ τ) · S(t)〉 = Cii(τ), (C6)
Bcl(τ) = ncl · 〈S(t+ τ)× S(t)〉
= ijkn
k
clC
ij(τ), (C7)
Bh(τ) = nh · 〈S(t+ τ)× S(t)〉 = ijknkhCij(τ), (C8)
Ccl,h(τ) = 〈(ncl · S(t+ τ))(nh · S(t))〉
= nicln
j
hC
ij(τ), (C9)
Ch,h(τ) = 〈(nh · S(t+ τ))(nh · S(t))〉
= nihn
j
hC
ij(τ), (C10)
D(τ) = 〈(ncl · (nh × S(t+ τ)))(nh · S(t))〉
= ikln
k
cln
l
hn
j
hC
ij(τ), (C11)
we derive the following equations
d
dτ
A(τ) = ΩBh(τ)− Γ
[
A(τ)− 1
4
1 + λ2 cos2 ψ
1 + λ2
]
,
(C12)
d
dτ
Bcl(τ) = Ω[Ccl,h(τ)− cosψA(τ)]− ΓBcl(τ), (C13)
d
dτ
Bh(τ) = Ω[Ch,h(τ)−A(τ)]
− Γ
[
Bh(τ)− 1
4
λ sin2 ψ
1 + λ2
]
, (C14)
d
dτ
Ccl,h(τ) = ΩD(τ)− Γ
[
Ccl,h(τ)− cosψ
4
]
, (C15)
d
dτ
Ch,h(τ) = −Γ
[
Ch,h(τ)− cos
2 ψ
4
]
, (C16)
d
dτ
D(τ) = Ω[cosψCh,h(τ)− Ccl,h(τ)]− ΓD(τ), (C17)
with initial conditions specified by
A(0) =
3
4
, (C18)
Bcl(0) =
i
2
1 + λ2 cos2 ψ
1 + λ2
, (C19)
Bh(0) =
i
2
cosψ, (C20)
Ccl,h(0) =
cosψ
4
− i
4
λ sin2 ψ
1 + λ2
, (C21)
Ch,h(0) =
1
4
, (C22)
D(0) = − i
4
sin2 ψ
1 + λ2
. (C23)
The solution of Ch,h(τ) can easily be found
Ch,h(τ) =
1
4
(cos2 ψ + sin2 ψ e−Γτ ). (C24)
Using this result we find
Ccl,h(τ) =
cosψ
4
(
1 + λ2 cos2 ψ
1 + λ2
+ sin2 ψe−Γτ
)
− i sin
2 ψ
4
(
cos2
ψ
2
e−(Γ−iΩ)τ
λ+ i
+ sin2
ψ
2
e−(Γ+iΩ)τ
λ− i
)
,
(C25)
D(τ) =
sin2 ψ
4
(
cos2
ψ
2
e−(Γ−iΩ)τ
λ+ i
− sin2 ψ
2
e−(Γ+iΩ)τ
λ− i
−λ cosψ
1 + λ2
)
, (C26)
A(τ) =
1
4
1 + λ2 cos2 ψ
1 + λ2
+
sin2 ψ
4
e−Γτ
+
1
2
(
cos2
ψ
2
− 1
4
sin2 ψ
1 + λ2
)
e−(Γ−iΩ)τ
+
1
2
(
sin2
ψ
2
− 1
4
sin2 ψ
1 + λ2
)
e−(Γ+iΩ)τ , (C27)
Bh(τ) =
i
2
(
cos2
ψ
2
− 1
4
sin2 ψ
1 + λ2
)
e−(Γ−iΩ)τ
− i
2
(
sin2
ψ
2
− 1
4
sin2 ψ
1 + λ2
)
e−(Γ+iΩ)τ . (C28)
This information allows us to find
Bcl(τ) =
i
4
sin2 ψ
1 + λ2
(1− iλ cosψ)e−Γτ
+ i
[
cos2
ψ
2
(
sin2 ψ
4
1
1− iλ +
cosψ
2
)
−1
8
cosψ sin2 ψ
1 + λ2
]
e−(Γ−iΩ)τ
+ i
[
sin2
ψ
2
(
sin2 ψ
4
1
1 + iλ
− cosψ
2
)
+
1
8
cosψ sin2 ψ
1 + λ2
]
e−(Γ+iΩ)τ (C29)
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and
A(τ) + iBcl(τ) =
1
4
1 + λ2 cos2 ψ
1 + λ2
(C30)
+
1
4
λ sin2 ψ
1 + λ2
(λ+ i cosψ)e−Γτ
+
1
4
λ sin2 ψ
1 + λ2
(
λ− i cos2 ψ
2
)
e−(Γ−iΩ)τ
+
1
4
λ sin2 ψ
1 + λ2
(
λ+ i sin2
ψ
2
)
e−(Γ+iΩ)τ .
Combining (27), (C1), and (C30) we obtain the polar-
ization unresolved power spectrum (34).
Appendix D: Evaluation of polarization resolved
spectral function
To evaluate the polarization resolved correlation func-
tion (38) we additionally introduce
AL(τ) ≡ 〈(ncl · S(t+ τ))S(t)〉 , (D1)
AR(τ) ≡ 〈S(t+ τ)(ncl · S(t))〉 , (D2)
Bg(τ) ≡ 〈S(t+ τ)× S(t)〉 . (D3)
Assuming ncl ∦ nh we expand (D1)-(D3) in the
(nonorthogonal) basis {ncl,nh,ncl × nh} :
AL(τ) =
Ccl,cl(τ)− cosψCcl,h(τ)
sin2 ψ
ncl
+
Ccl,h(τ)− cosψCcl,cl(τ)
sin2 ψ
nh
+
ER(τ)
sin2 ψ
ncl × nh, (D4)
AR(τ) =
Ccl,cl(τ)− cosψCh,cl(τ)
sin2 ψ
ncl
+
Ch,cl(τ)− cosψCcl,cl(τ)
sin2 ψ
nh
+
EL(τ)
sin2 ψ
ncl × nh, (D5)
Bg(τ) =
Bcl(τ)− cosψBh(τ)
sin2 ψ
ncl
+
Bh(τ)− cosψBcl(τ)
sin2 ψ
nh
+
Ccl,h(τ)− Ch,cl(τ)
sin2 ψ
ncl × nh, (D6)
where
Ccl,cl(τ) = 〈(ncl · S(t+ τ))(ncl · S(t))〉
= nicln
j
clCij(τ), (D7)
Ch,cl(τ) = 〈(nh · S(t+ τ))(ncl · S(t))〉
= nihn
j
clCij(τ), (D8)
ER(τ) = 〈(ncl · S(t+ τ))ncl · (nh × S(t))〉
= jkln
k
cln
i
cln
l
hCij(τ), (D9)
EL(τ) = 〈ncl · (nh × S(t+ τ))(ncl · S(t))〉
= ikln
k
cln
j
cln
l
hCij(τ), (D10)
F (τ) = 〈((ncl × nh) · S(t+ τ))((ncl × nh) · S(t))〉
= inmjkln
k
cln
n
cln
l
hn
m
h Cij(τ), (D11)
F¯ (τ) = 〈(nh · S(t+ τ))((ncl × nh) · S(t))〉
= jkln
k
cln
l
hn
i
hCij(τ). (D12)
From (C5) we derive the following equations at τ > 0
d
dτ
Ccl,cl(τ) = ΩEL(τ)− Γ
[
Ccl,cl(τ)− 1
4
1 + λ2 cos2 ψ
1 + λ2
]
,
(D13)
d
dτ
Ch,cl(τ) = −Γ
[
Ch,cl(τ)− cosψ
4
1 + λ2 cos2 ψ
1 + λ2
]
,
(D14)
d
dτ
ER(τ) = ΩF (τ)− Γ
[
ER(τ) +
1
4
λ sin2 ψ
1 + λ2
]
, (D15)
d
dτ
F (τ) = Ω[cosψ F¯ (τ)− ER(τ)]− ΓF (τ), (D16)
d
dτ
F¯ (τ) = −Γ
[
F¯ (τ) +
cosψ
4
λ sin2 ψ
1 + λ2
]
, (D17)
d
dτ
EL(τ) = Ω [cosψCh,cl(τ)− Ccl,cl(τ)]− ΓEL(τ),
(D18)
with the initial conditions
Ccl,cl(0) =
1
4
, (D19)
Ch,cl(0) =
cosψ
4
+
i
4
λ sin2 ψ
1 + λ2
, (D20)
ER(0) = −icosψ
4
λ2 sin2 ψ
1 + λ2
, (D21)
F (0) =
sin2 ψ
4
, (D22)
F¯ (0) =
i
4
sin2 ψ
1 + λ2
, (D23)
EL(0) = i
cosψ
4
λ2 sin2 ψ
1 + λ2
. (D24)
We can immediately solve (D14) and find
Ch,cl(τ) =
cosψ
4
1 + λ2 cos2 ψ
1 + λ2
+
1
4
λ sin2 ψ
1 + λ2
(λ cosψ + i)e−Γτ . (D25)
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This result allows us to solve (D13) and (D18) in the next
step. Thus we obtain
Ccl,cl(τ) =
1
4
(
1 + λ2 cos2 ψ
1 + λ2
)2
(D26)
+
cosψ
4
λ sin2 ψ
1 + λ2
(λ cosψ + i)e−Γτ
+
1
8
λ sin2 ψ
1 + λ2
[
λ sin2 ψ
1 + λ2
+ λ(1 + cosψ)
−i
(
cosψ +
1 + λ2 cos2 ψ
1 + λ2
)]
e−(Γ−iΩ)τ
+
1
8
λ sin2 ψ
1 + λ2
[
λ sin2 ψ
1 + λ2
+ λ(1− cosψ)
−i
(
cosψ − 1 + λ
2 cos2 ψ
1 + λ2
)]
e−(Γ+iΩ)τ ,
EL(τ) = −λ sin
2 ψ
4
1 + λ2 cos2 ψ
(1 + λ2)2
(D27)
+
i
8
λ sin2 ψ
1 + λ2
[
λ sin2 ψ
1 + λ2
+ λ(1 + cosψ)
−i
(
cosψ +
1 + λ2 cos2 ψ
1 + λ2
)]
e−(Γ−iΩ)τ
− i
8
λ sin2 ψ
1 + λ2
[
λ sin2 ψ
1 + λ2
+ λ(1− cosψ)
−i
(
cosψ − 1 + λ
2 cos2 ψ
1 + λ2
)]
e−(Γ+iΩ)τ .
Similarly, from (D17) we find
F¯ (τ) =
1
4
sin2 ψ
1 + λ2
[−λ cosψ + (i+ λ cosψ)e−Γτ ] , (D28)
which enables us to solve (D15) and (D16). Thus we find
F (τ) =
1
4
λ2 sin4 ψ
(1 + λ2)2
(D29)
+
sin2 ψ
8
(
1 + cosψ +
iλ
1− iλ
sin2 ψ
1 + λ2
)
e−(Γ−iΩ)τ
+
sin2 ψ
8
(
1− cosψ − iλ
1 + iλ
sin2 ψ
1 + λ2
)
e−(Γ+iΩ)τ ,
and
ER(τ) = −1
4
λ sin2 ψ (1 + λ2 cos2 ψ)
(1 + λ2)2
(D30)
+
1
4
cosψ sin2 ψ
1 + λ2
(i+ λ cosψ)e−Γτ
− i sin
2 ψ
8
(
1 + cosψ +
iλ
1− iλ
sin2 ψ
1 + λ2
)
e−(Γ−iΩ)τ
+
i sin2 ψ
8
(
1− cosψ − iλ
1 + iλ
sin2 ψ
1 + λ2
)
e−(Γ+iΩ)τ .
Collecting all contributions we obtain
AR(τ) +AL(τ)− nclA(τ)− iBg(τ)
= ancl + bnh + c ncl × nh, (D31)
where the coefficients a, b, c are given by
a =
1
4
(1− λ2)(1 + λ2 cos2 ψ)
(1 + λ2)2
− 1
4
λ2 sin2 ψ
1 + λ2
e−Γτ (D32)
− i
8
λ sin2 ψ
1 + λ2
[
1 + iλ
1− iλe
−(Γ−iΩ)τ − 1− iλ
1 + iλ
e−(Γ+iΩ)τ
]
,
b =
λ2 cosψ
2
1 + λ2 cos2 ψ
(1 + λ2)2
+
1
4
λ sin2 ψ
1 + λ2
(i+ 2λ cosψ)e−Γτ
+
1
8
λ sin2 ψ
1 + λ2
[(
2λ− 2λ cosψ
1− iλ − i
)
e−(Γ−iΩ)τ (D33)
−
(
2λ+ 2λ
cosψ
1 + iλ
+ i
)
e−(Γ+iΩ)τ
]
,
c = −λ
2
1 + λ2 cos2 ψ
(1 + λ2)2
− 1
4
λ sin2 ψ
1 + λ2
e−Γτ (D34)
+
1
8
λ sin2 ψ
1 + λ2
[
1 + iλ
1− iλe
−(Γ−iΩ)τ +
1− iλ
1 + iλ
e−(Γ+iΩ)τ
]
.
The Fourier transform of (D31) leads us to (43)
Appendix E: Computation of g(2) function
To obtain expression for the second-order correlation
functions defined in (45) and (46), we introduce the quan-
tities
Km(τ) =
∑
σ˜′,σ˜
∑
σ′,σ
(m · σσ′σ
2
)
α∗σ˜′ασ˜
L
× 〈[δσ˜′σ′ + (1− e−iφ)Mσ˜′σ′(t)]S(t+ τ)
× [δσσ˜ + (1− eiφ)Mσσ˜(t)]〉, (E1)
K0(τ) =
∑
σ˜′,σ˜
∑
σ
α∗σ˜′ασ˜
L
× 〈[δσ˜′σ + (1− e−iφ)Mσ˜′σ(t)]S(t+ τ)
× [δσσ˜ + (1− eiφ)Mσσ˜(t)]〉, (E2)
and using (15) we establish that they obey the equations
d
dτ
Km(τ) = Ωnh ×Km(τ) (E3)
− Γ[Km(τ)− Am
2
ncl],
d
dτ
K0(τ) = Ωnh ×K0(τ)− Γ[K0(τ)− A0
2
ncl], (E4)
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where
Am =
∑
σ˜′,σ˜
∑
σ′,σ
(m · σσ′σ
2
)
α∗σ˜′ασ˜
L
× 〈[δσ˜′σ′ + (1− e−iφ)Mσ˜′σ′(t)]
× [δσσ˜ + (1− eiφ)Mσσ˜(t)]〉 = m ·Cs(0), (E5)
A0 =
∑
σ˜′,σ˜
∑
σ
α∗σ˜′ασ˜
L
× 〈[δσ˜′σ + (1− e−iφ)Mσ˜′σ(t)]
× [δσσ˜ + (1− eiφ)Mσσ˜(t)]〉 = f. (E6)
After rescaling km(τ) =
Km(τ)
Am
and k0(τ) =
K0(τ)
f , we
obtain the equations quoted in Section IV.
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