Abstract-Path diversity works by setting up multiple parallel connections between the end points using the topological path redundancy of the network. In this paper, Forward Error Correction (FEC) is applied across multiple independent paths to enhance the end-to-end reliability. Internet paths are modeled as erasure Gilbert-Elliot channels [1], [2]. First, it is shown that over any erasure channel, Maximum Distance Separable (MDS) codes achieve the minimum probability of irrecoverable loss among all block codes of the same size. Then, we prove the probability of irrecoverable loss decays exponentially for the asymptotically large number of paths. Moreover, it is shown that in the optimal rate allocation, each path is assigned a positive rate iff its quality is above a certain threshold. The quality of a path is defined as the percentage of the time it spends in the bad state. Finally, using dynamic programming, a heuristic suboptimal algorithm with polynomial runtime is proposed for rate allocation over the available paths. This algorithm converges to the asymptotically optimal rate allocation when the number of paths is large. The simulation results show that the proposed algorithm approximates the optimal rate allocation very closely, and provides significant performance improvement compared to the alternative schemes of rate allocation. 
I. INTRODUCTION
In recent years, path diversity over the Internet has received significant attention. It has been shown that path diversity has the ability to simultaneously improve the end-to-end rate and reliability [2] , [3] . In a dense network like the Internet, it is usually possible to find multiple disjoint paths between any pair of nodes [4] . In this paper, Forward Error Correction (FEC) is applied across multiple disjoint paths. Knowing that packet loss and delay patterns are independent over such paths, we expect path diversity to enhance the performance of FEC.
Several centralized and distributed algorithms are proposed to find multiple independent paths over a large connected graph [5] . Although the distributed algorithms do not require the end nodes to know the entire topology of the network, they impose some modifications on the intermediate nodes. Indeed, modification of the routing protocol and the signaling between the nodes is extremely costly over the traditional IP networks. To avoid such an expense, overlay networks are introduced [6] . The basic idea of overlay networks is to equip a few number of nodes (smart nodes) with the desired new functionalities while the rest remain unchanged. The smart nodes form a virtual network connected through logical links on top of the actual network. Thus, the overlay networks can be used to set up disjoint paths between the end nodes. Reference [4] has experimentally studied the number of available disjoint paths in the Internet using overlay networks.
Recently, path diversity is utilized in many applications [2] , [7] , [8] . Reference [8] combines multiple description coding and path diversity to improve quality of service (QoS) in video streaming. Moreover, references [3] and [2] study the problem of rate allocation over multiple paths. Assuming each path follows the leaky bucket model, reference [3] shows that a water-filling based scheme provides the minimum endto-end delay. On the other hand, reference [2] considers a scenario of multiple senders and a single receiver, assuming all the senders share the same source of data. The connection between each sender and the receiver is assumed to follow the Gilbert-Elliot model. They propose a receiver-driven protocol for packet partitioning and rate allocation. The rate allocation algorithm minimizes the probability of irrecoverable loss in the FEC scheme [2] . They apply a brute-force search algorithm to solve the rate allocation problem over two paths only. However, it should be noted that the scenario of [2] can be simplified, without any loss of generality, into the case of multiple independent paths between a pair of end nodes as the senders share the same data.
Maximum Distance Separable (MDS) codes has been shown to be optimum in the sense that they achieve the maximum possible minimum distance (d min ) among block codes of the same size [9] . Indeed, any [n, k] MDS code with block length n and k symbols of information can be successfully recovered from any subset of its entries of length k or more. This property makes MDS codes favorable FEC schemes over the erasure channels like the Internet [10] , [11] .
In this work, we utilize path diversity to improve the performance of FEC. Probability of irrecoverable loss (P E ) is defined as the measure of FEC performance. First, it is shown that MDS block codes have the minimum probability of error over any erasure channel. Our analysis shows an exponential decay of P E with respect to the number of paths,L. Moreover, the optimal rate allocation problem is solved in the asymptotic case where the number of paths becomes very large. It is seen that in the optimal rate allocation, each path is assigned a positive rate iff its quality is above a certain threshold. Furthermore, using dynamic programming, a heuristic suboptimal algorithm is proposed for rate allocation over the available paths. Unlike the brute-force search, this algorithm has a polynomial complexity in terms of L. It is shown that the result of this algorithm converges to the asymptotically optimal solution for large number of paths.
The rest of this paper is organized as follows. Section II describes the system model. Performance of FEC in the two cases of multiple identical paths, and non-identical paths are analyzed in section III. Section IV studies the rate allocation problem, and proposes a suboptimal rate allocation algorithm. Finally, section V concludes the paper.
II. SYSTEM MODELING AND FORMULATION

A. Internet Channel Model
From an end to end protocol's perspective, performance of the lower layers in the protocol stack can be modeled as a random channel called Internet channel. Since each packet usually includes an internal error detection coding (for instance a CRC), the Internet channel is satisfactorily modeled as an erasure channel. Although there is no well defined capacity limit for the Internet channel, a maximum TCP-friendly rate is introduced in [12] .
In . If a packet is transmitted from the source at anytime during the good state, it will be received correctly. Otherwise, if it is transmitted during the bad state, it will eventually be lost before reaching the destination. Therefore, the average probability of error is equal to the steady state probability of being in the bad state
To have a reasonably low probability of error, µ g must be much smaller than µ b .
B. Typical FEC Model
A concatenated coding is used for packet transmission. The coding inside each packet can be a simple CRC which enables the receiver to detect an error inside each packet. Then, the receiver can consider the Internet channel as an erasure channel. Other than the coding inside each packet, a Forward Error Correction (FEC) scheme is applied between packets. Every K packets are encoded to a Block of N packets where N > K to create some redundancy. The ratio of α = N −K N defines the FEC overhead. A Maximum Distance Separable (MDS) (N, K) code, such as Reed-Solomon code, can reconstruct the original K data packets on the receiver side if K or more of the N packets are received correctly [9] . According to the following proposition, a MDS code is the optimum block code we can design over any erasure channel.
Proposition I. An erasure channel is defined as the one which maps every input symbol to either itself or an erasure symbol ξ. Consider an arbitrary erasure channel (memoryless or with memory) with the input vector x ∈ X N , |X | , the output vector y ∈ (X ∪ {ξ}) N , and the transition probability p (y|x) satisfying:
A block code (N, K) with equiprobable codewords over this channel has the minimum probability of error using the optimum (maximum likelihood) decoder among all block codes of the same size iff that code is Maximum Distance Separable (MDS). The proof can be found in [13] .
C. Rate Allocation Problem
Let us assume all packets have the equal length of r bits. Then, all rates can be expressed in pkt/sec instead of bps. From source to the destination, there exist L independent paths with maximum rates of W i each. W i can be considered as the maximum TCP-friendly bandwidth introduced in reference [12] or any other upperbound imposed by the physical characteristics of the i'th path. For a specific application and FEC scheme, we require the rate S req from source to the destination. Obviously, we should have S req ≤ ΣW i to have a feasible solution. The total time to send a block of N packets is T = N Sreq . The block length is typically much larger than the number of paths (N L). According to the FEC model, we can send N i packets through the path i as long as
Then, the rate assigned to path i can be expressed as
The objective of the rate allocation problem is to find the optimal rate allocation vector or the vector N = (N 1 , · · · , N L ) which minimizes the probability of irrecoverable loss (P E ). In this work, an irrecoverable loss is defined as the event where more than K packets are lost in a block of N packets.
D. Discrete to Continuous Approximation
The continuous random variable B i is defined as the duration of time that the path i spends in the bad state in a block duration, T . We denote the values of B i with parameter t to emphasize that they are expressed in the time unit. The probability distribution of B i , f Bi (t) is computed in [13] .
To detect an irrecoverable loss, we are interested in the probability of k i packets being lost out of the N i packets transmitted through the path i. Let us denote the number of erroneous or lost packets with the random variable E i . Any two subsequent packets in a block are 1 Si seconds apart in time, where S i is the transmission rate over the path i. Assuming there can be at most one bad burst over a block, we observe that the probability P{E i ≥ k i } can be approximated with the continuous counterpart P{B i ≥ ki Si }. This approximation is reasonable when the inter-packet interval is much shorter than the typical bad burst, sent over path i, the loss count can be approximated as Bi T N i . Hence, The total ratio of lost packets is equal to x i ≤ 1) . Hence, the probability of irrecoverable loss is equal to
where α = N −K N . In order to find the optimum rate allocation, P E has to be minimized with respect to the allocation vector (ρ i 's), subject to the following constraints
where W i is the TCP-friendly bandwidth defined in subsection II-C. The distribution of x i 's are given and proportional to that of B i 's.
A. Identical Paths
When the paths are identical, due to the symmetry of the problem, the uniform rate allocation (ρ i = 1 L ) is obviously the optimum solution. Then, P E can be simplified as
as the probability distribution function of x. There is a well-known upperbound for the above probability in large deviation theory [14] 
where λ is the solution of the following non-linear equation, which will be shown to be unique by Lemma I.
Since λ is unique, we can define l(α) = λ. Even though an upperbound, inequality (3) is shown to be exponentially tight for large values of L [14] . More precisely, we have
. Now, we state two useful lemmas whose proofs can be found in [13] .
Lemma I. u(α) and l(α) have the following properties: 1)
, where x i 's are i.i.d. random variables as already defined, the probability density function of y has the property of f y (α) packets. The number of the information packets varies from K = 160 to K = 190. P E is plotted versus L in semilogarithmic scale in [13] for every fixed value of K. We observe that as L increases, P E decays exponentially which is expectable from equation (3) . Also, Fig. 1 compares the slope (exponent) of such plots with u(α). Fig. 1 shows a good agreement between the theory and the simulation results, and also verifies the fact that the stronger the FEC code is (smaller K), the more gain we achieve from path diversity (larger exponent).
B. Non-Identical Paths
Now, let us assume there are J types of paths between the source and the destination, consisting of L j identical paths from type j ( J j=1 L j = L). Without loss of generality, we can assume that the paths are ordered according to their associated type, i.e. the paths from 1 +
According to the i.i.d. assumption, it is obvious that ρ i has to be the same for all paths from the same type. η j and y j are defined as
Following Lemma II, we observe that f yj (β j ) . = e −γj uj ( respectively. Hence, P E can be written as
where (a) follows from reference [13] , (b) is resulted from the fact u j (α) is a strictly increasing function of α, for α > E{x j }, and (c) follows from the property that u j (α) = 0, ∀α ≤ E{x j }. Equation (6) is valid for any fixed value of the vector η. To achieve the most rapid decay of P E , the exponent must be maximized over η.
Lemma III solves the maximization problem of (7) and identifies the asymptotically optimum rate allocation (for large number of paths).
Lemma III. The optimization problem of equation (7) has a unique solution, η , with the elements
if there is at least one 1 ≤ j ≤ J for which α > E{x j }. The maximum value of the objective function is J j=1 γ j u j (α). The proof of Lemma III can be found in [13] .
IV. SUBOPTIMAL RATE ALLOCATION
In order to compute the complexity of the rate allocation problem, we go back to the original discrete formulation in subsection II-C. According to the model of subsection III-B, we assume the available paths are from J types, L j paths from type j, such that
Obviously, all the paths from the same type should take equal rate. Therefore, the rate allocation problem is turned into finding the vector N = (N 1 , . . . , N J ) such that J j=1 N j = N , and 0 ≤ N j ≤ L j W j T for all j. N j denotes the number of packets assigned to the paths of type j all together. It is easy to see that the number of candidate vectors, mathbf N , is exponential in terms of J or N [13] .
Let us define P N e (k, j) as the probability of having more than k errors over the paths of types 1 to j for a specific allocation vector N. We also define Q j (n, k) as the probability of having exactly k errors out of the n packets sent over the paths of type j. Q j (n, k) can be computed and stored for all path types and values of n and k with polynomial complexity as explained in [13] . Then, using dynamic programming, P N e (k, j) can be computed with the complexity of O(K 2 J) [13] . Therefore, the problem of rate allocation is NP in the sense that P E can be computed in polynomial time for any candidate vector N = (N 1 , . . . , N J ) . Now, we propose a suboptimal polynomial time algorithm to find the best path allocation vector, N opt . Let us define P opt e (n, k, j) as the probability of having more than k errors for a block of length n over the paths of types 1 to j minimized over all possible rate allocations (N = N opt ). First, we find a lowerboundP e (n, k, j) for P opt e (n, k, j) from the following recursive formulâ
Using dynamic programming, it is easy to show that the above formula computesP e (N, K, J) with the complexity of O(N 2 K 2 J), andP e (n, k, j) is in fact a lowerbound for P opt e (n, k, j) [13] . The following algorithm recursively finds a suboptimum allocation vectorN based on this lowerbound.
( 
where α = k 0 n 0 , and u j () and l j () are defined in subsections III-A and III-B. The proof can be found in [13] . The proposed algorithm is compared with four other allocation schemes over L = 6 paths in Fig. 2 . The optimal method uses exhaustive search over all possible allocations. 'Best Path Allocation' assigns everything to the best path only, ignoring the rest. 'Equal Distribution' scheme distributes the packets among all paths equally. Finally, the 'Asymptotically Optimal' allocation assigns the rates based on the equation (8) .
The block length and the number of information packets are assumed to be N = 100 and K = 90, respectively. The overall rate is S req = 1000pkt/sec, and the average good state duration is 2 ], such that the median is fixed at 17.5ms. ∆ is also defined as a measure of deviation from this median.
As seen in a wide range, our suboptimal algorithm tracks the optimal algorithm so closely that their graphs are not easily distinguishable. However, the 'Asymptotically Optimal' rate allocation results in lower performance since there is only one path from each type which makes the asymptotic analysis assumptions invalid. When ∆ = 0, 'Equal Distribution' scheme obviously coincides the optimal allocation. This scheme eventually diverges from the optimal algorithm as ∆ grows. However, it still outperforms the best path allocation method as long as ∆ is not too large. For very large values of ∆, the best path dominates all the other ones, and the best path allocation eventually converges to the optimal scheme.
V. CONCLUSION
In this work, we study the performance of forward error correction over a block of packets sent through multiple independent paths. First, it is shown that MDS block codes are optimum over our Internet Channel model, and any other erasure channel. Then, it is shown that the probability of irrecoverable loss, P E , decays exponentially with L. Furthermore, the optimal rate allocation problem is solved in the asymptotic case where L is very large. It is seen that in the optimal rate allocation, each path is assigned a positive rate iff its quality is above a certain threshold. Finally, we focus on the problem of optimum path rate allocation when L is not For large values of L, the result of this algorithm converges to the optimal solution of the asymptotic analysis. Finally, the simulation results show that the proposed suboptimal algorithm approximates the optimal allocation very closely.
