In this study, we propose several semantic kernels for word sense disambiguation (WSD). Our approaches adapt the intuition that class-based term values help in resolving ambiguity of polysemous words in WSD. We evaluate our proposed approaches with experiments, utilizing various sizes of training sets of disambiguated corpora (SensEval 1 ).
Introduction
Polysemy is the capacity of a word to have multiple meanings. It is like a one-to-many association among objects of database models; since one single word might have more than one meaning which could probably be different depending on the context it appears. WSD is the task of automatically finding the appropriate sense of a word depending on its context. It is expected that the falsely disambiguated words would jeopardize the performance of text classification by including noise; on the other hand, correctly disambiguated words could improve the performance of text classification. For instance, Table 1 lists five different sentences. It is easy to understand that sentences with id 1 , id 3 and id 4 are about the subject under the category of computer and sentences id 2 and id 5 are about the subject under the category of animals. According to the traditional bag A mouse is used to move a cursor on a computer screen 2
Experiments revealed the same cells that have also been discovered in the eyes of rat, mouse and hamster. 3 Laptops have several different capabilities including the touchpad, the trackball and the pointing stick which pupils enjoy. 4 Two common battery types, the 6-cell and the 9-cell, are manufactured for this notebook. 5 The pupil, a hole located in the center of the iris of the eye that allows light to strike the retina, has been discovered to have similar structure in many animals.
There is an extensive bibliography for resolving ambiguity of polysemous words. Besides, of many different kinds of approaches, several types of semantic kernels are used in WSD classifiers. These kernels can be grouped into five: latent kernels [1, 2] , domain kernels [3, 4] , sequence kernels [2, 5] , knowledge-based kernels [6] [7] [8] [9] , and composite kernels [10, 11] .
Latent kernels can be defined as kernels to expose and use latent values among words [1, 2] . Domain kernels attempt to incorporate domain information of words into the disambiguation process [3, 4] . Sequence kernels or string kernels count the number of contiguous subsequences shared by two sequences while penalizing the number of noncontiguous subsequences shared by them and then compute a similarity value for those two sequences [5, 12] . Knowledge-based kernels take advantages of a treasure, dictionary or a knowledge source such as WordNet [13] , Wikipedia 2 for WSD [6] [7] [8] . In addition, composite kernels are actually weighted summation kernels of individual two valid kernels [10, 11] . The existence of theoretical or experimental studies on text classification, including further information extracted from corpus-based statistics or a lexical dictionary like WordNet, or a treasure like Wikipedia is expected to increase the classification performance of textual materials. This could probably be caused by the usage of such resources or corpus-based statistics, which gives opportunity to expose hidden relationships among words and documents.
Semantic kernels have potential to expose hidden relationships among words and documents. Class weighting kernel (CWK) [14] and relevance values kernel (RVK) [14] are previously proposed semantic kernels applied to text classification. In this paper, we firstly evaluate these two semantic kernels on our WSD system.
After that, we enriched these two semantic kernels with sprinkled features (i.e. class labels of the documents in the training corpus) by directly adding each label as a binary valued column into term-document matrix and use this augmented matrix in calculating our semantic matrix. Another algorithm we evaluate on our WSD system is a composite kernel, which is actually a weighted combination of CWK and RVK. The main contributions of this work are:
• We applied CWK [14] and RVK [14] kernels, which are originally developed for text classification, into WSD in finding the correct sense of polysemous words according to their context. In addition, to the best of our knowledge, this is the first attempt to use class-based term weighting and relevance values to build semantic kernels for WSD.
• We adapt sprinkled features into semantic kernels that use class-based term weighting and relevance values for WSD, which is again the first attempt as far as we know.
• We present a novel composite kernel by combining CWK and RVK. We perform several experiments in order to find the best combination parameters.
• In addition, we build an ensemble system of all of our suggested semantic kernels whose individual decisions are combined to improve the performance of the overall system.
The remainder of the paper is organized as follows: The following section provides a background to WSD, term weighting techniques, semantic kernels, sprinkling and ensemble techniques. An overview of the related works is given in Section 3. Then, Section 4 presents the proposed methodologies in detail. Experimental setup, results and discussions on these are given in Section 5. The final section presents future work and conclusions drawn from this study.
Background

Word sense disambiguation
Word sense disambiguation is about determining the correct sense of a polysemous word (i.e. words with more than one distinct meaning) according to the context in which it occurs. For instance, the noun key could be defined as "metal device shaped in such a way that when it is inserted into the appropriate lock, the lock's mechanism can be rotated" for the context it occurs: "I've lost my car keys." or alternatively "something crucial for explaining" in the context of "Hard work is the key to success." or "list of answers to a test" in the context it occurs "some students had stolen the key to the final exam" (WordNet). WordNet lists 14 distinct senses for the noun key. WSD actually is a classification problem in natural language processing since it attempts to predict the most suitable sense of a word given a context among its possible senses defined by the dictionary. Consequently, the objective of a WSD task is to identify the most suitable sense s i for the word t w for its context from its all-possible senses-set as shown in (1):
Term weighting methods
Term Weighting with Abstract Features:
A novel term weighting technique is proposed in [16] . According to Biricik et al. [16] , the influence of a word in a class is computed as shown in Eq. (2):
where tf c w,c shows the total term frequency of a word w in the documents of class c, N denotes the total number of documents in the corpus, and Nw represents the total number of documents which contain term w. Biricik et al. [16] implement this class-dependent term weighting method and they conduct a series of experiments on benchmark textual datasets. According to the experimental results reported in [16] , their methodology with this class-dependent term weighting technique improves the classification performance compared to other existing methods. Term Frequency-Relevance Frequency (TF-RF): Lan et al. [17] present term frequency-relative frequency (TF-RF) and it pays attention to only the occurrence number of documents that include this word.
According to their study [17] , a selected category is labeled as the positive category while all the other categories in the same dataset are altogether labeled as the negative category. In TF-RF the more concentrated a highfrequency word is in the positive category than in the negative category, the more influence it has in selecting the positive instances from the negative instances. The formula of TF-RF is represented in Eq. (3): (1, c) ),
where tf w shows the term frequency of word w, a denotes the number of documents in the positive category which include word w, and c is the number of documents in the negative category which include word w.
According to an explanatory example given in [17] ; in contrast to inverse document frequency, with RF methodology each word is assigned more appropriate weights from the point of different categories since RF takes care of the category information.
Linear kernel vs semantic kernels
Linear kernel has been widely used in text classification domain since it is the simplest kernel function. As represented in Eq. (4), the calculated kernel value between two documents, namely dp and d q , depends on the inner products of feature vectors of the documents as shown in Eq. (4):
Thus, a linear kernel captures similarity between documents based on the words they share. This is a problem since it does not consider semantic relations between terms and documents. This can be addressed by including semantic information between words using semantic kernels. In semantic kernel, documents are enriched with some semantic information originated from an ontology such as WordNet, Wikipedia, Wiktionary [18] [19] [20] [21] [22] [23] , statistical calculations from higher-order paths [24] [25] [26] , class-based term weighting in a supervised setting [14] , class-based term weighting in a semisupervised setting [15] , and exponential transformation in semantic diffusion [27, 28] . Other examples of semantic kernels are latent semantic kernels [12] or domain kernels [3] . For instance, the study in [19] uses super-concept declaration in semantic kernels. Their aim is to create a kernel algorithm which captures the knowledge of topology that belongs to their super-concept expansion. They utilize this mapping with the help of a semantic smoothing matrix S that is composed of P and P T which contains super-concept information about their corpus. Their suggested kernel function is given in Eq. (5):
Different choices of semantic proximity matrix S leads to different variants of semantic kernels. Semantic kernels reduce disadvantages of traditional text classification and improve the prediction abilities in comparison with standard linear kernels.
Sprinkling
Sprinkling is a process of adding further terms representing class labels to training documents in order to augment class-based relationships in training phase. For instance in [29] , latent semantic indexing (LSI) is performed both on standard term-document matrix and term-document matrix augmented with sprinkled terms. The sprinkling process is shown in Figure 1 : In Figure 1 , to explain the sprinkling process, we use the toy corpus from [28] that has 2 different class labels with 3 documents (Doc-1, Doc-2, and Doc-3 ) and 4 different terms ( t 1 , t 2 , t 3 , and t 4 ). In (a) we get the document-term matrix with 3 documents and 4 terms. In (b) we apply the sprinkling and get an augmented document-term matrix. These new additional columns show the class labels of the corresponding documents. For instance, the first and the second documents belong to class 1 which is encoded in the fifth column and the third document belongs to class 2 which is encoded in the sixth column of the augmented matrix in (b).
Chakraborti et al. [29] [29] . They state that the integration of further knowledge which represents the latent class structure improves the classification performance. In other words, with the help of sprinkling process documents associated with the same class label are drawn closer to each other. Moreover, Chakraborti et al. [29] have taken the concept of sprinkling into one step further: adaptive sprinkling. In standard sprinkling process, the number of sprinkling terms are the same for all of the pairs of the classes. However, this is not a perfect solution since some classes are more easily separable than others in real-world situations. In adaptive sprinkling process, the number of sprinkling terms should depend on the complexity of the class decision boundary. Chakraborti et al. [29] decided the number of sprinkling terms for each class pairs based on the confusion matrix. Their empirical evaluation results show that adaptive sprinkling improves the classification accuracies of kNN with Cosine distance metric, kNN with Euclidean distance metric, LSI, and support vector machines (SVM) [29] .
Ensemble techniques
An ensemble algorithm combines a set of classifier models whose decisions are combined to increase the performance of the individual classifiers [30] . The motivation for using ensembles is to emphasize the strengths of different classification models while diluting their weaknesses. Experimental studies show that ensemble systems are often more accurate than the individual base learner that make them up in classification domain [31] [32] [33] . Lately several theoretical explanations have been offered to justify the effectiveness of some commonly used ensemble techniques [34, 35] . Adaptive boosting (AdaBoost) [36] , AdaBoost.M1 which is an ensemble generated by many weak classifiers have a weighted error no greater than 0.5 [37] , AdaBoost.M2 [37] which is a multiclass extension of AdaBoost.M1, majority voting [38, 39] Bayesian-based decision rules [40] , fuzzy aggregation methods [41] , and bagging [42] .
Related work
A wide range of kernel methods has been developed for WSD. They are latent kernels, domain kernels, sequence kernels, knowledge-based kernels, and composite kernels.
Latent Kernels:
Latent semantic kernels can be defined as kernels to expose and use latent values among words [1, 2] . LSA kernels are examples of this type. Very recently, Wang et al. [27] proposed a semantic diffusion kernel, which considers all possible paths connecting two nodes in the graph. According to their experiments, their diffusion kernel is superior to LSI and linear kernel with several SensEval disambiguation tasks such as interest, line, hard, and serve. The authors also expanded their work by adding class labels into their previous semantic diffusion kernel model [28] . Their kernel is named as sprinkled semantic diffusion kernel and the idea is to add the class labels of the documents in the original term-document matrix and then use this augmented term-document in their previous semantic diffusion kernel.
Domain kernels:
It has been shown [4] and mentioned [3] that domain information is important to disambiguate polysemous words. For instance, there is a polysemous word mouse in the following sentences: Use a mouse to move a cursor on a computer screen. Experiments revealed the same cells that have also been discovered in rat, mouse, and hamster. Table 2 represents a simple example of domain values for the words computer, hamster, mouse, screen and rat. The ambiguity of the words mouse can be resolved by considering the domain of the context in which it appears. According to simple BOW feature representation of these two sentences, the similarity of them is zero because they have no words in common. Use a mouse to move a cursor on a computer screen. The laptop has been broken. On the other hand, the following two sentences have words in common. Therefore, the similarity of them is greater than zero according to simple BOW feature representation, even though they convey different messages. Experiments revealed the same cells that have also been discovered in rats, mouse, and hamsters. I have lost my mouse pad. Using domain tables, the similarity between "Use a mouse to move a cursor on a computer screen." and "The laptop has been broken." will be greater than zero since the words mouse, laptop, screen, and computer are in the same domain. A domain matrix can be generated from lexical resources such as WordNet [43] . Gliozzo et al. [44] generated domain matrix by singular value decomposition. Then they developed a domain kernel that simply uses the domain values of the words. The domain kernel computes the domain similarities among texts.
Sequence (syntagmatic) kernels:
It was analyzed and reported that contiguous structures of sequences are very powerful to resolve the ambiguity of a polysemous word [45, 46] . Yarowsky looked at the adjacent words of a polysemous word and reported that these left and right adjacents are very powerful indicators to resolve the ambiguity of a polysemous word [46] . Sequence kernels or string kernels count the number of contiguous subsequences shared by two sequences. They generally penalize the number of noncontiguous subsequences shared by them and then compute a similarity value for those two sequences [2, 5] . Shawe-Taylor and Cristianini [2] defined two types of sequence kernels for WSD: the n-gram collocation kernel and n-gram part of speech (PoS) kernel. The n-gram collocation kernel is a gap-weighted subsequence kernel which has been applied to sequences in the around of the polysemous word. In a similar way, PoS kernel has been defined as the sequences of PoSs around the polysemous word [2] .
Knowledge-based kernels: These kernels take advantages of a dictionary or a knowledge-resource for WSD [6] [7] [8] [9] . Scott and Matwin [7] incorporate semantic information from a hierarchical thesaurus in their text classifier and stated that this thesaurus information jeopardize the classification performance on their experimental environment including Reuters-21578 and DigiTrad datasets. Furthermore, Bloehdorn and Hotho [6] use hypernyms from WordNet to enrich their feature space. They achieved satisfactory results on Reuters-215781 and OHSUMED 4 datasets. Banerjee and Pedersen [9] reported that the effect of using WordNet for WSD on classification performance depends on the size of the training set; if it is small the usage of WordNet improves the classification performance; however, if it is large the usage of WordNet jeopardizes the classification performance. Mavroeidis et al. [47] present an unsupervised WSD approach, which uses an outer hierarchical tree to extract the pathwise distances of the words in a given text. They mentioned that adjacent words in a given text are semantically close to each other and this closeness is directly proportional to their pathwise distance in the hierarchical tree. They conducted several experiments on SensEval-2 and SensEval-3 datasets and reported that their approach has a value for WSD since it increases the classification performance.
Composite Kernels:
A composite kernel is actually a weighted summation kernel as in Eq. (6):
, where λ is a positive real number (0 < λ < 1), k a (d 1 , d 2 ) is kernel similarity score between documents d 1 and d 2 according to kernel function k a , k b (d 1 , d 2 ) is kernel similarity score between documents d 1 and d 2 according to kernel function k b and k com (d 1 , d 2 ) is the composite kernel similarity score between documents d 1 and d 2 .
k com (d 1 , d 2 ) is again a valid kernel because of the closure properties of kernels [2] . Recent works [10, 11] has empirically shown that composite kernels constantly increases the performance of the individual ones. Wang et al. [27] have presented a composite kernel that combines the BOW kernel and sequence kernel in order to advance the classification performance of SVM in WSD. According to their experimental results on two popular WSD corpora, interest and serve, the composite kernel of BOW kernel and sequence kernel achieves higher classification accuracy than both individual BOW kernel and sequence kernel. Other methods for WSD can be found in recent literature studies such as [3] and [8] .
Approach
WSD using semantic kernels
In this study, we first evaluate two previously implemented semantic kernels; CWK [14] and RVK [14] on our WSD system. CWK is inspired by the class-based term weighting calculation in Eq. (2) as described in Section 2.2. Similarly, RVK mainly depends on TF-RF, which is a supervised term weighting method as mentioned in Section 2.2. Inspired by TF-RF, RVK is designed to benefit from the class-based term relevance weights in the semantic smoothing kernel [15] . Both of these class-based term calculations contribute to the classifier to give more emphasis on "core" words of each class, which are strictly associated to the subject of that class while decreasing the importance on the "general" words, which may have similar distributions on different classes. Since these types of weighting matrices have extra information related to the terms compared to BOW representation, these results expose semantic similarities among words and documents by smoothing the representation of the text documents. The general architecture of both CWK and RVK is shown in Figure 2 .
To enrich the standard linear kernel function by semantic proximity between terms, we generate the semantic proximity matrix P using class-based term weights in CWK as shown in Eq. (2) and using class-based term relevance weights in RVK as shown in Eq. (3). In order to generate square semantic similarity matrix, we just multiply P matrix with its transpose form, P T . A kernel function must satisfy Mercer's condition as mentioned in [48] . These conditions are satisfied when the Gram matrix is positive semidefinite. It has been shown in [12] that the matrix G formed by the kernel function in Eq. (7) with the outer matrix product is indeed a positive semidefinite matrix.
In this methodology S is a semantic proximity matrix which is used to convert documents from the input space to a feature space.
WSD using semantic kernels with sprinkled terms
We also implemented sprinkled CWK, which has nearly the same architecture as CWK and sprinkled RVK that is based on RVK. The main difference between CWK, RVK and sprinkled CWK, sprinkled RVK is that sprinkled CWK and sprinkled RVK use term-document matrix augmented with sprinkled terms as mentioned in Section 2.4 while standard CWK and RVK use original term-document matrix. The architecture of sprinkled CWK and sprinkled RVK is given in Figure 3 .
WSD using composite semantic kernel
We also evaluated our WSD system with composite form of CWK and RVK. Both kernel (gram) matrices generated from CWK and RVK have similarity information among documents. However, since these values are calculated from different formula the values are in different boundaries, respectively. Therefore, we normalize these two matrices separately using Eqs. (8) and (9):
where r is the number of documents in our corpus, gram_matrix CW K (d i , d j ) is the gram (kernel) matrix generated from kernel function of CWK, N gram_matrix CW K (d i , d j ) is the normalized form of gram_matrix CW K (d i , d j ),
is the gram (kernel) matrix generated from kernel function of RVK, N gram_matrix RV K
is the normalized form of gram_matrix RV K (d i , d j ) ;, respectively. After this normalization we combine these two gram matrices with a parameter λ, where λ is a positive real number (0 < λ < 1). In order to optimize λ, the following values are taken into consideration: {0.1, 0.25, 0.5, 0.75, 0.8, 0.9}. Combination of N gram_matrix RV K and N gram_matrix CW K matrices with parameter λ is given in Eq. (10):
Sim(d i , d j ) is the final similarity matrix between documents. Sim(d i , d j ) matrix is used as the kernel matrix in our composite model.
WSD using ensemble techniques
A majority-voting scheme is implemented in the classification phase to determine the output of the ensemble algorithm, which combines decisions of CWK, RVK, and their sprinkled versions.
Experiments and results
Datasets
In order to evaluate our algorithms we select the datasets, namely, hard and serve from SensEval. These datasets are commonly used datasets in the studies of WSD. Each occurrence of the words serve and hard was manually tagged with a WordNet sense. The number of different senses for serve and hard are four and three, respectively.
Serve data:
There are 4378 instances with the verb serve in the serve dataset [49] . The verb sense has four different senses gathered from WordNet. These senses and their frequency distribution are shown in Table 3 . This dataset has been extracted from the 1987 to 1989 Wall Street Journal corpus and the American Printing House for the Blind corpus.
Hard data: The hard dataset [49] contains 4333 instances taken from the San Jose Mercury News corpus. The adjective hard has three different senses gathered from WordNet. These senses and their frequency distribution are shown in Table 4 . The distribution of instances is skewed in the "not easy (difficult)" sense; and the distribution of instances is equal in other two senses.
Experimental setup
In order to observe the behavior of our semantic kernels under different training set size conditions, the following percentage values for training set size is used: 5%, 10%, and 30%. Remaining documents are used for testing. After running algorithms on 10 random splits for each of the training set ratios, we report average of these 10 results as in Tables 5-7 . The main evaluation metric in our experiments is F-score, which is a popular choice of evaluation on datasets with skewed class distribution. All the proposed algorithms are implemented with Table 7 represents the F-score results of linear, CWK, sprinkled CWK, RVK, sprinkled RVK, composite, and ensemble kernels. According to Table 7 , both CWK and sprinkled CWK have superior F-scores to baseline (linear kernel) at all training levels on the serve dataset. Moreover, sprinkled CWK seems to generate higher classification accuracy than CWK at training level 30%. This can be explained by the reason that sprinkled features show their effect much more when there are more labeled data. To completely evaluate the efficiency of our developed classification models, we also provide both precision and recall values in Tables 6 and 7 , respectively. Table 6 shows the recall results of linear kernel, CWK, sprinkled CWK, RVK, sprinkled RVK, composite, and ensemble kernels. According to Table 6 , for instance at training split 5% recall values of CWK, sprinkled CWK, RVK, sprinkled RVK, composite, and ensemble kernel are 44.05%, 44.04%, 52.68%, 54.34%, 51.63%, 43.20% while linear kernel is 41.50% on the hard dataset, respectively. Furthermore, the precision values of linear kernel, CWK, sprinkled CWK, RVK, sprinkled RVK, composite, and ensemble kernels are reported in Table 7 . According to Table 7 , the greatest precision value at training split 30% on the hard dataset is achieved with ensemble kernel: it reaches 80.86% precision score while linear kernel reaches 78.55% precision score at the same training split. The same trend can be noticed on the serve dataset at training split 30% : Ensemble kernel reaches 78.14% precision score while linear kernel reaches 77.42% precision score at the same training split.
Evaluation results and discussions
Conclusions and future directions
The experimental results show that our WSD algorithms can be configured to have high F-score compared to linear kernel. One of the conclusions driven from this study is that class-based semantic values in a kernel setting improves the classification accuracy in WSD. Secondly, sprinkled features seems to help in classification where there is much labeled data. Furthermore, we observe that composition of CWK and RVK gives higher classification accuracy than individual CWK and RVK on the hard dataset. Moreover, we also observe that an ensemble algorithm which combines decisions of CWK, RVK, and their sprinkled versions yields better F-scores compared to individual CWK and RVK on the serve dataset at training level 30%. As a future work, we aim to perform more experiments on other larger-scale WSD corpora. We will also analyze how the suggested sprinkled methodologies improve classification accuracy in WSD in some test cases. An additional item on our agenda is to expand our approaches by adding further semantic information. Moreover, the promising results of semantic kernels indicate that using such kernels with other known kernelized algorithms such as kernel PCA for WSD or kernelized Gaussian mixture models might give us improved results when dealing with WSD problems.
