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Abstract—Robust tuning of lead-lag type controller used for 
regulating FACTS control signal to improve dynamic stability 
has been an area of interest in research. This paper presents a 
new approach based on the foraging behavior of E.coli Bacteria 
in the human intestine, to optimize simultaneously three 
constants each of four lead-lag type UPFC controller present in a 
Single Machine Infinite Bus (SMIB) power system. For the 
tuning purpose, a multi-objective cost function is formulated that 
accounts for damping factors and ratios of various system modes 
for a wide range of operating conditions. Robustness of the 
proposed tuning method is shown by transient stability analysis 
of the system time domain simulations when subjected to 
disturbances at different operating conditions.  
 
I. INTRODUCTION 
he low-frequency oscillations in a disturbed power system 
grow to make the system separate and become unstable, if 
they are not sufficiently damped out. Modern power system 
utilities either use, conventional Power System Stabilizers 
(PSSs) as an auxiliary excitation control or FACTS based 
damping controllers, or both in a coordinated manner to damp 
electromechanical oscillations present in the system after 
disturbance. Recently advances in the FACTS technology has 
also helped in exploring its applicability for damping modal 
oscillations [1] in power system. For improving power system 
stability, the Unified Power Flow Controller(UPFC) is the 
most versatile of the FACTS devices, because of its inherent 
ability to control both real and reactive power flow 
simultaneously [2, 3]. The magnitude and phase of series and 
shunt injected voltages can be suitably controlled by using the 
conventional lead-lag controllers by giving errors in line 
real/reactive power and DC capacitor voltage/bus voltage as 
inputs to these controllers respectively [4]. The parameters of 
such controllers are kept fixed at the value designed for 
nominal operating condition. However, the inherent 
non-linearity and multiple operating points of a power system 
degrade the performance of such fixed gain controllers. 
Adaptive and variable structure control schemes are also 
applied for such controller designs [5]. Using conventional 
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methods the lead-lag type UPFC controller can be designed, 
taking into account one electromechanical mode into 
consideration at a time. However, the limitation of such a 
design is that the controller designed to damp out one mode 
may destabilize other modes of the system.  
Recently, global optimization technique like Genetic 
Algorithm (GA), has attracted the attention in the field of 
controller parameter optimization [6]. Unlike other 
techniques, GA has the ability to arrive at the global solution 
point swiftly, as it can handle the search space from different 
directions simultaneously. Crossover and Mutation operators 
between chromosomes, makes the GA far less sensitive of 
being trapped in local optima. However, when the system has a 
highly epistatic objective function (i.e. where parameters 
being optimized are highly correlated), and number of 
parameters to be optimized is large, then GA has been reported 
to exhibit degraded efficiency [7].  
To eliminate this problem in GA, a new optimization scheme 
known as Bacterial Foraging (BF) is used for the UPFC 
lead-lag type controller parameter design. This new 
optimization technique was proposed by Passino [8] and 
further established by Mishra [9] as a tool of optimization. In 
this paper, an eigenvalue based objective function reflecting 
the combination of damping factor and damping ratio, are 
optimized for seven different operating conditions, depicted in 
Table I, of the power system.  It was found that with the 
optimized gains the Bacteria Foraging UPFC (BFUPFC) 
shows better damping performance when the system is 
perturbed. 
The main objectives of this paper are as follows: 
• To optimize the parameters of the UPFC lead-lag type 
controller so as to obtain a robust damping performance 
for changed operating conditions of power system. 
• To choose various coefficients of BF technique in a 
systematic manner so that the optimization speed is 
better than the case when they are chosen arbitrarily as 
done in [9]. 
II. BACTERIA FORAGING OPTIMIZATION: A BRIEF 
OVERVIEW 
The survival of species in any natural evolutionary process 
depend upon their fitness criteria, which relies upon their food 
searching and motile behavior. The law of evolution supports 
those species who have better food searching ability and either 
eliminates or reshapes those with poor search ability. The 
genes of those species who are stronger gets propagated in the 
evolution chain since they posses ability to reproduce even 
better species in future generations. So a clear understanding 
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and modeling of foraging behavior in any of the evolutionary 
species, leads to its suitable application in any non-linear 
system optimization algorithm. The foraging strategy of E. 
coli bacteria present in the human intestine can be explained 
by four processes namely Chemotaxis, Swarming, 
Reproduction, Elimination and Dispersal [8].  
a) Chemotaxis: The characteristics of movement of bacteria 
in search of food can be defined in two ways, i.e. swimming 
and tumbling together known as chemotaxis. A bacterium is 
said to be ‘swimming’ if it moves in a predefined direction, 
and ‘tumbling’ if moving in an altogether different direction.   
Mathematically, tumble of any bacterium can be represented 
by a unit length of random direction )( jφ  multiplied by step 
length of that bacterium C(i). In case of Swimming this 
random length is predefined.                                                                        
b) Swarming: For the bacteria to reach at the richest food 
location (i.e. for the algorithm to converge at the solution 
point), it is desired that the optimum bacterium till a point of 
time in the search period should try to attract other bacteria so 
that together they converge at the solution point  more rapidly. 
To achieve this, a penalty function based upon the relative 
distances of each bacterium from the fittest bacterium till that 
search duration, is added to the original cost function. Finally, 
when all the bacteria have merged into the solution point this 
penalty function becomes zero. The effect of Swarming is to 
make the bacteria congregate into groups and move as 
concentric patterns with high bacterial density.  
c) Reproduction: The original set of bacteria, after getting 
evolved through several chemotactic stages reach the 
reproduction stage. Here, the best set of bacteria (chosen out of 
all the chemotactic stages) gets divided into two groups. The 
healthier half replaces the other half of bacteria, which gets 
eliminated, owing to their poorer foraging abilities. This 
makes the population of bacteria constant in the evolution 
process. The survival and elimination behavior of any 
bacterium is better known as its ‘motile behavior’. 
d) Elimination and Dispersal: In the evolution process a 
sudden unforeseen event can occur, which may drastically 
alter the smooth process of evolution and cause the elimination 
of the set of bacteria and/or disperse them to a new 
environment. Most ironically, instead of disturbing the usual 
chemotactic growth of the set of bacteria, this unknown event 
may place a newer set of bacteria nearer to the food location. 
From a broad perspective, elimination and dispersal are parts 
of the population-level long-distance motile behavior. In its 
application to optimization it helps in reducing the behavior of 
stagnation, ( i.e. being trapped in a premature solution point or 
local optima) often seen in such parallel search algorithms. 
This section is based on the work in [9]. The detailed 
mathematical derivations as well as theoretical aspect of this 
new concept are presented in [8]-[9]. 
 
III. PROBLEM STATEMENT 
PROBLEM: To optimize the parameters of the lead-lag 
type UPFC controller with the help of Bacteria Foraging 
technique so as to obtain a robust damping performance. 
A. Test System 
As shown in Fig. 1 the generator is connected to the infinite 
bus through two transmission lines. The UPFC is connected at 
the generator bus.   
B. Power System Model 
The generator in the power system is represented by third 
order model and the problem is to design the parameters of the 
UPFC controller so as to effectively damp the machine 
oscillations. The third order power system model is 
represented by a set of non-linear differential equations given 
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Where, δ and ω are rotor angle and angular speed of the 
machine; mP and eP are respectively the mechanical input and 
electrical out put power; 'qE  is the q axes transient EMF due 
to field flux; fdE , dI and qI are the field voltage, d-q axes 
stator currents respectively; ', dd XX and 
', qq XX   are the 
reactance along d-q axes respectively ; 'doT  and 
'
qoT  are d-q 
axes open circuit time constants; aK  and aT  are the AVR 
gain and time constant; Vref and  tV  are the reference and 
terminal voltages of the machine.       
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For a given operating condition the SMIB power system is 
linearized around the operating point. The closed loop 
eigenvalues of the system are computed and the desired 
objective function is formulated using only the unstable or 
lightly damped electromechanical eigenvalues, along with the 
constraints of keeping all the system modes stable under any 
condition. 
C. UPFC and its Controller Structure 
The UPFC is a combination of Static Synchronous 
Compensator (STATCOM) and Static Series Compensator 
(SSSC), which are coupled via a common DC- link as shown 
in Fig. 1. The generator and line data are given in the 
Appendix.  It allows bidirectional flow of real power between 
series output terminals of the SSSC and the shunt terminals of 
the STATCOM. The input to the series and shunt controllers 
are the errors in real/reactive power flow through the line and 
















































































24                             (8) 
The first terms in (5)-(8) are the washout terms with a time lag 
of wT . The second terms are the lead-lag compensation blocks. 
D. Objective Function  
Any optimization problem is basically to optimize an 
objective function keeping an eye on the constraints of either 
state or control variable or both depending upon the 
requirement. The small signal analysis of the test system 
without and with the UPFC dynamics was carried out. Without 
UPFC, one out of the seven operating conditions studied is an 
unstable mode, as highlighted in Table I. An eigenvalue based 
objective function reflecting damping factor of each of the 
electromechanical eigenvalues at numbers of different 
operating conditions of the generator is formulated. The 
parameters of the UPFC controller are selected so as to 
minimize the following objective function 


























The value of ‘α ’ is chosen as 10 [11]. ‘NP’ is the total no. of 
operating points for which the optimization is carried out. 
ji,σ is the real part of the i
th eigenvalue of the jth operating 
point. The value of 0σ determines the relative stability in 
terms of damping factor margin provided for constraining the 
placement of eigenvalues during the process of optimization. 
The closed loop eigenvalues are placed in the region to the left 
of dashed line as shown in Fig. 2 (a), if only ‘J1’ were to be 
taken as the objective function. Similarly if only ‘J2’ is 
considered then it limits the maximum overshoot of the 












            Fig.2(a)                            2 (b)                                  2(c)  
Fig.2. Regions of Eigen Value location for different Objective  functions.   
In the case of J2, 0ξ  is the desired minimum damping factor, 
which is to be achieved. When optimized with ‘J’ the 
eigenvalues are restricted within a D-shaped area as shown 
shaded in the Fig. 2(c). 
IV. BACTERIAL FORAGING: THE ALGORITHM 
In this paper optimization using bacterial foraging scheme is 
carried out to find the variable parameters for both the series 
and shunt controllers of the UPFC. The BF algorithm 
suggested in [9] is modified so as to expedite the convergence. 
The modifications are discussed below. 
 
1) For deciding the healthiest bacteria, instead of taking the 
average of all the chemotactic cost functions [9], the 
minimum value of objective function for each bacterium, 
in the chemotactic stages in any generation, is retained 
before sorting is done for reproduction.    
2) For swarming, the distances of all the bacteria in a new 
chemotactic stage is evaluated from the global optimum 
bacterium till that point and not the distances of all the 
bacteria from the rest as suggested in [8,9]. The global 
optimal value changes as iteration proceeds. Therefore, 
the distance calculated based on this point would not trap 
the other bacteria in to a local optimal solution. Moreover 
the inherent parallelism of the algorithm is not in the 
process of swarming, but it is in the process of 
‘Chemotaxis’. The ‘swarming’ only speeds up the 
convergence.   
The BF algorithm is briefly discussed here. It involves two 
steps. 
Step1-Initialization  
Variables needed for the algorithm are initialized. They 
include the following 
i. Number of parameters (p) to be optimized. 
ii. Number of bacteria (S) to be used in the search. 
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iii. P(p,S,1), specifying location of the initial set of  S 
bacteria, each bacterium consisting of ‘p’ random 
numbers  each for all parameters to be optimized. 
iv. The numbers of chemotactic processes.(Nc) 
v. The numbers of Reproduction (G) and Elimination events 
(D). 
vi. Maximum Swimming Length Ns. Ns should be less than 
Nc. 
vii. Ped, i.e. the probability of elimination and dispersal.  
viii.The Swarming coefficients 
i.e. repelentrepelentattractattract hd ωω   and ,, .   
viii. The random Swim direction (∆S), run length unit (C(i)) 
and Swim Length (SL). 
 
Step-2 Iterative algorithm for optimization 
The algorithm begins with evaluation of the cost function for 
the initial bacterial population inside the inner most 
chemotaxis loop. Any ith bacteria and its corresponding cost 
function in the jth chemotactic, kth reproduction and lth 
elimination stages is identified by, θi(j,k,l) and J(i, j, k, l) 
respectively. The steps of algorithm can be established as 
follows. 
j, k, l are initialized as 1 for the first iteration 
1) Begin: Elimination-dispersal loop:  
2) Begin: Reproduction loop:  
3) Begin: Chemotaxis loop: 
a) ∀ i =1,2,…,S, calculate cost function value J(i, j, k, l). 
b) Find the Global Minimum bacteria gmθ  from all the 
cost functions evaluated till that point. 
c) ∀ i =1,2,…,S, calculate Jsw i.e. the  cost function 
value(J), added with the Swarm attractant cost (Jcc) 
        Jsw(i, j, k, l)= J(i, j, k, l)+   )),,(),,,(( lkjlkjJ gmcc θθ (10)                                                      
        Jcc is defined by the following equation 

































































(11)                             
   ),,( lkjgmθ , is the location of the global minimum 
bacterium till the jth chemotactic, kth reproduction and lth 
elimination stage. 
gmmθ , represents the m
th parameter of 
the global minimum bacteria. The penalty function JCC, 
represents the swarm length of all the bacteria from the 
global minimum.  Jsw(i, j, k, l) is saved as Jopt for 
comparing at a later time. 
• End of Swarmed cost function (Jsw) evaluation 
loop for a set of bacteria.  
d)      If  j =1 











+=+ θθ    (12)                                  
e)    For,  j > 1 
          Reorient the set of bacteria (S) in a favorable 
direction through swimming/tumbling  
      i) If,  Jsw(i, j, k, l) < Jsw(i, j-1, k, l) & SL < Ns,  
Swim: Each bacterium is allowed to swim for a 
maximum of  Ns times.                                              
Evaluate   ),,1( lkji +θ using equation 9. 
Increment SL i.e. SL=SL+1.                                
ii) Else, Tumble: A new direction generated randomly 
i.e. A random vector on [0,1] i.e.   )( pTU i ℜ∈∆ with 
each element   )(i
mTU∆ m=1,2,..p,  and set, 
       TUS ∆=∆                                                       (13)   
   Evaluate   ),,1( lkji +θ using equation 9, with this 
new Tumble direction (i.e. TUS ∆=∆ ) 
• Reset Swim Length SL .i.e SL=0.         
    f) The next bacterium (i+1) is taken for 
swimming/tumbling process till i=S 
4. Increment ‘j’ i.e j=j+1. Go to step 3, if  j < Nc 
(Continue chemotaxis loop till the life of the bacteria 
is over) 
5. Start Reproduction 
a) For the given k and l, let 
{ }{ }),,(1 lkjJSortJ swNjhealth c?∈=  Sort bacteria in order 
of ascending cost Jhealth Higher cost of any bacteria 
means lower health. 
b) Out of the total S bacteria, the better half having 
lower Jhealth values sustain the evolution process 
and replace the other less healthier half of bacteria  
who are deemed to die. 
c) Increment the reproduction loop counter i.e 
k=k+1. Go to step 2 if  k<G. 
6. a)  Elimination-dispersal: With some probability, i.e. 
Ped,  the existing set of bacteria gets eliminated and 
dispersed in a new random direction. Increment 
l=l+1. Go to step 1 if  l < D. 
b) Else continue with Reproduction again, i.e. Go to 
step 2. 
Fig. 3 shows the layout of the Bacteria Foraging algorithm. 
V. SIMULATION AND RESULTS 
The four states of generator, one state for DC capacitor 
voltage of UPFC, and two states each for four controllers of 
UPFC constitute 13 states in all. The optimization of the 
controller parameters is carried out by evaluating the 
multiobjective cost functions, which considers a multiple of 
operating conditions. Table-I shows the list of 
electromechanical modes along with their corresponding 
damping factors at seven different operating conditions, for 
both the cases when BFUPFC controller is used and without 
UPFC in the system. The value of wT  is fixed at 10, while Kse, 
Ksh, T1, T2, T3 and T4 are optimized applying the Bacteria 
Foraging technique. In designing the cost function to be 









k  > G Yes 
j  > Nc 
Yes 
                          
Start
















 Cost function, J(i, j) 
Evaluator. 
( 21 JJJ ⋅+= α ) 
No J(i,j) < J(i, j-1) 
Swim 
SL=SL+1 
SL < Ns 







Fig.3. Flow chart of the Bacteria foraging algorithm. 
 
It is seen from Table I that with the optimized BFUPFC 
controller the damping factors of all the modes in every 
operating condition are at least ‘0.2’. For optimization, 
initially the swarming effect is excluded from the algorithm so 
as to study the convergence behavior only. The values of 
bacteria number (S) and the chemotactic loops number (Nc) 
are chosen in steps and the algorithm is run keeping limiting 
value of cost function at 10-7. For all the combinations of S and 
Nc the algorithm could manage to converge, though the time of 
convergence was different for different combinations of S and 
Nc. At, S = 4 and Nc= 4 the algorithm could converge fastest. 
So with the above combination of S and Nc, the algorithm is 
run. As established above swarming is included now 
considering the global minimum.  To choose the parameters of 
swarming, the algorithm is run for different values 
of repelentrepelentattractattract hd ωω   and ,, . It was found by trial 
and error that these values when chosen as 1.9, 0.2, 1.9, 10 
respectively, the algorithm converges fastest. Fig. 4 shows the 
convergence of cost function with swarming included. The 
optimized values of the lag-lead controller parameters for both 
the series and shunt UPFC controllers (BFUPFC) are listed in 
Table II. For comparison purpose, the same lead-lag controller 
parameters are also tuned conventionally at a single operating 
condition at P = 1.1 p.u and Q = 0.4 p.u.  For conventional 
tuning, the eigenvalue based cost function J is obtained for 
different combinations of controller parameters, so that the 
cost function finally is minimized on a trial and error basis. 
The optimized controller parameters on conventional basis 
(CUPFC) are also given in Table II. 
 
 























Fig.4  Performance of BF Algorithm (With Swarm)     
 
To validate the effectiveness of the optimized UPFC 
controllers in terms of its robustness in damping, a three phase 
fault is simulated at the infinite bus. 
Case-1: 
In the first case, the SMIB system is operated at one of the 
seven operating conditions taken from Table I for which the 
controller parameters are optimized. The real and reactive 
powers are set at P = 1.1 p.u, Q = 0.4 p.u. Fig. 5 shows the 
generator’s speed deviation after a 3-phase short circuit fault 
of 0.1 sec duration, applied at the UPFC bus.  Both the lines 
are removed, before being restored when the fault is cleared 
after 1 sec. The BFUPFC shows better performance in 
damping, compared to CUPFC. 
 













Fig.5  Speed Deviation of generator for  Case-1   
                    BFUPFC
                      CUPFC




The operating condition now is changed to a value where 
the controller parameters are not optimized. It is set at P = 0.9 
p.u, Q = 0.3 p.u. Three phase short circuit fault of 0.1 sec 
duration at the UPFC bus is again applied as in Case-1. But, 
unlike in Case-1, only one of the two lines is removed before 
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being restored after 1sec. As shown in Fig. 6, with changed 
operating condition also the BFUPFC shows better damping 
performance.  
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Case-3: 
To test the robustness of the controller, the same fault as 
Case-1 is simulated but at another operating condition i.e. P = 
1.2 p.u, Q = 0.5 p.u. Both the lines are removed after 0.1 sec 
and restored after 1 sec. Fig. 7 shows superiority of the 
BFUPFC lead-lag controller’s damping performance as 
compared to the CUPFC. 
 
Time(sec)  
Fig.7  Speed Deviation of generator for  Case-3   
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Case-4: 
The operating condition now is deliberately changed to an 
unusually high value of real power supply, i.e P = 1.9 p.u, Q = 
0.9 p.u., so that the system becomes unstable without UPFC. 
At this condition the small signal analysis shows unstable 
electromechanical root (highlighted in Table I). This can also 
be seen from the corresponding time domain simulation (i.e 
NOUPFC) in Fig. 8 when a 3 phase short circuit fault of 60 ms 
duration is simulated at the same location as in Case-1. Both 
the lines are removed after 60 ms and restored after 1sec. But, 
with UPFC, that the BFUPFC stabilizes an unstable system at 
this operating condition where as CUPFC could not damp the 
sustained oscillation present in the system. 
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VI. CONCLUSION 
Simultaneous tuning of the UPFC lead-lag type controller 
parameters with the Bacteria Foraging algorithm gives robust 
damping performance with variable operating conditions and 
severity of faults. It is seen that even when the generator is at 
different operating conditions other than the ones for which 
the controller parameters are optimized, the controller could 
damp out the oscillations efficiently. The following points 
may be concluded from the results obtained.  
• The unstable cases in NOUPFC and CUPFC are made 
stable with BFUPFC hence showing more robust system 
stability. 
• On the whole, the Bacteria Foraging algorithm promises 
to be quite efficient in solving highly nonlinear 
optimization problem so its application in some other 
fields may also be tried. 
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 Comparison of Eigen Values for different operating Conditions 
Operating conditions Electromechanical Eigen Values 
P(p.u) Q(p.u) First Second 
1.0              0.3 -0.67 ± i7.85,0.08 -4.87 ± i5.28, 0.68 
1.1 0.4 -0.48 ± i7.78,0.06 -5.06 ± i5.51, 0.67 
0.9 0.5 -0.66 ± i7.31,0.09 -4.88 ± i6.01, 0.63 
0.7 0.4 -0.86 ± i6.90,0.12 -4.67 ± i6.22, 0.60 
0.8 0.5 -0.71 ± i7.07,0.10 -4.83 ± i6.21, 0.61 









1.9 0.9 +0.87 ± i7.2,-0.12 -6.41 ± i6.29, 0.71 
1.0 0.3 -2.64 ± i7.20,0.34 -2.96 ± i4.69, 0.53 
1.1 0.4 -2.30 ± i7.09,0.31 -3.30 ± i4.89, 0.56 
0.9 0.5 -2.63 ± i7.36,0.34 -2.76 ± i4.56, 0.52 
0.7 0.4 -3.01 ± i7.40,0.38 -2.33 ± i4.35, 0.47 
0.8 0.5 -2.75 ± i7.36,0.35 -2.62 ± i4.50, 0.50 








1.9 0.9 -5.92 ± i5.38,0.67 -1.47 ± i6.82, 0.21 
 
TABLE II 
Parameters of UPFC Series and Shunt Controllers obtained through different Schemes 
 
BFUPFC Kse1 =4.3545, Kse2 =5.0511, T1=1.1962, T2=0.5660, T3=0.2989, T4=0.7350, KSh1 =0.4244, KSh2 =2.2853, T5=1.0033, T6=0.4133, T7=0.8487, T8=0.8053. 
CUPFC Kse1 =2.3005, Kse2 =4.1078, T1=0.8953, T2=0.6987, T3=0.3345, T4=0.6124, KSh1 =0.3544, KSh2 =1.1765, T5=1.2334, T6=0.3347, T7=0.6675, T8=0.7996. 
 
    
Generator and Line Data (p.u.) 
 




=doT   
0.4=H , 5.0=aT , 0.5=aK , 6.0=LineX  
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