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We suggest an approach to account for spatial (composition) and thermal fluctuations in ”disor-
dered” magnetic models (e.g. Heisenberg, Ising) with given spatial dependence of magnetic spin-
spin interaction. Our approach is based on introduction of fluctuating molecular field (rather than
mean field) acting between the spins. The distribution function of the above field is derived self-
consistently. In general case this function is not Gaussian, latter asymptotics occurs only at suffi-
ciently large spins (magnetic ions) concentrations ni. Our approach permits to derive the equation
for a critical temperature Tc of ferromagnetic phase transition with respect to the above fluctua-
tions. We apply our theory to the analysis of influence of composition fluctuations on Tc in diluted
magnetic semiconductors (DMS) with RKKY indirect spin-spin interaction. Two new results are
obtained. (i) It is shown that composition fluctuations destroy ferromagnetic ordering in DMS if the
carrier concentration ne exceeds the critical value nc ≈ 0.1ni.(ii) In the case ne < 0.5nc and mag-
netic ion spin S = 5/2 the composition fluctuations shift the critical temperature Tc (as compared
to its mean field value) by a factor about 1− 5ne/ni.
Ferromagnetic (FM) ordering in p-doped diluted mag-
netic semiconductors (DMS) attracts much attention of
both experimentalists [1]- [2] and theorists [3]- [4]. Com-
mon approach to this problem is a mean field approxima-
tion (MFA), corresponding to some mean overall (homo-
geneous) carrier and magnetic ion magnetization. Once
appeared, the exchange fields of carriers and magnetic
ions lead to mutual spin splitting that can be stable at
low enough temperatures T < Tc [5,3]. The problem of
”high temperature ferromagnetism” in DMS is now very
important from the point of view of technical applica-
tions. So, the question how to increase the critical tem-
perature Tc has been widely discussed in recent publica-
tions(see [6] and references therein). One way to control
Tc is to vary the concentrations of magnetic ions and/or
carriers. In the case of degenerate carriers, the critical
temperature Tc of FM phase transition in the bulk DMS
is proportional to nin
1/3
e [3], where ni and ne are the
magnetic ion and carrier concentrations respectively.
Beyond the MFA, we should consider the Friedel os-
cillations of carrier spin polarization [7] occurring at the
scale of inverse Fermi wave vector 1/kF . In this case, the
fluctuations of inter-magnetic ion distance ri,j should be
taken into account, if the nearest neighbor mean value r
is about 1/kF . Really, in the case of kF r ≈ 1 the num-
bers of magnetic ion pairs with FM and AFM RKKY
interaction is comparable, which can lead to suppression
or complete destruction of long range FM order.
Note, that the limitation of MFA by inequality kF r <<
1 was pointed out earlier [6], but quantitative contribu-
tion of disorder in the magnetic ion subsystem has not
been considered till present. Moreover, the problem of
the existence or non-existence of a finite critical temper-
ature Tc > 0 at arbitrary relation between ni and ne has
not been resolved also.
Here we develop a theory of magnetic ordering of dis-
ordered magnetic system with given spin-spin interaction
in terms of fluctuating local molecular field approxima-
tion (FFA). The method we propose here is applied to
calculations of Tc caused by RKKY interaction.
The Hamiltonian of the problem reads
H =
∑
j<j′
J(~rj,j′ )~Sj ~Sj′ +
∑
j
~H0~Sj , (1)
where magnetic field ~H0 and interaction J(rj,j′ ) is mea-
sured in energy units (i.e. gµ = 1, µ is Bohr magneton).
The Hamiltonian (1) incorporates two ”sources of ran-
domness”. First, (the spatial disorder) is that spin can
be randomly present or absent in the specific j-th cite of
a host semiconductor. Second, (the thermal disorder) is
a random projection of a spin (if any) in j-th cite.
Note, that our general formalism is valid for any form
of J(~rj,j′ ) so that its specific form will be chosen later.
In a mean field approximation, the Hamiltonian (1)
reduces to the sum of Zeeman energies
H =
∑
i
( ~Hi + ~H0)~Si (2)
1
in the external magnetic field ~H0 and local molecular field
~Hi =
∑
j 6=i
J(~ri,j)
〈
~Sj
〉
, (3)
where
〈
~Sj
〉
is a thermal average at a site j. Next step of
the MFA is to substitute the molecular field (3) by the
mean field
~Hmf =
∑
j 6=i
J(~ri,j)
〈
~Sj
〉
. (4)
The bar means the averaging over spatial disorder , so
the ~Hmf is homogeneous over crystal volume;
〈
~S
〉
is an
average spin in this mean field,
〈
~S
〉
=
Tr{~Se−β( ~Hmf+ ~H0)~S}
Tre−β( ~Hmf+ ~H0)~S
, (5)
β = 1/T . The system of Eqs (4) and (5) gives well-
known solution for mean fields ~Hmf and magnetization
~M = ngµ
〈
~S
〉
.
This work draws attention that the spatial and ther-
mal fluctuations can be taken into consideration by in-
troduction of random field rather than mean field. In
our approach, we consider every spin ~Sj as a source of
fluctuating (random) field
~Hf ≡ J(~ri − ~rj)~Sj (6)
affecting other spins at the sites ~ri. In other words, ev-
ery spin in our approach is subjected to some random
(rather then mean) field, created by the rest of spin en-
semble. So, all thermodynamic properties of the system
will be determined by the distribution function f( ~Hf ) of
the random field ~Hf . Namely, any spin dependent macro-
scopic quantity (like magnetization) << A >> reads
<< A >>=
∫
< A > ~Hf f(
~Hf )d ~Hf , (7)
where < A > ~Hf is single particle thermal average with
effective Hamiltonian (2), where ~Hi is substituted by ~Hf .
The distribution function f( ~Hf ) is defined as
f( ~Hf ) =
〈
δ

 ~Hf − ∑
j( 6=i)
J(~ri − ~rj)~Sj − ~H0

〉 . (8)
Our FFA approach is based on micro-canonical statis-
tical theory of magnetic resonance line shape [8]. Lat-
ter theory assumes the additivity of local molecular field
contributions as well as the non-correlative spatial distri-
butions of spins (magnetic ions).
Latter assumptions with respect to spectral represen-
tation of δ function permit to transform the Eq. (8) to
the self-consistent integral equation for f( ~Hf) ≡ f( ~H).
Introducing the probability ni(~r)d
3r for small volume d3r
to be occupied by a particle, we obtain
f( ~H) =
∫
exp
[
i~τ( ~H − ~H0)
]
exp
(∫
V
<< exp
[
−iJ(~r)~S~τ
]
− 1 >> ni(~r)d3r
)
d3τ
(2π)3
, (9)
where according to definition (7)
<< exp[−iJ(~r)~S~τ ]− 1 >>=
∫ ∞
−∞
Tr
[
exp
(
−iJ(r)~S~τ
)
exp(−β( ~H + ~H0)~S)
]
Tr
[
exp
(
−iJ(r)~S~τ
)] f( ~H)d3H − 1 (10)
Eqs (9) and (10) represent the integral equation for
distribution function f( ~H). This equation can be solved
iteratively.
However, in many cases it is possible to avoid the so-
lution of the integral equation since in these cases it is
exactly reducible to the set of transcendental equations
for macroscopic quantities like << ~S >> (magnetiza-
tion),..., << ~Sn >>, n > 1 of the system.
This approach can be most easily demonstrated for the
Ising case in Hamiltonian (1). Although this case is less
general than Heisenberg one, it is perfectly valid either
for the case of hole induced ferromagnetism in quantum
wells or in the case of host semiconductors with uniaxial
symmetry.
If the magnetic fields are directed along OZ axis, the
scalar product reduces to ~S~τ = SZτ = mτ ,m = −S, ..., S
and (9) takes the form
f(H) =
1
2π
∫ ∞
−∞
eiHτeG(τ)dτ ; (11)
G(τ) =
〈〈∫
V
ni(~r)
(
e−iJ(~r)mτ − 1
)
d3r
〉〉
. (12)
The calculation of average in (12) yields
2
〈〈
e−iJ(~r)mτ − 1
〉〉
=
S∑
m=1/2
{am[cos(J(~r)mτ) − 1] + ibm sin(J(~r)mτ)} , (13)
am =
∫
Am(βH)f(H)dH, bm =
∫
Bm(βH)f(H)dH.
Am(βH) = 2
cosh(mβH) sinh(βH/2)
sinh((S + 1/2)βH)
, Bm(βH) = 2
sinh(mβH) sinh(βH/2)
sinh((S + 1/2)βH)
.
In this case Eq.(12) assumes the form
G(τ) ≡ G({am, bm} , τ) =
=
S∑
m=1/2
{amF1(mτ) + ibmF2(mτ)} ; (14)
F1(mτ) =
∫
V
ni(~r)[cos(J(~r)mτ) − 1]d3r,
F2(mτ) =
∫
V
ni(~r) sin(J(~r)mτ)d
3r. (15)
Let us return to Eq.(9) for f(H). Multiplying it by
Am(βH) and Bm(βH) and integrating overH , we obtain
the closed system of nonlinear equations for the numbers
am and bm. The explicit form of this system reads
am =
∫ ∞
−∞
Am(τ, β) exp


S∑
m′=1/2
am′F1(mτ)

 cos

 S∑
m′=1/2
bm′F2(m′τ)

 dτ ;
bm =
∫ ∞
−∞
Bm(τ, β) exp


S∑
m′=1/2
am′F1(mτ)

 sin

 S∑
m′=1/2
bm′F2(m′τ)

 dτ, (16)
Am(τ, β) = 1
π
∫ ∞
0
Am(βH) cos(Hτ)dH ; Bm(τ, β) = 1
π
∫ ∞
0
Bm(βH) sin(Hτ)dH. (17)
To obtain (16), we substite of (15) into Eq.(14).
Solutions of the Eqs (16) allow to obtain magnetiza-
tion of the system M = gµM1, where M1 ≡ −〈〈SZ〉〉 =
−∑Sm=1/2mbm as well as other spin averages
Mk ≡
〈〈
SkZ
〉〉
= (−1)k
S∑
m=1/2
mk
{
am; for even k,
bm; for odd k.
(18)
The critical temperature Tc is usually defined as a tem-
perature, where nonzero infinitesimal magnetization ap-
pears. In terms of Eqs (16) this means that we can
put bm → 0 for T ≥ Tc. In this case, the parameters
am = am(β) should be found from the equations
am =
∫ ∞
−∞
Am(τ, β) exp


S∑
m′=1/2
am′F1(m′τ)

 dτ ;
(19)
that stem from (16) for bm = 0.
Parameters bm can be obtained by linearization of the
second equation (16):
bm =
S∑
m′=1/2
Km,m′bm′ ; Km,m′ =
∫ ∞
−∞
Bm(τ, β)F2(m′τ) exp


S∑
m′′=1/2
am′′(β)F1(m′′τ)

 dτ. (20)
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Thus, near Tc parameters bm obey the system of homo-
geneous linear equations. Well-known condition of exis-
tence of non-trivial solution of this system gives following
equation for Tc:
det |K− I| = 0, (21)
where I = δm,m′ is the identity matrix, m,m
′ =
1/2, ..., S.
The Eqs (16) and (21) are the main result of the-
oretical background we develop. We start the analy-
sis of these equations from the case of S = 1/2. The
system (20) reduces to single equation with a1/2 =
A1/2 = 1;A1/2 (τ, β) = δ (τ) and B1/2 = tanhβH/2;
B1/2 (τ, β) = (β sinhπτ/β)−1.
Subsequent calculations require the definition of spa-
tial dependence of J(~r). Usually in the problems of car-
rier -induced ferromagnetism in DMS, the RKKY in-
teraction [7] is considered as an effective spin-spin ex-
change interaction that results in FM ordering. Re-
cently, the complex valence band structure of III-V and
II-VI semiconductors was discussed as a reason for mag-
netic anisotropy and some enhancement of carrier in-
duced magnetic interaction [10], [6]. To clarify the role
of fluctuations, here we neglect the effects of complex va-
lence band structure, which can be also incorporated in
our theory.
In the case of simple one band carrier structure, the
RKKY interaction reads
J(r) = J0
x cos x− sinx
x4
, x = 2kF r (22)
J0 =
1
4π3
J2ciΩ
2
0m
∗k4F
h¯2
, (23)
where Jci is a carrier-ion exchange constant, Ω0 is a unit
cell volume, m∗ is the density of states effective mass.
The critical temperature is determined now by the equa-
tion that follows from the Eq. (20) after the substitution
of Eq. (22) to integrals (15):
1 =
θν
2
∫ ∞
−∞
ϕ2 (ξ)
sinh (θξ)
exp
(
−πν
2
ϕ1 (ξ)
)
dξ. (24)
Here we introduce the dimensionless parameters θ =
πTc/2J0 and ν = ni/6π
2ne. The functions ϕ1 (ξ) and
ϕ2 (ξ) are related to integrals (15). In the case of homo-
geneous magnetic ions distribution, ni(~r) = ni = const,
ϕ1 (ξ) =
∫ ∞
0
{
1− cos
(
ξ
x cosx− sinx
x4
)}
x2dx (25)
ϕ2 (ξ) =
∫ ∞
0
sin
(
ξ
x cosx− sinx
x4
)
x2dx. (26)
The MFA results (for spin S = 1/2) can be recovered
from Eqs (25) and (26) by their expansion up to the linear
terms ϕ1 (ξ)→ 0; ϕ2 (ξ)→ ξ, that leads to the equation
for critical temperature in the form
θMF = νπ2/4.
Gaussian asymptotics of distribution function can be
used to analyze the influence of fluctuations on Tc near
MFA. Latter asymptotics corresponds to the next term
of expansion of the Eq. (25),
ϕ1 (ξ)→ πξ2/30, ϕ2 (ξ)→ ξ. (27)
The numerical solution of the Eq. (24) with respect
to (27) is presented in the Fig.1. Note the qualitative
difference in behavior of θ as a function of ne/ni for
MFA and Gaussian distribution function. While MFA
predicts the FM ordering at any relation between the
electron and magnetic ion concentrations, the fluctua-
tions suppress ferromagnetism and make it impossible if
the concentration ratio ne/ni = 1/6π
2ν exceeds critical
value (ne/ni)c = 1/6π
2νc. We find
(νc)Gauss = π/15 ≈ 0.2094 (28)
as a solution of the Eq. (24) in the limit θ → 0 that corre-
sponds to fluctuation restriction for carrier concentration
((nec)Gauss = 5/2π
3 ≈ 0.08ni.
1E-3 0.01 0.1
1E-3 3
2
1
T c
/J
o
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FIG. 1. Dimensionless phase transition temperature
Tc / J00 for spin 1/2 versus ratio νe / νi. Here
J00 =
(6pi2)4/3
4pi3
J2cim
∗Ω
2/3
0
h¯2
, νi,e = ni,eΩ0, Ω0 is unit cell volume.
Here we put νi = 1. 1- non-Gaussian distribution function,
2- Gaussian distribution function, 3 - MFA.
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We can also take into account the deviations of molec-
ular field fluctuations from their Gaussian asymptotics
by numerical solution of the Eq. (24). The results are
also reported in the Fig.1. The critical concentration for
this case turns out to be
νc ≈ 0.1366, nec ≈ 0.12ni (29)
The visible deviation of Tc (24) from that for Gaus-
sian asymptotics is revealed at relatively narrow interval
ne/ni near the critical value (ne/ni)c. It can be shown
that this property holds for any other magnetic ion spin
S > 1/2. This permits to assert that the molecular field
fluctuations can be considered with sufficient accuracy
with Gaussian asymptotics for distribution function.
Gaussian asymptotics for S > 1/2 corresponds to the
expansion of Eq. (15) in powers of t up to the second
order (it can be shown that this is valid for sufficiently
high spin concentration):
F1(mτ) = −σ2m2τ2,
F2(mτ) = −∆Hmτ (30)
with
σ2 =
1
2
∫
V
ni(~r)J
2(~r)d3r, (31)
∆H =
∫
V
ni(~r)J(~r)d
3r. (32)
Approximation (30) permits to find the explicit form for
Gaussian asymptotics of distribution function (11). This
function depends on only two parameters (18) M1 and
M2:
fG(H) = fM1,M2(H) =
=
1
2σ
√
πM2
exp
[
− (H −∆HM1)
2
4σ2M2
]
. (33)
Thus, instead the (2S+1)/2 equations (16) the Gaussian
asymptotics ”generates” only two of them
M1 =
∫ ∞
−∞
〈SZ〉Hf fM1,M2(Hf )dHf , (34)
M2 =
∫ ∞
−∞
〈
S2Z
〉
Hf
fM1,M2(Hf )dHf . (35)
Note that the equations (34) and (35) resemble replica-
symmetric solution found for Ising (spin 1/2) spin glass
(see [9]). The reason we do not use replica formalism
here is that the explicit form of J(~r) is important for
DMS. The MFA result immediately follows from the
Eq. (34) in the limit of zero fluctuations, σ → 0,
fM1,M2(H)→ δ(H −∆HM1):
TMFc =
1
3
S(S + 1)
∫
V
ni(~r)J(~r)d
3r. (36)
The equation for Tc can be obtained from Eq’s (34)
and (35) as M1 → 0. Then Eq.(34) can be transformed
to following equation for critical temperature
Tc =
∆H√
π
∫ ∞
−∞
m′S
(
2σ
√
M2
Tc
x
)
e−x
2
dx, (37)
where mS (x) = SBS(Sx) is non-normalized Brillouin
function, m′S (x) is its derivative. In the case of small
fluctuations, 2σ
√
M2 << T , Eq. (37) is reduced to MFA
result (36).
We can find analytically the first fluctuation correction
to TMFc due to Gaussian fluctuations of molecular field.
The first term of expansion of (37) in σ/∆H yields
Tc
TMFc
= 1− 6
5
(
1 +
1
2S(S + 1)
)
σ2
∆H2
. (38)
The physical meaning of Eq.(38) is the lowering of Tc
by the fluctuations. This means that due to fluctuations,
FM ordering occurs at lower temperature or that the fluc-
tuations suppress FM order at a given temperature.
To apply this result to the case under consideration,
the parameters (31) and (32) have been evaluated for
RKKY interaction (22) and constant spins concentration
ni(~r) = ni = const:
∆H =
J0
12π
ni
ne
, (39)
σ =
J0
6
√
10
√
ni
ne
.
This gives(
Tc
TMFc
)
RKKY
= 1− 12π
2
25
(
1 +
1
2S(S + 1)
)
ne
ni
. (40)
For the important case of the magnetic ions Mn2+ with
S = 5/2 the Eq. (40) yields 1− 5.0(ne/ni).
1E-4 1E-3 0.01 0.1
0.01
3
2
1
T c
/J
00
ν
e
/νi
5
FIG. 2. Dimensionless phase transition temperature
Tc/J00 for spin 5/2 versus ratio νe/νi (also νi = 1). The
notations are similar to those for spin 1/2. 1- Gaussian dis-
tribution function, 2- first fluctuation correction to MFA, 3 -
MFA.
In Fig.2, we reproduce the electron concentration de-
pendence of Tc calculated in MFA, with Gaussian dis-
tribution function (37) and with approximation (40) for
S = 5/2. The dependence Tc = Tc(ne/ni) presented
in the figure reveals also the presence of critical ratio
(ne/ni)c. The equation for the (ne/ni)c can be found as
T → 0 in Eq.(37). Equation we obtain ((∆H)2 = πσ2)
is independent of spin, so account for the Eqs (39) re-
produces the result we discussed for spin S = 1/2:
νc = π/15, or (ne/ni)c = 5/2π
3 ≃ 0.08.
In conclusion, here we present a theory of fluctuated
molecular field for the spin systems with given depen-
dence J(~r). We derive the equations for order parame-
ters and FM phase transition temperature for Ising model
with indirect spin-spin RKKY interaction in DMS. Our
analysis show, that fluctuations of transverse spin com-
ponents (which are present in Heisenberg model) do not
reveal new qualitative properties in the problem of FM
ordering in DMS.
Naturally, the RKKY interaction is not unique spin-
spin interaction in DMS. There is additional background
interaction independent of free carrier concentration. In
II-VI DMS this AFM exchange interaction is dominant
for close magnetic pairs. An intuitive approach to this
problem was proposed in Ref [11], where MFA was ap-
plied to ensemble of magnetic ion spins with excluded
AFM exchange pairs. Our formalism can naturally in-
corporate this interaction by adding correspondent terms
to Hamiltonian (1).
Actually, the parameter of theory that present the fluc-
tuations of RKKY interaction in bulk DMS is a cube
of ratio of Fermi wave vector length to mean inter-ion
separation. We can expect that similar parameter will
be ”responsible” for fluctuations in 2D systems. This
mean that critical temperature would depend on carrier
concentration in accordance with MFA prediction in 2D
case.
The detailed analysis of all aforementioned factors will
be presented elsewhere.
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