Predictive control of nonlinear systems subject to output and input constraints is considered. A fuzzy model is used to predict the future behavior. Three new ideas are proposed here. First, an added constraint on the applied control action is used to ensure the decrease of a quadratic Lyapunov function, and so guarantee Lyapunov exponential stability of the closed-loop system. Second, the feasibility of the finite-horizon optimization problem with the added constraints is ensured based on off-line solution of a set of linear matrix inequalities (LMIs). Third, the proposed method is extended to observer-based feedback case. The novel stability method, which we call First Point Constraint Method, is compared to existing methods, such as the techniques based on the end-point constraints (Terminal Constraint Set), and the robust stability techniques based on the small gain theory. The proposed method ensures Lyapunov exponential stability, can be used for open loop unstable plants, and doesn't need an auxiliary controller. Illustrative examples including the predictive control of a highly nonlinear continuous stirred tank reactor (CSTR) and the observer-based predictive control of a steam generator are discussed.
Introduction
Model-based predictive control (MBPC) is a popular control algorithm that is based on the use of a model for predicting the future behavior of the system over a prediction horizon. At each sampling instant, an optimization problem is solved online over the prediction horizon to obtain the control signal. So, it differs from the conventional control methods which use a precalculated control law. The main reason of the success of this method is the ability of MBPC to optimally control multivariable systems under constraints. The optimization problem solution depends on the model nature and the constraints [1] . If the model is linear and there are no constraints, an analytical solution can be obtained [5, 6] . The use of constraints in the predictive control strategy is important. Input constraints give more realism to the control actions by modeling the saturation and the slew rate constraints in the actuator. Output constraints are used to ensure a safe operation of the plant [7] . In the presence of constraints, the optimization problem can be formed as a quadratic program (QP) for which efficient solution algorithms exist [19] . However, if the model is nonlinear, the optimization problem becomes nonconvex and the solution procedures are complex and time consuming [21] . In [7] , three approaches are given to solve this problem in real time generating a suboptimal solution with a performance quite close to the optimal solution.
Fuzzy logic is widely used in MBPC. Its use can be classified into two general classes of approaches [1] .
In the first class, a fuzzy model is used as a predictor. One advantage of the use of fuzzy models is the fact that they can be constructed using the available information and their complexity can be gradually increased as more information is gathered [7] . The second class of methods depends on the multistage fuzzy decision making [2] . The objective function and the constraints are fuzzy, while the system model may be fuzzy or nonfuzzy [1, 9, 17, 18, 22, 31, 32, 38, 41] .
The design of stabilizing MBPCs has been the main aim of most researchers in the field during the last two decades [21] . In [14] , Keerthi and Gilbert used the cost value function as a Lyapunov function for establishing stability of model predictive control of nonlinear discrete time systems (when a terminal equality constraint is used). Techniques based on end point constraints (Terminal Constraint Set) are used to stabilize the MBPC systems [1, 4, 20, 21, 23, 29] . In these techniques, the purpose of the model predictive controller is to drive the states to a terminal region where a local stabilizing controller is employed, leading to a dual mode strategy. The main disadvantage of these techniques is that there is no guarantee that the fuzzy predictive control drives the states to the terminal region. One way to solve the above problem is to choose long prediction horizon, or to gradually increase the prediction horizon, and solve each time the optimization problem, until the states enter the final region [1, 29] . Another disadvantage is that the region of attraction of the auxiliary controller is hardly computable in practice [20] . In [25] , constraints on the control signal and its increment are given to guarantee robust asymptotic stability of the predictive control system. This method can be used only for open loop bounded-input-boundedoutput (BIBO) stable processes with an additive l 1 -norm bounded model uncertainty. Also the added constraints lead to slower response.
In this article, a novel method, called First Point Constraint Method, is suggested to ensure Lyapunov exponential stability of the closed-loop MBPC system. The idea depends on selecting a quadratic Lyapunov function VðkÞ. An added constraint on the first element of the control sequence vector (applied control action) is used to ensure that Vðk þ 1Þ is less than the current value VðkÞ. Among the set of control sequences that achieve the constraints, the control sequence that minimizes the cost function is selected. Only the first element of the control sequence is applied to the plant and the same procedure is repeated at each sampling instant (receding-horizon control). A set of LMIs is solved off-line to find the positive definite function that ensures the feasibility of the on-line finite horizon optimization problem with the added constraints. This method is compared to the existing stability methods, such as the Terminal Constraint Set method [1, 20] , and the robust stability techniques based on the small gain theory [25] . Four illustrative examples are introduced to highlight the advantages and disadvantages of the different methods.
This article is organized as follows: the next section introduces the T-S fuzzy model. In Section 3, the problem to be solved is stated. Section 4 discusses the existing stability methods used in MBPC. Section 5 explains the proposed stabilizing method (First Point Constraint Method). In Section 6, four illustrative examples are given. Section 7 concludes this article.
T-S Fuzzy Models
T-S fuzzy models are suitable for modeling a large class of nonlinear systems [3, 8, 11, 12, 35, 36, 40, 42] . They consist of fuzzy IF-THEN rules which represent local linear input-output relations of a nonlinear system. The overall fuzzy model of the system is achieved by fuzzy blending of the linear system models [36] . For a discrete fuzzy system (DFS), the ith rule of the T-S fuzzy model is [36] IF z 1 ðtÞ is M i1 and ::::::::::::::and z p ðtÞ is M ip 
where M ij is the fuzzy set and r is the number of model rules; xðtÞ 2 R n is the state vector, uðtÞ 2 R m is the input vector, yðtÞ 2 R q is the output vector, A i 2 R nÂn , B i 2 R nÂm , C i 2 R qÂn , and D i 2 R qÂm are the state space matrices of the local systems; z 1 ðtÞ; :::; z p ðtÞ are known premise variables that may be functions of the state variables, external disturbances and time. Given a pair of ðxðtÞ; uðtÞÞ, the final outputs of the fuzzy system are [36] : 
The term M ij ðz j ðtÞÞ is the grade of membership of z j ðtÞ in M ij The following two approaches can be used to obtain the T-S fuzzy model:
1. Identification using input-output data [33, 34] . 2. Derivation from the nonlinear system equations [13, 36, 37] .
In this article, the second approach is used to construct the fuzzy model. The modeling performance can be determined by the variance accounted for (VAF) index [27] given by:
where Y is the real plant output measurements,Ŷ is the fuzzy model output predictions and var stands for the variance.
Problem Statement
Consider the nonlinear discrete system: xðt þ 1Þ ¼ fðxðtÞ; uðtÞÞ ð6Þ
where t is the discrete time index, xðtÞ 2 R n and uðtÞ 2 R m . f is a continuous mapping,
It is required to find an optimal control sequence for this system with respect to the following cost function.
JðuðkÞ; xðkÞ; x r ðkÞÞ ¼ 
where k is the current sampling instant, J is the cost function, x r is the reference state vector, N p is the prediction horizon, N c is the control horizon, d uðtÞ ¼ uðtÞ À uðt À 1Þ, Q and S are positive semidefinite matrices and R is a positive definite matrix. It should be noted that in this article x r is driven by the desired output reference. The following constraints are taken into account.
where y is the system output. In this article, the predictive control strategy is based on a receding-horizon optimization, calculated online at each sampling instant. The solution of the optimization problem (7) is complex, because it is a constrained nonlinear optimization problem (nonconvex optimization). The exact solution to this problem cannot be calculated in real time. In [7] , three approximate approaches are used to solve this problem in real time generating a suboptimal solution with a performance quite close to the optimal solution. The idea of these approaches is the design of a predictor based on the local linearization of the system around the current trajectory point. After the predictor is constructed, the optimization problem can be formulated as a QP. At each sampling instant, the QP problem is solved with new parameters. The three algorithms are based on this concept, but they differ in the way the parameters of the QP are obtained from the nonlinear model. The ''approach using the T-S fuzzy models'' is used in this article [7] . This approach has the following advantages:
1. No simulation is needed to obtain the QP parameters. The local linear system, used to construct the predictor, can be generated directly from the inference of the fuzzy system. 2. It is suitable for industry, due to the capacity of the model structure to combine local models identified in experiments around the different operating points. 3. It has less computational effort than the ''Approach using T-S fuzzy models and multiple models in the predictor'' because only one QP is solved at each sampling instant.
In [7] , the stability has not been studied. There is no guarantee that the closed-loop system is asymptotically stable, which is the main disadvantage. In this article, modifications of the algorithms in [7] are carried out to ensure Lyapunov exponential stability of the closed-loop system. The suggested method will be compared to the existing stability methods, commonly used in MBPC.
In the next section, existing stability methods, used in the framework of MBPC, are discussed briefly.
Overview of Existing MBPC Stability Methods
The main objective of the MBPC researchers in the last two decades has been to design a stable MBPC. Most techniques depend on adding penalties to the cost function and/or constraints on the states at the end of the prediction horizon [21] . In this section, two methods will be discussed.
Method M1
In this method, end point constraints are added. The purpose of the predictive controller is to drive the states to a terminal region, where a local stabilizing controller (u ¼ Kx) is employed (dual mode strategy) [1, 20] . The stabilizing nonlinear receding horizon (SNRH) algorithm in [20] is used. The Terminal Constraint Set method has some drawbacks:
1. There is no guarantee that the predictive controller drives the states to the terminal region [1] . To solve this problem, choose long prediction and control horizons. Alternatively, gradually increase the prediction horizon and solve each time the optimization problem, until the states enter the final region [1, 29] . These solutions lead to long computational time. The optimization problem may be infeasible to be solved online. In [1] , the search using branch and bound method [24] is used to reduce the computational time. 2. The practical computation of the region of attraction of the auxiliary controller is difficult [20] . 3. The local dynamics of the system differ at the different operating points. The algorithm offline calculations should be computed many times at different reference values.
Method M2
In this method, added constraints on the control signal and its increment are used to achieve robust stability of the MBPC system. To obtain reference error-free tracking, a feed-forward controller is recomputed at each sampling instant to get unity DC gain between the output and the reference (robust asymptotic stability) [25] . Method M2 has some drawbacks:
1. This method can be used only for open-loop BIBO stable processes. 2. Asymptotic stability only is proved (not exponential stability).
3. The added constraints on the input and its increment lead to slower response. 4. Feed-forward controller with variable gain is needed, which leads to extra online calculations.
In the next section, a novel method is suggested to guarantee Lyapunov exponential stability of the closed-loop system. VðkÞ is a quadratic Lyapunov function, defined as follows:
The Proposed
where P is a positive definite matrix.
where
Starting from any initial states, if it can be proved that ÁVðkÞ (shown in 11) is always negative, VðkÞ (shown in 10) decreases and x e reaches the origin (asymptotic stability). As VðkÞ is quadratic, exponential stability is also achieved. In MBPC, only the first element of the control vector (uðkjkÞ) affects xðk þ 1Þ. A constraint is added on uðkjkÞ to ensure that ÁVðkÞ is negative. Among the control sequences that achieve the constraints, the control sequence that minimizes the cost function is selected. Only the first element of the control sequence Exponential Stability of Constrained Fuzzy Predictive Control is applied to the plant and the procedure is repeated at each sampling instant.
Definition 1: At instant k, U
Ã denotes the set of control sequences that achieve: ÁVðkÞ < 0 8U n 2 U Ã where U n is the control sequence. Remarks 1. The nonlinear system (6) under the model-based fuzzy predictive control with the following added constraint: U n 2 U Ã is exponentially stable. This can be explained as follows: Consider the optimization problem at instant k: If the constraint U n 2 U Ã is achieved, the optimal control sequence will achieve: ÁVðkÞ < 0 (from Definition 1).
;Vðk þ 1Þ < VðkÞ ð 12Þ
As receding horizon control strategy is used, the same procedure is repeated at each sampling instant, so:
where i is a positive integer number. As time goes on, the Lyapunov function V decreases. So, x e will reach the origin (asymptotic stability). As V is a quadratic Lyapunov function (10), exponential decay rate is achieved (exponential stability) 2. If it is required to obtain a certain decay rate to the origin [36] , the condition ÁVðkÞ < 0 should be modified to:
3. We call the proposed method ''First Point Constraint Method'' as the added stability constraint to the optimization problem at any instant k is put on the states at instant k þ 1 (the first point in the prediction horizon). Different methods are given below for selecting the positive definite matrix P in (10) .
The suggested methods are:
Method M3
Select P as a diagonal matrix. The diagonal elements p 11 ; :::; p nn are positive numbers and are selected to control the decay rate of different states. For example, if it is required to increase the decay rate of the first state x e1 , increase p 11 . Although this method is simple, there is no guarantee that a feasible control sequence, which achieves ÁVðkÞ < 0 and the input constraint (u min uðkÞ u max ), is found. Method M4 is introduced to solve this problem.
Method M4
This method is used to guarantee that a feasible solution to the optimization problem with the added stability constraint is found. The idea of this method is to solve a set of LMIs offline (see Lemma 1 below) to obtain a parallel distributed compensator (PDC) that achieves:
1. Exponential stability of the T-S fuzzy model. 2. The control action is within the saturation limits.
The positive definite matrix P, obtained from the solution of the LMIs, is used in (10) . This ensures that at any instant k, at least one feasible control action u(k) exists (equal to the control action obtained from the PDC control law). This ensures the exponentialLemma 1 [36] : To obtain a stabilizing PDC for the discrete T-S fuzzy system (DFS) in (1), the following LMIs are solved [36] :
Find X > 0 and M i ði ¼ 1; :::; rÞ satisfying
The feedback gains and a common P can be obtained as:
Theorem 1 discusses the feasibility of the optimization problem with the added stability constraint.
Theorem 1: Assume that: the LMIs ( (15) and (16)) are feasible and the positive definite matrix P in (10) is calculated using (17), then: the MBPC optimization problem with the added stability constraint U n 2 U Ã is always feasible ð8kÞ.
Proof: As the LMIs (15) and (16) are feasible: At any sampling instant k, the control action calculated using the PDC control law (u PDC ðkÞ) satisfies:
1. u min u PDC ðkÞ u max 2. ÁVðkÞ < 0
Consider the optimization problem at instant k:
The problem is feasible, if 9U n that achieves:
1. The applied control action (uðkjkÞ) is: u min uðkjkÞ u max 2. ÁVðkÞ < 0 Let U 0 denote the set of control sequences that have: U n ð1Þð¼ uðkjkÞÞ ¼ u PDC ðkÞ 8U n 2 U 0 , the two feasibility conditions above are achieved.
So 9U n such that the feasibility conditions are achieved.
So the optimization problem with the added stability constraint is feasible. & Method M4 algorithm can be summarized as follows:
Algorithm A1
Offline Solve the LMIs (15) and (16) . Calculate the positive definite matrix P using (17) .
Online
At each sampling instant, solve the optimization QP with the added stability constraint ðU n 2 U Ã Þ. Only the first element of the optimal control sequence is applied to the plant. Remark 1. To obtain a certain decay rate to the origin, the following GEVP (Generalized eigenvalue minimization problem) [36] should be solved instead of the LMIs (15) . Let: ¼ 2 ; 0 < 1 minimize X;M 1 ;::::::;M r s:t:
The sets of LMIs, to be solved, are (16) and (18) . In this case, the condition in (14) is used instead of the condition ÁVðkÞ < 0 2. The LMIs (15) are conservative. This may result in an infeasible solution. There are many reasons for this conservatism. First, the used Lyapunov function is quadratic so it may lead to limited choices. Also, it is difficult to find a common P which satisfies all conditions, especially in case of using large number of fuzzy rules. In addition, the LMI conditions are independent of the shape of membership functions that results in more conservatism. Relaxation of LMI conditions has attracted many LMI researchers in the last decade. Several ideas are proposed to relax the LMI conditions derived in [36] . In [15] , an approach is suggested to relax conservatism by representing the interactions among the fuzzy submodels in a single matrix. In [39] , a relaxation technique based on Finsler's lemma is proposed that results in simple and computationally tractable conditions. In [28] , a relaxation method is proposed based on Polya's theorem. The relaxation is achieved via increasing the number of positivity conditions, and adding artificial decision variables. In case of using relaxed LMIs that are based on quadratic Lyapunov function (10), Algorithm A1 can be implemented easily. This can be achieved by solving the relaxed LMI conditions offline to get P instead of solving the conservative LMIs (15) . The obtained P is used to construct the Lyapunov function used to form the added stability constraint. Although using relaxed LMIs that depend on quadratic Lyapunov functions and PDC laws results in less conservative conditions compared to conditions (15) [36] , these relaxed conditions are still conservative because of the limited choices of the Lyapunov functions. Consequently, Relaxation approaches that are based on using nonquadratic Lyapunov functions are proposed [10, 16] . In [10] , two different approaches based on nonquadratic Lyapunov functions and non-PDC control laws are presented. The second approach in [10] depends on a nonquadratic Lyapunov function, a non-PDC control law, and a new transformation matrix. The candidate Lyapunov function is in the following form [10] :
where P i > 0 and
The general non-PDC control law is given by [10] :
Lemma 2 [10] : Let (1) be a discrete fuzzy model and consider the control law (20) . If there exist symmetric matrices where:
then the closed-loop fuzzy model is globally asymptotically stable.
If it is required to depend on this approach [10] in Algorithm A1, the LMIs (21) are solved offline to obtain P i , and G i where ði ¼ 1; :::; rÞ. The feasibility of the LMIs (21) guarantees the existence of a control action at each sampling instant which decreases the Lyapunov function (19) . In the online implementation, the Lyapunov function (19) can be constructed at instant k. This Lyapunov function at the next instant k þ 1 can be represented in terms of the applied control action uðkjkÞ. An added constraint on the applied control action (the first element in the obtained control sequence) is used to ensure that ÁVðkÞ < 0. This leads to asymptotic stability of the closed loop system.
Method M5
This method is suggested to obtain a decay rate as fast as possible. If the positive definite matrix P, obtained from solving (16) and (18), is used in (10) and the constraint (14) is added to the optimization problem, exponential decay rate () is obtained. This decay rate is the fastest, in case of using a single-quadratic Lyapunov function. However, there may exist, in some regions, Lyapunov functions that achieve a decay rate faster than with feasible control actions. In this method, multiple quadratic Lyapunov functions are used. All these functions are in the form (10), but they have different positive definite matrices (P). This set contains an element P LMI obtained from the solution of the LMIs (16) and (18) . Assume that the Lyapunov function is changed each N d samples. At each decision, the Lyapunov function that achieves fastest decay rate during the next N d samples should be selected.
The method algorithm is shown below. As recedinghorizon control strategy is used, the decision is changed each sampling instant ðN d ¼ 1).
Algorithm A2
Offline Solve the LMIs (16) and (18) to obtain the positive definite matrix P LMI and the decay rate . Check that 0 ¼ ffiffiffiffiffiffiffiffiffi ffi max min r < 1, where max ð min ) is the largest (smallest) eigenvalue of the matrix P LMI . Define a set of positive definite matrices P i ; i ¼ 1; :::::::; M. One simple way to construct this set is to select diagonal positive definite matrices. The diagonal elements are selected to indicate various decay rates of the different states (as explained before in Method M3).
Online
At each sampling instant k:
1. Assume uðkÞ ¼ uðkjk À 1Þ (The second element in U n obtained from the optimization at instant (k À 1)). From the offline defined set of matrices, select N positive definite matrices (N < M) that achieve ÁV i ðkÞ < 0 and are corresponding to the highest N values of the function J 1 :
This approximation is used to obtain from the above set a smaller set of positive definite matrices. The new set is:½P 1 ; :::; P N ; P LMI . 2. The quadratic optimization program with the added constraint (14) is solved (N þ 1) times (for each P in the set). A set of (N þ 1) control sequences is obtained. 3. From the obtained set, select the control sequence that gives minimum kx e ðk þ 1Þk. If there exist, in the set, control sequences that give the same kx e ðk þ 1Þk, the control sequence that minimizes the cost function is selected. 4. Apply the first element of the control sequence, obtained from step (3), to the plant.
Remarks
1. In step 1, from the offline defined set of matrices, a smaller set is selected using direct substitution (without solving optimization problems), as only finite number of quadratic optimization programs can be solved online (step 2). 2. In step 1, as u(k) has not been determined, the approximation uðkÞ ¼ uðkjk À 1Þ is used to obtain ÁV i ðkÞ. This approximation is also recommended in [7] . 3. The positive definite matrix P LMI must be added to the set of positive definite matrices, obtained from step (1), to ensure the feasibility of the optimization problem. 4. If N is increased, the computational time increases.
Select N that makes the computational time feasible. This selection depends on the sampling interval and the processor used to implement these calculations [7] . 5. In step 2, only the feasible control sequences (that achieve the constraints) are considered. Infeasible control sequences must be rejected from the set. At each sampling instant, at least one feasible control sequence exists (P LMI is used).
Theorem 2 discusses the stability of the closed-loop system, in case of using Algorithm A2 above. 
As P i , selected from the set at time k o , gives minimum kx e ðk o þ 1Þk:
From (23) and (24):
Consider the optimization problem at instant (k o þ 1), it can be proved in the same way that:
From (25) and (26):
Consider the optimization problem at instant
It can be proved that:
The error state vector will reach the origin exponentially. &
Observer-Based Design
In the above algorithms (Algorithm A1 and Algorithm A2), it is assumed that the states are measurable. Indeed, in most practical systems states are not fully measurable. As a result, study of observer-based design of stabilizing fuzzy predictive control is necessary.
In this article, a fuzzy observer is used. The following discrete T-S fuzzy observer is suggested [36] : 
Exponential Stability of Constrained Fuzzy Predictive Control xðtÞ 2 R n is the estimated state vector, L i are the observer gains, and z 1 ðtÞ; :::; z p ðtÞ are premise variables that depend on the measured outputs. So, they can be determined exactly.
The final outputs of the fuzzy observer are [36] : By subtracting (30) from (2), the estimation error eðtÞ ¼ xðtÞ ÀxðtÞ is obtained.
It is clear from (31) that the estimation error depends only on the observer gains. As shown in [36] , the design of a fuzzy observer in this case is straight-forward. The controller and observer gains can be obtained separately (separation principle). Let: x a ðtÞ ¼ xðtÞ eðtÞ , and define Lyapunov
The observer gains are selected to eliminate the states estimation error, while the controller drives the outputs to the desired references. The following LMI conditions can be used to get the observer gains [36] .
The observer gains can be obtained using the following equation:
The following fuzzy predictive control algorithm is suggested to guarantee exponential stability of the closed loop system in this case.
Algorithm A3:
Offline Solve the LMIs (32) to get the observer gains L i . Solve the LMIs (15) and (16) to get P.
Online Let L i be constant at the values calculated offline. At each sampling instant k, solve the optimization QP with the added stability constraint (x T ðk þ 1Þ Pxðk þ 1Þ < x T ðkÞPxðkÞ). Only the first element of the optimal control sequence is applied to the plant.
Remark
1. Assume that: the LMIs (15, 16, and 32) are feasible, the observer gains are calculated from (33) , and the positive definite matrix P is calculated from (17) , then: the MBPC optimization problem with the added stability constraint is always feasible (8k). 2. As shown before the proposed method is flexible to be used with relaxed LMI conditions. So, relaxed LMI conditions can be used to obtain the observer and controller gains instead of using the LMI conditions (15 and 32).
The novel method (First Point Constraint method), suggested in this article to ensure the exponential stability of the closed-loop system, has the following advantages:
This method achieves exponential stability, while the method suggested in [25] achieves only asymptotic stability.
. . . ; r; j ¼ 1; . . . ; r; i < j s:t: h i \ h j 6 ¼ where [1, 20] there is no guarantee that MBPC will drive the states to the terminal region [1] . In the proposed method, stability doesn't depend on the choices of N p and N c . In the Terminal Constraint Set methods, N p and N c should be long. If N c is increased, the number of decision variables in the optimization problem increases. This leads to long computational time. Table 1 summarizes the differences between the proposed method and the existing stability methods (Method M1 and Method M2).
In the next section, four illustrative examples are given to test the new stability method and to highlight the differences between it and the other existing stability methods.
Illustrative Examples

Example 1
This example is given to show the advantages of the proposed design, compare it to the Terminal Constraint Set method, and study the effect of the proposed added stability constraint on the computational effort.
Consider the nonlinear system shown in (34) . It is required to design a stabilizing MBPC for this system.
Using the sector nonlinearity approach [13, 36] , the continuous T-S fuzzy model of the above system is obtained. Assume T ¼ 1 sec, the corresponding discrete time T-S fuzzy model is: 
The VAF index in (5) In the first part of this example, the proposed method is compared to the algorithm used in [7] (no stability constraint is added). The algorithm used in [7] gives acceptable output response, if the controller parameters are tuned well. Some values of N p and N c give unacceptable responses. Fig. 1a shows the output response of the system, the algorithm in [7] is used (no stability constraint) and the controller parameters are (N p ¼ 20; N c ¼ 10). The output response is not acceptable. Fig. 1b shows the output response, stability constraint is added (Method M3), when N p ¼ 20; N c ¼ 10, and P ¼ diagð5; 1Þ. The added stability constraint eliminates the steady state error.
The second part of this example compares the proposed method to Method M1 (the Terminal Constraint Set method [20] ). Fig. 2 compares the output response of the method suggested in this article to the output response of Method M1 [20] . The controller parameters are N p ¼ 20; N c ¼ 10. In the proposed Method M5, Algorithm {A2} is used. The parameters used in M1 [20] [7] (b) Proposed Method ( M3) Fig. 1 . The output response, Np =20 and Nc =10. The description and the computation of the variables in (37) are described in [20] . Table 2 compares the two output responses obtained in Fig. 2 . The response obtained by the method suggested in this article is better than the response in case of using the Terminal Constraint Set method [20] (less overshoot and smaller settling time).
The last part of this example studies the effect of the added stability constraint on the computational time of solving the online QP. Indeed, it is difficult to determine this effect analytically. As a result, an experimental study is carried out to determine the influence of the added stability constraint on computational time. Table 3 shows for different selections of N p and N c the average computational time of online QP without the added stability constraint, and the percentage increase in the average computational time of the online QP due to the added stability constraint. In this study, Algorithm A1 was used to find P required for constructing the stability constraint.
It is noticed from the study that the added stability constraint increases the computational time, and this increase is approximately in the range of [1-20%] .
The computer, used in the study, was a dual Pentium 4, 3.2 GHz, 1 GB RAM.
Example 2
In this example, the control of a highly nonlinear model of a continuous stirred tank reactor (CSTR) [30] is discussed. Assuming constant liquid volume, the CSTR is described by the following dynamic model:
The above model represents an exothermic, irreversible reaction, A ! B, and it is based on a component balance for reactant A and an energy balance. C a is the concentration of A in the reactor, T is the reactor temperature and T c is the temperature of the coolant stream. The description and the numerical values of the different parameters are shown in Table 4 . It is required to design a stabilizing MBPC for the above system. The constraints are: 230 T c 370K; 260 T 380K; 0 C a 1mol=l. Let:
, and u ¼ T c À T ceq , where C aeq , T eq , and T ceq represent the required equilibrium values of concentration, temperature and coolant temperature, respectively.
The method, suggested in [37] to obtain local linear models around the nonequilibrium operating points, is used to determine the continuous T-S fuzzy model 
Low, medium, and high are corresponding to T ¼ 270, T ¼ 320, and T ¼ 370, respectively. 3 compares the method suggested in this article to the existing stability methods, explained in Section 4. For the proposed Method M4, Algorithm {A1} is used. For Method M1, suggested in [20] : Q ¼ 0:05I; c ¼ 0:1. The description and the computation of these variables are described in [20] . For Method M2 [25] , the uncertainty in the model matrices (DAðkÞ and DBðkÞ) are obtained as a convex combination of the local uncertainties of the different fuzzy rules (Chapter 7 in ref. [7] ).
It can be noted, from Fig. 3 , that:
1. The steady state errors equal zero in the three methods (asymptotic stability). 2. Method M2, suggested in [25] , gives the slowest decay rate to the origin. This method achieves only the asymptotic stability (not exponential stability). Also, the added constraints on the input and its increment lead to slower response (see the transition from T ¼ 310 to T ¼ 270 in Fig. 3b ).
3. The responses obtained using Method M4 (the proposed method) and Method M1 (the Terminal Constraint Set method [20] ) are close to each other. In the two methods, only one optimization QP is solved each sampling instant. Method M4 doesn't need an auxiliary controller. 4. The required control action in case of using Method M4 (proposed method) is smoother than the control actions for the other two methods (see Fig. 3c ).
Example 3
This example shows how to use relaxed LMI conditions based on nonquadratic Lyapunov function to develop the proposed stabilizing fuzzy predictive controller. Furthermore, it discusses the robustness of the proposed design. Consider the following discrete nonlinear system [10] : It is required to design a stabilizing MBPC (Algorithm A1) for the above system.
The discrete T-S fuzzy model for this system assuming that x 1 ðtÞ 2 ½À; ; > 0 is shown below [10] .
If x 1 ðtÞ is F 
The above matrices are used to construct the Lyapunov function (19) . For MBPC, the constraints are: À1:9 x 1 ðtÞ 1:9; À0:2 uðtÞ 0:2. Also, an added constraint on the applied control action is used to ensure the decrease of Lyapunov function (19) . This results in asymptotic stability of the closed loop system. The weighting matrices in the cost function (7) are: noticed that a feasible control sequence, within the saturation limits, is found. It achieves the asymptotic stability of the closed-loop system. Also, it is required to test the proposed algorithm (Algorithm A1) in case of poor selection of the prediction and control horizons. Let N p ¼ 20, N c ¼ 2. The MBPC without the added stability constraint fails to stabilize the system (40) . On the other side, the proposed MBPC with the added stability constraint, that ensures the decrease of nonquadratic Lyapunov function (19) , stabilizes the system (40) as shown in Fig. 4b . It can be concluded from the obtained results that the proposed method is so flexible that it can be used with relaxed LMI conditions. This is an advantage of the proposed method.
The second part of this example discusses the robustness of the proposed method including the effect of uncertainty in the system model and external disturbances on the system stability. System (40) is unstable system, so the controlled system is sensitive to uncertainty in the model parameters and external disturbances. To discuss the robustness aspects, let us assume that (41) is derived based on wrong information about the system, and the actual system equations are shown below. In this case, using control law (20) results in unstable closed-loop system. On the other hand, Fig. 5a shows the states and the control action in case of using (41) is uncertain. It can be concluded that the proposed method is more robust against system uncertainties than control law (20) . Additionally, it is required to study the robustness of the proposed method against external disturbances. Fig. 5b shows the system states and the control action in case of controlling system (45) using the proposed controller (Algorithm A1, N p ¼ 5, N c ¼ 3), using the uncertain model (41) , and adding input pulse disturbance 0:1Pðt À 10Þ (the magnitude of the disturbance is 50% of u max ) . The proposed controller succeeds to stabilize the system in this case. It can be concluded from Fig. 5 that the proposed method gives acceptable results in the case of model uncertainties and external disturbances. This is because a well-tuned predictive controller is usually robust against model uncertainties and external disturbances [25] . Although the proposed method gives good results in case of model uncertainties and external disturbances, there is no guarantee that this always happens.
Example 4
This example is given to test the proposed stabilizing observer-based fuzzy predictive control algorithm (Algorithm A3). Given the following simplified model of a steam generator [7, 26] . [7] .
The parameters of the system are: A reduced order observer is used to estimate x 3new and x 4new based on the errors in the estimation of y 3new , and y 4new . The LMI conditions (32) are solved offline to get the observer gains. Also, it is required to calculate P offline in order to construct the stability constraint. It should be noted that the LMI conditions (16) are modified to put a limit on each input ( 1 , 2 , 3 , and 4 ) to achieve the input constraints. The LMI conditions (18) , (16) , and added LMI conditions to achieve the output constraint y 4new 2 are solved offline. This output constraint is added to reduce the overshoot in the steam flow rate. 
For predictive controller, the following performance index is used instead of (7).
JðuðkÞ; yðkÞ; y r ðkÞÞ ¼ ]. It is required to change the steam flow rate to the desired reference, and keep the pressure, excess oxygen level, and water level at the nominal values 320 PSI, 2.5%, and 0 inches, respectively.
For these controller parameters, the predictive controller without the added stability constraint fails to stabilize the system (water level doesn't settle at 0). On the other hand, Fig. 6 shows the pressure, excess oxygen level, water level, and steam flow rate. It is clear from the figure that the proposed controller (Algorithm A3) succeeds to stabilize the system. shows the estimated states and their actual values. It is clear from the figure that the observer succeeds to estimate the states correctly. It can be concluded that the proposed stabilizing observer-based fuzzy predictive controller succeeds to stabilize the system (46) without needing any other stabilizing controllers.
Conclusion
In this article, a novel method (First Point Constraint Method) is suggested to design a stabilizing MBPC. An added constraint on the applied control action is used to ensure the decrease of a quadratic Lyapunov function, and so exponential stability is achieved. Three methods are suggested to select the quadratic Lyapunov function. One contribution of this work is the fact that the feasibility of the MBPC algorithm is ensured, if specific LMI conditions are solved. The proposed method is so flexible that it can be used with relaxed LMI conditions. Another contribution is that for feasible problems, stability doesn't depend on the choices of the prediction and control horizons. Additionally, the proposed method is extended to observerbased feedback case. The proposed method is compared to existing stability methods, used in the MBPC literature, namely: the techniques based on the endpoint constraints (Terminal Constraint Set methods) and the robust stability techniques based on the small gain theory. The proposed method guarantees exponential stability, can be used for controlling open-loop unstable plants, and doesn't need an auxiliary local stabilizing controller. The simulation results confirm the advantages of the suggested method, even for poor selection of the controller parameters. 
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