This paper shows how Markovian strategies used to solve well known segmentation problems such as motion estimation, motion detection, motion segmentation, stereovision and color segmentation can be significantly accelerated when implemented on programmable graphics hardware. More precisely, it exposes how the parallel abilities of a standard Graphics Processing Unit usually devoted to image synthesis can be used to infer the labels of a segmentation map. The problems addressed in this paper are stated in the sense of the maximum a posteriori with an energy-based or probabilistic formulation, depending on the application. In every case, the label field is inferred with an optimization algorithm such as ICM or simulated annealing.
rendering complex scenes in real-time. Because of the very nature of conventional graphics scenes, graphics hardware have been designed to efficiently manipulate texture, vertices and pixels. What makes this graphics processors so efficient is its fundamental ability to process vertices and fragments (see pixels) in parallel, involving interesting acceleration factors.
In spite of appearances, it is possible to take advantage of the parallel abilities of programmable graphics hardware to solve problems that goes beyond graphics. This is what people call general-purpose computation on GPUs (GPGPU) [1] .
Some authors have shown that applications such as fast Fourier transforms [14] , linear algebra [13] , motion estimation and spatial segmentation with level sets could run on graphics hardware [1, 22] . Even if these applications have little in common with traditional computer graphics, they all share a common denominator: they are problems that can be solved by parallel algorithms.
Parallel implementations of Markovian algorithms applied to motion detection [6] and picture restoration [7] have been proposed in the past. Unfortunately, these methods were build upon dedicated, expensive and sometimes obsolete architectures. This paper shows how cheap and widely distributed graphics hardware can be used to significantly accelerate Markovian segmentation. Even if GPUs are cutting edge technologies made for graphics rendering, this contribution shows that implementing a MAP segmentation algorithm on a fragment processor isn't much more difficult than writing it in a C-like procedural language.
The remainder of the paper is organized as follows. In Section 2, a review of the Markovian segmentation theory is proposed before Section 3 presents three energy-based segmentation problems. Section 4 follows with the probabilistic (and unsupervised) problem of motion and color segmentation before Section 5 and 6 present the optimization algorithms ICM and SA and the parameter estimation algorithms K-means and ICE. Section 7 gives an in-depth look to the graphics hardware architecture and exposes how the algorithms presented so far can be implemented on a graphics hardware. Finally, Section 8 shows experimental results before Section 9 concludes.
MARKOVIAN SEGMENTATION
The applications this contribution tackles aim at subdividing observed input images into uniform regions by grouping pixels having features in common such as color, motion or depth. Starting with some observed data Y (which is typically one or more input images), the goal of a segmentation program is to infer a label field X containing class labels (i.e. labels indicating whether a pixel belongs or not to a moving area or a certain depth for instance). X and Y are generally defined over a rectangular lattice of size N × M represented by S = {s|0 ≤ s < N × M } where s is a site located at the Cartesian position (i, j) (for simplicity, s is sometimes defined as a pixel). It is common to represent by a low-case variable such as x or y, a realization of the label field or the observation field. For each site s ∈ S, its corresponding element x s in the label field takes a value in Γ = {e 1 , e 2 , ..., e N } where N is the total number of classes. In the case of motion detection for example, N can be set to 2 and Γ = {StaticClass,MobileClass}. Similarly, the observed value y s takes a value in Λ = { 1 , 2 , ..., ζ } where ζ can be set, for instance, to 2 8 for gray-scale images and 2 24 for color images.
In short, a typical segmentation model is made of two fields x and y, i.e. an observation field (y) that is to be decomposed into N classes by inferring a label field (x).
In the context of this paper, the goal is to find an optimal labelingx that maximizes the a posteriori probability P (X = x|Y = y) (represented by P (x|y) for simplicity), also called the maximum a posteriori (MAP) estimate [19] :x MAP = arg max x P (x|y). With Bayes theorem, this equation can be rewritten aŝ
x MAP = arg max x P (y|x)P (x) P (y)
or equivalentlyx MAP = arg max x P (y|x)P (x) since P (y) isn't related to x. Assuming that X and Y are Markov Random Fields (MRF) and according to the Hammersley-Clifford theorem [19] , the a posteriori probability P (x|y) -as well as the likelihood P (y|x) and the prior P (x)-follows a Gibbs distribution, namely
where λ x|y is a normalizing constant and U (x, y) is an energy function. Combining Eq.
(1) and (2), the optimization problem at hand can be formulated as an energy minimization problem i.e.,
where W (x, y) and V (x) are respectively the likelihood and prior energy functions. If we assume that the noise in y isn't correlated, the global energy function U (x, y) can be represented by a sum of local energy functionŝ
Here, η s is the neighborhood around site s and V ηs (x s ) = c∈ηs V c (x s ) is a sum of potential functions defined on so-called cliques c. Notice that function V c (x s ) defines the relationship between two neighbors in c, a binary clique linking a site s to a neighbor r.
An ad hoc definition of W s (x s , y s ) and V ηs (x s ) lead to a so-called energy-based segmentation. By opposition, when W s (x s , y s ) and V ηs (x s ) are defined by a probabilistic law linking x s to y s , the segmentation is called probabilistic. In both cases though,x MAP is estimated with an optimization procedure such as SA or ICM which are typically slow algorithms.
Details of these algorithms are discussed in Section 5.
ENERGY-BASED SEGMENTATION
This Section shows how typical computer vision problems can be expressed as the minimum of a global energy function made of a likelihood and a prior term.
Motion Detection
The goal of motion detection is to segment an animated image sequence into mobile and static regions. For this kind of application, moving pixels are typically the ones with a non-zero displacement, no matter what direction or speed they might have. Motion detection is thus a spatial case of motion segmentation. The solution presented in this Section was inspired by the work of Bouthemy and Lalande [4] which proposed one of the first energy-based Markovian solution to that problem.
Let us mention that their paper influenced many subsequent contributions including the one by Dumontier et al. [6] who proposed a parallel hardware architecture to detect motion in real time. Unfortunately, the hardware they used was specifically designed and is not, to our knowledge, available on the market. In addition, the design of their hardware architecture is different from standard graphics hardware.
The solution here proposed is based on the concept of temporal gradient and doesn't require the estimation of an optical flow. From two successive frames f (t) and f (t + 1), the observation field y is defined as the temporal derivative of the intensity function df /dt namely y = ||f (t + 1) − f (t)||. Assuming that scene illumination variation is small, the likelihood energy function linking the observation field to the label field is defined by the following equation
where m p is a constant and σ is the variance of the Gaussian noise. Because of the very nature of the problem, N = 2 and x s ∈ {0, 1} where 0 and 1 correspond to static and moving labels. As for the prior energy term, as in [4] and [6] , the following Potts model was implemented
The overall energy function to be minimized is thus defined by
where η s is a second order neighborhood (eight neighbors). Please remark that this solution makes the implicit assumption that the camera is still and that moving objects were shot in front of a static background. To help smooth out interframe changes, one can add a temporal prior energy term V τ (x s ) linking label x s estimated at time t and the one estimated at time t − 1.
Motion Estimation
The goal of motion estimation is to estimate the direction and magnitude of optical motion over each site s ∈ S of an animated sequence [9, 2, 10] . Among the solutions proposed in the literature, many are based on an hypothesis called lightness consistency. This hypothesis stipulates that a site s ∈ S at time t keeps its intensity after it moved to site s + v s at time t + 1. Although this hypothesis excludes noise, scene illumination variation, and occlusions (and thus is an extreme simplification of the true physical nature of the scene) it allows simple energy functions to generate fairly accurate results.
Under the terms of this hypothesis, the goal of motion estimation is to find, for each site s ∈ S, an optical displacement vector v s for which f s (t) ≈ f s+ vs (t + 1). In other words, the goal is to find a vector fieldv for whicĥ
Notice that the absolute difference could be replaced by a cross-correlation distance for more robustness. Such strategy is sometimes called in the literature region-based matching [10] . But anyway, when estimating motion, the observation field y is the input image sequence f and y(t) is a frame at time t. Furthermore, the label field x is a vector field made of 2D vectors defined as x s = v s = (ζ i , ζ j ) where ζ i , ζ j are integers taken between −d max and d max as shown in Fig. 1 .
Eq. (8) has one major limitation though which comes from the fact that real-world sequences contain textureless areas and/or areas with occlusions. Typically, over these areas several vectors x s can have a minimum energy, although only one is valid. This is the well known aperture problem [16] . In order to guaranty the uniqueness of a consistent solution, some approaches have been proposed [9] . Among these approaches, many opt for a regularization term (or smoothness constraints) whose essential role is to rightly constrain the ill-posed nature of this inverse problem. These constraints typically encourage neighboring vectors to point in the same direction with the same magnitude. In the context of the MAP, these constraints can be expressed as a prior energy function such as the Potts model of Eq. (6) . However, since the number of labels can be large (here (2d max + 1) 2 ), we empirically observed that a smoother function is better suited. In fact, the following linear function was implemented
where c is a binary clique linking site s to site r. Notice that other smoothing functions are available [16] . The global energy function U (x, y) to be minimized is obtained by combining Eq. (8) and (9) as follows
).
Let us mentioned that Konrad and Dubois [12] proposed a similar solution involving a line process to help preserve edges.
Stereovision
The goal of stereovision is to estimate the relative depth of 3D objects from two (or more) images of a scene. For simplicity purposes, many stereovision methods use two images taken by cameras aligned on a linear path with parallel optical axis (this setup is explained in detail in Scharstein and Szelisky's review paper [8] ). Stereovision algorithms often make some assumptions on the true nature of the scene. One common assumption (which is similar to motion estimation's lightness consistency assumption) states that every point visible in one image is also visible (with the same color) in the second image.
Based on that assumption, the goal of a stereovision algorithm is to estimate the distance between each site s -with coordinate 
where y = {y mat , y ref } and y mat is the second image familiarly called the matching image. Notice that the function ||.|| can be replaced by a robust function [8] if needed. In the context of the MAP, C(.) is the likelihood energy function and the disparity map d is the label field to be estimated. Thus, to ensure uniformity with Section 2's notation, the cost function of Eq. (11) will be defined as C(s, x, y).
To ensure spatial smoothness, two strategies have been traditionally proposed. The first one is to convolute C(s, x, y) with a low-pass filter or a so-called aggregation filter w (see [8] for details on aggregation). Although a pre-filtering step slows down the segmentation process, it can significantly reduce the effect of noise and thus enhance result quality. The second strategy to ensure spatial smoothness is to take advantage of a prior energy term V ηs (x) of the form
where the absolute value could be replaced by another cost function if needed. The global energy function U (x, y) can thus be written as
Ws(xs,ys)
Vη s (xs) (13) where β S is a constant.
Minimizing the energy function of Eq. (13) can be time consuming, especially when the number of disparities D MAX is large. To save on processing time, two simple strategies are conceivable. The first one is to minimize the likelihood function only and ignore the prior term :x s = arg min xs (w * C)(s, x, y)). In this way, the filter w is assumed to be good enough to ensure spatial smoothness. This simple greedy strategy is called Winner-Take-All (WTA) and converges after only one iteration. Another way to reduce processing time is to pre-compute C(s, x, y) in a 3D be filtered by w after which the optimization process can be launched.
PROBABILISTIC SEGMENTATION
In this paper, both the color and the motion segmentation are based on a probabilistic criteria which relates the observed data y s to its label x s with a distribution P (y s |x s ). For the color segmentation, y s takes a value between 0 and 255 for gray-scale images and between (0, 0, 0) and (255, 255, 255) for color images. As for motion segmentation, y s is a two-dimensional vector represented by y s = v s = (u s , v s ) where u s and v s are reel values. Because y s is related to x s by a probability distribution, the energy function W s (x s , y s ) is designed according to that distribution, namely W s (x s , y s ) ∝ − ln P (y s |x s ).
A very popular function used to model P (y s |x s ) is the multidimensional Gaussian distribution
where d is the dimensionality of y s (d = 1 or 3 for color segmentation and d = 2 for motion segmentation) and (µ xs , Σ xs )
are the mean and variance-covariance matrix of class x s . Using a classical Potts function as prior model, the global energy function of Eq. (4) can be written as
In the case of unsupervised segmentation, the Gaussian parameters Φ = {(µ i , σ i ) | 1 ≤ i < N} has to be estimated conjointly with x or preliminary to the segmentation step. To do so, many parameter estimation algorithms are available among which K-means [5] and ICE [23] are commonly used.
OPTIMIZATION PROCEDURES
Since Eq. (4) has no analytical solution,x has to be estimated with an optimization procedure. The first optimization procedure we have implemented is the simulated annealing (SA) which is a stochastic relaxation algorithm based on a Gibbs sampler. The concept of SA is based on the manner in which some material recrystallize when slowly cooled down after being heated at a high temperature. The final state (called the frozen ground state) is reached when temperature gets down to zero. Similarly, SA searches for the global minima by cooling down a temperature factor T [20] from an initial temperature
The major advantage with SA is its ability to always reach the global minima with the appropriate decreasing cooling temperature schedule. This is made possible because SA authorizes energy increases to escape form local minima. To do so, SA stochastically samples the system probability distribution and randomly generates new configurations. In this paper, the system probability is made of the global energy function (here U (x, y)) and a temperature factor T . This probability function is similar to Boltzmann's probability function [20] which can be written as
where λ is a normalization factor. The simulated annealing algorithm is presented in the upper section of Table 1 .
The main limitation with SA is the number of iterations it requires to reach the frozen ground state. This makes SA unsuitable to many applications for which time is a decisive factor. This explains the effort of certain researchers to find faster optimization procedures. One such optimization procedure is Besag's ICM algorithm [11] . Starting with an initial
, ICM iteratively minimizes U (x, y) in a deterministic manner by selecting, for every site s ∈ S, the label e i ∈ Γ that minimizes the local energy function at that point. Since ICM isn't stochastic, it cannot exit from local minima and thus, requires x to be initialized near the global minima. In practice however, this limitation is rarely a problem since ICM generates fairly good results, always at a fraction of the time needed by SA ( Fig. 2 illustrate the difference between ICM and SA). The ICM algorithm is presented in the lower section of Table 1 .
PARAMETER ESTIMATION
The two parameter estimation algorithms we have implemented for this paper are K-means [5] and ICE [23] . K-means is an iterative clustering method that assumes input data {y s } is distributed within K spherical clusters of equal volume. At each iteration, every site s is first assigned to the nearest cluster before a second step re-estimates the center of mass of every cluster. The resulting K-means clusters minimize the sum-of-square error function :
The variance-covariance of each cluster is estimated once the algorithm has converged.
K-means has two well known limitations. First, its assumption that all clusters are spherical with equal volume is simplistic an often unsuited to some observation fields. Second, because K-means is a deterministic algorithm, it is sensitive to noise and is likely to converge toward local minima. Consequently, some authors suggest to refine Φ with a more realistic model, less sensitive to noise and local minima such as the stochastic (and Markovian) ICE estimation algorithm. Further details on this algorithm are presented in [23] while Table 3 presents a version of ICE adapted to this paper.
GRAPHICS HARDWARE ARCHITECTURE
As mentioned previously, graphics hardware is highly optimized to solve traditional computer graphics problems. Nowadays, graphics hardware is generally embedded on a graphics card which can receive/send data from/to the CPU and the main memory via the system bus, be it PCI, AGP or PCIe (see Fig. 4 ). To our knowledge, most graphics hardware are designed to fit the graphics processing pipeline shown in Fig. 5 [18, 3] . This pipeline is made of various stages which sequentially transforms images and geometric input data into an output image stored in a section of graphics memory called the framebuffer. Part of the framebuffer (the front buffer) is meant to be visible on the display device.
Until recently, graphics pipelines have presented a flexible but static interface to application programmers. Although many parameters on each processing stage could be tweaked to adjust the processing, the fundamental graphics operations couldn't be changed. To answer this limitation, hardware manufacturers have made programmable the vertex and fragment processing stages. These two stages can now be programmed using C-like languages to process vertex and fragments with user-defined operations. Let us mention that a fragment is a per-pixel data structure created at the rasterization stage. A fragment contains data such as color, texture coordinates, depth, and so on. Each fragment is used to update a unique location in the framebuffer. For example, a scene made of a five-pixel-long horizontal line will generate five fragments whereas a 100 × 100 plan perpendicular to an orthographic camera will generate 10000 fragments.
Because of the very nature of graphics applications, the graphics processing unit (the GPU) have been designed as a streaming processor, that is a processor with inherent parallel processing abilities. With such processor, the vertices and the fragments are processed in parallel, thus providing all graphics applications a significant acceleration factor.
Fragment Programs
With a GPU, general-purpose applications going beyond traditional computer graphics can now be implement on graphics hardware [1] to take advantage of its parallel abilities. It is especially true for various image processing applications. These applications are generally executed over the fragment processor, mostly because it is the only part of the graphics pipeline that has access to both input memory (texture memory) and output memory (the framebuffer). It has also traditionally been the most powerful stage of the GPU.
A fragment processor is designed to load and execute in parallel a program (also called shader) on each fragment generated during the rasterization stage. As shown in Fig. 5(b) , such program has typically access to three kinds of input values [18, 17] .
First, a fragment shader has a read-only access to the texture memory. In this contribution, the texture memory contains the observation field y and the label field x [t−1] estimated during the previous optimization iteration. Secondly, fragment shaders have access to build-in variables containing general graphics informations such as the modelview matrix, the light sources, the fog, and the material to name a few. The only build-in variable used by our shaders is the one containing the fragment coordinates (i, j). Thirdly, fragment shaders have also access to user-defined variables containing all kinds of applicationspecific data such as weighting factors, class parameters, window size, and so on. This data is typically stored in arrays, vectors, integer or floating point variables.
A fragment shader can return color, alpha and depth values. The first two values are stored in the framebuffer where as the last one is copied in the depth buffer. In this contribution, only the values copied in the framebuffer are taken into account.
In short, a fragment shader is a program executed on the fragment processor that processes in parallel every fragment (see pixel) returned by the rasterization stage. This shader has access to user-defined parameters, has a read-only access to texture, a write-only access to the framebuffer and cannot exchange information with the neighboring fragments. It should be noted that while the GPU can be a very powerful processing tool, sending and receiving data from/to the CPU across the system bus introduces significant latency. As such, data traffic between the CPU application and the GPU should be kept at a strict minimum.
Loading and Executing a Fragment Shader
As mentioned before, a fragment processor is made to load and execute in parallel a program called the fragment shader. As shown in Fig. 6 , the shader source code is first located in a C or C++ application running on the CPU. Typically, this source code is listed in a 1D "unsigned char" array. While the C/C++ application is running, the shader source code is compiled and linked by the Application Program Interface (API)'s driver. Once the linking has finished, the linker returns a program object that is loaded on the graphics hardware for execution. The shader is executed when one or more graphics primitives are rendered. This procedure is illustrated in Table 4 . Notice that most common APIs such as OpenGL and DirectX provide easy to use high-level driver functions [18, 17] .
Markovian Segmentation on GPU
Although fragment shaders (as well as vertex shaders) can be written in a C-like procedural languages [18, 17] , they have some specificities as compared to ordinary C/C++ programs. The most important ones are the following:
1. a fragment shader is made to process every fragment in parallel;
2. the only memory in which a fragment shader can write into is the framebuffer and the depth buffer;
3. the only data a fragment shader can read is contained in the texture memory, in built-in variables and in user-defined variables. As such, it cannot read the content of the framebuffer of the depth buffer;
4. since fragments are processed in parallel, fragment shaders cannot exchange information. GPUs do not provide its shaders with access to general-purpose memory.
With such specificities, minimizing a global Markovian energy function such as Eq. (4) can be tricky. In fact, three main problems have to be overcome. Firstly, when performing a Markovian segmentation, the fragment operations should obviously be performed on every pixel of the input scene. As such, a perfect 1 : 1 mapping from the input pixels to the output buffer pixels is necessary. This is achieved by rendering a screen-aligned rectangle covering a window with exactly the same size than the input image. To alleviate all distortion due to perspective, we also used an orthographic camera. In this way, the rasterization stage generates N × M fragments, one for every pixel of the input images. This is illustrated by the ICM algorithm presented in Table 5 . In this example, the fragment shader is executed when the rectangle primitive is rendered (line 4). Here, the fragment shader minimizes in parallel the energy function U (x s , y s ) on each site s ∈ S.
The second problem comes from the fourth limitation. Since GPUs provide no general-purpose memory, one might wonder how the prior energy function V ηs can be implemented on a fragment program since it depends on the neighboring labels x t contained in the (write-only) framebuffer. As shown in Table 5 , after rendering the scene, the CPU program copies the framebuffer into texture memory (line 5). In this way, the texture memory (which can be read by fragment shaders)
contains not only the input images, but also the label field x [t−1] computed during the previous iteration. Thus, V ηs is computed with labels iteratively updated and not sequentially updated as it is generally the case. Such strategy was already proposed by Besag [11] and successfully tested by other authors [6] . This iterative updating scheme corresponds to the Jacobi-type version of the initial Gauss-Seidel ICM procedure. In both cases, the algorithm is ensured to converge. Notice that the iterative nature of ICM is reproduced with multiple rendering of the rectangle (lines 4-5-6 of Table 5 ), the fragment shader containing no iteration loop.
The last problem with shaders comes with their inability to generate random numbers such as needed by the stochastic algorithms SA and ICE. We thus had to implement a workaround that goes as follows. First, in the C/C++ application, an image with random values is created. This random image is then copied in texture memory where the shader can access it.
In this way, a stochastic shader processing a site (i, j) will have access to the random number located at position (i, j) of the random image. This procedure is illustrated by the algorithms of Table 6 and 9. Please remark that the shaders are fed with a vector δ = (δ i , δ j ) that make sure the same random value is not reused at each iteration. Although this workaround isn't as efficient as a good random number generator, the results obtained with our hardware programs were very close to the ones obtained with the software programs.
Energy-Based Segmentation on GPU
With the techniques described in the previous Section, performing motion detection, motion estimation and stereovision on a GPU is fairly straightforward. Since the shading languages (NVIDIA's Cg language in our case) have a syntax similar to C, the software programs could be almost directly reused in the shader. The implementation of the three fragment programs is conceptually very similar since they all minimize an energy function made of a likelihood term and a prior term.
There is one exception however that occurs when a pre-filtering step is required by the stereovision application. To handle this situation, the cost function C(s, x, y) is first precomputed and stored in a 3D DSI table located in texture memory.
Then, the DSI table is filtered by "w" after which the optimization procedure (be it ICM, SA or WTA) is launched. In the context of a typical GPU, these operations can be done with one fragment shader made of three functions: one to compute the matching cost C(s, x, y), one to filter C(s, x, y) with w, and one to minimize the global energy function U (x, y). More specifically, the first shader function has to compute, for each site s ∈ S, the cost value C(s, x, y) associated to each disparity
The cost values are then copied in texture memory which stands as a DSI table. Immediately after, the second shader function filters the DSI table ((w * C)(s, x, y)) and copies the result in texture memory. At this point, the likelihood values W s (x s , y s ), ∀s ∈ S, ∀x s ∈ Γ are stored in texture memory. The third shader function is finally used to minimize the energy function U (x s , y s ) with ICM, SA or WTA. The overall stereovision hardware algorithm is presented in Table 7 .
Probabilistic Segmentation on GPU
Optimizing Eq. (15) with SA or ICM is done the same way as for energy-based applications. Hardware algorithms of Table   5 and 6 can be directly reused, with the difference that shader parameters include the Gaussian mixture parameters Φ. The delicate aspect of probabilistic segmentation concerns more the parameter estimation procedures K-means and ICE which aren't perfectly suited to a mapping to the GPU. While the first step of these algorithms (assigning the best cluster for each image pixel for each site s ∈ S, line 2 of Table 2 and 3) is perfectly implementable in parallel, the second step (Gaussian parameters computation, line 3 of Table 2 and 3) is not. As such, we have to take an hybrid approach : execute line 2 on the GPU (parallel processing) and line 3 on the CPU (sequential processing).
At first, the input images y are put in texture memory so it is accessible by the fragment shaders. Each site s ∈ S are then assigned the best class e i by the fragment shader, before the Gaussian parameters of every class are re-estimated. Because this last operation is global and thus can't be parallelized, the framebuffer containing the class of each pixel is read back to the CPU memory, where the computation takes place. Once the parameters are re-estimated, they are passed back to the GPU after which a new iteration can begin. The implementation of K-means and ICE is illustrated in Table 8 and 9.
EXPERIMENTAL RESULTS
Results compare software and hardware implementations of the energy-based and probabilistic applications we have discussed so far. The goal being to show how fast a segmentation program implemented on a GPU is compared to its implementation on a CPU. The software programs were implemented in C++ 1 and the NVIDIA Cg language was used to implement the fragment programs. Because Cg's syntax is very much similar to C and C++, the C++ code of our software applications were partly reused to implement the fragment shaders. As such, the differences between the software and hardware implementations were kept at a strict minimum and thus, could be fairly compared.
Every result was obtained after varying some variables. In Figs. 7 to 11 , the lattice size vary between 64 × 64 and 1024 × 1024 and the number of classes (or disparities) between 4 and 32, depending on the application. The number of iterations was set to 10 for ICM, K-Means and ICE, and to 500 for SA. Every result is expressed as an acceleration factor between the software and hardware programs.
The results do not include however the time needed to load, compile and link the shaders which can vary between 0.05 second and 5 seconds. Although this might seems prohibitive, this initialization step is done only once at the beginning of the application. In this way, when segmenting more than one scene (or segmenting a scene with a lattice size larger than 128 × 128), this initialization time soon gets negligible as compared to the acceleration factor. This is especially true when simulated annealing is used as optimization procedure.
All programs were executed on a conventional home PC equipped with a AMD Athlon 2.5 GHz, 2.0 Gig of RAM and a NVIDIA 6800 GT graphics card. NVIDIA fp40 Cg profile was used in addition to the cgc compiler version 1.3.
Energy-based segmentation
Figs. 7, 8 and 9 contain the acceleration factor for the three energy-based applications. In Figs. 7 and 8 are the results for SA and ICM over grayscale and color sequences. In every case, the hardware implementation is faster than its software counterpart by a factor between 10 and 60. Notice that the acceleration factor is more important for color sequences than for grayscale sequences. This is explained by the fact that the likelihood energy function W of the motion estimation and motion detection programs is more expensive to compute with RGB values than with grayscale values. Thus, distributing this extra load on a fragment processor results in a more appreciable acceleration factor. In Fig. 8, d MAX was set to 4 in the first graphic and the lattice size was set to 256 × 256 in the second graphic.
For stereovision (Fig. 9) , we have tested our programs for the three tasks presented in Tab. 7 namely the computation of the DSI table, the aggregation filtering, and the optimization procedure (SA, ICM and Winner-Take-All (WTA)). The three optimization procedures have been tested on scenes of various size and with different number of disparities. In the leftmost graphics, D MAX was set to 16 and the lattice size was set to 256 × 256 in the other graphics. As can be seen, the acceleration factor for ICM and SA is more important than the one for WTA. This can be explained by the fact that WTA is a trivial and efficient algorithm (it converges in only one iteration) with a less impressive amount of computation to distribute on the GPU than for ICM and SA.
As for the task of computing the DSI table, we have compared our hardware and software implementations over color and grayscale input images. Again, since the likelihood cost function C(s, x, y) is more expensive to compute with RGB values than with grayscale values, the acceleration factor for the color DSI is more important than the one for the gray scale DSI.
Statistical segmentation
The statistical applications presented in Section 5 and 6 have been also implemented in C++ and in Cg. The performances of each implementation was evaluated by varying the number of segmentation classes and the size of the images to be segmented.
The acceleration factor between the software and hardware version of the programs is presented in Fig. 10 .
Notice that the speedup factor between hardware and software version of ICM and SA (between 20 and 120) is more important than the one for K-means and ICE (between 2 and 8). The reason for this is that K-means and ICE have to exchange information (for the Gaussian parameter estimation) with the CPU which is a major bottleneck for such hardware programs. Hence why the parameter estimation programs seem less efficient than ICM and SA.
Also, as can be seen, the speedup factor for K-means is larger than for ICE. This is explained by the fact that ICE has to estimate (and invert) the variance-covariance matrix at each iteration which isn't required for K-means. This extra load on the CPU makes ICE less efficient than K-means.
As is the case for most energy-based applications, the speedup factor for SA and ICM is more important on color images than on grayscale images. Again, this is explained by the fact that the energy function of Eq. (15) is more expensive to compute for color images than for grayscale images. Thus, parallelizing this costly CPU operation leads to a more important acceleration factor. Notice that the acceleration factor is larger when segmenting large images and/or segmenting images with many classes.
With our actual hardware implementation, a color image of size 128 × 128 is segmented in 4 classes at a rate of 76 fps with ICM, 1.4 fps with SA, 2.5 fps with ICE and 14 fps with K-means. Although K-means and ICE estimate parameters at an interactive rate, they can be seen as slow procedures, at least compared to ICM. Thus, to save on processing time, when segmenting an image sequence with frames having mostly the same color distribution, the Gaussian parameters estimated on the first frame can be reused for the rest of the sequence. As an example, Fig. 11 shows an image sequence of size 352 × 240 segmented in 6 classes. At first, the fragment shader is loaded, compiled and linked (approximately 1.5 second).
The Gaussian parameters are then estimated on the first frame with K-means and ICE (approximately 2 seconds). Assuming the color distribution of every frame is similar, the Gaussian parameters are reused to segment the rest of the sequence.
Segmenting the 30 frames with our hardware implementation of ICM took approximately 1.5 second for the entire sequence,
i.e. an average of 0.05 second per frame. This represents a segmentation rate of 20 frames per second. Notice how little the difference is between the segmentation map of the last frame ( Fig. 11 (e) ) inferred with the Gaussian parameters initially computed and the one obtained with the Gaussian parameters estimated on the last frame ( Fig. 11 (f) ).
CONCLUSION
This paper exposes how programmable graphics hardware can be used to performed typical Markovian segmentation applied to energy-based and statistical problems. Results show that the parallel abilities of GPUs significantly accelerate these applications (by a factor of 4 to 200) without requiring any advanced skills in hardware programming. Such hardware implementation is useful especially when the image size is large, when the number of labels is large or when the observation field y is made of color images. Notice that a multiresolution version of every program could be implemented on GPU, at the expense though of a more elaborated setup. 
xs ← according to P (xs|ys), randomly select ei ∈ Γ 3 T ← T * cooling Rate 5
Repeat lines 2-3 until T ≤ TMIN 1 Initialize x 2 For each site s ∈ S 3 xs = arg mine i ∈Γ U (ei, ys) 4
Repeat lines 2-3 until x stabilizes Table 1 . Simulated annealing and ICM algorithms.
For each site s ∈ S 2a xs ← arg mine i ∈Γ ||ys − µe i ||
Repeat lines 2-3 until each mean µi no longer moves 5 Σ Table 2 . K-Means algorithm.
xs ← according to P (xs|ys), randomly select ei ∈ Γ 3a µi ←
Repeat lines 2-3 until Φ stabilizes Compile, link and load the SA shader on the GPU. 4
T ← TMAX 5 δi, δj ← random integers between -5 and 5 6
Specify shader parameters (δi, δj, T and βS for example) 7
Render a rectangle covering a window of size N × M 8
Copy the framebuffer into texture memory 9 T ← T * coolingRate 10 Repeat lines 5 to 9 until T < TMIN 11 Copy the framebuffer into a C/C++ array if needed 1 P (xs = ei|ys) ← 1 λ exp{ −1 T U (xs = ei, ys)}, ∀ei ∈ Γ 2 r ← Rnd s+δ 3
According to r and P (xs|ys), randomly select ei ∈ Γ 4
Framebuffers ←xs Render a rectangle covering a window of size N × M . 7
Copy the framebuffer into texture memory
// * * * * Apply fi lter w * * * * // 9
Tell the shader to use the filter function. Render a rectangle covering a window of size N × M .
13
// * * * * Launch ICM to minimize U(x,y) * * * * // 15 Tell the shader to use the ICM function. 16 Specify shader parameters (DMAX,βS) 17
Render a rectangle covering a window of size N × M .
18
Copy the framebuffer into texture memory 19 Repeat line 17 and 18 until convergence 20 Copy the framebuffer into a C/C++ array if needed Table 7 . Stereovision program using three shader functions to compute and filter the cost function and segment the scene.
From line 3 to 8, matching cost function C(s, x, y) is computed and stored in texture memory which stands as a DSI table.
Then, from line 9 to 14, the cost function is filtered (w * C) before the label field is estimated with ICM.
1
Copy the input images y into texture memory. 2
Compile, link and load the K-means shader on the GPU. 3 Φ← Init Gaussian parameters. 4
Specify shader parameters (N and Φµ). 5
Render a rectangle covering a window of size N × M 6 E ← Copy the framebuffer into a C/C++ array. Copy the input images y and Rnd into texture memory. 3
Compile, link and load the ICE shader on the GPU. 4 Φ← Init Gaussian parameters. 5 δi, δj ← random integers between -5 and 5. 6
Specify shader parameters (δi, δj, N and Φ). 7
Render a rectangle covering a window of size N × M 8 E ← Copy the framebuffer into a C/C++ array. 9
Copy the framebuffer into texture memory 10 µi ← xs ← according to r and P (xs|ys), randomly select ei ∈ Γ 
