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SUMMARY
 
The fact that our Universe seems approximately homogeneous and isotropic leads us to
expect that its inhomogeneities can indeed be treated as perturbations around a Friedmann­
Lemaître-Robertson-Walker (FLRW) background. Actually, the theory of cosmological per­
turbations, combined with inﬂation, has proven to give us a good approximation to the an­
isotropies of the Cosmic Microwave Background, and is able to explain quite satisfactorily
the formation of structures at large scales. The principal aim of this thesis is to provide a
consistent framework for the quantum description of the evolution of cosmological scalar
perturbations (and, by extension, also of tensor perturbations) in the Early Universe. Addi­
tionally, this framework is to be designed as to allow us to extract predictions, in the hope
that theoretical quantum cosmology models can be eventually falsiﬁed with observations, in
the current era of "precision cosmology"when this Physics discipline is experiencing a gol-
den age thanks to the recent technical developments that are supplying us with increasingly
accurate data. 
In order to investigate whether it is possible to ﬁnd information about the genuine quan­
tum nature of the geometry of the spacetime encoded in the imprints left by the quantum
ﬂuctuations that occurred in the Early Universe, our quantum description must include, si­
multaneously, both the background geometry and the cosmological perturbations, with in­
terplay between them. In this thesis, we elaborate a quantization program based on a hybrid
approach, which was originally developed for the quantization of inhomogeneous gravitatio­
nal models in Loop Quantum Cosmology. The strategy consists in splitting the phase space
of the considered cosmological system in two: a homogeneous and an inhomogeneous sec­
tor. This splitting is attained starting with an expansion in modes of the metric variables and
matter ﬁelds, using the spatial symmetries. The homogeneous sector incorporates the zero­
modes, while the inhomogeneous one includes all the rest of degrees of freedom, present in
the perturbations. Then, we proceed to combine diﬀerent types of quantum representations
for each of these parts. More speciﬁcally, we use a loop quantization for the homogeneous
sector in most of the discussion of this thesis, while a standard Fock representation is applied
to the perturbations. Nonetheless, we also analyze the generalization of this hybrid approach,
when the FLRW geometry is treated with a more general quantization proposal than just the
one arising from Loop Quantum Gravity. 
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Generically, when one is dealing with quantum ﬁelds in curved spacetimes, one encoun­
ters an intrinsic quantization ambiguity at least in two important steps. First, in the way in
which one parameterizes the ﬁeld, since one can introduce linear transformations that scale
this ﬁeld, multiplying it with time dependent functions of the background. In fact, some of
these scaling transformations may lead to a simpler and better behaved formulation of the
dynamics. And second, there exists an inﬁnite ambiguity in the choice of a Fock represen­
tation for the associated canonical commutation relations. The freedom in this choice can 
be understood as the freedom in the selection of a vacuum among all the inequivalent pos­
sibilities at hand. Obviously, the existence of these ambiguities is a crucial issue, which is
especially relevant in the case of cosmology, since they may undermine the robustness of the
predictions of the theory, facing the risk that those predictions become devoid of physical
signiﬁcance. Part of this thesis is devoted to the proof that, indeed, such ambiguities can be
removed with certain criteria, namely, with the requirements of vacuum invariance under the
spatial isometries and of unitary ﬁeld dynamics. 
On other hand, it is well known that, in order to capture the genuine degrees of freedom
of the cosmological perturbations, one has to introduce gauge invariants, that is, variables
which are independent of gauge transformations of the background. Quantum mechanically,
the predictions must be robust under ﬂuctuations of the non-physical gauge part of the pertur­
bations. To reach this goal, the formulation must be covariant up to the level of truncation in
the perturbative approximation. In this thesis, we explain how to construct such formalism.
For ﬂat topology, then, the perturbations can be expressed in terms of Mukhanov-Sasaki gau­
ge invariants, Abelianized linear perturbative constraints, and variables canonically conjugate
to them. This set can be completed into a canonical one for the entire cosmological system,
including variables for the zero-modes that describe the homogenous sector of degrees of
freedom and which absorb a homogeneous quadratic contribution of the perturbations. Un­
der quantization, physical states are shown to depend only on these zero-modes and on gauge
invariants, solving in this way the problem of the possible quantum inﬂuence of the gauge
freedom. 
Within this formalism, we discuss how to extract the quantum ﬁeld equations that dicta-
te the propagation of the perturbations. In doing this, we analyze their range of validity in
the quantum theory. The derivation of these equations is carried out without appealing to
any sort of semiclassical approximation for the homogeneous geometry. Instead, we employ
a kind of Born-Oppenheimer ansatz. Finally, from this discussion, we deduce an eﬀective
equation governing the dynamics of the Mukhanov-Sasaki gauge invariants, which includes
quantum modiﬁcations, but displays the same ultraviolet behavior that appears in the classi­
cal theory. This provides the master equation to extract predictions about the power spectrum
of the primordial scalar perturbations. The speciﬁc form of these corrections depends on a 
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series of details about the quantization approach and about the particular prescription follo­
wed to implement it. To complete our investigations, in this thesis we also develop theoretical
tools and design a procedure to deal with the computation of these quantum corrections. The
ultimate aim of this work is to increase our ability to discriminate between the predictions of
diverse quantization proposals for cosmological perturbations, facilitating the identiﬁcation
of physical diﬀerences among those proposals and between them and the classical results. 
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RESUMEN
 
Las propiedades de homogeneidad e isotropía observadas en nuestro Universo sugieren
que sus inhomogeneidades pueden ser tratadas como perturbaciones en torno a un espacio-
tiempo de fondo de tipo Friedmann-Lemaître-Robertson-Walker (FLRW). A decir verdad,
la teoría de perturbaciones cosmológicas, combinada con el paradigma inﬂacionario, ofrece
una buena aproximación a las anisotropías del fondo cósmico de microondas, y es capaz de
explicar de manera bastante satisfactoria la formación de estructuras a escalas cosmológicas.
El objetivo principal de esta tesis es proporcionar un marco sólido para la descripción cuántica
de la evolución de las perturbaciones cosmológicas escalares (y, por extensión, también de
las perturbaciones tensoriales) en el Universo Primitivo. Este marco, además, permite extraer
predicciones, en la esperanza de poder contrastar los modelos teóricos con las observaciones,
gracias a los recientes desarrollos técnicos que nos proporcionan datos cada vez con mayor
precisión. 
Con el ﬁn de investigar la posibilidad de encontrar información acerca de la verdadera na­
turaleza cuántica de la geometría del espacio-tiempo codiﬁcada en las huellas dejadas por las
ﬂuctuaciones cuánticas del Universo Primitivo, nuestro modelo debe involucrar, al mismo
tiempo, tanto la geometría de fondo como las perturbaciones cosmológicas, interactuando
entre sí. En esta tesis, elaboramos un programa de cuantización basado en un formalismo
híbrido, que fue propuesto originalmente para la cuantización de los primeros modelos gra­
vitacionales inhomogéneos que se estudiaron en Cosmología Cuántica de Lazos. La estrategia
consiste en dividir el espacio de fases del sistema cosmológico considerado en dos: un sector
homogéneo y otro inhomogéneo. Para ello, se realiza una expansión en modos de la métri­
ca y el campo material, utilizando las simetrías espaciales. El sector homogéneo incorpora
los modos cero, mientras que el inhomogéneo incluye el resto de grados de libertad presen­
tes en las perturbaciones. A continuación, se combinan diferentes tipos de representaciones
cuánticas para cada una de esas partes. En el grueso de nuestra discusión, utilizamos una
cuantización de lazos para el sector homogéneo, mientras que para las perturbaciones em­
pleamos una representación más estándar, de tipo Fock. No obstante, analizamos también la
generalización de este formalismo híbrido para casos es los que la geometría de FLRW se
trata con una propuesta de cuantización más general que la correspondiente a la Gravedad
Cuántica de Lazos. 
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De forma genérica, cuando se trabaja con campos en espacio-tiempos curvos, aparecen
durante el procedimiento de cuantización ciertas ambigüedades ligadas al número inﬁnito de
grados de libertad del sistema, que afectan a las predicciones físicas de la teoría. Una de ellas
tiene que ver con la elección de las variables que se emplean para describir los grados de
libertad del sistema. Incluso respetando la linealidad, un reescalado del campo dependiente
del tiempo afecta a la dinámica, y por tanto inﬂuye en la viabilidad de su cuantización. Otro
tipo de ambigüedad concierne a la selección de la representación de Fock para las relaciones
de conmutación canónicas. Esta ambigüedad en dicha elección puede ser entendida como la
libertad que tenemos a la hora de seleccionar el estado de vacío entre las inﬁnitas posibili­
dades no-equivalentes. Obviamente, esta discusión es crucial, y especialmente relevante en
el caso de la cosmología, dado que resta solidez a las predicciones de la teoría, llegando a la
posibilidad de que se vuelvan carentes de signiﬁcado físico. Parte de esta tesis está dedica­
da a la demostración de que, en realidad, este tipo de ambigüedades se pueden eliminar con
ciertos criterios, a saber, con los requerimiento de invariancia del estado de vacío bajo las
isometrías espaciales y de la implementación unitaria de la dinámica del campo. 
Por otra parte, como es sabido, a la hora de extraer los grados de la libertad físicos reales de
las perturbaciones cosmológicas, deben introducirse invariantes de gauge, es decir, variables
que son independientes de posibles transformaciones de gauge del fondo. Para alcanzar este
objetivo, la descripción del sistema debe ser covariante hasta el orden de truncamiento de
nuestra aproximación perturbativa. En esta tesis, también explicamos cómo construir dicho
formalismo. En concreto mostramos que, para el caso de una topología espacial plana, las
perturbaciones se pueden expresar en términos de los invariantes de Mukhanov-Sasaki, una
abelianización de las ligaduras lineales perturbativas y variables canónicamente conjugadas
a éstas. La transformación puede extenderse al sistema cosmológico completo respetando
la estructura simpléctica canónica, de manera que incluya las variables de modo cero que
describen el sector homogéneo con correcciones cuadráticas en las perturbaciones. Tras la
cuantización, mostramos que los estados físicos únicamente dependen de estos modos cero
y de las variables invariantes de gauge de Mukhanov-Sasaki, resolviendo así el problema de
posibles inﬂuencias cuánticas de dicha libertad de gauge. 
Dentro de nuestro esquema, también discutimos cómo obtener las ecuaciones cuánticas
de campo que dictan la propagación de las perturbaciones, analizando su validez en la teoría
cuántica. Durante el proceso, no recurrimos a ningún tipo de aproximación semiclásica para
la geometría homogénea. En su lugar, empleamos un ansatz de tipo Born-Oppenheimer. Fi­
nalmente, deducimos una ecuación efectiva para la dinámica de los invariantes de Mukhanov-
Sasaki, que incluye correcciones cuánticas, pero que conserva el mismo régimen ultravioleta
que aparece en la teoría clásica. Esta ecuación constituye la ecuación maestra para el cálculo
del espectro de potencias de las perturbaciones escalares primordiales. La forma especíﬁca 
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de las correcciones que surgen depende de una serie de detalles de la propuesta particular
de cuantización y de las prescripciones que se siguen en su implementación. Para concluir
nuestra investigación, además, desarrollamos las herramientas teóricas necesarias y diseña­
mos un procedimiento para calcular dichas correcciones cuánticas. En deﬁnitiva, el objetivo
último de esta tesis es mejorar nuestra capacidad para discriminar entre las predicciones de
diversas propuestas de cuantización de perturbaciones cosmológicas, poniendo al alcance la
identiﬁcación de las diferencias físicas entre dichas propuestas y entre éstas y los resultados
clásicos ya conocidos. 
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INTRODUCCIÓN
 
1.1. Motivación 
Desde los trabajos pioneros de Lifshitz [1, 2], a mediados del siglo XX, el estudio de
perturbaciones ha desempeñado un papel fundamental en la búsqueda de un modelo senci­
llo y realista del Universo en cosmología. Existen evidencias observacionales importantes
de que el Universo era homogéneo e isótropo a todas las escalas en sus etapas primitivas, y,
actualmente, parece serlo a escalas suﬁcientemente grandes (superiores al centenar de mega­
parsecs). De modo que, en primera aproximación, puede ser descrito mediante un espacio-
tiempo de Friedmann-Lemaître-Robertson-Walker (FLRW) dentro del marco de Relatividad
General. Esta aproximación está respaldada no sólo por la combinación de diversas observa­
ciones y ciertas hipótesis de partida, como el principio cosmológico, sino también a través
de algunos resultados teóricos [3–5] (al menos para cierto tipo de contenido material). Sin
embargo, estas propiedades abren un interrogante sobre el origen de las estructuras mate­
riales que observamos en la actualidad, y su evolución. Ante el casi total desconocimiento
del Universo primordial, parece natural asumir la existencia de perturbaciones débiles que
podían crecer gradualmente en un universo en expansión como consecuencia de inestabili­
dades gravitaciones, y que, por tanto, constituirían las semillas para la formación de grandes
estructuras. Siguiendo estas ideas, la teoría de perturbaciones cosmológicas [6, 7] junto con
el paradigma de inﬂación [8, 9] proporcionan, hoy en día, una destacable descripción, ca­
paz de explicar en detalle la formación de estructuras a gran escala y el fondo cósmico de
microondas (CMB, acrónimo inglés de Cosmic Microwave Background). 
Una parte importante de los resultados observacionales más relevantes en cosmología en
los últimos años proviene de las medidas del CMB y, en particular, de sus anisotropías [10].
Este campo de radiación codiﬁca información sobre el espectro de las perturbaciones pri­
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mordiales y las condiciones del plasma de fotones y bariones que existía en las etapas más
tempranas de la historia del Universo, previas al llamado desacoplamiento de la radiación y
la materia. El CMB aparece como un fondo de radiación altamente uniforme con un espectro
que se ajusta con mucha precisión al de un cuerpo negro con una temperatura característica
de 2,7K. La medida de las ﬂuctuaciones de temperatura de esta radiación primordial, origina­
das a partir de pequeñas ﬂuctuaciones cuánticas presentes en el Universo primitivo, es muy
importante en la actualidad dentro del campo que se conoce como cosmología de precisión,
en una era en la que la tecnología nos está permitiendo tomar datos sobre un amplio abanico
de fenómenos astronómicos y astrofísicos, haciendo posible por primera vez en la historia la
determinación de un número considerable de parámetros cosmológicos con varios dígitos de
precisión [11–13]. 
El último análisis de la misión Planck sobre el espectro de potencias del CMB [14, 15] se
ajusta de manera extraordinaria a las predicciones teóricas de la Cosmología Estándar [16, 17]
dentro de un amplio rango de escalas. En un análisis estándar de las ﬂuctuaciones primordia­
les, uno estudia las perturbaciones dentro del esquema de Teoría Cuántica de Campos en un
espacio-tiempo curvo clásico y ﬁjo. Desde este punto de vista, uno representa las perturbacio­
nes mediante campos cuánticos que se propagan sobre una geometría dada, concretamente,
sobre un espacio-tiempo de De Sitter, el cual describe bastante bien la época inﬂacionaria
del Universo. Y lo cierto es que, a partir de los datos actuales, sabemos que considerando
ﬂuctuaciones con amplitudes del orden de 10−5 se consigue reproducir las estructuras galác­
ticas que observamos hoy. No obstante, los datos empiezan a indicar ciertas tensiones entre
estas predicciones y las observaciones [14, 18], especialmente a grandes escalas angulares.
Por ejemplo, parece observarse un déﬁcit de energía para multipolos bajos (esto es, con un
número pequeño de l), correspondientes a dichas escalas. Asimismo, también parece que sur­
gen desviaciones inesperadas entorno a l = 30 [18]. Estas anomalías en el espectro de las
anisotropías del campo de temperatura han despertado un especial interés entre la comuni­
dad de cosmólogos, puesto que podrían tener su origen en procesos físicos fundamentales
que ocurrieron en las primeras épocas del Universo. Sin embargo, resulta muy complicado
encontrar ahora una explicación concluyente, debido a la incertidumbre de las medidas como
consecuencia, entre otras cosas, del problema de la varianza cósmica. Aun así, una posibili­
dad prometedora para la comunidad de físicos que trabajan en la cuantización de la gravedad
es que dichas anomalías y desviaciones pudieran ser las huellas de efectos genuinamente
cuánticos de la geometría del espacio-tiempo, que hubieran afectado a las perturbaciones
cosmológicas primordiales, y que hubieran dejado su impronta en las anisotropías primarias
del CMB. 
Estas ideas están transformando el campo de la cosmología cuántica actual, impulsando
la extracción de predicciones de modelos cuánticos del Universo con la esperanza de poder 
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confrontarlas con las observaciones de las que se dispone en el presente o con las que se espe­
ra contar en un futuro próximo. De esta forma, en lugar de restringirse a considerar la Teoría
Cuántica de Campos en un fondo ﬁjo como el último paso en el progreso hacia el entendi­
miento de las ﬂuctuaciones cuánticas en el Universo primitivo, y ver los campos cuánticos
de las perturbaciones simplemente como campos de prueba que se propagan en una geome­
tría dada (que podría ser puramente clásica, pero también podría incluir correcciones propias
de su cuantización), uno alberga la conﬁanza de encontrar una teoría cuántica que incorpore
ambas, la geometría y las perturbaciones, interactuando entre ellas, y de que ésta sea poten­
cialmente predictiva. El objetivo último sería identiﬁcar esas ventanas hacia la observación
de los rastros dejados por los fenómenos que ocurrieron en etapas muy tempranas del Univer­
so, y así detectar predicciones que permitieran, además, falsear el modelo, o incluso la teoría
cuántica de la gravedad de la cual éste se deriva (superando la salvedad de que la deducción
no esté basada en ninguna hipótesis extra y que por lo tanto sea esencialmente única). A ﬁn
de cuentas, sólo cuando el fondo homogéneo y las perturbaciones inhomogéneas son trata­
das cuánticamente a un nivel equivalente es posible hablar de una estructura cuántica para la
geometría que incluye ambos, el fondo y las perturbaciones. 
En este contexto, se le ha prestado mucha atención en los últimos años al desarrollo de
un formalismo para perturbaciones cosmológicas en el marco de la denominada Cosmolo­
gía Cuántica de Lazos (LQC, acrónimo inglés de Loop Quantum Cosmology). El programa
de LQC [19–23] aborda la cuantización de sistemas cosmológicos siguiendo los métodos de
Gravedad Cuántica de Lazos (LQG) [24, 25], una propuesta no perturbativa e independiente
del fondo para la cuantización de la Relatividad General que constituye, hoy en día, uno de los
candidatos más prometedores para alcanzar una teoría cuántica de la interacción gravitatoria.
Este formalismo ha sido aplicado con éxito en escenarios homogéneos, no sólo para sistemas
de espacio-tiempos de FLRW con varios tipos de contenido material [26–35], sino también
para diferentes modelos anisótropos de tipo Bianchi [36–42]. Una de las predicciones más
destacables es la resolución de la singularidad de la Gran Explosión (o Big Bang), que es
inevitable en la teoría clásica de Einstein (ver, por ejemplo, [43, 44]), y que se ve reempla­
zada por un rebote cuántico conocido como el Big Bounce, al menos para algunas familias
de estados concretos con un marcado comportamiento clásico [26, 27, 45]. La limitación de
la homogeneidad es una clara restricción en este tratamiento cuántico de la geometría y de
la estructura del espacio-tiempo en cosmología; por ello, resulta natural intentar dar un paso
más en el análisis de sistemas cosmológicos. Precisamente, las perturbaciones cosmológicas
son un marco óptimo para ello, por dos motivos: por el alto nivel de conocimiento que tene­
mos respecto a su tratamiento clásico y por su relevancia física actual, tal y como ya hemos
apuntado. 
El problema se ha abordado desde dos perspectivas distintas dentro de LQC. Uno de los 
3 
1. INTRODUCCIÓN 
formalismos empleados proporciona un esquema para derivar las ecuaciones efectivas pa­
ra las perturbaciones que captura los efectos de la naturaleza cuántica de la geometría del
espacio-tiempo [46–57]. Está basado en el cierre del álgebra de ligaduras en la teoría cuánti­
ca. Esta condición restringe las correcciones cuánticas posibles para las ligaduras de Relati­
vidad General. Junto con las suposiciones sobre las correcciones que se esperan de la propia
LQG (consecuencia del uso de holonomías y la regularización de la inversa del operador vo­
lumen), una serie de hipótesis técnicas (y no tan obvias, sobre la validez de las expansiones,
la elección de las variables canónicas, localidad, etc.), y la introducción de una estructura de
tipo corchetes de Poisson para los valores esperados y los momentos conjugados de las va­
riables fundamentales, este esquema permite estudiar las ecuaciones de campo modiﬁcadas
para las perturbaciones. Por su parte, la otra línea de ataque trata la cuantización directa del
sistema, incluyendo la geometría FLRW y las perturbaciones [58–63]. En principio, los dos
tratamientos deberían de ser complementarios, puesto que las hipótesis que se utilizan para
la derivación de las ecuaciones efectivas a partir del cierre del álgebra únicamente se podrían
comprobar cuando uno tuviera a su disposición un formalismo genuinamente cuántico. Por
otro lado, para extraer la física de esta descripción cuántica verdadera, es necesario entender
el régimen efectivo que es consistente con las simetrías y las propiedades fundamentales del
sistema. 
Los trabajos que afrontan directamente la descripción cuántica de un universo de FLRW
con perturbaciones tratan de combinar una cuantización genuina de lazos de la geometría
con un contenido material homogéneo junto con una cuantización de Fock estándar para las
perturbaciones de la geometría y el campo material [58, 59, 62–64]. La idea se inspira en
el formalismo híbrido en LQC que fue propuesto originalmente por L.J. Garay, M. Martín-
Benito y G.A. Mena Marugán para los primeros modelos cosmológicos inhomogéneos que
fueron cuantizados en el marco de la formulación de lazos, es decir, los modelos de Gowdy
con ondas gravitaciones con polarización lineal [65–69]. Estos modelos representan espacio-
tiempos con dos vectores de Killing espaciales y con secciones espaciales compactas, que
pueden ser homeomorfas únicamente al tres-toro, a la tres-esfera, o a la tres-asa [70, 71].
Para el caso con la topología del tres-toro y en que los grados de libertad inhomogéneos de
la métrica describen sólo una de las dos posibles polarizaciones de las ondas gravitacionales
(concretamente, ondas con polarización lineal), estos modelos han sido cuantizados siguiendo
un tratamiento exacto de la geometría sin necesidad de introducir un truncamiento perturbati­
vo, incluso en presencia de campos materiales escalares [72, 73]. La cuantización de Fock de
los modos inhomogéneos de la métrica y de los campos materiales se puede encontrar muy
bien detallada en las referencias [74–77], imponiendo los criterios de invariancia bajo las
isometrías espaciales del modelo y la implementación unitaria de la dinámica. En realidad,
estos criterios han demostrado su validez para seleccionar un único par canónico a la hora
de describir los campos inhomogéneos entre todos aquéllos que pueden estar relacionados 
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mediante reescalados de la variable de conﬁguración a través de una función de la geometría
homogénea (del fondo) [74]. Además, el mismo criterio permite seleccionar una única clase
de representaciones de Fock unitariamente equivalentes para las relaciones de conmutación
canónicas correspondientes [75–77]. 
De manera similar, estos criterios se pueden aplicar también para escoger una única cuan­
tización de Fock para las inhomogeneidades en escenarios más generales [78–82]. Por ejem­
plo, siguiendo el formalismo híbrido, los criterios de unicidad se han empleado para la cuan­
tización de perturbaciones entorno a un espacio-tiempo de FLRW [58, 59] (especíﬁcamente,
para el caso de una topología espacial compacta esférica o plana). Dicha cuantización se ba­
sa, esencialmente, en dos hipótesis. La primera, como ya hemos mencionado, que los efectos
más relevantes de la geometría cuántica de lazos son aquéllos que afectan a los modos ce­
ro de la geometría FLRW, de forma que se podría adoptar una jerarquía en la cuantización
donde el resto de grados de libertad de la geometría admiten una descripción cuántica más
convencional, por ejemplo de tipo Fock. En segundo lugar, se introduce un truncamiento del
sistema a segundo orden perturbativo en la acción, considerando que las inhomogeneidades
tanto del campo material como de la métrica son perturbaciones de orden lineal o superior, y
separándolas de los modos cero homogéneos del sistema. Una discusión reciente sobre cómo
este proceso de truncamiento permite una descripción simpléctica del sistema consistente se
encuentra en la referencia [57]. No obstante, es bastante evidente si uno empieza con la acción
gravitacional y las variables de materia en términos de los modos cero y las perturbaciones
inhomogéneas, y trunca el resultado a orden cuadrático. Por construcción, se obtiene una es­
tructura simpléctica para el sistema que contiene perturbaciones, así como las ligaduras a las
cuales el sistema está sujeto, que emergen de las propias de la teoría gravitacional al orden
de truncamiento adoptado en la acción. 
En los análisis previos de perturbaciones cosmológicas que utilizaban el formalismo hí­
brido para LQC se hacía uso de variables adaptadas a las reducciones del sistema mediante
ﬁjaciones de gauge [58, 59]. Esto presenta varios inconvenientes. Primero, refuerza la falsa
impresión de que los resultados son intrínsecamente dependientes del gauge. Aunque ya fue
probado en las referencias [58, 59, 80] que, en el régimen en el que las inhomogeneidades
admiten una descripción a partir de una Teoría Cuántica de Campos en un fondo curvo (que
incluya las modiﬁcaciones propias de LQC con respecto a Relatividad General), esta teo­
ría es unitariamente equivalente a aquélla basada en las variables de creación y aniquilación
construida a partir de los invariantes de gauge, la discusión sobre este tratamiento todavía
resulta confusa por el uso de variables que no son realmente invariantes de gauge. La intro­
ducción de los invariantes nos ayudaría a evaluar la medida en la que nuestro formalismo
restringe la libertad, tanto clásica como cuántica, en las transformaciones de gauge del sis­
tema perturbado. En particular, para el caso plano, uno desearía describir las perturbaciones 
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en términos de la variable de Mukhanov-Sasaki [83, 84]. Por un lado, estas variables pertur­
bativas son invariantes de gauge y permiten un análisis directo sobre el espectro de potencias
primordial, porque están relacionadas de una forma muy sencilla con las perturbaciones de
curvatura comóviles. Además, estas variables satisfacen una ecuación de Klein-Gordon en
un espacio-tiempo estático auxiliar con un potencial cuadrático que depende del tiempo, lo
cual nos da cierta ventaja puesto que es precisamente para este tipo de ecuación para la que
nuestros criterios de unicidad son válidos a la hora de seleccionar una única cuantización de 
Fock. Por otro lado, el uso de las variables de Mukhanov-Sasaki facilita la comparación con
el esquema de cuantización que emplean otros tratamientos de las perturbaciones en LQC,
en los cuales ya se utilizan, y especíﬁcamente con la propuesta denominada de métrica ves­
tida [62, 63]. Por último, la formulación en términos de las variables de Mukhanov-Sasaki
resulta todavía más conveniente si se considera como un paso previo a la introducción de una
trasformación canónica más general que nos permita desarrollar una descripción covariante
que resuelva por completo las diﬁcultades relativas a la libertad gauge. Además, al completar
esta reformulación con una transformación canónica del sistema completo, incluyendo los
modos homogéneos, uno obtendría una teoría cuántica que preserva la estructura simpléctica
del modelo y donde la dependencia de gauge quedaría totalmente explicada, de modo que
la identiﬁcación de los grados de libertad físicos sería inmediata. De esta forma, la formula­
ción en términos de las variables de Mukhanov-Sasaki también clariﬁca algunas discusiones
recientes sobre el papel de la ﬁjación de gauge en la separación de los modos cero de las
perturbaciones inhomogéneas dentro del esquema híbrido. 
1.2. Cosmología Cuántica de Lazos: modelo de FLRW plano 
En esta sección presentaremos las técnicas empleadas en Cosmología Cuántica de Lazos
centrándonos, principalmente, en el modelo que empleamos en esta tesis: un espacio-tiempo
homogéneo e isótropo en expansión con topología espacial plana, y con un campo escalar
homogéneo. El espacio de fases clásico del modelo se construye usando la formulación propia
de Gravedad Cuántica de Lazos, es decir, a partir de las variables de Ashtekar-Barbero. Por
ello, y tras presentar una breve discusión para motivar la necesidad de una teoría cuántica de
la interacción gravitatoria, empezaremos haciendo un repaso de este formalismo. 
1.2.1. ¿Por qué cuantizar la gravedad? 
Uno de los retos de la Física Moderna es reconciliar la Teoría Cuántica, que explica los
procesos fundamentales del mundo microscópico, con la Relatividad General, el marco que 
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mejor describe a día de hoy la interacción gravitatoria, la fuerza que domina los procesos a
escalas cosmológicas. Más allá de la solidez y la consistencia de la Física que supondría la
cuantización de la gravedad, el problema que debe abordar la comunidad de físicos teóricos
es elaborar una descripción de la teoría einsteiniana de la evolución del Universo que no
tenga los problemas relativos a las singularidades, como el Big Bang o las que aparecen
en el interior de los agujeros negros [43, 44], y que incorpore la naturaleza cuántica en la
geometría del espacio y el tiempo. Este tipo de singularidades predichas por la Relatividad
General suponen una incompletitud donde se pierde la predictibilidad física. La inclusión de
fenómenos cuánticos en la geometría debe conducir pues a una nueva visión del Universo, con
consecuencias en su origen y su evolución. No obstante, estas consecuencias deben coexistir
con un comportamiento tan clásico como el que observamos a escalas cosmológicas. Es más,
ofrecer una explicación para el régimen (semi-)clásico de nuestro Universo constituye un
verdadero desafío para cualquiera de las teorías propuestas de gravedad cuántica. 
El hecho de que la gravedad se explique como resultado de la deformación del espacio-
tiempo hace que el tratamiento para su cuantización sea especialmente difícil y por ello to­
davía no se tenga una teoría completa y satisfactoria. Las diﬁcultades son técnicas – la Re­
latividad General es una teoría no lineal –, pero también hay que afrontar ciertos problemas
conceptuales básicos. El primer obstáculo al que uno se enfrenta cuando quiere cuantizar la
Relatividad General de Einstein es que no es una teoría renormalizable, de manera que no
se puede utilizar un método de cuantización perturbativa convencional. Además, las técnicas
usuales de Teoría Cuántica de Campos parten de un espacio-tiempo de fondo dado. Sin em­
bargo, en la gravedad, el espacio-tiempo es un campo dinámico por sí mismo y, por lo tanto,
es el objeto que se pretende cuantizar. Hablamos de cuantizar el espacio y el tiempo, y en el
sentido más fundamental, no sabemos plenamente lo que esto signiﬁca. 
La carencia de una estructura de fondo conduce a considerar una teoría naturalmente in­
variante bajo difeomorﬁsmos del espacio-tiempo [44]. Puesto que los métodos perturbativos
tradicionales de teoría de campos fracasan al aplicarlos a la cuantización de la gravedad, y a
la luz del éxito de las formulaciones no perturbativas para teorías de campos de Yang-Mills,
durante los años ochenta se propuso un programa de cuantización gravitatoria no perturba­
tiva independiente de estructuras de fondo: la Gravedad Cuántica de Lazos. El propósito es
construir una teoría de geometría cuántica en la que los objetos geométricos, tales como la
longitud, el área y el volumen – información métrica fundamental de la Relatividad General
–, aparezcan como operadores que actúan sobre estados cuánticos. Esencialmente, la idea es
empezar con una reformulación canónica de la teoría clásica de Einstein y aplicar un progra­
ma de cuantización [85]. 
La aplicación de estos métodos en escenarios cosmológicos es de especial importancia,
tanto para veriﬁcar el formalismo de cuantización, como para extraer consecuencias físicas 
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que pudieran llegar a ser observables. Los trabajos pioneros en Cosmología Cuántica de Lazos
fueron desarrollados por M. Bojowald, que estudió la aplicación del formalismo de gravedad
de lazos en una descripción de espacio-tiempos homogéneos [86]. En colaboración con A.
Ashtekar y J. Lewandowski, también discutió aspectos más matemáticos de esta formulación,
dotándola de un marco riguroso y permitiendo así su uso para construir una cuantización com­
pleta de espacio-tiempos homogéneos e isótropos (FLRW) [87]. Con este trabajo, se obtuvo
por primera vez una descripción de los observables cuánticos y de los estados físicos, además
de investigar la evolución cuántica. 
El mayor reto hoy en día es la extracción de predicciones físicas en situaciones realis­
tas. La gravedad no es una fuerza importante en el dominio microscópico, donde uno espera
encontrar los efectos cuánticos. Y es por esto que aún no tenemos un sólo experimento u
observación que requiera genuinamente de la gravedad cuántica para su explicación. Sin em­
bargo, dicha teoría se antoja vital para el entendimiento de la física en situaciones con campos
gravitacionales fuertes: procesos en el Universo primigenio, por ejemplo, y en la formación
y evaporación de agujeros negros. 
1.2.2. Formalismo clásico de Gravedad Cuántica de Lazos 
La Gravedad Cuántica de Lazos es una cuantización canónica de la Relatividad General 
que parte del formalismo hamiltoniano que proporciona la descripción clásica de la teoría.
Para ello, se consideran espacio-tiempos globalmente hiperbólicos, que admiten una función
global de tiempo t, lo que permite exfoliar el espacio-tiempo (gab,) a través de una familia 
de superﬁcies de Cauchy Σt de tipo espacio [44, 88]. Aquí, los índices con letras del principio
del alfabeto designan índices espacio-temporales. La variedad espacio-temporal estaría pues
representada por la historia (evolución) de tales hipersuperﬁcies:  = ∪t∈ℝΣt. La métrica 
puede descomponerse como sigue: gab = ℎab − nanb, donde ℎab es la métrica espacial induci­
da sobre la hipersuperﬁcie Σt y na se reﬁere al vector normal a ésta. Introduciendo un campo 
vectorial ta, tal que ta∇at = 1, resulta natural deﬁnir na = −N∇at, orientado en la dirección 
de ﬂujo del tiempo creciente. En esta expresión, ∇ es la derivada covariante compatible con 
la métrica gab, y la función lapso N se introduce con el ﬁn de normalizar el vector normal. 
Por otro lado, denominamos vector desplazamiento Na a la proyección de ta sobre Σt. Ca­
be hacer notar que tanto la función lapso como el vector desplazamiento son cantidades no
dinámicas: en realidad, al pasar a la formulación hamiltoniana se obtiene una teoría comple­
tamente ligada, donde los grados de libertad físicos están dados por la métrica espacial ℎab 
[44]. Las cantidades N y Na resultan ser multiplicadores de Lagrange que acompañan a las
cuatro ligaduras presentes en la acción que codiﬁcan la covariancia general de la teoría: una
ligadura escalar o hamiltoniana y tres ligaduras de momentos o de difeomorﬁsmos espaciales. 
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La curvatura extrínseca, Kab, deﬁnida esencialmente como la derivada de Lie de la métrica
espacial a lo largo del vector unitario normal a las superﬁcies espaciales, es el elemento que
resta para completar la construcción geométrica de la exfoliación y la dinámica de la tres-
geometría. Ésta indica la forma en cómo se curvan las hipersuperﬁcies Σt con respecto a  
[88]. 
La idea original que presentó A. Ashtekar [89], y de la cual surgió la gravedad de lazos, es
reescribir la teoría de Relatividad General con el lenguaje de una teoría gauge, en términos de
una conexión y su momento canónicamente conjugado. En particular, si uno quiere permitir el
acoplo de fermiones en este marco, debemos reemplazar la métrica espacial por la co-tríada, 
eia, deﬁnida a partir de la relación ℎab = eiaejb8ij . El acoplo tiene lugar a través de un índice 
interno SU (2) (representado por los índices latinos de la mitad del alfabeto), introduciendo
así nuevos grados de libertad en la teoría. A cambio, en esta formulación de la Relatividad
General, además de las ligaduras de difeomorﬁsmos espaciales y la escalar hamiltoniana, se
deben satisfacer tres ligaduras de gauge que ﬁjan la libertad de rotaciones internas. La métrica
euclídea 8ij que aparece es la métrica de Cartan-Killing de SU (2). Una vez deﬁnida la co­√tríada, se introduce la tríada ea como su inversa y la tríada densitizada Ea = ℎea, donde ℎ esj i j
el determinante de la tres-métrica espacial. A su vez, la conexión de Ashtekar-Barbero [90], se
construye mediante la suma de la curvatura extrínseca en su forma triádica, Kai = Kabebj8ij ,
y una conexión de espín, Γj , compatible con la tríada densitizada, en el sentido de que lab
derivada covariante se anula. En este punto, es conveniente recordar que la conexión da cuenta
del transporte paralelo, de manera que, recoge información de cómo se ve afectada la materia
por el campo gravitacional. Así pues, deﬁnimos la conexión su(2) como Ai = Γi + rKi ,a a a
donde r es una constante real positiva que se conoce como parámetro de Immirzi [91, 92],
cuya presencia puede ser interpretada como una ambigüedad en la cuantización. El nuevo par
canónico cumple el siguiente corchete de Poisson { }
Ai (x), Eb(y) = 8 Gr8b8i8(x − y), (1.2.1)a j a j 
donde G es la constante de Newton y 8(x − y) es la distribución delta de Dirac en tres dimen­
siones. 
En estas variables, las ligaduras de gauge SU (2), de difeomorﬁsmos espaciales y la ha­
miltoniana tienen, respectivamente, las siguientes expresiones: 
i = aaEia + eij:ΓjEaK = 0, (1.2.2)a 
F i Eba = ab i = 0 (1.2.3)[ ]
eij = EiaEb F : − 2(1 + r2)Ki Kj = 0. (1.2.4)j : ab [a b]
Los corchetes indican antisimetrización de índices, y F i es el tensor de curvatura de la co­ab 
9 
1. INTRODUCCIÓN 
nexión de Ashtekar-Barbero 
F i = 2a[aAi i AjA: (1.2.5)ab b] + ej: a b 
Puesto que las divergencias más signiﬁcativas en este formalismo provienen de la función
delta que aparece en el corchete de Poisson (1.2.1), y éste sólo tiene sentido como distribu­
ción, es conveniente realizar un suavizado espacial de las variables. Las simetrías de nuestro
sistema gravitacional incluyen las transformaciones del grupo SU (2); por tanto, sólo la in­
formación sobre la conexión que sea invariante bajo estas transformaciones de gauge será
físicamente relevante. Teniendo en cuenta que esta información está codiﬁcada en los deno­
minados lazos de Wilson, parece natural considerar las holonomías de la conexión A a lo 
largo de caminos cerrados. Formalmente, dado un camino e, la holonomía asociada se deﬁne 
como 
ℎ (A) =  exp ∫ dxaAi ri. (1.2.6)e a e
Aquí, el símbolo  es el operador de ordenación de camino y ri son los generadores del grupo 
SU (2), ri = −1 (con i = 1, 2, 3), donde Oi son las matrices de Pauli. La variable conjugada 2 Oi a la holonomía viene dada por el ﬂujo de Ea a través de una superﬁcie S, suavizado con una i
función de prueba f i que toma valores en SU(2), 
E(S, f ) = ∫ f iEa dxbdxc. (1.2.7)i eabc S 
Las holonomías y los ﬂujos que hemos deﬁnido forman álgebra con los corchetes de Pois­
son y, a partir de ahora, deﬁnirán el espacio de fases del sistema. Otra ventaja de utilizar estas
variables es que su deﬁnición no requiere la introducción de estructuras métricas de fondo.
Desde esta perspectiva, el proceso de cuantización se centrará en construir una representa­
ción cuántica de nuestra álgebra como un álgebra de operadores actuando sobre un espacio de
Hilbert. Uno de los resultados más poderosos en Gravedad Cuántica de Lazos es el teorema
de unicidad para la representación, conocido como teorema LOST (por las iniciales de sus
autores) [93]. El teorema garantiza, con pocas hipótesis extra, que existe una única elección
de la representación cíclica del álgebra de holonomías que soporte una representación de los
ﬂujos y presente un estado invariante bajo difeomorﬁsmos (el cuál se puede interpretar como
un estado de vacío). Dicha representación resulta no ser continua y, como consecuencia, la
conexión no está bien deﬁnida como operador. 
1.2.3. Cosmología Cuántica de Lazos homogénea e isótropa 
Cuando particularizamos este formalismo al modelo de FLRW plano, si las secciones
espaciales Σt no son compactas, algunas integrales divergen debido a la homogeneidad. Pa­
ra evitar este problema, limitaremos la cuantización a una celda ﬁnita  , de manera que el 
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estudio de esta celda reproducirá lo que ocurre en el espacio-tiempo completo. Se puede com­
probar que, con una prescripción de cuantización adecuada, los resultados no dependen de
la elección concreta de dicha celda. En el caso de tener isotropía, y con una elección conve­
niente de gauge y de la libertad bajo difeomorﬁsmos, la conexión y la tríada densitizada se
pueden describir mediante dos parámetros dinámicos, c y p, respectivamente, de modo que √
Ai = c −1∕3  ei , Ea = p −2∕3    ea. (1.2.8)a  a i  i 
iEn estas expresiones se ha hecho uso de una co-tríada ﬁducial  e diagonal. Estas variables 
satisfacen los corchetes de Poisson 
a 
8 Gr{c, p} = . (1.2.9)
3 
Para deﬁnir las holonomías de las conexiones, debido a la elevada simetría del modelo, es
suﬁciente considerar aristas rectas orientadas en las direcciones ﬁduciales, de longitud µ  1∕3. 
De este modo, la holonomía en la dirección i-ésima está dada por(µc) (µc)
ℎ ei (c) = cos 1  + 2 sen ri. (1.2.10)2 2 
Las holonomías están completamente determinadas por sus elementos de matriz, que son
exponenciales complejas, µ(c) ∶= exp(iµc∕2). Éstas generan el álgebra de conﬁguración 
de la parte gravitacional que, dado que µ es un número real arbitrario, corresponde al álgebra 
de funciones cuasi-periódicas de c. 
Por otro lado, consideramos los ﬂujos ortogonales a través de las superﬁcies cuadradas que
forman las direcciones ﬁduciales, cuyo valor es proporcional a p. De esta forma, el espacio
de fases gravitatorio para el modelo de FLRW queda deﬁnido mediante las variables µ(c) 
y p. 
En nuestro modelo, el contenido material está dado por un campo escalar ¢ sin masa,
mínimamente acoplado a la geometría, que junto con su momento canónicamente conjugado, 
¢, veriﬁcan los corchetes de Poisson {¢, ¢} = 1. 
Espacio de Hilbert cinemático 
Para representar el álgebra de holonomías y ﬂujos del sector gravitatorio del espacio de
fases, se utiliza una representación polimérica, imitando la cuantización implementada en
Gravedad Cuántica de Lazos. De acuerdo a nuestros comentarios anteriores, el álgebra de
conﬁguración está formada por el espacio lineal de funciones complejas continuas y acota­
das de la conexión c sobre ℝ, dada como la suma ﬁnita de elementos de matriz de las holo­∑nomías, f (c) = f eiµc. Completando esta álgebra con respecto a la norma del supremo n n
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se obtiene el álgebra C∗ de Bohr de funciones cuasiperiódicas [94]. Ésta puede identiﬁcar­
se con el álgebra de funciones continuas sobre la compactiﬁcación de Bohr de la recta real 
ℝB ℎr, la cual puede verse como el grupo de homomorﬁsmos que lleva del grupo aditivo de
la recta real al grupo multiplicativo de los números complejos de módulo unidad. Se puede
demostrar, de hecho, que este grupo es compacto y conmutativo [94]. Como consecuencia,
las funciones consistentes en la evaluación en un punto en ℝB ℎr conforman una base orto-
normal en el correspondiente espacio de Hilbert de funciones de cuadrado integrable con la
norma deﬁnida a través de la única medida de Haar, dµH , invariante bajo el grupo ℝB ℎr, 
esto es, L2(ℝB ℎr, dµH ) [94]. Dicha representación no es continua, por lo que no existe un
operador que represente a la variable c. Sin embargo, esta base nos permite pasar de nuestra
representación de conﬁguración a una representación más sencilla sobre el espacio de mo­
mentos (correspondiente a los ﬂujos p [94]). Empleamos por tanto una base conveniente del
espacio de Hilbert formada por los autoestados |µ⟩ de la tríada densitizada, con µ ∈ ℝ, y or­
tonormales con respecto al producto interno discreto ⟨µ̃|µ⟩ = 8µ̃, sobre la cual los operadores 
fundamentales actúan de la forma1 
µ 
4 Gr ̂µ ′ |µ⟩ = |µ + µ ′ ⟩, p̂|µ⟩ = µ|µ⟩, (1.2.11)3 
Designaremos dicho espacio de Hilbert como grau. Hacemos notar, además, que no es un 
espacio separable, puesto que los estados |µ⟩ forman una base no numerable. Como pode­
mos ver, el espectro del operador de holonomía no es continuo, debido al producto interno
discreto. Por tanto, es evidente que la representación es inequivalente a la estándar de tipo
Schrödinger que se obtiene en Geometrodinámica [95]. Es precisamente esta falta de conti­
nuidad la que hace que, en este contexto, no sea aplicable el teorema de Stone-von Neumann
sobre la unicidad de la representación para Mecánica Cuántica [96], permitiendo así que los
resultados físicos de la cuantización de lazos sean radicalmente distintos respecto a los que
se deducen de la teoría de Wheeler-DeWitt. 
Por otro lado, para el contenido material es habitual utilizar una representación de Schrö­
dinger, en la cual el operador ¢̂ representante del campo actúa por multiplicación, mientras
que el operador del momento actúa por derivación, ̂¢ = −ia¢, ambos deﬁnidos sobre el es­
pacio de Hilbert dado por las funciones de cuadrado integrable con respecto a la medida de
Lebesgue, mat = L2(ℝ, d¢). 
El espacio de Hilbert cinemático total es, pues, grau ⊗ mat. Nótese que los operadores
básicos introducidos están deﬁnidos en el producto tensorial de ambos sectores, actuando
como la identidad en el sector del cual no dependen. 
1Por simplicidad, en toda la memoria, ﬁjamos la velocidad de la luz y la constante de Planck reducida iguales
a la unidad, c = ℏ = 1. 
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1.2. Cosmología Cuántica de Lazos: modelo de FLRW plano 
Operador ligadura Hamiltoniana 
En cosmología homogénea, las ligaduras de momento y las de gauge se satisfacen de
forma inmediata debido a la gran simetría del modelo. De modo que, clásicamente, la ligadura
hamiltoniana será la única superviviente [ver la ecuación (1.2.4)]. Asimismo, dado que la
conexión de espín se anula para espacio-tiempos de FLRW planos, la parte gravitatoria de la
ligadura Hamiltoniana total viene dada por 
ije EaEbF : 
CFLRW : i j abd3grau = − 
1 x √ . (1.2.12)2r2 ∫ℝ |E|
La ligadura total (suma de ésta y la contribución material) resulta ser 
√ ¢ 2 CF LRW 2 += − 6 |p|c . (1.2.13)
r2 2
Como la conexión no está bien deﬁnida en la teoría cuántica, la expresión clásica de la
ligadura hamiltoniana no se puede traducir directamente a un operador. Por ello, regresaremos
a la expresión de partida (1.2.12) y expresaremos el tensor de curvatura en función de las
holonomías, a saber, ( )ℎµ (c) − 1 
F: = −2 lıḿ tr
□ij r: ei ej , (1.2.14)ab µ→0 µ2 2∕3 a b
donde □ij denota un cuadrado en el plano i-j y, por tanto, 
ℎµ = ℎµ ℎµ (ℎµ )−1(ℎµ )−1 . (1.2.15)□ij ei ej ei ej 
De inmediato nos damos cuenta de que esta forma de expresar la curvatura de la conexión no
soluciona el problema, puesto que el límite µ → 0 no está bien deﬁnido en la teoría cuántica,
debido precisamente a la discontinuidad de la representación. Esta coyuntura se interpreta co­
mo una manifestación del hecho de que, en la cuantización de lazos, el espectro del operador
del área es discreto con un autovalor mínimo distinto de cero y, por tanto, el área del cuadrado
no puede contraerse hasta ser igual a cero. En Gravedad Cuántica de Lazos, este obstáculo
se evita apelando a la invariancia bajo difeomorﬁsmos; sin embargo, este procedimiento no
puede importarse al caso que nos ocupa porque la ligadura de difeomorﬁsmos ya ha sido ﬁja­
da. La solución que se propuso consiste en evaluar la expresión (1.2.14) cuando el área física
del cuadrado es igual al menor autovalor no nulo del operador área permitido en Gravedad
Cuántica de Lazos, Δ. Esto es, µ = µ̄, tal que se cumple µ̄2|p| = Δ. Al margen de nuestra
discusión, un apunte histórico es conveniente. Los primeros intentos por regularizar la liga­
dura hamiltoniana asumían que la longitud mínima ﬁducial era simplemente una constante.
Sin embargo, los resultados físicos no eran razonables, en tanto en cuanto las correcciones 
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cuánticas de la geometría podían ser dominantes incluso en regímenes de baja curvatura o
densidades de materia arbitrariamente pequeñas, en los que cabía esperar un comportamien­
to clásico enmarcado dentro de la Relatividad General [26]. La nueva prescripción, que se 
conoce como dinámica mejorada, no presenta ese inconveniente [27]. No obstante, aparece
un nuevo obstáculo que debemos tener en cuenta. El paso que hemos dado introduce una
cierta no-localidad en el formalismo, debido a la dependencia de µ̄ con el estado particular
que consideremos. Por ello, es conveniente llevar a cabo una transformación canónica en el
espacio de fases de la geometría, tal que éste pasa a ser descrito por la variable f = µc y su ̄√canónica conjugada u(p) = sgn(p)|p|3∕2∕(2 Gr Δ), con {f, u} = 2. Así, introduciendo el 
operador û con acción û|u⟩ = u|u⟩, encontramos que 
̂ ̄|u⟩ = |u + 1⟩. (1.2.16)µ
Cabe señalar que el parámetro u tiene una interpretación geométrica directa: ̂ = |p̂|3∕2, de 
manera que √ 
̂ |u⟩ = 2 Gr Δ|u||u⟩. (1.2.17) 
Es decir, su valor es proporcional al volumen físico de la celda ﬁducial  . 
Para poder expresar la ligadura (1.2.13) como un operador encontramos una diﬁcultad
adicional que concierne al inverso del volumen que aparece en la parte material. Puesto que
el operador p̂ tiene al autovalor nulo en su espectro discreto, no es posible deﬁnir ninguna
potencia negativa de éste a través del teorema espectral. 
De nuevo, siguiendo el procedimiento llevado a cabo en Gravedad Cuántica de Lazos,
podemos regularizar dichas cantidades a partir de la identidad clásica ( )∑ √sgn(p) 4 3 µ µ )−1√ = tr riℎ ̄ {(ℎ ̄ , |p|} , ∀µ̄ ∈ ℝ. (1.2.18)ei eir µ̄|p| i=1 
Así, reemplazando las funciones del miembro derecho por sus operadores correspondientes,
y el corchete de Poisson por −i veces el conmutador, obtenemos [ ̂ ] ( )sgn(p) 3 = |p̂|1∕2 ̂ |p̂|1∕2̂ ̄ − ̂ ̄|p̂|1∕2 ̂ . (1.2.19)√ √ −µ̄ µ µ −µ̄|p| 4 Gr Δ 
De esta forma, se deﬁne el operador inverso de volumen regularizado como [ ] [ ̂ ]3̂
1 sgn(p)= √ . (1.2.20)|p|
Este operador actúa de forma diagonal en la base de estados |u⟩. Sorprendentemente, además, 
es acotado, desapareciendo así la divergencia clásica para u = 0 en el nivel cuántico. De 
hecho, el operador aniquila el estado |u = 0⟩. 
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1.2. Cosmología Cuántica de Lazos: modelo de FLRW plano 
Teniendo en cuenta esto, para representar la ligadura hamiltoniana (1.2.13) únicamente
necesitamos escoger una ordenación de operadores simétrica adecuada para la parte gravita­
toria. En la literatura se pueden encontrar distintas prescripciones [27–29, 97–99]. Aunque se
ha mostrado con cálculos númericos que, para distintas prescripciones, se obtienen prediccio­
nes físicas compatibles si se consideran estados semiclásicos [29], la estructura matemática
a la que conducen es distinta. Aquí, adoptaremos la prescripción conocida como MMO sim­
pliﬁcada [28], con la que se obtiene 
[ ]1∕2( )[̂ ]1∕2 
¢ĈF LRW 1 3 Ω̂2 1 = 
̂
− 0 + 
̂2 
, (1.2.21)
8 Gr2 2 
siendo 
Ω̂0 = √ ̂ 1∕2[ ̂ ̂2µ̄ − −2µ̄]+ ̂ 1∕2 (1.2.22)1 sgn(u), ̂
4i Δ √el operador que representa la cantidad Ω0 = µc) ∕ sgn(u) sen( ̄ Δ, teniendo en cuenta que 
̂ ̂sen(µc̄ ) = i(̂−2µ̄ − 2µ̄)∕2, y donde hemos utilizado el anticonmutador [⋅, ⋅]+. 
La elección de esta simetrización para la representación del operador de ligadura hamil­
toniana resulta ser muy conveniente debido a que la actuación de este operador aniquila los
estados de volumen cero y deja invariante su complemento ortogonal. Por tanto, los esta­
dos análogos a la singularidad clásica se desacoplan de la teoría de forma natural y se puede
restringir el estudio al espacio de Hilbert donde ya se ha eliminado el estado de volumen cero. 
En la práctica, una vez realizado ese desacoplo, es más sencillo trabajar directamente con
el operador de ligadura hamiltoniana densitizada, deﬁnido como 
ĈF LRW = − 3 Ω̂0
2 + 
̂
2 
¢ 
2 
. (1.2.23)
8 Gr2 
De esta forma, los operadores Ω̂20 y ̂¢ 2 son observables de Dirac que conmutan con el operador
de ligadura densitizada. Las dos versiones consideradas del operador de ligadura conducen
a resultados equivalentes y su relación, así como la existente entre sus soluciones, está bien
deﬁnida a través de un proceso de densitización [28]. 
Actuación del operador Ω̂0 
El operador Ω̂2, y por consiguiente ̂F LRW , es un operador en diferencias de segundo or­0 grau 
den de paso cuatro. Además, gracias al desacoplo del estado de volumen cero, no intercambia
estados con valores positivos y negativos de la variable u, correspondientes a orientaciones 
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opuestas de la tríada. Por ello, la acción de este operador preserva cada uno de los subespacios
± del espacio de Hilbert gravitacional con soporte en las semirredes: e 
|e|± = {u = ±(|e| + 4n), n ∈ ℤ}, |e| ∈ (0, 4], (1.2.24) 
conocidos como sectores de superselección, ±, en tanto en cuando proporcionan repre­e 
sentaciones irreducibles para los operadores que son físicamente relevantes en este modelo.
Concretamente, la actuación sobre la base de estados |u⟩ es de la forma 
Ω̂2 0|u⟩ = − f+(u)f+(u + 2) u + 4⟩ + [f 2(u) + f 2(u)]|u⟩ (1.2.25)+ −
− f−(u)f−(u − 2)
||u − 4⟩, 
con los coeﬁcientes 
Gr √ √ 
f±(u) = [sgn(u) + sgn(u ± 2)] |u| |u ± 2|. (1.2.26)2 
De la última expresión, se desprende que las funciones reales f+ y f− se anulan en los inter­
valos [−2, 0] y [0, 2], respectivamente. Por tanto, la ligadura desacopla los distintos signos
de u, como ya habíamos apuntado. Por conveniencia, restringiremos el estudio a sectores con 
u > 0, y sin pérdida de generalidad, ﬁjaremos un cierto e. Así pues, el espacio de Hilbert 
cinemático total será e + ⊗ mat. 
Puede demostrarse que el operador en diferencias ﬁnitas Ω̂2 es un operador esencialmente0 
autoadjunto. Es más, para cada uno de los sectores de superselección, el operador tiene un
espectro no degenerado y absolutamente continuo igual a la recta real positiva, ℝ+ [28]. Sus 
eautoestados generalizados, |e ⟩, con autovalor  ∈ [0, ∞), quedan completamente determina-
edos por la ecuación de autovalores a partir de su valor inicial en e, esto es, e (e). Para cada au­
e etofunción, este dato inicial se escoge como el número real positivo tal que ⟨e |e ′ ⟩ = 8( − ′). 
2Por su parte, el operador ̂2 = −a es también esencialmente autoadjunto, con un es­¢ ¢ 
pectro doblemente degenerado y absolutamente continuo igual a la semirrecta real positiva.
Sus autofunciones generalizadas están dadas por las ondas planas, e±io¢, con autovalor o2 
positivo. 
Estados físicos 
Una vez realizado el análisis espectral del operadores presentes en la ligadura hamilto­
niana densitizada, (1.2.23), es posible expandir las soluciones de la ligadura en dicha base, a
saber, 
∞ 
Ψ(¢, u) = ∫ d ee (u)[ +( )e+io( )¢ +  −( )e−io( )¢]. (1.2.27) 0 
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Para poder interpretar los resultados físicos necesitamos deﬁnir un concepto de evolución
temporal. Para ello, en estos escenarios, es habitual considerar el campo ¢ como un tiem­
po interno emergente [26]. De esta forma, podemos identiﬁcar los estados físicos con las
soluciones de frecuencia positiva ( ) [o negativa −( )].+
Un conjunto completo de observables de Dirac (actuando sobre los estados físicos) está
formado por la constante de movimiento ̂¢ y el volumen en ¢ = ¢0, que designaremos como |û|¢0 . 
Rebote cuántico 
Una vez completada la cuantización del modelo, la dinámica efectiva permite estudiar en
un esquema más manejable las predicciones físicas de la teoría cuántica. En la práctica, la
receta para obtener la ligadura hamiltoniana efectiva se puede resumir de una manera muy
simple [45]: basta con sustituir los operadores fundamentales por las correspondientes varia­
bles clásicas, teniendo cuidado en asignar al operador de holonomía ŝen(µc̄) la contrapartida 
sen(µc̄), en vez de su límite µ̄c para curvaturas extrínsecas pequeñas, que nos devolvería a
la teoría einsteiniana sin ningún tipo de modiﬁcación. Se espera que este tipo de teoría clá­
sica corregida capture las características esenciales de la cuantización cuando se consideran
ciertos estados físicos de especial interés, esto es, aquéllos que tienen un comportamiento
semiclásico en las regiones de volúmenes espaciales grandes, de forma que puedan ser vis­
tos como soluciones realistas que expliquen las propiedades del Universo que observamos
hoy en día. En particular, se estudian perﬁles gaussianos picados en un instante de tiempo
tardío (valores grandes de ¢) en ciertos valores grandes de los observables fundamentales
del modelo (el momento del campo y el volumen físico). Como ya avanzamos en la sección
anterior, el análisis numérico de la evolución de este tipo de estados mostró un nuevo fenó­
meno cuántico que lleva a la resolución dinámica de la singularidad inicial (o Big Bang),
reemplazándola por un rebote cuántico que conecta dos ramas del Universo: una en contrac­
ción y otra en expansión. En ambas se recupera rápidamente una evolución dictada por las
ecuaciones de la teoría clásica de Relatividad General. Además, se ha visto que los estados
semiclásicos considerados se mantienen picados sobre una trayectoria bien deﬁnida durante
toda la evolución, mostrando así que la resolución dinámica de la singularidad es un proceso
determinista. Remarcamos que, como cabía esperar, la trayectoria sólo se desvía de aquélla
predicha por la Relatividad General cuando la densidad p de energía material se acerca a una 
densidad crítica del orden de la densidad de Planck pp lanc:. En más detalle, las desviaciones 
aparecen en torno a la densidad crítica pcrit ≈ 0,41pp lanc:. En las regiones cercanas al rebote
la gravedad actúa como una fuerza repulsiva, debido a los efectos cuánticos de la geometría,
y es precisamente cuando p alcanza esa densidad crítica cuando ocurre el rebote. 
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1.3. Cuantización de Fock de un campo escalar 
El segundo pilar del formalismo híbrido es la cuantización de tipo Fock para las inhomo­
geneidades. Como es sabido, en espacio-tiempos curvos no estacionarios no existe un criterio
establecido para seleccionar una representación cuántica de las reglas de conmutación canó­
nicas [100]. En general, existen inﬁnitas posibilidades que no son equivalentes entre sí. Esto
resta solidez al proceso, ya que cada una de las representaciones ofrece una teoría cuántica
diferente, que nos conduce a predicciones físicas distintas. Con el ﬁn de eliminar esta ambi­
güedad, en la primera parte de esta tesis estudiaremos el caso de un campo escalar con una
masa dependiente del tiempo propagándose sobre un espacio-tiempo homogéneo e isótro­
po. Demostraremos que la selección de la representación de Fock es en realidad única, salvo
transformaciones unitarias, si se adopta el criterio de imponer la invariancia del estado de va­
cío bajo el grupo de simetrías espaciales de la ecuación de campo y se exige que la dinámica
del sistema sea unitaria, a pesar de la no estacionariedad de las ecuaciones de campo. 
Por ello, vamos a introducir a continuación los elementos básicos para construir la cuanti­
zación de Fock de un campo escalar, y así llegar a la condición bajo la cual dos cuantizaciones
de Fock son unitariamente equivalentes. Más en general, presentaremos la condición necesa­
ria para implementar una transformación de Bogoliubov de manera unitaria. 
1.3.1. Espacio de fases y observables 
Como ya hemos podido ver en la sección anterior, en la formulación hamiltoniana de la
mecánica clásica, un sistema físico suele describirse mediante un espacio de fases Γ. Este es­
pacio contiene la información sobre todos los posibles estados del sistema. Matemáticamen­
te, el espacio de fases es una variedad simpléctica diferenciable (de mayor o menor orden,
dependiendo del caso). Habitualmente, las coordenadas canónicas (locales) de cada punto
representan las posiciones generalizadas y sus momentos conjugados correspondientes, y es­
peciﬁcan uno de los posibles estados del sistema. 
Consideramos un campo escalar real ¢ con masa propagándose sobre un espacio-tiempo 
 globalmente hiperbólico dotado con la métrica gab. Una acción clásica para este campo 
es: √ 2S = −1 d4x −g(∇ ¢∇a¢ + m ¢2), (1.3.1)a2 ∫ 
donde g es el determinante del tensor métrico. A partir de ella se deduce la ecuación de
evolución 
(∇ ∇a + m2)¢ = 0, (1.3.2)a
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1.3. Cuantización de Fock de un campo escalar 
que no es más que la ecuación de tipo Klein-Gordon para un espacio-tiempo curvo. Como
ya sabemos, por ser  globalmente hiperbólico, éste admite una función global de tiempo 
t y una exfoliación en hipersuperﬁcies de Cauchy, deﬁnidas para cada instante de tiempo.
De esta forma, dados los valores de ¢ y de su derivada normal ∇ ¢ ∶= na∇ ¢ sobre una n a
hipersuperﬁcie de Cauchy Σ0, la ecuación de Klein-Gordon tiene una solución única deﬁnida 
en todo el espacio-tiempo. 
El momento canónico conjugado de una solución de la ecuación de movimiento ¢ está 
dado por √8S = = ℎ∇n¢, (1.3.3)̇8¢ 
donde ℎ es el determinante de la métrica inducida en Σ. Entonces, el espacio de fases Γ del 
sistema puede entenderse como el espacio vectorial de pares (¢, ). En otras palabras, un 
punto en el espacio de fases Γ viene dado por la especiﬁcación de las funciones ¢(x⃗) y (x⃗)
sobre una de las hipersuperﬁcie de Cauchy. Asimismo, al tener un problema de Cauchy bien
puesto, podemos identiﬁcar el espacio de soluciones  de la ecuación de movimiento (1.3.2) 
con el espacio de fases Γ, visto como el espacio de datos iniciales sobre cierta hipersuperﬁcie 
Σ0. Además, se puede demostrar que el espacio de soluciones  será el mismo, independiente­
mente de la elección de Σ0. Es sencillo ver, pues, que la evolución en el tiempo t en el espacio 
de fases Γ es equivalente a la evaluación del elemento asociado del espacio de soluciones  
sobre la correspondiente superﬁcie de Cauchy Σt. 
Sobre este espacio, deﬁnimos una estructura simpléctica Ω como la aplicación bilineal y 
antisimétrica que, actuando sobre dos vectores (¢1, 1) y (¢2, 2) de Γ, viene dada por 
Ω[(¢1, 1), (¢2, 2)] = ∫Σ( 1¢2 − 2¢2)d
3x, (1.3.4) 
siendo Σ una hipersuperﬁcie de Cauchy cualquiera. La estructura simpléctica es independien­
te del tiempo si la hipersuperﬁcie Σ no tiene borde o si los campos (o, equivalentemente, sus
datos de Cauchy) cumplen condiciones de contorno adecuadas en dicho borde, incluido el ca­
so en el que se trate de una región asintótica. En tales circunstancias, la estructura permanece
invariante en la evolución temporal del sistema. 
La estructura simpléctica proporciona los corchetes de Poisson: 
{¢(⃗ x ′ , t)} = { (⃗ ( ⃗ {¢(⃗ ( ⃗ x − ⃗ (1.3.5)x, t), ¢( ⃗ x, t), x ′ , t)} = 0, x, t), x ′ , t)} = 83(⃗ x ′). 
Los corchetes de Poisson dotan al conjunto de observables físicos, entendidos como el espacio
de funciones C∞(Γ, ℝ), con la estructura de un álgebra de Lie. 
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1.3.2. Cuantización canónica 
En términos generales, hemos visto que el proceso de cuantización es un procedimiento
para representar los observables físicos de un sistema clásico como operadores que actúan
sobre un espacio de Hilbert, en el que cada elemento (o, más bien, cada rayo) describe un
estado distinto del sistema. Más en detalle, una vez descrito un sistema clásico mediante una
variedad simpléctica (Γ, Ω), se puede deﬁnir el proceso de cuantización como la construcción 
de un espacio de Hilbert  tal que, al conjunto de observables medibles C∞(Γ, ℝ) (funciones
suaves sobre Γ), se le asigna un conjunto de observables cuánticos representados por opera­
dores lineales (señalados en general por el símbolo ˆ ). El proceso debe tener en cuenta ciertas
propiedades. 
Así, los operadores observables deben ser autoadjuntos para que todos sus autovalores
sean reales, ya que deben representar posibles medidas físicas. Además, la condición de Di­
rac para la cuantización nos dice que, dados dos observables  y , sus correspondientes
representaciones deben conservar la estructura de los corchetes de Poisson. Esto es 
̂[̂, ] = iℏ{̂ (1.3.6), }. 
Sin embargo, no todos los observables pueden ser promovidos sin ambigüedades a ope­
radores cuánticos de forma que cumplan las relaciones de conmutación canónicas. Lo que
podemos hacer es elegir un subconjunto  completo de observables para el proceso de cuan­
tización. La representación del conjunto  debe ser irreducible. Esto signiﬁca que, una vez
construidos los operadores cuánticos, no puede existir ningún subespacio de  que sea inva­
riante bajo la actuación de los operadores del conjunto. Los motivos para pedir irreducibilidad
son los siguientes. Una vez que hayamos escogido el conjunto de observables clásicos y su
correspondiente álgebra de corchetes de Poisson, queremos que su representación contenga
la misma información que éste. En particular, queremos que sea completo, es decir, que el
único operador que conmute con todos los operadores del conjunto sea múltiplo de la identi­
dad. Y el lema de Schur nos asegura que éste es el caso si exigimos irreducibilidad. En otras
palabras, si la representación fuese reducible, podríamos expresarla como suma directa de
varias representaciones irreducibles que podríamos estudiar por separado y necesitaríamos
información adicional que nos seleccionara una de ellas. 
Por lo tanto, para construir una teoría de campos cuántica de la ecuación de Klein-Gordon,
buscaremos una representación irreducible del campo y su momento conjugado mediante
operadores autoadjuntos ¢̂ y ̂ sobre un espacio de Hilbert  que satisfagan las relaciones
de conmutación canónicas correspondientes al álgebra de Poisson, de forma que 
[¢̂(⃗ ̂ x ′ , t)] = [̂(⃗ x ′ , t)] = 0, ¢(⃗ x ′ , t)] = i83(⃗ x ′). (1.3.7)x, t), ¢( ⃗ x, t), ̂( ⃗ [ ̂ x, t), ̂( ⃗ x − ⃗
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1.3.3. Cuantización de Fock 
En la cuantización de Fock, el espacio de Hilbert  de la teoría se construye mediante la
suma directa de los productos tensoriales (simetrizados en el caso de campos escalares) de
copias del espacio de Hilbert para una “partícula” 0. Este espacio se denomina espacio de 
Fock y tiene por tanto la forma 
 (0) ∶= ⊕∞ (⊗n0). (1.3.8)n=0
Como vemos, el espacio de Fock se obtiene a partir del espacio de una partícula. Éste,
a su vez, se construye a partir de las soluciones de la ecuación de movimiento clásica, o de
su espacio de condiciones iniciales correspondiente. En la construcción, el carácter lineal del
espacio de soluciones desempeña un papel fundamental, y por ello el marco de aplicación na­
tural de la cuantización de Fock para campos es el de teorías de campo lineales (por ejemplo,
el campo de Klein-Gordon). 
Espacio de Hilbert de una partícula 
Para deﬁnir el espacio de Hilbert de una partícula basta con escoger una estructura com­
pleja J en el espacio de fases Γ, o en su contrapartida dada por el espacio de soluciones 
asociado  [100]. La estructura compleja es el objeto matemático que codiﬁca la informa­
ción que es físicamente relevante para la cuantización de Fock. Una estructura compleja es
una transformación simpléctica real J ∶  →  cuyo cuadrado es menos la identidad y que
es compatible con la estructura simpléctica, en un sentido que enseguida especiﬁcaremos. En
más detalle, una estructura compleja es una transformación real que cumple las siguientes
propiedades: 
i) J 2 = −1. 
ii) J es un simplectomorﬁsmo, esto es, Ω(J ⋅, J ⋅) = Ω(⋅, ⋅). 
iii) J es compatible con Ω. A saber, Ω(J ⋅, ⋅) es deﬁnido positivo sobre el espacio de fases 
Γ, o equivalentemente sobre el de soluciones  . 
( )De esta forma, (⋅, ⋅) ∶= Ω(J ⋅, ⋅) − iΩ(⋅, ⋅) ∕2 proporciona un producto interno. 
A continuación, complexiﬁcamos el espacio de fases (o el de soluciones) y extendemos
la actuación de J y Ω mediante linealidad compleja. De acuerdo con la propiedad i), los 
autovalores de J son ±i, de forma que, mediante la descomposición espectral del espacio 
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complexiﬁcado, podemos deﬁnir los dos subespacios ortogonales correspondientes a cada
uno de los autovalores. Sean entonces 
∗ p ∶= 1(1  − iJ ), p ∶= 1(1  + iJ ), (1.3.9)
2 2
los proyectores ortogonales sobre tales subespacios. Completándolos con el producto interno 
(⋅, ⋅) obtenemos los espacios de Hilbert 0 y 0∗ , respectivamente. Llamaremos la parte de 
frecuencia positiva del campo ¢ a la que está compuesta por los elementos de la forma ¢+ = 
p¢, y la parte de frecuencia negativa a ¢− = p ∗ ¢. Obviamente, ¢ = ¢+ + ¢−, y además 
¢− = (¢+)∗ cuando imponemos que el campo ¢ sea real. 
Llegados a este punto, existen dos visiones alternativas pero equivalentes del espacio de
Hilbert para una partícula: 
0 se obtiene a partir de las soluciones reales de la ecuación de campo –o de las con­
diciones iniciales que las determinan– una vez se las dota de la estructura compleja 
J . 
0 puede identiﬁcarse con el subespacio de soluciones de frecuencia positiva, que son
complejas. 
Es importante notar que lo único que necesitamos para construir 0 a partir de nuestro espa­
cio de fases, o de soluciones, es una estructura compleja J . La elección del espacio de Hilbert
de una partícula, caracterizada por una estructura compleja, no es única y, en general, cada
elección da lugar a una teoría cuántica distinta. Como veremos más adelante, estas cuantiza­
ciones no tienen por qué ser unitariamente equivalentes entre sí. Concretamente, en el caso
general de un espacio-tiempo curvo no estacionario, no existe un criterio establecido para
seleccionar una única elección preferente de 0 y, por tanto, tendremos que enfrentarnos a
un número inﬁnito de cuantizaciones no equivalentes que surgen de la libertad que tenemos
en la elección de 0, o lo que es lo mismo, en la elección de una estructura compleja J 
determinada. 
Operadores de creación y aniquilación 
Una vez hecha la elección del espacio de Hilbert de una partícula y dada una base orto-
normal de dicho espacio, que vemos aquí como el de soluciones complejas de frecuenciai 
positiva, cualquier solución del campo se puede expresar como ∑
−¢ = ¢+ + ¢ , ¢+ = p¢ = (ai i), (1.3.10) 
i 
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es decir, 
¢ = 
∑ 
(ai i + a ∗ ∗), (1.3.11)i i 
i 
∗donde los coeﬁcientes a y ai son las variables de creación y aniquilación, respectivamente,i
asociadas a la base ortonormal elegida. Usando esa ortonormalidad, no es difícil compro­
bar que los corchetes de Poisson canónicos entre el campo y su momento conducen a los
siguientes corchetes para estas variables: 
∗ ∗ ∗{ai, a } = −i8i , {ai, aj } = {a , a } = 0. (1.3.12)j j i j 
Al proceder a cuantizar el sistema, las variables de creación y aniquilación pasan a estar
representadas por operadores â† y âi, respectivamente, tal que los únicos conmutadores no 
†nulos entre ellos son [âi, âj ] = 8
i
j
i . De esta forma, el campo viene representado cuánticamente 
como ∑ † ∗¢̂ = ( ̂ i + â ). (1.3.13)ai i i 
i 
Finalmente, deﬁnimos el estado de vacío asociado a la representación dada como aquel
estado normalizado |0⟩ que es anulado por todos los operadores de aniquilación. Es decir, |0⟩ ∈  es tal que ⟨0|0⟩ = 1, âi|0⟩ = 0, ∀i. (1.3.14) 
Los estados de una partícula se obtienen por la actuación de los operadores de creación so­
bre este estado de vacío. Esto incluye la actuación de combinaciones lineales de un número
inﬁnito de operadores de creación, siempre y cuando el estado resultante tenga norma ﬁnita. 
1.3.4. Cuantizaciones equivalentes 
Como ya hemos visto, el proceso de cuantización, como construcción de una representa­
ción de Fock de las relaciones de conmutación canónicas, queda determinado con la elección
de la estructura compleja que hagamos. La cuestión que aquí queremos plantear es si dicha
elección tiene consecuencias físicas. Es decir, si dada una elección de estructura compleja
distinta, la teoría cuántica que se alcanza proporciona predicciones físicas que no son equi­
valentes a las anteriores. 
̂ ̂En principio, diremos que dos representaciones irreducibles (, ¢) y (′ , ¢ ′), construidas 
′a partir de las correspondientes estructuras complejas J y J deﬁnidas sobre el espacio de
soluciones del sistema (aunque podríamos considerar el espacio de fases de forma similar)
son unitariamente equivalentes si y sólo si existe una aplicación unitaria B ∶  → ′ que 
satisface 
¢̂′(x) = B̂¢̂(x)B̂−1 . (1.3.15) 
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1. INTRODUCCIÓN 
En este caso, los estados | ⟩ ∈  tienen las mismas propiedades físicas que los estados 
̂| ′⟩ = B| ⟩ ∈ ′ . 
A continuación, analizaremos las condiciones necesarias para que dos cuantizaciones de
Fock sean unitariamente equivalentes. 
′Sea una base ortonormal del nuevo espacio ′. Los elementos de esta base puedeni 
∗escribirse como una combinación lineal de los elementos de  y de ∗, de forma tali i 
que 
i 
′ = 
∑ 
(Kij j + ij j 
∗), (1.3.16) 
j 
donde K ∶ 0′ → 0 y ∶ 0′ → 0∗ (Kij y ij son simplemente los elementos de K y en 
las bases elegidas). 
Las condiciones de ortonormalidad de ambas bases en sus respectivos productos internos
exigen que se satisfagan las siguientes relaciones: 
KK† − † = 1 , K ∗ † − ∗ K† = 0. (1.3.17) 
Las aplicaciones lineales K y se llaman transformaciones de Bogoliubov, y Kij y ij son los 
coeﬁcientes de Bogoliubov. Si expresamos las soluciones ¢ en ambas bases podemos deducir
las relaciones entre las variables de creación y aniquilación asociadas a ambas. Formamos el
siguiente "vector"(de dimensión inﬁnita) con dichas variables: ( )
aA = † . a
La transformación canónica y lineal, A′ = BA vendrá caracterizada por la matriz ( )
K∗ − ∗ 
B = ,
− K 
que es real y preserva la estructura simpléctica. La nueva estructura compleja se puede ex­
′presar entonces como J = BJB−1, que en forma matricial es ( )
∗ ∗† ∗†1  + 2 2K∗ 
J ′ = ∗† † .−2K −1  − 2
′⟩ = ̂A continuación, construimos el estado de vacío, | B|0⟩ ∈ ′, en el nuevo espacio
de Hilbert. Este estado se caracteriza porque lo anulan todos los operadores de aniquilación 
′ ′ â correspondientes a la nueva estructura compleja, esto es, â | ′⟩ = 0 ∀i, donde, en formai
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1.3. Cuantización de Fock de un campo escalar 
′matricial â = K∗ â − ∗ â†. No es difícil comprobar que la solución formal a esta condición
viene dada (de nuevo usando notación matricial) por { }†] (K∗)−1 †[â ∗ â| ′ ⟩ = C exp |0⟩, (1.3.18)
2 
donde C es una constante. 
Llegados a este punto, la condición para que la transformación B̂ sea unitaria es que se 
preserve la norma, es decir, debe cumplirse que ⟨ ′| ′⟩ = ⟨0|0⟩ = 1. 
La condición de que el estado | ′⟩ tenga norma unidad implica, en particular, que su
componente de dos partículas creadas por los operadores â† debe tener norma ﬁnita. Este 
†requisito se reduce a exigir que la traza de r r sea ﬁnita, con r ∶= (K∗)−1 ∗. Por otra parte,
de la primera relación en la ecuación (1.3.17) se deduce que la transformación K∗ está aco­
tada inferiormente, de forma que su inversa lo está por arriba. Como consecuencia, nuestro
†requisito sobre la traza de r r equivale a pedir que ∑ 
tr( †) = < ∞. (1.3.19)| ij |2 
ij 
Así pues, la transformación de Bogoliubov que relaciona ambas teorías debe ser tal que sea 
Hilbert-Schmidt [100]. Esto es equivalente a decir que B̄ ∶= JBJ + B sea Hilbert-Schmidt, 
con ( )
0 ∗ 
B̄ = 2 ,
0 
′o que J − J sea Hilbert-Schmidt. 
Finalmente, conviene hacer notar que, en términos de los operadores de creación y ani­
quilación asociados a la estructura compleja J ′, el número de partículas viene determinado ∑̂ ′ ′† ′por el operador N = â â . Es fácil ver que el valor esperado de este número de partícu­i i i
las en el vacío original |0⟩ es precisamente la cantidad tr( †). De esta forma, la condición
que hemos deducido para discernir si dos estructuras complejas proporcionan cuantizacio­
nes equivalentes o no resulta que puede interpretarse también como la condición de que el
vacío de cualquiera de estas cuantizaciones contenga o no un número ﬁnito de las partículas
correspondientes a la otra cuantización. 
25 

OBJETIVOS Y ESTRUCTURA DE LA TESIS
 
El objetivo general de esta tesis es facilitar un marco para la cuantización de un modelo
cosmológico inhomogéneo realista y proporcionar las herramientas necesarias para la ob­
tención de predicciones físicas ﬁables que puedan llegarse a contrastar con observaciones
experimentales. Por su particular relevancia, tanto teórica como observacional, nos centrare­
mos en el caso de un universo homogéneo e isótropo, de tipo FLRW, plano, con un campo
escalar masivo sometido a un potencial, y con perturbaciones cosmológicas, tanto en la mé­
trica como en el campo material. 
Emplearemos los métodos de cuantización híbrida que se han desarrollado en los últi­
mos años, combinando las técnicas de la gravedad de lazos para el sector homogéneo con
una representación de Fock estándar para las inhomogeneidades. Además, consideraremos
la generalización de este esquema a otros tipos de cuantizaciones para el espacio-tiempo de
fondo. Como paso previo, estudiaremos la aplicabilidad a nuestro caso de los criterios de uni­
cidad para eliminar las ambigüedades inherentes a la Teoría Cuántica de Campos en espacio-
tiempos curvos. Estos criterios serán utilizados, posteriormente, a la hora de seleccionar las
variables para las inhomogeneidades y la representación de Fock deﬁnida por la elección
de la estructura compleja. Abordaremos, también, el tema de la invariancia gauge buscando
una descripción covariante del sistema a partir de la cual seamos capaces de identiﬁcar los
verdaderos grados de libertad físicos. Para ello, introduciremos las variables de Mukhanov-
Sasaki. Estudiaremos posibles soluciones físicas, asumiendo cierto comportamiento para los
diferentes grados de libertad, y explicaremos el proceso para deducir las ecuaciones efecti­
vas de Mukhanov-Sasaki que incluyen correcciones originadas por los efectos cuánticos de
la geometría. Estas ecuaciones gobiernan la propagación de las perturbaciones cosmológicas
primordiales. Veremos que las correcciones que aparecen están recogidas en valores espera­
dos de ciertos operadores de las variables homogéneas, calculados durante la evolución del
estado FLRW en el tiempo interno del sistema, y su forma especíﬁca depende en última ins­
tancia del tipo de cuantización, así como de la prescripción adoptada en su implementación.
Por último, presentaremos un procedimiento para calcular estos valores esperados y las he­
rramientas para poder determinarlos en futuros trabajos numéricos con el ﬁn de obtener el
espectro de potencias de las perturbaciones y compararlo con el observado en el CMB. 
Tras el presente capítulo de Introducción, en el que hemos motivado el interés de este 
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trabajo y hemos dado un pequeño esbozo de las herramientas que vamos a usar, el cuerpo de
la memoria está estructurado en dos partes, que comprenden un total de cinco capítulos. 
Parte I: Unicidad de la cuantización de Fock. 
• En el capítulo 2, consideraremos un campo de tipo Klein-Gordon con una masa
dependiente del tiempo que se propaga sobre un espacio-tiempo estático con sec­
ciones espaciales planas y compactas, con la topología del tres-toro. En particular,
estudiaremos la aplicabilidad del criterio para seleccionar una representación de
Fock única (salvo transformaciones unitarias) que consiste en imponer: i) inva­
riancia bajo las isometrías de la ecuación de movimiento, en este caso concreto
las del tres-toro, y ii) la implementación unitaria de la dinámica. Además, demos­
traremos que este criterio también permite eliminar la ambigüedad en la elección
del par canónico de las variables para la descripción del campo cuando se consi­
deran transformaciones canónicas lineales, dependientes del tiempo, que incluyen
el reescalado del campo y la redeﬁnición de su momento. 
• Como extensión de estos resultados, en el capítulo 3, investigaremos la validez de
nuestros criterios de unicidad a la hora de cuantizar campos escalares que obede­
cen ecuaciones de evolución de segundo orden más generales en fondos no esta­
cionarios, con especial atención a espacio-tiempos cosmológicos. Concretamen­
te, consideraremos casos en los que la dependencia espacial aparezca reﬂejada
únicamente mediante un término proporcional al operador de Laplace-Beltrami.
Y mostraremos que cualquier ecuación de este tipo puede llevarse a una forma
de Klein-Gordon sobre un fondo estático, pero con una masa dependiente en el
tiempo, mediante un reescalado del campo y una elección adecuada del tiempo. A
continuación, ofreceremos una interpretación espacio-temporal de cada una de las
ecuaciones de campo que estudiamos. Veremos que, en ciertos casos, puede llegar
a aparecer una transición entre un espacio-tiempo de tipo euclídeo y otro loren­
tziano, fenómeno que ya se había sugerido en trabajos de otros autores. En estas
situaciones, analizaremos el dominio de validez de nuestra teoría. Para completar
el trabajo, estudiaremos, para una transición de estas características, la evolución
de un estado de vacío dado por condiciones iniciales en la región euclídea. 
Parte II: Perturbaciones cosmológicas. 
• El capítulo 4 abordará la cuantización híbrida de un modelo perturbado consis­
tente en un espacio-tiempo FLRW plano con secciones espaciales compactas en 
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presencia de un campo escalar material. Presentaremos la descripción hamilto­
niana clásica del sistema, truncando la acción a orden cuadrático en las inhomo­
geneidades. A continuación, eliminaremos la libertad de gauge asociada a las li­
gaduras lineales imponiendo condiciones de ﬁjación apropiadas. Introduciremos
una reparametrización para las inhomogeneidades en términos de las variables
de Mukhanov-Sasaki. Luego, una transformación en el espacio de fases reduci­
do completo, incluyendo los modos homogéneos, permitirá devolver la estructu­
ra simpléctica a la forma canónica. Obtendremos el denominado Hamiltoniano
de Mukhanov-Sasaki. Tras la cuantización, empleando un ansatz de tipo Born-
Oppenheimer para los estados cuánticos, seremos capaces de pasar de la ligadu­
ra hamiltoniana a una ecuación de evolución de Schrödinger para las perturba­
ciones, teniendo en cuenta ciertas aproximaciones adecuadas dentro de nuestro
esquema de truncamiento. Estudiaremos también un orden de factores diferen­
te para la cuantización de nuestro sistema de ligaduras simpléctico. De nuevo,
después de usar el ansatz de Born-Oppenheimer, veremos que esa prescripción
también da lugar a una ecuación cuántica para la propagación de las inhomoge­
neidades que es similar a la que se obtuvo en el formalismo de la métrica vestida
[62, 63]. Concluiremos, comparando las ecuaciones efectivas para los invariantes
de Mukhanov-Sasaki que se derivan de nuestro formalismo híbrido para los dos
órdenes de factores alternativos. 
• El tratamiento anterior se generalizará en el capítulo 5 en dos direcciones impor­
tantes. a) En lugar de reducir el sistema en el nivel clásico, llevaremos a cabo una
transformación canónica del sector inhomogéneo completo que nos permita des­
cribir las inhomogeneidades en términos de las variables de Mukhanov-Sasaki, las
ligaduras perturbativas lineales y cantidades canónicamente conjugadas a éstas.
De esta manera, podremos imponer fácilmente las ligaduras perturbativas lineales
en la teoría cuántica, sin necesidad de introducir ninguna ﬁjación de gauge previa.
b) No adoptaremos una representación especíﬁca para el sector homogéneo, en
particular para la geometría FLRW. En este sentido, el formalismo que presenta­
remos aquí puede adaptarse a cualquier propuesta para la cosmología de FLRW
(salvo mínimas condiciones sobre las propiedades del modo cero de la ligadura
hamiltoniana que debemos tener en cuenta). Por tanto, los resultados físicos que
se deduzcan dependerán de la cuantización concreta que se escoja, y su discu­
sión tendrá que detallarse con posteridad. En la última sección, este formalismo
se aplicará al caso concreto de LQC, a modo de ejemplo, y se derivarán las ecua­
ciones efectivas correspondientes para poder compararlas con las que obtuvimos
en el capítulo previo. 
• En el capítulo 6, sugeriremos un procedimiento para facilitar el tratamiento y 
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evaluación numérica de los valores esperados que aparecen en las ecuaciones
efectivas de Mukhanov-Sasaki, con la intención de conservar gran parte de las
propiedades cuánticas del sistema en el cálculo. La mayor diﬁcultad aparece en la
integración de la dinámica de los estados FLRW en presencia de un potencial que
varía en el tiempo. La estrategia que nosotros propondremos se basa en extraer de
la evolución la parte de campo libre, correspondiente a un potencial nulo, y pasar
a una imagen de interacción. Entonces, adaptando el sistema a una prescripción
de LQC analítica, denominada sLQC [97], podremos integrar explícitamente la
evolución generada por el operador geométrico de campo libre. Por otro lado, la
interpretación del potencial dentro de un esquema perturbativo nos permitirá pa­
sar a una nueva imagen de interacción, extrayendo las contribuciones dominantes
del potencial escalar y el correspondiente operador de evolución. Particularizare­
mos el estudio al caso de un potencial cuadrático dado por un término de masa.
Completaremos este tratamiento determinando la dinámica remanente del sistema
generada, de nuevo, por un operador de interacción y discutiendo su contrapartida
semiclásica. 
Las conclusiones se presentarán en el capítulo 7, y recogerán los principales resultados
obtenidos en el desarrollo de esta tesis. 
Para descargar la exposición de esta memoria de excesivos detalles técnicos, relegaremos
algunos cálculos especialmente extensos a tres apéndices. El apéndice A, recogerá las expre­
siones explícitas de las variables canónicas originales para el sector homogéneo del espacio
de fases del sistema presentado en el capítulo 5, en términos del conjunto canónico de in­
variantes de gauge. Además, contendrá las nuevas expresiones para las componentes de la
métrica espacio-temporal. En el apéndice B, investigaremos la autoconsistencia de una de las
aproximaciones que se toma en la deducción de la ecuación de Schrödinger para las pertur­
baciones de Mukhanov-Sasaki. En particular, estudiaremos el término correspondiente a la
segunda derivada de la función de onda de los modos de Mukhanov-Sasaki con respecto a la
parte homogénea del campo escalar. En el último, el apéndice C, calcularemos la integral de
camino de las contribuciones cuadráticas del potencial en la imagen de interacción discutida
en el capítulo 6. 
30 
Parte I
 
Unicidad de la cuantización de Fock
 
31
 

2
 
CRITERIOS DE UNICIDAD PARA LA 
CUANTIZACIÓN DE FOCK DE CAMPOS 
ESCALARES: EL CASO PLANO 
2.1. Introducción 
En este capítulo estudiaremos la cuantización de Fock de un campo escalar en escena­
rios cosmológicos con secciones espaciales planas y compactas, isomorfas al tres-toro. En
particular, nos centraremos en un campo escalar que satisface una ecuación de movimiento
lineal, de tipo Klein-Gordon, con un término de masa dependiente del tiempo. Este estudio
es relevante en cosmología cuando tratamos la propagación de campos en espacio-tiempos
de FLRW y, aún más importante, en el análisis de perturbaciones cosmológicas en torno a
este tipo de cosmologías. El interés de ceñirnos a la topología espacial del tres-toro surge de
las observaciones experimentales actuales. Tal y como parecen indicar, el Universo es plano
a escalas cosmológicas y, en este sentido, el tres-toro es la variedad espacial compacta en tres
dimensiones que resulta natural analizar. Dentro del debate abierto sobre la ﬁnitud de nuestro
Universo, cabe remarcar que la consideración de compacidad espacial no debe tener relevan­
cia en nuestro análisis siempre y cuando se admita que la física a escalas suﬁcientemente por
encima de la del radio de Hubble no tiene implicaciones cosmológicas. 
Al llevar a cabo el procedimiento de cuantización, existen ciertas ambigüedades ligadas
al número inﬁnito de grados de libertad del sistema. Una de ellas tiene que ver con la elección
de las variables que se emplean para describir esos grados de libertad. Incluso respetando la
linealidad, un reescalado del campo dependiente del tiempo afecta la dinámica del sistema,
y por tanto inﬂuye en la viabilidad de su cuantización. Otro tipo de ambigüedad atañe a 
33
 
2. CRITERIOS DE UNICIDAD: EL CASO PLANO 
la selección de la representación de Fock para las relaciones de conmutación canónicas, o
equivalentemente, a la elección del estado de vacío. Todavía más importante es el hecho de
que las predicciones físicas que se derivan pueden depender fuertemente de las decisiones
que se tomen en los pasos afectados por dichas ambigüedades. Por todo ello, garantizar la
unicidad de este proceso de cuantización es esencial, y debe basarse en la confrontación de
las predicciones con los datos experimentales, o bien apelar a una serie de criterios que,
habitualmente, suelen tener en cuenta las simetrías del sistema o el comportamiento de los
estados cuánticos. 
En escenarios no estacionarios, la libertad en la elección del campo aparece de forma
natural a través de transformaciones lineales dependientes del tiempo que nos proporcionan,
en general, diferentes dinámicas del sistema, como hemos apuntado. Normalmente, las trans­
formaciones que se consideran no son más que reescalados del campo a través de funciones
del tiempo que nos permiten hacer una nueva descripción del sistema, a menudo más conve­
niente. Por ejemplo, en situaciones tales como campos que se propagan en espacio-tiempos
cosmológicos de tipo FLRW, una elección adecuada del reescalado permite pasar a una ecua­
ción de campo en la que se elimina la dependencia temporal del fondo, aunque a cambio surge
un término de masa que varía en el tiempo. A diferencia de la mecánica cuántica, donde los
sistemas tienen un número ﬁnito de grados de libertad, en Teoría Cuántica de Campos es­
tas transformaciones lineales no siempre pueden implementarse de manera unitaria, lo cual
afectará a las predicciones físicas de la teoría. 
Por otro lado, una vez ﬁjada la descripción de campo para el sistema, existe otra ambi­
güedad fundamental en la elección de la representación de las relaciones de conmutación
canónicas. En Mecánica Cuántica, el teorema de Stone-Von Neumann nos garantiza la uni­
cidad de la representación (del álgebra de Weyl) [96], salvo transformaciones unitarias, que
no afectan al contenido físico de la teoría. Sin embargo, en Teoría Cuántica de Campos en
espacio-tiempos curvos genéricos no existe ningún teorema análogo que nos proporcione tal
grado de solidez en las predicciones físicas. En el caso de los campos de Klein-Gordon en el
espacio-tiempo de Minkowski, las simetrías del espacio-tiempo marcan un criterio de selec­
ción única de nuestra representación. La invariancia de Poincaré –adaptada a la dinámica–
deﬁne de manera unívoca, salvo equivalencia unitaria, una estructura compleja [100], que es
el objeto matemático que guarda toda la información relevante para la cuantización, y que de­
termina el estado de vacío. Para espacio-tiempos estacionarios, también se puede encontrar
una única cuantización con ciertos criterios sobre la energía (véase, por ejemplo, [101, 102]),
que permiten escoger una estructura compleja preferente. Sin embargo, en situaciones más
generales, no existe un criterio de unicidad disponible, y uno debe afrontar el hecho de que
existen muchas representaciones de Fock posibles no equivalentes. 
No obstante, en los últimos años se ha demostrado que, en ciertas situaciones no esta­
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cionarias, todavía es posible seleccionar una única representación de Fock si se adopta el
criterio de exigir la invariancia del estado de vacío bajo las simetrías espaciales de la ecua­
ción de campo y que la dinámica del sistema cuántico sea unitaria. Para campos escalares,
la representación de Fock así seleccionada es la que se asociaría de forma natural al caso de
un campo libre y sin masa. Para que este criterio asegure la unicidad de la cuantización de
Fock, es importante que las secciones espaciales del fondo en el que se propaga el campo
sean compactas (de manera que no pueda surgir ninguna divergencia infrarroja al cuantizar
el sistema). Además, se ha comprobado que estos criterios también seleccionan un único par
canónico para el campo. El caso que se ha considerado en más detalle en los trabajos apareci­
dos en la literatura es el de secciones con la topología de una tres-esfera [103]. Sin embargo,
como ya avanzamos en la Introducción, los primeros estudios se hicieron para los modelos de
Gowdy de simetría reducida. Los resultados se extendieron al tratamiento de campos escala­
res propagándose sobre fondos con secciones espaciales isomorfas a esferas d-dimensionales 
(con d ≤ 3) [103–105], e incluso a topologías compactas genéricas en tres o menos dimen­
siones [106]. La generalización de este criterio para eliminar la ambigüedad en el reescalado
del campo a través de funciones del fondo dependientes del tiempo en el caso de secciones
espaciales con una topología general compacta se puede encontrar en la referencia [107]. Los
últimos trabajos han demostrado que dichos criterios también son válidos en el tratamiento
de campos fermiónicos libres propagándose en cosmologías homogéneas e isótropas con la
topología de la tres-esfera [108]. 
Aquí nos centraremos en el análisis de campos escalares lineales con una masa depen­
diente del tiempo que se propagan en escenarios más realistas, desde el punto de vista de la
cosmología, manteniendo el carácter compacto de la topología espacial. Más allá del interés
físico que tiene el estudio particular en la topología plana, merece la pena dedicarle especial
atención a este caso por las peculiaridades que surgen debido a las características propias del
grupo de simetrías del tres-toro, tal y como veremos a continuación. 
2.2. Modelo de Klein-Gordon 
Consideramos un campo escalar real ¢ que se propaga sobre un espacio-tiempo global-
mente hiperbólico, estático, y cuya variedad espacial es un tres-toro 3, provisto con la mé­
trica estándar ℎij . Como dominio del tiempo, asumimos un intervalo cualquiera de la recta 
real, � ⊂ ℝ. La topología del espacio-tiempo es, pues, la de � × 3. En cuanto al dominio tem­
poral, no impondremos restricciones en su forma, ni siquiera si éste es acotado. Esta libertad
es importante para la aplicación de nuestros resultados en situaciones tales que la descrip­
ción del campo sea efectiva, puesto que la validez de la geometría efectiva del espacio-tiempo 
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podría estar condicionada sólo a un intervalo de tiempo dado. Vamos a considerar, incluso,
que el dominio pueda ser la unión de distintos intervalos, en cuyo caso, la restricción de la
demostración sobre uno de ellos sería suﬁciente para garantizar los resultados de unicidad. 
A pesar de que el espacio-tiempo de fondo sea estático, estudiamos el caso en el que la
masa del campo puede depender del tiempo, correspondiente a un potencial cuadrático de la
forma (¢) = M(t)¢2∕2. Como consecuencia, el sistema deja de ser estacionario y el campo
escalar cumple la ecuación de ondas lineal 
¢̈ − Δ¢ + M(t)¢ = 0, (2.2.1) 
que es una ecuación de tipo Klein-Gordon. Aquí, el punto hace referencia a la derivada tem­
poral, Δ es el operador de Laplace-Beltrami correspondiente a la métrica del tres-toro y M(t)
es la función de masa dependiente del tiempo, que tomamos en principio como una función
real arbitraria. 
Debemos insistir en la importancia de esta ecuación. A menudo, aparece cuando tratamos
campos escalares que se propagan en ciertos espacio-tiempos no estacionarios e introduci­
mos una transformación canónica dependiente del tiempo para describirlos, de manera que el
campo queda reescalado. En estos casos, el campo resultante puede ser interpretado como un
campo escalar con una masa que cambia en el tiempo, sobre un fondo estático. Esto ocurre,
por ejemplo, en el modelo de FLRW del Universo que tratamos en esta tesis, al multiplicar
el campo original por el factor de escala de la métrica FLRW. Resulta evidente pues la rele­
vancia que tendrá en nuestro estudio de perturbaciones escalares en el modelo con topologías
espaciales compactas planas, esto es, en el caso de considerar un Universo con la topología
espacial del tres-toro. 
La ecuación de campo (2.2.1) es invariante bajo el grupo de isometrías del tres-toro, ya
que el operador de Laplace-Beltrami se deﬁne a partir de la métrica estándar sobre 3. Por 
ello, vamos a considerar el producto de las tres copias del grupo de traslaciones en el círculo,
una por cada dirección sobre el tres-toro: 
aj ∶  j →  j + aj, ∀aj ∈ S
1 , (2.2.2) 
donde aj es el ángulo de rotación en la dirección j (j = 1, 2, 3). Denominaremos a, con ⃗
a⃗ = (a1, a2, a3), a la transformación total obtenida por la composición de las correspondientes
rotaciones en cada una de las direcciones. 
Hacemos notar que la representación de este grupo no es irreducible en cada espacio de
autoestados del operador de Laplace-Beltrami, ya que no mezcla todos los estados posibles
del sistema que tienen igual autovalor del laplaciano, como veremos luego en más detalle. Por 
36 
�  
 
  
 
 
 
 
  
 
 
   
   
2.2. Modelo de Klein-Gordon 
ello, tendremos que hacer una descomposición de los autoespacios del operador de Laplace-
Beltrami en sumas directas de representaciones irreducibles. A la hora de realizar la cuan­
tización, no sólo tendremos que preocuparnos de que la dinámica del campo se implante de
manera unitaria, sino también del grupo de simetrías. En concreto, impondremos que estas
simetrías dejen invariantes todas las estructuras del sistema que toman parte en el proceso de
cuantización. 
Adoptemos, por ejemplo, la descripción del sistema correspondiente a su espacio de fases 
Γ. Recordamos que dicho espacio es el espacio de datos de Cauchy para un cierto tiempo √ 
̇t0 ∈ ﬁjo arbitrario, {(¢, ¢)} = {(¢|t0 , ℎ¢|t0)}, equipado con la estructura simpléctica
(1.3.4) que nos proporciona los corchetes de Poisson (1.3.5), donde 8(⃗) es la delta de Dirac 
sobre 3 y ⃗ es el conjunto de coordenadas que parametriza la superﬁcie del tres-toro. 
Gracias a la periodicidad en las coordenadas espaciales , podemos descomponer el cam­i
po ¢ en modos de Fourier2: ∑ 
¢(t, ⃗) = 1 q ⃗ (t)ei(m⃗⋅⃗), (2.2.3)(2 )3∕2 m
m⃗∑donde hemos introducido la notación m⃗ ⋅ ⃗ = , y m⃗ es una terna de enteros (mi ∈ ℤ,i mi i
para i = 1, 2, 3). En lo sucesivo, descartamos el modo cero ( m⃗ = 0). Al tratarse de un único
modo, su inclusión no afectará a las cuestiones relacionadas con la implementación unitaria
de las simetrías y de la dinámica en teoría de campos, cuestiones que tienen que ver con la
existencia de un número inﬁnito de grados de libertad [100]. Además, este modo siempre
se puede cuantizar por separado, incluyendo la posibilidad de emplear métodos no estánda­
res en su descripción cuántica, como haremos más adelante utilizando una representación
polimérica. 
Esta descomposición compleja está perfectamente adaptada a las simetrías del tres-toro.
No obstante, para evitar las complicaciones que podría acarrear el carácter real del campo,
vamos a adoptar una descomposición alternativa en términos de las auto-funciones reales del
operador de Laplace-Beltrami, es decir, en términos de los modos de Fourier correspondientes
a las funciones seno y coseno ∑1 ′ ¢(t, ⃗) = [ n⃗(t) cos(n⃗ ⋅ ⃗) + xn⃗(t) sen(n⃗ ⋅ ⃗)]. (2.2.4)3∕2 
n⃗
Aquí, hemos deﬁnido la terna n⃗ = (n1, n2, n3), con ni ∈ ℤ, cambiando la notación de las
etiquetas para los modos de Fourier y sus coeﬁcientes asociados de m⃗ a n⃗, para facilitar la
distinción entre las formulaciones compleja y real. De nuevo, ignoramos el modo n⃗ = 0. Por 
∗2Los coeﬁcientes de Fourier (t) veriﬁcan que (t) = (t), debido al carácter real del campo. n⃗ −n⃗n⃗
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ello, y teniendo en cuenta que los modos que diﬁeren en un signo global de n⃗ coinciden en 
realidad, el sumatorio anterior contiene únicamente las ternas de enteros n⃗ no-nulas cuyas pri­
meras componentes diferentes de cero son positivas. Para aligerar la notación, esto lo hemos
representado mediante una coma en el símbolo del sumatorio, en lugar de hacerlo explícito. 
De acuerdo con la ecuación de campo (2.2.1), podemos deducir que los modos de la des­
composición de Fourier obedecen ecuaciones de movimiento completamente desacopladas.
En particular, todos los modos con el mismo autovalor del operador de Laplace-Beltrami, 
2 2−on ∶= − 
∑ 
i ni , satisfacen la misma ecuación de movimiento: 
2̈⃗ + [o + M(t)] = 0, (2.2.5)n n n⃗
2y el análogo para los modos seno, x⃗. El índice entero n = 1, 2, 3, … ordena los valores de on
2en sentido creciente, esto es, o < o si n < n ′. Además, es evidente que o → ∞ cuando
n 
n n ′ n 
n → ∞. 
Rápidamente, puede verse que, en general, existen diferentes ternas de enteros (n1, n2, n3) 
2tales que la suma de sus cuadrados es igual a un valor de o ﬁjo. Por eso, resulta conve­n
niente deﬁnir un subconjunto  que incluya todos los modos con la misma frecuencia. La n 
dimensión de  es diferente para cada valor de n ﬁjo. Este hecho introduce una degenera­
ción accidental g
n 
en el sistema, que es igual a la dimensión de cada subespacio  . En re­n n
sumen, tenemos inﬁnitos autoespacios del operador de Laplace-Beltrami, cada uno de ellos
con una ecuación de movimiento única para todos los modos que contiene. A su vez, estos
autoespacios serán suma de un cierto número de representaciones irreducibles del grupo de
simetrías, cada una asociada a una terna (n1, n2, n3) diferente. Estas representaciones irredu­
cibles deberán estudiarse por separado y su número en cada autoespacio  vendrá dado por 
la degeneración g . 
n 
n
Análogamente, descomponemos el momento del campo siguiendo los mismos pasos¢ 
que hemos explicado para la variable de conﬁguración. De este modo, los coeﬁcientes para
las contribuciones coseno y seno de la expansión en modos reales del momento, que llama­
remos p⃗ y y⃗, respectivamente, satisfacen las ecuaciones dinámicas p⃗ = ̇ , y y⃗ = ẋ⃗. Los n n n n⃗ n n
corchetes de Poisson no nulos correspondientes son { , pn⃗′} = {x⃗, yn⃗′} = 8⃗n⃗ n nn⃗ ′ . 
La forma más natural de obtener una representación unitaria del grupo de simetrías dentro
de la teoría cuántica es mediante la deﬁnición de una representación de las relaciones de
conmutación canónicas a través de un estado (del álgebra de Weyl) que sea invariante bajo
las transformaciones en cuestión. En realidad, de esta forma no sólo se asegura la unitariedad
de las transformaciones de simetría, sino que también se garantiza que todas las estructuras
cuánticas resulten invariantes bajo su acción. Una representación que conocemos bien es la 
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asociada al campo libre sin masa, puesto que la correspondiente estructura compleja deﬁnida
sobre el espacio de fases, J0, queda determinada exclusivamente por la métrica y el laplaciano: ( ) ( )( )
−(−ℎΔ)−1∕2¢ 0 ¢ 
J0 = . (2.2.6)(−ℎΔ)1∕2 0 
Obviamente, la estructura compleja es invariante bajo la acción del grupo de simetrías del
sistema (pues lo son el laplaciano y el determinante de la métrica inducida), lo cual nos
conduce a una implementación unitaria natural. Para discutir la cuantización de Fock y la
unitariedad de la dinámica será conveniente reemplazar las variables canónicas ( n⃗, pn⃗; xn⃗, yn⃗)
por las variables de aniquilación 
1 1 a⃗ = √ (o + ip⃗), ã⃗ = √ (o x⃗ + iy⃗), (2.2.7)n n n⃗ n n n n n
2on 2on 
∗ ∗y las de creación que se obtienen como los complejos conjugados a y ã . A partir de ahora,
n⃗ n⃗estas variables complejas serán las coordenadas de nuestro espacio de fases canónico, excepto
2para el caso o = 0, donde no es válida la deﬁnición que hemos dado (sin embargo ya hemosn
dicho que íbamos a ignorar el modo cero). En función de estas nuevas variables, la estructura
compleja J0 resulta ser puramente diagonal, y queda deﬁnida por 
J0(an⃗) = ian⃗, J0(ãn⃗) = i ̃an⃗, 
∗ ∗ ∗ J0(a ) = −ia∗ , J0(ã ) = −iã . (2.2.8)n⃗ n⃗ n⃗ n⃗
Como consecuencia de que todos los modos con la misma frecuencia o tienen la misma n 
∗dinámica, la evolución temporal de las variables canónicas (a⃗, a ) desde un tiempo ﬁjo t0n n⃗hasta un tiempo arbitrario t (dada por una transformación simpléctica lineal) es diagonal en 
bloques 2 × 2, de manera que ( ) ( ) ( )
an⃗(t) an⃗(t0) an(t, t0) fn(t, t0)= U , U = , (2.2.9)n n∗ ∗ ∗ a (t) a (t0) f∗(t, t0) a (t, t0)n⃗ n⃗ n n 
∗y análogamente para el par (ãn⃗, ã ). Los coeﬁcientes an(t, t0) y fn(t, t0) son los coeﬁcientes n⃗de Bogoliubov y caracterizan completamente la evolución clásica del sistema y, puesto que 
U (t, t0) ha de ser un simplectomorﬁsmo, se cumple que n
|an(t, t0)|2 − |f (t, t0)|2 = 1 ∀n, (2.2.10)n
para cada valor de t ∈ . 
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2.3. Unicidad de la cuantización 
A continuación, analizaremos los criterios de unicidad que, como ya enunciamos, consis­
ten en imponer: i) invariancia bajo el grupo de simetrías de la ecuación de movimiento, y ii)
que la dinámica sea unitaria. En particular, demostraremos que estas dos condiciones son su­
ﬁcientes para seleccionar una única clase de representaciones de Fock para las relaciones de
conmutación canónicas. Los pasos a seguir son los siguientes. Primero, comprobaremos que
la dinámica del campo se implementa de manera unitaria en la representación cuántica deﬁ­
nida por J0, incluso cuando el campo posee una masa que varía en el tiempo. Seguidamente,
caracterizaremos la estructura compleja más general que sea invariante bajo el grupo de sime­
trías formado por las transformaciones ⃗ . Veremos que éstas están relacionadas a través dea⃗
una familia muy especíﬁca de transformaciones simplécticas. Por último, utilizando esta ca­
racterización y exigiendo que la dinámica admite una implementación unitaria, probaremos
la unicidad de esta estructura compleja invariante (salvo equivalencias unitarias). 
2.3.1. Unitariadedad de la dinámica 
La primera pregunta que queremos responder aquí es si la evolución temporal de los ope­
radores de creación y aniquilación, dada por la ecuación (2.2.9), corresponde a una transfor­
mación unitaria en el espacio de Hilbert  construido a partir de la representación determi­
nada por J0. En la sección 1.3.4 vimos que esto es posible si y sólo si U (t, t0) + J0U (t, t0)J0n n
es un operador Hilbert-Schmidt. Esta condición se traduce en una condición de sumabilidad
sobre los coeﬁcientes fn(t, t0), a saber ∑ 
g |f (t, t0)|2 < ∞ ∀t ∈ , (2.3.1)n n
n 
dado un tiempo t0 de referencia. Recordemos que g es el factor de degeneración del subespa­n 
cio n y que será diferente para cada valor de n. Este coeﬁciente cuenta el número de grados
de libertad que tienen la misma dinámica. Como ya apuntamos, la condición reseñada física­
mente nos asegura que, durante la evolución del sistema, el estado de vacío siempre tiene un
número ﬁnito de partículas. 
Como consecuencia de la condición de unitariedad (2.3.1), debemos centrarnos en el
2estudio del comportamiento de los coeﬁcientes f en el límite o → ∞ o, lo que sería lon n
mismo, en el análisis asintótico de las soluciones de la ecuación de movimiento del campo
(2.2.5). El análisis asintótico de los coeﬁcientes de Bogoliubov para un campo de Klein-
Gordon con una masa dependiente del tiempo en un espacio-tiempo estacionario ya se hizo
en la referencia [103] y los resultados se pueden aplicar directamente para el caso de secciones 
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compactas espaciales isomorfas al tres-toro. En dicho artículo se concluye que ( ) ( )
−io 1 1 an(t, t0) = e n(t−t0) +  , fn(t, t0) =  o2 . (2.3.2)on n 
El símbolo  indica el orden asintótico. La única hipótesis sobre el campo que se emplea para
deducir este comportamiento (aunque no es necesario para su validez) es que la función de 
masa M(t) posee una primera derivada que es integrable en todos los subintervalos del domi­
nio . Es inmediato ver, pues, que la condición de unitariedad es equivalente a la sumabilidad
4de la secuencia formada por g ∕o . Para demostrar que esto se cumple, es necesario analizar n
cómo cambia la degenaración 
n
g en función de n cuando nos acercamos al límite de valores n 
muy grandes, n → ∞. Si bien es verdad que, debido a la degeneración accidental que ex­
plicamos anteriormente, la dependencia exacta no se puede dar explícitamente, para nuestra
discusión únicamente necesitamos dar el comportamiento asintótico, lo cual es relativamente
fácil, como veremos a continuación. 
2Los valores o pueden interpretarse como la norma del vector n⃗ asociado a la terna que n
usamos para etiquetar los modos. En principio, n⃗ está restringido de forma que su primera
componente no-nula sea positiva. Sin embargo, dado que existen dos modos por cada va­
lor de n⃗, los modos seno y coseno, podemos asignar cada uno de estos pares a las parejas
de vectores (n,⃗ −n⃗). De esta forma, podemos hacer una correspondencia entre los modos y
4los vectores cuyas componentes son no-nulas y enteras. Ahora, vamos a usar que 1∕o es n
positivo y decrece al crecer n, y además que el conjunto de autovalores o del operador de n 
Laplace-Beltrami contiene al subconjunto de los enteros, {N}. Debido a ello, no es difícil ∑convencerse de que ∑ (g ∕o ) < ∕N4, donde DN es el número de autovalores en el n n n4 N DN 
intervalo real (N,N +1], contando su degeneración. Haciendo un análisis geométrico parale­
lo, esto equivale a contar el número de vértices dentro de una red cúbica de paso unidad cuyas
coordenadas son ternas de enteros que estén situados a una distancia del origen comprendida
en dicho intervalo. Por tanto, el número DN crece con N como N2. Teniendo en cuenta que 
4la suma ∑ 1∕N2 converge, concluimos que la suma estudiada g ∕o es ﬁnita, de manera N n n
que, efectivamente, se cumple la condición de unitariedad (2.3.1). 
Recapitulando, hemos visto que existe una representación de Fock, construida a partir
de una estructura compleja invariante bajo el grupo de simetrías del sistema, que permite
implementar la dinámica de forma unitaria para el caso de un campo escalar con una masa
dependiente del tiempo. Sin embargo, sabemos que en Teoría Cuántica de Campos existen in­
ﬁnitas formas posibles de deﬁnir la estructura compleja que, en principio, no son equivalentes
entre sí. Llegados a este punto, nos preguntamos si sería posible encontrar una representación
distinta, no equivalente, pero con las mismas propiedades. Nosotros vamos a demostrar que,
a pesar de que existan inﬁnitas posibles representaciones de Fock invariantes bajo el grupo
de simetrías del sistema, en realidad, la condición de que la dinámica sea implementada en 
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la teoría cuántica de manera unitaria selecciona una única clase de representaciones unitaria-
mente equivalentes entre sí, es decir, las únicas representaciones con estas características son
todas unitariamente equivalentes a la representación construida con la estructura compleja 
J0, asociada de forma natural al caso sin masa. 
2.3.2. Caracterización de las estructuras complejas invariantes 
En este apartado, vamos a determinar exclusivamente aquellas estructuras complejas J 
que son invariantes bajo la acción del grupo de simetrías en el tres-toro (2.2.2). Esta propiedad
es la que caracterizará por completo nuestras estructuras complejas invariantes. El procedi­
miento que vamos a seguir diﬁere respecto al que se ha presentado en otros trabajos con
topologías espaciales compactas, puesto que hemos tenido que adaptar el análisis a las parti­
cularidades de la topología del tres-toro. En primer lugar, el grupo de isometrías del tres-toro
es abeliano, de manera que sus representaciones irreducibles son todas 1-dimensionales sobre
el espacio de vectores complejos. Además, dado que el campo escalar es real, estas represen­
taciones deben combinarse adecuadamente. Por otro lado, tal y como ya hemos explicado,
debido a la degeneración accidental, los autoespacios del operador de Laplace-Beltrami no
proporcionan representaciones irreducibles del grupo de isometrías, aun cuando el operador
conmuta con las isometrías porque se ha construido a partir de la métrica. De nuevo, esta si­
tuación vuelve a aparecer como una peculiaridad del tres-toro en comparación con el resto de
trabajos que se encuentran en la literatura, por ejemplo, para las d−esferas. Por tanto, es una
razón adicional por la que creemos interesante realizar el análisis detallado para esta tesis. 
La acción de las simetrías del tres-toro sobre los modos reales se puede deducir fácil­a⃗
mente a partir de la transformación que sufre el campo [véase la ecuación (2.2.4)]. Así uno
llega a ( ) ( ) ( )
′ 
n⃗ cos(n⃗ ⋅ a⃗) − sen(n⃗ ⋅ a⃗)n⃗
′ = Rn⃗(a⃗) , R⃗(a⃗) = . (2.3.3)x
n⃗
xn⃗
n sen(n⃗ ⋅ a⃗) cos(n⃗ ⋅ a⃗) 
De manera similar podemos obtener las ecuaciones para los modos del momento del campo 
: (p⃗, y⃗). Es apropiado señalar que estas transformaciones mezclan los modos por pares,¢ n n
combinando únicamente los modos seno y coseno con la misma etiqueta n⃗, que al pertenecer
al mismo autoespacio de Laplace-Beltrami, tienen la misma dinámica. Sin embargo, como
la acción del grupo no mezcla todos los modos de un mismo autoespacio, la caracterización
de las estructuras complejas invariantes se complica, llegando a una situación similar a la
que se encontró para la topología S1 [75, 76, 104], pero en dimensiones superiores. Además,
hacemos notar que la acción sobre cada uno de los pares es diferente. 
En otras palabras, en la sección 2.2 vimos cómo descomponer el espacio de fases Γ en una 
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suma directa de subespacios Γ correspondientes a cada uno de los autoespacios del operadorn 
de Laplace-Beltrami, de forma que Γ ∶=  ⊕  . Esta descomposición se mantiene en lan n n
evolución, debido al desacoplo de la ecuación de movimiento que gobierna la dinámica del
campo (2.2.5). Pero, a su vez, cada uno de estos subespacios se descompone en una suma
directa de las correspondientes a las representaciones irreducibles del grupo de simetrías, 
Γ⃗ ∶= ⃗ ⊕ ⃗, caracterizadas totalmente por cada una de las posibles ternas n⃗. De manera n n n
inmediata, pues, aplicando el lema de Schur, llegamos a la conclusión de que cualquier es­
tructura compleja J ∶ Γ → Γ invariante bajo el grupo de simetrías puede ser diagonalizada
por bloques con respecto a esta descomposición. Esto es: ⨁′ 
J = J⃗, (2.3.4)n
n⃗
donde J⃗ ∶ Γ⃗ → Γ⃗ son estructuras complejas invariantes representadas por bloques 4 × 4.n n n 
Adoptemos, por ejemplo, la base de variables formada por los modos reales ( n⃗, xn⃗; pn⃗, yn⃗)
para cada subespacio Γ⃗. Entonces, a cada J⃗ le corresponde una matriz caracterizada por n n 
, J  , J  y J  cuatro bloques 2 × 2: J  = A⃗ = B⃗ = C⃗ = D⃗, que representan todas n n n nn⃗ n⃗ n⃗ n⃗las posibles conexiones entre los subespacios ⃗ y ⃗.n n
Resumiendo, si J es una estructura compleja invariante, únicamente mezcla las compo­
nentes de los subespacios ⃗ y ⃗ entre sí para cada valor de n⃗, y cada una de las estructuras n n 
complejas J⃗ resultantes de la descomposición (2.3.4) se puede escribir de forma matricial n 
como ( )
n nJ⃗ = 
A⃗ B⃗ . (2.3.5)n Cn⃗ Dn⃗
Los elementos de estos bloques son números reales, puesto que las componentes de la estruc­
tura compleja lo son en la base de variables reales elegida. 
A partir de la condición de invariancia que exigimos para la estructura compleja J (esto 
−1es, J = J , ∀ ), concluimos que cada uno de estos bloques 2 × 2 debe conmutar con a⃗ a⃗a⃗todas las matrices de rotación R⃗(a⃗) [véase la ecuación (2.3.3)], de lo que se deduce que cadan
bloque debe tener una parte diagonal proporcional a la identidad y una parte no-diagonal
antisimétrica. Esto es, con una notación matricial genérica M⃗ para A⃗, B⃗, C⃗ y D⃗, tenemos n n n n n
que ( )
M (1) M (2) 
n⃗ n⃗Mn⃗ = −M (2) M (1) 
. (2.3.6) 
n⃗ n⃗
Todavía nos queda imponer las tres condiciones que deﬁnen una estructura compleja,
para así ajustar la relación entre los elementos de estas matrices. En concreto, debemos ase­
gurarnos de que las estructuras complejas sean compatibles con la estructura simpléctica, de 
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manera que la composición Ω(J ⋅, ⋅) proporcione una aplicación bilineal deﬁnida positiva so­
bre el espacio de fases. En términos de los bloques Jn⃗, esta condición se traduce en que J Ωn⃗n⃗debe ser una matriz simétrica deﬁnida positiva, donde J es la matriz transpuesta de J⃗ y los 
bloques de la estructura simpléctica son n⃗
n 
( )
 2×2 −12×2Ω⃗ = . (2.3.7)n 12×2  2×2 
Aquí,  2×2 es la matriz cero y 12×2 es la matriz identidad en dos dimensiones. Junto con la 
condición de invariancia discutida, concluimos de lo anterior que los bloques J⃗ deben tener 
la forma 
n ( )
An⃗ Bn⃗Jn⃗ = , (2.3.8)Cn⃗ −An⃗
donde B⃗ y C⃗ serán proporcionales a la identidad, con una constante de proporcionalidadn n 
no-positiva y no-negativa, respectivamente. Esto es, 
B(2) = C (2) B(1) C (1)= 0, ≤ 0, ≥ 0. (2.3.9)
n⃗ n⃗ n⃗ n⃗
El resto de condiciones que deﬁnen a las estructuras complejas son: i) su cuadrado es me­
nos la identidad, J 2 = −1, y ii) deja invariante la estructura simpléctica, es decir, Ω(J ⋅, J ⋅) = 
Ω(⋅, ⋅). Esto se traduce en las siguientes dos condiciones sobre los bloques J⃗:n
J 2 = −14×4, J Ω⃗J⃗ = Ω⃗. (2.3.10)n n nn⃗ n⃗
A partir de estas condiciones, deducimos las siguientes ecuaciones para los elementos de
matriz: [ ]2 [ ]2A(1) A(2) − B(1)C (1) A(1)A(2)− + = 1, = 0, (2.3.11)
n⃗ n⃗ n⃗ n⃗ n⃗ n⃗
y [ ]2 [ ]2A(1) A(2) + B(1)C (1)+ = −1, (2.3.12)
n⃗ n⃗ n⃗ n⃗
A(2)B(1) A(2)C (1)= 0, = 0. (2.3.13)
n⃗ n⃗ n⃗ n⃗
Sumando la primera igualdad de la ecuación (2.3.11) con la (2.3.12), uno llega a que el ele­
mento de matriz A(2) es cero. Por tanto, la formas más general para cada uno de los bloques 
n⃗
Jn⃗ de una estructura compleja invariante y compatible con la forma simpléctica es ( )
A(1) B(1) 
n⃗ n⃗Jn⃗ = C (1)
12×2 
−A(1)
12×2 , (2.3.14)
12×2 12×2n⃗ n⃗
donde √ 
B(1) C (1) A(1) C (1)< 0, > 0, = ± −1 − B(1) . (2.3.15)
n⃗ n⃗ n⃗ n⃗ n⃗
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Hacemos notar que B(1)C (1) ≤ −1, ya que A(1) es un número real. 
n⃗ n⃗ n⃗
Para continuar, es conveniente pasar de la base de modos reales a las variables complejas 
∗ ∗(an⃗, a ; ãn⃗, ã ) deﬁnidas en (2.2.7) para la estructura compleja J0, asociada al caso de campon⃗ n⃗sin masa. Uno puede comprobar que, en esta base, los bloques J⃗ de cualquier estructura 
compleja invariante deben ser diagonales por bloques, con bloques 
n 
2 × 2 que coinciden por 
pares. Explícitamente, ( )n⃗ 2×2Jn⃗ = , (2.3.16)
2×2 n⃗
con ( )
−B(1) + C (1) 2 −B(1) − C (1) 2 + iA(1)o o onn⃗ n⃗ n n⃗ n⃗ n n⃗n⃗ = i B(1) + C (1) 2 + iA(1) B(1) − C (1) 2 . (2.3.17)o o onn⃗ n⃗ n n⃗ n⃗ n⃗ n 
Puede verse que cada estructura J invariante, expresada en esta nueva base de variables en
el espacio de fases, se puede relacionar con J0 mediante una transformación simpléctica K tal 
que J = KJ0K−1. Puesto que J0 es diagonal con bloques de la forma (J0)⃗ = diag{i, −i, i, −i}n 
[véase la ecuación (2.2.8)], la transformación K toma una forma diagonal por bloques, con 
matrices 4 × 4, a saber, ( ) ( )
K⃗ = 
n⃗ 2×2 , ⃗ = K∗ n⃗ Kn ∗ ⃗ . (2.3.18)n n 2×2 n⃗ n⃗ n⃗
Como K es un simplectomorﬁsmo, K⃗ y son números complejos que desempeñan el papeln n⃗
de coeﬁcientes de Bogoliubov para la transformación K y, por tanto, satisfacen la condición 
|K⃗|2 − | |2 = 1 ∀n.⃗ (2.3.19) n n⃗
, B(1) y C (1)Finalmente, la relación entre éstos y los elementos de matriz A(1) viene dada por 
n⃗ n⃗ n⃗
+ C (1) 22|K⃗|2 = 1 − B(1) o , (2.3.20)n n⃗ n⃗ n
= B(1) + C (1) 2 − iA(1)2K⃗ o o . (2.3.21)n n⃗ n nn⃗ n⃗ n⃗
Es importante subrayar que la fase de K⃗ se puede escoger libremente. Por ejemplo, uno po­n 
dría elegirla de manera que dicho coeﬁciente de Bogoliubov fuese no-negativo, sin que esto
afectara al resto de nuestras consideraciones. 
El resultado obtenido se puede resumir diciendo que cualquier estructura compleja J in­
variante bajo el grupo de simetrías sobre el tres-toro está relacionada con J0 mediante una 
transformación simpléctica K que es diagonal por bloques 2 × 2, de acuerdo con la descom­
posición (2.3.4). Recordamos que J0 es la estructura compleja deﬁnida en la sección 2.2 y
que, si bien es la elección natural en el caso de un campo sin masa, como ya demostramos,
nos permite implementar la dinámica del sistema de manera unitaria incluso cuando el campo
tiene una masa dependiente del tiempo. 
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2.3.3. Unicidad de las representaciones invariantes 
Para concluir esta sección y comprobar que efectivamente nuestro criterio de unicidad
selecciona una única representación de Fock, todavía tenemos que demostrar que la imple­
mentación unitaria de la dinámica limita las estructuras complejas invariantes a una única
familia de estructuras unitariamente equivalentes. Para ello, haremos uso del hecho de que
todas las posibles estructuras complejas invariantes J se pueden relacionar con J0 a través 
de una transformación simpléctica K que puede entenderse como un simple cambio de las 
variables de creación y aniquilación. 
De forma general, una transformación simpléctica , admite una implementación unita­
ria en la cuantización determinada por la estructura compleja J = KJ0K−1 si y sólo si la 
transformación K−1 K se puede implementar de manera unitaria en la teoría cuántica cons­
truida con J0. Aplicando este resultado a la transformación proporcionada por las matrices de 
evolución U (t, t0), deﬁnidas en (2.2.9), deducimos que la dinámica podrá ser implementadan
unitariamente en la cuantización de Fock determinada por una estructura compleja invarian­
te J si y sólo si la representación ﬁjada por J0 admite una implementación unitaria de la 
transformación cuyos bloques matriciales son K−1U (t, t0)K⃗. Estas matrices pueden inter­n nn⃗pretarse como las nuevas matrices de evolución cuando se cambia de operadores de creación
y aniquilación, pasando de los asociados con J0 a los de J . Además, dichas matrices pueden
expresarse en función de unos nuevos coeﬁcientes de Bogoliubov, aJ y fJ . Realizando un 
n⃗ n⃗sencillo cálculo, se deduce que la expresión para los nuevos coeﬁcientes fJ en función de los 
originales es n⃗
fJ (t, t0) = (K ∗)2f (t, t0) − ( )2f ∗(t, t0) + 2iK ∗ ℑm[a (t, t0)], (2.3.22)n n⃗ n⃗ nn⃗ n⃗ n n⃗
donde ℑm[⋅] indica la parte imaginaria. Es importante resaltar que estos coeﬁcientes depen­
den no sólo de n, la etiqueta del autoespacio del operador de Laplace-Beltrami, sino también 
de la terna n⃗, es decir, de la representación real e irreducible del grupo de simetría del tres-
toro. 
De nuevo, la condición de unitariedad de la dinámica en la nueva representación de Fock
no es más que la sumabilidad de las secuencias dadas por el módulo al cuadrado de fJ (t, t0)n⃗al tener en cuenta, pues, todas las posibles ternas n⃗. Esta condición es análoga al requisito
(2.3.1) si se tiene en cuenta que ahora el factor de degeneración es siempre igual a uno. 
Por otro lado, la representación de Fock seleccionada por J es unitariamente equivalente 
a la obtenida con J0 si el simplectomorﬁsmo con bloques ⃗ resulta ser una transformación n 
unitaria en la cuantización que determina J0. Y la condición para que esto último suceda es 
46 
 �
 
 
  
  
�
 
�
�
 
 
 
 
 
� �  
� �
�
�
   
2.3. Unicidad de la cuantización 
simplemente que ∑ | n⃗|2 < ∞. (2.3.23) 
n⃗
Así pues, para concluir nuestra demostración, sólo tenemos que comprobar que, si las secuen­
cias {fJ (t, t0)} son de cuadrado sumable para todo tiempo t ∈ , entonces también lo es la n⃗secuencia { n⃗}. 
Como |K⃗|2 − | |2 = 1, tenemos que |K⃗| > 1. Por tanto, si partimos del hecho de quen n⃗ n
las secuencias {fJ (t, t0)} son de cuadrado sumable (para todo tiempo), también lo serán las n⃗secuencias formadas por ( )2 ( )fJ (t, t0)n⃗ n⃗ n⃗= fn(t, t0) − f ∗(t, t0) + 2i ℑm[an(t, t0)]. (2.3.24)n(K∗)2 K∗ K∗ 
n⃗ n⃗ n⃗
Por otra parte, como |K⃗| > | |, la secuencia { ∕K∗} está acotada en módulo. Y pueston n⃗ n⃗ n⃗que ya sabemos que {f (t, t0)} es de cuadrado sumable (dada la unitariedad de la dinámican
en la cuantización ﬁjada por J0), podemos garantizar que las secuencias de los dos prime­
ros sumandos a la derecha de la igualdad (2.3.24) son de cuadrado sumable, ∀t ∈ . Por 
consiguiente, al ser el conjunto de secuencias un espacio lineal, concluimos que {( ) }
n⃗
K∗ 
ℑm[a (t, t0)] (2.3.25) n
n⃗
también debe ser de cuadrado sumable ∀t ∈ . 
Para estudiar el término ℑm[a (t, t0)] necesitamos emplear el comportamiento asintóticon
de los coeﬁcientes an hasta el primer término subdominante, obtenido en la referencia [103]
asumiendo que la función de masa M(t) tiene una segunda derivada que es integrable en
cualquier subintervalo compacto del intervalo temporal considerado. Con ello y nuestro
anterior resultado de que la secuencia (2.3.25) es de cuadrado sumable, se deduce la existencia
a todo tiempo de la función [ ]2∑ n⃗ 1 ′ z( ) ∶= sen2 on + dt ′ M(t + t0) , (2.3.26)||Kn⃗||2 2on ∫0n⃗
donde convenientemente hemos introducido el desplazamiento temporal = t − t0, deﬁnido 
en el intervalo ̃ obtenido al desplazar el intervalo original . En particular, la función z( ) 
está bien deﬁnida dentro de cualquier intervalo de tiempo cerrado ̄ ⊂ ̃. Llegados a este
punto, el teorema de Luzin [109] nos garantiza que existe un intervalo temporal S ⊂ ̄, tan 
cercano en medida a ̄ como nosotros queramos, tal que en él puede deﬁnirse una función 
FS continua que coincide con la función z( ). Por tanto, la integral IS ∶= ∫S FS ( )d es 
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2. CRITERIOS DE UNICIDAD: EL CASO PLANO 
ﬁnita y real, al ser FS continua y real. Por otra parte, un cálculo cuidadoso, aunque elemental,
0muestra que existe un autovalor del laplaciano o tal que permite una cota inferior positiva n 
Λ > 0 a las integrales de las sinusoidales que aparecen en la ecuación (2.3.26): [ ]+ t0)sen2 o dt ′ M(t ′ d ≥ Λ, ∀n ≥ n0. (2.3.27)n
∫S + ∫0 2on
 
Entonces, como todos los sumandos que aparecen en la suma de la expresión (2.3.26) son
no-negativos, no es difícil comprobar que se cumple 
2∑ n⃗ ≤ IS 
Λ 
, (2.3.28)||Kn⃗||2 n0≤n<M ; n⃗
para todas las sumas parciales de los elementos | |2∕|K⃗|2 (sobre ternas para las que on⃗ n n 
es mayor o igual que o0 pero menor que un cierto número oM ). Ahora bien, como estos
elementos son todos no-negativos, de forma que las sumas parciales forman una secuencia
creciente, el hecho de que exista una cota superior para las mismas (a saber, IS ∕Λ) implica 
que convergen. Esto es, ∑ | |2∕|K⃗|2 < ∞. n⃗ n⃗ n
La convergencia demostrada precisa que | |∕|K⃗| debe tender a cero para n → ∞. Yn⃗ n
como |K⃗|2 = 1 + | |2, en particular, debe ser | | la que se anule en el límite considerado,n n⃗ n⃗
por lo que |K⃗| ha de tender forzosamente a uno. En particular, la secuencia de elementos |K⃗|n n
debe estar acotada superiormente y, como consecuencia, 1∕|K⃗| debe estarlo inferiormente.n
Empleando esto último y la convergencia de ∑ n⃗ | n⃗|2∕|Kn⃗|2, concluimos ﬁnalmente que ∑ | n⃗|2 < ∞, (2.3.29) 
n⃗
como queríamos demostrar. Por lo tanto, todas las estructuras complejas que son invariantes
y proporcionan una dinámica unitaria resultan ser unitariamente equivalentes entre sí. 
2.4. Unicidad de la representación del campo 
Una vez demostrado que nuestro criterio permite seleccionar una única familia de repre­
sentaciones de Fock equivalentes entre sí para la cuantización de un campo de Klein-Gordon
con una masa dependiente del tiempo en un espacio-tiempo plano con la topología espacial
del tres-toro, vamos a ver que éste además determina un único par canónico para el cam­
po entre todos aquéllos que están relacionados a través de transformaciones canónicas que
dependen del tiempo y que reescalan la variable de conﬁguración. 
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2.4.1. Transformaciones canónicas 
La transformación canónica lineal más general que incluye un reescalado de la variable de
conﬁguración del campo a través de un coeﬁciente que depende del tiempo se puede expresar
de la siguiente forma 
¢ = f (t)c, p¢ = 
pc + g(t)c, (2.4.1)
f (t) 
teniendo en cuenta en la expresión de la transformación del momento que el determinante
del tres-toro es igual a uno. Asumimos que las funciones reales f (t) y g(t) que caracterizan
la transformación son, al menos, doblemente diferenciables, para respetar las propiedades de
diferenciabilidad de las ecuaciones del campo. Además, suponemos que la función f (t) no 
se anula para ningún tiempo t, de manera que no aparezca ninguna singularidad espuria en el
campo. Luego, buscando que el par original y el trasformado coincidan en el instante inicial, y
sin pérdida de generalidad, podemos ﬁjar los valores iniciales de las dos funciones de manera 
que f (t0) = 1 y g(t0) = 0, a través de una transformación lineal canónica constante (que no
afecta a la representación de Fock del sistema) [74]. 
Adoptamos una representación determinada por la estructura compleja J0 para el nuevo 
par (¢, p¢). La transformación dependiente del tiempo afecta directamente a la dinámica del
campo. Esencialmente, la transformación que proporciona la evolución temporal de estas
nuevas variables puede obtenerse a partir de la matriz original, U , como [105] 
Ũn(t, t0) = Cn(t)Un(t, t0), (2.4.2) 
donde ( )
F+(t) + iG (t) F−(t) + iG (t)n nCn(t) = , (2.4.3)F−(t) − iGn(t) F+(t) − iGn(t) 
12F±(t) = f (t) ± G (t) = 
g(t) 
. (2.4.4)nf (t) , 2on 
Por otro lado, aprovechando la caracterización general de las estructuras complejas in­
̃variantes J , podemos ver que la nueva dinámica U admitiría una implementación unitaria 
respecto a J si y sólo si los coeﬁcientes de Bogoliubov beta de la transformación con bloques 
−1Cn(t)Un(t, t0)⃗ fueran de cuadrado sumable sobre todos los posibles valores de n⃗. En nn⃗esta ocasión, los nuevos coeﬁcientes, f̃J (t, t0), adoptan una expresión similar a la dada en la 
ecuación (2.3.22), pero con el nuevo par n⃗
ã (t, t0) = F+(t)an(t, t0) + F−(t)f ∗(t, t0) + iG (t)[a (t, t0) + f ∗(t, t0)], (2.4.5)n n nn n 
∗ ∗ f̃  (t, t0) = F+(t)f (t, t0) + F−(t)a (t, t0) + iG (t)[f (t, t0) + a (t, t0)], (2.4.6)n n n nn n 
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̃asociado a la evolución U en la representación de J0. En lo que resta de sección, demos­
traremos, pues, que esta dinámica no es unitariamente implementable respecto a ninguna
estructura compleja invariante, a menos que el escalado sea trivial, es decir, que f (t) = 1 y 
g(t) = 0 para todos los tiempos. 
2.4.2. Unicidad del reescalado 
2Para cada autovalor del operador de Laplace-Beltrami,−o , vamos a escoger un elemento 
(arbitrario) N⃗ de n⃗, de manera que obtenemos un subconjunto 
n
{f̃J (t, t0)} de funciones beta n N⃗nignorando la degeneración de los autoespacios  . Como ya hemos argumentado, si admiti­n
mos que la dinámica generada por Ũ es unitaria, entonces, la secuencia de elementos f̃J (t, t0)n⃗debe ser de cuadrado sumable para todos los tiempos y, como consecuencia, también lo será
el subconjunto seleccionado. Recordando el comportamiento asintótico (2.3.2) y teniendo en
cuenta que |K ⃗ | ≥ 1, no es muy difícil comprobar que la condición de sumabilidad implicaNnentonces que los términos[ ]
neion(t−t0) − z2 ⃗ e
−io (t−t0) F−(t) − 2izN⃗ sen[on(t − t0)]F+(t), (2.4.7)N n n 
tienden a cero para grandes valores de n, ∀t ∈ . Por comodidad, aquí hemos deﬁnido la 
cantidad zn⃗ ∶= n⃗∕K∗ . n⃗
Ahora introducimos las partes reales e imaginarias de z ⃗ :Nn 
zN⃗ = ℜN⃗ + iℑN⃗ . (2.4.8)n n n 
Un cálculo rápido muestra que una condición necesaria para que el límite de (2.4.7) cuando 
n → ∞ se anule es que la secuencia 
F− (ℜ2 + ℑ2 − 1)[(1 + ℜ2 + ℑ2 )F− − 2ℜ ⃗ F+] (2.4.9)⃗ ⃗ ⃗ ⃗ NN N N N n n n n n 
también se anule en dicho límite, para cada tiempo [hemos obviado la dependencia tempo­
ral explícita de las funciones F±(t) con tal de simpliﬁcar la notación]. Por otro lado, en la
referencia [107] se mostró de manera detallada (y para cualquier topología de las secciones
espaciales compactas) que una condición adicional necesaria para la implementación unitaria
de la dinámica es que la secuencia (ℜ2 + ℑ2 − 1) no tienda a cero. 
⃗ ⃗N Nn n 
El último paso consiste en probar que la exigencia sobre la unitariedad de la dinámica
fuerza que f (t) sea igual a la función unidad. Para la demostración, vamos a usar el méto­
do de reducción al absurdo. Supongamos que la función f (t) no es idénticamente igual a la 
unidad. En ese caso, tendríamos que f (t) ≠ 1 para ciertos instantes de tiempo t. Nos centra­
remos, pues, en esos valores, para llegar a demostrar que entramos en una contradicción. Es 
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inmediato que F−(t) ≠ 0 para dichos puntos, y recordamos que f (t) es una función continua 
y positiva. 
Entonces, volviendo a la expresión (2.4.9), nos damos cuenta de que 
(ℜ2 + ℑ2 − 1)[(1 + ℜ2 + ℑ2 )F− − 2ℜ ⃗ F+] (2.4.10)⃗ ⃗ ⃗ ⃗ NnN N N Nn n n n 
debería tender a cero. Además, puesto que, como hemos dicho, la secuencia formada por 
(ℜ2 + ℑ2 − 1) no puede tender a cero para grandes valores de n [107], podemos asegu­
⃗ ⃗N Nn nrar que existe un número e > 0 y una subsecuencia S de enteros positivos n para la cual |ℜ2 + ℑ2 − 1| > e. Es evidente que este hecho implica que el segundo factor que aparece
⃗ ⃗N Nn nen la ecuación (2.4.10) debe anularse en el límite para dicha subsecuencia. Utilizando este
resultado, deducimos que la siguiente expresión debe tener límite igual a cero en S: 
f 2(t)[(1 − ℜ ⃗ )2 + ℑ2 ] − [(1 + ℜ ⃗ )2 + ℑ2 ]. (2.4.11)Nn N⃗ Nn N⃗n n 
Dado que las dos secuencias independientes del tiempo (1− ℜ ⃗ )2 + ℑ2 y (1 + ℜ ⃗ )2 + ℑ2 N Nn N⃗ n N⃗n nno pueden tender a cero a la vez, entonces, la última condición requiere directamente que
la función f (t) tome exactamente los mismos valores en todos los instantes de tiempo que
estamos considerando (es decir, aquéllos donde f (t) ≠ 1). De esta forma, llegamos a la con­
clusión de que la función f (t) puede tomar a lo sumo dos valores distintos: uno de ellos igual 
a 1 (el valor inicial en t0) y otro que hemos asumido que es distinto de la unidad. Sin embargo,
dicho comportamiento entra en conﬂicto con la continuidad de la función. Esta contradicción
prueba entonces que la única posibilidad consistente es que f (t) sea idénticamente igual a 1,
como queríamos demostrar. 
Por consiguiente, hemos conﬁrmado que no existe ningún reescalado del campo compa­
tible con nuestro criterio de invariancia bajo las isometrías del tres-toro y unitariedad de la
dinámica. 
2.4.3. Unicidad del momento del campo 
Recordemos la expresión de las funciones beta para la dinámica del sistema después de
introducir la transformación lineal dependiente del tiempo particularizada al caso en que 
f (t) = 1 (de acuerdo con la discusión de la subsección anterior). Y volvamos a la condición
de sumabilidad del conjunto formado por f̃J (t, t0) en todo el dominio temporal. De nuevo, co­n⃗mo |K⃗| ≥ 1, esta condición nos asegura la misma propiedad para el conjunto f̃J (t, t0)∕(K∗)2.n n⃗ n⃗Además, utilizando las relaciones asintóticas (2.3.2), y que |z⃗| ≤ 1, uno puede deducir que n
i[o (t−t0)−8⃗ −i[o (t−t0)−8⃗n n n nG (t) 
{
e ] + |z⃗|2e ] + 2|z⃗| cos[o (t − t0)]}n n n n
51 
��
2. CRITERIOS DE UNICIDAD: EL CASO PLANO 
+2|z⃗|ℑm [a (t, t0)] (2.4.12)n n
es de cuadrado sumable. Aquí, 8⃗ es la fase de z⃗. Obviamente, la condición también es ciertan n
para el conjunto obtenido al dividir estos términos por o , puesto que el autovalor proporcionan
4una secuencia que diverge a inﬁnito. Por tanto, utilizando que g ∕o es de cuadrado sumable n n
(tal y como demostramos en la sección 2.3.1) y recordando la deﬁnición de G (t), concluimos n
que el conjunto de elementos |z⃗|ℑm [a (t, t0)] ∕o debe ser de cuadrado sumable. Luego,n n n 
haciendo un promedio temporal de forma conveniente y utilizando, de nuevo, el teorema de
Luzin, uno puede demostrar que el conjunto |z⃗|∕o tiene que ser de cuadrado sumable. n n 
Teniendo en cuenta este resultado en los términos de (2.4.12), llegamos a que 
i[o (t−t0)−8⃗n nGn(t)e ] + 2|z⃗|ℑm [an(t, t0)] (2.4.13)n
tiene cuadrado sumable. En particular, también es de cuadrado sumable la parte imaginaria
de estas cantidades, a saber, 
2
g
o
(t
n 
) sen [o (t − t0) − 8⃗], (2.4.14)n n
donde hemos usado la deﬁnición de G (t). Entonces, si existiera un subintervalo de donde la n
función g(t) no se anulara, una integración temporal apropiada podría llevarnos a la conclu­
2sión de que la secuencia de elementos g ∕o debe ser sumable [107]. Sin embargo, sabemosn n
que esta secuencia tiene una suma divergente, puesto que supera la dada por DN ∕(N + 1)2 
sobre los enteros positivos, que claramente diverge, una vez discutido el comportamiento
asintótico de DN ∝ N2 en la sección 2.3.1. Esto elimina cualquier posibilidad de que la fun­
ción g(t) pueda diferir de cero para cualquier subintervalo temporal de . Nuevamente, puesto 
que la función es continua, esto implica que g(t) tiene que ser igual a la función cero en todos 
los puntos. 
Recapitulando, nuestro criterio determina por completo la elección del par canónico que
deﬁne el campo entre todas las posibles que estén relacionadas a través de una transformación
canónica lineal dependiente del tiempo. Este criterio elimina toda la libertad que teníamos en
el reescalado del campo, y en la redeﬁnición del momento incluyendo cualquier contribución
que sea lineal en la variable de conﬁguración del campo. 
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GENERALIZACIÓN DEL CRITERIO DE 
UNICIDAD EN PROCESOS CON CAMBIOS DE 
SIGNATURA EN COSMOLOGÍA 
3.1. Introducción 
Con el ﬁn de eliminar la ambigüedad inherente a la Teoría Cuántica de Campos en espacio-
tiempos curvos, en el capítulo anterior se ha mostrado que, en ciertas situaciones no estacio­
narias, todavía es posible recuperar un criterio de unicidad que permite seleccionar variables
canónicas para los campos y una representación de Fock para ellas tal que: i) el estado de
vacío es invariante bajo el grupo de simetrías espaciales de la ecuación de campo, y ii) la
dinámica del sistema cuántico es unitaria. 
Como extensión de estos resultados, hemos querido estudiar las ecuaciones de movimien­
to de segundo orden más generales sobre las que podemos aplicar nuestros criterios de unici­
dad, permitiendo no sólo reescalados del campo dependientes del tiempo, sino también una
reparametrización del tiempo. Demostraremos que, en este contexto, dada una ecuación de
movimiento genérica, siempre es posible pasar a una ecuación de Klein-Gordon que, como ya
hemos discutido, admite una representación de Fock esencialmente única tal que es invarian­
te bajo simetrías espaciales y la evolución temporal puede implementarse de forma unitaria.
Además, veremos que la relación entre estas dos ecuaciones es unívoca. 
Otra de las ﬁnalidades es proporcionar una interpretación espacio-temporal de las ecua­
ciones que aquí estudiamos. Durante el desarrollo veremos que, bajo ciertas condiciones,
surge la posibilidad de tener un cambio de régimen en la ecuación de campo, de una evolu­
ción temporal hiperbólica a una de tipo elíptico. Nos referiremos a este cambio de régimen 
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como un cambio de signatura. Este fenómeno puede analizarse como un cambio en el com­
portamiento de la coordenada de tiempo, que se reﬂeja mediante un cambio de signo de la
componente temporal del tensor métrico, de manera que la signatura pasa de (− + ++) a 
(+ + ++) [110, 111]. 
El debate sobre la posibilidad de tener un cambio de signatura en el marco de Relatividad
General ya se ha investigado y se ha discutido desde diferentes perspectivas en la literatu­
ra, relativas al propio mecanismo físico así como a su tratamiento matemático. Quizás la
manifestación más relevante fue la de Hartle y Hawking, a principios de los ochenta, cuan­
do plantearon la propuesta del Universo sin condiciones de frontera [112–114], explicada a
través de una integral de camino euclídea sobre geometrías con frontera correspondiente a
la región observable del Universo [112]. Al menos en estos sencillos modelos, este estado
podría interpretarse como aquél que experimenta un proceso en el cuál la signatura del uni­
verso primordial cambia, pasando de ser euclídea a lorentziana [112–114]. En general, sin
embargo, el estado debe deﬁnirse mediante una integral de camino sobre contornos de inte­
gración complejos [115] y, en este proceso de complexiﬁcación, la interpretación del cambio
de signatura no es tan clara. 
Recientemente, el cambio de signatura que anticiparon estos estudios pioneros ha reapare­
cido de forma diferente en algunos de los trabajos de LQC con modelos de simetría reducida
[54–56]. Como ya explicamos en la Introducción, en LQG, la cuantización del espacio cerca
de la escala de Planck se maniﬁesta mediante la discretización del espectro de los operadores
geométricos, por ejemplo el área y el volumen. Los efectos de discretización del espacio se
introducen bien mediante una corrección a las holonomías [55, 56, 116–124], bien a través de
correcciones que surgen de la regularización de la inversa del volumen [46–48, 50, 54, 125–
130], modiﬁcando en ambos casos las ligaduras clásicas [49, 131–136]. Este procedimiento
se ve afectado por varias ambigüedades, y el álgebra resultante no es cerrada, en general.
Existen sólo ciertas maneras de variar las ligaduras de forma que el álgebra cierre [56]. Sin
embargo, no sólo la dinámica del sistema clásico cambia, sino que la estructura del espacio-
tiempo efectivo también se deforma como resultado de la modiﬁcación de las ligaduras. Esto
se puede ver cuando consideramos perturbaciones escalares sobre un fondo plano de FLRW
[55, 136]. En este escenario, la ecuación de evolución para el invariante de gauge u que des­
cribe las perturbaciones escalares [137], llamada ecuación de Mukhanov-Sasaki [83, 84], es ( )
2p ′′ 
v ′′ − 1 − Δv − z v = 0. (3.1.1)
zpcrit 
Aquí, pcrit es la densidad crítica, a la que se produce el rebote en LQC, y z es una función que
solamente depende del fondo. Como veremos, esta ecuación indica que existe una transición
entre un espacio-tiempo de régimen lorentziano, para p < pcrit∕2, y uno de régimen euclídeo, 
para p > pcrit∕2. Es decir, en regiones de densidades de energía altas, la descripción efectiva 
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obtenida parece conllevar un espacio-tiempo que se hace euclídeo. Las consecuencias de esto
todavía no se entienden; sin embargo aquí veremos cómo podemos proceder en estos nuevos
escenarios dentro del esquema de Teoría Cuántica de Campos. El cambio desde un espacio-
tiempo euclídeo a otro lorentziano ocurre sobre una hipersuperﬁcie espacial, en un tiempo td ,
en una época muy temprana del universo, y separa dos regiones con propiedades muy distin­
tas. El debate sobre el tratamiento de este fenómeno conduce a analizar el comportamiento
de la geometría al cruzar esa frontera y estudiar la evolución de un estado físico de vacío
cuando pasa de una región a otra. El último asunto que presentaremos en este capítulo es la
posibilidad de que exista una producción de partículas como consecuencia de este cambio de
signatura. 
3.2. Generalización de las ecuaciones de campo 
Nuestro objetivo principal es investigar cómo podemos extender los criterios de unicidad
que presentamos en el capítulo anterior para aplicarlos al mayor número de sistemas físicos
posible. Para ello, vamos a considerar la ecuación de movimiento de segundo orden más
general, pero manteniendo que la variación espacial aparezca reﬂejada únicamente mediante
el operador de Laplace-Beltrami. Nuestra intención es establecer un procedimiento para la
cuantización de estos sistemas de campos clásicos y asegurarnos de que los modelos cuánticos
que vayamos a construir estén libres de ambigüedades, de manera que sus predicciones sean
ﬁables y, al compararlas con las observaciones, tengan una signiﬁcación real que permita
corroborar o desechar tales modelos. Por consiguiente, vamos a estudiar un campo escalar
real c que satisface una ecuación de movimiento general de segundo orden con coeﬁcientes
dependientes del tiempo de la forma: 
′′ ′ c + c(t)c − d(t)Δc + m̃2(t)c = 0. (3.2.1) 
Para relacionar esta ecuación con la ecuación de evolución (2.2.1), a la que podemos
aplicar nuestro criterio de unicidad, generalizado a cualquier topología de las secciones com­
pactas en las referencias [78, 79],contamos con dos tipos de transformaciones. Por un lado,
podemos introducir cualquier reparametrización del tiempo de la forma (t), dada por una 
función biyectiva en el intervalo estudiado. En todas las consideraciones sobre la unitariedad 
de la dinámica, solamente se han discutido transformaciones ﬁnitas entre distintos instantes
de tiempo. Nuestros resultados no atañen directamente a las transformaciones inﬁnitesima­
les, ni a sus posibles generadores. Es claro que, si la evolución desde un tiempo inicial t0 a 
uno ﬁnal t está implementada por un operador unitario Û (t, t0), entonces existe un operador
unitario que implementa la evolución en el tiempo reparametrizado, desde el instante inicial 
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0 = t(t0) al instante ﬁnal = (t), a saber: Û ( , 0) = Û
(
t( ), t0( 0)
). Por otro lado, como
hemos discutido, podemos variar nuestro par canónico para el campo mediante transforma­
ciones lineales dependientes del tiempo en las que se reescale la variable de conﬁguración.
Sabemos que, para cualquiera de esos nuevos pares canónicos, es necesario realizar la trans­
formación que lleva al par original para poder hallar una representación de Fock con dinámica
unitaria. 
Por tanto, para nuestro análisis, introducimos un reescalado del campo y una reparame­
trización del tiempo dados por 
c(t, x⃗) = f (t)¢(t, x⃗), d = r(t)dt. (3.2.2) 
La reparametrización está bien deﬁnida si r(t) es una función deﬁnida positiva – o negativa 
– en todo el dominio temporal (e integrable en cada subintervalo compacto). Ahora, subs­
tituyendo estas expresiones en la ecuación (3.2.1), y, tras ajustar el coeﬁciente de la segunda
derivada temporal a la unidad, si imponemos que el término que va con la primera deriva­
da del campo se anule y la función que multiplica al operador de Laplace-Beltrami que sea
constante, como ocurre en (2.2.1), encontramos (asumiendo que la función r(t) ≠ 0, según 
nuestra exposición anterior) que √ 
r(t) = s d(t), s = ±, (3.2.3)[ ]
f (t) = Cd(t)−1∕4 exp −1
2 ∫ 
t
c(t̃)dt̃ , (3.2.4) 
donde C ≠ 0 es una constante numérica que introducimos por conveniencia, en vez de reab­
sorberla en el límite inferior de integración sobre c(t). En consecuencia, podemos aﬁrmar
que siempre es posible pasar a una formulación del campo con las propiedades deseadas.
Además, la transformación es única, salvo cambio de orientación en el tiempo (esto es, sal­
vo elección del signo s). En otras palabras, para cada ecuación de movimiento de segundo
orden siempre podemos encontrar una transformación única, deﬁnida por un reescalado del
campo y/o una reparametrización del tiempo, que nos lleve a una descripción que cumple la
ecuación de evolución (2.2.1), sin importar la forma de la masa del campo original. Y, como
ya sabemos, esta nueva descripción admite una representación de Fock esencialmente única
que nos asegura la invariancia bajo las simetrías espaciales y la implementación unitaria de
la dinámica. 
La nueva función de masa del campo ¢ viene dada por 
d ′′(t)m̃2(t) 5(d ′(t))2 c ′(t) 2(t)
M(t) = − + − − c (3.2.5)
d(t) 4d2(t) 16d3(t) 2d(t) 4d(t)
. 
De acuerdo con esta expresión, podemos ver que la nueva masa explota [M(t) → ∞], en ge­
neral, si la función d(t) se anula para algún tiempo t. Además, en la ecuación (3.2.3) también 
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podemos ver que cuando la función d(t) se haga negativa empezaremos a tener problemas, ya
que el tiempo pasará a ser imaginario. Estas cuestiones se analizarán con más detalle en las
próximas secciones. No obstante, hacemos notar también que, a partir de la reparametrización
que hemos introducido, no se puede garantizar a priori que la función de masa transformada
(3.2.5) sea positiva; sin embargo, esto no supone ningún obstáculo insalvable para la apli­
cación de nuestro criterio de unicidad [106, 107]. La única restricción que debemos tener
en cuenta es que, como ya hemos argumentado, la nueva masa debe tener una segunda deri­
vada integrable en cualquier subintervalo compacto de tiempo; por lo tanto, necesitaremos,
por ejemplo, que se cumpla la misma condición para la masa del campo original y que las
funciones c(t) y d(t) tengan una tercera y una cuarta derivada integrable (en subintervalos
compactos), respectivamente, una vez asumido que la función d mantiene un signo bien de­
ﬁnido en el intervalo considerado. 
Por completitud, vamos a discutir la parte de la transformación canónica dependiente del
tiempo que afecta al momento canónico del campo. Para ello, partimos de la expresión más
general del momento del campo original, lineal en la conﬁguración y su derivada temporal,
con coeﬁcientes dependientes del tiempo y debidamente densitizada √ 
p =	 ℎ (Ac + Bċ) . (3.2.6)c 
Aquí, el punto denota la derivada respecto al nuevo tiempo , ℎ es el determinante de la mé­
trica espacial del caso especíﬁco que estemos considerando (para no restringirnos únicamente
al caso del tres-toro), y A y B son dos funciones del tiempo arbitrarias. Con el ﬁn de poder
aplicar nuestros resultados de unicidad, debemos asegurarnos de que el momento conjugado√ 
̇del nuevo campo sea p¢ = ℎ¢. Empleando este requisito junto con la exigencia de que la
transformación sea canónica, deducimos la posible forma de B: B = f −2. Con ello, llegamos 
ﬁnalmente a la expresión más general permitida para p y para la transformación buscada 
[con t = t( )] 
c 
(	 )√ 1 pc = ℎ A(t)c + ċ ,	 (3.2.7)f 2(t)(	 )√	 ḟ(t)
p¢ =	 f (t)pc − ℎ f (t)A(t) + c. (3.2.8)f 2(t)
3.3.	 Interpretación espacio-temporal de las ecuaciones de 
movimiento 
Para dotar a nuestras ecuaciones de campo generalizadas con una interpretación física,
de modo que se puedan entender como ecuaciones de Klein-Gordon generalizadas de un 
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campo escalar propagándose sobre un fondo no-estacionario, vamos a considerar la siguiente
métrica que describe un espacio-tiempo conformemente ultraestático (esto es, con un Killing
temporal que puede tomarse de norma constante) con secciones espaciales normales, 
ds2 = −N2(t)dt2 + a2(t)ℎij (x)dxidxj, (3.3.1) 
donde N2(t) es la función lapso de la descomposición 3+1 de la métrica [88], a(t) es el factor 
de escala y ℎij son las componentes de la métrica de las secciones espaciales. 
Construyendo el dalambertiano de esta métrica y sustituyéndolo en la ecuación de Klein­
̄Gordon para un campo escalar con función de masa dependiente del tiempo M(t), llegamos 
a [ ( )]′ a3(t) N2(t)′′ ′ c + ln c − Δc + N2(t)M̄(t)c = 0. (3.3.2)
N(t) a2(t) 
Podemos comparar esta expresión con la ecuación (3.2.1) y escribir los parámetros de la
métrica (3.3.1) en función de los coeﬁcientes c(t) y d(t), de donde obtenemos que [ ]
a4(t) = d(t) exp 
t 
2c(t̃)dt̃ , (3.3.3)∫ [ ]
N4(t) = d3(t) exp 
t 
2c(t̃)dt̃ . (3.3.4)∫ 
Por tanto, la familia de ecuaciones de segundo orden (3.2.1) está en correspondencia biunívo­
ca con las ecuaciones de campo de Klein-Gordon en el conjunto de espacio-tiempos (3.3.1). 
Además, la igualdad entre las ecuaciones de evolución consideradas también nos permite
relacionar los términos de masa, relacionados mediante la expresión: 
m̃2(t) = N2(t)M̄(t). (3.3.5) 
Esto es, la masa de la ecuación (3.2.1) escala linealmente con la función lapso. 
A simple vista, la primera conclusión que obtenemos es que, cuando d(t) se hace cero, 
también se anulan el factor de escala a(t), la función lapso N(t) y, por ende, la masa m̃(t). 
Es importante resaltar que el lapso tiende a cero más rápidamente que el factor de escala,
de acuerdo con la dependencia de ambos con d(t) en las expresiones (3.3.3) y (3.3.4). Otro
resultado interesante que se deduce de forma inmediata de nuestras relaciones es que, cuando
trabajamos en este tipo de espacio-tiempos y reparametrizamos el tiempo según (3.2.3), el
reescalado óptimo (3.2.4) es (salvo por una constante multiplicativa C ≠ 0 irrelevante) la 
inversa del factor de escala, tal y como esperábamos: f (t) = C∕a(t). 
Llegados a este punto, podemos reescribir el elemento de línea (3.3.1) en términos de las
funciones c(t) y d(t): 
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ds2 = [−d(t)dt2 + ℎij (x)dxidxj ]a2(t) (3.3.6)[ ]t 
= [−d(t)dt2 + ℎij (x)dxidxj ] 
√ 
d(t) exp c(t)dt ,∫ 
lo que nos va a permitir analizar el dominio de validez de nuestra teoría y darle una interpre­
tación espacio-temporal. 
En el caso de que la función d(t) se anule para un tiempo td , comprobamos que la métrica
degenera totalmente y la interpretación espacio-temporal pierde todo sentido: en principio,
no podemos decir nada sobre lo que ocurre en ese tiempo. Es más, si calculamos el escalar de
curvatura R asociado a la métrica, vemos que éste explota como d−7∕2. Debido al interés en el 
cambio de régimen hiperbólico a elíptico existente en LQC en la actualidad, por aparecer en
las ecuaciones de movimiento efectivas deducidas mediante ciertas hipótesis sobre el cierre
del álgebra de ligaduras [54–56], es particularmente relevante analizar el comportamiento
de las variables de Ashtekar-Barbero cuando d(t) se anula. Recordamos que estas variables 
son una conexión su(2) y una tríada densitizada, canónicamente conjugadas. Permiten una
descripción alternativa de la Relatividad General, con un lenguaje similar al de las teorías
gauge. En la teoría clásica, como ya hemos explicado, la conexión de Ashtekar-Barbero es
la suma de la curvatura extrínseca en forma triádica, Ka, y de la conexión su(2) de espíni
compatible con la tríada. Si calculamos estas variables de Ashtekar-Barbero para las métricas
(3.3.6), vemos que la tríada densitizada Ei escala con a2(t) y, por lo tanto, también resulta a
totalmente degenerada al anularse d(t). Mucho más relevante es el comportamiento de la
conexión. Aunque la conexión de espín de la triada espacial es independiente de la función 
d(t), la curvatura extrínseca Ka explota como d−9∕4(t). Así pues, el instante td en el que d(t)i
se anula deﬁne una singularidad en la teoría, donde las variables fundamentales de la LQG
no están bien deﬁnidas. Este análisis aclara la confusión existente en la literatura de qué tipo
de cambio de signatura ocurre al variar de signo la función que multiplica al operador de
Laplace-Beltrami en la ecuación (3.2.1). 
Por otro lado, si d(t) < 0, la métrica pasa a tener signatura euclídea. Para evitar métricas
complejas, podemos reescribir el factor de escala como [ ]√ 
a2(t) = C̃ |d(t)| exp t c(t̃)dt̃ . (3.3.7)∫td 
En cuanto a C̃ , es una constante positiva que surge al ﬁjar el límite inferior en la integral,
redeﬁnida para absorber la raíz cuadrada del signo de la función d(t). 
Como ya avanzamos al principio de este capítulo, aparece así un cambio en la signatura de
la métrica, pasando de un espacio-tiempo lorentziano, con signatura (−+++), a otro euclídeo, 
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(+ + ++). En la ecuación (3.2.1) se aprecia que la transición a un comportamiento euclídeo
conlleva, también, un cambio del tipo de ecuación, de hiperbólica a elíptica. En principio,
la singularidad d(t) = 0 separa dos regiones espacio-temporales con comportamientos muy
distintos. No obstante, en la siguiente sección veremos cómo, con ciertos requisitos de con­
tinuidad sobre las soluciones de las ecuaciones de campo, es posible establecer una relación
entre la evolución en ambas regiones. 
3.4. Dinámica del estado de vacío en un cambio de signatura 
En este apartado vamos a estudiar la evolución de un estado de vacío ﬁjado en la región
de comportamiento euclídeo al pasar a la región lorentziana cuando la función d(t) cambia de 
signo. El interés físico surge de nuevo de la situación que parece encontrarse en LQC, donde
se ha argumentado recientemente que las ecuaciones de evolución para las perturbaciones
cosmológicas se ven afectadas por un cambio de este tipo [54–56]. El análisis, no obstante,
tiene aplicaciones potenciales en otros campos, y cambios de signaturas relacionados se han
estudiado, por ejemplo, en el contexto de condensados de Bose-Einstein [110]. En circunstan­
cias como éstas, es posible que existan requerimientos naturales o plausibles para seleccionar
un estado de vacío en la región de comportamiento euclídeo (en el que la ecuación de campo
es elíptica). Es de la mayor importancia discutir cómo se traducen esos requerimientos en
condiciones sobre el vacío (evolucionado) en la región de comportamiento lorentziano, en
la que la unicidad de la cuantización está garantizada por nuestros criterios de invariancia
espacial y unitariedad. Nuestra estrategia se basa en la imposición de ciertas condiciones de
continuidad en el punto en que se produce el cambio de signatura, en el que recordamos que
el factor de escala se anula y la métrica espacio-temporal degenera. El procedimiento que
seguiremos será el siguiente. En primer lugar, analizaremos la dinámica del estado de vacío
y dichas condiciones de continuidad. Veremos que se produce una generación de partículas
cosmológicas durante el proceso de cambio de signatura, y haremos una estimación de esta
producción de partículas utilizando una aproximación de tipo WKB [138]. 
3.4.1. Condiciones de continuidad 
Como la ecuación de evolución del campo ¢ está mal deﬁnida cuando se anula la función 
d(t), ya que, según hemos visto, la función (3.2.5) explota, adoptaremos la descripción en
̄términos del campo de Klein-Gordon c, con función de masa M(t). Empleando la elección 
de lapso N2 = Ea6, donde E es un parámetro dicotómico que coincide con el signo de la 
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función d(t), la ecuación (3.3.2) se reescribe como [ ]6 ̄c̈ = −E a4Δc + a Mc . (3.4.1) 
El punto indica ahora la derivada respecto al tiempo r seleccionado por nuestro lapso. A
partir de las expresiones (3.2.2) y (3.3.3) no es difícil encontrar las siguientes relaciones: 
d 2 = Ea4(r)dr2 = d(t) dt2. Además, asumimos que hemos elegido el origen del tiempo r 
de forma que coincida con el cambio de signatura. 
A continuación, tomemos un conjunto completo de soluciones {¢±( ) n(x⃗)} a la ecua-n
ción (2.2.1) del campo ¢, donde el superíndice + indica las soluciones de frecuencia posi­
tiva y el superíndice − las de frecuencia negativa, y son autofunciones del operador de n 
2Laplace-Beltrami con autovalor −o . En este apartado, ignoramos la posible degeneración den
los autoespacios del operador de Laplace-Beltrami. Asumimos que dichas soluciones están
ortonormalizadas con el producto de Klein-Gordon [100]. Podemos entender estas soluciones
como las que elige alguna de las estructuras complejas pertenecientes a nuestra única clase de
equivalencia, seleccionada por el criterio de invariancia espacial y unitariedad en la evolución
para el campo ¢ en el régimen lorentziano. Reparametrizamos ese conjunto de soluciones en
términos del tiempo r, y lo reescalamos por el inverso del factor de escala para obtener so­
luciones del campo de Klein-Gordon c en el sector E = 1 (régimen lorentziano). Llamamos 
±a este conjunto de soluciones {c (r) (x⃗)}. Para obtener soluciones en el régimen euclídeo,nn
procedemos a realizar una rotación de Wick [139] de estos modos. Asumiendo que la conti­
nuación analítica de las soluciones a tiempos imaginarios está bien deﬁnida, obtenemos un
conjunto para la región con E = −1, que denominamos 
±(E) ±c (r) = lıḿ c (r̃). (3.4.2)n nr̃→ir 
Cualquier solución a las ecuaciones de campo puede expandirse en términos de este con­
junto de modos, tanto en la región lorentziana (con E = 1) como en la euclídea (con E = −1)
alcanzada por la continuación analítica introducida (en ambos casos, con soluciones extendi­
das al intervalo máximo que permita la ecuación del campo c). Llamaremos a los coeﬁcientes 
± ±(E)de esta expansión c y c , respectivamente. n n 
Un estado de vacío puede visualizarse como una solución compleja especíﬁca de la ecua­
ción de campo, que solamente incluye lo que serían frecuencias positivas respecto a una
cierta selección de estructura compleja. Dicha solución puede especiﬁcarse, por ejemplo, por
condiciones en una sección del espacio-tiempo, siempre que las ecuaciones de campo así lo
±(E)permitan. Supongamos que, en nuestro caso, las condiciones ﬁjan los coeﬁcientes c en la n
región de comportamiento euclídeo. Por ejemplo, podemos asumir condiciones en un tiempo 
< 0 tales que c+(E) = 1 y c−(E) = 0. Estas condiciones determinan la evolución en la r0 n n 
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región euclídea hasta r = 0. Allí es necesario relacionar la solución con otra en la región con
comportamiento lorentziano. Para ello, adoptaremos las ideas presentadas por Dray y algunos
de sus colaboradores [140–142], que requieren la continuidad del campo de Klein-Gordon
y de su derivada temporal en la hipersuperﬁcie donde se produce el cambio de signatura.
Un análisis más detallado se puede consultar también en la referencia [110]. Hacemos no­
tar que esta continuidad es natural a la vista de la ecuación (3.4.1), que no evidencia ningún
comportamiento singular en el cambio de signatura considerado. 
Imponiendo estas condiciones de continuidad, obtenemos un sistema lineal que relaciona
los coeﬁcientes de la expansión en modos de las regiones euclídea y lorentziana. Para cada
modo por separado tenemos que( )( ) ( )( )
+(E) −(E) +(E) + − +c (0) c (0) c c (0) c (0) cn n n n n n= , (3.4.3)+(E) −(E) −(E) + − −ċ (0) ċ (0) c ċ (0) ċ (0) cn n n n n n 
donde la evaluación en cero corresponde al límite en el que el tiempo se acerca al cambio de
signatura. 
Las soluciones en la región lorentziana están ortonormalizadas con el producto de Klein­
̇Gordon3, ⟨¢, x⟩ = i(¢ẋ − ¢x). En realidad, puede comprobarse que esta ortonormalización 
es válida tanto para el campo c en el tiempo r como para ¢ en el tiempo . En concreto, 
− +tenemos que ⟨c ,c ⟩ = 8 , mientras que los productos de dos soluciones de frecuencianmn m
positiva o de frecuencia negativa se anulan. Utilizando esta propiedad y deﬁniendo 
I (rs) r(E) s= lıḿ ⟨c (−|r|), c r, s = + ́ (3.4.4)(|r|)⟩, o −,n n mr→0 
se obtiene que la solución del sistema (3.4.3) es( ) ( )( )
+ −I (+−) −I (−−) +(E)c cn n n n 
− = I (++) I (−+) −(E) 
. (3.4.5)
c cn n n n 
+(E)Si nos centramos en la elección de vacío determinada por las condiciones c = 1 n 
−(E)y c = 0, esto es, ausencia inicial de la parte de frecuencias negativas, vemos que lan
combinación que caracteriza el vacío en la región lorentziana viene dada por los coeﬁcientes 
c+ = −I (+−) y c− = I (++). Puesto que estos coeﬁcientes corresponden a las contribucionesn n n n
lorentzianas de frecuencias positivas y negativas, respectivamente, pueden interpretarse como
coeﬁcientes de Bogoliubov, en el sentido de que dan las componentes en las que se preservan
las frecuencias positivas y en las que se mezclan con negativas. Este último término de mezcla
predice, pues, la producción de partículas a partir del estado que hemos tomado como vacío
−(c ≠ 0).n 
3Siendo más precisos, las soluciones son ortonormales respecto al producto ⟨¢, x⟩KG = ⟨¢ ∗, x⟩. 
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Por completitud, construimos el campo ¢ con evolución unitaria en la región de compor­
tamiento lorentziano: ∑{( ) }+ + − −¢ = a( ) cn cn [t( )] + cn cn [t( )] n(x⃗) . (3.4.6) 
n 
3.4.2. Aproximación WKB: producción de partículas 
En la región ultravioleta (o ≫ 1), podemos despreciar el término de masa en la ecuaciónn 
(3.4.1) en comparación con el término de Laplace-Beltrami (para valores ﬁnitos del factor de
escala), y pasar al régimen WKB para dar una estimación aproximada de la producción de
partículas asociada al proceso de cambio de signatura. 
Partiendo de las soluciones de frecuencia positivas y negativas en el régimen lorentziano [ ]
exp ±io ∫ r a2(r̃)dr̃
±c ≃ √ n r0 , (3.4.7)n 2ona2(r) 
donde r0 es el tiempo inicial en el que se ﬁja el estado de vacío, y utilizando la ecuación
(3.4.2), uno puede determinar la solución en la región euclídea haciendo la continuación
analítica (véase de nuevo [138]). Si hacemos corresponder r0 en la región euclídea con el
punto en el cual hemos ﬁjado el estado inicial del vacío, tendremos que |r0| > |r| en esta 
región. Hacemos notar que |r| decrece a medida que nos acercamos a la hipersuperﬁcie del
cambio de signatura (esto es, cuando r = 0). 
Entonces, utilizando las soluciones WKB para el campo y su primera derivada en ambos
lados de la hipersuperﬁcie, y tomando aproximadamente el límite r → 0, podemos calcular 
los elementos I (rs) de la matriz que aparece en (3.4.5), dados por la expresión (3.4.4). De esta n
forma, obtenemos 
|r0|n
I (rs) = −e
ro Λ
(s + ir), Λ = ∫ ā2(r̃)dr. ̃ (3.4.8)n 2 0 
Aquí ā2 es la continuación analítica del factor de escala al cuadrado bajo la rotación de Wick
y un cambio de orientación del tiempo [ ā2(−r) = lıḿ ̃ 2(r̃)].r→ir a
−El valor de c obtenido indica, pues, la existencia de una generación de partículas ampli­n
ﬁcada por un factor exponencial como consecuencia del cambio de signatura en la métrica
del espacio-tiempo. La abundancia de esta producción depende de las características de la
región euclídea únicamente a través de la cantidad Λ. 
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En esta primera parte, nuestro trabajo se ha centrado en investigar la validez y el rango
de aplicabilidad de un criterio recientemente introducido en Teoría Cuántica de Campos en
espacio-tiempos curvos para eliminar la ambigüedad existente en la elección de representa­
ción de Fock a la hora de cuantizar campos escalares en fondos no estacionarios en cosmo­
logía. El criterio consiste en imponer la invariancia bajo el grupo de simetrías espaciales de
las ecuaciones de campo y requerir la implementabilidad unitaria de la dinámica. En el pri­
mer capítulo, hemos considerado en detalle el caso de un campo de Klein-Gordon con masa
variable en el tiempo propagándose sobre un tres-toro, con fondo estático. La importancia
de este sistema se debe a que puede entenderse como un campo de Klein-Gordon reescala­
do en un espacio-tiempo de FLRW plano con secciones compactas, de topología toroidal.
Hemos demostrado que la representación de Fock asociada de forma natural al caso sin ma­
sa permite una cuantización invariante y con evolución unitaria. Tras caracterizar todas las
estructuras complejas invariantes, hemos probado que aquéllas que permiten una evolución
unitaria son (unitariamente) equivalentes a la del caso sin masa, con lo que queda eliminada
la ambigüedad física en la cuantización. Además, hemos visto que (en tres dimensiones espa­
ciales) existe un único escalado del campo y una única elección de su momento canónico, de
entre todos los relacionados mediante transformaciones canónicas lineales dependientes del
tiempo, para los que la invariancia espacial y la unitariedad de la dinámica son posibles. De
esta forma, nuestro criterio elimina también la ambigüedad en la elección del par canónico
asociada a transformaciones variables en el tiempo del tipo mencionado. Los resultados en
realidad extensibles a topologías espaciales generales [106, 107], distintas de las del tres-toro,
aunque el caso de topología plana merece por sí solo un estudio pormenorizado y cuidadoso,
tanto por las peculiaridades del grupo de simetrías espaciales como por la relevancia de sus
aplicaciones físicas. 
Hemos puesto de relieve que la unitariedad de la evolución es independiente de cualquier
reparametrización temporal que se introduzca en nuestro sistema. Empleando esta propiedad
y el reescalado del campo por funciones dependientes del tiempo, hemos extendido el ám­
bito de aplicación de nuestro criterio a todas las ecuaciones de evolución de segundo orden
en el tiempo para campos escalares en las que la dependencia espacial aparezca reﬂejada
únicamente mediante un término proporcional al operador de Laplace-Beltrami. Cualquier
ecuación de este tipo puede llevarse a una forma de Klein-Gordon sobre un fondo estático 
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pero con masa dependiente en el tiempo mediante un reescalado del campo y una elección
adecuada del tiempo. Es más, tanto el reescalado como la selección del tiempo están de­
terminados de forma unívoca. La única condición necesaria (a parte de ciertos requisitos de
diferenciabilidad en los coeﬁcientes dependientes del tiempo de la ecuación de campo) es que
el coeﬁciente del término de Laplace-Beltrami sea una función temporal de signo deﬁnido
(positivo si la ecuación de evolución ha de ser hiperbólica). 
Nuestras conclusiones rebaten algunas aﬁrmaciones que han aparecido en la literatura
sobre cuantización de campos en espacio-tiempos cosmológicos, por ejemplo sobre la evolu­
ción cuántica de un campo escalar sobre un espacio-tiempo de De Sitter. Así, en la referencia
[143] se había asegurado que, para este campo, es imposible que la transformación canónica
correspondiente a la evolución temporal pueda ser implementada de manera unitaria en una
cuantización de Fock alcanzada bajo un reescalado del campo. En este caso, la ecuación de
campo incluye un término que va con la primera derivada respecto al tiempo, y otro término
con una función temporal que multiplica al laplaciano. En el análisis de [143], los autores
trabajan con el tiempo propio e introducen un reescalado genérico del campo variable en el
tiempo. El error reside en su elección de momento canónicamente conjugado, que ﬁjan in­
debidamente en vez de permitir la expresión más general compatible con la linealidad. En
realidad, escalando el campo original con el factor conforme y permitiendo que el momento
cánonico conjugado tenga un término que dependa linealmente del campo es posible pasar
a una descripción en tiempo conforme en la que recuperamos la ecuación (2.2.1) y, por lo
tanto, se puede implementar la dinámica unitariamente. 
También hemos mostrado que cualquiera de las ecuaciones de evolución consideradas
puede interpretarse como una ecuación de Klein-Gordon para un campo escalar con masa
variable en un espacio-tiempo conformemente ultraestático. La elección de lapso y el factor
de escala determinan, de nuevo de forma biunívoca, los coeﬁcientes de la primera deriva­
da temporal del campo y del término de Laplace-Beltrami en la ecuación diferencial. Si el
coeﬁciente del término de Laplace-Beltrami se hace negativo, la ecuación puede entenderse
como una ecuación elíptica en una región espacio-temporal euclídea. Por lo tanto, el cam­
bio de signo en este coeﬁciente corresponde a un cambio desde una región lorentziana a una
euclídea, y con ello a un cambio de signatura. No obstante, hemos demostrado que, cuando
ocurre este cambio, la métrica espacio-temporal degenera totalmente. El cambio correspon­
de a una singularidad donde divergen los invariantes de curvatura. Es más, hemos mostrado
que las variables de Ashtekar no están bien deﬁnidas en el límite asociado a este cambio de
signatura. En él se pierde cualquier interpretación espacio-temporal, y la descripción clásica
en función de las variables fundamentales de la LQG deja de tener sentido. 
Por último, hemos estudiado cómo traducir condiciones sobre el estado de vacío de la
teoría impuestas en la región de comportamiento euclídeo a condiciones en el régimen loren­
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tziano. Para ello, hemos deﬁnido modos de frecuencia positiva y negativa y los hemos con­
tinuado analíticamente a la zona euclídea mediante una rotación de Wick. Hemos impuesto
condiciones de continuidad del campo de Klein-Gordon y de su derivada en el cambio de
signatura. De esta forma, hemos obtenido los coeﬁcientes del desarrollo en modos del vacío
en la región lorentziana a partir de los correspondientes a la región euclídea. Con este resul­
tado, hemos podido mostrar que existe un fenómeno análogo a la creación de partículas en
el vacío. Finalmente, hemos realizado un estudio en aproximación WKB, que pone de ma­
niﬁesto una producción de partículas ampliﬁcada exponencialmente. Todos estos resultados
tienen un campo de aplicación inmediato en la LQC, en la que se ha venido barajando re­
cientemente la posibilidad de que las ecuaciones efectivas incluyan un cambio de signatura
como el aquí analizado. Fenómenos similares se han investigado también en condensados de
Bose-Einstein [110]. 
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PERTURBACIONES EN COSMOLOGÍA 
CUÁNTICA DE LAZOS HÍBRIDA: 
VARIABLES DE MUKHANOV-SASAKI 
4.1. Introducción 
El éxito de los modelos inﬂacionarios propuestos de forma independiente y casi simultá­
nea por A. Starobinsky [144] y A. Guth [145] generó un mayor interés en el tratamiento de
perturbaciones lineales en cosmología, y dio lugar a un gran número de contribuciones en
este campo [137, 146–152]. Matemáticamente, la descripción de pequeñas perturbaciones en
Relatividad General se complica debido a la libertad de gauge inherente a la teoría, que afecta
a la representación de las perturbaciones. Esta libertad en la elección de la correspondencia
entre el espacio-tiempo físico inhomogéneo y el ﬁcticio que se utiliza de fondo ha despertado
fuertes controversias por la diﬁcultad en reconocer las coordenadas de tipo gauge a la hora
de extraer los verdaderos grados de libertad físicos del sistema. 
En el presente capítulo, vamos a estudiar perturbaciones escalares en el marco de Cos­
mología Cuántica de Lazos. El trabajo que aquí se presenta es la continuación de un proyecto
que se ha venido desarrollando en los últimos años [58–60]. En la búsqueda de una descrip­
ción libre de las ambigüedades de gauge que hemos mencionado, a continuación, deﬁniremos
las denominadas variables de Mukhanov-Sasaki para describir las inhomogeneidades. Estas
variables, invariantes de gauge, fueron propuestas por V. Mukhanov, basándose en las inves­
tigaciones de M. Sasaki [148], para el caso de un campo escalar sobre un fondo homogéneo
e isótropo espacialmente plano [151]. Mukhanov expandió la acción para el campo gravita­
torio y el escalar hasta segundo orden en perturbaciones e introdujo un campo de invariante 
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de gauge que caracterizaba perfectamente las perturbaciones y permitía reescribir la acción
exclusivamente en términos de éste. Estas variables gozan hoy en día de gran popularidad
gracias a la sencillez de sus ecuaciones dinámicas y su relación directa con las perturbacio­
nes de curvatura comóviles. 
Para la construcción del formalismo canónico y la ligadura Hamiltoniana del sistema,
esencialmente, adaptaremos el tratamiento de J. J. Halliwell y S. W. Hawking [150] para el
caso plano con secciones espaciales compactas. Tras la expansión en modos de las variables
ADM (de las iniciales de R. Arnowitt, S. Deser y C.W. Misner [88]) de la métrica y del cam­
po escalar utilizando las simetrías espaciales, procederemos a la cuantización del modelo.
La estrategia consistirá en dividir el espacio de fases en dos sectores: el homogéneo, que in­
corpora los modos cero, y el inhomogéneo, que incluye el resto de modos, presentes en las
perturbaciones. Esto nos permitirá luego combinar dos cuantizaciones diferentes, una para
cada sector. Aquí, emplearemos los métodos de Cosmología Cuántica de Lazos que descri­
bimos en la Introducción para el sector homogéneo y una representación de Fock para las
perturbaciones. Este procedimiento híbrido se basa en la idea de que los efectos de la geo­
metría cuántica más relevantes son aquéllos que atañen a los grados de libertad homogéneos
de la geometría, mientras que las perturbaciones se pueden describir siguiendo un tratamien­
to más estándar. En principio, parece natural asumir que existe un régimen de la dinámica
cuántica que se encuentra a medio camino entre la teoría fundamental de Gravedad Cuántica
y una Teoría Cuántica de Campos en espacio-tiempos curvos (donde se interpretaría a las
perturbaciones como simples campos de prueba propagándose sobre una geometría dada). 
En suma, el propósito de este trabajo es ofrecer una descripción cuántica consistente de la
evolución de las perturbaciones cosmológicas en el Universo, libre de la singularidad inicial
que aparece en la teoría de Einstein, e investigar la posibilidad de encontrar información sobre
la naturaleza cuántica de la geometría del espacio-tiempo en las ﬂuctuaciones cuánticas del
Universo primordial. 
4.2. Descripción clásica del sistema 
Estudiamos perturbaciones inhomogéneas sobre un espacio-tiempo de FLRW con seccio­
nes espaciales compactas y un contenido material dado por un campo escalar mínimamente
acoplado. En particular, vamos a considerar un campo sujeto a un potencial cuadrático dado
por un término de masa. Sin embargo, la extensión de nuestro estudio a un potencial genérico
es directa. Vamos a tratar únicamente con perturbaciones escalares. Esta hipótesis es com­
pletamente consistente, ya que éstas se desacoplan (al orden perturbativo de truncamiento
que analizamos) de las perturbaciones vectoriales y las tensoriales. En realidad, el estudio 
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de los grados de libertad físicos incluidos en las perturbaciones tensoriales se puede hacer
de una forma similar y es incluso más simple desde el punto de vista técnico, dado que se
pueden describir directamente mediante invariantes de gauge sin mezclar las perturbaciones
del campo y de la métrica. Por otro lado, las perturbaciones vectoriales no contienen grados
de libertad físicos si el contenido material es un campo escalar. 
4.2.1. Modelo de FLRW perturbado 
Partiendo de una exfoliación global del espacio-tiempo, adoptamos una descomposición 
3 + 1 de la métrica Lorentziana en la forma ADM, parametrizada en términos de la tres-
métrica ℎij inducida sobre las secciones espaciales de tiempo constante t, la función lapso 
N , y el vector desplazamiento Ni. Los índices i, j toman valores enteros entre el 1 y el 3. 
En un espacio-tiempo de FLRW, gracias a la homogeneidad y a la isotropía, estas funciones
métricas quedan totalmente caracterizadas mediante la función lapso homogénea N0(t), el 
logaritmo del factor de escala a(t), y una tres-métrica auxiliar estática 0ℎij . En el caso plano 
y compacto, ésta última corresponde a la métrica plana del tres-toro 3. Vamos a escoger 
coordenadas angulares en cada una de las direcciones ortonormales, con período igual a l0,i 
tal que 2 ∕l0 ∈ S1. Además, incluiremos en este modelo un campo escalar ¢ mínimamentei
acoplado, que posea las mismas simetrías que la geometría. 
Para estudiar perturbaciones escalares en este sistema, construimos el espacio de Hil­
bert de funciones de cuadrado integrable sobre las secciones espaciales con respecto al ele­
mento de volumen, que deﬁnimos utilizando la métrica ﬁducial 0ℎij (o el elemento de línea 
0ℎijd id j ), e introducimos en dicho espacio el operador de Laplace-Beltrami compatible
con la métrica. Los autovalores de este operador proporcionan una base para el espacio de
Hilbert de funciones, de manera que, cualquier función puede ser reescrita como una expan­
sión en modos. En particular, podemos expandir las perturbaciones inhomogéneas que vamos
a estudiar. Así pues, en lugar de estudiar la dependencia espacial, pasamos a hacer un análisis
espectral en términos de estos modos. 
En el caso del tres-toro, adoptamos una base real de modos de Fourier dados por las
funciones seno y coseno, a saber ( ) ( )√ √2 2Qn,⃗ +(⃗) = 2 cos n⃗ ⋅ ⃗ , Qn,⃗ −(⃗) = 2 sen n⃗ ⋅ ⃗ , (4.2.1)l0 l0 
donde n⃗ = (n1, n2, n3) ∈ ℤ3 es una terna cuya primera componente es estrictamente positiva∑(para evitar repeticiones de modos). Además, n⃗ ⋅ ⃗ = . Estos modos tienen una norma i ni i
igual a la raíz cuadrada del volumen auxiliar l3 del tres-toro, y sus autovalores de Laplace­0 
2Beltrami son −on = −4 2n⃗ ⋅ n⃗∕l02. 
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En la expansión de las inhomogeneidades, el valor n⃗ = 0 está excluido, puesto que, tal y
como veremos a continuación, el modo cero dará cuenta de las variables homogéneas de la
métrica y del campo. Estos grados de libertad serán tratados de manera exacta al orden per­
turbativo de nuestro truncamiento en la descripción del sistema. Con todo esto, y utilizando
el desarrollo en serie de Fourier, la métrica puede ser reescrita como [ ]
O2 2a(t) 0ℎij 
∑ 
(t, ⃗) = e (⃗) 1 + 2 a⃗ (t)Q⃗ (⃗)ℎij n,e n,e

n,e
[ ⃗ ]∑ 
+ 6O2e2a(t) b⃗ (t) 
1 (Q⃗ (⃗) + 
1 (⃗)Q⃗ (⃗) , (4.2.2)n,e n,e)|ij 0ℎij n,eo2 3 
n,e[ ⃗ n ]∑ 
N(t, ⃗) = ON0(t) 1 + g⃗ (t)Q⃗ (⃗) , (4.2.3)n,e n,e
n⃗,e∑ 
Ni(t, ⃗) = O2ea(t)
1 :⃗ (t)(Q⃗ )|i(⃗), (4.2.4)n,e n,eo2 
⃗ nn,e 
y el campo escalar tal que [ ]∑1Φ(t, ⃗) = √ c(t) + f⃗ (t)Q⃗ (⃗) . (4.2.5)n,e n,e
O l0
3 n⃗,e 
Aquí, O2 = 4 G∕(3l03), la barra vertical indica la derivada covariante respecto a la métrica 
auxiliar, y e = +, − (para los modos coseno y seno, respectivamente). La variable c pro­
porciona la parte homogénea del campo. Las perturbaciones escalares de la geometría y la
componente material quedan, pues, parametrizadas mediante las funciones 
(t), b⃗ (t), g⃗ (t), :⃗ (t), f⃗ (t)}. (4.2.6){an,e⃗ n,e n,e n,e n,e
A partir de ahora omitiremos la dependencia temporal de estos coeﬁcientes para simpliﬁcar
la notación. 
Substituyendo estas expresiones en el hamiltoniano de la acción gravitatoria acoplada a un
campo escalar, y truncando el resultado a segundo orden perturbativo, obtenemos (a parte del
término de Legendre que contiene la información sobre la estructura simpléctica del sistema)
un hamiltoniano total H formado por una combinación lineal de ligaduras: [ ]∑ ∑ ∑ 
n,e n,e n,eH ⃗ H ⃗ H ⃗H = N0 H|0 + |2 + N0g⃗ |1 + :⃗ (4.2.7)n,e n,e _1 . 
n,e⃗ ⃗ ⃗n,e n,e 
Llamamos H|0 a la ligadura Hamiltoniana o escalar del modelo de FLRW sin perturbar: 
H|0 = e−3a ( − a 2 + c 2 + e6am̃2c2). (4.2.8)2 
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4.2. Descripción clásica del sistema 
La constante m̃ está relacionada con la masa m del campo escalar a través de m̃ = mO, y de 
manera genérica hemos llamado al momento conjugado de la variable . Como puede verse
en (4.2.7), el modo cero de la ligadura hamiltoniana contiene correcciones de las inhomoge­
neidades que son de segundo orden, y que hemos expresado como una suma en modos de los
n,e n,e n,etérminos H|⃗2 . Por otro lado, H|⃗1 y H _⃗1 son lineales en las inhomogeneidades, y surgen de la
perturbación de las ligaduras hamiltoniana y de momento, respectivamente. Concretamente,
las expresiones explícitas de estos términos son 
−3a {
n,e eH ⃗ 2 2 2= − + + + 2 (a⃗ + 4b⃗ ) − 6 a⃗b⃗ a n,e a⃗ b⃗ n,e|2 a⃗( f⃗ ) ( n,e n,e ) n,e c fn,e⃗n,e n,e n,e2 
2 1 2 2 15 2+ a + 10b2 + a + 6b2 a 2 ⃗ ⃗ c 2 n,e n,en,e n,e ⃗ ⃗( )
4a 1 2 2 2 2 2− e o a + 1 o b2 + 2 o − o f 2 ⃗ n,e n3 n n,e n n,e nan,e⃗ b⃗ ⃗⃗ 3 3 n,e[ ( ) ]}
+ e6am̃2 3c2 1 a2 − 2b2 + 6ca⃗ f⃗ + f 2 , (4.2.9)n,e n,e2 n,e⃗ ⃗ ⃗n,e n,e
−3a [ ( )n,e e 2 2 − 2 2H⃗ = − 2 + 2 − + 3 a⃗ o e4a(a⃗ + b⃗ )|1 a a⃗ c f⃗ a c n,e n n,e n,en,e n,e 32 ]
2+ e6am̃ c(3ca⃗ + 2f⃗ ) , (4.2.10)n,e n,e
e−a [ ]n,eH ⃗ = − + + (a⃗ + 4b⃗ ) + 3 f⃗ . (4.2.11)_1 a⃗ b⃗ a n,e n,e c n,en,e n,e3 
Nótese que g⃗ y :⃗ no representan grados de libertad físicos sino que, más bien, actúann,e n,e
como multiplicadores de Lagrange asociados a las ligaduras perturbativas lineales. Además,
debemos remarcar el hecho de que, al orden de truncamiento en la acción que hemos adop­
tado, el sistema perturbado es simpléctico y queda totalmente caracterizado por las variables
n,ecanónicas a y c para los modos cero, los coeﬁcientes de Fourier {x⃗ } ∶= {a⃗ , b⃗ , f⃗ }n,e n,e n,e
(l = 1, 2, 3), y sus momentos conjugados correspondientes. l 
4.2.2. Fijación de gauge 
La presencia de ligaduras en el sistema pone de maniﬁesto la necesidad de introducir
condiciones adicionales que ﬁjen la libertad de gauge intrínseca al modelo perturbado y que
aparece a través de nuevos grados de libertad no físicos. 
En esta sección, vamos a ﬁjar el gauge clásicamente para obtener el modelo reducido
donde sólo están los verdaderos grados de libertad del sistema, y a partir del cual reformu­
laremos nuestra descripción para el espacio de fases en términos de invariantes de gauge.
Siguiendo estos pasos, tratamos de eliminar el rastro de cualquier dependencia en la elección
de gauge. Asumimos aquí que la ﬁjación de gauge y la reformulación de las perturbaciones
en términos de invariantes de gauge son procesos que conmutan, es decir, que no importa 
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4. PERTURBACIONES EN LQC HÍBRIDA: VARIABLES DE MUKHANOV-SASAKI 
el orden en que se ejecuten. Como veremos, la elección de ﬁjación de gauge que hacemos
simpliﬁcará el análisis considerablemente y, además, resultará ser la más conveniente para
comparar nuestra propuesta de cuantización híbrida con otros trabajos que se han hecho en
LQC para perturbaciones cosmológicas [62, 63]. 
En particular, adoptamos un gauge longitudinal, caracterizado por las condiciones 
b⃗ = 0, − a⃗ − 3 f⃗ = 0	 (4.2.12)n,e a⃗ a n,e c n,en,e 
para cada modo. Esencialmente, estas restricciones adicionales eliminan la libertad de gauge
asociada a las ligaduras perturbativas lineales. Además, en este gauge, el vector desplaza­
miento se anula y la métrica espacial es conformemente plana. El sistema reducido que obte­
nemos admite también una estructura simpléctica, inducida a partir de la original, a segundo
orden perturbativo, dando lugar al siguiente conjunto de variables canónicas para describir
(	 )
el espacio de fases 
f̄  ⃗ = eaf⃗ ,n,e n,e
f̄  ⃗ = e
−a( − 3 c n,e − f⃗ ),n,e f⃗ a⃗ a n,en,e 
ā = a + a n,e , 
1 2 
2 
∑ ( )
∑⃗ (n,e n,e⃗ ⃗+ f 
2 
ā a a ca⃗ f⃗ n,e = + f⃗
2 + 3 − f⃗
⃗∑n,e n,e n,e n,e 
c̄ = c + 3 an,e⃗ f⃗ ,n,e
fn⃗,e 
)
, 
(4.2.13a) 
(4.2.13b) 
(4.2.13c) 
(4.2.13d) 
(4.2.13e) 
n⃗,e 
c̄ = c, (4.2.13f) 
donde 
6a ̃ 2c f⃗ + e m c − 3 a f⃗n,ea⃗ = 3	 
c n,e 
. (4.2.14)n,e 9	 2 + o2e4a c n 
Como se puede apreciar, las nuevas variables barradas asociadas a los grados de libertad
homogéneos incorporan términos cuadráticos en las inhomogeneidades, para conservar la
forma canónica del sistema simpléctico. Si uno expresara la métrica en términos de estas
nuevas variables, la parte de modo cero de la métrica adquiriría una contribución cuadrática
en las perturbaciones, cuya forma explícita dependería, no obstante, de las perturbaciones
lineales en los modos inhomogéneos de una manera totalmente determinada. ∑ n,eH ⃗La única ligadura que sobrevive es la Hamiltoniana, H = N0[H|0 + ⃗ |2 ], donde n,e 
H|0 viene dada por la ecuación (4.2.8), evaluada ahora en las variables homólogas con barra.
Las nuevas contribuciones cuadráticas de los modos inhomogéneos son 
e−a [	 ]n,e 2H⃗ = En + 2En f̄⃗ + En f̄ 2 , (4.2.15)̄ n,e f̄⃗ ⃗|2 ̄ ̄ f̄⃗ f ̄ n,e f̄ f̄ n,en,e2 
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4.2. Descripción clásica del sistema 
con los coeﬁcientes 
−4ā 2En =1 − 3 e , (4.2.16a)̄ ̄ c̄o2 n ( )
En = − 3 e−6ā e6ām̃2c̄ − 2 , (4.2.16b)̄ c̄ ā c̄
n 
f ̄ o2 
2 2 2 ̄ −4ā 2 2 6 ̄ 2En = o + m̃ e a − 1 e
( 
+ 15 + 3e am̃2c̄
) (4.2.16c)f̄ f̄ n ā c̄2( )2− 3 e−8ā e6ām̃2c̄ − 2 . (4.2.16d)ā c̄o2 n 
Hay que tener en cuenta que estos nuevos términos incorporan las contribuciones que produ­
cen las correcciones cuadráticas de las variables homogéneas en el término de orden cero. 
4.2.3. Reformulación en términos de las variables de Mukhanov-Sasaki 
Para concluir esta sección, vamos a relacionar las variables canónicas (f̄⃗ , ) paran,e f̄n⃗,elos modos inhomogéneos del campo escalar con los invariantes de gauge de MS. A ﬁn de
conservar la estructura simpléctica del espacio de fases clásico, volveremos a transformar
las variables homogéneas. Y calcularemos las nuevas ligaduras del sistema en esta nueva
formulación invariante de gauge. 
Espacio de fases 
En cualquier gauge, los coeﬁcientes de la variable de conﬁguración de MS son [ ]
cau⃗ = e f⃗ + (a⃗ + b⃗ ) . (4.2.17)n,e n,e n,e n,e
a 
Particularizando esta expresión a nuestro gauge longitudinal, e introduciendo un momento
conjugado, obtenemos el par de modos 
= A f̄⃗ + B , (4.2.18a)un,e⃗ n n,e n f̄n⃗,e 
= C f̄⃗ + D , (4.2.18b)u⃗ n n,e n f̄⃗n,e n,e 
donde 
−4ā 6ā ̃ 2 ̄A =1 + 3 e c̄
(
e m c − 2
)
, (4.2.19a)n ā c̄
o2 ā
n 
2
3 c̄−2āBn = o2 
e , (4.2.19b) 
ān 
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c 
2 
̄ 1 
[ ( )]−2ā −6ā 12 ̄ 2 2 2C = − 3e − 
o
3
2 e e
am̃4c̄2 + 2 2 − 3n c̄ ā c̄
ā ān 
3 c̄ ( )2 2+ m̃2c̄ 4 − 3 , (4.2.19c)2 ā c̄o2 n ā
c̄
[
c̄ ( ]−4ā 6ā ̃ 2 ̄ 2 2D =1 − 3 e e m c − 2 − 3 ) . (4.2.19d)n o2 ā c̄n ā ā
Llegados a este punto, cabe comentar que la expresión del momento de MS dado aquí gene­
raliza la que se dio en la referencia [59], en el sentido de que ambas coinciden únicamente
cuando se impone la ligadura clásica H , o, al orden perturbativo considerado, la ligadura H|0 
en las expresiones de los coeﬁcientes C y D como funciones de las variables homogéneas. n n 
Las relaciones expuestas entre los pares de MS (u⃗ , ) y las variables (f̄⃗ , ) for­n,e n,e f̄⃗u⃗ n,en,eman una transformación canónica, considerando las variables homogéneas como ﬁjas. Es
fácil comprobar que A D − B C = 1 para todos los posibles valores de n. En realidad,n n n n 
es posible demostrar que dicha transformación (con el sector homogéneo ﬁjo) puede ser im­
plementada de manera unitaria en la representación de Fock seleccionada por la elección de
variables de creación y aniquilación que uno podría construir de manera natural a partir de 
(f̄⃗ , ) despreciando el término de masa del campo escalar. n,e f̄n⃗,e 
Utilizando dicha propiedad, es sencillo obtener la inversa dada por 
f̄⃗ = D − B , (4.2.20a)n,e n n,e u⃗u⃗ n n,e 
= −C + A . (4.2.20b)f̄⃗ n n,en,e u⃗ n un⃗,e 
Nuestro cometido ahora es completar esta relación en una trasformación canónica en el espa­
cio de fases reducido de nuestro sistema, truncado a segundo orden perturbativo en la acción. 
Vamos a llamar {ōa} ∶= { ̄ c} (con a = 1, 2), esto es, las variables de conﬁguración a, ̄
homogéneas barradas, y {ōap} a sus momentos canónicos conjugados. Un sencillo cálculo,
realizando integración por partes, muestra que, salvo integrales temporales de derivadas tota­
les e ignorando en la acción contribuciones de las perturbaciones cúbicas o de orden superior,
el término de Legendre que contiene la información sobre la estructura simpléctica puede ser
reescrito de la forma [∑ ∑ ] [∑ ∑ ]
dt ȱaōa + f̄̇ n,e⃗ f̄⃗ = ∫ dt ȯ̃aõa + u̇n,e⃗ u⃗ , (4.2.21)∫ p n,e p n,e
 
a ⃗ a n,e
n,e ⃗
donde ( ) ( )
õa = ōa + 1 
∑ 
f̄⃗ aōa −
1 ∑ aōaf̄⃗ , (4.2.22a)n,e p f̄⃗ p n,e f̄⃗n,e n,e2 2 
n,e⃗ n⃗,e 
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( ) ( )
õa = ōa − 1 
∑ 
f̄⃗ aōa +
1 ∑ aōaf̄⃗ . (4.2.22b)p p n,e f̄⃗ n,e f̄⃗n,e n,e2 2 
n,e⃗ n⃗,e 
En estas expresiones, las derivadas parciales se toman teniendo en cuenta que (f̄⃗ , ) sonn,e f̄n⃗,efunciones del correspondiente par de modos de MS, de ōa, y de ōap, dadas por las relaciones 
(4.2.20). 
A partir de este resultado, se deduce de manera inmediata que el conjunto formado por
las nuevas variables homogéneas {õa} ∶= { ̃ c; , } y los pares de MS (u⃗ , ) es un a, ̃ ã c̃ n,e un⃗,econjunto canónico en el espacio de fases del sistema a nuestro orden de truncamiento. Dicho
en otras palabras, las ecuaciones (4.2.20) y (4.2.22) constituyen una transformación canónica
en este espacio de fases, a segundo orden en perturbaciones. 
Ligadura hamiltoniana 
Con el propósito de reformular el sistema en términos de estas nuevas variables canónicas,
de manera que la física de las inhomogeneidades se describa mediante invariantes de gauge,
todavía tenemos que obtener la nueva expresión de la única ligadura presente en el modelo
reducido, es decir, la ligadura hamiltoniana de modo cero. Para ello, primero necesitamos es­
n,ecribir la contribución cuadrática H|⃗2 como una función de las nuevas variables, conservando
únicamente términos cuadráticos en los modos inhomogéneos. Esto se puede hacer: i) substi­
tuyendo en (4.2.15) y (4.2.16) la expresión de las variables originales (f̄⃗ , f̄⃗n,e ) en términos n,ede los pares de MS [utilizando la ecuación (4.2.20)], y ii) reemplazando en la expresión re­
sultante las variables homogéneas viejas por las nuevas, ya que su diferencia es cuadrática
n,een las inhomogeneidades y no es signiﬁcativa al orden perturbativo para H|⃗2 . Además, re­
escribimos la otra contribución a la ligadura, H|0, como una función de las nuevas variables. 
Recordando que originalmente H|0 se evaluaba en las viejas variables homogéneas, y dándo­
nos cuenta de que la diferencia con las nuevas es cuadrática en los modos de MS, podemos
concluir directamente (a través de la expansión de H|0) que, a dicho orden, la contribución
deseada consiste en la evaluación de la ligadura homogénea H|0 en las nuevas variables {õa}
más un término cuadrático en las perturbaciones que no es sino la variación de H|0 entorno 
a dichas variables homogéneas multiplicado por la variación de éstas causada por nuestro
cambio de conjunto canónico. Combinando estos resultados, llegamos a que [ ]̃ aH = N0 H|0(õa) + H|2(õ , u⃗ , ) , (4.2.23)n,e un⃗,e 
donde { }∑ ∑ 
n,e b b̃ H̃ ⃗ b − ̃ b]a ̄ a)H|2 = |2 = [ō o obH|0(õa) + [ ōp − õp]aōbH|0(õp 
⃗ bn,e 
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∑ 
n,e a a a+ H⃗ (õ , f̄⃗ [õ , u⃗ , ], [õ , u⃗ , ]). (4.2.24)|2 n,e u⃗ n,e n,e n,en,e n,e f̄⃗ u⃗
n⃗,e 
Huelga decir que, en la última expresión, (f̄⃗ , ) vienen dados por las ecuaciones (4.2.20) n,e f̄⃗evaluadas en ōa = õa y ōap = õap . 
n,e 
̃Otra posibilidad para calcular la expresión de H|2 sería consideran nuestro cambio de 
variables para los modos inhomogéneos como una transformación canónica dependiente del
tiempo para variables homogéneas dadas, cuya dependencia temporal está dictada a su vez
por la contribución homogénea a la ligadura hamiltoniana, H|0. Uno puede entonces aplicar
las fórmulas usuales para el cambio de hamiltoniano bajo transformaciones canónicas que
dependen del tiempo. El resultado sería, ﬁnalmente, el mismo que ya hemos obtenido. Esto
proporciona una conﬁrmación independiente de los cálculos y una conﬁanza adicional en la
consistencia de nuestra discusión. 
Un cálculo largo, aunque sencillo, nos lleva pues a la siguiente fórmula para las contribu­
ciones cuadráticas de las variables de MS: { [ ( 4 ) ( )] }−ãe c̃ c̃n,e 2 2 −4ã 2 2 2ã 2H̃ ⃗ = + o + e 19 − 18 + m̃ e 1 − 2 c̃2 − 12 c̃ u . n c̃ n,e|2 un,e⃗ 2 ⃗2 ãã (4.2.25) 
Para llegar a esta expresión, hemos utilizado que H|0 se anula a orden perturbativo cero. Nóte­
se que este hamiltoniano cuadrático para las inhomogeneidades no contiene términos cruza­
dos entre las variables de conﬁguración del campo y su momento. Además, si uno introdujera
−ãvariables de MS no reescaladas, n,e⃗ = e u⃗ , como las que se utilizan en la descripción den,e
ã −ãlas referencias [62, 63], con el momento dado por = e + e u⃗ , y dedujera eln,e ã n,en,e⃗ u⃗hamiltoniano correspondiente (considerando su reescalado como una transformación canó­
nica dependiente del tiempo de los modos inhomogéneos, o bien completándolo como una
transformación canónica en el espacio de fases completo del sistema), obtendría el mismo re­
sultado que se muestra en las ecuaciones (2.5), (A3), y (A4) de la mencionada referencia [63]
(teniendo en cuenta la elección del lapso y las variables homogéneas que allí se utilizan, y con
la suma sobre los modos discretos transformada en una integral para el caso de una topología
plana no compacta). Por lo tanto, como esperábamos, la ecuación (4.2.25) es básicamente la
contrapartida del hamiltoniano de MS para las variables inhomogéneas reescaladas. 
4.3. Cuantización híbrida de lazos 
A continuación, vamos a presentar los métodos de cuantización para la variedad sim­
pléctica que describe nuestro sistema cosmológico, y para la representación de la ligadura 
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4.3. Cuantización híbrida de lazos 
hamiltoniana a la que está sujeta. Los estados físicos se obtendrán como soluciones a esta
ligadura, de acuerdo con el programa que propuso Dirac [153]. Como ya hemos mencionado,
combinaremos las técnicas poliméricas de la LQG con una representación de Fock, siguiendo
el esquema del formalismo híbrido. 
En primer lugar, vamos a centrarnos en la cuantización de lazos para las variables homo­
géneas {õa}, y para ello, es necesario adaptar la parametrización del sector homogéneo del
espacio de fases a la estándar de LQC que detallamos en la Introducción. Como ya sabemos,
en un universo homogéneo e isótropo, la conexión de Ashtekar-Barbero y la tríada densiti­
zada quedan parametrizadas mediante las dos variables dinámicas c y p introducidas en la 
ecuación (1.2.8). Su relación con la variable ã y su momento, en ausencia de perturbaciones 
inhomogéneas, es 
2ã|p| = l02O2e , pc = −rl03O2 . (4.3.1)ã
El signo de p determina la orientación de la tríada, pero lo obviamos aquí porque no desem­
peña un papel importante en nuestra cuantización. 
Para las variables homogéneas correspondientes al campo escalar material, adoptamos el
siguiente reescalado constante, con el ﬁn de ajustarnos a la literatura existente de LQC: 
c̃ 3∕2¢ = 3∕2 , ¢ = l0 O c̃. (4.3.2)l O0 
Seguiremos la cuantización que presentamos en la sección 1.2.3, basada en lo que se
conoce como dinámica mejorada de LQC [27] y en la prescripción MMO [28]. 
La contribución de los grados de libertad homogéneos para el modo cero de la ligadura
hamiltoniana se representa mediante el operador [28, 29, 59]: [ 1 ]1∕2 [ 1 ]1∕2̂ ̂OĤ|0 = ̂0 , (4.3.3)2 
donde el operador de la inversa del volumen [̂1∕ ] es el cubo del operador regularizado 
[ 1 ]1∕3 [̂]
̂ 1 = 3 sgn(u)|û|1∕3( |û|1∕3 ̂ − |û|1∕3 ̂ µ), (4.3.4)
= √ √ ̂ N̂−µ̄ Nµ̄ N̂µ̄ N− ̄
Δ)1∕3|p| 2(2 rG 
que en realidad conmuta con el mismo operador de volumen. Por otro lado, 
̂(2)̂0 = ̂2 − , (4.3.5)¢ 0 
con 
̂(2) 3 Ω̂2 2¢̂2= − 2 ̂ 2W (¢̂); W (¢̂) = 1 m , (4.3.6)0 4 Gr2 0 2
81 
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Llamamos W (¢) al potencial del campo escalar, de manera que la discusión se pueda exten­
der sencillamente a situaciones más allá de la contribución de masa que aquí nos ocupa. El
operador Ω̂0, dado en (1.2.22), representa la cantidad clásica Ω0 = pc una vez que ésta última 
ha sido aproximada en términos de holonomías como 2 Gru sen b. 
Vamos a considerar ahora la representación de las contribuciones cuadráticas de las inho­
mogeneidades al modo cero de la ligadura hamiltoniana. Primero resaltamos que, al orden de
truncamiento que hemos adoptado y teniendo en cuenta las ecuaciones (4.3.5) y (4.3.6), pode­
2mos substituir el valor de en la expresión de H̃|2 por (2) = −2 2W (¢) + 3Ω2∕(4 Gr2),¢ 0 0̂(2)representada cuánticamente como . El cambio resultará muy conveniente si uno quiere 0
utilizar ¢ como un tiempo interno del sistema. La diferencia que introduce esta substitución
2 = (2)es justo de orden cuadrático en perturbaciones ( ¢ 0 hasta términos de orden cuadráti­
2co). Por tanto, podemos despreciarla. Puesto que es positivo, en realidad, damos un paso ¢ 
más y reemplazamos (2) por su parte positiva, con el ﬁn de ser rigurosos en la sustitución.0 
̂A esta parte positiva la llamaremos 2, y 2 a su operador, determinado por la proyección 
(2) 0 0de ̂ sobre la parte positiva de su espectro. Asumimos que el operador ̂2 se deﬁne de 0 0
manera tal que es autoadjunto en grav para cada valor de ¢, siguiendo la línea argumental kin 
̃que aparece en la literatura [20]4. Entonces, H|2 pasa a ser una función lineal del momento 
, que se puede escribir de forma general como ¢ ∑O n,e n,ẽ  ⃗  ⃗ n,e n,eH|2 = ; = −Θ⃗ − Θ⃗ ¢. (4.3.7)2 2 e o2
n⃗,e 
En nuestro caso, obtenemos { ( 2 ) [ ]}1 n,e 4 G 0 2∕3 G 2Θe ⃗ = − 02 19 − 24 Gr2 + W ′′(¢) − 16 W (¢) ũ2∕3 4∕3 n,e3 Ω20 3 ⃗
2 2 2− õnũ⃗ − ̃ , (4.3.8a)n,e un⃗,e 
Θ⃗1 n,e = − 16 Gr 2∕3 W 
Ω
′(
0 
¢)
ũ2 . (4.3.8b)n,e2∕3 o ⃗
El símbolo prima denota la derivada con respecto a ¢ en el potencial W . También hemos 
deﬁnido õn = l0on, y hemos reescalado la variable de MS por un número constante, a saber 
n,eũ⃗ = 
u⃗ , = 
√ 
l0 . (4.3.9)n,e √ ũ⃗ u⃗n,e n,el0 
4Una prescripción alternativa, que encontraremos especialmente interesante para el orden de factores que se
discutirá más tarde en la sección 4.5, identiﬁca 0 con el operador autoadjunto que dicta la evolución en ¢ dê
las soluciones de frecuencia positiva del modelo homogéneo obtenidas mediante la técnica de promedio sobre
grupo [63, 154, 155]. 
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4.3. Cuantización híbrida de lazos 
Para los factores que dependen aquí de las variables homogéneas, y que se ven afectados
en principio por algunas ambigüedades durante el procedimiento de cuantización, introdu­
ciremos un orden de factores simétrico, tratando de respetar en la medida de lo posible las
asignaciones de las representaciones que se han hecho en la parte de FLRW del sistema.
Concretamente, adoptamos las prescripciones siguientes [59]: 
i) Para los productos de tipo f (¢) , donde f es una función arbitraria, tomamos un ¢
orden de factores simétricos de la forma {f (¢̂) ̂¢ + ̂¢f (¢̂)}∕2. 
ii) Para los factores del volumen homogéneo, adoptamos una simetrización algebraica, tal
rque los términos g(cp), donde g es una función cualquiera y r un número real, se re­
presentan por el operador ̂ r∕2ĝ ̂ r∕2. Además, el orden de factores algebraico también
se escoge simétrico para las potencias de la inversa del volumen. 
iii) Para potencias pares de la variable Ω0, representamos dicha cantidad mediante la misma 
potencia del operador Ω̂0, tal y como se hace en FLRW. 
iv) Para potencias impares, esto es Ω2:+1 con : igual a un número entero, elegimos la repre­0
sentación |Ω̂0|:Λ̂0|Ω̂0|:, donde |Ω̂0| es el operador positivo dado por la raíz cuadrada 
de Ω̂2 y0 
̂ 1 ̂ 1∕2[ ̂ ̂ ̂ ̂ 1∕2Λ0 ∶= √ sgn(u), 4µ̄ − −4µ̄]+ . (4.3.10)
8i Δ 
Este operador se deﬁne de manera similar al operador Ω̂0, pero con holonomías de doble pa­
so (esto es, sobre aristas cuya longitud ﬁducial es doble). Como resultado, el desplazamiento
en la etiqueta u que produce su acción es siempre múltiple de cuatro unidades, de mane­
ra que deja invariantes las semirredes de superselección ± de la geometría homogénea. Si E
hubiéramos reemplazado Λ̂0 por Ω̂0, sin doblar la longitud ﬁducial de las aristas de la ho­
lonomía, los desplazamientos habrían sido sólo de dos unidades, y por lo tanto los sectores
de superselección de FLRW no se habrían respetado. En realidad, nuestra estrategia sigue un
camino paralelo a las elecciones usuales cuando uno representa el parámetro de Hubble para
universos FLRW en LQC [29]. 
Ahora, haciendo uso de los resultados que obtuvimos en la primera parte de esta tesis,
adoptamos una representación de Fock para los modos inhomogéneos, en una cuantización
que queda seleccionada a partir de los criterios de: i) invariancia del vacío bajo las isometrías
espaciales de la ecuación de movimiento, y ii) implementación unitaria de la dinámica en el
régimen en que uno recupera una Teoría Cuántica de Campos en espacio-tiempos curvos
(para un intervalo ﬁnito de tiempo) [78, 79]. Como ya hemos comentado, estos criterios
seleccionan el par de variables canónicas que nosotros hemos elegido para la descripción de 
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las perturbaciones inhomogéneas [78] —obviamente salvo reescalados constantes de todas
las variables de conﬁguración y el correspondiente reescalado de las de momento. Cualquier
otra elección de variables entre aquéllas que estén relacionadas con la nuestra mediante un
reescalado que dependa de las variables homogéneas (y que podría depender explícitamente
del tiempo), simplemente, no permitiría una evolución unitaria en el régimen que hemos
dicho, con independencia de la estructura compleja que se haya escogido para la construcción
de la representación de Fock (éste es el caso, por ejemplo, para el par canónico que se utiliza en
las referencias [62, 63]). Aunque uno siempre podría renunciar a la unitariedad de la dinámica,
esto implica que la representación en imagen de Heisenberg de las inhomogeneidades no sería
equivalente a la correspondiente en imagen de Schrödinger. Asimismo, con nuestro criterio no
sólo eliminamos la ambigüedad en la separación de la dependencia de los modos del campo en
las variables homogéneas e inhomogéneas, sino que, además, aseguramos la implementación
unitaria de la evolución y una interpretación cuántica estándar en el sector donde se recupera
Teoría Cuántica de Campos en un fondo (efectivo, en general). Aún más, nuestro criterio de
invariancia y unitariedad también selecciona una familia de representaciones de Fock que
son todas unitariamente equivalentes. Esta familia contiene la representación en la que las
variables de creación y aniquilación construidas a partir de los modos están asociadas de
manera natural con los osciladores armónicos de frecuencia õ , a saber, n
( ̃ u⃗ + i u⃗ (4.3.11) aũ⃗ = √1 on ̃n,e ̃ )n,e n,e2õn 
y sus complejos conjugados como variables de creación. 
Cualquier representación invariante bajo las isometrías espaciales que pertenezca a la cla­
se de equivalencia (unitaria) propia de aquélla que queda determinada por estas variables de
creación y aniquilación es también válida. Aunque todas estas representaciones son unita­
riamente equivalentes, en lo que respecta a las funciones del campo en el álgebra de Weyl,
la deﬁnición de otros operadores de campo podría depender de la representación particular
escogida dentro del conjunto considerado, tal y como ocurre para los operadores cuadráticos,
como, por ejemplo, los correspondientes a las contribuciones de las inhomogeneidades al
modo cero de la ligadura hamiltoniana. Ciertas condiciones sobre los operadores físicos rele­
vantes, como es el caso del hamiltoniano, podrían eliminar la libertad todavía existente en la
elección de la representación de Fock, al menos parcialmente. Un ejemplo razonable podría
ser la exigencia de que los operadores considerados estuvieran bien deﬁnidos y fueran esen­
cialmente autoadjuntos. Otras propiedades relativas a su posible regularización serían tam­
bién relevantes, aunque desde nuestro punto de vista los esquemas de regularización deberían
emerger directamente a partir de la cuantización del sistema, y no como técnicas importadas
de la Teoría Cuántica de Campos en espacio-tiempos curvos, ya que sería normal pensar que
tales técnicas encuentren su propia justiﬁcación en una teoría cuántica más fundamental del 
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espacio-tiempo, y se asume que LQC es, al menos en buena medida, un marco de este tipo. 
Vamos a suponer que (bien imponiendo condiciones adicionales sobre los operadores fí­
sicos, bien por mera elección) tomamos una cuantización de Fock dentro de la familia de
representaciones invariantes bajo las isometrías espaciales que acabamos de comentar, y de
2 2esta forma, en particular, promovemos a operadores las variables ũ y que aparecen en 
n,e⃗ ũn⃗,ela ecuación (4.3.8). Llamaremos  al espacio de Fock correspondiente. Una base para éste
viene dada por los estados del número de ocupación, | ⟩, en el cual un número ﬁnito de 
modos presentan cierto estado de excitación (propio del lenguaje de partículas) cuando se in­
terpretan en términos de los operadores de creación y aniquilación de la representación [59].
El espacio de Hilbert cinemático total de nuestra cuantización es básicamente el producto
grav de aquéllos de las variables homogéneas e inhomogéneas, kin = ⊗ matt ⊗  . Evi­kin kin 
dentemente, el modo cero de la ligadura hamiltoniana tiene una acción no trivial sobre este
espacio, puesto que no respeta su estructura de producto, porque la parte que es cuadrática en
las perturbaciones mezcla los sectores homogéneos e inhomogéneos. De acuerdo con nuestro∑ n,eanálisis previo, esta ligadura se puede reescribir de la forma ̂ = ̂0 + ⃗ ̂2 ⃗ , donde los 
n,eoperadores que representan  ⃗ , a saber, n,e 2 ( )n,e n,e ̂ n,e̂ ⃗ = − Θ̂⃗ − Θ⃗ ̂¢ , (4.3.12)2 e o S 
se construyen siguiendo las prescripciones que hemos detallado anteriormente. El símbo­
lo ( )S denota la simetrización respecto al producto de operadores. Esto tiene en cuenta el
producto de ̂¢ con funciones de ¢: aquí, en particular, con el factor W ′(¢) en la ecuación 
(4.3.8b), si el potencial del campo tiene una primera derivada no nula. Por conveniencia para
el resto de nuestra discusión, vamos a introducir la notación ∑ ( )n,e̂2 = ̂2 ⃗ = − Θ̂e − Θ̂o ̂¢ S, (4.3.13a) 
n⃗,e∑ ∑
̂ ̂ n,e ̂ ̂ n,eΘe = Θ⃗ , Θo = Θ⃗ . (4.3.13b)e o 
n,e⃗ n⃗,e 
4.4. Aproximación de Born-Oppenheimer 
En esta sección, analizaremos el comportamiento de los posibles estados físicos del sis­
tema cuya dependencia en los grados de libertad homogéneos de la geometría de FLRW,
por un lado, y en los modos inhomogéneos, por otro, se puede factorizar. Esta hipótesis se­
rá válida, esencialmente, cuando estos dos tipos de grados de libertad presenten diferentes
ritmos de variación con respecto a la parte homogénea ¢ del campo material, entendido és­
te como un tiempo interno del sistema (al menos en algunos intervalos de la evolución). Es 
85 
  
 
 
 
  
  
4. PERTURBACIONES EN LQC HÍBRIDA: VARIABLES DE MUKHANOV-SASAKI 
precisamente en este sentido en el que decimos que nuestro ansatz para los estados es de tipo
Born-Oppenheimer. Concretamente, vamos a considerar soluciones cuyas funciones de onda 
Ψ adoptan la siguiente forma, 
Ψ = x( , ¢) ( , ¢), (4.4.1) 
donde la dependencia en las variables de MS se ha incluido mediante la etiqueta  de la 
base de estados del número de ocupación para los modos inhomogéneos, y la etiqueta
maniﬁesta, simplemente, dependencia en la geometría de FLRW. 
Además, asumimos que la parte que contiene esta dependencia en la geometría viene dada
por un estado x0( ) de los grados de libertad gravitacionales homogéneos para un valor ﬁjo 
̂¢0 de ¢, que evoluciona con el operador 0 a otros valores de la variable homogénea del
̂campo escalar. En concreto, consideramos únicamente estados x0( ) sobre los cuales (2) 0
actúa como su parte positiva; entonces, ̂0 se puede deﬁnir tal y como lo hicimos en la sección
anterior y, al menos cuando su variación con respecto a ¢ sea despreciable, lo podremos
interpretar como el hamiltoniano para los estados de frecuencia positiva en la cuantización
de lazos del modelo de FLRW después de realizar la deparametrización del sistema, tomando
el campo escalar ¢ como un tiempo interno5. Resumiendo, [ ( )]
d ̃ ̂x( , ¢) =  exp i ∫ 
¢
¢ 0(¢̃) x0( ). (4.4.2) 
¢0 
El estado x0 está normalizado a la unidad en el producto interno del espacio de Hilbert cine­
mático para la geometría de FLRW, grav . El símbolo  denota la ordenación de tiempo conkin 
̂respecto a ¢, que es necesaria puesto que, en general, 0 depende de ¢ a través del potencial. 
̂Dado que 0 es autoadjunto para cada valor de ¢ tal y como ya argumentamos, remarcamos
que la evolución que genera es unitaria. Además, y aunque no es estrictamente necesario para
la mayor parte de nuestra discusión, supondremos que el estado de la geometría FLRW x0 
está picado y permanece picado en su evolución (para todos los valores de ¢ que conside­
remos), y que su pico queda deﬁnido por las ecuaciones efectivas de LQC para universos
homogéneos e isótropos, deducidas para estados con un comportamiento semiclásico para
volúmenes grandes en la referencia [45]. 
Incorporamos este ansatz en la ecuación para la ligadura6 ̂Ψ = 0. Si despreciamos po­
sibles elementos no-diagonales en la geometría homogénea (esto es, posibles transiciones 
5Un procedimiento similar se puede seguir para los métodos de promedio sobre grupos, teniendo en cuenta
̂el hamiltoniano de frecuencia positiva considerado, 0, como una prescripción de la cuantización especíﬁca de
FLRW, que afecta también a la representación de la contribución homogénea de la ligadura.
6Puesto que uno no esperaría que las soluciones pertenezcan al espacio de Hilbert cinemático, deberíamos
imponer más bien la ligadura en la forma ( |̂† = 0 sobre un tipo generalizado de estados ( |, donde la daga
denota la autoadjunción. Tras esta advertencia, continuaremos nuestra discusión sin introducir autoadjuntos,
por simplicidad. 
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cuánticas de x a otros estados mediante la acción de la ligadura), y consideramos únicamen­
te la parte diagonal, que puede ser extraída tomando el producto interno con el estado x en 
grav , llegamos al resultado kin ( ) [ ( ) ]
− a¢ 
2 − i 2⟨̂0⟩x − ⟨Θ̂o⟩x a¢ = ⟨Θ̂e + Θ̂o̂0 ⟩x + i⟨d¢̂0 − 1d¢Θ̂o⟩x . (4.4.3)S 2
Aquí, ⟨ ⟩x es el valor esperado sobre x con respecto al producto interno en grav , y d¢ repre­kin 
senta lo que en la imagen de Heisenberg sería la derivada . al de un operador respecto a ¢; es 
̂decir, para un operador 6 tenemos7 
d¢6̂ = a¢6̂ − i[̂0, 6̂]. (4.4.4) 
̂Hacemos notar que, en el caso de 0, el último término de (4.4.4) no contribuye porque el 
conmutador se anula. 
La ecuación de ligadura (4.4.3) dará lugar a una ecuación tipo Schrödinger para la evolu­
ción de las inhomogeneidades en términos de ¢ siempre y cuando se satisfagan las siguientes 
condiciones: 
a) ⟨Θ̂o⟩x tiene que ser despreciable cuando se compara con ⟨̂0⟩x en el término propor­
cional a la derivada de . En nuestro esquema perturbativo, este siempre es el caso si
reiteramos la idea de mantener la aproximación como una expansión asintótica (en el
límite en que un cierto parámetro perturbativo se anula), en la cual 0 es del orden de 
la unidad. En la práctica, sin embargo, la aproximación es aceptable si es verdad que
la contribución cuadrática de las inhomogeneidades dadas por el término Θ̂o continúa 
siendo pequeña cuando se compara con el generador de la evolución en ¢ para el caso
de FLRW (se pueden encontrar algunos comentarios adicionales en la sección 4.5). 
b) Debe ser posible despreciar la segunda derivada de en la ecuación. Esto podría com­
probarse a partir de criterios de autoconsistencia, porque si uno asume que es cierto,
junto con la condición a), podría obtenerse el valor de a¢ a partir de la ecuación 
(4.4.3). Entonces, derivando este valor con respecto a ¢, uno puede ver si la segun­
da derivada de la función de onda de las perturbaciones es en verdad despreciable en
comparación con la primera derivada. Volveremos sobre este asunto más adelante. 
Además de todo esto, si la evolución de las inhomogeneidades en ¢ está gobernada por un
Hamiltoniano real (algo necesario si queremos que sea autoadjunto en el espacio de Fock),
uno necesita: 
7Elegimos el signo del generador de la evolución de acuerdo con nuestro convenio de frecuencia positiva. 
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c) la ¢-derivada total de (2̂0 − Θ̂o) debe ser despreciable en comparación con la contri­
bución del hamiltoniano de MS. 
Si estas tres condiciones son ciertas, se veriﬁca que ( )̂⟨ ̂ + ̂Θe Θo0 S ⟩x− ia¢ = 2⟨ ̂ . (4.4.5)0⟩x 
Remarcamos que ⟨̂0⟩x es una función de ¢, y, por tanto, podemos dividir por ella, mientras
no sea nula. El término del lado derecho que está actuando sobre podría ser interpretado
en esta aproximación como el hamiltoniano generador de la dinámica de las perturbaciones
en el tiempo interno ¢. Éste es precisamente el hamiltoniano de MS, con su dependencia en
las variables homogéneas de la geometría evaluadas sobre los valores esperados correspon­
dientes al estado cuántico x , y dividido por el valor esperado de ̂0. Este último factor (como
demostraremos más tarde) puede entenderse que surge por el cambio de tiempo a la variable 
¢ del sistema en la trayectoria del pico de x . 
Vamos a suponer que únicamente admitimos como válida la condición a), la cual, como
ya hemos explicado, siempre podríamos justiﬁcar basándonos en la jerarquía perturbativa.
Entonces tendríamos que [ ]
− ia¢ = 2⟨ 1 ̂ ⟨Θ̂e + (Θ̂o̂0)S ⟩x + i⟨d¢̂0 − 12d¢Θ̂o⟩x + 2⟨ 1 ̂ a¢ 2 , (4.4.6)0⟩x 0⟩x 
por lo que, derivando esta expresión con respecto a ¢ y eliminando los términos que son 
despreciables en el esquema perturbativo, obtenemos [
3⟨d¢̂0⟩x ] [ ( ) ]2− 2i⟨̂0⟩x a¢ = ⟨d¢Θ̂e + d¢ Θ̂o̂0 S ⟩x + i⟨d2 ¢ ̂0 − 1d2 ¢ Θ̂o⟩x2⟨ ̂ 20⟩x ⟨d¢̂0⟩x [ ( ) i ] 3̂ ̂− 2⟨Θ̂e + Θo̂0 ⟩x + ⟨3d¢̂0 − 2d¢Θo⟩x + a . (4.4.7)S ¢⟨̂0⟩x 2
A partir de esta ecuación podríamos analizar la consistencia de asumir que cada derivada de
orden superior de con respecto a ¢ es despreciable en comparación con la de orden inferior,
y, por consiguiente, si la condición b) se satisface. 
Uno se podría convencer fácilmente, mediante el análisis anterior, de que la validez de
las condiciones b) y c) dependerá de cómo de despreciables sean las derivadas totales de los 
operadores ̂0, Θ̂e, y Θ̂o [y también de (Θ̂o̂0)S ] con respecto a ¢. En concreto, una revisión
más cuidadosa de las condiciones b) y c), una vez ha sido aceptada la validez de a), indica
que necesitaríamos que las derivadas de los operadores mencionados sean despreciables en 
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comparación con el hamiltoniano de MS, en sus valores esperados sobre x . En realidad, 
̂uno podría relajar la condición c) y mantener la contribución de ⟨d¢0⟩x en la ecuación 
(4.4.6), que sería absorbida luego por un cambio de norma dependiente de ¢ en x . En tal 
caso, puede mostrarse que, en lugar de la contribución mencionada que va con la derivada,
̂son su cuadrado y ⟨d2 ¢ 0⟩x los que deberían ser despreciables con respecto a los valores
esperados del hamiltoniano de MS. 
Antes de continuar y dar un análisis detallado de las circunstancias bajo las cuales estas
derivadas pueden ser ignoradas en nuestras ecuaciones, vamos a recordar que las derivadas
totales contienen dos tipos de términos [véase la ecuación (4.4.4)]. Por un lado, tenemos
derivadas de los operadores con respecto a la dependencia explícita en ¢. Esta dependen­
cia proviene exclusivamente del potencial al que está sometido el campo material escalar. Si
las derivadas de este potencial fueran suﬁcientemente pequeñas dentro del rango posible de
variación de ¢, todos los términos de este tipo serían despreciables al orden deseado. Por
ejemplo, si el potencial es un término de masa, fenomenológicamente los posibles valores
de la masa son pequeños, y las derivadas del potencial podrían ser tratadas dentro del pro­
pio esquema perturbativo, esto es, expresando el valor de la masa como una cierta potencia
del parámetro de las perturbaciones inhomogéneas. Pero todavía existe un segundo tipo de
̂términos. Éstos son conmutadores de los operadores con 0. Dichos conmutadores aportan 
contribuciones no-nulas en las derivadas de los operadores Θ que aparecen en el hamiltoniano
̂de MS. Dado que la dependencia en las variables homogéneas de estos operadores y de 0 
aparece sólo a través de las variables de la geometría de FLRW y ¢, el conmutador en cues­
tión toma valores no triviales sólo a causa de las contribuciones de la geometría homogénea.
Así pues, el conmutador puede adquirir términos relevantes a partir de la dependencia del
operador ̂0 en Ω̂02 y de los operadores Θ̂ en ̂ , y viceversa. Recordamos que el conmutador 
de Ω̂2 y ̂ proporciona un término proporcional a sen (2b) en el régimen efectivo de LQC 0
para geometrías de FLRW8, un término que puede ser del orden de la unidad en algunas eta­
pas de la evolución. En realidad, el rebote o Big Bounce correspondería a los valores de sen b 
iguales a uno, y sería precedido y seguido por regiones donde el seno de 2b estuviera cerca a 
la unidad. Es precisamente en dichas regiones donde diferentes autores, que estudian el cierre
del álgebra modiﬁcada de ligaduras en LQG y sus consecuencias para las perturbaciones cos­
mológicas, han aﬁrmado que la estructura del espacio-tiempo sufre un cambio de signatura
[54–57, 156]. Independientemente de la posibilidad de que ocurra este proceso de cambio de
signatura, vemos que existen razones suﬁcientes para admitir que estas contribuciones a los
conmutadores, y por tanto a las ecuaciones de las perturbaciones cosmológicas, podrían no
ser siempre despreciables. Por tanto, las condiciones b)-c) deberían ser comprobadas explí­
8Este término también es proporcional al volumen homogéneo, pero el factor adicional podría compensarse
por un decrecimiento en las potencias de esta variable causada por la derivada respecto a tomada sobre uno 
de los operadores que participan en el conmutador. 
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citamente en cada caso estudiado para conﬁrmar que son válidas antes de que uno introduzca
las aproximaciones en la ecuación de evolución (4.4.6) con el objeto de obtener la relación
de tipo Schrödinger (4.4.5) en nuestra cuantización híbrida. 
4.5. Orden de factores alternativo 
En la sección previa hemos visto que, una vez introducido el ansatz de Born-Oppenheimer
en la cuantización híbrida, algunos términos en la ecuación de la ligadura que deberían des­
preciarse para llegar a una ecuación tipo Schrödinger surgen a partir de derivadas totales de
operadores con respecto al tiempo interno ¢. Una segunda vuelta sobre estos términos des­
vela que en realidad derivan de ambigüedades durante el procedimiento de cuantización en
el orden de factores. En otras palabras, estos términos podrían ser absorbidos adoptando un
orden de factores diferente. En realidad, la parte de las derivadas totales que viene dada por
̂un conmutador con el hamiltoniano homogéneo 0 es evidentemente una corrección cuánti­
ca (que puede ser eliminada si uno cambia el orden de los operadores en la expresión). Pero
algo similar ocurre, también, con las derivadas parciales de los operadores con respecto a ¢ 
en los valores esperados sobre la geometría homogénea: en la cuantización que discutimos
en la sección previa, estas derivadas parciales podían identiﬁcarse con los conmutadores de
los operadores considerados con el momento de la parte homogénea del campo escalar, ̂¢. 
A la luz de estos comentarios, parece natural buscar un orden de factores diferente en esta
cuantización para el cual uno pueda, en particular, derivar una ecuación de evolución para las
perturbaciones similar a la que se ha propuesto a partir del formalismo de la métrica vestida
[62, 63]. Recordemos, en este sentido, que excepto por un reescalado diferente de los modos
inhomogéneos en el campo de materia y las variables de MS asociadas, la contribución cua­
drática a la ligadura Θe + Θo es precisamente el hamiltoniano para las inhomogneidades¢ 
que genera su evolución en el tiempo dado por dt = 2 d en la teoría clásica, donde t 
es el tiempo propio [véase la ecuación (4.3.7) y la deﬁnición de la parte homogénea de la
función lapso en la ecuación (4.2.3)]. 
Como hemos visto, el modo cero de la ligadura Hamiltoniana [salvo por un factor O∕(2 )]
viene dado clásicamente por  = 2 − 2 − Θe − Θo (donde hemos usado una notación¢ 0 ¢ 
obvia para las funciones del espacio de fases clásico que aparecen en la ligadura). De forma
inmediata vemos que, al orden de truncamiento considerado, tenemos [ ] [  = 1 ( + Θo ) −1 − 0 − 1−1 ( + Θo )] . (4.5.1)¢ ¢ 0 ¢ 0 ¢+ 0 + 2 Θe 2 Θe 
Si interpretamos nuestra aproximación como una expansión asintótica, los términos de la
forma −1 ( + Θo ) pueden tratarse aún en un esquema perturbativo como correcciones 0 Θe ¢
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cuadráticas. En la práctica, sin embargo, los resultados del análisis tendrán validez sólo si
estos términos son realmente pequeños. Esto podría complicarse cuando 0 tome valores 
̂pequeños (cuánticamente, en la región del espectro del operador 0 cercano a su núcleo).
Notamos que este sector corresponde a valores pequeños del momento del campo escalar
homogéneo cuando las inhomogeneidades son también pequeñas. Esto podría ser problemá­
tico para la precisión numérica de la aproximación con el orden de factores alternativo que
estamos intentando adoptar ahora. 
Merece la pena comentar que esta situación es diferente a la que encontramos en la sección
4.4. Allí, necesitábamos la condición a) para deducir la ecuación (4.4.6), pero dicha condición
únicamente requería que (bajo valores esperados) la contribución Θo de MS sea despreciable 
comparada con el hamiltoniano homogéneo 0. Tal y como uno puede comprobar en la ecua­
ción (4.3.8b), Θo es proporcional a la derivada del potencial del campo escalar, que puede ser
considerablemente pequeña. En el caso que aquí nos ocupa, un potencial de un campo masi­
vo, esta derivada es m2¢. Teniendo en cuenta que, en la teoría efectiva de LQC para universos
FLRW, el valor absoluto del campo homogéneo tiene una cota superior para este potencial del
orden de 1∕m (véase la referencia [157]), se concluye que, en el rango de variación permitido,
la derivada del potencial es cuando menos del orden de la masa. En resumidas cuentas, Θo es 
una contribución cuadrática en las perturbaciones inhomogéneas multiplicada, además, por
un factor de orden m, lo que proporciona una cantidad verdaderamente pequeña y justiﬁca la
validez de la condición a) que introdujimos en la sección anterior. 
Podemos ahora cuantizar la ligadura con el orden de factores que tomamos en la ecua­
ción (4.5.1), adoptando para cada factor las prescripciones de la sección previa. Este orden
de factores, aunque no es simétrico, es particularmente apropiado si estamos interesados en
soluciones perturbativas de frecuencia positiva con respecto a la variable ¢. Para este tipo
de soluciones, que podrían continuar siendo signiﬁcativas en el límite asintótico en el que
las perturbaciones desaparecen, el primer factor (en la parte izquierda) de la ecuación de li­
gadura no puede aniquilar el estado cuántico. Sus correspondientes soluciones de frecuencia
̂positiva con respecto a ¢ serían aniquilada por ̂¢ —y por ello pertenecen al núcleo de 0 — 
en el límite de un truncamiento puramente homogéneo del sistema. Increíblemente, es en
este entorno de su núcleo donde señalábamos que podría darse la posibilidad de que existan
diﬁcultades prácticas con la aproximación perturbativa en el orden de factores considera­
do aquí. Tras esta advertencia, las soluciones perturbativas Ψ de frecuencia positiva quedan 
determinadas como soluciones a la ecuación[ ( ) ]̂−1∕2 ̂ −1∕2− ̂0 − 1 ̂ + ( ) ̂ Ψ = 0. (4.5.2)̂¢ 2 0 Θe Θo ̂¢ S 0 
Nótese que hemos adoptado un orden de factores algebraico simétrico para el producto del
̂operador −1 con el hamiltoniano de MS, en lugar de otras simetrizaciones, de manera que0
no tenemos que cambiar la prescripción para la representación de este hamiltoniano. 
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Si ahora introducimos el ansatz de Born-Oppenheimer (4.4.1) y (4.4.2), e ignoramos los
elementos no-diagonales en la geometría homogénea, tomando el producto interno en grav kin 
con x , llegamos a la siguiente ecuación de evolución para las perturbaciones: 
1⟨ ( ( ) ) ( ) ⟩̂−1∕2 ̂ ̂ ̂ ̂−1∕2 − i ̂−1∕2 ̂ ̂−1 ̂1∕2− ia¢ = 2 0 Θe + Θo0 S 0 2 0 d¢ Θo 0 0 x . (4.5.3) 
Esta ecuación de Schrödinger es similar a la ecuación de evolución para las perturbaciones
en el formalismo de la métrica vestida. Las diferencias con respecto a la discusión en las
referencias [62, 63] afectan únicamente al reescalado de los modos inhomogéneos y a las
prescripciones para la cuantización del Hamiltoniano. En particular, la contribución de la
derivada d¢(Θ̂o̂0−1) puede eliminarse con una elección diferente de la representación del
operador para el producto de Θo, −1, y el momento ¢. En realidad, de acuerdo a nuestros0
comentarios, esta contribución será una corrección cuántica a un término que no sólo es
cuadrático en las perturbaciones, sino que además es proporcional a la derivada del potencial
del campo material. Como consecuencia, a efectos prácticos, uno podría despreciarlo sin más. 
Otro resultado que se obtiene de forma inmediata a partir de nuestra discusión es la di­
ferencia, debida a la elección del orden de factores, entre la ligadura cuántica ̂d que nos 
lleva a la ecuación de evolución de la métrica vestida y la ligadura cuántica ̂ de la sección 
anterior. Utilizando la misma simetrización algebraica para los productos de ̂0−1 con las con­
tribuciones de MS en los dos factores de la ligadura ̂d, ignorando las prescripciones para la 
̂cuantización del hamiltoniano de MS y 0, y recordando que ̂¢ = −ia¢, llegamos a [ ( ( ) ) ] [ [ ( ) ]]1−1∕2 ̂ −1∕2 − 1 −1∕2 1∕2 ̂̂ ̂̂ − ̂d = ̂¢, ̂0 + 2 ̂ Θe + Θo ̂¢ ̂ 2 ̂ , ̂ , Θe + Θo ̂¢ .0 S 0 0 0 S(4.5.4)
De este modo, la diferencia entre las dos ligaduras es igual a una suma de conmutadores entre
operadores y, por tanto, equivale a una discrepancia en la elección del orden de factores. En
este sentido, podemos decir que el formalismo de la métrica vestida podría estar relacionado
con una descripción simpléctica del modelo de FLRW perturbado como un sistema ligado.
Obviamente, si uno trunca el formalismo para eliminar todas las correcciones a los modos
cero que son cuadráticas en las perturbaciones, la estructura simpléctica canónica se pierde,
y no subsiste la ligadura, puesto que modiﬁca la dinámica de esos modos, precisamente, con
contribuciones perturbativas de segundo orden [57]. 
4.6. Ecuaciones de Mukhanov-Sasaki efectivas 
Para cerrar este capítulo, calcularemos las ecuaciones efectivas para las variables de MS
en los diferentes esquemas de cuantización que hemos discutido, extrapolando la experiencia 
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adquirida en los modelos homogéneos y asumiendo una relación directa entre los operadores
de creación y aniquilación para las inhomogeneidades y su contrapartida clásica. Vamos a
empezar con el formalismo híbrido en la descripción de las perturbaciones obtenida con el
ansatz de Born-Oppenheimer. En este caso, la evolución de las perturbaciones se rige por la
ecuación (4.4.3) [y la (4.4.4)], que se puede interpretar como el resultado de una ligadura
̂ per que emerge del operador de ligadura original ̂ y que se impone sobre el sector del
modelo compuesto por los grados de libertad del campo escalar homogéneo y los modos
inhomogéneos, es decir, sobre matt ⊗  . Teniendo en cuenta la densitización de la ligadurakin 
[dada en las ecuaciones (4.3.3) y (4.3.7)] y la deﬁnición de la parte homogénea de la función
lapso, no es difícil darse cuenta de que ̂ per∕2 genera la evolución en un tiempo ̄ que, al orden 
perturbativo que nos importa, está relacionado con el tiempo propio mediante dt = d ̄ (el
factor 1∕2 en la ligadura se ha introducido aquí por conveniencia). Asumiendo la validez de
nuestra condición a) de la sección anterior, esta ligadura sobre la función de onda de las 
perturbaciones toma la forma ⟨ ⟩( )̂ per = ̂2 + Dx (¢) ̂¢ + Ex (¢) − Θ̂e + Θ̂o̂0 − i d¢Θ̂o . (4.6.1)¢ S 2 x 
Aquí, D y E son dos funciones de ¢ que dependen del estado x de la geometría homogénea,x x 
y que no especiﬁcaremos porque no serán relevantes para nuestros cálculos. 
De acuerdo con nuestras premisas, las ecuaciones efectivas para las variables de MS po­
drían calcularse utilizando la ligadura efectiva per∕2 como generador de la evolución en el 
tiempo ̄ , obtenida reemplazando ̂¢ y los operadores de creación y aniquilación para las
inhomogeneidades por sus análogos clásicos, y tomando los corchetes de Poisson estándares
en el sector de la variable del campo escalar homogéneo y los modos inhomogéneos. Re­
cordando las expresiones (4.3.8), vemos que toda la dependencia en ũ⃗ del generador de la n,e 
evolución viene dada por un término ⟨[̂1∕ ] −2∕3⟩x 2 ∕2 proveniente de ⟨Θ̂e⟩x . A la vista ũn⃗,ede esto, resulta más conveniente introducir un cambio de tiempo 
= ⟨[̂ ] −2∕3⟩xdY 1∕ d ̄ , (4.6.2)x 
de manera que obtengamos a una ecuación de evolución más sencilla, dY ũ⃗ = , donde n,e ũ⃗
dY denota la derivada respecto a Yx . 
x n,e 
Cabe hacer notar que, con nuestra deﬁnición, la derivada dY ∕d ̄ es estrictamente no-x 
negativa (el operador [̂ ] es estrictamente positivo en el complemento ortogonal del estado1∕
de volumen cero, donde hemos llevado a cabo la cuantización), asegurando que el cambio
de tiempo está bien deﬁnido. Esta derivada del tiempo es una función únicamente de ¢. Al 
evaluarla sobre las soluciones de las ecuaciones efectivas, proporciona una función de tiempo.
Es importante subrayar que no habría sido posible deﬁnir esta reparametrización del tiempo 
x 
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si la derivada temporal hubiera sido un operador. Por ello, el valor esperado de x es esencial 
a la hora de introducir el cambio. También remarcamos que este cambio depende del estado,
y por tanto las propiedades de la evolución en los tiempos ̄ y Y pueden ser particularmentex 
distintas cuando las consideramos en el espacio de Hilbert físico del sistema. Finalmente,
= ⟨[̂ ] −2∕3⟩x 1∕3 atomando la relación dY 1∕ dt∕ , y recordando que = l0Oẽ es el factor x 
de escala (salvo una constante multiplicativa), podemos concluir que este nuevo tiempo puede
ser interpretado como un tiempo conforme. 
Para deducir las ecuaciones efectivas de MS, todavía necesitamos obtener la derivada tem­
poral de las variables de momento ũ⃗ , cada una de ellas calculada a partir de los corchetes n,e 
de Poisson de la variable con per∕2, dividido por ⟨[̂ ] −2∕3⟩x . Deﬁniendo 1∕⟨ ⟩ 12 n,e 2 2 2âe,(ũ) ũ = − ⟨Θ̂e ⃗ ⟩x − õnũ − ̃ , (4.6.3a)n,e n,e n,ex ⃗ ⃗ u⃗⟨[̂1∕ ] −2∕3⟩x ⟨ ⟩ 1 ⟨( ) ⟩2 ̂ n,e − i ̂ n,eâo,( ̃ ũ = − Θ⃗ ̂0 d¢Θ⃗ , (4.6.3b)u) ⃗ o S o xx n,e 2⟨[̂1∕ ] −2∕3⟩x 
y tratando clásicamente las variables de creación y aniquilación que aparecen en los opera­
dores Θ̂, obtenemos ⟨ ⟩[ ]2 ̂d2 ũ⃗ = − ũ⃗ õ + ae,(ũ) + âo,( ̃ . (4.6.4)Y n,e n,e n u) xx 
Son pertinentes varios comentarios al respecto. Notemos primero que, a partir de nues­
tras deﬁniciones, el último factor de los corchetes de esta ecuación de MS es una función de 
¢ únicamente, y, por tanto, del tiempo cuando el campo escalar se evalúa en las soluciones
de las ecuaciones efectivas. Este factor contiene modiﬁcaciones cuánticas con respecto a la
ecuación estándar de MS. Aún así, las ecuaciones que hemos derivado continúan siendo de
tipo oscilador armónico con frecuencias dependientes del tiempo. Además, no aparecen tér­
2minos disipativos y las ecuaciones son hiperbólicas en el régimen ultravioleta, donde õ es 
el término dominante en los corchetes. 
n 
Utilizando las ecuaciones (4.3.8) y (4.6.3), y con nuestras prescripciones para la cuanti­
zación, tenemos explícitamente que ( )⟨ ⟩ 4 G ⟨ ⟩̂ Ω̂−2 ̂âe,(ũ) x = ⟨ ⟩ [1∕ ] 1∕3 19̂02 − 24 Gr2̂02 0 ̂02 [1∕ ] 1∕3 x
̂
3 [1∕ ] −2∕3⟨ x ⟩
[̂1∕ ] −2∕3 ̂ 2∕3 ( )x W ′′ − 16 G+ 
̂ 3 
W , (4.6.5a)⟨ ⟩
[1∕ ] −2∕3 x ⟨ ̂ ⟩ 16 Gr ⟨̂ Ω0|−1 ̂ Ω0|−1 ̂ 1∕3 ̂ ( ̂ W ′′)⟩= [1∕ ] −1∕3 ̂ 1∕3| ̂ Λ0| ̂ [1∕ ] −1∕3 0W ′− i ,ao,(ũ) x ⟨̂ ⟩ 2 x[1∕ ] −2∕3 x 
(4.6.5b) 
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4.6. Ecuaciones de Mukhanov-Sasaki efectivas 
donde W es el potencial del campo material: m2¢2∕2 en nuestro caso. Hemos incluido la ⟩̂contribución de ⟨ ao,(ũ) , aunque sólo contiene derivadas del potencial y, en vista de nuestraxdiscusión en la sección previa, esperamos que sean despreciables en la práctica. 
Es tranquilizador saber que habríamos llegado al mismo resultado a partir de una ligadura
cuántica ̂ sobre el espacio de Hilbert cinemático total del sistema sin introducir la aproxima­
ción de Born-Oppenheimer, extrapolando las conjeturas de LQC sobre la dinámica efectiva
y con ciertas sutilezas sobre la evaluación de los diferentes términos de las variables homo­
géneas sobre las soluciones efectivas. Basándose en esta extrapolación, uno podría aceptar
que la evolución en el tiempo ̄ se genera a partir de la ligadura efectiva que uno obtiene 
reemplazando en ̂ los operadores de creación y aniquilación para los modos inhomogéneos
por sus contrapartidas clásicas, los operadores ̂ y ̂¢ (y ¢̂) por sus análogos clásicos, excep­
to por ciertas cosas a tener en cuenta que comentaremos más adelante, y los operadores Ω̂2 0√ y Λ̂0 por las cantidades efectivas 2 sen2 b∕Δ y sgn (u) sen (2b)∕(2 Δ), respectivamente, √ 
Δ| |−1∕3donde b = c. Recordemos que b es (salvo una factor constante multiplicativo) 
canónicamente conjugado a bajo corchetes de Poisson. En cuanto al operador [̂1∕ ], re­
cordamos también que conmuta con el operador de volumen, y por ello puede ser expresado
como una función de éste utilizando su descomposición espectral (ver, por ejemplo, [138]).
Uno puede entonces encontrar las ecuaciones de movimiento que satisfacen las variables de
MS de forma similar a lo que hicimos en el escenario de Born-Oppenheimer. Las sutilezas
aparecen cuando consideramos los diferentes factores que dependen de las variables homo­
géneas en estas ecuaciones. En principio, esos factores deben evaluarse sobre una solución
efectiva: precisamente la solución en la que está fuertemente picado el estado cuántico que
admite la descripción efectiva. Si el estado está tan picado en una trayectoria que, en lo que
respecta a los factores de las variables homogéneas, su evaluación en los valores esperados
de los operadores básicos es esencialmente igual a los valores esperados de dichos factores
tratados como operadores, la forma en que se haga la evaluación entre todas estas posibilida­
des es irrelevante. Si, por otro lado, existen diferencias que dependan de cómo se ha llevado a
cabo esta evaluación (así sería en caso de considerar funciones genéricas cualesquiera sobre
el sector homogéneo del espacio de fases), es evidente que, para recuperar los mismos resul­
tados que en la aproximación de Born-Oppenheimer, la prescripción para la evaluación tiene
que corresponder a la dada en la ecuación (4.6.5). Los mismos razonamientos se aplican para
la deﬁnición del tiempo conforme Y sobre la solución efectiva. Con estas observaciones, lax 
extrapolación de la dinámica efectiva que se encuentra en LQC para sistemas homogéneos e
isótropos parece ser válida en la presente descripción para perturbaciones cosmológicas. 
Por último, vamos a considerar las ecuaciones efectivas que se deducirían a partir de la
descripción de Schrödinger derivada con el orden de factores alternativo que se presentó en la 
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4. PERTURBACIONES EN LQC HÍBRIDA: VARIABLES DE MUKHANOV-SASAKI 
sección 4.5. Recordamos que, dejando de lado algunos asuntos relacionados con el reescalado
de las inhomogeneidades y los detalles de la prescripción de la cuantización, esta descripción
proporciona ecuaciones de evolución para las perturbaciones similares a las que se obtuvieron
con el formalismo de la métrica vestida. El generador de la evolución en el tiempo ¢ es, de 
acuerdo con la ecuación (4.5.3), ⟨ ( ( ) ) ( )1 ̂−1∕2 ̂ ̂ ̂ ̂−1∕2 − i −1∕2 ̂ ̂−1 ̂1∕2Θe + Θo0 d¢ Θo ⟩x . (4.6.6)0 S 0 0 0 02 2
Como en la discusión anterior sobre las ecuaciones efectivas en el formalismo híbrido,
es conveniente introducir un cambio de tiempo que vendrá dado por una función de ¢ (y por
tanto del tiempo original), dependiente del estado considerado para la geometría homogénea 
x . Llamamos a este tiempo Yd , y lo deﬁnimos a través de la relación x ⟨ ⟩̂−1∕2[̂ ] −2∕3̂−1∕2dYd = 1∕ d¢. (4.6.7)x 0 0 x 
Notemos que la función de ¢ que determina la derivada dYd∕d¢ es estrictamente positiva. x 
A modo de paréntesis, hacemos ver que el campo escalar homogéneo ¢ y el tiempo ̄ 
que introdujimos anteriormente están relacionados en las soluciones efectivas mediante la
ecuación de evolución d¢∕d ̄ = . En la descripción efectiva, podríamos usar esta relación¢
para cambiar el tiempo, reemplazando el momento por su valor en la solución considerada,¢ 
que al orden perturbativo dominante coincide con el valor esperado de ̂0 en x . De esta forma, 
uno obtiene ⟨−1∕2[̂ ] −2∕3̂−1∕2⟩ ⟨ ⟩ dYd = ̂ 1∕ ̂0 d ̄ . (4.6.8)x 0 0 x x 
Comparando esta relación con la ecuación (4.6.2), vemos que Yd se puede interpretar de nuevox
como un tiempo conforme, y que su deﬁnición corresponde a una prescripción diferente para
la evaluación del factor de escala homogéneo. 
Utilizando el generador (4.6.6) para la evolución en el tiempo ¢ (bajo corchetes de Poisson
y, otra vez, viendo las variables de creación y aniquilación en su forma clásica), la repara­
metrización temporal que conduce al tiempo conforme Yd , y un cálculo similar al que yax
explicamos para el ansatz de Born-Oppenheimer en el formalismo híbrido, puede concluirse
fácilmente que las ecuaciones efectivas de MS adoptan ahora la forma [ ]⟨ ⟩2 d dd2 ũ⃗ = − ũ⃗ õ + â u) + â , (4.6.9)Yd n,e n,e n e,( ̃ o,(ũ) x x 
donde ⟨ d ⟩ 2 1 −1∕2 n,e−1∕2 2 2 2âe,(ũ) ũ⃗ = − ⟨ ̂ 0 Θ̂e ⃗ ̂ 0 ⟩x − u⃗ − õnũ⃗ , (4.6.10a)x n,e −1∕2 −1∕2 ̃n,e n,e⟨ ̂ [1∕ ] −2∕3 ̂0 ̂ 0 ⟩x 
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⟨ d ⟩ 2 1â ũ = − x n,e
 
0 [1∕ ] −2∕3 ̂ 0 ⟩x
 ( ) ( ) o,(ũ) ⃗ ⟨̂−1∕2 ̂ −1∕2 −1∕2 −1∕2 −1∕2 1∕2× ⟨ ̂ Θ̂n,e⃗ ̂0 ̂ − i ̂ d¢ Θ̂n,e⃗ ̂−1 ̂ ⟩ , (4.6.10b)0 o S 0 0 o 0 02 x 
con la convención de que las variables de los modos inhomogéneos son tratadas clásicamente.
El paralelismo con las ecuaciones (4.6.3) y (4.6.4) es evidente. Excepto por una contribución
−1∕2 −1∕2n,eque (reescrita de forma apropiada) es proporcional a ⟨ ̂ Θ̂⃗ d¢ ̂ ⟩x y que podría atri­0 o 0
buirse a una elección especíﬁca del orden de factores —que además es despreciable si la
derivada del potencial se puede ignorar—, la diferencia entre las dos ecuaciones efectivas
de MS puede ser descrita diciendo que, en ratios de valores esperados, el estado x se reem­
−1∕2̂plaza en el presente caso por el estado x . Si el estado es tan picado que los valores0
esperados de los productos de operadores coinciden con los productos de las valores espera­
dos correspondientes, entonces no se espera ninguna discrepancia si se adoptan las mismas
prescripciones que antes para cuantizar las contribuciones cuadráticas de las perturbaciones
(junto con 0 y el operador de la inversa del volumen). 
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INVARIANCIA DE GAUGE Y CUANTIZACIÓN 
HÍBRIDA GENERALIZADA 
5.1. Introducción 
El siguiente paso para alcanzar el principal objetivo de esta tesis es la construcción de
un formalismo canónico para el modelo perturbativo ya detallado que esté especialmente
diseñado para preservar la covariancia al orden perturbativo que consideramos y que deje
clara la invariancia de gauge. 
Los primeros en abordar este tema para cuantizar el modelo con perturbaciones a partir
del trabajo de J.J. Halliwell y S. W. Hawking [150] fueron I. Shirai y S. Wada [158], para el
caso de topología esférica. En su trabajo, introdujeron una transformación canónica para el
espacio de fases completo del sistema, modiﬁcando también las variables del fondo mediante
contribuciones cuadráticas en las perturbaciones. Sin embargo, esa transformación está de­
ﬁnida solamente en el límite semiclásico (sobre las trayectorias que marca una solución a
la ecuación de Hamilton-Jacobi que proporciona el hamiltoniano de orden cero), de manera
que depende de cada solución efectiva particular estudiada. Asimismo, los estados físicos
considerados todavía conservan cierta dependencia en cantidades perturbativas que no son
invariantes de gauge. Y las variables que utilizan no son las de MS, si no una contrapartida
cuántica de los invariantes de gauge de perturbaciones de la densidad. Más tarde, D. Langlois
[159] hizo una revisión con la intención de aclarar este procedimiento utilizando técnicas ins­
piradas en la teoría de Hamilton-Jacobi para obtener las cantidades perturbativas invariantes
de gauge, pero no incluyó transformaciones del espacio-tiempo de fondo y, además, ignoró
la forma explícita en que la ligadura hamiltoniana depende de las variables que no son in­
variantes, apelando a su irrelevancia física. Por su parte, N. Pinto-Neto, junto con algunos 
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de sus colaboradores [160, 161], ha propuesto más recientemente otro formalismo basado en
transformaciones canónicas que también afectan al fondo, y que consideran las variables de
MS. Es más, también usan redeﬁniciones de la función lapso. En particular, se centran en los
casos de un ﬂuido perfecto y de un campo escalar, y reformulan el sistema de manera que la
ligadura hamiltoniana global depende únicamente de los invariantes de gauge y las nuevas
variables del fondo. No obstante, durante el proceso, hacen uso de ligaduras de segunda clase
y las eliminan por reducción y con la introducción de corchetes de Dirac. Por ello, el proce­
dimiento ensombrece la legitimidad de la invariancia de gauge total del sistema y no queda
claro el papel que desempeñan las ligaduras perturbativas. 
En nuestro caso, vamos a introducir una transformación tal que las perturbaciones queden
descritas por los invariantes de MS, combinaciones de las ligaduras perturbativas y cantida­
des canónicamente conjugadas a éstas, recurriendo para ello a la abelianización del álgebra
de ligaduras. Por consistencia interna, vamos a presentar todos los pasos, adaptando las es­
trategias propuestas en los trabajos anteriores. En primer lugar, determinaremos el cambio a
esta nueva descripción a partir de la formulación clásica que detallamos en la sección 4.2.1,
basada a su vez en el tratamiento hamiltoniano de J.J. Halliwell y S. W. Hawking [150]. Ésta
se obtendrá a través de una transformación canónica que será completada para incorporar las
variables homogéneas del fondo. A continuación, discutiremos la cuantización del modelo
resultante utilizando un algoritmo híbrido generalizado, a saber, combinando una cuantiza­
ción (sin especiﬁcar) dada para el sector homogéneo con una teoría cuántica para las per­
turbaciones (asumiendo la compatibilidad de las dos en el sistema completo). En este marco,
mostraremos cómo extraer las ecuaciones de campo para las variables de MS sin necesidad de
ﬁjar ningún gauge, y sin tener que apelar a ninguna aproximación semiclásica. En su lugar,
emplearemos un ansatz de Born-Oppenheimer e incluiremos una breve discusión sobre su
validez. En la última parte de este capítulo, a título de ejemplo, particularizaremos el nuevo
formalismo al caso en que consideremos una cuantización de lazos para el espacio-tiempo de
fondo, comparando los resultados con los del capítulo precedente. 
5.2. Formulación invariante de gauge de las perturbaciones 
A la luz del discurso anterior, nuestro primer propósito es describir el modelo perturbativo
que estamos estudiando en términos de variables invariantes de gauge sin necesidad de ﬁjar
previamente ninguna libertad de gauge, y preservando la covariancia del sistema en el nivel
de truncamiento de nuestro esquema perturbativo. Con esta ﬁnalidad, vamos a centrar toda
nuestra atención primero sobre el sector inhomogéneo del espacio de fases, que contiene los
grados de libertad de las perturbaciones. 
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Para implementar nuestra estrategia, resulta conveniente hacer una pequeña revisión del
sistema clásico. Tomamos como punto de partida la descripción del modelo de FLRW per­
turbado que presentamos en la sección 4.2.1. Vamos a introducir, por conveniencia, un rees­
calado de los modos que desempeñan el papel de multiplicadores de Lagrange, a saber, 
−3aN0g⃗ ̃
−ag̃⃗ = e , ne :⃗ ,ne ne = e (5.2.1):⃗ ne
de manera que el hamiltoniano total del sistema queda de la forma [ ]∑ ∑ ∑ 
n,e n,e n,eH = N0 H|0 + H⃗ + g̃⃗ H̃|⃗1 + ̃ n,eH̃ ⃗ (5.2.2)|2 :⃗ _1 , 
n,e⃗ ⃗ ⃗
n,e 
n,e n,e 
donde las nuevas ligaduras perturbativas lineales vienen dadas por las ecuaciones (4.2.10)
n,e n,e n,e n,e n,ẽ 3aH ⃗ H ⃗ eaH ⃗y (4.2.11) reescaladas, esto es, H|⃗1 = e |1 y ̃ _1 = _1 , mientras que H|0 y H|⃗2
corresponden exactamente a las expresiones dadas en (4.2.8) y (4.2.9), respectivamente. 
De esta forma, recordemos, los grados de libertad que parametrizan las perturbaciones
n⃗,equedan caracterizados por los coeﬁcientes de Fourier {x } ∶= {a⃗ , b⃗ , f⃗ }, junto con n,e n,e n,e
n⃗,esus correspondientes momentos canónicamente conjugados l {x }, donde l toma valores del pl 
1 al 3. Tal y como hemos avanzado, introduciremos una transformación canónica para descri­
bir estas perturbaciones en términos de las variables de MS, dos combinaciones convenientes
de las ligaduras perturbativas lineales, y sus respectivos pares canónicos deﬁnidos de mane­
ra apropiada. Puesto que nuestro planteamiento pasa por respetar la estructura canónica del
conjunto de las variables fundamentales utilizadas para describir las perturbaciones, necesi­
taremos encontrar, en particular, combinaciones de las ligaduras lineales que conmuten. Por
ello, un paso fundamenta del proceso consiste en abelianizar el álgebra de ligaduras pertur­
bativas. Una vez alcanzado este punto, veremos que, por el hecho de que las variables de
MS son invariantes de gauge, y por tanto conmutan con las ligaduras perturbativas, resulta
natural incluirlas junto a las ligaduras perturbativas abelianizadas para alcanzar un conjunto
completo de variables compatibles en el sector inhomogéneo. Luego, siguiendo los mismos
pasos que en el capítulo anterior, plantearemos una transformación canónica íntegra de nues­
tro sistema total, esto es, considerando no sólo las inhomogeneidades, sino también el sector
homogéneo del espacio de fases, parametrizado por las variables canónicas para los modos 
cero {a, a, c, c}. El hamiltoniano resultante será una combinación lineal de ligaduras, que
no sólo serán de primera clase (como es habitual), sino que además formarán un álgebra
abeliana. 
Dado que en esta sección vamos a interesarnos únicamente en la transformación canó­
nica del sector inhomogéneo de nuestro sistema y en la estructura simpléctica inducido en
él, consideraremos de forma transitoria que el sector homogéneo es un fondo ﬁjo. Con este
propósito, y sólo en este sentido, podremos ignorar por el momento los corchetes de Poisson 
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de las variables correspondientes a los modos cero (tanto entre ellos, como con las pertur­
baciones). Así pues, en esta sección operaremos con los corchetes de Poisson para el sector
inhomogéneo deﬁnidos como ( )∑ aF aG aF aG {F ,G}(p ) ∶= − , (5.2.3)n,e⃗ ⃗ ⃗ ⃗n,e n,e n,eax ax ax ax l,n⃗,e pl pll l 
donde F y G son funciones de las perturbaciones, y podrían depender también de las variables 
del fondo. 
5.2.1. Transformación canónica para las perturbaciones 
En el capítulo anterior introdujimos las variables de MS como una combinación entre
ciertas variables de conﬁguración de las perturbaciones materiales y de la métrica [véase la
ecuación (4.2.17)]. También es fácil comprobar a partir de dicha expresión que estos modos
son invariantes de gauge, ya que conmutan con las ligaduras perturbativas. 
Como consecuencia, parece natural intentar modiﬁcar la descripción de los modos inho­
mogéneos considerando combinaciones de las ligaduras perturbativas lineales, tal que todos
los elementos empleados conmuten entre sí y puedan adoptarse como un conjunto completo
variables compatibles. Además, de esta forma, la información sobre las ligaduras se incor­
poraría de manera directa en nuestro sistema en términos de variables fundamentales y, en
particular, imponer estas ligaduras en la teoría cuántica sería una tarea sencilla. El hecho
de que queramos deﬁnir dos variables compatibles a partir de las ligaduras perturbativas
lineales requiere, como ya hemos comentado, la abelianización del álgebra de dichas ligadu­
ras (y a posteriori, como veremos, del álgebra completa de ligaduras del modelo de FLRW
perturbado). Con esto en mente, hacemos notar que el corchete de Poisson entre ellas es 
n,e n,eH ⃗ H̃ ⃗{ ̃ _1 , |1 }(p ) = e3aH|0. De este modo, será sencillo abelianizar su álgebra: sólo necesita-
n,emos reemplazar H̃|⃗1 por la combinación 
n,e n,eH̆ ⃗ H̃ ⃗= − 3e3aH|0an⃗,e|1 |1 ( )2 2 2 4a 2= − + + − 3 − 1 o e a⃗ − 1 o e4ab⃗ + e6am̃2cf⃗ . (5.2.4)a an,e⃗ c f⃗ a n n,e 3 n,e n,en,e c 3 n 
A simple vista, este cambio conlleva una redeﬁnición del modo cero de la función lapso.
Concretamente, podremos reescribir el hamiltoniano (5.2.2) como [ ]∑ ∑ ∑ 
n,e n,e n,eH = N̆0 H|0 + H|⃗2 + g⃗ H̆|⃗1 + :⃗ H̃ ⃗ (5.2.5)n,e n,e _1 , 
n,e⃗ ⃗ ⃗n,e n,e 
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5.2. Formulación invariante de gauge de las perturbaciones 
donde el nuevo modo cero de la función lapso ha adquirido contribuciones cuadráticas de las
inhomogeneidades: ∑
3aN̆0 = N0 + 3e g⃗ a⃗ . (5.2.6)n,e n,e
n⃗,e 
Conﬁrmamos que las variables de MS, u⃗ , continúan siendo invariantes respecto a este nue­n,e
n,e n,evo conjunto de ligaduras. En pocas palabras, el conjunto {u⃗ , H̆ ⃗ H̃ ⃗ } proporciona unan,e |1 , _1
nueva parametrización del espacio de conﬁguración de las inhomogeneidades (en tanto y
cuanto las variables son compatibles) en términos de ligaduras e invariantes de gauge, tal y
como deseabamos. 
Ahora completamos la transformación canónica en el sector inhomogéneo determinando
las variables canónicamente conjugadas a este nuevo conjunto. Es sencillo comprobar que 
n,eC ⃗ = 3b⃗ (5.2.7)_1 n,e 
n,e n,e n,ees canónicamente conjugado a H̃ ⃗ , es decir, {C⃗ H̃ ⃗ }(p ) = 1, a la vez que conmuta con _1 _1 , _1 
′ ′ n ,eu⃗ y H̆|⃗1 . Encontrar el resto de variables canónicas requiere un poco más de trabajo. Sinn ′ ,e ′ 
detallar aquí el cálculo explícito, simplemente exponemos que 
n,eC ⃗|1 = − 1 (a⃗ + b⃗ ) (5.2.8)n,e n,e
a 
n,e n,e n,eH̆ ⃗ H̆ ⃗es la variable canónicamente conjugada a la ligadura |1 , con {C|⃗1 , |1 }(p ) = 1, mientras 
que [ ( )]
= e−a + 1 e6am̃2cf⃗ + 3 2 n,e (5.2.9)u⃗ f⃗ n,e cb⃗n,e n,e 
c 
es el momento conjugado de la variable de MS, de manera que {u⃗ , }(p ) = 1.n,e un⃗,e 
n,e n,eAsignaremos el papel de variables de conﬁguración a C _⃗1 y C|⃗1 , por conveniencia, y con-
n,e n,eH̃ ⃗ H̆ ⃗sideraremos las ligaduras _1 y |1 como sus momentos asociados. Es fácil darse cuenta 
de que esta elección simpliﬁcará la discusión en el momento de imponer las ligaduras pertur­
bativas siguiendo el programa de Dirac durante la cuantización del sistema. Además, vamos
a introducir una notación más compacta para el nuevo conjunto de variables canónicas para
las perturbaciones, a saber, 
n,e⃗ n,e n,e{ } ∶= {u⃗ , C |⃗1 , C ⃗ }, (5.2.10)n,e _1l 
n,e⃗ n,e n,eH̆ ⃗ H̃ ⃗{ } ∶= { u⃗ , |1 , }. (5.2.11)pl n,e _1 
n,e⃗ n⃗,eDe esta forma, nuestras variables de conﬁguración originales x y las nuevas estarán 
relacionadas mediante una transformación de contacto. l l 
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5. INVARIANCIA DE GAUGE Y CUANTIZACIÓN HÍBRIDA GENERALIZADA 
5.2.2. Redeﬁnición del momento de Mukhanov-Sasaki 
En la sección 5.4, siguiendo los métodos de cuantización híbrida, introduciremos una
representación de Fock para las perturbaciones, y en particular para la variable de MS. Si
uno reduce el sistema clásicamente, de manera que se ajuste a un modelo en Teoría Cuán­
tica de Campos en un fondo curvo, el campo de MS resultante obedece una ecuación de
Klein-Gordon para un campo escalar con masa (dependiente del tiempo) que se propaga en
un espacio-tiempo ultraestático con una topología espacial compacta plana. De nuevo, para
poder introducir los resultados de unicidad que detallamos en el primer capítulo, necesitamos
hacer una elección especíﬁca del momento conjugado para la variable de MS, tal que la evo­
lución pueda ser implementada de manera unitaria. Concretamente, los modos de MS deben
satisfacer la ecuación de movimiento 
u̇n,e⃗ = u⃗ (5.2.12) n,e 
al orden perturbativo considerado. Como es habitual, el punto denota aquí la derivada con
respecto a la coordenada temporal t. Puesto que las ecuaciones de evolución se deducen a
partir del hamiltoniano del sistema y las variables de MS conmutan con las ligaduras linea­
les, no es difícil convencerse de que la condición anterior sobre la elección de momento se
alcanza únicamente si el modo cero de la ligadura hamiltoniana, que contiene contribuciones
cuadráticas de las perturbaciones, no incluye ningún término lineal en el momento de MS.9 
A la luz de estos comentarios, vamos a modiﬁcar los modos de momento u⃗ haciendo n,euso de la libertad que tenemos para añadir un término lineal en la variable de conﬁguración 
u⃗ . Así pues, introducimos un cambio de la forma n,e
u⃗ → ̆u⃗ = + Fu⃗ , (5.2.13)u⃗ n,en,e n,e n,e 
donde F es una función de las variables homogéneas que determinaremos apelando a la con-
n,e ̆ n,e n,edición (5.2.12). Huelga decir que, el nuevo conjunto { ̆p⃗l } ∶= { ̆u⃗ ,H|⃗1 , H̃_⃗1 } por cons­
n⃗,etrucción, todavía proporciona un conjunto canónico junto con { }
n,e 
. 
l 
Para encontrar la expresión explícita de la función F procederemos como sigue. Por un
momento, adoptamos el gauge longitudinal, que analizamos en el capítulo anterior, y que
introduce las condiciones b⃗ = 0 y = a⃗ + 3 f⃗ . Hacemos coincidir el momento n,e a⃗ a n,e c n,en,ede MS resultante al incorporar aquí estas condiciones de gauge con el que obtuvimos en la
sección 4.2.3. Este procedimiento establece un único momento posible, que está bien deter­
minado, basándonos en la consistencia de nuestros cálculos. Además, la función F resulta 
9En realidad, la condición no sólo es necesaria, sino también suﬁciente. 
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5.2. Formulación invariante de gauge de las perturbaciones 
ser independiente del modo analizado, tal y como esperábamos, 
( 2 )
1 cF = −e−2a e6am̃2c + + 3 . (5.2.14)a 
c a 
Así, los modos para el nuevo momento conjugado de MS son [ ( )]
−a 1 6a ̃ 2̆ = e + e m2cf⃗ + 3 b⃗u⃗ f⃗ n,e c n,en,e n,e ( c )
−e−2a 1 e6am̃2c + a + 3 
c 
2 
un,e⃗ . (5.2.15)
c a 
A ﬁn de simpliﬁcar la notación, en lo que resta de capítulo usaremos el símbolo u⃗ para n,e 
n⃗,edenotar los modos de momento redeﬁnidos y para el conjunto correspondiente a los 
momentos. 
pl 
5.2.3. Inversión de la transformación canónica 
Por completitud, y para cerrar esta sección, vamos a facilitar la expresión de las varia­
n,e⃗ n,e⃗ n⃗,ebles perturbativas originales {xl } ∶= {x , x pl } en términos de las nuevas variables 
n,e⃗ n,e⃗ n,e⃗{ l } ∶= { , }. El resultado es 
l 
l pl 
n,e⃗ n⃗,ea⃗ = − −
1 , (5.2.16a)n,e a 2 33
 
1 ⃗
b⃗ = n,e, (5.2.16b)n,e 3 3
 
−a ⃗ ⃗
n,e n,ef⃗ = e + , (5.2.16c)n,e c1 2 ( 3 )−a c c⃗ 2 n,e= − 1 n,e⃗ + ea n,e + e e6am̃ c + c a + 3 ⃗an,e⃗ p2 p1 1 
a a a a( ) 
⃗ − 1 n,e+ 3 2 + 1 e4ao2 − 2 n,e ⃗ , (5.2.16d)c n a 2 33 3 a ( 3 )−a 
⃗ − 1 n,e ⃗ 6a ̃ 2 n,en,e ⃗ a n,e ⃗=3 + c e + e e m c − 2 + 3 c b⃗ c an,e p3 p2 p1 1 
a a a a 
2 n,e n,e+ 1 e4ao ⃗ − 4 ⃗ , (5.2.16e)n 2 33 3 a ( 2 )
ca ⃗ −a n,e ⃗ ⃗n,e ⃗ 2 n,e n,e= e + e + 3 − e6am̃ c − . (5.2.16f) f⃗ a cn,e p1 1 2 3 
a 
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5. INVARIANCIA DE GAUGE Y CUANTIZACIÓN HÍBRIDA GENERALIZADA 
5.3. Espacio de fases canónico completo 
A continuación, vamos a completar la transformación canónica, incluyendo las variables
de los modos cero, para recuperar una estructura simpléctica canónica para nuestro sistema
completo. 
5.3.1. Transformación canónica de los modos cero 
La acción de nuestro sistema (truncado a orden cuadrático en perturbaciones) en términos
de la parametrización original del sector inhomogéneo tiene la forma [∑ ]∑ 
n,e⃗ ⃗ ⃗n,e n,eS = ∫ dt ẇawpa + ẋ x + H(wa, x l ) , (5.3.1)l pl 
a l,n⃗,e 
salvo posibles términos de superﬁcie irrelevantes para nuestra discusión. En esta expresión, 
n⃗,eH(wa, x l ) es el hamiltoniano total en términos de las variables originales, {wa}∶={wa, wap} 
n,e⃗ n,e⃗ n,e⃗y {xl } ∶= {x , xpl }. Vamos a centrarnos en el término de Legendre que contiene lalinformación sobre la estructura simpléctica del sistema completo, que llamaremos Z, [∑ ]∑ 
n,e⃗ n⃗,ėZ = ∫ dt ẇawap + x xpl . (5.3.2)l 
a l,n⃗,e 
Nuestro propósito es encontrar una transformación canónica que relacione estas variables con
los nuevos modos cero w̃a ∶= ( w̃a, w̃ap) de forma que Z conserve su forma canónica cuando 
se exprese en términos de los invariantes de gauge para las perturbaciones, es decir [∑ ]∑ 
n,e⃗ n⃗,ewaZ = ∫ dt ẇ̃a ̃ p + ̇ pl . (5.3.3)l 
a l,n⃗,e 
En lugar de reproducir todos los detalles del extenso cálculo que nos permite deducir la
forma que tiene la transformación deseada, vamos a dar un esbozo de los pasos más impor­
tantes de la deducción, análogos a los de la sección 4.2.3. Esencialmente se basa en con­
siderar nuestro cambio de variables perturbativas como una transformación canónica en el
sector inhomogéneo que depende de una serie de variables externas dependientes del tiempo,
que describen los grados de libertad homogéneos. Primero, hacemos notar que las relacio­
n,e⃗ ⃗ n,en,enes x = x ( ⃗ ) dadas por las ecuaciones (5.2.16) son lineales y no mezclan diferentesl l m 
n⃗,emodos. Por tanto, las variables originales x se pueden expresar como l ( n,e⃗ ⃗ )∑ ax ax n,e n,e⃗ l n,e ⃗⃗ l n,exl = + p , m = 1, 2, 3, (5.3.4)n,e⃗ m n,e⃗ m 
m a a pm m 
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5.3. Espacio de fases canónico completo 
donde las derivadas parciales son funciones de los modos cero wa y la frecuencia o sola­n 
mente. Teniendo en cuenta esta relación en las derivadas respecto al tiempo que aparecen en 
Z, realizando varias integraciones por partes, despreciando derivadas totales que contribuyen
con términos de superﬁcie a tiempos iniciales y ﬁnales (asumiendo un principio variacional
bien planteado para el sistema), y truncando a orden cuadrático en perturbaciones, así co­
n⃗,emo recordando que { } es un conjunto canónico siempre y cuando uno ignore el sectorl
homogéneo, uno puede obtener la expresión de las nuevas variables canónicas homogéneas 
n,e⃗ n⃗,ew̃a en función de las originales wa y de las nuevas variables perturbativas (o de x sil l
se preﬁere). Este resultado es invertible al orden perturbativo que consideramos aquí, permi­
tiéndonos expresar las variables originales como funciones de las nuevas variables para el
espacio de fases completo del sistema (modos cero más inhomogeneidades). Siguiendo este
procedimiento, uno llega a 
[ ⃗ ⃗ ]n,e n,eax ax 
̃ ⃗ pl l ⃗wa = wa − 1 
∑ 
xn,e − xn,e , (5.3.5a)pl2 l aw̃a aw̃a 
l,n⃗,e p p [ ⃗ ⃗ ]n,e n,e∑ ax ax 
⃗ l ⃗wp
a = w̃p
a + 1 xn,e pl − xn,e . (5.3.5b)
2 l aw̃a aw̃a pl 
l,n⃗,e 
En primer lugar, queremos subrayar el patente paralelismo entre estas expresiones y las dadas
en (4.2.22). Evidentemente, las relaciones que hemos obtenido aquí son una generalización de
las anteriores al aumentar el número de variables que entran en juego en la transformación. De
n⃗,enuevo, tenemos que ver las variables originales x para las perturbaciones como funciones l
 
⃗
n,ede las nuevas , dadas por las ecuaciones (5.2.16), reemplazando {wa} por {w̃a} en dichas l
ecuaciones. Nótese que esta sustitución es consistente con nuestro esquema de truncamiento,
puesto que los modos cero originales y los nuevos diﬁeren precisamente en términos que son
cuadráticos en perturbaciones. En este sentido, debemos comentar que las derivadas parciales
n⃗,eque aparecen arriba deben tomarse considerando constantes. En el apéndice A damos l
las expresiones explícitas de los modos cero wa en términos de las nuevas variables para el 
n⃗,eespacio de fases w̃a y .l 
5.3.2. Hamiltoniano en términos de invariantes de gauge 
Una vez resuelta explícitamente la transformación que relaciona la parametrización ori­
n⃗,eginal, {wa, x }, con la nueva formulación con invariantes de gauge para las perturbaciones, l
 
⃗
n,e{w̃a, }, podemos obtener la forma del hamiltoniano en la nueva formulación. En particu­l
lar, vamos a considerar el modo cero de la ligadura hamiltoniana. En las variables originales, 
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5. INVARIANCIA DE GAUGE Y CUANTIZACIÓN HÍBRIDA GENERALIZADA 
éste venía dado en la ecuación (5.2.5) por la suma 
H⃗ ⃗n,e a n,eH|0(wa) + ∑ |2 (w ,x l ), (5.3.6) 
n⃗,e 
que contiene la contribución del modelo de FLRW homogéneo y la corrección cuadrática de
las perturbaciones. 
Como ya hemos visto que la diferencia entre las variables homogéneas originales y las
nuevas es precisamente de orden cuadrático en las perturbaciones, la sustitución en el modo
cero de la ligadura hamiltoniana nos lleva a la siguiente expresión ∑( )aH|0 ∑ [ ]b n,e ⃗ a n,ea n,e ⃗H|0(w̃a) + wb − w̃ (w̃a) + H|⃗2 w̃ , x l (w̃ , l ) , (5.3.7)aw̃b b n⃗,e 
donde la diferencia wa − w̃a debe ser vista como una función de las nuevas variables del 
espacio de fases, dada por los últimos términos en las dos expresiones (5.3.5a) y (5.3.5b).
Esta diferencia es una suma de contribuciones independientes de cada uno de los modos
inhomogéneos, de manera que podemos escribir ∑ 
a awa − w̃ ∶= Δw̃ . (5.3.8)n⃗,e 
n⃗,e 
n,eAdemás, la evaluación de H|0 y H|⃗2 en las nuevas variables homogéneas w̃a se ha hecho en 
la ecuación (5.3.7) simplemente reemplazando las coordenadas originales wa por las nuevas
en la dependencia funcional de las contribuciones consideradas en la ligadura. Para deducir
la expresión anterior, basta con expandir H|0 en serie entorno a las nuevas variables de modo 
cero y recordar que truncamos el hamiltoniano total a segundo orden en perturbaciones. A
partir de estas consideraciones, vemos que la contribución cuadrática de las perturbaciones al
n,eH̃ ⃗modo cero de la ligadura hamiltoniana en nuestras nuevas variables toma la forma ∑ ⃗ |2 ,n,e 
con 
n,e n,e aH̃|⃗2 = H|⃗2 + ∑ Δw̃⃗ aHw|a 0 . (5.3.9)n,e a ̃a 
Ésta es la forma que uno esperaría si ve el cambio de variables para las perturbaciones como
una transformación canónica que depende de una serie de variables externas dependientes
del tiempo, cuya dinámica está gobernada por el hamiltoniano H|0 [159]. 
Haciendo el cálculo explícito, llegamos a la siguiente expresión: ( )
−3ã
n,e n,e n,e n,e n,e n,e ⃗ 9 −3 ̃ ⃗ ⃗H̃ ⃗ H̆ ⃗ + F ⃗ ⃗ F ⃗ n,e a n,e n,e |2 = |2 |2 H|0 + F|⃗1 + _1 − 3e + e . (5.3.10)p2 p2 p3 p3 
ã 2
donde hemos deﬁnido [ ( )]
−ã 4 
n,e e 2 −4ã 2 2 2ã c̃ 6 ̃ 2 c̃ n⃗,eH̆|⃗2 = on + e ã + m̃ e 1 + 15 c̃2 − 12 c̃ − 18e am̃ 2 ( 1 )2 2 ã ã
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5.3. Espacio de fases canónico completo 
−ãe n⃗,e+ ( )2 , (5.3.11a)p12 ( 2 2 ) ( )
n,e −2ã 6 ̃ n,e⃗ a 4ã 2 2 n,eF ⃗ = 3 e 1 − 9 c̃ + 12e am̃2 c̃ ( )2 + 1 e−2 ̃ e o − 9 ( ⃗ )2 |2 2 2 1 n c̃ 22 2ã ã

−2ã
[ ( ) ]

2 2 ⃗ ⃗ ⃗ ⃗− 3e + 3 + e6ãm̃2c̃ n,e n,e − 3 c̃ n,e n,e, (5.3.11b)ã c̃ c̃ ã2 1 2 p1 2 
ã[ ( ) ] ã−4ãn,e 1 e ⃗ 3 ̃ ⃗F ⃗ n,e 2 n,e |1 = 6 + 6e aH|0 + 5 ã , (5.3.11c)c̃ 1 22 ã

−4ã ( )

F ⃗ 6 ̃ 2 ̃ 3 2 n,e 2 ⃗ − 3 a n,en,e a ̃ ⃗ n,e −6 ̃ ⃗=3e e m c + 3 − 2 + o e_1 2 ã c̃ ã c̃ n ã1 2 32ã
⃗− 3e−2ã c̃ n,e. (5.3.11d)p1
 
ã

n,eF ⃗En el hamiltoniano total, podemos dar cuenta del término ∑ ⃗ |2 H|0 mediante una nueva n,e ∑ n,eredeﬁnición del modo cero de la función lapso, dada por N̄0 = N̆0(1 + n,e F|⃗2 ) [véase la ⃗
n,eecuación (5.2.6)]. Los otros términos en la ecuación (5.3.10) diferentes de H̆|⃗2 contribuyen
a las ligaduras perturbativas lineales, y su presencia conlleva una redeﬁnición de los mul­
tiplicadores de Lagrange correspondientes, que a partir de ahora denotaremos G⃗ y K⃗ .n,e n,e
Resumiendo, la ligadura Hamiltoniana total a segundo orden que obtenemos toma la forma [ ]∑ ∑ ∑
̄ ̆ n,e ⃗ n,eH = H⃗ + n,e + ⃗ . (5.3.12)N0 H|0 + |2 G⃗ p2 K⃗ p3n,e n,e 
n,e⃗ ⃗ ⃗n,e n,e 
En el apéndice A damos las expresiones explícitas de las funciones lapso original N y del co­
wa n⃗,evector desplazamiento Ni en términos de las nuevas variables del espacio de fases { ̃ , },
así como de los multiplicadores de Lagrange {N̄0, G⃗ , K⃗ }. 
l 
n,e n,e
n,eH̆ ⃗Los términos |2 proporcionan ﬁnalmente las contribuciones cuadráticas en las pertur­
baciones al modo cero de la ligadura hamiltoniana en la formulación invariante de gauge. Tal
y como esperábamos, estos términos son precisamente aquéllos que dependen exclusivamen­
te de las variables de MS y sus momentos, y por tanto son cantidades invariantes de gauge.
Por razones obvias, llamaremos a esta suma el hamiltoniano de MS. Además, como ya ha­
bíamos anticipado, estos términos no contienen contribuciones lineales del momento de MS.
De hecho, la única contribución de éste es cuadrática, y su coeﬁciente es una constante salvo
n,eH̆ ⃗una potencia del factor de escala. Hacemos notar también que la expresión dada por |2
es lineal en el momento del modo cero del campo escalar, . Para obtener esta expresión, c̃
2 3a 2 6a ̃ 2se ha utilizado convenientemente la identidad = 2H|0e + − e m c2, que se puedec a
usar en la ecuación (5.3.10) a costa de redeﬁnir el modo cero de la función lapso. Gracias
a esto, en la sección 5.4 podremos interpretar el modo cero de la ligadura hamiltoniana en
cierta aproximación como una ecuación de Schrödinger que dicta la evolución cuántica de
las inhomogeneidades en una familia particular de estados. 
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5.4.	 Cuantización híbrida generalizada y aproximación de 
Born-Oppenheimer 
En esta sección vamos a presentar la cuantización de la variedad simpléctica que describe
nuestro sistema cosmológico siguiendo un procedimiento idéntico al que describimos en el
capítulo anterior, pero manteniendo una discusión más general, sin especiﬁcar la cuantización
concreta para el sector homogéneo. Impondremos las ligaduras clásicas de acuerdo con el
método de Dirac, es decir, como operadores que aniquilan los estados físicos en la teoría
cuántica. 
Concretamente, asumiremos que la cuantización de las variables homogéneas proporcio­
na una representación para las relaciones de conmutación canónica tal que los operadores
para la geometría de FLRW homogénea conmutan con aquéllos que representan el sector
homogéneo del campo material, y, además, todos ellos conmutan con los operadores que re­
⊗ mattpresentan las inhomogeneidades. Denotamos kingrav kin al espacio de Hilbert cinemático
para el sector homogéneo, de manera que los operadores geométricos están deﬁnidos sobre
gravkin , mientras que los operadores para el sector material están deﬁnidos sobre matt.kin 
Por otro lado, para los modos inhomogéneos descritos por los invariantes de MS, adopta­
remos una representación de Fock equivalente a la que presentamos en la sección 4.3, selec­
cionada por los criterios que establecimos en la primera parte de esta memoria: a) invariancia
del vacío bajo las isometrías espaciales, y b) unitariedad de la dinámica en el régimen en que
uno recupera una Teoría Cuántica de Campos en un fondo curvo para el campo de MS. Como
ya hemos mencionado en repetidas ocasiones, estas pautas eliminan toda la ambigüedad en
el posible reescalado de los modos de MS a través de funciones de las variables homogéneas,
y seleccionan una familia de representaciones de Fock que son unitariamente equivalentes
entre sí. En particular, dicha familia contiene la representación para la cual las variables de
aniquilación, a⃗ , y las de creación, a † , son aquéllas que están asociadas de manera naturaln,e n⃗,econ los osciladores harmónicos de frecuencia o . Escogemos, pues, esta particular represen­
tación para los modos de MS, y denominamos por 
n
â⃗ y â† a los correspondientes operadoresn,e n⃗,e 
′ ′†	 n ,ede aniquilación y creación, actuando sobre el espacio de Fock  , tal que [â⃗ , â ] = 8⃗n,e n⃗′ ,e ′ n,e(remitimos a la sección 4.3). ⃗
Podemos decir que este análisis generaliza el tratamiento cuántico que se presentó en el
capítulo anterior en dos sentidos: a) en lugar de reducir el sistema clásicamente, llevamos
las ligaduras perturbativas lineales a la teoría cuántica, sin ﬁjar el gauge previamente; y b)
no adoptamos una representación concreta para el sector homogéneo, y en particular para la
geometría FLRW. A este respecto, dejamos la libertad para adaptar el formalismo a cualquier 
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propuesta de gravedad cuántica para la cosmología de FLRW. La física que se extraiga de
cada propuesta especíﬁca deberá discutirse llegado el momento. 
5.4.1. Representación cuántica de las ligaduras 
En la nueva formulación invariante de gauge, las ligaduras clásicas conmutan, y por tanto
se pueden llevar a la teoría cuántica sin problemas siempre y cuando sus análogos cuánticos
respeten estas relaciones de conmutación. Asumimos, pues, que nuestra cuantización satis­
face esta propiedad y las imponemos de manera independiente. 
n⃗,eVamos a empezar por las ligaduras perturbativas lineales, que clásicamente son = 0 pl̃(con l̃ = 2, 3). Para ello, adoptamos una cuantización para el sector inhomogéneo tal que ca­
da uno de los operadores que representan a las variables de momento actúan como derivadas
con respecto a sus variables de conﬁguración correspondientes. De este modo, la condición
impuesta por las ligaduras nos dice que los estados físicos son independientes de dichas varia­
n⃗,ebles, , y, por tanto, podemos restringir nuestra discusión a un espacio de representación
l̃ gravde la forma  = ⊗ matt ⊗  para estudiar todos los estados cuánticos que seránkin kin
físicamente relevantes. Es importante enfatizar el hecho de que esta restricción proviene de
la propia teoría cuántica, y no es una reducción clásica. No obstante, hacemos notar que es­
tos estados todavía no son totalmente físicos, ya que todavía tenemos que imponer el modo
cero de la ligadura hamiltoniana. La complejidad de esta tarea diﬁculta la labor, por lo que
únicamente seremos capaces de proporcionar soluciones aproximadas. 
Primero, vamos a centrarnos en su representación cuántica. Recordemos que, clásicamen­
te, la ligadura toma la forma 
−3ă ̃H|0 + H|2 = e H = 0, (5.4.1) 
con H|0 dada en la ecuación (4.2.8) pero evaluada ahora en las variables (a, ̃ , c̃, ). Por su ã c̃
̆ ∑ ̆ n,eparte, H|2 = ⃗ H|⃗2 está deﬁnida en la ecuación (5.3.11a). En lo sucesivo, nos centraremosn,e 
̃en la ligadura hamiltoniana densitizada10 H = 0. 
Antes de continuar, vamos a introducir algunos detalles de notación que nos resultarán
más convenientes. Deﬁnimos 
(2) = 2 − e6ãm̃2c̃2 , (5.4.2)0 ã
̃ 2 −(2)de forma que la contribución del sector homogéneo a H es e3aH|0 = ( )∕2. Además, c 0 
10También podríamos escoger trabajar con la ligadura no densitizada y proceder a su densitización en el nivel
cuántico. 
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5. INVARIANCIA DE GAUGE Y CUANTIZACIÓN HÍBRIDA GENERALIZADA 
introducimos las siguientes funciones de los modos cero: 
c̃4 ̃ 2a ̃a = −12e m ,	 (5.4.3a) 
ã
2ãa = e ,	 (5.4.3b)e (	 )
2 c̃4 −2ã 2 2 4ã	 6 ̃a = e + m̃ e	 1 + 15 c̃2 − 18e am̃e ã	 2 ( (2) ) ( ã )
= e−2ã0(2) 19 − 18	 02 + m̃2e4ã 1 − 2 c̃2 , (5.4.3c) 
ã
y llamamos 
n⃗,eΘn,e⃗ = −a ( )2	 (5.4.4a)[ 1	 ]
n,e 2 n,e n,e⃗ ⃗Θ⃗ = − (a o + a )( )2 + a ( )2 ,	 (5.4.4b)e n e p1∑ e 1 ∑ e
n,e	 n,eΘ = Θ⃗ , Θ = Θ⃗ .	 (5.4.4c)e e 
n,e⃗ n⃗,e 
3a ̆De esta manera, 2e H|2 = −(Θ +Θ c). Asumiremos que podemos representar las cantida­e 
des introducidas en las ecuaciones (5.4.2) y (5.4.3) como operadores con un dominio denso, 
̂(2), â , â y â , sobre grav ⊗ matt (y que actúan como la identidad sobre  ), y los obje­0 e e	 kin kin 
tos dados en las ecuaciones (5.4.4) como operadores, Θ̂ y Θ̂ , con un dominio denso sobre 
grav ⊗ matt ̃⊗  . Así, obtenemos el siguiente operador para e H :kin kin [	 ( ) ]1 (2)Ĥ̃ =
2 
̂c 
2 
̃ − ̂ 0 − Θ̂e − Θ̂ ̂c̃ ,	 (5.4.5)S
donde hemos introducido la simetrización ( ) ( )1	 1 = Θ̂ = , Θ ] + ̂ . (5.4.6)Θ̂ ̂c̃ Θ̂ ̂c̃ + ̂c̃ [ ̂c̃ ̂ Θ ̂c̃S 2	 2
5.4.2. Ansatz de Born-Oppenheimer 
Siguiendo la misma linea argumental que detallamos en la sección 4.4, a continuación
analizamos las soluciones a la ligadura hamiltoniana que aún persiste en el sistema, adoptando
para ello el ansatz 
Ψ = x( ̃ c) ( , ̃	 (5.4.7)a, ̃ c). 
De nuevo, la dependencia en las variables de MS se especiﬁca con la etiqueta  del número 
de ocupación de los estados para el sector inhomogéneo, y ã denota la dependencia en la geo­
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metría del sector FLRW homogéneo11. De esta forma, la función de onda Ψ se puede separar
en dos factores, uno que depende de los grados de libertad homogéneos de la geometría, y otro
de los modos de MS invariantes. Recordamos que este ansatz da cuenta de estados cuánticos
que presentan diferentes ritmos de variación en estos dos sectores con respecto al modo cero 
c̃ del campo escalar, y, como ya hemos podido comprobar, cuando esto ocurre la ligadura
Hamiltoniana se puede aproximar y se simpliﬁca. Desde este punto de vista, es conveniente
interpretar c̃ como un tiempo interno del sistema. Estamos asumiendo una representación tal
que las funciones de c̃ actúan como operadores multiplicativos sobre Ψ. 
Vamos a considerar por un momento el modelo de FLRW no perturbado. El operador que
̂representa la ligadura hamiltoniana es proporcional a ̂c 2 ̃ − 0(2). En la imagen de evolución 
que estamos empleando, donde c̃ desempeña el papel de tiempo, las soluciones de frecuencia
positiva de esta ligadura obedecen la relación 
x( ̃ c) = ̂ a; c̃)x0(ã), (5.4.8)a, ̃ U ( ̃
̂ ̂siendo U el operador de evolución unitario correspondiente. Por ejemplo, si (2) es auto­0√ 
adjunto, entonces uno puede proyectar su parte positiva (P.P.) y tomar P.P.(̂0(2)) como 
el operador autoadjunto dependiente de c̃ que genera la evolución temporal en la ecuación
(5.4.8). Para mantener la discusión lo más general posible, y puesto que la condición au­
̂(2)toadjunta de podría no estar garantizada, o podría ser que una deﬁnición directa de la0
raíz cuadrada no estuviera al alcance, vamos a asumir simplemente que la parte FLRW de
los estados cuánticos veriﬁcan (5.4.8), donde la familia de operadores de evolución Û es tal 
que existe un operador autoadjunto ̂̃0 que satisface la condición [ ̂ ̃ , Û ]Û−1 = ̂̃0. Re-c
marcamos que los conceptos de autoadjunción y unitariedad que usamos aquí son aquéllos
correspondientes a la parte de la geometría de nuestro espacio de Hilbert,12 gravkin . En verdad, 
como veremos más adelante, x proporciona una solución aproximada del modelo de FLRW
̂(2) ̃̂siempre y cuando la raíz cuadrada de sea aproximadanente 0 en el sentido de que la 0 
̃ ̂(2) ̃̂actuación de (̂0)2 − 0 + [ ̂c̃, 0] sobre x sea considerablemente pequeña (o se cumpla
una condición similar alcanzada con un orden de factores alternativo). 
Por otro lado, en la ecuación (5.4.8) normalizamos el estado x0(ã) a la unidad en grav kin . 
Esta parte del estado cuántico se puede entender como el estado de la geometría FLRW en el 
11Esta notación no implica que hayamos adoptado una representación concreta para la geometría homogénea
en la cual tengamos un operador ã que actúe por multiplicación, sino que, más bien, es un forma simbólica de
indicar la dependencia funcional en el sector de la geometría homogénea.
12En una representación de Schrödinger convencional en la que ̂ ̃ = −ia ̃ , recuperamos el operador de c c
evolución unitaria estándar [ ( )]
c̃
Û (ã; ̃ exp i ∫ c ̃̂ a, ̃ .c) =  d ̃ 0( ̃ c)c̃0 
De nuevo, el símbolo  denota la ordenación temporal con respecto a c̃. 
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5. INVARIANCIA DE GAUGE Y CUANTIZACIÓN HÍBRIDA GENERALIZADA 
instante inicial de tiempo c̃0 (y por tanto es independiente de c̃). Nuevamente, una elección 
natural sería la de un estado semiclásico x0, picado en una cierta geometría homogénea y que
si es posible, permanezca picado bajo la evolución dictada por Û . 
̃Vamos a incorporar el ansatz (4.4.1) en la ecuación para la ligadura HΨ = 0. Tendiendo 
en cuenta que 
̃̂c̃Ψ = x( ̂c̃ ) + ( ̂0x) , (5.4.9a){ }
̂c 
2 
̃Ψ = x( ̂c 
2 
̃ ) + 2( ̂̃0x)( ̂c̃ ) + ([ ̂c̃, ̂̃0]x) + (̂̃0)2x , (5.4.9b) 
se puede reescribir la ligadura como {( ) }
( ̃̂ ̂ 0 + [ ̂c̃, ̃0] x ̃ c ) + x( ̂c 2 ̃ ) − 1[ ̂c̃ − 0, ̂ )0)2 − (2) ̂ + 2( ̂0x)( ̂ ̃ 2 ̃̂ Θ ](x { } { }̂− Θ̂e + ( Θ̂ ̃0)S (x ) − Θ̂ x( ̂c̃ ) = 0. (5.4.10) 
Hacemos notar que, con nuestra premisa sobre la representación para el modo cero del campo
̃̂ ̂escalar, los operadores [ ̂c̃, 0] y [ ̂c̃, Θ ] dependen de c̃, que actúa como operador median­
te multiplicación, pero son independientes de ̂ ̃ . Además, el primer término de la ecuaciónc
anterior es la corrección inferida por la consideración de que las funciones de onda aproxi­
madas no son soluciones exactas a la ligadura del sector homogéneo (para ver esto, podemos
hacer constante y los operadores Θ̂ y Θ̂ de los modos de MS iguales a cero). e 
Vamos a considerar de nuevo que, para la geometría homogénea de FLRW, únicamente
los términos correspondientes a los valores esperados sobre x son relevantes. Dicho en otras 
palabras, cuando tomamos el producto interno del lado izquierdo de la ecuación (5.4.10) 
con x , con respecto a la geometría de FLRW (esto es, en gravkin ), despreciamos las posibles
transiciones cuánticas a cualquier otro estado mediado por la acción de la ligadura. A partir
de la ecuación (5.4.10) no es difícil ver que, para que esta aproximación sea válida, sólo
necesitamos que los siguientes operadores tengan una dispersión relativa pequeña sobre el
estado x para todos los valores de c̃ (es decir, que estén picados sobre el estado x a lo largo 
̂ ̂ (2)de la evolución en c̃): i) ̂̃0, ii) âe, iii) − i dc̃a + ( â ̃0)S + âe , y iv) −idc̃̂̃0 + ( ̂̃0)2 − ̂ 0 ,2donde [de forma similar a como hicimos en (4.4.4)] ahora hemos deﬁnido 13 
̂̂ ̃ ̂− idc̃6 ∶= [ ̂c̃ − 0, 6] (5.4.11) 
para cualquier operador 6̂. En principio, la condición sobre el operador iv) podría satisfacerse
̂con una elección adecuada de ̃0, de acuerdo con nuestros comentarios anteriores. 
13En el caso convencional en que ̂c̃ = −iac̃, dc̃ es la derivada total en la imagen de Heisenberg correspon­
̃̂diente a una evolución en el tiempo c̃ generada por 0. 
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5.4. Cuantización híbrida generalizada y aproximación de Born-Oppenheimer 
Asumiendo que estas aproximaciones son válidas, tendremos que ( )

̂c 
2 
̃ + 2⟨̂̃0⟩x − ⟨Θ̂ ⟩x ̂c̃
[ ]

̃ ̂ ̂ (2)= ⟨Θ̂ + (Θ̂ ̂ ) ̃0 − 1 + ⟨ ̂ − ( ̂̃0)2⟩x . (5.4.12)e 0 S ⟩x + i⟨dc̃ 2dc̃Θ ⟩x 0 
Esta ecuación da lugar a una ecuación de Schrödinger generalizada para la evolución (en 
c̃) de las inhomogeneidades siempre y cuando se satisfagan las siguientes condiciones: 
a) ⟨Θ̂ ⟩x tiene que ser despreciable en comparación con ⟨̂̃0⟩x . Esto es válido a condi­
ción de que la contribución cuadrática de los modos de MS dada por Θ̂ permanezca
(siempre) pequeña comparada con el generador de la evolución de la geometría FLRW,
lo que es lógico asumir en el esquema perturbativo que adoptamos para el tratamiento
de las inhomogeneidades. 
b) ̂2 también tiene que ser despreciable. La autoconsistencia de esta hipótisis se analizac̃
en el apéndice B. ( )̃̂ ̂ ̂ ̃̂c) i⟨d ̃0− 1d ̃Θ ⟩x tiene que ser ignorable en comparación con ⟨Θ̂ + Θ 0 ⟩x . De lo c 2 c e Scontrario, la ecuación de Schrödinger incluiría un término que destruiría la unitariedad
de la evolución de los modos de MS y que, además, no está presente en las ecuaciones
de campo clásicas de estos invariantes de gauge. 
Llegados a este punto, si se veriﬁcan estas tres condiciones, alcanzamos la ecuación de Schrö­
dinger generalizada ( )̂ ̃̂ (2)⟨Θ̂e + Θ 0 ⟩x + ⟨ ̂ − ( ̂̃0)2⟩x 
̂ ̃ = 
S 0 . (5.4.13)c 
2⟨ ̃̂0⟩x 
Como complemento a las condiciones previas, vamos a añadir que 
( )(2) ̃ ̂d) ⟨ ̂ − ( ̂0)2⟩x sea despreciable en comparación con ⟨Θ̂ + Θ̂ ̃0 ⟩x . Esto resulta 0 e S 
̂̃natural (una vez ignorado ⟨dc̃0⟩x ) si x es una solución aproximada del modelo no 
perturbado, como ya habíamos avanzado. 
Si las cuatro condiciones a)–d) se satisfacen, entonces la ecuación de Schrödinger se simpli­
ﬁca, y obtenemos que ( )⟨Θ̂e + Θ̂ ̂̃0 S ⟩x ̂c̃ = . (5.4.14)
2⟨̂̃0⟩x 
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5. INVARIANCIA DE GAUGE Y CUANTIZACIÓN HÍBRIDA GENERALIZADA 
5.4.3. Ecuaciones efectivas de Mukhanov-Sasaki 
Con toda la experiencia adquirida, vamos a deducir las ecuaciones efectivas clásicas para
las variables de MS siguiendo los mismos pasos que especiﬁcamos en el capítulo anterior. Pa­
ra ello, simplemente emplearemos el ansatz de Born-Oppenheimer y la aproximación de que
el estado x permanece picado sobre los operadores que codiﬁcan los efectos de la geometría
de FLRW en el modo cero de la ligadura hamiltoniana. 
En la subsección previa vimos que la evolución de las variables de MS está gobernada por
la ecuación (5.4.12), que puede ser interpretada como el resultado de imponer una ligadura
de la forma: ⟨ ⟩( )̂̂ per = ̂2 ̃ + Dx (c̃) ̂c̃ + Ex (c̃) − Θ̂e + Θ̂ 0 − i dc̃Θ̂ . (5.4.15)c S 2 x 
Nuevamente, D y E son dos funciones de c̃ que dependen del estado x de la geometríax x 
homogénea, y cuya expresión explícita no facilitamos porque no es relevante para nuestros
cálculos. En lo referente a ̂ ̃ , suponemos que actúa como una derivada generalizada con res-c
pecto a c̃, sin necesidad tampoco de especiﬁcarla. Imponemos el operador ligadura ̂ per sobre 
el sector matt ⊗  del sistema. Entonces, el generador de la evolución clásica correspon­kin 
diente, per , se obtiene reemplazando ̂ ̃ por su forma explícita como derivada generalizada, 
n,e n,ey los operadores de las variables de MS 
c
̂ ⃗ y ̂ ⃗ por sus análogos clásicos, de acuerdo con 
los comentarios anteriores. 1 
p1 
Teniendo en cuenta la densitización de la ligadura [véase la ecuación (5.4.1)] y la deﬁ­
nición de la parte homogénea de la función lapso, uno puede comprobar que per∕2 genera 
las reparametrizaciones en un tiempo ̄ relacionado, al orden perturbativo relevante, con 
el tiempo propio mediante dt = Oe3ad ̄ . Además, podemos pasar a un tiempo conforme 
Y , adaptado a la geometría FLRW vestida asociada al estado x . Volviendo a las expresiones x
 
⃗
n,e(5.4.4), vemos que toda la dependencia de per∕2 en el momento de MS viene dada por el p1 
n⃗,etérmino ⟨âe⟩x ( p1 )2∕2, dentro de ⟨Θ̂e⟩x . Por tanto, parece natural deﬁnir14 l0dYx = ⟨âe⟩xd ̄ . 
Este cambio de tiempo está bien deﬁnido, puesto que ⟨âe⟩x es un número (que depende de 
2ãc̃ a través de x), y es monótono siempre y cuando el operador âe que representa ae = e
sea deﬁnido positivo. Es importante remarcar que en el caso de que dY ∕d ̄ hubiera resul­x 
tado ser un operador, el parámetro de cambio de tiempo que hemos introducido no estaría
bien deﬁnido. Resulta, pues, que el valor esperado sobre el estado x es esencial a la hora de 
introducir dicho cambio. Asimismo, esta dependencia en el estado podría ocasionar que las
propiedades de la evolución en los distintos tiempos, ̄ y Y , llegaran a ser muy diferentesx 
cuando se consideren en el espacio de Hilbert físico del sistema. 
14Es posible ver que, con nuestra elección de factores numéricos, esta deﬁnición para el tiempo conforme no
es sensible a la elección de l0. 
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5.5. Representación de LQC para el sector homogéneo 
n⃗,eEn resumen, la evolución de 1 en el tiempo Yx viene dictada (bajo corchetes de Poisson) 
por 
n,e⃗ ⃗dY = 
l0 { n,e, per}, (5.4.16)x 1 12⟨âe⟩x 
n⃗,edonde dY denota la derivada con respecto al tiempo Y . La evolución de simplemente es x 1 
n,e⃗ n⃗,edY = 
x
l0 . Utilizando este resultado y tomando otra vez la derivada temporal, llegamosx 1 p1a las siguientes ecuaciones para las variables de MS: [ ]⃗ ⃗ 2n,e n,ed2 = − õ + ⟨ ̂ + ̂ ⟩x , (5.4.17)Y n e x 1 1 
2 2donde hemos deﬁnido õ = l02o yn n 
⟨ ̂ = l2 ⟨âe ⟩x = l2 ⟨(â ̂̃0)S − 2 i dc̃â ⟩x e⟩x , ⟨ ̂ ⟩x (5.4.18a)0 0 . ⟨ ̂ ⟨âae⟩x e⟩x 
Esta ecuación es análoga a la que obtuvimos en el capítulo anterior, donde ﬁjábamos el gauge
a nivel clásico y luego pasábamos a deﬁnir el sistema reducido en términos de los invariantes
de gauge de MS. Tal y como allí ocurría, el último término de la parte derecha de la ecuación
(5.4.17) es una función de c̃ sólo, y por tanto del tiempo cuando el campo escalar se evalúa
sobre las soluciones de las ecuaciones efectivas. Este factor contiene las correcciones cuánti­
cas a la ecuación de MS estándar, y codiﬁca los efectos cuánticos de la geometría homogénea⟩̂del fondo más relevantes. Aquí hemos conservado la contribución de ⟨ , aunque, a la luzxde nuestra discusión en el apéndice B, esperamos que sea despreciable en la práctica, dado
que es proporcional a m̃2, en el caso de que el potencial corresponda a un término de masa. 
Finalmente, a pesar de que en nuestro análisis hemos asumido por simplicidad que el po­
tencial del campo escalar viene dado por una contribución de masa, en realidad es sencillo
generalizar la discusión a un potencial W (c̃). Para ello, simplemente necesitamos reempla­
zar en la ecuación (5.4.3c) las potencias de m̃2c̃2 por 2W (c̃), y el término m̃2 por W ′′(c̃),
mientras que el factor m̃2c̃ en la ecuación (5.4.3a) debe ser reemplazado por W ′(c̃) (aquí 
el símbolo prima denota la derivada con respecto a c̃). Por lo que respecta a las aproxima­
ciones relacionadas con el ansatz de Born-Oppenheimer, en lugar de pedir que la masa sea
pequeña, tendremos que asegurarnos, en general, de que las variaciones del potencial sean
despreciables. 
5.5. Representación de LQC para el sector homogéneo 
A título de ejemplo, y con el ﬁn de poder comparar con el resultado obtenido en el capí­
tulo anterior, en esta sección adoptaremos la cuantización polimérica característica de LQC. 
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De nuevo, nos adherimos a la prescripción de dinámica mejorada y, entre todos los posible
órdenes de factores simétricos para el operador de la ligadura hamiltoniana, nos ceñiremos
al analizado en la referencia [28], puesto que resulta ser el más conveniente, como ya hemos
argumentado. Seguiremos exactamente los mismos pasos que en la sección 4.3. Concreta­
mente, introduciremos las mismas deﬁniciones para la reformulación del sector homogéneo
de nuestro espacio de fases, pasando a la representación en términos del par canónico u y 
b, con {b, u} = 2, y reescalando el campo según (4.3.2). Deﬁniremos el sector del espa­
cio de Hilbert cinemático, gravkin , como el generado por la base de estados |u⟩, con u ∈ ℝ, 
′|u⟩ 8u ′normalizado respecto al producto interno discreto ⟨u = , sobre el cual el operador ûu
actúa por multiplicación y N±µ̄ produce un desplazamiento constante en la etiqueta de di­
chos estados. Asimismo, adoptaremos una representación de Schrödinger para el campo, tal 
que matt = L2(ℝ, d¢). Sin embargo, debido al escalado que introdujimos al principio dekin 
este capítulo, tendremos que substituir la expresión (4.3.6) para el operador hamiltoniano de
orden cero por: ( )
(2) 3 3 2̂ 0 = Ω̂02 − ̂ 2m2¢̂ . (5.5.1)4 G 4 Gr2 
donde, nuevamente, el operador Ω̂20 viene dado por (1.2.22). Una vez más, restringiremos 
nuestra discusión al subespacio +, construido a partir de estados con valores positivos u ∈E+ [recordamos la deﬁnición en (1.2.24)]. E 
Finalmente, empleando la regularización de la inversa del volumen (4.3.4) y siguiendo
la misma prescripción i)- iv)que detallamos en la sección 4.3 para la simetrización de los
operadores representantes de cantidades del sector homogéneo, llegamos a las siguientes re­
presentaciones para los términos homogéneos que aparecen en las contribuciones cuadráticas
de las inhomogeneidades a la ligadura hamiltoniana, a saber, los operadores â , â y â que e
representan los términos a en las ecuaciones (5.4.3): 
e 
√ 
â = 4 12 Grm2¢̂ ̂ 2∕3|Ω̂0|−1Λ̂0|Ω̂0|−1 ̂ 2∕3, (5.5.2a)l0 
̂ ̂ 2∕3a =
3l0 , (5.5.2b)e 4 G [ 1 ]1∕3 [ 1 ]1∕3( ) ̂̂4 G ̂(2) 2G2 2Ω̂−2̂(2)â = 19 − 32 re 0 0 03l0 
2 ( )
+ 3m ̂ 4∕3 1 − 8 G¢̂2 , (5.5.2c)
4 Gl0 3 
deﬁnidos densamente sobre E + ⊗L2(ℝ, d¢). 
Según lo previsto, estos resultados coinciden con los obtenidos en el capítulo anterior,
salvo algunos factores del operador de la inversa del volumen, que aparecen ahora como po­
tencias inversas del propio operador de volumen. Como ya hemos mencionado anteriormente, 
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esta diferencia tiene su origen en la particular elección de la densitización para el modo cero
de la ligadura hamiltoniana que ﬁjamos en el nivel clásico al principio de este capítulo. 
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TRATAMIENTO CUÁNTICO DE LOS 
VALORES ESPERADOS 
6.1. Introducción 
La cosmología observacional está alcanzando un periodo de esplendor, impulsada por los
avances técnicos logrados en las últimas décadas. Este progreso ha dado lugar a una nueva
era conocida como cosmología de precisión, en la que gracias a la calidad de los datos pode­
mos empezar a contrastar las predicciones de los diferentes modelos teóricos en cosmología
con las observaciones experimentales, con el ﬁn de testarlos. Asimismo, nuestra competen­
cia para desarrollar nueva tecnología y la capacidad de detección actual están poniendo a
nuestro alcance nuevas fuentes de exploración, abriendo ventanas hacia el conocimiento que
nos eran inaccesibles. Un ejemplo claro es la reciente detección de ondas gravitatorias por el
experimento LIGO [162]. No obstante, una de las observaciones más relevantes en la última
década es la medida del CMB, como mencionamos en la Introducción. 
Para concluir el tratamiento teórico de perturbaciones y con el objetivo de progresar ha­
cia el análisis de nuevos efectos de carácter cuántico en el CMB, en este capítulo vamos a
facilitar un método, basado en la imagen de interacción de la Mecánica Cuántica [138], para
el cálculo numérico de las modiﬁcaciones a las ecuaciones de MS que hemos obtenido. En
el contexto de esta tesis, este paso es importante por varias razones. En primer lugar, como
ya hemos explicado, las predicciones en cosmología cuántica (y en particular en LQC) só­
lo pueden ser debidamente discriminadas si se retienen las correcciones cuánticas más allá
de las aproximaciones efectivas o semiclásicas. Cualquier esperanza puesta en el testeo de
diferentes teorías a partir de las observaciones del CMB depende de un análisis como éste.
Segundo, el estudio de la familia de estados para los cuales las correcciones al espectro de 
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potencias del CMB son importantes para cierto rango de escalas hace aconsejable la mejora
de nuestras aproximaciones si verdaderamente queremos conseguir estimaciones cuantitati­
vas más ajustadas. Además, la inclusión de correcciones adicionales causadas por los efectos
cuánticos de la geometría pueden revelar nuevas huellas fenomenológicas en el espectro del
CMB. Finalmente, este tipo de estudios también proporcionan una vía para comprobar hasta
qué punto dichas correcciones cuánticas adicionales son o no relevantes en situaciones en las
que se las ha asumido despreciables. 
Uno de los mayores obstáculos es la determinación de la evolución cuántica de los estados
FLRW, debido a la no integrabilidad del hamiltoniano en presencia de un potencial que no
sea constante. Por ello, en particular, conviene extraer la dinámica libre, cuando el potencial
se anula, y tratar la contribución de éste último en una imagen de interacción. En particular,
en el contexto de LQG, vamos a adoptar una prescripción alternativa conocida como LQC 
resoluble (sLQC, de las siglas de solvable LQC en inglés) [97], para la cual la evolución en
ausencia de potencial es muy sencilla y se puede determinar analíticamente. 
6.2. Sector homogéneo: sLQC 
Vamos a resumir en esta sección la cuantización del sector homogéneo del sistema FLRW
siguiendo las prescripciones de la sLQC. Una vez más, tomaremos como punto de partida la
reformulación del sistema clásico particular de la cuantización de lazos en la representación
en la que el operador de volumen û actúa por multiplicación. Para simpliﬁcar la exposición
respecto a la discusión de capítulos anteriores, tomamos coordenadas ﬁduciales en el tres-toro
(correspondiente a las secciones espaciales) deﬁnidas en S1, de manera que l0 = 2 según
nuestra anterior notación. 
El contenido material de este sector viene dado exclusivamente por el modo cero del
campo escalar del modelo, que se puede interpretar como un campo escalar homogéneo ¢. 
Clásicamente, y en ausencia de inhomogeneidades, el sistema debe satisfacer la ligadura 
2 − 3 Ω2 + 8 2G2Δr2u2W (¢) = 0. (6.2.1)¢ 4 Gr2 0 
Una de las características más destacables en LQC, distintiva de está cuantización respec­
to a otras más convencionales es, precisamente, la discretización de la medida de integración
sobre el volumen. Como ya hemos visto, los estados físicos se desacoplan en sectores de
superselección construidos a partir de la base de autoestados de volumen que diﬁeren en­
tre ellos en múltiples de cuatro unidades [véase la ecuación (1.2.24)]. En particular, en lo
sucesivo concentramos nuestra atención en el sector de superselección formado por todos 
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6.2. Sector homogéneo: sLQC 
aquellos estados con soporte en el conjunto de volúmenes igual a un múltiple de cuatro, es
decir u = 4n con n un entero15. En este sector, una representación especialmente manejable
se puede obtener introduciendo una transformación de Fourier discreta de la variable u a b e 
implementando el siguiente cambio: [ ( b)]1 x = √ ln tan , (6.2.2)212 G 
tal que b = 2 tan−1(e 
√ 
12 Gx). 
Si representamos las funciones de la conexión en términos de los elementos de holonomía 
e±ib∕2, obtenemos la contrapartida del operador Ω20 que tiene en cuenta la sustitución de b por 
sen b [97]. Vamos a suponer, entonces, que empezamos con las funciones de onda Γ en la 
representación (u, ¢). Introduciendo el reescalado x = Γ∕( u) y llevando a cabo el cambio 
que hemos explicado a la nueva representación (x, ¢), se obtiene que la ligadura del modelo
homogéneo, particularizada a un potencial de campo no-nulo y con una densitización que se
podría asociar con un gauge temporal armónico (que simpliﬁca considerablemente el orden
de factores)[97], adopta la expresión 
̂2 − ̂2 = 0, (6.2.3)¢ x 
donde los dos operadores de momento actúan como derivadas: ̂¢ = −ia¢ y ̂ = −ia .x x
Nótese pues que, salvo por un factor constante, ̂ es justo una representación del operador x 
para Ω0: √ 
4 Gr2 Ω̂0 ∶= ̂ . (6.2.4)3 x
Así, la dinámica cuántica generada por la ligadura de sLQC es tan simple que se pue­
de integrar casi de manera inmediata. Reemplazando la evolución temporal en términos del
campo escalar ¢, uno obtiene que, como ̂¢ y ̂ son observables de Dirac y por consiguiente 
son preservados bajo la dinámica, el operador x
x
̂ satisface 
x̂ = x̂0 + (¢ − ¢0) sgn( ̂x). (6.2.5) 
Aquí, x̂0 denota el operador x̂ en la sección donde la variable de conﬁguración del campo
escalar (que se toma como tiempo interno) es ¢0. Podemos entender ¢ = ¢0 como una 
sección inicial para la evolución. En la integración de x̂, hemos usado que, en sLQC, uno 
restringe el operador ̂¢ a valores positivos para eliminar el cómputo doble de soluciones
debido a invariancia bajo inversión de tiempo [97]. 
15Este sector puede verse como la unión de dos semirredes independientes formadas por volúmenes u posi­
tivos y negativos, ya que la acción de la parte geométrica de la ligadura hamiltoniana se anula para volumen
igual a cero. 
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6. TRATAMIENTO CUÁNTICO DE LOS VALORES ESPERADOS 
Los estados físicos tienen la forma 
1x(x, ¢) = √ [F (x+) − F (x−)], (6.2.6)
2
donde x± = ¢±x, correspondiente a los modos a izquierda o a derecha, respectivamente, y F 
es una función cualquiera con una transformada de Fourier con soporte en la recta real positi­
va. El producto interno sobre los estados físicos puede ser expresado, por ejemplo utilizando
sólo modos a izquierda, como 
(x1, x2) = −2i ∫ℝ dxF 1
∗(x+)axF2(x+). (6.2.7) 
El símbolo ∗ denota aquí conjugación compleja. Con este producto interno, el operador ̂
es positivo en el sector de modos a izquierda, y negativo para los modos a derecha. 
x 
Si llamamos p̂R y p̂L a los proyectores sobre los modos a derecha o izquierda, en la
referencia [97] se demostró que 
1 û = √ ∑ p̂j cosh ( √ 12 G ̂x) ̂xp̂j . (6.2.8)
3 G j=R,L 
Recordando la deﬁnición para el volumen físico, su representación como operador se obtiene√de manera sencilla como ̂ = 2 Gr Δ|û|. 
Adicionalmente, necesitaremos otros operadores a la hora de incluir un potencial para el
campo escalar y describir más adelante la interacción con las inhomogeneidades. Concreta­
mente, necesitaremos operadores para la regularización de la inversa del volumen y para el
parámetro de Hubble. Además, será conveniente calcular la forma explícita del operador16 √ 
B̂ = 4 G∕3r ̂ |Ω̂0|−1 ̂ . 
Usando la regularización estándar en LQC de la inversa del volumen, que ya hemos visto,
y la expresión (6.2.8) para el operador de volumen, podemos deﬁnir [̂] (3)31 = 1√ û(|û + 1|1∕3 − |û − 1|1∕3)3 . (6.2.9)2 2 Gr Δ 
Tal y como sucede en el caso del parámetro de Hubble, excepto por algunos factores del
volumen, este operador puede ser expresado en términos del análogo de Ω0 cuando la longitud 
de las holonomías es doble. Recordando que la contrapartida efectiva de Ω̂0 es 2 Gr sen b u,
vamos a deﬁnir 
Λ0 = 2 Gr sen (2b)
u = 2 Gr cos b sen b u, (6.2.10)
2 
16El operador Ω̂2 tiene un espectro continuo; por tanto, la inversa que aparece en nuestra expresión está bien 
deﬁnida. 0 
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6.3. Perturbaciones y ecuaciones efectivas de Mukhanov-Sasaki 
obtenida cuando se sustituye el conjunto canónico {u, b∕2} por el nuevo {u∕2, b}, de manera 
que b tiene la mitad del periodo. Si expresamos las funciones periódicas anteriores en térmi­
nos de u y Ω0 (en su versión efectiva), y utilizamos sus correspondientes representaciones,
un cálculo cuidadoso (con una elección juiciosa del orden de factores) conduce a √ √4 Gr2 Λ̂0 = − tanh ( 12 G ̂x) ̂	 (6.2.11) 3	 x 
sobre cada sector de modos a izquierda y a derecha. 
Finalmente, una cuenta sencilla muestra que, sobre cada uno de estos sectores, 
2 √4 GΔr
B̂ = cosh2 ( 12 G ̂x)| ̂x|.	 (6.2.12)3 
Concluimos esta sección haciendo notar que, en sLQC, la evolución cuántica de nues­
̂tros operadores auxiliares (el volumen, su inversa regularizada, Λ̂0 y B) viene dictada por 
la evolución de x̂ en la ecuación (6.2.5), mientras que ̂ permanece constante, tal y como 
corresponde a un observable de Dirac. 
x 
6.3.	 Perturbaciones y ecuaciones efectivas de 
Mukhanov-Sasaki 
Introducimos un potencial para el campo escalar, W (¢), y estudiamos perturbaciones es­
calares en la métrica y el campo. Como el tratamiento cuántico de este sistema ya se ha dis­
cutido en detalle en los dos capítulos anteriores, aquí nos ceñiremos a la última descripción
que acabamos de presentar, donde por ﬁn la invariancia de gauge queda incorporada mani­
ﬁestamente. Vamos a recuperar únicamente las expresiones necesarias. Recordemos que, tras
la reducción del sistema mediante la imposición de las ligaduras en el nivel cuántico, las per­
turbaciones quedan caracterizadas por las variables u⃗ de MS. Usando las prescripcionesn,e
que allí especiﬁcamos, y salvo un factor numérico global, la ligadura hamiltoniana se pue­∑̂  ̂(0) + ̂ ⃗de representar mediante el operador = n,e n,e, donde la contribución del sector 
homogéneo, incluyendo el potencial W (¢), es 
⃗
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6. TRATAMIENTO CUÁNTICO DE LOS VALORES ESPERADOS 
̂(0) = ̂¢ 2 − ̂0(2), (6.3.1) 
3Ω̂2 ̂(2) 0 ̂2= − 2W (¢̂) ̂ 2 = − 2W (¢̂) ̂ 2 . (6.3.2)0 4 Gr2 x 
Por su parte, las contribuciones cuadráticas de las perturbaciones veriﬁcan 
G [ ( ) ]n,e = −4 Θ⃗̂ ⃗ ̂ n,ee + Θ̂n,e⃗ ̂¢ S , (6.3.3)3 
donde hemos llamado 
n,e 2Θ̂⃗ = −â û⃗ (6.3.4)[ n,e ]
n,e 2 + ̂Θ̂⃗ = − (â o + â )û2 ae ̂2 , (6.3.5)e e n e ⃗ u⃗n,e n,e 
y donde (tomando l0 = 2 , como hemos indicado) √ 
â = 4 3GrW ′(¢̂) ̂ 2∕3|Ω̂0|−1Λ̂0|Ω̂0|−1 ̂ 2∕3, (6.3.6) 
â = 3 ̂ 2∕3, (6.3.7)e 2G [ 1 ]1∕3 [ 1 ]1∕3̂ ( ) ̂1 (2) Ω−2(2)â = ̂ 19 − 24 Gr2 ̂ ̂e 0 0 02 ( )
+ 3 ̂ 4∕3 W ′′(¢̂) − 16 GW (¢̂) . (6.3.8)
8 2G 3 
Nótese que todos los operadores que aparecen en estas expresiones están bien deﬁnidos
en el formalismo de sLQC, de acuerdo con lo que acabamos de decir en la sección anterior.
Ω−2En particular, los operadores ̂ y |Ω̂0|−1, de potencias negativas de Ω̂0, pueden construirse 0
a partir del operador positivo Ω̂2 (y su raíz cuadrada, |Ω̂0|) utilizando el teorema espectral. 0 
Nos interesan, en particular, estados que satisfacen un ansatz análogo a la aproximación
de Born-Oppenheimer de la física atómica y molecular, en el sentido de que puede separarse
su dependencia en las perturbaciones y en el modo cero de la geometría de FLRW. Así pues,
suponemos una factorización de la función de onda, Ψ = x(x, ¢) ( , ¢) (siendo ﬁeles a 
la notación de los capítulos anteriores). El argumento x de la función de onda x denota la 
dependencia en la componente geométrica del modelo de FLRW. Asimismo, asumimos que
̂la dinámica de x viene dictada por el operador 0, deﬁnido aquí como la raíz cuadrada de ̂0(2) tras adoptar un orden de factores conveiente, de manera tal que x(x, ¢) = Û (x, ¢)x0(x) 
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(siendo x0 el estado inicial de la geometría para un cierto valor ¢0 del campo escalar), donde17 [ ( )]
̂ d ̃ ̂U (x; ¢) =  exp i ∫ 
¢
¢ 0(x, ¢̃) . (6.3.9) 
¢0 
Siguiendo un procedimiento análogo al explicado en el capítulo anterior para la deducción
de las ecuaciones de evolución efectivas de las perturbaciones, encontramos que 
̂ ̂ ̂⟨âe + ( â 0)S + 21 [ ̂¢ − 0, a ]⟩x d2 u⃗ = − u⃗Y n,e n,ex ⟨âe⟩x 
2− o u⃗ . (6.3.10)n n,e
El tiempo que aquí aparece es un tiempo conforme dado por dY = ⟨â ⟩xd , donde es el x e
tiempo harmónico adoptado en la sección anterior18, que obedece la relación 
⟨̂0⟩xdY = ⟨â ⟩xd¢. (6.3.11)x e
La ecuación (6.3.10) contiene las correcciones cuánticas respecto a las ecuaciones de MS es­
tándares, en forma de valores esperados sobre operadores del sector homogéneo del sistema.
A simple vista, pues, es evidente que el cálculo de estos valores esperados será clave dentro
del debate entorno a los posibles efectos cuánticos que atañen al espectro de potencias del
CMB. 
6.4. Imagen de interacción 
Como hemos comentado, la mayor diﬁcultad a la que nos enfrentemos durante el cálculo
de los valores esperados es la integración de la evolución del estado de FLRW x , dictada por 
̂0, cuando el potencial del campo escalar no es constante, ya que la dinámica no es resoluble
analíticamente y aparecen complicaciones incluso a la hora de hacer la integración numérica.
Una forma de abordar el problema consiste en extraer la dinámica del caso sin masa (con un
potencial nulo) para tratar el resto de la evolución como un tipo de interacción geométrica y
pasar, entonces, a una imagen de interacción [138], en la que el campo homogéneo desempeña
el papel de tiempo en la evolución. 
(2)17 Si ̂ no fuera positivo, y simplemente fuera autoadjunto, en la práctica, para perturbaciones débiles y0dada la ecuación (6.3.1), sería suﬁciente con considerar la parte positiva de su espectro tomando proyecciones,
y proceder entonces al cálculo de la raíz cuadrada.
18En realidad, es el parámetro de tiempo del generador de la evolución proporcional a la ligadura efectiva
a partir de la cual se obtiene la ecuación (6.3.10). 
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A continuación, vamos a considerar el valor esperado ⟨Â(¢)⟩x de un operador genérico 
Â(¢) en el estado x(¢) de la geometría de FLRW, donde mostramos explícitamente la posible
̂dependencia en la variable ¢. Primero, deﬁnimos el operador 0 en ausencia de potencial: √ 
3̂(F ) = |Ω̂0|. (6.4.1)0 4 Gr2 
̂(F )Hacemos notar que este operador es independiente de ¢. Además, tenemos que = | ̂ |0 x
en sLQC. Podemos introducir ahora la contrapartida del estado x en la imagen de interacción, 
(F )−i ̂ (¢−¢0)0xI (x, ¢) = e x(x, ¢), (6.4.2) 
̂donde ¢0 es el valor inicial de ¢. Para cualquier operador A en la imagen de Schrödinger
original, el operador correspondiente en la imagen de interacción viene dada por [138] 
(F ) (F )(¢−¢0)̂ −i ̂ 0 (¢−¢0) ̂ 0AI = e Aei ̂ . (6.4.3) 
Así pues, si llamamos ̂1 = ̂0 − ̂0(F ), es bien sabido (y sencillo de reproducir) que la 
̂evolución de xI viene generada por el operador 1I . Por tanto, 
xI (x, ¢) = ÛI (x, ¢)x0(x), (6.4.4)[ ( )]
ÛI (x, ¢) =  exp i ∫ 
¢ 
d¢̃ ̂1I (x, ¢̃) . (6.4.5) 
¢0 
De esta forma, ⟨Â(¢)⟩x = ⟨ÂI (¢)⟩xI = ⟨Û †(¢)ÂI (¢)ÛI (¢)⟩x0 , (6.4.6)I 
donde el símbolo daga denota autoadjunción. 
En la sección 6.2 vimos que la integración de la dinámica del caso libre se puede lle­
var a cabo analíticamente en el formalismo sLQC. En ese caso, la forma de los operadores
geométricos en FLRW en la imagen de interacción se puede obtener de manera inmedia­
ta. Únicamente tendríamos que reemplazar su dependencia en el operador x̂ por la misma
dependencia en el operador evolucionado, de acuerdo con la ecuación (6.2.5), es decir 
x̂→ x̂(¢) = x̂ + (¢ − ¢0) sgn( ̂x). (6.4.7) 
Esto reduce el problema de la evolución dinámica de nuestros valores esperados al cálculo
de la integral de camino ordenada dada en la deﬁnición (6.4.5). 
6.5. Contribuciones cuánticas del potencial 
No obstante, la dinámica cuántica generada por ̂1I todavía es muy complicada de mane­
jar en la práctica cuando está presente un campo potencial. Uno podría tratar esta evolución 
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6.5. Contribuciones cuánticas del potencial 
bajo una aproximación semiclásica, asumiendo que el estado x exhibe un comportamiento 
de este tipo. Nótese que, en principio, el concepto semiclásico se asigna ahora a las trayecto­
rias generadas por la evolución de interacción, puesto que las contribuciones de campo libre
ya se tuvieron en cuenta en nuestro tratamiento en la sección previa. Para no restringirnos
necesariamente al régimen semiclásico, iremos un paso más allá en nuestro análisis y extrae­
remos las contribuciones dominantes del potencial en la evolución cuántica. Recordemos de
las secciones anteriores que la representación del campo escalar homogéneo actúa como un
operador multiplicativo, lo cual simpliﬁcará considerablemente la notación. 
̂Vamos a estudiar el operador 1I en más detalle. Recordamos que este operador es el
̂correspondiente en la imagen de interacción de la diferencia 1 entre el generador de la evo­(2) (F )lución en el caso homogéneo (la raíz cuadrada de ̂ ) y su contrapartida ̂ en el escenario 0 0
de campo libre con un potencial W (¢) igual a cero. El paso a la imagen de interacción se lle­
va a cabo de manera directa implementando la sustitución (6.4.7). Ahora queremos mostrar
̂que, salvo términos de orden cúbico o superiores en el potencial, el operador 1 se pue­
de representar, mediante una elección adecuada del orden de factores, de la siguiente forma
aproximada: 
̂1 ≈ ̂2 = −W (¢)B̂ − W 2(¢)C, ̂ (6.5.1)√ 
̂ Gr|Ω̂0|−1∕2 B̂2 |Ω̂0|−1∕2C = , (6.5.2)3 
̂donde hemos deﬁnido un nuevo operador geométrico C que proporciona la parte cuadrática √̂en el potencial, y hemos utilizado el operador B = 4 G∕3r ̂ |Ω̂0|−1 ̂ que introdujimos 
en la sección 6.2. 
Será suﬁciente con probar que la raíz cuadrada de ̂(F ) + ̂2 es una representación acep­(2) 0table de ̂ al orden deseado. Un cálculo cuidadoso, pero a la vez directo, nos lleva a que 0 (√ )2
3 3 Ω2|Ω̂0| + ̂2 ̂ − 2W (¢) ̂ 2= 4 Gr2 4 Gr2 0 
−W (¢)Q̂1 − W 2(¢)Q̂2 + 6(W 3). (6.5.3) 
̂ ̂Aquí hemos introducido dos operadores Q1 y Q2 que son independientes del campo escalar,
y por tanto actúan solamente sobre el modo cero de la geometría FLRW. Todavía más impor­
tante es el hecho de que son justamente conmutadores, de manera que podríamos interpretar
su origen como el resultado de una elección particular del orden de factores. Esencialmente,
proporcionan correcciones cuánticas de segundo orden, puesto que son, en verdad, dobles
conmutadores. Explícitamente, estos operadores tienen la forma 
Q̂1 = 
[|Ω̂0|−1 , ̂ ][|Ω̂0|, ̂ ] + [[|Ω̂0|, ̂ ], |Ω̂0|−1 ̂ ], 
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̂Q̂2 =
1[[|Ω̂0|1∕2, B2], |Ω̂0|−1∕2]. (6.5.4)2
Al ﬁnal, si despreciamos los términos cúbicos o de órdenes superiores del potencial del
campo, podemos concluir que el operador (6.5.3) es una representación válida del generador
de la evolución homogénea. Por tanto, podemos escribir 
̂ ̂ ̂1I = 2I + 3I , (6.5.5) 
donde ̂2I es el operador (6.5.1) en la imagen de interacción, y ̂3I es justo el remanente del 
operador de interacción original, que es al menos de orden cúbico. 
Obviamente, si eliminamos la contribución cuadrática de W (¢) en ̂2 [dada por el último
término en la ecuación (6.5.1)], nuestra fórmula (6.5.5) continua siendo válida, aunque en­
̂tonces 3I sería de orden cuadrático en el potencial del campo. La preferencia por mantener
o eliminar este término dependerá de la relevancia que tengan estas contribuciones cúanticas
a la hora de buscar predicciones precisas que se ajusten a las observaciones. 
En el caso de sLQC, recordando que Ω̂0 es proporcional a ̂ y, por tanto, un observablex 
de Dirac para el campo libre, la contribución dominante del potencial al generador de la
evolución en la imagen de interacción se puede obtener a partir de las ecuaciones (6.5.1) y
̂(6.5.2), sencillamente, sustituyendo (6.4.7) en la dependencia en x del operador B [es decir, 
en la raíz cuadrada del coseno hiperbólico de la ecuación (6.2.12)]. 
Ahora estamos en disposición de extraer la dinámica generada por ̂2I , siguiendo los mis­
mos pasos de la sección anterior, como si introdujéramos una nueva imagen de interacción.
Si llamamos [ ( )]
Û2I =  exp i ∫ 
¢ 
d¢̃̂2I (¢̃) , (6.5.6) 
¢0 
̂y, para cualquier operador AI en la imagen de interacción original, deﬁnimos 
ÂJ = Û
† ÂIÛ2I , (6.5.7)2I 
entonces el valor esperado del operador viene dado por 
⟨ÂI ⟩xI = ⟨Û †ÂJ ÛJ ⟩x0 , (6.5.8)J 
donde [ ( )]
ÛJ =  exp i ∫ 
¢ 
d¢̃ ̂3J (¢̃) . (6.5.9) 
¢0 
Hasta aquí, nuestro tratamiento de los valores esperados es exacto. El obstáculo al que
̂ ̂nos enfrentamos ahora es la integración de la evolución generada por 2I y por 3J para 
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̂ ̂ ̂calcular los operadores unitarios U2I y UJ , respectivamente. En cuanto a 2I , uno puede
intentar calcular la evolución asociada determinando sus autofunciones numéricamente. En 
̂particular, si uno no incluye contribuciones cuadráticas del potencial en 2I , su expresión
parece lo bastante sencilla de manipular como para permitir el cálculo de su espectro. Otra
posibilidad, obviamente, sería renunciar al tratamiento exacto ya a este nivel e introducir
̂aproximaciones. Esencialmente, para computar el operador AJ hasta cierto orden en el po­
̂tencial, podemos truncar la expansión en serie de U2I en términos de la integral de camino 
̂ordenada de potencias de 2I [138]. Por supuesto, la unitariedad del cambio de representa­
ción se rompe en el momento en que introducimos el truncamiento, pero justo al orden que
estamos despreciando. Se espera que la aproximación sea válida si el efecto del potencial
multiplicado por la raíz cuadrada del volumen físico (y por el parámetro de Immirzi r) es 
pequeño comparado con el de Ω0. En el caso en que el potencial corresponda a un término de
masa, la aproximación se puede interpretar como una expansión asintótica en el cuadrado de
̂la masa. Para el operador de evolución UJ , por otro lado, una propuesta razonable consiste
en tratar la dinámica siguiendo una aproximación efectiva. 
A orden lineal en el potencial, la ecuación (6.5.7) se puede aproximar por [ ¢ ]
̂ ≈ ÂI − i ÂI , ∫ d ̃ ¢) ̂ ¢)AJ ¢W ( ̃ BI ( ̃ . (6.5.10) ¢0 
La notación B̂I (¢) indica que el operador B̂ en la imagen de interacción considerada depende 
de ¢, puesto que viene dado por su evolución en dicho tiempo interno para el caso libre, esto
es, cuando el potencial se anula. 
Además, si uno quiere mantener las contribuciones cuadráticas del potencial en el opera­
dor ÂJ , éstas resultan estar dadas por los siguientes términos adicionales: 
̃¢ ¢ 
− AI ∫ d ̃ ¢) ̂ (¢̃) ∫ ¢W ( ̄ BI ¢)̂ ¢W ( ̃ BI d ̄ ¢) ̂ ( ̄¢0 ¢0 
̃( ¢ ¢ )
d ̃ ¢) ̂ ( ̃ d ̄ ¢) ̂ ( ̄ ̂− ¢W ( ̃ BI ¢) ∫ ¢W ( ̄ BI ¢) AI∫¢0 ¢0 ( ¢ ) ( ¢ )
d ̃ ( ̃ ̂ d ̃ ( ̃+ ¢W (¢̃)B̂I ¢) AI ¢W (¢̃)B̂I ¢)∫ ∫¢0 ¢0 [ ¢ ]
−i AI, ∫ ¢W 2( ̃ CI ¢) (6.5.11)̂ d ̃ ¢) ̂ ( ̃ , ¢0 
donde ĈI es el operador (6.5.2) en nuestra imagen de interacción. 
Vamos a particularizar nuestra discusión a la cuantización para el modelo de FLRW que
se obtiene en sLQC cuando el potencial de campo, es el correspondiente a un término de 
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̂ ̂masa, W (¢) = m2¢2∕2. Recordamos que, en sLQC, el operador BI se obtiene a partir de B 
reemplazando su dependencia en x̂ por la misma dependencia en x̂(¢), deﬁnida en la ecuación 
(6.4.7). Un cálculo preciso muestra entonces que 
¢ 
d¢W̃ (¢̃) ̂ (¢̃) = 2 Gm2Δr2 
(
F̂ (¢) − F̂ (¢0)
) 
̂ , (6.5.12)BI x∫¢0 3 
donde hemos deﬁnido el operador ( ) ( )√ 
F̂ (¢) = √1 ¢2 + 1 senh 4 3 G ̂x(¢)24 G8 3 G ( )√¢− cosh 4 3 G ̂x(¢) sgn( ̂ )
48 G x
+ ¢
3 
sgn( ̂x). (6.5.13)6 
Las contribuciones cuadráticas (6.5.11) para el campo masivo en sLQC se han calculado
explícitamente en el apéndice C. 
6.6. Dinámica remanente 
En la sección previa separamos el generador de la interacción ̂1I en dos términos: una 
̂contribución que contenía las primeras potencias del potencial, 2I , y un remanente al que 
llamamos ̂3I . Luego, truncamos el operador de la evolución correspondiente a ̂2I a órdenes 
bajos en el potencial. 
Una revisión de las ecuaciones (6.5.10) y (6.5.11) nos lleva a esperar que los términos que
despreciamos en el operador de evolución Û2I son del siguiente orden relativo con respecto
̂a los que conservamos. Para contribuciones del operador B, el orden relativo es 
2√ 
IRB = Gr|(¢ − ¢0)W | |Ω0| , (6.6.1) 
donde usamos que Ω0 es una constante de movimiento en ausencia del potencial, y asumimos 
2que el cambio de W no es muy importante en el intervalo (¢0, ¢) (si esta hipótesis no esI
válida, la estimación del orden relativo será más complicada). Por lo tanto, el truncamiento
debería ser válido si RB ≪ 1. Si las contribuciones cuadráticas del potencial no se han tenido 
en cuenta en ̂2I , ésta es la única restricción en la aproximación. Sin embargo, si se han con­
servado dichos términos, incluyendo por consiguiente el operador ĈI en el análisis, entonces
se espera que las contribuciones correspondientes en la expansión del operador de evolución 
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sean, por razones similares a las anteriores, de un orden relativo √ 
Gr 
RC = R2 = . (6.6.2)BrBC , rBC |Ω0(¢ − ¢0)|
En este caso, la validez del truncamiento requiere también que RC ≪ 1. 
Cuando no se pueden aplicar las condiciones para el truncamiento, uno debe bien en­
̂frentarse a una integración cuántica del operador U2I completo, o bien renunciar a extraer
̂una contribución dominante del generador de interacción 1I y explorar, por ejemplo, si la
dinámica de interacción completa puede ser tratada de manera efectiva. En lo que resta, cen­
traremos la discusión en la región en que el proceso de truncación es correcto, y discutiremos
el remanente del operador de evolución ÛJ , introducido en la ecuación (6.5.9). 
La potencia más baja del potencial que contribuye a este remanente de la evolución nos
̂da un término de orden RC si la interacción 2I no contiene potencias al cuadrado de W 
̂ ̂ ̂(porque entonces C está incluido en UJ , en lugar de en 2I ). Este término es relevante, y 
consecuentemente también la evolución dictada por ÛJ , si su contribución es mayor que los 
términos despreciados en el truncamiento de Û2I , los cuales son de orden R2 B o R3 B, depen­
diendo de si el truncamiento mantiene términos lineales o cuadráticos en B̂, respectivamente. 
Puesto que RB ≪ 1 para la validez del truncamiento, tomamos por ejemplo la condición más
restrictiva, esto es, que RC sea suﬁcientemente mayor que R2 o, utilizando nuestra notación B
en la ecuación (6.6.2), que rBC lo sea frente a la unidad. Así, en el caso en que el operador ̂2I esté deﬁnido sin la inclusión de Ĉ , el proceso de truncamiento de Û2I y la consideración 
de la dinámica remanente ÛJ serán signiﬁcativos en el sector en que RB ≪ 1 y rBC sea ma­
yor que 1 (nótese que este sector no es vacío). Además, la evolución remanente que estamos
discutiendo no debería ser ignorada, al menos, cuando la contribución de su potencia más
baja en el potencial que se están analizando no se pueda despreciar, es decir, cuando RC no 
sea suﬁcientemente pequeño. Puesto que el tratamiento cuántico de la evolución ÛJ es dema­
siado complicado, en este caso, el estudio debe hacerse mediante una aproximación efectiva.
Para esto, es necesario que el estado de la geometría FLRW considerado esté picado entorno
̂a una trayectoria efectiva de la evolución generada por 3J . 
Por completitud, vamos a dar la expresión de este generador, siguiendo todos los pasos
que hemos explicado con anterioridad, y adoptando un truncamiento de Û2I a orden lineal en 
el potencial: { }
d ̃ ( ̃3J = 3I + 3I , ∫ 
¢ 
¢W (¢̃)BI ¢) (6.6.3) 
¢0( 
3Ω20 
)1∕2 √ |Ω0|3I = − 2W (¢) I 2 − 3 4 Gr2 4 G r 
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√ 
4 G I 
2 
+ rW (¢) , (6.6.4)
3 |Ω0| √ 
2donde hemos usado corchetes de Poisson, llamamos BI = 4 G∕3r ∕|Ω0|, y el subíndice I 
I en indica la sustitución de x por x +(¢ − ¢0) sgn( ) en la expresión del volumen físico.I x
Se asume que el argumento de la raíz cuadrada es no-negativo, de lo contrario la evolución
debe hacerse igual a cero. 
Si se han tenido en cuenta las contribuciones cuadráticas del potencial que van con el
̂operador Ĉ en la parte 2I de la interacción, entonces, utilizando la deﬁnición del generador
̂de la evolución homogénea libre (F ) y la expresión (6.5.1), es posible convencerse de que0 
̂ 2la primera contribución en potencias del potencial en UJ es de orden R3 r , mientras que B BC 
los términos ignorados en el truncamiento de Û2I se espera que sean de orden R3 y R3 rBC .B B
Por lo tanto, la dinámica de interacción remanente sería relevante al orden de truncamiento
̂siempre que rBC fuera suﬁcientemente mayor que la unidad, justo como cuando 2I incluía 
únicamente factores que eran lineales en el potencial. En el caso que estamos tratando aquí,
las condiciones para el truncamiento y la consideración de la dinámica remanente se puede
combinar de la siguiente forma: 1 ≫ RC = R2 con RC mayor que R2 . Además, la BrBC B
̂parte restante de la evolución, UJ , no se debería ignorar ahora si R2 ∕RB no es mucho más C
pequeña que la unidad. Se pueden aplicar comentarios similares a los anteriores para ver si
la aproximación es aceptable mediante una descripción efectiva, si bien ahora la expresión
del generador 3J es mucho más complicada, aunque puede obtenerse siguiendo un cálculo 
metódico. 
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En la segunda parte de esta memoria, hemos estudiado la cuantización híbrida de pertur­
baciones cosmológicas en torno a un espacio-tiempo homogéneo e isótropo, plano, acoplado
a un campo material escalar. Una ﬁnalidad importante de nuestra investigación ha sido cla­
riﬁcar la independencia de los resultados con respecto a las transformaciones de gauge que
afectan a las perturbaciones y presentar un procedimiento robusto y ﬁable para la cuantización
del modelo. Con este ﬁn, hemos empleado las variables de MS y hemos diseñado un forma­
lismo covariante para el sistema gravitatorio perturbado al orden de truncamiento estudiado.
El análisis se ha desarrollado en dos trabajos, correspondientes a dos capítulos distintos que
siguen estructuras paralelas, pero cuyas descripciones clásicas de partida para la cuantización
son distintas. 
El planteamiento inicial para el modelo de FLRW perturbado clásico es el mismo en am­
bos casos. Expandimos la dependencia espacial del campo y las variables ADM de la métrica
lorentziana en modos de Fourier, usando una base de autofunciones del operador de Laplace-
Beltrami de las secciones espaciales. En nuestro esquema perturbativo, partimos de la acción
del modelo con correcciones cuadráticas en las perturbaciones y en la que tratamos los modos
cero de manera exacta. El hamiltoniano total resulta ser, por supuesto, una suma de ligaduras
en el que la ligadura escalar del modelo sin perturbar recibe correcciones cuadráticas, y, en
el que aparecen además nuevas ligaduras lineales asociadas a los grados de libertad de gau­
ge locales. En un primer análisis, hemos introducido ciertas condiciones para eliminar estos
grados de libertad de gauge y obtener el modelo clásico reducido que luego hemos reformu­
lado en términos de las variables de MS. La idea que hay detrás de esta estrategia es que la
reformulación del sistema usando los invariantes de MS debe de descartar cualquier rastro
de la ﬁjación de gauge que pudiera empañar la interpretación física de los resultados. En
un segundo estudio, en cambio, hemos realizado una transformación canónica global sobre
todos los grados de libertad inhomogéneos para pasar a una descripción en términos de las
variables de MS, las ligaduras perturbativas lineales abelianizadas y variables conjugadas co­
rrespondientes a las mismas. Esto nos ha permitido proceder con la cuantización del modelo
sin necesidad de ﬁjar ningún gauge. En ambos casos, la nueva descripción para las perturba­
ciones ha sido completada con una transformación canónica en el espacio de fases completo
del sistema, transformación que incluye correcciones a los modos homogéneos de segundo
orden en las perturbaciones. De esta forma, se recupera la estructura canónica original. 
135
 
DISCUSIÓN 
El esquema de cuantización híbrido se apoya en dos tipos de aproximaciones. Para em­
pezar, se asume la validez de la jerarquía híbrida, según la cual los efectos de la geometría
cuántica sobre los modos inhomogéneos son despreciables cuando se comparan con su in­
ﬂuencia sobre los grados de libertad homogéneos. Por otro lado, el tratamiento parte de un
mecanismo de truncamiento perturbativo a segundo orden en la acción. Aunque matemáti­
camente este truncamiento es consistente, en la literatura han surgido algunas discusiones
acerca de su validez y su interpretación física. Por ejemplo, se ha llegado a aﬁrmar [62, 63]
que es inevitable renunciar a una descripción simpléctica del modelo de FLRW perturbado. El
precio que debe pagarse, entonces, es que las perturbaciones pasan a ser tratadas simplemente
como campos de prueba propagándose sobre lo que se ha llamado una geometría FLRW ves­
tida (que incorpora los efectos cuánticos de la LQC), abandonando una auténtica descripción
cuántica de la geometría que incluya perturbaciones, y más cercana por tanto a una Teoría
Cuántica de Campos en espacio-tiempos curvos con una métrica vestida. Haciendo esto, uno
también debe renunciar a la posibilidad de deﬁnir operadores métricos cuánticos para el sis­
tema perturbado. La confusión parece tener su origen en el hecho de que un truncamiento
perturbativo en la acción a un orden dado [58, 59, 150, 163] no corresponde al mismo orden
de truncamiento en todos los grados de libertad métricos (y de la materia) del sistema, debido
a la no linealidad de las ecuaciones de la Relatividad General (una discusión reciente sobre
este hecho se puede encontrar también en la referencia [57]). Sin embargo, una vez más, la
experiencia ganada con el análisis de los modelos de Gowdy es extraordinariamente útil para
esclarecer esta situación. En el modelo con ﬁjación de gauge para el caso con la topología
espacial del tres-toro, los grados de libertad inhomogéneos de la métrica se pueden describir
mediante un campo que no contiene modo cero y que satisface una ecuación de segundo orden
lineal sin fuentes de tipo Klein-Gordon (sobre un espacio auxiliar que puede identiﬁcarse con
la topología del círculo). Este campo se puede expandir en una serie perturbativa. La lineali­
dad de la ecuación de movimiento implica que la solución para la contribución a la n-ésima 
potencia del campo en esta expansión es por sí misma una solución exacta. En otras palabras,
los diferentes órdenes perturbativos se desacoplan en la ecuación de campo. Con cualquiera
de estas soluciones (módulo un momento y una ligadura hamiltoniana global, y utilizando
una solución para el modo cero del modelo) puede construirse una solución exacta para la
métrica de este espacio-tiempo de Gowdy. Se puede comprobar fácilmente que la métrica in­
cluye contribuciones de órdenes perturbativos diferentes a los que se han considerado en las
soluciones del campo. Así, por ejemplo, si uno tiene en cuenta una solución de orden lineal
en la expansión del campo inhomogéneo, la métrica resulta incorporar correcciones pertur­
bativas de todos los órdenes. Incluso cuando uno se centra en las componentes métricas y
considera el logaritmo de los elementos diagonales, es evidente que estas cantidades métri­
cas incorporan contribuciones superiores a la aproximación perturbativa lineal. Obviamente,
no hay ninguna inconsistencia en la descripción, ni siquiera en el tratamiento del modelo 
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como un sistema simpléctico ligado. Uno de los objetivos de esta tesis ha sido, pues, la cons­
trucción de un formalismo para perturbaciones cosmológicas en torno a un universo FLRW
que puede ser analizado de manera similar a como se hizo en los trabajos [62, 63], pero sin
abandonar la idea de que la teoría cuántica también describe una variedad ligada dotada con
una estructura simpléctica, como es habitual en los modelos estándares en gravedad. En este
formalismo, uno podría enfrentarse a preguntas sobre la naturaleza genuinamente cuántica
de la geometría perturbada y la estructura espacio-temporal asociada. 
Una vez obtenido el nuevo hamiltoniano total del sistema, hemos procedido a su cuanti­
zación siguiendo el programa de Dirac. En el caso con una ﬁjación de gauge previa, hemos
llegado a una teoría cuántica con una única ligadura: la hamiltoniana escalar de los modos
cero corregida por el hamiltoniano (cuadrático en perturbaciones) de MS. Para su representa­
ción, nos hemos centrado en una cuantización de lazos para el sector homogéneo, combinada
con una representación de Fock para las perturbaciones. En el caso sin ﬁjación de gauge, sin
embargo, hemos procedido a la cuantización del conjunto de ligaduras completo. Gracias a la
construcción especíﬁca del sistema clásico, la imposición de las ligaduras lineales del hamil­
toniano como operadores nos conﬁrma que los estados físicos son independientes de éstas,
y los únicos grados de libertad relevantes son los invariantes de MS. Por tanto, volvemos a
encontrarnos con que la única ligadura superviviente del sistema es la hamiltoniana o esca­
lar de los modos cero corregida por un término perturbativo cuadrático cuyas componentes
únicamente dependen de las variables de MS. Como consecuencia podemos asegurar que,
en nuestro caso, reducir el sistema clásicamente y cuantizar la teoría resultante conduce al
mismo resultado que si cuantizamos primero e imponemos después las ligaduras, represen­
tadas como operadores. Por otro lado, en el caso sin ﬁjación de gauge, hemos considerado
además una cuantización híbrida generalizada en la que no hemos especiﬁcado el tipo de
representación adoptada para los modos homogéneos de la geometría. 
Para el análisis de posibles soluciones físicas de nuestro sistema, hemos considerado es­
tados en los que la dependencia en los grados de libertad homogéneos de la geometría se
desliga de la correspondiente a los grados perturbativos. Con este ansatz, despreciando ade­
más posibles transiciones en el estado cuántico de la geometría de FLRW mediadas por la
ligadura, y asumiendo un número controlado de aproximaciones acordes a nuestro esquema
de truncamiento, hemos deducido una ecuación de tipo Schrödinger para la evolución de las
perturbaciones. En el caso particular en que adoptamos la cuantización de lazos para el sector
homogéneo, y dejando a un lado las diferencias en la cuantización de Fock y en las prescrip­
ciones que hemos usado para deﬁnir los operadores cuánticos que aparecen, esta ecuación
de Schrödinger es comparable con la ecuación de evolución que se obtuvo para las perturba­
ciones dentro del formalismo de la métrica vestida [62, 63]. A efectos prácticos, la principal
discrepancia es el rango de validez discutido para esta ecuación en el formalismo híbrido, 
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que hemos resumido en las condiciones a)-c) del capítulo 4. Este resultado ha motivado el
estudio de un orden de factores alternativo para la representación cuántica del modo cero de
la ligadura hamiltoniana, demostrando que los términos que uno necesita despreciar para al­
canzar la ecuación de Schrödinger en el formalismo de la métrica vestida a partir del nuestro
son, en verdad, conmutadores entre operadores. En otras palabras, uno podría decir que el
formalismo de la métrica vestida podría derivarse a partir de nuestro esquema híbrido si se
hace una elección particular del orden de factores y de las prescripciones para la construcción
de la representación cuántica. 
Por otro lado, dentro de nuestro marco, uno también podría analizar directamente el cierre
del álgebra de ligaduras para, así, intentar conectar este tratamiento con la otra corriente que
busca deducir ecuaciones efectivas para las perturbaciones introduciendo en las ligaduras
correcciones supuestamente propias de la LQC. 
Una de las conclusiones más importantes de nuestro análisis es la robustez de la clase
de ecuaciones dinámicas que gobiernan la evolución de los invariantes de MS. Hemos visto
que su dinámica efectiva siempre viene determinada por una ecuación armónica, con una
frecuencia que depende del tiempo interno del sistema, siempre y cuando, claro, los estados
cuánticos estén convenientemente picados con respecto a los operadores que se ven afectados
por la geometría de FLRW en el modo cero de la ligadura hamiltoniana, e independientemente
de si la ecuación para la ligadura puede ser aproximada por una de tipo Schrödinger. Las
ecuaciones de MS obtenidas contienen modiﬁcaciones cuánticas que son las mismas para
todos los modos. Es relevante el hecho de que éstas no afecten al carácter hiperbólico heredado
de las ecuaciones clásicas para tales perturbaciones en Relatividad General en el régimen
ultravioleta. 
Finalmente, motivados por las más recientes medidas del espectro de potencias del CMB,
y con objeto de poder llegar a contrastar con ellas las predicciones teóricas, en el último
capítulo de esta memoria hemos desarrollado un método para el cálculo de los valores espe­
rados que aparecen en las ecuaciones efectivas para las perturbaciones, tratando de capturar
la mayor cantidad de información posible sobre los efectos de la geometría cuántica. En par­
ticular, hemos presentado una técnica para la determinación de la evolución de los estados
del sector homogéneo de la geometría basada, principalmente, en el formalismo de imagen
de interacción empleado en Mecánica Cuántica. 
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CONCLUSIONES
 
El trabajo realizado para esta tesis proporciona un marco sólido para el análisis de per­
turbaciones escalares, y por extensión también tensoriales, en el contexto de la cosmología
cuántica, con el objetivo principal de extraer predicciones físicas ﬁables. En términos gene­
rales, hemos proporcionado un programa de cuantización híbrida que nos permite comparar
diferentes propuestas de gravedad cuántica y, además, potencialmente, contrastarlas con da­
tos observacionales. El grueso de la tesis se ha centrado en la teoría de la LQG, no obstante.
De acuerdo con el modelo cosmológico favorecido por las observaciones, hemos estudiado
un espacio-tiempo FLRW plano provisto de un campo escalar mínimamente acoplado suje­
to a un potencial. Puesto que uno de los ingredientes principales del esquema híbrido es la
cuantización de Fock de las perturbaciones también nos hemos ocupado del análisis de los
criterios de unicidad para la representación de Fock de las relaciones de conmutación canó­
nicas en el caso de un campo escalar en un espacio-tiempo cosmológico no estacionario con
secciones compactas planas, con el ﬁn de eliminar las ambigüedades que aparecen durante el
proceso de cuantización. 
Resultados 
En primer lugar, hemos estudiado la cuantización de Fock de un campo escalar con
una masa dependiente del tiempo propagándose en espacio-tiempos (ultra)estáticos con
secciones espaciales compactas y planas, con la topología del tres-toro. Hemos discu­
tido la aplicabilidad del criterio de unicidad que consiste en: i) la invariancia del vacío
bajo las simetrías de la ecuación de movimiento (en este caso particular las del tres-
toro), y ii) la implementabilidad unitaria de la dinámica. Así, hemos demostrado que la
imposición del criterio expuesto elimina las dos principales ambigüedades inherentes 
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a la Teoría Cuántica de Campos en espacio-tiempos cosmológicos, a saber:
 
1. La ambigüedad en la elección inicial de la descripción canónica para el campo
entre todas aquéllas relacionadas mediante transformaciones canónicas lineales
dependientes del tiempo. Como es sabido, en escenarios cosmológicos siempre
existe la posibilidad de reescalar el campo a través de una función dependiente del
tiempo, de manera que se asigna parte de la evolución al espacio-tiempo (físico
o efectivo) del fondo. Este reescalado conlleva el escalado inverso del momen­
to del campo. Nosotros hemos estudiado trasformaciones que incluyen también
un término en la redeﬁnición del momento que es proporcional a la variable de
conﬁguración del campo, multiplicado por una función dependiente del tiempo.
Hemos demostrado que la implementación unitaria de la evolución es posible
únicamente para una elección del par canónico tal que la dinámica correspon­
diente obedece una ecuación de Klein-Gordon. De esta forma, hemos mostrado
que nuestro criterio de unicidad no deja margen para realizar ni reescalados del
campo ni redeﬁniciones del momento. 
2. Una vez determinada la descripción del campo, aparece la ambigüedad relativa a
la elección de la representación de Fock de las relaciones de conmutación canó­
nicas. Esta libertad conduce a la elección de estados de vacío que no son equiva­
lentes entre sí. Nuestro criterio de unicidad consigue seleccionar una única clase
de equivalencia unitaria de representaciones de Fock invariantes. Más concreta­
mente, esta clase queda determinada por la representación de Fock naturalmente
asociada a un campo escalar libre sin masa. 
Estudiando las ecuaciones de movimiento más generales de segundo orden con coeﬁ­
cientes dependientes del tiempo, para las que la dependencia espacial aparece reﬂejada
únicamente mediante un término proporcional al operador de Laplace-Beltrami, hemos
mostrado cómo cualquiera de tales ecuaciones puede interpretarse como una ecuación
de Klein-Gordon para un campo escalar con masa variable en un espacio-tiempo con­
formemente (ultra)estático. Además, la relación es biunívoca. Para ello, basta con in­
troducir una reparametrización del tiempo y/o un reescalado del campo mediante fun­
ciones dependientes del tiempo que obedecen ciertas relaciones muy especíﬁcas. La
única premisa es que el coeﬁciente del término de Laplace-Beltrami sea una función
temporal de signo deﬁnido. Este resultado extiende, pues, el rango de aplicabilidad del
criterio de unicidad anterior. 
Hemos visto que, si el coeﬁciente del término de Laplace-Beltrami se hace negativo, la
métrica pasa a tener signatura euclídea y la ecuación de movimiento es de tipo elíptica.
Este cambio de signo corresponde, por tanto, a un cambio en el carácter de la ecuación 
140 
de evolución. Esta transición esconde una singularidad donde divergen los invariantes
de curvatura. Además, hemos mostrado que las variables de Ashtekar tampoco están
bien deﬁnidas en el límite asociado a este cambio de signatura singular. En él se pierde
cualquier interpretación espacio-temporal. 
También hemos demostrado que la evolución de un estado de vacío deﬁnido en la re­
gión euclídea hasta alcanzar otra lorentziana da lugar a un fenómeno análogo al de
creación de partículas en el vacío. El cálculo apunta a que la producción de partículas
está ampliﬁcada por un factor exponencial como consecuencia del cambio de signatura
en la métrica espacio-temporal. Este resultado se deduce al estudiar la relación entre
la evolución en ambas regiones e imponer ciertos requisitos de continuidad sobre las
soluciones de las ecuaciones de campo. 
Por otro lado, hemos discutido el tratamiento de perturbaciones cosmológicas en torno
a un universo homogéneo e isótropo, con secciones espaciales planas y compactas.
Truncamos la acción del sistema a orden cuadrático en las perturbaciones, procedi­
miento que permite mantener una estructura simpléctica. El hamiltoniano total del sis­
tema es una combinación lineal de ligaduras. En un primer acercamiento al problema,
hemos introducido una ﬁjación de gauge correspondiente a las ligaduras lineales per­
turbativas. 
En el modelo reducido, hemos introducido una transformación canónica del espacio de
fases completo. En particular, hemos redeﬁnido las perturbaciones en términos de las
variables de Mukhanov-Sasaki, prestando especial atención al reescalado y a la redeﬁ­
nición del momento canónicamente conjugado. Por su parte, las variables homogéneas
adquieren correcciones cuadráticas en las perturbaciones para preservar las relacio­
nes de conmutación canónicas. Tras la reformulación del sistema, hemos calculado el
correspondiente hamiltoniano de Mukhanov-Sasaki, que contiene los términos cuadrá­
ticos en las perturbaciones que contribuyen al modo cero de la ligadura escalar. 
Hemos logrado cuantizar de forma completa el modelo de FLRW con perturbaciones
escalares en el tres-toro mediante la aplicación de las técnicas de cuantización híbrida.
En particular, hemos combinado una representación polimérica de lazos para el sector
homogéneo con una cuantización de Fock de las perturbaciones. Para ello, primero,
hemos necesitado adaptar la parte del espacio de fases de la geometría al lenguaje
estándar de LQC. Los principales resultados de la cuantización son: 
1. El espacio de Hilbert cinemático se construye como el producto tensorial del espa­
cio cinemático del sector homogéneo (que incluye la parte geométrica de FLRW
y la componente homogénea del campo) y el espacio deﬁnido por una de las re­
presentaciones de Fock privilegiadas del campo de Mukhanov-Sasaki. 
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2. El operador que representa la ligadura del sistema, actuando en este espacio de
Hilbert cinemático, da lugar a una ecuación en diferencias ﬁnitas en el volumen,
que respeta los sectores de superselección del modelo sin perturbar (formado por
estados con soporte en semirredes del volumen homogéneo). En particular, se
comprueba que desaparece la singularidad clásica inicial de la Relatividad Gene­
ral. 
Para estudiar posibles estados físicos del sistema, hemos adoptado un ansatz de tipo
Born-Oppenheimer que factoriza la dependencia en el fondo, por un lado, y en las in-
homogeneidades, por otro. Fijando un estado de la geometría FLRW y despreciando
posibles transiciones entre diferentes estados cuánticos del fondo generadas por la li­
gadura, se obtiene una ecuación para la función de onda de las inhomogeneidades. En
este tratamiento, el modo homogéneo del campo escalar emerge como un tiempo in­
terno del sistema que marca la evolución. Bajo ciertas aproximaciones, esta ecuación
da lugar a una de tipo Schrödinger. Considerando un estado del fondo muy picado en
una trayectoria, la dinámica de las inhomogeneidades entra en un régimen que puede
interpretarse como una Teoría Cuántica de Campos sobre el espacio-tiempo efectivo
que emerge de la cuantización de lazos del modelo de FLRW. 
Un orden de factores alternativo para la representación de la ligadura hamiltoniana ha
permitido demostrar que el formalismo de la métrica vestida, estudiado también en
LQC, puede derivarse a partir de nuestro formalismo híbrido si hacemos una elección
particular del orden factores y de las prescripciones para la construcción de la repre­
sentación cuántica. 
Hemos analizado las ecuaciones efectivas para las variables de Mukhanov-Sasaki me­
diante la sustitución directa de los operadores de creación y de aniquilación por su
contrapartida clásica. Deﬁniendo un tiempo conforme apropiado, hemos alcanzado una
ecuación de segundo orden para las inhomogeneidades, hiperbólica en la región ultra­
violeta y, además, sin términos disipativos. Hemos constatado que las correcciones que
aparecen respecto a las ecuaciones de Mukhanov-Sasaki habituales vienen dadas me­
diante valores esperados de ciertos operadores de los grados de libertad homogéneos
evaluados en la evolución del estado cuántico de la geometría. 
Por completitud, hemos visto que las ecuaciones efectivas deducidas a partir del orden
de factores alternativo asociado al formalismo de la métrica vestida tiene también ca­
rácter hiperbólico en el régimen ultravioleta, sin que surjan cambios fundamentales.
Sin embargo, frente a la construcción usual en el caso de la métrica vestida, el tiempo
conforme correspondiente pasa a depender de la elección particular de estado cuántico
para la geometría homogénea. 
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A continuación, hemos desarrollado una formulación genuinamente invariante de gau­
ge para el mismo sistema gravitacional perturbado. El primer aspecto importante de
este segundo tratamiento es que no ﬁjamos la libertad de gauge asociada a las ligadu­
ras lineales. Para ello, primero necesitamos abelianizar el álgebra de ligaduras, reem­
plazando una de las ligaduras lineales por una combinación de ésta y de la ligadura
del modelo sin perturbar. Dentro de nuestro esquema de truncamiento, este proceso
conlleva una redeﬁnición del modo cero de la función lapso. Con todo esto, hemos
introducido una nueva descripción canónica del espacio de fases completo en el que
las perturbaciones se parametrizan en términos de las ligaduras perturbativas lineales
abelianizadas y los modos de Mukhanov-Sasaki, junto con sus variables canónicamen­
te conjugadas correspondientes. Como resultado de esta reformulación, la componente
homogénea del lapso y el resto de multiplicadores de Lagrange adquieren correcciones
perturbativas. 
Para la cuantización del sistema, hemos propuesto un formalismo híbrido generaliza­
do, sin especiﬁcar la cuantización del sector FLRW del modelo, y hemos procedido a
la construcción de los operadores que representan las ligaduras. Las ligaduras linea­
les generan translaciones en sus variables canónicamente conjugadas, y su imposición
implica que los estados no dependen en absoluto de estos grados de libertad. De esta
forma, los estados cuánticos únicamente dependen de los modos de Mukhanov-Sasaki
y del sector homogéneo, tal y como habíamos visto ya. A partir de esta cuantización,
se ha llevado un análisis paralelo al que hemos descrito anteriormente, obteniendo re­
sultados análogos. 
El procedimiento que hemos seguido para obtener la evolución cuántica de las pertur­
baciones no requiere de ningún tipo de aproximación semiclásica para la geometría
homogénea. Ni siquiera hemos necesitado resolver exactamente el modelo sin pertur­
bar para determinar el estado cuántico de la geometría del fondo. En el contexto de
nuestro esquema perturbativo, nos basta con considerar soluciones aproximadas, cuyas
diferencias con respecto a las soluciones exactas puedan ser despreciable perturbativa­
mente. 
Las ecuaciones efectivas de Mukhanov-Sasaki contienen la información necesaria pa­
ra calcular el espectro de potencias corregido para las perturbaciones primordiales del
CMB. Por ello, en el último capítulo, hemos presentado un método para el tratamien­
to de los valores esperados que aparecen en estas ecuaciones efectivas. En particular,
para ilustrar este método, hemos estudiado en detalle el ejemplo de una formulación
de la LQC para la descripción de la geometría homogénea especialmente conveniente,
que permite la integrabilidad analítica de la dinámica en ausencia de potencial para el
campo escalar. Para otras cuantizaciones de la geometría, uno siempre puede recurrir a 
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técnicas de cálculo numérico. Empleando una imagen de interacción, hemos sido capa­
ces de extraer esta dinámica libre de la evolución cuántica para la geometría FLRW. La
dinámica remanente viene generada por un operador de interacción que se anula cuan­
do el potencial es cero. Hemos dividido este operador en dos partes: las contribuciones
con las potencias menores del potencial, por un lado, y las superiores por otro. Hemos
introducido entonces un nuevo esquema de imagen de interacción para este último tipo
de contribuciones, cuyo análisis es generalmente más complicado. 
En resumen, hemos construido un programa que nos permite extraer predicciones pa­
ra las perturbaciones primordiales a partir de diferentes propuestas de cuantización para la
geometría del fondo. En principio, estas predicciones podrían llegar a ser contrastadas con
observaciones del CMB, y así proporcionar un método para analizar la validez y legitimidad
de la teoría cuántica de la gravedad que subyace. 
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A 
LA MÉTRICA DEL ESPACIO-TIEMPO Y EL 
CAMPO ESCALAR EN LA FORMULACIÓN 
INVARIANTE DE GAUGE 
A.1. Modos cero 
En este apéndice, damos las expresiones de las variables canónicas originales para el sec­
tor homogéneo del espacio de fases de nuestro sistema, {wa} = {a, , c, }, en términos a c
n⃗,edel nuevo conjunto canónico introducido en el texto, formado por las variables w̃a y . Sus-l
tituyendo las ecuaciones (5.2.16) y sus correspondientes derivadas en las ecuaciones (5.3.5),
obtenemos las expresiones deseadas: 
[ ( ) ( ) ]2 3∑ −ãc̃ c̃−2ã n,e ⃗ ⃗⃗ 6 ̃ n,e n,ea = ã − 1 e 1 − 3 ( )2 + 2e e am̃2c̃ + 3 + ã c̃2 2 1 1 2 ã ãn,e⃗ ã[( ) ]∑ 
4 ̃ n,e n,e n,e a n,e n,e− 1 2 + 3 2 + 1 e ao2 ( ⃗ )2 + 2 ⃗ ⃗ + 2ẽ c̃ ⃗ ⃗
2 ã c̃ 3 n⃗ 2 3 ã 2 3 2 p1 
n,e⃗ [ ] ã∑ 
n,e n,e+ 1 2 n,e⃗ ⃗ + 1( ⃗ )2 , (A.1.1a) 
2 ã 2 p2 3 3
 n,e
⃗ [ ( ) ]∑ 
n,e n,e 2 a ⃗5ã ̃ 2 ̃ ⃗ ⃗ 6ã ̃ 2 ̃ 4 ̃ 2 n,e)2= − 6e m c + 3e m c + e o (a ã c̃ ã1 2 23 n⃗
n,e 
n,e⃗ n⃗,e+ 
∑ ⃗
, (A.1.1b) 
1 p1
 
⃗
n,e 
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[ ( ) ( ) ]2∑ 
⃗ ⃗ − ̃ ⃗ ⃗ 6 ̃ n,eã n,e n,e a c̃ n,e n,e ⃗c = c̃ + e + e + 3 + 3 − 1 e am̃2c̃ ( )2ã ã c̃p1 2 1 2 22
n,e ã[⃗ ]∑ 
+ e−ã n,e n,e + n,e n,e − 3e a c̃ ( n,e)2 , (A.1.2a) ⃗ ⃗ ⃗ ⃗ −2 ̃ ⃗
c̃
1 3 2 3 1 
⃗ [ ã ]n,e ∑ 
= − e5ãm̃2 n,e n,e + 1 e6ãm̃2 ( n,e)2 . (A.1.2b) ⃗ ⃗ ⃗
c c̃ c̃
1 2 22
n⃗,e 
A.2. Función lapso y vector desplazamiento 
La reformulación del modelo en términos de las variables invariantes de gauge para las
perturbaciones conduce al hamiltoniano dado en la ecuación (5.3.12), con los multiplicadores
de Lagrange {N̄0, G⃗ , K⃗ }, y las ligaduras expresadas en términos de las nuevas variables n,e n,e
n,e⃗ n⃗,ehomogéneas {a, ̃ , c̃, } y las nuevas variables para las inhomogeneidades { , }.ã c̃ l plComparando la ecuación (5.3.12) con (5.2.5), y teniendo en cuenta (5.3.10), obtenemos, den­
tro de nuestro esquema de truncamiento perturbativo, que 
n,eGn,e⃗ = g̃⃗ + N0F|⃗1 , (A.2.1a) n,e ∑( )3 ̃ n,ē a ̃N0 = N0 + 3e g⃗ a⃗ + N0F|⃗2 , (A.2.1b) n,e n,e 
n,e⃗ ( )
−3ã
n,e n,e 9 a n,eK⃗ = :̃⃗ + N0 F
⃗ − 3e ⃗ + e−3 ̃ ⃗ . (A.2.1c) n,e n,e _1 p2 p3 
ã 2
A partir de estas expresiones deducimos las relaciones inversas (de nuevo dentro de nuestro
esquema perturbativo): [ ( )]∑ ∑3 ̃ n,e n,e 3ãN0 = N̄0 1 + 3e aF|⃗1 n,e − F|⃗2 − 3e n,e n,e, (A.2.2a) a⃗ G⃗ a⃗
n,e⃗ n⃗,e 
̄̃ = G⃗ − N0F
⃗ , (A.2.2b) g⃗ n,e n,e n,e (|1 )
−3ã
̃ ̄ n,e ⃗ 9 n,e⃗:⃗ = K⃗ − N0 F
⃗ − 3e n,e + e−3ã , (A.2.2c) n,e n,e _1 p2 p3
 
ã 2

donde a⃗ viene dado en la ecuación (5.2.16a). Estas fórmulas deﬁnen el modo cero de lan,e
función lapso y el vector desplazamiento, dados en las ecuaciones (4.2.3) y (5.2.1), en función
de las variables y los multiplicadores de Lagrange de nuestra formulación invariante de gauge,
salvo términos que son despreciables en nuestro orden de truncamiento en las perturbaciones. 
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Para completar las expresiones de las componentes de la métrica del espacio-tiempo en
nuestra formulación, deﬁnidas por las ecuaciones (4.2.2), así como el campo escalar (4.2.5),
únicamente necesitamos sustituir a⃗ , b⃗ , y f⃗ por sus valores dados en (5.2.16), y reempla­n,e n,e n,e 
zar a y c en términos de ã y c̃ [véanse las ecuaciones (A.1.1a) y (A.1.2a)]. Recordemos que
la diferencia entre las variables originales y las nuevas para el sector homogéneo es cuadráti­
ca en las perturbaciones y, por tanto, algunas contribuciones que se originan tras la anterior
sustitución podrían ser ignoradas como despreciables dentro de nuestro esquema perturbativo
(a saber, si proporcionan correcciones cuadráticas o de orden superior a los modos inhomo­
géneos, o correcciones a los modos cero cúbicas o superiores). 
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B 
SEGUNDAS DERIVADAS DESPRECIABLES:
 
AUTOCONSISTENCIA DE LA APROXIMACIÓN
 
En este apéndice vamos a analizar la autoconsistencia a la hora de despreciar las segundas
derivadas de la función de onda de los modos de MS con respecto a la parte homogénea del
campo escalar en la ecuación para la ligadura de los estados de tipo Born-Oppenheimer. 
̃Consideramos que, en la ecuación (4.4.3), podemos ignorar ⟨Θ̂ ⟩Γ respecto a ⟨̂0⟩Γ. Es­
ta suposición se puede justiﬁcar tomando como base nuestro propio esquema perturbativo.
Entonces, partiendo de dicha ecuación, obtenemos [ ]
̂c̃ =
1 
̃
⟨Θ̂e + (Θ̂ ̂̃0)S ⟩Γ + i⟨dc̃̂̃0 − 21dc̃Θ̂ ⟩Γ + ⟨̂0(2) − ( ̂̃0)2⟩Γ2⟨̂0⟩Γ 
1− ̂2 . (B.1)
2⟨ ̃̂ c̃
0⟩Γ
 
Ahora hacemos actuar ̂c̃ sobre esta ecuación y calculamos el valor de la segunda derivada 
̂con respecto a . Teniendo en cuenta que [ ̂ ̃ , ⟨6̂⟩Γ] = −i⟨d ̃ 6⟩Γ, y eliminando los términos c c 
que son despreciables perturbativamente, llegamos a [ ]̃̂ (2) ̃ ̃̂ (2)3i⟨dc̃0⟩Γ + ⟨ ̂ 0 − ( ̂0)2⟩Γ 2i⟨dc̃0⟩Γ + ⟨ ̂ 0 − ( ̃̂0)2⟩Γ+ 2⟨̂̃0⟩Γ ̂2 = 
2⟨ ̃̂ c̃ 2⟨ ̃̂0⟩Γ 0⟩Γ[ ( ) ]i 5 (2)× 2⟨Θ̂e + Θ̂ ̂̃0 S ⟩Γ + 2⟨3dc̃̃̂0 − 2dc̃Θ̂ ⟩Γ + 4⟨ ̂ 0 − ( ̂̃0)2⟩Γ[ ( ) ]̂ ̂ (2)− i ⟨d ̃ Θ̂ + d ̃ Θ̂ ̃0 ⟩Γ + i⟨d2 ̃0 − 1d2 Θ̂ ⟩Γ + ⟨d ̃ ̂ − d ̃ (̂̃0)2⟩Γc e c c̃ c̃ c 0 cS 2
(2) ̃(⟨ ̂ 0 − ( ̂0)2⟩Γ)2 − 1 ⟨ ̃̂ − ̂3 . (B.2)8 c̃0⟩Γ 
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B. SEGUNDAS DERIVADAS DESPRECIABLES: AUTOCONSISTENCIA DE LA APROXIMACIÓN 
Empezando con esta ecuación, es posible ver mediante iteración (operando repetidamente 
con ̂ ̃ ) si es legítimo asumir que la acción de ̂n+1 sobre es despreciable en comparación c c̃
con la acción de ̂n , y en particular si esto ocurre para n = 1. Para ello, uno puede ver que c̃
̃es suﬁciente que ⟨̂0(2) − ( ̂0)2⟩Γ sea despreciable respecto a los términos lineales en las ̂(2) ̃perturbaciones, y que ⟨d ̃ −d ̃ (̂0)2⟩Γ sea despreciable también en comparación con losc 0 c
términos de orden cuadrático, todo ello asumiendo que 
( )̂ ̂ ̃̂i) ⟨d ̃Θ +d ̃ Θ 0 ⟩Γ es despreciable con respecto a los términos de orden cuadrático c e c Sen las perturbaciones. 
̃̂ ̂ii) ⟨d ̃0⟩Γ y ⟨d ̃Θ ⟩Γ son al menos del orden de los términos cuadráticos. c c 
̂ ̂ ̃ ̂Recordemos que −id ̃ 6 = [ ̂ ̃ , 6] − [ ̂0, 6]. El primer término es una derivada gene­c c
̂ralizada con respecto a la dependencia explícita en c̃ del operador 6 considerado. Para los 
operadores más relevantes de nuestra discusión, esta dependencia proviene exclusivamente
del potencial del campo escalar material, dado por un término de masa. Por consiguiente, si
̂los posibles valores de la masa son considerablemente pequeños, el término ⟨[ ̂ ̃ , 6]⟩Γ po­c
dría ser tratado de manera perturbativa, por ejemplo expresando el valor de la masa como
una cierta potencia de la amplitud del parámetro de las perturbaciones inhomogéneas. Por
̂ ̃ ̂otro lado, cuando 6 es cualquiera de los operadores Θ̂, el segundo término ⟨[̂0, 6]⟩Γ apor­
ta una contribución no nula, cuyos detalles dependen de la representación particular elegida
para la geometría homogénea y de las propiedades del estado Γ. Como consecuencia, el que
las condiciones anteriores sean ciertas o no depende de estos detalles particulares, y debería
comprobarse cuidadosamente19. 
19Cuando la representación de la geometría homogénea sea la de LQC, referimos al lector a la discusión que
se ofrece en el capítulo 4. 
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CONTRIBUCIONES CUADRÁTICAS DEL 
POTENCIAL 
En este apéndice, calculamos la integral de camino ordenada del cuadro de W B̂I y la in­
tegral de W 2ĈI . Estas integrales aparecen en las contribuciones cuadráticas del potencial a la
expresión (6.5.11) de los operadores en la imagen J de interacción. Empleamos las expresio­
̂nes (6.2.12) y (6.5.2), junto con la ecuación (6.2.4), para la deﬁnición de los operadores B y 
Ĉ , y usamos la transformación (6.4.7) para implementar el cambio a la imagen de interacción. 
Primero, vamos a dar la expresión para la integral simple. Introducimos la notación ( ) ( )√ √1̂(m)(¢) = cosh 8 3 G ̂x(¢) + cosh 4 3 G ̂x(¢) , (C.1)c 2m+2 ( ) ( )√ √1̂(m)(¢) = sinh 8 3 G ̂x(¢) + senh 4 3 G ̂x(¢) , (C.2)s 2m+2 
para cualquier entero m no negativo, así como los operadores 
¢4 ̂(1) ¢3 ̂(2) 3¢2 ̂(3)3¢5 (¢) (¢) (¢)s c sĜ1(¢) = + √ sgn( ̂ ) − + sgn( ̂ )20 x 12 G 16(3 G)3∕2 x4 3 G
 
¢ ̂(4) 3 ̂(5)
 c (¢) s (¢)− + sgn( ̂ ), (C.3)
96 2G2 128(3 G)5∕2 x
¢3 ̂(1) ¢2 ̂(2) 3¢ ̂(3)(¢) (¢) (¢)s c sĜ2(¢) = ¢4 ̂(0)(¢) − sgn( ̂ ) + − sgn( ̂ )c √ x 4 G 8(3 G)3∕2 x3 G
 
̂(4)
 
c (¢)+ (C.4)2G2 .96
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C. CONTRIBUCIONES CUADRÁTICAS DEL POTENCIAL 
Un cálculo tedioso arroja la siguiente solución 
̂
¢
d ̃ ¢)ĈI ¢) = 
( 
Gm2Δr2 
)2 (| ̂x|1∕2 { G1(¢0)} | ̂x|1∕2¢ W 2( ̃ ( ̃ G1(¢) − ̂∫¢0 3 
+ i | ̂x|−1∕2 {Ĝ2(¢) − Ĝ2(¢0)} | ̂ |1∕2). (C.5)2 x
Calcularemos ahora la integral doble. Tenemos que ( )2 ¢ ¢ 2̃ Gm2Δr
d ̃ ¢) ̂ ( ̃ d ̄ ¢) ̂ ( ̄¢W ( ̃ BI ¢) ∫ ¢W ( ̄ BI ¢) = 2∫ 3¢0 ¢0 ( { }2 √ )
× | ̂x| F̂ (¢) − F̂ (¢0) | ̂ | + 4i 3 GK̂(¢) ̂ , (C.6)x x
donde F̂ (¢) es el operador deﬁnido en la ecuación (6.5.13), y hemos llamado ( ) ̃ ( )√ √ 
K̂(¢) = ∫ 
¢ 
d¢̃ senh 4 3 G ̂x(¢̃) ¢̃2 
¢ 
d¢̄ cosh2 2 3 G ̂x(¢̄) ¢̄2 . (C.7)∫¢0 ¢0 
Esta integral se puede resolver de manera exacta analíticamente, e incluimos el resultado,
̂aunque sea largo. Así, llegamos a que K(¢) = K̂(¢) − K̂(¢0), con √ 
10(48 G)3K̂(¢) = − 64 3 3G3¢3(72 G¢2 + 5)sgn( ̂x)( ) ( )√ 
+ 5 4(12 G¢2 + 1)2 − 3 senh 8 3 G ̂x(¢)( )√ √ 
− 40 3 G(24 G¢3 + ¢) cosh 8 3 G ̂x(¢) sgn( ̂x) ( ){√ √ 
− 40 senh 4 3 G ̂x(¢) 24 G¢¢0 cosh (4 3 G ̂x) √ √ 
− 2 3 G¢(24 G¢20 + 1) senh (4 3 G ̂x)sgn( ̂x)}
+ 24 G¢(20 G¢3 − 8 G¢30 + 5¢) + 5( ){√ √ 
2G2 5+ 20 cosh 4 3 G ̂x(¢) 8 3 G(96 ¢
2G2 2 3− 96 ¢ ¢ + 40 G¢3 − 4 G¢3 + 5¢)sgn( ̂ )0 0 x√ √ 
+ 4 3 G¢0(24 G¢2 + 1) cosh (4 3 G ̂x)sgn( ̂ )} x√ 
− (24 G¢2 + 1)(24 G¢2 + 1) sinh (4 3 G ̂x) . (C.8)0 
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