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Given a quadratic extension L/K of fields and a regular alternating space V; f 
of finite dimension over L, we classify K-subspaces of V which do not split into the
orthogonal sum of two proper K-subspaces. This allows one to determine the orbits
of the group SpLV; f  in the set of K-subspaces of V . © 1999 Academic Press
1. INTRODUCTION
It is well known that if L is a field and V; f  is a regular alternating space
over L, then indecomposable subspaces, i.e., subspaces not splitting into
the orthogonal sum of two proper subspaces, are either lines or hyperbolic
planes. If we are given a subfield K of L, then V is, as well, a vector
space over K and a natural question arises: When is a K-subspace of V
indecomposable? To classify indecomposable K-subspaces allows one to
determine the isometry classes in the set of K-subspaces of V , which are
the orbits of the symplectic group SpLV; f  in such a set.
In this article, we classify indecomposable K-subspaces under the hypoth-
esis that the extension L/K is quadratic.
The fact that the extension L/K is quadratic guarantees that every K-
subspace W of V splits into the direct sum
W = compLW ⊕W ′;
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where compL W denotes the L-component of W , i.e., the largest L-subspace
contained in W , and W ′ is a K-subspace of V generated by vectors which
are linearly independent over L (a so-called K-substructure, according to
[1, 5]). Hence, we can attach to W a pair m; n of integers (the type
of W ), precisely
m x= dimL compL W; n x= dimK W ′:
So, dimK W = 2m+ n: Clearly, K-subspaces of type m; 0 and 0; n are
L-subspaces and K-substructures, respectively.
Indecomposable K-substructures can be determined rather quickly. In
fact, to classify the isometry classes in the set of K-substructures means
(see Theorem 3.4) to determine the isomorphy classes in the set of bial-
ternating modules over K, which are pairs of alternating K-bilinear forms.
Since the latter can be deduced from the isomorphy classes in the set of
Kronecker modules over K (see [6]) and these are well known (see [2]), the
classification is done for K-substructures. It depends on the fields being
considered and we have infinitely many isometry classes if the cardinality
of the fields is infinite.
For a K-subspace W of type m;n with m > 0; we prove (Theorem 7.3)
that a necessary condition in order to which W is indecomposable is that
m ≤ 2. Moreover, there is an indecomposable K-subspace of type 1; n
just if n 6≡ 0 (mod 4) and an indecomposable K-subspace of type 2; n
just if n ≡ 0 (mod 4). Two indecomposable K-subspaces of the same type
m; n; m = 1; 2, are always isometric. Hence, in contrast with the case
of K-substructures, the isometry classes in the set of indecomposable K-
subspaces with nontrivial L-component do not depend on the field K and
the number of isometry classes is precisely dimL V − 1.
Finally, we hint at the fact that Kim and Rabau study in [3] the action
of the symplectic group SpLV; f  on the set of f ′-isotropic K-subspaces of
V , where f ′ = ϕ ◦ f is the alternating K-bilinear form induced by a trace
map ϕ: L→ K. Besides, we should mention the papers [4, 8] which deal
with the case where V; f  is a unitary or an orthogonal space.
Every vector space we consider in this article is finitely generated. We
refer to [7] for terminology and notation concerning alternating spaces.
2. KRONECKER MODULES
A Kronecker module over the field K is just a pair
8 = (ϕ1: V → V ′yϕ2: V → V ′
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of linear mappings from a K-vector space V into a K-vector space V ′. We
write
8 = (V; V ′yϕ1; ϕ2
for short. We shall say that 8 is invertible if ϕ1 and ϕ2 are both bijective
linear mappings.
The opposite of 8 is the Kronecker module
8◦ x= (V; V ′yϕ2; ϕ1
and the transpose of 8 is the Kronecker module
t8 x= (V ′∗; V ∗y tϕ1; tϕ2;
where tϕh; h = 1; 2, is the linear mapping, from the dual V ′∗ of V ′ into
the dual V ∗ of V , transpose of ϕh.
We shall term dimension of 8 (over K) the pair of integers
dimK 8 x=
(
dimK V; dimK V
′
and denote by KMm;nK the set of Kronecker modules of dimension
m;n over K. Of course, dimK 8◦ = m;n and dimK t8 = n;m if
dimK 8 = m;n. The unique Kronecker module of KM0; 0K (the zero
Kronecker module) is written 0.
If 8 ∈ KMm;nK and M1; M2 ∈Matm×nK are the matrices represent-
ing ϕ1 and ϕ2 with respect to fixed bases in V and V ′ (we let matrices act
on the right), then we call the pair M1;M2 a representation of 8 and we
write
8 ≡ M1;M2:
Clearly, 8◦ ≡ M2;M1 and t8 ≡  tM1; tM2 if 8 ≡ M1;M2.
Let 8 = V; V ′yϕ1; ϕ2 and 9 = W;W ′yψ1; ψ2 be Kronecker modules
with the same dimension. An isomorphism 8 → 9 from the Kronecker
module 8 onto the Kronecker module 9 is a pair of bijective linear map-
pings
ι: V → W y ι′: V ′ → W ′
such that ψh = ι′ϕhι−1; h = 1; 2: Two Kronecker modules 8; 9 ∈
KMm;nK are isomorphic just if they have equivalent representations,
i.e., representations M1;M2 and N1;N2 such that there exist matrices
A ∈ GLmK and A′ ∈ GLnK with Nh = A−1MhA′; h = 1; 2:
The direct sum of the Kronecker modules
8 = V; V ′yϕ1; ϕ2; 9 = W;W ′yψ1; ψ2 is the Kronecker module
8⊕9 x= V ⊕W;V ′ ⊕W ′yϕ1 ⊕ ψ1; ϕ2 ⊕ ψ2:
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A Kronecker module 8 is decomposable if it is the direct sum of Kro-
necker modules 6= 0. If 8 ∈ KMm;nK and m 6= 0 6= n, then 8 is decom-
posable precisely if it has a representation of the shape
M1 0
0 M2

;

N1 0
0 N2

with Mh and Nh; h = 1; 2, matrices of the same size. Manifestly, 8 is
decomposable just if both t8 and 8◦ are decomposable.
Throughout the article, we consider the Kronecker modules
8n ≡
0B@
0B@0::: In
0
1CA ;
0B@ 0In :::
0
1CA
1CA ∈ KMn; n+1Ky
8px ≡
0BBB@
0BBB@
− a1 · · · − an−1 −an
0
In−1
:::
0
1CCCA ;
0BBB@
1 0 · · · 0
0
::: In−1
0
1CCCA
1CCCA ∈ KMn; nK;
where px =Pn−1i=0 an−ixi + xn is a polynomial over K.
2.1. Theorem (Dieudonne´ [2]). Let 8 ∈ KMm;nK be indecomposable.
Then m = n or m = n ± 1 and 8 is isomorphic to just one of the following
indecomposable Kronecker modules:
1. 8ny
2. t8ny
3. 8xn◦y
4. 8px; with px =
Pn−1
i=0 an−ix
i + xn a power of an irreducible poly-
nomial over K.
According to Dieudonne´ [2, p. 137], we associate to a Kronecker module
8 = V; V ′yϕ1; ϕ2 a sequence of subspaces Ai = Ai8 of V , the first series
of decomposability of 8, and a sequence of subspaces Bi = Bi8 of V ′, the
second series of decomposability of 8, which are defined as follows: A0 = V ,
B0 = ϕ1V ; and for i ≥ 1;
Bi = ϕ1V  ∩ ϕ2Ai−1; Ai = ϕ−11 Bi = ϕ−11 ϕ2Ai−1:
If 8 ∈ KMm;nK, there exists an integer r ≤ minm;n such that Br+1 =
Br (hence, such that Ar+1 = Ar). The index of 8 is the smallest integer
r = r8 for which Br+1 = Br .
From Theorem 2.1, it follows
2.2. Proposition. Let 8 ∈ KMm;nK indecomposable, then Ar = E0
or Ar = V and ϕ2 is surjective.
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For Kronecker modules of dimension n; n+ 1, we have more informa-
tion, precisely
2.3. Proposition. Let 8 = V; V ′yϕ1; ϕ2 ∈ KMn; n+1K with n > 0,
then just one of the following holds:
(i) r8 = r8◦ = dimK V and 8 ' 8n;
(ii) r8 = 0, r8◦ = dimK V and 8 ' 8xn ⊕ 9 with 9 ∈
KM0; 1K;
(iii) r8◦ = 0, r8 = dimK V and 8 ' 8xn◦ ⊕ 9 with 9 ∈
KM0; 1K;
(iv) r8 6= dimK V 6= r8◦ and 8 is decomposable.
Proof. First we show that a necessary condition in order to which 8
is indecomposable is that r8 = n = dimK V . In fact, as Ai = ϕ−11 Bi,
we have that kerϕ1 is contained in every subspace of the first series of
decomposability of 8. Furthermore, by Proposition 2.2, 8 is decomposable
if Ar8 6= E0. Therefore, 8 is decomposable if ϕ1 is not injective. An
analogous argument for 8◦ shows that 8 is also decomposable if ϕ2 is
not injective. On the other hand, if ϕ1 and ϕ2 are both injective, then
the subspaces ϕ2Ai = ϕ2ϕ−11 Bi and Bi have the same dimension and
dimK ϕ1V  = n implies dimK Bi/Bi+1 ≤ 1. Hence, if 8 is indecomposable,
i.e., Ar8 = E0 and Br8 = E0, then dimK Bi/Bi+1 has to be precisely 1
for i < r8, i.e., r8 = n. So, we have reduced matters to study the case
r8 = n.
Let r8 = n, then for all i < n we have dimK Ai/Ai+1 = 1 and An =
E0, as well as dimK Bi/Bi+1 = 1 and Bn = E0. This implies
dimK ϕ1V  = dimK B0 = n;
i.e., ϕ1 is injective, and
dimKϕ1V  ∩ ϕ2V  = dimK B1 = n− 1;
i.e., either dimK ϕ2V  = n and ϕ2V  6= ϕ1V  or dimK ϕ2V  = n − 1
and ϕ2V  ⊂ ϕ1V .
Let dimK ϕ2V  = n, then ϕ2 is injective. In such a case, we can construct
bases of V and V ′ as follows.
Let e1 be a generator of An−1 and let e
′
1 = ϕ2e1 and e′2 = ϕ1e1.
Furthermore, for all 2 ≤ i ≤ n, put ei = ϕ−12 e′i and e′i+1 = ϕ1ei. We
have e′1 6∈ ϕ1V  because, otherwise, the nonzero vector e′1 was in Bn =
E0. Hence, e′1 and e′2 are linearly independent over K. Assume that
dimKe1; : : : ; ei−1K = i − 1 and dimKe′1; : : : ; e′i >K= i. Since the linear
mappings ϕ1 and ϕ2 are injective, we have
i = dimK ϕ−12 e′1; : : : ; e′iK = dimKe1; : : : ; eiK
= dimK ϕ1e1; : : : ; eiK = dimKe′2; : : : ; e′i+1K:
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On the other hand, e′1 6∈ ϕ1V  gives dimKe′1; : : : ; e′i+1K = i+ 1. Then, by
induction, dimKe1; : : : ; enK = n and dimKe′1; : : : ; e′n+1K = n + 1. This
proves that 8 ' 8n and r8 = n = r8◦ in this case.
Let dimK ϕ2V  = n− 1 and ϕ2V  ⊂ ϕ1V . Then, we have
ϕ2An−1 = ϕ2An−1 ∩ ϕ1V  = Bn = E0;
that is, kerϕ2 = An−1. Define e1; : : : ; en and e′2; : : : ; e′n+1 as above and pick
e′1 in V
′ \ ϕ1V . Then, we have the identities
ϕ−12 e′1; : : : ; e′iK = e1; : : : ; eiK
and
ϕ1e1; : : : ; eiK = e′2; : : : ; e′i+1K
which allow one to proceed by induction as above to prove that the dimen-
sions of the K-subspaces e1; : : : ; enK and e′1; : : : ; e′n+1K are n and n+ 1;
respectively. It is clear now that 8 ' 9⊕ 8xn◦ with 9 ∈ KM0; 1K. No-
tice that r8◦ = 0 in this case.
Now, the proof can be completed applying the achieved results to 8◦.
If we are given a Kronecker module 8 = V; V ′yϕ1; ϕ2 and subspaces
U of V and U ′ of V ′ such that ϕhU ⊆ U ′; h = 1; 2, then we shall term
the Kronecker module
8U;U ′ x= U;U ′yϕ1; ϕ2;
a contraction of 8 (a proper contraction of 8 if 0 6= 8U;U ′ 6= 8).
2.4. Proposition. Let 8 = V; V ′yϕ1; ϕ2 ∈ KMm;nK be a Kronecker
module with an invertible proper contraction 8U;U ′ : If 8 is indecomposable,
then both ϕ1 and ϕ2 are surjective mappings (or equivalently, tϕ1 and tϕ2 are
injective). In particular, m ≥ n.
Proof. Any subspace of the first (resp. second) series of decomposability
of 8 contains U (resp. U ′). In fact, it is clear that U ⊆ A0 and U ′ ⊆ B0.
Also, if we assume that U ⊆ Ai and U ′ ⊆ Bi, then we have U ′ = ϕ2U ⊆
ϕ2Ai and U ′ = ϕ1U ⊆ ϕ1V , which means U ′ ⊆ Bi+1, hence U =
ϕ−11 U ′ ⊆ ϕ−11 Bi+1 = Ai+1:
Clearly, the same happens for the subspaces of the first and second se-
ries of decomposability of the opposite Kronecker module of 8. The claim
follows now from Proposition 2.2.
2.5. Proposition. Let 8 = V; V ′yϕ1; ϕ2 be an invertible Kronecker
module of finite dimension over K and let 8U;U ′ be a contraction of 8. If
8U;U ′ is decomposable, then 8 is also decomposable.
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Proof. Since 8 is indecomposable just if the vector space V does not
split into the direct sum of two proper subspaces which are stable under
ϕ = ϕ−12 ϕ1, the proposition follows from the following lemma.
2.6. Lemma. Let ϕ be an endomorphism of the vector space V leaving
the subspace U stable. If U splits into the direct sum of two proper subspaces
stable under ϕ, then the same happens for V .
Proof. It is well known that a vector space over K does not split into
the direct sum of two proper subspaces which are stable under an endo-
morphism ϕ if and only if the minimal polynomial µϕ of ϕ is a power of
an irreducible polynomial px over K and degµϕ = dimK V . This in par-
ticular means that V is a cyclic Kϕ-module. As submodules of a cyclic
Kϕ-module are cyclic, the invariant polynomial of U (with respect to ϕ),
which is a power of px, has the dimension of U over K as the degree
and this ensures that U does not split into the direct sum of two proper
subspaces stable under ϕ.
For any contraction 8U;U ′ of a Kronecker module 8 there is the corre-
sponding contraction t8U˜ ′; U˜ of the transpose Kronecker module
t8, where
U˜ ′ = χ′ ∈ V ′∗: χ′u′ = 0 ∀u′ ∈ U ′}
and
U˜ = χ ∈ V ∗: χu = 0 ∀u ∈ U
are the annihilators of U ′ in V ′∗ and U in V ∗, respectively.
Since a Kronecker module is indecomposable if and only if its transpose
is, from Proposition 2.5 it follows that
2.7. Proposition. Let 8 = V; V ′yϕ1; ϕ2 ∈ KMn; nK be an invertible
Kronecker module and let 8U;U ′ be a contraction of 8. If t8U˜ ′; U˜ is decom-
posable, then 8 is also decomposable.
2.8. Remark. If 8 = V; V ′y ϕ1; ϕ2 ∈ KMn; nK is an invertible Kro-
necker module with a proper contraction 8U;U ′ and X1; X2 and  tZ1;
tZ2 are representations of 8U;U ′ and t8U˜ ′; U˜ , respectively, then it is clear
that there exist bases B of V and B′ of V ′ with respect to which 8 has a
representation M1; M2 with
M1 =
 
X1 0
Y1 Z1
!
; M2 =
 
X2 0
Y2 Z2:
!
:
Of course, 8 has, also, representations M; In and In; M−1, where
M =M1M−12 =
 
X 0
Y Z
!
;
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and X = X1X−12 ; Y = Y1 − Z1Z−12 Y2X−12 ; and Z = Z1Z−12 . The matrix
M is, as well, the matrix representing the endomorphism ϕ = ϕ−12 ϕ1 of V
with respect to B. Therefore, it follows from 2.5, 2.6, 2.7, and their proofs
that 8 is an indecomposable Kronecker module over K just if the charac-
teristic polynomials of the matrices X, Z, and M are the minimal ones and
they are powers pxr = Pm−1i=0 am−ixi + xm, pxs = Pn−m−1i=0 bn−m−ixi +
xn−m; and pxr+s, respectively, of an irreducible polynomial px over K.
This means that we can choose the basis B of V in such a way that
X =
0BBB@
−a1 · · · −am−1 −am
0
Im−1
:::
0
1CCCA ; Z =
0BBB@
−b1 · · · −bn−m−1 − bn−m
0
In−m−1
:::
0
1CCCA :
Furthermore, we have
pM =
 
pX 0
gX;Y;Z pZ
!
with gX;Y;Z ∈ KX;Y;Z satisfying the condition
r+s−2X
i=0
pZigX;Y;ZpXr+s−2−i 6= 0;
because pMr+s−1 6= 0:
3. BIALTERNATING MODULES
According to Scharlau [6], a bialternating module F = V y f1; f2 over the
field K is just a pair of alternating forms fh: V × V → K; h = 1; 2; on a
K-vector space V .
We shall term dimension of F (over K) the dimension of V over K and
denote by BMnK the set of bialternating modules of dimension n over K.
The unique bialternating module of BM0K (the zero bialternating module)
is written 0.
If F ∈ BMnK and A1; A2 ∈MatnK are the skew-symmetric matrices
representing f1 and f2 with respect to a fixed basis in V , then we call the
pair A1;A2 a representation of F and we write
F ≡ A1;A2:
An isomorphism F → F ′ between the bialternating modules F = V y f1; f2
and F ′ = V ′y f ′1; f ′2 is both an isometry V; f1 → V ′; f ′1 and an isometry
V; f2 → V ′; f ′2; i.e., a bijective linear mapping ι: V → V ′ such that
fhx; y = f ′h
(
ιx; ιy; h = 1; 2:
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Representations of isomorphic bialternating modules are said to be equiv-
alent. Two representations A1; A2 and A′1; A′2 of n-dimensional bial-
ternating modules are equivalent just if there exists M ∈ GLnK such that
Ah =MA′h tM , h = 1; 2.
The direct sum of bialternating modules F = V y f1; f2 and F ′ =
V ′y f ′1; f ′2 is the bialternating module
F ⊕ F ′ x= (V ⊕ V ′y f1 ⊕ f ′1; f2 ⊕ f ′2;
where, by fh ⊕ f ′h; we mean the alternating formx; x′; y; y ′ 7→ fhx; y + f ′hx′; y ′:
A bialternating module is indecomposable if it is not the direct sum of
bialternating modules 6= 0.
Bialternating modules connect closely with Kronecker modules. More
precisely, every bialternating module arises as follows.
Let 8 = V; V ′yϕ1; ϕ2 ∈ KMm;nK. Thenx1; g1; x2; g2 7→ g2ϕhx1 − g1ϕhx2;
xh ∈ V; gh ∈ V ′∗; h = 1; 2; is an alternating form ϕ˜h defined on the K-
vector space V ⊕ V ′∗; and we have the bialternating module
F8 x= (V ⊕ V ′∗y ϕ˜1; ϕ˜2 ∈ BMm+nK
(a neutral bialternating module, according to Scharlau [6]).
Conversely, if we are given a bialternating module F = V y f1; f2 ∈
BMnK, we can consider the Kronecker module
8F x= V; V ∗y f¯1; f¯2 ∈ KMn; nK;
where f¯h: V → V ∗; h = 1; 2, and f¯hx is the K-linear form
y 7→ fhx; y:
Manifestly, if F has a representation M1;M2 with respect to the basis
B of V , then 8F has the same representation if we refer to B and the
dual basis B∗ of B.
3.1. Theorem (Scharlau [6]). (i) Let F1; F2 be bialternating modules.
Then,
F1 ' F2 ⇔ 8F1 ' 8F2:
(ii) Every bialternating module F is isomorphic to a neutral bialternating
module F8 and F is indecomposable if and only if the Kronecker module
8 is indecomposable.
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3.2. Remark. It follows from (ii) that every bialternating module F has
a representation of the shape
0 M1
− tM1 0

;

0 M2
− tM2 0

and F is indecomposable if and only if the Kronecker module 9 ≡
M1; M2 is indecomposable.
Consider now a quadratic extension L = Kη of the field K and let
V; f  be an alternating space over L. Then we can write
f x; y = f1x; y + ηf2x; y;
for K-bilinear alternating forms fh: V × V → K;h = 1; 2: Therefore we
can associate to each K-subspace W of V the bialternating module
FW  x= W y f1W ; f2W 
obtained by restricting to W the K-bilinear alternating forms f1 and f2.
Since two vectors in V are orthogonal with respect to f if and only if they
are orthogonal with respect to both f1 and f2, the following proposition is
clear:
3.3. Proposition. A K-subspace W of the alternating space V; f  is
decomposable with respect to f; i.e., W splits into the direct sum of two
proper subspaces W ′ and W ′′ which are mutually orthogonal with respect to f;
W = W ′ ⊥ W ′′, if and only if FW  is a decomposable bialternating module
over K:
Nonequivalent representations of bialternating modules over the field K
correspond bijectively to orbits of the symplectic group SpV; f  in the set
of K-substructures of V . More precisely we have
3.4. Theorem. Let W and W ′ be K-substructures of V . There exists an
isometry of V; f  mapping W onto W ′ if and only if FW  and FW ′ are
isomorphic bialternating modules over K.
Proof. In fact, if there is an isomorphism FW  → FW ′ of bialter-
nating modules, then there exist bases B = e1; : : : ; et of W and B′ =
e′1; : : : ; e′t of W ′ with respect to which FW  and FW ′ have the same
representation. Then
tX
i=1
λiei 7→
tX
i=1
λie
′
i; λi ∈ L;
defines an isometry LW; fLW  → LW ′; fLW ′  from the L-space LW gen-
erated by W onto the L-space LW ′ generated by W ′ and, by Witt’s theorem,
we can extend such an isometry to an isometry V; f  → V; f .
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The converse direction follows from the inclusion
SpLV; f  ⊂ SpKV; f1 ∩ SpKV; f2:
3.5. Remark. In view of Dieudonne´’s Theorem 2.1 and Scharlau’s The-
orem 3.1, we can determine all nonequivalent representations of indecom-
posable bialternating modules over K and this, thanks to Theorem 3.4,
allows one to classify the orbits of the symplectic group SpLV; f  in the
set of K-substructures of V .
It has to be emphasized that, owing to the existence of neutral bialter-
nating modules of the shape F8px, the isometry classes in the set of
indecomposable K-substructures depend on the field K.
4. SOME PRELIMINARY REDUCTIONS
Throughout this section L = Kη is a quadratic extension of the field K;
V; f  a regular alternating space over L; and W a K-subspace of V of type
m; n with m 6= 0 6= n, indecomposable with respect to the nonsingular
alternating form f . In particular, we have radf W  = W ∩W ⊥ = E0.
If we are given a set of vectors B = ε1; : : : ; εm; e1; : : : ; en in W lin-
early independent over L such that ε1; : : : ; εm is maximal as a set of
vectors generating an L-subspace of W , i.e.,
ε1; : : : ; εmL = compLW;
then ε1; ηε1; : : : ; εm; ηεm; e1; : : : ; en is a basis of W over K and the
K-subspace generated by e1; : : : ; en is a K-substructure W ′ such that W =
compLW ⊕W ′. Clearly, every vector x ∈ W is written as
x =
mX
i=1
ξiεi +
nX
i=1
xiei
for uniquely determined scalars ξi ∈ L and xi ∈ K. We shall call a set of
vectors as B a basis of W over L and
X = (ξ1; : : : ; ξmyx1; : : : ; xn ∈ Lm ×Kn
the coordinates of x (with respect to B).
Automorphisms of the L-vector space V which leave W fixed have to
leave the L-component of W fixed, also. Therefore, the stabilizer of W in
the linear group GLV  maps homomorphically onto the group( 
B 0
C D
!
: B ∈ GLmL; C ∈Matn×mL;D ∈ GLnK
)
:
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We shall term such a group the group of L-automorphisms of W and denote
it by AutLW . Of course, X′ = XM , M ∈ AutLW; gives coordinates of x with
respect to a different basis of W over L and new coordinates of x can be
obtained only in this way.
The alternating form
fW : x; y 7→ f x; y; x; y ∈ W;
can be described in terms of coordinates X of x and Y of y as the function
x; y 7→ XA t Y;
where
A =
 A1 S
− tS A2

and A1, A2; and S are, respectively, the matrices with entries f εh; εk,
f ei; ej; and f εh; ej h; k = 1; : : : ;my i; j = 1; : : : ; n.
With this notation in mind, we prove
4.1. Proposition. (i) The L-component of W is totally isotropic. Hence
A1 = 0.
(ii) The rows of the matrix S are independent over K. In particular
m ≤ n.
Proof of (i). We have compLW = radcompLW  ⊥ Z for a nonsingular
L-space Z. Since radZ = E0; we have V = Z ⊥ Z⊥, that is W = Z ⊥
Z⊥ ∩ W . As we are assuming that W is neither decomposable nor an
L-space, we infer Z = E0:
Proof of (ii). Let X = x1; : : : ; xm ∈ Km such that XS = 0. Then, the
vector
Pm
i=1 xiεi is orthogonal to the whole W by (i) and radf W = E0
gives X = 0:
Thanks to 4.1(ii), we may suppose, up to a permutation of the vectors
e1; : : : ; en of the basis B being considered, that the entries f εh; ek yield
for h; k = 1; : : : ;m an invertible matrix S′. Thus, the change of coordinates
 = ξ1; : : : ; ξm 7→ ′ = S′−1
in the L-component of W allows one to assume
f εi; ej = δij; i; j = 1; : : : ;m:
Furthermore, if we replace the vectors e1; : : : ; em of the basis B by the
vectors
e′1 = e1; e′2 = e2 + f e1; e2ε1; : : : ; e′m = em +
m−1X
i=1
f ei; emεi;
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we obtain again a basis
B′ = ε1; : : : ; εmy e′1; : : : ; e′m; em+1; : : : ; en}
of W over L. Consider the K-subspace
W = ε1; : : : ; εmL ⊕ e′1; : : : ; e′mK:
With respect to the basis ε1; : : : ; εmy e′1; : : : ; e′m of W over L, the form f
is represented by the matrix  
0 Im
−Im 0
!
:
As W splits into the orthogonal sum W = H1 ⊥ · · · ⊥ Hm; where
Hi = εiL ⊕ e′iK;
we have
4.2. Theorem. Let W be of type m;m; m > 0. Then, m = 1 and W is
isometric to the K-subspace
H11 = εL ⊕ eK
generated by vectors ε and e linearly independent over L such that f ε; e = 1:
Thanks to 4.1(ii) and 4.2, we may now assume n > m. Then, with respect
to the basis B′; the matrix representing f on W has the shape0BB@
0 Im N
−Im 0 T
− tN − tT A
1CCA ;
with N; T ∈Matm×n−mL and A a skew-symmetric matrix in Matn−mL:
Write N as N = N1 + ηN2 with Ni ∈Matm×n−mK. Since the matrix0BB@
Im 0 0
0 Im 0
tT − tN1 In−m
1CCA
is in AutLW , up to a change of coordinates, we may assume T = 0 = N1.
Now we prove
4.3. Proposition. The rows of the matrix N2 are linearly independent
over K. In particular n ≥ 2m.
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Proof. Let X = x1; : : : ; xm ∈ Km such that XN2 = 0 and consider in
Km vectors Y1 = y11; : : : ; y1m; : : : ; Ym−1 = ym−1; 1; : : : ; ym−1;m, linearly
independent over K, such that X tYk = 0, k = 1; : : : ;m− 1. If there was a
nonzero component of X, say xh, then the K-subspace mX
i=1
xiεi

L
⊕ e′hK
would have in W an orthogonal complement, namely the K-subspace of
type m− 1; n− 1 having
ε1; : : : ; εh−1; εh+1; : : : ; εmy
mX
i=1
y1ie
′
i; : : : ;
mX
i=1
ym−1; ie
′
i; em+1; : : : ; en

as a basis over L. Therefore, X = 0 and the rows of N2 are independent
over K.
Consider the K-linear mapping
ϕ: em+1; : : : ; enK → ε1; : : : ; εmK
defined by the matrix tN2, that is,
x 7→
mX
i=1
f εi; xη−1εi:
In view of 4.3, such a linear mapping is surjective. Hence, there exists a
basis over K e′′1; : : : ; e′′n−m of the K-substructure em+1; : : : ; enK such
that
ϕe′′j  =

εj 1 ≤ j ≤ m,
E0 m+ 1 ≤ j ≤ n−m.
Manifestly, for such vectors e′′j ; we have
f εi; e′′j  =

ηδij 1 ≤ j ≤ m,
0 m+ 1 ≤ j ≤ n−m,
and
B′′ = ε1; : : : ; εmy e′1; : : : ; e′m; e′′1; : : : ; e′′n−m}
is a basis of W over L.
Now, we can classify K-subspaces of type m; 2m.
4.4. Theorem. Let W be of type m; 2m; m > 0. Then, either m = 1
and W is isometric to the K-subspace
H12 = εL ⊕ e′; e′′K
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generated by vectors ε; e′; and e′′ linearly independent over L such that
f ε; e′ = 1; f ε; e′′ = η; f e′; e′′ = 0;
or m = 2 and W is isometric to the K-subspace
H24 = ε1; ε2L ⊕ e′1; e′2; e′′1; e′′2K
generated by vectors εh; e
′
h; e
′′
h; h = 1; 2; linearly independent over L such
that, for i ≤ j;
f εi; εj = 0 = f e′i; e′j = f e′i; e′′j ;
f εi; e′j = δij;
f εi; e′′j  = ηδij;
f e′′1; e′′2 = 1:
Proof. If we coordinate W with respect the above basis B′′, the matrix
representing the form f on W has the shape0BB@
0 Im ηIm
−Im 0 0
−ηIm 0 A′′
1CCA ;
for a suitable skew-symmetric matrix A′′ ∈MatmL.
Let X ∈ GLmL and let X1; X2 ∈ MatmK be the components of X
over K, that is X = X1 + ηX2. Furthermore, let Y be a matrix such that
Y − tY is the skew-symmetric matrix X2A′′ tX2. The fact that the matrix X
is invertible is equivalent to require that the matrix with entries in K 
X1 X2
η2X2 X1
!
∈Mat2mK
is invertible, as well. Hence,0BB@
tX−1 0 0
L1 X1 X2
L2 η
2X2 X1
1CCA ;
where L1 = tY tX−1 and L2 = ηY − X1A′′ tX2 tX−1, is a matrix in
AutLW . If we change the coordinates in W using this L-automorphism,
then the matrix representing f on W turns into0BB@
0 Im ηIm
−Im 0 0
−ηIm 0 X1 − ηX2A′′ tX1 − η tX2
1CCA :
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Since X1 − ηX2 is invertible in MatmL as well as X1 + ηX2, we see that
we can put the skew-symmetric matrix
A′′ = (f e′′i ; e′′j ; i; j = 1; : : : ;m;
into a suitable canonic form. Namely, if rankA′′ = 2r, we may assume, for
i < j,
f e′′i ; e′′j  =
n 1 if 1 ≤ i ≤ r and j = r + i,
0 otherwise.
Suppose now that m > 2r > 0, then W = W ′ ⊥ W ′′ with
W ′ = ε1; : : : ; ε2rL ⊕ e′1; : : : ; e′2r; e′′1; : : : ; e′′2rK;
W ′′ = ε2r+1; : : : ; εmL ⊕ e′2r+1; : : : ; e′m; e′′2r+1; : : : ; e′′mK:
Thus, either r = 0 or m = 2r.
Let r = 0. If m > 1, there is the orthogonal decomposition
W = P1 ⊥ · · · ⊥ Pm;
where
Pi = εiL ⊕ e′i; e′′i K:
Therefore, m = 1 and we have W ' H12 in this case.
Let m = 2r. If r > 1, then W = R1 ⊥ · · · ⊥ Rr; where
Ri = εi; εr+iL ⊕ e′i; e′′i ; e′r+i; e′′r+iK:
So, m = 2 and we have W ' H24:
In view of 4.1(ii), 4.2, 4.3, and 4.4, we now have
4.5. Corollary. Let the type m;n of W be 6= 1; 1; 1; 2; and 2; 4.
Then, n > 2m:
4.6. Remark. The K-subspaces H12 and H24 are actually indecompos-
able with respect to the alternating form f . In fact, the L-space generated
by H12 has the orthogonal decomposition
ε; e′L ⊥ e′′ − ηe′L;
but e′′ − ηe′ 6∈ H12.
To prove that H24 is indecomposable, we have to consider the bialter-
nating module FH24 ∈ BM8×8K associated to H24 (see Sect. 3). With
respect to the basis ε1; ηε1; e′2; e′′2; ε2; ηε2; e′1; e′′1 of W over K, FH24
has the representation  
0 M1
− tM1 0
!
;
 
0 M2
− tM2 0
!!
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with
M1 =
0BBBBB@
0 0 1 0
0 0 0 η2
−1 0 0 0
0 −η2 0 −1
1CCCCCA ; M2 =
0BBBBB@
0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0
1CCCCCA :
Since the Kronecker module M1;M2 ' M1M−12 ; I4 is isomorphic to
8x2−η22 and this Kronecker module is indecomposable (see Theorem 2.1),
the indecomposability of H24 follows from 3.3 and 3.1.
5. SYMPLECTIC BASES OF K-SUBSPACES
Throughout this section L = Kη indicates again a quadratic extension
of the field K, the pair V; f  a regular alternating space of finite dimension
over L; and W a K-subspace of V of type m; 2m + t with m 6= 0 6= t,
indecomposable with respect to the nonsingular alternating form f . Notice
that the results achieved in Section 4 say that, apart from H11; H12; and
H24, every indecomposable K-subspace with nontrivial L-component has
such a type.
The discussion before Theorem 4.4 yields
5.1. Proposition. There exists a basis of W over L with respect to which
the matrix representing f on W has the shape0BBBBB@
0 Im ηIm 0
−Im 0 0 0
−ηIm 0 A1 B
0 0 − tB A2
1CCCCCA ;
where B ∈ Matm×n−2mL and A1 ∈ MatmL; A2 ∈ Matn−2mL are
skew-symmetric matrices.
Definition. We shall term symplectic any basis of W over L which al-
lows one to represent the form f on W in the way of Proposition 5.1.
The group SW  of L-automorphisms of W mapping symplectic bases
onto symplectic bases can be obtained as follows.
Consider matrices X1; X2 ∈ MatmK with X = X1 + ηX2 ∈ GLmL
and matrices Y1; Y2 ∈Matm×tK and Z ∈ GLtK. Then, 
X1 X2
η2X2 X1
!
∈ GL2mK
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and 0BBBBB@
tX−1 0 0 0
L1 X1 X2 Y1
L2 η
2X2 X1 Y2
L3 0 0 Z
1CCCCCA
yields an L-automorphism of W for all L1; L2 ∈ MatmL and L3 ∈
Matt×mL: If we have a representation0BBBBB@
0 Im ηIm 0
−Im 0 0 0
−ηIm 0 A1 B
0 0 − tB A2
1CCCCCA
of f on W with respect to a symplectic basis B and we take L1 solving the
equation of skew-symmetric matrices
X tL1 − L1 tX =
(
X2B
tY1 − Y1 tB tX2
+ Y1A2 tY1 +X2A1 tX2
and
L3 = Z
(
tB tX2 −A2 tY1 tX−1;
L2 = ηX tL1 tX−1 + Y2Z−1L3 −X1
(
B tY1 +A1 tX2

tX−1;
then we obtain an L-automorphism of W which changes the above repre-
sentation of f into 0BBBBB@
0 Im ηIm 0
−Im 0 0 0
−ηIm 0 A¯1 B¯
0 0 − tB¯ A¯2
1CCCCCA ;
where
A¯1 =
(
X1 − ηX2

A1
( tX1 − η tX2+ (Y2 − ηY1A2( tY2 − η tY1
+ (X1 − ηX2B( tY2 − η tY1− (Y2 − ηY1 tB( tX1 − η tX2;
A¯2 = ZA2 tZ;
B¯ = (X1 − ηX2B tZ + (Y2 − ηY1A2 tZ:
Therefore, the considered L-automorphism is in the group SW  of L-
automorphisms of W mapping symplectic bases onto symplectic bases.
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It is a straightforward calculation to verify that, conversely, every L-
automorphism in the group SW  has the above shape. Since X1 − ηX2 is
invertible as well as X1 + ηX2, we have
5.2. Proposition. Let0BBBBB@
0 Im ηIm 0
−Im 0 0 0
−ηIm 0 A1 B
0 0 − tB A2
1CCCCCA
be a matrix representing f on W with respect to a symplectic basis of W over L.
Then, 0BBBBB@
0 Im ηIm 0
−Im 0 0 0
−ηIm 0 A¯1 B¯
0 0 − tB¯ A¯2
1CCCCCA
is a representation of f on W with respect to another symplectic basis of W
over L if and only if there exist matrices X ∈ GLmL, Y ∈Matm×tL; and
Z ∈ GLtK such that
A¯1 = XA1 tX + YA2 tY +XB tY − Y tB tX;
A¯2 = ZA2 tZ;
B¯ = XB tZ + YA2 tZ:
5.3. Remark. As 
A¯1 B¯
− tB¯ A¯2
!
=
 
X Y
0 Z
! 
A1 B
− tB A2
! 
tX 0
tY tZ
!
;
the effect of replacing a symplectic basis
ε1; : : : ; εmy e′1; : : : ; e′m; e′′1; : : : ; e′′m; u1; : : : ; ut
}
of W over L with another one is the same as if we replace e′′1; : : : ; e
′′
m
with vectors in the L-space e′′1; : : : ; e′′m; u1; : : : ; utL and u1; : : : ; ut with
vectors in the K-space u1; : : : ; utK . Notice that these replacements have
no restriction, apart from the fact that the m + t new vectors have to be
linearly independent over L.
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6. SOME INVARIANTS
The notation used in this section is the same as in Section 5. Also, refer-
ring to a fixed symplectic basis
B = ε1; : : : ; εmy e′1; : : : ; e′m; e′′1; : : : ; e′′m; u1; : : : ; ut}
of W over L, we introduce the L-spaces
W˜ = e′′1; : : : ; e′′m; u1; : : : ; utLy
U˜ = u1; : : : ; utLy
U˜⊥ = x ∈ W˜ : f x; u = 0 ∀u ∈ U˜}:
With this notation in mind, we have
6.1. Proposition. (i) radf W˜ ⊂ U˜⊥ ⊂ U˜ ;
(ii) dimL U˜⊥/ radf W˜ = m.
In particular, t ≥ m.
Proof of (i). If there was a vector in W˜ \ U˜ orthogonal to the whole U˜ ,
then, in view of Remark 5.3, we might assume that this vector is the vector
e′′1 , which means that ε1L ⊕ e′1; e′′1K is orthogonal summand of W .
Proof of (ii). It follows from i in view of the identities
dimL U˜
⊥ = dimL W˜ − dimL U˜ + dimL radf W˜ = m+ dimL radf W˜ :
Thanks to Proposition 6.1 (ii), we see that the dimension of the factor
space U˜⊥/ radf W˜ is independent of the fixed basis B. There are further
integers which do not depend on B, precisely
6.2. Proposition. The integers
r x= 12 dimL U˜/U˜⊥; s x= dimL U˜/ radf W˜ ; d x= dimL radf W˜
do not depend on the symplectic basis being considered and s = 2r +m.
Proof. Let B¯ = ε¯1; : : : ; ε¯my e¯′1; : : : ; e¯′m; e¯′′1; : : : ; e¯′′m; u¯1; : : : ; u¯t be an-
other symplectic basis of W over L and consider the matrices
A1 =
(
f e′′h; e′′k

; A2 = f ui; uj; B = f e′′h; ui;
A¯1 =
(
f e¯′′h; e¯′′k

; A¯2 =
(
f u¯i; u¯j

; B¯ = (f e¯′′h; u¯i;
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h; k = 1; : : : ;m; i; j = 1; : : : ; t. Looking at Proposition 5.2, we see that
the above matrices are related by equations A¯2 = ZA2 tZ and 
A¯1 B¯
− tB¯ A¯2
!
=
 
X Y
0 Z
! 
A1 B
− tB A2
! 
tX 0
tY tZ
!
;
for suitable matrices X ∈ GLmL, Y ∈ Matm×tL; and Z ∈ GLtK.
Therefore, rank A¯2 = rankA2 and
rank
 
A¯1 B¯
− tB¯ A¯2
!
= rank
 
A1 B
− tB A2
!
;
which means that the integers r = 12 dimL U˜/U˜⊥ and d = dimL radf W˜ do
not depend on B. On the other hand, by Proposition 6.1, we have
s = dimL U˜/ radf W˜ = dimL U˜/U˜⊥ + dimL U˜⊥/ radf W˜ = 2r +m;
i.e., the integer s is independent of B, also.
6.3. Remark. Another integer which is independent of the basis B is
the difference c x= rankA− rankA2, where
A =

B
A2

=
0BBBBBBBBBBBBB@
f e′′1; u1 · · · f e′′1; ut
:::
:::
:::
f e′′m; u1 · · · f e′′m; ut
f u1; u1 · · · f u1; ut
:::
:::
:::
f ut; u1 · · · f ut; ut
1CCCCCCCCCCCCCA
:
In fact, referring to the proof of Proposition 6.2, we see that the matrix
A turns into
A¯ =
 
XB tZ + YA2 tZ
ZA2
tZ
!
;
if we coordinate by B¯. Since we obtain A¯ as the product 
X Y
0 Z
! 
B
A2
!
tZ;
i.e., by multiplying A by invertible matrices, we have rank A¯ = rankA, as
well as rank A¯2 = rankA2 and we see that c = rankA− rankA2 does not
depend on B.
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Now, the fact that the K-subspace W is indecomposable does not allow
that the integer c is 0, i.e., that the rows of the matrix
B =
0BBB@
f e′′1; u1 · · · f e′′1; ut
:::
:::
:::
f e′′m; u1 · · · f e′′m; ut
1CCCA
do not depend over L on the rows (as well as of the columns) of the matrix
A2 =
0BBB@
f u1; u1 · · · f u1; ut
:::
:::
:::
f ut; u1 · · · f ut; ut
1CCCA :
Indeed, if there were elements xhi; yhi ∈ K; h = 1; : : : ;m; i = 1; : : : ; t;
such that
f e′′i ; uk =
tX
j=1
xij + ηyijf uk; uj
for all k = 1; : : : ; t, then W would split into the orthogonal sum
W = (compLW ⊕ E′ ⊥ E′′;
where E′ is the K-substructure generated by the vectors
e′1 −
tX
j=1
y1juj; : : : ; e
′
m −
tX
j=1
ymjuj;
e′′1 +
tX
j=1
x1juj; : : : ; e
′′
m +
tX
j=1
xmjuj
and E′′ the K-substructure generated by
u1 +
tX
j=1
mX
k=1
ykjf u1; ujεk; : : : ; ut +
tX
j=1
mX
k=1
ykjf ut; ujεk:
There is just one possibility that the invariant integer r is 0, which means
that the vectors u1; : : : ; ut generate a totally isotropic subspace; precisely
6.4. Theorem. Let r = 0, then m = t = 1 and W is isometric to the
K-subspace of type 1; 3
H13 = εL ⊕ e′; e′′; uK
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generated by vectors ε; e′; e′′; and u linearly independent over L such that
f ε; e′′ = η;
f ε; e′ = f u; e′′ = 1;
f ε; u = f e′; e′′ = f e′; u = 0:
Proof. It follows from Proposition 6.1 that s = m in this case. Hence,
we may assume that
U˜ = u1; : : : ; umL ⊕ radf W˜ :
Denote by W˜ † the subspace of W˜ generated by the vectors e′′1; : : : ; e
′′
m;
u1; : : : ; um. Since f is nondegenerate on W˜ †, there exists a basis
v1; : : : ; vm; w1; : : : ; wm
of W˜ † such that f vi; vj = f wi;wj = 0 and f wi; vj = δij for all i; j =
1; : : : ;m: As the space u1; : : : ; umL is totally isotropic, as well as the
space w1; : : : ; wmL, by Witt’s theorem, the mapping
wi 7→ ui i = 1; : : : ;m
extends to an isometry σ of the whole W˜ †. In view of Remark 5.3, there
exists a symplectic basis
B¯ = ε¯1; : : : ; ε¯my e¯′1; : : : ; e¯′m; e¯′′1; : : : ; e¯′′m; u1; : : : ; ut};
of W over L, with the same vectors u1; : : : ; ut as in B, for which we have
f
(
e¯′′i ; e¯
′′
j
 = f (σvi; σvj = 0
for all i; j = 1; : : : ;m. Then, with respect to the basis
ε¯1; ηε¯1; : : : ; ε¯m; ηε¯m; u1; : : : ; ut; e¯
′
1; : : : ; e¯
′
m; e¯
′′
1; : : : ; e¯
′′
m
}
;
of W over K, the bialternating module FW  associated to W (see Sect. 3),
has a representation of the shape  
0 M1
− tM1 0
!
;
 
0 M2
− tM2 0
!!
with M1; M2 ∈Mat2m+t×2mK. As W is indecomposable, Theorem 3.1(ii)
forces M1;M2 to be an indecomposable Kronecker module over K. With
the aid of Dieudonne´’s Theorem 2.1, we see that this can occur only if
M1;M2 is isomorphic to t82m, which means t = 1 and, consequently,
m = 1 by Proposition 6.1.
Since f u1; e′′1 = 0 would imply u1 ∈ radf W , we may assume
f u1; e′′1 = 1 and the theorem is proved.
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The K-subspace H13 being actually indecomposable (see Remark 7.1),
from Theorem 6.4 and Proposition 6.1 it follows
6.5. Corollary. H13 is the unique indecomposable K-subspace of V of
type m; 3m; m > 0:
From now on, we may assume, in view of Theorem 6.4, that the integer
invariant r is 6= 0, hence t > m by Proposition 6.1.
Thanks to Proposition 6.1 and Proposition 6.2, we can renumber the
vectors u1; : : : ; ut in the basis B in such a way that
U˜ = radf W˜ ⊕ u1; : : : ; um+2rL = U˜⊥ ⊕ um+1; : : : ; um+2rL:
Consider now the matrices N ′ ∈MatmL;N ′′ ∈Matm×t−mL and N ′′′ ∈
Matt−mL having entries
f uh; uk; h; k = 1; : : : ;m;
f uh; uj; h = 1; : : : ;my j = m+ 1; : : : ; t;
f ui; uj; i; j = m+ 1; : : : ; t;
respectively. As um+1; : : : ; um+2r is maximal as a subset of u1; : : : ; ut
generating a regular alternating L-space, we have rankN ′′′ = 2r. Conse-
quently, 0@ 0 −Im 0Im N ′ N ′′
0 − tN ′′ N ′′′
1A
is a matrix of rank 2m + r, that is the rank of the restriction of the
alternating form f to the L-space W˜ . Therefore, there exists a basis
v1; : : : ; vm;w1; : : : ; wt
of W˜ with respect to which f is represented on W by the above matrix.
In particular, this means that the vectors v1; : : : ; vm;w1; : : : ; wm+2r span a
nondegenerate L-space having v1; : : : ; vmL as a totally isotropic subspace
and
f wi; vh =

1 if i = h,
0 if i 6= h,
holds for all i = 1; : : : ; tyh = 1; : : : ;m. Besides, for k = 1; : : : ;m+ 2r, the
mapping wk 7→ uk yields an isometry
w1; : : : ; wm+2rL→ u1; : : : ; um+2rL
which extends to an isometry
v1; : : : ; vm;w1; : : : ; wm+2rL→ e′′1; : : : ; e′′m; u1; : : : ; um+2rL
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by Witt’s theorem. As
W˜ = radf W˜ ⊕ v1; : : : ; vm;w1; : : : ; wm+2rL
= radf W˜ ⊕ e′′1; : : : ; e′′m; u1; : : : ; um+2rL
such an isometry extends, in turn, to an isometry σ : W˜ → W˜ such that
σwi = ui for all i = 1; : : : ; t. Then, in view of Remark 5.3, there exists a
symplectic basis
B¯ = ε¯1; : : : ; ε¯my e¯′1; : : : ; e¯′m; e¯′′1; : : : ; e¯′′m; u1; : : : ; ut};
of W over L with the same vectors u1; : : : ; ut as in B, such that e¯
′′
1; : : : ; e¯
′′
m
generate a totally isotropic K-substructure and
f ui; e¯′′h = f ui; σvh = f wi; vh =

1 if i = h,
0 if i 6= h,
holds for all i = 1; : : : ; t; h = 1; : : : ;m.
The next lemma summarizes the above discussion and it is fundamental
in order to achieve our goal.
6.6. Lemma. Let uj1; : : : ; uj2r be maximal as a subset of u1; : : : ; ut
spanning a nondegenerate space and let ui1; : : : ; uim ⊂ u1; : : : ; ut be such
that
U˜ = radf W˜ ⊕ ui1; : : : ; uim; uj1; : : : ; uj2r L:
Then, there exists another symplectic basis
B¯ = ε¯1; : : : ; ε¯my e¯′1; : : : ; e¯′m; e¯′′1; : : : ; e¯′′m; u1; : : : ; ut};
of W over L, with the same vectors u1; : : : ; ut as in B, satisfying the condi-
tions:
1. The vectors e¯′′1; : : : ; e¯
′′
m generate a totally isotropic subspace;
2. Each vector in u1; : : : ; ut \ ui1; : : : ; uim is orthogonal to each
vector in e¯′′1; : : : ; e¯′′m;
3. f uih; e¯′′k = δhk h; k = 1; : : : ;m:
In Section 3 we introduced the bialternating module FW  ∈ BMt+4mK
obtained by restricting at W the components f1 and f2 over K of
the L-valued form f . If we restrict f1 and f2 at the K-substructure
U = u1; : : : ; utK , generated by the vectors u1; : : : ; ut of the basis B
being considered, we obtain a further bialternating module
FU ∈ BMtK:
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By Proposition 5.2 we have
6.7. Proposition. The isomorphy class of the bialternating module FU
is independent of the basis B.
We know (Proposition 3.3) that the condition that W is indecomposable
means that FW  is an indecomposable bialternating module over K. A
consequence of Lemma 6.6 is that FU is indecomposable, as well.
6.8. Proposition. The bialternating module FU is indecomposable.
Proof. Assume there is an orthogonal decomposition
U = u˜1; : : : ; u˜pK ⊥ u˜p+1; : : : ; u˜tK:
Then, by Proposition 5.2, the vectors
ε1; : : : ; εmy e′1; : : : ; e′m; e′′1; : : : ; e′′m; u˜1; : : : ; u˜t
form again a symplectic basis of W over L and, with the aid of Lemma 6.6
we can realize a further symplectic basis
B˜ = ε˜1; : : : ; ε˜my e˜′1; : : : ; e˜′m; e˜′′1; : : : ; e˜′′m; u˜1; : : : ; u˜t}
of W over L such that the vectors e˜′′1; : : : ; e˜
′′
m generate a totally isotropic
K-substructure and, for suitable integers m1 and m2 with m1 +m2 = m,
we have
f
(
e˜′′h; u˜p+j
 = f (e˜′′m1+k; u˜i = 0
for all h = 1; : : : ;m1; k = 1; : : : ;m2; i = 1; : : : ; p; and j = 1; : : : ; t − p.
As a consequence, there is the orthogonal decomposition W = W1 ⊥ W2,
where W1 and W2 are the K-subspaces having, as bases over L, the bases
B˜1 =

ε˜1; : : : ; ε˜m1 y e˜′1; : : : ; e˜′m1; e˜′′1; : : : ; e˜′′m1; u˜1; : : : ; u˜p
}
and B˜2 = B˜ \ B˜1. Hence, either m1 = 0 = p or m2 = 0 = t − p.
As every bialternating module is isomorphic to a neutral one, there exists
a Kronecker module 8 ∈ KMp; qK, with p + q = t, such that FU is
isomorphic to F8. Of course, we may assume p ≥ q. Furthermore, if
N1;N2, N1;N2 ∈Matp×qK, is a representation of 8, then 
0 N1 + ηN2
− tN1 − η tN2 0
!
is congruent to the matrix with entries f ui; uj; i; j = 1; : : : ; t, which
means that N = N1 + ηN2 is a matrix of rank r = 12 dimL U˜/U˜⊥.
By Proposition 6.8 and Theorem 3.1(ii), 8 is an indecomposable Kro-
necker module over K. Thus, with the aid of Dieudonne´’s Theorem 2.1, we
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see that only the following three possibilities can occur for the rank r of N:
(a) r = p = q;
(b) r = p− 1 = q;
(c) r = p− 1 = q− 1.
Hence, in any case we have p+ q− 2r ≤ 2 and, in view of Proposition 6.1
and Proposition 6.2,
2 ≥ p+ q− 2r = t − 2r ≥ m > 0:
From this, it follows
6.9. Theorem. The dimension p; q of the Kronecker module 8 is
uniquely determined by W through the condition p ≥ q. For the integer
invariants d; m; p; q; and r only the following possibilities can occur:
1. m = 1, d = 0, r = p− 1 = q;
2. m = 1, d = 1, r = p− 1 = q− 1;
3. m = 2, d = 0, r = p− 1 = q− 1.
Definition. We shall term W of first, second, or third kind, according to
whether W satisfies condition 1, 2, or 3 in Theorem 6.9.
6.10. Remark. Notice that W has type 1; 2 + t with t odd if W is of
first kind and type either 1; 2 + t or 2; 4 + t with t even according to
whether W is of second or third kind.
Let 
u′1; : : : ; u
′
p; u
′′
1; : : : ; u
′′
q
}
be a basis of U with respect to which we have for the bialternating module
FU = F8 the representation
0 N1
− tN1 0

;

0 N2
− tN2 0

:
In view of Remark 5.3, we can enlarge such a basis of U to obtain a sym-
plectic basis of W over L. Then, with the aid of Lemma 6.6, we see that W
splits into the direct sum of two proper totally isotropic subspaces:
W = W1 ⊕W2:
More precisely, we have
W1 = εL ⊕ u′1; : : : ; u′pK;
W2 = e′; e′′; u′′1; : : : ; u′′qK;
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with εy e′; e′′; u′1; : : : ; u′p; u′′1; : : : ; u′′q a symplectic basis of W over L, if W
is of first or second kind, whereas
W1 = ε1L ⊕ e′2; e′′2; u′1; : : : ; u′pK;
W2 = ε2L ⊕ e′1; e′′1; u′′1; : : : ; u′′qK;
with ε1; ε2y e′1; e′2; e′′1; e′′2; u′1; : : : ; u′p; u′′1; : : : ; u′′q a symplectic basis of W
over L, if W is of third kind.
Summing up we have
6.11. Theorem. There exists a decomposition W = W1 ⊕ W2 of W into
the direct sum of two K-subspaces W1 and W2 such that
1. W1 and W2 are totally isotropic;
2. W1 and W2 are generated by bases B1 and B2 over L such that
B1 ∪B2 yields a symplectic basis of W over L.
6.12. Remark. In view of Remark 6.10, from the proof of Theorem 6.11
we deduce the following values for the types of W1 and W2:
kind of W type of W1 type of W2 t
1st

1;
t + 1
2
 
0;
t + 3
2

odd
2nd

1;
t
2
 
0;
t + 4
2

even
3rd

1;
t + 4
2
 
1;
t + 4
2

even
7. CANONIC REPRESENTATIONS
The standard notation used in this section is the same as in the previous
one. We shall again assume 6= 0 the integer invariant r.
We want to determine a canonic representation on W for the L-valued
form f starting with the case where W is of first kind. In such a case,
t = 2p− 1 is odd (see Theorem 6.9) and the indecomposable bialternating
module FU is isomorphic to the neutral bialternating module Ft8p−1
by Scharlau’s Theorem 3.1 and Dieudonne´’s Theorem 2.1. Therefore, there
is a basis
U = u′1; : : : ; u′p; u′′1; : : : ; u′′p−1}
of U with respect to which the representation of f on U has the shape
0 N
− tN 0

;
quadratic extension of fields 143
where
N =
0BBBBBBBBBB@
η 0 · · · 0 0
1 η
:: :
::: 0
0 1
: : : 0
:::
::: 0
: : : η 0
0
:::
: : : 1 η
0 0 · · · 0 1
1CCCCCCCCCCA
∈Matp×p−1L:
Thanks to Lemma 6.6, we can enlarge U to obtain a basis
W = εyu′1; : : : ; u′p; e′; e′′; u′′1; : : : ; u′′p−1}
of W over L which allows one to represent f on W by a matrix
0 M
− tM 0

with
M =
0BBBBBBBBBB@
1 η 0 · · · 0 0
0 1 η
:: :
::: 0
::: 0 1
: : : 0
:::
0
::: 0
: : : η 0
0 0
:::
: : : 1 η
0 0 0 · · · 0 1
1CCCCCCCCCCA
∈Matp+1L:
It has to be emphasized that we can realize an indecomposable K-subspace
W of first kind for any p > 1, or for any odd t ≥ 3, which means that there
exists an indecomposable K-subspace of type 1; n for any odd n ≥ 5. In
order to see this, complete W to a basis
ε;ηε; u′1; : : : ; u
′
p; e
′; e′′; u′′1; : : : ; u
′′
p−1
}
of W over K. Then, we obtain for the bialternating module FW  associate
to W the representation
0 M1
− tM1 0

;

0 M2
− tM2 0

;
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where M1; M2 ∈Matp+2×p+1K are the matrices
M1 =
0BBBBBBB@
1 0 0 · · · 0
0 η2 0 · · · 0
0 1 0 · · · 0
0 0
:::
::: Ip−1
0 0
1CCCCCCCA
; M2 =
0BBBBBBB@
0 1 0 · · · 0
1 0 0 · · · 0
0 0
:::
::: Ip−1
0 0
0 0 0 · · · 0
1CCCCCCCA
;
and Proposition 3.3 and Theorem 3.1 reduce matters to check that
M1;M2 is an indecomposable Kronecker module over K. Of course, it is
the same if we verify that the transpose of M1;M2 is indecomposable.
Hence, let the matrices M1 and M2 act on the left, or regard M1;M2
as a Kronecker module 2 = V ′; V ′′yϑ1;ϑ2 from a p + 1-dimensional
K-vector space V ′ = v′0; : : : ; v′pK into a (p + 2)-dimensional K-vector
space V ′′ = v′′0 ; : : : ; v′′p+1K . Then, the ith subspace of the second series of
decomposability of 2 is
Bi = v′′0 ; v′′1 + η−2v′′2 ; v′′3 ; : : : ; v′′p−i+1K;
if i < p− 1, whereas
Bp−1 = v′′0 ; v′′1 + η−2v′′2K; Bp = v′′0K; Bp+1 = E0:
Therefore, the index of decomposability of 2 is p + 1 and from Proposi-
tion 2.3 it follows that 2 is indecomposable because ϑ2V ′ 6⊂ ϑ1V ′.
7.1. Remark. Notice that the above argument applies to H13, as well. As
H11 is manifestly indecomposable, we have an indecomposable K-subspace
of type 1; n for any odd n.
Assume now that W is of second or third kind. Then, r = p− 1 = q− 1,
and we infer from Dieudonne´’s Theorem 2.1 that there exists a polyno-
mial gx = Pp−1i=0 ap−ixi + xp ∈ Kx such that the indecomposable bial-
ternating module FU is isomorphic to the neutral bialternating module
F8gx. Furthermore, the Kronecker module 8gx being indecomposable
by Scharlau’s Theorem 3.1(ii), we have ap 6= 0. So, there exists a basis
u′1; : : : ; u
′
p; u
′′
1; : : : ; u
′′
p
}
of U which allows one to represent f on U by a matrix
0 N
− tN 0

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with
N =
0BBBBB@
η− a1 −a2 · · · −ap−2 −ap−1 −ap
1 η · · · 0 0 0
0 1 · · · : 0 0
: 0 · · · η · 0
0 : · · · 1 η ·
0 0 · · · 0 1 η
1CCCCCA ∈MatpL
and
detN =
p−1X
i=0
−1p−iap−iηi + ηp = 0
because r = p− 1. Notice that the conditions detN = 0 and ap 6= 0 give
p−1X
i=1
−1p−iap−iηi−1 + ηp−1
= det
0BBBBB@
η− a1 −a2 · · · −ap−3 −ap−2 −ap−1
1 η · · · 0 0 0
0 1 · · · · 0 0
: 0 · · · η · 0
0 : · · · 1 η ·
0 0 · · · 0 1 η
1CCCCCA 6= 0:
We can enlarge the above basis of U to obtain a basis of W over K giving
a representation of the bialternating module FW  of the shape
0 M1
− tM1 0

;

0 M2
− tM2 0

:
In fact, in view of Lemma 6.6 if W is of second kind, there is a symplectic
basis 
εy e′; e′′; u′1; : : : ; u′p; u′′1; : : : ; u′′p
}
of W over L with f e′′; u′1 = −1 and f e′′; u′i = f e′′; u′′j  = 0 for all
i = 2; : : : ; p and j = 1; : : : ; p; whereas, if W is of third kind, there is a
symplectic basis
ε1; ε2y e′1; e′2; e′′1; e′′2; u′1; : : : ; u′p; u′′1; : : : ; u′′p
}
of W over L with f e′′1; u′1 = f e′′2; u′′p = −1 and f e′′1; u′i = f e′′1; u′′j  =
f e′′2; u′j = f e′′2; u′′k = 0 for all i = 2; : : : ; p; j = 1; : : : ; p; and k =
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1; : : : ; p− 1: So, we get
M1 =
0BBBBBBB@
1 0 0 · · · 0 0
0 η2 0 · · · 0 0
0 1 −a1 · · · −ap−1−ap
0 0 0
:::
::: Ip−1
:::
0 0 0
1CCCCCCCA
;
M2 =
0BBBBBBB@
0 1 0 0 · · · 0
1 0 0 0 · · · 0
0 0 1 0 · · · 0
0 0 0
:::
:::
::: Ip−1
0 0 0
1CCCCCCCA
if W is of second kind and we refer to the basis
ε;ηε; u′1; : : : ; u
′
p; e
′; e′′; u′′1; : : : ; u
′′
p
}
and
M1 =
0BBBBBBBBBBB@
1 0 0 0 0 · · · 0 0
0 η2 0 0 0 · · · 0 0
0 0 −1 0 0 · · · 0 0
0 0 0 −η2 0 · · · 0 −1
0 1 0 0 −a1 · · · −ap−1 −ap
0 0 0 0 0
:::
:::
:::
::: Ip−1
:::
0 0 0 0 0
1CCCCCCCCCCCA
;
M2 =
0BBBBBBBBBBB@
0 1 0 0 0 0 · · · 0
1 0 0 0 0 0 · · · 0
0 0 0 −1 0 0 · · · 0
0 0 −1 0 0 0 · · · 0
0 0 0 0 1 0 · · · 0
0 0 0 0 0
:::
:::
:::
::: 0 Ip−1
0 0 0 0 0
1CCCCCCCCCCCA
if W is of third kind and we refer to the basis
ε1; ηε1; e
′
2; e
′′
2; u
′
1; : : : ; u
′
p; e
′
1; e
′′
1; ε2; ηε2; u
′′
1; : : : ; u
′′
p
}
:
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Now, Scharlau’s Theorem 3.1 reduces matters to find necessary and suffi-
cient conditions under which the Kronecker module 2 = M1;M2 is inde-
composable over K.
Notice that, if W is of second kind, as well as if W is of third kind, M1
and M2 have the shape
M1 =

X1 0
Y1 Z1

; M2 =

X2 0
0 Z2

;
with
X1 =

1 0
0 η2

; X2 =

0 1
1 0

:
Therefore, 2 has, in any case, a proper invertible contraction determined
by X1;X2. Then, from Proposition 2.4 we infer that a necessary condition
in order that 2 is indecomposable is that both M1 and M2 are invertible.
Hence, 2 ≡ M; Ip+2m, where
M =M1M−12 =

X1X
−1
2 0
Y1X
−1
2 Z1Z
−1
2

:
Put X = X1X−12 = X1X2; Y = Y1X−12 = Y1X2; and Z = Z1Z−12 = Z1Z2,
then
X =

0 1
η2 0

and
Y =
0BB@
1 0
0 0
:::
:::
0 0
1CCA ; Z =
0BBB@
−a1 · · · −ap−1 −ap
0
Ip−1
:::
0
1CCCA
if W is of second kind,
Y =
0BBBBBBBB@
0 0
0 0
1 0
0 0
:::
:::
0 0
1CCCCCCCCA
; Z =
0BBBBBBB@
0 1 0 · · · 0 0
η2 0 0 · · · 0 −1
0 0 −a1 · · · −ap−1 −ap
0 0 0
:::
::: Ip−1
:::
0 0 0
1CCCCCCCA
;
if W is of third kind. Now we have
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7.2. Proposition. 2 is an indecomposable Kronecker module over K just
if the following hold:
(i) The minimal polynomial of Z is a power hxl of the minimal
polynomial hx = x2 − η2 of X;
(ii) hZl−1YX + ZY  6= 0.
Proof. See Remark 2.8.
Notice that 7.2(i) implies that p is even, hence t = 2p ≡ 0 (mod 4), and
l =
( p
2 if W is of second kind,
p
2 + 1 if W is of third kind.
Assume W is of second kind, then Condition 7.2(i) means
Pp−1
i=0 ap−ix
i +
xp = x2 − η2p/2, i.e.,
Z =
0BBBBBB@
0 c1 0 : : : cp/2−1 0 cp/2
0
Ip−1
:::
0
0
1CCCCCCA
with ci = −
(
p/2
i
−η2i; i = 1; : : : ; p2 . Also,
YX + ZY = t

0 1 0 0 · · · 0
1 0 0 0 · · · 0

;
hZp/2−1 = Z2 − η2Ipp/2−1
=
0BBBBBBBBBBBBBBB@
b11 0 b12 · · · 0 b1; p/2 0
0 b11 0 · · · b1; p/2−1 0 b1; p/2
b21 0 b22 · · · 0 b2; p/2 0
:::
:::
:::
:::
:::
:::
:::
0 bp/2−1; 1 0 · · · bp/2−1; p/2−1 0 bp/2−1; p/2
bp/2; 1 0 bp/2; 2 · · · 0 bp/2; p/2 0
0 bp/2; 1 0 · · · bp/2; p/2−1 0 bp/2; p/2
1CCCCCCCCCCCCCCCA
;
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where bij = −1p/2−i
( j−1
p/2−1
−η2p/2−i+j−1, and
hZp/2−1YX + ZY 
= t

0 b11 0 · · · bp/2−1; 1 0 bp/2; 1
b11 0 b21 · · · 0 bp/2; 1 0

6= 0;
i.e., Condition 7.2(ii) holds, as well. Therefore, we have an indecomposable
K-subspace of type 1; n for any n = 2 + t ≡ 2 (mod 4) (we recall that,
for n = 2, there is the K-subspace H12).
Suppose now W is of third kind. Then 7.2(i) is equivalent to assume
x2 − η2
p−1X
i=0
ap−ix
i + xp

= x2 − η2p/2+1;
i.e.,
Pp−1
i=0 ap−ix
i + xp = x2 − η2p/2 again. Hence,
Z =
0BBBBBBBBB@
0 1 0 0 0 · · · 0 0 0
η2 0 0 0 0 · · · 0 0 −1
0 0 0 c1 0 · · · cp/2−1 0 cp/2
0 0 0
:::
::: Ip−1
:::
0 0 0
0 0 0
1CCCCCCCCCA
;
YX + ZY =
0BBBBBBBBBB@
0 0
0 0
0 1
1 0
0 0
0 0
:::
:::
0 0
1CCCCCCCCCCA
;
hZp/2 = (Z2 − η2Ip+2p/2
=
0BBBBBBBBBBBB@
0 0 0 bp/2; 1 0 · · · bp/2; p/2−1 0 bp/2; p/2
0 0 bp/2; 1 0 bp/2; 2 · · · 0 bp/2; p/2 0
0 0 0 0 0 · · · 0 0 0
0 0 0 0 0 · · · 0 0 0
:::
:::
:::
:::
::: : : :
:::
:::
:::
0 0 0 0 0 · · · 0 0 0
1CCCCCCCCCCCCA
;
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hZp/2YX + ZY  = t

bp/2; 1 0 0 · · · 0
0 bp/2; 1 0 · · · 0

= t

1 0 0 · · · 0
0 1 0 · · · 0

6= 0;
where the entries ci and bij take the same values as before. So, we have an
indecomposable K-subspace of type 2; n for any n = 4 + t ≡ 0 (mod 4)
(for n = 4, there is the K-subspace H24).
Now, we can enunciate our main theorem
7.3. Theorem. In the alternating space V; f  there exists, for any positive
integer n < dimL V , just one K-subspace of type m;n with m > 0, which
is indecomposable with respect to f . Let W be such a K-subspace, then W
is the direct sum of two proper totally isotropic K-subspaces, W = W1 ⊕W2,
and just one of the following cases occur:
1. m = 1 and n odd. Then, either W is isometric to H11 or
W1 = w′1L ⊕ w′2; : : : ; w′n+1/2K;
W2 = w′′1 ; : : : ; w′′n+1/2K
and 0BBBBB@
1 η 0 · · · 0 0
0 1 η · · · · 0
· 0 1 · · · 0 ·
0 · 0 · · · η 0
0 0 · · · · 1 η
0 0 0 · · · 0 1
1CCCCCA ∈Matn+1/2L
is the matrix with entries f w′h;w′′k; h; k = 1; : : : ; n+12 .
2. m = 1 and n ≡ 2 mod 4. Then, either W is isometric to H12 or
W1 = w′1L ⊕ w′2; : : : ; w′n/2K;
W2 = w′′1 ; : : : ; w′′n+2/2K;
and 0BBBBBBBBB@
1 η 0 0 0 0 · · · 0 0
0 1 η c1 0 c2 · · · 0 cn−2/4
· 0 1 η 0 0 · · · 0 0
· · 0 1 η 0 · · · · ·
· · · 0 1 η · · · · ·
· · · · 0 1 · · · · ·
· · · · · · · · · η 0
0 0 0 0 0 0 · · · 1 η
1CCCCCCCCCA
∈Matn/2×n+2/2L;
with ci = −
(n−2/4
i
−η2i; i = 1; : : : ; n−24 , is the matrix with entries
f w′h;w′′k; h = 1; : : : ; n2 ; k = 1; : : : ; n+22 .
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3. m = 2 and n ≡ 0 mod 4. Then, either W is isometric to H24 or
W1 = w′1L ⊕ w′2; : : : ; w′n+2/2K;
W2 = w′′1L ⊕ w′′2 ; : : : ; w′′n+2/2K;
and 0BBBBBBBBBBBBB@
0 1 η 0 0 0 0 · · · 0 0
−1 0 0 0 0 0 0 · · · 0 0
−η 0 0 0 0 0 0 · · · 0 −1
0 0 1 η c1 0 c2 · · · 0 cn−4/4
· · 0 1 η 0 0 · · · 0 0
· · · 0 1 η 0 · · · · 0
· · · · 0 1 η · · · · ·
· · · · · 0 1 · · · 0 ·
· · · · · · · · · · η 0
0 0 0 0 0 0 0 · · · 1 η
1CCCCCCCCCCCCCA
∈Matn+2/2L
with ci = −
(n−2/4
i
−η2i; i = 1; : : : ; n−24 , is the matrix with entries
f w′h;w′′k; h; k = 1; : : : ; n−24 .
7.4. Remark. It is worth noting that, in contrast with the case of K-
substructures, we have finitely many isometry classes in the set of indecom-
posable K-subspaces with nontrivial L-component and they do not depend
on the field K. Since dimL V is even, the number of these classes is precisely
dimL V − 1.
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