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Abstract: Coprime factorizations of transfer functions play various important roles, e.g., minimality of
realizations, stabilizability of systems, etc. This paper studies the Bézout condition over the ring E ′(R−)
of distributions of compact support and the ring M(R−) of measures with compact support. These
spaces are known to play crucial roles in minimality of state space representations and controllability
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1. INTRODUCTION
This short note studies the issue of coprimeness for a certain
class of systems.
We first consider the input/output relation described by
q · y = p ·u (1)
where u and y denote the input and output, respectively, and
q and p are given elements belonging to a ring R that acts
on inputs and outputs and describes the type of input/output
relations. The multiplication in (1) is interpreted according to
the context it is considered.
With varied choices of the ring R, we can describe a vari-
ety of different classes of systems. For example, when R is
the ring of polynomials R[s], it will give the class of finite-
dimensional linear systems with (1) interpreted in the Laplace
transform domain. Likewise, R[z] corresponds to the class of
finite-dimensional discrete-time linear systems with (1) consid-
ered in the sense of the z-transform.
When R = R[s,z] with s being the Laplace transform variable
and z a finite-time delay, (1) can be interpreted as the class
of delay-differential systems. Extensive studies have been con-
ducted in this context in the literature; see, e.g., Rocha and
Willems (1997); Glüsing-Lüerssen (1997).
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When R is taken to be the ring of stable rational functions
Rstable(s), it can be used to study stabilization with compen-
sators over this ring (Vidyasagar (1985)). More generally, when
we take R to be H∞, (1) can describe a certain class of dis-
tributed parameter systems as well. This class of systems is
often adequate for studying stabilization/stabilizability over the
compensators constructed in the ring H∞. This class has also
been studied in depth in the literature. The authors have also
conducted some research concerning a coprimeness condition
over H∞ (Bonnet and Yamamoto (2016)).
In all these classes, the notion of coprimeness has played cru-
cial roles depending on the context where (1) is interpreted.
For example, for R = R[s] the coprimeness corresponds to
the minimality of the representation (i.e., realization) naturally
associated to (1); likewise for R[z]. For R = Rstable(s) or H∞,
the coprimeness yields stabilizability with compensators con-
structed over these rings.
In all these studies, a strong notion of coprimeness, i.e., the
Bézout identity (or Bézout condition)
px+qy = 1 (2)
plays a critical role in deriving desired results, i.e., minimality
or stabilizability, in the respective contexts.
For the study of distributed parameter systems, the first author
has introduced the class of pseudorational impulse responses
or transfer functions, and developed realization theory, vari-
ous spectral analysis, and coprimeness conditions Yamamoto
(1988, 1989).
In this note, we will give a brief overview for this class of
systems, the background and motivation for the study of this
class, and then proceed to the study of Bézout identity over this
class of systems.
The present article intends to give a new attempt to derive a
condition for the Bézout identity (2) in the class of systems de-
scribed by pseudorational impulse responses. We will provide a
Banach algebra approach for a small class of impulse responses
described by the space of measures, and then try to generalize
it to the general class of distributions. To this end, we need
to give some background materials, explain their motivations,
and show how this approach is important for some distributed
parameter systems. While we have once given a brief review
of this background material Yamamoto (2007b), it is important
to further motivate more deeply into the need of developing
actions induced by distributions and minimal representations
there. This will lead naturally into the minimality of the state
space representation and also controllability of behaviors over
such a ring, e.g., the ring E ′(R) or E ′(R−) of distributions of
compact support (see below for the definitions). The Bézout
identity over E ′(R) has been studied in Yamamoto and Willems
(2008); Yamamoto (2016).
The paper is organized as follows: In Section 2, we review
some basics for the study of pseudorational impulse responses.
We will motivate and give the definition of pseudorationality
(Yamamoto (1988)) and state the basic problem here. In Section
3, we show how the Bézout identity translates to an invertibility
condition in a quotient algebra. In Section 4, we confine our
attention to the algebra M(R−) consisting of measures with
compact support contained (−∞,0]. This restriction leads us to
the study of a Gel’fand algebra. In Section 5, we attempt to
generalize the result to the general case in E ′(R−), and also
show that how a simple generalization fails. While a general
result is available, a straightforward generalization is shown
to be not possible because there exists a pair in M(R−) that
satisfies a Bézout identity over E ′(R−) but is never coprime
over M(R−). In the final section we will disscuss how this
example suggests a further approach in this direction.
2. PSEUDORATIONALITY AND ITS BACKGROUND
Back in the early 1980s, the first author was trying to find a
suitable class of transfer functions that accommodates at least
delay-differential systems, and also enables us to study infinite-
dimensional systems with algebraic structures. The ring R[s,z]
is one such example, but it has a fatal defect in that it is not
closed under pole-zero cancellations. For example,
1− e−s
s
has a common zero at s = 0, but when we cancel this common
zero between the numerator and the denominator, the resulting







is no longer expressible as the ratio of two-variable polynomials
in s and z. This defect becomes critical when we want to
establish a framework that allows us to freely form a minimal
(canonical, i.e., reachable and observable) realization. This
naturally raises the following question:
What is the smallest algebra that includes the differentiation
and delay operator?
From here on, let us turn our discussion into the time domain
with convolution that gives a multiplication structure. Then, the
differentiation is expressed by the derivative δ ′ of the Dirac
delta, and time-delay operator is expressed as the convolution
with δa with a > 0. Likewise, the time advance operator of
length is δa with a < 0.
We now invoke an analogy with realization theory of the
discrete-time finite-dimensional systems. Note here that the
ring we consider there is R[z] where z is the time-advance
operator, not the delay operator. This formalism is particularly
suited for realization theory.
In analogy with this, we consider the convolution actions in-







where αi ∈ R and δ (ki) denotes the ki-th order derivative of δ .
However, the finite sum (3) does not constitute a closed space
convenient for analytical handling. We thus want to take a
suitable completion of the elements of form (3) under a suitable
topology.
One natural choice of such a topology is that of Schwartz dis-
tributions (Schwartz (1966)). We thus introduce the following
notions.
Let D ′ denotes the space of distributions on R. Let E ′(R) be its
subspace consisting of those having compact support. E ′(R−)
is also its subspace with support contained in the negative
half line (−∞,0]. D ′+ denotes the subspace of D ′ consisting
of elements having support bounded on the left. Distributions
such as Dirac’s delta δa placed at a ∈ R, its derivative δ ′a are
examples of elements in E ′(R). If a ≤ 0, then they belong to
E ′(R−). If we take the closure of elements of type (3) in D ′, it
is E ′(R). If we confine (3) to those with nonpositive ai, it will
be E ′(R−). (See Schwartz (1966, 1961) for more detail.)
We thus consider fraction representations over E ′(R−) (relying
on the analogy with R[z] and E ′(R−)).
Definition 2.1. An impulse response function G (suppG ⊂
[0,∞)) is said to be pseudorational (Yamamoto (1988)) if there
exist q, p ∈ E ′(R−) such that
(1) G = q−1 ∗ p where the inverse is taken with respect to
convolution and belongs to D ′+;
(2) ordq−1 = −ordq, where ordq denotes the order of a
distribution q (Schwartz (1966)). 2
If this condition is satisfied, we call (p,q) a pseudorational






y = (δ ′−1−δ )−1 ∗δ−1 ∗u,
and hence it is pseudorational.
The main problem that concerns us here is the following:
Problem Given a pseudorational pair (p,q) ∈ E ′(R−) ×
2 Roughly speaking, the order of a distribution α is the least integer r such that
α = (d/dt)rβ for some measure β .
E ′(R−), characterize a condition under which p and q satisfy
the Bézout identity:
p∗ x+q∗ y = δ (4)
for some x,y ∈ E ′(R−).
If we consider E ′(R) instead of E ′(R−), it gives a necessary
and sufficient condition for the behavior defined over D ′ (Ya-
mamoto (2016)). Actually, the Bézout condition over E ′(R) is
in close relationship with that in E ′(R−) (Yamamoto (2016)).
3. COPRIMENESS IN E ′(R−)
We first translate (4) to a divisibility condition by considering
the principal ideal (q) = q∗E ′(R−) generated by q in E ′(R−).
Note first that (4) is easily seen to be equivalent to
p∗φ = δ mod q. (5)
for some φ ∈ E ′(R−). In other words,
[p]∗ [φ ] = [δ ] (6)
in E ′(R−)/(q). This means that the equivalence class [p] is
invertible in the quotient algebra E ′(R−)/(q).
Condition (6) by itself is not so easy to handle because of the
intricate topology of E ′(R−). However, because q has compact
support, the following remarkable property holds:
Proposition 3.1. Take any T > 0 such that suppq ⊂ (−T,0].
Then
E ′(R−)/(q)∼= E ′([−T,0])/(q) (7)
Proof Let π be the projection operator
π : D ′→D ′(0,∞) : ψ 7→ ψ|(0,∞) (8)
where D ′(0,∞) is the space of distributions with support con-
tained in (0,∞). Given ψ ∈ D ′, define the following operator
πq as
π
q : E ′(R−)→ E ′(R−) : ψ 7→ q∗π(q−1 ∗ψ). (9)
Now for a distribution ψ ∈D ′+, define `(ψ) as
`(ψ) := inf{t ∈ suppψ} (10)
where suppψ denotes the support of ψ .
Take any x ∈ E ′(R−) along with πqx. We claim that πqx
belongs to E ′(R−) (hence (9) is well defined as a map from
E ′(R−) into itself) and that x∼= πqx mod q. We have
q−1∗(x−πqx)= q−1∗x−q−1∗q∗π(q−1x)= q−1∗x−π(q−1∗x).
The last term φ := q−1 ∗ x− π(q−1 ∗ x) belongs to E ′(R−)
because q−1 ∗ x− πq−1 ∗ x must be zero on (0,∞). That is to
say,
x−πqx = q∗φ ∈ q∗E ′(R−) = (q).
This also shows that πqx = x−q∗φ ∈ E ′(R−). In other words,
[x] = [πqx] in E ′(R−)/(q). Moreover, since `(π(q−1 ∗ x)) ≥ 0
and `(q) ≥ −T , the support of πqx = q ∗ π(q−1 ∗ x) must
be contained in [−T,0] by Lemma A.1. That is, for every
x ∈ E ′(R−), there always exists an element πqx such that
suppπqx⊂ [−T,0], and x∼= πqx mod q. This proves (7). 2
Remark 3.2. Proposition 3.1 claims that as far as a pseudo-
rational impulse response is concerned, we can confine our
attention to those inputs with support contained in [−T,0] with
−T < `(q). This result is not so surprising if we pay proper
attention to the compact-support property of q. Since q has
bounded support, its maximum length should determine the
maximum length of memory needed to reconstruct the state or
future outputs. This can be easily guessed once we resort to the
analogy with realization theory for discrete-time linear systems:
The degree of the denominator polynomial q(z) determines the
dimension of the state in the standard reachable realization, and
the degree here exactly corresponds to the length of the support
of q here. The projection scheme used above is an analogy to
the finite-dimensional theory developed by Fuhrmann (1976).
4. GEL’FAND ALGEBRA STRUCTURE OF THE SPACE
OF MEASURES
We have seen that the existence of the Bézout condition reduces
to the invertibility of [p] in the quotient algebra E ′(R−)/(q).
It is also seen that this space E ′(R−)/(q) is isomorphic to
E ′([−T,0])/(q) for some T > 0 so that its structure is quite
simplified. However, the space E ′(R−)/(q) is still not that
easy to tackle due to a rather complex topological structure of
E ′(R−)/(q).
We now choose to confine ourselves to the subspace M(R−)
that is the subspace of E ′(R−) consisting of measures, i.e.,
those with elements of order 0. As shown in Proposition 3.1,
M(R−)/(q) ∼= M([−T,0])/(q) for some T > 0. (Proposition
3.1 claims this fact for E ′(R−), but the proof remains essen-
tially the same. Note that ordq−1 = −ordq = 0 by condition
(2) of Definition 2.1, so that q−1 is also a measure.) We here
observe that the space M([−T,0])/(q) has a remarkable advan-
tage over E ′([−T,0])/(q) in that it can be regarded as a Banach
space with respect to the strong dual topology as the dual space
of the space of continuous functions C[−T,0]. Furthermore,
it inherits a natural algebra structure induced from M(R−)
(with respect to convolution) with the unity element [δ ]. In
other words, it is a Gel’fand algebra (Gel’fand et al. (1964);
Berberian (1973)).
A Gel’fand algebra is known to have a remarkable property in
that the invertibility of an element can be well tested by char-
acterizing the space of its maximal ideals (Berberian (1973);
Gel’fand et al. (1964)). This fact is best suited to study the
invertibility condition (6).
Let us now make the following Assumption:
Assumption 1 There exists σ ∈ R such that p(s) and q(s) do
not vanish on {s|Res≥ σ}.
Remark 4.1. Pseudorationality assumes the existence of q−1 ∈
D ′+, hence the above condition is automatically satisfied by
Lemma A.4. If p−1 ∈D ′+ is assumed, it also satisfies Assump-
tion 1. If Assumption 1 is satisfied we may assume that σ can
be taken to be zero, without loss of generality. For if necessary,
we can always shift the complex variable as s 7→ s−σ , and this
clearly does not affect the coprimeness relationship.
The following theorem was first given in Yamamoto (2007a),
but we here give a more complete proof for the sake of com-
pleteness.
Theorem 4.2. Let p,q ∈ M(R−), and satisfy Assumption 1.
Suppose that there exists c > 0,a ∈ R such that
|p(s)|+ |q(s)| ≥ c > 0 (11)
for every s∈C−= {s∈C|Res≤ 0}. Then the (p,q) is a Bézout
pair, i.e., satisfies the Bézout identity (4).
For the proof, we need some preliminaries. The question
here is to find a condition under which [p] is invertible in
M([−T,0])/(q). By Gel’fand representation theory (Berberian
(1973); Gel’fand et al. (1964)), an element [p] is invertible if
and only if it belongs to no maximal ideals.
Consider the Laplace transform of elements in M(R−). It is
easy to see that this is a subalgebra of H∞(C−). Then, as in
Hoffman (1962), we see that the correspondence
ψ 7→ ψ̂(s)
considered for s ∈ C− gives the Gel’fand representation.
What is then a maximal ideal in M(R−)? Take any λ ∈ C−,
and consider the point evaluation
φλ : f 7→ f̂ (λ ). (12)
It is easy to see that φλ is a complex homomorphism (i.e.,
homomorphism from M(R−) to C), and hence kerφλ is a
maximal ideal of M(R−). Observe however that this does not
necessarily yield a maximal ideal in M(R−)/(q), because in
order to be an ideal in this space, this ideal should contain (q).
In other words, q̂ should vanish there. If M is given by
Mλ = { f | f̂ (λ ) = 0},
then this means that λ should be a zero of q̂ for Mλ ⊃ (q). Now
let
λ1,λ2, . . . ,λn, . . . (13)
be the set of zeros of q̂. Then we have maximal ideals
Mλ1 ,Mλ2 , . . . ,Mλn , . . .
of M(R−)/(q). But these are not all. There are other maximal
ideals that are centered at “infinity”.
To see this, let us first start with the following proposition:
Proposition 4.3. Let f ∈M(R−), and suppose that φ( f ) = 0
for some complex homomorphism, i.e., f belongs to a maximal
ideal kerφ . Suppose also that φ does not agree with any of Mλn
as given above. Then there exists a sequence µn such that
• µn→ ∞ and
• f̂ (µn)→ 0 as n→ ∞
Proof Suppose there exists no such µn. Then there exists
δ > 0 and R > 0 such that | f̂ (s)| ≥ δ for |s| ≥ R. In view of
the Hadamard factorization (A.3) of q, it follows that either
(1) f̂ (s) has infinitely many zeros, or
(2) f̂ (s) has only finitely many zeros.
The first case is clearly impossible by | f̂ (s)| ≥ δ . Hence f̂
has only finitely many zeros. But this yields f̂ (s) = eαsP(s)
where P is a polynomial. Note that α ≥ 0 because the inverse
Laplace transform of f̂ is a measure in M(R−). Since α = 0
just corresponds to a constant, we assume α 6= 0, so that α > 0.
But then eαs can have infinitely many zeros along the imaginary
axis, and this contradicts | f̂ (s)| ≥ δ for |s| ≥ R. Hence f̂ must
be a polynomial. But this is again impossible unless f̂ is a
(nonzero) constant because the inverse Laplace transform of f̂
must be a measure. Therefore f̂ must be a constant. But this
yields φ(1) = 0, which clearly means that φ annihilates the
whole space, and this contradicts the fact that φ is a nontrivial
complex homomorphism (or kerφ is a maximal ideal). 2
In particular, this holds also for q. Then if M is a maximal
ideal of M(R−)/(q), then π−1(M) is clearly a maximal ideal
of M(R−), and this should contain (q).
We are now ready to prove Theorem 4.2.
Proof of Theorem 4.2 Suppose (11) holds, but p belongs to
a maximal ideal in M(R−)/(q). If p belongs to one of Mλn ,
then this would clearly contradict (11). Hence assume that p̂
vanishes at no λn, n = 1,2, . . .. Then by Proposition 4.3, there
exists µn such that µn→ ∞ and p̂(µn)→ 0. Since this maximal
ideal should contain q, q̂ should also vanish there, and hence
a suitable subsequence of q̂(µn) should go to 0. This clearly
contradicts (11). 2
Here are some examples:
Example 4.4. The pair (es/2 − 1,es − 1) is not a Bezout pair.
The pair possesses infinitely many common zeros.
Example 4.5. The pair (es,es/2−1) is a Bezout pair. It is easy
to check (11). This can also be directly verified by es− (es/2−
1)(es/2 +1) = 1.
Remark 4.6. Condition (11) is the same as that in the celebrated
Corona theorem by Carleson for H∞ (Duren (1970); Garnett
(1981)). One should of course be careful not to confuse the
present result with the Corona theorem, because such condi-
tions crucially depend on the choice of a ring. The proof here is
good deal simpler than that of the monstrous Corona theorem
(Duren (1970); Garnett (1981)). This is because the algebra
M(R−)/(q) is much “smaller” than H∞, and the way it yields
“cancellation at infinity” is quite much restricted by the discrete
zeros {λn}whereas in the case of the Corona theorem, there are
almost arbitrary ways in which such sequences go to infinity.
5. EXTENSION TO E ′(R−)
Let us first make the following assumption:
Assumption 2: The algebraic multiplicity of each zero λn of
q̂(s) is globally bounded.
The Gel’fand algebra structure and the characterization of the
maximal ideal space in M([−T,0])/(q) is fairly appealing, and
not so difficult as the case for H∞. It is thus quite tempting to
try to generalize the above result to the general case of E ′(R−)
or E ′(R).
We first note the following Theorem 5.1 obtained in Yamamoto
(2007a, 2016).
Theorem 5.1. Let q−1 ∗ p be pseudorational, and suppose that
there exists a nonnegative integer m such that
|λ mn p̂(λn)| ≥ c > 0,n = 1,2, . . . (14)
Then the pair (p,q) satisfies the Bézout identity (4) for some
φ ,ψ ∈ E ′(R−).
The proof given in Yamamoto (2007a, 2016) is fairly com-
plicated and highly technical. It does involve some elaborate
analysis of complex analytic functions of exponential type, and
some deep facts of their growth orders.
It is thus tempting to try to give a proof by using Theorem 4.2,
extending the result for M(R−) to E ′(R−).
Let us first prepare some pertinent facts on the structure of
E ′(R−). Since every element of E ′(R−) has compact support,
it is of finite order (Schwartz (1966)). That is, for every ψ ∈
E ′(R−), there exists r ≥ 0 such that
ψ = (d/dt)rψ0 (15)
for some ψ0 ∈M(R−) and r ≥ 0. This readily implies
E ′(R−) = ∪∞r=0(d/dt)M(R−). (16)
In other words, the algebra E ′(R−) is derived as the differenti-
ated union of measures.
We now suppose that we are given a pseudorational pair (p,q)
belonging to E ′(R−). Since E ′(R−) is the nested union of
differentiated measures, we may hope that we can reduce
the coprimeness problem of E ′(R−) into that of M(R−). A
procedure like the Euclid division algorithm can be a hint for
this.
Suppose for the moment that p is of order 0 and q is of order
1. Suppose also that q̂(s) has one real zero, say, λ . Then the
inverse Laplace transform of q̂(s)/(s− λ ) should be of order
zero because the division by s−λ should act as an integration.
Therefore, both p and L−1[q̂(s)/(s− λ )] should be of order
zero, i.e., measure.
Then it is naturally expected that the coprimeness of (p,q)
should reduce to that of (p,L−1[q̂(s)/(s−λ )]).
In fact, if (p,q0 ∗ q1) is coprime in a ring R (p,q1) is coprime
and vice versa. So it is natural to expect that the Bézout
condition of (p,q) is translated to that of (p,L−1[q̂(s)/(s−λ )])
where the latter belong to the space of measures M(R−), where
Theorem 4.2 is available.
However, this seemingly reasonable idea unfortunately does not
work. The following counterexample shows why.
Example 5.2. Consider the pair (δ ′−1 − δ ,δ−1). This pair is
clearly pseudorational. The element δ ′−1− δ has order 1, and
δ−1 has order 0, i.e., measure. They admit Laplace transforms
ses−1 and es, respectively. They satisfy the Bézout identity
(ses−1) · (−1)+ s · es = 1, (17)
or
(δ ′−1−δ )∗ (−δ )+δ ′ ∗δ−1 = δ , (18)
and hence the pair is coprime over E ′(R−).




(or its inverse Laplace transform) has order 0 because division
by s−α entails in integration of δ ′−1−δ once, whereby yield-
ing an element of order zero, i.e., a measure.







belongs to M(R−), and they are coprime over E ′(R−). How-
ever, this does not guarantee that this pair admits a coprime
factorization over M(R−) in the sense of Theorem 4.2.
To see this, observe that ses− 1 admits infinitely many zeros
λn such that Reλn → −∞. (This can easily be seen by noting
that it is the characteristic function of the retarded delay-
differential equation ẋ = x(t−1)+u.) Indeed, λneλn = 1 admits
infinitely many solutions such that eλn = 1/λn, n= 1,2, . . .. This
also implies that p̂(λn)→ 0 as n→ ∞. That is, it contradicts
condition (11) of Theorem 4.2, and cannot be a Bézout pair in
M(R−).
In other words, the pair can admit a Bézout identity over
E ′(R−) with x,y ∈ E ′(R−), but it cannot satisfy a Bézout
condition over the algebra of M(R−) because the latter algebra
is much smaller than E ′(R−) and does not give as much
freedom as that induced by E ′(R−). This can be more directly
seen by noting the identity





· (α− s) = 1.
This looks trivial and not any different from (17). The differ-
ence here is that the multiplying factor α − s that makes the
pair (19) satisfy the Bézout identity does not belong to (the
Laplace transform of) M(R−). To cover this situation, we do
need Theorem 5.1, which cannot be, unfortunately, covered as
a natural variant of Theorem 4.2.
In fact, at the zeros λn of q̂, eλn = 1/λn holds, so that the p̂(λn)
clearly satisfy condition (14) for m = 1. This condition can also
be rewritten as
|sp̂(s)|+ |sq̂(s)| ≥ c > 0,∀s ∈ C−. (20)
6. CONCLUDING REMARKS
We have seen that the space M(R−) of measures admits a
Gel’fand algebra structure, and it yields a concrete Corona-like
condition (11) for the Bézout identity for a pseudorational pair
(p,q). We have also pursued to derive the general condition
(14) for the Bézout identity over E ′(R−), but also seen that
a straightforward reduction idea does not work. The modified
generalized Corona-like condition (20) may, however, suggest
that there could still be a possibility of generalizing (11) to a
more general context in E ′(R−).
Appendix A. PRELIMINARY MATERIALS
For `(α) defined by (10), the following lemma holds:
Lemma A.1. Let α,β ∈D ′+. Then
`(α ∗β ) = `(α)+ `(β ) (A.1)
Proof The proof is immediate from the local version of Titch-
marsh’s theorem on convolution (Donoghue (1969)). Actually,
if α,β 6= 0, then α ∗ β 6= 0. Hence `(α ∗ β ) ≥ `(α) + `(β )
readily follows. However, it can also be deduced from the local
version of Titchmarsh’s theorem that if α and β are nonzero in
some neighborhoods of `(α) and `(β ), respectively, then α ∗β
is nonzero in a neighborhood of `(α)+`(β ). This proves (A.1).
2
We now need some basic properties for the Laplace transform
of elements in E ′(R−):
Theorem A.2. (Paley-Wiener, (Schwartz (1966))). A complex an-
alytic function f (s) is the Laplace transform of a distribution
φ ∈ E ′(R−) if and only if f (s) is an entire function that satisfies
the following growth estimate for some C > 0,a> 0 and integer
m≥ 0: if and only if it satisfies the estimate
| f̂ (s)| ≤C(1+ |s|)meaRes,Res≥ 0,
≤C(1+ |s|)m,Res≤ 0 (A.2)
for some C > 0,a > 0 and integer m ≥ 0. In this case, the
support of φ is contained in [−a,0]
This implies the following important lemma:
Lemma A.3. Let f̂ (s) is an entire function that satisfies the
above Paley-Wiener estimate (A.2). Suppose λ ∈ C is a zero
of f̂ (s). Then f̂ (s)/(s− λ ) also satisfies (A.2) (with different
C,a,m, of course), and hence it is the Laplace transform of a
distribution φ ∈ E ′(R−).
Proof Draw a unit circle around λ . Outside of this circle,
f̂ (s)/(s−λ ) should satisfy the same estimate of type (A.2). On
the other hand, inside this circle, f̂ (s)/(s−λ ) is a continuous
function, and hence bounded. Combining these two facts easily
yields the conclusion. 2
For a distribution φ ∈ E ′(R−), that φ̂(s) is an entire function of
exponential type as in (A.2) yields the fact that it allows the so-
called Hadamard factorization as the infinite-product consisting















The following lemma is of relevance to Assumption 1:
Lemma A.4. (Schwartz (1961)). An analytic function φ(s) is
the Laplace transform of a distribution f ∈ D ′+ if and only if
there exists c ∈ R such that |φ(s)| is bounded by a polynomial
in s.
Suppose that f ∈D ′+ is invertible in D ′+. Then 1/ f̂ (s) satisfies
a polynomial estimate for some half plane {s|Res > c}. This
means that there exist no zeros of f̂ (s) for Res > c.
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