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Abstract—Internet of Things (IoT) is becoming more and more
pervasive in everyday life and connecting an array of diverse
physical objects. It is fast growing and receiving a tremendous
amount of research focus. Billions of objects communicate each
other with or without human intervention to achieve smart
applications. Most of the connected devices are constrained nodes
to its ecosystem which have limited memories, CPU capabilities
and power sources. Therefore, for implementing autonomous
smart systems, efﬁcient energy consumption is imperative. This
paper introduces a novel scheduling algorithm called Long Hop
(LH) ﬁrst to optimize energy usage on a Wireless Sensor Network
(WSN) that enables IoT system. LH algorithm schedules high
priority for packets coming with more hops and longer distances
to be served ﬁrst at the cluster head (CH) nodes of the WSN.
Since these packets require more links and nodes (thus increased
energy and bandwidth usage) to reach the ultimate destination if
not prioritized, the proposed algorithm reduces the overall energy
usage and minimizes the total number of packets re-transmission
and the effective data transmission distances. This improves the
overall system performance and elongates the network lifetime.
Index Terms—Internet of Things (IoT), Energy Efﬁcient,
Scheduling algorithms, Long Hop First (LH) Algorithm, Wireless
Sensor Network (WSN).
I. INTRODUCTION
Wireless sensor networks (WSNs) are spatially distributed
autonomous sensors in a sensing ﬁeld to monitor speciﬁc
phenomenons and collect data [1]. WSN is one of the key
enabling technologies for the IoT system. IoT is essentially
all possible devices connected to the internet that will enable
applications to be smart by sensing, harnessing data, making
decisions and acting on it, mostly without human interventions
[2]. IoT devices are growing at an exponential pace with wear-
able devices, kitchen appliances, connected cars, healthcare
devices, etc becoming more and more commonplace [3].
The growth of devices connectivity will signiﬁcantly in-
crease over the next few years, according to numbers fore-
Fig. 1: Internet of things (IoT) elements.
casted by Cisco Systems, from 10 billion in 2014 to 50 billion
by 2020 [2]. This will provide a new paradigm of communi-
cation between digital contents, computing, applications and
services within the physical world. This creates unprecedented
opportunities for governments, education, and industries in
a wide variety of sectors [4]. The communication of IoT
networks combine three categories based on their technology
elements that can be seen in Fig. 1.
• People to People (P2P) connection: is the data transfer
from one person to the other. It occurs through video call,
telephone call, and social communications. It is usually
called collaboration connection.
• Machine to People (M2P) connection: is the data
transfer from machines such as computing devices, sensor
nodes or others to the users for analysis purposes. For
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example: weather forecasting uses smart devices to gather
the data from the environment and send it back to the
administrators in the control centre for further analysis.
• Machine to Machine (M2M) connection: is the data
transfer between devices without human interactions. For
instance, a car talking to another car about its speed, lane
change or breaking intentions, etc.
The communication of IoT networks combines three main
categories based on their technology elements Fig. 1 can be
summarized into the simple equation below:
IoT = Human+ PhysicalObjects(sensors, controllers,
devices, storages) + Internet
Internet of things brings a plethora of devices and infras-
tructure under the same umbrella. It is a big challenge when
more and more smart devices connect to the network. Most
of the IoT devices run on batteries or by energy harvesting,
which have limited shelf life [5]. This means it will not be
rational to waste the energy on the transmission of unneeded
data or protocol overheads like existing protocols do such as
HTTP and TCP, etc. Therefore, efﬁcient energy consumption
is the key issue for longer network and system lifetime. It
is related to the sustainability of the network and energy
consumption by each single device. The connected devices
introduce several services and therefore send heterogeneous
packets. These packets access multiple devices and links
(mostly wireless communication) to reach the ultimate receiver
using multi-hop technology. Multi-hop topology is practically
useful for WSN and IoT networks because both techniques are
deployed over a wide geographical region [6]. It also provides
an opportunity for better quality of services (QoS) and higher
network capacity.
During multi hop of packets amongst the nodes especially
on a large network, the probability of the packet drops
increase. This is because of various factors such as packet
arrival rate, timeout for message expiry or simply due to the
limitations of node because of its constrained nature (low
processing, memory and bandwidth resources). Therefore, to
avoid packet loss in the network, receipt acknowledgment of
transmitted packets or otherwise retransmission of the lost
data packets must happen. Internet control message protocol
(ICMP) generated by the network devices is an error-reporting
protocol sent to the original source whose IP address is
encapsulated in the IP packet. The minimum size of ICMP
packet would be 8 bytes of ICMP header + 20 bytes of
IPv4 or 8 bytes of ICMP header + 40 bytes of IPv6 for
ICMPv4 and ICMPv6 respectively [7]. Each retransmission
will require transmission of these headers and overheads as
well. This can signiﬁcantly impact system performance if the
retransmission is not optimized properly. This can more load
on the already constrained network and contribute further to
the power depletion of the nodes. This affects the quality
of service (QoS) and throughput of the network [6] which
ultimately drains the node battery leaving the area uncovered,
thus reducing the network lifetime.
There are several solutions proposed for reducing energy
consumption of WSN and IoT applications. However, most of
previous works focused in a small area with less number of
nodes which is not consistent with IoT applications. Network
of the future will deploy numerous devices covering larger
areas. Therefore, the solutions should work on larger areas
with higher number of nodes. To this end, the focus and scope
of this study is on the energy aspects of the IoT networks.
Thus, we propose an energy saving scheme by applying a
novel dynamic scheduling algorithm called Long Hop ﬁrst
(LH). LH algorithm operates at the cluster heads (CHs) of
a WSN and assigns high priority for messages coming with
more hops and from longer distances to be routed ﬁrst.
This paper is organized as follows: Section II reviews related
work from the literature. In Section III, we describe the system
model of a IoT system and energy aware-message scheduling
algorithm. Performance evaluation and discussion have been
done in Section IV. Finally, we conclude our paper in Section
V.
II. RELATED WORK
The scheduling algorithms are an important aspect for
WSN and IoT networks. Several algorithms are proposed for
energy consumption optimization and quality of service (QoS)
in WSN. Authors in [8] describe the earliest deadline ﬁrst
algorithm (EDF) which is a dynamic scheduling algorithm
used for real-time operating systems. EDF requires to sort all
tasks based on their deadlines time and gives high priority
for packets closest to their exceeded time. However, it does
not consider managing time redundancy and packets spend
high energy, so scheduling tasks will complete within expire
times even in the presence of faults. The proposed work in
[9] uses an idea to cluster IoT networks into sub-groups and
within each group a message broker was placed. The broker
deploys to gather the information from the sensors around
it and forward it to the last destination. The short process
time (SPT) algorithm implemented at broker level to select
and deliver packets ﬁrst based on their arrival time. Each
message is presented as Mess(Rtime, Ttrans), where Rtime,
Ttrans are request time and successful transmission time
period respectively. It is applied when the network is unstable
(trafﬁc intensity > 1). The proposed method promoted IoT
system efﬁciency by improving service response time and
reducing the overall energy consumption. Another study [10]
schedules packets into three classes priority for large-scale
wireless sensor networks. The higher priority was assigned
for emergency real time packets and preempt the processing
of packets at other queues. Lowest priority packets waited a
certain number of time slots after processing higher priority
packets. The proposed work improved the system in terms of
end-to-end data transmission delay. The study by [11] intends
the border nodes of wireless sensor networks. These nodes
located between two sensing area consume a large amount
of energy due to the listening mode. Thus, S-MAC protocol
minimized the listening time of each node. The proposed
scheme prolong lifetime and reduce the energy consumption
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for the system. Heterogeneous dual-core processor for IoT
applications were carried out by [12]. Authors show that up to
2.62x energy efﬁciency improvements can be realised without
deadline messages expiry. Another approach [13] investigated
energy saving scheme by implementing dynamic voltage and
frequency scaling (DVFS) scheduling algorithm. DVFS used
low time complexity to avoid the deadlines of the real time
tasks and showed that it can minimize up to 64% energy used
for each task on a separate core.
Although the previous studies improve on the energy usage,
there is no considerable work done on dealing the optimized
scheduling for nodes placed in different location (thus still
being valid for larger areas and hence scalable). Normally,
in multi-hops networks, devices send their packets to the
destination through intermediate nodes. In small IoT networks,
objects collect the necessary information and then send it to
the receiver directly through the CHs within single or two
hops [14]. However, in large networks, the data accesses many
links and devices using multi-hop technique to reach the intend
destination. Therefore, the data coming from nodes located in
longer distances is passed through multiple intermediate nodes
to reach the ultimate receiver. Accessing multiple nodes lead
to use the bandwidth, throughput and consumption of previous
node energy. Therefore, while designing and implementing the
efﬁcient energy algorithms, the factor of distance (and hence
number of hops) should also be taken into consideration to
minimize the power spent and prolong the network lifetime.
In this paper, the proposed scheme is called Long Hop ﬁrst
(LH) scheduling algorithm. It is a scheduling algorithm that fo-
cuses on real-time tasks to place processes in a priority queue.
LH algorithm assigns high priority for messages coming from
far distances and thus accessing multiple nodes to get served
ﬁrst at CHs.
III. PROPOSED ENERGY EFFICIENT SCHEDULING
TECHNIQUE
In recent study, nodes have been assumed to be deployed in
an outdoor area and classiﬁed into: i) Sensors and Actuators
(SNs) that gather all the necessary information from the
environment and send it to CH. ii) Cluster Heads (CHs) receive
the heterogeneous data from multiple SNs, compress it, and
then send to the intend destination (BS). iii) Base station
(BS) is responsible for collecting the information from all
sensors through CHs. Our IoT system architecture is clustered
into sub-groups, as showed in Fig. 2. Each group has many
nodes connected to a single cluster head (CH) node. CH
becomes overloaded due to the number of nodes connected
to it. Furthermore, memory of CHs become full. Therefore,
software or hardware ﬂow control must prevent overﬂow and
thus the data loss, otherwise, the node must re-send it again
[15].
A. Message Scheduling Algorithm
Multi-hop technology helps the devices to connect and
communicate with each other even if devices are located out
of the transmission range. The nodes should depend on some
Fig. 2: Typical IoT system architecture.
intermediate nodes for relaying the packets. The packets come
from nodes located on the border use high number of hops
to reach the ultimate receiver. Thus, these nodes consume
larger amount of energy and bandwidth during the transmitting
and receiving of the packets by other nodes. Figure 3 shows
the measuring energy consumption of tenth nodes deployed
randomly in the sensing ﬁeld. These nodes located in different
locations and used some intermediate nodes to deliver their
packets. It indicates that packets come from far nodes accessed
many devices and used high energy to reach the destination.
Due to this reason, it is reasonable to assign high priority
for these messages during scheduling algorithm to conserve
energy. This is the idea behind the LH algorithm and gives
high priority to data based on sensors locations and number
of sensors accessed.
Fig. 3: Energy consumption by number of hops vs distances.
First, we explain how the proposed algorithm works in a
cluster of a WSN by analysing the data coming from different
nodes to be transmitted to the BS. Figure 4 shows four packets
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at different locations in the cluster making its journey towards
the BS. We assume that these packets are transmitted in
different time from each sensor and arrive at the same time
at CH where they are placed within a queue at the cluster
head (CH) node before delivering to the BS. Some of these
packets may be discarded due to quench source, timeout for
message expiry, etc. Each task has different number of hops
and distances. There must be at least a single task execution
through CH to be forwarded to the exchange centre within
one spin. LH algorithm re-sorts the tasks at CH based on
the biggest number of hops and longer distances to forward
it ﬁrst to ultimate receiver. If there are two packets with
equal number of hops (as with orange and yellow colour
in Fig. 4), the algorithm takes the second parameter (longer
distance) into consideration. Therefore, orange packet gets
delivered ﬁrst at CH due to its sensor location. M/M/1
queuing model has been used to calculate service rate and
arrival rate for all messages coming from devices. M/M/1 is
a queuing theory within the mathematical theory of probability
that shows the queue length of a single server in the system.
Service times have an exponential distribution and exponential
arrivals are determined by a Poisson process [16]. The service
rate and arrival rate for m messages are introduced by μ
and λ respectively. After evaluating the system trafﬁc at the
cluster heads, trafﬁc intensity (P ) should be less than 1.
However, if P is larger than 1, the proposed algorithm avoids
packets accessing many devices and links from retransmission.
Figure 5 explains the algorithm with the aid of a ﬂowchart.
λ =
1
Rtime
(1)
μ =
1
Ttrans
(2)
P =
λ
μ
(3)
Fig. 4: The partial schedule of four tasks under LH algorithm.
B. Energy Consumption Model
The aim of this study is to implement message scheduling
algorithm that minimizes energy consumption and elongates
lifetime of the network. Most of the energy is consumed
in listening, transmitting and receiving of packets in the
Fig. 5: Flow-chart of LH procedure.
network. A common power model [17] is used and shown
in Fig. 6. Sensors follow shortest path route to deliver their
packets to the next hop. Dijkstra algorithm [18] [19] has been
applied to ﬁnd the shortest path between nodes. The total
energy [9] spent by the system can be represented as follows:
- To transmit a number of bits:
ETx = k(Eelec + amp ∗ d2) (4)
- To receive a number of bits:
ERx = (k ∗ Eelec) (5)
- Total energy used by each sensor:
ETotal = L(ETx) +M(ERx) (6)
where ETx is the energy dissipated to disseminate number
of bits (k) from the source to the next object. ERx is the
energy depleted to receive chunk of bits. Eelec is presented
the energy depleted to run the receiver or transmitter circuitry,
and amp is the energy dissipated in transmission to amplify
the signal enough to reach the next target. L and M are
number of transmitted and received packets from a sensor node
respectively. The distance between two transmitters is denoted
as d.
IV. PERFORMANCE EVALUATION AND DISCUSSION
In this section, we evaluate and analyse the performance
of the proposed scheme by using Matlab simulation. IoT
consists of number of devices/things deploy randomly in a
large scale. Therefore, the simulation is performed with 100
nodes that are distributed randomly in an area of (500 x
500) m2, using mesh topology consisting multi-hop network
scenario. We also assume that the sensor nodes are deployed
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Fig. 6: The wireless communication power model.
outdoor to monitor the environment that send the information
to the central application through CH nodes. CHs job is to
collect the data coming from the sensors, process and deliver
it to the BS. In every round, each sensor sends 250 bytes to the
BS through the CHs. The BS is set at the centre of the square
ﬁeld. The assumptions and parameters used in the simulation
model are shown in the table I.
TABLE I: Parameters used in the simulation
Parameter Value
Electronics Energy (Eelec ) 50 nJ/bit
Initial energy of node (Einit) 0.25 J
Communication energy (mp) 10 pJ/bit/m2
Threshold value of distance (d0) 87 m
Buffer size 202 bytes
Payload size 210 bytes
Header size 40 bytes
Retransmission overhead size 8 bytes + header size
Number of nodes (N ) 100
Sensing Area 500 m × 500 m
A performance comparison is done when the proposed
scheduling algorithm and no scheduling is used. It is important
to minimize the retransmission packets that can further reduce
the processing time, capacity used, and energy consumption
of the network. Figure 7 shows that the proposed algorithm
has lower number of transmitting and receiving packets in the
network. This means that the use of LH algorithm has led to
the reduction in total transmitting and receiving power thus
and ultimately extending the network lifetime.
Fig. 7: Avg. number of (transmitting and receiving) packets.
Number of hops is the summation of data relays on multi-
hop communication to reach the intended destination. A hop
occurs when the packet is passed to the next network device.
Fig. 8: Total Number of Hops.
Next hop is a routing term that refers to the next device based
on the type of routing algorithm is used. The purpose is to
minimize the power by reducing the relay packets from the
sender to the receiver. Figure 8 shows that proposed algorithm
has minimum number of hops compared to when the algorithm
is not implemented.
Fig. 9: Avg. Transmission Distances (m).
Fig. 10: Avg. Energy Consumption.
Transmission distance is the physical path (wire/wireless)
between transmitter and receiver within single hop or multi-
hop communication. It is only plausible to say that longer dis-
tances from sources to the intended destination will consume
more power. Therefore, reducing the average transmission
distance for the packets will have positive impact on the
energy consumption and delay time. Figure 9 depicts the
average transmission distance from each single node to the BS
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showing that when the algorithm is implemented, the average
transmission distance is reduced.
Figure 10 shows the average energy consumption for each
round. According to the Figs. [7 - 9], the proposed algorithm
reveals less number of hops and transmission distances. As
a result, the energy consumption of the proposed scheme is
lower.
V. CONCLUSION
This paper proposed an energy efﬁcient messaging schedul-
ing algorithm for IoT applications to be implemented at the CH
node of the WSN. Since packet loss occurs at CH nodes due
to quench, time to live exceeding for packets, or destination
being unreachable, application of the proposed Long Hop ﬁrst
(LH) algorithm on the CH nodes shows promising results
for energy optimization. The proposed algorithm assigns high
priority for messages coming from far distances to be routed
ﬁrst thus preventing re-transmission. The preliminary results
showed the effectiveness and the efﬁciency of the proposed
algorithm to reduce the number of re-transmission packets,
energy consumption, transmission distance, number of hops,
and thus elongate the network lifetime. The future work is to
apply the proposed scheme into a larger area with increased
number of nodes to show the scalability and compare the
performance with existing energy efﬁcient methods.
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