We derive monthly and quarterly series of UK GDP for the inter-war period from a set of monthly indicators that were constructed by The Economist at the time. The monthly information is complemented with data for quarterly industrial production, allowing us to employ mixed-frequency methods to produce monthly estimates of GDP and of industrial production. We proceed to illustrate how the new data compare with existing high frequency data and how they can be used to contribute to our understanding of the economic history of the UK in the inter-war period and to draw comparisons between recession profiles in the inter-war and the post-war period.
Gross domestic product is generally regarded as the most appropriate indicator of economic activity. But for the inter-war period the data are only available at the annual frequency. As such, many important questions cannot be addressed in a satisfactory manner. If we are interested in the impact of historical events, such as the effect of policy changes that take place at discrete points in time, we are limited to using either annual data 1 A considerable amount of work has been done on the development of monthly indicators of economic activity. Perhaps the best known is provided by the system of indicators developed by Burns and Mitchell (1946) . Their work was anticipated by
The Economist, which collected monthly indicators during the period 1920-1938 and published an aggregate indicator of "Business Activity", computed as the geometric mean of the indicators they collected or indicators of economic activity at a monthly or quarterly frequency that may not fully capture macroeconomic movements. But to understand the economic impact of many important events it is necessary to have data available at a higher frequency that are reliable and consistent with the annual national accounts.
In this article we describe a monthly series of GDP and a monthly series of industrial production for the United Kingdom for the period 1920-1938 and we show that it, used in conjunction with other monthly indicators, clarifies our understanding of some of the major economic events of the period. The index can also be aggregated to the quarterly frequency, allowing researchers to discuss the inter-war economy more effectively using data at the quarterly frequency.
2 . The data set from The Economist forms the basis of the monthly GDP indicator that we present here, together with data for quarterly industrial production 3 1 The first set of consistent historical national accounts was provided by Feinstein (1972) . Improvements to the inter-war national accounts were made more recently by Sefton and Weale (1995) and Solomou and Weale (1993) who allocated the discrepancies between income and expenditure in Feinstein's estimates so as to produce balanced national accounts for the period since 1920.
. Averaging the indicator variables is not the only possible method of aggregation. Rhodes (1937) suggested instead that the first 2 The monthly indicators and the component series were published regularly in The Economist 'Trade Supplement'. The series was extended back to the period 1920-23 by the Economist, but the compilers recognised that the data were "much less reliable for the years before 1924" (Capie and Collins, 1983, p. 45) . 3 For the period 1924-38 the indices covered coal consumption, electricity consumption, merchandise on railways, commercial motors in use, postal receipts, building activity, iron and steel for home consumption, raw cotton delivered to mills, imports of raw materials, exports British manufactures, shipping movements, bank clearings (metropolitan) and bank clearings (towns). For the period 1920-23 a more limited set of indicators were collected including coal consumption, iron and steel consumption, cotton consumption, merchandise carried on railways and exports. principal component of the series could be used. This amounts to identifying an aggregate which, on its own, accounts for as much as possible of the overall variation in the data set. Much more recently Stock and Watson (2002) , while unaware of Rhodes work, have used the same approach to derive a monthly indicator of the US economy. While the first principal component may be a good summary of the data, it is not necessarily the aggregate that is most closely correlated with GDP. Some means is needed of selecting from the indicators a composite which is closely linked to GDP rather than one which is simply a summary of the indicator data set. In this paper we derive monthly GDP series using the latent indicator methodology outlined below.
We present the new data set and compare the high-frequency description of the British economy with other studies. As a way of highlighting some interesting features of the new data we consider three examples: first, we discuss how high frequency data improve our understanding of the 1920-1 depression; secondly we consider the role of policy in ending the Great Depression in the British economy; finally, we use the data to compare the high frequency time-profile of the depression of the 1930s with more recent recessions. 4 Our hope is that the availability of this data will encourage more research into the high frequency aspects of the British inter-war economy and to widen the possibilities of comparative analysis using high-frequency data.
Statistical Methodology
The econometric methodology used to construct our indicator of monthly GDP from the available annual GDP data, the quarterly industrial production data and the monthly indicator variables is outlined below. When there are only a few clearly relevant monthly indicator variables available, regression can be used to construct the monthly GDP estimates. Mitchell et al. (2005) discuss the use of mixed-frequency variables (such as a combination of monthly and quarterly or annual variables) in 4 Our focus in this work is on periods of economic weakness; we compare the 1930s with more recent experience. In our discussion we use the term recession to mean a period when output is falling (i.e. the economy is receding) and depression to mean a period when output is below some reference value such as the peak reached before a recession started. Thus the terms do not convey anything about the severity of the different episodes. A depression lasts longer than a recession simply because once output starts rising after a recession it inevitably takes some time to surpass its previous peak. Our emphasis, then, is on depressions thus defined.
regression equations and go on to show how such equations can be used to produce monthly estimates of GDP. But the fact that we have a reasonably large number of monthly indicator variables from The Economist makes it difficult to use their methods satisfactorily since the regression would run into degree-of-freedom
constraints. An alternative methodology is to assume that the indicators, industrial production and GDP are driven, at the monthly frequency, by an underlying unobserved or latent variable. Estimates of this unobserved variable can then be used to provide a monthly indicator of GDP and the resulting monthly estimates can be adjusted, so that the monthly totals sum to the estimates of annual GDP, making the monthly estimates consistent with the annual national accounts. On a technical level, an additional advantage of the method we employ is that it provides an exact solution to the problem that when modelling the logarithm of GDP, as is preferable to modelling the level of GDP, the sum of the interpolated monthly values nevertheless equals the known annual total.
In the absence of monthly economic data, which while not measures of GDP itself are believed to provide some clue about monthly movements in GDP, the best that can be done is to interpolate the annual GDP data using a univariate (dynamic)
model. This is clearly not ideal, as important but offsetting intra-year movements in GDP will be missed, since the statistical model assumed to govern the determination of monthly GDP can at best be fitted to the available annual GDP data.
Fortunately, as discussed above, a range of relevant monthly indicator series, drawn from The Economist and used by Rhodes (1937) , is available for the UK over the 1920-1938 period. Together with the quarterly industrial production series (Capie and Collins, 1983) these data provide an indication of monthly/quarterly movements in economic activity. However, they do not measure GDP itself and at best can be viewed as providing an incomplete picture. For these monthly/quarterly data to be used to draw inferences about the state of the economy as a whole it is desirable that there should be some formal statistical procedure for exploiting them and arriving at an indicator of monthly GDP. Such a procedure is likely to produce estimates of GDP which are less satisfactory than those which might have been produced by direct measurement but is preferable simply to "eye-balling" or averaging the indicator series and drawing subjective conclusions about the likely behaviour of monthly GDP in the absence of any statistical knowledge of how these series might relate to GDP.
As Rhodes (1937, p. 18) notes it is necessary to "reduce this mass of data… to a more digestible form". Somewhat differently from Rhodes' own objective (which has also been shared by a recent econometric literature spurred by Stock and Watson, 1991) we seek to reduce the monthly/quarterly data to an estimator of monthly GDP itself.
Importantly, in contrast to this literature, this means we also consider annual GDP data and therefore adopt a mixed-frequency approach to deriving monthly estimates of GDP.
Following Stone (1947) and Stock and Watson (1991) our dynamic factorbased methodology assumes that a latent variable or "factor", taken to represent the "business cycle", drives variations and co-movements in the observed monthly, quarterly and annual data. Importantly, this assumption is consistent with Burns and Mitchell's (1946) The "business cycle" is also allowed to have a differential effect on the different variables. It is found, for example, that all of the monthly indicator variables in The Economist, as well as industrial production and GDP, are "coincident indicators", in the sense that they rise and fall with the "business cycle". But the "business cycle" has a particularly strong effect, as we might expect, on GDP itself;
although it is again important to allow for idiosyncratic dynamics to capture the noise evident in monthly GDP movements. In other words, while the "business cycle"
captures the general tendency for GDP to rise and fall, it remains important, in order to achieve a good fit of the data, to model also the higher-frequency noise specific to monthly GDP movements.
The particular model employed is based on Proietti and Moauro (2006) . Their model has the attraction of letting us work in the log-levels of the variables, rather than their growth rates as in Stock and Watson (1991) However, while the model (1) 
Similarly, we observe quarterly industrial production data 2q y , such that 
Harvey and Pierse (1984) first explained how a model like (1), when cast in statespace form, can be estimated subject to (flow) aggregation constraints like (2) and (3) and knowledge only of the annual GDP data, 3t y , and/or the quarterly industrial production data, 2q y . This is achieved by augmenting the state-space representation of model (1) with a so-called cumulator variable that ensures (2) or (3) As Mitchell et al. (2005) explain the state-space approach to interpolation can be seen as asymptotically equivalent to regression-based methods. The latter were first developed by Chow and Lin (1971) , and generalised to a dynamic non-stationary setting by Mitchell et al. (2005) . These methods first aggregate the latent monthly model, which relates monthly GDP to the observed monthly indicators, so as to obtain an estimable equation in the observed annual data. Estimates of the unobserved monthly interpolands may then be produced by means of the latent monthly regression equation, and estimated coefficients based on the annual model, using data on the observable monthly indicators.
represents the logarithms of the original time-series the temporal aggregation constraint, seen previously in (2) and (3), is nonlinear: the sum of the logarithms is not the logarithm of the sum. We follow Proietti and Moauro (2006) and use their iterative algorithm to ensure the nonlinear aggregation constraint is met exactly given we model the data considered below in logarithms.
Estimation subject to the two aggregation constraints, (2) and (3), is facilitated by adopting a recursive structure whereby industrial production, as a component of GDP, affects GDP, but GDP does not affect industrial production. This means we first y , subject to (2).
1 Monthly and Quarterly GDP Series
For completeness we present data at both market prices and factor cost, but focus our attention on the market price data. In the Appendix we provide details of the data and the parameter estimates used when estimating market price data. Secondly, the return to gold in 1925 is correlated with a downturn in the months of April-July 1925. Thirdly, the weakness of the economy in 1928, highlighted in Solomou and Weale (1996) , stands out in the high frequency data but is limited to the months of March-June.
Conventionally, the peak of the UK economy in 1929 is dated as July 1929
and the third quarter of 1929 (Burns and Mitchell, 1946) . The new data show the peak as being January 1930 (with another local peak in October 1929). The dating of the recovery is also different from that reported in Burns and Mitchell (1946 Depression, a few months can have implications for the analysis of the transmission mechanism by which policies may have had an impact. However, the main advantage of the new data is that it provides a time profile of the path of the economy throughout the interwar period.
The new data can also be aggregated to generate quarterly estimates of GDP.
The quarterly data are presented in Table 2 and Figure 2 . To help the reader evaluate our data series we also compare both our series with the quarterly estimates of interwar GDP at factor cost reported in Hayes and Turner (2007) . All three sets of data are presented as indices with the average for 1920-1938 set to 100. Hayes and Turner used the Chow-Lin (1971) method to interpolate GDP estimates based on Quarterly Industrial Production as an indicator variable. They used a linear model rather than one specified in logarithms. Our methodology is an improvement on the Chow-Lin method and our use of a richer set of indicator variables suggests that our data offer a more accurate depiction of the macroeconomic path of the economy. The reliance on a single volatile series, such as industrial production, to derive quarterly data for GDP explains why the Hayes-Turner Series is more volatile than our series. While we have no independent means of verification, our method could in principle produce a series very similar to theirs if that were the most appropriate interpretation of the inter-relationships in the combined set of data.
The fact that it did not is a reason for preferring our more stable series to theirs. As can be seen from Figure 2 which presents the data in index number form, apart from the matter of volatility in the Hayes-Turner series there are important turning point differences in 1929, 1931 and 1937-8 . In using a richer set of indicators we get a better description of turning points.
Our market price and factor cost series are scarcely distinguishable when represented in this way; this does obscure some movements which may be of interest. 
Monthly Industrial Production 1920-1938
As noted earlier the UK has a quarterly industrial production index but we currently do not have a monthly index. We have used a mixed two stage estimation procedure to estimate monthly GDP; a by-product of this exercise is that we have also produced a monthly industrial production index. Given the limited set of indicators for the period 1920-23 it is likely that the GDP estimates for that period are of lower reliability than for the period 1924 onwards. However, the set of indicators for the period before 1924 (coal consumption, iron and steel consumption, cotton consumption, merchandise carried on railways and exports) are likely to be better indicators for industrial production than for GDP. Hence, the series for monthly industrial production, shown in Table 3 , provides very useful information on the highfrequency movements of the economy during the major depression of 1920-1 (this is discussed below) 
Historical Applications of the New Data
In this section we illustrate three uses of the new data: first, we apply the high frequency information to evaluate the nature of the 1920-1 depression; second, we address the question of how the British economy came out of the Great Depression in the 1930s, in particular, is there evidence of expectation effects arising from the policies pursued in 1931-2; finally, we compare the high-frequency time-profile of depression and recovery in the Great Depression of the 1930s with more recent postwar recessions.
The Nature of the 1920-1 Depression
The high frequency data that we have derived has helped us gain a more complete picture of the severity of this depression. It is widely accepted that this is one of the most severe depressions affecting the UK economy since the 19 th century. The previous literature on the 1920-1 depression has built an explanation in terms of a number of supply-side and demand side shocks. On the demand side, the policy announcements, from the end of 1919, of returning Britain to the gold standard at the pre-war par value resulted in a number of contractionary interest rate rises; this also acted on the real exchange rate resulting in significant appreciation (Solomou and Vartis, 2005) . On the supply-side, the literature has stressed the hours of work reduction of 1919-20 and their impact on creating a wage gap as productivity failed to adjust (Broadberry, 1986) . Although such factors may be acting on the economy, the new data suggests that the amplitude of the depression cannot be explained fully by these factors and the coal strike offers a further obvious explanation. However, once the strike was over the economy continued to weaken until the end of 1921.
Economic Recovery in the 1930s
Temin ( Temin's evaluation of the UK experience draws on the rational expectations policy framework. However, the early rational expectations models are recognised to be based on strong and unrealistic assumptions. Bray and Savin (1986) and Evans and Honkapohja (2001) suggest that the learning path of expectations may be important.
The early rational expectations models assumed perfect information on the part of economic agents together with the assumption of a unique model and knowledge of its parameters. This is of course unrealistic, and an adaptive learning approach is proposed, where agents have to take time to gather information and learn about parameters in the same way as an econometrician. This is a specific form of bounded rationality and the forecast rule of agents is adjusted over time with the emergence of new data. If adaptive learning is assumed, then expectations may converge to the fully 'rational expectations' equilibrium eventually, but may not jump to such an equilibrium immediately. The evidence from the British high frequency data may be consistent with the idea that it took time to learn that the equilibrium expectations had changed. No single event determined this but along a bumpy path between September the economy moved along a path of persistent and strong recovery, suggesting that Britain was able to recover effectively during the 1930s.
recovery.
Such hesitant recovery paths have been observed more widely in the experience of the early 1930s. Eichengreen and Sachs (1985) report that on average there was hesitation between devaluation in the early 1930s and monetary expansion 8 .
What does the British experience tell us about the role of policy regime change and the end of the Great Depression more generally? Clearly the British Government found it difficult to generate a favourable expectation effect instantaneously with any single policy move -be it devaluation, tariffs or monetary expansion. However, there are a series of policy reactions that may have contributed to the persistent and strong recovery from October 1932. We contend that the picture of the UK can be generalised to other countries responding to the Great Depression with devaluation in 1931-an adaptive learning process may turn out to be a more general perspective for analysing policy effects on expectations 9 . However, to address this broader issue
arising from the British case study would require researchers to build a high frequency cross-country data set of the profile of depression and recovery in the 1930s and is outside the scope of this paper.
Depression Profiles
In this section we use the new data to compare the time-profile of depressions of the 1920s and 1930s with the three complete recessions of the post-war years and also with the current recession. The figures for the post-war years are calculated from the monthly GDP figures produced regularly by the National Institute of Economic and Social Research. These are computed monthly, making use of key monthly data (industrial production and retail sales) which are not available for the 1930s, and are always aligned against the latest quarterly official GDP data. While revisions to the official quarterly data can affect all the monthly estimates, obviously the data for the most recent recession are the most subject to change. All figures relate to GDP at 8 Eichengreen and Sachs (1985) report that the mean lag between devaluation and monetary expansion was around 2 years in the early 1930s. 9 The German case can also be incorporated into this perspective. Temin argues that the German recovery was delayed until the policy regime change of 1933. The German high frequency data suggests that recovery is built over a longer phase between 1932 and 1933 (Ritschl, 2002) . The timing of the depressions is shown in Table 3 . The start of each depression is the month in which GDP reached a peak and the last month is the month in which GDP was below this peak for the last time. It should be noted that this timing is sensitive to the end points being defined by the peak month rather than by, say, the peak of a centred three-month rolling average. Using the latter definition we would find, for example, that the current depression began in March 2008; even our choice of April may seem arbitrary. Working to the two decimal places our interpolands make possible, output seems to have been very slightly lower in April than in
February. But to one decimal place the output levels are the same and on these grounds we have placed the start in April. Similarly the date of emergence is sensitive to the definition; we have chosen the month after the last month in which output was depressed below the previous peak. In Table 3 and Figure 3 , in order to suppress short-term noise we measure the change in GDP relative to the three-month average centred on the peak month and we show the data as three-month centred moving averages The graph shows that the contraction was very sharp ahead of the strike and that output continued to fall to a trough of 9.3% below the pre-depression level just under eighteen months from the start of the depression. A gradual but not uniform process of recovery was then set in train with output recovering to its previous peak after forty-five months. The depression of the 1930s was shallower than that of the 1920s even without the effects of the coal strike but it shows something of a double dip, with output falling about 6.8% after eighteen months and then recovering slightly before reaching a final trough of 7% below output at the start of the depression. This double dip extended the recession and it took forty-eight months for output to regain its predepression peak.
The post-war depressions are shown in Figure 3b . The depression which began in 1979 was only slightly shallower and similar in duration to that of the 1930s. The contraction was slower and, although the profile is erratic, there is nothing that could be described as a clear double dip. The period of falling output in the current recession was even sharper than that of the 1930s with a trough at seventeen months, but not as abrupt as that of the 1920s. However, so far a double dip has been avoided.
The other two depressions, of 1973-1976 and 1990-1993 were milder both in terms of depth and duration. Output moved erratically in the mid-1970s in part because of the effects of the three-day week at the start of 1974 and in that sense it has some similarities with the 1920s as a combination of a depression and the effects of industrial disruption. There was no similar disruption in the 1990s and this stands out as the mildest and shortest of the depressions we identify.
Conclusions
The strongest message from our analysis is that rather than use disparate indicators in an ad hoc manner to draw conclusions about the profiles of business cycles, it is preferable to use these variables to construct high-frequency estimates of GDP. There are two reasons for this. First of all, with no formal mechanism for aggregating disparate indicators it is not clear how judgement should be deployed in deciding how much importance to allocate to each; however if a formal mechanism for aggregation is used and it results in an indicator not directly related to GDP, the outcome can be only confusion. Secondly, if the indicator is not directly related to GDP it is not clear how to relate the monthly signals it provides to that offered in standard GDP data. Tools exist to interpolate GDP and we have shown here that, drawing on contemporaneously collected monthly data, they can be used to produce monthly estimates of GDP and Industrial production for the UK for the period 1920-1938. The interpolation methods have also been used to derive monthly series for industrial production.
The high frequency GDP data provided here have been shown to offer interesting insights into the British inter-war economy; we envisage that the data set will be of use to economists and economic historians addressing a number of questions that are best dealt with using high-frequency data. The need for improved historical data has been highlighted by the global financial crisis of 2008 which has resulted in renewed interest in the homologies between the current events and the Great Depression. This has resulted in the need for high frequency data covering both periods. To date the literature has been forced to use series for industrial production because they are available for both periods on a high frequency basis (Eichengreen and O'Rourke, 2009 ). However, in light of significant de-industrialisation over the post-war period, such comparisons can be very misleading when making macroeconomic comparisons. The monthly GDP series provided here allow for more relevant macroeconomic comparisons.
APPENDIX: The Data and Empirical Results
The annual GDP data used (from 1920-1938) are the balanced constant price series at market values and taken from Sefton and Weale (1995, Table A.3, pp.188-189) 11 . The exercise, to ensure that the monthly GDP estimates over a calendar year sum to these annual data, is one of interpolation or, more precisely, distribution and has been considered, amongst others, by Chow and Lin (1971) , Harvey and Pierse (1984) and Mitchell et al. (2005) . Seasonally adjusted data are used. Sims (1974) and Wallis (1974) 'dummy out' the biggest effect of the 1926 strike on coal production by also setting to missing values the three months following the cessation of coal production. We also set the 1926m5 value to a missing value for several other affected indicator variables, although clearly judgement is deployed when deciding whether any downward movements in the other series is because of the strike or other factors. But the effect of the strike(s), to some extent, will still show up in our interpolated GDP and IP estimates since we force them to be consistent with both the annual GDP and quarterly IP data, which were affected by the strike(s). We have sought not to 'dummy out' the effects of the strikes on GDP and IP, but have used our judgement so that the model's parameters are not unduly influenced by these two strikes. This helps ensure that the model provides a good fit over the sample period as a whole. We note that similar results for the post 1927 period are in fact obtained if we do not correct for these outliers and commence estimation of model (1) Inspection of the AR coefficients in Table A1 reveals that the common factor , t m µ follows an autoregressive process with a positive coefficient, with the coefficients that determine the idiosyncratic components exhibiting some heterogeneity across the different indicators. We could not accept, via a Likelihood Ratio test, the restriction that the idiosyncratic components shared a common AR coefficient. The majority of the parameters are statistically significant and the model shows good overall fit. Table A2 presents some model diagnostics based on the Kalman filter innovations from model (1). It shows that the model appears to be reasonably well specified, with most of the equations (for the different series) delivering innovations free from serial correlation. But there is some evidence of non-normality. The rejection of normality is explained by excess kurtosis (fat tails) which could not be eliminated by setting selected outlying observations to missing values. But the evidence for non-normality does weaken appreciably if estimation is confined to the 1924-1938 sub-period and thereby excludes the sharp recession of 1921. Importantly, irrespective of estimation window, the equation for GDP appears to be reasonably well specified. 
