Abstract-In this paper, an efficient particle filtering algorithm is developed to solve the problem of demodulation of -ary modulated signals under conditions of fading channels in the presence of non-Gaussian additive noise. Simulations for MDPSK signals are presented. The results show that the algorithm outperforms the current methods.
I. INTRODUCTION
T HE PROBLEM of recovering a message coded as a sequence of symbols and passed through a transmission channel is of great interest in digital communications. This optimal filtering problem has proved to be especially difficult under conditions of fading transmission channels. Several suboptimal schemes have been proposed to solve it, see for example [3] , [5] , [6] .
This paper presents an original particle filtering algorithm to obtain the estimates of the posterior distribution of the symbols in the case of -ary modulated signals under conditions of Rayleigh fading channels in the presence of possibly nonGaussian additive noise. The key idea of particle filters is to use a stochastic grid approximation for the conditional probability distribution of the symbols with particles (values of the grid) evolving randomly in time. The particles can either give birth to offspring particles or die, depending on their ability to represent the different zones of interest of the state space which is dictated by the observations and the dynamics of the underlying system, see [4] for the state-of-the-art in this field. The algorithm developed here is designed to make use of the structure of the model, and incorporate efficient variance reduction strategies; it can also be easily implemented on parallel processors. A simulation study for -ary differential phase shift keyed (MDPSK) signals shows that our algorithm outperforms the currently used methods. for each , and initial distribution , for (see [3] for the same approach).
II
Channel Model and Observations: A Rayleigh fading channel can be described by a multiplicative discrete time disturbance which can be modeled as an ARMA process (Butterworth filter of order ). The ARMA coefficients (AR part) and (MA part) are chosen so that the cut-off frequency of the filter matches the normalized channel Doppler frequency ( is the symbol rate), being known. The complex output of the filter is corrupted by an additive complex noise distributed as a mixture of zero-mean Gaussians with components. In order to identify the variance of the distribution from which the noise samples are drawn, we introduce a latent , where . These problems do not admit any analytical solution as computing and involves a prohibitive computational cost exponential in the (growing) number of observations.
III. PARTICLE FILTERING AND FIXED-LAG SMOOTHING

Given
, all Bayesian inference on relies on the posterior distribution , which can be evaluated pointwise up to a normalizing constant as where is a likelihood term that can be computed using the Kalman filter associated to the model (1). We propose to estimate using a Sequential Importance Sampling method (SIS) [4] . For any probability distribution [ 
One can easily deduce from (2) the estimates of and . For this method to work well in practice, one needs to have a so-called importance distribution easy to sample from and as "close" as possible to so that the weights are roughly equal to . Moreover to obtain the estimate (2) sequentially in time, has to admit as marginal; we choose as this importance distribution minimizes the conditional variance of (see [4] for details). In order to discard particles with low and multiply those with high , a selection step is included in the algorithm at each time step and the weights are reset to . In our case, we use a stratified sampling scheme [2] . This algorithm is ensured to converge toward the optimal solution as [4] . To sum up, given at time , ; distributed approximately according to , the particle filter proceeds as follows to sample from at time .
• For , sample . • For , evaluate the importance weights up to a normalizing constant and normalize them to obtain . • Multiply/discard particles ; with respect to high/low normalized importance weights to obtain particles ; . The computational complexity and memory requirements of this algorithm are approximately equal to those of Kalman filters associated to (1). Indeed, sampling from and evaluating require Kalman steps associated to particles . Moreover, and only depend on via the mean and covariance of the state conditional upon .
IV. SIMULATIONS
Gaussian Noise: In order to assess the performance of the method proposed above, we first applied it to the case of 4-DPSK signals:
(Gray encoding has been employed). The channel was generated from the low pass filtered (3rd order Butterworth filter) zero-mean complex Gaussian noise with (var ). Fig. 1 shows the results for ( for fixed-lag smoothing) for different signal to noise ratio (SNR), compared to those obtained by an a posteriori probability (APP) demodulator [5] .
Then we considered an 8-DPSK signal examined previously in [3] . It is assumed that the coding scheme was employed in [3] .
Non-Gaussian Noise: We also applied the proposed algorithm to 8-DPSK signals when the additive noise is distributed as a two-component mixture of Gaussians, i.e.,
. The overall variance of the noise in this case is with was chosen so that the SNR would be equal to 5 dB if . The characteristics of the signal and channel are the same as for the second experiment,
. The results are presented in Fig. 4 .
It can be seen that the proposed algorithm outperforms the existing methods in Gaussian noise and the degradation of performance in the non-Gaussian noise case is really small whereas other standard methods are not actually designed to treat this case. Moreover, increasing the number of particles does not modify the results significantly.
V. CONCLUSION
In this paper, we present an efficient particle filtering algorithm for demodulation of -ary modulated signals under conditions of fading channels in non-Gaussian noise. The results show that the algorithm outperforms the existing methods in the case of additive Gaussian noise, and performs well in the difficult situation of non-Gaussian noise. Similar methods can also be applied to other modulation schemes. Dedicated processors for real-time implementation of particle filtering methods are currently under development.
