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This study investigates the psychometric issues and viability of
cellphone-based-testing, a novel test administration modality whereby
test-takers use a cellphone to respond to items on a web-based assessment.
The study explored mode-dependent differences in scores from a web-based
version of the Self-Monitoring Scale (SMS) administered across two
modalities: desktop computer and cellphone. The selection of the SMS was
based on several pre-established criteria. The instrument was simple and
brief. Its text-based items included true/false response categories. Its rights of
use fell under public domain and it had been previously validated for online
administration.
The study includes a comprehensive overview of recent literature
related to the topic of psychometric equivalency and incorporates numerous

methodological approaches to determine test score equivalence, including:
comparisons of central tendency, dispersions, and rank order; the
Kolmogorov-Smirnov test of equal score distributions; the Pitman procedure
for detecting differences in reliability coefficients; a confirmatory factor
analysis of the equality of factor structures using LISREL; and an analysis of
differential item functioning based on item response theory using
BILOG-MG.
The study employed a counterbalanced repeated measures design
whereby 234 participants took an 18-item web-based version of the SMS
using a desktop computer and/or a cellphone. The psychometric equivalency
of scores from the two modes of administration was analyzed. All statistical
comparisons provided overwhelming support for one general conclusion:
There were no mode-dependent differences in scores on the web-based
version of the SMS when administered by desktop computer versus
cellphone.
The study also explored participants’ attitudes toward using cellphones
as a test-taking tool. The participants correctly anticipated that their scores
would not be affected by using a cellphone, but they categorically rated the
cellphone as less enjoyable, more difficult, and more cumbersome than a
desktop computer. However, one cannot ignore the tendency of our modern
society for being obsessed with information on demand. As cellphone

technology continues to improve and the text-messaging generation begins to
influence the field of educational and psychological measurement,
cellphone-based-testing will likely become an accepted standard for both
academic and clinical practice.
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CHAPTER I
INTRODUCTION
Emerging technologies continue to advance the field of educational and
psychological assessment. Many high profile assessment measures such as
the GRE (Goldberg & Pedulla, 2002), TOEFL (Stricker, Wilder, & Rock,
2004), and MMPI (Watson, Thomas, & Anderson, 1992) are regularly
administered in computer-based form. Additionally, many clinical
instruments, aptitude scales, personality inventories, opinion surveys, and
cognitive measures have also been computerized (Mead & Drasgow, 1993).
Computer-based assessments allow for the automatic and immediate
transformation of raw response data into meaningful assessment scores. Test
takers are no longer forced to wait weeks, or even months, for their scores to
be calculated, interpreted, and reported. Computer-based tests are usually
easier to administer, less prone to error, and more cost effective than their
paper-and-pencil counterparts. Despite the many obvious benefits of
computer-based testing, specialists in the field of educational and
psychological assessment have long been concerned with the issue of score
equivalence. This concern has been explicitly acknowledged by the American
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Psychological Association in its publication, Guidelines for Computer-Based
Tests and Interpretations (American Psychological Association [APA], 1986).
Guideline 16 states, “When interpreting scores from the computerized
versions of conventional tests, the equivalence of scores from computerized
versions should be established and documented before using norms or cutting
scores obtained from conventional tests” (p. 14). No matter how
psychometrically sound the original assessment instrument may be, any
deviation from the standardized administration of that instrument can affect
the validity of an individual test taker’s score. Any changes in the mode of
administration should be accompanied by a careful examination of score
equivalence across modes.
Prior to the widespread use of the internet, computer-based tests were
typically governed by software residing on a local machine’s hard drive. The
test administrator initiated the software program, monitored the test-taker’s
progress, and recorded a test score that was automatically calculated by the
software. As internet connections became more widely available, many
computer-based test developers stopped relying on software that ran on local
machines and started designing tests for online administration. With
online-testing, the software governing the administration of a computerized
test resides on a server that is connected to the test-taker’s local machine via
the internet. The server-side software runs the test, while the local machine
2

acts as an interface through which test items are presented and the
test-taker’s responses are recorded. For the test-taker, there are few obvious
differences between a computer-based test governed by software on a local
machine or an online-test governed by software from a server. The test-taker
is still interacting with the test at the local level.
Before the development of online-testing, most computer-based tests
were administered on machines under the direct supervision of a test
administrator. Locations such as university testing centers, clinics, and
experimental laboratories provided a level of security against the improper
use of proprietary test material. However, with online-testing, the local level
is not necessarily a secure location. Tests can be self-administered, thereby
expanding the local level to include any location with a computer connected to
the internet, regardless of whether that computer is in a testing center,
research laboratory, or the test-taker’s home.
Newly emerging technologies are expanding the local level even
further. Handheld communication devices such as cellphones and PalmPilots
now allow users to navigate the internet from virtually any location in the
world. With internet connectivity, the cellphone has become yet another
potential mode of test administration. Some high schools even encourage
their students to use cellphones to access homework assignments and other
school related content (Branigan, 2005; Kiernan & Aizawa, 2004). Designers
3

of online tests cannot ignore the possibility that many young test-takers will
soon be using their cellphones as a test taking tool.
An initial step in researching the viability of cellphone-based-testing is
to determine if test scores would differ depending on whether an online test
was administered by cellphone or desktop computer. Until now, web-based
assessment instruments have relied almost exclusively on desktop computers
(and laptops) to serve as the medium through which the test-taker interacts
with the assessment measure. The notion of using cellphones to administer a
test is novel and demands thorough investigation. Such research needs to
determine the psychometric equivalency of test scores between the two
mechanisms or modes of online test administration: cellphone versus desktop
computer.
The issue of psychometric equivalency, or the comparison of scores
from parallel test forms, has been an important part of psychometrics for
more than half a century (for historical overview, see Angoff, 1971). Most
large scale testing programs have traditionally created multiple forms of the
same test. These forms are typically administered at different times and/or
different locations. Parallel test forms allow for multiple administrations of
the same test while maintaining both test security and test fairness.
Statistical procedures known as equating methods are meant to be used
whenever scores from different test forms are compared. Equating methods
4

allow psychometricians to establish a relationship between scores from two or
more forms of the same test. This insures that the scores from test form X can
be rightfully compared to those from test form Y, without biasing any scores
in favor of one test-taker over another (Petersen, Kolen, & Hoover, 1989).
Equating methods are also used when comparing scores from the same test
administered by different modes of administration. For example, equating
methods can insure that the scores from a test administered orally (perhaps
to accommodate a test-taker’s disability) are comparable to those from a
paper-and-pencil administration. Any time the administration modality of a
test is changed, equating methods should be employed. Any difference in the
psychometric properties of scores across multiple modes of test
administration is commonly referred to as a mode-of-administration effect.
The emergence of computer-based testing, and more recently,
web-based testing has led to a number of studies investigating
mode-of-administration effects. A careful review of the literature, however,
yielded no scientifically-based studies related to the specific area of
cellphone-based testing. Due to the lack of research concerning this yet
unanticipated mode of test administration, a review of the literature herein
will focus on studies that investigated the psychometric equivalency between
scores from a computer-based or web-based test and its paper-and-pencil
counterpart.
5

Literature Review
Early studies attempting to identify mode-of-administration effects
between computer-based and paper-based tests yielded inconsistent results
(Mazzeo & Harvey, 1988). More recently however, researchers have been
finding fewer cases of non-equivalency between these two modes of test
administration. In a meta-analytic study of computer-based tests of cognitive
ability, Mead and Drasgow (1993) concluded that most computer-based power
tests (tests with no time limit or very generous time limits) were
psychometrically equivalent to their paper-and-pencil counterparts, so long
as the computer-based test was an exact copy of the paper version, otherwise
known as a linear computerized test (LCT). An LCT is the simplest variant of
computerized testing. Essentially, it is a computer-based presentation of all
the items from a paper-and-pencil test. Test takers navigate though the test
and input their answers through keyboard strokes or mouse clicks instead of
marking an answer sheet with a pencil. With the exception of computer
adaptive tests that can present different items based on the test-taker’s
response patterns, most computer-based tests in use today are LCTs (Mazzeo,
Druesne, Raffeld, Checketts, & Muhlstein, 1991).
Considering the number of assessment instruments available in
computerized and paper form, there are surprisingly few studies that
specifically investigate the issue of score equivalence across different modes
6

of test administration. A search was made to identify any related literature
published since Mead and Drasgow’s (1993) meta-analysis. The following
electronic databases were used: Professional Development Collection,
Psychology and Behavioral Sciences Collection, Inspec, and PsycINFO. All
these databases are available through EBSCOhost, a premier research
database service used by thousands of libraries and institutions of higher
learning. Search terms included such phrases as: psychometric equivalency,
score equivalence, test modalities, test administration, modes of
administration, score comparisons, etc. Additional references were obtained
by searching the websites of test publishers listed in the Mental
Measurements Yearbook. Works cited in the pertinent literature were also
considered.
In toto, the literature search yielded 16 relevant studies that examined
the psychometric equivalency between scores from computerized and paper
test administrations. These studies investigated the issue of score
equivalence for 21 different assessment instruments (see Appendix A). A
mode-of-administration effect was found for less than one-third of the
instruments studied. Since some of the instruments contained multiple
scales, a single composite score could not be calculated. Instead, such
instruments yielded multiple scores, one for each scale measure. With the
possibility of finding a mode-of-administration effect for some scales and not
7

others, the category of partial mode-of-administration effect was created for
purposes of this review. A partial mode-of-administration effect was found for
2 of the 21 instruments reviewed.
The 21 instruments varied greatly with regard to the constructs they
measured (aptitude, personality traits, opinions, cognitive ability, and clinical
symptomology), but there was little variability in their test structure.
Virtually all the test items from the 21 instruments were comprised of an
item stem (either in the form of a statement or a question) followed by a
true/false, multiple choice, or Likert-style list of response options. This
similarity in item type is not surprising, considering how easily such items
can be converted from paper- to computer-based test administration.
The two main bodies of theory that drive the field of psychometrics are
classical test theory (CTT) and item response theory (IRT). Most of the
research investigating the psychometric equivalency of parallel test forms
and mode-of-administration effects can be categorized according to these two
theoretical approaches. CTT and IRT are not competing theories; one does
not necessarily negate the other. CTT, as the term “classical” suggests, is
older than IRT. It is based on the relationship between an observed score (X),
a true score (T), and a certain amount of error associated with the instrument
of measure (E), such that: X = T + E. According to CTT, an individual’s true
score on a given assessment measure is never known, but remains a
8

hypothetical constant. Around this constant lie all the possible realizations of
the person’s true score, or all the possible observed scores. The average of the
squared sum of the differences between all the possible observed scores and
the true score is equal to the test’s error variance. The error variance is
inversely related to test score reliability. As the reliability of scores from a
given test increases, the error variance associated with that test decreases
and the resulting observed score for a given individual becomes more
accurate (Allen & Yen, 2002).
Methodologies Related to Classical Test Theory
In terms of studying mode-of-administration effects within the
constructs of CTT, researchers typically look for differences in the means,
variances, and frequency distributions of scores across the different modes of
administration. Additionally, they might investigate the possibility of a
mode-dependent effect on estimated test reliability by comparing a measure
of internal consistency reliability from each mode of administration. A
determination of psychometric equivalency based on these types of statistical
comparisons is not a determination based on clear certainty. Instead, a
researcher must decide the degree to which scores appear equivalent.
According to the aforementioned guidelines by the APA (1986), equivalency
can be confirmed for parallel test forms [or modes of test administration], “if
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(a) the rank orders of scores of individuals tested in alternative modes closely
approximate each other, and (b) the means, dispersions, and shapes of the
score distributions are approximately the same.” (p. 14). It is important to
note the word, “approximately.” There is no definitive procedure for
determining the psychometric equivalency of test scores. The methods by
which researchers have studied this issue vary widely.
Almost half of the studies reviewed herein based their investigations of
psychometric equivalency on differences in score means, variances, and
reliability. While such analyses are critical and fit within the guidelines set
forth by the APA, they are minimalistic in providing the necessary statistical
support for a conclusive determination of score equivalence. One such study
was conducted by Epstein, Klinkenberg, Wiley, and McKinley (2001). These
researchers investigated the psychometric equivalence between a web-based
and paper-based version of an attractiveness rating scale. The rating scale
was comprised of 20 images (10 male and 10 female) selected from a royalty
free collection of portraitures. In both the paper- and web-based conditions,
each image was presented to the participant with two rating scales. Based on
the portraiture, the participant was expected to rate: (i) how physically
attractive the person in the image was and (ii) how sexually attracted the
participant was to that person. The web-based measure was comprised of 20
separate web pages – one for each image followed by the two rating scales.
10

Printed copies of the web pages bound in a flip-book served as the
paper-based test. The participants included 116 university students in the
paper-based group and 97 students in the web-based group. Results from an
independent samples t-test indicated that the mean ratings of physical and
sexual attractiveness between the two conditions were equivalent. The
researchers concluded that scores from the paper- and web-based versions of
the attractiveness rating scale used in their study were psychometrically
equivalent.
Two more studies that based their determination of score equivalence
on a comparison of means explored differences in scores from a web-based
teacher evaluation form versus its paper-based original. One of the most
commonly used assessment instruments in the field of education is the
teacher evaluation form. Increasing numbers of academic institutions are
switching to web-based evaluation systems. In many cases, administrators
charged with processing the evaluations are simply taking existing paper
forms and having their institution’s Information Technology (IT) department
create a web-based equivalent. While the paper- and web-based forms may
appear equivalent to an IT specialist or a university administrator, little or
no consideration is being given to whether this change in mode of
administration is psychometrically sound (Avery, Bryant, Mathios, Hyojin, &
Bell, 2006). The two studies that explored score equivalence between
11

web-based and paper-based teacher evaluation forms were conducted by
Chang (2005) and Gamliel and Davidovitz (2005). The first study investigated
a standardized teacher evaluation form known as the Student Ratings of
Instruction (SRI) and the second examined a teacher evaluation form
developed for local use. Both studies employed a repeated measures design in
which university students completed both the paper-based and web-based
forms to evaluate the performance of the same instructor. Mean score ratings
for individual items were compared using analysis of variance (ANOVA).
Both studies found a statistically significant mode-of-administration effect.
Students provided higher ratings of teacher performance when using the
paper-based instrument. Additionally, Gamliel and Davidovitz found greater
variability of scores among the web-based evaluations.
The issue of psychometric equivalency is most important when a test is
being transitioned from one mode of administration to another or when a
single test will be regularly administered across multiple modalities. Once a
population of test-takers has completely transitioned to a new mode of
administration and new scores are no longer being compared with scores
derived from an older mode of administration, the issue of psychometric
equivalency is moot (assuming, of course, that no changes in the intended
construct of measure have occurred). This is partly the case with the
computerized versions of the attractiveness rating scale and teacher
12

evaluation forms described above. So long as scores from these
computer-based tests are not being compared with those from the paper
versions, test administrators can rightfully use these score for their intended
purpose. The issue of psychometric equivalency and the statistical procedures
used to determine such equivalency becomes very important when a test is
continuously administered with different modes and scores from one mode of
administration will be regularly compared to those from an alternate mode.
This is a common occurrence with many assessment instruments used in the
clinical setting. Clinicians typically administer a battery of tests and use well
established norms to make high stakes diagnostic decisions about an
individual’s psychological wellbeing. Any time there is a change in the mode
of administration of a clinical instrument, the psychometric equivalency of
scores must be carefully considered. If mode-dependent differences in scores
are found, separate norms for the new mode of administration are required or
equating formulas must be applied.
Although it is ill-advised for research of high-stakes tests to base a
determination of score equivalence solely on the comparisons of means and
standard deviations, studies employing this weak methodological approach
have been reported in the literature. Three studies in particular have
investigated mode-dependent differences between scores from computerized
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and paper versions of the Ruminative Responses Scale, the Symptom Check
List, and the Benton Visual Retention Test.
Davis (1999) investigated the psychometric equivalency between a
web-based and paper-based version of the Ruminative Responses Scale
(RRS). The RRS is a 10-item instrument intended to measure a test-taker’s
tendency to feel symptoms of negative emotion. Four groups of test-takers
took the RRS. Three groups took the paper form and one group took the
web-based form. The group taking the web-based form was comprised of
non-specific undergraduate students, while the three groups taking the paper
form included: (i) students from an introductory psychology course; (ii)
students from an upper-level psychology course; and (iii) students from a
non-psychology course. There were a total of 1,371 students participating in
this study with more than 90% taking the RRS in web-based form. It is
unclear why the researchers chose to categorize the participants taking the
paper form into three separate groups. Even though analyses were conducted
across patterns of response for all four groups, the most salient findings
concerned differences between only two groups: those who took the RRS in
paper form and those who took the RRS in web-based form. A statistically
significant mode-of-administration effect was found, with participants in the
web-based group reporting higher levels of rumination. The researchers
suggested that a web-based mode of test administration may increase a
14

participant’s feelings of anonymity, thereby facilitating an increased level of
self-disclosure when responding to test items that target personal feelings.
This theory has been confirmed in a number of other studies that have
targeted personally sensitive information through the use of computerized
assessment measures (Booth-Kewley, Larson, & Miyoshi, 2007; Hancock &
Flowers, 2001; Millstein, 1987; Potosky & Bobko, 1997).
Schmidtz, Hartkamp, Brinschwitz, Michalek, and Tress (2000)
investigated the psychometric equivalency between a computerized and
paper version of the Symptom Check List (SCL-90-R). The SCL-90-R is a
widely used clinical instrument with subscales measuring nine different
dimensions of psychosomatic symptomology (see Appendix A). The
participants included individuals presenting themselves for treatment to an
out-patient clinic in Germany. A between-subjects design was used to
compare the mean score differences for each of the nine scales comprising the
SCL-90-R. The computer-based test proved to be psychometrically equivalent
to the paper test on seven of the nine scales. Even though the researchers
had found a partial mode-of-administration effect, they still claimed that the
computerized version of the SCL-90-R was a viable alternative to its
paper-based counterpart. They recommended that new norms be developed
for the computer-based test, but did not provide any suggestions for equating
different test scores across the two modes of administration.
15

A very recent study of psychometric equivalency between scores from
two versions of a clinical diagnostic instrument was conducted by Thompson,
Ennis, Coffin, and Farman (in press). This team of researchers computerized
the Benton Visual Retention Test (BVRT), a cognitive measure of visual
memory. The BVRT is a visuo-spatial assessment measure typically used in
the clinical setting for early detection of Alzheimer’s disease and dementia in
the elderly. Test-takers are briefly shown a line pattern and expected to
reproduce the pattern on a blank sheet of paper from memory. A graphics
tablet was used for the computerized version of the BVRT. With a stylus,
participants were asked to draw their responses on the graphics tablet. In
this way, a representation of their drawing appeared on a vertically
positioned computer screen. In a 2 x 2 repeated measures design, 40
participants were tested on both the computerized and paper versions of the
BVRT. The second of the two factors in the 2 x 2 design was order of
administration. An ANOVA analysis yielded a statistically significant
difference in total number of correct items between the two versions of the
BVRT. The participants who were tested with the paper-based instrument
performed better than those tested with the computer-based BVRT. Although
it has been suggested that improvements in technology are allowing for more
consistent formatting of item presentation across different modes of test
administration, this study did not employ the latest and most appropriate
16

equipment when computerizing the BVRT. The researchers admitted that the
cost of such equipment was prohibitive. Rather than having participants
draw on a horizontally positioned graphics tablet while viewing the
reproduction of their drawing on a vertically positioned computer monitor, a
stylus sensitive monitor should have been used. This would have been a
single device that could be positioned horizontally in order to more accurately
replicate the experience of using a standard sheet of paper with a pencil.
Research in cognitive psychology suggests that the positioning of an input
device on a different plane than the anticipated output is non-intuitive and
leads to more mistakes by a given operator (Norman, 1988). It is possible that
the computerized version of the BVRT would be psychometrically equivalent
to its paper counterpart if the study was replicated with a stylus sensitive
monitor instead of a graphics tablet connected to a separate monitor.
The last study reviewed herein that based its investigation of
psychometric equivalency on mode-dependent differences in score means and
standard deviation was conducted by Mazzeo et al. (1991). This research
team investigated the computerized and paper versions of both the English
composition and Mathematics General Examinations from the College-Level
Examination Program (CLEP). Scores from the CLEP exams are used by
almost 3,000 colleges worldwide to grant course credit and/or course
exemption for beginning college students. Each CLEP exam is timed at 90
17

minutes and contains a varying number of multiple choice test items specific
to a given domain. There are CLEP exams for many different disciplines,
including: English literature, foreign language, history, science, mathematics,
and business (College Board Tests, n.d.). To determine if there was a
mode-of-administration effect between the computer-based English
composition and mathematics CLEP exams and their paper-based versions,
Mazzeo et al. (1991) employed a single group counterbalanced equating
design. By using a within-subjects design, the researchers were able to
measure potential mode-of-administration effects without the confounding
influence of group differences. For the English composition CLEP exam, a
sample of 115 college students was divided into two groups: a computer-first
group (n = 58) and a paper-first group (n = 57). The researchers did not guard
against practice effect by allotting any time between the two test
administrations. There was no statistically significant difference in means
between the computer- and paper-based test scores. However, the correlation
between the scores from the two modes of administration was unexpectedly
low (r = .78). While the comparison of mean scores provided no evidence for
mode-of-administration effect, the low estimate of test reliability suggested
that the computerization of the English composition CLEP exam may have
affected the nature of the construct being measured.
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With a separate group of 96 college students, Mazzeo et al. (1991)
repeated the study with the mathematics CLEP exam. All the students took
both the computer-based and paper-based versions of the exam (47 in the
computer-first group and 49 in the paper-first group). There was a
statistically significant difference in means between the computer- and the
paper-based test scores. Mazzeo et al. concluded that the computerized
version of the mathematics CLEP exam was not psychometrically equivalent
to its paper-based counterpart and that even though a
mode-of-administration effect was not found between the computer-based and
paper-based English composition CLEP exam, caution should be exercised in
using scores from the computerized version of this exam until the test’s
construct validity can be better established through further research.
Methodologies Related to Factor Analysis
Concerns over mode-dependent changes in a test’s construct validity
have lead some researchers to employ more sophisticated methods of
studying the issue of psychometric equivalency. While acknowledging that
psychometric equivalency is dependent on the equality of means, variances,
and score distributions, a leading figure in the field of testing and
measurement, Frederick M. Lord, argued that scores from different forms of
the same test could only be considered equivalent if all forms measured the
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same latent trait, ability, or skill (Lord, 1980). This is a more stringent
definition of psychometric equivalency than that proposed by the APA. It
requires more sophisticated analyses than t-tests and ANOVAs. Factor
analysis is the most common statistical procedure used to examine whether
the measurement of a latent trait remains stable across different modes of
test administrations. Of the 16 studies reviewed herein, six applied some
form of factor analysis as part of their investigation of mode-dependent
difference in test scores.
Critical of the APA guidelines for psychometric equivalency, Van de
Vijver and Harsveldt (1994) claimed that the APA did not properly account
for all forms of score equivalence. They discriminated between two
dimensions of test score equivalence: quantitative equivalence and
qualitative equivalence. Van de Vijver and Harsveldt argued that the APA
(1986) guidelines only addressed the quantitative dimension of test score
equivalence. This can only determine whether norms derived from one mode
of test administration can be applied to data collected through an alternative
mode of administration. The researchers claim that qualitative equivalence of
test scores is equally important to quantitative equivalence. For it is
qualitative, not quantitative equivalence, that addresses the issue of
construct validity as argued for by Lord (1980). Van de Vijver and Harsveldt
investigated the psychometric equivalency of scores from computerized and
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paper versions of the General Aptitude Test Battery (GATB). The GATB was
originally developed by the U.S. Department of Labor during WWII as an
assessment to be used for job screening and career placement (Reeves, 2002).
It is comprised of seven subtests: name comparison, computation,
three-dimensional space, vocabulary, tool matching, arithmetic reasoning,
and form matching (see Appendix A for total number of items and time limits
for each subtest). Participants for Van de Vijver and Harsveldt’s (1994) study
included 326 applicants to the Dutch Royal Military Academy. Half of the
participants took the paper-based test and the other half took the
computer-based test. The two groups of participants were matched on age,
gender, and general intelligence (as measured by the Berenschot Intelligence
Test). To investigate the quantitative equivalency between the paper-based
and computer-based versions of the GATB, Van de Vijver and Harsveldt
compared mean score differences for all the subtests. Five of the seven
subtests showed statistically significant differences in mean scores between
the two modes of test administration. This finding indicated a possible
mode-of-administration effect. In terms of qualitative score equivalence, the
researchers investigated the test’s construct validity for each mode of
administration. Confirmatory factor analysis revealed statistically significant
differences in the factor loadings of individual test items according to the
mode of administration. A model of equal factor loadings across both test
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modes had to be rejected. Van de Vijver and Harsveldt concluded that the
computerized version of the GATB was not equivalent to the paper-and-pencil
version, either quantitatively or qualitatively.
Another study that used factor analysis to explore the issue of
psychometric equivalency was carried out by Fouladi, McCarthy, and Moller
(2002). This research team investigated the potential for
mode-of-administration effect between the web-based and paper-based
versions of three clinical assessment measures: the Inventory of Parental and
Peer Attachment (IPPA), the Negative Mood Regulation Scale (NMRS), and
the Trait Meta-Mood Scale (TMMS). These instruments were selected
because of their widespread use in the clinical arena to assess maladaptive
cognitions. Both parental attachment and emotional regulation processes
have been associated with overall psychological well-being. Additionally, it
was found that these instruments were already being administered in
web-based form, without any systematic investigation of cross-mode score
equivalence. Paper versions of the three clinical instruments were
administered to 164 university students. A separate group of 234 students
took the same three instruments in web-based form. Independent samples
t-tests showed no statistically significant differences in mean composite
scores obtained from paper-based and web-based versions of the three
instruments. To assess potential difference in construct validity between the
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two modes of administration, the researchers conducted multi-sample
confirmatory factor analyses for each administration mode across all three
instruments. Results indicated similarities in the factor models and item
loadings for both modes of administration. Chi-square tests yielded no
statistically significant differences in model-data fit for any of the
instruments. The researchers concluded that the web-based versions of all
three measures were psychometrically equivalent to the original paper-based
forms.
Herrero and Meneses (2006) also explored mode-dependent differences
in a test’s construct validity. Their study focused on the web-based and
paper-based versions of the Perceived Stress Scale (PSS) and the Center for
Epidemiological Studies-Depression Scale (CESD). Both assessment
measures are widely used by clinicians to identify psychological distress. The
participants for this study included two groups of undergraduate students:
268 students taking the PSS and CESD in paper form and 262 students
taking both assessment instruments in web form. Researchers conducted a
multivariate analysis of variance (MANOVA) to identify any potential
differences in item responses across format conditions. For the PSS, one of
four test items exhibited a statistically significant mode-of-administration
effect. The MANOVA for the item responses on the CESD showed no main
effects. The researchers further investigated the internal consistency of items
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responses in each condition. Cronbach alpha coefficients indicated
appropriate levels of internal consistency for each instrument in both format
conditions. Lastly, the researchers used principal component analysis (PCA)
to identify any potential differences in construct validity between the two
modes of administration. For each instrument, a single principal component
was found in both format conditions. The explained variance was
approximately equal for both conditions and the absolute values of all the
factor loadings were 0.45 or greater. Based on their PCA results, the
researchers concluded that the web-based versions of the PSS and the CESD
were psychometrically equivalent to their paper-based counterparts.
However, these conclusions should be accepted with caution. PCA is typically
used as a data reduction technique to optimally combine variables into
smaller subsets. It is not as stringent a test as confirmatory factor analysis.
When measuring the relationships between variables, PCA does not
discriminate between shared and unique variance, therefore the total amount
of variance accounted for by any given component can be inflated.
Confirmatory factor analysis avoids this statistical weakness by only
analyzing the shared variances among the variables. This technique provides
a more reliable estimate of the total amount of variance accounted for by a
given factor (Costello & Osborne, 2005).
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Buchanan, Johnson, and Goldberg (2005) investigated the
psychometric equivalence between the web-based and paper versions of a
short five-factor personality inventory developed from the International
Personality Item Pool (IPIP). The IPIP is a collection of non-proprietary test
items that aid in the measurement of human personality. Using the IPIP,
Goldberg (1992) developed a 50-item personality assessment that measures
the same constructs commonly associated with Costa and McCrae’s (1992)
revised NEO personality inventory (NEO-PI-R). The NEO-PI-R is a 240-item
personality inventory that offers rating scales for 30 unique facets of an
individual’s personality. Summations of the facet ratings, in clustered groups
of six, yield five independent domain ratings: Neuroticism, Extraversion,
Openness, Agreeableness, and Conscientiousness. According to the Five
Factor Model of personality, an individual’s scores on each of the five
domains can provide a comprehensive sketch of that individual’s emotional,
interpersonal, experiential, attitudinal, and motivational styles. The
NEO-PI-R and Five Factor Model have received widespread acceptance
throughout the scientific community (Murray, Rawlings, Allen, & Trinder,
2003).
To validate a web-based version of Goldberg’s (1992) 50-item IPIP
personality inventory, Buchanan et al. (2005) posted the instrument on a
publicly accessible website and registered the site’s URL (web address) with
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several popular search engines. In a five month period, 2,448 individual
response protocols were received by anonymous users who found the website
and voluntarily participated in the experiment. Using confirmatory factor
analysis, Buchanan et al. investigated the instrument’s factor structure.
Findings showed that 2 items failed to load on their intended factors and 7
items exhibited secondary loadings greater than half that of their primary
loading. Based on these results, the researchers excluded the nine
problematic test items and reanalyzed the data. Subsequent analysis showed
that a 41-item revised version of the web-based instrument exhibited
acceptable levels of internal reliability and a factor structure commensurate
with the Five Factor Model of personality. To further validate the
instrument, Buchanan et al. compared the correlations between each factor
score and 25 pre-established behavioral and demographic correlates of the
Five Factor Model. Results of this analysis provided strong evidence in
support of the instrument’s construct validity. The researchers concluded
that their 41-item IPIP web-based personality inventory was
psychometrically sound, without considering potential
mode-of-administration effects.
Cole, Bedeian, and Feild (2006) also used confirmatory factor analysis
to investigate psychometric equivalency. They compared scores from the webbased and paper versions of a 20-item measure of Transformational
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Leadership Skills (TLS). The concept of transformational leadership was first
introduced to the field of organizational psychology more than three decades
ago to describe an interaction style between leaders and followers that
produces higher levels of purpose and motivation. Bass and Avolio (1993)
claimed that transformational leaders are individuals who motivate their
followers by appealing to high ideals. This is in contrast to the leadership
style of transactional leaders who motivate their followers by appealing to the
followers’ self interests. The TLS is a widely used instrument in the field of
organizational psychology. Because of its brevity and simplicity of use, this
instrument was easily adapted for web-based administration.
With the cooperation of company administrators, Cole et al. (2006)
made the TLS available to all employees of a large power generation company
in both paper and web-based forms. Six-hundred sixty-five employees
voluntarily completed the TLS in paper form while 4,244 elected to take the
test in web-based form. To investigate the difference in the test scores
between the two groups, Cole et al. applied confirmatory factor analysis to
determine if the internal test structure remained stable across both modes of
administration. A two factor model originally developed by the authors of
TSL was applied to the item response data of both groups. Mode-dependent
differences in test scores were operationalized by testing the factor model’s
goodness-of-fit between groups as indicated by the following indices: the
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comparative fit index (CFI), the Tucker-Lewis index (TLI), and the root mean
square error of approximation (RMSEA). Results indicated that the item
response data from both modes of administration adequately fit the baseline
model developed by the authors of the TSL with regard to the number of
factors, the factor loadings, the item intercepts, the item residuals, the factor
variances, and the factor covariances. Cole et al. concluded that their findings
provided strong evidence that the web-based version of the TLS was
psychometrically equivalent to its paper-based counterpart and that scores
from both modes of administration could be freely compared and combined
without the need for further methods of equating.
A final study that used confirmatory factor analysis to explore the
issue of psychometric equivalency was conducted by Buchanan and Smith
(1999). These researchers investigated the psychometric equivalency between
scores from the web-based and paper-based versions of the Self-Monitoring
Scale (SMS). The SMS is an 18-item measure of an individual’s tendency
toward observing and regulating expressive behaviors and self-presentation
(further explanation of the construct of self-monitoring is provided in the
Method section, under the heading of Instrument Selection). Buchanan and
Smith loaded a web-based version of the SMS on the internet and recruited
participants by posting messages on numerous psychology related
newsgroups. Of the 1,181 web users who accessed the researchers’ website,
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963 successfully completed the web-version of the SMS. The researchers
compared these scores to those of 224 undergraduate students who took the
test in paper form. They found no statistically significant difference in mean
SMS scores between the two groups. Buchanan and Smith then searched the
literature for an acceptable factor model with which to fit their data. Prior
research indicated that a model with three intercorrelated latent variables
best explained the factor structure of the SMS. Buchanan and Smith applied
this model to both the web-based and paper-based response data. The
confirmatory factor analysis chi-square statistic proved statistically
significant, indicating a poor fit of the model to the data. However,
researchers argued that increased experimental power due to their large
sample size falsely rejected a model that actually may have provided an
acceptable fit with the data. Assuming this to be the case, Buchanan and
Smith compared five more fit indices across both data sets with the results of
two previous studies. The resulting values of all five indices indicated that
the three factor model fit well with both the web-based and paper-based
response data and closely approximated the results of the two previous
studies that derived the same model through exploratory methods. Lastly,
Buchanan and Smith investigated the similarity in the magnitude of item
loadings between the web-based and paper-based response data. A
correlation of 0.89 for the two sets of loadings provided further support for
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the similarity in test functioning across the two modes of administration.
Buchanan and Smith concluded that the web-based version of the SMS was
psychometrically equivalent to its paper counterpart and was a valid
measure of self-monitoring.
The most common methodological approach used to identify
mode-dependent differences in a test’s construct validity is the application of
factor analysis to investigate the test’s internal structure. An alternative
approach to confirming construct validity is the comparison of test scores
with those of theoretically related external measures. This approach
attempts to establish support for construct validity by establishing evidence
of convergent validity. Meyerson and Tryon (2003) employed this alternative
methodology when they investigated the psychometric equivalency between
the web-based and paper-based versions of the Sexual Boredom Scale (SBS).
Scores from 253 participants originally used to validate the SBS served as
the paper-based sample. To obtain a web-based sample of participants,
Meyerson and Tryon posted a version of the SBS on the internet and
submitted the URL to 30 popular search engines advertising their research
project. In a nine month period, approximately 20% of persons who found the
site voluntarily completed the assessment. To cull the web-based sample, the
researchers matched the two groups of participants on age, gender, race, and
total number of sexual relationships. This yielded as web-based group of 533
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participants. An 8 x 8 correlation matrix was calculated for each group. The
matrices were comprised of Pearson product-moment correlations for total
scores on the SBS and seven validation scales theoretically related to the
construct of sexual boredom. To determine psychometric equivalency between
the two modes of test administration, the researchers measured matrix
equivalence according to the following goodness-of-fit indices: the chi-squared
noncentrality parameter index (CSNCP), the root mean square error of
approximation (RMSEA), the normed fit (NFI) and non-normed fit indices
(NNFI), and the expected cross-validation index (ECVI). All results indicated
that the two correlation matrices were statistically equivalent. Based on
these findings, the researchers concluded that the web-based version of the
SBS was psychometrically equivalent to its paper-based original.
Methodologies Related to Item Response Theory
As discussed earlier, psychometric theory is driven by two schools of
thought: classical test theory (CTT) and item response theory (IRT). These
two theories are not mutually exclusive in their conceptualization of
psychometric equivalency. Both theoretical constructs can be applied to the
same investigation of score equivalence. Whereas CTT is concerned with
comparisons of total test scores and total score reliability, IRT focuses on the
characteristics and behavior of individual test items. In terms of
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psychometric equivalency, IRT can offer a more detailed view of how a test
functions at the item level. Comparisons of item characteristics across
different modes of administration can provide additional support for
determining whether differences in test scores are mode-dependent. The two
most common item characteristics measured by IRT analyses are item
discrimination and item difficulty. Item discrimination represents how well a
test item can discriminate between high and low test performers and item
difficulty represents the difficulty level of a given item as compared to the
other items on the test. A third item characteristic that is sometimes
included in IRT analyses is a pseudo guessing parameter or a measure of the
degree to which a test-taker’s response to a given item is the result of
guessing.
A model that incorporates all three of the above mentioned item
characteristics is the three-parameter logistic IRT model (3PL). This model
measures the probability that a test-taker with a given ability level will
respond to an individual test item in a particular way. The model can be
defined by the following formula:

P ≡ P(θ ) = c +

1− c
,
1 + e−1.7 a (θ −b )

where (P) is the probability, (θ) represents the test-takers ability level, (a) is
the measure of item discrimination, (b) is the measure of item difficulty and
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(c) is the pseudo guessing parameter. This same formula can also be applied
to a one-parameter (1PL) or two-parameter IRT model (2PL). A 2PL model
excludes the pseudo guessing parameter by setting c = 0 and relies solely on
the characteristics of item difficulty and item discrimination. In a 1PL model,
both the pseudo guessing parameter and the item discrimination parameter
are excluded from the formula by setting c = 0 and a = 1, respectively. A 1PL
model only takes into account the characteristic of item difficulty (Lord,
1980).
When applying IRT-based methods to an investigation of psychometric
equivalency, item parameter estimates are calibrated for each set of test
scores. If these parameter estimates are adequately similar, one can infer
score equivalence. Additionally, the estimated values of these parameters can
be used to test the fit of an IRT model to each dataset. If adequate model-data
fit is found, score equivalence is further substantiated. An important
assumption that applies to most IRT models, including the 1, 2, and 3PL
models, is that of unidimensionality. This assumption requires that all the
items from a given test only measure one latent trait. Statistically, a single
common factor must account for all the item covariances. This common factor
is the latent trait of interest (the construct the test developers intended to
measure). The assumption of unidimensionality can never be met precisely,
but it can be verified through factor analysis (Crocker & Algina, 1986).
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Preckel and Thiemann (2003) utilized IRT-based methodology to
investigate the psychometric equivalency between a web-based and
paper-based version of the Hochbegabungsmatrizen Test (HBMT), a figural
matrices test for the assessment of intellectual giftedness. While most of the
participants in the paper-based group completed the test (n = 429), there was
an unprecedented amount of participant attrition in the web-based group. A
link to the web-based test was posted for nine months on the Mensa society
website and the intranet of the German National Merit Foundation. The link
received over 20,000 access requests. Of these, 3,004 persons actually started
taking the test, while only 358 completed the test and ultimately chose to
submit their responses. A further 43% of the cases had to be excluded from
the final dataset because of a variety of issues such as missing data, evidence
of guessing, lack of proper consent, and multiple-participation. This left 204
valid cases in the web-based sample which was only 1% of the original
number of access requests generated by the advertisement link. The
participants who successfully completed the web-based assessment were
obviously very persistent. Despite this strong sample bias, Preckel and
Thiemann carried out an IRT-based investigation of psychometric
equivalency. They estimated the fit of the 1, 2, and 3PL models to each
dataset by comparing the geometric means of the marginal maximum
likelihood. These comparisons showed that both datasets were best explained
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by a 2PL model. Additionally, Preckel and Thiemann grouped the test items
according to their own rule-based categorization system to provide a measure
of item structure. They conducted a multiple regression analysis using the
item difficulty estimates from the 2PL model as the dependent variable and
the frequencies of each rule type as the independent variables. This analysis
was repeated for both datasets. The results indicated that, for both datasets,
the same predictors showed statistical significance and the regression
weights for these variables were comparably high. While Preckel and
Thiemann concluded that the web-based version of the HBMT was
psychometrically comparable to its paper-based counterpart, they failed to
carry out some critical analyses. The parameter estimates they calibrated
could have provided more information concerning the psychometric
equivalency of scores from the two datasets. Was there a statistically
significant relationship between the datasets with regard to the estimated
parameters of item difficulty and item discrimination? Such evidence would
have better supported a determination of score equivalence.
A final, more technical, concern for Preckel and Thiemann’s (2003)
study relates to their computer representations of three-dimensional objects.
Most intelligence tests cannot be easily converted to computer-based form
because they involve hand manipulation of real-world objects such as blocks,
paper, or puzzle pieces. Computerizing such exercises through graphical
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imaging often leads to changes in the underlying construct being measured.
While items from the paper-based version of the HBMT do not rely on the
manipulation of real-world objects, they are very dependent on a test-taker’s
visual acuity. Even though the researchers took great care in replicating each
item for screen presentation, the potential confound of varying image sizes
between the web-based and paper-based items could not be controlled. Since
participants in the web-based group accessed the test from their own
personal computers, the experimenters were unable to control for screen
resolution. It is not only possible, but very likely, that the figural matrices
viewed by participants in the web-based group varied in size. These images
may not have been the same size as the figures viewed by participants in the
paper-based test. While Preckel and Thiemann recognized this
methodological weakness, they failed to fully investigate its potential effects
on the findings of their experiment.
Another study that applied IRT methodology to the investigation of
psychometric equivalency was conducted by Donovan, Drasgow, and Probst
(2000). These researchers compared scores from the computerized and paper
versions of two scales from the Job Descriptive Index (JDI). The JDI is a
widely used survey instrument in the field of organizational psychology. It
provides five subscale measures of an employee’s satisfaction with his or her
workload, pay, promotions, supervisor, and coworkers. Computerized and
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paper versions of the Supervisor Satisfaction subscale (SS) and the Coworker
Satisfaction subscale (CS) were used for this psychometric equivalency study.
Donovan, et al. claimed that statistical analyses grounded in classical test
theory do not provide enough information to determine score equivalence.
They argued that it is very difficult to interpret the meaning of very small,
but statistically significant, mean differences between two sets of scores. To
counter such problems, Donovan, et al. used an IRT-based analysis to
investigate whether there were mode-dependent differences in construct
validity for the two JDI subscales. 1,777 employees from a public utility
company and a food processing company took both the SS and CS in paper
form. The computerized versions of the two subscales were administered to
509 employees from a large university. The researchers acknowledged that
using such disparate samples could have affected their results. It is assumed
that the computerized forms were administered to a sample of university
employees for the sake of convenience.
Estimates of item difficulty and item discrimination parameters were
calibrated using marginal maximum likelihood estimation. A 2PL IRT model
was applied to both datasets. Chi-square comparisons of the expected versus
actual response frequencies for single items, item pairs, and item triples were
calculated. None of the chi-square statistics for the single items proved
statistically significant. These results are unremarkable considering that the
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model fit was being evaluated with the same data used to calibrate the
parameter estimates. The chi-square statistics for the item pairs and item
triples were more critical. These also showed that the 2PL model fit both
datasets reasonably well. The same analyses were carried out for both
subscales. Donovan, et al. (2000) concluded that scores from the computerized
and paper versions of the SS and CS scales were psychometrically equivalent.
Despite finding evidence of mode-of-administration effects for almost
one-third of the instruments reviewed herein, none of the studies
investigated any mediating factors that could account for such effects. In
comparing scores between computerized and paper-based tests, an obvious
confound can arise from the test-takers prior experience with using a
computer. Even though Buchanan and Smith (1999) suggested that
web-based test scores could be affected by the test-takers’ prior experience
with computers, their study did not incorporate a measure that could account
for this effect. The relationship between computer experience and
computer-based test scores has been well documented. Research has
consistently shown that performance on computer-based tests is negatively
correlated with computer anxiety and positively correlated with computer
experience (Brosnan, 1998; Desai, 2001; Lee, 1986; Smith & Caputi, 2007;
Wise, Barnes, Harvey, & Plake, 1989). Unfortunately, existing measures of
computer anxiety and computer experience are not general enough to take
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into account prior experience in using a cellphone. A broader measure of one’s
experience with technology or one’s technological savviness is needed to
better understand the effect that such experience may have on
cellphone-based-testing.
Purpose of the Study
The purpose of the present study was to investigate mode-dependent
differences in scores on a simple web-based test when administered by
desktop computer versus cellphone. This investigation also considered the
potential mediating effects of technological savviness. Lastly, the study
measured participants’ attitudes toward using a cellphone as a test-taking
tool. Analyses related to both classical test theory and item response theory
were used to address the following research questions:
i. Are there mode-dependent differences in the central tendency,
dispersion, distribution, or rank order of scores?
ii. Does the use of a cellphone increase administration time?
iii. Are scores affected by the participant’s technological savviness?
iv. Are there mode-dependent differences in test reliability?
v. Are there mode-dependent differences in construct validity as
measured by the test’s factor structure?
vi. Are there mode-dependent differences in item response patterns?
vii. Which mode of administration do test takers prefer?
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CHAPTER II
METHOD
Participants
The participants for this study included 234 individuals affiliated with
Mississippi State University: 203 undergraduate students enrolled at the
university during the fall semester of 2007 and 31 members of the support
staff employed by the university’s Social Science Research Center (SSRC).
The student participants were recruited from undergraduate courses in
educational psychology and general psychology. As an incentive to participate
in the experiment, the students were offered extra credit points applicable
toward their class average. Members of the support staff from the SSRC were
recruited by virtue of working in the same research center as the primary
investigator. No incentive for support staff participation was offered. The
support staff members were added to the sample population to increase the
sample’s variability in terms of age and technological savviness, thereby
increasing the generalizability of the findings.
The mean age for all 234 participants was 21.8 (SD = 7.6) with a range
of 18 to 58 years. The racial composition of the participant sample was 72%

40

Caucasian, 26% African-American, and 2% other minority. The gender ratio
of the sample was 2:1 (females to males).
The minimum number of participants necessary for an effective level of
experimental power was estimated by an a priori power analysis using
G*Power 3, a statistical power analysis software program developed by Faul,
Erdfelder, Lang, and Buchner (n.d.). Sample size calculations were based on
detecting a difference in mean scores from a within-groups, repeated
measures design. Since the direction of the potential mean score differences
between modes of administrations could not be anticipated, a two-tailed
dependent t-test was selected as the type of analysis used to determine the
minimum sample size. The significance level (probability that a mean score
difference is due to chance) was set at α = 0.05. The power (probability that a
mean score difference in the population can be detected in the sample) was
set at 1-β = 0.9. And, the effect size (the salience of a mean score difference)
was set at dz = 0.3. The effect size selection was based on Cohen’s (1992)
definitions, whereby d = 0.2, d = 0.5, and d = 0.8 are interpreted as: small,
medium, and large, respectively. Based on the above fixed values of
significance, power, and effect size, the a priori analysis estimated a
minimum total sample size of 119. Of the 234 participants included in this
study, 151 were assigned to the within-groups, repeated measures condition
(see Procedures subsection below). The actual number of participants
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included in this study was well above the minimum as determined by the a
priori power analysis.
Instrument Selection
Since the primary purpose of this study was to provide preliminary
evidence for the viability of cellphone-based-testing, the specific constructs
measured by the chosen assessment instrument were of secondary
importance to other, more technical issues. The selection of the assessment
instrument was based on the following five criteria: First, the instrument’s
rights of use were to fall under public domain. Because the test items were
posted to a publicly accessible website, the researcher chose to avoid risks
associated with the improper use and duplication of copyrighted test
materials. Second, the instrument needed to be short in length, thereby
reducing the likelihood of participant attrition. Third, the instrument needed
to be comprised of test items that queried the participants’ opinions rather
than their prior ability or knowledge. This ensured that the test could be
completed by all participants, regardless of their intellectual abilities or level
of academic experience, further reducing the likelihood of attrition. Fourth,
individual test items needed to be text-based with item responses structured
according to a true/false, multiple choice, or Likert-type format. Because of
the limits in screen size common to most cellphones, the researcher wanted to
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avoid any additional confounds associated with the size and resolution of
graphical images from non-text-based test items (for the exact specifications
of the cellphones used in this experiment, see the Apparatus section below).
Likewise, the researcher did not want to confound the experiment with test
items using open-ended or unstructured responses. Text entry on the
keyboard of a desktop computer and that of a cellphone is vastly different.
Such disparity in procedural method was better left for independent
experimentation. Lastly, the instrument needed to have been validated for
online use. With prior validation of online administration, the paper version
of the instrument could be excluded from this study. This narrowed the
investigation to a direct comparison between two distinct modes of
administration for the same web-based instrument: desktop computer versus
cellphone.
Although a review of the literature yielded several instruments that
met the requirements of the first four selection criteria, only two of these
instruments were previously validated for online administration: an 18-item
measure of self-monitoring (see Appendix B) developed by Gangestad and
Snyder (1985) and a 41-item personality inventory derived from the
International Personality Item Pool (IPIP) by Buchanan, Johnson, and
Goldberg (2005). Of these two instruments, the Self-Monitoring Scale (SMS)
developed by Gangestad and Snyder (1985) was better suited for this
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experiment than the IPIP. The SMS provided a single total score as opposed
to the IPIP’s five subscale scores and the true/false response options for the
SMS were much shorter than the 5-point Likert-style scale used by the IPIP.
One Likert-style response option in particular was: Neither Inaccurate nor
Accurate. This lengthy and cumbersome label was obviously ill-suited for
presentation on a small cellphone screen. Lastly, the developers of the IPIP
offered no normative data with which to gauge the meaning of individual
scores in terms of the general population, whereas the SMS is backed by
normative data that has been well established by empirical research.
According to Gangestad and Snyder (1985), the SMS measures a
personality construct known as self-monitoring. This construct represents the
extent to which an individual can understand and control his or her
expressive behavior and self-presentation. Individuals who score high on the
SMS tend to regulate the way they present themselves to others. They are
highly responsive to social and interpersonal cues and feel confident about
their interactions with other people. Conversely, the outward behavior of
individuals who score low on the SMS tends to be more closely connected to
the individuals’ inner thoughts, emotions, and attitudes. These individuals
lack the ability or the motivation to regulate their expressive behavior in
front of others. An archetypal high self-monitoring individual would likely be
a successful actor – one who is always aware of his or her stage presence. On
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the opposite end of the continuum would be a social misfit whose behavior
toward others is grossly inappropriate and self-centered.
The SMS has been applied to a number of domains related to social
behavior and interpersonal relationships and has been translated into five
languages. Briggs and Cheek (1986) recognized it to be a relevant and
popular personality measure. They cited its widespread use in studies of
personnel selection, psychopathology, romantic relationships, sexual
involvement, group dynamics, and social interaction. Reliability estimates
reported for the SMS are not high, but they are adequate for research
purposes. Both Snyder and Gangestad (1986) and Briggs and Cheek (1988)
reported finding coefficient alphas of 0.70. Over a two-year interval,
Anderson (1991) reported a test-retest correlation of 0.55.
Instrument Design
A web-based version of the SMS was designed specifically for this
experiment. In tailoring the online instrument for cellphone usability, special
consideration was given to limitations in screen size. To minimize differences
between the two experimental conditions, each test item was posted to a
separate web page. This allowed participants to move from one test item to
the next without having to scroll down a page that was longer than the
cellphone screen.
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In accordance with standardized SMS administration protocol, each of
the 18 test items (see Figure 1) was followed by a set of true/false response
options. The mechanism that allowed for the actual selection of a response
option relied on “radio buttons,” a hard coded graphical feature built into
Hypertext Markup Language (HTML) and recognized by all common web
browsers. Radio buttons have become a standard method by which developers
of web-based forms elicit responses from a user. With a population of college
students and university employees, it was safe to assume that all the
participants had prior experience in using radio buttons. Just below the
response options, a button labeled Next Question allowed participants to
advance to the next page only if a response option had been selected. This
format was repeated for all 18 items of the test (see Figure 2). All the
participants’ responses were tallied by a server side application written in
Perl, a computer scripting language commonly used to process data from
web-based forms. The server side application also scored the test, recorded
total time taken, and saved both the raw data and the SMS total score to a
database for subsequent analysis.
Since a review of the literature yielded no adequate measures of
technological savviness that incorporated one’s ability to use a cellphone, a
specifically tailored instrument was developed for purposes of this study
(see Appendix C). This instrument was named: Basic Computer/Cellphone
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Figure 1

Self-Monitoring Survey – Item 11

Image Comparisons: Desktop Computer Versus Cellphone

Self-Monitoring Survey – Item 4

Figure 2
Cellphone Screen Captures
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Skills Questionnaire (BCSQ). The 30 items for this questionnaire were
developed on the basis of their face validity which was verified by several
independent experts in the fields of information technology and technology
education. Having been designed specifically for this experiment, the BCSQ
did not have any accompanying normative data or measures of test score
reliability. On the basis of face validity, the BCSQ was expected to provide a
valid measure of the participants’ technological savviness based on their prior
experience with operating cellphones and computers. It was hypothesized
that the construct of technological savviness is both measurable and
self-evident. Individual scores, as measured by the BCSQ, were expected to
span a continuum that represented varying degrees of an individual’s
experience in operating technology, with high scores indicating a high level of
experience and vice versa.
Lastly, a brief preference measure was developed to gauge whether the
participants preferred using the desktop computer or a cellphone to take the
web-based test. This measure was comprised of 10 items. Each item
contained a statement followed by a Likert scale rated from strongly agree to
strongly disagree (see Appendix D). Responses to items from this instrument
were expected to provide a valid measure of the participants’ opinions
concerning the use of desktop computers and cellphones for web-based
testing. Like the BCSQ, the preference measure was designed specifically for
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use with this experiment and had no accompanying normative data or
measures of test reliability.
Apparatus
A web server in Starkville, Mississippi (IP address: 63.147.160.146),
was used to host the domain: http://www.item1.org. The server was connected
to an internet service provider via a T1 line and employed standard RAID 1
technology (a mirrored set of two independent drives). The connection speed
and operational redundancy provided an uplink that was both fast and
reliable, preventing any “page access” problems during the experimentation
sessions.
The user side equipment included four desktop computers and four
cellphones. The specifications for the desktop computers were as follows: Dell
OptiPlex™ GX400 with 1.6 GHz Pentium 4 chip and 512 MB of RAM. Each
computer was equipped with a standard keyboard and mouse. The
specifications for the monitors were: Dell M570 15 inch (diagonal) CRT
monitor with XGA resolution set at 1024 x 768 pixels. These computers were
selected for the sake of convenience. They were accessible to the researcher
without restriction in a small computer lab on campus where the
experimental sessions were scheduled. Each computer was housed in a
standard workstation cubicle. With regard to ecological validity, the
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computers selected for this experiment were ideal. Their specifications were
neither outdated nor cutting-edge. They were similar to most computers that
the “average” user would have had access to at the time of the experiment.
The specification for the cellphones that were used for this experiment
were as follows: Motorola MOTORAZR™ V3 with a 2.2 inch (diagonal)
TFT-LCD 64K color screen set at a resolution of 176 x 220 pixels. This model
of cellphone was selected for its popularity with cellphone users. Within two
years of its release date, the MOTORAZR™ became the largest selling
cellphone in history – over 50 million sold by mid-2006 (Burda, 2006). As of
the date of this manuscript, the MOTORAZR™ remained the top selling
phone in the US market (Gardiner, 2007).
Design
The present study employed a four-group, counterbalanced, repeated
measures design. The counterbalanced, repeated measures design is a
classical approach to investigating psychometric equivalency. According to
Angoff (1971), this methodological design allows for both a determination of
score equivalence and the development of equating formulas if
non-equivalency between the scores is verified. Of all the studies reviewed
herein that confirmed the existence of a mode-of-administration effect, none
offered any formulas for equating scores across the different modalities.
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Whenever a mode-of-administration effect is found and scores between the
different modes are compared, equating formulas must be applied to prevent
the bias of one test taker’s score over another.
Procedure
A web-based version of the SMS was posted to the publicly accessible
website: http://www.item1.org. Since this experiment involved participants
directly solicited by the researcher, the website’s URL was not publicized. All
the participants met the investigator at the department’s computer lab for a
scheduled experimental session. Each session lasted approximately 20
minutes and accommodated up to eight participants seated at separate
workstations. At the start of each session, the investigator explained the
experiment in brief and reviewed the consent form. Those consenting to
participate were assigned a unique 3-digit identification number. This
number was linked to all the data, thereby linking the item responses and
total scores from each test administered. The participants’ names appeared
only on the consent forms and these forms were not cross-referenced with the
3-digit identification numbers. This procedure insured total anonymity of the
participants’ responses, a requirement for this study imposed by the
institutional review board governing all the university’s experimental
procedures involving the use of human subjects.
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Each participant was randomly assigned to one of four groups. The
participants were presented with a test booklet and allowed to use the
workstation computer and/or a cellphone depending on the group to which
they were assigned. Groups A (n = 76) and B (n = 75) completed the webbased SMS using both modes of administration (desktop computer and
cellphone) in counterbalanced order. Group C (n = 42) completed the test
using only the desktop computer and Group D (n = 41) completed the test
using only the cellphone. To minimize the potential for practice effects with
groups A and B, participants were required to complete a paper version of the
BCSQ after the first and before the second administration of the SMS. This
procedure was used to divert the participants’ attention away from
remembering their exact responses to any of the items from the first
administration. The participants in groups C and D completed the paper
version of the BCSQ following their single administration of the SMS,
regardless of mode of administration. Lastly, all the participants completed
the paper version of the Preference Measure.
Data Analysis
Once all the data were collected, the seven major research questions
(see last section of previous chapter) were investigated by applying the
following statistical analyses:
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i. A mode-dependent difference in score means was explored by a
paired samples t-test. Differences in the dispersions and distributions
of scores were determined by the Kolmogorov-Smirnov test for
goodness-of-fit between two score distributions. The similarity of the
rank order of scores was investigated with a correlation analysis.
ii. A difference in administration time between the two modalities was
explored by a paired samples t-test.
iii. Mode-dependent score differences related to the participants’ level of
technological savviness was investigated with a correlation analysis
and a paired samples t-test.
iv. Differences in test reliability were determined by calculating the
estimated internal consistency reliability coefficients for both sets of
scores and applying the Pitman procedure for determining
equivalence between the two KR20 coefficients.
v. Differences in construct validity were determined by testing the
equality of the test’s factor structure based on scores from each
modality. With a two-factor model, previously reported in the
literature, a confirmatory factor analysis was used to determine
whether there were any mode-dependent differences in the test’s
factor structure.
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vi. Mode-dependent differences in the item response patterns of both
groups of participants were examined using a 1PL IRT model. The
model was simultaneously applied to both sets of scores to identify
evidence of differential item functioning with regard to the
parameter estimates of item difficulty.
vii. The participants’ preference for one mode of administration over
another was measured with paired samples t-test comparisons of the
mean ratings for individual items on the preference measure and an
independent samples t-test of the preference measure total score.
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CHAPTER III
RESULTS
When investigating psychometric equivalency, it is most efficacious to
apply a variety of statistical methods. A thorough analysis must go beyond
just satisfying the guidelines set forth by the APA (1986). Mode-dependent
differences in construct validity and differential item functioning should also
be considered. To accomplish this, analyses based on both classical test
theory and item response theory were conducted. After checking the scores
for evidence of practice effect, measures of central tendency, dispersion,
distribution, and rank order of scores from both modes of administration were
compared. Then, a mode dependent difference in mean administration time
was examined and the potential mediating effect of technological savviness
was investigated. A between modes comparison of test reliability was
considered and a confirmatory factor analysis was used to investigate
mode-dependent differences in the test’s factor structure. Additionally, a 1PL
IRT model was fit to both datasets simultaneously to determine whether
there were any mode-dependent differences in the difficulty level of each
item. Lastly, differences between mean item ratings on the preference
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measure were used to compare the participants’ opinions for each mode of
administration across several dimensions, such as: ease of use, performance
bias, and total response time.
Comparisons of Central Tendency, Dispersion,
Distribution, and Rank Order
Prior to comparing the central tendency, dispersion, and distribution of
scores from each mode of administration, an analysis to rule out the potential
for practice effect was conducted. Mean differences in scores from group C
(desktop administration only) were compared to scores from the desktop
administration of group B (repeated measures group: cellphone followed by
desktop). No statistically significant mean difference was found between the
desktop scores of group C (M = 8.71, SD = 3.87) and those of group B
(M = 7.83, SD = 3.53), t(115) = -1.26, p = .233. The effect size for this analysis
was small (d = .24) according to Cohen’s (1992) definitions of effect size.
Likewise, mean differences in scores from group D (cellphone administration
only) were compared to scores from the cellphone administration of group A
(repeated measures group: desktop followed by cellphone). No statistically
significant mean difference was found between the cellphone scores of
group D (M = 8.51, SD = 3.59) and those of group A (M = 9.01, SD = 3.18),
t(115) = .78, p = .352. The effect size for this analysis was also small (d = .15).
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With practice effect ruled out as a potential confound, a paired samples
t-test was used to investigate mode-dependent differences in score means
between the repeated measures groups A and B. No statistically significant
difference was found between the mean scores from the cellphone
administration (M = 8.53, SD = 3.28) and those from the desktop
administration (M = 8.53, SD = 3.33) for participants in groups A and B,
t(150) = .00, p = 1.00. The effect size for this analysis was trivial (d = .00)
according to Cohen’s definitions of effect size. The paired samples t-test
assumption of normality was verified with the score distributions from both
groups closely approximating a normal curve (see Figure 3).
To investigate mode-dependent differences in the dispersion and
distribution of scores, the Kolmogorov-Smirnov (K-S) test for goodness-of-fit
between the desktop computer and cellphone score distributions was
conducted. According to Siegel (1956), the two-tailed K-S test is sensitive to
numerous factors influencing the distribution of scores, such as location
(central tendency), dispersion, skewness, and kurtosis. The K-S test uses the
cumulative distributions from two sets of observations (or scores) to
determine if the total count across a given set of intervals differs beyond that
which could be attributed to chance. First, the cumulative distribution for
each group is recorded across a range of selected intervals: Sx. Then, for each
value of Sx the decimal equivalent of the proportion Sx/Nx is calculated: Sx(X).
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Figure 3
Mode of Administration Frequency Distributions for Web-Based SMS Scores
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This is followed by determining the observed deviations (D-values) for each
interval (see Table 1). The K-S test focuses on the largest of these observed
deviations according to the following formula:

D = maximum S x1 ( X ) − S x2 ( X )
Smirnov (1948) provided a table of critical values for D based on
different levels of significance. At the α = .05 level, the critical value of D is
derived by the following formula:

1.36

nx1 + nx 2
nx1 nx 2

,

which in the case of the present data equals:
1.36

151 + 151
= 0.156
(151)(151)

If the maximum D-value is equal to, or greater than the critical D-value, one
can reject H0 (that the two sets of scores possess statistically equivalent
distributions). In the case of the present data, 0.020 (maximum D-value) is
less than 0.156 (critical D-value); therefore, H0 is retained and the two sets of
scores are determined to share statistically equivalent distributions (Siegel,
1956).
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Kolmogorov-Smirnov Test for Goodness-of-Fit between Group Score Distributions

Table 1

All the measures of central tendency, dispersion, and distribution
indicated that the two groups of scores from the within groups participants
exhibited a strong degree of psychometric equivalence (see Table 2).
Table 2
Central Tendency, Dispersion, and Distribution Measures of SMS Scores

Additionally, the correlation coefficient of scores between the two
modes of administration differed from zero to a statistically significant degree
(r = .93, p = .00). This outcome is in accordance with Kline’s (2000)
recommendation that psychometrically equivalent test scores should exhibit
a correlation greater than, or equal to 0.9.
Lastly, the participants were rank ordered according to their scores
from each mode of administration. The correlation of the two sets of ranking
values also differed from zero to a statistically significant degree (r = .92,
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p = .00). This verified that the rank order of scores from each mode closely
approximated each other.
Comparisons of Administration Time
The administration time for the SMS ranged from 1.0 to 6.5 minutes
for the desktop computer mode and 2.5 to 9.6 minutes for the cellphone mode.
A paired samples t-test showed the that difference in administration time
between the two modes was statistically significant, t(150) = -23.49, p = .00.
On average, the participants took twice as long to complete the SMS when
using a cellphone (M = 3.92, SD = 1.15) than they did when using a desktop
computer (M = 1.91, SD = 0.68). The effect size for this analysis was large
(d = 2.13) according to Cohen’s (1992) definitions of effect size.
Effects of Technological Savviness
The construct of technological savviness was measured with the BCSQ,
an assessment instrument constructed specifically for this experiment
(see Appendix C). Analyses of the psychometric properties of the BCSQ
included scores from all the participants (n = 234). On a scale from 0 to 30,
the participants’ scores ranged from 8 to 30 with a mean of 21.3 (SD = 4.5).
The distribution of scores was slightly skewed in the negative direction (-.54)
and slightly platykurtic (-.25) in shape. The internal consistency estimate of
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reliability was fair (α = .82). The psychometric properties of the BCSQ proved
adequate for the purpose of research.
The potential mediating effects of technological savviness were
investigated through two analytic approaches. First, the total scores on the
BCSQ were correlated with the absolute values of the differences between the
participants’ scores from each of the two SMS administration modes. No
statistically significant correlation was found, which indicated that there was
no relationship between the participants’ level of technological savviness and
their mode-dependent differences in SMS scores. The second manner in
which the effects of technological savviness was investigated involved
splitting the sample in two groups according to the highest and lowest
scoring quartiles on the BCSQ. The same general analysis of mode-dependent
differences in score means that was conducted on the groups as a whole was
also conducted with the quartile groups. For the lower scoring BCSQ quartile
group (n = 36), a paired samples t-test indicated no statistically significant
difference between mean SMS scores for the cellphone (M = 8.36, SD = 3.01)
and desktop administrations (M = 8.39, SD = 2.90), t(35) = .17, p = .87. The
effect size for this analysis was trivial (d = .01). Likewise, there was no
statistically significant difference between mean SMS scores for the cellphone
(M = 9.06, SD = 3.24) and desktop administrations (M = 9.10, SD = 3.46) of
the higher scoring BCSQ quartile group (n = 31), t(30) = .14, p = .89. The
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effect size for this analysis was also trivial (d = .01). Since SMS scores were
psychometrically equivalent for both the high and low BCSQ scoring
participants, the construct of technological savviness did not appear to
influence the scores on the web-based assessment.
Comparisons of Test Reliability
The estimated internal consistency reliability was measured for both
sets of SMS scores (desktop versus cellphone). According to Cronbach and
Azuma (1962), one of the best methods for calculating the coefficient alpha of
dichotomously scored items is the Kuder Richardson 20 (KR20) formula. This
analysis yielded similar KR20 estimates for both the desktop computer and
cellphone groups (KR20 = .70 and .68, respectively). Feldt (1980) provided a
statistical procedure for testing the equivalence of reliability coefficients
derived from two versions of the same test that is administered to the same
sample in a repeated measures design. In the case of the present study, the
“two versions” are actually two modes of administrations. The Pitman
procedure, as Feldt described, utilizes the following formula:
1/2
(1 − r2 )
(
W − 1)(N − 2)
t N −2 =
,
where
W
=
(1 − r1 )
(4W [1 − rx2x ] )1/ 2
1 2
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With the known values of r1 = .70, r2 = .68, rx1x2 = .934, and N = 151, the
Pitman formula yielded the following result:
1/2
(
1.067 − 1)(151 − 2 )
t149 =
(4(1.067 )[1 − .934 2 ] )1/ 2

= 1.107

According to a standard t-distribution table, P[t149 > 1.107] = .135. This value
confirmed that there was no statistically significant difference between the
two reliability coefficients, t(149) = 1.11, p = .14. In addition to being
statistically equivalent, the reliability estimates for the SMS found in this
study closely matched those previously reported by Snyder and Gangestad
(1986) and Briggs and Cheek (1988).
Comparisons of Factor Structure
Prior research suggested that a two-factor model best explained the
factor structure of the SMS. Briggs and Cheek (1988) named these two
factors: Public Performing and Other-Directedness. According to these
researchers, items from the SMS that were most related to the Public
Performing factor included numbers 1, 4, 6, 7, 12, 13, 15, and 16. Items that
were most related to the Other-Directedness factor included numbers 5, 8, 10,
16, and 18 (see Figure 4). To investigate mode-dependent differences in factor
structure, a confirmatory factor analysis (CFA) based on the Briggs and
Cheek model was applied to the data. Since CFA typically requires a larger
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sample size than that used in the aforementioned analyses, data from the
within-groups sample and between-groups sample were aggregated, whereby
the scores from all the desktop computer administrations of the SMS in
groups A (n = 76), B (n = 75), and C (n = 42) were combined into a single
group of scores with a sample size of 193, and the scores from all the
cellphone administrations of the SMS in groups A (n = 76), B (n = 75), and
D (n = 41) were combined into a single group of scores with a sample size of
192. Bryant and Yarnold (1995) recommended that the subjects-to-variables
ratio for a CFA should be no lower than 5:1. Since the SMS is comprised of 18
items, the minimum sample size according to Bryant and Yarnold’s
recommendation was 90. Therefore, the approximate sample size of 190 per
group proved more than adequate.
Using LISREL v8.80, the two-factor model, as defined by Briggs and
Cheek (1988), was simultaneously applied to both sets of scores (desktop
versus cellphone). To test the equality of factor structures between groups,
LISREL required the input of a covariance matrix for all variables by group
(see Table 3). The program also required a declaration of which variables load
to which factor (see Figure 4). Given this input, the program then calculated
parameter estimates while maximizing the goodness-of-fit between the input
matrices and those implied by the estimated parameters. These parameters
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Table 3
Covariance Matrices for SMS Items by Group
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Figure 4
Path Diagram
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included the factor loadings, the factor correlations, and the error variances
of the observed variables (Jöreskog & Sörbom, 1993).
The same model was applied simultaneously to both sets of scores
twice. In the first run, the estimated parameters for both groups were fixed,
that is, they were assumed to be equal. In the second run, a less constrained
approach was used. The parameters were not fixed, thereby allowing the
program to freely estimate the parameter coefficients for both groups
independently. If the factor structures of the two groups differed, one would
expect significant differences in the fit indices between a model that assumed
the estimated parameters were the same for both groups and a less
constrained model that allowed the parameter coefficients to be estimated for
both groups independently. Three statistical measures were considered: the
goodness-of-fit chi-square statistic (χ 2), the root mean square error of
approximation (RMSEA), and the Tucker-Lewis Index (TLI). The chi-square
statistic is a traditional measure of the overall degree of correspondence
between the predicted and observed covariance matrices in a confirmatory
factor analysis. It provides a statistical test of model fit such that a
statistically significant chi-square coefficient indicates a poor fit of the model
to the data (Jaccard & Wan, 1996). The RMSEA fit index assesses how well
an a priori model reproduces the sample data. An RMSEA value of zero
represents a perfect model fit and any values less than .05 are indicative of
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“good” model fit (Browne & Cudeck, 1993). Lastly, the TLI (or non-normed fit
index) can range from zero to one, with one representing a perfect model fit.
The TLI is more sensitive to model fit than its parent index, the Normed Fit
Index (NFI), because unlike the NFI, the TLI takes into account the total
number of estimated parameters, thus providing a more conservative
measure of model fit estimates with large degrees of freedom. A TLI value
greater than or equal to .90 is indicative of good model fit (Hu & Bentler,
1999).
Despite finding a poor fit of the model to the data (as evidenced by a
statistically significant chi-square statistic, an RMSEA value greater than
.05, and a TLI less than .90), results indicated that the fit indices for both
applications of the model were statistically similar (see Table 4). This
provided strong evidence in favor of equivalent factor structures for both sets
Table 4
Goodness-of-Fit Indices for Testing Equality of Factor Structures
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of scores, suggesting that the SMS was not behaving differently across the
two modes of administration.
Additionally, the difference in the chi-square statistics (χ 2 = 2.46)
relative to the difference in the degrees of freedom (df = 13) between the
separately run analyses, further supported the assumption that the
coefficients did not differ between groups. Though the two-factor model for
the SMS, as defined by Briggs and Cheek (1988), was called into question,
there was no discernable difference in how well the model fit the data across
the two modes of administration.
Comparisons of Item Difficulty Level
An IRT-based approach to investigating mode-dependent differential
item functioning (DIF) was conducted. Traditionally, DIF is investigated by
comparing the item responses of two groups of examinees to determine
whether there are any systematic differences in response patterns related to
multiple test versions or group characteristic such as gender, race,
nationality, etc. If examinees with equal abilities or equal standing on a given
latent trait, consistently respond differently to an item, the item is said to
exhibit DIF. A significant amount of DIF suggests that an item may be
measuring something other than the intended ability or latent trait. Such
confounds can introduce bias and possibly render test scores meaningless for
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a specific group of examinees or a particular version of the test. In the case of
the present study, the characteristic under examination is the mode of test
administration. Significant DIF would be indicative of mode-dependent bias
in scores on the web-based version of the SMS.
Using BILOG-MG v3.0, a 1PL IRT model was applied to the data. The
dichotomously scored response data from the participant groups described in
the CFA analysis was read into the program. With this data, the program
calibrated the estimated parameter of item difficulty for both sets of scores
(desktop versus cellphone). It provided an output of item threshold
differences (differences in the item parameter coefficients of both groups). It
also provided the standard error for all the threshold differences (Bock &
Zimowski, 2003). Using this output, it was possible to calculate an absolute
value of the z-score approximation of each item’s threshold difference. This
value represented a standardized measure of the degree to which the
estimated parameter of item difficulty varied between groups. As long as this
value was less than one (one standard unit from the mean), the difference in
item difficulty between groups was regarded non-significant. As illustrated in
Table 5, all such values proved to be less than 1.0, thereby suggesting that all
the items on the SMS were behaving similarly across both modes of
administration with regard to estimated parameter of item difficulty.
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Group Differences in SMS Item Difficulty Level

Table 5

Preference Measure Ratings
Data from the preference measure was analyzed to determine whether
the participants preferred using a desktop computer or cellphone when
responding to the web-based test. All the participants in groups A and B
received each of the 10 items on the preference measure twice: once
concerning their use of a desktop computer and once concerning their use of a
cellphone (see Appendix D: Preference Measure, Group A & B). Mean
differences in agreement ratings for each of the two item versions on the
preference measure were examined (see Table 6 and Figure 5).
Table 6
Preference Measure: Paired Samples t-test Results by Item
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76
Desktop Computer / Cellphone Preference Measure: Mean Likert Scale Ratings

Figure 5

At the p < .01 level, paired samples t-tests indicated a statistically significant
difference in the mean ratings between versions for all items on the
preference measure except item seven: “Using a [desktop computer /
cellphone] affected my score on the test.”
To investigate whether pre-disposed opinions about
cellphone-based-testing can change for persons who have had opportunity to
use the technology, data from the preference measure ratings of participants
in groups C and D were analyzed. Group C participants (n = 42) only used a
desktop computer to complete the web-based test. On the preference
measure, they were asked to rate their opinions about the cellphone by
imagining if they had taken the test using a cellphone instead of a desktop
computer (see Appendix D: Preference Measure, Group C). Since group D
participants (n = 41) only used a cellphone to take the test, they were asked
to rate their opinions based on their actual experience (see Appendix D:
Preference Measure, Group D). For purposes of this analysis, the cellphone
items from the preference measure were recoded on a scale from 0 to 4
(0 = Strongly Disagree; 1 = Disagree; 2 = Neutral; 3 = Agree; and 4 = Strongly
Agree) and items 6, 7, and 8 were reverse coded to counterbalance the
negatively worded item stems. A total cellphone preference score was
calculated by computing the sum of the ratings for all 10 items. On a scale
from 0 to 40, the data ranged from 3 to 40 with a mean preference score of
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25.1 (SD = 8.8). The estimated internal consistency reliability was relatively
high (α = .93) for a measure created solely for the purpose of this study. An
independent-samples t-test found a statistically significant difference in the
mean cellphone preference score between the participants who did not use
the cellphone and those who did, t(81) = -5.00, p = .00. The participants who
had an opportunity to use the cellphone indicated a much stronger preference
(M = 29.4, SD = 5.6) for using this new test-taking tool than those who were
simply asked to rate the technology by imagining its use (M = 20.8, SD = 9.5).
The effect size for this analysis was large (d = 1.10) according to Cohen’s
(1992) definitions of effect size.
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CHAPTER IV
DISCUSSION
With the rapid advancements in communication technology,
cellphone-based-testing is the next logical step in a series of technological
advancements that continue to influence the future of educational and
psychological testing. Today’s cellphones are quickly morphing into powerful
handheld computers, capable of both voice and data transmission. With
faster processing speeds and higher capacity flash memory, most cellphones
will soon be able to run light versions of work-related software and provide
users with full broadband access to the internet. As the number of
educational and psychological tests administered in web-based form
increases, researchers must begin to consider the psychometric equivalency of
alternative modes of access to the internet.
Overview of Prior Literature
The prior literature has clearly demonstrated that there is no
methodological standard used to determine the psychometric equivalency of
scores generated from different modes of test administration. The
methodologies employed in this area of research are as varied as the
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instruments they study. They range from simple comparisons of score means
to complex analyses of item parameters. Investigations of psychometric
equivalency typically rely on mounting statistical evidence. The greater the
number and complexity of psychometric comparisons between the varying
properties of test scores, the more evidence a researcher has at his or her
disposal to argue either for or against score equivalence. The vast majority of
studies that investigated psychometric equivalency have done so under the
auspices of classical test theory. Most researchers base their findings on
comparisons of score means, variances, and frequency distributions. Those
who venture further, usually follow the advice of Lord (1980) by investigating
changes in a test’s construct validity. More recently, some researchers have
also applied item response theory to their investigations of psychometric
equivalency. There is no hard-and-fast method by which to study
mode-dependent difference in test scores. Rather, it is the responsibility of
the testing community as a whole to carefully weigh the existing evidence of
psychometric equivalency before using any test scores that may advantage
one test-taker over another.
Study Findings
The present study employed a number of statistical techniques in
determining the psychometric equivalency of scores from a web-based test
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administered via desktop computer versus cellphone. The findings provided
compelling evidence that there were no mode-dependent differences in scores
on the web-based Self-Monitoring Scale for the two modes of administration.
A number of criteria were carefully considered when establishing the
appropriateness of using the SMS for this preliminary study of
cellphone-based-testing. The instrument was simple and brief. It was
comprised of text-based items followed by Likert-type response categories.
The items queried opinions as opposed to prior knowledge and the
instrument’s rights of use fell under public domain. Lastly, and most
methodologically important, the SMS had already been validated for online
administration. This precluded the need for additional comparison groups.
Although this study employed four groups in order to verify the
absence of practice effect, most of the analyses relied on a two group division
of the data: total SMS scores from a desktop computer administration of the
web-based test versus those from a cellphone administration of the same test.
Based on these two groups of scores, comparisons of psychometric
equivalency were conducted for measures of central tendency, dispersions,
distributions, and rank order. Results from a pair samples t-test and the
Kolmogorov-Smirnov test for goodness-of-fit between two score distributions
indicated no statistically significant difference between score means,
dispersions, or frequency distributions. Two statistically significant
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correlations provided further evidence of psychometric equivalency: A strong
correlation between the scores from both groups and another strong
correlation between the rank order values of scores from both groups.
The analyses continued with an investigation of total time required to
administer the SMS. Based on a comparison of mean administration time
between groups, the SMS took twice as long to administer with a cellphone
than with a desktop computer. The participants contributed further evidence
to this finding with their responses to item eight on the Preference measure:
“Compared to taking a paper-based test, using a _________ slowed me
down.” When the blank contained the words “desktop computer,” the mean
response rating was centered between “Disagree” and “Strongly Disagree.”
When the blank contained the word “cellphone,” the mean response rating
was centered between “Neutral” and “Agree.” The participants obviously
recognized that the cellphone interface used to key their responses was
slowing their performance on the test, as compared to a paper-and-pencil
test. Conversely, they felt that the point-and-click actions associated with the
desktop computer was significantly increasing the speed of their responses
compared to using paper-and-pencil. This appears to be an important finding
since both statistical evidence and anecdotal accounts argue that the
cellphone is a cumbersome tool that slows performance when taking a
web-based assessment measure.
82

Prior to experimentation, it was hypothesized that the construct of
technological savviness might affect the psychometric equivalency of scores.
It was believed that participants with little experience in using technology
might show greater score difference when asked to use both the desktop
computer and the cellphone to take a web-based test. Perhaps experience
with technology could have a mediating effect on the psychometric
equivalency of the test scores. Such proved not to be the case. In measuring
the technological savviness of the participants and splitting the sample
according to their ratings on this construct, no unique differences were found.
The psychometric equivalency of scores on the SMS remained stable,
regardless of the participants’ level of experience with computer and
cellphone related technology.
The analyses continued with an investigation of mode-dependent
differences in test reliability. A seldom used procedure for comparing two
reliability coefficients, known as the Pitman technique, was applied to the
data. Although the KR20 values for test reliability of each group appeared to
be very similar, the Pitman procedure verified that the two coefficients were
in fact, statistically equivalent.
Lord (1980) suggested that psychometrically equivalent test scores
must not lead to mode-dependent differences in a test’s construct validity. To
test this stringent requirement for psychometric equivalency, confirmatory
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factor analysis (CFA) was used to determine whether the test’s factor
structure was affected by the mode of administration. The analysis confirmed
that the factor structure of the SMS remained stable, regardless of whether
the participants took the web-based assessment with a desktop computer or a
cellphone. Although the CFA conducted for this study verified score
equivalence between groups, it resulted in an unexpected finding. Even
though the factor structure of the SMS remained unaffected by mode of
administration, the meaning of this factor structure as explained by Briggs
and Cheek (1988) was called into question. There has been ongoing debate in
the literature as to the exact latent trait being measured by the SMS. When
the previously validated Briggs and Cheek two-factor model was applied to
the data from this study, the CFA goodness-of-fit statistics indicated a poor
fit of their model to this data. While the SMS continues to reliably measure
some hypothesized construct, the exact nature of this construct remains in
question. Further research into the latent traits measured by the SMS is
strongly warranted.
The final analysis in determining the psychometric equivalency of
scores between the two groups was based on item response theory.
Systematic differences in response patterns based on mode of administration
were investigated. Estimated item difficulty coefficients were calibrated for
both sets of scores. Non-significant differences in these coefficients indicated
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that the items on the web-based version of the SMS were behaving similarly
across both modes of administration with respect to the estimated parameter
of item difficulty. The IRT analysis brought the investigation of psychometric
equivalency to the item level, a specificity that many past studies of score
equivalence ignored. It is strongly advised that future research related to the
determination of score equivalence include this valuable comparison.
Beyond the issue of score equivalence, this study offered a modest
preliminary investigation of the viability of cellphone-based-testing. A
measure was taken of the participants’ expressed preferences for using a
desktop computer versus a cellphone as a test-taking tool. Statistically, this
part of the study was far simpler than the determination of score
equivalence, but offered some of the most interesting findings. The
unexpected results showed unfavorable attitudes toward using a cellphone as
a test-taking tool. The new modality was strongly rejected in favor of using
the standard desktop computer. The test-takers correctly anticipated that
their scores would not be affected by using a cellphone to take the test, but
they categorically rated the cellphone as less enjoyable, more difficult, and
more cumbersome than the desktop computer. When asked if they would
prefer to use a cellphone or desktop computer to take future tests, their
ratings proved polar opposites: with strong agreement in favor of using the
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desktop computer and modest disagreement in using the cellphone. Likewise,
they would not recommend others to use a cellphone as a test-taking tool.
It was further hypothesized that pre-disposed negative attitudes
toward using the cellphone as a test-taking tool might change for participants
given the opportunity to use the technology. Ratings on the cellphone items of
the preference measure were compared among those participants who used
the cellphone and those who were only given the opportunity to use the
desktop computer. The hypothesis proved true: Participants who actually
used the cellphone to take the test reported a much higher preference rating
in favor of this technology than those who where simply asked to rate the
technology by merely imagining its use. This showed that pre-disposed
negative attitudes toward using a cellphone as a test-taking tool can change
once a person is given the opportunity to actually use the technology. This
finding should only be generalized to very simple, text-based, dichotomous
response-type assessment measures such as the SMS. Future investigations
should focus on applying the same hypothesis to more complex web-based
instruments.
Study Limitations
Even though the results of this study indicated that the use of
cellphones did not psychometrically affect the scores on a web-based
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assessment, there were some methodological limitations that tempered the
final conclusions. The most serious limitation that affected some of the
analyses conducted in this study was the sample size. Based on the a priori
power analysis for the paired samples t-test and Bryant and Yarnold’s (1995)
recommendation for the ideal CFA subjects-to-variables ratio, the sample
sizes used for these analyses were appropriate, but the sample size used for
the DIF analysis was grossly inadequate. As is the case with most statistical
methods, increasing the sample size, increases the accuracy of the statistical
approximations. A large sample size is particularly important when
estimating parameter coefficients as part of an item response analysis.
Typically, such analyses require hundreds, if not thousands of cases to
provide accurate results (Hambleton & Jones, 1993; Stark, Chernyshenko, &
Drasgow, 2006). The sample size in this experiment was below the
recommended number for obtaining a reliable calibration of item parameters.
Nonetheless, the analysis was conducted and the results were in accordance
with the overall findings. If time and cost were not limiting factors, this study
would have benefited from the inclusion of many more participants.
Although no evidence of practice effect was found, the extremely short
interval between the repeated administrations of the assessment instrument
is another methodological limitation of this study. If not for the overriding
concern of participant attrition, a longer delay between test administrations
87

would have been prudent. A delay of several weeks between administrations
could have assured that the second administration was truly independent of
the first, thereby avoiding the likelihood of any practice effects.
Lastly, there was a limitation in the experiment’s ecological validity. In
striving for increased experimental control, the study artificialized the test
administrations. In a real world application of cellphone-based-testing, the
test-takers would have probably used their own cellphones. They would have
had much greater familiarity with the equipment and perhaps been more
comfortable with the testing experience. By using their own cellphones,
participants may have responded more quickly and easily to the test items.
The difference in administration time between the desktop computer and the
cellphone would have likely been smaller and the preference ratings for using
the cellphone as a test-taking tool would have likely been higher.
Conclusions and Recommendations
All of the statistical analyses provided overwhelming support for one
general conclusion: There were no mode-dependent differences in scores on
the web-based version of the Self-Monitoring Scale when administered by
desktop computer versus cellphone. One factor that may have influenced the
findings was the methodological approach used to analyze the data. This
study incorporated most of the analytic techniques outlined in the literature,
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basing its investigation on more than one theory of testing. As Van de Vijver
and Harsveldt (1994) argued, a thorough analysis of psychometric
equivalency must involve more than simple comparisons of the quantitative
values of the test scores. It must consider potential differences in the test’s
qualitative functioning as well. Both the CFA-based investigation of
equivalent factor structures and the DIF analysis of item difficulty measured
the qualitative nature of the test’s functioning. Including such analyses in
this investigation contributed to the validity of the findings. It is strongly
recommended that future investigations of cross-mode score equivalence
follow a similar methodological approach.
Another factor that may have influenced the findings of this study is
the technological savviness of the participants. This was evidenced by the
negative skew found with the participants’ scores on the Basic Computer /
Cellphone Skills Questionnaire (BCSQ). Items on the BCSQ targeted the
participants’ experience level with computer and cellphone technology. The
population of university students and staff members solicited for this study
reported high levels of familiarity with this technology. It is possible that a
partial ceiling effect occurred, whereby most the participants in this study
were so experienced with the equipment that the true relationship between
technological savviness and score equivalence could not be properly
measured.
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One last factor that undoubtedly influenced the findings of this study
was the technology itself. High resolution graphics allowed for a consistent
presentation of items across both modalities. Only a few years ago, most
cellphones did not even have a graphical interface. Without this technological
advancement, the whole notion of cellphone-based-testing would be
impossible. As communication technology continues to improve, it is
important to note that while the findings of this research may be valid, they
are also quite temporal. During the time it took to conduct this experiment
and write this manuscript, a new and different type of cellphone technology
has been gaining popularity. The palmOne™, as it has been cleverly named, is
a combination of a palm-sized computer device and a cellphone. This new
technology features a stylus HID (human interface device) which allows the
user to nimbly input commands, write text messages, and respond to
graphical prompts. A stylus could dramatically decrease response time and
improve usability. It is very likely that the participants’ expressed attitudes
toward using this type of cellphone as a test-taking tool would be positive.
Additional experimentation incorporating the latest models of cellphones,
such as the palmOne™, is strongly recommended.
One cannot ignore the tendency of our modern society for being
obsessed with information on demand. As cellphone technology continues to
improve and the text-messaging generation begins to influence the field of
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educational and psychological measurement, cellphone-based-testing will
likely become an accepted standard for both academic and clinical practice.
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