Granular association rule mining is a new relational data mining approach to reveal patterns hidden in multiple tables. The current research of granular association rule mining considers only nominal data. In this paper, we study the impact of discretization approaches on mining semantically richer and stronger rules from numeric data. Specifically, the Equal Width approach and the Equal Frequency approach are adopted and compared. The setting of interval numbers is a key issue in discretization approaches, so we compare different settings through experiments on a well-known real life data set. Experimental results show that: 1) discretization is an effective preprocessing technique in mining stronger rules; 2) the Equal Frequency approach helps generating more rules than the Equal Width approach; and 3) with appropriate settings of interval numbers, we can obtain much more rules than others.
I. INTRODUCTION
Recently, people focus on the tasks of association rule and computing with granules [1] , [2] , [3] , [4] , [5] , [6] , [7] . Existing rules [8] are usually evaluated through two measures, namely support and confidence. However, these two measures may not be enough to describe the strength of a rule.
Granular association rule mining [9] , [10] generates rules with four measures to reveal connections between granules in two universes. We consider a database with two entities customer and product connected by a relation buys. An example of such a rule might be "40% men enjoy at least 30% kinds of alcohol; 45% customers are men and 6% products are alcohol." Here 45%, 6%, 40% and 30% are four measures called the source coverage, the target coverage, the source confidence and the target confidence, respectively. Unfortunately, only nominal data are considered in the original definition of granular association rules [9] , [10] .
In this paper, we study the impact of discretization approaches [11] , [12] on mining semantically richer and stronger rules from numeric data. For instance, we mined a rule "20% 22-year-old men buy 30% Chinese products that cost $5.0; 5% customers are men aged 22; 10% products are products made in China, which cost $5.0." We use discretization approaches to discretize the age of customers and the price of products. In this way, we mined a semantically richer and stronger rule "25% men whose age are between 20 and 25 buy 35% Chinese product with price between $2.0 and $7.3; 30% customers are men aged between 20 and 25; 40% products are made in China with price between $2.0 and $7.3."
We employ two discretization approaches, called the Equal Width approach and the Equal Frequency approach [13] , to preprocess the numeric data. The Equal Width approach confirms the minimum and maximum of the numeric data, and divides the range into k equal-width discrete intervals. The Equal Frequency approach confirms the minimum and maximum of the numeric data, and divides the range into k intervals which have the same number of sorted values in ascending order. The number of candidates and rules we mine are compared by those two approaches. The objective is to select the better one for granular association rule mining.
Experiments are undertaken on the publicly available MovieLens data set [14] . We introduce two parameters k 1 and k 2 . k 1 is the interval number for the user age, and k 2 is the interval number for the released year of the movie. The discretization approaches are implemented with Java in our open source software COSER (Cost sensitive rough set) [15] .
Our experiment results show that discretization is an effective preprocessing technique in mining stronger rules. The Equal Frequency and the Equal Width approach are both simple methods to discretize data, they would achieve good results. Given four measures thresholds, the Equal Frequency helps generating more rules than the other one. For any pair of integers (k 1 , k 2 ), we can obtain a set of rules. When setting k 1 range from 8 to 10 and k 2 range from 10 to 12 through the Equal Frequency approach, we can obtain much more rules than other settings.
II. GRANULAR ASSOCIATION RULE
In this section, we revisit granular association rule [9] , [10] . We analyse the definition, and four measures of such rule.
A. The data model
First of all, we introduce the data model which is built on information systems and binary relations.
Definition 1: [10] S = (U, A) is an information system, where U = {x 1 , x 2 , . . . , x n } is the set of all objects, A = {a 1 , a 2 , . . . , a m } is the set of all attributes, and a j (x i ) is the value of x i on attribute a j for i ∈ [1..n] and j ∈ [1..m].
In an information system, any A ⊆ A induces an equivalence relation [16] , [17] 
and partitions U into a number of disjoint subsets called blocks or granules. The block containing x ∈ U is
Definition 2: A granule is a triple G = (g, i(g), e(g)),
where g is the name assigned to the granule, i(g) is a representation of the granule, and e(g) is a set of objects that are instances of the granule. According to Equation (2), (A , x) determines a granule in an information system. Hence g = g(A , x) is a natural name to the granule. i(g) can be formalized as the conjunction of respective attribute-value pairs, i.e.,
e(g) is given by
The support of the granule is the size of e(g) divided by the size of the universe, namely,
If U = V and R is an equivalence relation, R(x) is the equivalence class containing x. From this definition we know immediately that for y ∈ V ,
Definition 4: [9] A many-to-many entity-relationship system (MMER) is a 5-tuple ES = (U, A, V, B, R), where (U, A) and (V, B) are two information systems, and R ⊆ U × V is a binary relation from U to V .
B. Granular association rule with three subtypes
Now we come to the central definition of granular association rule.
Definition 5: [9] A granular association rule is an implication of the form
where A ⊆ A and B ⊆ B. According to Equation (6), the set of objects meeting the left-hand side of the granular association rule is
while the set of objects meeting the right-hand side of the granular association rule is
The source coverage of a granular association rule is
The target coverage of GR is
Let tc be the target confidence threshold. The source confidence of the rule is
C. Granular association rule mining problem
Now we propose a granular association rule mining problem as follow.
Input: An ES = (U, A, V, B, R), a minimal source coverage threshold ms, a minimal target coverage threshold mt, a minimal source confidence threshold sc, and a minimal target confidence threshold tc.
Output: All granular association rules satisfying scov(GR) ≥ ms, tcov(GR) ≥ mt, sconf (GR) ≥ sc, and tconf (GR) ≥ tc.
III. GRANULAR ASSOCIATION RULE ON NUMERIC DATA
There are many different types of data to describe objects. Only nominal data are considered in the original definition of granular association rule [10] . We deal with numeric data for granular association rule mining through discretization approaches. For instance, we give an information system in Rule 1 can be read as "men enjoy alcohol." Rule 2 can be read as "men aged between 30 and 35 buy products made in China with price between $2.0 and $7.3." Rule 2 is more interesting than Rule 1.
IV. DISCRETIZATION APPROACHES
In this paper, we adopt two discretization approaches, namely the Equal Width approach and the Equal Frequency approach. They are described as follows. 
A. The Equal Width approach
The Equal Width approach confirms the minimal value a 0 and the maximal value a k of the numeric data, and divides the range into k equal-width discrete intervals. Here k is a parameter supplied by the user. The approach calculates the discretization width
and then discretizes the numeric data into k discrete intervals bounded: {[a 0 , a 1 ), ..., [a i−1 , a i ), ..., [a k−1 , a k ]}, a i = a 0 +iλ, where i = 1, 2, ..., k.
B. The Equal Frequency approach
The Equal Frequency approach confirms the minimal value b 0 , the maximal value b k of the numeric data, and sorts the values from in ascending order. Here k is a parameter supplied by the user. Divide the range into k of intervals in order that every interval involves the same number of sorted values, 
These values form the boundary set {b
0 , b 1 , b 2 , ..., b k−1 , b k } for {[b 0 , b 1 ), [b 1 , b 2 ), ..., [b k−1 , b k ]}.
V. EXPERIMENTS ON A REAL WORLD DATA SET

A. A movie rating data set
The MovieLens data set [14] assembled by the GroupLens project is widely used in recommender systems (see, e.g., [18] , [19] ). We downloaded the data set from the Internet Movie Database [14] . The data set contains 100,000 ratings (1-5) from 943 users on 1,682 movies, with each user rating at least 20 movies [19] .
B. Results
In this section, we try to answer the following problems through experimentation. 1) Which approach outperform better to mine rules, the Equal Width approach or the Equal Frequency approach? 2) Whether we can mine much semantically richer rules through discretization? 3) What are the certain settings of discrete interval numbers for the numeric data? We undertake three sets of experiments to answer the questions one by one.
1) The performance of discretization approaches: A manual discretization setting is given to discretize numeric data. Given intervals [0, 18), [18, 25) , [25, 30) , [30, 35) , [35, 45) , [45, 56) , [56, ∞), the age of the user is discretized by the GroupLens project. We use release decade instead of release date for the movies range from 1920s to 1990s. We compare Equal Width, Equal Frequency, the manual discretization setting and primary data which is without discretization. Let sc = 0.15, tc = 0.17 and ms = mt ∈ {0.04, 0.06, 0.08, 0.10, 0.12}. Suppose k is the number of intervals. We set k = 4 and k = 8 for rule mining, respectively. We compare the number of candidates and rules, as shown in Figures 1 and 2 . Figures 1 and 2 show that discretization approaches can help mining more candidates and rules from discreted data than not do it from primary data, and Equal Frequency mine the most. When ms = mt = 0.12, Equal Frequency can still mine rules, but others can not mine any.
We compare Equal Width and the manual discretization setting. When k = 4, the number of candidates and rules of them have a big difference, the reason is that a interval may divide into some intervals, which have affects on the number of rules. For example, Equal Width obtain a interval [1979, 1998] , which includes 1980s and 1990s. Specifically, when k = 8, the number of candidates and rules of them are similar. This is because each interval of them is very similar.
2) Some interesting and strong rules: Here we set interval number k = 4, ms = mt = 0.06, sc = 0.15, and tc = 0.17. We respectively list some granular association rules using different discretization approaches below. Without discretization, Rules 3 and 6 can also be mined. However, we can not mine Rules 4, 5, 7 and 8, which are more interesting and stronger rules. We observe that Rule 4 is finer than Rule 3, and Rule 8 is finer than Rule 6.
3) The setting of interval numbers: The setting of interval numbers is a key issue in discretization approaches. We introduce two parameters k 1 , k 2 , which are the number of intervals for the user age and the released year of the movie. Set ms = mt = 0.08, sc = 0.15, and tc = 0.17. The number of rules are compared. Firstly let k 1 = 10, k 2 ∈ {2, 3, ..., 30}. Secondly let k 2 = 11, k 1 ∈ {2, 3, ..., 30}. Thirdly let k 1 , k 2 increase from 2 to 20 respectively (see Figures 3, 4 and 5) . Figure 3 (a) shows the number of rules decreases as k 2 increases. When k 2 = 12 of Equal Width and k 2 = 13 of Equal Frequency, the number of rules slumps, the reason is some rules do not satisfy mt. For example, when k 2 = 12, the number of candidates is 270; when k 2 = 13, it is only 54. When k 2 range from 26 to 30, we can not mine other rules, so that the number of rules remains unchanged. Figure 3 (b) shows the number of rules decreases as k 1 increases. Equal Frequency can mine much more rules when k 1 is between 2 and 12. For Equal Frequency, when k 1 = 13, the number of rules slumps. This is because some rules do not satisfy ms. Between k 1 = 14 and k 1 = 30, the number of rules remains unchanged. For Equal Width, it decreases stable as k 1 increases. Figures 4 and 5 indicate the number of rules changes with k 1 and k 2 increase. Equal Frequency can mine more rules than Equal Width. For Figure 4 , while k 1 range from 10 to 13 and k 2 range from 9 to 11, we can obtain much more rules. For Figure 5 , while k 1 range from 8 to 10 and k 2 range from 10 to 12, we can obtain much more rules.
C. Discussions
Now we can answer the questions proposed at the beginning of this section. 1) Discretization is an effective preprocessing technique in mining stronger rules. The Equal Frequency approach helps generating more rules. 2) Through discretization, we can obtain much semantically richer rules. 3) When setting k 1 range from 8 to 10 and k 2 range from 10 to 12 for Equal Frequency, we obtain certain settings of discrete interval numbers.
VI. CONCLUSIONS AND FURTHER WORKS
This paper is an evaluation and comparison of discretization approaches for granular association rule mining. With the help of discretization, we mine semantically richer and stronger rules. The Equal Frequency approach helps generating more interesting rules than the Equal Width approach. We obtain certain settings of discrete interval to mine much more rules through different approaches. In the future, we will try to develop more appropriate discretization approaches for granular association rule mining.
