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CHERN CLASSES OF LOGARITHMIC DERIVATIONS FOR
SOME NON-FREE ARRANGEMENTS
NGOC ANH PHAM
Abstract. Paolo Aluffi showed that the Chern–Schwartz–MacPherson class
of the complement of a free arrangement agrees with the total Chern class of
the sheaf of logarithmic derivations along the arrangement. We describe the
defect of equality of the two classes for locally tame arrangements with isolated
non-free singular loci.
1. Introduction
Let X be a non-singular variety over C and D be a hypersurface in X . In
case D is simple normal crossing, Paolo Aluffi first observed a coincidence of the
Chern–Schwartz–MacPherson class cSM (X \ D) of the hypersurface complement
X \ D and the total Chern class c(Ω1(logD)∨) ∩ [X ] of the sheaf of differential
1-forms with logarithmic poles along D (see [Alu99, §2]). Based on this evidence,
he raised the question whether the coincidence could persist for any free divisor D.
For projective arrangements whose affine cone is a free divisor, he gave a positive
answer (see [Alu13, Thm. 4.1]). In a sequence of articles, Aluffi’s student Xia
Liao first showed that the equality does not hold without further hypotheses (see
[Lia12b, Cor. 3.2]); then he proved the equality in question for all free divisors D
whose Jacobian ideal of linear type (see [Lia12a]). This latter algebraic condition
holds true for locally quasihomogeneous hypersurfaces (see [CMNM02, Thm. 5.6]),
so in particular for free arrangements.
In this note, we specialize to the class of non-free projective arrangements con-
sidered in [DS12]. Fix an ℓ-dimensional vector space V = Cℓ. Let PV = Pℓ−1 be
the corresponding projective space. Consider a central arrangement of hyperplanes
A in V and let PA be the corresponding projective arrangement in PV . By abuse
of notation, we shall use A and PA as shorthands for
⋃
H∈AH and
⋃
H∈A PH
respectively.
We denote by L(A) the intersection lattice of A, and by Lc(A) ⊆ L(A) the
sublattice of codimension-c flats. For X ∈ L(A), let AX = {H ∈ A | X ⊆ H} be
the localization of A at X.
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By M(A) and M(PA) we denote the complements of A in V and of PA in PV
respectively. Now the equality in question reads
(1.1) c(Ω1(PA)∨) ∩ [PV ] = cSM (M(PA)).
By Liao’s result mentioned above, (1.1) holds true for locally free arrangements.
In turn, our main result shows that (1.1) can fail in the non-free case, even if local
quasihomogenity is imposed.
Theorem 1.1. Let PA be a locally tame arrangement in PV with zero-dimensional
non-free locus. Then
c(Ω1(PA)∨) ∩ [PV ] = cSM (M(PA)) + ((−1)
ℓ−1 + (−1)ℓ−2(ℓ − 2)!)N(PA)hℓ−1
where N(PA) is the correction term from [DS12, Def. 5.10], and h denotes the class
of a hyperplane.
Besides recalling the relevant terminology for projective arrangements and Chern
classes, we prove Theorem 1.1 in §3.
Acknowledgements. I would like to thank Mathias Schulze for many invaluable
suggestions while working on this paper.
2. Preliminaries
2.1. Poincare´ polynomials. We use the notions in the introduction. The Poincare´
polynomial of any (not necessarily central) arrangement A is defined as
π(A, t) =
∑
X∈L(A)
µ(X)(−t)rank(X),
where rank(X) is the codimension of X in V, and µ is the Mo¨bius function on
the intersection poset L(A). This terminology is justified by a classical topological
interpretation due to Orlik and Solomon (see [OT92, Thm. 5.93]) in case of complex
arrangements.
Theorem 2.1 (Orlik–Solomon). For a complex arrangement A,
π(A, t) =
ℓ∑
i=0
rankHi(M(A),Z)ti. 
Aluffi [Alu13, §2.2] gave a direct proof of this theorem by computing the Grothendieck
class of M(PA) and using the purity of its mixed Hodge structure.
For H = {αH = 0} ∈ A, the deconing of a central arrangement A with respect
to H is the (possibly non-central) arrangement
dA =
⋃
H 6=H′∈A
H ′ ∩ {αH = 1}
in {αH = 1} ∼= Cℓ−1. By [OT92, Prop. 2.51],
π(A, t) = (1 + t)π(dA, t).
On the other hand, M(A) ∼= M(PA) × C∗ and M(PA) ∼= M(dA) as topological
spaces. We therefore call
(2.1) π(PA, t) =
ℓ−1∑
i=0
rankHi(M(PA),Q)ti = π(dA, t) =
π(A, t)
1 + t
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the Poincare´ polynomial of PA.
2.2. Logarithmic forms. For an effective divisor D in a smooth complex variety
X , the sheaf Ωp(logD) of logarithmic differential p-forms along D consists of ra-
tional differential p-forms ω on X such that both ω and dω have at most a simple
pole along D (see [Sai80]). We consider these sheaves in case D = PA and D = A
and denote them by Ωp(PA) and Ωp(A) respectively. The sheaf Ωp(A) on the affine
space V can be identified with its module of global sections
(2.2) Ωp(A) =
{
ω ∈
1
f
ΩpV | fdω ∈ Ω
p+1
V
}
=
{
ω ∈
1
f
ΩpV | df ∧ ω ∈ Ω
p+1
V
}
,
where ΩpV =
∧p(⊕ℓi=1 Sdzi) is the module of differential p-forms, and f ∈ S :=
C[z1, . . . , zℓ] is a homogeneous defining polynomial of A of degree d := deg(f).
The ring S and hence the S-module ΩpV are naturally graded by setting deg zi =
deg dzi = 1. Then also Ω
p(A) is a graded S-module: An element ω ∈ Ωp(A) is
homogeneous of degree i if fω is homogeneous of degree d+ i.
Denote by χ :=
∑ℓ
i=1 zi∂zi the Euler derivation. From the proof of [Har77,
Thm. 8.13] one deduces that the Euler sequence fits into a commutative diagram
(see (2.3) below)
(2.3) 0 // Ω2
PV
ϕ2
// Ω˜2V
0 // Ω1
PV
d
OO
ϕ1
// Ω˜1V
d˜
OO
〈χ,−〉
// OPV // 0
OPV
d
OO
S˜
d˜
OO
of locally free OPV -modules with exact rows. Note that the map 〈χ,−〉 is obtained
by applying −˜ to the corresponding map Ω1V → S. Since Ω˜
1
V
∼= OPV (−1)
ℓ it does
not split. However such a splitting holds true after passing to the logarithmic
analogue.
Proposition 2.2. There is a split exact logarithmic Euler sequence
(2.4) 0 // Ω1(PA) // Ω˜1(A)
〈χ,−〉
//// OPV // 0.
Proof. Tensoring the middle row of (2.3) by OPV (∗PA), yields a diagram
(2.5) 0 // Ω1
PV
ϕ1
//
 _

Ω˜1V
〈χ,−〉
////
 _

OPV // 0
0 // Ω1(PA)
 _

ϕ1
//❴❴❴❴
%%❑
❑
❑
❑
❑
❑
❑
❑
❑
Ω˜1(A)
 _

〈χ,−〉
// OPV _

// 0
0 // Ω1
PV (∗PA) // Ω˜
1
V (∗A)
〈χ,−〉
// OPV (∗PA) // 0
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with exact upper and lower row. The extension of 〈χ,−〉 obtained by applying −˜
to the corresponding map
(2.6) 〈χ,−〉 : Ω1V (A)→ S.
The dashed map is injective once it exists and existence can be checked locally.
Leaving this part to the reader, we prove exactness of (2.4) in the middle. It suffices
to look at the chart Uℓ = D(zℓ) of PV with coordinate ring R := C[x1, . . . , xℓ−1]
where xi =
zi
zℓ
, i = 1, . . . , ℓ− 1. By [Har77, Thm. 8.13], the map
⊕ℓ−1
i=1 Rdxi = Ω
1
PV (Uℓ)
ϕ1
Uℓ
// Ω˜1V (Uℓ) = Ω
1
V,(zℓ)
=
⊕ℓ
i=1 R
dzi
zℓ
is given explicitly by
(2.7) ϕ1Uℓ(dxi) = d
(
zi
zℓ
)
=
dzi
zℓ
− xi
dzℓ
zℓ
.
Let ω ∈ Ω˜1(A)(Uℓ) such that 〈χ, ω〉 = 0. By (2.2) and (2.3), we can write
(2.8) ω =
η
f(z)
=
η
zdℓ
zdℓ
f(z)
=
ϕ1Uℓ(η
′)
f(x)
= ϕ1Uℓ
(
η′
f(x)
)
where η ∈ Ω1V,zℓ , deg(η) = deg(f) = d, and η
′ ∈ Ω1
PV (Uℓ). Note that (2.2) is com-
patible with localization and multiplying f by a unit. In particular, the definition
of Ω1(A)zℓ is invariant under replacing f(z) by f(x) =
f(z)
zd
ℓ
. Thus, by (2.2) and
(2.3), we have
ϕ2Uℓ(df(x) ∧ η
′) = d˜f(x) ∧ ϕ1Uℓ(η
′) ∈ f(x)Ω˜2V (Uℓ).
Due to (2.7) ϕ2Uℓ is an inclusion of free OPV (Uℓ)-modules, and hence
df(x) ∧ η′ ∈ f(x)Ω2
PV (Uℓ).
This implies η
′
f(x) ∈ Ω
1(PA)(Uℓ) by definition. The exactness of (2.4) in the middle
follows from (2.8). Finally the splitting of (2.4) is induced by the the section 1
d
df
f
of (2.6). 
Remark 2.3. The kernel Ω10(A) of (2.6) is the module of relative logarithmic differen-
tial 1-forms along A. From Proposition 2.2, we obtain (see also [DS12, Prop. 2.12])
(2.9) Ω1(PA) ∼= Ω˜10(A).
With Ω1(A) also its direct summand Ω10(A) is reflexive module. In particular,
both modules have no 〈z〉-torsion and hence Ω1(A) = Γ∗Ω˜1(A) as well as Ω10(A) =
Γ∗Ω˜10(A).
By the splitting of (2.4),
(2.10) Ω˜1(A)(1) ∼= Ω1(PA)(1)⊕OPV (1),
which yields the following relation of Chern polynomials:
(2.11) ct(Ω˜1(A)(1)) = (1 + t)ct(Ω
1(PA)(1)).
We call the arrangement PA locally free if the sheaf Ω1(PA) is a vector bundle.
By (2.4), this is equivalent to the local freeness of the central arrangement A in the
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sense of [Yuz93] (see [DS12, Lem. 2.16]). For locally free arrangements, Mustat¸aˇ and
Schenck [MS01, Thm. 4.1] established a relation between the Poincare´ polynomial
and the Chern polynomial of logarithmic forms. Using (2.1) and (2.11), it can be
formulated as follows (see [DS12, Thm. 5.9]):
Theorem 2.4 (Mustat¸aˇ–Schenck). If PA is a locally free arrangement in PV, then
(2.12) ct(Ω
1(PA)(1)) = π(PA, t).
Proof. We only need to show that the hypothesis of [MS01] that A is an essen-
tial arrangement can be dropped. To this end, let A′ be a non-essential central
arrangement. Proceeding by induction on the dimension of the center of A′, we
may assume that there is a hyperplane H in V such that (2.12) holds true for
A′′ := {H ′ ∩H | H ′ ∈ A′}. We then have
(2.13) π(PA′′, t) = π(PA′, t)
by [OT92, Lem. 2.50] and (2.1).
Let i : PH →֒ PV denote the inclusion. Then we have an exact sequence
0 // N∨ // i∗Ω1(PA′) // Ω1(PA′′) // 0,
where N = OPH(1) denotes the normal bundle to PH in PV . Using the projection
formula (see [Ful98, Prop. 2.5.(c) and 2.6.(b)]), it follows that
i∗(ct(Ω
1(PA′′)(1)) ∩ [PH ]) = i∗(ct(i
∗Ω1(PA′)(1)) ∩ [PH ])
= ct(Ω
1(PA′)(1)) ∩ i∗i
∗[PV ]
= ct(Ω
1(PA′)(1)) ∩ c1(OPV (1)) ∩ [PV ]
= tct(Ω
1(PA′)(1)) ∩ [PV ].
A similar argument can be found in [Lia12c, §4]. On the other hand, regarding
t = c1(OPH(1)) = c1(i
∗OPV (1)) ∈ A
1(PH) and writing π(PA′′, t) =
∑
k bkt
k for
some bk ∈ Z, we obtain
i∗(π(PA
′′, t) ∩ [PH ]) = i∗(π(PA
′′, c1(i
∗OPV (1))) ∩ [PH ])
=
∑
k
bk(i∗(c1(i
∗OPV (1)))
k ∩ i∗i
∗[PV ])
=
∑
k
bkc1(OPH(1))
k+1 ∩ [PV ]
= tπ(PA′′, t) = tπ(PA′, t),
where the last equality is (2.13). Combining the above two equalities yields
ct(Ω
1(PA′)(1)) ∩ [PV ] = π(PA′, t)
as claimed. 
For the Chern–Schwartz–MacPherson class (see §2.3), Aluffi [Alu13, Proof of
Thm. 4.1] proved a similar reduction to the essential case.
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2.3. Chern–Schwartz–MacPherson classes. The Chern–Schwartz–MacPherson
class of a possibly singular variety was constructed by MacPherson in [Mac74]. If
the variety is non-singular, this class is the total (homology) Chern class of the
tangent bundle.
For the purpose of this paper, we consider the projective space PV introduced
in the previous section. A constructible function on a projective scheme X ⊆ PV
is a formal
∑
W nW · 1W , where the W are closed subvarieties of X , almost all
integers nW are zero, and the 1W are characteristic functions. They form a group
denoted by C(X). If f : X → Y is a proper morphism between projective schemes,
the push-forward of constructible functions C(f) : C(X)→ C(Y ) is defined by
f∗(1W )(p) = χ(f
−1(p) ∩W ), for p ∈ Y.
Here, χ is the topological Euler characteristic of a subset of X in the complex
topology. This definition makes C into a covariant functor from the category of
projective schemes to the category of abelian groups. The functor C of constructible
functions above and the Chow group functor A∗ (see [Ful98, Ch. 1]) have a nice
relation. Grothendieck – Deligne conjectured and MacPherson proved that there is
a natural transformation c∗ : C → A∗, such that if X is non-singular then
c∗(1X) = c(TX) ∩ [X ],
where c(TX) is the total Chern class of the tangent bundle on X (see [Mac74]). The
(total) Chern–Schwartz–MacPherson (CSM) class of a (possibly singular) subvari-
ety X ⊆ PV is defined as follows:
cSM (X) := c∗(1X) ∈ A∗(X),
(see in [Alu05, §1.3]). We write the Chow group of PV as A∗(PV ) ∼= Z[h]/〈hℓ〉,
where h denotes the class of a hyperplane in PV . Identifying cSM (X) with its image
under the canonical map A∗(X) →֒ A∗(PV ), we have
cSM (X) = a0 + a1h+ · · ·+ aℓ−1h
ℓ−1.
2.4. Aluffi’s formula. For a projective arrangement PA, Aluffi [Alu13, Cor. 3.2]
proved the following relation of the CSM class cSM (M(PA)) of the complement
M(PA) and the Poincare´ polynomial π(PA, t).
Lemma 2.5 (Aluffi). For any projective arrangement PA ⊂ PV, one has
(2.14) cSM (M(PA)) = (1 + h)
ℓ−1π
(
PA,
−h
1 + h
)
∩[PV ].
Formula (2.14) holds true for any projective arrangement. On the other hand,
if PA is locally free, Ω1(PA) is a vector bundle of rank ℓ − 1 on PV whose total
Chern class is directly related to the Poincare´ polynomial due to (2.12). Combining
formulas (2.14) and (2.12) yields a proof of the following result of Aluffi [Alu13,
Thm 4.1].
Theorem 2.6 (Aluffi). Suppose that PA is a locally free arrangement in PV. Then
c(Ω1(PA)∨) ∩ [PV ] = cSM (M(PA)).
CHERN CLASSES FOR NON-FREE ARRANGEMENTS 7
3. Defect for zero-dimensional non-free locus
As mentioned above, Aluffi’s Theorem 2.6 can be derived from formula (2.12).
The latter has been extended to the case of locally tame arrangements in [DS12,
Thm. 5.13] by adding a correction term. Using this formula we shall extend Aluffi’s
Theorem to locally tame arrangements.
We first recall the relevant terminology and results from [DS12]. Relaxing the
condition of local freeness at a finite set of points, the following integer measures
the failure of local freeness.
Definition 3.1 ([DS12, Def. 5.10]).
(1) If A is an affine arrangement in V with zero-dimensional non-free locus, we
set
N(A) = length(Ext1S(Ω
1(A), S)).
(2) If PA is a projective arrangement in PV with zero-dimensional non-free locus,
we set
N(PA) = h0(E xt1OPV (Ω
1(PA),OPV )) =
∑
X∈Lℓ−1(A)
N(AX)
where AX is considered as an arrangement in an affine chart of PV .
Remark 3.2.
(1) The sheaf E xtpOPV (Ω
1(PA),OPV ) in Definition 3.1 is supported at the non-
free locus of PA and vanishes for p > 1. Moreover, N(PA) = 0 means exactly that
PA is locally free (see [Har80, Rem. 2.7.1]).
(2) Any arrangement in P3 has zero-dimensional non-free locus since Ω1(PA) is
a reflexive sheaf (see [Har80, Cor. 1.4]).
The following notion is a projective version of the classical tameness condition
frequently considered in algebraic arrangement theory: A is tame if pdimΩp(A) ≤ p
for all 0 ≤ p ≤ ℓ.
Definition 3.3 ([DS12, Def. 2.13]). The projective arrangement PA is called locally
tame if Ωp(PA) has a locally free resolution of length p, for 0 ≤ p ≤ ℓ− 1.
Remark 3.4.
(1) If A is tame then PA is locally tame.
(2) All arrangements in P3 are locally tame. This follows from reflexivity of
Ω1(PA), [Har80, Prop. 1.3], and the Auslander–Buchsbaum formula.
Denham and Schulze [DS12, Thm. 5.13] proved the following
Theorem 3.5 (Denham–Schulze). If PA is a locally tame arrangement in PV with
zero-dimensional non-free locus, then
(3.1) ct(Ω
1(PA)(1)) = π(PA, t) +N(PA)tℓ−1.
The following can be found in [Ful98, Ex. 15.3.1], which generalizes a result of
Hartshorne [Har80, Lem. 2.7].
Lemma 3.6. The Chern polynomial of a reduced point in Pd is 1+(−1)d−1(d−1)!td.
We can now prove our main result extending Theorem 2.6 to the case of locally
tame arrangements.
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Proof of Theorem 1.1. Local tameness provides a locally free resolution
0 // F1 // F0 // Ω
1(PA)(1) // 0.
As PA has zero-dimensional non-free locus (see Remark 3.2), dualizing leads to an
exact sequence
0 // Ω1(PA)∨(−1) // F∨0 // F
∨
1
// E xtOPV (Ω
1(PA),OPV ) // 0.
Applying the Whitney sum formula (see [Ful98, Thm. 3.2.(e)]) gives
ct(Ω
1(PA)∨(−1)) = ct(F
∨
0 )ct(F
∨
1 )
−1ct(E xt
1
OPV (Ω
1(PA),OPV ))
= c−t(F0)c−t(F1)
−1ct(E xt
1
OPV (Ω
1(PA),OPV ))
= c−t(Ω
1(PA)(1))(1 + (−1)ℓ−2(ℓ − 2)!N(PA)tℓ−1)
where we use [Ful98, Rem. 3.2.3(a)] and Lemma 3.6 for the second and third equal-
ity. Substituting (3.1) yields an identity
ct(Ω
1(PA)∨(−1)) = (π(PA,−t) + (−1)ℓ−1N(PA)tℓ−1)(3.2)
· (1 + (−1)ℓ−2(ℓ − 2)!N(PA)tℓ−1)
= π(PA,−t) + ((−1)ℓ−1 + (−1)ℓ−2(ℓ− 2)!)N(PA)tℓ−1
in the Chow ring A∗(PV ) ∼= Z[t]/〈tℓ〉. Expand the Poincare´ polynomial of PA as
π(PA, t) =
ℓ−1∑
i=0
bit
i.
Then (3.2) implies
ci(Ω
1(PA)∨(−1)) = (−1)ibi, for all i = 0, . . . , ℓ− 2,
and
cℓ−1(Ω
1(PA)∨(−1)) = (−1)ℓ−1bℓ−1 + ((−1)
ℓ−1 + (−1)ℓ−2(ℓ− 2)!)N(PA).
Rewriting Ω1(PA)∨ = (Ω1(PA)∨(−1))(1) and applying the formula for Chern
classes of the twisted sheaves (see [Har80, Lem. 2.1]), we deduce
ck(Ω
1(PA)∨) = ck((Ω
1(PA)∨(−1))(1))(3.3)
=
k∑
i=0
(
ℓ− 1− i
k − i
)
ci(Ω
1(PA)∨(−1))
=
k∑
i=0
(
ℓ− 1− i
k − i
)
(−1)ibi, for all k = 0, . . . , ℓ− 2,
and
cℓ−1(Ω
1(PA)∨) =
ℓ−1∑
i=0
(
ℓ− 1− i
ℓ− 1− i
)
(−1)ibi + ((−1)
ℓ−1 + (−1)ℓ−2(ℓ− 2)!)N(PA).
CHERN CLASSES FOR NON-FREE ARRANGEMENTS 9
Using (2.14) this implies the claim:
cSM (M(PA)) = (1 + h)
ℓ−1π(PA,
−h
1 + h
)
=
ℓ−1∑
i=0
(−1)ibih
i(1 + h)ℓ−1−i
=
ℓ−1∑
i=0
(−1)ibi
∑
i+j≤ℓ−1
(
ℓ− 1− i
j
)
hi+j
=
ℓ−1∑
k=0
k∑
i=0
(−1)ibi
(
ℓ− 1− i
k − i
)
hk
=
ℓ−1∑
k=0
ck(Ω
1(PA)∨)hk − ((−1)ℓ−1 + (−1)ℓ−2(ℓ− 2)!)N(PA)hℓ−1
= c(Ω1(PA)∨) ∩ [PV ]− ((−1)ℓ−1 + (−1)ℓ−2(ℓ− 2)!)N(PA)hℓ−1.

By Remarks 3.2 and 3.4, the hypotheses of Theorem 1.1 are automatically ful-
filled by any arrangement in P3.
Corollary 3.7. If PA is an arrangement in P3, then
c(Ω1(PA)∨) ∩ [P3] = cSM (M(PA)) +N(PA)h
3.
The following example illustrate the formula in Corollary 3.7.
Example 3.8. Consider the arrangement
PA = {xyzw(x− w)(y − w)(x + y + z)(x− y + z) = 0} ⊂ P3.
Aluffi gave an algorithm for computing the CSM class of projective schemes (see
[Alu03]). Using the Macaulay2 implementation [GS] of this algorithm, we find
cSM (PA) = 8h− h
2 + 9h3.
Hence,
cSM (M(PA)) = cSM (P
3)− cSM (PA)
= ((1 + h)4 − h4)− (8h− h2 + 9h3)
= 1− 4h+ 7h2 − 5h3.
By another Macaulay2 calculation, N(PA) = 3 and hence
c(Ω1(PA)∨) ∩ [P3] = 1− 4h+ 7h2 − 2h3
by Corollary 3.7.
The same result can be found following a different approach: Using (2.9) and
[Cha04], the Chern polynomial ct(Ω
1(PA)∨) can be obtained by from the Hilbert
polynomial P (Ω10(A)
∨, t). Applying Macaulay2’s HyperplaneArrangements pack-
age, we compute
P (Ω1(A)∨(−1), t) =
2
3
t3 −
5
3
t+ 2.
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Since Ω1(A)∨(−1) ∼= Ω10(A)
∨(−1)⊕ S(−1) (see (2.10)), we thus get
P (Ω10(A)
∨(−1), t) =
(
2
3
t3 −
5
3
t+ 2
)
−
(
t+ 2
3
)
=
1
2
t3 −
1
2
t2 − 2t+ 2.
A simple computation shows that
P (Ω10(A)
∨, t) =
1
2
t3 + t2 −
3
2
t = 5P (OP3(−2), t)− 2P (OP3(−3), t),
which gives
ct(Ω
1(PA)∨) = ct(Ω˜10(A)
∨) =
(1 − 2t)5
(1 − 3t)2
= 1− 4t+ 7t2 − 2t3.
Corollary 3.7 now yields
cSM (M(PA)) = 1− 4h+ 7h
2 − 5h3,
as above.
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