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The phenomenon of electric-field-induced particle chaining, and the analogous behavior of 
magnetic particle in a magnetic field, have intrigued and challenged physicists for many years.  The 
literature contains experimental and theoretical contributions to this topic going back many years.  On 
the experimental front, Muth, reporting the phenomenon in 1927, called the formations “pearl chains”.  
This highly descriptive term is still in today.  On the theoretical front, modeling the chaining force 
presents difficulty, because as particles in an electric field approach each other, their electrostatic 
interactions become very rapidly stronger.  Mathematical solutions must rely on cumbersome, slowly-
converging series expressions. 
Why should we be interested in the problem of particle chaining?  One important application, 
the one that Guillaume Belijar has addressed, stems from the technology of smart, structured materials.  
For composites formulated from particulate dispensed in a matrix, critically important physico-chemical 
properties can be made strongly anisotropic by forming the particles into oriented chains.  Examples 
include thermal and electrical conductivities and the dielectric constant.  The potential significance of 
anisotropic media created via chaining was recognized long ago; more recently, with the explosion of 
interest in microscale systems, the range of applicability for such smart materials has burgeoned.  
Exploiting such enhancements requires a flexible, predictive tool placed in the hands of the engineers 
who wish to design composites for new applications. 
Belijar has performed extensive simulations of the dynamics of dielectric particle chain 
formation, and has then employed the results to extract chain formation times and to predict the final 
(quasi)equilibrium morphologies of the chains.  He has succeeded in this challenging endeavor by 
exploiting the effective moment method to calculate the interparticle forces that draw the particles 
together.  The method works because, while interparticle force calculations are very computational 
resource-intensive when the particles in a large ensemble are touching or very close together, the far 
simpler dipole-dipole approximation suffices to represent the interactions during most of the time 
required for the particles to approach each other.  A useful analogy might be comparing the time spent 
by a airplane in flight as the pilot responds to air traffic control instructions (tens of minutes) to the time 
needed to land the aircraft and bring it to a stop (tens of seconds). 
This thesis opens doors for materials scientists and engineers who wish to design and create 
new, structured composites in a large range of applications.  There remains much to learn about the fine 
details of electric-field-driven particle chain morphology and how it might subtly influence bulk 
properties, particularly conductivity; the simulation tool Belijar presents to us will assist in this work. 
 
T. B. Jones 
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Materials in electrical engineering are characterized by the very wide variety of their nature and 
applications. Among them one finds polymers, ceramics, metals, and more. The range of properties, 
depending on the application, is also quite large, including electrical and thermal conductivity, 
permittivity, permeability, mechanical characteristics, and optical properties. The systems in which 
those materials operate can be the transportation of people and goods (cars, aircrafts, and trains), the 
transport of energy, but also smaller systems such as embedded systems and portable electronics. All of 
these systems are characterized by their own specific constraints, and material environments can present 
extreme temperatures (from very low in deep space to very high in aeronautics and power electronics), 
very high electric fields (in electronic devices at very small scales), extreme pressure (from very low in 
space to very high in petroleum exploration), reactive chemicals, etc. In almost all applications, the 
current trend is characterized by the rise of power densities that leads to ever-more severe constraints 
and smaller devices. This results in demand for increasingly robust materials featuring enhanced 
properties.  
In the field of polymers, different strategies are explored to achieve such enhancements: research on 
new polymers and copolymers and the study of composites. Regarding the latter materials, the aim is to 
overcome matrix weaknesses by adding one or several types of fillers. The obtained composite presents 
a tradeoff between the matrix and filler properties. The types of properties that can be strengthened by 
the addition of fillers is almost unlimited, notably thermal, electrical, magnetic, mechanical, etc., 
depending on particle nature. Significant effort has been made to study the impact of particle nature, 
properties, size, aspect ratio, and dispersion on composite properties. Moreover, a complementary 
approach related to composites is to control the filler structure to adjust material properties. This is the 
rise of anisotropic composites. 
Fiber-reinforced plastics are a well-known example of anisotropic composites with a polymeric matrix, 
in which glass or carbon fibers are arranged in specific directions to modify the composite’s mechanical 
properties. The fibers in these materials provide the stiffness lacked by the polymers. New materials 
have been developed to create anisotropic composites with properties other than mechanical properties. 
Perhaps the more relevant example is that of conductive materials made of a polymer matrix blended 
with carbon nanotubes.  
The way to induce anisotropy is not unique, but generally implies one crucial step: the application of an 
external constraint before or during matrix polymerization. The nature of this constraint can be 
mechanical, magnetic, or electrical. The latter constraint has proven to be highly promising: easy to use, 
the ability to address many types of filler, harmless for the matrix, etc. However, among the large number 






composite relies on empirical studies, leading to a lack of knowledge regarding the impact of several 
parameters on material tailoring. Among those studies treating electric field structuring numerically, to 
the best of the author’s knowledge, none involve experimental validation directly. 
The purpose of this thesis is to address the issues presented in the last paragraph, and more generally to 
propose strategies to elaborate anisotropic composites with fine control of material properties, in the 
intended directions. 
This thesis dissertation is organized into six chapters. Each chapter is summarized below. 
Chapter I  
This chapter provides an overview of existing materials, focusing on polymeric materials (pure and as 
a matrix for the composite). The purpose of this chapter is to define the main properties of materials 
already used in electrical engineering, as well as their limitations. The first part is dedicated to pure and 
isotropic composites, with the second part exploring emerging anisotropic composites. Different 
methods to obtain anisotropy are presented, along with a discussion about their pros and cons.  
Chapter II 
The phenomenon of dielectrophoresis is presented in this chapter. First, a chronological review of the 
treatment of this force is addressed, followed by the main developments of theory and applications, not 
related only to the field of electrical engineering. A study of the physical phenomenon inherent to 
dielectrophoresis is then proposed. Lastly, the mathematical description of the DEP force is studied, as 
well as a numerical model of the structuration induced by this force. 
Chapter III 
Chapter III is dedicated to the characterization of the compounds used to elaborate the composites. In 
the first part, polymer matrices are characterized by dielectric spectroscopy. In the second part, high 
permittivity ceramic powders are studied. We explored a new way to characterize the intrinsic 
permittivity of ceramic particles, as the permittivity value is critical for implementing any model that 
uses DEP force. 
Chapter IV 
The experimental treatment of electric field-induced chaining is studied in chapter IV. The experimental 
setups and protocols are described in the first part. The second part presents the results for both optical 
and electrical monitoring of the structuration. Lastly, the materials are characterized electrically with a 







This chapter offers a numerical simulation of the chain formation under an electric field. The obtained 
structures and structure changes are compared with both experimental and theoretical studies. Lastly, 
the evolution of permittivity, as a marker of composite structure, is discussed with respect to the impact 
of several parameters, and compared to experimental results. 
Chapter VI 
The last chapter is dedicated to studying a novel way to achieve anisotropy in the direction perpendicular 
to the electric field by aligning fillers. A theoretical explanation of the phenomenon is proposed and 
compared with experimental results. Several experimental implementations are then presented, 
emphasizing the possibilities offered by these new types of materials. 
Lastly, a general conclusion summarizes the work performed and contributions to this thesis. 












Materials In Electrical Engineering,  
Current Limitations And Prospective Developments 
 
 
Chapter I - Materials In Electrical Engineering, 




I. MATERIALS IN ELECTRICAL ENGINEERING, 
CURRENT LIMITATIONS AND PROSPECTIVE 
DEVELOPMENTS 
The range of materials in electrical engineering applications is very wide, from conductors to insulators, 
and with materials presenting very specific properties (piezoelectric, pyroelectric, etc.), to others 
requiring basic functions such as electrical or thermal conductivity, permittivity, permeability, and more. 
The nature of these materials spans the entire spectrum, including polymers, ceramics, and metals. These 
materials can be either pure or composite, isotropic or anisotropic. Many advances have been made to 
obtain materials with enhanced properties to meet expectations for future technologies (increased power 
densities, severe external constraints, etc.). For their ease of use, implementation, and versatile 
properties, this study focuses on materials with a polymeric matrix (either pure or composite material), 
implementations, work in progress, and perspectives. 
I.1. Today’s materials 
I.1.a. Materials in systems 
As mentioned above, the range of materials present in electrical engineering as well as the constraints 
they must endure, is very wide. This diversity is illustrated here through three conventional systems: 
power modules, power cables, and film capacitors. 
 
Figure I-1: Power module scheme. 
Power modules are an assembly of active components (chips), interconnections, and insulating layers. 
The assembly is encapsulated by gels and polymer resins. The purpose of this encapsulation is to ensure 
the electrical insulation between metallic parts, as well as to provide the assembly with a level of 
mechanical resistance. Current materials are not used for cooling because of the one-side cooling design 
adopted and the poor thermal conductivity of the gels/polymers. Generally, the chips are soldered to 
DBC (Direct Bonded Copper) substrates composed of a ceramic (generally alumina) with copper plates 





on both sides. The ceramic serves several purposes: to withstand the electric field and to extract heat 
generated by the chips. Key issues for ceramics are their CTE (Coefficient of Thermal Expansion) 
mismatch with the copper, and their brittleness [1]. Another key layer is the TIM (Thermal Interface 
Material), which corresponds to a viscous liquid composite made of a polymeric matrix and high thermal 
conductivity fillers [2]. The purpose of the TIM is to decrease thermal resistance at the interface between 
the sink and the copper plate. Current TIM still presents relatively low thermal conductivity (i.e. under 
4 W.m-1K-1). Another known issue is the possible drying of the TIM during ageing. It should be noted 
that TIM is not supposed to ensure insulation, meaning that it is possible to use conductive fillers. Lastly, 
the power module enclosure corresponds to a hard plastic case, whose main purpose is to provide 
mechanical strength and allow electrical connections. 
Throughout this first example, many different materials have been described with very specific 
functions. In addition to their intended purposes, all of these materials must be compatible with their 
environment. In order to minimize the risks of mechanical failure (such as those caused by thermal 
cycling), all the constituents should present a CTE as compatible as possible. The chips are the locations 
where heat is produced, so their surroundings can be subject to high operating temperatures (which are 
expected to increase due to the rise in power densities [3]). A very high electric field can be present 
locally in the area surrounding the chips and patterned copper (due to triple points and sharp edges). The 
encapsulating material and ceramic plate should therefore have high breakdown strength.  
The second example of a system to be described is a power cable. Many varieties of this energy transport 
device can be found, from medium voltages to very high voltages (up to hundreds of kV), operating in 
AC or DC, and in many environments, in the air, ground, or underwater. Given the wide diversity, we 
will focus here on the example of a 3-phase high voltage cable. 
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Figure I-2: Example of the composition of a 3-phase high voltage AC cable. 
The main purpose of the cable (i.e. transporting energy) is fulfilled by the three conductors (one for each 
phase), generally made of aluminum (light weight and low cost) or copper (higher conductivity). Three 
consecutive layers are found directly surrounding the conductors: a sandwich of XLPE between semi-
conducting layers. The role of the XLPE is to ensure insulation while the semi-conducting layers are 
present for electric field grading purposes to prevent partial discharges and reduce stress. The semi-
conducting layer is generally made of polymers filled with carbon black. The insulating system must 
present the lowest losses possible. The outer PVC layer function is to protect the cable from external 
aggression, such as humidity and dust. 
The materials in power cables are subjected to highly diverse constraints: they are in close contact with 
very high voltage; they are designed to withstand moderate temperature (up to 130 °C for a very short 
time). The most challenging aspect in cables is that, due to their high cost and the difficulty of 
maintenance, they are often designed to be in service for 40 years or more. The material aging in these 
conditions is quite complex to figure out due to water absorption, space charge formation (mostly in 
HVDC applications [4]), etc. Therefore, the materials used must be very stable over time. Examples of 
current research focus on understanding the space charge formation and on the replacement of carbon 
black fillers by carbon nanotubes to improve mechanical properties.  
The final example is that of the capacitors. Here, we focused on film capacitors, i.e. where the dielectric 
material is a polymeric film. As polymers have low dielectric constants, capacity is increased by using 
large surface areas. The typical way to handle this large surface is with interdigitated electrodes as shown 
in Figure I-3. 






Figure I-3: Scheme of interdigitated film capacitor. 
Each electrode is separated from neighboring electrodes by a thin dielectric layer. The capacitance being 
directly proportional to the distance between electrodes, thinner dielectric layers lead to increased 
capacity but lower breakdown voltage. Many different polymers are used as dielectrics (polypropylene, 
polyethylene etc.), depending on parameters such as the operating voltage, temperature, the 
environment, and others. 
Although this kind of capacitor design is common, many other designs exist according to the intended 
function (embedded capacitors, filtering, energy storage, electromechanical transducers, etc.). The 
nature of the constraints differs greatly, as capacitors can be operated under a variety of conditions, from 
low to high voltage, high temperature, in stationary or portable systems, etc. Current developments are 
related to developing materials presenting higher permittivity and lower losses. Many ongoing research 
projects are based on polymer/ferroelectric ceramic and polymer/conductive filler composites [5]. 
 
Figure I-4: Scheme of the heat flux (red arrows) and electric field (blue arrows) in (a) power module, (b) power 
cable, and (c) capacitor. 
As a concluding remark, let us add that the systems presented have at least one point in common: all the 
materials used (pure or composite) have isotropic properties. However, the designs used often lead to 
flux directed preferentially in a single direction. For instance, the electric field is directed toward the 
electrodes in the capacitors; the heat flux is directed from the hot source (chip or conductor) to the cold 
source (sink or outer part of the cable) in power modules and cables (Figure I-4). This mismatch between 
material properties, and the direction of flux, open the possibility to enhance material properties by 
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better adapting them to their systems. In order to study this, today’s isotropic materials (pure and 
composite) are examined in the next section. Then we address anisotropic materials and the ways to 
induce anisotropy. 
I.1.b. Isotropic materials 
 Polymers (as matrix) 
Polymers are used in electrical engineering for a wide range of applications that can generally be divided 
into two categories: insulation and dielectrics. The first category implies preventing the current from 
flowing between two electrodes with different electric potentials. Related applications include cable 
insulation (electrical transport, motors, busbar), passivation and packaging of electronic component, and 
printed circuit boards (PCB). The second category also implies low electrical conduction, this time for 
the purpose of energy storage. Generally, this term is also related to high polarizability, but polymers 
present a low dielectric constant. The associated application is for capacitors (energy storage, filtering). 
The lack of polarizability of polymers is compensated by their high dielectric strength. If large 
capacitance is required, it can be attained by implementing a large surface. Another application for 
polymers is their use as a chemical barrier. The range of properties for polymer materials is very broad. 
A partial summary is provided below in Table I-1. 
Table I-1: Some general properties of polymers 












Very low 0.1 – 1 [8] 
Operating temperature 
[°C] 
Very low to moderate -269 – 400 [9] 
Glass transition 
[°C] 




High to very high 10-3 – 1016 [11], [12] 
Dielectric strength 
[kV.cm-1] 
High to extremely high up to 10000 [13] 
Permittivity Very low to moderate 2 – 45 [14], [15] 





Some values in Table I-1 may seem unusual, but this is because more than just “conventional” polymers 
are taken into account. For example, very low values of resistivity are found in the case of conductive 
polymers, and higher values for permittivity in the case of copolymers. 
The advantages of polymers include their ease of implementation (extrusion, molding, doctor blade, 
spin-coating, dip-coating etc.), high dielectric strength, low loss factor, chemical resistance, mechanical 
properties (compatibility with the substrate, shock resistance), and ability to serve as a barrier to 
moisture. Some resins are photosensitive, which allow using photolithographic techniques.  
On the other hand, their disadvantages include their low thermal conductivity, relatively low operating 
temperature, and low permittivity (which actually can be advantageous in some applications). Also, the 
polymerization reaction is exothermal and can lead to thermal runaway. 
Even if polymers present very interesting properties, some of their disadvantages are an obstacle for 
their use. That is one of the reasons why intense research has been conducted on composite materials 
with a polymeric matrix, to improve material performance or extend the range of polymer properties 
and applications. 
 Composites 
A composite is a material comprising at least two distinct phases. The purpose of the composite is to 
compensate a weakness in one of its constituents by adding other compounds. Wood is an example of 
natural composite with a polymer matrix (lignin) conferring resistance in compression filled with 
cellulose resisting traction. There are numerous examples of artificial composites, such as concrete, fiber 
reinforced plastics, TIM, to name a few. 
In the field of electrical engineering, most composites are made with a polymer as the matrix. There are 
few other materials that use other matrices, such as ceramic-metal (cermet) for resistor and capacitor 
applications.  
When it comes to elaborating a composite, the strategy is to define the specifications related to the 
intended application and then choose the matrix and filler according to their properties. The matrix must 
be compatible with the processing method, while presenting properties approaching the intended 
requirements. The filler is then chosen according to the property to be enhanced/introduced. Various 
fillers are available, depending on the material nature (ceramic, polymer, metal etc.), size, and shape. 
Generally, the size of the filler ranges from a few nanometers to 100 μm, with the particle being 
spheroidal, ellipsoidal (needle, platelet), or fibrous. The size and shape of the particle are very important 
and must not be overlooked. 
The following paragraphs present the general properties of different types of filler, along with examples 
of composite implementations. 
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 Ceramic fillers 
The variety of ceramic powders is very wide, from nanoscale to microscale. Almost all shapes are 
available. General properties of ceramics are presented in Table I-2. 
The advantages of ceramic powders include high thermal conductivity as compared to polymers (ex. 
AlN), high permittivity (ex. BaTiO3), and support for very high operating temperatures. Ceramics can 
also present properties almost entirely absent from polymers, such as piezoelectric (ex. PZT), 
pyroelectric (ex. PZT), non-linear resistivity (varistor effect) (ex. ZnO), and magnetic properties (ex. 
Fe2O3). 
The disadvantages of ceramic powders include their density mismatch with polymers (sometimes 
leading to sedimentation) and lower dielectric strength than polymers. 
Table I-2: Some general properties of ceramics. 












Relatively high to 
extremely high 
1 – 290 [17], [18] 
Operating temperature 
[°C] 




Low to high 10-7 – 1012 [16] 
Dielec. strength 
[kV.mm-1] 
Medium to high 1 – 40 [16] 
Permittivity Low to very high 4.1 – > 105 [16], [19], [20] 
 
Some polymer/ceramic composites with very interesting properties have been elaborated. For example, 
Xu et al. reported an epoxy/AlN (60 vol%) with thermal conductivity of 11 W.m-1.K-1 [21]; Ishida et al. 
reported a value of 32.5 W.m-1.K-1 for polybenzoxazine/BN (78.5 vol%) composite [22]. As for the 
dielectric constant, 53.9 in permittivity at 1 kHz for PVDF/BaTiO3 (50 vol%) was achieved by Yu et al. 
[23], but with relatively low dielectric strength, while Li et al. reported a P(VDF-CTFE)/ZrO2 (9.1 
weight % ≈ 2 vol%) composite with relatively low permittivity but high dielectric strength, allowing 
them to reach high energy density (11.2 J.cm-3) [24]. Higher permittivity (738 at 100 Hz) can be 





obtained, but at the cost of increased losses (1.8 at 100 Hz) [13]. A PVDF/PZT composite (50 vol%) 
reached a piezoelectric coefficient value pf 13.8 pC.N−1 [25]. 
Xie et al. presented an interesting result: they managed to obtain a poly(vinyl alcohol)/BN composite 
with 3.9 W.m-1.K-1 thermal conductivity at only 5.9 vol% [26]. This rather good result at such a low 
filler concentration was attributed to the aspect ratio of the particles (platelet shape) and a partial 
orientation of the fillers due to the deposition method. 
Another aspect of composite that is studied intensively is the ability to improve materials’ electrical 
performance. The major body of these works focuses on polymer/silica (SiO2) nanocomposites. It has 
been showed that these materials can present increased dielectric strength [27], PD resistance [28], [29], 
and decreased leakage current density [30]. The dependence of the dielectric strength results appears to 
be very sensitive to particle size. The general trend is a higher dielectric strength with nanoparticles than 
with microparticles [31]. However, the addition of nanoparticles does not ensure an increase in the 
dielectric strength compared to the neat polymer. 
It is important to note that most of the composites cited above present very high volume fraction of 
fillers, and in some cases, additional treatments such as surface modification of particles were used. 
 Metallic fillers 
Some examples of polymer/metal nanocomposites can be found in literature. Silver nanoparticles were 
used with poly(o-toluidine) to obtain a composite with an electric conductivity of 1.28 S/cm [32]. 
Another application is the increase of thermal conductivity: Serkan Tekce et al. made a 
polyamide/copper (60 vol%) microcomposite reaching 11.57 W.m-1.K-1 [33]. This article also 
emphasizes the importance of particle shape. Measurement of thermal conductivity (Figure I-5) showed 
that particles with a higher aspect ratio had greater influence on composite properties. 
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Figure I-5: Thermal conductivity of polyamide/copper composite as a function of filler concentration [33]. 
 Allotropes of carbon fillers 
The allotropic forms of carbon have met with great success in recent research with the development of 
carbon nanotubes (CNT) – single wall SWCNT and multi-wall MWCNT – and graphene (or graphene 
nanoplatelet GNP). 
These nanoparticles with extraordinary properties are expected to lead to a breakthrough in composite 
materials. They also open the path to high-performance composites with low filler concentrations. 
Table I-3 Some general properties of CNT and graphene monolayer. 























0.9×10-6 [40] 50×10-6 [34] 
 





Among the numerous examples of composites made with CNT or graphene, we can mention 
PMMA/MWCNT (4 weight % ≈ 3.5 vol%) reaching 4.4 W.m-1.K-1 [41], and polystyrene/graphene (2.4 
vol%) nanocomposite with 1 S.m-1 [42]. These materials are representative of the strong impact of CNT 
and graphene on material properties, even at very low filler content. 
Carbon allotropes have numerous advantages: they are light in weight, and exhibit excellent mechanical, 
thermal, and electrical properties. Also, they are composed only of carbon, which is not a rare resource. 
However, many challenges make them complex to use. They are difficult to disperse and to stabilize in 
solution; their production is expensive; and the desired quality is not always achieved. 
In parallel to graphene, many 2D particles are being developed, such as silicone [43] or monolayer MoS2 
[44, p. 2]. 
I.1.c. Intermediate conclusion 
The list of materials mentioned in the previous paragraphs is merely a quick overview of the composites 
and properties that can be obtained. The materials were limited to two-phase composite, however, 
multiple phase composites can be found. In literature, other particles have seen growing interest, such 
as core-shell and Janus particles.  The purpose of our review is to understand the general strategy for 
choosing the components used in a composite. The first step is to define the properties and their expected 
values needed for the intended application. The matrix should then be chosen according to its properties 
and the processing method. The choice of the particle is rather complex, as many types, sizes, and shapes 
are available. The first aspect to consider is the matrix property that needs to be enhanced, in order to 
determine what particle characteristics should be. Particle dimension is not a parameter to be neglected. 
Indeed, the effect of particle size can be extremely different, whether the particles are nanoscale or 
microscale. The example of dielectric strength is relevant to this extent; where microparticles tend to 
lower dielectric strength while nanoparticles can increase it. But it is important to note that nanoparticles 
are not always better than microparticles. Thus, one of the clues for obtaining suitable size is to 
determine whether the property to be enhanced relies on volume or on the surface properties of the 
particle. Tanaka attempted to give the general impact of nanoparticles on materials’ electrical properties 
(dielectric strength, permittivity etc.) [45]. An alternative choice can be a distribution of particle size, 
with distribution being used to reach a high filler concentration. The last parameter to choose is the 
particle shape (or aspect ratio). In many cases, particles exhibiting a high aspect ratio lead to better 
performance, as they reduce the quantity of interfaces, which are generally detrimental. In that respect, 
many recent studies focus on the modification of these polymer/particle interfaces through chemical 
treatment. 
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Although materials with very interesting properties were presented here, there are still some outstanding 
issues related to these kinds of composites. In many cases, the volume fraction of filler needed to obtain 
a material with the desired properties is very high (up to 80 or 90 vol%). This is a major drawback 
because at these filler concentrations, some of the matrix properties are modified radically. The viscosity 
of the mixture before being cured can be very high, which makes implementation impractical. When 
cured, mechanical flexibility is drastically reduced, which is not a good option for many applications. 
Thus, in order to improve composite performance again, it will be necessary to lower the volume fraction 
of filler without degrading the properties. This is one of the promises held by anisotropic composites. 
I.2. Emerging materials: anisotropic composites 
Many applications require a given property mainly in one direction as demonstrated in section I.1.a. 
Despite that, all the materials mentioned in the section I.1 have something in common: their properties 
are isotropic, meaning that they present the same properties in every direction. This means that current 
materials and composites are not fully optimized for the systems in which they are used. One way of 
working towards matching materials to systems would be to make them anisotropic, that is, tailoring the 
material to obtain the appropriate property in the appropriate direction for a given application. 
  
Figure I-6: Published items each year over the past 20 years with the keywords “anisotropic composite” [46]. 
The topic of anisotropic material has raised a growing interest over recent years, as can be seen in Figure 
I-6 (figure from [46]), reaching nearly 700 publications in 2015. 
I.2.a. Benefits of anisotropy 
A simple example to explain the inherent benefit of anisotropy is the case of the capacitor. Let us 
consider a 1 mm side cube of permittivity 4. Inside the cube are placed 8 particles of permittivity 1000. 
Two different cases are studied, shown in Figure I-7. Numerical simulation performed using FEM [47] 





allows computing capacitance in every direction. The computation method is described in detail in 
section V.2.a. The results are summarized in Table I-1. 
 
Figure I-7: Geometry simulated for (a) isotropic composite and (b) anisotropic composite. 
The result shows a clear enhancement of material capacity in the direction of the aligned spheres for the 
material in Figure I-7 (b). In the other directions, the capacity value is smaller than with the isotropic 
composite. Numerical evidence of this is also reported by Wang et al. [48]. 
Table I-4: Calculated capacitance of isotropic and anisotropic composite 
Material 
Axis 
(a) [fF] (b) [fF] 
X 43 41 
Y 43 41 
Z 43 84 
 
The first interest of anisotropy is therefore to improve a property in one direction compared to an 
isotropic composite at the same filler content, or to obtain the same property but at lower filler 
concentration. This example is a good illustration of the concept of a material matched to a system. In a 
capacitor, the high permittivity of the dielectric material is needed only in the direction of the applied 
field, making the material in Figure I-7 (b) more adapted for a capacitor application as long as the 
dielectric strength remains the same. The slight decrease in X and Y permittivity has no impact on 
material performance (capacitance) because the electric field should not be directed in these directions. 
Another key aspect of this material was also reported by Wang et al and can be observed in Figure I-8. 
From this numerical simulation, the dielectric susceptibility of the isotropic composite tends to saturate 
when filler susceptibility equals 20 times that of the matrix. On the contrary, no saturation is observed 
for the anisotropic composite due to the continuous path of high permittivity phase in the direction of 
the electric field. This means, for example, that there is no interest of using particles with very high 
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permittivity for an isotropic composite, since the impact becomes negligible above 20 times the 
permittivity of the matrix. For an anisotropic composite, there is still an interest in using particles with 
very high permittivity. 
 
Figure I-8: Reduced composite dielectric susceptibility as a function of the filler reduced dielectric susceptibility 
[48]. 
Of course, the real structures of composite materials are much more complex than these simulated 
structures. 
I.2.b. Methods for anisotropic composite processing 
There are several ways to induce anisotropy in composites, each of them having its own advantages and 
disadvantages. The common point to all these methods is the application of an external constraint prior 
to, or during, matrix processing. 
 Mechanical/acoustic constraint 
Several methods have been developed to elaborate an anisotropic composite by applying a mechanical 
constraint. It should be noted that the mechanical constraint does not lead to the assembly of particles 
in chains, but rather to the alignment of non-spherical particles in a preferential direction. 
The examples of methods found in literature are extrusion [49] and uniaxial strain [50]. The obtained 
structures are shown in Figure I-9. 






Figure I-9: Composite with mechanically aligned fillers. (a) BaTiO3 whiskers after heat removal of the polymer, 
(b) PVDF/PZT (10 vol%) composite. 
The use of acoustic waves to develop an anisotropic composite allows obtaining periodical structures 
and complex orientational behavior (Figure I-10). This method was demonstrated to work on a relatively 
large scale with the use of ultrasound. Contrary to mechanical methods, the use of spherical particles is 
not prohibited. Solid and liquid composites such as acrylic/polysiloxane, water/mica, water/polystyrene 
[51], water/polystyrene fiber [52], epoxy, polyester, silicone, and agar/glass  [53] were obtained. To the 
best of the author’s knowledge, only the mechanical properties of the obtained composites were studied, 
demonstrating an improvement. 
Table I-5: Mechanically-structured composite properties 







Extrusion PVDF BaTiO3 30 permittivity 90,72 104 [49] 
Extrusion PVDF BaTiO3 30 piezo. coef. 13,7 [pm/V] 29 [49] 
Strain release PVDF PZT 40  permittivity 45 80 [50] 
Acoustic Polymer Glass 9.0 ± 2.0 
mechanical 
failure 
45 [MPa] 43 [53] 
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Figure I-10: Ultrasonically patterned composites. (a) epoxy/glass  [53], (b) polyester/glass  [53], (c) and (d) 
polystyrene fiber in water sugar solution [52]. 
The properties of anisotropic composites obtained with mechanical/acoustic constraints and the relative 
enhancement are summarized in Table I-5. The enhancements are compared to isotropic composite or 
anisotropic composite with perpendicular alignment. 
The main advantage of mechanical constraints is their ability to work for large pieces. 
Nevertheless, there is at least one disadvantage related to applying a mechanical constraint: it is often 
not compatible with in-situ tailoring of the material, as it would not be possible to apply a mechanical 
constraint in complex systems. 
 Electrical constraint 
Tailoring composites under an electric field has been studied intensively over the past several decades. 
The terminology used is rather diverse and must be divided into two categories: assembly and alignment. 
The first term corresponds to particles connecting into chains in the direction of the applied electric field 
under dielectrophoretic force. The assembly phenomenon has several denominations, such as 
dielectrophoretic or electric field driven/assisted/induced assembly, chaining or pearl-chaining etc. The 
alignment of a particle corresponds to a non-spherical particle exhibiting a stable orientation (in the case 
of an ellipsoidal particle, one of its axes is aligned with the direction of the electric field) under the 
application of an external electric field. The alignment phenomenon also has several denominations, 
such as electro-orientation, electric field assisted/directed alignment/orientation. These two phenomena 
can be observed in AC and DC electric fields. For alignment, the use of DC leads to the long axis of the 
particle being parallel to the direction of the electric field. 






Table I-6 summarizes a review of some developed anisotropic composites. The range of impacted 
properties is very wide: including permittivity, electrical and thermal conductivity, elastic modulus, 
optical transmittance. The range of matrix and fillers is also diverse. Several comments can be expressed 
regarding the data in this table. With respect to permittivity, the highest value is obtained with carbon 
nanofibers (CNF) as filler [54]. However, care should be taken regarding this result; CNFs are a 
conducting material, so even if the permittivity reaches very high value, the losses also increase 
dramatically. For the other materials, polydimethylsiloxane (PDMS) might not be the best choice as a 
matrix for energy density related applications, due to its very low permittivity (between 2.3 - 2.8) [55]. 
Matrices such as PVDF or copolymer can present higher permittivity. However, dielectric strength also 
needs to be high for such applications. 
The electrical conductivity of anisotropic materials exhibits the most impressive results obtained [56]. 
More importantly, these results are reached at a very low filler concentration. The type of filler used is 
mostly CNT, GNP, or carbon fiber as conductive materials [56]–[58]. These particles also have the 
benefit of a high aspect ratio. Another interesting property of the obtained composites is their relatively 
high optical transmittance that is sometimes needed in some applications (e.g. solar panels). 
It is important to note that the results of dielectric strength values presented in the Table I-6 [59], [60] 
are not representative of the typical properties of anisotropic materials. This is certainly due to the fact 
that here for the breakdown test the electric filed is directed normally to the direction of the chains.  
The thermal conductivity results are still rather limited [61], [62], certainly due to the interface of 
polymer between particles acting as a thermal resistance. 
This table is clearly non-exhaustive, and many other particles (e.g. Janus [63], gold nanoparticles [64]) 
and properties (pyroelectricity [65]) have been studied. Another type of composite that is important to 
mention is electrorheological fluid [66]. This composite is unusual in the sense that the matrix remains 
liquid. However, the same principle acts in these fluids, with the application of an electric field leading 
to the formation of chains in its direction, modifying the viscosity and mechanical properties of the 





Table I-6: Review of anisotropic composites with associated properties. The increase is compared to isotropic composites at the same volume fraction. 
Property Matrix Filler 
Filler content 
(vol%) 
Value Increase Ref. Comment 
Permittivity 
PDMS BaTiO3 25 12.7 65 % [55] 
 
PDMS BaTiO3 ≈ 11 9 41 % [69]  





Acrylate SWCNT ≈ 0.03 10-4 ×103 [57]  
PSU MWCNT ≈ 0.5 10-1 ×1014 [58] Increase compared to pure polymer 
Epoxy MWCNT ≈ 0.01 3.10-4 ×5.106 [70]  
Epoxy 
CNF ≈ 2 3.10-2 ×3 
[56] 
 




PDMS BaTiO3 25 128 25 % [59] In the direction perpendicular to the chains 




Epoxy GNP ≈ 0.54 0.41 26 % [61]  




















Figure I-11: Electric field structured composites. (a) PDMS/BaTiO3 [55], (b) PDMS/BaTiO3 [69], (c) 
epoxy/CNF [54], and (d) epoxy/GNP [61]. 
Images of some anisotropic composite presented in Table I-6 can be observed in Figure I-11. The 
difference in the structures between insulating (Figure I-11 (a) and (b)) and conductive (Figure I-11 (c) 
and (d)) particles is clear. As the electric potential is displaced at the end of the wires for conductive 
particles, it can lead to a very intense electric field locally resulting in tree formation.  
The evolution of permittivity, and permittivity increase, as a function of filler concentration for two 
different composites, is shown in Figure I-12. The first observation is that permittivity increases with 
filler content, which seems logical. The second observation is that the permittivity increase compared 
to the isotropic composite starts by increasing at low filler content, reaching a maximum and then 
decreasing with filler content.  
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Figure I-12: (a) Permittivity of anisotropic (structured) and isotropic (random) epoxy/PZT composite and (b) 
permittivity increase compared to isotropic composite, as a function of the volume fraction of filler (φ) [72]. 
The same observations can be made for other properties, such as the piezoelectric coefficient (Figure 
I-13). The difference in the piezoelectric coefficient increase is even larger, but no evidence of increase 
at low filler content was observed. 




















Filler content (vol %)  
Figure I-13: (a) piezoelectric coefficient (d33) and (b) piezoelectric coefficient increase compared to isotropic 
composite as a function of the volume fraction of filler. Epoxy/PZT composite from ref. [72]. 
The behavior can be understood partially (at least concerning permittivity) from a circuit point of view. 
The simplest model for ideal anisotropic composite is two capacitors in parallel. For the isotropic 
composite, permittivity can be estimated thanks to a mixing law (more detailed explanation and study 
of mixing laws is provided in section III.2.b). The Lichtenecker equation was chosen here to model 
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Figure I-14: Theoretical prediction of permittivity, and permittivity increase, for ideal anisotropic and isotropic 
composite as a function of filler content. 
A numerical estimation of the permittivity increase predicts a maximum of around 18 vol%, which is in 
good agreement with experimental measurements. This specific behavior is very important, as it reflects 
the fact that the beneficial impact of the anisotropic composite is preponderant at low filler 
concentration. 
The advantage of the electric field structuring method is the ease of applying the voltage. Electrodes are 
already present in many systems, allowing “in situ” tailoring of the composite. With the only condition 
for chaining or alignment being a difference in the complex permittivity between the particle and matrix, 
this approach works for almost every matrix/particle pair. 
The disadvantage of this method is the need for high voltages when the sample is thick, hence limiting 
the maximum possible thickness. Electrohydrodynamic flow induced by the electric field can also 
restrict the operating frequency range to chain/align. The obtained properties are sometimes small 
compared to that which can be expected, probably due to particle/matrix interface. This is well illustrated 
by comparing the experimental results in Figure I-12 to the theoretical results in Figure I-14. Another 
limitation is that the chaining/alignment is restricted to the direction of the applied electric field. 
 Magnetic constraint 
Tailoring under electrical constraint was described in the previous section. A strong analogy exists 
between magnetic and electrical constraints. The equivalent of dielectrophoresis is magnetophoresis, 
and the equivalent for electro-orientation is magneto-orientation. The analogy between these 
mechanisms was addressed extensively by [73]. However, some differences are still encountered in 
magnetic tailoring, with the presence of a permanent magnet more frequently than its electric equivalent 
(electret) and the phenomenon of saturation. 
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Examples of composites structured using a magnetic field are summarized in Table I-7. 
Table I-7: Magnetically structured composite properties 





Electrical conductivity 2.5×10-2 [S/m] -  
[74] 




1 vol% Electrical conductivity 2 [S/m] ×4 [75] 
Epoxy CNT 3 weight % Thermal conductivity 6.6 [W.m-1.K-1] 10 % [76] 
PDMS Fe3O4 30 weight % Elastic modulus 10 [kPa] ×2.5 [77] 
 
Most studies available in literature deal with CNT alignment. Transparent conductive materials seem to 
be the most frequent item. 
 
Figure I-15: PMMA/Cobalt nanowire composite (a) isotropic and (b) magnetically chained/aligned [75]. 
The advantage of magnetic field structuring is that very good results are obtained with CNT-based 
particles. 
However, the use of a magnetic field drastically restricts the possible type of particles, as compared to 
an electric field. In addition, the application of a magnetic field is more complex and in-situ structuration 
is almost impossible. 
I.2.c. Terminology  
As used to present the above materials, the term anisotropic is commonly accepted to describe 
composites presenting different properties in different orthogonal directions. However, a more exact 
designation of the composites obtained under external constraint should be orthotropic composite: a 
subgroup of anisotropic composites. Indeed, the composites described in this section of the manuscript 





present three orthogonal symmetry planes. The impact on the permittivity tensor is described in Table 
I-8. 
Table I-8: Permittivity tensor of different material types 













] = 𝜀 
 
However, since the term anisotropic is widely accepted by the scientific community, that term will 
continue to be used in this thesis dissertation to describe orthotropic composites. 
I.3. Conclusion 
The main characteristics of the polymer-based materials used in electrical engineering have been 
presented throughout this first chapter. The properties of pure, isotropic, and anisotropic composites 
have been summarized. The latter materials have seen a growing interest over the past years. Among 
the three possible constraints to induce anisotropy in composites (mechanical, magnetic, and electrical), 
the tailoring of material by means of an electric field present some advantages. The most valuable assets 
are perhaps the possibility of in-situ tailoring, and being able to be adapt to systems without intrinsic 
modification (addition of electrodes). Taking into account these considerations, the electric field was 
selected in this work as the means to tailor composites.  
However, regardless of its benefits, this tailoring method is not mature at this time. The enhancement of 
properties is proven, but somehow those properties fail to reach full expectations, far from the theoretical 
gain. An overview of the publications on electric field-structured materials shows that, currently, these 
materials are exclusively developed empirically. The typical method is to make the composite, vary 
some parameters (filler content, electric field magnitude and frequency), and characterize the obtained 
composites. While showing interesting outcome, this method is limited in terms of understanding the 
phenomena involved. Very few examples of monitoring the formation of anisotropic composites can be 
found in literature, whereas that aspect offers significant knowledge about the structuring phenomenon. 
Of course, some authors have tackled chaining/alignment theoretically and numerically, but without 
correlating it with the predictive elaboration of composite materials. 
With these considerations in mind, the hypothesis of this work is that it should be possible, based on a 
predictive approach, to tailor the structure of a composite from isotropic to anisotropic when applying 
an electric field. To achieve this accurate control of material properties, several challenges first need to 
be addressed, as summarized in the following roadmap: 
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- Based on the theoretical study of the phenomena leading to filler structuration, the forces and 
parameters involved will be determined. A theoretical study should lead to the development of 
a structuration model. 
- Once the physical parameters of the system are identified, their values need to be fully 
measured. This knowledge is essential both for experimental (to target experimental parameters) 
and numerical (as inputs of the model) investigation. 
- The materials then need to be elaborated with online monitoring during their structuration. The 
physical parameter monitored must be related quantitatively to the numerical simulation in order 
to allow the comprehensive comparison between the model and the experiment. 
- The obtained material will be characterized to confirm the accurate control of composite 
properties. 
- Lastly, the model and the experiment results will be compared, while varying as many 
parameters as possible to reach a conclusion regarding the validity of the simulation. 
Each of these points is addressed in this manuscript. 
As a first step, we present in the next chapter, a survey of the force induced by the electric field, leading 
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II. DIELECTROPHORESIS: THEORETICAL DESCRIPTION 
A dielectric particle immersed in a dielectric medium, subject to a non-uniform electric field, will 
undergo a force: the dielectrophoretic (DEP) force. This force is the starting point of the formation of 
anisotropic composites under electric field. This phenomenon is studied in this chapter to understand 
the interaction between a particle and a non-uniform electric field, and to identify the key parameters 
involved. 
II.1. Dielectrophoresis: a brief survey 
II.1.a. Early descriptions 
The first tracks of dielectrophoretic phenomena are generally attributed to Thales of Miletus, around 
600 B.C. The trading routes brought a material called “electron” (𝜂𝜆𝜀𝜏𝜌𝜃𝜈), known today as amber. 
Even if the original text is missing, further documents report [78] that Thales succeeded in attracting 
fluff and other materials with a rod of amber rubbed with fur. The conclusion of this very early 
experiment was that a “magnet” (confusion was made between electrical and magnetic effects) had a 
soul because it was able to cause motion. The conclusion may seem amusing to us now, but behind this 
experiment lies the discovery of electrostatics and triboelectricity.  
 
Figure 0-1: A piece of amber and fur [79]. 
Much later, in the 17th century, William Gilbert showed the interactions between drops of water and 
electrified amber in his book “De Magnete” [80]. The distinction between magnetism and electrostatic 
was an important step forward of his work. 






Figure 0-2: Drop of water attracted by amber rods [80]. 
In the middle of that same century, Winckler [81] and Priestley [82] studied the attractive forces acting 
upon organic matter. They are considered as the first people to describe the chaining of particles. The 
first step in the theoretical treatment of DEP followed Maxwell’s theories with a description of the 
equation of the force acting on a dielectric sphere subject to a non-uniform electric field [83]. 
 
Figure 0-3: (Left) elevation of a liquid in presence of a charged body. (Right) deviation of a water stream by 
charged rod [81]. 
II.1.b. Development of the theory and applications 
The first industrial application of DEP was attributed to Hatfield, with a patent application in 1921 and 
published in 1924, about the separation of substances through the use of an electrostatic field (Figure 
0-4) [84]. 
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Figure 0-4: Illustration from a patent of different devices for particle sorting [84]. 
The word “dielectrophoresis” was coined by Herbert Pohl in an article published in 1951, in which he 
described the successful removal of carbon black from polyvinyl chloride [85]. Twenty-seven years 
later, in his book “Dielectrophoresis, the behavior of neutral matter in nonuniform electric fields” [86], 
he gave the following definition of the phenomenon: “the translational motion of neutral matter caused 
by polarization effects in a non-uniform electric field”. While Pohl’s first interests were concerned with 
liquid filtration, he rapidly began to study dielectrophoresis with biological cells and particles. The early 
interest in the behavior of cells and living matter subject to an electric field (chains of fat particles [87], 
biological cells and bacteria [88], [89]) led to intensive study and use of DEP in biomedical sciences in 
the second half of the 20th century. The ability to sort biological cells without killing them has proven 
to be of great interest. Among the numerous examples of how DEP is employed in this field, we can 
mention cell sorting and counting, driving and positioning single cells, cell characterization, etc. [90].  
 





Figure 0-5: Examples of DEP applied to biological cells. (a) chaining [87], (b) yeast cell collection [91], (c) 
electrofusion [92]. 
From a theoretical point of view, the study of biological materials leads to the development of multipole 
corrections and to the elaboration of a core-shell model to describe the living cells. 
In parallel with the growing interest of DEP in the biomedical field, the discovery by Willis Winslow of 
electrorheological (ER) fluids at the end of the 1940’s (patent application in 1947 [93]  and publication 
in 1949 [94]) opened the way for a new set of applications, such as clutches, shock absorbers, and valves. 
The ER effect corresponds to a fast change in a fluid’s apparent viscosity (typically in milliseconds) by 
chaining particles through the application of an electric field. It is noteworthy to mention that great effort 
was made in this field on modeling the particle chaining.  
 
Figure 0-6: Examples of ER fluid studies and patents in literature. (a) clutch application [93], (b) suspension of 
silicon oil/alumina particles (2 wt.%) with diameter between 63-90 µm before (1) and after (2) electric field 
application [68], (c) simulation of chain formation, (1) and (2) show the impact of different collision handling 
strategies on the chain structure [68], (d) optical microscopy image of columns of urea-coated nanoparticles in 
epoxy for giant ER effect [67]. 
Alongside biomedical and ER fluids, a new interest appeared in the mid-1990’s in material science, and 
more specifically in the elaboration of anisotropic composites. This topic was first highlighted by 
Randall in a review [95] of the potential applications of anisotropic composites in the field of electronic 
components and devices. These potential applications are summarized in the chart shown in Figure 0-7.  
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Figure 0-7: Potential applications for dielectrophoretically assembled composite materials, adapted from [95]. 
Lastly, the rising phenomenon of nanomaterials (nanoparticles, nanotubes, 2D materials) is today 
leading to particular attention on self-assembly or electric field assembly, i.e. in-situ positioning to 
connect small elements. The developed methods are believed to have a great potential for future low-
consumption, high-frequency electronic applications. These particles raise a serious challenge from a 
theoretical point of view, as they possess very specific properties and Brownian motions cannot always 
be neglected. 
 





Figure 0-8: Dielectrophoretically assembled nanomaterials. (a) and (b) nanoelectromechanical relays made by 
deposited carbon nanotubes [96], (c) crossed carbon nanotube junction [97], (d) junction of two electrodes by 3 to 
10 layers of graphene oxide [98]. 
 
All of the experiments presented up until now share a common trait: the particle is in a solid state. 
However, DEP can also be applied to fluid (and gas [99]) particles with surprising results. Similarly to 
experiments with solid particles, fluid particles are either attracted or repulsed from the high electric 
field region, but the electric field also changes its shape. 
 
Figure 0-9: Geometry for droplet formation. Initially, a large droplet is deposited in the right sitting (a), the 
application of voltage drives part of the fluid to the left part in less than 0.1 s (b), after the voltage is removed, 
isolated droplet remains [100]. 
The intended applications of liquid DEP include liquid actuation (up to microscale), droplet dispensing, 
pumping, lab-on-a-chip, etc. 
Hence, DEP has been observed for a while and it is now well described from a theoretical point of view. 
Its range of applications is very wide, making it possible to filter, sort, characterize, drive, position, 
pump, elaborate materials, and more. The range of materials involved is also very large, from living cell 
to inorganic particles, including solid, liquid, and gaseous particles. In the next section, we focus on the 
physical explanation of DEP, from a dipole representation to a mathematical description of the force. 
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II.2. Physical phenomenon 
II.2.a. Polarization 
Dielectrics (or insulating materials) subject to an electric field acquire a net dipole moment called 
induced dipole (the presence of permanent dipole will not be discussed here). In contrast with conductive 
materials, dielectrics present almost no free charges (i.e. electrons not associated with any particular 
nucleus, as in conductors) but bounded charges that can move slightly. Three kinds of polarization 
mechanisms are linked with these bounded charges: electronic, atomic (or ionic), and orientation 
polarization (or dipole). In addition, the presence of electric charge carriers that can migrate over some 
distance within the dielectric, leads to a fourth polarization mechanism called space charge (or 
interfacial) polarization. One of the first descriptions of these mechanisms was given by Von Hippel in 
“Dielectric and Waves” [101]. These four mechanisms are described in Table 0-1. 
Table 0-1: Description of polarization mechanisms (adapted from [101]) 
 
The range of the charge separation distance involved in these different mechanisms is very wide, from 
subatomic to the length of the system. Their time constant therefore greatly differs one from another. 
The dependence of the mechanisms over frequency is shown in Figure 0-10. For the frequency range in 
which we are interested (10-1 to 106 Hz), atomic and electronic polarizations are quasi-instantaneous.  






Figure 0-10: Frequency dependence of the real and imaginary parts of permittivity and their relationship with 
polarization mechanisms [102]. 
 
Through polarization mechanisms, the electric field induces a dipole moment in dielectric materials. 
When subject to non-uniform electric fields, these dipoles give rise to DEP forces and electromechanical 
torques. To explain the principle of dielectrophoresis, we examine the non-uniform electric field and its 
impact on particle displacement in the following sections.   
II.2.b. DEP induced by electrode geometry 
The DEP phenomenon is generally divided into two categories, imposed field and mutual particle 
interactions, according to T.B. Jones’ designation [73]. The first rises from the external electric field, 
whereas the second comes from interactions between the dipoles. A schematic description of the 
phenomenon is proposed in Figure 0-11. 
 
Figure 0-11: Neutral particles inside a non-uniform electric field. From left to right, particle more and less 
polarizable than the medium, respectively. The red arrows represent the direction of the DEP force. Black lines 
are the electric field lines. Colors represent the electric field magnitude. Blue corresponds to low electric field 
values, red to high values. 
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The behavior of neutral particles is shown in Figure 0-11: particles less polarizable than the medium are 
repelled from the area of high electric field (right particle), whereas the more polarizable particles are 
attracted (left particle). Particles are considered as being more polarizable than the medium when their 
permittivity is higher than that of the matrix. Many geometries have been derived based on this 
phenomenon to characterize particles, drive particles to specific areas, and sort them according to their 
size or properties. The electrode schemes in Figure 0-12 are representative of the technique involved. 
Numerous geometries can actually be found in literature [103]. However, they all rely on the same 
physical basis. A non-exhaustive list of electrode examples found in literature is presented in Figure 
0-12. 
 
Figure 0-12: Imposed field geometries for different purposes: (a) particle sorting and/or driving, (b) assembly of 
nanoscale objects, (c) particle characterization by levitation, (d) particle driving by traveling wave 
dielectrophoresis, (e) particle sorting. 
II.2.c. DEP in chain formation 
In the previous section, the particles undergo DEP forces rising from the electrode geometry. However, 
the difference between the medium and particle permittivity also induces electric field non-uniformity, 
even if the external electric field applied is uniform. This specific case is shown in Figure 0-13. When 
the particle is more polarizable than the medium (Figure 0-13 (a)), the high electric field regions are 
perpendicular to the electrodes and parallel for the low electric field region. The opposite occurs (Figure 
0-13 (b)) when the medium is more polarizable than the particles. This implies that whenever the 
particles have a permittivity different than the medium, the DEP force leads to chaining, regardless of 
the DEP sign. There are two ways to describe this phenomenon, either with respect to the electric field 
distribution or to the dipole. From the electric field distribution point of view (Figure 0-14 (a) and (b)), 
when the particles undergo positive DEP (pDEP) ((a), they are driven to the high electric field region 
which is between them, and chaining occurs. The same behavior is observed for the negative DEP 





(nDEP) case (b); the particles are attracted to the low electric field region, which is the space between 
them. From the dipole point of view (Figure 0-14 (c) and (d)), the change from pDEP (c) to nDEP (d) 
results in a change in the direction of effective dipole moment. However, as negative and positive 
charges attract each other, the resulting forces always lead to particle chaining. 
 
Figure 0-13: Distribution of the electric field induced by a particle in a parallel plane configuration. (a) particle 
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Figure 0-14: Electric field and charge distribution for particle chaining. (a) and (c) Particles more polarizable than 
the medium, (b) and (d) particles less polarizable than the medium. In (c) and (d) the image on the left corresponds 
to a scheme of charge distribution, the image on the right corresponds to the dipole representation. 
II.3. Mathematical description 
Providing a mathematical description of the DEP force can be quite challenging if one wants to describe 
this phenomenon precisely in a real case. However, considering several hypotheses (particle shape, 
dipole approximation, etc.), the system can be reduced to simple equations which make it possible to 
determine the key parameters leading the DEP phenomenon. The way to obtain the equations for DEP 
force are described in the next section, as well as the assumptions made and their limitations. In a second 
step, a particle chaining model is developed based on the effective dipole moment. By describing this 
model, the necessary input parameters are determined, enabling us to define the ones that must be 
measured experimentally.  
II.3.a. General form 
The typical expression for describing DEP force is given by [73]: 
𝑭𝑫𝑬𝑷 = 2𝜋𝜀0𝜀𝑚𝐾𝑅
3𝐸2 (1) 
This equation must be explained carefully, as it implies several non-trivial hypotheses. The force in this 
equation corresponds to the time-average DEP force acting on a spherical particle. Both the medium and 






From eq. 1 and eq. 2, it is possible to identify the parameters that will impact the DEP force. The DEP 
force is proportional to the particle volume, with a larger electric field gradient leading to increased 
force. The dependence on particle permittivity is less direct. The Clausius-Mossoti function varies 
between -0.5 and 1, depending on the matrix and filler permittivity, but matrix permittivity is also found 





outside the Clausius-Mossoti equation. Eq. (1) can be derived from Coulombic interactions. As it can 
be seen in Figure 0-15, a dipole in a non-uniform electric field undergoes unequal Coulombic forces, 
resulting in a net force: the DEP force.  
 
Figure 0-15: Coulombic forces acting on a small dipole in a non-uniform electric field. 
From this description, the DEP force is then equal to: 
𝑭𝑫𝑬𝑷 = 𝑭𝟏 + 𝑭𝟐 = 𝑞𝑬(𝒓 + 𝒅) − 𝑞𝑬(𝒓) (3) 
with r the position vector of the charge –q. When the norm of d is small compared to the characteristic 
dimensions of the electric field, the electric field can be expanded about position r using a vector Taylor 
series expansion:  
𝑬(𝒓 + 𝒅) =  𝑬(𝒓) + 𝑑.𝐸(𝒓) (4) 
Here, the terms of order higher than 1 (higher than dipolar term) have been neglected. Replacing eq. 4 
in eq. 3 we obtain: 
𝑭𝑫𝑬𝑷 = 𝑞(𝑬 + 𝑑.𝐸 − 𝑬) (5) 
which can be simplified as: 
𝑭𝑫𝑬𝑷 = 𝑞𝑑.𝐸 = 𝑝.𝐸 (6) 
The fact that the higher order terms were neglected in eq. 4 implies that the derived equation of the DEP 
force only includes the dipole force. The real formulation (including all higher order terms) would lead 
to the addition of multipolar terms. The impact of this approximation can be understood in the case of 




 while the interaction force between quadrupoles (multipole of order 2) is proportional to 
1
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒6
   with the general equation being: 
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where m and n are the order of the two particle multipoles. The influence of the multipoles is rapidly 
negligible in comparison with the dipolar terms when the particles are not close to each other. 
II.3.b. Effective dipole moment method 
Here, we briefly introduce the method of the effective dipole moment [73]. This method provides a 
useful tool for evaluating electromechanical force (DEP) and torque (electrorotation, electroorientation). 
The purpose of the method is to evaluate the quantity p of a particle, induced by the external imposed 
electric field and by mutual field contribution (i.e. electric field due to neighboring particles). The study 
is restricted to the evaluation of the multipole of order 1 (dipolar term). This restriction is consistent for 
particles that are not close to each other and/or not subject to a high electric field gradient. 
The principle of this method is to determine the moment of an equivalent point dipole which, positioned 
at the center of a particle, would produce the same electrostatic potential. The electrostatic potential 






where 𝜃 and r correspond to the polar angle and the radial position at which the electrostatic potential 
is evaluated. The demonstration of eq. 8 is fully described elsewhere [104]. The dipole moment is then 
determined by solving the boundary value problem. The potential inside and outside the particle are 
given by: 
{




𝛷𝑖𝑛(𝑟, 𝜃) = −𝐵𝑟 cos 𝜃                    
 
 , 𝑟 > 𝑅 (a) 
(9) 
 , 𝑟 < 𝑅   (b) 
with the first term on the right side of eq. 9 (a) being the contribution of the external electric field, and 
the second term, the contribution of the point dipole. In the above equations, A and B are the coefficients 
to be determined. This system of equations can be solved with the appropriate boundary conditions, i.e. 
the continuity of the potential and of the normal component of the displacement across the particle 
boundary. These conditions are described by the following equations: 
{
𝛷𝑖𝑛(𝑟 = 𝑅, 𝜃) = 𝛷𝑜𝑢𝑡(𝑟 = 𝑅, 𝜃)





where 𝐸𝑛𝑝 =  𝜕𝛷𝑖𝑛 𝜕𝑟⁄  and 𝐸𝑛𝑚 =  𝜕𝛷𝑜𝑢𝑡 𝜕𝑟⁄  are the normal components of the electric field inside 
the particle and the medium, respectively. From eqs. 9 (a) and (b) we obtain: 









which can be rewritten as: 
𝐴 = 𝑅3(𝐸 − 𝐵) (12) 
From eq. 10 (b) and the derivatives of eqs. 9 (a) and (b) we obtain: 




A and B can be determined by combining eqs. 12 and 13: 
𝐴 = 𝑅3𝐸 (
𝜀𝑝−𝜀𝑚
𝜀𝑝+2𝜀𝑚




As mentioned earlier, the second term on the right side of eq. 9 (a) corresponds to the potential induced 
by the particle. The effective dipole moment can then be determined from eq. (8): 




) 𝐸 = 4 𝜋𝜀0𝜀𝑚𝑅
3𝐾𝐸 (15) 
It is worth noting that by combining the last equation with eq. 6 we obtain: 
𝑭𝑫𝑬𝑷 = 4 𝜋𝜀0𝜀𝑚𝑅
3𝐾𝐸𝐸 = 2 𝜋𝜀0𝜀𝑚𝑅
3𝐾𝐸2 (16) 
which is indeed eq. 1.  
As a conclusion of this mathematical development of the effective dipole moment method and of the 
DEP force, we can summarize several important points regarding eq. 1. Once again, this equation does 
not take into account higher order terms, so an error will rise in the presence of a strongly divergent 
electric field. Detailed multipolar expansion of the DEP force can be found elsewhere [105]. The 
described particle is a lossless spherical dielectric. The effective dipole moment method provides a tool 
to determine the point dipole equivalent of a particle by solving the appropriate boundary conditions 
problem. 
II.3.c. Negative and positive DEP 
Equation 1 contains interesting information concerning the DEP phenomenon, and all the behavior 
described in the following sections III.2.b and III.2.c can be described by it. The direction of the DEP 
force is determined by 𝐸0
2 which is the gradient of the squared electric field norm. This implies that 
the DEP force is directed towards the region with the highest electric field gradient. nDEP and pDEP 
behavior is driven by the sign of the Clausius-Mossotti function. Its sign can be analyzed by rewriting 
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Figure 0-16: Clausius-Mossotti function plotted as a function of the permittivity ratio. 
The evolution of the Clausius-Mossotti function is plotted in Figure 0-16. The theoretical change from 
nDEP to pDEP occurs when the particle becomes more polarizable than the medium. The minimum 
value of the function in nDEP is -0.5 while its maximum in pDEP is 1. 
This selectivity of the DEP force regarding the particle permittivity against the medium has been used 
intensively for trapping and characterizing particles. This is the simplest case, as the particle is assumed 
to be a simple body without losses.  However, particles can have losses because of their bulk conductive 
nature and their surface conductivity. Moreover, they can be composed of a core and a shell, such as in 
biological particles, coated particles[106], core-shell particles [107], and Janus particles [63], [108]. 
This chapter discussed the origin of the dipole leading to DEP force when subject to a non-uniform 
electric field. Two different kinds of electric field non-uniformity were depicted: the first rising from 
electrode geometry and the second from the particles themselves. All of the experiments conducted 
within the framework of this thesis correspond to the second case, where the effective dipole moment 
method for evaluating DEP force is described by lossless dielectric materials (except in the last chapter). 
This method is the starting point for the model that we develop in the next section. The difference 
between nDEP and pDEP was introduced briefly. This phenomenon is used in chapter III when 
attempting to characterize the permittivities of the studied particles. 
II.4. Modeling chain formation under an electric field 
There are two purposes for modeling the formation of chains due to DEP forces. The first is to establish 
the key parameters directing the chaining; the second is to provide a predictive tool for the formation of 
anisotropic composites. 





II.4.a. Description of the existing ways to model particle chaining 
The numerical treatment of DEP phenomena has been widely investigated. Authors have focused on 
several aspects, such as estimating DEP force, designing DEP experimental cells assisted by simulations, 
and modeling the filler structures. The latter topic has been studied intensively, especially for the case 
of electrorheological fluids. 
Different approaches have been studied to compute the forces involved, which rely on two distinct 
methods. The first is known as the Maxwell Stress-Tensor (MST) method, the second as the effective 
dipole moment method. These methods may be used in several ways, which are discussed briefly. 
The first method is pointed out as the more rigorous way to compute field-induced forces [109]–[113]. 
It is often used to study the effectiveness and accuracy of other developed methods. For the first method, 
the electric field needs to be computed over the surface of the particle. This can be computed either 
analytically or numerically (for example by FEM). The first case is very limited, as analytical 
expressions for the electric field are very complex to obtain and restricted to simple cases. The second 
case was proven to be efficient for low numbers of particles, but the number of triangles (2D) or 
tetrahedrons (3D) increases dramatically with the number of particles, and the domain needs to be re-
meshed at every time step, making it impractical to use for a large number of particles (i.e. more than 
few tens). This method can be used to follow particle behavior as a function of time.  
The second method relies on the approximation of the particle as a point dipole which, when placed at 
the location of the particle, produces the same electrostatic potential, as described by Jones [73]. This 
method has the advantage of being computationally efficient despite being less accurate than the MST 
method. However, accuracy can be improved by adding multipole correcting terms [114]–[116], thus 
approaching the accuracy of the MST method, but at the cost of model complexity and time 
consumption. Two different ways to use this method have been investigated: Monte-Carlo resolution of 
energy equations [117], [118] and resolution of the equation of motion (dipole [119], [120] and 
multipole).  
The Monte-Carlo approach relies on minimization of the system’s global energy. The particles’ position 
at each iteration is estimated thanks to the Monte-Carlo method, taking the position of particles for 
which global energy is minimized. This step is repeated until the system reaches a steady state. This 
method was successfully used to model the chaining of numerous particles. However, it does not enable 
obtaining the time dependence of the phenomenon, but only the path and the steady state position of the 
particles.  
The last approach, i.e. resolution of the equation of motion associated with effective dipole moment 
method, can be implemented easily with a numerical method (Euler; Runge-Kutta, etc.) taking fixed or 
variable time steps. At each time step, the forces involved are computed and the particles are then moved 
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to their new positions. This scheme is repeated for the duration of the computation. This approach is not 
time-consuming, at least for the dipolar estimation of DEP forces. Nevertheless, the addition of 
multipolar terms (to improve its accuracy) can drastically increase the computational cost. This method, 
relying on dipolar interactions, was used successfully to model a large number of particles. 
In order to summarize the different methods presented in this section, their pros and cons are depicted 
in Table 0-2. 












Analytical − − − + + + + +  YES 





Dipole + + − + + + NO 
Multipole + + − NO 
Equation of 
motion 
Dipole + + − + + YES 
Multipole + + − − YES 
  
Works presenting particle chaining models often focus on the values of the dielectrophoretic forces or 
particle trajectories, but very few of them deal with the link between the filler structure and a given 
composite property. Only a few examples of extracting a physical parameter related to the structure are 
found in the field of electrorheological fluids [68], [121]. A similar approach should enhance our 
understanding of the process involved while elaborating materials. 
II.4.b. Developed model 
Many methods have been developed to study the dielectrophoretic interactions between particles [109]–
[112], [114]–[120] . The choice of the modeling method depends intrinsically on the studied system.  
Since the purpose of our study is to understand the impact of chain formation on the physical properties 
of composites, and to predict the chaining dynamics, it is necessary: i) to describe both microscopic and 
macroscopic effects; and thus, ii) to be able to handle a large number of particles.  
The Maxwell stress-tensor method gives the most accurate results on DEP force computation, but is 
limited to very few particles and simple systems. The relevant choice is therefore that of effective dipole 
moment methods. Monte-Carlo resolution of minimum energy state equations allows handling 





numerous particles but, to the best of the author’s knowledge, no study is available on time-dependent 
evaluation of particle trajectories. In order to be able to compare simulations to experimental results, it 
is necessary to know the time-dependence of the phenomenon. Our choice was therefore to use the 
resolution of the equation of motion. This turned out to be a fair choice, as detailed in chapter V. Within 
the framework of this work, up to 4,600 particles were simulated, 9 hours of computation were necessary 
to simulate 25 seconds of real-time using a laptop computer while the approach was still “brute force” 
(i.e. the interaction between every particle was taken into account, even if the impact of long-range 
interaction is negligible). 
The question was still open as to whether the multipolar terms were necessary or not. If we consider that 
particles are sufficiently far apart during most of the time taken to find each other and form chains, the 
simple dipole approximation would be quite accurate. The comparison between experimental and 
simulation results confirmed this hypothesis. Limsimarat et al. compared DEP force and particle 
chaining trajectories using dipolar and multipolar terms. The results showed a slight difference in the 
trajectories, but large difference in the computational cost (300 ms of real time in 45 hours with 
multipole up to 5 and 20 particles) [122]. However, their results proved a clear difference for particles 
in contact. The dipole moment is assumed to be only due to the external electric field. Thus, the influence 
of the particle dipole moment on the electric field is neglected. The impact of this assumption was 
nonetheless evaluated to ensure its validity. The computation method to obtain the influence of the 
effective dipole on the electric field are developed in Appendix A.  
The system is a three-dimensional Cartesian coordinate system and the experimental cell is composed 
of two parallel electrodes. The external electric field was assumed to be uniform, with only one 
component on the Z axis (cf. Figure 0-17). The particles are spheres with equal radii, are neutral and the 




















2 𝒅𝒊𝒋) (20) 
as described by Kadaksham [120].  Here, dij is the vector formed by the particle centers, dij is the distance 
between the particles centers and ez the z coordinate unit vector. The amplitude and direction of the DEP 
forces in a two-particle system is plotted in Figure 0-17. The dipole approximation predicts a change 
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from attractive to repulsive force at about 55° for the angle formed by the electric field and the particle 
centers. 
 
Figure 0-17: DEP forces acting on two particles as a function of the angle formed by the particle centers and the 
external electric field. 
The total force acting on a particle is then: 






Particle trajectories are determined by the following equation of motion: 
𝑚𝒂𝒊 = 𝑭𝑫,𝒊 − 6𝜋𝜈𝑅𝑽𝒊 − 𝑚𝑔𝒆𝒛 + 𝑭𝒄𝒐𝒍𝒍−𝒑𝒂𝒓𝒕𝒊𝒄𝒍𝒆𝒔 
+ 𝑭𝒄𝒐𝒍𝒍−𝒘𝒂𝒍𝒍𝒔 
(22) 
where m is the particle mass, ai the particle acceleration, υ the medium viscosity, Vi the particle speed, 
and g the standard gravity. The equation of motion gives information about the particles’ behavior: 
higher viscosity leads to slower displacement, but also slows down the sedimentation process driven by 
particle weight. 
The second term on the right-hand side of eq. 22 is the well-known viscous drag force. This 
approximation for handling fluid interaction is justified by the very small Reynolds number of our 
system (Re << 1). The fluid movement are not taken into account. The two last terms Fcoll-particle and Fcoll-
walls are the forces representing the collision between particles and walls, respectively. The walls are 
necessary here to ensure that the volume fraction of particles is constant during chaining. However, 
these walls are unphysical. The two walls perpendicular to the direction of the electric field are not 
considered as electrodes. That is why no image particles were taken into account. The distribution of 
the different forces is described in Figure 0-18. 






Figure 0-18: Schematic representation of the forces acting on the particles aligned in the direction of the electric 
field (left side) and perpendicular (right side). The red vector p represents the particle dipole. 
The collision force between particles corresponds to a spring force given by the following equation: 




The spring constant was not deduced from physical parameters, but was adjusted with simulation 
parameters. The collision force is set to 0, except when a neighboring particle is very close (dij ≤ 2×R + 
20×10-9). The issue of handling particle collision is far more complex than it may seem. From the 
simulation point of view, collision behavior has a strong impact on model stiffness: the higher the spring 
constant, the stiffer the model. The particles interpenetrate if the spring constant is low, which is not 
physically possible, but the computation cost is minimized. On the other hand, a very high spring 
constant fixes the distance between particle surfaces at dij = 2×R + 20×10-9. It also results in a need for 
very small time steps. In addition to these considerations, not much is known from a physical point of 
view, even if the authors have pointed out that a small layer of matrix remains between particles 
(estimated at 20 nm for BaTiO3 nanoparticles with 0.2 μm median particle size [55]). However, the 
thickness of the matrix layer between particles probably depends on several parameters, such as matrix 
viscosity, particle sizes and shapes, electric field strength, etc. In our simulations, we decided to fix the 
spring constant to obtain a layer thickness of around a few tens of nm. It is important to note that this is 
probably a key point for evaluating the composite permittivity value accurately. However, it should not 
have much impact on the permittivity change dynamics, as it does not affect movement. 
The handling of the collision between particles and walls is implemented with the same kind of force as 
the collision between particles. 
Runge-Kutta methods with variable time steps were used to solve the equation of motions. All the 
computations were performed using a commercial numerical computing environment [123]. The 
computation of 25 seconds of real time for 500 particles took approximately 500 seconds, and 9 hours 
for 4,600 particles on an Intel® Core™ i7-4810MQ processor. 
The 3D rendering of particle structures was done using an open-source platform [124]. 
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This chapter studied the dielectrophoretic force, from its first description, from its physical cause, to its 
mathematical description. This study allowed us to identify the parameters involved and their impact on 
force (direction and magnitude). 
From the theoretical treatment of the DEP force, a model of particle chaining under an electric field was 
developed. The method for modeling particle chaining was chosen carefully according to the following 
specifications: the need for a large number of particles, time-dependent study, and reasonable 
computational times. The effective moment method associated with the resolution of the equation of 
motion was chosen, as it fulfilled all required criteria. 
In light of the model equations (i.e. eqs. 18, 19 and 22), the need for the characterization of the different 
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III. CHARACTERIZATION OF THE COMPOUNDS 
There are several reasons why it is important to know about compound properties. These properties 
affect the process, final composite properties, and they are required as inputs for numerical modeling. It 
is therefore necessary to characterize both the filler and the matrix prior to any elaboration and modeling 
of the composites. 
While some properties are simple to obtain, either because they are provided by the supplier or are easy 
to measure (e.g. viscosity, density), others are more complex. For example, measuring particle 
permittivity is quite challenging, and the methods proposed in literature are not entirely satisfactory. 
Measuring matrix permittivity, on the other hand, is not difficult experimentally, but it requires a fine 
analysis of the results to identify phenomena such as electrode polarization. 
A method adapted from biomedical science is examined here to address the issue of characterizing 
particle properties. Directly related to the measurement of a physical parameter (i.e. frequency 
crossover), this method is expected to overcome problems related to the conventional use of mixing 
rules or bulk properties. 
III.1. Measurement of the liquid properties 
III.1.a. Principle of dielectric spectroscopy 
The essence of the impedance spectroscopy is to measure the current, the voltage and the phase shift on 
a given frequency range while applying a voltage. The dielectric properties of the sample (permittivity 
and losses) are then derived from these measurements by adopting a specific model for the sample (R-
C parallel in the present case) 
 
Figure III-1: Current, voltage amplitude and phase shift measurement (left), parallel R-C model is assumed to 
estimate the sample properties. 
 











. 𝑒𝑗𝜙 = 𝑌(𝜔) cos 𝜙 + 𝑗𝑌(𝜔) sin 𝜙 (24) 




+ 𝑗𝐶𝜔 (25) 




= 𝑌(𝜔) 𝑐𝑜𝑠 𝜙












Once R and C are determined, the real and imaginary part of the complex permittivity (i.e. the dielectric 




  𝜀′′ = 𝜀′ tan 𝜙
 (27) 
The equation giving the real part of the permittivity assumes that the sample is a parallel plane capacitor. 
The voltage frequency used in this study spans from 10-1 to 106 [Hz]. In this frequency range, according 
to Figure 0-10, only relaxations related to interfacial and orientation polarization should be observed. 
 
III.1.b. Experimental setup 
Dielectric spectroscopy is relatively easy to achieve for solids; the electrodes can be deposited and 
material thickness can be measured. On the other hand, dielectric spectroscopy for liquids is a bit more 
difficult. As the material to characterize is a liquid, the experimental cell must fulfil certain functions, 
namely to: 
- Provide electrodes 
- Control the distance between the electrodes 
- Be able to retain the liquid 
- Two experiments must be distinguished: one in which the material remains liquid during 
characterization; and the other, in which the material is hard at the end of the characterization 
(polymer resin + hardener). For the first category, the characterization cell can be washed and 
reused. Disposable cells must be used for the second category. Disposable cells are described in 
chapter IV. The characterization cell for liquids is shown in Figure III-2. The liquid to be 
characterized is poured in the center of the cell, and the distance between the electrodes is 
controlled by alumina spacers. The role of the PTFE cylinder is to separate the body electrode 
from the contact electrode so that the characterized area corresponds to the measure electrode. 
The O-rings seals the cell, thus preventing the liquid from evaporating. 
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Figure III-2: Characterization cell for dielectric spectroscopy on liquids. 
The characterization cell is connected to a dielectric spectrometer (Novocontrol Alpha-A). The 
permittivity of the liquids is measured using this device, following the principle described in III.1.a from 
10-1 to 106 Hz under 1 Vrms, at room temperature. 
 
Figure III-3: Dielectric spectrometer with a temperature head mounted. The zoomed image on the right shows 
the location (1) where the characterization cell is placed. 
Before characterizing the liquid, the cell must be calibrated with the cell filled with air to estimate the 
surface of the alumina spacers. The equivalent circuit is that given in Figure III-4. 






Figure III-4: Equivalent circuit of air with alumina spacers. 
The following equation gives the surface of the alumina spacers: 
𝐶𝑒𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡 = 𝐶𝑎𝑖𝑟 + 𝐶𝐴𝑙2𝑂3 =
𝜀0[(𝑆𝑡𝑜𝑡𝑎𝑙 − 𝑆𝐴𝑙2𝑂3)𝜀𝑎𝑖𝑟 + 𝑆𝐴𝑙2𝑂3𝜀𝐴𝑙2𝑂3]
𝑒
 (28) 
With the surface known, capacitance due to the alumina can be calculated and subtracted from the 
measurement of the liquids. The effective measurement surface can also be calculated. 
As alumina resistivity is very high compared to the resistivity of the liquids being measured (at least 105 
times greater), the resistance formed by the alumina is very high compared to the one of the liquids. The 
impact of the alumina can therefore be neglected. 
𝑅𝑒𝑞 =
𝑅𝑙𝑖𝑞𝑢𝑖𝑑 × 𝑅𝐴𝑙2𝑂3




= 𝑅𝑙𝑖𝑞𝑢𝑖𝑑 (29) 
 
III.1.c. Dielectric spectroscopy on liquids 
Matrix permittivity is of great importance in DEP experiments, with the DEP force being proportional 
to it (Eq. 1). However, great care must be taken when measuring the permittivity of liquids due to the 
parasitic effects of interfacial polarization. 
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Table III-1: Characteristics of the resins used 




A Epikote 816B Epicure 113 
Mitsubishi 
Chemical Co. 
Data not provided 























































Figure III-5: Real part of the permittivity of three epoxy resins without hardener at 30 °C. 
As it can be observed in  
Figure III-5 for three different epoxies, the permittivity measured can be separated into two parts: a 
plateau at high frequencies and a sharp rise of permittivity at low frequencies. The low-frequency part 
is actually not related to the intrinsic permittivity of the liquid, but rather to an electrode polarization 
effect [125]. This effect is caused by the formation of a double layer at the interface between the liquid 
and the electrode due to the blocking of charges. From a circuit point of view, this can be seen as if a 
large capacitor was placed in series with the sample, inducing the apparent large increase in the 
permittivity. The theoretical treatment of this phenomenon is attributed to Warburg [126] and Fricke 
[127]. This effect can be corrected via numerical treatment or a hardware modification. These methods 
were summarized in a review by Ishai et al. [128]. Correction is not applied in our case, as the working 





frequency for DEP experiments (above 1 kHz) is far above the frequency range at which electrode 
polarization occurs. 
The plot of losses (imaginary part of complex permittivity) reveals that the predominant mechanism is 
ohmic conduction characterized by the -1 slope in log-log scaling. The right-hand part of the three curves 
shown below seems to be associated with a relaxation mechanism. However, this would need to be 
confirmed by a study in temperature. It is interesting to note that the more viscous the resin, respectively 
































 A; =   480 mPa.s
 B; =     90 mPa.s
 C; = 2300 mPa.s
Ohmic conduction
 
Figure III-6: Imaginary part of the permittivity of three epoxy resins without hardener, at 30°C. 
According to Wilson et al. [129], measurement of the losses also makes it possible to determine the 
frequency above which EHD flow no longer occurs. However, his description is rather vague: “it 
corresponds to a range where, due to relaxation, the loss approaches its high-frequency value”. The 
fact that they plotted the losses in linear scale might actually be misleading, as high-frequency values 
are negligible compared to low-frequency values (Figure III-7).  
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Figure III-7: Dielectric loss of Epotek 302-3M epoxy at 20°C [129]. 
This effect is clear in Figure III-8. Taking the description of Wilson et al., one would conclude that the 
three resins present exactly the same behavior, reaching their high-frequency value around 1 Hz. 
However, at a given frequency, the SR 5311 resin is three orders of magnitude above the SR 8500 resin, 










































































Figure III-8: Imaginary part of permittivity of the three epoxy resins plotted in linear scale. 
Perhaps, a better explanation is that there is a given threshold of losses at which EHD flow strongly 
decreases. 





Deionized water (DI water) is another liquid that is important to characterize for further study. DI water 
is water that has been treated to remove the mineral ions naturally present, down to 2 µS/cm. This liquid 
has been proved to be “convenient” for DEP characterization (more appropriate for biological material, 
as the low viscosity and density mismatch lead to fast sedimentation for ceramics). The accurate 
measurement of the dielectric properties of DI water is necessary for DEP characterization in order to 
derive powder permittivity. 
The real and imaginary parts of DI water are plotted in Figure III-9. The general characteristics are very 
similar to those of the resins. The real part presents a plateau at high frequency, around 83 in permittivity, 
and the electrode polarization effect at low frequency (under 1 kHz). The imaginary part has a -1 slope 




















































Figure III-9: Measured real and imaginary parts of DI water permittivity at ambient temperature. 
 
III.1.d. Measurement of the polymer resin viscosity 
The measurement of resin viscosity is an important parameter, and crucial for several aspects in DEP 
experiments. The higher the viscosity, the slower the particles sediment, but on the other hand, a higher 
electric field is necessary to move particles. Viscosity is also an inevitable input parameter for numerical 
modeling of DEP experiments. 
Some suppliers of polymer resin give the viscosity of the resin, and even viscosity evolution over time 
and temperature. This property must be measured when the data is not available. 
For two of the resins used in our experiments (B and C), detailed data was given by the supplier, but no 
data was available for resin A. Viscosity measurement was performed using a RVDV-II rheometer from 
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Brookfield, with mobile type CP 51. Viscosity was measured at three temperatures for the resin without 
hardener. At each temperature, the mobile speed was changed to verify whether the resin had non-
Newtonian behavior. Non-Newtonian behavior is characterized by a change in measured viscosity when 





















 20°  25°  30°
1400 mPa.s
 
Figure III-10: Viscosity of the resin A between 2 and 50 RPM at different temperatures. 
From the results plotted in Figure III-10, it appears that the fluid did not behave as non-Newtonian fluid, 
as the viscosity is constant with rotation speed. Resin viscosity decreases rapidly with increasing 
temperature. 
Resin A viscosity was measured in this work without hardener. However, measurement of the change 
in resin viscosity with hardener was measured by Kozako et al. [130]. 
 
III.2. Measurement of the powders properties 
According to the definition given in section I.1.b.2, a composite is made of at least two compounds: a 
matrix and a filler. Determination of matrix properties is rather easy, as presented in the previous section. 
However, when it comes to filler properties, the problem is far more complex. Indeed, it is very difficult 
to measure the electrical properties of a single particle. Up until now, the filler properties have been 
determined mainly by two methods. The first method considers that powder properties are the same as 
those of bulk (i.e. large, dense, and often polycrystalline solid) materials. The second method is to 
estimate filler (or powder) permittivity by extracting it from mixing rules. 
Knowledge of filler permittivity is a key element for predicting experimental behavior from numerical 
modeling. 





III.2.a. Estimation from bulk permittivity 
While it seems reasonable to estimate powder permittivity from bulk permittivity for polymers because 
the structure from large sample should not differ from that of a small particle, assimilating a ceramic 
microparticle to bulk ceramic is less reasonable. The microstructure of a sintered polycrystalline ceramic 
can typically be described by two phases: grains and the interface between grains, called the grain 
boundary. These two phases can be observed in Figure III-11 for a sintered BaTiO3 ceramic ([131]).  
 
Figure III-11: SEM image of BaTiO3 domain structure [131]. 
The first difference between bulk ceramic and an individual powder particle is therefore due to the 
possible absence of grain boundaries for the particles. Moreover, depending on the process used to 
obtain the particles, the particles may be composed of a unique domain or several domains. The second 
difference can also be observed in Figure III-11: some interfaces between grains are not filled, forming 
voids. This is related directly to the sintering process, with the bulk material sometimes being porous. 
If one chooses to take the properties from the bulk ceramic, other issues would have to be taken into 
account, depending on the material. It has been shown that material properties depends strongly on the 
grain and powder (before sintering) sizes as well as the process, as can be observed in Figure III-12 for 
a high permittivity ceramic. 
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Figure III-12: Dependence of BaTiO3 ceramic properties on grain size and sintering technique. CS stands for 
Conventional Sintering, SPS for Spark Plasma Sintering. (a) permittivity, (b) piezoelectric coefficient [131]. 
The property change upon grain size is not monotonous, as it also depends on the powder size used and 
the sintering technique. This example illustrates the potential difficulty of taking a single particle 
property from a bulk ceramic. With the results from Figure III-12 (a), for a particle with diameter around 
one micron. If one takes an unproven assumption that the powder properties correspond to bulk 
properties with an equivalent grain size, then particle permittivity would be estimated between 3000 and 
6000. 
Another aspect that must be taken into account is the dependence of material structure on particle size. 
This is known to be important for BaTiO3, which exhibits a cubic crystal phase for small particles (<100 
nm) and a tetragonal phase for bigger particles. The impact for composites was shown by Dang [132] 
(Figure III-13). 
 
Figure III-13: Dependence of the permittivity and loss tangent of epoxy/BaTiO3 composite on filler size and 
frequency [132]. 
 





III.2.b. Estimation from mixing rules 
Based on the above reasoning, the choice of using bulk ceramic to determine particle properties might 
not be entirely appropriate. There is another way to try to determine the particle properties: by using 
mixing laws [133], [134]. The principle is to measure the properties of a composite for different filler 
contents, then, the matrix properties being known, to adjust the particle property in the mixing law 
equation. The best fit would give the particle property. However, the main issue is that there are many 
mixing rules and they will all give a different value for particle permittivity. The main mixing rules and 
their equations are given in Table III-2. We adapted this technique to different datasets measured in our 
laboratory and taken from the literature, to observe the distribution in permittivity values (Figure III-14). 
Table III-2: Main mixing rules and their equations 
Mixing rule Equation Ref. 
Maxwell-Garnett 𝜀𝑒𝑓𝑓 = 𝜀𝑚 + 2𝑓𝜀𝑚
𝜀𝑝 − 𝜀𝑚
𝜀𝑝 + 𝜀𝑚 − 𝑓(𝜀𝑝 − 𝜀𝑚)
 [135] 
















Lichtenecker ln(𝜀𝑒𝑓𝑓) = 𝑓𝑙𝑛(𝜀𝑝) + (1 − 𝑓)ln (𝜀𝑚) [139] 
 
In the above equations, f is the volume fraction of fillers. For power-laws, the β parameter ranges from 
0 to 1. Some specific values correspond to known laws. For instance, β = 1/3 corresponds to the 
Looyenga formula [137] and β = 1/2 to the Birchak formula [138]. The Lichtenecker formula is also 
derived from power-laws where β → 0. 
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Figure III-14: Estimation of the permittivity of (a) BaTiO3 nanoparticles embedded in PI at 1 kHz [140], (b) BaTiO3 
microparticles in PVDF at 100 Hz [141], (c) BaTiO3 microparticles embedded in epoxy at 1 kHz and (d) SrTiO3 
microparticles in epoxy at 1kHz. The latter two materials were made and characterized in the Laplace laboratory 
by Louis Lévêque. 
 










(a) BaTiO3 (b)  BaTiO3 (c) BaTiO3 (d) SrTiO3 
Maxwell-Garnett >5000 >5000 >5000 >5000 
Looyenga 85 199 136 93 
Birchak 64 146 94 69 
Lichtenecker 384 616 668 281 
Bruggeman 48 111 64 52 





From Figure III-14 and Table III-3, the Maxwell-Garnett mixing rule appears unable to correctly match 
the data. This is probably due to the fact that it is normally valid only for very low filler contents. The 
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Mixing rule  
Figure III-15: Estimated permittivity as a function of the mixing law for the three samples. (b) at 100 Hz, (a), (c) 
and (d) at 1 kHz. 
The estimated permittivities present wide distribution (e.g. from 64 to 668 for the sample (c)) as can be 
seen in Figure III-15. Except for the Lichtenecker formula, the predicted permittivities are relatively low 
compared to that which can be expected for bulk BaTiO3. 
The method presented above for estimating permittivity exhibits high variability. This method implies 
that accuracy is related to the choice of the mixing rule to fit its experimental data. Yet, each mixing law 
is more or less valid according to composite characteristics (filler content, particle size, size distribution, 
shape, etc.). Furthermore, this method is likely to be sensitive to the material process (dispersion [142], 
sedimentation). 
It is worth noting that the variation of estimated permittivity could be even larger. Five mixing laws 
were examined here, but other mixing rules are described in literature. The Jaysundere-Smith equation 
[143], Wiener’s bounds [144] (which are in fact special cases of the Power Laws with 𝛽 = -1 and 1), 
Sillars equation [145] are a few examples of the numerous existing equations. To quote Shivola: “The 
multitude of mixing formulae presented in the literature is a reflection of the randomness in the structure 
of these heterogeneous materials of interest. There is no exact solution for the electromagnetic problem 
with random parameters and boundaries and therefore rivaling mixing theories that receive experimental 
confirmation can coexist.” [146]. 
Chapter III – Characterization  




It is the author’s belief that the two methods presented in III.2.a and b are not satisfactory, as they give 
a wide distribution of particle permittivities and they rely on weak hypotheses. Neither of them is based 
on direct measurements of the particle property, but rather on indirect macroscopic measurements. In 
the next section, a direct method is presented to try to estimate a particle’s permittivity based on its 
dielectrophoretic response.  
 
III.2.c. Theoretical description of the crossover frequency  
The nDEP and pDEP behaviors of particles were introduced in section III.3.c. However, in that 
introduction, the particle and the medium were considered as pure dielectrics without losses. When the 
losses are no longer negligible, eq. 1 becomes: 
𝑭𝐷𝐸𝑃 = 4𝜋𝜀𝑚𝑅
3𝑅𝑒[𝐾∗(𝜔)]𝛁𝐸2 (30) 
where the asterisk * stands for complex notation. The sign of the DEP force is driven by the sign of the 
real part of the complex Clausius-Mossoti function. The word “function” stresses the fact that 𝐾∗(𝜔) 
depends strongly on the electric field’s instantaneous frequency.  







∗  (31) 













The equation will now be developed based on the following hypothesis 𝜀𝑝
′′ ≪ 𝜀𝑚
′′ . This hypothesis is 
explained later. It is worth noting that the sign of the complex part of the permittivity depend on the 
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For a specific frequency, called the crossover frequency, the Clausius-Mossoti function is null. This 
corresponds to the change from nDEP to pDEP, or vice versa. From eq. 33 we obtain: 
𝑅𝑒[𝐾∗(𝜔)] = 0     =>    𝜀𝑝
′ 2 + 𝜀𝑝
′ 𝜀𝑚
′ − 2𝜀𝑚
′ 2 − 2𝜀𝑚
′′ 2 = 0 (34) 
We now understand that without the hypothesis presented above, the system would have two unknowns 
and only one equation, thus making resolution impossible. This hypothesis is a key point for developing 





this method into a characterization technique. If we intend to use the crossover frequency to characterize 
a ceramic particle, the latter should have low losses compared to medium conductivity and dielectric 
losses. However, care should be taken, as its surface conductivity could also have a non-negligible 
contribution. Its effect was demonstrated clearly by examining the crossover frequency of latex particles 
for different particles sizes [147]. 
Eq. 34 is a 2nd degree polynomial. The roots can be calculated easily, enabling the extraction of particle 
permittivity. The discriminant is: 
∆= 𝑏2 − 4𝑎𝑐 = 𝜀𝑚
′ 2 + 8(𝜀𝑚
′ 2+𝜀𝑚
′′ 2) > 0 (35) 


























Being negative, the second root can be excluded. Thus, eq. (36) (a) makes it possible to determine the 
value of particle permittivity based on knowledge of the matrix’s electrical properties at the crossover 
frequency.  
The concept of characterizing particle permittivity from DEP experiments is well known, but until now 
mostly used to characterize cells or living matter. However, many examples can be found with polymers 
such as latex. Among the numerous examples, we can cite the work of Green [147], Marszalek [148], 
Gascoyne [149], Hughes [150], and Ermolina [151]. To our knowledge, this work is the first attempting 
to use DEP to characterize the permittivity of high-permittivity ceramic particles. 
 
III.2.d. Method and experimental results 
The dielectrophoretic characterization of particles has been widely used for cells and some polymers 
(mainly latex beads/spheres). The study of ceramic particles is challenging, as it raises new issues. In 
most studies, particles present lower permittivity than the medium (i.e. around 80 for deionized water 
(DI water)), so nDEP is expected to occur at high frequencies and pDEP at low frequencies (for 
homogeneous particles). High-κ ceramic particles should behave oppositely, with pDEP at high 
frequencies and nDEP at low frequencies. Intuitively, the behavior of ceramic particles should be 
simpler than that of cells with a core-shell structure, and should present only one crossover. The main 
issue encountered in experiments with ceramic particles may be the density mismatch between the 
particles and the medium. For example, water has a density of 1 g/cm3, whereas BaTiO3 is close to 6 
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g/cm3, SrTiO3 is about 5.1 g/cm3, and alumina is about 4 g/cm3. This large difference between the matrix 
and filler densities leads to fast sedimentation, reducing the time available for DEP characterization. 
The geometry chosen for the DEP characterization cell is rather basic, corresponding to a quadrupolar 
electrode (Figure III-16). The experimental cells were realized by evaporating 150 nm of metal (silver 
or aluminum) onto a microscope slide, with the pattern made by photolithography. A first series of cells 
was made of silver and the electrode shape was squared. They were then replaced by aluminum to 
decrease water electrolysis. The electrode design was also replaced by that shown in Figure III-16. The 
distance between diagonal electrodes was 220 μm. 
 
Figure III-16: DEP characterization cell. (left) 3 cells on a microscope slide, (right) zoom on one cell. 
The strong electric field gradients are located near the electrodes. The weak electric field gradient area 
is at the center, as can be observed from the numerical simulation performed with [47] in Figure III-17. 
 
Figure III-17: Electric field distribution, DEP characterization cell. 
The experimental setup is presented in Figure III-18. Particle movement is monitored using transmitted 
light optical microscopy with magnification ranging from ×500 to ×5000 (Keyence VHX-5000). 





Sinusoidal voltage is generated by a waveform generator (TTi TGA12104). The signal is then amplified 
by a homemade power amplifier (160 Vrms –gain ×100 – from DC to 1 MHz). 
 
Figure III-18: Experimental setup for DEP characterization. 
In nDEP, particles are expected to agglomerate at the center and, in pDEP, to be attracted to the edges 
of the electrodes. The best way to determine the crossover frequency would be to place a drop of DI 
water filled with particles, then make a frequency sweep and determine the frequency at which no 
movement is visible. However, as stated above, the low viscosity of DI water and the density mismatch 
between the particle and the medium preclude following this method, as particles sediment too rapidly. 
The solution found to overcome this issue was to use the following procedure to find the crossover 
frequency: 
- Set the signal frequency 
- Apply voltage across the electrodes 
- Place a drop of DI water with particles on the characterization cell 
- Observe particles distribution to conclude whether it was pDEP or nDEP 
- Wash the characterization cell and repeat the procedure at a different frequency 
- This procedure has the disadvantage of being very slow due to the numerous washing phases. 
Another disadvantage is that it is less accurate compared to other methods. 
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Figure III-19: BaTiO3 particles in DI water undergoing nDEP. Initially, the particles are dispersed randomly. At t 
= 0 s, 7 Vrms are applied, the particles are repelled from the electrodes. 
 
 
Figure III-20: BaTiO3 particles in DI water undergoing pDEP. Initially, the particles are randomly dispersed. At t 
= 0 s, 30 Vrms are applied, the particles are attracted to the electrodes. 
Particles undergoing nDEP are shown in Figure III-19, and pDEP in Figure III-20. In nDEP, the particles 
tend to concentrate in the area at the center of the cell while, in pDEP, the particles are attracted toward 
the electrodes. Small particle chains are formed attached to the electrodes, directed along electric field 
lines. The presence of chains is detrimental, as they add particle-to-particle interactions that might 
interfere with the electric field configuration by adding attracting areas. This confirms that it is better to 
use a mixture with low filler content. Another difficulty with DEP characterization is EHD flow. Indeed, 





it can be difficult to differentiate particles moving under DEP force or pushed by liquid flow. This EHD 
flow is frequency- and voltage-dependent. Generally the lower the frequency and the higher the voltage, 
the stronger the EHD flow. 
The crossover frequency was found for two different types of particles, BaTiO3 and SrTiO3 
microparticles in DI water. The resulting particle permittivities using eq.36 (a) are summarized in the 
following table: 











BaTiO3 30 kHz 84.8 363 633 
SrTiO3 55 kHz 83.7 185 346 
  
The DI water permittivity and losses in the table above are given at the corresponding crossover 
frequencies taken from Figure III-9. 
It is worth noting that the value of the permittivity calculated is only valid at the crossover frequency. 
This means that if one needs the dependence of the permittivity vs frequency, it is necessary to vary the 
medium conductivity as shown by Green [147]. However, it might not be necessary for ceramic 
materials for which permittivity is constant over a wide frequency range. 
The value of the BaTiO3 is much lower than classic values for bulk ceramic (633 and between 3000 to 
6000). 
To conclude: all the missing matrix and powder parameters for feeding the model developed in section 
II.4.b have been measured. Enough elements are available to target the experimental parameters for 
particle chaining, which is the topic of chapter IV. 
 
III.3. Perspectives 
Measuring particle permittivity using the DEP characterization method was presented in this chapter. 
The value of permittivity we obtain agrees well with published literature. However, even though 
measurement was successful, this attempt is still a work in progress. Several issues still need to be 
resolved to obtain a better measurement technique. 
The current setup is difficult to use due to fast powder sedimentation. One way to solve this problem 
could be to work with a continuous flow of particles. 
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Figure III-21: Design for continuous flow DEP characterization. 
The design presented in Figure III-21 could reduce the impact of sedimentation if the fluid velocity and 
cell length are chosen appropriately. Without sedimentation, frequency sweep would be possible, 
enhancing the accuracy of the measurement. 
Determination of the crossover frequency is not the only characterization method relying on the DEP 
force. Particle levitation is an interesting alternative based on measuring particle levitation height 
induced by DEP forces [152]. However, both levitation and the technique presented earlier depend on 
optical microscopy. This leads to a severe limitation regarding particle size. It means that nanoparticles 
could not be characterized using these methods. Another issue is that the presented methods are not easy 
to automate and depend on the experimenter’s expertise. A possible way to overcome these limitations 
would be to implement local impedance measurement to detect the presence of particles (Figure III-22). 
 
Figure III-22: Design for continuous flow DEP characterization with interdigitated sensors to detect the presence 
of particles. 
However, even if this method could allow nanoparticle characterization, the impact of surface 
conductivity might not be negligible. Green and Morgan proposed a way to compute surface 
conductivity by measuring particle mobility, then using the Helmholtz-Smoluchowski equation to 
calculate the ζ potential. The surface charge density is evaluated from the Gouy-Chapman/Grahame 
double-layer theory. Lastly, surface conductivity is given by the O’Konski equation [153]: 
𝜎𝑠𝑢𝑟𝑓 = 𝜌𝑠𝑢𝑟𝑓 × 𝜇 (37) 
with  𝜌𝑠𝑢𝑟𝑓 being the surface charge density and 𝜇 the associated counterion mobility.  





Lastly, DEP characterization is not the only method able to measure the properties of single particles. A 
study is currently in progress on the potential of local electrical measurements using Electrostatic Force 
Microscopy [154].  
 
Figure III-23: Mapping of the permittivity of polystyrene/poly(vinyl-acetate) composite at 70 °C [154]. 
 
It is worth noting that the compound properties were measured, allowing their use as input for the model 
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IV. EXPERIMENTAL STUDY OF ANISOTROPIC 
COMPOSITE FORMATION: ALIGNED FILLERS 
This chapter reports on the study of composite material tailored by an electric field. This tailoring is 
achieved by chaining the fillers from the DEP interaction between particles. While several authors have 
reported the elaboration of such composites using this technique [59], [95], we focus here on  controlling 
the composite properties based on knowledge of chaining dynamics. Chaining dynamics is monitored 
through on-line measurement of the change in permittivity. One advantage of this electrical marker of 
the composite structure is the possibility to compute it from numerical simulations, allowing the 
comparison of experimental and numerical results.   
The purpose of these studies is to develop tools to enhance optimization of the electric-field-assisted 
elaboration process. In this context, the first part of the chapter focuses on the correlation of the chain 
formation and on the changes in dielectric properties using optical microscopy and online, real-time 
dielectric measurements. Based on knowledge of chaining dynamics, various composites are elaborated, 
and control of the final composite properties is evaluated by dielectric spectroscopy.  
IV.1. Description of the setups and protocols  
The properties of anisotropic composites are related directly to filler structure. When the electric field 
is applied while the composite is still in a liquid state, the particles generally start to form chains aligned 
in the direction of the electric field (under certain circumstances, perpendicular orientation of non-
spherical filler can occur, which is discussed in chapter VI), due to dielectrophoretic interactions 
between particles. The specific structures obtained enhance the composite properties in a preferential 
direction. In order to control the final composite properties, it is essential to understand chain formation 
dynamics and their correlation with the composite properties. In the following section, particle chaining 
is observed using real-time optical microscopy. 
 
IV.1.a. Preparation of the epoxy/ceramic powder mixtures 
The first step in observing chain formation is to prepare the epoxy/ceramic particle mixture. Preparation 
follows 8 successive steps: 
- The ceramic powder is added to the resin (the amount of powder and resin are calculated to 
obtain the desired volume fraction) 
- The mixture is heated for 5 minutes at 70 °C to degas and decrease viscosity 
- The mixture is then stirred by hand 
- The mixture is placed under vacuum to be degassed until the bubbles disappear  
- Hardener is added to the mixture, respecting the hardener/resin ratio  
- Once again, the mixture is heated at 70 °C, but for a shorter period of time (2 minutes) 
- The mixture is stirred by hand 





- The mixture is placed under vacuum to be degassed until the bubbles disappear  
This procedure is summarized in Figure IV-1. 
 
 
Figure IV-1: Procedure for preparing epoxy/ceramic particle mixtures. 
The same procedure is applied prior to measuring dielectric property changes and optical observations 
during chain formation. 
 
IV.1.b. Experimental setup and protocol for optical observations 
The sample cell used for the optical observation is described in Figure IV-2. The copper electrodes are 
glued to the microscope slides and the distance between the electrodes is controlled by adding 1 mm 
thick glass spacers. The glass spacers also serve to seal the pool formed with the electrodes.  
 
Figure IV-2: Scheme (left) and picture (right) of the sample cell. 
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Based on the electrode configuration in Figure IV-2 and Figure IV-3 (a), the electric field distribution 
was simulated (Figure IV-3 (c)), and the electric field along the cut lines in Figure IV-3 (d) was plotted 
(Figure IV-3 (b)). The electric field along cut line 2 in Figure IV-3 (b) presents a +17 % to –8 % deviation 
from the equivalent uniform electric field. Deviation is reduced to about ±1 % along cut line 1.  
 
Figure IV-3: Electric field distribution evaluated by FEM, with 600 V applied across the electrodes. (a) Simulated 
geometry, (b) plot of the electric field along cut lines 1 and 2, (c) electric field distribution and electric field lines 
in the area between the electrodes, (d) plot of cut lines 1 and 2. 
A small amount of the mixture, prepared as described in the previous section, is poured between the 
electrodes with a syringe. The space between the electrodes should not be entirely filled with the liquid, 
only half to avoid the DEP forces induced by the electrodes, in agreement with the simulations. In 
addition, the location where the chains are observed with the microscope is taken close to the liquid 
surface to avoid observing the areas near the bottom of the electrodes.  
To observe the chain formation and allow curing the composite, the sample cell is placed on a heating 
plate under a Keyence VHX-5000 digital optical microscope (magnification range from ×500 to ×5000) 
as shown in Figure IV-4. A hole in the heating plate allows working with transmitted light microscopy. 
Transmitted light was chosen rather than reflected light because it shows better contrast for observing 
particles. However, both transmitted and reflected light have limitations in term of the composite volume 
fractions of fillers that can be studied. The images present good contrast under 0.25 vol%, but 
observation was impossible above 1 vol%.  






Figure IV-4: Scheme of the experimental setup for the microscopic observation of the chain formation. 
 
 
Figure IV-5: Experimental setup for microscope observation of chain formation. 
The sample cell filled with liquid composite was placed under the microscope. An alternative voltage 
was then applied across the electrodes using a power amplifier (Trek 30 – 20A) connected to a waveform 
generator (TTi TGA12104). In the initial state, the fillers are randomly dispersed, and at t = 0 s the 
voltage was applied (and therefore the electric field). Chain formation started and pictures were taken 
with the microscope.  
The experimental protocol follows two distinct steps. In a first step, an ac electric field of 600 V/mm is 
applied on the sample at room temperature. In order to find the proper electrical parameters, i.e. targeting 
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the minimum frequency with no visible fluid turbulence (which could degrade the chaining process), 
we proceeded as proposed by Wilson et al. [129] by direct optical observation. As a result, a frequency 
of 1 kHz was chosen to avoid electrohydrodynamic effects. After 600 s, the temperature was increased 
to 70 °C to start the curing process. 
 
IV.1.c. Experimental setup and protocol for dielectric monitoring of the chaining  
The sample cell for the measurement of the composite dielectric properties is composed of two flat 
stainless steel substrates (0.8 mm thick, 33 × 33 mm) that serve as electrodes. A polyimide tape (Kapton) 
(two layers of 50 μm) placed at the four corners controls the inter-electrode gap. A diagram of the cell 
is presented in Figure IV-6. 
 
Figure IV-6: Sample cell diagram (left) and picture (right). The dimensions of the stainless-steel plates are 
33×33 mm. 
Theoretically, the total polyimide tape thickness is 100 μm. Nevertheless, among several samples an 
average dispersion in the inter-electrode distance of 7.5% was observed. For a correct extraction of 
permittivity, it is necessary to know the precise distance between the electrodes. This was achieved by 
calibrating each sample cell before filling the inter-electrode gap with the epoxy/BaTiO3 mixture. The 





where ε0 is the vacuum permittivity, εair the relative permittivity of air (εair = 1), S the electrode area 
(33×33 mm), and e the inter-electrode gap. As the electrode area is known, the capacitance value leads 
directly to the accurate distance between the electrodes. Two hypotheses were drawn: the field fringing 
at electrode edges is negligible (the estimated error is less than 0.5% for a permittivity range from the 
neat epoxy to the highest filler content investigated (ε = 15)), and the polyimide tape spacer capacitance 
was not considered (due to their small area). The polyimide spacers induce a reproducible error of 3.5% 
in permittivity measurement. 
 
Stainless steel plates 
Polyimide tape 





Once calibration is performed, the mixture is poured directly on the bottom electrode, then the sample 
cell is sealed with the second stainless steel plate. To avoid the presence of bubbles which would alter 
the results (especially with high viscosity resin) the protocol technique to close the cell was used: 
 
Figure IV-7: Method for closing the cell to avoid bubbles. (a) The liquid composite is poured on the middle of the 
bottom plate, (b) the upper plate is positioned with an angle on top of the bottom one, (c) the sample cell is closed 
and some of the liquid composite flows out of the cell from the sides. 
In the last step, when closing the cell, is it important for some mixture to flow from all four sides of the 
cell to ensure that it is entirely filled. 
When the sample cell is filled and closed, it is placed into a sample cell holder providing the electric 
contact for the dielectric spectroscopy measurements. It also ensures that the cell remains closed during 
the experiment, thanks to springs holding the cell in position. The sample cell holder was placed into an 
oven set to 30 °C and connected to an HVB 300 high voltage dielectric spectrometer from Novocontrol 
Technologies. An ac electric field of 600 V/mm at 1 kHz was applied to the samples. Simultaneously, 
the dielectric properties (i.e. complex permittivity) were measured versus time, before and during the 
curing. The experimental setup is shown in Figure IV-8. 
 
Figure IV-8: Experimental setup for on-line dielectric spectroscopy (left) and sample cell holder (right). The 




(a) (b) (c) 
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IV.2. Monitoring the chain formation 
IV.2.a. Evolution of the dielectric properties of the neat epoxy 
The neat epoxy curing without filler was monitored thanks to dielectric property measurements to obtain 
the reference characteristics of the matrix. It is important to know the behavior of the neat resin to 
distinguish the effect of chaining from curing.  Figure IV-9 shows the permittivity and dielectric loss 
changes of the neat epoxy (resin: Epikote 816B, hardener Epicure 113, Mitsubishi Chemical Co.) during 
the curing process at 70 °C. This typical profile can be found in literature for several epoxies [155], 
[156]. 
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Figure IV-9: Permittivity and dielectric losses changes of neat epoxy during curing, after setting the temperature 
to 70 °C. E = 600 Vrms/mm and f = 1 kHz. 
The first peak of dielectric losses around 1500 s is most likely related to viscosity changes, with its 
maximum corresponding to the viscosity minimum. The minima of the dielectric losses occurring at 
4800 s most likely corresponds to matrix vitrification [155]. According to Kortaberia [157], the second 
peak around 8150 s is due to α relaxation (glass transition) of the network-forming epoxy system.  
IV.2.b. Combined optical and dielectric monitoring of particle chaining at low filler 
content 
In order to correlate chain formation to changes in the composite’s dielectric properties, optical 
observation of chain growth is performed in parallel to monitoring the composite dielectric properties. 
As discussed in section V.1.b, the major drawback of optical observation is its limitation to low filler 
contents. Due to this limitation, the mixture studied here had 0.25 vol% of filler content. Figure IV-10 
shows the optical images and Figure IV-11 the associated measured permittivity at 30 °C. At 600 s, a 
few tens of µm-long chains were observable, which is relatively short compared to the 1 mm gap 





between the electrodes. Here also, the impact of chain formation is observable through the slight increase 
in permittivity. It is remarkable that this measurement is accurate enough even at very low filler content. 
 
Figure IV-10: Optical microscopy images during chain formation under electric field before heating. E = 
600V/mm, f = 1 kHz, BaTiO3 filler content = 0.25 vol%. The top left image corresponds to the untreated image at 
t = 0 s. The scale bar is 100 µm long. 





























 Mean chain length
 
Figure IV-11: Permittivity evolution and mean chain length of epoxy/BaTiO3 (0.25 vol%) during chain formation 
at 30°C. E = 600 V/mm, f = 1 kHz. The crosses correspond to the times when images were taken in Figure IV-10. 
The temperature is set to 70 °C after 600 s; the system reached the setpoint in about 2000 s. The results 
of optical and dielectric measurements are presented in Figure IV-12 and Figure IV-13, respectively. 
Between 120 and 660 s after the temperature increase, the longest chains reach more than 300 µm. It is 
most likely that the chains grew faster due to a decrease in epoxy viscosity. Permittivity behavior does 
not reflect chain formation because the decrease in the effective permittivity is controlled by the 
dynamics of matrix dielectric permittivity during curing. This change corresponds to that of the neat 
epoxy, as shown in Figure IV-9. After 1380 s, the interaction between chains starts to deform them, 
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leading to the formation of columns of particles. Some chains are thus no longer perfectly aligned in the 
direction of the electric field. Between 4560 s and 9360 s, the epoxy resin crosslinks and no further 
particle movement is visible. 
 
Figure IV-12: Optical microscopy images during BaTiO3 chain formation under electric field after setting the 
temperature to 70 °C. The bottom right image corresponds to the untreated image. The scale bar is 100 µm long. 
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Figure IV-13: Permittivity changes during chain formation versus time after heating to 70 °C. E = 600 V/mm, f = 
1 kHz. Epoxy filled with BaTiO3 (0.25 vol%). The dashed lines correspond to the times when images were taken 
in Figure IV-12. 
 
IV.2.c. Dielectric monitoring at high filler contents 
It is worth noting that dielectric losses could be a relevant marker for chain formation. Like permittivity, 
dielectric losses are a contribution of both the matrix and the fillers. However, during curing, the changes 
in matrix dielectric losses are highly related to the ongoing chemical reactions, and vary strongly. Since 





the epoxy presents higher dielectric losses than the ceramic particles during curing, the main 
contribution to the total losses comes from the polymer, thus preventing the extraction of particle 
chaining impact from this property. Consequently, chain formation through electric cure monitoring has 
focused only on the changes in the real part of permittivity. Permittivity results are presented in Figure 
IV-14 and Figure IV-16. At t = 0 s, before electric field application, the higher volume fraction leads to 
increased permittivity values. This is a well-known result, even if most studies are performed for higher 
filler volume fractions [158]. The impact of chaining is visible in Figure IV-14. Under the ac electric 
field, permittivity dynamics differ according to the volume fraction. In fact, the more “loaded” the 
mixture, the faster the increase in permittivity. This is related to two phenomena: i) the particles being 
closer to each other when the volume fraction increases, thus leading to stronger dielectrophoretic 
forces; and ii) the distance for a particle to reach the neighbor one is shorter, so the chains can grow 
faster. These results agree well with the results in literature [70], when monitoring the current density.  












:  10%  5%  2%  1%  0,25%
'














Figure IV-14: Permittivity changes of the composite as a function of time under electric field at 30 °C. The inset 
shows the difference between measured permittivity and initial permittivity. 
In order to study the impact of particle permittivity on chaining dynamics and dielectric property 
changes, the same measurements were performed with SrTiO3 particles as fillers. The results are shown 
in Figure IV-15 (a). The quantitative impact is clear: the particle with the highest permittivity (BaTiO3) 
leads to higher permittivity for the composites. However, this representation does not allow accurate 
comparison of the dynamics due to the large shift in permittivity. This is why the normalized permittivity 
is plotted in Figure IV-15 (b). From that figure, we can observe that permittivity changes are slightly 
faster in the case of BaTiO3 composites. The inset, showing the derivative of normalized permittivity, 
also confirms the faster rise of permittivity. Intuitively, this can be explained by the higher permittivity 
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(and so a higher Clausius-Mossoti factor) of this particle compared with SrTiO3 particles. However, 
other factors are involved, such as particle size and density. Further development in the chapter 
describing the particle chaining model seeks to answer this question (section V.2). 




















































Figure IV-15: Permittivity changes of epoxy/BaTiO3 and epoxy/SrTiO3 composites as a function of time under 
field at 30 °C: (a) plot of absolute permittivity and (b) plot of normalized permittivity. The inset shows the 
derivative of normalized permittivity. 
Figure IV-16 shows that, when increasing the temperature to solidify the composite, the same dynamics 
are observed as for neat epoxy. An initial decrease in permittivity is followed by a plateau and finally, 
a decrease when reticulation is complete. The plateau is reached after approximately 4000 s, which 
corresponds to mixture vitrification, as observed with optical microscopy. 
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Figure IV-16: Permittivity changes of the composite as a function of time under electric field after setting the 
temperature to 70 °C. 
 
These results on dielectric properties changes while chaining point out the chaining time as a key 
parameter for controlling final composite properties. Control should be achievable if the other 





parameters (matrix viscosity, electric field, frequency and filler content) remain unchanged. In order to 
verify this assumption, we studied the impact of chaining duration on final composite permittivity. A 
set of experiments is proposed in the next section to verify these statements. 
 
IV.3. Characterization of the impact of the chaining 
IV.3.a. Influence of the process on the dielectric properties 
It was discussed in the previous section that permittivity is a relevant marker to follow particle chain 
formation. The main interest of monitoring chain formation is to enable optimizing and tailoring 
composite properties by controlling the curing process and electric field application. As seen in Figure 
IV-14, the main impact of chaining on permittivity occurs at the very beginning. Moreover, the 
permittivity change is non-linear with respect to chaining time. In order to verify this assumption, the 
four different processes shown in Figure IV-17 were investigated. Process 1 provides a reference 
isotropic material; processes 2, 3, and 4 are intended to study the impact of short, medium, and long 
chaining durations, respectively. The characterization results plotted in Figure IV-18 are in good 
agreement with our assumptions. After only 60 s of chaining under an electric field, an increase of 22 
% in permittivity was already obtained, while it is necessary to chain over 19,000 s (without increasing 
the temperature) to obtain a gain of 37%. Increasing the chaining duration leads to increased permittivity 
of the solid material. 
 
Figure IV-17: Process characteristics. The base mixture is epoxy filled with BaTiO3 (10 vol%). The first process 
corresponds to the homogeneously dispersed composite where no field was applied. 
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Figure IV-18: Permittivity (a) and loss factor (b) versus frequency measured for the different processes. 
It is interesting to note that the losses are not modified significantly above 10 Hz. The impact of chaining 
on the loss factor is only observable at low frequencies (< 10 Hz), whereas it increases compared to the 
homogeneously dispersed composite. At these low frequencies, the increase in losses is most likely 
related to the DC conduction in the material. It is possible that the chains of BaTiO3 particles increase 
the DC conduction phenomenon due to the possible formation of a “percolation-like” network. From 
200 Hz to 1 MHz, the loss factor of the four different processed materials is nearly the same, ranging 
from 1×10-2 to 3×10-2 at room temperature. 
Two preliminary conclusions may be drawn from sections IV.2.c and V.3.a. The first is that process 
optimization may be achieved thanks to the online monitoring of permittivity where the increase in 





permittivity is non-linear. Note that only a small gain in permittivity is obtained by applying the electric 
field for much longer times. The second is that by adjusting the chaining time, even empirically, one 
can also tailor the permittivity of the final material. The latter is true as long as the curing process does 
not affect filler structure within the composite, meaning that two conditions should be fulfilled 
simultaneously: the permittivity of the fillers and the matrix are to be different (𝐾 ≠ 0), and the 
electrohydrodynamic effects (field-induced turbulence) should be negligible compared to 
dielectrophoretic forces. 
 
IV.3.b. Influence of the filler content on the dielectric properties 
As seen in the previous section, the electric field allows controlling final composite properties. Filler 
content is another key parameter for tailoring these properties. In order to study this dependence on the 
dielectric properties on the volume fraction of particles, composites were prepared following the 
processes 1 and 3 (described in section IV.3.a), and from 0 to 20 vol% of BaTiO3 particles. The measured 
permittivity spectrum of the composites is plotted in Figure IV-19. 
 
Figure IV-19: Dielectric permittivity spectra of isotropic and anisotropic epoxy/BaTiO3 composites elaborated 
using process 3. 
As expected, the higher the volume fraction, the higher the permittivity. This holds over the full range 
of frequency measured (10-1 – 106 Hz) for both isotropic and anisotropic composites. The beneficial 
impact of chaining is also visible on permittivity for composites above 2 vol%. The plots of permittivity 
and losses at 1 kHz in Figure IV-20 (a) and (b) offer a finer comparison between isotropic and 
anisotropic composites. 
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Figure IV-20: (a) Dielectric permittivity and (b) loss factor of homogeneous and chained (process 3) epoxy 
BaTiO3 composites at 1 kHz versus BaTiO3 filler content. 
For a given volume fraction, all the anisotropic composites present higher permittivity than their 
isotropic equivalents. Measured losses are quite encouraging (especially for the case of energy storage 
applications), as particle chaining does not seem to have much impact. All the composite losses are 
below 3×10-2. However, it seems that particle chains increase the losses compared to the isotropic 
composites. A more detailed study of composite losses can be found in Appendix B. Investigations on 
the composites dielectric strength are reported in Appendix C. 
IV.3.c. Observation of the composite structures 
The optical microscopy images performed on cured composites are shown in Figure IV-21. The 
difference between composites with and without aligned fillers is visible from the top-view images (cf. 
Figure IV-21 (a)). The anisotropic composites present transparent areas around the chains. The presence 
of chains is clear from the cross-section views. Moreover, it is possible to observe a difference in the 
structure between the 10 vol% composite and the less-filled composites. 
 







Figure IV-21: Optical microscopy images on cured composites. Crossed scale bars correspond to 50 µm. 
Samples with field prepared with process 3. 
The images of the 0.25, 1 and 2 vol% composites in Figure IV-21 (b) present bent chains, not perfectly 
aligned in the direction of the electric field. To confirm this behavior, the 1 vol% sample was observed 
by X-ray tomography (Nanotom - GE Sensing). 
Gravity 
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Figure IV-22: X-ray tomography images of epoxy/BaTiO3 composite at 1 vol%, made with process 3. (a) Cross-
sections of the composite at two different locations, (b) 3D image of the chains. 
The tomography images in Figure IV-22 (a) confirm the chain structures observed with optical 
microscopy. The gravity force could explain the chain bending. This image also confirms the absence 
of sedimentation during the process, as there is no layer of particles visible on the sides of the sample. 
The three-dimensional image of the composite in Figure IV-22 (b) gives a good representation of how 
the chains are located inside the matrix. Globally, it can be seen that the chains are spaced and do not 
touch each other. This type of image provides a very interesting point of comparison when we 
corroborate the structure obtained experimentally and by simulation in section V.1. However, it should 
be pointed out that the particle size is very close to the tomograph resolution limits (≈ 0.7 μm/voxel). 
This leads to imprecision in the chain imaging. That is why the chains appear thicker, which is easily 
noticeable on the 3D plot. The effect is also observable by comparing the chain thickness from the X-
ray tomography images in Figure IV-22 (a) with the microscope image in Figure IV-21 (b). 
An attempt was also made to observe a composite filled with 10 vol% of BaTiO3. However, digital 
processing did not render usable images.  
 
IV.4. Conclusions and perspective 
A novel, non-optical, and concentration-independent method for the online monitoring of chain 
formation is presented in this chapter. The measurement of the changes in the dielectric properties during 
the composite structuration proved that permittivity is closely correlated to chain formation, validating 





dielectric permittivity as a relevant marker. This marker is used as a comparison tool for the 
experimental results and model outcomes. 
It was also demonstrated that the control of final composite properties was possible by adapting the 
process on the basis of the knowledge regarding permittivity change dynamics. The impact of  
anisotropy on composite dielectric properties was measured, showing an increased permittivity and 
comparable losses. Moreover, the agreement between the structure and the properties was confirmed 
thanks to optical microscope images and a 3D X-ray tomography imaging method. The tomography 
mainly provides interesting information about chain structure at low filler content. It also enables 
observation of the three-dimensional chain distribution inside the matrix. 
The importance knowing chaining dynamics is confirmed. A predictive model, which would give access 
to that knowledge, would certainly be of great interest for optimizing the elaboration process. The next 
chapter studies the development and outputs of a particle-chaining model. We aim to develop a model 
that makes it possible to describe chaining dynamics. This would open the path to the predictive tailoring 
of field-assisted anisotropic composites. 
The inspiration for forthcoming enhancement of anisotropic composites might be found in the field of 
electrorheological fluids. Research works on this topic effectively reached a dead-end when no solution 
was found to improve liquid performance, but recently, the so-called “giant electrorheological effect” 
paved the way for exciting perspectives [62]. This solution is based on a urea treatment of the filler 
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V. MODELING THE CHAIN FORMATION AND THE 
STRUCTURE IMPACT ON THE COMPOSITE PROPERTIES 
This chapter models particle chaining under an electric field. The purpose of this model is to predict the 
chaining dynamics based on measurable experimental parameters as input. The proposed model is based 
on calculating the DEP force from dipolar interactions as described in section II.4. First, the simulated 
filler structures are studied and compared to experimental results. Then, a method to estimate the 
simulated composite permittivity and changes based on FEM are reported. Lastly, the simulated 
permittivity is compared to experimental results to verify model accuracy and robustness. 
V.1. Dynamics of particle chaining 
As chaining dynamics is the enabling factor for tailoring anisotropic composites, we intend to predict it 
through the modeling of chain formation.  
V.1.a. Study of the chain structure as a function of the filler content 
In our work, changes in chain structure were tracked and compared to experiments. The numerical model 
has an initial state where the fillers are randomly dispersed within the medium, corresponding to an 
isotropic composite. The parameters taken for the fillers are those of BaTiO3, and for the matrix, those 
of the epoxy resin A (i.e. ν = 480 mPa.s, ε = 7.2). The ac electric field is set at 600 V/mm, the frequency 
of the measurement of the dielectric parameters was 1 kHz. The random distribution of particles in the 
initial state for 1 vol% (500 particles) is represented in Figure V-1. At t0, chain formation starts as soon 
as the electric field is applied. The particle positions over time are represented in Figure V-2, Figure 
V-3, and Figure V-4 for 1, 5, and 10 vol% of BaTiO3 fillers, respectively. The system shows rapid 
evolution between 0 and 5 s, the period during which most of the chains are formed. This rapid evolution 
of filler structure is in agreement with observations and measurements reported in Section IV.2. In the 
last stage, only chain movements are observed, rather than isolated particle migration. 






Figure V-1: Initial state 1 vol%, randomly dispersed BaTiO3 particles of 0.66 μm in diameter in liquid epoxy 
resin. The number of particles simulated is 500 (n = 500). 
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Figure V-2: Top view of filler structure evolution for 1 vol% of BaTiO3 in epoxy resin no. 2. 
 
Figure V-3: Top view of filler structure evolution for 5 vol% of BaTiO3 in epoxy resin no. 2. 
 










Figure V-5: Filler structures after 25 s of electric field for different initial filler contents. Particles are spherical 
BaTiO3 of 0.66 μm in diameter. Resin has a viscosity value of 480 mPa.s and permittivity of 7.2. The applied ac 
electric field is 600 V/mm and n = 500. 
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Figure V-6: Extraction of structures formed after 25 s for different filler contents: (a) 1 vol%, (b) 5 vol% and (c) 
10 vol%. 
After 25 s, significant differences between the filler structures can be observed in Figure V-5 and Figure 
V-6, according to the volume fraction. For the lowest volume fractions (i.e. 1 vol%), particles form 
isolated chains 1 particle thick. For 10 vol%, the structure is composed of sheets and columns of 
particles. In these particular structures, the particles are stacked in hexagonal close-packing 
corresponding to a more stable configuration. The 5 vol% case shows structures composed of both 
isolated chains and small “sheet-like” structures. Some structures are not perfectly aligned in the 
direction of the electric field, as they are distorted due to the interaction with neighboring sheets and 
columns.  This dependence of structure as a function of volume fraction has already been pointed out 
experimentally in our own observations with optical microscopy, by Dassanayake [159], and 
numerically by Park [160]. Experimental verification of the structure’s volume fraction dependence is 
shown in Figure V-7, the numerical in Figure V-8. 






Figure V-7: Dependence of filler structure on volume fraction in experiments. (a) optical microscopy image of 
epoxy/BaTiO3 composite after 40 s under ac electric field (600 V/mm) at 0.25 vol%, (b) confocal micrograph of 
water and glycerol/silica ER fluid after 30 min. under ac electric field (1.2 kV/mm) at 10 vol% [159]. 
 
Figure V-8: Simulated dependence of filler structure for different volume fractions [160]. 
This level of correspondence between our simulation results to the reports comforts our model of electric 
field induced chaining. Confirmation that the obtained structures were compatible with those observed 
in literature, as well as with our own experimental observation, was a first step towards validating our 
model. In a second step, the model validity is verified by estimating a marker of chain formation, that 
is, the permittivity. 
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V.2. Computation of the composite dielectric properties: comparison with 
the experimental measurements 
The model’s validity was studied by confronting simulated outcomes with experimental results. In order 
to test the whole model, all the simulation’s input parameters were tested over defined ranges. These 
parameters can be found by rewriting eq. 22 as: 





2) + 𝑭𝒅𝒓𝒂𝒈(𝜈, 𝑅) + 𝑭𝒈(𝑚) + 𝑭𝒄𝒐𝒍𝒍 (39) 
The impact of the parameter d corresponding to the relative positions between particles is studied by 
working at different filler contents. The parameters εp, m, and R are varied by using different particles. 
The medium parameters, εm and ν, are checked using different epoxy resins. Lastly, the impact of the 
electric field, E0, is studied by varying its amplitude and waveform. 
V.2.a. Method to compute the composites dielectric properties 
Once the coordinates of the particles are known as a function of time, the local electric field and electric 
displacement field are estimated through the finite element method (a detailed description of this method 
can be found in Myroshnychenko’s work [161]). In that work, the author also explains the method used 
to randomly place particles in the initial state. 
 
Figure V-9: Dielectric particle embedded in matrix under an external electric field. 
It is assumed that there are no free charges in the system. Consequently, the problem is reduced to 
solving the Laplace equation with the appropriate boundary conditions at the particle/matrix interface. 










= 0 (40) 
There are two boundary conditions at the particle/matrix interface, with electrostatic potential continuity 
given by:  





𝜑𝑖𝑛𝑠𝑖𝑑𝑒|𝑟=𝑅 = 𝜑𝑜𝑢𝑡𝑠𝑖𝑑𝑒|𝑟=𝑅 (41) 













These equations are solved by FEM with a commercial solver [47]. Once the electric field and the 
electric displacement field are computed, the total energy of the system is then calculated from the 
following equation: 
𝑊 = ∭ 𝐸. 𝐷. d𝑟3
𝑣𝑜𝑙𝑢𝑚𝑒
 (43) 
where 𝑊 is the total energy, 𝐸 the local electric field, and 𝐷 the local electric displacement field. Eq. 










with 𝑙 the distance between the electrodes and S the electrode surface. 
While this method relies on a solid theoretical foundation, the domain discretization needs a huge 
number of tetrahedrons for a large number of particles, dramatically increasing computational costs. 
Early results of computed permittivity showed a shift of the values compared to measured values. 
Improvements might be possible through the use of immersed boundary, or boundary element, methods 
[162]. 
Permittivity computation was performed with the FEM environment [47]. The computation of 14 time 
steps of permittivity took approximately 900 s for 500 particles on an Intel® Core™ i7-4810MQ 
processor. 
V.2.b. Normalization of the permittivity 
The plot of the evolution of the measured permittivity in Figure V-10 (a) gives rise to a large absolute 
numerical change. Initial permittivity depends strongly on medium permittivity, which leads to large 
differences between measurements, thus making it difficult to analyze the impact of the chaining 
dynamics. In order to remove this “scale effect”, permittivity was normalized between 0 and 1 according 
to eq. 46:  
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𝜀′(𝑡) − 𝜀𝑚𝑖𝑛′ 
𝜀𝑚𝑎𝑥′ − 𝜀𝑚𝑖𝑛′
 (46) 
This representation, shown in Figure V-10 (b), allows a close comparison between two different cases. 
 
 
Figure V-10: Time evolution of (a) permittivity and (b) normalized representation of permittivity during chain 
formation for two different epoxy resins (B and C). The ac electric field is 600 V/mm and the filler content is 10 
vol% of BaTiO3. 
V.2.c. Impact of the volume fraction of particles 
A key parameter for controlling the final properties of a composite material is the volume fraction of 
fillers. The range of filler contents can be very wide, depending on the application and, especially, on 
the particle used. For example, very high volume fractions of ceramic particles are used to increase 
thermal conductivity (up to 70 or 80 vol%), while few percent of filler content is enough to reach 
percolation for graphene and carbon nanotubes to increase electrical conductivity. The parameter tested 
from the model point of view is d: 





2) + 𝑭𝒅𝒓𝒂𝒈(𝜈, 𝑅) + 𝑭𝒈(𝑚) + 𝑭𝒄𝒐𝒍𝒍 (43) 
Three cases were investigated: 1, 5, and 10 vol% of BaTiO3 in epoxy resin no. 2 under an ac electric 
field step with 600 V/mm in magnitude. As expected, the permittivity changes, plotted in Figure V-11, 
occur faster when increasing the volume fraction. This is due to the shorter distance that a particle has 
to travel to reach its nearest neighbor. 






Figure V-11: Normalized permittivity measured and simulated for different filler contents. Resin viscosity of 
480 mPa.s, permittivity of 7.2. ac electric field amplitude 600 V/mm and n = 500. 
The model’s accuracy tends to decrease with low filler contents. Several reasons could explain this 
result, such as the real size distribution of the particles (in contrast to simulated particles having unique 
size). 
The relation between the filler structuration and the changes in permittivity are clear on the plot of mean 
particle velocity in Figure V-12. 








































Figure V-12: Mean particle velocity and normalized permittivity plotted over time for the 5 vol% case. 
The mean particle velocity is high just after application of the electric field, which can be related to the 
fast formation of chains observed in Figure V-3, and as well as to permittivity changes, with most of the 
increase taking place in the first 5 seconds. Computation of velocity is interesting, not only because it is 
very easy to obtain, but because it offers another marker of filler structure. 
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V.2.d. Impact of the particle properties 
The choice of the particle nature is perhaps the most important consideration when elaborating 
anisotropic composites. The first concern is to choose the particle having properties adapted to the target 
application. These properties include particle electrical conductivity, thermal conductivity, permittivity 
etc. Another important aspect is the particle size, which can lead to entirely unexpected properties (e.g. 
nanoparticles can have a beneficial impact on dielectric strength whereas microparticles cause a 
degradation). The final choice is the particle shape, or aspect ratio, which enhances the anisotropic 
effect. These aspects will not be studied here. 
While the selection of particle type depends on the application, particle properties also affect chain 
formation. The worst scenario would be a particle having dielectric properties too close to those of the 
matrix, leading to very weak DEP forces. The impact of particle properties was studied with two 
different particles: BaTiO3 and SrTiO3 at 10 vol% in epoxy resin no. 2 under an ac electric field step 
with amplitude of 600 V/mm. Permittivity changes are plotted in Figure V-13. The parameters impacted 
here are εp, m, and R. 





2) + 𝑭𝒅𝒓𝒂𝒈(𝜈, 𝑹) + 𝑭𝒈(𝒎) + 𝑭𝒄𝒐𝒍𝒍 (43) 
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Figure V-13: Normalized permittivity measured and simulated for different particles at 10 vol%. Resin viscosity 
of 480 mPa.s, permittivity of 7.2. ac electric field amplitude of 600 V/mm, and n = 500. 
The difference in the behavior between the two particles is very small. The dynamics with SrTiO3 is 
slightly slower, which can be explained by its lower permittivity, as shown in section III.2.d. The model 





seems to predict the same behavior with the red curve just under the blue curve. This very small 
difference might be explained by the small difference in the Clausius-Mossoti factor when using SrTiO3 
or BaTiO3. Indeed, the difference in the computed factor is less than 3 %, meaning that the DEP force 
magnitude with BaTiO3 is only 3 % higher than with SrTiO3. Interestingly, in the simulations performed, 
the difference in filler size did not seem to impact global permittivity. It would be interesting to work 
with particles with a larger difference in permittivity. 
V.2.e. Impact of the resin properties 
The resin type is another crucial choice for the correct elaboration of an anisotropic composite.  This 
choice is usually consistent with the desired final composite specifications based on the properties of 
pure resins, such as dielectric strength, operating temperature range, dielectric losses, 
mechanical/chemical compatibility, etc. However, the resin’s mechanical and electrical properties 
greatly impact chaining dynamics when elaborating anisotropic composites. The parameters checked in 
this section are εm and ν. 





2) + 𝑭𝒅𝒓𝒂𝒈(𝝂, 𝑅) + 𝑭𝒈(𝑚) + 𝑭𝒄𝒐𝒍𝒍 (43) 
This influence is described in eqs. (18), (20), and (22). We can see from eqs. (18) and (20) that the DEP 
force increases linearly with medium permittivity (while εm << εp), and from the eq. (22), the drag force 
increases linearly with medium viscosity. This complex relationship between the physical properties 
and the acting forces is observed in Figure V-14, where the chaining process is accelerated for the resin 
with the lowest viscosity and highest permittivity. On the other hand, the resin with the highest viscosity 
presents the slowest chaining process, while its dielectric permittivity is higher than the resin with a 
viscosity of 480 mPa.s. In that case, viscosity has a greater influence on chaining dynamics than medium 
permittivity. 
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Figure V-14 Normalized permittivity measured and simulated for different epoxy resins. The ac electric field is 
600 V/mm, the filler content is 10 vol% of BaTiO3, and n = 500. 
As a result, from the plots in Figure V-14, the model gives a fair description of the chaining dynamics 
over a wide range of combined properties (viscosity and medium dielectric permittivity). 
 
V.2.f. Impact of the electric field magnitude and waveform 
Another parameter for electric-field-induced chaining to form anisotropic composites is the applied 
electric field magnitude.  Because the DEP force is proportional to the square of the electric field (Eqs. 
(18) and (20)), its magnitude has a very strong influence on the dynamics of chaining. The parameter 
checked here is E0. 





𝟐) + 𝑭𝒅𝒓𝒂𝒈(𝜈, 𝑅) + 𝑭𝒈(𝑚) + 𝑭𝒄𝒐𝒍𝒍 (43) 
 Figure V-15 compares experimental measurements to the model’s prediction for the time-dependent 
change in permittivity. For the three presented cases, BaTiO3 at 10 vol% in resin no. 2 for ac electric 
field step at 600 and 300 V/mm, and ac electric field sweep with 21 V/mm.s slope, the simulation results 
are in reasonable agreement with experimental measurements. This result is encouraging because it 
suggests that the chaining process can be controlled by the voltage magnitude and waveform. This 
predictive aspect of the model is crucial for elaborating anisotropic composites since, for a given voltage 
source, the minimum electric field to chain determines the maximum distance possible between the 
electrodes. On the other hand, the electric field waveform gives the possibility to modulate magnitude 
over time, which can be important to fight against the effects of a change in medium viscosity and/or 
dielectric permittivity. 






Figure V-15: Normalized permittivity measured and simulated for different ac electric field waveforms. The inset 
represents the different ac electric field waveforms used. The resin viscosity is 480 mPa.s and permittivity is 7.2. 
The filler content is 10 vol% of BaTiO3, and n = 500. 
This case demonstrates the model’s robustness when describing permittivity changes for time-dependent 
parameters, opening the way to simulation taking into account the real polymerization process. 
V.3. Conclusion and perspectives 
The filler structures obtained from numerical simulations were compared to previous experimental and 
numerical investigations and appear to follow the same trend function of the filler content.  
In order to validate the model and its predictive aspect, a common marker for filler structuration between 
experimental and numerical study was needed. As permittivity proved to be a relevant marker of chain 
formation in the previous chapter, we decided to compute permittivity from the simulated structure. 
Permittivity computation was obtained using FEM to solve electrostatic equations. 
The model’s robustness was proven over all the input parameters, even if a larger error was present for 
lower volume fractions. 
While the control of composite properties was shown in chapter IV to be possible from the process 
parameters and the knowledge of chaining dynamics, we demonstrated here that information on chain 
formation dynamics can be obtained through numerical simulation. 
There are many perspectives for improvement and further studies with this model. The model’s accuracy 
could be improved by taking into account particle size distribution, the particle’s real shape, or by 
simulating more particles. The first aspect has already been computed (Figure V-16: example with more 
than 2,600 particles simulated); the second one would be much more complex to develop, first requiring 
to determine a random generation of the particle shape according to the powder characteristics and then 
modifying the code to handle collisions. Handling collisions would certainly be very challenging. 
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Figure V-16: Structure of particle chains taking into account real particle size distribution. 
The third aspect (i.e. working with more particles) would be interesting to investigate, giving 
information on the interactions between large structures. Currently, the maximum number of particles 
simulated was larger than 4,600 particles, on a laptop computer. This could certainly be largely increased 
working with clusters. However, the current coding method is “brute force”, implying that all particle 
interactions are computed. Methods exist to compute only neighboring interactions and approximate 
long range interactions. This would make it possible to avoid increasing model complexity in O(n²), 
resulting in O(n log(n)) evolution [163]. However, the number of particles is not currently the limiting 
factor. Limitation arises from the method used to compute permittivity. While FEM is a powerful tool, 
its weakness is the complexity of the structure to mesh. In the present case, domain meshing is very 
complex. When particles are in close contact, the tetrahedrons are very small (tens of nm), while the 
length of the side of the simulation cube can reach a few tens of microns. In addition, the domain is 
three-dimensional. We were not able to compute permittivity for more than 700 particles in the present 
work. The case of particles with size distribution is even harder to handle. However, possible 
improvement could come from using boundary element methods [162] or immersed boundary methods. 
As a conclusion, the developed model remains simple yet it proved its robustness and provides a 
powerful predictive tool for optimizing the elaboration process of anisotropic composites. The content 
of Chapters II to V confirms that it is possible, based on predictive approach, to tailor the structure of a 
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VI. PROSPECTIVE STUDY OF ANISOTROPIC COMPOSITE 
WITH PERPENDICULARLY ORIENTED FILLERS 
In the previous chapters, we investigated the possibility to make anisotropic composites with fillers 
chained in the direction of the electric field. Another possibility to induce anisotropy comes with the 
electro-orientation of particles with a high aspect ratio. Generally, when an ac or dc electric field is 
applied, non-spherical particles tend to orient their longest axis in the direction of the electric field. This 
leaves the following question open: is it possible to design anisotropic composites with non-spherical 
fillers oriented perpendicularly to the electric field? That question is studied in the present chapter. The 
study will follow the main lines of the roadmap presented at the end of chapter I, in three steps: 
theoretical identification of the forces and parameters involved; modeling of the phenomenon; and trying 
to achieve experimental validation. However, it should be noted that the fillers used were not 
characterized as in detail as for the chain formation.  
As an introduction, we examine the benefits of these types of composites, and then describe the theory 
of electro-orientation. An effort to determine the experimental parameters from numerical investigations 
is reported, regarding the material used. In a first step, perpendicular orientation is studied with epoxy 
resin in a liquid state (without hardener); then hard composite is prepared and studied. Lastly, we 
investigate the elaboration of a three-phase composite with fillers orientated both perpendicularly and 
parallel to the direction of the electric field.  
VI.1. Context, theory and numerical study 
VI.1.a. Context 
The elaboration of anisotropic composites was studied in chapter IV and V, both experimentally and 
numerically. The beneficial impact of filler structuration is ensured but, until now, the improvement of 
a specific property was only made possible in the direction of the applied electric field. This can be a 
limit for two main cases: (i) the property to improve is parallel to the electrodes, (ii) two different 
properties must be improved in different directions. The first case can be illustrated in the example of 
heat spreading. If the size of a component generating heat is small compared to the size of the heat sink, 
it could be beneficial to allow the heat flux to spread over a larger area. The figure below shows three 
different kinds of composite materials that could be used to improve the thermal conductivity of the 
interface material. The material A presents isotropic properties. Both the material B with fillers chained 
in the direction of the electric field, and the material C with fillers aligned perpendicularly, present 
anisotropic properties, but with increased thermal conductivity in different directions. 






Figure VI-1: Illustration of thermal interface materials between the heat source and the heat sink. 
As expected, the numerical computation of temperature distribution differs strongly between the three 
cases, as can be observed in Figure VI-2. 
 
Figure VI-2: Simulation of temperature distribution according to material properties. 
The temperature distribution in the x direction is far more uniform with material C than for the two other 
materials. The plot of the temperature at the interface in Figure VI-3 confirms better distribution of the 

















Figure VI-3: Temperature at the material/heat sink interface for the different materials. 
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Another application example that could be enabled by controlling filler orientation would be switchable 
material, i.e. a liquid composite in which properties could be controlled by applying an electric field. 
Regarding the illustration in Figure VI-1, case B would correspond to the ON property, at its higher 
value. Oppositely, case C would correspond to the OFF property, at its lower value. 
The first intuition for elaborating composites such as material C would be to rotate the electric field in 
the appropriate direction. However, in many systems, this action would not be convenient and might be 
impossible to achieve for various reasons. First, it might not be possible to add electrodes other than the 
existing ones. Furthermore, the dimension of the inter-electrode spacing can be very large, resulting in 
the need for very high voltage to achieve chaining. That is why there is a need for a new solution to 
elaborate such materials. 
The method we adopted was to continue working with the same electrode configuration as that in the 
previous chapters, and trying to determine the appropriate electric parameters to achieve perpendicular 
alignment. This has indeed been proven to be possible by several studies in the field of biomedical 
sciences [164]–[166]. To the best of the author’s knowledge, the only example of non-living particles 
aligned perpendicularly was given by Miller in her thesis work with TiO2 particles [167]. 
 
Figure VI-4 : Electroorientation of TiO2 in isopropanol. (A) long axis aligned with the electric field at 1 kHz, (B) 
middle axis aligned with electric field at 100 kHz, (C) short axis aligned with electric field at 30 kHz. 
This surprising orientational behavior comes from the fact that the particle presents different Maxwell-
Wagner relaxation time constants along each axis. These particles orient one of their axes in the direction 
of the electric field due to a phenomenon called electroorientation. This phenomenon is related to the 
torques induced by the electric field on the particles. 
VI.1.b. Mathematical model 
An anisotropic particle subjected to an electric field always tends to align one of its axis parallel to the 
electric field direction. Generally, stability is reached when the particle has its longest axis aligned with 
the electric field. While the other axes are aligned with the electric field, the particle is in an unstable 
equilibrium. However, when specific conditions are met, the longest axis might not be the stable one, 
but rather the short or medium axis. The conditions for this to occur depend on the particle and medium’s 





dielectric properties, as well as on the particle shape. The first attempts to theorize the phenomenon of 
electro-orientation started in the 1960s with [168]–[170], and more recently by Jones in the 1980s [73]. 
A particle (here assimilated to an ellipsoid) subjected to an electric field undergoes three torques: one 
on each axis, named “orientational torque”. The torque signs are frequency dependent, and the stable 
equilibrium position can be determined from the set of signs. The particle is assumed to be homogeneous 
with isotropic properties. Both the particles and the medium are lossy dielectrics. 
 
Figure VI-5: Ellipsoidal particle subjected to an electric field 







with 𝛼, 𝛽, and 𝛾 the x, y, and z axis; 𝑎, 𝑏, and 𝑐 the major, middle, and short axis of the ellipsoid; 𝐿𝛾 the 
𝛾 coordinate of the depolarization factor of the ellipsoid; 𝐸0,𝛽 the 𝛽 coordinate of the external electric 
field; and 𝐾𝛽
∗ the 𝛽 coordinate of the complex Clausius-Mossoti factor. It is important to note that the 
above expression is correct as long as the particle responds to time average torque, that is, it is no longer 











𝑅𝑠 = √(𝑠 + 𝑎2)(𝑠 + 𝑏2)(𝑠 + 𝑐2) (49) 
The expression for the two other axes can be determined by appropriate substitution of x, y, or z and a, 










  (50) 
It is worth noting that, for a spherical particle, 𝐿𝛼 = 𝐿𝛽 = 𝐿𝛾 =
1
3
 , and one would obtain the classic 
equation for the Clausius-Mossoti factor. The frequency dependence of the torques can be found in eq. 
50, as 𝜀𝑝
∗  and 𝜀𝑚
∗  vary as a function of the frequency. Once the expression of the torques is determined, 
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the stable orientation can be obtained thanks to their relative signs, according to the following table, 
where a, b, and c denote the ellipsoid side aligned in the direction of the electric field: 
Table VI-1: Stable orientation as a function of the torque component signs. 
< 𝑻 >𝒙 < 𝑻 >𝒚 < 𝑻 >𝒛 Orientation 
+ + + None 
+ + - b 
+ - + a 
+ - - b 
- + + c 
- + - c 
- - + a 
- - - None 
 
The first and the last lines of the table, where no stable orientation exists, are mathematically impossible. 
It now appears that, if one knows the particle geometry and the dielectric properties of the particle and 
the medium, it would be possible to determine the stable orientation for a given frequency. 
VI.1.c. Determination of the experimental parameters through simulation 
The particles used in these experiments are alumina platelet, prepared by Sato Chemical Engineering 
(Japan). The properties of the particles and their elaboration process were not given by the supplier. In 
order to attempt to determine the frequency range in which c orientation is possible, the distribution of 
sizes along a, b, and c axes was measured. The results are plotted in Figure VI-6. 
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Figure VI-6: Distribution of the particle sizes along short, medium, and long axes. 
The size distribution of the particles appears to be wide, which could result in a dispersion of the turnover 
frequencies depending on the particle form factor. In view of investigating the impact of the aspect ratio, 





turnover frequencies are computed while varying particle shape parameters. The extrema and mean 
values of a, b and c sides of the particles are summarized in the table below, along with the associated 
aspect ratios. 
Table VI-2: Extrema and mean values of a, b and c sides of particles and associated aspect ratio. 
 a [µm] b [µm] c [µm] b/a c/a 
Minimum 2.7 2.3 0.5 0.2 0.04 
Mean 5.6 4.5 0.87 0.8 0.16 
Maximum 11.4 8.2 1.5 0.85 0.56 
We computed the turnover frequencies (Figure VI-7) using the aspect ratio values in The size 
distribution of the particles appears to be wide, which could result in a dispersion of the turnover 
frequencies depending on the particle form factor. In view of investigating the impact of the aspect ratio, 
turnover frequencies are computed while varying particle shape parameters. The extrema and mean 
values of a, b and c sides of the particles are summarized in the table below, along with the associated 
aspect ratios. 
Table VI-2. The black areas correspond to the frequency range of a-orientation, red to b-orientation, and 
blue to c-orientation. Four cases were investigated, fixing an axis aspect ratio to a minimum or maximum 
value and varying the other value. From the numerical estimation plotted in Figure VI-7, it seems that, 
in this range of particle aspect ratio, the impact on turnover frequency is rather small from a to c-
orientation and quasi-null for the other transitions. This should mean that if the particles are of the same 
nature, they would all behave in the same manner at a given frequency. 
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Figure VI-7: Turnover frequencies as a function of the particle aspect ratio. Particle permittivity is 10 and 
conductivity is 10-12 S/m. 
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Figure VI-8: Turnover frequencies as a function of particle permittivity. Particle conductivity is 10-12 S/m. 
Since the particle permittivity is not known exactly, we studied its impact on the turnover frequencies. 
The particle permittivities were taken according to the range of values found in literature. The results 





plotted in Figure VI-8 show low impact of particle permittivity on the crossover frequency, with a slight 
increase when particle permittivity tends toward that of the resin (7 – 7.5 above 20 Hz). 
  
VI.2. Formation of the composites 
VI.2.a. Perpendicular orientation in liquid state 
The first step toward perpendicularly-aligned particles was to achieve alignment inside the epoxy resin 
without hardener to verify whether it was possible to determine the appropriate conditions, and to 
compare with the parameters deduced theoretically. The experimental setup for these experiments was 
the same as that described in section V.1.b. With microscope observation, it is quite easy to determine 
a particle’s perpendicular alignment. When a particle has one of its sides aligned with the electric field, 
it still has one rotational degree of freedom (along the axis of stable orientation). This means that the 
particle can be observed as follows for the three stable orientations: 
Table VI-3: Rotations around the stability axis for stable a, b, and c positions. 
 
From The first step toward perpendicularly-aligned particles was to achieve alignment inside the epoxy 
resin without hardener to verify whether it was possible to determine the appropriate conditions, and to 
compare with the parameters deduced theoretically. The experimental setup for these experiments was 
the same as that described in section V.1.b. With microscope observation, it is quite easy to determine 
a particle’s perpendicular alignment. When a particle has one of its sides aligned with the electric field, 
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it still has one rotational degree of freedom (along the axis of stable orientation). This means that the 
particle can be observed as follows for the three stable orientations: 
Table VI-3, we can observe that, for the perpendicular orientation (c axis), the alumina particle is always 
be seen from its thinner side and will thus appear darker in transmitted light, which makes these particles 
easy to distinguish. For the other stable orientations, as the alumina particles used are semi-transparent, 
they might be harder to observe when not at 90°. This effect can be observed in Figure VI-9, where all 
the c-orientation particles appear black, while the others are mostly semi-transparent and only some of 
them black.  
The matrix used in this experiment was epoxy 816B filled with alumina particles at 0.31 vol%. The 
decision to work at very low filler content was made to avoid interparticle interaction, which could 
interfere with orientational behavior. The electric field magnitude was 600 V/mm. 
 
Figure VI-9: Liquid epoxy and alumina particles after 20 min under ac electric field at 30 kHz. The length of the 
image sides is 200 μm. 
This picture highlights two discrepancies between theoretical and experimental results. The first is that 
all the particles are not in c-orientation, whereas the numerical study predicted uniform orientation. The 
second is that the theory predicted a-orientation for this given frequency. The c-orientation was 
predicted roughly between 30 Hz and 2 kHz (depending on particle properties). Experimentally, c-
orientation was observed above 3 kHz, up to 30 kHz. The change from c→a was not observed at high 
frequency. There is no current explanation of the difference between the theory and the experimental 





results. However, several parameters are known to have possible impact: (i) even if the volume fraction 
is low (0.3 vol%), interparticle interactions may still have an impact; (ii) particle permittivity is taken 
from literature for the bulk ceramic, a lower value than those taken tends to increase the turnover 
frequencies. This again stresses the need for a characterization method for powder materials. As the 
experimental data did not fit the theoretical data, we questioned the possibility of water absorption by 
the particles. Consequently, the particles were dried at 350° C for 2 hours. However, the comparison of 
the turnover frequency with and without drying the particles did not show any differences. 
Lastly, some authors have reported in literature the anisotropic behavior of alumina substrate [172], 
[173] and the anisotropic dielectric property of the crystal [174]. The impact of the hypothetical 
anisotropy of particle permittivity was not investigated theoretically. However, this study would be 
possible by implementing the full permittivity tensor in eqs. 47 and 50 [114]. 
Dynamic observation of the turnover enabled us to obtain interesting information on the involved 
torques. From the experimental observations, it appears that the orientational torques from a→c and 
b→c are weaker than from c→b and c→a. This effect can be observed in Figure VI-10 and Figure 
VI-11, as it takes few seconds for a particle to reorient from c to another stable orientation, while a little 
more than one hundred seconds was necessary to return to c-orientation. 
 
Figure VI-10: Electro-orientation of particles, changing from c to another stable orientation. 
The time for particles to switch from one orientation to another is not perfectly uniform. This can be 
seen in Figure VI-10, where the first particle takes around 1 s to reach its stable orientation, and the 
second takes 2.4 s. One could argue that the first particle seems to present a slight angle at the beginning, 
but it is possible to observe other particles in these pictures with different times to reach stable 
orientation. 
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Figure VI-11: Electroorientation of particles, c→b→c orientation. 
 
The electro-orientation phenomenon is fully reversible. The particle encircled in Figure VI-11 switches 
from c to b by decreasing the frequency, returning to its initial orientation when increasing the frequency. 
This study proved that the orientation of particles perpendicular to the electric field in polymer resin 
was possible. However, this case was relatively easy to achieve, as resin properties are stable without 
the presence of hardener. The addition of hardener will increase the challenge to find the right parameters 
to achieve c orientation while the resin properties change over time.   
VI.2.b. Epoxy-Alumina composite 
Once it was verified that particles can be aligned perpendicularly in epoxy resin without hardener, the 
next step was to obtain a cured composite with particles in the desired orientation. However, this appears 
to be far more complex than with the base resin, as the medium properties present large variations during 
the polymerization process. Two main strategies can be considered when tackling this issue: 
- Applying the electric field during the entire experiment and adjust the frequency for c 
orientation. This possibility might lead to better alignment, as the electric constraint is present 
during the entire experiment. However, the conductivity of the resin used (SR8500) strongly 
increased during polymerization, eliminating this method. Indeed, this increase in conductivity 
leads to fast fluid turbulence, mixing particles, and thus preventing them from reaching stable 
orientation. 
- Applying the electric field briefly just before the resin crosslinks at the appropriate frequency. 
In this time interval, the matrix properties are more stable and conductivity is lowered, reducing 
the electrohydrodynamic effects. 





The difference between the composites obtained with and without an electric field is clear in Figure 
VI-12. It is possible to notice the presence of particles in c-orientation in (a) and (b), while the particles 
in (c) present random orientations. However, once again, the same behavior as that observed in the 
previous section occurred: the anisotropic composite has particles not only in c-orientation but also in 
the other orientations. It is even possible to observe particle chains in the top left corner of (a). Currently, 
no solution has been found to obtain only c-orientation. Conducting this experiment with other types of 
particles might yield better results. 
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VI.2.c. Epoxy-Alumina-BaTiO3 three phase composite 
In the previous section and in chapter IV, we developed the possibility of elaborating anisotropic 
composites. A further step toward “materials adapted to systems” is to control properties in more than 
one direction to obtain 3D anisotropic composites. The idea to achieve this kind of material was to 
combine the methods presented in chapters IV and VI. By adding two types of filler responding 
differently at a given frequency, it might be possible to chain one type of filler in the direction of the 
electric field and orient the second filler perpendicularly to the electric field.  
The experiment performed was the same as that presented in VI.2.b, with the addition of BaTiO3 fillers.  
 
Figure VI-13: Epoxy/Al2O3/BaTiO3 composite. The matrix is filled with 0.27 vol% of alumina and 0.29 vol% of 
BaTiO3. ac electric field is 400 V/mm. (a) before electric field application, (b) 1 min of electric field and (c) 5 min. 
Before applying the electric field in Figure VI-13 (a), the alumina and BaTiO3 particles are randomly 
dispersed; alumina is less visible than BaTiO3 due to its semi-transparency. After 1 min of electric field, 
small chains of BaTiO3 are formed, while there are no c-oriented particles. After 5 min under electric 
field (Figure VI-13), the BaTiO3 chains have grown and it is possible to observe alumina particles in c-
orientation. This result is very encouraging, as it is the first time that anisotropic composites with two 
different orientations were observed. In order to study how the particles interact with each other, a 
second attempt was performed with 3 times the amount of alumina and half the amount of BaTiO3. 
Interesting particle configurations were observed with this specific filler content (Figure VI-14 and 
Figure VI-15). 
 






Figure VI-14: alumina particles inserted in BaTiO3 chains, in a-orientation. (a) and (c) inside the chain, (b) at the 
end of the chain. 
 
 
Figure VI-15: (a) alumina particle in c-orientation connecting to BaTiO3 chain, (c) alumina. 
Some BaTiO3 chains presented alumina particles inside (Figure VI-14 (a) and (c)) or at the end (Figure 
VI-14 (b)) of the chain in a-orientation. Other chains had alumina in c-orientation (Figure VI-15 (b)); 
and in some cases, two chains were connected side by side with an alumina particle in c-orientation 
(Figure VI-15 (a)). These different configurations show the complexity of the structures that can exist 
in such composites. Some of these behaviors might be beneficial for composite properties, but some 
might, on the contrary, degrade performance in comparison to a one-phase composite. For example, 
when an alumina particle is inserted in a BaTiO3 chain, as it has lower permittivity, it should decrease 
the overall impact of the chain on composite permittivity. This is verified from the curve plotted in 
Figure VI-16. When the permittivity of the ellipsoid inserted in the chain decreases, global permittivity 
also decreases. However, it is worth noting that permittivity is stable over a wide range, and the drop in 
the permittivity is probably related to the difference between the matrix and the ellipsoid permittivity 
rather than the difference between the ellipsoid and the sphere permittivity. 
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This early work on the possibility of controlling the orientation of anisotropic particles perpendicular to 
the electric field highlights great opportunities as well as great challenges to tackle.  
The ability to orient a particle perpendicularly relative to the electric field direction allows the 
elaboration of anisotropic composites in a direction which was until now never foreseen. 
VI.4. Perspectives 
VI.4.a. Perspectives for anisotropic composite with perpendicular orientation 
In the last section, we elaborated a three-phase anisotropic composite with controlled anisotropy in two 
directions. This proof-of-concept is an important step for multifunctional materials, opening the path to 
controlling material properties in every direction. However, as seen in this chapter, there are still many 
improvements to come before controlling every aspect of this kind of anisotropic composite. The first 
step will be to figure out why all the particles did not have the same orientation. If this is due to the 
nature of the fillers, it will be necessary to study a different type of particle to find the appropriate fillers. 
Local characterization on hard composite could be performed, such as chemical analysis with SEM or 
TEM in diffraction, to determine if differences exist between particles in c- and in a-orientation. 
The interaction between the two kinds of particles leads to mixed chains. The impact of these 
configurations will have to be studied. This might emphasize the “law” in composites which states that 





there is always a trade-off between the matrix and filler properties, and so for these specific materials, 
between the matrix and the different filler properties. 
Many perspectives of this study are being considered to work at higher filler content, which will 
undoubtedly lead to strong interparticle interactions. In order to obtain better results, the particles used 
for c-orientation should present a high aspect ratio [175]–[177]. This is important, because particles in 
c-orientation will not form chains in the direction of their longest axis, but they will preferentially stack 
in the direction of the electric field. 
 
Figure VI-17: Cells in c-orientation, with some laterally stacked [166]. 
It was shown in chapter IV that the online characterization method enables us to understand, and thus 
to optimize, the elaboration of anisotropic composites. However, for materials with particles orienting 
perpendicularly, the properties in the direction of the applied electric field do not increase; it should 
actually result in a slight decrease in permittivity [48]. Consequently, the method shown in chapter IV 
might not be the best method for monitoring the structure evolution of this type of material, so new 
markers should be sought. 
To the best of the author’s knowledge, c-orientation of metallic or conductive particles (CNT) has never 
been shown. The conditions for c-orientation might not be met with these particles, however, appropriate 
surface modification might enable it. 
Many innovative applications could be achieved thanks to electro-orientation, such as materials with 
switchable properties.  
VI.4.b. General Perspective 
Throughout this thesis dissertation, we demonstrated the ability to control the structuration of anisotropic 
composites. Chapters IV and V focused on refining the methods for tailoring anisotropic composites 
with fillers chained in the direction of the electric field. These materials have been known for two 
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decades, and the intended applications developed today have been (in most cases) predicted by Randall 
et al. in the diagram we presented in section II.1, Figure 0-7 [95]. 
In the last chapter, a proof-of-concept enabling composite tailoring perpendicularly to the direction of 
the electric field was presented. Inspired by the Randall diagram, we attempted to give clues, in the 
following scheme, of what could be done with this new structuring tool. 
 
Figure VI-18: Potential applications of anisotropic, solid, and liquid composites. The inner circle corresponds to 

























The starting point of this thesis was the following question: “Is it possible, based on a predictive 
approach, to tailor the structure of a composite from isotropic to anisotropic when applying an electric 
field?” In order to answer to this question, a roadmap, at the crossover between theoretical, numerical, 
and experimental studies, was proposed to enable the fine-tuning of anisotropic composite properties. 
i) The first step toward our goal was to approach the problem from a theoretical angle to point 
out the forces and parameters involved in material tailoring, and then to propose a model 
making it possible to simulate the structuration of those composites.  
ii) The main parameters being identified, the second step was to measure them and develop 
characterization methods, if necessary. 
iii) Once the parameters were fully characterized, the materials were elaborated while 
monitoring structuration by measuring a relevant marker. The chosen marker had to be 
accessible both experimentally and numerically to allow further comparison. 
iv) Once obtained, the materials were characterized to confirm the accurate control of 
composite properties.  
v) The last step was to verify the predictive nature and the robustness of the developed model 
by comparing experimental and numerical results. 
Following this roadmap, the work accomplished resulted in several contributions for the elaboration of 
anisotropic composites. After identifying the key parameters and developing the chaining model, the 
need to characterize particle permittivities was apparent. As the existing methods for measuring powder 
material permittivity were not fully satisfactory, a new way, adapted from biomedical field, was adapted 
to ceramic particles. This method proved able to measure the permittivity of BaTiO3 and SrTiO3 
particles. Regarding the current limitations of this method, further adjustments are still to be developed 
to solve sedimentation issues and to allow measurement for nanoparticles.  
Another important contribution was to identify an appropriate marker for online monitoring structure 
evolution during elaboration of the anisotropic composite. We were able to link this marker 
experimentally to the chaining dynamics by optical observation. This marker, for high permittivity 
ceramic fillers, was found to be the permittivity of the composite. This enabled us to develop a method 
that numerically bridges the simulated chaining dynamics to the macroscopic permittivity derived from 
solving the Laplace equation by FEM at each time-step. The latter development unlocked the possibility 
to compare the numerical results to experimental results to verify the model’s robustness and ability to 
integrate the key process parameters, namely matrix and filler permittivity, filler content, viscosity, and 
electric field magnitude and waveform. 





Lastly, in a forward-looking work, we offered a proof-of-concept for a new way to tailor materials 
perpendicularly in the direction of the electric field. 
The author hopes that this thesis sheds some light on the understanding of the complex phenomena 
occurring in the electric field tailoring of materials. The methodology of coupling on-line monitoring to 
numerical predictive tools in material elaboration is seen as an example of our research team motto: 
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Appendix A: Method to compute the impact of the dipoles on the 
electric field 
In order to take into account the impact of the induced dipoles on the electric field, the electric field at 
the center of each particle now depends on the external electric field and the electric field induced by 
the neighboring particles. The electric field of the ith particle is then given by: 






Where Einduced(j) is the electric field induced by the jth particle at the center of the ith particle. The 









2 − 𝒑𝑗) (52) 












(3(𝑝𝑗−𝑥𝑑𝑖𝑗−𝑥 + 𝑝𝑗−𝑦𝑑𝑖𝑗−𝑦 + 𝑝𝑗−𝑧𝑑𝑖𝑗−𝑧)
𝑑𝑖𝑗_𝑥
𝑑𝑖𝑗











(3(𝑝𝑗−𝑥𝑑𝑖𝑗−𝑥 + 𝑝𝑗−𝑦𝑑𝑖𝑗−𝑦 + 𝑝𝑗−𝑧𝑑𝑖𝑗−𝑧)
𝑑𝑖𝑗_𝑦
𝑑𝑖𝑗
2 − 𝑝𝑗−𝑦) 










(3(𝑝𝑗−𝑥𝑑𝑖𝑗−𝑥 + 𝑝𝑗−𝑦𝑑𝑖𝑗−𝑦 + 𝑝𝑗−𝑧𝑑𝑖𝑗−𝑧)
𝑑𝑖𝑗_𝑧
𝑑𝑖𝑗
2 − 𝑝𝑗−𝑧) 
(53) 

















(3(𝑝𝑗−𝑥𝑑𝑖𝑗−𝑥 + 𝑝𝑗−𝑦𝑑𝑖𝑗−𝑦 + 𝑝𝑗−𝑧𝑑𝑖𝑗−𝑧)
𝑑𝑖𝑗_𝑥
𝑑𝑖𝑗









(3(𝑝𝑗−𝑥𝑑𝑖𝑗−𝑥 + 𝑝𝑗−𝑦𝑑𝑖𝑗−𝑦 + 𝑝𝑗−𝑧𝑑𝑖𝑗−𝑧)
𝑑𝑖𝑗_𝑦
𝑑𝑖𝑗
2 − 𝑝𝑗−𝑦) 
(55) 














(3(𝑝𝑗−𝑥𝑑𝑖𝑗−𝑥 + 𝑝𝑗−𝑦𝑑𝑖𝑗−𝑦 + 𝑝𝑗−𝑧𝑑𝑖𝑗−𝑧)
𝑑𝑖𝑗_𝑧
𝑑𝑖𝑗
2 − 𝑝𝑗−𝑧) 
Which can be rewritten as: 
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(56) 
The following matrices and vectors are defined: 






5 ) ; 𝑗 ≠ 𝑖
1 ; 𝑗 = 𝑖
 






5 ) ; 𝑗 ≠ 𝑖
1 ; 𝑗 = 𝑖
 






5 ) ; 𝑗 ≠ 𝑖
1 ; 𝑗 = 𝑖
 
 




5 ) ; 𝑗 ≠ 𝑖
0 ; 𝑗 = 𝑖
 




5 ) ; 𝑗 ≠ 𝑖
0 ; 𝑗 = 𝑖
 
 




5 ) ; 𝑗 ≠ 𝑖











The equation system can be solved through a matrix approach: 
𝑀𝑥𝑃𝑥 + 𝐴𝑥𝑦𝑃𝑦 + 𝐴𝑥𝑧𝑃𝑧 = 0 
𝑀𝑦𝑃𝑦 + 𝐴𝑥𝑦𝑃𝑥 + 𝐴𝑦𝑧𝑃𝑧 = 0 




















which is the general form of eq. 20. 
It is easily understandable that this method will be much more costly in term of computation time as it 
requires to generate numerous matrices and to invert a matrix to compute the dipole moments. The size 
of the matrix to invert grows in 3n×3n (due to the three-dimensional approach). 
 





Appendix B: Measurements of the electric losses of composites 
In this appendix, the measurement losses of epoxy/BaTiO3 isotropic and anisotropic composite is 
reported. The materials studied correspond to those presented in section IV.3. 
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 |    |     20 vol%
 
Figure B-1: Composite losses at low frequency. (a) low filler content, (b) high filler content. 
Studying the frequency dependence of the losses is quite a sensitive prospect. For that reason, we divided 
the study into two parts: low frequencies and high frequencies. At a low frequency (Figure B-1), the 
isotropic composites present a higher loss factor when increasing filler content. Chaining seems to 
further increase the losses. At a very low frequency (i.e. under 1 Hz) for high filler content (Figure B-1 
(b)), the losses might be due to a conduction phenomenon. At a high frequency (Figure B-2), the loss 
factor is quite independent of filler content. Some relaxation peaks are visible, though the peaks are not 
located at the same frequency, which remains unexplained. The impact of the chains is also less clear: 
at low filler content, the losses are slightly higher, while there is no direct pattern for the higher volume 
fractions. These puzzling results might be due to the fact that the resin and the particles have close loss 
factor values. The same study, but with particles presenting higher losses than the resin, would yield 
interesting information, especially regarding the impact of chaining. This study could be performed 
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Figure B-2: Composite losses at high frequency. (a) low filler content, (b) high filler content. 





Appendix C: Measurements of the dielectric strength of composites 
This appendix presents the results of breakdown strength of both isotropic and anisotropic composites. 
Dielectric strength is an important property for materials in electronic/electrical systems. With the 
increase in power densities, materials are expected to withstand higher electric fields, sometimes 
combined with high temperature. In addition, for energy storage applications, the amount of energy that 
can be stocked depends linearly on the permittivity, but essentially on the voltage squared. This means 
that an increase in the permittivity associated to a decrease of the dielectric strength is not necessarily 
beneficial. 
Dielectric strength has been studied intensively for homogeneous materials (polymer and ceramics 
[178], [179]) and composite materials [180], [181]. Since, in general, ceramics present lower dielectric 
strength than polymers, the addition of ceramic microparticles tends to lower the breakdown voltage of 
the composite, compared to the neat polymer. However, it has been proven that nanoparticles could, on 
the contrary, enhance the dielectric strength of composites [27], even showing better results at high 
temperature [182], but sometimes to the detriment of the material permittivity. On the other hand, when 
trying to increase the permittivity of a composite by forming a chain of fillers, very few studies have 
been conducted on the impact on the dielectric strength. To the best of the author’s knowledge, only 
Tomer et al. studied this aspect [59]. In that article, he showed a decrease in the composite strength 
(from 1 to 0.85 MV/cm for isotropic and anisotropic composite respectively) for epoxy/BaTiO3 
composite at 25 vol%. In this case, the particles were submicronic (≈ 0.2 μm diameter).  
In order to determine whether the composite obtained could be used for storage energy applications, the 
impact of chaining was studied. As the particles used in this study were bigger than those used by Tomer 
(0.66 μm for the BaTiO3 and 0.85 μm for the SrTiO3), we expect a more drastic decrease in the composite 
dielectric strength. The resin used was different from that used in the previous section (resin SR8500, 
hardener SZ8525 from Sicomin Epoxy Systems). The electric field and temperature were applied 
together from the beginning of the experiment. Once cured, one side of the sample cell (as described in 








Figure C-1: (a) dielectric breakdown setup, (b) electrode shape. 
The breakdown chamber was filled with insulating liquid (Galden HT 55) to avoid flashover. The 
counter electrode was in contact with the stainless-steel plate; the “needle” electrode was then put in 
contact with the composite surface. The electric field is assumed to be uniform since the thickness over 
the electrode diameter ratio is 1:6 (100 μm and 600 μm). For each sample, several breakdown tests were 
performed on different points of the composite surface. The applied voltage is an ac ramp with 500 V/s 
slope to reach breakdown in less than 20 s and to avoid ageing effects.  
The resulting dielectric strength is plotted in Figure C-2 (a) for BaTiO3. This result follows a quite 
logical trend: when increasing the filler content, the dielectric strength decreases. The breakdown 
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Figure C-2: Weibull plot of the failure distribution for (a) epoxy/BaTiO3, (b) epoxy/SrTiO3 composites from neat 
to 10 vol%. 
The results for the SrTiO3 composites plotted in Figure C-2 (b) are comparable to those for BaTiO3. 
These two plots confirm the previous assumption, namely that the addition of microparticles has a 
negative impact on the breakdown, and chaining tends to further lower its value. Several aspects could 
explain this decrease: the lower dielectric strength of the bulk ceramics and the local increase of the 
electric field due to the high permittivity of the particles. 
In order to study the impact of the particle nature, the alpha parameter from the Weibull plot is calculated 
and plotted in Figure C-3. The decrease in dielectric strength appears clearly with increasing volume 
fraction and particle chaining. However, the impact of chaining is lower than the impact of volume 
fraction, and seems to be even lower at high filler content. Yet, the anisotropy of the structure seems to 






composites presented higher conduction currents for high electric fields. This might highlight the non-
linear behavior of these composites, which could be investigated by I-V measurements and/or dielectric 
spectroscopy under a high electric field (the results presented in V-3.a and b were measured for E = 100 
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Figure C-3: alpha parameter calculated from the Weibull plot for SrTiO3 and BaTiO3 composites. 
It is interesting to note that there is no clear impact of the particle nature on the breakdown strength of 
the composites, even if the bulk ceramic SrTiO3 present a higher dielectric strength than the bulk ceramic 
BaTiO3.  

