Abstract-An important objective of next-generation wireless networks is to provide quality of service (QoS) guarantees. This requires a simple and efficient wireless channel model that can easily translate into connectionlevel QoS measures such as data rate, delay and delayviolation probability. To achieve this, in [8], we developed a link-layer channel model termed effective capacity, for the setting of a single hop, constant-bit-rate arrivals, fluid traffic, and wireless channels with negligible propagation delay. In this paper, we apply the effective capacity technique to deriving QoS measures for more general situations, namely, 1) networks with multiple wireless links, 2) variable-bit-rate sources, 3) packetized traffic, and 4) wireless channels with non-negligible propagation delay.
I. INTRODUCTION
Providing QoS guarantees is crucial in the development of next-generation packet-based wireless communication networks [4] . To support QoS guarantees, QoS provisioning mechanisms are required. A major problem in designing QoS provisioning mechanisms is the high complexity in characterizing the relation between the control parameters of QoS provisioning mechanisms, and the calculated QoS measures, based on existing channel models, i.e., physical-layer channel models (see Fig. 1 ). This is because the physical-layer channel models (e.g., Rayleigh fading model with a specified Doppler spectrum) do not explicitly characterize a wireless channel in terms of the link-level QoS metrics specified by users, such as data rate, delay and delay-violation probability. To use the physical-layer channel models for QoS support, we first need to estimate the parameters for the channel model, and then extract the link-level QoS metrics from the model. This two-step approach is obviously complex, and may lead to inaccuracies due to possible approximations in extracting QoS metrics from the models.
Recognizing that the limitation of physical-layer channel models in QoS support, is the difficulty in analyzing queues using them, in [8] , we proposed moving the channel model up the protocol stack, from the physicallayer to the link-layer. We call the resulting model an effective capacity (EC) channel model [8] , because it captures a generalized link-level capacity notion of the fading channel. Figure 1 illustrates the difference between the conventional physical-layer channel and the link-layer channel. In [8] , we presented the EC channel model under the setting of a single hop, constant-bitrate arrivals, fluid traffic, and wireless channels with negligible propagation delay; in this paper, we use the effective capacity technique to derive QoS measures for more general situations, namely, 1) networks with multiple wireless links, 2) variable-bit-rate sources, 3) packetized traffic, and 4) wireless channels with nonnegligible propagation delay.
The remainder of this paper is organized as follows. In Section II, we present preliminary results to familiarize the reader with the effective capacity technique. Sections III to VI present effective capacity-based QoS measures for networks with multiple wireless links, variable-bit-rate sources, packetized traffic, and wireless channels with non-negligible propagation delay, respectively. Section VII concludes the paper.
II. PRELIMINARIES
We first formally define statistical QoS, which characterizes the requirement of a user. First, consider a single-hop system, where the user is allotted a single time varying channel. Assume that the user source has a fixed rate r s and a specified delay bound D max , and requires that the delay-bound violation probability is not greater than a certain value ε, that is,
where triplet {r s , D max , ε}. Even for this simple case, it is not immediately obvious as to which QoS triplets are feasible, for the given channel, since a rather complex queueing system (with an arbitrary channel capacity process) will need to be analyzed. The key contribution of [8] was to introduce a concept of statistical delayconstrained capacity termed effective capacity, which allows us to obtain a simple and efficient test, to check the feasibility of QoS triplets for a single time-varying channel. That paper did not deal with general situations, e.g., networks with multiple wireless links and multihops, variable-bit-rate sources, packetized traffic, and wireless channels with non-negligible propagation delay, which we consider in this paper.
Next, we briefly explain the concept of effective capacity, and refer the reader to [8] for details.
Let r(t) be the instantaneous channel capacity at time t. Assume that, the asymptotic log-moment generation function of r(t)
exists for all u ≥ 0. Then, the effective capacity function of r(t) is defined as That is,
Consider a queue of infinite buffer size supplied by a data source of constant data rate µ (see Fig. 2 ). It can be shown [8] that if α(u) indeed exists (e.g., for ergodic, stationary, Markovian r(t)), then the probability of D(∞) exceeding a delay bound D max satisfies
where the function θ(µ) of source rate µ depends only on the channel capacity process r(t). θ(µ) can be considered as a "channel model" that models the channel at the link layer (in contrast to "physical layer" models specified by Markov processes, or Doppler spectra). The approximation (5) is accurate for large D max . In terms of the effective capacity function (4) defined earlier, the QoS exponent function θ(µ) can be written as [8] θ
where (6)) to relate the channel capacity process r(t) to statistical QoS. Since our effective capacity method predicts an exponential dependence (5) between ε and D max , we can henceforth consider the QoS pair {r s , ρ} to be equivalent to the QoS triplet {r s , D max , ε}, with the understanding that ρ = − log ε/D max .
In the following sections, we extend the effective capacity technique to more general situations. The following property is needed in the propositions in the rest of this paper.
III. QOS MEASURES FOR WIRELESS NETWORKS
In this section, we consider two basic network structures for wireless networks: one with only tandem wireless links (see Figure 3 ) and the other with only parallel wireless links (see Figure 4 ). In the following, Propositions 1 and 2 give QoS measures for these two network structures, respectively.
Denote r k (t) (k = 1, · · · , K) the instantaneous capacity of channel k at time t. For a network with K tandem links, define the serviceS(t 0 , t), for t ≥ 0 and
and the asymptotic log-moment generating function
whereS(0, t) is defined by (7); also define the effective capacity of channel k by
Proposition 1: Assume that the log-moment generating function Λ tandem (u) defined by (8) satisfies Property 1. Given the effective capacity functions {α k (u), k = 1, · · · , K} of K tandem links and an external arrival process with constant rate µ, the endto-end delay D(∞) experienced by the traffic traversing the K tandem links satisfies
and
For a proof of Proposition 1, see the Appendix. Note that the capacity processes of the tandem channels are not required to be independent in Proposition 1.
Proposition 2:
Assume that the log-moment generating function Λ k (u) of each channel k in the network satisfies Property 1. Given the effective capacity functions {α k (u), k = 1, · · · , K} of K independent parallel links and an external arrival process with constant rate µ, the end-to-end delay D(∞) experienced by the traffic traversing the K parallel links satisfies
where Propositions 1 and 2 suggest the following approximation
for large D max . In addition, α(u) specified in Propositions 1 and 2 can be regarded as the effective capacity of the equivalent channel of the network, which consists of tandem links only or independent parallel links only. In Sections IV to VI, we will use α(u) to characterize the equivalent channel of the network; and we will use (14) only since (14) is tighter than (13).
IV. QOS MEASURES FOR VARIABLE-BIT-RATE SOURCES
In this section, we develop QoS measures for the case where the sources generate traffic at variable bitrates (VBR). We consider two classes of VBR sources: leaky-bucket constrained arrival [2] 
Proposition 3:
Assume that a wireless network consists of tandem links only or independent parallel links only; the effective capacity function of the equivalent channel of the wireless network is characterized by α(u); and the log-moment generating function Λ k (u) of each channel k in the network satisfies Property 1. Given an external arrival process constrained by a leaky bucket with bucket size σ (s) and token generating rate λ
s , the end-to-end delay D(∞) experienced by the traffic traversing the network satisfies
For a proof of Proposition 3, see the Appendix. Eq. (16) suggests the following approximation
for large D max .
For convenience, we replicate the definition of the effective bandwidth [1] here. Consider an arrival process {A(t), t ≥ 0} where A(t) represents the amount of source data (in bits) over the time interval [0, t). Assume that the asymptotic log-moment generating function of a stationary process A(t), defined as
exists for all u ≥ 0. Then, the effective bandwidth function of A(t) is defined as
Proposition 4: Assume that a wireless network consists of tandem links only or independent parallel links only; the effective capacity function of the equivalent channel of the wireless network is characterized by α(u); an external arrival process is characterized by its effective bandwidth function α (s) (u); and the logmoment generating function Λ k (u) of each channel k in the network and the log-moment generating function Λ (s) (u) of the external arrival process satisfy Property 1. Denote u * the unique solution of the following equation
The end-to-end delay D(∞) experienced by the traffic traversing the network satisfies
For a proof of Proposition 4, see the Appendix. Note that a single-link network is a special case in Propositions 3 and 4.
V. QOS MEASURES FOR PACKETIZED TRAFFIC
In previous sections, we assumed fluid traffic. In this section, we extend the QoS measures obtained previously for the fluid model to the case with packetized traffic. This is important since in practical situations, the packet size is not negligible (not infinitesimal as in fluid model).
We assume the propagation delay of a wireless link is negligible, and the service at a network node is noncut-through, i.e., no packet is eligible for service until its last bit has arrived. We also assume a wireless network consists of tandem links only or parallel links only. For a network with tandem links only, the number of hops in the network is determined by the number of tandem links in the network; for a network with parallel links only, the number of hops in the network is one. We consider two cases: 1) a constant-bit-rate source with constant packet size, and 2) a variable-bit-rate source with variable packet size. Propositions 5 and 6 give QoS measures for these two cases, respectively.
Proposition 5:
Assume that a wireless network consists of tandem links only or independent parallel links only; the effective capacity function of the equivalent channel of the wireless network is characterized by α(u); the log-moment generating function Λ k (u) of each channel k in the network satisfies Property 1; and the network consists of N hops. Given an external arrival process with constant bit rate µ and constant packet size L c , the end-to-end delay D(∞) experienced by the traffic traversing the network satisfies
For a proof of Proposition 5, see the Appendix. Eq. (22) suggests the following approximation
Proposition 6:
Assume that a wireless network consists of tandem links only or independent parallel links only; the effective capacity function of the equivalent channel of the wireless network is characterized by α(u); the log-moment generating function Λ k (u) of each channel k in the network satisfies Property 1; and the network consists of N hops. Given a traffic flow having maximum packet size L max and constrained by a leaky bucket with bucket size σ (s) and token generating rate λ (s) s , the end-to-end delay D(∞) experienced by the traffic traversing the network satisfies
where
s . For a proof of Proposition 6, see the Appendix. Eq. (22) suggests the following approximation 
VI. QOS MEASURES FOR WIRELESS CHANNELS WITH NON-NEGLIGIBLE PROPAGATION DELAY
In previous sections, we assumed the propagation delay of a wireless link is negligible. In this section, we extend the QoS measures obtained previously to the situation where the propagation delay of a wireless link is not negligible. We consider two cases: 1) a fluid source with a constant rate, and 2) a variable-bit-rate source with variable packet size. Propositions 7 and 8 give QoS measures for these two cases, respectively.
Proposition 7:
Assume that a wireless network consists of tandem links only or independent parallel links only; the effective capacity function of the equivalent channel of the wireless network is characterized by α(u); the log-moment generating function Λ k (u) of each channel k in the network satisfies Property 1; the network consists of N hops; and the i-th hop (i = 1, · · · , N) incurs a constant propagation delay d i . Given a fluid traffic flow with constant rate µ, the end-to-end delay D(∞) experienced by the traffic traversing the network satisfies
For a proof of Proposition 7, see the Appendix. Eq. (26) suggests the following approximation 
s . For a proof of Proposition 8, see the Appendix. Eq. (28) suggests the following approximation
VII. CONCLUDING REMARKS
The design of QoS provisioning mechanisms in wireless networks calls for a simple and effective wireless channel model. In [8] , we proposed and developed such a simple and effective channel model, called effective capacity, for the setting of a single hop, constant-bitrate arrivals, fluid traffic, and wireless channels with negligible propagation delay. In this paper, we employed the effective capacity technique to derive QoS measures for more general situations, i.e., networks with multiple wireless links, variable-bit-rate sources, packetized traffic, and wireless channels with non-negligible propagation delay.
In our future work, the QoS measures developed in this paper will be used to design efficient mechanisms to provide end-to-end QoS guarantees in a multihop wireless network. This will involve developing algorithms for QoS routing, resource reservation, admission control and scheduling.
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APPENDIX

Proof of Proposition 1
Denote Q k (t) the queue length at time t at node k (k = 1, · · · , K), Q(t) the end-to-end queue length at time t, Q(∞) the steady state of the end-to-end queue length, A(t 0 , t) the amount of arrival to node 1 (see Figure 3) over the time interval
t].
We first prove an upper bound. It can be proved [10, page 81] that
whereS(t 0 , t) is defined by (7) . Without loss of generality, we consider the discrete time case only, i.e., t ∈ N, where N is the set of natural numbers. From (30) and Loynes Theorem [6] , we obtain
where (a) since the event
is due to the union bound, and (c) from the Chernoff bound. Since α(u) = −Λ tandem (−u)/u, we have
Hence, for any > 0, there exists a numbert > 0 such that for t ≥t, we have 
where (a) from (33), and (b) from geometric sum. From (31) and (34), we have
where γ is a constant independent of q. Hence, we obtain lim sup
Letting → 0, we have
if µ < α(u). Let θ = µ × u. Then (37) becomes (10).
Next we prove a lower bound. Let q = βt where β > 0. Then, we have
where (a) from Gärtner-Ellis Theorem [1] since Λ tandem (u) satisfies Property 1, and the Legendre-
Since (38) holds for any β > 0, we have lim inf
It can be proved [3] that
Then, applying (40) to (39) leads to
where α(u * ) = µ. Due to the continuity of α(u), we have
Hence, letting u → u * , (36) and (41) result in
Hence, we have
From (7), it is obvious that
Then we have for u > 0,
where (a) from (46). This completes the proof.
Proof of Proposition 2
Denote r k (t) (k = 1, · · · , K) channel capacity of link k at time t. From Figure 4 , it is clear that the network has only one queue and multiple servers, each of which corresponds to a wireless link. Since the total instantaneous channel capacity r(t) = K k=1 r k (t), the effective capacity function for the aggregate parallel links is
where (a) from (4), (b) since {r k (t), k = 1, · · · , K} are independent, and (c) from (9) .
Given the effective capacity α(u), we can prove (13) and (14) with the same technique used in proving (10) and (11). This completes the proof.
Proof of Proposition 3
For the traffic of constant rate λ 
Note that D(∞) is the end-to-end delay experienced by the traffic constrained by a leaky bucket with bucket size σ (s) and token generating rate λ (s)
s . Hence, we have
From ( 
where γ is a constant independent of D max . Then, we have 
where α(θ * /λ (s)
s . Combining (52) and (53), we obtain (16). This completes the proof.
Proof of Proposition 4
The proof is similar to that of Proposition 1.
Denote Q(t) the end-to-end queue length at time t, Q(∞) the steady state of the end-to-end queue length, A(t 0 , t) the amount of external arrival to the network over the time interval [t 0 , t]. From (30), we know
whereS(t 0 , t) is defined by (7) for the tandem links, and is defined byS(t 0 , t) = t 0 K k=1 r k (τ )dτ for independent parallel links.
We first prove an upper bound. Without loss of generality, we consider the discrete time case only, i.e., t ∈ N, where N is the set of natural numbers. From (54) and Loynes Theorem [6] , we obtain Q(∞) = sup 
From the definition of effective capacity in (32), for any /2 > 0, there exists a numbert > 0 such that for t ≥t, we have −uS(0,t) ] ≤ e u(−α(u)+ /2)t , ∀u > 0.
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