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Abstract Large uncertainties exist in estimations of aerosol direct radiative forcing and indirect radiative
forcing, and the values derived fromglobalmodeling differ substantially with satellite-based calculations. Following
the approach of Quaas et al. (2008; hereafter namedQuaas2008), we reassess satellite-based clear- and cloudy-sky
radiative forcings and their seasonal variations by employing updated satellite products from 2004 to 2011 in
combinationwith the anthropogenic aerosol optical depth (AOD) fraction obtained frommodel simulations using
the Goddard Earth Observing System-Chemistry-Advanced ParticleMicrophysics (GEOS-Chem-APM). Our derived
annual mean aerosol clear-sky forcing (0.59 W m2) is lower, while the cloudy-sky forcing (0.34 W m2) is
higher than the corresponding results (0.9 Wm2 and0.2 Wm2, respectively) reported in Quaas2008. Our
study indicates that the derived forcings are sensitive to the anthropogenic AOD fraction and its spatial
distribution but insensitive to the temporal resolution used to obtain the regression coefficients, i.e., monthly or
seasonal based. The forcing efficiency (i.e., the magnitude per anthropogenic AOD) for the clear-sky forcing
based on this study is 19.9Wm2, which is about 5% smaller than Quaas2008’s value of 21.1Wm2. In contrast,
the efficiency for the cloudy-sky forcing of this study (11 W m2) is more than a factor of 2 larger than
Quaas2008’s value of 4.7 W m2. Uncertainties tests indicate that anthropogenic fraction of AOD strongly
affects the computed forcings while using aerosol index instead of AOD from satellite data as aerosol proxy
does not appear to cause any significant differences in regression slopes and derived forcings.
1. Introduction
Atmospheric particles influence climate directly by scattering and absorbing incoming solar radiation and
indirectly by acting as cloud condensation nuclei (CCN) that affect cloud properties (albedo, lifetime, etc.) and
precipitation [Twomey, 1977; Albrecht, 1989]. These aerosol effects lead to an increase in the planetary albedo,
thus contributing a negative climate forcing and cooling the Earth system. There currently exist large
uncertainties in both direct radiative forcing (DRF) and indirect radiative forcing (IRF) of atmospheric aerosols,
which hamper efforts to predict climate sensitivity and future climate change [e.g., Chin et al., 2009]. Based on
the latest assessment report of the Intergovernmental Panel on Climate Change (IPCC) [2013], the total DRFas derived
from models and observations is estimated to be in the range of +0.23 to0.77 W m2 (median 0.27 W m2),
and the IRF is assessed to be 0.55 (1.33 to 0.06) W m2 with a low level of scientific understanding.
Observational-based estimates of DRF and first IRF (FIRF) have been made possible through the advancement of
remote sensing from ground and space [e.g., Holben et al., 1998; Remer et al., 2008]. However, there exist large
differences among the observations-based values, and some of these values differ significantly frommodel-based
values [Bellouin et al., 2005, 2008; Chung et al., 2005; Quaas and Boucher, 2005; Quaas et al., 2006, 2008, 2009; Yu
et al., 2006; Penner et al., 2011, 2012]. For example, themean all-sky aerosol DRF from recent AeroComcomparisons
based on 16 global aerosol models was 0.27±0.15 W m2 [Myhre et al., 2013], much weaker than several
observational-based estimates of 0.65 W m2 (Bellouin et al. [2008]; 1850 as reference) and 0.9±0.4 W m2
(Quaas et al. [2008]; natural aerosols as reference). In contrast to this (i.e., weaker modeled DRF), the modeled
aerosol FIRF, typically in the range of 0.5 to 1.9 W m2 [IPCC, 2007], is much stronger than observational-
based values of 0.2 to 0.6 W m2 [Quaas et al., 2006, 2008; Bellouin et al., 2013]. One of the reasons for the
difference is in the definition of the forcing as present-day minus natural aerosol emissions [Quaas et al., 2008]
and present-day minus 1850 (“preindustrial”) aerosols [Bellouin et al., 2008, 2013; Carslaw et al., 2013].
The significant differences in observational- and model-based aerosol DRF and FIRF have to be reconciled.
Myhre [2009] showed that estimates of DRF must rely on global aerosol model estimates, but consistency
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between models and observational-based methods needs to be reached by accounting for anthropogenic
changes in the aerosol optical properties in the latter method. Based on derivation from a climatemodel, Penner
et al. [2011] argued that satellite methods may have significantly underestimated the aerosol FIRF, with lower
sensitivities of droplet number concentrations when considering aerosol optical depth compared to aerosol
index (aerosol optical depth times Angstrom exponent) as aerosol quantity. However, Quaas et al. [2011]
pointed out some weaknesses in the methodology used by Penner et al. [2011]. Apparently, further research is
needed to reduce the uncertainties in both model- and observational-based estimates of aerosol radiative
forcings and to reconcile the differences.
Most studies that address the aerosol indirect forcing using satellite observations [Kaufman and Fraser, 1997;
Sekiguchi et al., 2003; Matsui and Pielke, 2006] rely on the combinations of satellite retrievals of cloud
microphysical parameters and radiative transfer modeling, and most of them only apply to a particular
region. Quaas et al. [2008] derived the anthropogenic aerosol forcing based on satellite retrievals of cloud
and aerosol properties without the use of a radiative transfer model. They estimated the anthropogenic
forcing of0.9 ± 0.4 W m2 for the aerosol direct effect and of0.2 ± 0.1 W m2 for the cloud albedo effect.
The satellite data they used, including cloud products from the Clouds and the Earth’s Radiant Energy
System (CERES) [Wielicki et al., 1996; Loeb, 2004; Loeb et al., 2005, 2007] Single Scanner Footprint (SSF) and
aerosol optical depth (AOD) retrieved by the Moderate Resolution Imaging Spectroradiometer (MODIS)
[Remer et al., 2005, 2008], have been updated since the paper was published; e.g., the new version of
SSF includes updated CERES calibration and surface flux models. In addition, a longer time period of
observations (over 10 years) is now available since the launch of the satellite in 2002, which makes it
possible to investigate the interannual variation of the aerosol forcing, also extending the assessment by
Jones et al. [2009]. Therefore, it is useful to reassess the estimated aerosol forcing by using the updated
cloud and aerosol products. The main objective of this study is to quantify aerosol DRF and FIRF based on
the updated satellite data. This study differs from previous studies [Quaas et al., 2008] by utilizing updated
longer periods of satellite data, employing an anthropogenic fraction different from that in the previous
study, and investigating both the seasonal and interannual variability of aerosol forcing besides the annual
mean results.
This paper is organized as follows. In section 2, descriptions of cloud and aerosol data sets from CERES and
MODIS satellite products are presented. The methods we employed to derive the clear- and cloudy-sky
forcings, referred to here as DRF and FIRF for simplicity, based on satellite observations, are briefly described
in section 3. The computed forcings and their seasonal variability along with the uncertainties of the results
are discussed in section 4. Section 5 is the summary.
2. Satellite Data and GEOS-Chem-APM Model
We employ the cloud product from the CERES SSF Edition 3A data set at approximately 20 km resolution and
aerosol AOD product from the MODIS daily (MOD08_D3) collection5 data set at 1° × 1° resolution. Both
instruments are on board NASA’s Terra platform, with the local equatorial crossing time at roughly 10:30 A.M.
The time period covered is from February 2002 to December 2012, but we only use the data 2004 to 2011 in
order to match the GEOS-Chem-APM simulations.
2.1. CERES SSF
The CERES instrument provides radiometric measurements of the Earth’s atmosphere from three broadband
channels: a shortwave channel (0.3–5μm), a total channel (0.3–200μm), and an infrared window channel
(8–12μm). The Single Scanner Footprint Top of Atmosphere (TOA)/Surface Fluxes and Clouds (SSF) product is
produced from the cloud identification, convolution, inversion, and surface processing for CERES. Each SSF
contains footprints, or CERES fields of view (FOV), from each hour and a single CERES scanner mounted on
one satellite. Table 1 lists the parameters that are required either for regression analysis and/or the
calculations of radiative forcing. The array for surface type is a list of the eight most prominent surface types
within the CERES FOV, which are ordered on area coverage with the largest being first. Cloud coverage is
categorized into four classes: clear, lower cloud only, upper cloud only, and upper over lower cloud. Cloud
optical depth, liquid water path, cloud particle radius, and cloud phase are provided for the cloud layer. In our
regression analysis, only cases with a single-layer cloud are taken into account.
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2.2. MODIS AOD and Angstrom Exponent
The MODIS measures TOA radiances at 36 wavelengths from 0.41 to 14μm. A 2330 km viewing swath
provides near-global coverage every day. There are two MODIS sensors [King et al., 2003] observing the
Earth from polar orbits aboard NASA’s Terra (since February 2000) and Aqua (since June 2002) satellites. We
use the retrieved AOD products from Terra in this study. The MODIS AOD data [Kaufman and Fraser, 1997;
Remer et al., 2005; Levy et al., 2007] are taken from the daily mean level-3 products from Terra (MOD08_D3)
collection5 data set at 1° × 1° resolution. Angstrom exponent, which is employed to compute aerosol index
(AI), is also obtained from the daily MOD08_D3 product.
2.3. GEOS-Chem-APM
The GEOS-Chem-APM [Yu and Luo, 2009] is an advanced multitype, multicomponent, size-resolved
microphysics model coupled to a global 3-D model of atmospheric chemical model GEOS-Chem. The basic
microphysical processes in the model include nucleation, condensation/evaporation, coagulation,
thermodynamic equilibrium with local humidity, and dry and wet deposition. It is driven by assimilated
meteorological observations from the Goddard Earth Observing System (GEOS) of the NASA Global Modeling
Assimilation Office [e.g., Bey et al., 2001] and contains a number of state-of-the-art modules treating various
chemical and aerosol species with up-to-date emission inventories [e.g., Guenther et al., 2006; Bond et al.,
2007]. Prognostic aerosol compositions include secondary particles (containing sulfate, ammonia, nitrate and
secondary organic aerosols (SOAs)), and black carbon (BC), primary organic carbon (OC), sea salt, and mineral
dust. The contributions of nitrate, ammonium, and SOAs to secondary particle growth are considered.
Anthropogenic AOD, which is used later for computations of radiative forcing, is obtained by conducting two
model simulations with one for present-day and the other preindustrial aerosol particle and aerosol precursor
gas emissions. The difference of AOD between two simulations is defined here as anthropogenic AOD.
Emissions for present day include both natural (mineral dust, sea salt, dimethyl sulfide, volcanic eruptions, and
outgassing) and anthropogenic emissions (fossil fuel) and biomass burning and biofuel emissions, while the
emissions for preindustrial includes natural and 30% biomass burning and biofuel emissions for BC and OC.
Sulfur emissions are based on the Emissions Database for Global Atmospheric Research (EDGAR) inventory
[Olivier et al., 2001], while the emissions over the United States, Canada, Mexico, Europe, and East Asia are
replaced by the Environmental Protection Agency (NEI05) inventory, the Criteria Air Contaminants emissions
density maps, the Big Bend Regional Aerosol and Visibility Observational Study emissions inventory [Mark et al.,
2003], the European Monitoring and Evaluation Program inventory, and the Transport and Chemical Evolution
over the Pacific inventory [Streets et al., 2003], respectively. Carbonaceous aerosol emissions mainly result
from fossil fuel and biofuel combustion and biomass burning. Anthropogenic carbonaceous emissions are
based on Bond et al.’s [2004] fossil fuel and biofuel inventories, while biomass burning emission is based on
Global Fire Emissions Database Version 2 monthly open fire inventory [van der Werf et al., 2006].
Table 1. The Parameters in the CERES SSF Product Used in This Study [Geier et al., 2003] to Compute Aerosol Direct
Forcing (DRF) and First Indirect Forcing (FIRF)
Parameters Names in SSF Product
Latitude Colatitude of subsatellite point at surface at hour start
Longitude Longitude of subsatellite point at surface at hour start
Number of footprints Number of footprints in SSF product
Time Time of observation
Solar zenith angle CERES solar zenith at surface
Surface type Surface-type index
Surface-type percent coverage Surface-type percent coverage
SW TOA flux CERES SW TOA flux–upward
Cloud covera Clear area percent coverage at subpixel resolution (Cclr)
Cloud layer Clear/layer/overlap condition percent coverage
Cloud optical depth Mean visible optical depth for cloud layer (τc)
Cloud liquid water path Mean liquid water path for cloud layer (L)
Cloud particle radius Mean water particle radius for cloud layer (re)
Cloud phase Mean cloud particle phase for cloud layer
aCloud cover is computed as follows: f100 × (1  Cclr).
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3. Methods
The cloud quantities, radiation flux, and aerosol properties such as cloud optical depth (τc), liquid water path (L),
cloud fraction (f ), cloud droplet effective radius (re), incoming solar radiation (S), and aerosol optical depth (τ)
can be directly obtained from either CERES SSF or MODIS data. Cloud droplet number concentration (N) is a key
parameter to derive the fitting parameters, which is not provided by satellite products. N can be empirically
computed from cloud optical depth τc and effective radius re for liquid water clouds assuming adiabaticity
[Brenguier et al., 2000; Schüller et al., 2005; Boers et al., 2006; Quaas et al., 2006; Bennartz, 2007]:
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(1)
where Cw is the moist adiabatic condense coefficient and can be considered constant over a short altitude
range [Brenguier, 1991]. Its value depends slightly on the temperature of the cloud layer, ranging from 1 to
2.5 × 103 gm4 for a temperature between 0°C and 40°C. The coefficient k is the ratio between the volume
mean radius and effective radius and varies between 0.5 and 1 [Brenguier et al., 2000]; ρw is cloud water
density. We use γ= 1.37105m0.5 in this study [Quaas et al., 2006]. Loeb’s [2004] study showed that the
planetary albedo can be well described by a sigmoidal fit as
α ≈ 1 fð Þ a1 þ a2 lnτ þ f a3 þ a4 f τcð Þa5½ a6

(2)
where a1–a6 are fitting parameters obtained by a multilinear regression (see Appendix A for details). In this
study, the effect of aerosol absorption of sunlight is not examined. We especially cannot take into account
the effect absorbing aerosols exert when located above clouds [e.g., Haywood and Shine, 1997], although
estimates suggest that this effect can be substantial at least regionally [e.g., Peters et al., 2011]. As such, we
distinguish the gross effect in clear- and cloudy-sky regions defined here as DRF and FIRF, respectively.
The DRF and FIRF can then be calculated as
DRF ¼ a2 1 fð Þ ln ττ  τant Sr (3)
FIRF ¼ f liq A f ; τcð Þ 13 
d lnN
d lnτ
ln
τ
τ  τant Ś (4)
where τant is anthropogenic AOD; A is a function of f, τc; S and Ś are the instantaneous incoming solar radiation
at the time of the satellite overpass and daily mean incoming solar radiation, respectively; and r is the ratio of
the daily mean to instantaneous forcing. The detailed approach used in this study to derive the aerosol
forcing directly from satellite data is summarized in Appendix A.
4. Results
4.1. Regression Analysis
As stated in section 3, the calculated aerosol indirect forcing in this study is dependent on the fitting
parameters a1–a6 which are obtained by a multilinear regression between cloud quantities and AOD. The
regression coefficients vary with time over the different locations, so we conducted themultilinear regression
separately for 14 regions (Figure 1) and for eachmonth. The criteria to exclude the data which are not suitable
for regression are as follows: bright surfaces including desert, snow, and ice and high latitudes (poleward of
60°), where satellite retrievals may not be reliable; thin clouds (LWP< 20 g m2) as both AOD retrieval over
clear conditions and cloud retrievals are not reliable in such cases; multilayered clouds since the cloud
property retrievals may have large biases; and ice clouds as only liquid water clouds are considered in
the study.
The cloud droplet number concentration N, which is not provided by CERES SSF products, is empirically
computed from satellite retrievals of τc and re using equation (1). Annual mean N given in Figure 2 shows that
the spatial distribution is consistent with and the magnitude is comparable to the global assessment by
Bennartz [2007]. The scatterplots in Figure 3 show the relationship between logarithm of CDNC (N) and AOD
(τ), i.e., (ln N/ln τ) in the regions over ocean and land. The slopes in the regions over ocean (Figure 3a) are
overall higher than those regions over land (Figure 3b), implying a stronger response of N to the specific
change of AOD over ocean. According to equation (4), the computed forcing by the cloud albedo effect (FIRF)
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is linearly correlated with the regression slopes; thus, FIRF would be relatively higher over ocean than over
land for the same change of AOD. The seasonal mean slopes of the linear regression over 14 regions (eight
over ocean, six over land) shown in Figure 4 indicates that seasonal variations of slopes are quite different in
various regions, with some regions showing higher sensitivities in June-July-August (JJA) (TAO, SAO, and SIO)
and some regions in December-January-February (DJF) (NAO, TIO, and SPO) or September-October-
November (SON) (NPO and TPO). Overall, the maximum occurs in TPO and TAO and minimum in NPO and
TIO. The slopes over land are generally smaller than 0.2, which is significantly lower than the slopes over
ocean (spanning from 0.26 to 0.59). There is a minor negative slope found in DJF over OCE, possibly because
the bias of satellite data blurs the weak aerosol signals.
The fitting parameters a1–a6 over the different regions are listed in Table 2 (a5 is set as 1). These parameters
vary with months since we conducted the linear regression for each month, but only the annual mean
parameters are shown here. The parameter a2, which linearly correlated with the computed DRF, is overall
larger in the regions over land (NAM and EUR except ASI) in the Northern Hemisphere (NH) and ocean
adjacent to these continents (NPO, NAO, TIO, and SPO) but lower in other regions. It is noted that there is a
negative a2 in AFR and SIO, which
induces a positive DRF, possibly because
more absorbing aerosols exist in the
region or aerosol loading is relatively
low and thus the statistical signal is not
strong enough. It should be mentioned
that a2 over the Southern Hemisphere is
normally small. The negative a2 is also
possibly caused by the bias of satellite
data. The parameters a1, a3, a4, and a6
are nonlinearly associated with the
computed FIRF. It is seen that a1 values
are generally higher over land than
ocean, e.g., 0.190, 0.197, 0.172, 0.1154,
0.166, and 0.152 in NAM, EUR, ASI, AFR,
SAM, and OCE, respectively, but ranges
from 0.089 to 0.126 in the regions over
ocean. In contrast to a1, a6 does not
Figure 2. The annual mean cloud droplet number concentration (CDNC,
in cm3) computed from CERES SSF data.
Figure 1. Locations of the 14 regions. Regions 1, 2 17, and 18 are beyond of our study areas (60°S–60°N). Regions 3 to 16 are
listed as below: 3. NPO: North Pacific Ocean; 4. NAM: North America; 5: NAO: North Atlantic Ocean; 6. EUR: Europe; 7: ASI: Asia;
8: TPO: Tropical Pacific Ocean; 9. TAO: Tropical Atlantic Ocean; 10: AFR: Africa; 11. TIO: Tropical Indian Ocean; 12. SPO: South
Pacific Ocean; 13. SAM: South America; 14. SAO: South Atlantic Ocean; 15. SIO: South Indian Ocean; and 16. OCE: Australia.
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Figure 3. (a) Scatterplots of ln AOD (x axis) versus ln N (y axis, N in cm3) for the regions over ocean. The color bar at the bottom shows the logarithm probability
density. Please note that x axis gives ln(AOD) not Log10(AOD). So3.0 in x axis corresponds to AOD of exp(3.0) = 0.05. Same for y axis which gives ln Nwhere N is in
cm3. (b) Same as Figure 3a but for the regions over land.
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show any significant difference between the regions over land and ocean, with the magnitude ranging from
0.194 to 0.397. The parameters a3 and a4 are a few orders smaller than other parameters. All these parameters
work together to define the computed aerosol forcing.
The CERES SSF swath cloud properties data (24h per day) and daily mean 1°×1° grid box aerosol AOD data are
used for the regression analysis assuming that clear-sky aerosols can be representative of the aerosol
concentration at the base of neighboring clouds. The anthropogenic AOD is calculated as the total AOD from
MODIS multiplying by anthropogenic AOD fraction simulated from global model simulations (GEOS-Chem-APM
[Yu and Luo, 2009]). For this purpose, daily mean AOD from two simulations, with one for present day and the
other preindustrial, are saved. It is known that most global models save the monthly mean fields as standard
output (e.g., GEOS-Chem-APM and so on), so we also conducted the linear regression by using the monthly
mean anthropogenic fraction and found that the fitting parameters only have minor changes. This implies that
the choice of the temporal resolution does not have a significant impact on the computed aerosol forcing.
4.2. DRF and FIRF
As stated in equations (3) and (4), knowledge about the anthropogenic AOD is necessary in order to compute
the direct and indirect forcings caused by anthropogenic aerosols. Total AOD in clear-sky conditions can be
obtained by satellite retrievals (e.g., MODIS and MISR), but it is difficult to obtain the anthropogenic AOD
since satellite measurements do not distinguish the AOD induced by anthropogenic from natural aerosols.
Although there are several attempts to directly derive anthropogenic AOD from satellite-derived aerosol fine-
mode fraction, aerosol absorption index, etc. [e.g., Bellouin et al., 2005, 2008], large uncertainties remain on
the satellite-derived anthropogenic AOD due to the bias of satellite retrievals and assumptions on aerosol
types. Global models, however, could obtain the anthropogenic AOD in global scale given both natural and
anthropogenic aerosol and precursor emissions. Figure 5 shows the GEOS-Chem-APM simulated seasonal
mean anthropogenic AOD fraction, i.e., anthropogenic AOD divided by total AOD, for DJF, March-April-May
(MAM), JJA, and SON. Most of anthropogenic aerosols concentrate on the industrial regions including East
Figure 4. Seasonal slopes of the linear regression ln N versus ln τ for the regions over (a) ocean and (b) land.
Table 2. The Fitting Parameters a1–a4 and a6 Obtained From the Linear Regression
a1 a2 a3 a4 a6
NPO 0.125 0.0138 0.00163 0.0052 0.337
NAM 0.190 0.0108 0.00351 0.0023 0.240
NAO 0.124 0.0104 0.00101 0.0052 0.325
EUR 0.197 0.0103 0.04077 0.0025 0.275
ASI 0.172 0.0035 0.00472 0.0026 0.251
TPO 0.114 0.0080 0.00017 0.0064 0.405
TAO 0.119 0.0075 0.00027 0.0071 0.423
AFR 0.154 0.0006 0.01414 0.0040 0.324
TIO 0.126 0.0099 0.00016 0.0069 0.425
SPO 0.109 0.0035 0.00013 0.0062 0.342
SAM 0.166 0.0034 0.00328 0.0026 0.258
SAO 0.101 0.0015 0.00024 0.0057 0.333
SIO 0.089 0.0012 0.00028 0.0053 0.324
OCE 0.152 0.0012 0.01503 0.0048 0.353
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Asia, Europe, and North America in the NH for all seasons due to fossil fuel emissions. The fractions over these
regions are relatively high in DJF and SON compared to MAM and JJA due to a combination of emissions
and aerosol processes. The anthropogenic fraction in the Southern Hemisphere (SH), specifically in South
America and South Africa, becomes larger in JJA and SON than in DJF and MAM due to biomass burning. For
calculations of FIRF, anthropogenic AOD is computed by multiplying anthropogenic fraction from
GEOS-Chem-APM simulations with total AOD from MODIS products.
Figure 6 shows the spatial distributions of the annual mean DRF and FIRF. For DRF, as stated in equation (3), a
ratio is required to convert the instantaneous direct forcing to dailymean forcing since we computed the DRFat
the time of the satellite overpass only. In this study we obtain the ratio by conducting the GEOS-Chem-APM
simulations and calculate the ratios of direct forcing at the different solar zenith angle to the daily mean forcing.
The annual mean values of DRF and FIRF between 60°S and 60°N are 0.59 W m2 and 0.34 W m2,
respectively, while the corresponding values are0.48 Wm2 and0.33 Wm2 from ocean only. The DRF are
negative over most of the regions, with the largest DRF over the major industrial areas and their downwind in
the NHwhile DRF is generally small in the SH, which is consistent with the spatial distributions of anthropogenic
fraction. It is noticed that there exists positive DRF over South Africa, South Atlantic, and South Indian Ocean,
which is caused by a positive parameter a2 in equation (3) and possibly associated with strong absorbing
biomass burning and/or bias of satellite data blurring the weak aerosol signal. Different from DRF, the spatial
distribution of FIRF is overall small over land but higher over ocean, specifically downwind of industrial areas,
and West Coast of South America and South Africa, corresponding to the significant cloud cover regions. It
Figure 5. Seasonal averaged anthropogenic fraction of AOD from the GEOS-Chem-APM simulations.
Figure 6. Annual mean direct radiative forcing (DRF) and first indirect forcing (FIRF) derived from satellite observations.
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appears that oceanic clouds are more susceptible to aerosol perturbations. Probable reasons include that
updrafts are less vigorous andmore homogeneous, aerosols aremore suitable to serve as CCN on average, total
CCN concentrations are lower, and also that clouds are lower so AOD is a better proxy for CCN over ocean than
over continents. In situ aircraft observations of continental and marine clouds show that the slopes of CDNC
versus aerosol number concentrations decrease as aerosol concentrations increase [Ramanathan et al., 2001].
The previous study byQuaas et al. [2008] estimated an anthropogenic radiative forcing of0.9 Wm2 for the
direct effect, which is higher than in our study (0.59 Wm2), and of0.2 W m2 for the first indirect effect,
which is lower than our estimation (0.34 W m2). The forcing efficiencies, i.e., the values of forcing divided
by anthropogenic AOD, from the previous study [Quaas et al., 2008] are 21.1 and 4.7 W m2 for DRF and
FIRF, which are about 5% larger than our results for DRF (19.9 Wm2) andmore than a factor of 2 smaller than
our results for FIRF (11 W m2). In this study we employ the latest CERES SSF cloud data (Edition 3A) and
MODIS AOD data (Collection 5), which are the updated products with the improvement of satellite retrievals
and thus may cause some difference on the fitting parameters and computed forcing. In addition,
anthropogenic fraction in this study is different from that used in Quaas et al. [2008]. Although the global
mean magnitude does not exhibit a significant difference, the spatial distributions are quite different.
Anthropogenic fraction in this study is much higher over the NH compared to that used in Quaas et al. [2008]
but much lower over the SH. Large differences of anthropogenic fraction in spatial distribution could cause
significant difference of the resulting forcing.
4.3. Seasonal Variability
The seasonal variability of DRF is shown in Figure 7 for DJF (a), MAM (b), JJA (c), and SON (d), respectively. It is
seen that the strongest DRF locates over the land in the NH, e.g., India, East Asia, North America, and Europe,
for all seasons, indicating the significant aerosol emission and anthropogenic concentrations over these
regions. The secondary high DRF are found in South America, where the biomass burning contributes most of
the total AOD. The DRFs over ocean in the SH are basically lower than0.1 Wm2, consistent with the rather
low anthropogenic AOD fraction shown in Figure 5. It is noticed that large DRF are mainly found over land
in DJF and SON; however, much higher DRF are also found over ocean in MAM and JJA compared with DJF
and SON, especially over regions downwind of the major industrial regions in the NH. Strong transport in
MAM and JJA compared with other two seasons induce a much higher aerosol mass and AOD (as shown in
Figure 5) over the downwind regions and thus cause the stronger DRF. It is also noted that there are positive
Figure 7. Seasonal averaged aerosol direct radiative forcing (DRF) (Wm2).
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DRFs over South Africa in JJA and SON, possibly associated with biomass burning. Some minor positive DRFs
are found over some regions in the Southern Ocean.
Figure 8 shows the spatial distribution of the computed FIRF in DJF, MAM, JJA, and SON. The maximum
forcing is found over downwind of industrial pollution in the NH and off the West Coast of South America and
South Africa, instead of the regions over land with high anthropogenic emissions. The distribution of FIRF
indicates that maritime clouds are more susceptible to changes in aerosol concentrations, as shown in
Figure 3. The d lnNd lnτ is overall lower over land than over ocean for all seasons. The global mean FIRF is weaker in
DJF (0.27 W m2) than in MAM (0.32 W m2), JJA (0.38Wm2), and SON (0.42 W m2) mainly due
to the weak forcing over NPO and NAO and/or weak forcing over West Coast of South Africa and vast regions
in the Southern Ocean.
4.4. Uncertainties and Discussion
4.4.1. Regression Coefficients
The computed DRF and FIRF in this study are closely associated with the regression coefficients as described
in section 3; specifically, DRF is dependent on the regression coefficient a2 (equation (3)), while FIRF is
determined by the combination of a1 and a3–a6 (equation (4)). As mentioned earlier, the regression
coefficients employed in the study are obtained for the month-based regression; i.e., the coefficients are
different for each month. In order to investigate the sensitivity of DRF and FIRF to the time resolution of
regression coefficients, we conduct the regression analysis for seasonal-based and the computed forcings
based on 1 year calculation (2004) that are shown in Figure 9 (bottom) together with the results from the
monthly based regression in Figure 9 (top) for the same year. Slight differences in both DRF and FIRF are seen
by using either monthly regression or seasonal-based coefficients (the differences in DRF and FIRF are lower
than 10%). Spatial distributions are also quite similar. Therefore, applying the regression coefficients from
different temporal averaging does not cause significant differences to the resulted DRF or FIRF. Grandey and
Stier [2010] argued that the choice of regions over which the regression is performed may also impact the
estimated forcing since the regression over large regions may introduce spurious relationships between
aerosol and cloud properties due to spatial variations in aerosol type, cloud regime, and synoptic regime
climatologies. It is possible to conduct the regression at the small spatial scales, but limited data sets may
cause a regression analysis failure, and thus, fitting parameters could not be obtained with statistical
reliability. It would be useful to explore this issue in the future.
Figure 8. Seasonal averaged aerosol first indirect radiative forcing (FIRF) (Wm2).
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The slopes of the linear regression ln N versus ln AOD are also critical to determine the estimated FIRF as
shown in equation (4). Cloud droplet number concentration (N) in this study is computed from cloud optical
depth (τc) and effective radius (re) following an empirical function (equation (1)). We conduct a couple of tests
by applying different choices for the parameter γ to examine how the cloud droplet number concentration N,
the slopes, and thus computed FIRF are sensitive to the parameter. The sensitivity tests indicate that the
change of the estimated FIRF is less than 10% when the computed N varies ~40%, so the derived slopes and
FIRF is not sensitive to this parameter.
4.4.2. Anthropogenic Fraction
The anthropogenic AOD, i.e., τant in equations (3) and (4), or anthropogenic fraction, is a critical variable to
determine the DRF and FIRF. The anthropogenic fraction in this study is taken from the simulations of
GEOS-Chem-APM and thenmultiplied by the total AOD fromMODIS to obtain the anthropogenic AOD. This is
the only variable not directly derived from satellite observations in this study. A recent study by Myhre et al.
[2013] compared themodel-simulated DRF from 16 global climatemodels or chemistry transport models and
gave a range from 0.58 to 0.02 W m2, while the global mean anthropogenic fractions range from 0.123
to 0.345 with the mean value of 0.239. The value from the GEOS-Chem-APM is 0.231 [Ma et al., 2012] which is
quite close to the multimodel-mean value. It would be ideal to employ an observational-based AOD from
the anthropogenic sources, but it is difficult at this moment. The combination of the satellite observations
and the model simulations is a compromise. Bellouin et al. [2005] attempted to derive anthropogenic AOD
from the satellite-retrieved aerosol fine-mode fraction, aerosol absorption index, and surface wind speed
over oceans and combined with the model-estimated anthropogenic fractions over land using the AeroCom
global aerosol model ensemble. Kinne et al. [2013] derived a fine-mode anthropogenic fraction using
the MAC-v1 data set. Comparisons of annual mean anthropogenic fraction in 2004 between the GEOS-
Chem-APM (APM), Bellouin et al. [2005] (BL05), and Kinne et al. [2013] (KI13) are shown in Figure 10. It is seen
that the large fractions are found over East Asia, Europe, North America, and South America and South Africa
from both APM, BL05, and KI13 (Figures 10a–10c). Global (60°S–60°N) mean fraction from KI13 (0.242)
and BL05 (0.278) is 16 and 30% higher than APM (0.209), with the much higher magnitudes over the SH and
lower over the NH for KI13 and BL05 (Figure 10d). We compute the DRF and FIRF using the monthly fitting
coefficients following the method described in section 3 but replacing the anthropogenic fraction by
the results from Bellouin et al. [2005] and Kinne et al. [2013]. The DRF and FIRF (in Figure 11) are stronger
(0.83 and 0.78 W m2 from BL05, and 0.59 and 0.53 W m2 from KI13) than the forcing computed
from APM anthropogenic fractions (0.52 and 0.37 W m2 in Figure 9 (top)) due to overall higher
Figure 9. Annual mean DRF and FIRF (Wm2) derived from the regression coefficients in (top) month or (bottom) season.
Journal of Geophysical Research: Atmospheres 10.1002/2014JD021670
MA ET AL. ©2014. American Geophysical Union. All Rights Reserved. 10,404
anthropogenic AOD fractions from BL05 and KI13. It is noted that the largest differences are mainly located
over ocean in the SH, corresponding to the significant differences of anthropogenic fraction there, as shown
in Figure 10d.
4.4.3. Regression Between N and AI
Penner et al. [2011] criticized that use of AOD would underestimate the FIRF, and they argued that aerosol
index (AI), i.e., AOD times Angstrom exponent, will result in a much higher estimated forcing. They employed
the monthly mean model-simulated cloud and aerosol properties to perform the regression, which may not
be appropriate since the time-averaged (i.e., monthly mean) quantities possibly obscure the real relationship
Figure 11. Annual mean DRF and FIRF (Wm2) derived from the anthropogenic fraction from (top) Bellouin et al. [2005]
and (bottom) Kinne et al. [2013].
Figure 10. Annual mean anthropogenic fraction of AOD from the (a) GEOS-Chem-APM simulations, (b) Bellouin et al. [2005],
(c) Kinne et al. [2013], (d) and zonal averaged magnitude.
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between aerosol and cloud due to their highly temporal variability. We investigated the effect of using AI
as aerosol proxy on the values of fitting parameters and FIRF. AI is computed as AOD times Angstrom
exponent, both of which are provided by MODIS Level-3 data sets. Comparing Figure 12 with Figure 4, we can
see that the slopes obtained from ln N versus ln (AI) do not exhibit significant differences with those from ln
N versus ln (AOD) (Figure 4); thus, the FIRF changes slightly (~0.01Wm2).
In addition, satellite retrievals of cloud properties, AOD, and radiation flux are also subject to uncertainties,
which may cause the uncertainties of satellite-based values of DRF and FIRF. From comparisons with
surface measurements, the uncertainty in cloud optical depth is 21% [Minnis et al., 2004]. From satellite
intercomparisons, the uncertainty in radiative flux retrievals by CERES is estimated as 5% [Loeb, 2004]. The
uncertainty in AOD is 10% over land and 5% over ocean [Remer et al., 2008]. The uncertainties induced by
satellite products are expected to be reduced once more accurate retrieval products are available.
5. Summary
In this study, we employ the updated CERES SSF edition 3A cloud swath data and MODIS Level-3 daily 1° × 1°
gridded AOD data, as well as the anthropogenic aerosol fraction simulated from the GEOS-Chem-APM, to
estimate the aerosol clear- and cloudy-sky forcings. We computed the global mean forcing as 0.59 W m2
(clear-sky forcing) and0.34Wm2 (cloudy-sky forcing) and corresponding forcing efficiency (per unit AOD),
based onmultiyear average from 2004 to 2011. Compared to the results from the previous study [Quaas et al.,
2008], the forcing efficiency of 19.9 W m2 for clear sky is about 5% smaller and 11 W m2 for cloudy sky
more than a factor of 2 larger, though similar approaches for linear regression and derivations of aerosol
forcing are employed. Possible reasons could be attributed to the updated satellite data that we used, as well
as the different anthropogenic fraction of AOD, especially their large bias in spatial distributions.
Uncertainties analysis indicates that the estimated forcing is sensitive to the anthropogenic AOD fraction. The
computed clear- and cloudy-sky forcings would be higher if we replace anthropogenic fraction from the
GEOS-Chem-APM simulations by Bellouin et al. [2005] and Kinne et al. [2013], i.e., clear- and cloudy-sky
forcings as of 0.84Wm2 and 0.76Wm2 for the former and 0.59Wm2 and 0.53Wm2 for the
latter relative to 0.52Wm2 (clear sky) and 0.37Wm2 (cloudy sky) based on GEOS-Chem-APM in the
consistent year. It is concluded that anthropogenic AOD fraction, especially its spatial distribution, may cause
significant differences on the estimated aerosol forcings. Our analysis also shows that using either monthly or
seasonal sampling to compute the fitting parameters or using aerosol index instead of AOD as aerosol proxy
does not cause any significant changes in the estimated values of clear- and cloudy-sky forcings.
It should be noted that the effect of absorbing aerosol above clouds is not included in this method as it is
difficult to quantify this issue currently. Previous studies [de Graaf et al., 2012] quantified the aerosol
absorption by aerosol above clouds using passive satellite spectrometry from UV to the shortwave infrared
and found that the absorption can be significant locally. Further study is needed in the future to come up
with a way quantifying the forcing. A previous study by Grandey and Stier [2010] found that the area over
which the fitting regression is performed may cause some differences in estimates of aerosol forcing. Thus, it
would be necessary for further study to conduct the fitting regression in a smaller area for the improvement
of the estimates. In addition, as this work is limited to the study regions within 60°N and 60°S due to
unavailable and/or unreliable satellite retrievals over high-latitude regions, so the effect of not including
Figure 12. Same as Figure 4 but for the regression results of ln N versus ln AI.
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regions outside of 60°N and 60°S may also bias the global mean magnitude. For completeness, it should be
mentioned that two other critics on the regression approach, the lack of information about vertical
coincidence of aerosol and clouds when applying AOD [e.g., Costantino and Bréon, 2013] and the question
whether it would not be more appropriate to choose individual cloud regimes rather than regions [e.g.,
Gryspeerdt and Stier, 2012], have not been addressed in this uncertainty analysis, nor did this study address
semidirect or second indirect effects, or effects of aerosols on ice and mixed-phase clouds.
Appendix A: Approach to Compute Aerosol DRF and FIRF
The albedo of the Earth depends on the albedo of its surface, atmospheric transmittance, and reflectance in
cloud-free sky, cloud cover, and cloud properties. The planetary albedo, α, of a given scene may be described
by contributions from the cloudy and clear parts of the scene [Quaas et al., 2008]:
α ¼ fαcld þ 1 fð Þαclr (A1)
where ƒ is the cloud cover and αcld and αclr are the planetary albedos in the cloudy parts and the clear part of
the scene, respectively.
The previous study by Loeb [2004] showed that the albedo of a cloud scene can be very well described by a
sigmoidal fit. We adopted this approach to fit an empirical expression for the planetary albedo in terms of the
aerosol and cloud properties; thus, equation (1) is rewritten as
α ≈ 1 fð Þ a1 þ a2 lnτð Þ þ f a3 þ a4 f τcð Þa5½ a6 (A2)
where a1–a6 are fitting parameters obtained by a multilinear regression. The two terms on the right-hand
side of this expression describe the planetary albedo in the clear and cloudy parts of the scene, respectively.
We are interested only in the effect of aerosols on liquid water clouds in this study, so the contribution of ice
clouds to the planetary albedo is not included here.
A prerequisite to estimating the influence of aerosols on planetary albedo via indirect effects is to assess
further the influence of aerosol concentration on cloud properties. For this purpose, we take the derivative of
equation (2) with respect to ln τ, i.e.,
dα
d lnτ
¼ d
d lnτ
1 fð Þ a1 þ þ a2 lnτð Þ½  þ dd lnτ f liq a3 þ a4 f τcð Þ
a5½ a6  (A3)
Since d fd lnτ ¼ f d lnfd lnτ and d f liqd lnτ ¼ f liq d lnf liqd lnτ , equation (3) can be rewritten as
dα
d lnτ
¼ 1 fð Þa2 þ α a1 þ a2 ln τð Þð Þ d ln fd lnτ
þf liqA f ; τcð Þ d ln fd lnτ þ
5
6
d lnL
d lnτ
þ 1
3
d lnN
d lnτ
  (A4)
where A(f, τc) is given in Quaas et al. [2008]; the cloud optical depth τc has been expanded in its contributions
by liquid water path (L) and cloud droplet number concentration (N).
The shortwave radiative forcing due to anthropogenic aerosols can then be expressed as
RF ¼ Δα  Ś (A5)
where Ś denotes the daily mean incoming solar radiation and the change in planetary albedo due to
anthropogenic aerosols, Δα, can be computed as
Δα ¼ d α
d lnτ
ln
τ
τ  τant (A6)
By replacing d αd lnτ in equation (4), we can now distinguish the anthropogenic aerosol forcing into direct and
indirect effects. The direct forcing can be calculated as
DRF ¼ a2 1 fð Þ ln ττ  τant Sr (A7)
where S is the instantaneous incoming solar radiation at the time of the satellite overpass and r is the ratio of
the daily mean to instantaneous forcing.
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The first indirect forcing, i.e., forcing by cloud albedo effect can be calculated as
FIRF ¼ f liq  A f ; τcð Þ 13 
d lnN
d lnτ
ln
τ
τ  τant Ś (A8)
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