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Abstract
In this paper we construct a family of circle-like continua, each admitting a finest monotone map
onto S1 such that there exists a subset of point inverses which is homeomorphic to the Cantor set
cross an interval. We then show how to realize some members of this family as the boundaries ∂U of
bounded irreducible local Siegel disks U . These boundaries are geometrically rigid in the following
sense: there exist arbitrarily small periodic homeomorphisms of the sphere, conformal on U , which
keep U invariant. The embedding portion of this paper follows a flexible construction of Herman.
These results provide a partial answer to a question of Rogers and a complete answer to a question
of Brechner, Guay, and Mayer.  2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
We denote the complex plane by C, the Riemann sphere by Ĉ, the open unit disk by
∆, the real numbers by R, the natural numbers by N, the integers by Z, and the rationals
by Q. For a set A, we denote the cardinality of A by card(A). For β ∈ R, z ∈ Ĉ, let
Rβ(z)= e2πıβ · z (rigid rotation through angle 2πβ). Let C0 (respectively, C∞) denote the
group of continuous (respectively, infinitely differentiable) homeomorphisms of Ĉ .
A Siegel disk for a rational map f : Ĉ→ Ĉ is a simply connected component of the
Fatou set F(f ) in which f is conformally conjugate to irrational rotation. More precisely,
U is a Siegel disk for f if U is a simply connected component of F(f ), and if there exists
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a conformal map ϕ :U → ∆ such that ϕ ◦ f ◦ ϕ−1(z) = e2πıθ · z, where θ ∈ R − Q. It
is well known that Siegel disks do exist (see, e.g., [2,3]). Rogers [11,12] defines a local
Siegel disk to be a pair (U,f ) where U is a simply connected plane domain (connected
and open) with nondegenerate boundary ∂U , and f is a conformal automorphism of U
analytically conjugate to a rigid irrational rotation of ∆ such that f extends continuously
to ∂U . In particular, there is no requirement that f extend holomorphically beyond U . A
bounded irreducible local Siegel disk has the additional property that U is bounded and
that ∂U irreducibly separates the plane (i.e., no proper subset of ∂U has this property). In
the following, we shall equate “local Siegel disk” with “bounded irreducible local Siegel
disk” (for simplicity). This should cause no confusion.
The well-known Siegel disk question asks, “Must the boundary of a Siegel disk of
a rational map be a Jordan curve?” To date the only known Siegel disk boundaries for
rational maps are quasicircles, i.e., quasiconformal images of S1. There are, however, very
interesting examples of local Siegel disk boundaries. See, for example, [4,5,7,10]. Note
that the example found in [10] is unbounded and does not separate C.
Herman [5] outlined a flexible procedure for constructing a local Siegel disk whose
boundary separates Ĉ into exactly two components (that is, the boundary is a cofrontier).
His paper contains an algorithm for constructing a C∞ diffeomorphism F of the Riemann
sphere, an irrational number α, and a nowhere-dense continuum K ⊂ Ĉ with the following
properties.
(1) Ĉ−K has exactly two connected components D0 
 0 and D∞ 
∞.
(2) On D0, F is holomorphic and analytically conjugate to Rα (rotation by 2πα).
(3) On D∞, F is C∞-conjugate to Rα .
One should note here that the irrational α is most likely the “wrong” type; in fact, it is most
likely Liouville. (For example, the rotation number of a quadratic polynomial Siegel disk
must be Brjuno.)
Herman used his algorithm to construct a cofrontier K homeomorphic to the pseudo-
circle (a hereditarily indecomposable circle-like continuum). This is, in some sense, the
“worst” one could hope for. At the other extreme, one could, rather trivially, rotate
the sphere irrationally to get K = S1. A natural question to ask is, “What sort of
intermediate boundaries may be obtained, and what kinds of symmetries must they have?”
In particular, “Are there local Siegel disk boundaries which are neither indecomposable nor
homeomorphic to S1, and are invariant under arbitrarily small periodic homeomorphisms
of the sphere?” (This is basically Question 6.3 in [1], and is answered in the affirmative by
Theorem 1.1 in this paper.)
A continuum is said to be circle-like if it is an inverse limit of circles. For a continuumX,
we let C(X) (respectively, 2X) denote the hyperspace of all subcontinua of X (respectively,
closed subsets of X) endowed with the Hausdorff metric. A continuum X is said to have a
tranche decomposition if there exists a map τ of X onto S1 = {|z| = 1} (or I = [0,1]) such
that each point inverse under τ is a nowhere dense subcontinuum of X. The sets τ−1(t) are
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the tranches of X. The tranches of X form an upper semicontinuous decomposition of X.
A tranche τ−1(t) is said to be a tranche of cohesion if
τ−1(t)= (lim sup
s→t+
τ−1(s)
)∩ (lim sup
s→t−
τ−1(s)
)
.
The structure theorem of Rogers [11] states that if U is a local Siegel disk, then ∂U
is either an indecomposable continuum, or there exists a tranche map τ of ∂U onto
S1. Question 7 in Section 8 of [11] asks, “Is there an example of a local Siegel disk
with decomposable boundary such that every tranche is nondegenerate?” (The number
of nondegenerate tranches is, in a sense, a measure of the complexity and non-local
connectivity of the boundary.) Moeckel [7] presented an example of a local Siegel
disk U with decomposable boundary ∂U containing a countably infinite number of
nondegenerate tranches. As a partial answer to Rogers’ question, we aim to prove the
following.
Theorem 1.1. There exists a family U of local Siegel disks such that, for each U ∈ U , ∂U
admits a tranche decomposition with uncountably many nondegenerate tranches. Indeed,
∂U has a subset T of tranches such that T is homeomorphic to the Cantor set cross an
arc.
Conceptually, there are two distinct parts to our construction. The first, in Section 2,
is to define a circle-like continuum which possesses the topological properties stated in
Theorem 1.1. The second, in Section 4, is to embed this continuum in the plane, with
the embedding modeled on Herman’s construction, so as to realize this continuum as the
boundary of a local Siegel disk. In fact, as will become clear, one must perform both steps
simultaneously.
2. A family of decomposable, non-locally-connected circle-like continua
We now set about proving the following
Theorem 2.1. There exists a family G of circle-like continua such that, for each S ∈ G, S
has the following properties:
(1) S is decomposable;
(2) S admits a tranche decomposition to S1 such that every tranche is a tranche of
cohesion;
(3) Arc tranches are dense in S;
(4) There exists a set T (in S) of arc tranches such that T is homeomorphic to the
Cantor set cross an arc.
We prove this theorem by first constructing a family G of circle-like continua, and then
proving (via a series of lemmas) that members of this family possess properties (1)–(4) in
Theorem 2.1. We shall then (in Section 4) show how to use Herman’s method to embed
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some member of G in the plane, realizing it as the boundary of a local Siegel disk. We note
here that we will have no choice as to which member of G we wind up with; a particular
member will be forced on us.
2.1. The construction
For n 0, let Sn = S1, and let P denote projection from R onto S1 (i.e., P(x)= e2πıx ).
For a proper, connected X ⊂ S1, let X̂ denote a particular component of P−1(X) in R
such that P(X̂) = X. We define a family of maps fn :Sn+1 → Sn by their lifts to the
real line, which we shall denote by Fn :R→ R (such that P ◦ Fn = fn ◦ P ). Define, for
α ∈ R, Tα :R→ R to be translation to the right by α. For n  0, k  n, denote the map
fk ◦ fk+1 ◦ · · · ◦ fn :Sn+1 → Sk by f n+1k . Note, fn = f n+1n .
Let q1  2, w1 = q−11 , h0 = 3w1, a0 = 0, a1 = γ1 ∈ R, and 0 < h1 < w1. Define
F0 as follows. Set F0(a1) = a0 = 0, F0(a1 + h1) = a0 + h0 = h0, and F0(a1 + w1) =
a0 +w1 =w1. On (a1, a1 + h1), extend F0 so as to be continuous and strictly increasing.
On (a1 + h1, a1 +w1), extend F0 so as to be continuous and strictly decreasing. Extend
F0 to all of R by requiring that F0 ◦ Tw1 = Tw1 ◦ F0. We choose q1 large enough so that
d0(F0,F0 ◦ Tw1) < 12 . Refer to Fig. 1.
Let q2  q1, q2  4, and let w2 = (q1q2)−1. Take γ2 ∈ [0,∞), set a2 = a1+γ2, and pick
h2 such that 0 < h2 <w2. Define F1 as follows. Set F1(a2)= a1, F1(a2 + h2)= a1 + h1,
and F1(a2 + w2) = a1 +w2. On (a2, a2 + h2), we extend F1 so as to be continuous and
strictly increasing. On (a2 +h2, a2 +w2), we extend F1 so as to be continuous and strictly
decreasing. Next, extend F1 to all of R by requiring F1 ◦ Tw2 = Tw2 ◦ F1. We choose q2
large enough so that w2 < 14 (w1 − h1), d0(F 21 ,F 21 ◦ Tw2) < 14 , and d0(F 20 ,F 20 ◦ Tw2) < 14 .
Suppose we have defined, for i = 1, . . . , n, γi ∈ [0,∞), ai = ai−1 + γi , qi ∈ N,
wi = (∏ik=1 qk)−1, 0 < hi < wi , and Fi :R→R such that the following hold:
(1) Fi−1(ai)= ai−1, Fi−1(ai + hi)= ai−1 + hi−1, and Fi−1(ai +wi)= ai−1 +wi ;
(2) Fi−1 is continuous and strictly increasing on (ai, ai + hi);
(3) Fi−1 is continuous and strictly decreasing on (ai + hi, ai +wi);
Fig. 1. F0.
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(4) Fi−1 is extended to all of R so that Fi−1 ◦ Twi = Twi ◦ Fi−1;
(5) qi  qi−1, qi  2i ;
(6) qi is chosen large enough so that
wi <
1
4 (wi−1 − hi−1)
and for j < k  i ,
d0
(
Fkj ,F
k
j ◦ Twk
)
< 2−k.
Pick γn+1 ∈ [0,∞), qn+1  qn, qn+1  2n+1, and set an+1 = an + γn+1, wn+1 =
(
∏n+1
k=1 qk)−1. Let 0 < hn+1 < wn+1, and define Fn as follows. Set Fn(an+1) = an,
Fn(an+1 + hn+1)= an + hn, and Fn(an+1 +wn+1)= an +wn+1. Extend Fn so that (1)–
(4) hold with i = n+ 1. We have satisfied (1)–(5). Finally, pick (if necessary) qn+1 large
enough so that (6) is satisfied.
For each n, we define fn :S1 → S1 so as to satisfy P ◦Fn = fn◦P , where P is projection
from R→ S1. The family Fn of all finite sequences (fi)n−1i=0 , where the maps in (fi)n−1i=0
satisfy conditions (1)–(6) for all i = 1,2, . . . , n, is called a partial family of allowable
maps. The family F of all infinite sequences (fi)∞i=0, where the maps in (fi)∞i=1 satisfy
conditions (1)–(6) for all i = 1,2, . . . , is called the family of allowable maps.
Let {Sn,fn}∞n=0 denote the inverse system induced by the sequence (fn)∞n=0 ∈F , and let
S = lim←−{Sn,fn} be the corresponding inverse limit. Let πn denote projection from S onto
the nth factor space Sn. By d∞ we denote the metric d∞(x, y)= sup{|xi − yi |/(i + 1)}∞i=0
on S , where | · | is the arc length metric on S1 induced by P . By H we denote the Hausdorff
metric on 2S induced by d∞.
As an inverse limit of circles under surjective bonding maps, S is a nondegenerate
continuum. The S’s corresponding to cofinally different allowable sequences of fn’s may
or may not be homeomorphic. Moreover, the same sequence of qn’s may well be associated
with different sequences of maps fn. Let G denote the family of all circle-like continua
constructed in this manner.
2.2. Remark
Note that any finite sequence (fi)n−1i=0 ∈Fn can be extended to a finite sequence (fi)ni=0 ∈
Fn+1 by choosing qn+1 sufficiently large. In particular, the new map fn = f n+1n added
to the sequence is not rigidly determined. The critical property of f n+1n (following from
condition (4) on Fn+1n ) is that it commute with the rotation Rwn+1 on S1 (induced by the
translation Twn+1 ). It does not matter what γn+1 is, nor how small wn+1 −hn+1 is, nor how
close to linear the monotone pieces are. (Though, the latter two properties will later affect
qn+2.) Satisfying condition (6) does not depend upon f n+1n , since f n+1n commutes with
Rwn+1 , but rather upon the uniform continuity of f nj and how small the rotation Rwn+1 is.
We will need this flexibility in the construction of a member S ∈ G as the boundary
of a local Siegel disk in Section 4. At stage n+ 1 of the construction our two degrees of
freedom will consist of choosing qn+1 sufficiently large, and the range of a Riemann map
of the unit disk sufficiently nice and symmetric, thus making Rwn+1 small enough and the
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Riemann map commute with Rwn+1 . However, wn+1 −hn+1 and γn+1 will be forced on us
by the Riemann map.
2.3. Construction of the tranche map and description of the tranches
Fix a member S ∈ G. We begin by constructing certain “fundamental” arc tranches in S ,
generated by the increasing pieces of the bonding maps. For m ∈ Z, k  0, set
Am1,k = [ak +mw1, ak + hk +mw1].
In general, for j  1, m ∈ Z, k  j , set
Amj,k = [ak +mwj,ak + hk +mwj ].
By construction, Fk|Amj,k+1 is a homeomorphism onto Amj,k for each j  1, m ∈ N. Let
Qj = Z/w−1j be a cyclic index set, for each j  1, and let Smj,k = P(Amj,k), for each j  1,
k  j , m ∈Qj (for j = 0, just set w0 =w1). We then have that each
Smj = lim←−
{
Smj,k, fk |Smj,k+1
}
kj−1
is a nondegenerate arc in S . We shall call these arcs fundamental arcs.
Let FA(S) = {Smj }j1,m∈Qj denote the set of fundamental arcs in S . There is a
natural local order ≺ on FA(S), induced by the (counterclockwise) circular orientation
on each factor space. This order is defined as follows: take two different fundamental
arcs S
m(j)
j , S
m(k)
k ∈ S such that for sufficiently large n, their projections under πn lie in
a half-circle of Sn. As these arcs are different, there exists an integer N such that their
projections under πn are pairwise disjoint for all nN . In the circular order on Sn = S1,
either πn(Sm(j)j ) < πn(S
m(k)
k ) for all nN , or else πn(S
m(k)
k ) < πn(S
m(j)
j ) for all nN .
If the former holds, then Sm(j)j ≺ Sm(k)k . If the latter holds, then Sm(k)k ≺ Sm(j)j . Note that a
given Smj is known by many names: S
m
j = S
mqj
j+1 = S
mqj qj+1
j+2 = · · · .
Lemma 2.1. ≺ is a well-defined local order on FA(S). Moreover,
Smj = Smqjj+1 ≺ S
mqj+1
j+1 ≺ · · · ≺ S
(m+1)qj−1
j+1 ≺ S
(m+1)qj
j+1 = Sm+1j
and, for every x ∈ S , we can extend this local order to a weak local order on the points of⋃
FA(S) ∪ {x}.
The key properties of the fundamental arcs are developed in the following lemma. The
main result is that the fundamental arcs form a collection of nowhere dense subcontinua of
S that can be moved off themselves to other members of the collection by small rotation-
like homeomorphisms of S .
Lemma 2.2. The Smj ’s have the following properties:
(1) For each j  1, m = l ∈Qj , Slj ∩ Smj = ∅.
(2) For each j  1, m ∈Qj , Smj is nowhere dense.
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(3) If K ∈ C(S) is such that πn(K) properly contains Smj,n for some n j  1, m ∈Qj ,
then K has interior.
(4) For each j  1, there is a homeomorphism hj :S→ S such that for all m ∈Qj ,
hj (S
m
j )= Sm+1j , and for all x ∈ S , d∞(x,hj (x))→ 0 as j →∞.
(5) The Hausdorff distance H(Smj , Sm+1j )→ 0 as j →∞; thus, for each j  1,m ∈Qj ,
Smj is a two-sided limit of other fundamental arcs.
(6) FA(S) is dense in S . Moreover, each point x ∈ S is a two-sided limit of points in
different fundamental arcs.
Proof. (1) Fix l ∈Q1, and suppose there exists x = (xk) ∈ Sl1 ∩Sm1 for some m ∈Q1. This
implies xk ∈ P(Al1,k ∩Am1,k) for all k  1, which implies that xk ∈ P(Al1,k)∩ P(Am1,k) for
all k  1. This, in turn, implies that l =m. The converse is similar.
(2) Take x = (x0, x1, . . .) ∈ S01 , let xˆ0 denote the corresponding point in A01,0, and
consider F−10 (xˆ0). As F0 is a homeomorphism on A
0
1,1, card(F
−1
0 (xˆ0) ∩ A00,1) = 1.
By choice of h1 and w1, card(F−10 (xˆ0)) > 1, i.e., there are preimages of x0 which
do not lie in S01,1. Let xˆ1 denote the point in F
−1
0 (xˆ0) ∩ A01,1, and note that (again)
card(F−11 (xˆ1)∩A01,2)= 1, while card(F−11 (xˆ1)) > 1.
Continuing, if we let xˆn denote the point in F−1n−1(xˆn−1)∩A01,n, we have that
card
(
F−1n−1(xˆn−1)∩A01,n
)= card({xˆn})= 1,
while card(F−1n−1(xˆn−1)) > 1. This shows that S
0
1 contains no full preimage of xn, for all
n 0, and hence S01 must have empty interior.
(3) Assume the hypothesis in (3) holds. It suffices to suppose that j = 1 and n =
m = 0. We suppose K ⊂ S is such that π̂0(K) contains the interval [0, xˆ], where xˆ is
slightly larger than h0 (i.e., π̂0(K) properly contains A01,0). By construction, we see that
F−10 (π̂0(K))⊃ F−10 ([0, xˆ]) contains a continuum which containsA01,1 and meets Int(A11,1)
(we have chosen xˆ above h0, and hence the left-most preimage of xˆ lies in Int(A11,1)). We
have reduced proving (3) to proving the following claim.
Claim 1. If there exists K ∈ C(S) such that πj (K) ⊂ Sj contains Smj,j and meets
Int(Sm+1j,j ), then K must have interior.
Proof. It suffices (by symmetry) to suppose j = n = 1 and m = 0. Suppose there exists
K ∈ C(S) such that π1(K) contains S01,1 and meets Int(S11,1). Then a component of
π̂1(K) contains A01,1 and meets Int(A
1
1,1). Take xˆ ∈ (a1 +w1, a1 + h1 +w1) ∩ π̂1(K) =
Int(A11,1)∩ π̂1(K), let Ŷ = (a1 + h1, a1 + h1 +w2), and take yˆ ∈ Ŷ . We show that the full
preimage of P(Ŷ )= Y , under π−11 , is contained in K . Given this, K has interior, and we
are done.
Denote the left-most element of F−11 (xˆ) by xˆl , and denote the left-most element of
F−11 (yˆ) by yˆl . Note that yˆl ∈ (a2 + w2, a2 + h2 + w2) = Int(A12,2). Condition 6 of
the construction in Section 2.1 assures us that xˆl > a2 + 3w2, i.e., there exists at least
322 A.O. Maner et al. / Topology and its Applications 112 (2001) 315–336
one full ‘hat’ between xˆl and yˆl . So we may suppose, as a worst-case scenario, that
xˆl ∈ (a2 + 3w2, a2 + h2 + 3w2) = Int(A32,2). Denote the right-most element of F−12 (yˆl)
by yˆlr , and denote the left-most element of F−12 (xˆl) by xˆll . We claim that xˆll > yˆlr . Given
this, we see that K must contain the full preimage of the point y ∈ Y , and hence, as y ∈ Y
was arbitrary, must contain the full preimage of an open set of points.
We see that yˆlr < a3 + h3 + 2q3w3 = a3 + h3 + 2w2. For, if we suppose yˆlr 
a3 + h3 + 2w2, then (mapping forward) we have that yˆl  a2 + 2w2, a contradiction
of our choice of yˆl . Similarly, we see that xˆll > a3 + (2q3 + 1)w3. For, if we suppose
that xˆll  a3 + (2q3 + 1)w3, the fact that xˆll is the left-most implies that there exists a
preimage of xˆl in the interval [a3 + 2q3w3, a3 + h3 + 2q3w3], which in turn implies that
xˆl ∈ [a2+w2, a2 +h2 +2w2], a contradiction if our assumption on xˆl . So, we have proven
that xˆll > yˆlr , as claimed. ✷
A similar proof works if the projection of K ‘dips below’ A01,0. This completes the proof
of (3).
(4) Let j be any natural number, and define, for n j , a homeomorphism rn :Sn → Sn
via rn(s) = Rwj (s) (rotation by wj ). For x = (xn) ∈ S , set hj (x) = (rn(xn))nj . Since
fn commutes with Rwj for all n  j (by condition (4) and the choice of the wn’s in the
construction in Section 2.1 of our bonding maps), this straight-induces a homeomorphism
hj :S→ S (see [8, pp. 26–27]). That the bonding maps commute with rotation also shows
that hj (Smj )= Sm+1j . That is, hj carries a fundamental arc to the “immediately following”
fundamental arc at the same stage of construction.
Pick j large enough so that d(f jn ◦ Rwj (s), f jn (s)) < 2−j < ε/2 for all n  j (see
condition (6) in the construction in Section 2.1 of our bonding maps) and 1/(j + 1) < ε/2.
Then d∞(x,hj (x)) < ε for all x ∈ S .
(5) Given ε > 0, it follows from (4) that there is a j and a homeomorphism hj of S such
that for all m ∈Qj , H(Smj ,hj (Smj )) < ε. Since Sm+1j = hj (Smj ) and Sm−1j = h−1j (Smj ), Smj
is a two-sided limit of fundamental arcs. (It may help to recall here that a fundamental arc
has many names: Smj = S
mqj
j+1 = S
mqj qj+1
j+2 = · · ·.)
(6) Take x = (xk) ∈ S and fix n 0. Consider the graph of Fn and the pair (xˆn+1, xˆn) on
the graph. There are two possibilities: (i) (xˆn+1, xˆn) sits in a downslope, or (ii) (xˆn+1, xˆn)
sits in an upslope.
Suppose (i) holds, and note that the first upslope to the left of (xˆn+1, xˆn) corresponds
to a Skn+1,n+1, for some k. By construction, we see that S
k
n+1 ≺ x in the local order.
Suppose (ii) holds, let Skn+1,n+1 be, as above, the first upslope to the left of (xˆn+1, xˆn). By
construction, we see that Skn+1 ≺ x in the local order. There exists (yˆn+1, yˆn) ∈ Skn+1,n+1
such that Twn+1(yˆn+1)= xˆn+1. In either case, (5) shows that d∞(Skn+1, x)→ 0 as n→∞.
This shows that x is a limit from the left of points in different fundamental arcs. A similar
proof works to show that x is a limit from the right of points in different fundamental
arcs. ✷
We will now set about defining the tranche map τ :S → S1. We do this by defining
a sequence of covers of S by subcontinua with interior (each refining the previous one),
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mapping each cover of S to a cover of S1 by closed intervals (generating a similar sequence
of refining covers), and then realizing the tranches as point inverses of intersections of
towers of cover elements.
For m ∈ Z, k  0, set
Bm1,k =
[
ak +mw1, ak + hk + (m+ 1)w1
]
.
In general, for j  1, m ∈ Z, k  j , set
Bmj,k =
[
ak +mwj,ak + hk + (m+ 1)wj
]
.
Note that, for all j  1, k  j , Blj,k ∩Bmj,k = ∅ iff |l −m| 1.
By construction, Fk takes Bmj,k+1 continuously onto B
m
j,k (for fixed m). So, for each
j  1, m ∈Qj , T mj = lim←−{P(B
m
j,k), fk |P(Bmj,k+1)}kj−1 is a nondegenerate subcontinuum
of S. We see that, for each j  2, m ∈ Qj , there exists a unique l ∈ Qj−1 such that
Fj (B
m
j,j ) ⊂ Blj−1,j−1. In fact, l = m/qj (where · denotes the least integer function).
The following lemma collects some properties of the T mj ’s. The proof, which follows
directly from the definitions and Lemma 2.2, is omitted.
Lemma 2.3. The T mj ’s have the following properties:
(1) For each j  1, m ∈Qj , T mj is a subcontinuum with interior.
(2) For each j  1, T lj ∩ T mj = ∅ iff |l −m| 1; hence, each t ∈ S lies in at most two
contiguous T mj ’s.
(3) For each j  1, S =⋃m∈Qj T mj ; hence, S is decomposable.
(4) For each j  2, m(j)=m ∈Qj , there exists a unique m(j − 1)= m/qj ∈Qj−1
such that
T
m(j)
j ⊂ T m(j−1)j−1
(5) For each j  1, m ∈Qj , we have that
Smj = T mj ∩ T mqjj+1 ∩ T
mqj qj+1
j+2 ∩ T
mqj qj+1qj+2
j+3 ∩ · · · =
⋂
k0
T
m
∏j+k−1
l=j ql
j+k
and
Smj =
⋂
k0
(
T
(m−1)∏j+k−1l=j ql
j+k ∪ T
m
∏j+k−1
l=j ql
j+k
)
.
2.4. Definition of the tranche map
We now define the tranche map τ :S → S1. For j  1, m = m(j) ∈ Qj , let Gmj =
P([mwj, (m+ 1)wj ]), and let Γj = {Gmj }m∈Qj . Note that, for each j , Γj covers S1. For
x ∈ S , we recall that each x lies in at most two adjacent T mj ’s, i.e., there exists, for each j ,
indices m(j), l(j) ∈Qj such that x ∈ T m(j)j ∪ T l(j)j , where |l(j)−m(j)| 1, and x lies
in no other T nj ’s. So, let j  0, take x ∈ S , and let m(j), l(j) be these indices. Define
τj (x)=Gm(j)j ∪Gl(j)j .
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This provides a family of maps τj :S → 2S1 . We claim this implies the existence of a
continuous surjection τ :S→ S1.
Lemma 2.4. The τj ’s have the following properties:
(1) τj is upper semicontinuous for each j  1;
(2) τj (x)⊃ τj+1(x) for each x ∈ S , j  1;
(3) S1 =⋃t∈S τj (t), for each j  1;
(4) limj→∞ diam(τj (x))= 0 for each x ∈ S .
Proof. The proofs follow directly from the properties of the T mj ’s summarized in
Lemma 2.3. We prove (2) as an example. Fix j  0, x = (xk) ∈ S , and let m(j), l(j)
be the indices defined above. To show τj+1(x) ⊂ τj (x), we have two cases to consider:
either l(j + 1) = m(j + 1) or l(j + 1) = m(j + 1) ± 1. Suppose the former; that is,
x ∈ T m(j+1)j+1 uniquely. Part (3) of Lemma 2.3 yields a unique m(j) = m(j + 1)/qj+1
such that T m(j)j ⊃ T m(j+1)j+1 . The fact that (as noted earlier) x ∈ Int(T m(j+1)j+1 ) implies that
x ∈ Int(T m(j)j ), and hence τj (x)=Gm(j)j ⊃Gm(j+1)j+1 = τj+1(x). ✷
Given the previous lemma, Theorem 7.4 of [8] shows that there exists a continuous
surjection τ :S → S1, defined by setting τ (t) to be the unique point in ⋂j1 τj (t). We
now prove some properties of the map τ .
Lemma 2.5. τ has the following properties:
(1) τ is monotone;
(2) For each j  1, m ∈Qj , τ−1(e2πımwj )= Smj .
Proof. Since τ is continuous and point inverses are intersections of nested continua, we
have (1). Take x = (xk) ∈ Smj for some m ∈ Qj−1. Without loss of generality, we may
suppose j = 1. To establish τ−1(e2πımw1)⊃ Sm1 , we must show that τ (x)= P(mw1). We
have the following equations, which follow directly from the definition of the map:
τ0(x), τ1(x)⊂ P
([
(m− 1)w1, (m+ 1)w1
])= I 11 ,
τ2(x)⊂ P
([mw1 −w2,mw1 +w2])= I 21 ,
...
τk(x)⊂ P
([mw1 −wk,mw1 +wk])= Ik1 ,
...
Since wk → 0, we see that τ (x) =⋂k τk(x) ⊂⋂k I k1 = P(mw1) = e2πımw1 , and hence
x ∈ τ−1(e2πımw1). The reverse containment is proved similarly, using Lemma 2.3(5). ✷
Lemma 2.6. τ is a tranche map.
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Proof. By part (1) of Lemma 2.5, τ is a continuous monotone map of S onto S1. It remains
to show that point inverses are nowhere dense. To this end, note that Lemmas 2.5(2) and
2.2(2) show that a dense (in S1) subset of point inverses are nowhere dense (in S). The
local order of tranches, together with part (6) of Lemma 2.2, shows that point inverses are
nowhere dense. ✷
Remark. We now see that the fundamental arcs Smj are actually arc tranches (by (2) of
Lemma 2.5, together with Lemma 2.6). Henceforth, we call fundamental arcs, fundamental
arc tranches.
2.5. Each continuum S admits arbitrarily small rational “rotations”
We now show that S admits “rotations”, homeomorphisms allowing one to take
any fundamental arc tranche to any other fundamental arc tranche via one of these
homeomorphisms. If the tranches are close in the Hausdorff metric, the homeomorphism
can be taken to be small. Under these homeomorphisms, tranches go to tranches so the
homeomorphism on S is semiconjugate via the tranche map to a rotation of S1.
Theorem 2.2. For each ε > 0, there exists an ε-homeomorphism h :S→ S , and n,N ∈N,
such that the following hold:
(1) hN = IdS , while hk(x) = x for all k < N ;
(2) d∞(x,h(x)) < ε for all x ∈ S;
(3) h(Smn )= Sm+1n , for all m ∈Qn;
(4) τ ◦ h(x)=Rwn ◦ τ (x), where τ :S→ S1 is the tranche map.
Proof. Let ε > 0 be given. By Lemma 2.2(4), there is an n and a homeomorphism
hn :S → S that carries Smn to Sm+1n and d∞(x,hn(x)) < ε. Set h = hn and N = w−1n .
Parts (1)–(3) follow.
Let x = (xk) ∈ S , and first suppose that x ∈ Smj for some j  1, m ∈ Qj . We may
suppose j = 1, in which case τ (x) = mw1 and xk ∈ Sm1,k , k  1. Let n,N be as above,
and note that mw1 =m ·wn ·∏ni=2 qi . Thus, xk ∈ Sm·∏ni=2 qin,k , k  n; hence, x ∈ Sm·∏ni=2 qin .
Definition of the hk’s in the proof of Lemma 2.2(4) shows that coordinate h(x)k of h(x) is
in Sm·
∏n
i=2 qi+1
n,k , and hence h(x) ∈ Sm·
∏n
i=2 qi+1
n . Thus, by Lemma 2.5, we see that
τ ◦ h(x)= τ (Sm·∏ni=2 qi+1n )= e2πı(m·∏ni=2 qi+1)wn = e2πı(mw1+wn) =Rwn ◦ τ (x). ✷
More generally, x lies in a tower of T m(j)j ’s. Since each T
m
j,j is bounded by S
m
j,j and
Sm+1j,j , the above shows that τ ◦ h(x)=Rwn ◦ τ (x).
Corollary 1. Given j  0, m ∈Qj , ε > 0, and an open set V about Smj , there exist n j ,
l(n), r(n) ∈ Qn, and fundamental arc tranches Sl(n)n , Sr(n)n ⊂ V such that Sl(n)n ≺ Smj ≺
S
r(n)
n . Moreover, there exists homeomorphisms hl, hr :S → S such that hβ(Smj ) = Sβ(n)n
and d∞(x,hβ(x)) < ε for each x ∈ S , β ∈ {l, r}.
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2.6. Proof of Theorem 2.1
We now prove that S has the desired topological properties. We have already observed
that S is decomposable (Lemma 2.3(3)), that S admits a tranche decomposition to S1
(Lemma 2.6) such that every tranche is a tranche of cohesion (Lemma 2.2(6)), and that arc
tranches are dense in S (likewise, Lemma 2.2(6)). Theorem 2.3 below establishes that S
contains a set of tranches homeomorphic to the Cantor set cross an arc.
The proof of the following lemma is left to the reader:
Lemma 2.7. Let {Ai} be a countable pairwise disjoint family of subcontinua of the
continuum X such that:
for each i and ε > 0 there exists j and a ε-homeomorphism h :X→X
such that h(Ai)=Aj . (∗)
Then there exists an embedding e :A1 × C → X, where C denotes the Cantor set.
Moreover, for each component A1 ×{c} of A1 ×C there exists a homeomorphism h :X→
X such that h(A1)= e(A1 × {c}).
Theorem 2.3. There exists a Cantor set of nondegenerate arc tranches in S . Moreover,
this set may be chosen to be homeomorphic to C × I , where C denotes the Cantor set and
I denotes the closed unit interval.
Proof. Let S = S1 be any fundamental arc tranche. It follows from Theorem 2.2 and
Corollary 1 that we can find a countable family of pairwise disjoint arc tranches Sn
satisfying the conditions of Lemma 2.7. Hence X contains a copy of S1 ×C (recall that S1
is an arc). Moreover, each component of this embedded copy is homeomorphic to S1 under
a homeomorphism that extends to a homeomorphism of X. Since S1 is a tranche of X, it
follows that each of these components is a tranche of X as well. ✷
3. Embedding simple closed curves in annuli
In this section, we first prove two preliminary lemmas on certain embeddings of simple
closed curves in the interior of round annuli. (We use these lemmas in the next section.)
After proving a slight modification (Lemma 3.3) of Herman’s Lemma 1 (Section 2 of [5]),
we then suppose we have embedded one such simple closed curve C in the plane and
discuss the extension of the resulting Riemann map φ :∆→ Inside(C) to S1. This will
turn out to be the bridge between the topological results in the previous section and our
modification of Herman’s algorithm.
Lemma 3.1. Suppose f : S1 → S1 is a degree-1 map, p/q ∈Q is reduced, andRp/q ◦f =
f ◦Rp/q . Then R1/q ◦ f = f ◦R1/q .
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Proof. Let F denote the lift of f toR. Our hypotheses imply that F(x+1)= F(x)+1 and
F(x+p/q)= F(x)+p/q for any x ∈R. By induction, one obtains F(x+m)= F(x)+m
and F(x +m ·p/q)= F(x)+m ·p/q for any x ∈R, m ∈N . Since p and q are relatively
prime, let m be a positive integer such that mp ∼= 1 (mod q), i.e., mp = nq + 1 for some
integer n. Then F(x + m · p/q) = F(x) + m · p/q = F(x) + n + 1/q . However, we
also have F(x +m · p/q)= F(x + n+ 1/q)= F(x + 1/q)+ n. Subtracting n, we have
F(x + 1/q)= F(x)+ 1/q for any x ∈R. The desired result now follows. ✷
Lemma 3.2. Suppose f :S1 → S1 is a degree-1 map such that Rp/q ◦ f = f ◦ Rp/q ,
where p/q ∈ Q is reduced. Then there exists an embedding g :S1 → Int(A) (where A is
the annulus {η  |z|  1}, 0 < η < 1) such that, if ρ :A→ S1 is radial retraction to the
circle (S1 ⊂ ∂A), then ρ ◦ g = f and R1/q ◦ g = g ◦R1/q .
Proof. Without loss of generality, we may assume p, q > 0. By Lemma 3.1, f commutes
with 1/q-rotation, and hence the lift of f to R commutes with 1/q-translation. Pick a
minimal interval [a, a + 1] which projects onto S1, let F denote the lift of f , and note
that F([a, a + 1]) is some compact interval [c, d]. Without loss of generality, we may
suppose that a = 0 and η = 1/e2. Embed the graph of F in the plane as follows. Let
S =R× [ln(η),0] = [−2,0], and let h : Iq = [0,1/q]→ Γq ⊂ S be defined as
h(x)=
(
F(x),−1+ 1
2q
− x
)
.
Also, let α = minx∈Iq F (x), β = maxx∈Iq F (x). Then h is clearly a continuous injection
taking Iq onto a descending arc Γq in the compact box
Gq = [α − 1, β + 1] ×
[
−1− 1
2q
,−1+ 1
2q
]
⊂G′q
= R×
[
−1− 1
2q
,−1+ 1
2q
]
⊂ S.
Note that Γq ∩ ∂G′q is just the set of endpoints Eq = {(F (0),−1 + 1/2q), (F (0) +
1/q,−1− 1/2q)} of Γq .
Next, pick m ∈ N sufficiently large such that if we let Lm,q denote the segment of the
line
y = 1
m
(
x −m+ m
2q
)
lying in S and let Lm,q+ denote the segment of T1/q(Lm,q) lying in S, and let Bm,q denote
the diagonal box (in S) bounded by Lm,q and Lm,q+ , then ∂Gq ∩ Γq = {(F (0),−1 +
1/2q), (F (0)+ 1/q,−1− 1/2q)}. (It may be necessary to slightly adjust the embedding
h near the endpoints of Γq to make this possible.)
Now, let H = (Id, v) be a homeomorphism taking Gq into Bm,q (basically translation
in y) such that H((F (0),−1+ 1/2q))= (F (0),−1+ 1/2q)), and H((F(0)+ 1/q,−1−
1/2q)) = (F (0) + 1/q,−1 + 1/2q). We thus have obtained an imbedding of Iq into S
(under the map ϕ =H ◦ h). Extend this, in the obvious way, to an imbedding ϕ of R into
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S such that πx ◦ϕ(x+m/q)= F(x)+m/q . Now, if we denote projection from R onto S1
by P , we see that g = P ◦ ϕ ◦ P−1 is an embedding of S1 into A such that ρ ◦ g = f and
g ◦R1/q =R1/q ◦ g. ✷
3.1. The Riemann map restricted to S1
Lemma 3.3. Let p/q ∈Q, η > 0, and let C′ be a Jordan curve (essentially) embedded in
{1−η < |z|< 1} such that Rp/q(C′)= C′. We suppose C′ bounds the disk D′ with 0 ∈D′.
Let ε > 0; then there exists 0 < δ < 12ε, and a homeomorphism φ of Ĉ such that
(a) φ is holomorphic on {|z|< 1}, φ(0)= 0, φ′(0) > 0;
(b) φ({1− δ  |z| 1})⊂ Vε(C′), φ({|z| = 1})= C′;
(c) φ ◦Rp/q =Rp/q ◦ φ;
(d) diam({φ(reıθ ): 1− δ  r  1}) < ε;
(e) φ(z)= z on {|z| 1+ η}.
Proof. As D′ is simply connected, there exists a unique Riemann map φ : {|z|< 1}→D′
such that φ(0)= 0 and φ′(0) > 0. This proves (a). As C′ is a simple closed curve, φ has
a homeomorphic extension φ : {|z| 1}→ (D′ ∪ C′). This proves the second half of (b).
Conclusion (c) follows from the uniqueness of φ. Picking δ < ε/2 small enough will satisfy
(d) and the first half of (b). Conclusion (e) may be satisfied by an appropriate extension of
φ to Ĉ. ✷
Now, suppose (fi)n−1i=0 ∈ Fn is a finite sequence of maps fi :S1 → S1 satisfying
conditions (1)–(6) of the construction in Section 2.1. (We will suppress the lift to R in
our notation in this section.) Let f = fn :S1 → S1 be a map which, when appended to
the sequence, extends it to a sequence (f0, f1, . . . , fn−1, f ) ∈Fn+1. That is, the extended
sequence satisfies conditions (1)–(6). In particular, qn+1 has been chosen large enough so
that (by condition (6)),
wn+1 = wn
qn+1
<
1
4
(wn − hn)
and
d0
(
f n+1j , f
n+1
j ◦Rwn+1
)
< 2−(n+1)
for all j  n. Moreover (by condition (4)),
f ◦Rwn+1 =Rwn+1 ◦ f.
For definiteness, we may assume f is a “sawtooth” piecewise linear function, since there
is clearly such a function satisfying (1)–(6) (see Fig. 1).
By Lemma 3.2, we can embed S1 as a simple closed curve C = g(S1) in the interior
of a round annulus A = {η  |z|  1}, whose outer boundary is S1, so that C is the
“graph” of f in the following sense: if ρ :A→ S1 is radial retraction, then ρ ◦ g = f ,
Rwn+1 ◦ g = g ◦Rwn+1 , and consequently, Rwn+1(C)= C.
Refer to Fig. 2. Fix an interval I0 = [an+1, an+1+wn+1] ⊂ S1 which g carries to a single
sawtooth g(I0). Note that g(an+1 +hn+1) is the “peak” of the sawtooth. The sawtooth then
A.O. Maner et al. / Topology and its Applications 112 (2001) 315–336 329
Fig. 2. Embedding of a sawtooth.
projects under ρ to f (I0)= [an, an + hn], by definition of f and g. Let φ :∆→D be a
Riemann map, where D is the open disk bounded by C, such that φ(0) = 0 and φ′(0) is
real (as in Lemma 3.3). By Lemma 3.3, φ ◦Rwn+1 =Rwn+1 ◦ φ.
Moreover, φ extends homeomorphically to carry ∂∆= S1 onto C. Let
I1 = (φ|S1)−1
(
g(I0)
)
.
Since φ|S1 commutes with rotation Rwn+1 , length(I0) = length(I1) = wn+1. Hence, for
some a′n+1, I1 = [a′n+1, a′n+1 +wn+1].
Let γ ′n+1 = a′n+1 − an. Let ψ = ρ ◦ φ|S1 . Since φ|S1 is a homeomorphism onto C,
there is a h′n+1 such that 0 < h′n+1 < wn+1 and φ|S1(a′n+1 + h′n+1) = g(an+1 + hn+1) ∈
ρ−1(an + hn). That is, φ|S1 maps a′n+1 + h′n+1 to the peak of the sawtooth, which ρ then
takes to an + hn.
Now, in the finite sequence (f0, f1, . . . , fn−1, f ) ∈ Fn+1, switch f for ψ . We claim
that the finite sequence (f0, f1, . . . , fn−1,ψ) is in Fn+1 with the same qn+1 (and so same
wn+1) as f , and with an+1, hn+1 replaced by a′n+1, h′n+1, respectively. None of these
switches affects the fact that the new sequence still satisfies conditions (1)–(6) with the
same qn+1. It may well be that a′n+1 + h′n+1 is not midway in I1 = [a′n+1, a′n+1 +wn+1].
But this does not affect condition (6), which depends upon the size of the previouswn−hn,
the previous maps (f0, . . . , fn−1), and the rotation Rwn+1 , none of which have changed.
See Fig. 3 for an illustration of a ψ replacing an f . The new Riemann teeth have the
same width and height as the sawteeth. So an interval of the domain corresponding to an
upslope is still carried by the map homeomorphically onto the same interval of the range
corresponding to an upslope, the key to the topological properties of the inverse limit.
We can bait you with f and switch to ψ induced by a Riemann map while still remaining
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Fig. 3. Graphs of f , and its replacement, ψ .
within the families of allowable maps and without changing the already chosen qn+1. In the
limit, we will get a member of our family G of continua, but the Riemann maps determine
which one.
4. Construction of a local Siegel disk whose boundary is an element of G
We now set about showing how to modify Herman’s algorithm so as to obtain a member
of G as the boundary of a local Siegel disk, proving Theorem 1.1. An important fact to note
(and which will become quite clear in the coming material) is that we have no real control
over which member we wind up with in the end. We know only that we wind up with
a local Siegel disk whose boundary is a member of G. In addition, the resulting rotation
number will most likely be Liouville. (This is due to growth conditions in the construction,
and in Herman’s algorithm.)
The proof of Theorem 1.1 will proceed in two parts. The first part, which is basically
due to Herman, details the construction of our local Siegel disk. Note that the first part of
the proof will refer only to the bottom two rows in Fig. 4. Part two of the proof will then
consist of proving that the boundary of our Siegel disk is actually a member of G. We will
do this by first constructing an inverse system using the top row of Fig. 4, then showing
that the resulting inverse limit space is a member of G, and then showing that this inverse
limit space is homeomorphic to the boundary of our local Siegel disk. This last part will
hinge upon results of Mioduszewski [6].
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Fig. 4. Ladder diagram.
4.1. Inductive step
Let p/q ∈Q, and let h be a C0 homeomorphism of Ĉ such that
(1) h(0)= 0, h′(0) > 0;
(2) h is holomorphic on {|z|< 1};
(3) h(z)= z, if |z|> 1+ η.
Let ε > 0 be given. Let g = h ◦Rp/q ◦ h−1. Let (q ′i )∞i=1 be a sequence of positive integers
such that q ′i →∞, and for qi = q ′i · q , pi is chosen so that pi/qi → p/q . Let fi :S1 → S1
be such that fi ◦ Rpi/qi = Rpi/qi ◦ fi . Let B = {1 − η  |z|  1}, and let ρ denote
straight line retraction to the outer component of ∂B (= S1). Given ε1 with ε > ε1 > 0,
let C′i denote the graph of fi embedded (essentially) in Int(B) ∩ Vε1({|z| = 1}), and let
Ci = h(C′i ). (The embedding of the graph is as in Lemma 3.2, with the slight modification
that we embed the circle ‘close’ to the outer component of the boundary of B .)
We have g(Ci) = Ci . We can find δi < ε1/2 and φi as in Lemma 3.3, satisfying
conditions (a)–(e). Moreover, given ε1 small enough, we may suppose that
h ◦ φi
({
1− δi  |z| 1
})⊂ Vε(C),
and
diam
({
h ◦ φi
(
reıθ
) | 1− δi  r  1})< ε.
By (c) of Lemma 3.3 we have
gi = h ◦ φi ◦Rpi/qi ◦ φ−1i ◦ h−1 = h ◦Rpi/qi ◦ h−1.
Since pi/qi → p/q and g = h ◦Rp/q ◦ h−1, we have gi → g in the complete metric d0 on
C0(Ĉ). Hence, there is an i , such that for all j  i , d0(g, gj ) < ε.
Finally, define ψi = ρ ◦ φi |S1 :S1 → S1.
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4.2. Proof of Theorem 1.1
The reader is referred to the ladder diagram in Fig. 4, where i denotes inclusion, and the
remainder of the maps will be defined shortly.
Part 1: After Herman
Choose p0/q0 ∈ Q, h0 = Id|Cˆ, g0 = Rp0/q0 = h0 ◦ Rp0/q0 ◦ h−10 , δ0 < E0/2 < 1,
B0 = {1 − δ0  |z|  1}, C′′0 = outer component of ∂B0 = S1, and let ρ0 denote straight
line retraction from B0 onto C′′0 .
We shall construct (inductively)pn/qn ∈Q, εn > 0, δn > 0, round annuliBn = {1−δn 
|z| 1}, C0 homeomorphisms hn of the sphere, maps gn = hn ◦Rpn/qn ◦h−1n , and bonding
maps (ψ0, . . . ,ψn−1) ∈Fn such that the following properties hold:
(1) qn = q ′nqn−1, q ′n  2n, |pn/qn − pn−1/qn−1|< 1/q3n−1;
(2) εn < εn−1/2;
(3) Let C′n be a Jordan curve (such that Rpn/qn(C′n)= C′n) embedded (as in Lemma 3.2)
in the interior of Bn−1. Then φn−1 satisfies conditions (a)–(e) in Lemma 3.3, with
η= δn−1, δ = δn < εn/2, and ε = εn such that (5) below is satisfied;
(4) hn is holomorphic on {|z|< 1}, hn(0)= 0, h′(0) > 0, and hn = hn−1 ◦φn−1 (n 1);
(5) Set An = hn(Bn) and gn = hn ◦ Rpn/qn ◦ h−1n . We have gn(An) = An and An ↪→
IntAn−1 (essentially). We suppose Cn, the outer component of ∂An, is a Jordan
curve such that gn(Cn)= Cn, Dn = Inside(Cn), and 0 ∈Dn. Moreover, we suppose
An ⊂ Vεn(Cn) and diam({hn(reıθ ): 1− δn  r  1}) < εn;
(6) d0(gn, gn−1) < εn;
(7) If ρn−1 is straight line retraction fromBn−1 ontoC′′n−1, thenψn−1 = ρn−1 ◦φn−1|C ′′n .
We suppose that (ψ0, . . . ,ψn−1) is an n-tuple of bonding maps (i.e., is in Fn).
Let ε > 0, suppose conditions (1)–(7) above are satisfied for m  n, and pick εn+1 <
min{ε/4, εn/2} (thus satisfying (2); the ε/4 condition comes up in the second part of the
proof). By Section 4.1, we have a sequence pn+1,j /qn+1,j → pn/qn, corresponding bond-
ing maps fn,j such that (ψ0, . . . ,ψn−1, fn,j ) ∈ Fn+1 for all j . (This will be the case if
qn+1 is large enough; see Remark 2.2. Note: here, q ′n is taking the place of qn in Section 2,
while qn is taking the place of w−1n .) Moreover, we have curves C′n+1,j , and homeomor-
phisms φn,j , hn+1,j , gn+1,j , and ψn,j . For some J1 > 0, we have d0(gn+1,j , gn) < εn+1
for all j  J1. And, for some J2 > 0, we may replace (as in Section 3.1) fn,j with
ψn,j for all j  J2. Hence, for all j  J3 = max{J1, J2}, d0(gn+1,j , gn) < εn+1 and
(ψ0, . . . ,ψn−1,ψn,j ) ∈Fn+1. So, choosing some J  J3, and relabeling pn+1,J /qn+1,J as
pn+1/qn+1 (relabel all corresponding maps and curves similarly), we satisfy (1), (3)–(7).
This completes the induction, and hence our families of maps and inverse systems are
determined.
Set
A=
⋂
n
An, A
′ = lim←−{An, i},
B = lim←−{Bn,φn|Bn+1}, and S∞ = lim←−{S
1,ψn}.
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Since εn+1 < εn/2 for all n, we are assured that A is a one-dimensional continuum.
Moreover, it is clear that U = Inside(A) is a bounded simply connected domain. Condition
(1) above implies that the sequence pn/qn will converge to an irrational α, while condition
(6) implies that the sequence {gn} converges to a map g, which is conformal on U and
continuous on Ĉ. Moreover, g′(0) = limg′n(0) = lim e2πıpn/qn = e2πıα , and hence the
Schwartz Lemma implies that g is conjugate to rigid rotation by 2πα on the unit disk.
All of this implies that U is a local Siegel disk with A as its boundary.
Part 2: Proof that A= ∂U is homeomorphic to S∞
It is easy to see that A is homeomorphic to A′ (see 2.15 of [8]). Next, note that all
bottom squares commute, so A′ (and hence A) is homeomorphic to B (see 2.22 of [8]).
Finally, note that S∞ ∈ G. We wish to show that S∞ is homeomorphic to B (and hence is
homeomorphic to A), thus showing that U satisfies Theorem 1.1. To do this, we go back
into the induction and show that, given an initial part of the sequence and an ε > 0, we
can choose the next block to that it ε-commutes (i.e., commutes ‘enough’). Given this,
Mioduszewski’s result [6] shows that S∞ is homeomorphic to B . So, let d denote the
standard metric on the Riemann sphere, fix n, and recall that εn+1 < ε/4.
• C′′n+1 → C′′n : Take x ∈ C′′n+1, and note that x = i(x)= ρn+1(x). Going across the top
of the square, we see that ψn(x)= ρn ◦ φn(x). Going down, across the bottom, and
up, we see that ρn ◦ φn ◦ i(x) = ρn ◦ φn(x), and hence we have zero error moving
from C′′n+1 to C′′n .
• C′′n+1 → Bn: Take x ∈ C′′n+1. Going across the top and down, we have i ◦ ψn(x) =
ψn(x). Going down and across, we have i ◦ φn(x)= φn(x). If we let R′x denote the
radial arc (in Bn) passing through φn(x), we see that R′x ∩S1 =ψn(x), and hence (by
condition (3) above)
d
(
ψn(x),φn(x)
)
< εn+1.
• Bn+1 → Bn: Take x ∈ Bn+1 − C′′n+1 (the case x ∈ C′′n+1 is covered above). Going
across, we simply have φn(x). Going up, across, and down, we have i ◦ψn ◦ρn+1(x).
By (d) of Lemma 4.1, we see that d(φn(x),φn ◦ ρn+1(x)) < εn+1. Moreover, (just as
in the previous case) we see that
d
(
φn ◦ ρn+1(x),ψn ◦ ρn+1(x)
)
< εn+1.
Hence,
d
(
φn(x),ψn ◦ ρn+1(x)
)
 d
(
φn(x),φn ◦ ρn+1(x)
)
+d(φn ◦ ρn+1(x),ψn ◦ ρn+1(x))< 2εn+1.
• Bn+1 → C′′n : Take x ∈ Bn+1 − C′′n+1 (the case x ∈ C′′n+1 has already been covered).
Going across and up, we have ρn ◦ φn(x). Going up and across, we have ψn ◦
ρn+1(x)= ρn ◦ φn ◦ ρn+1(x). By conditions (3) and (5) above,
d
(
ρn ◦ φn(x),φn(x)
)
< 2εn+1,
and
d
(
φn ◦ ρn+1(x),ψn ◦ ρn+1(x)
)
< εn+1.
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By (d) of Lemma 3.3, d(φn(x),φn ◦ ρn+1(x)) < εn+1. So, by the triangle inequality,
d
(
ρn ◦ φn(x),ψn ◦ ρn+1(x)
)
< 4εn+1.
Since we chose εn+1 < ε/4, this shows that each square commutes enough, and thus
completes the proof of Theorem 1.1. ✷
Remark. Note that the resulting map g : Ĉ→ Ĉ is conformal on Inside(A), while being
merely continuous on Ĉ. (Herman obtained a C∞ map of Ĉ.) However, removing the
requirement that C′′n+1 maps onto C′n+1 (under φn) and instead requiring that C′′n+1 simply
map into an εn+1 neighborhood, together with very careful Mioduszewski-type arguments,
provides a C∞ map of the sphere (as in [5]).
Also, note that the maps gn act on Ĉ, and hence Ĉ admits arbitrarily small
periodic homeomorphisms (conjugate to rotations) which leave A invariant (compare to
Theorem 2.2).
4.3. Accessibility of tranches
Let U denote the set of all local Siegel disks constructed as in Section 4.2. We have the
following
Theorem 4.1. Let U ∈ U . Then, each fundamental arc tranche in ∂U is accessible exactly
at its two endpoints. Moreover, one is accessible from the inside, while the other is
accessible from the outside.
Proof. Let U , Bn, An, S∞, φn, ψn, hn, gn, Cn, and ρn be as above, and let Ψ :S∞→ ∂U
denote the Mioduszewski homeomorphism induced by the ladder diagram in Section 4.2.
Note that any point (r, θ) ∈ ∂U may be represented via the abstract coordinatization
(θn)n0 = Ψ−1((r, θ)). Let Smk denote a given fundamental arc in S∞, and Ψ (Smk ) the
corresponding fundamental arc in ∂U . We shall show how to obtain an arc of accessibility
(from the outside) landing on the outer endpoint of Ψ (Smk ). Let pmk = (θi)∞i=0 denote
the corresponding endpoint of Smk . Once this is established, the existence of an arc of
accessibility (from the inside) landing on the inner endpoint is then easily seen (by
symmetry).
Consider Smk,j , j > k, (the arc, in C′′j , used in the definition of Smk ) and its image
Xmk,j−1 = φj−1 ◦ i(Smk,j )⊂ C′j ⊂ Int(Bj−1). As the embedding of S1 as C′j is descending,
the point in Xmk,j−1 having maximal radial component (the ‘peak’) is an endpoint of
Xmk,j−1. Label this point (rj−1, θj−1) (where rj−1 is its radial component, θj−1 its angular
component). Note that ρj−1((rj−1, θj−1))= θj−1 =ψj−1(θj ), where θj is the j th element
in the abstract coordinatization of the ‘peak’ pmk (the outermost endpoint) of Ψ (Smk ). Let
θ ′j−1 denote the image of θj−1 (under hj−1) in ∂Aj−1. Inductively, there exists a short arc
Ij−1 such that Ij−1 lands at θ ′j−1, and Ij−1 − {θ ′j−1} lies in the unbounded component of
Ĉ− ∂Aj−1. We may assume that diam(Ij−1) < εj−1.
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Now, consider Smk,j+1 (the next arc used in the definition of Smk ) and its image Xmk,j =
φj ◦i(Smj,j+1)⊂ C′j+1 ⊂ Int(Bj ), and let (rj , θj ) denote the point (inXmk,j ) having maximal
radial component. As above, ρj ((rj , θj )) = θj = ψj (θj+1), where θj+1 is the (j + 1)st
coordinate in the abstract coordinatization of pmk . Let I
′
j = hj ({reıθj : rj  r  1}), and
note that I ′j is a small arc (in Aj ) connecting θ ′j and θ ′j−1. Hence, Ij = I ′j ∪ Ij−1 is an arc
coming in from the unbounded component of Ĉ− Aj , landing at θ ′j . By condition (5) in
Section 4.2, diam(I ′j ) < εj . Hence, diam(Ij ) < εj−1 + εj .
Inductively, we obtain sequences {θj }jk , {θ ′j }jk , and {I ′j }jk such that the following
hold:
(1) Each I ′j is an arc landing at θ ′j , I ′j ∩ I ′l = ∅ iff |j − l| 1, and I ′j ∩ Ij+1 = θ ′j ;
(2) In =⋃kjn I ′j is an arc in the unbounded component of Ĉ− An, except for one
endpoint at θ ′n;
(3) diam(I ′j ) < εj ;
(4) (θj )jk is the abstract coordinatization of pmk (forgetting the first few coordinates);
(5) θ ′j → pmk , as j →∞.
All of this together implies that I =⋃jk I ′j is an arc in the unbounded component of
Ĉ − ∂U , except for one endpoint at pmk ∈ ∂U . This shows that pmk is accessible from
outside ∂U .
Theorem 7.4 of [11] shows that each tranche is accessible (from the outside or inside,
respectively) at at most one point. This implies that pmk is the only point in Ψ (Smj )
accessible from the outside. ✷
4.4. Final questions
A few questions now present themselves.
(Q1) Given a particular U ∈ U , exactly what are the accessible points in ∂U?
(Q2) Can one classify all possible tranches of ∂U up to homeomorphism?
(Q3) Must there be degenerate tranches?
(Q4) Can all tranches in ∂U be arcs or points?
(Q5) Is it possible that all tranches in ∂U are nondegenerate?
(Q6) What rotation numbers are possible?
Of course, Theorem 4.1 provides a partial answer to (Q1). As ∂U is an irreducible
plane-separating circle-like continuum, any degenerate tranches (if such exist) would be
accessible. If (Q4) holds true, then the only accessible points are degenerate tranches
and endpoints of arc tranches (in light of the previous sentence). If (Q5) holds true,
then, because all tranches are tranches of cohesion, Corollary 8 of [9] shows that ∂U
must contain arbitrarily small indecomposable subcontinua. In contrast, if there are no
indecomposable subcontinua of diameter < ε for some ε > 0, the same corollary, and the
small rational rotations of ∂U , imply that ∂U must contain a dense Gδ-set of degenerate
tranches. (Q6) seems to be the most difficult (because of the varied growth conditions on
the qn’s throughout the construction).
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