We provide a computational study of the performance of a state-of-theart solver for nonconvex mixed-integer quadratically constrained programs (MIQCPs). Since successful general-purpose solvers for large problem classes necessarily comprise a variety of algorithmic techniques, we focus especially on the impact of the individual solver components. The solver SCIP used for the experiments implements a branch-and-cut algorithm based on a linear relaxation to solve MIQCPs to global optimality. Our analysis is based on a set of 86 publicly available test instances.
Introduction
Recent years have seen a strong interest in algorithms for mixed-integer nonlinear programming (MINLP). Advances in research are also reflected by the development and computational progress of several general-purpose solvers for MINLP or specific sub-classes, such as convex MINLP or mixed-integer quadratically constrained programming (MIQCP) [4, 5, 9, 10, 11, 13, 28, 17, 19, 22] .
State-of-the-art solvers for MINLP comprise a variety of algorithmic techniques from several related fields such as nonlinear programming, mixed-integer linear programming (MILP), global optimization (in case nonconvex functions are present), and constraint programming (CP). The overall computational performance of a solver crucially depends on its single constituents and their mutual interplay. The aim of this paper is to provide a detailed computational study that investigates the impact of single MINLP solver components.
In our study, we focus on the important subclass of MIQCPs, i.e., optimization where I ⊆ {1, . . . , n} is the index set of integer variables, A j ∈ R n×n , b j ∈ R n , c j ∈ R, and x L k ∈ R ∪ {−∞} and x U k ∈ R ∪ {+∞} are the lower and upper bounds of variable x k , respectively. Note that we do not require the matrices A i to be positive semidefinite, thus we allow for nonconvex constraints. Note that a quadratic objective function can be reformulated by introducing one additional variable and constraint. If I = ∅, we have a quadratically constrained programming problem (QCP).
Recently, the constraint integer programming framework SCIP [1, 3] has been extended to solve nonconvex MIQCPs to global optimality [9] . Computational experiments have shown the competitiveness of the solver with the current state of the art. The plugin-based architecture of SCIP is particularly suited to analyze the impact of individual components. We use this solver for our computational analysis.
The remainder of this paper is organized as follows: In Section 2, we briefly outline the general solution algorithm of SCIP and the specific algorithmic techniques used for MIQCPs. Sections 3 and 4 describe our selection of publicly available test problems, our testing methodology, and the results of our experiments. In Section 5, we summarize and discuss the computational results.
Algorithm
SCIP employs a branch-and-bound algorithm to solve MIQCPs to global optimality. The problem is recursively split into smaller subproblems, thereby creating a branching tree. At each subproblem, domain propagation is applied to exclude further values from the variables' domains and a linear relaxation is solved to achieve a local lower bound (assuming minimization problems). The relaxation may be strengthened by adding further valid inequalities. At infeasible subproblems, conflict analysis is performed to learn no-goods, see, e.g., [21] . Primal heuristics are used as supplementary methods to improve the upper bound. Figure 1 provides a flowchart of the main solving loop of SCIP. In the following, we present a brief overview over the SCIP plugins essential for solving MIQCPs. For further details, see [1, 6, 9, 23, 26] .
Presolving
During the presolving phase, a set of reformulations and simplifications are tried. Further, the domain propagation routines are used to tighten the bounds on the variables.
MILP presolving. Many MIQCPs contain a large linear and discrete part, for which SCIP's default MILP presolving routines [1] bounds, and a i ∈ R, are replaced by a new variable z ∈ R and the linear inequalities
where M L and M U are lower and upper bounds on 
by a specialized SOC constraint handler (see also below).
Convexity check. After the presolving phase, each quadratic function is checked for convexity by computing the sign of the minimum eigenvalue of the coefficient matrix A j . For instances with bilinear terms, this information is essential for separation.
Separation
If the current solutionx of the LP relaxation violates a constraint, SCIP may add valid cutting planes in order to strengthen the formulation.
MILP cutting planes. To cut off fractional LP solutions, SCIP's standard MILP separators are used at the root node. They comprise general techniques like Gomory cuts and problem-specific separation routines like knapsack cover cuts. For an overview and a computational study, see [26] .
QCP cutting planes. If a violated constraint is known to be convex, it is always possible to linearize the constraint function atx. In SCIP, a quadratic constraint is recognized as convex if it is either a SOC constraint or its coefficient matrix is positive-semidefinite. For a violated nonconvex quadratic constraint, each term of a quadratic function i,j a i,j x i x j is individually underestimated by a linearization for a i,i x 2 i with a i,i > 0, a secant for a i,i x 2 i with a i,i < 0, and a McCormick underestimator [18] for a bilinear term, respectively. If a linear inequality generated by this method does not cut off the current LP solutionx, the infeasibility is resolved by branching.
Domain propagation
In domain propagation, deductions of the variables' local domains are inferred. These can yield stronger linear underestimators in the separation procedures, they may cut off nodes due to empty domains or infeasible constraints, and can result in further domain deductions on other constraints. For quadratic constraints, we implemented an interval-arithmetic-based method similar to [14] . The propagation of general linear constraints, constraints of special type such as knapsack constraints, and global MILP propagators are described in [1] .
Conflict analysis
If domain propagation routines or the LP solver detect infeasibility of a subproblem, a (preferably small) set of domain reductions proving this infeasibility is determined. This gives rise to globally valid conflict constraints, which may help to prune the tree in the remaining search. In the current implementation of SCIP, quadratic constraints do not take part in conflict analysis. Nevertheless, analyzing solely the domain reductions that were performed by the linear constraints is often sufficient to generate short conflict constraints.
Branching
If an integer-infeasible LP relaxation solutionx cannot be cut off by separation or domain propagation, an integer variable with fractional value is selected for branching. SCIP's default branching variable selection rule is "hybrid branching" [2] , which combines pseudo-cost-based reliability branching with VSIDS and inference/impact-based branching.
Only ifx is integer feasible but violates a nonconvex quadratic constraint, we perform a spatial branching operation. To select the branching variable we use a pseudo-cost-based branching rule as suggested in [5] . Note that feasibility of a convex quadratic constraint can always be enforced by separation.
Primal heuristics
When solving MIQCPs, we still make use of all default MILP primal heuristics of SCIP [6] . Even if solutions suggested by MILP heuristics are infeasible for the quadratic part of the problem, they might serve as starting points for nonlinear repair and improvement heuristics. Additionally, large neighborhood search (LNS) heuristics are implemented in SCIP: a QCP-based local search [9] , CIP extensions of standard LNS heuristics for MIPs [8] , and the novel Undercover heuristic [7] . The QCP-based local search heuristic employs a solver for finding local optimal solutions to the QCP subproblems that are obtained from the original MIQCP by fixing all discrete variables in the problems.
(i*) [29] , portfolio optimization problems (classical*, robust*, shortfall*) from [24] , truss structure design problems (*bar*) from [27] , uncapacitated facility location problems (uflquad*) from [15] , and MIQCP instances from the MINLPLib [12] .
From these test sets we removed instances that are trivial to solve for SCIP and some that are extremely hard, because in both cases changing single solver components will not produce a significant difference in any performance measure. Even worse, including many such instances would skew average-based performance measures. Furthermore, some individual instances had to be excluded because SCIP 2.1.1 produced an error with one of the parameter settings. Finally, we reduced subsets of similar instances in order to avoid certain classes being overrepresented. Problem statistics for the instances as stated originally and after default presolving are given in the Appendix (Table 2) .
Initially, we ran all instances with default settings as outlined in Section 2. To measure the impact of individual components, we compare the default run to the performance with a feature disabled or switched to a simpler strategy. Since many MIQCP instances contain a considerable linear and discrete part, we also investigate the effect of the classical MILP components.
All in all, we compared twelve alternative settings against the SCIP default: we disabled linear presolving, binary reformulations, the detection of SOC constraints, convexity checks, domain propagation, MILP cutting plane separation, cutting planes from quadratic constraints, conflict analysis, all primal heuristics and a particular primal heuristic which solves QCPs subproblems via local search; we further altered the variable selection strategy to random and the node selection to depth first search.
Obviously, some of the features may only have an effect on a certain subset of the test set, e.g., disabling upgrading of SOC constraints is only applied if such constraints are at all present (and detected) in the model. For those tests, we split the test set in a "relevant" and a "control" group, expecting no change in performance for the control group.
The results were obtained on a cluster of 64bit Intel Xeon X5672 CPUs at 3.2 GHz with 12 MB cache and 48 GB main memory, running an openSuse 12.1 with a GCC 4.6.2 compiler. Hyperthreading and Turboboost were disabled. In all experiments, we ran only one job per node to avoid random noise in the measured running time that might be caused by cache-misses if multiple processes share common resources. We used SCIP 2.1.1 with CPLEX 12.4.0.0 [28] as LP solver, Ipopt 3.10.2 [25] as QCP solver for the QCP-based local search heuristic, and LAPACK 3.4.0 to compute eigenvalues. The optimality tolerance was set to zero, the relative feasibility tolerance to 10 −6 . We imposed a time limit of one hour and a memory limit of 8 GB for SCIP and 8 GB for the underlying solvers.
Computational results
With default settings, SCIP could solve 55 of the 86 instances within the time limit of one hour. For two of the unsolved instances, namely 200bar and space25, no feasible solution was found. Instance ilaser0 was erroneously reported as infeasible by SCIP and is therefore not considered in the comparisons 1 . When disabling the convexity check or changing the node selection rule to depth first search, SCIP hits a limit on the maximal branch-and-bound tree depth for one instance each. The corresponding instance is then excluded from the comparisons for the particular setting. Table 1 : Impact of implemented MIQCP methods. Column "size" gives the number of instances in the test group. Performance measures are absolute/relative differences compared to SCIP with default settings. When a performance measure gets worse after disabling a certain component, the corresponding numbers are set in a bold blue font; when it improves they are set in red italics. Very loosely: blue bold is good, red italics are bad. Table 1 shows the impact if a particular component of SCIP is switched off or changed to a simpler mode. As outlined in Section 3, for some of the features we split the test set in a "relevant" and a "control" group, expecting no change in performance for the control group. Column "size" gives the number of instances in the respective test group.
All performance measures are w.r.t. the default settings of SCIP. As a rough indicator of the usefulnes of a component, the third column of Table 1 reports how many instances more or less were solved. The remaining columns provide a more detailed comparison to the SCIP default.
For instances that could not be solved within the time limit, columns four and five compare the primal and dual bounds at termination, counting on how many 6 instances they were "better" or "worse" by at least 2%. Column six, "time", states the number of instances for which a particular setting was more than 10% faster or slower. Columns seven to ten compare the change of the shifted geometric "mean" of the overall running time, the time until the "first" solution was found, the time until an "opt"imal solution was found, and the shifted geometric mean of the number of branch-and-bound "nodes".
For each of the eight performance measures we indicate whether it shows an improvement or a degradation: when the performance measure gets worse after disabling a certain component, the corresponding numbers are set in a bold blue font; when it improves they are set in red italics. Loosely speaking, having a row with more blue bolds than red italics indicates that a certain component is beneficial on the test set. Table 1 shows that disabling a certain feature always leads to an increase in overall computation time and, except for binary variable reformulation, the number of branch-and-bound nodes. Even more importantly, for eight out of twelve settings, there is at least one instance which could not be solved after disabling a certain component. Only for linear presolving, the number of instances that can be solved within the given time limit increases by one.
We further see that the features specific to the handling of nonlinear constraints, like cut generation for these constraints, specialized algorithms for SOC constraints, or convexity detection, have by far the largest impact. Using a sophisticated branching rule also reduces the computational effort tremendously. MILP specific features like linear presolving, MILP cuts, and conflict analysis on the linear part are less successful than in pure MILP, but still reduce the running time and the number of branch-and-bound nodes.
Domain propagation works on the linear and the nonlinear part, additionally exploiting global information. It gives a clear benefit w.r.t. the computation time and even more w.r.t. the number of branch-and-bound nodes and the dual bound for unsolved instances.
Primal heuristics slightly improve the overall computation time, but very much help to find a first feasible solution and to obtain a good primal bound if a run has to be terminated due to a time limit. The impact of using a QCP-based local search is positive but by far not as big as that of all primal heuristics together.
Altogether, most of the components turned out to be beneficial for the performance, only binary variable reformulation is on the borderline. For the eight different performance measures that we compared, only two showed an improvement, five showed a degradation when using binary variable reformulation. We come to the conclusion that, despite of the benefits in mean running time, binary variable reformulation should not be used by default. These examples show that often using more than one criterion for measuring performance gives a better picture of the overall behavior.
Conclusion and outlook
In this paper, we gave a brief overview over different algorithmic parts of the branchand-cut framework SCIP and discussed their relevance for solving MIQCPs. The main focus was the last section, which presented and discussed computational results on the individual impact of those components. Eleven out of twelve features proved to be beneficial for the overall performance.
The parts specific to nonlinear optimization clearly made the biggest difference, even if they often only operate on a smaller subset of instances. The results for the MILP and CP components suggest that these techniques do not unfold their full potential for MINLP, yet.
Finally, we wish to point out that our experiments were performed for one specific solver that employs an LP-based branch-and-cut approach. It would be interesting to see the outcome of similar experiments for other solvers and algorithms.
Appendix Table 2 presents statistics on the size and structure of the 86 MIQCP instances in our test set. We show each instance before and after the default presolving of SCIP. Columns "bin", "int", and "vars" give the number of binary variables, general integers, and the total number (including continuous) of variables, respectively. Columns "soc", "quad", and "linear" show the number of (recognized) second order cone, general quadratic, and linear constraints, respectively. If all quadratic constraints of an instance were recognized as convex or concave, a checkmark is set in column "conv". Note that this is different from the test set relevant for the convexity check in Table 1 , which consists of all instances that have convex constraints with bilinear terms. 
