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Abstract
Clouds and the weather are important aspects of any natural outdoor scene,
but existing dynamic techniques within computer graphics only offer the simplest
of cloud representations. The problem that this work looks to address is how to
provide a means of simulating clouds and weather features such as precipitation,
that are suitable for virtual environments.
Techniques for cloud simulation are available within the area of meteorology,
but numerical weather prediction systems are computationally expensive, give
more numerical accuracy than we require for graphics and are restricted to the
laws of physics. Within computer graphics, we often need to direct and adjust
physical features or to bend reality to meet artistic goals, which is a key difference
between the subjects of computer graphics and physical science. Pure physically-
based simulations, however, evolve their solutions according to pre-set rules and
are notoriously difficult to control. The challenge then is for the solution to be
computationally lightweight and able to be directed in some measure while at the
same time producing believable results.
This work presents a lightweight physically-based cloud simulation scheme
that simulates the dynamic properties of cloud formation and weather effects.
The system simulates water vapour, cloud water, cloud ice, rain, snow and hail.
The water model incorporates control parameters and the cloud model uses an
arbitrary vertical temperature profile, with a tool described to allow the user to
define this. The result of this work is that clouds can now be simulated in near
real-time complete with precipitation. The temperature profile and tool then
provide a means of directing the resulting formation.
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Chapter 1
Introduction
1.1 Context
During our everyday lives, we see a wide variety of cloud and weather formations
above us. Sometimes these displays are a collection of small innocuous clouds,
peacefully drifting across a background of bright blue. At other times the entire
sky can become a violent tempest, with lightning crashing above us and rain or
hail whipping around us. Except for the more extreme forms, it is easy for most
of us to take our weather for granted, until we are planning an outdoor event.
In a virtual world, however, the absence of weather effects or their poor quality
representation can be quickly noticed. Achieving visual believability in computer
graphics simulations has been a driving force of industry and academia since the
first computer generated images were produced. Surely, then, weather effects
must play an important role in the representation of an outdoor scene.
Indeed, in films and the virtual worlds of computer games the mood of a
scene can be greatly enhanced through clouds and the weather. A dark and
stormy night can contain a multitude of horrors for a lone character approaching
a house whilst seeking refuge from the downpour. A dull grey drizzle can be
used to point out the meaninglessness of a disenchanted character’s life, before
the clouds part and the bright sunshine lifts his spirit. Such clichés indicate the
strength and importance of weather effects in the arts.
The weather is also very important to pilots, with some weather phenomena
being particularly hazardous to aircraft. Downdraught from large storm clouds
can occur in what are known as micro-bursts, which are very powerful downward
moving winds that can cause light aircraft to crash [Houze 1993]. Recognition of
these problems and how to react to them is therefore vital to pilots to ensure their
safety. Glider pilots rely on thermal updraughts to keep their unpowered aircraft
in flight and knowledge of cloud formations can indicate where these thermals
are. Spectacular cloud formations like the ‘morning glory’ in Australia can also
13
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provide unique gliding experiences, with the formation itself indicating where the
updraughts and downdraughts occur [Pretor-Pinney 2006]. Realistic cloud and
weather representation is therefore important to professional applications, such
as flight simulators.
This project looks to develop the state-of-the-art in the subject of cloud and
weather emulation for computer graphics.
1.2 Motivation and Aims
In the subject of physical science, numerical simulations are used to directly mimic
reality. Once a simulation is started, its evolution relies purely on the mathem-
atical descriptions of the physical laws it tries to emulate. The outcomes are
often difficult or impossible to predict. Sometimes scientists include parameters
within their equations that can be used to ‘tweak’ the results so that they better
fit with measured data, in order to perform a more accurate simulation. The
techniques become more advanced as scientists home in on reality, refining their
understanding with more complex equations and calculations that take longer to
execute, requiring ever more powerful hardware to run them.
Although the outputs can be interesting or exciting, within computer graphics
we are not normally interested in pure physical simulations. They are generally
computationally expensive, give far more numerical accuracy than we require
but their outputs are often abstract and difficult to visualise directly. The key
issue, however, is one of control. If the director of a film or game wants a certain
feature in a specific place, how can we achieve this with a pure physically-based
simulation when it might be impossible to predict the outcome? One solution,
used by the ILM team which produced the visual effects for the film The Perfect
Storm, was to simulate a large expanse of water with a fluid dynamics simulator.
Technical directors then had to act as location scouts, searching through the
virtual environment to find places suitable for their shots [Robertson 2000]. While
this is a solution, it is by no means a good one. In an ideal world, the technical
artist would be provided with a set of tools which would allow him or her to craft
their desired result, rather than blindly running a simulation and hoping for a
fortuitous output. This in itself is a complex long-term problem within computer
graphics. Bringing the issue to the subject of clouds, this research must carefully
consider these artistic requirements in its solutions by providing some means of
influence over the results. It is primarily this topic which differentiates the goals
of this work from those of the physical sciences, from which the cloud models
here are derived.
Current systems within computer graphics that display atmospheric and weather
effects are limited in scope. Near real-time methods are available to numerically
14
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simulate clouds [Kajiya and Herzen 1984; Overby 2002; Miyazaki et al. 2002] and
others have been developed to emulate rain [Garg and Nayar 2006; Tatarchuk and
Isidoro 2006] but no methods exist that link the two together. Rendering tech-
niques exist that will visualise the outputs from meteorological simulators which
include multiple water categories [Riley et al. 2003] but no techniques within
computer graphics are available to generate this data. Meteorological simulations
themselves are necessarily complex systems which are computationally expensive,
unsuitable for an artist to set up and difficult to control. The requirement there-
fore exists for a lightweight, ‘tailored-for-graphics’ cloud simulator which bridges
the gap between the basic existing models and the advanced water (including
precipitation) features offered by meteorological simulations, while at the same
time providing some means of influencing the resulting simulation.
The goal of this research work is to develop techniques that emulate a more
complete set of dynamic cloud and associated weather phenomena which may
also serve as a strong foundation for future work. The aspects of primary interest
are clouds and precipitation and their linkage, i.e. to simulate clouds that are
able to dynamically form and to precipitate. Further to this, with respect to
the different requirements of computer graphics as compared to physical science,
issues of control are to be addressed. The reason for this is to allow the techniques
to be directed, to help meet artistic requirements rather than to purely obey
physical laws.
1.3 Approach
The starting point for this work was an examination of previous works within
computer graphics. While these varied in approach, the physically-based methods
which were coupled with computational fluid dynamics arguably gave the best
visual results for dynamic cloud formations. However, as previously mentioned
these works did not include features such as precipitation and their actual cloud
physics only covered the basics. It was also difficult to tell what the output of a
simulation run would be, or where clouds would form.
These previous works are based on the real physical processes of cloud form-
ation, so the next logical step was to examine the science of clouds and weather
that is meteorology. Chapter 2 of this thesis is the result of this review effort.
The aim here was to acquire a background knowledge that would allow for the
development of a more advanced cloud model, but one which would be suffi-
ciently light-weight. Surveying existing meteorological literature revealed a key
work [Schultz 1995] that offered a greatly simplified water model, which is at the
heart of cloud physics. This was then adopted and adapted, modified for ease
of implementation and to allow some degree of control. Further examination of
15
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standard meteorological texts revealed a way of greatly influencing the vertical
extent of cloud formations. A commonly used meteorological chart then inspired
the development of a tool that could be used to direct this.
1.4 Contributions
The original contributions of this work are:
• The addition of multiple water types into a physically-based cloud model
for computer graphics, to simulate both warm and cold (frozen) water.
• The inclusion of precipitation types into this model, to allow a simulated
cloud to rain, snow or hail.
• Controls within the water model to allow some degree of artistic direction,
including the ability to specify regions where precipitation may or may not
fall.
• The use of an arbitrary vertical temperature profile, which influences the
vertical formation of clouds.
• A tool, based on a meteorological chart, which can be used to set the vertical
temperature profile and the initial simulation conditions. This tool allows
the desired cloud base and cloud top altitudes to be directly specified. The
tool also allows advanced users to create layering effects.
1.5 Thesis Overview
In Chapter 2, we will review the subject of cloud dynamics, which explains the
physical process of cloud formation and evolution. We will start by identifying
the various different forms that clouds can take, introducing a commonly used
taxonomy that is based purely on visual appearance. This will allow us to better
understand the challenge of cloud simulation by identifying our desired outputs.
We will then build a mathematical model for cloud dynamics. To do this we
will rely on parcel theory, which is a commonly used meteorological tool that aids
understanding [Petterssen 1940]. It describes how small volumes, or parcels, of air
move through the atmosphere. We will look at how to mathematically describe
this ‘background’ atmosphere and the parcels that move through it. With our
understanding of parcels, we will extend our model to include water. We will
see how to represent water in our parcels, the states and categories it can be
present in and how it can transfer between those states. Thus armed with a more
16
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complete parcel model, we will see how parcels move through the atmosphere in
relation to atmospheric stability, empirical cloud formation models and finally
computational fluid dynamics.
In Chapter 3, we will review previous work on cloud and weather simulation.
We will briefly consider meteorological simulations, but we will be mostly con-
cerned with computer graphics. We will generalise these into physically-based
and procedurally-based simulation techniques but also consider hybrid methods.
Further, we will briefly look at rendering methods, specific weather effects and
more general fluid dynamics approaches.
In Chapter 4, the main work of this project will be presented. The techniques
follow on from Chapter 2, where we started to build up our simulation model
from meteorological sources. The model will be described in full along with the
associated techniques and tools that give us a means of directing the simulation.
Details of the prototype implementation will be discussed and results presented.
The results will be evaluated and we shall consider the advancements of the
methods and how effective the techniques are.
Chapter 5 concludes this thesis, with a discussion on the strengths and limit-
ations of this work and an identification of various possible future directions for
further exploration.
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Chapter 2
Cloud Dynamics
2.1 Introduction
In this chapter we will look at the physical properties of clouds and the atmo-
sphere in general and examine theoretical models that attempt to describe and
emulate the observed characteristics. We shall begin by looking at clouds and
their classification schemes, based purely on a cloud’s appearance. Then we will
look at the static properties of the atmosphere as a whole and consider models
for describing it. We will then move onto the start of real cloud dynamics by
examining parcel theory, which will allow us to describe the atmosphere in terms
of the motion of small volumes of air called parcels. Once we have a basic under-
standing of parcel theory, we will look at water and see how it works with and
affects parcels and the atmosphere in general. We will then look at larger-scale
motions in a set of empirical cloud models, which will tie in our understanding of
parcel theory to the observed characteristics of clouds. Finally we will consider
fluid dynamics as a means of simulating these atmospheric motions.
2.1.1 Terminology and Techniques
This chapter relies on a number of fundamental physical laws, properties and
relationships, some of which are worth briefly reviewing before they are used.
Gasses are naturally of great importance within meteorology, and there are
three properties of gases that are of interest: pressure, temperature and density.
Pressure, p, is the term used to express the force, F , exerted at a normal angle
by a measure of gas over its boundary of area A, in accordance with the equation
p = F
A
. Its unit within the SI system is the Pascal (Pa), although meteorological
texts often use the millibar (mbar or mb), which has equal scale, where 1mbar =
10kPa. Many other units of measure exist, but this work will adhere to the more
recent conventions as presented in the meteorological sources used.
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Temperature, a property of objects that we perceive as a range from hot to
cold, is a form of internal energy of a body — specifically, it is proportional
to the average kinetic (movement) energy of the molecules that make up the
body [Bohren and Albrecht 1998, p. 37]. It is commonly measured in degrees
Celsius (°C), or in degrees Kelvin (K), which is essentially the Celsius scale shifted
to start at the thermodynamic absolute zero, so that 0 K = -273.15°C. For a more
detailed discussion the reader is directed to thermodynamic texts, such as Bohren
and Albrecht [1998, p. 45].
Density, ρ, is mass m per unit volume V , ρ = m
V
, and in SI units is measured
in kg.m−3.
The three properties pressure, temperature and density are linked together in
the equation of state for an ideal gas, also known as the ideal gas law:
p = ρRT (2.1)
Where R is the gas constant per unit mass, also termed the individual gas
constant [Rogers and Yau 1989, p. 2], and for dry air is approximately equal to
287 J kg−1K−1.
It is important to note that this equation is an approximation that only holds
true for a theoretical ideal gas, which assumes that inter-molecular forces are
negligible, and that the particles themselves occupy a negligible volume. For
a more detailed discussion, and derivation of the ideal gas law, the reader is
again directed to standard thermodynamic or physical texts, such as [Bohren
and Albrecht 1998, p. 36].
Although they are more commonly used within computer graphics, it is also
worth recalling some basic principles of classical mechanics, namely Newton’s
three laws of motion:
1. A body will not change its momentum unless a force acts upon it.
2. “If a force acts upon a body, then the resulting change of momentum is
proportional to the acting force” [Benenson et al. 2006, p. 41]. This results
in the following relationship between Force, Mass and Acceleration: F =
ma.
3. For every action there is an equal and opposite reaction.
2.2 Cloud Classification
Clouds are observed to form a wondrous variety of shapes, ranging from small
and innocuous cauliflower-topped shapes to large, drab homogeneous masses that
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drizzle incessantly. In order to facilitate the study of any such widely varying
phenomena, a means of classification must be agreed upon.
A number of naming conventions for the classification of cloud forms have
been proposed over the centuries, but it was the system introduced by an English
pharmacist, Luke Howard, during the winter of 1802-1803 that has now become
the basis of cloud classification terminology1. In his description, Howard intro-
duced the use of three Latin roots, to describe three basic cloud types: cumulus
(meaning heaped), stratus (meaning to spread out or cover in a layer), and cirrus
(meaning a lock of hair) [Houze 1993, p. 6]. To describe clouds capable of pre-
cipitation, he added the fourth term: nimbus (meaning rain). The system then
combined these word roots to build up a description of further cloud types.
The method used by the World Meteorological Organisation’s International
Cloud Atlas [WMO 1975], is essentially based on Howard’s nomenclature. Here,
clouds are first divided into three overlapping categories, or étages, based on their
height, followed by ten unique genera, each containing different species, each of
which in turn can have a number of varieties. Following the lead of Houze2,
we shall extend the WMO’s scheme and also include fog as an additional cloud
genus. Further, we shall include a fourth ‘vertical’ étage for the two cloud types
that are capable of extending their height into all three bands. (see Table 2.1 on
the following page).
It is important, however, to remember that cloud classification is an artifi-
cially imposed designation, intended purely as an aid to identification and cloud
study. As such, cloud forms may change between classifications and, at times, an
individual cloud may be difficult to fit neatly into a single category. Similarly,
although there are links which we shall see, a cloud’s classification does not ne-
cessarily reflect its method of formation. As Houze [1993, p. 3] describes, “this
nomenclature makes no attempt to explain the observed clouds; it is based only
on the sizes, heights, and physical appearance of the cloud”.
The aim of this project is to simulate cloud forms, so it is worth considering
our desired outputs. Let us now look at the four main categories and briefly note
the primary characteristics of each genus. For a more detailed, but light-hearted
examination of the cloud classification scheme, the Cloudspotter’s Guide [Pretor-
Pinney 2006] is highly recommended.
1As was the fashion at the time, Howard initially presented his theories at a scientific
society lecture, which were later published in the Philosophical Magazine. Howard’s life and
achievements are recounted by Hamblyn [2002] and the interested reader is directed to this
text, which also includes descriptions of earlier classification schemes in Chapter 6.
2As Houze explains, the WMO method is designed for weather observers, and classifies fog
as a “restriction to visibility” [Houze 1993, p. 6]
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Category (étage) Genus Species Varieties
Low Level: height 0 - 2km
Fog
Cumulus
Humilis
Radiatus
Mediocris
Congestus
Fractus
Stratus
Nebulosus Opacus
Fractus Translucidus
Undulatus
Stratocumulus
Mid Level: height 2 - 7km
Altostratus
Translucidus
Opacus
Duplicatus
Undulatus
Radiatus
Altocumulus
Translucidus
Stratiformis Perlucidus
Lenticularis Opacus
Castellanus Duplicatus
Floccus Undulatus
Radiatus
Lacunosus
High Level: height 5 - 13km
Cirrus
Fibratus Intortus
Uncinus Radiatus
Spissatus Vertebratus
Castellanus Duplicatus
Floccus
Cirrocumulus
Stratiformis
Undulatus
Lenticularis
Castellanus
Lacunosus
Floccus
Cirrostratus
Fibratus Duplicatus
Nebulosus Undulatus
Vertical: height 2 - 13km Cumulonimbus
Calvus
Capillatus
Nimbostratus
Table 2.1: The cloud classification scheme that shall be used in this work. This
table is a reduced and slightly modified version of that from Pretor-Pinney [2006,
p. 17], with the addition of Houze’s temperate height data [1993, p. 7], and
following Houze’s lead by treating fog as low cloud, and with the addition of a
vertical étage.
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2.2.1 Low-Level Clouds
This is the category assigned to clouds with a base height not exceeding two
kilometres [Houze 1993, p. 7]. The warm temperatures at low-altitude means
that these clouds are usually composed of liquid water.
2.2.1.1 Fog
Technically, fog is a term that can be used to describe any cloud type that
contacts the ground. However, a number of cloud types exist that are formed
directly at ground level due to the ground itself, and can thus be considered as
unique fog types. These include radiation fog, caused by radiative cooling of the
ground surface; advection fog, where “warm air moves over a pre-existing cold
surface” [Houze 1993, p. 7]; and steam fog, where steam rises into cold air from
a warm body of water.
2.2.1.2 Stratus
These clouds are generally uniform masses, with little in the way of sharply
defined features. They form flat sheets, often extremely extensive horizontally,
and can be thick enough to block out the sun. They do not usually bring precip-
itation, although if they occur as fog the result can be drizzle or fine mist.
2.2.1.3 Cumulus
Featuring distinct edges, a flat base, and a characteristic ‘cauliflower’ top, these
are perhaps the stereotypical cloud type. They start quite small, extending less
than a kilometre in any dimension, but can develop into powerful cumulonimbus.
They can occur individually, in spaced-out groups, or in closely-packed clusters.
Small ‘fair-weather’ cumulus (cumulus humilis) have lifespans of approximately
5–40 minutes, and young cumulus are more sharply defined than older ones, which
appear more ragged due to cloud erosion. [Wilhelmson and Ramamurthy ca.2008]
(See Figure 2.1.)
2.2.1.4 Stratocumulus
This type exhibits the general extensive flat sheet characteristics of stratus, but
consists of ‘rounded lumps’ that are similar in form to cumulus. (See Figure 2.2.)
2.2.2 Mid-Level Clouds
These clouds have a base height of 2-7km [Houze 1993, p. 7], and are generally
just the mid-altitude variations of their low-level cousins. These mostly consist of
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Figure 2.1: Top: low level cumulus clouds. Bottom: cumulus clouds photo-
graphed from a height of approximately 10km. The larger cloud on the right was
likely to be or soon become a cumulonimbus. Photographs by the author, top
June 2009, bottom pair January 2008.
Figure 2.2: Stratocumulus as seen from above. This type is characterised by a
flat layer with cumulus-like bumps. Photograph by the author, August 2007.
23
2.2 Cloud Classification
Figure 2.3: Altocumulus stratiformis, a ‘lumpy layer’ of cloud. Photograph by
the author, April 2009.
liquid water, but can be composed of ice, or a combination of the two, depending
on the atmospheric temperature profile.
2.2.2.1 Altocumulus
This type exhibits a wide range of variations, ranging from a mid-level cumu-
lus equivalent (such as altocumulus castellanus) to a stratocumulus equivalent
(altocumulus stratiformis). To aid identification, a useful ‘rule-of-thumb’ is that,
at arms length, cumulus and stratocumulus elements are the size of the fist or lar-
ger, while altocumulus elements are the size of one to three finger-widths. [Pretor-
Pinney 2006]. (See Figure 2.3.)
2.2.2.2 Altostratus
This type is similar to stratus, but is not usually thick enough to completely
block the sun. Instead, they can exhibit coloured rings around either the sun or
moon, called a corona, in a process caused by the diffraction of light by small
water droplets. [Houze 1993, p. 15]
2.2.3 High-Level Clouds
These occur between a height of approximately 5km and the tropopause (the top
of the layer in the atmosphere where clouds form, an altitude of about 10km)
[Houze 1993, p. 7]. The temperature at these altitudes is sufficiently low that
almost all cloud water is present in the form of ice crystals. Further, due to the
often large particle size coupled with the low saturation vapour pressure of ice,
the particles evaporate slowly and clouds are long-lived (this will be explained in
more detail in Section 2.6.3). As strong high-altitude winds move the particles,
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Figure 2.4: A high level cirrus element. Photograph by the author, February
2009.
the clouds form characteristic filament or wispy shapes [Houze 1993, p. 16]. High-
level clouds are often caused as a result of vertical cloud formations, which bring
water up from lower levels.
2.2.3.1 Cirrus
These exhibit distinctive long hair-like filaments, which are often the result of
virga – precipitation that evaporates before it reaches the ground. (See Figure
2.4.)
2.2.3.2 Cirrostratus
Similar to their lower-level counterparts, these have a uniform sheet-like appear-
ance. Although this type of cloud can be over a kilometre in thickness they are
still relatively transparent, and their ice-crystal composition can result in a range
of interesting and unusual optical effects. These include: various halos, distinct
bright rings around the sun at specific angles resulting from certain ice crystal
compositions; sun-dogs, which are a pair of bright spots that appear either side
of the sun; as well as a number of rare circular and arc phenomena3. (See Figure
2.5.)
3Cloud optics is a fascinating and diverse subject, but unfortunately beyond the scope of this
thesis. An excellent source of information on optical phenomena is the web resource maintained
by Cowley [Cowley ca.2008], which includes many photographic references and explanations as
well as HaloSim, a free ray-tracing program for simulating a wide variety of effects.
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Figure 2.5: Left, sundogs and halo in a layer of cirrostratus; right, close-up of a
sundog. Photographs by the author, August 2008.
2.2.3.3 Cirrocumulus
These are similar in form and variety to altocumulus, though they can some-
times exhibit the wispy hair-like filaments that are characteristic to the high-level
clouds. (See Figure 2.6.)
2.2.4 Vertical Clouds
The WMO categorises clouds according to their base height, although two cloud
types exist that extend across all three height zones. The ‘traditional’ scheme
would place these two types into the low-level classification, which can be con-
sidered misleading. To aid clarity, we will separate these into their own category
of ‘vertical clouds’. As a result of their large vertical extent, the tops of these
clouds may consist of ice while their bases remain as liquid water.
The two types within this category are the nimbostratus and the cumulon-
imbus. As their word-stems indicate, they are both highly precipitating cloud
types and cumulonimbus is especially associated with various forms of extreme
weather.
2.2.4.1 Nimbostratus
This is perhaps the extreme version of a stratus, with a large vertical extent and
a characteristic uniform grey appearance. Although they rain continually, they
are not associated with particularly extreme weather, and Houze [1993, p. 13]
describes them as “simply a dark, rainy cloud covering the entire sky”.
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Figure 2.6: Cirrocumulus formation. Photograph by the author, August 2006.
2.2.4.2 Cumulonimbus
Cumulonimbus are of most relevance to this project, for they display all the form-
ation and precipitation characteristics that we are aiming to emulate. These are
the stereotypical thunderstorm clouds and are associated with extreme weather
conditions from torrential rains to high-speed winds and devastating tornadoes,
with thunder and lightning thrown in for good measure. The dynamics of thun-
derstorms are a complex subject and the topic of much active research, mostly in
the hope of improving prediction methods that might save lives. Cumulonimbus
dynamics are examined in more detail in Section 2.6.1.1 on page 50. (See Figure
2.7.)
Cumulonimbus also exhibit a number of accessory cloud varieties, which are
worth mentioning. These include shelf clouds, which extend at low level ahead
of the main cloud (see Figure 2.8a); wall clouds, from which tornadoes extend;
and mammatus, so called for their breast-like protuberances on the underside of
clouds (see Figure 2.8b and c). Further more, the top of a cumulonimbus may
form an anvil shape, usually when it extends into an area of high atmospheric
stability and spreads horizontally.
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Figure 2.7: Top: typical views of cumulonimbus in the UK. Bottom: extreme
cumulonimbus supercells rotate and can form tornadoes. Top photographs by
the author, March 2009 and April 2012. Bottom photographs credited to Mike
Hollingshead [Hollingshead ca.2009]
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(a) (b)
(c)
Figure 2.8: (a) Shelf Cloud. Image credited to John Kersthold [2004]. (b)
Unusually well-defined mammatus formation. Image credited to Jorn Olsen [2004]
(c) Typical mammatus formation. Photograph by the author, October 2008.
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2.3 The Atmosphere and Parcel Theory
In this section we shall examine the fundamental set of atmospheric properties and
its basic characteristics. We will then start to consider the atmosphere in motion
by looking at an abstraction known as Parcel Theory, in which the movements of
individual volumes of air are described as part of the atmosphere as a whole.
2.3.1 The Atmosphere
The atmosphere is a complex dynamic structure with air circulations ranging
between very large (planetary) and very small (sub-metre) scales.
According to the ideal gas law, the atmosphere must consist of three well-
defined and inter-related properties: pressure, temperature and density. A useful
description of the atmosphere can be built up by examining these three properties.
Figure 2.9: This is the “vertical temperature profile of the ICAO Standard
Atmosphere”, source: [Met Office ca.2008]
2.3.1.1 Atmospheric Temperature
At ground level we are used to experiencing atmospheric temperature variations,
which rise and fall as various air masses come and go. What we may not appre-
ciate is that the temperature above us also changes. The graph of atmospheric
temperature against altitude is termed a temperature profile or temperature gradi-
ent. Perhaps surprisingly, the average temperature profile shows a number of very
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distinct regions, which atmospheric scientists use to categorise the atmosphere
into a number of discrete layers, as shown in Figure 2.9.
The region that interests us in this work is the lowest-layer, the troposphere,
which is the first approximately 10km of atmosphere and in which the vast ma-
jority of clouds form (a few very rare types form in higher layers). Within the
troposphere, the vertical temperature profile can vary, which has a great effect on
weather systems. The layer above the troposphere is the tropopause, which has
a more-or-less constant temperature throughout its height. This is a key feature
which, as we will see later in Section 2.5 on page 47, inhibits buoyancy.
In its most approximated form, we can categorise the temperature gradient
with the concept of a constant temperature lapse rate, which is simply the rate
at which temperature decreases with height. A number of organisations and
bodies have extended the idea of such approximations and designed standard
atmospheres for various purposes, such as the testing of aircraft or the calibration
of equipment. These standardisations use a set of lapse rates, or more complex
equations, to define the temperature, pressure and density profiles. The ICAO
Standard Atmosphere4 gives the lapse rate in the troposphere as 6.5K km−1.
These models essentially describe the ideal average temperature gradient and,
while this may be a useful starting point, it does not accurately represent a real
temperature gradient at a specific time instance. For example, during the day
the sun heats up the ground, which in turn heats up the air above it resulting in
a warmer region at low altitude. Thus, real gradients exhibit multiple regions of
different lapse-rates and are not necessarily smoothly varying. These irregularities
are important to cloud formation because they affect buoyancy, the full effects
of which we shall examine in Section 2.5 on page 47. It is important then to
ensure that the atmospheric temperature gradient is described using a method
that allows such irregularities — for example, using multiple lapse-rates or using
a set of temperature values at sample points of given heights and employing some
form of interpolation when querying between samples.
4The International Civil Aviation Organisation (ICAO) Standard Atmosphere, which defines
the atmosphere up to 80km, is Doc. 7488 [ICAO ca.2008] and a table of results up to 20km
may also be found in the back of Rogers and Yau [1989, p. 277]. A number of Standard
Atmospheres exist from other organisations, including: The International Organisation for
Standardisation’s (ISO) Standard Atmosphere, which is ISO 2533:1975 [ISO ca.2008]; The U.S.
Standard Atmosphere 1976, is available from NASA [NASA ca.2008]. A number of web-applets
are also available on-line which allow the user to query a standard for atmospheric properties
based on a given height — for example, an ICAO calculator [Frei ca.2008], and a U.S. Standard
Atmosphere calculator [Digital Dutch ca.2008].
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2.3.1.2 Atmospheric Pressure
Although the pressure at the Earth’s surface can vary, it generally decreases with
height in a regular manner as the atmosphere fades into space. This atmospheric
pressure gradient can be modelled by considering the Earth to be flat and the
atmosphere to be static in terms of its vertical motions. The pressure at a given
point is then assumed to be caused by the weight of the air pressing down from
above5. When the atmosphere is in such a state, it is considered to be in hydro-
static equilibrium [Rogers and Yau 1989, p. 28].
If we consider a small volume of such an atmosphere then, by our definition,
it will have no vertical motion. According to Newton’s first law of motion this
means that there is no resultant force acting upon the volume, so any forces which
do act upon it must be in equilibrium. There are three such forces:
• A downward force from the atmosphere above the sample volume, Fdown
• An upward force from below the sample volume, Fup
• The downward force of gravity due to the mass of the volume, Fg
If we consider the areas of the top and bottom faces of our volume, which we
assume to be equal to A, we can describe the downward force as being due to
a pressure, Pdown, from above while the upward force is due to a pressure, Pup,
from below:
Fdown = Pdown.A
Fup = Pup.A
Through Newton’s second law of motion, Force = Mass.Acceleration, the
definition of density, Density = Mass
V olume
, and the volume of a prism, V olume =
Area.Height, the downward force of gravity can first be expressed in terms of
the density ρ, and volume V of the sample volume, and then rearranged in terms
of A and the height of the sample volume, h:
Fg = ρ.g.V = ρ.g.A.h
where g is the acceleration due to gravity. Recalling the beginning of this
discussion, we stated that because our volume is static any opposing forces must
5As with all physical approximations, it is important not to take them too literally, or to
accept them as absolute truth. The interested reader is directed to Bohren and Albrecht [1998,
p. 35] for a discussion on this subject, and on the practicalities (or rather, impracticalities) of
this particular assumption.
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be equal and opposite in value. We have defined three such forces, so the sum of
their values will be equal to zero:
Fdown + Fg − Fup = 0
where the sign change is because Fup acts in the upward direction, while the
other two forces act downwards. Through substitution, it can then be shown
that:
Pdown.A+ ρ.g.A.h− Pup.A = 0
Pdown − Pup = −ρ.g.h
The expression Pdown − Pup is essentially the change in pressure vertically
across the volume so, as the height of the sample volume tends towards zero, we
can express the differential change in pressure vertically across the volume with
respect to height:
dP = −ρ.g.dh
This is the hydrostatic equation which, through the use of the ideal gas equa-
tion, we can express in terms of the pressure and temperature of the sample point,
giving:
dP
P
= −
g
Rd.T
.dh
The solution to this equation may then be found: [Bohren and Albrecht 1998,
p. 54]
P
P0
= exp
{
−
ˆ z
0
g
RdT
.dh
}
where P0 is the pressure at the base height. However, the integral on the right-
hand-side implies knowledge of the exact vertical temperature profile, which is
often unavailable. A good approximation can be achieved by using an average
temperature value [Rogers and Yau 1989, p. 28].
P ≈ P0exp
{
−
g
RdT
(h− h0)
}
where T is the mean temperature from the base height h0 to the sample
height h. This is known as the barometric formula and it provides a reasonable
description of how the atmosphere’s pressure changes with height.
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Following on from this approximation, if the temperature lapse rate is a known
quantity, the equation can be simplified into the following: [Auld and Srinivas
ca.2008]
P ≈ P0
(
T
T0
) g
LR
where L is the lapse rate.
In the previous section we stated that a single lapse-rate cannot accurately
describe the atmospheric temperature gradient and that the aim is not to use
such methods in this work. However, from the hydrostatic and barometric equa-
tions if we were to use an arbitrary temperature profile we would either have to
approximate its integral or its average temperature, which could be slow to com-
pute at interactive frame-rates. Another solution is to take a further step back
from reality and use a simpler approximation: [Bohren and Albrecht 1998, p. 55]
P ≈ P0 exp
{
−
h
H
}
where P0 is the base pressure and H is the scale height constant, set to 7.29 in
this work as defined by Bohren and Albrecht. This equation has the advantage
of being independent of temperature, which should simplify the calculations by
removing the need to integrate the temperature up to the sample height at the
cost of accuracy.
2.3.1.3 Atmospheric Density
The atmospheric temperature and pressure both decrease with height, so the
ideal gas equation implies that density must also exhibit a similar trend, which it
does. In general, this method of reasoning can be extended to any equation that
involves density, for which it should be possible to use the ideal gas law to express
it in terms of pressure and temperature instead. As well as potentially simplifying
equations this can also be a useful aid to understanding, since it is often difficult
to visualise the three-way relationship between pressure, temperature and density,
and their implications.
2.3.2 Parcels
Parcels are discrete, traceable, volumes of air [Petterssen 1940]. Andrews [2000, p.
29] likens a parcel to the volume of air contained within a “thin balloon”, which is
free to travel through the atmosphere. If the boundary of the parcel is considered
not to conduct heat, and if the parcel itself does not generate or absorb heat,
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then any processes performed on or by the parcel, such as movement, are termed
adiabatic [Rogers and Yau 1989, p. 6].
Once again, it is important to note that parcels represent a level of abstraction,
and approximation, that are just a conceptual mechanism to aid understanding,
and to help formulate equations that describe basic behaviour. Reality is far more
complex, as a real volume of air will “rapidly mix with its surroundings” [Andrews
2000, p. 29], and would be impossible to trace.
In order to make parcels a useful mathematical tool a number of standard
assumptions are made about their properties:
• The air within a parcel is a homogeneous ideal gas and is not considered to
mix with the air outside the parcel.
• The actual size of a parcel is not usually specified, though Lawrence [Lawrence
ca.2008, p. 3] suggests that, at least for convective clouds, parcels should
be thought of “with dimensions of order 10 - 1000 metres”.
• Parcels are considered to move through the atmosphere slowly, in relation
to the speed of sound [Lawrence ca.2008, p. 5].
• The pressure of a parcel can be assumed to equalise to that of the ambient
atmospheric pressure [Rogers and Yau 1989; Andrews 2000, both p. 29].
• The parcel’s density, volume and temperature are not set in relation to
background atmospheric properties, and so are considered properties of the
parcel. Since these properties, together with pressure, are related by equa-
tions of state, they can be calculated at any point. To achieve this, another
property must be included which is related to the parcel’s temperature, and
is discussed below.
As a parcel moves through the atmosphere adiabatically its pressure will change,
as it equalises to the background pressure. From the ideal gas law, it should
be clear that a change in pressure must result in a change in either density,
temperature, or both. However, this law by itself cannot be used to determine
the parcel’s other two properties when only one is given. Thankfully, there exists
a property which is a function of temperature that is conserved during adiabatic
processes, and is known as the potential temperature6, usually denoted θ:
θ ≡
(
pˆ
p
)κ
T
6The definition of potential temperature follows on from the definition of an adiabatic
process and is derived from the first law of thermodynamics, that energy is conserved, coupled
with the ideal gas equation. For further details, the reader is directed to standard texts, such as
Rogers and Yau [1989, pp. 6-7], Andrews [2000, p. 28], Bohren and Albrecht [1998, p. 106,157].
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where κ is a function of gas constants approximately equal to 0.286. The
potential temperature can be thought of as the temperature that a parcel would
have if it were to be brought adiabatically to a reference pressure pˆ.
Thus armed with a means of calculating temperature as well as pressure, the
parcel’s density and volume can also be calculated should they be required.
2.3.3 Parcel Buoyancy
The term buoyancy refers to the resulting movement when gravity acts upon
differences in density between a volume and its surroundings. Thus, a volume
which is less dense than its surroundings will rise. As previously stated, it is
convenient to remove density from calculations and it is possible to do just this
with buoyancy. In an ideal gas, which exhibits no pressure difference between the
sample volume (i.e. the parcel) and its surroundings, it can be shown [Emanuel
1994, pp. 6-8] that for a unit mass the resulting force due to buoyancy is related
to the difference in temperatures:
FB = gB = g
(
T − T ′
T ′
)
= g
(
T
T ′
− 1
)
(2.2)
Where T is the parcel temperature, in an ambient environment of temperature
T ′ [Rogers and Yau 1989, p. 30].
2.4 Water and Moist Air
So far we have examined the basics of the parcel model, by considering dry parcels
moving through a static background atmosphere. In this section we will look at
ways of including water parameters into our model, so that we can move towards
our goal of using it to describe clouds. We shall look at this in three distinct
stages: first we will examine how to categorise water; second, how water can be
transferred between categories; and third, how these two aspects are formalised,
so that we can use them in our parcel model.
2.4.1 Categories of Water
Water exists in three phases within our atmosphere. These are the gas phase,
known as water vapour; the liquid phase, water; and the solid phase, ice. When
water in its vapour form changes its phase to liquid, the process is known as
condensation, and the reverse process is known as vapourisation or evaporation.
Similarly, water changing from its liquid phase to solid is known as freezing, and
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the reverse is melting. Water may also change directly from gas to solid, which
is known as deposition, and the reverse process is sublimation.
Water vapour is a colourless gas, so water in our atmosphere is only visible
when it is in either the liquid or solid phases. Liquid water particles with a radius
of less than about 100µm [Rogers and Yau 1989, p. 83] have generally so little
mass compared to their surface area (and hence ability to be blown about in the
wind) that gravity does not play a significant role in their motions. The result is
that they remain suspended in the air in the formations that we know as clouds
or, if they form close to the ground, fog and mist. The average size of a cloud
droplet is generally considered to be about 10µm [Rogers and Yau 1989, p. 83].
The forms that solid water can take are extremely wide-ranging. Ice crystals
grow in what is often believed to be an infinite number of variations, as anyone
who has attempted to compare snowflakes can attest to7. Like water droplets,
very small ice crystals have too little mass for gravity to bring them down to earth
(when compared to the drag forces resulting from their sizes), and remain suspen-
ded in the air as clouds. If we take a look back at the temperature gradient of the
ICAO Standard Atmosphere (Figure 2.9 on page 30), the freezing point generally
occurs at an altitude in the mid-troposphere. As such most high level clouds are
actually clouds of ice, while mid-level clouds are often made of liquid water at
their bases and ice at their tops. An interesting feature of ice-clouds is that if
crystals of a similar configuration are present in a relatively thin cloud at high
altitude, they can become aligned and result in a variety of optical phenomena
due to their refractive properties [Kokhanovsky 2006, pp. 219-223].
2.4.1.1 Precipitation
In general, water that falls out of a cloud in any form is known as precipitation.
Liquid water droplets that are larger than about 100µm will usually fall as rain,
but droplets larger than about 3.5mm can become unstable and split into smaller
droplets8. The maximum speed at which a precipitation particle falls is defined
as the point at which the gravitational force acting on the particle is balanced
by the drag force acting against it as it moves through the atmosphere. The
gravitational force is naturally due to the particle’s mass, while the drag force is
a function of the particle’s size and the local atmospheric density.
7Magono and Lee [1966] did just this, and provided a detailed classification of snow crystals
comprising of some 8 primary categories, presented in a fully illustrated table resulting in 80
entries of unique types.
8Houze [1993, p. 80] presents an empirically-based formula developed by Srivastava [Houze
1993 cites Srivastava 1971], in which the probability of a droplet breaking up is given as a
function of its size, and results in an exponential increase in likelihood of break-up in droplet
sizes beyond 3.5mm.
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Although precipitation is a common, and perhaps all too frequent, occurrence
on most parts of the planet, it is worth taking a moment to clarify the various
terms:
Rain Falling liquid water of varying droplet sizes. In large cold clouds, this
can actually start falling as ice or snow which then melts at lower,
warmer, altitudes. Maximum fall velocities for rain drops are around
9m/s at ground-level, but this can be closer to 13m/s where the atmo-
spheric pressure is only 500mb (approximately 5km in altitude). [Ro-
gers and Yau 1989, pp. 124-126] and [Houze 1993, pp. 75-76].
Drizzle Very fine rain, of radius approximately between 100µm and 250µm
[Houze 1993, p. 76].
Snow Delicate ice-crystals of varying shapes and sizes. Due to their large
size relative to their mass, these tend to fall slowly with maximum
speeds ranging between 0.3-1.5m/s [Houze 1993, p. 95].
Freezing-Rain This starts as ice or snow, but as it falls it passes through a warm
layer of air and melts. If it then passes through another layer of
colder air, just before it hits the ground, it ‘supercools’ and freezes
upon impact.
Sleet Mixture of frozen and liquid water.
Hail Roughly spherical ice formations. These can range in size up to over
17cm in diameter9 and, due to their high density, can fall with speeds
of between 10-50m/s [Houze 1993, pp. 95].
Graupel Snow crystals with additional ice growth. These look like small snow-
balls, are white in appearance and lighter than hail. They tend to fall
with maximum speeds of between 1-3m/s [Houze 1993, p. 95].
Virga Any precipitation that evaporates before reaching the ground, often
forming a new cloud which is usually visible as streaks in the direction
the precipitates were falling.
2.4.1.2 Water-Content Representation
A variety of terms exist for describing the level of water present in air. The
one most frequently used for parcels is the mixing ratio, a unit-less value which
9According to the National Geographic News [National Geographic 2003], the largest re-
corded hailstone fell in Nebraska, in the U.S., in August 2003 and measured 17.8cm in width.
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specifies a mass of water present in a given mass of air. A mixing ratio is usually
denoted by q (or often w in texts) with subscripts offering further clarification,
for example qv is usually the water vapour mixing ratio. Although technically
they are dimensionless, it is common for them to be expressed in terms of a
mass per unit mass, such as kg / kg, or g / kg. It can also be useful to express
them in terms of pressure and partial pressures. A gas is typically made up from
molecules of different constituent gasses. According to Dalton’s Law [Benenson
et al. 2006, p. 732], the total pressure of a gas is the sum of the pressures of its
constituents, which are each known as a partial pressure.
Examining the case of qv, by definition:
qv =
mv
md
=
ρv
ρd
Where mv is the mass of vapour, md is the mass of dry air, ρv is the density
of the vapour, and ρd is the density of the dry air. This second formulation
is achieved through the general definition of density: m = V ρ, where V is the
volume occupied, which may be cancelled out of the equation since both masses
occupy the same volume. From the ideal gas equation (Equation 2.1 on page 19),
we can define the partial pressure, e, of the vapour as:
e = ρvRvT
Similarly, the dry air pressure may be defined as:
pd = ρdRdT
Thus:
qv =
ρv
ρd
=
(
e
RvT
)
(
pd
RdT
)
=
Rde
Rvpd
Where we can evaluate the gas constant ratio as:
Rd
Rv
≈ 0.622
Further, Dalton’s law of partial pressures indicates that the total pressure of
the atmosphere, p, can be expressed as the sum of the partial pressures of dry air
and water vapour:
p = pd + e
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Thus, we can obtain the equation:10
qv =
0.622e
p− e
(2.3)
2.4.2 Water Transfers: Cloud Microphysics
Now that we have empirically defined the various forms that water can take, it
should be clear from common observation that water masses can be transferred
between those states — such as the melting of ice to become liquid water. There
are a number of such transfers, each of which may have a number of different ap-
proaches for approximation. Here, we shall examine a number of these transfers,
defining equations for some of the simpler ones but looking at them mainly from
an empirical point of view. We will formulate mathematical definitions for them
later in Section 4.2.4 on page 84.
2.4.2.1 Vapour to Liquid or Ice: The ‘Saturation’ Myth
Bohren and Albrecht [1998] identify the term ‘saturation’ as somewhat misleading
— in fact they felt it was such a problem that they dedicate several pages to its
discussion. In short, they explain that the term ‘saturation’ erroneously implies
that air acts like a sponge, to be filled with water vapour until it can hold no
more. They carefully and logically consign this theory to the status of myth and
describe the actual phenomenon by starting again from the beginning:
If we consider a body of water, its temperature is essentially the average of its
molecules’ kinetic (movement) energies. When this body of water interfaces with
a volume of air, some of the faster molecules occasionally break free from the
attractive forces that hold the liquid together and enter the volume as vapour.
This is the process of evaporation and the reverse, where water molecules from
the gas collide with and become part of the liquid, is condensation. The key is
that both processes occur continuously and that they are essentially independent
from one another. For the most part, the rate of evaporation is dependent on
the properties of the liquid and the rate of condensation is dependent on the
properties of the gas. Thus, a liquid of higher temperature will result in a higher
rate of evaporation, because there are more fast-moving molecules so a greater
number will be likely to break free. Similarly, if the gas contains a larger number
of water molecules, they are more likely to collide with the liquid. Thus, an
increase in water vapour within the gas will increase the rate of condensation.
Part of the terminology confusion occurs because, for the most part, when
the terms ‘condensation’ or ‘evaporation’ are used, the speaker is referring to the
10This derivation was expanded from that presented by Bohren and Albrecht [1998, p. 186],
although it can be found in many sources.
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overall net process. Thus, if evaporation occurs at a faster rate than condensation,
there is a net evaporation. If, however, the rates of condensation and evaporation
are equal, there is no net change. This point of equilibrium is the unfortunately
named saturation point11.
Putting this into practice, the ‘saturation’ equilibrium point is fundamental
to the development of clouds. Let us consider a parcel with a quantity of water
vapour, qv, and a temperature, T , in a dry atmosphere which, at the position
of the parcel, has a pressure p. If the conditions the parcel is in are such that
evaporation occurs at a higher rate than condensation, it is reasonable for us
to assume that the parcel’s water will remain as vapour. Were any liquid water
droplets present, they would quickly evaporate. If, however, the net process is one
of condensation, the vapour contained in the parcel may condense into droplets
of liquid water and thus form a cloud. Knowing ‘which side’ of the equilibrium
point the parcel is at a given time would therefore determine the level of cloud
present.
Given the properties of the parcel and its environment, it is possible to calcu-
late the mixing ratio at which equilibrium occurs. This is the saturation vapour
mixing ratio, qvs, which can be expressed in terms of pressure and partial pressure
by applying equation 2.3 to obtain:
qvs =
0.622esl
p− esl
Where esl is the liquid saturation vapour pressure, which can be calculated
using an empirical approximation: [Bolton 1980; Rogers and Yau 1989, p. 16]
esl ≈ 6.112 exp
(
17.67T
T + 243.5
)
According to Bolton [1980], this equation is accurate to less than 0.1% between
−35◦C 6 T 6 35◦C. The units in this equation for saturation vapour pressure
are millibars.
Unfortunately, this explanation is not the entire story, because pure water
does not easily condense to form new droplets. For this to occur, the amount
of water present has to be several times that of the saturation level. In general,
when the water level present is higher than the saturation level, it is termed
supersaturation. In reality, the atmosphere is full of impurities in the form of
small particles, around which water finds itself able to condense. Such particles
are therefore known as condensation nuclei and the process of water forming on
them, known as nucleation, is a complex subject that is mostly beyond the scope
11This explanation is a summarised version of that by Bohren and Albrecht [1998, p. 181]
and for a more rigorous and detailed explanation the reader is referred to this text.
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of this work12. When pure water condenses into droplets, the process is known
as homogeneous nucleation, while that involving condensation nuclei is known as
heterogeneous nucleation [Houze 1993, p. 69].
The basic transfer between vapour and ice can be treated in a similar manner
to that of liquid. The ice saturation vapour mixing ratio is thus similarly defined
as:
qvsi =
0.622esi
p− esi
The ice saturation vapour pressure esi is then estimated using Buck’s empirical
method, which is optimised for temperatures between 223.15K to 273.15K (-50°C
to 0°C): [Buck 1981]
esi ≈ 0.6112 exp
(
22.452T
T + 272.55
)
The reverse processes of evaporation (liquid to gas) and sublimation (solid to
gas) are covered later in Section 4.2.4.6 on page 90.
2.4.2.2 The Bergeron Effect:
An important transfer from water to ice is due to a process known as the Bergeron
effect. This is dependent on the fact that the saturation vapour pressure for liquid
is greater than that for ice. Following Storelvmo et al. [2008] there are three
possible states for a parcel to be in, with respect to its vapour pressure ev:
1. ev > esl > esi, i.e. there is a lot of water vapour. This results in both ice
and liquid droplet growth.
2. esl > ev > esi, i.e. liquid should be evaporating, but ice should be forming.
This is the Bergeron effect.
3. esl > esi > ev, i.e. there is not much water vapour present. This results in
both ice and droplet shrinkage.
When the required conditions are satisfied, water is effectively transferred from
the liquid to ice categories. In a water model, this could be achieved either
implicitly by accurately modelling the transfers between the three categories of
water, vapour and ice, or explicitly with a direct formulation of the Bergeron
effect.
12Rogers and Yau devote an entire chapter to this subject and the interested reader is directed
to their work [Rogers and Yau 1989, Chapter 6]
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2.4.2.3 Autoconversion
This is the growth of droplets to precipitation size. It is dependent on vapour
diffusion (condensation on existing droplets) and coalescence (merging of smaller
droplets).
2.4.2.4 Collection
As droplets fall through the cloud, they encounter other droplets and merge with
them, ‘collecting’ them up to form a larger droplet. This is dependent on droplet
mass, fall speed, air density, and a ‘collection efficiency’.
2.4.2.5 Sedimentation
In our parcel model, this is rain falling into or out of the parcel, to or from other
parcels.
2.4.2.6 Aggregation
This is similar to collection but involves ice particles collecting other ice particles.
It is strongly dependent on temperature and crystal type.
2.4.2.7 Riming
This is the process of ice crystal enlargement that occurs when ice particles collect
liquid water and form larger ice particles. Heavy riming results in graupel.
2.4.2.8 Energy Release and Latent Heat
One important point to note, from the discussion on saturation, is that during
the evaporation process the loss of high-energy molecules from the body of water
results in a lower average energy within that body. Evaporation is thus a cooling
process and, it follows, condensation is a warming process. A net evaporation or
condensation will therefore result in a change in temperature of the liquid water.
In general, when water undergoes any phase change, an amount of energy is
either released or absorbed. When water vapour condenses it releases an amount
of energy L, which is called the latent heat of vapourisation13. Within a parcel an
amount of water, ∂q, changing state from gas to liquid will result in an amount
of energy Q being released:
13For a discussion on the evils of the term “latent heat”, the reader is referred to Bohren
and Albrecht [1998, p. 194, 290]
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Q = L∂q
The property of the parcel that this energy changes is its temperature. For
a unit mass, the energy associated with a change in temperature, ∂T , can be
expressed as:
Q = cp∂T
where cp is the specific heat of water, literally the amount of energy required to
change the temperature by one degree, with different constant values depending
on whether the water being heated is liquid, solid or gas. It should be noted
that there are two variations of specific heat, depending on whether pressure
or volume is kept constant during the process, both variations having different
values. Within the parcel model described thus far, it is assumed that a parcel’s
pressure is equalised to that of its surroundings, so we shall assume that pressure
is the constant term.
Returning to the equations, we can now obtain an expression for the change
in temperature associated with a phase-change:
L∂q = cp∂T
∂T =
L∂q
cp
(2.4)
2.4.3 Water in Parcels: Continuity Models
So far, our parcel model could only describe a dry volume of air. From the
previous section we now know that water may be present in its three phases:
vapour, liquid and ice, as well as in various forms of precipitation. We can also
describe the quantities of water that are present in terms of mixing ratios. It is
therefore time to ‘add water’ to the parcel mix. To do this, we need to formalise
the categories of water and to define a set of equations that describe how water
moves from one category to another.
If for a moment we exclude the various processes of precipitation, we can as-
sume that the total water within a parcel will remain constant. As the parcel’s
properties change while it moves about through the atmosphere this water may
undergo phase changes, and water droplets may get larger or smaller. To help
keep track of the various forms of water, we can then assign them categories. For
instance, water vapour, liquid water droplets, and ice crystals. At its most ac-
curate, an explicit model would describe these categories using size distributions,
and even shape configurations in the case of ice. However, the computational
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implications of such a model prohibit its general use, so bulk models were de-
veloped to discretise the categories to varying degrees of approximation. The set
of equations that describe the transfer of water between the categories are known
as water continuity equations and are based on varying and complex microphys-
ical processes. Different water models take into account different sets of processes
and for each process there are different approximations.
2.4.3.1 Bulk Water Continuity Models
Houze [1993, p. 101] builds up a bulk model, starting with a simple two-state
scheme. Here, water is present as either vapour, denoted by its mixing ratio qv,
or as ‘cloud liquid-water’, a term introduced to represent condensed liquid water
that forms a cloud, denoted by the mixing ratio qc. There are no precipitating
categories in this model so the total water mixing ratio is conserved, qT = qv+qc,
and the water-continuity model is then defined by two equations:
Dqv
Dt
= −C
Dqc
Dt
= C
where the term C is the result of a function that evaluates the microphysics
and acts as either a source or a sink — that is, it removes water from one category
and adds it to another. In this case, the term C “represents the condensation of
vapour when C > 0 and evaporation when C < 0” [Houze 1993, p. 102]. It is
typical for water continuity models to be presented in this way, with generalised
source and sink terms, since the approximations used for the microphysics vary
between different works.
A model that incorporates just two water categories, however, is of limited
use. Houze expands his model to include a precipitating rain water category,
with mixing ratio qr, and the equations are expanded to include a number of
microphysics sources and sinks:
Dqv
Dt
= −Cc + Ec + Er
Dqc
Dt
= Cc − Ec − Ac −Kc
Dqr
Dt
= Ac +Kc − Er + Fr
where the sources and sinks are given by:
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C is condensation, thus Cc is condensation of cloud water;
E is evaporation, thus Ec is evaporation of cloud water, and Er is evaporation
of rain water;
Ac is autoconversion;
K is collection;
F is sedimentation.
Finally, Houze presents the six-state cold-water scheme described by Lin et
al. [1983]. This model describes the changes to the following mixing ratios of
a parcel: vapour, cloud water, rain, cloud ice, snow and graupel. The water
continuity equations for this are:
Dqv
Dt
= (−Cc + Ec + Er)δ4 + Sv
Dqc
Dt
= (Cc − Ec − Ac −Kc)δ4 + Sc
Dqr
Dt
= (Ac +Kc − Er + Fr)δ4 + Sr
Dqi
Dt
= Si
Dqs
Dt
= Fs + Ss
Dqg
Dt
= Fg + Sg
The S terms represent the total sources and sinks for the cold-water processes,
and:
δ4 =
{
0 if T < −40◦C
1 otherwise
The mixing ratios are given by:
qv, the mixing ratio for water vapour;
qc, the mixing ratio for cloud water — liquid droplets that are too small to
fall out of the cloud;
qr, the mixing ratio for rain water;
qi, the mixing ratio for ice — solid water crystals that are too small to fall
out of the cloud;
qs, the mixing ratio for snow;
qg, the mixing ratio for graupel.
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The format presented here, which is from Houze [1993, p. 105], is highly
abstracted from the microphysics of the sources and sink factors. The original
work by Lin et al. [1983] includes full explanations and formulas for their 27
source/sink factors. We will revisit water continuity models later in Section 4.2.4
on page 84, where simulations are discussed and developed.
2.4.4 Moist Parcel Buoyancy
The previously stated buoyancy equation (Equation 2.2 on page 36) holds true
under dry conditions, but gravity will act against any liquid or solid water that
is present. While, in the case of small particles, this is not large enough to make
them fall from the cloud, it does have an effect on the buoyancy of the parcel. In
such a situation, the following expanded buoyancy equation can be used: [Rogers
and Yau 1989, p. 50]
B =
T
T ′
− (1 + q) (2.5)
Where q is the parcel’s total mixing ratio of all condensates, which is essen-
tially all water categories except vapour.
2.5 Atmospheric Stability
According to the buoyancy equation, a dry parcel that is warmer than the ambient
or background temperature will rise. As the parcel rises the environment’s pres-
sure decreases and thus so does its own. This results in a decrease in the parcel’s
actual temperature and the rate at which this occurs as it rises adiabatically is
known as the dry adiabatic lapse rate (DALR). Andrews [2000] gives this value at
approximately 9.8K.km−1 and it is important to note that this corresponds with
a constant potential temperature. If the rate at which the background temper-
ature decreases (its lapse rate) is greater than the DALR, the difference between
the parcel’s actual temperature and the background temperature will increase as
the parcel rises, resulting in an increase in buoyancy, and the atmosphere is said
to be unstable. If the atmospheric lapse rate is identical to the DALR there is no
buoyancy force and a displaced parcel will remain in its new location, in which
case the atmosphere is said to be neutral. Finally, if the atmospheric lapse rate
is less than the DALR a rising parcel will exhibit a gradual decrease in buoyancy
until it reaches an equilibrium altitude at which the background atmospheric
temperature equals its own actual temperature. If the parcel moves above this
point, the buoyancy force will act in the opposite direction and attempt to push
it down to its equilibrium altitude. Such an atmosphere is termed stable.
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Figure 2.10: The three states of dry atmospheric stability and the additional
state for moist parcels. A rising parcel will increase its rate of ascent through
an unstable region. A displaced parcel in a neutral region will remain in its new
location. A parcel in a stable region will rise or fall to find a level of equilibrium.
A conditionally unstable region is stable for a dry parcel and unstable for a moist
parcel.
However, a fourth state exists for water-laden parcels. When water condenses
latent heat is released and the parcel’s temperature increases, so it no longer
follows the DALR. Instead it follows a new lapse rate called the saturated adiabatic
lapse rate, or the pseudoadiabatic lapse rate. This rate is not constant, but is less
than the DALR and so creates another stability state where the atmospheric
lapse rate is less than the DALR (and thus stable for a dry parcel) but greater
than the pseudoadiabatic lapse rate (and thus unstable for a moist parcel). Such
an atmospheric region is termed conditionally unstable. These rates are shown
graphically in Figure 2.10.
2.5.1 Analysis Tools
The tool that is used here is the Skew-T log(P) graph (commonly referred to as
just a “skew-T”) [Air Weather Service 1990]. This is one of a family of similar
thermodynamic charts commonly used by meteorologists to plot an atmospheric
profile to show how temperature varies with height. These charts vary only by
the method of plotting their coordinate axes of temperature and pressure. In the
skew-T, temperature is ‘skewed’ at 45 degrees and the logarithm of pressure is
used (hence the diagram’s name) see Figure 2.11. Because the pressure of the
atmosphere decreases exponentially with height, to a reasonable approximation,
height can be used in place of pressure as one of the primary axes. This work
uses a temperature-height axis graph, assuming that any potential user is likely
to be more comfortable with these properties.
In addition to the base axes and often running nearly perpendicular to the
temperature are curves of constant potential temperature (in green). The DALR
represents a constant potential temperature so these lines can be used to quickly
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Figure 2.11: The axes of the Skew-T log(p) graph, and a sample profile. The
background graphs are screenshots from the prototype tool developed as part of
this work.
identify whether a profile segment is stable or unstable. We can also see how
high a dry parcel of a given potential temperature is likely to rise, by starting at
ground level and following its potential temperature line up to the point where
it crosses the atmospheric profile line. It is important to note, however, that a
rising parcel which encounters a stable portion of atmosphere can still continue
to rise due to its momentum, but the buoyancy force will attempt to return it to
the altitude where it crossed the atmospheric profile line.
Running nearly parallel to the temperature axis are curves of constant satur-
ation mixing ratio (in brown). This is traditionally used to plot the dew-point
associated with the temperature profile, which gives a measure of how much
moisture is present in the atmosphere. If we consider a parcel rising from ground
level, following a potential temperature line we see that it crosses through the
saturation mixing ratio lines. If we choose an altitude at which we want a cloud
to form, we can examine one of the saturation mixing ratio lines to find the va-
pour mixing ratio that our parcel would need to contain in order for it to become
saturated (i.e. a cloud to start forming) at this height. This point is known as
the lifted condensation level (LCL). As the parcel rises beyond this height, the
saturation mixing ratio drops further and more water condenses. Condensation
releases latent heat and warms the parcel, so we must stop following a line of
constant potential temperature and instead follow a saturated or moist adiabat
line (in pink). As the parcel continues to rise more water condenses and it may
even start precipitating.
The skew-T is a versatile analysis tool with additional features that can be
identified, but the brief description here is sufficient for the purposes of this work.
We will consider ways of using this tool later in Section 4.2.3.1 on page 82.
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2.6 Empirical Formation Models
From the review of clouds in the introduction, we can conclude that there are
three main types of cloud form, which actually correspond to Howard’s original
description: cumuliform, stratiform, and cirriform. As might be assumed, their
visual appearances do correspond to differences in formation and internal dynam-
ics. In this section we shall look at each of these in turn, and relate them to the
parcel model.
2.6.1 Convection and Thermals: Cumuliform Clouds
Our parcel model corresponds extremely well to cumuliform clouds, and can be
applied to these directly. As previously implied, the first stage of the circulation
process assumes that parcels near the ground level are heated by some means.
Then, as has been described, the heated parcels will rise through a gradient-
temperature environment in an attempt to reach their level of neutral buoyancy.
This type of heat transfer, where the heat itself is responsible for its own motion
or ‘advection’, is known as free convection [Bohren and Albrecht 1998, p. 354].
One of the difficulties that held back early development of cloud models was
the lack of good quality observational data. Early observational data was often
anecdotal, with glider-pilots being the main source. The development and im-
provement of aircraft, radar, satellite imagery and even time-lapse photography
changed this, and models can now be tested to a reasonable degree of accuracy
against their real-life counterparts. One of the first serious, scientific, studies of
clouds was the ‘Thunderstorm Project’ [Byers and Braham 1948], performed just
after World War II, which used aircraft to take a number of basic measurements
of cumulonimbus clouds.
2.6.1.1 Cumulonimbus Dynamics
A great deal of effort has been expended over the years in attempts at understand-
ing this form of convective cloud, driven partly by the need to provide warning
of their potentially devastating effects.
In the Thunderstorm Project, aircraft fitted with recording instrumentation
literally flew through thunderstorms to collect data. The analysis was presented
by Byers and Braham [1948], and showed how each thunderstorm was found to
consist of a number of mostly independent convective cells. Each “thunderstorm
cell” was then described as having a life-cycle of three main stages: a growing
cumulus stage, a mature stage, and a dissipating stage (see Figure 2.12). It was
found that the lifetime of a cell was typically between one and three hours. A
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(a) Growing cumulus stage (b) Mature stage (c) Dissipating stage
Figure 2.12: The life-cycle of a storm cell, as described by Byers and Braham
[1948]. (Diagrams taken from their paper and adapted)
thunderstorm was described as starting as a single cumulus and, for a few minutes,
would consist of just one cell.
The first stage of the cell is characterised with the formation and growth of an
updraught. This process starts with a cumulus cloud although, of course, Byers
and Braham note that “only a small number of cumulus clouds actually build into
mature thunderstorm cells”. They go on to describe how two or three cumulus
clouds may “grow together into one cell”, usually with a diameter of 1.5-8km, up
to a height of about 4.5km. The main feature of this first stage is the updraught,
which is a large upward motion within the cloud “prevailing throughout the entire
cell and balanced by gentle subsidence in the environment”. The strength of this
updraught was found to vary anywhere from between one metre-per-second in
a small or weak cell, to nearly thirty metres-per-second in “large well-developed
cells”. It was also observed that the updraught at ground level exhibited a degree
of horizontal convergence of the winds towards the centre of the cell, on a scale
equal to that of the cell’s radius.
One important point to note is that the lapse rate of a parcel in the updraught
was found to be higher (i.e. decreasing at a greater rate) than the moist adiabatic
rate. This can be explained by modifying our parcel definition and including
another physical process known as entrainment, in which a rising parcel mixes
with its surroundings. If a warm parcel gradually incorporates atmospheric air
that is cooler, and possibly dryer, then it will naturally cool at a faster rate than
would be described by the moist adiabatic lapse rate.
The mature stage sees the development of a downdraught, with heavy rain
or other precipitation that reaches the ground. Byers and Braham observed
that when a cell reaches this stage it will usually have a vertical extent of up
to 7.5-9km, and that a downdraught will have formed “in the very region where
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Figure 2.13: Thunderstorm temperature profiles (lapse-rates) in downdraught
formation. If a parcel from the updraught at position A is moved downward,
its temperature will follow the line A to A’. When this parcel falls below the
environmental temperature at point B, it will continue to sink. Adapted from
Byers and Braham (Fig. 22) [1948]
updraughts had previously existed”. The authors attributed the formation of
this downdraught to falling rain, and describe it with reference to the lapse rates
within the cloud and the surrounding environment.
A typical parcel in a thunderstorm updraught will be moister and warmer
than its environment, despite entrainment, and may show a temperature profile
such as the red curve in Figure 2.13, when compared to a typical unstable en-
vironmental lapse rate, shown in blue. If such a moist parcel were to be forced
downward from its position aloft, traditional parcel theory states that it would
follow the moist-adiabatic curve in its descent, shown by the green line. At
the point, B, where this line crosses below the environmental temperature, the
buoyancy of the parcel would become negative since it is suddenly at a lower
temperature than its surroundings. Byers and Braham identified that rain can
drag air downwards [Byers and Braham 1948 cite Kaplan 1943], and attributed
this as the process which triggers downdraughts. Furthermore, if the downward
moving parcel entrains more cold air, the process can actually be accelerated.
The downdraughts were observed as starting at a height of around 4.5km,
developing up to 7.5km, with velocities varying from a metre per second to over
12 metres per second. It was estimated that rain was required to pull the air down
by about 1km before it would start to sink of its own accord. A downdraught
was never observed to extend all the way to the top of the cell, which the authors
attributed to the lack of sufficient water to form the downdraught-triggering
precipitation.
The dissipating stage is characterised by the weakening first of the updraught,
and eventually of the downdraught before the final dissipation of the cell. The
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Figure 2.14: Empirical model of a multi-cellular cumulonimbus storm cloud
formation. Adapted from Houze (Fig 8.1) [1993, p. 270]
downdraught weakens from less than 6 metres per second to almost zero, and
cloud dissipation was observed to occur first at the lower levels.
In general, most large thunderstorms were found to consist of a number of
these cells, at various stages of their life-cycles (see Figure 2.14). However, there
exists another class of thunderstorm which has been heavily studied, and is much
feared in some parts of the world. This is the supercell. About the same size
as a multicellular storm, these are characterised instead by a single updraught-
downdraught pair of a much larger, and more violent, scale. Supercells are asso-
ciated with gale-force winds, lightning, devastating hail, and are prone to exhibit
vortex motions that result in tornadoes. [Houze 1993, p. 278]
2.6.2 Convection and Layers: Stratiform Clouds
These types are generally non-precipitating, with low water contents (typically
below 1g/kg). They do not usually exhibit the strong vertical motions com-
monly associated with cumuliform clouds, instead vertical velocity components
are typically between 1 and 10cm/s. With the obvious exception of nimbostratus,
stratiform clouds are not usually deep in their vertical extent and are typically
under one kilometre, though they can extend to several kilometres. Horizontally,
however, they can vary widely and can extend for hundreds of kilometres. Aside
from their formation as a result of other cloud remnants, a factor which can be
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responsible for the formation of most cloud types, there are three main methods
of stratiform cloud formation: [Houze 1993, Chapter 5]
The first method of formation involves the cooling of more-or-less static warm
air. Here, a volume of warm moist air in close proximity to a cool surface is
slowly cooled. As its temperature falls, it can become saturated and the moisture
it contains condenses to form a fairly uniform stratus cloud layer. This type of
formation naturally occurs at low levels, and can also result in fog.
The second method of formation is due to a cloud-topped mixed layer, and
in many ways is similar to cumuliform formation, but on a much larger scale.
Here, a volume of air is heated from below, for instance by the sea. This causes
a large number of convective plumes to rise, which mixes the air. If conditions
are favourable, clouds can form at the very tops of the plumes, which appear as
the small elements of stratocumulus. If the air continues to mix, especially at
the level of the clouds, the individual elements can become merged into a stratus
layer. As the clouds age, they dissipate and break up and, although the exact
processes are poorly understood [Houze 1993, p. 157], they are often observed to
result in cumulus or even small cumulonimbus clouds.
The third method of formation occurs within layers of air high in the atmo-
sphere, where a layer of unstable air is surrounded by stable layers below and
above. Warm, moist air from the bottom of the central layer rises convectively,
and forms cloud elements. The key here is that solar radiation destabilises the
clouds and the middle layer becomes turbulent, thereby mixing the cloud elements
which can merge into a stratus layer.
2.6.3 Ice and Snow: Cirriform Clouds
Cirriform clouds occur high in the troposphere, where temperatures can range
from between -20 and -85°C. It is typical to find high wind shear at these altitudes,
and as such cirriform cloud elements can become stretched. Further, because the
clouds consist of ice, they are long-lived and their streaks can extend far across
the sky. The reason for their longevity stems from the fact that the saturation
vapour pressure for ice is lower than that of water [Rogers and Yau 1989, p. 16].
From Equation 2.3 on page 40, it can be seen that this results in the saturation
mixing ratio for ice being relatively low, so a parcel is ‘easy to saturate’ in terms
of ice. This means that sublimation will occur at a relatively low rate as a
parcel containing ice travels through the atmosphere, resulting in longer-lived ice
streaks.
Aircraft observation has indicated that water quantities of between 0.01-0.1
g/kg are typical in cirriform clouds, and that particle sizes range from between 50
and 1000µm. Vertical air motions are typically very slow, typically 0.1-0.2m/s,
but can be up to 2m/s in some cirriform types. It should also be noted that this
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Figure 2.15: Empirical model of a cirrus element, adapted from Houze [1993, p.
177]
category of cloud can be extended to the very tops of the deep vertical clouds,
cumulonimbus and nimbostratus.
Typically, then, cirriform clouds consist of a single or a number of cloud
elements. These elemental units consist of a dense, convective head, attached to
a “long fibrous tail (or fallstreak) of falling snow” [Houze 1993, p. 175]. (See
Figure 2.15).
The formation of cirriform elements is similar to the third method of formation
that was described for stratiform clouds. Again, it occurs in a volume of unstable
air, with stable layers above and below, but here the middle layer is much less
turbulent. Warm, if such a word can be used to describe an ice-laden parcel,
moist air from the bottom of the central layer rises with convection and forms
the head of the cloud. Vertical air motions within this head are typically of the
scale of 1m/s. As the cloud starts precipitating, a downdraught forms and the
characteristic fallstreaks are observed. As this downdraught penetrates the lower
stable layer, it is possible that the disruptions can trigger new elements to rise
and form additional cirriform clouds. [Houze 1993, Chapter 5]
2.7 Fluid Simulation for Clouds
The atmosphere is considered to behave as a fluid and as such its motions can be
described by fluid dynamics. This is basically a system of equations that determ-
ine how the parcels move through the atmosphere. As the parcels’ properties
change, they exert buoyancy forces which are fed back into the fluid solution
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which must resolve these to produce a smooth motion.
Fluid dynamics is a complex topic and is not the main focus of this thesis.
However, it is still important and a full investigation and explanation of the
techniques used for this research may be found in Appendix A.
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Related Work
In this chapter we shall look at a variety of techniques and approaches that have
previously been employed for the simulation of clouds and other weather effects.
In general, the problem can be split into two aspects: simulation and rendering.
Many works have concentrated on one over the other, as has this thesis. Here,
we are primarily interested in simulation work, so our focus will be on these
aspects. Approaches to this topic generally take the form of either physically or
procedurally based, and we shall examine each in turn, but with emphasis on
physically-based simulations since they are of most relevance to this work.
Due to the large body of related work that has been undertaken over the
years, the goal of this chapter is primarily to briefly identify a broad sample, and
to direct attention to areas of interest and relevance. We will start by briefly
touching on meteorological works, before focusing on those presented within the
computer graphics community.
3.1 Meteorological Approaches
The development of computer hardware allowed meteorologists to create ‘numer-
ical weather prediction models’, which simulate the evolving atmosphere. This
also meant that meteorologists could easily test their theories by running a sim-
ulation and comparing the results with those observed from real clouds. Modern
meteorological simulations are often global in scale, and the grid sizes they em-
ploy are usually very coarse in resolution — usually many kilometres in size. The
shape and form of individual cloud elements are therefore not often an output of
meteorological simulations, so the goals of this class of simulation do not usually
align with those of computer graphics. There is, however, a great deal of interest
in storm-scale simulations within meteorology, in particular with the ability to
predict the devastating effects of tornadic formations. These types of simulation
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result in individual cloud descriptions, and computer graphics techniques can be
used to render them (as will be investigated in Section 3.2.4 on page 67). The
simulations themselves are essentially several generations of development on from
the techniques presented in this report, and usually require supercomputing-class
hardware to run them.
Meteorological centres typically operate a range of models to help predict dif-
ferent weather and climate features. In the UK, the Meteorological Office has
developed a flexible ‘Unified Model’ which is configurable for different applica-
tions such as global or local, short-term or long-term [Met Office ca.2013]. The
European Centre for Medium-range Weather Forecasts (ECMWF) maintains an
Integrated Forecasting System which is deterministic, global in scale and able to
predict weather up to 10 days in advance [ECMWF ca.2013]. In the US, the
National Oceanic and Atmospheric Administration (NOAA) offers many models
including the Global Forecast System (GFS) which operates at a grid resolution
of 28km per cell and makes predictions up to 16 days in advance [NOAA ca.2013].
These models represent the state-of-the-art in numerical weather prediction and
they are deployed on some of the most powerful computers in the world: the Met
Office’s IBM Power 775 was ranked 43rd in 2012 while the ECMWF operates a
pair of identical IBM Power 775 systems which were ranked 38th and 37th [Meuer
et al. 2012].
Another simulation model is ARPS1, the Advanced Regional Prediction Sys-
tem which is freely available and runs on a wide range of hardware (including
PCs). The system uses an Eulerian (grid-based, as detailed in Appendix A)
approach, and is capable of working at various different resolutions. Its fluid-
dynamics solution uses the compressible form of the equations (we only examine
the incompressible form in Appendix A), and tracks potential temperature and
pressure. Like most meteorological simulations, the spatial coordinate system is
one that is tangent to the earth’s surface, in this case employing a “curvilinear
coordinate system” [Xue et al. 2000, p. 164] that vertically stretches the grid
non-linearly, so that it has a higher-resolution closer to the surface — which also
allows the system to better account for surface height differences. The fluid dy-
namics model itself also includes a range of sub-grid methods for approximating
and preserving turbulence. The water continuity model includes six states, for:
vapour, cloud, rain, ice, snow and hail, and also includes approximations for
physical processes involving interactions between the land and the atmosphere.
The very nature of and demand for increasingly complex weather prediction
systems mean it is unlikely in the foreseeable future that such methods are directly
1Details of the simulation system may be found in the publications by Xue et al. [2000;
2001] while other details, including the program itself, are available from the ARPS website:
http://www.caps.ou.edu/ARPS/
58
3.2 Computer Graphics Approaches
transferable to computer graphics. In fact, there are a number of fundamental
reasons why this is not necessarily a good idea in the first place. Firstly, the
sole task of meteorological simulations are the simulations themselves, and all
computer resources are dedicated to this task. In computer graphics, especially
the realm of computer games, weather simulation is never going to be the ‘sole
task’, and most likely not even one of high-priority in the competition for system
resources. Secondly, computer graphics is a creative subject, and in most cases its
output is the result of careful and skilful guidance by talented artists. Physically-
based systems, by their very nature, are under the sole control of the physical
systems they emulate. The only means of influencing such a system is thus by
adjusting the parameters of the simulation, or the input data, both of which can
be highly unintuitive and the results are usually unpredictable. This is not condu-
cive to artistic direction. There are exceptions, however, where such simulations
are still useful — a flight simulator, for instance, is essentially a physically-based
system and could be enhanced by accurate weather simulation. Let us now look,
then, at how clouds have been addressed within the area of computer graphics.
3.2 Computer Graphics Approaches
One of the primary factors within computer graphics is how long an effect takes
to simulate and render. Perhaps the least computationally-expensive solution to
produce clouds within ‘computer graphics’ is simply for an artist to draw them, or
for a photograph of a real sky to be taken. The resulting image texture can then
be projected onto the inside of a simple geometric primitive, such as a cube or
dome (also known as a “sky-box” or “sky-dome” when used for this purpose) [Bell
1998]. This technique is still popular within the games industry, although it does
exhibit one obvious flaw: unless the artist produces a whole series of textures or
a video of a real sky is taken (both of which are unlikely in a game scenario due
to the high memory costs incurred), there will be no animation or evolution of
the cloud-scape. Ways around this problem include slowly scrolling the texture
across the sky, which could involve a decoupling of the clear sky colour from
the cloud layer [Anderson and McLoughlin 2007]. An evolution on this is to use
a number of cloud layers, which move at different speeds to emulate clouds at
different heights (this is the parallax effect). However, these techniques will still
only mimic static clouds, and make them suitable only for short duration shots
or very calm conditions at best.
The full simulation of clouds are generally tackled from one of two distinct
angles: by simulating them using a physically-based system, or emulating them
using procedural techniques. The two approaches are not mutually exclusive,
however, and the advantages of both can be combined – for example, Riley et
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al. [2003] used procedural noise to make physically-based simulation data more
visually detailed and appealing.
3.2.1 Previous Physically-Based Simulation Work
Of most relevance to this work are physically-based techniques, of which there
are surprisingly few:
The first attempt at using a physically-based cloud simulation for computer
graphics was by Kajiya and Herzen [1984]. Their technique used two states of
water, with mixing ratios for vapour and cloud liquid. They modelled the poten-
tial temperature and included heating due to the latent heat of vapourisation. To
account for water continuity, they approximated the saturation mixing ratio as
an exponential function of height. Their work was more concerned with rendering
techniques, however, and they did not provide full details of their atmospheric
motion simulation. Although their technique was massively constrained by the
computing power available at the time, it could crudely simulate an evolving
cumulus cloud.
Overby [2002] and Overby et al. [2002a; 2002b] used Stam’s fluid dynamics
method [Stam 1999] (see Appendix A) and a very similar approach to that of
Kajiya and Herzen, with the major difference being that the system could run at
interactive speeds on contemporary computer hardware. Although the authors
claimed their new work could simulate both cumulus and stratus clouds, the
simulation of stratus essentially bypassed the formation step, by assuming that
the stratus cloud was carried into the simulation domain from an external source
by a “high-velocity cross-wind” [Overby 2002, p. 48]. The authors also introduced
an additional term into their fluid solution, to account for the expansion of a
parcel as it rises through an atmosphere of decreasing density. While Harris et
al. [2003] discount this as unrealistic because the fluid solver should handle such
effects, Overby et al. did not use a model that included atmospheric density
reduction with height. Further, it could be argued that such a factor may be
necessary to account for entrainment effects that take place at a scale smaller than
the fluid solver’s grid resolution. However, they did also introduce a technique for
enhancing the momentum of rising parcels, based on the belief that their system
failed to properly conserve momentum.
Miyazaki et al. [2002] presented a cumuliform simulation technique, again
coupled with Stam’s fluid dynamics technique. They did, however, address the is-
sue of numerical dissipation in the advection step (explained in Appendix A, A.4.3
on page 152) with the addition of the vorticity confinement technique introduced
to computer graphics by Fedkiw et al. [2001]. In this method, the vorticity of
cells is estimated and an additional body force is computed to conserve rotational
motions [Bridson 2008, p. 131]. Their system again implemented the fundament-
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als of cloud physics, and included water in the forms of vapour and liquid cloud
water, as well as simulating the effects of latent heating and cooling. Typical
results of their method achieved 5 sec/frame on grid resolutions of 150×120×50
on contemporary hardware (Pentium III 1GHz).
The work by Harris [2003] and Harris et al. [2003] introduced the use of
graphics hardware to the problem of cloud simulation. Their work essentially
solved the same sets of equations as the previous works, with a two-state water
continuity model including thermodynamic implications, and Stam’s stable fluid
solution. However, in this work the entire simulation, including fluid-dynamics
solution, was executed on the GPU. The main advantage of this technique is
that the GPU is a powerful parallel processor, and as such is generally well-
suited to this type of problem. In addition, the simulation update rate was
decoupled from the rendering process and the cost of the simulation was spread
over a number of frames. Unfortunately, the authors did not take into account
the differences between one simulation step and the next, which resulted in a
visual ‘popping’ whenever a simulation update occurred. Their method achieved
simulation update rates of 5.7 frames/sec on contemporary hardware (a GeForce
5900 Ultra).
As previously mentioned, one of the major issues with physically-based tech-
niques in general is that they are difficult to control, a factor which is especially
important from an artistic point of view. The work by Dobashi et al. [2008]
attempts to address this by allowing an artist to define a desired silhouette, or
“contour line”, that the simulation adjusts itself to fill with cumuliform clouds.
Their innovative technique uses Eulerian-based fluid dynamics and cloud control
is achieved through the adjustment of latent heat and water vapour within the
simulation. As a cloud element approaches its target position, the amount of
heating due to water vapour condensing into liquid water is adjusted to influence
the buoyancy of the element. This controls the level at which it achieves neutral
buoyancy, and stops rising. Similarly, if an element is unlikely to reach its target,
additional water vapour is added. Although the level of control is limited to a
two-dimensional silhouette, it is likely that the technique could be extended to
use a three-dimensional surface as its target, and it would be interesting to see if
this could then be animated.
3.2.2 Procedurally-Based Techniques
Due to the computational expense of physically-based methods, procedural tech-
niques have always played a leading role in computer graphics, in both 2D and 3D
representations. Further, as previously mentioned, several layers of 2D textures
may also be used in a “2.5D” technique.
Procedural methods are particularly good at adding high-frequency detail,
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which makes them well suited to complement a physically-based solution, in which
high-frequency details are typically too computationally expensive to simulate.
Since the addition of such high-frequency noise is commonly applied at rendering
time, the distinction between simulation and rendering stages can become blurred.
In general, however, we argue here that procedural techniques are not particularly
well suited for the production of ‘low-frequency’ cloud descriptions, especially
those that evolve with time, simply due to the extreme level of artist input that
would be required.
3.2.2.1 2D and 2.5D
Numerous techniques exist for the production of 2D textures that are suitable for
the emulation of clouds [Ebert et al. 2003]. In particular, Perlin noise [1985] has
always been a popular technique, while pure fractals have also been used [Nishita
et al. 1993].
Once 2D textures have been created, they can be used in a number of ways.
Again, the simplest approach is their direct application to a sky-box or sky-dome,
and they can also be layered, with multiple scales of noise moving at different
speeds to emulate an evolving cloud-scape [Pallister 2001; Elias 1998]. Generally
speaking, most techniques using 2D textures will also employ a more sophisticated
rendering technique than pure texture mapping, such that the texture itself is no
longer the final result but merely a parameter to some rendering equation. This
means that the geometry on which the texture is placed can be relatively simple.
For example, the use of a plane, or multiple planes, on which the textures may
be applied and rendered [AMD-ATI 2002; Bouthors et al. 2006]2.
Alternatively, individual sprites or billboards could be used for texture place-
ment, although this technique is perhaps best suited for the application of artist-
generated images. Such a technique was used by Wang [2004], who used arrange-
ments of billboards to approximate clouds. Larger formations could be made
from multiple billboards, and dynamic weather was possible to a degree. How-
ever, the system was designed without any automatic drive for the placement and
formation of clouds, so a high level of artistic control was required. The system
was fast and efficient, however, and was successfully deployed in Microsoft Flight
Simulator 2004 [Microsoft ca.2013]. A further implementation based on this tech-
nique appears in the commercial game engine CryEngine 2 by CryTek [Wenzel
2006]. Other billboard approaches have also been employed [Heinzlreiter et al.
2002].
Further, 2D textures can be applied to 3D geometric primitives, such as the
2The work by Bouthors et al. [2006] used textured quads when their clouds were viewed
from below but, when viewed from above, they constructed more complex geometry from a
height-field texture.
62
3.2 Computer Graphics Approaches
work by Gardner [1985] who applied textures built from multiple sine-based func-
tions to ellipsoids to modulate their transparency, and which has since been im-
plemented at interactive speeds [Elinas and Stürzlinger 2000].
3.2.2.2 3D and General Volume Rendering
Since clouds themselves are volumetric by nature, it perhaps makes sense to use
full 3D techniques to emulate them. These can generally be divided into surface-
based or volume-based methods, although the difference can sometimes purely
be a change in rendering technique. Since clouds are themselves volumetric with
no distinct surface, there is often a preference for such methods. However, it
should be remembered that surfaces can still be useful if their transparencies are
carefully modulated [Gardner 1985].
A variety of general purpose volume techniques are available which are suit-
able for use in cloud systems. The first stage is to determine some form of
volumetric description. This can generally take the form of either pre-generated
3D textures, which represent density samples; or some form of implicit functional
description, which must be evaluated to retrieve a sample. Methods of generat-
ing 3D textures could be regarded as noise-based (such as Perlin noise), or purely
procedural, including fractal-based (such as fractional Brownian motion). Func-
tional descriptions include metaballs, hypertextures, and other implicit surfaces.
Hybrid techniques also exist, such as perturbing a 3D texture with a procedural
offset (which may itself be stored in another 3D texture) [Engel et al. 2006]. The
possibilities are essentially only limited by human imagination and the compu-
tational resources available. For more information on procedural techniques, the
reader is referred to Ebert et al. [2003].
Once some form of volumetric data has been determined, a number of options
are available to render it, most of which are suitable for any form of volume data
— i.e. those physically or procedurally generated. The data can be converted
into a surface for rendering, and polygonal surfaces may also be subjected to
geometry reduction techniques for continuous level-of-detail effects [Roettger and
Ertl 2003]. Graphics hardware can also be used, and Nvidia [2007] demonstrated
a metaball isosurface technique that works on the GPU. Volumetric data can
also be rendered using ray-marching style techniques, which are usually achieved
in real-time applications with the creation of simple geometric primitives (such
as planes) that sample a ‘slice’ through the volume. Vane [2004] used 3D Perlin
noise textures with such a slicing algorithm to approximate clouds. Alternatively,
volumes can be rendered using hybrid methods [Co et al. 2003]. For more inform-
ation on volume methods, the reader is directed to Engel et al. [2006], where a
wide variety of techniques and issues are presented and discussed.
A good selection of volumetric techniques have already been used for clouds.
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The work by Stam [1991] used a stochastic (random noise-based) approach, while
metaballs and 3D fractals have also been successfully used for clouds [Nishita et al.
1996]. In general most 3D approaches to cloud simulation split the problem into
two, with a ‘high-level’ technique to determine the low-frequency general cloud
shapes, and a ‘low-level’ technique for the high-frequency noise and turbulence.
Often, the high-level technique is little more than an interface to allow for artistic
control, which can lead to an overly heavy burden on artists.
The work by Schpok et al. [2003] followed this two-tiered approach. Their
high-level method involved volume implicits, defined by implicit functions that
could be controlled by the user of their interactive ‘cloud-building’ system. In
this, the functions were presented in the form of ellipsoidal primitives which the
artist could move around and merge together. For their low-level technique, a 3D
texture containing periodic noise data (re-used in several octaves) is essentially
subtracted from the results of the high-level implicit volume. Their system made
heavy use of the GPU and could provide results at interactive rates of between
5 and 30 frames/sec on GeForce 4600 hardware, although they make no mention
of how well their technique could scale. Their work was, however, successfully
employed in the animated film Valiant [Venere 2005].
3.2.3 Additional Cloud-Simulation Work
By their own admission, the work by Dobashi et al. [1998a; 2000] lies between the
realms of physically-based and procedural (or heuristic as they refer to it). Based
on an earlier method [Dobashi et al. 1998a cite Nagel and Raschke 1992] they
used a cellular-automata based technique to simulate an evolving cloud system,
using physically-inspired rules for the transfer of water properties between cells
in a volumetric grid. Their system was essentially binary based, and a cell could
result in a cloud element being either present or not. The simulation output was
then subjected to a smoothing operation and, when combined with an advanced
rendering technique, their results were quite convincing, if not interactive —
typical times per frame ranged from 10 to 30 seconds on a dual Pentium III
500MHz workstation. Their approach has since been extended [Miyazaki et al.
2001; Liao et al. 2004], while others have also used coupled-map-lattices (a direct
extension of cellular-automata) for similar problems [Harris et al. 2002]. The
cellular-automata method of Dobashi et al. [1998a] has also been applied to drive
a particle system [Brickman et al. 2007a; Brickman et al. 2007b].
In general, particle systems can be used for either physically-based or proced-
ural approaches, although within the scope of cloud simulation there appears to
be little physically-based work besides that which is presented here [McLoughlin
2008]. Perhaps the closest was the particle-type “qualitative simulation” used
by Neyret [1997], which used elements of physically-based techniques. In this
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work, parcels were simulated as “bubbles” that could rise in turrets, and which
together formed the surface of the cloud, using processes designed to mimic the
visual appearance and growth of newly formed cumuliform clouds. Initial results,
although simply rendered, were promising but unfortunately the work remains
incomplete.
Particles were successfully used to generate clouds by Harris and Lastra [2001],
who dynamically rendered groups of particles to texture, and applied this texture
to impostor sprites. Unfortunately, they did not provided full details on how the
particles’ initial positions were determined.
An image-based approach has also been taken by Dobashi et al. [1998b], who
used satellite imagery to create a metaball description of real cloud systems.
3.2.3.1 Middleware Solutions
There currently exist at least two third-party products that developers can use
for the addition of clouds and weather effects into a game. The first of these is
Silverlining, by Sundog Software [Sundog Software ca.2008], which uses a cellular-
automata method for simulating cloud growth, and includes a mixture of proced-
ural techniques for cloud generation with physically-based aspects. It appears to
represent clouds with a number of small sprites, and its interface offers control
over cloud generation by giving the developer the ability to specify ‘cloud layers’
of specific cloud types. The cloud types supported are: two forms of cumulus,
cumulonimbus, stratus and cirrus, and the system also supports precipitation in
the form of rain, sleet or snow. Individual clouds are then generated within the
specified cloud layer. The system also includes a cloud-lighting model, as well
as support for lightning. The second product is Simul Weather, by Simul Soft-
ware [Simul Software ca.2008b]. This simulates a cloud layer using what appears
to be multiple octaves of 3D procedural noise, although the authors claim it uses
a physically-based technique for cloud generation. Visual results from both mid-
dleware solutions are shown in Figure 3.1. Currently, neither of these product
solutions are likely to be a large improvement over the vast majority of cloud
techniques used in modern computer games, in this author’s opinion. Alternat-
ively, the developers of Simul Weather also offer a product, CloudWright [Simul
Software ca.2008a], which can be used to produce a static image for use with a
traditional sky box or sky dome.
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Figure 3.1: Above, screenshot from the interactive demo of Silverlining by Sundog
Software [Sundog Software ca.2008]. Below, screenshot from the interactive Simul
Weather SDK demo by Simul Software [Simul Software ca.2008b].
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Figure 3.2: The paths that light can take, and which should be evaluated, when
rendering clouds. Diagram taken from Nishita et al. (Figure 1) [1996]
3.2.4 Rendering-Specific Work
A great deal of work has been undertaken in the subject of cloud rendering.
However, the emphasis of this thesis is on cloud simulation, so what follows is
only a very brief glance over the topic:
The path that light takes through participating media is complex. Figure
3.2 shows the incident light on a single particle (P ) within a cloud, and includes
direct illumination from the sun (Isun), light from the sun indirectly received due
to the scattering of other particles (path P1P2P ), illumination from the sky (itself
due to scattering of sunlight by particles within the atmosphere) either directly
if the particle is at Pb or indirectly due to scattering by other cloud particles,
light reflected from the ground, and finally attenuation due to other atmospheric
particles (along the length la), all of which must then be determined for “every
particle along the viewing ray” [Nishita et al. 1996]. This is clearly not a trivial
problem.
Approaches to solving this have included the simulation of single scattering
events [Blinn 1982; Dobashi et al. 2000] and multiple scattering events [Kajiya and
Herzen 1984; Nishita et al. 1996; Harris 2002]. Blinn [1982] also described the use
of a phase function, which defines how illumination can change with respect to the
angle between the light and the viewing vector (see Figure 3.3). Precomputation
methods have also been tried although, for example in the case of the work by
Zafar et al. [2006] who used spherical harmonics, the precomputation times of 47
minutes hardly make the technique suitable for real-time dynamic simulations.
Various rendering techniques have also been applied to meteorological data-
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Figure 3.3: The phase function defines the illumination characteristics of a
particle as the angle between the light and the viewing vectors change. Image
from Blinn (Fig 3) [1982].
sets, beyond those directly employed in meteorology [Manssour et al. 1996; Vis5D
ca.2012]. Papathomas et al. [1988] provided summaries of an extensive range of
early works. A traditional approach for scientific visualisation is to create some
form of surface from the volumetric data that is produced, and then to render
this [Trembilski and Brossler 2002a; Trembilski and Brossler 2002b]. The goals of
such approaches are usually to identify specific aspects of the data, and can also
include the flow itself [Cuntz et al. 2007]. Alternative works have tried to produce
a visually realistic representation of the data. Riley et al. [2003; 2004a; 2004b]
used different transfer functions for the various different water states, including
one for each colour component, and could even simulate coronas, haloes, rainbows
and glories. Many of these optical effects have also been addressed in the purely
graphics related work by Bouthors et al. [2006], who made use of the GPU and
even included a radiosity algorithm to account for inter-reflections between the
cloud layer and the ground surface.
3.2.5 Other Weather-Related Effects
Traditional methods of rendering rain involve either large numbers of particles,
or scrolling-textures applied to sprites [Wang and Wade 2005]. The problem of
rendering individual raindrops has been studied in detail by Garg and Nayar
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[2006], and their technique has also been ported to a GPU-based particle system
[Tariq 2007], although the implementation was only a subset of the full solution.
Additionally, Wang and Wade [2005] used textures applied to ellipsoids, while
Tatarchuk and Isidoro [2006] used an image-based solution that made heavy use
of the GPU, andWang et al. [2006] incorporated a pre-computed radiance transfer
method for improved lighting in a particle-based approach. Methods have also
been developed for the effects of rain on surfaces [Tatarchuk and Isidoro 2006;
Stuppacher and Supan 2007], as well as the accumulation of snow on objects
[Fearing 2000]. Several attempts have also been made at lightning effects [Dobashi
et al. 2001; Kim and Lin 2004].
Volumetric attenuation, due to haze or fog, has also been a popular topic of
research and of interest for games [Sun et al. 2005; Wenzel 2006], and Dobashi et
al. [2000] visualised the shadow of clouds in an attenuated atmosphere, while the
colour of the sky itself has also been examined [Preetham et al. 1999].
3.2.6 General Fluid-Dynamics Work
An introduction to the topic of fluid dynamics can be found in Appendix A, which
covers the fundamental terms and techniques as well as the primary works within
computer graphics.
Early work in fluid dynamics within computer graphics was mostly hampered
by the computational power required to solve the Navier-Stokes equations —
for example, for the film 2010, Yaeger et al. [1986] had to use a Cray X-MP
supercomputer to simulate a 2D flow that advected textures of Jupiter’s cloud
system. Since then, computing power has thankfully increased to the point where
today simple fluid-dynamics can be performed at interactive rates. As mentioned
in Section 2.7 and Appendix A, the subject of fluid-dynamics is extensive and
the topic of much active research. Only a small proportion of this work, how-
ever, is directed toward the problem of simulating the atmosphere, and cloud
systems within it. Water simulations often involve particular forms of the mo-
tion equations, and tend to deal with height-maps that are of limited relevance
to atmospheric approaches [Kass and Miller 1990]. Smoke simulations, on the
other hand, are highly relevant, even if they are often treated more as passive
travellers in a flow — there being no water to change between states, and hence
no additional heating effects due to state changes:
Foster and Metaxas [1997] presented to the graphics community a three-
dimensional Eulerian approach that used the Navier-Stokes equations and em-
ployed a solution from previous computational fluid-dynamics literature [Foster
and Metaxas 1997 cite Harlow and Welch 1965] . However, early solutions were
susceptible to numeric instabilities and perhaps the most significant contribution
to the subject was by Stam [1999], who developed a stable form of the equations,
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as discussed in Appendix A. In general, most Eulerian-based techniques within
computer graphics now use this method as a basis, although computational costs
are still high. The work by Kim et al. [2008] used procedural techniques to
add high-frequency turbulence to a low-resolution fluid solution, using a wavelet
decomposition scheme to determine where detail should be added to the flow.
Fluid-dynamics techniques have been implemented on graphics hardware [Har-
ris 2004; Goodnight 2007], primarily due to the fact that the hardware is spe-
cifically designed for the parallel execution of operations on grid-based structures
(i.e. textures and frame-buffers)3, which can be used as Eulerian grids.
Lagrangian techniques have also been developed [Miller and Pearce 1989; Pre-
moze et al. 2003]. Although early particle works on the GPU were limited to
stateless systems [Fernando and Kilgard 2003, Section 6.3, p. 149], full particle
systems were quickly developed [Latta 2004; Kolb et al. 2004], and Lagrangian
fluid dynamics techniques are now possible [Harada et al. 2007].
A popular Lagrangian approach is Smoothed Particle Hydrodynamics (SPH),
a method originally developed by astrophysicists [Lucy 1977; Gingold and Mon-
aghan 1977]. In this technique, particles exert forces upon each other according
to a kernel function which varies with distance. Desbrun and Cani [1996] are
credited (by Bridson [2008, p. 139]) as introducing this technique to the graph-
ics community where it has since been used for special effects [Horvath and Illes
2007], and has been extended [Müller et al. 2003; Losasso et al. 2008], and im-
plemented on the GPU [Kolb and Cuntz 2005; Harada et al. 2007].
A number of works have also developed Lagrangian vortex methods in 3D,
which involve some form of approximation for the vortex stretching term (see
Appendix A, Section A.3.2 on page 148) [Selle et al. 2005; Park and Kim 2005;
Angelidis et al. 2006].
Hybrid methods also exist, which use both Lagrangian and Eulerian elements.
One such example is the ‘Particle-In-Cell’ approach [Bridson 2008, p. 147]. Al-
ternatively, a standard Eulerian fluid simulation method can be used to drive a
particle system [Oleg A. Potiy 2005].
The problem of artistic control has also been addressed for fluid-dynamics
in general [Treuille et al. 2003; McNamara et al. 2004; Kruger and Westermann
2005; Kim et al. 2006; Zhou et al. 2006]. Such techniques typically work through
the application of additional body forces that carefully adjust the flow into a
desired shape.
3While graphics primitives are specified in terms of vertices and polygons, the number of
vertices is generally small relative to the number of pixels that are rasterised and operated on,
so graphics hardware has traditionally accelerated per-pixel operations to a greater extent. The
exception to this, of course, is that GPUs are becoming more generalised, and programmable
units can now be assigned to either per-vertex or per-pixel operations.
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Chapter 4
Cloud and Weather Simulation
This chapter presents the main contribution of this work. Here we will look at
how the solutions were developed, their details and results. We will start by
looking at a number of initial approaches, which were valuable experiments for
informing the design of the final solution.
4.1 Initial Experiments
A simple cloud technique was first investigated, for use in a game-like envir-
onment [Anderson and McLoughlin 2007]. This served as an experimentation
platform and inspired the main body of work, details may be found in Appendix
B. Following this, a parcel model was developed based on the techniques reviewed
in the Chapter 2 of this thesis.
OpenGL has been used for all of the prototype systems presented here, and
discussions will use OpenGL terminology (where appropriate) in preference over
other API terms.
4.1.1 A Parcel Model
A parcel model was developed and implemented, following the theories set out in
Chapter 2 of this thesis [McLoughlin 2008].
4.1.1.1 2D Vortex-based Fluid Dynamics
In order to test the parcel model, a fluid-dynamics system was required to simulate
the motions of the atmosphere. Rather than directly solving the Navier-Stokes
equations, an approximation for ‘fluid-like’ behaviour was pursued. The solution
was a crude two-dimensional vortex particle approach which demonstrated the
desired behaviour.
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Figure 4.1: Velocity is determined at a sample point P, where the magnitude is
a function of distance. A Rankine vortex function is shown here.
4.1.1.2 Vortex Particles
The vortex particles developed here are not the same as the vortices described
in Section A.3, which were microscopic rotations in a vector field. Instead, the
vortices used here are macroscopic ‘point vortices’. They are defined by a vortex
function, which is directly sampled to obtain a velocity vector. This function is
also modulated by a general strength parameter and scaled to an effective radius.
There is thus no need to evaluate the stream function, and solve the associated
equations. (See Figure 4.1).
4.1.1.3 Vortex Particle Emission
One of the major issues with any Lagrangian vortex technique is the initial place-
ment of the vortices. Here, the vortices will ultimately be assumed to be generated
by the movement of a parcel through the fluid. As an approximation to the non-
slip condition, vortices are generated in pairs on either side of the parcel when it
moves. In the case of initial prototypes, one parcel was present and assumed to
be under the direct control of the user via the mouse cursor.
4.1.1.4 Particle Interaction
Interaction with the point vortices is achieved by using the sample location to
evaluate the vortex function from all vortices active within the simulation domain.
The result of this is a velocity vector, which can be used to advect either another
vortex particle, parcels or tracer particles placed in the flow. The advection
scheme used was forward-Euler, which naturally resulted in a potentially unstable
simulation, so careful adjustment of the vortex strength and radius were required
to obtain stable results.
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Figure 4.2: Operations in the 2D vortex technique
4.1.1.5 Implementation
The system was initially implemented on the CPU, but poor performance warran-
ted its conversion to the GPU where it was far more effective. This was achieved
using Cg [Fernando and Kilgard 2003] and general-purpose GPU techniques. The
basic steps of the GPU implementation are as follows:
• Apply a vortex-update operation to all new and (old) stored vortices, up-
dating:
– Positions, by sampling a velocity texture;
– Age;
– Strength;
• Cull any vortices that either exceed a lifetime threshold, or are below a
strength threshold;
• Store all remaining vortices, for use in the next iteration;
• Write the vortices’ functions to a velocity texture, for updating positions in
the next iteration.
The final step is performed by drawing the vortices as sprites with the vortex
velocity function pre-calculated as a texture. The vortices themselves are stored
in vertex buffer objects (VBOs) so this is achieved either through the point-
sprite mechanism, or a simple geometry shader that generates a primitive for the
texture. The previous steps can make use of the transform feedback extension,
allowing arbitrary numbers of vortices to be created. If the fragment shader were
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Figure 4.3: The 2D vortex technique in action, within a simple application. Left,
the user interacts with the ‘fluid’ by using the mouse to inject ink. Right, the
vortex particles and a visualisation of the velocity texture.
to be used, the number of vortices would be fixed to those that would fit into a
texture. While it is then possible to add a parameter to indicate the activation
state, an inactive vortex would still be processed by the shader, leading not only to
a minor increase in memory usage but also to redundant computational exertion.
The operations are shown in Figure 4.2.
4.1.1.6 Results
Typical visual results from a test application are shown in Figure 4.3. This
application used an additional framebuffer-object bound texture, in which an ‘ink’
colour was added according to the position of the mouse. The velocity texture,
output from the vortex technique, was then used to advect the ink. Rankine
vortices [Acheson 1990, p. 15] were used in this example.
Frame-rates achieved were typically in excess of 38 fps at a resolution of 640 by
480, on a dual 3GHz PC with an NVIDIA GeForce 9800GX2 (not in SLI mode).
Because the fluid technique is largely resolution independent, the test application
scaled well to higher resolutions, achieving 33 to 35 fps at a resolution of 1920
by 1200. The maximum number of vortices in both cases was 16384. Because
the technique was designed to only visually approximate the physical processes of
fluid dynamics, it was considered unnecessary to perform a detailed quantitative
analysis to determine the accuracy of the solution.
4.1.1.7 Bulk Water Continuity
For this initial work, the parcel theory that was outlined in Chapter 2 of this
thesis was used with simplified cloud microphysics. The result was a lightweight
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bulk-water continuity model:
Three major water categories are defined as cloud vapour qv, cloud water qc,
and precipitation ready water qp. To reduce the microphysical considerations,
only two source / sink factors are defined: the vapour to cloud source Svc and
the cloud to precipitation source Scp. Thus:
{qv}Svc−→
{qc}Scp
−→
{qp}
Where the direction of the arrow indicates the positive direction, but flow
naturally can occur in both directions.
The cloud and precipitation water categories are then subdivided into the
liquid and solid states, cloud liquid qcl, cloud ice qci, precipitation rain qpr, pre-
cipitation snow qps, and precipitation hail qph. Thus:
{qv}Svc−→
{
qcl
qci
}
Scp
−→
{
qpr
qps qph
}
The equations for Svc and Scp are:
Svc = max (−qc, qv − qvs)
Scp = max (−qp, qc − qct)
where qct is a ‘cloud threshold’ value, above which cloud water turns to pre-
cipitation ready water and qvs is the saturation vapour mixing ratio, as defined
by Equation 2.4.2.1 on page 41.
The sub-states of cloud water and precipitation ready water will transfer their
water values between each other, according to the current temperature of the
parcel. The above formulations imply that water transformation between states
occurs instantaneously, which is certainly not the case physically. An additional
factor was therefore applied to allow the transformations to take place over a
small amount of time (experimentation showed that typically one second was
sufficient).
4.1.1.8 Implementation
The background atmospheric description was implemented as a one-dimensional
texture, which stored the temperature and pressure gradients. The motivation
behind this was to provide a level of control over the system, since the temperature
could then easily be modified to any desired profile.
In addition to the vortex-particle motion scheme previously described, the
steps involved in the parcel simulation method were:
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• A parcel-update operation, applied to all new and (old) stored parcels, by
updating:
– Water states, according to the continuity equations above — however,
only the warm equation set was implemented for this system;
– Temperature, as a result of water state changes (see Equation 2.4 on
page 44);
– Buoyancy, based on the difference between parcel temperature and the
background atmosphere (see Equation 2.5 on page 47);
– Positions, by sampling the velocity texture generated as output from
the dynamics simulation subsystem, added to the buoyancy;
– Age;
• Culling any parcels that exceed a maximum age;
• The storage of all remaining parcels.
The operations for the combined fluid solution and cloud simulation system are
shown in Figure 4.4.
Parcel generation was handled by a seeding mechanism which could generate a
number of parcels in close proximity at the ground level, to emulate ground heat-
ing effects. Different categories of these were designed to initialise parcels with
different properties, resulting in the formation of different cumulus sizes. Further,
one type generated a series of very warm and moist parcels from one side of the
simulation domain to the other, in an attempt at generating a cumulonimbus-like
formation. These parcel seeding mechanisms were generated randomly during
simulation time.
Parcel visualisation was achieved using a two-dimensional metaball style tech-
nique, in which each parcel added a kernel function (provided by a pre-generated
texture) to a framebuffer-object bound texture. This was then visualised.
4.1.1.9 Results
The visual results of the system are shown in Figure 4.5. The prototype suc-
cessfully demonstrated the formation and evolution of simple two-dimensional
‘cumuliform clouds’, including their ability to produce rain.
Typical performance of the system with 6000 parcels and 25000 vortices was 25
fps, and for 15000 parcels and 50000 vortices was 13 fps on an NVIDIA GeForce
9800GX2. The fluid-like solution was adequate for testing the parcel system,
but was not ideal and required a high level of fine-tuning to achieve satisfactory
results, as well as a high proportion of vortices in relation to the number of
parcels.
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Figure 4.4: Operations diagram for the combined system.
Figure 4.5: Visualisation of the 2D cloud-parcel system, with 21732 parcels and
50000 vortices. Left, parcels and vortices. Right, vortices only.
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4.2 Main Simulation
The basic processes of cloud formation have been described in Chapter 2 and a
graphical overview of the cumuliform cloud formation process is shown in Figure
4.6.
Figure 4.6: Overview of the cumuliform cloud formation process.
For the main simulation the Eulerian approach was taken, where the simula-
tion domain is described by a three-dimensional lattice or grid (hereafter grid)
and each grid cell contains a number of properties. The equations of fluid dynam-
ics describe how these properties move from one cell to another, while the various
cloud and water equations describe how the properties within each cell change
and interact with each other. The equations that make up the water model are
essentially one-dimensional, being spatially dependent only on height. The tech-
nique chosen to model the fluid properties of the atmosphere can therefore be
considered as an independent problem. As demonstrated with the initial experi-
ments, such a model is suitable for implementation using an Eulerian solution, a
Lagrangian one or some hybrid approach. An overview of the design is shown in
Figure 4.7.
In this section, the work from Chapter 2 will be brought together to build the
final cloud model. The key points and equations will be reiterated for complete-
ness and aspects of the model that are different to existing works within computer
graphics will be highlighted. To help define the cloud equations we shall continue
with the convention of the parcel model. As described in Section 2.3.2 on page 34,
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Figure 4.7: The cloud model is conceptually separated from the fluid solution.
The two aspects this work focuses on are highlighted in red.
parcels are discrete traceable volumes of air which are free to travel through the
atmosphere but do not mix with it. The boundary of the parcel is considered
not to conduct heat and, provided the parcel itself does not generate or absorb
heat, any processes performed on or by the parcel, such as movement, are termed
adiabatic.
4.2.1 Background Atmosphere
We assume that parcels move through a static ‘background’ atmosphere which is
defined by temperature and pressure, with density dropped from the equations.
As a rough generalisation, temperature decreases with height within the tropo-
sphere (the first approximately 10km layer of the atmosphere where clouds form).
In reality the rate of decrease actually varies quite widely, which can influence
cloud formation. In contrast with previous works that use a fixed rate, this thesis
introduces the use of a user-defined temperature gradient. The advantage of this
variable temperature gradient is that it will give us greater control over the cloud
formation, as we shall see shortly in Section 4.2.3.1 on page 82.
The pressure of the atmosphere also decreases with height and can be modelled
using hydrostatics. The following approximation is used to calculate the pressure
P at height h: [Bohren and Albrecht 1998, p. 55]
P ≈ P0 exp
{
−
h
H
}
where P0 is the base pressure and H is the scale height constant, set to 7.29 in
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this study as defined by Bohren and Albrecht. This equation has the advantage
over the more traditional barometric formula [Rogers and Yau 1989, p. 28] in
that it is independent of temperature, which simply makes calculations easier
when using an arbitrary temperature profile by removing the need to integrate
the temperature up to the sample height.
4.2.2 Parcel Properties
The pressure of a parcel is considered to equalise rapidly to its surroundings
and so follows the background atmospheric pressure profile. As a parcel moves
through the atmosphere adiabatically its pressure will therefore change and, from
the ideal gas law, it should be clear that a change in pressure must result in a
change in either density, temperature, or both. Since we are ignoring density, we
assume that this change occurs to the parcel’s temperature. The temperature
property of the parcel is stored as its potential temperature, which is constant
during adiabatic processes: [Houze 1993]
θ ≡
(
pˆ
p
)κ
T
where κ is a function of gas constants approximately equal to 0.286, p is the
pressure of the parcel, pˆ the reference pressure and T is its actual temperature.
The parcel description also includes a set of water properties, which are stored
as mixing ratios — the mass of water per mass of air and, although dimensionless,
they are usually expressed with their units of either kg/kg or g/kg. The water
present in a parcel is then further subdivided by category, according to those
defined by the water model which is used. This thesis proposes a six-state model,
so a parcel stores mixing ratios for: vapour qv, cloud liquid qcl, cloud ice qci, rain
qr, snow qs, and precipitating ice (hail/sleet/graupel, hereafter just hail) qh. Here
‘cloud’ liquid and ice are considered to consist of particles small enough that they
remain suspended in the air, whereas rain, snow and hail particles are sufficiently
large that they fall out of the cloud. The exact processes involved in the transfer
of water between these categories will be described in Section 4.2.4. For now
though, it is useful to note that water vapour condenses into liquid when the
parcel becomes ‘saturated’ and that the mixing ratio at which saturation occurs
is a function of pressure (which we have just defined as a function of height) and
temperature.
The key aspect which links the parcels and the background atmosphere to the
fluid motion system is buoyancy, the movement which results when gravity acts
upon differences in density between a volume and its surroundings. Again follow-
ing the trend of removing density from the equations, it can be shown [Emanuel
1994, pp. 6-8] that the resulting force due to buoyancy for a parcel of unit mass is
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related to the difference in temperatures between it and its surroundings (i.e. the
background atmosphere). Further, gravity will act upon any water that is present
although in the case of small particles this is not large enough to make them fall
from the cloud. These factors may be combined into the following equation for
the force due to buoyancy: [Rogers and Yau 1989, p. 50]
FB = gB = g
(
T
T ′
− (1 + q)
)
where g is the gravitational acceleration vector, T is the parcel temperature, T ′
is the ambient environment temperature taken from the background atmospheric
description and q is the parcel’s total mixing ratio of all condensates (all water
categories except vapour).
4.2.2.1 Wind
Wind forces play a vitally important role in shaping a cloud formation. The
detailed examination of these effects are beyond the scope of this work, although
a simple scheme is provided. The first step is the provision for high-frequency,
low-amplitude turbulence which is implemented as a pseudo-random vector field
that is added as an additional body force in the advection step of the fluid-
dynamics system. The treatment of wind forces loosely assumes that they are
caused by larger-scale effects than the simulation domain physically covers. A
vector field is defined by the user by applying simple primitives, such as a uniform
wind that applies a specific vector within its bounds. This vector field is again
used to apply a body force to the fluid.
4.2.3 Temperature Profile
Previous works within computer graphics have all used a fixed-rate for the back-
ground atmospheric temperature profile. We shall now examine how the inclusion
of an arbitrary temperature profile can lead to more visually interesting and con-
trollable results and present a graphical tool for setting the temperature profile.
As described in Section 2.5 on page 47, regions of atmosphere may enhance,
inhibit or be indifferent to a parcel’s vertical ascent. To summarise: a rising
parcel’s temperature will initially decrease according to the dry adiabatic lapse
rate (DALR). When condensation occurs, the latent heat causes the parcel to
warm slightly so its temperature decreases according to the saturated adiabatic
lapse rate (also called the pseudoadiabatic or moist lapse rate). If the background
atmosphere’s lapse rate is greater than the DALR, a rising dry parcel’s buoyancy
will increase and the atmosphere is said to be unstable. If the atmospheric lapse
rate is identical to the DALR a dry parcel’s buoyancy is zero and the atmosphere
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is said to be neutral. If the atmospheric lapse rate is less than the DALR a
rising dry parcel will exhibit a gradual decrease in buoyancy until it reaches an
equilibrium altitude and the atmosphere is said to be stable. If the atmospheric
lapse rate is less than the DALR but greater than the pseudoadiabatic lapse rate,
a dry parcel experiences a region of stability while a moist parcel experiences a
region of instability, so the region is termed conditionally unstable.
In this thesis, it is proposed that we can direct cloud formations by manipulat-
ing the background atmospheric temperature profile to include regions of stability
and instability, thus influencing the buoyancy of parcels and the resulting cloud
formation.
4.2.3.1 Reverse Skew-T
As discussed in 2.5.1 on page 48, the skew-T is primarily an analysis tool for
determining properties of a given temperature profile, usually measured by radio-
sonde (measuring devices attached to weather balloons which relay information
to a ground station via radio as the balloon rises). However, in this work we
need to perform the reverse of this, by starting with desired characteristics of the
atmospheric profile and using them to generate the profile itself.
The premise of the technique is that it would be useful to be able to specify
a cloud base and a cloud height and from these to determine the atmospheric
temperature profile and the required temperature and moisture of a source that
will generate the cloud. Using the skew-T this is a relatively straight-forward
problem. Perhaps just as important, if the temperature profile were also presented
on the chart, a more advanced user could adjust it to give finer control.
The requirement then is for the tool to create an atmospheric profile with a
region below the cloud base which is unstable for a warm parcel and will cause
it to rise. In the region from the cloud base to the cloud top, the parcel needs
to continue its ascent, so this region should also be unstable. Finally, the region
above the cloud top needs to be stable to prevent the parcel from rising above it.
The definition of the cloud base is a two-dimensional problem, which not only
requires a height but also a temperature. In the prototype tool, rather than
assuming a default temperature this option is specified by the user who may have
a preference, for example for a cold cloud mostly made of ice over a warm one
made of liquid water. Looking at the skew-T graph in Figure 4.8, the cloud base
can easily be specified by a single point, which is the LCL (lifted condensation
level). From this point we can read off the potential temperature line to find the
potential temperature that a parcel must have in order for it to reach the desired
temperature at the specified height. Similarly, if we read off a mixing ratio line,
we can find the amount of water it needs to possess such that when it reaches
this height it will become saturated and start forming a cloud.
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Figure 4.8: Left, by specifying the height and temperature of the base of the
cloud, we can use the skew-T to determine the parcel’s required potential temper-
ature and water mixing ratio as shown on the right. Please refer to Figure 2.11
on page 49 for the base skew-T axes.
Figure 4.9: The ‘reverse’ skew-T solution for generating a background atmo-
spheric temperature profile that ensures cloud formation between a user-specified
cloud base and top. A fixed lapse-rate is used up to the altitude of the cloud
base, but at a temperature 5 degrees Celsius lower. Above this, the profile aims
to meet the cloud top altitude and temperature. Above the cloud top is a region
of high stability.
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Although a wide variety of approaches are suitable for solving the problem,
the complete solution used in the prototype tool was to employ a simple set
of lapse-rates (see Figure 4.9). For the region below the cloud base, a rate of
7K.km−1 was used, which is below the dry adiabatic lapse rate and is stable for
a rising parcel of the base atmospheric temperature. However, this lapse rate
was offset by starting five degrees colder than the cloud base, so a parcel of the
specified potential temperature will not reach its equilibrium point and will rise
through this region.
The region between the cloud base and top, in which it is intended that clouds
will form, uses a lapse rate which ensures that the profile meets the parcel’s
pseudoadiabatic curve at the cloud top height. This lapse rate is itself less than
the pseudoadiabatic lapse rate, and so is stable for a parcel starting at the cloud
base height but with the profile’s temperature. The advantage of this is that if
we assume a number of parcels will actually be produced, ranging in potential
temperature up to the specified value, they will stop below the maximum height
and result in a deep cloud that lies between the specified base and height.
The region above the cloud top uses a lapse rate of 5K.km−1, following from
the cloud base temperature. This is well below the dry and pseudoadiabatic
lapse rates and so provides a highly stable environment in which the cloud will
experience negative buoyancy. This sharp region of high stability ensures that
parcels quickly stop their ascent.
4.2.4 Six-State Water Model
This section presents details of a six-state bulk water continuity model. This
describes how water is transferred between states whilst conserving total water
mass of non-precipitating states, and methods for dealing with water transfers
between precipitation states.
Most water continuity models, such as that by Lin et al. [1983], include de-
tailed approximations to complex physical processes whereas the method here is
lightweight and tailored specifically to the requirements of computer graphics. It
is an adaptation and extension of the work by Schultz [1995] with the introduction
of a set of control parameters for manually adjusting some of the transfers and
with further simplifications of the equations. In his model, Schultz uses specific
contents as the measure of water for many equations, which are a mass of water
per volume and will change when the parcel’s density changes. Although less
physically accurate, the work presented here solely uses mixing ratios because
these are conserved during adiabatic processes.
Although Schultz’s methods include many control parameters, they are inten-
ded to allow the model to be adjusted to fit observed data and thereby improve
accuracy. The intention of this work is not to produce an accurate simulation
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per-se, but to produce a visually believable one which offers a level of control to
the user. To this end the parameters in this work are intended to allow the user
to adjust the simulation to provide an output that suits their own goals. Further,
the parameter values may also be varied spatially, for instance using a texture
map, rather than acting as global values.
Figure 4.10: The six-state bulk water continuity model showing the categories
and transfers.
The complete set of state transfers are shown in Figure 4.10. Each transfer is
described using a source / sink parameter S, with subscripts denoting the source
and destination categories. For example, the vapour to cloud liquid transfer
parameter is Sv,cl. The change to each category’s water mixing ratio in a given
time step is then the sum of all sources and sinks:
∆qv = Scl,v + Sci,v + Sr,v + Ss,v + Sh,v − Sv,cl − Sv,ci
∆qcl = Sci,cl + Sv,cl − Scl,ci − Scl,r − Scl,h − Scl,v
∆qci = Scl,ci + Sv,ci − Sci,cl − Sci,s − Sci,v
∆qr = Scl,r + Ss,r + Sh,r − Sr,h − Sr,v −G
∆qs = Sci,s − Ss,r − Ss,h − Ss,v −G
∆qh = Scl,h + Sr,h + Ss,h − Sh,r − Sh,v −G
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where all parameters are clamped to positive values and G is a ground factor
which simply removes all precipitation that reaches the ground. The primary
purpose of this section is to define equations for each of these parameters — this
is not as overwhelming a task as it may initially seem because each parameter
appears twice and some are very similar to each other. Care must be taken
with large time steps to maintain total water mass. The maximum value that
each parameter can take is simply the current quantity of water present from
the source of the transfer. Thus, because parameters are capable of removing
the entire water content from a category they must be evaluated separately and
in some cases in a specific order. Following Schultz, a number of the transfers
are assumed to be instantaneous, while others occur over time. If the time-step
between frames is small, the instantaneous processes can also be easily modi-
fied to occur slowly over time. Likewise, if the timestep is large, some of the
timed-conversions will occur instantly. While the effects of some conversion rates
and other constants are subtle, others have more obvious effects which will be
identified as they are presented. Except where specified, the order in which the
parameters are evaluated is not particularly significant.
All of the parameters listed above contain control variables, which are each
designed to constrict flow into a specific state to give the user control over the
water transfers. There are thus six control variables which each occur in a number
of different source / sink parameters. The control variables are denoted C with a
subscript identifying the state they control flow into. Thus Cci controls the flow
from any category into cloud ice — a quick glance at Figure 4.10 indicates that
it should be present in Sv,ci and Scl,ci but not Sci,s because this is an outward
flowing parameter from cloud ice. A number of constants are also present in the
equations, which are denotedK with a subscript that is relevant to their function.
The definition of the actual equations of a water model is generally a fairly
flexible affair, due to the sheer complexities of the physical processes that are
being approximated (within meteorological literature they vary widely and some-
times can appear to be treated more as implementation issues). One of the aims of
this thesis is to provide a foundation for future work, so experimentation with the
water model is actively encouraged. For those interested, Houze [1993] provides
a good introduction to the subject of water continuity models.
4.2.4.1 Condensation and Deposition: Sv,cl and Sv,ci
The transfers of vapour to cloud liquid and cloud ice are extremely similar, so we
shall deal with them together. They are essentially dependent on the largely mis-
understood concept of ‘saturation’ which is actually an equilibrium point when,
in the case of gas and liquid, the rates of continual condensation and evapora-
tion become equal. (For more information on this topic the reader is referred to
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Bohren and Albrecht [1998] who dedicate several pages to its discussion). Once
a parcel passes beyond this equilibrium point the rate of condensation becomes
greater than the rate of evaporation and the net result is one of condensation.
The initial process of condensation (gas to liquid) or deposition (gas to solid)
when there is no liquid or solid water present is known as nucleation. Water is
actually very reluctant to undergo this state transformation in a pure environment
and the process is highly dependent on impurities in the atmosphere which take
the form of small nucleation particles. Until nucleation occurs, the parcel is likely
to undergo supersaturation, where more water vapour is present than should be
according to the calculated saturation level. Once an initial quantity of water has
condensed on the nucleation particles, the process becomes easier and the amount
of vapour falls to the saturation level. For the transfer between vapour and cloud
liquid, in the initial case when no cloud liquid is present, this is expressed as:
Sv,cl = Cclσ (qv − qvslKsl)
when qcl = 0, and where qvsl is the liquid saturation vapour mixing ratio, σ is a
temperature control parameter andKsl is the liquid supersaturation control para-
meter. The value of σ smoothly varies between 0 and 1 as the temperature rises
from 253.15K to 273.15K (-20°C to 0°C), to reflect the counter intuitive observa-
tion that temperatures must be well below freezing before cloud ice forms from
deposition [Schultz 1995]. The supersaturation constant Ksl may be adjusted
and was set at 1.2 for this study as found after a period of experimentation. The
visual effect of the supersaturation is for the cloud to initially form at a slightly
higher altitude than the specified cloud base, before spreading downwards to meet
this level.
Beyond nucleation, this simplifies to:
Sv,cl = Cclσ (qv − qvsl)
The liquid saturation vapour mixing ratio is defined as:
qvsl =
0.622esl
p− esl
where p is the pressure of the parcel, and esl is the liquid saturation vapour
pressure, which is a partial pressure that can be calculated using an empirical
approximation: [Bolton 1980; Rogers and Yau 1989, p. 16]
esl ≈ 0.6112 exp
(
17.67T
T + 243.5
)
where T is the temperature of the parcel.
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Schultz uses an exponential formulation to describe ice particle nucleation but
it was decided that a similar mechanism to that for cloud water should be used
here to aid clarity and usability rather than accuracy. For the transfer between
vapour and cloud ice, in the initial case when no cloud ice is present:
Sv,ci = Cciσ
′ (qv − qvsiKsi)
when qci = 0, and where qvsi is the ice saturation vapour mixing ratio, σ
′ is
the inverse temperature control parameter (i.e. σ′ = 1 − σ) and Ksi is the ice
supersaturation control parameter. Again, beyond nucleation this simplifies to:
Sv,ci = Cciσ
′ (qv − qvsi)
The ice saturation vapour mixing ratio is similarly defined as:
qvsi =
0.622esi
p− esi
The ice saturation vapour pressure esi is then estimated using Buck’s empirical
method, which is optimised for temperatures between 223.15K to 273.15K (-50°C
to 0°C): [1981]
esi ≈ 0.6112 exp
(
22.452T
T + 272.55
)
The reverse processes of evaporation (liquid to gas) and sublimation (solid to
gas) are covered later in Section 4.2.4.6 on page 90.
4.2.4.2 The Bergeron Effect: Scl,ci
Following Schultz, this scheme does not implement the freezing of cloud water to
cloud ice, which does not actually account for the majority of the water transferred
between these states. Instead, a process known as the Bergeron effect is modelled.
This is dependent on the fact that the saturation vapour pressure for liquid is
greater than that for ice. Following Storelvmo et al. [2008] there are three possible
states for a parcel to be in, with respect to its vapour pressure ev:
1. ev > esl > esi, i.e. there is a lot of water vapour. This results in both ice
and liquid droplet growth.
2. esl > ev > esi, i.e. liquid should be evaporating, but ice should be forming.
This is the Bergeron effect.
3. esl > esi > ev, i.e. there is not much water vapour present. This results in
both ice and droplet shrinkage.
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When the required conditions are satisfied, the transfer due to the Bergeron effect
is expressed by:
Scl,ci = Cci (qcl − qvsl)
4.2.4.3 Snow and Rain: Scl,r and Sci,s
For snow and rain, the transfers are assumed to start occurring when the cor-
responding cloud water level rises above a threshold value. Beyond this value,
cloud particles are assumed to have grown to the point where they are affected
by gravity and fall from the cloud. For snow, this is expressed as:
Sci,s = Cs (qci − qisThresh)Kcs∆t
where qisThresh is the controllable cloud ice to snow threshold, set to the value
of 0.0001 kg.kg−1 in this study, and Kcs is the snow conversion rate set at 0.1
here, both as found through experimentation. Similarly for rain:
Scl,r = Cr (qcl − qlrThresh)Kcr∆t
where qlrThresh is the controllable cloud liquid to rain threshold, set to the
value of 0.0007 kg.kg−1 in this study, and Kcr is the rain conversion rate, again
set at 0.1 here (as found through experimentation). When qr > 0, the mechanism
of collection occurs, in which rain literally (and rapidly) collects additional cloud
liquid. This equation then becomes:
Scl,r = CrqclqrKcr∆t
Visually, adjusting the threshold values for snow and rain controls how large
the cloud is before it starts precipitating.
4.2.4.4 Hail: Scl,h, Ss,h and Sr,h
Three processes are covered here, the first of which is growth from cloud liquid
due to the riming of graupel and is treated in the same way as rain collection:
Scl,h = ChqclqhKrh∆t
where Krh is the hail riming rate, which was set at 0.1 (as found through
experimentation). The second of these processes is the riming of snow, where
snow collects cloud liquid and becomes graupel.
Ss,h = Scl,h = Chmin (qcl, qs)Krs∆t
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where Krs is the snow riming rate, again set to 0.1 (again, as found through
experimentation). With this transfer, it is important to remember that equal
measures of cloud liquid and snow are required. The third process is the freezing
of rain to become hail, and Schultz’s equation is used as a basis here:
Sr,h = Ch (265.0− T )
2
Kfr∆t
where T > 265K and Kfr is the rain freezing rate, set to 0.1 as found through
experimentation.
4.2.4.5 Melting: Sci,cl, Ss,r and Sh,r
The transfer from cloud ice to cloud liquid is due to melting, and takes the form
of:
Sci,cl = Cclδqci
Where δ is a temperature control parameter which is 1 if the parcel’s temper-
ature is above freezing (273.15K), and 0 otherwise. In this model, snow melts to
rain according to the similar equation:
Ss,r = Crδqs
and finally, hail melts to rain according to:
Sh,r = CrδqhKmh∆t
where Kmh is the hail melting rate, set to 0.01. This rate can have quite an
effect on precipitation, since most rain actually starts as snow which becomes
hail before melting into rain. By setting this conversion rate low, we therefore
get more hail at ground-level.
4.2.4.6 Evaporation and Sublimation: Scl,v, Sci,v, Sr,v, Ss,v and Sh,v
These transfers occur when the level of vapour present is less than the saturation
levels of liquid or ice water. Following Schultz’s lead again, the treatment here
reflects the facts that “small particles evaporate before large particles and liquid
evaporates before ice” (due to the lower saturation vapour pressure) [1995]. This
is reflected by the order in which the deficit beyond the saturation point is ‘repaid’:
first is cloud liquid, then rain, cloud ice, snow and finally hail. The equations, in
the correct order, are:
90
4.2 Main Simulation
Scl,v = Cv (qvsl − qv)Kel∆t
Sr,v = Cv (qvsl − qv)Ker∆t
Sci,v = Cv (qvsi − qv)Kei∆t
Ss,v = Cv (qvsi − qv)Kes∆t
Sh,v = Cv (qvsi − qv)Keh∆t
where the K parameters are the evaporation rates which, after a period of
experimentation, were set as: Kel = 0.03, Ker = 0.005, Kei = 0.02, Kes =
0.0025, Keh = 0.0008. Thus, if the deficit is greater than the amount of cloud
liquid present, then rain will evaporate; if the vapour level is still below the satur-
ation point, then cloud ice will sublimate, and so on. These are the only transfers
in which the order of evaluation is of real importance. The conversion rates also
play a large role in the appearance of the cloud formation. The precipitating
transfers above do not occur instantaneously because otherwise the precipitates
would not actually reach the ground. Care must be taken with the time-steps of
the simulation with regard to the cloud water and cloud ice evaporation rates. If
the simulation time-step is greater than the conversion rates, it is possible that
small amounts of cloud can condense and (seemingly) rapidly evaporate the very
next frame, which can visually take the form of random noise.
4.2.4.7 Heating Effects
Phase transitions result in either heating or cooling of the parcel, so the total mass
of water transferring between states is used to change the parcel’s temperature:
∆T = Lcqcondensation + Ldqdeposition + Lfqfreezing
where Lc, Ld and Lf are the latent heats of condensation, deposition and
freezing and the mixing ratios are the amounts of water that are being transferred
during the timestep. Schultz limits certain transfers to prevent excessive heating
or cooling of the parcel, but it was felt that this might also limit the effectiveness
of the user controls and so was not included in this scheme.
4.2.5 Summary of The Cloud Model
Our model started with a static background atmosphere and parcels of air that
move through it and eventually form clouds. A parcel’s pressure equalises to its
surroundings and each parcel has its own temperature. The parcel’s buoyancy is
dependent on the difference between its temperature and the background atmo-
spheric temperature. This means we can influence the parcel’s vertical movements
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by choosing the parcel’s initial temperature and controlling the background at-
mospheric temperature profile. We use a tool based on a meteorological chart
to choose heights for the cloud base and cloud top, then the tool generates the
background atmospheric temperature profile, parcel source temperature and va-
pour levels that will generate this cloud. Parcels contain six categories of water:
vapour, cloud liquid, cloud ice, rain, snow and hail. A set of water continuity
equations define how water changes from one category to another. To help further
direct our clouds, we put control parameters into these equations to enhance or
restrict water flow between categories. Finally, when water state changes occur
they result in either additional warming or cooling of the parcel, which further
affects buoyancy. The result of our cloud simulation is a set of water densities for
each of the water categories, which we must now visualise.
4.3 Rendering
Although the primary concern of this work is not rendering, visual output must
be obtained to validate the results of the simulation. The method that was used is
a simple GPU ray-marcher with ‘interactive’ and ‘oﬄine’ quality modes defined
by simply adjusting the number of samples in the primary and secondary ray
integrations.
The simulation output is effectively that of a multi-field weather simulation
— a three dimensional scalar field of water mixing ratios for multiple water cat-
egories. As described in Chapter 3, single-scattering for multi-field weather data
is well defined [Riley et al. 2004b] and this basic technique was used.
At each step, the ray marcher must determine the colour and alpha contri-
butions of the sample. The ray marcher calculates the lighting intensity along a
view ray, ~v, between the near and far bounds of the cloud volume by evaluating
the following integral:
L(~v) =
ˆ far
near
LSS(~p)LMS(~p)d~p
where LSS is the single scattering intensity and LMS is the multiple scattering
intensity at position ~p. To build the single scattering intensity, we first need to
define some terms.
The area of a particle from a specific water category (sub or superscript ‘field’)
that can scatter light is the scattering cross section which may be defined as twice
the geometric cross section:
σfieldsc = 2πR
2
field
The number of particles per cubic metre, η, is then defined by:
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Category: Value: Approx Particle Radius:
Cloud Liquid 150 0.01mm
Cloud Ice 23 0.05mm
Rain 0.11 1mm
Snow 9.1 2mm
Hail 0.66 2.5mm
Table 4.1: Values for the kfield constant, arrived at by calculating initial values
from approximate average droplet sizes and then manually adjusting by compar-
ing rendered outputs with photographic references.
ηfield =
ρairqfield
M field
where q is the mixing ratio for that category andM is the mass of one particle.
The probability per unit length of hitting a particle is the scattering coefficient
which may then be defined as:
βfieldsc = σ
field
sc η
To assist with the implementation, the constants were grouped together to
give:
βfieldsc = k
fieldρairqfield
where:
kfield =
σfieldsc
M field
with values as shown in Table 4.1. The constant k was found to be more
intuitive as a rendering parameter, since higher values directly correspond to a
denser cloud.
The sample’s scattering coefficients are then combined into the effective scat-
tering coefficient:
βsc =
∑
All Fields
βfieldsc
The extinction coefficient is the sum of the scattering coefficient and the ab-
sorption coefficient. The albedo is the ratio between the scattering and absorption
coefficients. Clouds are highly scattering so we assume the albedo is close to 1,
therefore we neglect absorption and the extinction coefficient becomes the scat-
tering coefficient.
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The transparency of a sample between positions is found by integrating the
effective extinction coefficient:
T (~p1, ~p2) = e
−
´ ~p2
~p1
βexds
The final alpha channel output of the ray marcher along a viewing ray is
1− T ( ~pnear, ~pfar).
The result when light is scattered by a particle is defined by the phase function
and different particles give different phase functions. We thus will use a different
phase function for each water category. This demonstrates the advantages of our
cloud model by allowing category specific optical effects such as rainbows in the
rain water, haloes in the cloud ice, coronas in cloud water and glories in cloud
ice and water. We define the phase function with respect to the angle between
the sun ray and the viewing direction, which is sufficient for most cases but will
not allow the more complex (and much rarer) ice haloes to be viewed. A phase
function, Pfield(θ), is defined for each water category and then the results from
all the categories are combined to form the effective phase function:
P (θ) =
∑
All Fields β
field
ex Pfield(θ)
βex
The individual phase functions were initially generated by the MiePlot soft-
ware [Laven ca.2012], converted to floating point bitmaps and adjusted to achieve
the desired visual appearance.
The single scattering intensity can now be defined as:
LSS(~p) = T (~p, ~dsun)P (θ)Lsunβex(~p)
where ~dsun is the point at the boundary of the simulation volume in the
direction of the sun when starting from point ~p and Lsun is the intensity of the
sun.
Clouds are highly scattering media, so multiple-scattering plays an important
role in their appearance. As described in Chapter 3, there have been numerous
attempts at simulating the multiple-scattering properties of participating media,
which vary in complexity and computational expense. For this work, a simple
technique was chosen, based on colour gradients. For a sample position, rays are
shot towards the sun direction, ground direction and straight up (to emulate sky
direction). The obtained optical densities, which are combined across all water
categories, are used as interpolants on the colour gradients to determine a set of
multiple-scattering contributions. This method was chosen for its computational
simplicity, its ability to be artist-directed and because the advantages of the multi-
field water model are best demonstrated by the single-scattering contribution,
due to the more isotropic nature of multiple-scattering interactions — while not
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Figure 4.11: The ominous green tint to these large stormcells is due to high
levels of ice in the cloud. The simulation output will indicate the location of ice
but the rendering of this effect is left for future work. Images credited to Mike
Hollingshead [Hollingshead ca.2009].
purely isotropic, multiple-scattering tends to ‘blur’ out the high frequency details
of the phase function [Bouthors et al. 2008]. One limitation of this approximation
is that it prevents the ‘green tint’ that can sometimes be seen in cloud that is
heavily laden with ice (see Figure 4.11). Such effects are left as future work.
The high density of the cloud water means that viewing rays often do not
travel very far into a cloud. This will result in banding artefacts where the rays’
first samples of a cloud are at different depths. A method of visually reducing
this is to offset the sampling distances by random values. Although this gives a
noisy result, it is visually more acceptable than banding. More random accesses
to a volume texture results in poor caching, however, so rendering performance
suffers. A similar approach to reduce banding is to quickly reject a sample that
is too opaque and try again with a shorter sampling distance. This results in
more samples, but can improve the visual result. Artefacts also appear when the
sampling distance is too great, so that some samples hit the cloud while others
do not. This issue is clearly visible with the fast ‘interactive’ rendering mode.
4.4 Implementation
In this section we cover how to integrate the water model into a full Eulerian-
based system and provide details of the prototype implementation.
4.4.1 System Design
The first issue to consider is that of data storage. Each grid-cell needs to store a
potential-temperature and six mixing ratios, one for each of the water categories.
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During each simulation update cycle the cloud model generates a buoyancy value
for each grid-cell which must also be stored so that it can be passed to the fluid
system. The initial conditions of the volume data are for the temperature to be set
to that corresponding with the background atmospheric temperature, while the
water values are all set to zero. A one-dimensional array is required to store the
background atmospheric temperature profile, which is needed in the water-update
and buoyancy equations. The water control parameters could each be global
variables, though more interesting results can be obtained if they are each 2D
textures that map to the horizontal plane and this is what was implemented in the
prototype system. Wind and turbulence volumes also need to be stored, though
these can be at much lower-resolutions than the main simulation volume. All
these properties are in addition to those required by the fluid-dynamics solution
and rendering technique.
The order of operations for a generic system, including fluid-dynamics, is then
to loop over the following steps:
• Advect the water properties using the fluid velocity field output from the
fluid solution as calculated in the previous iteration (the velocity field is
usually initialised to zero)
• Seed new water and temperature at ground-level according to source con-
ditions
• Evaluate the water continuity equations
• Work out any heating effects resulting from state changes
• Store the new water and temperature levels
• Calculate and store the buoyancy force
• Advect the fluid velocities, taking into account boundary conditions
• Add additional forces to the fluid (wind, turbulence and buoyancy)
• Enforce the divergence-free condition (e.g. using Hodge-Helmholtz decom-
position, solving the resulting Poisson equation with Jacobi iteration to
create a scalar ‘pressure’ field and then subtracting its gradient from the
velocity field)
• Store the resulting divergence-free fluid velocity field for use in the next
iteration
• Render the water categories (excluding vapour)
This scheme was used as the basis for the prototype system, the implementation
of which we shall now examine.
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Figure 4.12: One GPU is used for the cloud and fluid simulation, while the other
asynchronously renders the cloud volume.
4.4.2 System Implementation
The final prototype system was designed to run at near interactive-rates, with a
higher quality ‘snapshot view’, and to make heavy use of the GPU. It was imple-
mented in CUDA and tailored to the development platform, which contained two
CUDA devices. An overview of the system architecture is shown in Figure 4.12.
Within the prototype the simulation updates are decoupled from the rendering
updates and each task is performed on a separate GPU. After each simulation
update, the simulation GPU makes a copy of the water categories which are then
transferred to the rendering GPU. The simulation volumes are all stored in 32-bit
floating-point format, with any less precision being found to adversely affect the
stability of the simulation. However, it was decided that this accuracy was not
required for the rendering technique so the copy process also downgrades the data
to an 8-bit format. This dramatically reduces the amount of data that needs to be
transferred between GPUs and greatly improves the rendering performance. The
one-dimensional background atmospheric data is also stored in 32-bit floating-
point format but the 3D wind and turbulence and 2D control parameters are
only 8-bit.
The simulation domain was set to 30km on each horizontal axis and 10km
vertically, with results obtained at different resolutions (as described in the next
section). The height matches that of an idealised troposphere and the chosen ho-
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rizontal sizes are small enough to give a reasonable resolution within the available
memory while being just about large enough for a sizable, if stationary, cumulon-
imbus to form. The fluid-dynamics solution is based on that by Stam [1999],
with the addition of a staggered MAC grid in which velocities are stored at the
cell boundaries rather than the cell centres [Bridson 2008]. This method assists
with evaluating spatial derivatives across the cells and because we do not need
to calculate such derivatives for all other cell properties (such as water categor-
ies and temperature) these are stored at cell centres (the reader is directed to
Bridson [2008] for advice on correct data storage within a staggered MAC-grid
arrangement). The boundaries enforce a no-stick condition at the sides and top,
while a no-slip condition is enforced at the ground.
Within the water advection step, the vapour and cloud water categories are
moved according to the input advection velocity while the precipitating categories
also attempt to fall to the ground. Each precipitation state falls at a constant
rate, with rain assumed to fall at a rate of 10ms−1, snow at a rate of 3ms−1
and hail at a rate of 25ms−1. These values were inspired by average rates (see
Section 2.4.1.1 on page 37) and then adjusted after a period of experimentation.
Basic wind control was provided for in the prototype system with a simple
editor. The user can place wind forces within the volume, which are then built
into a single volume (using simple summation of the wind vectors) and sent to
the fluid advection step. Here, a force is applied in the wind’s direction until the
wind velocity is reached. A turbulence is also added at this point as an additional
force which helps to provide an uneven appearance to the clouds. This turbulence
is a divergence-free vector field generated from the gradient of a random vector
field 32 × 32 × 32 voxels in size with periodic boundaries (this uses the vector
field identity that the divergence of a gradient is zero).
A skew-T editor was provided for the user to adjust the temperature profile
and a simple ‘painting’ editor for the water control parameters. The output of
each of these are transferred to the simulation GPU. A change to the temperature
profile triggers a reset of the simulation, since it must change the initial conditions
and too large a change can result in fluid simulation instabilities. Adjustment
of the water control parameters may be performed in the prototype without
resetting the simulation. Eight control parameters are provided (and stored in
two 4-channel, 8-bit-per-channel, textures), six of which are for the water control
parameters, one for the source temperature and one for the source vapour level.
These source parameters are used by the simulation at ground level to modulate
between the background atmospheric temperature (and zero vapour) and the
values provided by the user through the skew-T editor tool. Example use of the
skew-T editor is show in the next section, Figure 4.23 on page 111.
The cloud rendering technique was described in Section 4.3. The results from
the CUDA renderer are blended with the background scene using alpha blending,
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with the alpha channel computed according to the total eye-ray density of the
water categories. In the prototype this background consists of a sky-dome with a
gradient texture applied and a ground-dome (with a radius matching that of the
Earth) displaying Landsat 7 satellite imagery [NASA Landsat Program 2008].
The entire rendering pipeline is HDR and a tone-mapping and bloom are applied
as post-processes, with an exposure parameter manually adjusted by the user.
4.5 Results
4.5.1 Performance
The development platform was a quad-core 3GHz AMD-based workstation with
one NVIDIA GeForce 560 Ti card and one GeForce 480, with the rendering per-
formed on the former and the simulation on the latter. Computational times are
shown in Table 4.2 and indicate that the evaluation of the water equations is
greatly overshadowed by the overall computational expense of the fluid-dynamics
solution. None of the methods are heavily optimised so it is expected that per-
formance could be improved, especially of the fluid dynamics solution.
Resolution Water Dyn. Sim.
96× 32× 96 2.8 ms 60.6 ms 4.2 UPS
192× 64× 192 5.1 ms 110.5 ms 2.2 UPS
240× 80× 240 6.3 ms 230.5 ms 1.5 UPS
Table 4.2: Average computational times for the water simulation, fluid-dynamics
simulation and the complete simulation update rate (in Updates Per Second).
Results are averaged over 100 simulation updates.
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4.5.2 Visual Results
The difference between the fast and slow rendering methods are shown in Figure
4.13. The quality is significantly reduced for the fast method, but interaction
with the system is possible. Different sampling strategies are shown in Figure
4.14. In the simplest method, the hardware linear interpolation technique is used.
This results in good frame-rates but gives a blocky appearance in regions of high
density contrast, which is typical for heavily water-laden cumuliform clouds. A
solution is to use an alternative to linear interpolation of the 3D texture, such as
cubic interpolation, but such methods are not currently hardware accelerated and
so the increase in visual quality comes at the price of a performance decrease.
Finally, procedural noise is added to emulate higher frequency detail than is
present in the simulation. The results are not a perfect match to real clouds, but
are a significant improvement on plain linear interpolation.
Figure 4.13: The same cloudscape with fast (left) and slow (right) rendering
techniques. The difference is the number of samples in the primary and secondary
rays. The fast method was rendering at approximately 0.6 frames-per-second,
while slow images typically take around 5 seconds each to generate.
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Figure 4.14: The same cloudscapes with different sampling methods. Left: linear
interpolation, notice the blocky appearance of denser clouds, showing the actual
resolution of the cloud simulation output. Middle: simple cubic interpolation
removes the blocks but gives a too-smooth appearance. Right: adding procedural
noise to cloud water and ice categories gives a sense of high resolution detail.
Previous works in computer graphics have limited cloud simulation to just va-
pour and cloud water categories. This means they cannot simulate cumulonimbus
clouds, which precipitate by definition. The water model presented in this work
includes cold water and precipitation categories, and so can be used to simulate
clouds of this type. A comparison is shown in Figure 4.15 which demonstrates
the visual differences for a large cumuliform cloud that should be precipitating
and include high-altitude ice formations. Precipitation details are also shown in
Figure 4.16.
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Figure 4.15: Two angles of the same cloud formations. Left: previous works
were limited to water in only the vapour and cloud liquid categories and can only
result in large cumulus formations. Right: the work presented here allows for
cumulonimbus simulation. Notice the softer appearance of upper parts of the
cloud where ice and snow are prevalent, and the region of precipitation.
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Figure 4.16: Simulation of precipitation from large clouds. Note the double
rainbow.
Another advantage of a six-state water model is the ability to visually rep-
resent the separate water categories differently. Ice and water categories exhibit
different optical effects, ranging from halos to rainbows, some of which were used
in the rendering technique as indicated in Table 4.3. Visual results of these are
shown in Figure 4.17.
Water Category Corona Halo Rainbow Glory
Cloud Liquid x x
Cloud Ice x x
Rain x
Snow x
Hail x
Table 4.3: The optical effects used in the prototype system, which are exhibited
in the water phase functions.
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Figure 4.17: Optical effects in the simulation are a result of the different phase
functions which are used for the different water categories. Top-left, corona
around the sun as seen through cloud water; top-right, 22 degree halo seen
through a layer of ice and snow; lower-left, rainbow; lower-right, glory oppos-
ite the sun on a layer of cloud.
4.5.2.1 Visual Comparisons
The purpose of this section is to demonstrate that the simulation system can
produce similar cloud forms to those found in nature. Figure 4.18 shows various
cumulonimbus formations while Figure 4.19 shows rain detail. Figure 4.20 shows
‘anvil’ clouds, which form when a deeply convecting cloud rises to a stable region
of the atmosphere and spreads out. Cloud details are compared in Figure 4.21
and in Figure 4.22 a comparison is made with regions of different texture.
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Figure 4.18: Left, photographs of classic cumulonimbus formations. Right, sim-
ulations. In the top pair, the wind makes the clouds appear to lean to the
left. Photograph credits: top left, the author April 2009; middle left, Mark
McCaughrean via The Cloud Appreciation Society gallery 2011 and bottom left,
Dene Georgelin via The Cloud Appreciation Society gallery (‘cloud of the month’,
May 2008) [Pretor-Pinney ca.2012].
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Figure 4.19: Left, photograph of rain. Right, simulation. Note the double
rainbow in the top pair. Photographs by the author, April 2012.
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Figure 4.20: Left, photographs of ‘anvil’ clouds. Right, simulations. Rising cloud
hits a region of high stability and can travel no further vertically, so it spreads
out horizontally. Photograph credits: top left Damian Cox via The Cloud Ap-
preciation Society gallery 2009 [Pretor-Pinney ca.2012]; lower left by the author,
December 2011.
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Figure 4.21: Left, photographs. Right, simulations. The lower pair show the
edges of heavy rain clouds. Photographs by the author.
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Figure 4.22: Top left, photograph of a large cumuliform cloud from above.
Note the texture of the regions with high frequency detail compared with other
smoother parts. Top right, simulation. The multiple water categories allow us
to use different rendering techniques, to emulate highly textured cloud water and
smooth snow regions. Lower — photograph on left, simulation on right, both
images have been gamma-adjusted to match. Notice the crisp new cumuliform
growth at the bottom of the tall cloud mass, compared with the soft and smooth
cloud top. These same features are visible in the simulation, where the crisp
features are cloud water and the smoother features are snow. Photographs by
the author, July 2009 and April 2012.
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4.5.3 Temperature Profile Tool
Sample results of the temperature profile tool are shown in Figure 4.23, which
shows that the tool is able to control the vertical extent of the cloudy region.
As mentioned earlier in Section 4.4.2, the user could also ‘paint’ where the
source temperature and vapour should be seeded. This gives a good level of
control over where clouds form and by adjusting these values it is also possible
to influence the vertical extent of the cloudy region, as demonstrated in Figure
4.24. Decreasing the source temperature while keeping source water constant
results in a decrease in vertical extent and base height. Similarly, decreasing the
source water level while keeping the temperature constant results in an increase
in base height and a decrease in vertical extent. These results are as expected
from examining a Skew-T chart.
The Skew-T tool can also be used to draw arbitrary temperature profiles.
Once the source conditions are set, the LCL is defined and the moist adiabat
from this point is highlighted. Portions of the temperature profile above the LCL
and to the left of the moist adiabat are where cloud will form, while regions where
the profile approaches or crosses this curve will be largely cloud-free. This can
be used to achieve layering effects, as demonstrated in Figure 4.25.
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Figure 4.23: Using the reverse Skew-T tool to adjust the temperature profile,
Left, to give a cloud formation, Right. The maximum vertical extent is 10km,
with increments on the white vertical line in the right-hand diagrams at 1km. In
the top pair, the cloud base is set at 1km and the top at 5km. In the middle
pair, the base is set to 2km and the top is set to 8km. In the lower pair, the
base is set to 7km and the top to 8km. Note the level of overshoot at the top
boundary, including the last example where the cloud rises up to meet the top of
the simulation domain. This is a limitation of the system.
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Figure 4.24: Varying the source temperature or the source vapour, ‘painted’ on
the ground plane as in the lower image with the simulation results after approx-
imately 2mins shown above. For the painted values, black is equivalent to the
background atmospheric temperature and pure white is the ‘seed’ temperature.
4.6 Evaluation: A Critical Analysis
As shown by the results, the methods presented for simulating clouds allow new
types and forms to be emulated, in comparison to existing works within computer
graphics, and for some level of artistic control to be achieved in directing the
resulting formation.
4.6.1 Water Model
The water model presented here is an extension of existing works, which only al-
lowed water in the forms of vapour and cloud water. In these works, this restricted
the cloud formations to only those that are non-precipitating. Additionally, high-
level ice clouds could not be simulated correctly, because ice crystals take longer
to sublimate than water droplets take to evaporate, which should result in longer-
lasting clouds with a wispy appearance. In comparison, the six-state water model
presented in this work can emulate all of these, adding the possibility of storm
cloud formation for the first time. The results show that the new water model is
effective at emulating the appearance of a range of cloud forms, including those
with precipitation.
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One limitation of the model comes from the assumptions of the buoyancy
equation. Here, it is assumed that the ambient environment temperature is that
of the background atmospheric profile. For a region surrounded by other warm
air, this will not be the case and the equation will therefore artificially inflate
the buoyancy term. The result of this is that large clouds will essentially be-
come larger, certainly in height. A more correct treatment would evaluate the
temperature of neighbouring cells.
As previously described in Section 4.4.2 and shown in Figure 4.24 on the
previous page, the prototype tool allows the user to ‘paint’ where the source
temperature and vapour should be seeded. This gives a good level of control over
where clouds form and by adjusting these values it is also possible to influence the
vertical extent of the cloudy region, as demonstrated in Figure 4.24. Decreasing
the source temperature while keeping source water constant results in a decrease
in vertical extent and base height. Similarly, decreasing the source water level
while keeping the temperature constant results in an increase in base height and
a decrease in vertical extent. These results are as expected from examining a
Skew-T chart.
Figure 4.25: Layering effects may be achieved by manually adjusting the temper-
ature profile. Cloud formation is enhanced in regions where the profile is to the
left of the moist adiabat rising from the LCL (the thick pink line in the Skew-T
view) and it is reduced in regions to the right of the curve. This example gives
three layered regions, although the mid-height one is the best defined.
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Figure 4.26: Results of adjusting the cloud water control parameters are generally
subtle, though the precipitation parameters are much more effective. Top-Left,
all parameters enabled in the left cloud and vapour parameter disabled in the
right cloud; without evaporation the cloud becomes larger and more wispy at
the edges. Top-Right, all parameters enabled in the left cloud and cloud water
disabled in the right cloud; consisting only of ice, the cloud base starts higher
when the temperature reaches freezing. Lower-Left, all parameters enabled in
the left cloud and cloud ice disabled in the right cloud; with no ice formation
the cloud does not expand as much above the freezing height. Lower-Right, the
results of forcing precipitation to fall on a specific location; here the precipitation
parameters are all set to zero except for above the red ‘X’ on the ground plane.
Visual results from adjusting the water control parameters are shown in Figure
4.26, which also indicates the level of control achieved. Adjusting the cloud and
vapour parameters produces very subtle effects, while the effect of adjusting the
precipitation parameters is much more obvious.
To understand the implications of adjusting the parameters, it is useful to
re-examine the transfer diagram in Figure 4.10. The effects of the parameters are
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as follows:
• Setting the vapour parameter to zero means that clouds essentially do not
dissipate fully, although they can still reduce in size through water loss due
to precipitation.
• Setting the cloud liquid parameter to zero will completely disable cloud
formation in warm conditions and means that a cloud will only form at
an altitude when the temperature drops below freezing. This means the
cloud base will be different to that specified using the skew-T tool. Re-
examination of the continuity equations reveals that disabling cloud liquid
also inhibits much of the formation of hail and rain.
• Disabling cloud ice has a similar effect to that of cloud water, but disables
cloud formation in cold conditions. For clouds with their base below the
freezing point, this may not be readily visible, since cloud liquid can still rise
beyond the freezing point even though its transfer into cloud ice is inhibited.
Looking back at the continuity equations shows that disabling cloud ice also
completely disables snow, which reduces hail and rain formation.
• Setting each of the precipitation parameters to zero naturally disables that
category, although again because they are all interdependent disabling one
will impact the others. It may help to consider as a general ‘rule of thumb’
three precipitation life-cycles starting at three generalised altitudes: start-
ing at low level, we simply have rain; starting at mid-altitude we have hail
which melts into rain as it falls; finally at high-altitude we start with snow,
which converts to hail at mid-altitude which converts to rain at low-altitude.
Disabling one or more precipitation states then impacts the life-cycles. It
is also worth noting that clouds will generally be much larger when all pre-
cipitation categories are disabled, simply due to the retention of water that
would otherwise be removed.
One of the most appealing uses of adjusting the water parameters is the ability
to force precipitation on a specific location, as shown in the final image in Figure
4.26. It is tempting to suggest this could be used to continuously rain on a
moving character for comic effect, however the prototype tool was not designed
to support animated parameters so this could not be tested. To do this effectively
a number of additional issues would have to be overcome. For instance, the scale
of the simulation means it takes some time for rain to fall. If the cloud itself is
always above the character, this means that the rain would constantly fall behind
it as it moves. Without changing the simulation scale or fall-rate, a solution to
this could be to force rain just in front of the character, so the cloud appears
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to anticipate the character’s movement. A more complete investigation of this is
left for future work.
The main limitation of the water model controls is that the results are some-
times subtle and difficult to predict, as is the nature of a physical simulation.
For example, while it is certainly possible to force rain upon a location (as shown
in the results), a cloud of sufficient size must first be built up over the location.
To compound the issue, a cloud is generally reluctant to precipitate over its own
source, due to the powerful updraught that occurs there. This means that a wind
force must be added, to allow the precipitation to fall outside the updraught.
The cloud’s vapour and heat source must then be upwind from the desired rain
target area, making their placement a rather hit-and-miss affair. The control
parameters and capabilities are therefore present, but the currently limited tools
do not make the task an easy one. Solutions to this problem are left for future
work.
4.6.2 Temperature Profiles
Previous works in computer graphics have used a fixed lapse rate for the atmo-
spheric temperature and pressure profiles. This made it impossible to control the
vertical extent of the cloudy region. This work presented the use of a user defined
temperature profile, to give a level of vertical control over the cloud formation.
The results have shown that, for the most part, this is an effective method of
achieving this goal.
While the cloud base is clearly defined by the tool the ascending cloud can
experience a very large overshoot above its top level of equilibrium, before it falls
down to reach it. This is simply due to the momentum gained during its ascent
and is a phenomenon observed in nature. This can cause problems, however,
if the base of the cloudy region is specified to start at a high altitude, because
the momentum gained during the ascent results in a very high overshoot which
frequently encounters the top of the simulation domain and results in artefacts
(at best a flat-top, although a cloud can become ‘stuck’ to the top depending on
the boundary conditions). The simplest solution to this problem is to extend the
vertical limits of the simulation domain. The immediate implication of this is an
increase in memory and computational requirements. If this is not an option, the
temperature profile could be adjusted to ensure that the temperature difference
between the rising parcel and the atmosphere (and thus the buoyancy force)
remains low throughout the rising region, in an effort to reduce the momentum.
Another solution may be the inclusion of an additional source layer at altitude so
that the fluid need not rise as far. Physically, this could be considered to mimic
the effects of solar heating and would allow for the proper formation of cirriform
clouds.
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The fact that the control is only vertical gives the limitation that two vapour
and heat sources of equal size will result in clouds of similar vertical extent. If
a scene with clouds of varying sizes is required, the only way of achieving this
is by modifying the source vapour and heat conditions. In order to determine
the resulting vertical extent, careful examination of the Skew-T is required. To
achieve specific results, this method is difficult at best. The level of control
provided therefore remains a ‘guidance’ rather than a strict regimented adherence.
An assumption of the prototype tool is that changing the temperature profile
requires a reset of the simulation. This reset was forced due to initial experiments
in which the simulation became unstable when the profile was changed part-way
through a simulation run. It would be interesting to properly investigate this
effect, to see if a gradual adjustment could maintain simulation stability. The
result would be a more varied cloudscape and the possibility to emulate larger-
scale weather fronts. Such investigations are left for future work.
The adoption of a user defined temperature profile is a significant step for
directing clouds. The Skew-T tool itself is an extremely useful step up from
simply editing numbers in a text file, but it is felt that it falls short of being an
effective artist’s tool by itself. The graph is still too far removed from the results,
making it difficult for an untrained user to imagine what type of cloud formation
their profile will result in. The amount of information presented to the user also
gives it a rather daunting appearance. In conclusion, the tool is effective in the
level of control it presents, but more work is required to form it into an efficient
tool for use by an artist.
117
Chapter 5
Conclusion
In this work we have looked at simulating cloud dynamics, complete with precip-
itation. We started with a taxonomy of clouds, where we briefly looked at the
main cloud types. In Chapter 2, we investigated meteorological approaches to
cloud formation and combined these to build a parcel model to mathematically
describe our cloud formation process. To do this, we started with a description
of dry atmospheric conditions, which revealed how parcels travel through the
atmosphere. We examined how the atmospheric temperature profile determines
regions of stability, which affect the buoyancy of our parcels. We then added wa-
ter to our parcels and considered the effects of moist air. We looked at the various
forms that water can take and how water changes between these forms and states
according to a water continuity model. Armed with our parcel model, we then
investigated the general formation and development of cumuliform clouds, the
lifecycle of a stormcell and then stratiform and cirriform formations.
In Chapter 3, we reviewed previous works on relevant topics within computer
graphics, in particular focusing on cloud simulation, weather effects and fluid
dynamics.
Finally, in Chapter 4 we constructed a new simulation scheme, using the
parcel model we built up in Chapter 2. This also used a water continuity model,
adapted from a meteorological source, which could also be used to provide a level
of control to the simulation. A tool was also developed to help control the cloud
base and height, by directly manipulating the atmospheric temperature profile.
Results were presented, together with photographs of real clouds for comparison,
and the effectiveness of the techniques was discussed.
The purpose of this work was to provide a more complete cloud and weather
model, by developing and adapting techniques that would allow the emulation
of a wider variety of atmospheric phenomena than was previously possible. To
achieve this, a physically-based model was developed, taking the lead from earlier
works. However, computer graphics for entertainment is not always concerned
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with pure physical simulation. We strive to produce visually plausible results
and do not need the numerical accuracy that a detailed scientific model offers.
What we do need is the ability to direct our outputs to achieve artistic goals
and sometimes these goals are contrary to our reality. In most cases, the reality
we wish to produce is not far from our own, so a simple bending of the laws of
physics is sufficient. Thus, a physically-based system was used as a starting point
and appropriate methods of control were also investigated.
5.0.3 Contributions
In summary, the main contributions of this work are:
• Water model that uses multiple water categories:
– Provides six states of water: vapour, cloud water, cloud ice, rain, snow
and hail.
– A lightweight bulk-water continuity model, built on physically-based
meteorological work. This is a system of equations that govern how
water is transferred from one category to another.
– The water model allows us to emulate not just cloud formations but
also connected weather phenomena such as storm clouds that actually
precipitate.
– Individual clouds in this work can consist of multiple water types,
which may be visualised differently and can behave differently. For
example, the precipitates can fall at different rates, so rain and hail
quickly reach the ground while snow lingers at high levels.
– By explicitly and separately simulating these water categories, it is
possible to use multi-field rendering techniques to visualise a whole
range of atmospheric phenomena. This means that with this work
a single dynamic model can now show features such as rainbows, ice
haloes, glories, as well as the direct visuals of precipitation. Previously,
this was only possible by either rendering the direct outputs from
scientific simulations, or through modelling techniques where clouds
are explicitly defined.
• Artistic control within the water model:
– Controls placed within the water model influence the flow of water
between states.
– This allows the user to influence the type of cloud that would form.
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– It also allows the user to indicate where they want rain to fall, for
example, providing they have also set up a suitable cloud. This was not
possible previously, because models did not provide precipitation water
categories or any means of influencing the flow between categories.
• Height control and tool:
– A user defined temperature profile is used to describe the background
atmospheric temperature.
– This provides vertical regions of stability and instability which directly
affect the vertical extent of cloud formations.
– This gives a degree of control over the resulting simulation, allowing
for more varied and visually interesting cloud formations.
– A simple interactive tool was developed that can be used to control
the base and height of a cloud formation. This was not possible previ-
ously, because models used a single lapse rate to describe the vertical
temperature profile.
5.1 Discussion, Limitations and Further Work
A number of points have arisen from the work undertaken here and there are
many directions for future work that can be considered.
One obvious visual artefact, which cannot be seen in still images, are the
‘jumps’ caused by the decoupling of the simulation update rate from the rendering
process. The original intention was that these would be linearly interpolated from
one simulation frame to the next within the rendering technique. However, the
prototype was typically run at ten to thirty times faster than real-time and it was
felt that pure linear interpolation would be unable to correctly blend from one
volume to the next when the cloud properties move further than one cell-width
at a time. Harris [2003] identified this problem and also suggested using the
advection output from the previous fluid simulation step to further advect the
cloud properties as an approximation between actual simulation updates. It is
possible that this would give reasonable results but, as Harris noted, this would
also be more computationally involved than simple linear interpolation. This
feature has therefore been left unimplemented, for consideration as future work.
5.1.1 Issues of Control
This work has attempted to start addressing the problem of how to control a
physically-inspired simulation. The very nature of a physically-based simulation
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is one by which the evolution of the system and its outputs are entirely controlled
by the laws of ‘nature’ that are programmed into the model. This is fundament-
ally at odds with the requirements of production computer graphics. Here, it is
not just desirable but absolutely necessary that such simulations can be directed,
or artistically controlled, in order to achieve specific visual goals.
As shown in the results and evaluation, the level of control that this work
offers is a substantial improvement on previous cloud works but the control is
still rudimentary. Note that the level of control offered by Dobashi et al. [2008]
is quite absolute. Their clouds will grow to conform to the user-drawn contour.
While this level of control can be highly desirable, we strongly argue that not
every cloud needs to be directed so rigidly. It would be very artist-intensive
to produce a naturalistic and dynamic cloudscape, when in reality only a few
individual clouds actually need this level of control. Such control also completely
prohibits ‘on the fly’ cloud generation, which could be useful in flight simulators
and other real-time environments.
An ideal system would be one where different levels of control are available. It
might be that sometimes artists need to directly manipulate the shape of clouds,
or to force precipitation, while at other times a more gentle direction is all that
is required. These could both be needed within the same scene — for example so
that ‘hero clouds’ in the foreground are crafted into just the right shape, while
more distant clouds in the background are pure physically-based outputs.
Determinism is also an interesting control consideration, though perhaps more
for oﬄine applications where it could be useful when synchronising between shots
or if a simulation must be re-run at a later date. The prototype simulation
developed here is non-deterministic, two runs of the same settings producing
similar but not identical cloud formations. The importance and application of
this issue remains open for future work.
5.1.2 Wind
The work presented here has only made light attempts at addressing issues of
wind, which could potentially be a good source of artistic control. As mentioned
briefly in Chapter 3, attempts have already been made at directing fluid motions
so it would be interesting to expand this into the subject of cloud formations.
Of particular interest would be to set up a large rotating air mass, to emulate a
supercell and to investigate extreme weather such as tornadoes.
The concept of ‘wind’ that has been used in this work has been a general
attempt at emulating air movements that are much larger than the simulation
domain. Weather fronts, caused by large-scale differences in temperature and
pressure, can cause a variety of interesting cloud effects and so it would be in-
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teresting to investigate some of these. This would likely involve two different
temperature profiles and some form of boundary to specify the different regions.
In general, it is relatively easy for a single cloud to be blown from one side of
the simulation domain to another. As a ground-based observer, it is easy to see
that clouds move from one crowded horizon to another. A proper treatment of
wind would need to consider this, by either expanding the simulation domain or
devising some scheme to allow fully formed clouds to enter the domain.
5.1.3 Simulation Domain
Simulation domain size is a key issue with the Eulerian technique. From simple
geometry and without taking into account effects such as atmospheric refraction,
we know that from a point on the surface of the Earth you can see the top of
the troposphere (assuming this is 10km high) to a distance of around 350km.
Thus, if we stand on the ground and see a very high-level cirrus cloud exactly on
the horizon, it could theoretically be about 350km away. Practically, scattering
from haze and other atmospheric particles (including water) will limit the actual
visibility, but the issue remains that this is still a sizeable domain. If we ensure
the viewer always sees a ‘cluttered horizon’, we could greatly limit this, but
the problem is greatly exacerbated if the viewer is above ground such as in an
aeroplane.
The difficulties, of course, are the memory and computational requirements
of simulating such a large volume at a resolution sufficient to produce clouds of
any detail. The maximum resolution this work was run at was 240x240x80 =
4.6million voxels, over a 30x30x10km domain. If we assume just a 500km square
domain at the same resolution, 1.3billion voxels would be required. Based on the
memory usage of the prototype, this resolution might require around 250GB of
graphics memory. The prototype was not designed to be particularly efficient in
its use of resources, but this scale is out of reach for off-the-shelf hardware at the
time of writing and for the foreseeable future. The problem then becomes one of
how to reduce this requirement.
Non-regular grids could be worth investigating, in a level-of-detail type ap-
proach. Here, the voxel size in the distance could be much larger than in the
centre, effectively putting the resolution where it is needed: at the point where
the viewer sees it up close. The use of irregularly-sized voxels would impact the
fluid solver, though such techniques have been used in computational fluid dy-
namics for some time. The more relevant impact would be to the cloud model,
which would need to ensure that water mass is correctly maintained during ad-
vection, without great changes in density when moving from voxels of different
size, and possibly the use of voxel size in the state transfer equations. This would
need careful investigation to ensure a consistent behaviour and appearance across
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the entire simulation domain. Again, the lead could be taken from meteorology,
where non-regular grids have been used before [Xue et al. 2000]. The obvious
disadvantage with such techniques is the added computational expense, though
how much this would be is unclear at this point, but the saving in memory could
be useful.
It should also be possible to ‘force perspective’, by reducing the actual height
of the distant tropopause to make the more distant clouds appear to be further
away. This effectively makes the radius of the Earth smaller, but it is possible
that the effect could be subtle enough that most viewers would not notice and
this could therefore be a useful resource-saver if it were executed with skill.
5.1.4 Procedural Detail
Higher resolution grids allow more detail to be simulated, and thus visualised,
but given the domain requirements there will clearly always be a shortfall in the
amount of resolution that is possible. One alternative solution is the use of high-
frequency procedural detail, some techniques for which have been discussed in
Chapter 3.
A key concept that emerged from this work was the question of whether it
would be possible to link the controls of the procedural detail into the simula-
tion. Different visual results could then be obtained for different water categories.
Procedural streaks could be generated for thin cloud ice, to indicate Cirrus form-
ations, possibly with the texture coordinates advected by the fluid simulation to
correctly emulate the streak direction.
A more involved procedural problem would be to correctly add detail to cloud
water and cloud ice in high densities, for deeply convecting cumuliform clouds.
The aim here would be to provide the classic ‘cauliflower top’ as the new cloud
expands and there is good contrast between the high water density of the cloud
and the surrounding atmosphere. As the cloud ages, the edges need to become
less well-defined and the detail should move away from the cauliflower appearance
to become more ragged, as swirls in the fluid atmosphere erode the cloud’s edges.
The cauliflower style procedural noise should be possible if the cloud ‘surface’ and
normal are known, and could be achieved using distance fields and hypertextures
[Bouthors et al. 2008].
If controls can be provided by the simulation system, different procedural
techniques may be applied to emulate different high-frequency details. However,
many procedural techniques are essentially static, while the detail in real clouds
is quite dynamic. While there are procedural techniques that evolve over time
[Ebert et al. 2003] a review would need to be undertaken to determine if they
are visually ‘cloud like’ and any set of techniques used would also need to work
together to provide a seamless appearance.
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Appendix A
Fluid Dynamics
This section provides an overview of the main concepts involved in fluid dynam-
ics, by introducing it from the point of view of computer graphics. This is an
important distinction, for the goals of CG are quite different to those of meteor-
ology, and thus impact on the solution to such methods. While in meteorology
the goal is to provide as accurate a simulation as possible, in CG we are only
interested in visual believability — whether it is achieved through a physically-
based simulation or not is largely irrelevant to our goals. This is especially true
of fluid dynamics, where it is nearly impossible to tell if the intricate flows are
completely accurate, or the result of a talented artist.
The subject of fluid dynamics is vast and is not the main topic of this work,
so solutions to the equations will only be reviewed briefly, and a very small
range of techniques will be looked at. Further, the explanation for the equations
themselves is given to provide an intuitive understanding, rather than a rigorous
mathematical proof. It is felt that this is potentially more valuable, and should
prove more useful when other works are examined. Of course references will be
given, where appropriate, so that the interested reader may pursue individual
topics further. Of particular interest is the work by Bridson [2008], which is
specifically directed at fluid simulation for computer graphics (a statement which
is literally the name of the book).
A.1 Mathematics Review
Before covering fluid dynamics, it is worth taking a moment to review some of
the mathematics that will be used. Specifically, those involving vector fields.
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A.1.1 Vector Fields
If we consider a small volume of three-dimensional space, we can sample it at
evenly-spaced points. At each of these sampling points, we can examine some
property of the volume that results in a vector which points in some direction or
other. This is the essence of a vector field. The field itself is continuous though,
and the sampling points are just to aid visualisation. Vector fields have a number
of properties that are fundamental to fluid dynamics.
A.1.1.1 A Word on Notation: The Del Operator
As an item of pure convenience, we can use an inverted Greek letter delta to
mean a vector of partial derivatives:
∇ =
(
∂
∂x
,
∂
∂y
,
∂
∂z
)
This symbol is known as the nabla or del operator.
A.1.1.2 Gradient
The gradient is actually a property of a scalar field rather than a vector field, but
it results in a vector. It is simply the rate of change of the scalar field’s values,
in each dimension of the field. Mathematically, then, it is defined as:
grad v = ∇v =
(
∂v
∂x
,
∂v
∂y
,
∂v
∂z
)
A point to note is that the gradient is positive if the scalar field increases in
the positive axis direction.
A.1.1.3 Divergence
The divergence of a vector field is a measure of how much the field is expanding.
For example if all the vectors are pointing away from the origin the field has
positive divergence. This results in a scalar value, and is defined as:
div v(vx, vy, vz) = ∇ · v =
∂vx
∂x
+
∂vy
∂y
+
∂vz
∂z
A.1.1.4 Curl
At each of the sample points in the vector field, consider that they have the ability
to rotate on the spot, depending on the ‘forces’ exerted on them by the vectors.
This microscopic rotation is the curl.
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In three-dimensions it is defined as:
curl v(vx, vy, vz) = ∇× v =
(
∂vz
∂y
−
∂vy
∂z
,
∂vx
∂z
−
∂vz
∂x
,
∂vy
∂x
−
∂vx
∂y
)
In two-dimensions, the curl of a vector field results in a scalar field:
curl v(vx, vy) = ∇× v =
∂vy
∂x
−
∂vx
∂y
While the curl of a scalar field results in a vector field:
curl v = ∇× v =
(
∂v
∂x
,−
∂v
∂y
)
A.1.1.5 The Laplace Operator
This is defined as the “divergence of the gradient” [Bridson 2008, Appendix A].
It results in a scalar and in three dimensions is expressed as:
△v = ∇2v = ∇ · ∇v =
∂2v
∂x2
+
∂2v
∂y2
+
∂2v
∂z2
A.2 Equations of Fluid Dynamics
The motions of an incompressible fluid can be described by the following two
equations:
Du
Dt
= −
1
ρ
∇p+ v∇2u (A.1)
∇ · u = 0
The first of these is the Navier-Stokes momentum equation, and the second
is the mass continuity equation. We shall look briefly at how they are built up,
before tackling the task of solving them.
A.2.1 The Momentum Equation
This equation is actually the result of Newton’s second law of motion, the equation
F = ma. Let us consider a fluid that is described by a number of particles, or
‘dyed blobs’ if you prefer [Acheson 1990]. We are trying to describe its motion,
so we need to find a formula for the particle’s acceleration. Since the mass of the
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particle will remain constant during its motions, all we need to do is to find the
forces that affect it. We can write this as:
m
Du
Dt
= F (A.2)
where we express the acceleration of the particle as the change in its velocity
vector, u, over time using ‘large D’ notation, which defines the material derivative
(the actual meaning of which we shall look at later).
A.2.2 Pressure
If we ignore for the moment that we have stated that our fluid is incompressible,
the first force which we need to consider is that which results from the other
particles in the fluid: pressure. If there is a pressure acting on one side of our
particle, and another pressure acting on the other side, we would assume that
the particle would move towards the lower pressure. Specifically, then, we need
to find the force that results from the difference in pressure across the particle.
We have already looked at a very similar problem, when we used hydrostatics to
describe the pressure gradient of the atmosphere, in Section 2.3.1.2 on page 32.
This time, however, we need to consider pressure in all directions rather than just
the height. Let us start by abstracting our particle as a cube:
Figure A.1: Pressures acting on two sides of a ‘cube of fluid’.
From Figure A.1 we can describe two forces acting against the particle on the
x-axis:
F1 = P1A
F2 = −P2A
Notice the sign-change in the second force. This is because the force acts
towards our cubic particle, but is in opposite direction to our x-axis. The resultant
force from these two is therefore:
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Fx = F1 + F2
= P1A− P2A
= −(P2 − P1)A
= −∆P.A
Here, we assume that our definition of ∆P , the change in pressure across the
particle, acts in the ‘wrong direction’, i.e. towards a greater value of pressure,
while our force needs to act towards a lesser value in pressure. The reasoning
for this is that we are eventually going to want to use a differential change in
pressure, and this is the direction that is described by the gradient.
Our force currently involves the area of one side of our cubic particle, which
is not particularly useful. We can use Newton’s third law and a definition of the
volume of our particle to help rearrange this:
Fx = −∆P.A
max = −∆P.A
(V ρ)ax = −∆P.A
(∆x.Aρ)ax = −∆P.A
ax = −
1
ρ
.
∆p
∆x
Fx = −
m
ρ
.
∆p
∆x
We now have a useful format, and all that remains to be done now is to
consider what happens as ∆x becomes very small:
Fx = −
m
ρ
.
∂p
∂x
And finally, the full three-dimensional force can be considered:
F = −
m
ρ
(
∂p
∂x
,
∂p
∂y
,
∂p
∂z
)
F = −
m
ρ
∇p
where the last arrangement shows the definition of the gradient of a vector.
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We are now in a position to add this as a force acting on our particle, using
our initial momentum equation A.2.
m
Du
Dt
= F
m
Du
Dt
= −
m
ρ
∇p
Du
Dt
= −
1
ρ
∇p
This should be starting to look familiar, since it is now a subset of the Navier-
Stokes momentum equation, A.1 on page 141. The final term is the resistive force
of viscosity. As it stands, our momentum equation is already useful, and some
fluids can be described to a reasonable degree of accuracy without a viscosity
component. Such a fluid is known as inviscid, and the momentum equation is
Euler’s equation of inviscid flow. Let us continue for the moment, though, and
look at the viscosity component.
A.2.3 Viscosity
Within a viscous fluid, a fast moving particle is slowed down, indicating that
a force must act upon it. This force is a result of interactions with the other
particles in the fluid, and acts to change the particle’s velocity by diffusing it
with its neighbours. From this definition1, we can intuitively build up a simple
equation for viscosity2:
Recall that the Laplacian operator (∇2) gives us a measure of how different a
quantity is from the average around it. If we assume that the amount of viscosity
is constant, which is not always the case, then we can modulate the force using
a viscosity coefficient. Applying the Laplacian operator to the fluid velocity, and
using the viscosity coefficient, we obtain the force due to viscosity quite simply:
F = v∇2u
A.2.4 Other Forces
It is worth bearing in mind that additional forces can easily be added to this mo-
mentum equation. From the work in the previous chapters, one force that should
spring to mind is that of buoyancy. Another that is commonly used in large-scale
1To reiterate the statement from the introduction to this chapter, the intention here is
to provide more of an explanation than a rigorous mathematical proof, since proofs are often
unintuitive to non-experts and can always be found in a good textbook.
2This explanation is paraphrased from Bridson [2008, p. 5].
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meteorological situations is that of the Coriolis force, which results from move-
ments within the rotating frame of reference caused by the Earth spinning on its
axis.3 Within computer graphics, it is common to simply add forces that result
from artistic or user input, as a means of directing and controlling the flow. All
such forces are usually combined into a single term, g, such that the momentum
equation becomes:
Du
Dt
= −
1
ρ
∇p+ v∇2u+ g
A.2.5 Mass Continuity: Pressure in an Incompressible
Fluid?
We have defined our fluid as incompressible, which is actually a surprisingly good
approximation for fluids that move slower than the speed of sound (i.e. less than
approximately 300m/s). From this definition, we can deduce that the fluid must
not be able to ‘bunch-up’ or ‘spread-out’, since this would involve compression
and expansion.
Recall that the divergence operator gives us a measure of how much a vector
field is expanding or contracting. We can therefore intuitively derive the mass
continuity equation in one step, since we are expecting no divergence in the
velocities of the fluid:
∇ · u = 0
Such a fluid is termed divergence free and what this also implies is that density
must remain constant with time. The only remaining conundrum is that of our
pressure term, the perturbations of which are surely a result of changes in density.
Here, the best explanation is that we must loosen our definition of ‘pressure’ to
be that it is “whatever it takes to keep the velocity divergence-free” [Bridson
2008, p. 12].
A.2.6 Lagrangian and Eulerian Viewpoints
So far, we have considered our fluid to comprise of a number of particles in what
is known as a Lagrangian viewpoint. However, there are issues with this line of
thinking — for instance, evaluating the pressure gradient in a group of particles
can become difficult.
3The Coriolis force is small enough that it can safely be ignored at scales of a few tens
of kilometres, but is an important factor in planet-scale circulations, and has some interesting
consequences. For more information, the reader is directed to standard texts.
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An alternative viewpoint also exists, in which the volume of liquid is discret-
ised into a lattice, or grid. This is the Eulerian perspective.
The two viewpoints are linked mathematically through thematerial derivative,
also called the total derivative, which results in the ‘large D’ notation. If we
consider a particle, its position can be thought of as a function of time. If the
particle has a property, q, then from the Lagrangian perspective we just need to
query the particle’s current state. From the perspective of a single grid-cell in
the Eulerian point of view, however, the value of q changes as various different
particles move through its bounds. To evaluate q from this viewpoint, we need to
take into account the movements of the particles that flow past, so we can treat
q as a function of position and time, i.e. q(x(t), y(t), z(t), t). We are now in a
position to relate the rate of change of q in both perspectives:
Dq
Dt
=
d
dt
q(x(t), y(t), z(t), t)
=
∂q
∂x
dx
dt
+
∂q
∂y
dy
dt
+
∂q
∂z
dz
dt
+
∂q
∂t
=
∂q
∂t
+ u
∂q
∂x
+ v
∂q
∂y
+ w
∂q
∂z
=
∂q
∂t
+ (u · ∇)q
Here, we used the chain rule (i.e. d
dx
(f(g(x))) = f ′(g(x))g′(x) ), and defined
the fluid velocity as u(u, v, w), to obtain the definition of the material derivative.
The property of the fluid that we are interested in is its velocity, and we can
easily put this into the equation:
Du
Dt
=
∂u
∂t
+ (u · ∇)u
This is also known as the self-advection term. In terms of the notation (which
Bridson [2008, p. 10] recognises as a little unintuitive), when using a vector prop-
erty each component should be treated separately. Thus, for our fluid velocity
u(u, v, w), we have: [Bridson 2008, p. 10]
Du
Dt
=


Du
Dt
Dv
Dt
Dw
Dt

 =


∂u
∂t
+ (u · ∇)u
∂v
∂t
+ (u · ∇)v
∂w
∂t
+ (u · ∇)w

 = ∂u
∂t
+ (u · ∇)u
Finally, we can express the Navier-Stokes momentum equation from an Eu-
lerian viewpoint as:
∂u
∂t
+ (u·∇)u = −
1
ρ
∇p+ v∇2u
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A.2.7 Boundary Conditions
We have now intuitively derived the Navier-Stokes equations, and we are nearly
ready to consider how to solve them. The universe, however, is not neatly com-
posed of one continuous fluid, an observation which leads us to the conclusion
that interfaces must exist between fluids and other objects, be they solid or differ-
ent fluids. Further, computational resources and power are (unfortunately) finite,
which means that even for a large fluid, we are unlikely to be able to simulate it
in its entirety.
In the case of a fluid interfacing with a solid object, we have a number of
options. We can enforce the normal component of the fluid’s velocity to be
zero, so that instead of hitting the object, it slides over it. This is the no-stick
condition, a name which implies its opposite, which is actually called the no-slip
condition, in which all velocity components of the fluid are set to zero. What
this results in is a region of the fluid near to the object in which the average
velocity gradually reduces as the object is approached. Such a region is called a
boundary layer. This is the more physically realistic of the two approaches, and
has some interesting consequences, such as turbulent wakes behind objects in a
moving flow (or moving objects in a mostly stationary fluid). [Acheson 1990, p.
26]
At our simulation boundaries, also called free surfaces, we have a number of
options. We could treat the bounds as solid walls, and apply either the no-stick
or no-slip conditions. Alternatively, in a condition especially useful for generating
tilable textures, we can define a periodic boundary, where flow that leaves one
side enters the opposite. [Bridson 2008]
A.3 2D Vortices
One of the features of fluid flow that is so visually captivating is its ability to
form rotating swirls of motion, often with tragically devastating consequences,
as demonstrated by tornadoes. It may not be surprising to find, then, that the
fluid dynamics equations can be expressed in terms of vortices. Here, we shall
examine the two-dimensional case, and briefly look at issues when describing the
three-dimensional case.
A.3.1 Definition of vorticity
Let us consider a point in our fluid, and fix in it a ‘measurement’ device that is
free to rotate but not to move. As the fluid flows past our device, it applies a
force to ‘vanes’ on either side of the central axis. Naturally, if the force is greater
on one side than the other, our measurement device will register a rotation.
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Figure A.2: Adapted from Griebel et al. Fig 4.6 [1997, p. 60].
Let us consider what happens if the device spins anticlockwise. The forces
acting in the x-axis must be as in Figure A.2a, which tells us that the velocity
of the fluid ‘negatively increases’ in the positive y-axis direction. Let us denote
the x-axis velocity as u. Similarly, in Figure A.2b we can see that the y-axis
velocity component, which we shall term v, increases in the x-axis direction.
The rotational property we have described is called vorticity and, for our two-
dimensional model, is defined as:
ω =
∂v
∂x
−
∂u
∂y
It is important to note that vorticity is a ‘microscopic’ property of how much
the fluid is rotating at a very small point. From this definition and our mathem-
atical definition above, we can see that it can also be related to vector fields —
recall that the definition of curl in two-dimensions is:
curl v(vx, vy) = ∇× v =
∂vy
∂x
−
∂vx
∂y
Thus, we can define vorticity as the curl of the velocity field:
ω = ∇× u
This also extends into the three-dimensional case, but here the curl of the
velocity results in a vector, which can lead to complications when we come to
solve the equations.
A.3.2 Expressing the Navier-Stokes Equations using Vor-
ticity
If we start with the Navier-Stokes equations from the Eulerian viewpoint, we
have:
∂u
∂t
+ (u·∇)u = −
1
ρ
∇p+ v∇2u
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Our definition of vorticity is that it is the curl of the velocity, so we need to
introduce curl into the equation. The easiest way of doing this is simply to take
the curl of both sides: [Bridson 2008, pp. 128-129]
∇×
∂u
∂t
+∇× (u·∇)u = −∇×
1
ρ
∇p+∇× v∇2u
∂∇× u
∂t
+∇× (u·∇)u = −
1
ρ
∇×∇p+ v∇2(∇× u)
∂ω
∂t
+∇× (u·∇)u = v∇2ω (A.3)
where we used the fact that the curl of a gradient is zero to remove the pressure
term. Ideally, we would like to rearrange the second term into something more
useful (but unfortunately this is something of a backwards step, because it won’t
become clear why it is useful until we get there). We can start by rearranging a
known identity:
∇(A ·B) ≡ A× (∇×B) + (A · ∇)B+B× (∇×A) + (B · ∇)A
(A · ∇)B = ∇(A ·B)−A× (∇×B)−B× (∇×A)− (B · ∇)A
We can then use this on u:
(u · ∇)u = ∇(u · u)− u× (∇× u)− u× (∇× u)− (u · ∇)u
2(u · ∇)u = ∇(u2)− 2u× (∇× u)
(u · ∇)u = ∇
(
1
2
u2
)
− u× (∇× u)
which, remembering that A×B ≡ −B×A , we can also write as:
(u · ∇)u = ∇
(
1
2
u2
)
+ (∇× u)× u
If we take the curl of this:
∇× (u · ∇)u = ∇×∇
(
1
2
u2
)
+∇× ((∇× u)× u)
But, the curl of a gradient is always zero, so we can remove the first term
on the right. If we also use our definition of vorticity on the right side, we can
re-express this:
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∇× (u · ∇)u = −∇× ((∇× u)× u)
∇× (u · ∇)u = −∇× (ω × u)
The term on the right now takes the recognisable form of another identity:
∇× (A×B) ≡ (B · ∇)A+A(∇ ·B)− (A · ∇)B−B(∇ ·A)
Which we can now apply:
∇× (u · ∇)u = ∇× (ω × u)
= (u · ∇)ω + ω(∇ · u)− (ω · ∇)u− u(∇ · ω)
We can immediately remove a couple of terms, since our mass continuity
equation states that ∇ · u = 0, and if we expand: ∇ · ω = ∇ · ∇× u, we can use
the fact that the gradient of the curl is zero, to obtain:
∇× (u · ∇)u = (u · ∇)ω − (ω · ∇)u
We can then substitute this into equation A.3, to obtain:
∂ω
∂t
+ (u · ∇)ω − (ω · ∇)u = v∇2ω
∂ω
∂t
+ (u · ∇)ω = (ω · ∇)u+ v∇2ω
Dω
Dt
= (ω · ∇)u+ v∇2ω
In this last step we can see the fruits of our labour, since our rearrangements
gave us the material derivative, which we are then free to use to switch to the
Lagrangian viewpoint. This is the vortex form of the Navier-Stokes equation,
also called the vorticity equation [Bridson 2008, p. 129]. The first term on the
right side is known as the vorticity-stretching term, and is another factor that
must be dealt with in three-dimensional flows. Thankfully, this term completely
disappears in two-dimensions. This can be thought through by assuming that the
two-dimensional case is actually a slice through three-dimensional space. In this
case, the vorticity vector becomes zero in the x and y values, while the velocity
vector is zero in the z direction. The dot product between them then results in
zero, i.e. ω(0, 0, ω) · u(u, v, 0) = 0. [Bridson 2008, p. 129]
In two-dimensions, then, we can express the vorticity equation as:
150
A.4 Solving The Equations
Dω
Dt
= v∇2ω
So the change in vorticity for a ‘vortex particle’ is only dependent on viscosity.
Thus, it follows that for an inviscid flow:
Dω
Dt
= 0
The appeal behind vortex techniques should now be obvious: there is no
need to worry about the pressure term at all. We have, however, neglected our
additional forces, such as buoyancy. These can be easily added to the equation
by taking the curl of the term.
A.4 Solving The Equations
The problem of solving the fluid dynamics equations is a topic of ongoing research,
and solutions can vary widely in approach and complexity. The approach taken
here is to provide an overview of how the problem is solved, with the goal of
identifying general approaches and to facilitate discussion.
A.4.1 Solving the Eulerian Navier-Stokes Equations
Here we shall look at approaches to solving the equations in relation to a finite
volume that is discretised into a grid, or lattice. In order to deal with properties
of individual cells, we need to briefly introduce some notation4. A property q, at
grid cell i in a one-dimensional simplification, at time-step n, shall be noted as:
qni , where it must be remembered that the superscript is not raising q to a power.
The general approach is that for each grid cell, the fluid properties will be
updated based on the solution of the equations from one discrete time-step to
another. In an oﬄine simulation, the time-step can be the time between individual
frames, or possibly smaller if conditions require it. In an interactive ‘real-time’
system, the time-step will usually be the time between frames, or some multiple
thereof. Alternatively, the simulation update can be decoupled from the rendering
process, and a single simulation update spread over several frames, which can be
useful because solving the equations is computationally expensive. Either way,
the time-step chosen can be an important factor in how the equations are solved.
4We shall use the notation presented by Bridson [2008] since, as he explains, it is that which
is most commonly used in computer graphics fluid simulation.
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A.4.2 Splitting the Equations
The equations themselves are fairly involved, so the first task is to split them into
component parts, each of which may then be solved separately. This is usually
done as follows:
Dq
Dt
= 0
∂u
∂t
= g
∂u
∂t
= −
1
ρ
∇p
while ensuring that : ∇ · u = 0
The first of these is the general advection term, which is almost hidden in
the Lagrangian form of the equations, since property conservation is a trivial
problem for a particle — we just have to remember not to change its proper-
ties. The second equation describes the body forces, and finally we have the
pressure/incompressibility equations. [Bridson 2008, p. 20]
The idea in splitting is that we can then solve the simpler equations separately,
and combine the results. At first glance, the combination may appear to be a
simple summation of the results, but unfortunately this is not quite the case, for
the order of operations can also be important. The advection equation solution is
usually expected to operate on a divergence-free vector field, but thankfully this
is exactly what the pressure/incompressibility equation outputs. All we need to
do, then, is to ensure that advection is the first operation performed, since we
can assume that the output of the previous iteration was a divergence-free vector
field.
Note that we have actually split the Euler equations, since viscosity is absent.
If it is required, this can indeed also be separated out. The solution for viscosity
is similar to that for pressure, so will be discussed at this point.
Let us now look at various approaches at solving each of these equations.
A.4.3 Advection
Recall that the purpose of this step is to transport properties of the fluid from
one grid cell to another, based on a velocity vector field.
If we start with the equation for advecting a general property, q, in just a
single dimension, we have:
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Figure A.3: In Stam’s advection scheme [Stam 1999] the cell’s velocity vector is
traced backwards. The fluid property is then sampled at this point and brought
forwards to the current cell.
Dq
Dt
= 0
∂q
∂t
+ u
∂q
∂x
= 0
where u is the velocity along the axis of our one-dimensional model. We could
then replace the differential quantities with finite differences: [Bridson 2008, p.
27]
qn+1i − q
n
i
∆t
+ uni
qni+1 − q
n
i−q
2∆x
= 0
qn+1i = q
n
i −∆tu
n
i
qni+1 − q
n
i−q
2∆x
We could leave it there, but this equation has a property that can cause
problems: it is completely unstable. This means that the fluid literally appears
to ‘blow-up’, especially when the time-step is insufficiently small (as was hinted at
in the beginning of this section). As a solution, we can use the semi-Lagrangian
technique described by Stam [1999], which is inherently stable by nature for any
time-step, and as such is highly suited to real-time applications.
Stam’s technique is simple but extremely effective: rather than moving a
property forwards along the line of velocity, it works by pretending that the
current cell contains a particle, and applies the reverse velocity to trace where it
came from. It then takes the property from this sample point, moving it forwards
to the current cell. (See Figure A.3.)
Mathematically, this could be defined as5:
5This definition uses forward Euler integration, which is not necessarily the best technique.
Bridson [2008, p. 29 and Appendix A] discusses alternatives.
153
A.4 Solving The Equations
qn+1i,j = q
n
(i,j)−∆tun
i,j
However, since we have discretised our spatial domain into a finite number
of grid-cells, as per the Eulerian approach, it is highly unlikely that tracing the
velocity backwards would result in a sampling point that is exactly at the centre of
a cell. This means that we must interpolate between cells to acquire the sampling
value. Unfortunately, this introduces another problem: since we are essentially
forced to perform an averaging operation, any quantity we advect will eventually
dissipate over time. Recall, though, that we are trying to advect the velocity
itself, which means that this too will dissipate. Intuitively, we can relate this
to our definition of viscosity, and mathematically it turns out that this is very
similar [Bridson 2008, p. 36]. Since real-world fluids are viscous, this may not be
a problem, but methods do exist that can minimise this effect [Bridson 2008].
At locations near the boundaries of the fluid volume, the backward tracing
may result in samples that are outside the simulation domain. The operation that
must be performed in this case is then dependent on the boundary condition. For
instance, in a periodic boundary, the sampling coordinates are simply wrapped
around so that the sample is taken from the opposite side.
A complementary technique is that of accounting advection, in which mass-
conservation is handled in the advection solution [West 2008, p. 3]. This means
that the advection solution will conserve mass independently of whether the vec-
tor field does or not. This technique extends either the forward or backward
advection described above by simply subtracting the advected quantity from the
source cell(s) when it is copied to its destination. The result is no net loss or gain
in the advected property.
It should be noted that at this stage any other properties of the the simulation,
such as water mixing-ratios and potential temperature, must also be advected in
the same manner as the velocity.
A.4.4 Body Forces
This is potentially the easiest term to solve, and may be approximated to a good
degree by the use of forward Euler integration: [Bridson 2008, p. 20]
un+1i = u
n
i +∆tg
Note, however, that the ‘previous velocity’ vector (i.e. uni ) will actually be
the temporary output from the previous operation.
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A.4.5 Pressure/Incompressibility and Viscosity
We can assume that the previous steps resulted in a velocity vector field that is
not divergence-free. The purpose of this step is to produce an ‘adjustment’ which
ensures that the velocity vector field is divergence free. To do this, we can use
the Hodge-Helmholtz decomposition, which states that a vector field, A, can be
described as the sum of a divergence-free vector field, B, and the gradient of a
scalar field, C:
A = B+∇C
In our case, A is the output from the previous steps, B is the vector field
we are trying to find, and C is the adjustment which we call ‘pressure’. Thus,
if we label our input velocity vector field A to distinguish it from our desired
divergence-free field u, we can express this as:
u = A−∇p (A.4)
where p is our pressure term. If we take the divergence of each side, we obtain:
∇ · u = ∇ ·A−∇2p
However, we know that ∇ · u = 0, so we now have a means of expressing the
pressure in terms of our input vector field:
∇2p = ∇ ·A
This is a Poisson equation and, thankfully, a whole myriad of techniques exist
for solving them to give us p. One of the simplest is Jacobi iteration, which slowly
converges on the answer. The general form for Jacobi iteration in two-dimensions
is: [Harris 2004]
x
(k+1)
i,j =
x
(k)
i−1,j + x
(k)
i+1,j + x
(k)
i,j−1 + x
(k)
i,j+1 + αbi,j
β
In the case of the pressure equation above, we define the variables and con-
stants as follows: [Harris 2004]
x = p
α = −(∆x)2
b = ∇ ·A
β = 4
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Figure A.4: A car in a wind tunnel, with tracer smoke to show streamlines in
the fluid flow. Image credited to Pagani [2005]
Where ∆x is the size of a grid cell. Thus armed with the pressure field, we can
subtract its gradient from our input vector field, as per equation A.4, to obtain
the final divergence-free velocity vector field.
Of course, we may not be simulating an inviscid fluid, so finally we need to
consider the viscosity equation. This is also a Poisson equation, and can be solved
in the same way as the pressure term. Using the above Jacobi technique, we can
define the variables and constants as follows: [Harris 2004]
x = u
α =
(∆x)2
n∆t
b = A
β = 4 + α
Where n is the total number of iterations.
A.4.6 Solving the Vorticity Equation
The solution to the vorticity equation is, unfortunately, not quite as straight-
forward as the simple equation would lead us to believe. The problem is that
vorticity by itself is of limited use in working out how to move the fluid. What
we need is a method of obtaining the velocity vector field from the vorticity
scalar field (continuing our two-dimensional discussion). To do this, we need to
introduce the streamfunction.
The concept of streamlines should be familiar, at least by name if not by
exact definition. A streamline can be considered to be the path that a particle
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Figure A.5: (a) Visualisation of the streamfunction scalar field. (b) Gradient of
the field. (c) Normal of the gradient of the field.
takes through a fluid, and designers of aeroplanes and cars often use wind tun-
nels to trace streamlines in the flow of air around their products (See Figure
A.4). Although quite dramatic when they pass over a well-designed vehicle, it
should be noted that streamlines shift and become poorly-defined as turbulence
is introduced into the flow.
From their definition, we can see that streamlines directly relate to the velocity
field. However, we can also imagine streamlines as following the contours of some
scalar field. While it can be difficult to visualise this scalar field, this definition is
extremely useful, and the field itself is known as the streamfunction. Let us now
try to describe this mathematically, sticking to the two-dimensional case.
Consider a streamfunction ψ, visualised in Figure A.5a. Since we are inter-
ested in contours of a scalar field, the operator that should immediately come
to mind is the gradient. If we take the gradient of the streamfunction, however,
it will result in a vector field that points towards the higher value areas of the
streamfunction, rather than describing contours (Figure A.5b). What we need
to do here is to take the normal of the gradient, by rotating it by 90 degrees
(Figure A.5c). This will result in the velocity vector field. We can describe this
relationship using a ‘normal’ function:
u = normal(∇ψ) = normal
(
∂ψ
∂x
,
∂ψ
∂y
)
=
(
∂ψ
∂y
,−
∂ψ
∂x
)
Which, we can see, is the curl of a scalar in two-dimensions. Thus:
u = ∇× ψ (A.5)
Let us now relate this to vorticity. Recall that:
ω = ∇× u
Therefore:
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ω = ∇× (∇× ψ)
Which can be rearranged quite easily if we expand out the curls one at a time:
ω = ∇×
(
∂ψ
∂x
,−
∂ψ
∂y
)
ψ =
∂
∂x
(
−
∂ψ
∂x
)
−
∂
∂y
(
∂ψ
∂y
)
ψ =
(
∂2
∂x2
+
∂2
∂y2
)
ψ
ψ = ∇2ψ
From our discussion on solving the pressure term for the Eulerian Navier-
Stokes equations ( A.4.5 on page 155), this should be recognisable as a Poisson
equation. Thus, using the vorticity we can use the same methods to obtain the
streamfunction, from which we can use equation A.5 to calculate the velocity
vector field. From this, of course, we can advect our various other properties.
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Appendix B
Initial Work
B.1 Sheep
A relatively lightweight solution was required to supply weather effects within a
game-like application for an interactive educational tool. Dubbed ‘The Meadow’,
the goal of the project was to allow students to write simple programs which
could control the behaviour of a virtual sheep. The sub-goal was to provide a
visually-interesting environment, through the use of a variety of modern effects.
This work has been presented as [Anderson and McLoughlin 2006a; Anderson and
McLoughlin 2006b; Anderson and McLoughlin 2007; McLoughlin and Anderson
2006].
B.1.1 Solution
The solution chosen for the sky was to use two sky-domes, one for the back-
ground sky colour and a separate one for the cloud layer. A level of control was
offered, with a haze level and a ‘weather’ variable with which the user (via a GUI
control slider) could change the environment from a cloud-less sky through over-
cast to thunderstorm. Rain effects were added, and an additional light-source for
approximating in-cloud lightning.
B.1.2 Background Sky-dome: Sky Colour
Initially, the technique described by Preetham et al. [1999] was implemented on
graphics hardware. However, it was realised that while better results were ob-
tained with the algorithm working as a fragment shader, the resulting performance-
hit was too great for the target hardware. Conversely, implemented as a vertex
shader, although offering acceptable performance, gave a poor quality solution.
It was quickly decided that the technique itself was simply inappropriate for the
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Figure B.1: Left: basic sky-colour within The Meadow; Right: the sky under
hazy conditions.
situation, and an empirically-based solution was used instead, based on gradients
of colours derived simply from observation. A colour value for the zenith and
horizon was determined together with another pair that described the zenith and
horizon through an atmosphere of full haze. The position of the sun was not
taken into account for the sky gradient, since the simulation assumed a more-or-
less constant time of day. Forward scattering effects due to the sun were included
as a brightened area around the sun, which was desaturated slightly. (See Figure
B.1).
B.1.2.1 Clouds
The solution here was similar to the techniques used by Elias and Pallister [Elias
1998; Pallister 2001], where noise textures were applied to primitive geometry. In
this system two octaves of detail were used, as specified by two groups of textures.
Each of these groups consisted of a source and destination, which were blended
together in a time-varying manner. When the contribution of one or the other
was zero, it was swapped with another from a small library of cloud textures.
Initially Perlin noise was used for the textures, but it was felt that visually better
results were achieved with images derived from photographs, which were loaded
in at program initialisation.
The texture-coordinates of the two octaves were determined by a vertex-
program, which used projective-texturing based on the sky-dome geometry and
a y-coordinate division to emulate a layer that seemed to follow the curvature
of the earth. The coordinates were offset with time, at different rates for the
two octaves, within the projection transformation to emulate wind and cloud
evolution.
The shading of the cloud layer was performed in a fragment shader, and
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consisted of the following operations:
• Determining the basic cloud sample, constructed from the groups and octaves
of cloud textures;
• The application of an exponential-type function, to adjust the cloud cover-
age based on the current weather value, resulting in a cloud depth value;
• The blending of this sample to a uniform value, based on proximity to the
horizon, to emulate distant indistinct clouds;
• The primary shading operation, which applied a set of colours based on the
cloud depth, haze level and weather variable;
• The brightening of thin cloud close to the sun;
• The addition of a ‘spectral-dispersion’ texture, on thin cloud close to the
sun, to emulate the optical effect;
• The addition of lighting due to a single lightning source;
• Performing the final tone-mapping procedure, common to all shaders in the
system, to apply the exposure operator to bring the high-dynamic-range
result into a displayable format;
• Alpha blending was performed on the result, based on the cloud-depth, to
remove areas of the cloud layer that did not contain clouds.
Cloud shadows on the ground were not simulated explicitly, but a global value
for shadow level was determined (based on the weather value) to approximate
total cloud-cover. However, a highly framerate-expensive effect was included that
emulated volumetric shafts of light (and cloud shadows) in hazy conditions, using
a solution that was inspired by that used by Dobashi [2000]. A series of additional
sky-domes were created, each of which being scaled in the y-dimension. The
texture-coordinates for these were then determined using the same projective-
texturing method as for the cloud layer. The fragment shader then followed
the same initial operations as the cloud-layer shader, but performed a different
shading routine that resulted in the appearance of volumetric shadows.
Results of the system in various states can be seen in Figure B.2.
B.1.2.2 Weather Effects: Rain
The extreme-end of the weather variable enabled various rain effects. An initial
solution was the use of rapidly-scrolling textures, set in front of the camera.
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Figure B.2: The dynamic cloud and weather-system within The Meadow.
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However, this suffered from a variety of issues, and the illusion was especially
poor if the user aimed the camera upwards. This could have been solved by
applying the textures to a simple geometric shape, such as used by Wang [2005].
However, it was decided that a simple particle system would be the best approach,
with rain drop textures applied to camera-aligned sprites. In addition, locations
where the particles impacted with the ground (or, theoretically, other objects —
although this was never implemented) could be used to spawn more sprites that
played a simple splash animation, as inspired by Tatarchuk and Isidoro [2006].
Further, one of the ground types was a cobble-stone material, and the shaders
for this were modified to appear as if water built up in the gaps between the
stones. Reflections in this water were made possible by cloning all geometry so
that it also existed, mirrored, below ground-level. Alpha blending was then used
to show this otherwise hidden geometry.
B.2 Initial Cloud Simulation
The first version of the cloud simulation prototype used a smaller simulation
domain of 10km cubed, with different visualisation methods. This version pre-
dated NVIDIA’s CUDA, which is a generic computing platform allowing C-like
programmes to be written for GPUs and which was used in the final prototype.
Instead, OpenGL was used and general purpose GPU (GPGPU) techniques were
employed to perform the fluid and cloud dynamics simulation, with a simple ray
casting method for the rendering. All operations were performed in fragment
shaders, written in Cg, and the system ran at interactive rates with a grid resol-
ution of 128 cubed. Visual results are shown in Figure B.3.
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Figure B.3: Visual results from the first 3D prototype system. The water model
is essentially the same as the final version. One visualisation technique shows
the different water categories, the other was developed with input from the artist
Peter Hardie. Top: a small cumulonimbus; middle: a layered formation, achieved
by manipulating the temperature profile; bottom: development of a large cu-
mulonimbus — notice how all water categories are present.
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