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Abstract We investigate the fundamental relation between entropy production rate and the speed
of energy exchange between a system and baths in classical Markov processes. We establish the fact
that quick energy exchange inevitably induces large entropy production in a quantitative form. More
specifically, we prove two inequalities on instantaneous quantities: One is applicable to general Markov
processes induced by heat baths, and the other is applicable only to systems with the local detailed-
balance condition but is stronger than the former one. We demonstrate the physical meaning of our
result by applying to some specific setups. In particular, we show that our inequalities are tight in the
linear response regime.
Keywords Heat engines · Finite time thermodynamics · Stochastic thermodynamics
1 Introduction
Entropy production is a key quantity in nonequilibrium statistical mechanics, which characterizes
the degree of irreversibility of thermodynamic processes. In the last two decades, much effort has
been devoted in the field of stochastic thermodynamics to clarify the deep connection between the
entropy production and the path probability, which is clearly manifested by the celebrated fluctuation
theorem [1–3]. Controlling entropy production is also intriguing and practically important in heat-
related devices including heat engines and thermoelectric generators [4–13].
Although it is well known that slowing the speed of operation suppresses dissipation, it has not
been clarified whether slowing the speed of operation is the only way to suppress dissipation. Con-
ventional thermodynamics gives no information on the speed of operation. In the linear irreversible
thermodynamics, even the coexistence of zero dissipation and finite power is not formally excluded
if the time-reversal symmetry is broken [13] (see also Appendix.A). After Ref. [13], some researchers
investigate the idea to realize a heat engine with the Carnot efficiency at finite power [14–18]. In con-
trast, the existence of a trade-off relation between the speed of operation and the amount of dissipation
has been strongly suggested by many specific models and setups, including endoreversible thermody-
namics [19,20], thermoelectric transport with a magnetic field [21–26], systems under time-asymmetric
periodic driving [27–30], overdamped Langevin systems [31–33], and the thermodynamic uncertainty
relation for stationary Markov jump systems [34–40]. The first three classes of studies [19–30] are
restricted to the linear response regime, and the latter two classes of studies [31–40] require time-
reversal symmetry. Taking into account these backgrounds, a clear general picture on the speed of
thermodynamic transformation is obviously necessary for further understanding of nonequilibrium
thermodynamics.
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2In this paper, in line with our preceding letter [41], we clarify the general principle of trade-
off between speed and dissipation. We derive universal inequalities on entropy production and heat
current, which manifest the fact that quick energy exchange between the system and a bath inevitably
accompanies much dissipation. Our result is applicable to, for example, systems with broken time-
reversal symmetry, systems beyond the linear response regime, systems under transient and time-
dependent operations, as long as the system is described by classical or quantum Markov processes.
We also demonstrate the physical meaning of our inequalities in Langevin systems and systems in the
linear response regime. An important application of our result is to heat engines, in which we derive a
universal trade-off inequality between power and efficiency. Our findings solve in negative the problem
whether a finite power engine attain the Carnot efficiency.
This paper is organized as follows. Sec. 2 is devoted to an introductory review of Markov jump
processes and stochastic thermodynamics. Some symbols and key quantities are also introduced in this
section. In Sec. 3, we describe our setup and two main inequalities between entropy production and heat
current: One is general and the other is for systems with the local detailed-balance condition, while the
latter is stronger than the former one. We first demonstrate them in a simple setup, a single stochastic
particle with a single bath, and then we move to a general setup. We prove these inequalities in Sec. 4.
We first show the proof for the simple case in detail, and then show how this proof is generalized to
the general case. These two sections serve as a pedagogical rederivation of the results of Ref. [41].
In Sec. 5, we clarify its physical meaning of the coefficient Θ in some specific models. Subsequent
three sections are devoted to some applications and extensions of our inequality. In Sec. 6, we discuss
the application of the inequalities to heat engines, which yields a universal trade-off relation between
efficiency and power of heat engines. We also discuss unusual behavior of power near the Carnot
efficiency, which is sometimes confused as the coexistence of finite power and the Carnot efficiency. In
Sec. 7, we generalize our inequalities. The generalized inequalities concern entropy production and a
time derivative of any quantity. In Sec. 8, we extend our results to quantum Markov processes described
by the Lindblad equation.
2 Brief review of stochastic thermodynamics
2.1 Framework of Markov process
2.1.1 Master equation
Throughout this paper, we consider a classical Markovian system attached to some heat baths except
otherwise noted. A process is called Markovian if the time evolution of probability distribution of states
depends only on the present probability distribution, not on its history. The Markov process describes
a variety of phenomena including Brownian particles, molecular motors, gas in a cylinder with thermal
walls, and quantum dots in the classical regime. From the perspective of physics, the Markov property
means quick equilibration of heat baths.
The dynamics of a classical Markovian system is known to be well described by a Markov jump
process with discrete states {w}. If the system is described with the continuous space (e.g., Langevin
systems), we first take a proper discretization and then take the continuum limit. This procedure works
for both stochastic dynamics and deterministic Hamiltonian dynamics, which we shall briefly explain
in the next subsection and discuss in detail in Appendix.B. Thus, we safely restrict our setup to the
case with discrete states without loss of generality.
Let pw,t be the probability distribution of the state w at time t. The time evolution of the probability
distribution pw,t is given by the following master equation
d
dt
pw,t =
∑
w′
Rww′pw′,t, (1)
where Rww′ represents the transition matrix. The off-diagonal elements of a transition matrix satisfy
nonnegativity; Rww′ ≥ 0. The term Rww′ represents the conditional probability of jump from the state
w′ to w per unit time under the condition that the present state is w′. Hence, the probability of
the jump w′ → w per unit time is given by Rww′pw′,t. The diagonal elements of a transition matrix
3Rw′w′ := −
∑
w(6=w′)Rww′ < 0 represent the escape rate from the state w
′ to another state per unit
time. We refer to the condition ∑
w
Rww′ = 0 (2)
as the normalization condition. A matrix is a transition matrix if it satisfies the nonnegativity and the
normalization condition. The transition matrix can be time-dependent in general, while we sometimes
omit time-dependence in R unless necessary.
Notably, the transition matrix is a linear operator, and stochastic driving from multiple baths is
described by summation of transition matrices with each bath. For example, if a system is attached to
two heat baths 1 and 2 with two transition matrices R1 and R2, then the time evolution of the system
is given by
d
dt
pw,t =
∑
w′
(R1ww′ +R
2
ww′)pw′,t. (3)
Such decomposition also works for particles in many-particle systems. If a system consists ofM particles
and the stochastic process of the i-th particle is described by Ri, then the transition matrix of the
whole system is given by R =
∑
iR
i.
2.1.2 Discretization and continuum limit
In case of systems in continuous space, we take proper discretization of position and momentum space
such that its continuum limit recovers the original dynamics of probability distribution. Since the pro-
cedure of discretization and continuum limit is slightly technical, we here only show the corresponding
transition rates in the discrete space and leave the details in Appendix.B.
We here show the discretization procedure for a general Markov process of a single particle in
one-dimensional continuous space, which is known to be described by the Kramers equation. The
extension to the case with multi-particle in higher dimension is straightforward. The time-evolution of
the probability distribution is given by
d
dt
P (x, p) =
[
− p
m
· ∂
∂x
+
∂
∂p
·
(γp
m
− F (x, p)
)
+
γ
β
∂2
∂p2
]
P (x, p), (4)
where x and p are the position and momentum of the particle, and γ, β, m are the friction coefficient,
the inverse temperature, and the mass of the particle, respectively. F (x, p) represents the force acting
on the particle, which includes both external and internal force.
We decompose the right-hand side of Eq. (4) into the Hamiltonian part[
− p
m
· ∂
∂x
− ∂
∂p
· F (x, p)
]
P (x, p) (5)
and the dissipative part [
∂
∂p
· γp
m
+
γ
β
∂2
∂p2
]
P (x, p). (6)
The former describes the Hamiltonian equation:
d
dt
p =F (x, p) (7)
d
dt
x =
p
m
, (8)
and the latter stands for the dissipative dynamics.
We now write down the corresponding transition matrices. We first treat the deterministic Hamil-
tonian dynamics. We discretize the p−x phase space by the ε× ε′ lattice. A single state is determined
4by a pair of position and momentum, (x, p). Supposing p > 0 and F (x, p) > 0, we set the transition
matrix of (x, p) as
R(x,p+ε),(x,p) :=
1
ε
F (x, p), (9)
R(x+ε′,p),(x,p) :=
1
ε′
p
m
. (10)
We remark that the inverse transitions do not occur (i.e., R(x,p),(x,p+ε) = 0 and R(x,p),(x+ε′,p) = 0).
The discretization of the dissipative part is given in a similar manner. The transition matrix from a
state with momentum p to p± ε is given by
Rp±ε,p =
γ
βε2
e−
β
4m ((p±ε)2−p2) =
γ
βε2
eO(ε). (11)
It is straightforward to recover the Kramers equation by taking the continuum limit ε→ 0.
In summary, both dissipative and Hamiltonian dynamics can be well described by Markov jump
processes with discrete states. Notably, the dynamics given by Eqs. (9) and (10) is stochastic with finite
ε and ε′, the dynamics becomes deterministic Hamiltonian dynamics in the continuum limit ε, ε′ → 0.
This is possible because the fluctuation due to the stochasticity converges to zero in the continuum
limit. Intuitively speaking, spatial space is divided more and more finely, and accordingly the number
of jumps increases with keeping its average displacement, which results in vanishing fluctuation of
position due to the law of large numbers.
The general form of the master equation for a M -particle system attached to k baths including the
Hamiltonian dynamics reads
d
dt
pw,t =
∑
w′
(
R
0,λ(t)
ww′ +
k∑
ν=1
M∑
i=1
R
ν,i,λ(t)
ww′
)
pw′,t, (12)
where R
0,λ(t)
ww′ corresponds to deterministic Hamiltonian dynamics, and R
ν,i,λ(t)
ww′ represents the stochas-
tic dynamics of the i-th particle induced by the ν-th bath. The parameter λ(t) represents a control
parameter. It is noteworthy that R0,λ(t) acts on all particles simultaneously, while the transition ma-
trix corresponds to the dissipative part can be decomposed into that of a single particle Rν,i,λ(t) . We
sometimes write Rµ with µ = (ν, i) or µ = 0.
2.2 Framework of stochastic thermodynamics
2.2.1 Shannon entropy
We now introduce some thermodynamic quantities in stochastic Markov processes. We first define the
entropy of the system following the formalism of stochastic thermodynamics. In stochastic processes,
the state of the system takes the form of a probability distribution p on possible states {w}. We define
the entropy of the system by the Shannon entropy:
H(p) := −
∑
w
pw ln pw. (13)
The Shannon entropy is first introduced in the information theory [42], which measures the degree
of uncertainty of events, or states of a system. If the system always takes a single state (i.e., pw
takes one for a particular state w, and takes zero for all other states), the Shannon entropy takes the
minimum value, zero. In contrast, if the probability distribution is maximally mixed on possible N
states (i.e., pw = 1/N for all states), the Shannon entropy takes the maximum value, lnN . In addition,
if the probability distribution is the canonical distribution, then the Shannon entropy is equal to the
conventional thermodynamic entropy. Furthermore, as we will see later, by defining entropy of the
system by the Shannon entropy, we can obtain the second law of thermodynamics. On the basis of the
above facts, we employ the Shannon entropy as the entropy of the system in stochastic thermodynamics.
52.2.2 Heat and work
We next define the heat and work in stochastic thermodynamics such that they satisfy the first law of
thermodynamics. In these definitions, the energy change in the system is decomposed into that caused
by jumps and that caused by the change in the control parameter, which correspond to the heat and
work respectively.
We first define the heat in stochastic thermodynamics. If a heat bath induces a transition w′ → w,
then the heat absorbed by the heat bath is simply defined as Ew′ −Ew, where Ew is the energy of the
state w. The heat current from the system to the ν-th bath is written as
Jqν :=
∑
w 6=w′
(Ew′ − Ew)Rνww′pw′ = −
∑
w,w′
EwR
ν
ww′pw′ . (14)
In the second equality, we used the normalization condition
∑
w R
ν
ww′ = 0. If the transition matrix is
decomposed into each particle, the heat current with the i-the particle to the ν-th bath is given by
Jqν,i := −
∑
w,w′
EwR
ν,i
ww′pw′ , (15)
whose sum over all particles i yields the total heat current to the ν-th bath: Jqν =
∑M
i=1 J
q
ν,i. In this
paper, we also refer to Jqν,i as J
q
µ for the sake of notational simplicity.
We next define the extracted work in stochastic thermodynamics. The energy of the state w is in
general time-dependent through the change of the control parameter λ(t). To manifest this fact, we
explicitly write the λ-dependence of the energy as Eλw. The work extraction per unit time is defined as
the change in energy through the change in the control parameter:
W˙ := −
∑
w
pw
dEλw
dλ
dλ
dt
. (16)
With these definitions, the first law of thermodynamics is indeed satisfied:
d
dt
〈E〉 = −
∑
ν
Jqν − W˙ , (17)
where 〈E〉 := ∑w Ewpw is the average of energy. The left-hand side means the change in the energy
of the system.
2.2.3 Requirement for transition matrix
Throughout this paper we require the invariance of the canonical distribution for each bath and for
each particle. This requirement reflects the fact that a heat bath does not change the state of a system
in equilibrium with the same temperature. By denoting the inverse temperature of the ν-th bath by
βν , the above condition for the i-th component and the ν-th bath reads∑
w′
R
ν,i,λ(t)
ww′ e
−βνEλ(t)w′ = 0. (18)
In case of a particle bath, the canonical distribution is replaced by the grand canonical distribution.
The transition matrix corresponding to the Hamiltonian dynamics, R0,λ(t), is required to keep the
uniform distribution invariant: ∑
w′
R
0,λ(t)
ww′ = 0. (19)
This condition reflects the fact that the Hamiltonian dynamics keeps the energy shell invariant. We
remark that we have not required that the canonical distribution or the uniform distribution is the
unique stationary (invariant) distribution.
6In some cases, we impose a stronger requirement: the local detailed-balance condition
R
ν,i,λ(t)
ww′ e
−βνEλ(t)w′ = Rν,i,λ(t)w′w e
−βνEλ(t)w (20)
for any ν, i, w and w′. The local detailed-balance condition means that in the canonical distribution
no probability current exists between any pair of two states w and w′. Note that the Hamiltonian part
R0 does not satisfy the local detailed-balance condition.
We emphasize that we do not take time-reversal of the states and the transition rates. Thus, the
local detailed-balance condition (20) is in general violated in systems with parity-odd variables (e.g.,
momentum) or parity-odd fields (e.g., a magnetic field). Due to this, the condition (20) is sometimes
called time reversal symmetry.
2.2.4 Entropy production and second law of thermodynamics
We now introduce the entropy production rate, which is one of the most important quantities in
stochastic thermodynamics. The entropy production rate is defined as
σ˙ :=
dH(pt)
dt
+
k∑
ν=1
βνJ
q
ν . (21)
The first term is the entropy increase of the system, and the second term is sum of the entropy increase
of all baths. Hence, the entropy production rate can be regarded as the rate of entropy increase of the
composite system of the system and the baths.
We confirm that the entropy production rate is nonnegative, which is the second law of thermo-
dynamics in stochastic thermodynamics. To demonstrate this, we introduce the dual transition matrix
for each transition matrix defined as
R˜µw′w := e
βν(Ew−Ew′ )Rµww′ . (22)
Due to the invariance of canonical distribution, the dual transition matrix satisfies the normalization
condition: ∑
w′
R˜µw′w = e
βνEw
∑
w′
Rµww′e
−βνEw′ = 0 (23)
for any w. Since R˜µ obviously satisfies the nonnegativity, we confirm that the matrix R˜µ is indeed the
transition matrix. If the original transition matrix satisfies the local detailed-balance condition, the
dual transition matrix reduces to the original transition matrix; R˜µww′ = R
µ
ww′ . Although this relation
generally violated in systems without the local detailed-balance condition, the diagonal elements of
the original and dual transition matrix are always the same by definition:
R˜µww = R
µ
ww (24)
for any state w. The dual transition matrix is an artificial but useful tool to prove some relations
important in physics.
Using the dual transition matrix, the nonnegativity of the entropy production rate is proven as
σ˙ =−
∑
w
d
dt
(pw ln pw) +
∑
µ
βν
∑
w 6=w′
(Ew′ − Ew)Rµww′pw′
=−
∑
µ
∑
w,w′
Rµww′pw′ ln pw +
∑
µ
∑
w 6=w′
(
ln
Rµww′
R˜µw′w
)
Rµww′pw′
=
∑
µ
∑
w 6=w′
Rµww′pw′ ln
Rµww′pw′
R˜µw′wpw
(25)
≥0. (26)
7In the third line, we used the normalization condition;
∑
w R
µ
ww′pw′ ln pw′ = 0. In the last line, we used
the nonnegativity of relative entropy [42]
D(p||q) :=
∑
i
pi ln
pi
qi
≥ 0 (27)
for any two distribution p, q such that
∑
i pi =
∑
i qi, and the following relation:∑
w 6=w′
Rµww′pw′ = −
∑
w′
Rµw′w′pw′ = −
∑
w
R˜µwwpw =
∑
w 6=w′
R˜µw′wpw. (28)
The expression in the second line (25) is also useful, and we will use this form in the derivation of our
main results.
3 Setup and main result
3.1 Simple case: a single stochastic particle with single-bath
To demonstrate our main results, we first consider a simple setup: a Markov process driven by a single
heat bath. We consider a general case in the next subsection.
Consider a Markov process with discrete states {w} driven by a single heat bath with inverse
temperature β without Hamiltonian dynamics. Since the system has a single particle and attached to
a single heat bath, the transition matrix R in Eq. (1) itself satisfies the invariance of the canonical
distribution ∑
w′
Rww′e
−βEw′ = 0. (29)
The heat current from the system to the bath (14) and the entropy production rate (21) reads
Jq(t) := −
∑
w,w′
EwRww′pw′,t, (30)
σ˙(t) :=
d
dt
H(pt) +
∑
βJq(t). (31)
As proven in Sec. 2.2.4, the second law of thermodynamics claims that the entropy production rate
is nonnegative: σ˙(t) ≥ 0. On the other hand, we have a stronger inequality on the entropy production
rate:
Theorem 1.1 (simple case). Consider a Markov process where the canonical distribution is
invariant (i.e., the condition (29)). Then, the heat current and the entropy production rate satisfy
|Jq(t)| ≤
√
Θ(1)(t)σ˙(t) (32)
with
Θ(1)(t) :=
1
c0
∑
w 6=w′
(∆Ew)
2(Rww′pw′,t +Rw′wpw,t). (33)
Here, ∆Ew := Ew − 〈Ew〉 represents the energy fluctuation from its ensemble average 〈Ew〉 =∑
w Ewpw,t and c0 := 8/9. We remark that the coefficient c0 is not the best one and the best co-
efficient is c∗ := 0.89612 · · · . This point is discussed in Appendix.E.
Theorem 1.2 (simple case). Consider a Markov process with the local detailed-balance condition:
Rww′e
−βEw′ = Rw′we−βEw for any w and w′. Then, the heat current and the entropy production rate
satisfy
|Jq(t)| ≤
√
Θ(2)(t)σ˙(t) (34)
8with
Θ(2)(t) :=
1
2
∑
w 6=w′
(Ew − Ew′)2Rww′pw′,t. (35)
The physical meaning of the inequalities (32) and (34) is clear. If we exchange energy between a
bath and a system quickly, then much dissipation (irreversible energy loss) must be generated. In other
words, this inequality manifests a trade-off between the speed of energy exchange and dissipation.
For short time duration ∆t, the first moment
∑
w 6=w′(Ew −Ew′)Rww′pw′,t∆t is the average energy
exchange in this duration, and the second moment is given by
∑
w 6=w′(Ew−Ew′)2Rww′pw′,t∆t. Hence,
the coefficient Θ(2) is the half of the second moment (rate) of the instantaneous energy exchange
between the bath and the system.
We remark that if a system has parity-odd variables (e.g., momentum) or a parity-odd field (e.g.,
magnetic field), the local detailed-balance condition no longer holds in general and only Theorem 1.1
is satisfied.
3.2 General case
We now describe a general Markov process of a system of M components (particles) induced by k
heat baths. The state of the total system w is a combination of the states of M particles: w =
(w1, w2, · · · , wM ). If one is interested in only a small system, M is set to 1. The master equation is
given in Eq. (12). It is noteworthy that R
0,λ(t)
ww′ in Eq. (12) does not contribute to the heat current
because this dynamics is isolated and does not accompany heat baths.
To explain our main inequality, we introduce conditional probability distribution and conditional
quantities. First, we denote by w−i := (w1, · · · , wi−1, wi+1, · · · , wM ) the state of w except the i-th
particle. Then, for a given probability distribution pw and a given particle i, the conditional probability
distribution of the i-th particle with respect to w−i is defined as
pwi|w−i :=
pwi,w−i
pw−i
(36)
with pw−i :=
∑
w′i pw′i,w−i . Here, since the pair (w
i, w−i) specifies the state of all the particle, pwi,w−i
is the same as the probability distribution pw. Using this notation, the conditionalized average is
defined as
〈A〉w−i :=
∑
w′i
A(w′i, w−i)pw′i|w−i . (37)
Theorem 1.1. Consider a Markov process where the canonical distribution is invariant (i.e., the
conditions (18) and (19)). Then, the heat current (14) and the entropy production rate (21) satisfy
k∑
ν=1
|Jqν (t)| ≤
√
Θ(1)(t)σ˙(t) (38)
with
Θ(1)(t) :=
1
c0
∑
µ
∑
w 6=w′
(∆Eµ,λ(t)w )
2(R
µ,λ(t)
ww′ pw′,t +R
µ,λ(t)
w′w pw,t). (39)
Here, ∆E
µ,λ(t)
w represents the energy fluctuation of the i-th particle under the conditional probability
distribution defined as
∆Eµ,λ(t)w := E
λ(t)
w −
〈
Eλ(t)
〉
t,w−i
, (40)
where the label of a particle i is set to the same as that in µ = (i, ν), and 〈·〉t,w−i is the same as
Eq. (37) for the probability distribution at time t. If µ = 0, we define ∆E
µ,λ(t)
w = 0.
9Theorem 1.2. Consider a Markov process with the local detailed-balance condition (20). Then,
the heat current and the entropy production rate satisfy
k∑
ν=1
|Jqν (t)| ≤
√
Θ(2)(t)σ˙(t) (41)
with
Θ(2)(t) :=
1
2
∑
w 6=w′
(Eλ(t)w − Eλ(t)w′ )2Rλ(t)ww′pw′,t. (42)
The former inequality (38) is applicable to any physical stochastic processes, while the latter
one (41) is applicable only to systems with the local detailed-balance condition. By contrast, the
latter inequality (41) is stronger than the former one (38).
We remark that both Θ(1) and Θ(2) are shown to be finite under some physically plausible assump-
tions. In addition, in the thermodynamic limit both Θ(1) and Θ(2) increase linearly with respect to the
entropy production σ˙ and the heat current Jq, which means that our inequalities are still nontrivial
relations in the macroscopic systems. These facts are shown in Sec. Appendix.F.
4 Proofs
4.1 Simple case: a single stochastic particle with single-bath
The essence of the proofs can be seen in that of the simple case. Therefore, we explain the proofs for
the simple case in detail. In this and next subsection, we drop the dependence of time t and the control
parameter λ(t).
4.1.1 Proof of Theorem 1.1 for the simple case
To prove Eq. (32), we introduce a useful lemma. The proof is given in Appendix.C
Lemma 1: For two distributions pi and qi satisfying
∑
i pi =
∑
i qi, the (extended) relative entropy
D(p||q) := ∑i pi ln(pi/qi) is bounded as
D(p||q) ≥ c0
∑
i
(pi − qi)2
pi + qi
(43)
with c0 = 8/9. The right-hand side of (43) without c0 is named triangular discrimination in information
theory [43].
We remark that c0 = 8/9 is not tightest. The best coefficient c
∗ = 0.896 · · · is obtained only
numerically, which is discussed in Appendix.E.
We now prove the inequality (32).
Proof : Using the Lemma 1, the entropy production rate (25) is evaluated as
σ˙ =
∑
w,w′
Rww′pw′ ln
Rww′pw′
R˜w′wpw
≥c0
∑
w,w′
(Rww′pw′ − R˜w′wpw)2
Rww′pw′ + R˜w′wpw
= c0
∑
w 6=w′
(Rww′pw′ − R˜w′wpw)2
Rww′pw′ + R˜w′wpw
. (44)
10
In the last equality, we used Rww = R˜ww. The heat current J
q is transformed into
Jq := −
∑
w,w′
EwRww′pw′
= −
∑
w,w′
Ew(Rww′pw′ − R˜w′wpw)
= −
∑
w,w′
∆Ew(Rww′pw′ − R˜w′wpw)
= −
∑
w 6=w′
∆Ew(Rww′pw′ − R˜w′wpw), (45)
where we used the normalization condition (
∑
w Rww′ = 0 and
∑
w′ R˜w′w = 0) in the second and third
lines and Rww = R˜ww in the fourth line.
We then have the desired inequality:
|Jq|2 =
∣∣∣∣∣∣
∑
w 6=w′
∆Ew(Rww′pw′ − R˜w′wpw)
∣∣∣∣∣∣
2
=
∣∣∣∣∣∣
∑
w 6=w′
∆Ew
√
Rww′pw′ + R˜w′wpw · Rww
′pw′ − R˜w′wpw√
Rww′pw′ + R˜w′wpw
∣∣∣∣∣∣
2
≤
∑
w 6=w′
(∆Ew)
2(Rww′pw′ + R˜w′wpw)
∑
w 6=w′
(Rww′pw′ − R˜w′wpw)2
Rww′pw′ + R˜w′wpw

≤
∑
w 6=w′
(∆Ew)
2(Rww′pw′ + R˜w′wpw)
 1
c0
σ˙
=
∑
w 6=w′
(∆Ew)
2(Rww′pw′ +Rw′wpw)
 1
c0
σ˙
= Θ(1)σ˙. (46)
Here, we used the Schwarz inequality in the third line, Eq. (44) in the fourth line, and a relation
suggested by the normalization condition∑
w′(6=w)
(∆Ew)
2R˜w′wpw = −(∆Ew)2R˜wwpw = −(∆Ew)2Rwwpw =
∑
w′(6=w)
(∆Ew)
2Rw′wpw (47)
in the fifth line. uunionsq
The key transformation of the entropy production rate is seen in the second equality of Eq. (C.9 ) in
the derivation of Lemma 1. Although a single summand of the relative entropy pi ln pi/qi can be both
positive and negative, the transformed summand pi ln pi/qi+ qi−pi is always nonnegative. This allows
us to evaluate relative entropy in a quadratic form. In fact, the form of the summand pi ln pi/qi+qi−pi is
exactly the same as the ensemble average of the partial entropy production [44–47] of a single transition.
4.1.2 Proof of Theorem 1.2 in the simple case
To prove the inequality (34), we use another simple mathematical inequality. The proof is given in
Appendix.D
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Lemma 2: For a, b > 0, we have an inequality
(a− b) ln a
b
≥ 2(a− b)
2
a+ b
. (48)
We now derive Eq. (34) under the local detailed-balance condition.
Proof : Using the Lemma 2, the entropy production rate is calculated as
σ˙ =
∑
w 6=w′
Rww′pw′ ln
Rww′pw′
Rw′wpw
=
1
2
∑
w 6=w′
(Rww′pw′ −Rw′wpw) ln Rww
′pw′
Rw′wpw
≥
∑
w 6=w′
(Rww′pw′ −Rw′wpw)2
Rww′pw′ +Rw′wpw
. (49)
The heat current Jq is also transformed into
Jq : = −
∑
w,w′
EwRww′pw′
= −
∑
w,w′
Ew(Rww′pw′ −Rw′wpw)
= −1
2
∑
w,w′
(Ew − Ew′)(Rww′pw′ −Rw′wpw)
= −1
2
∑
w 6=w′
(Ew − Ew′)(Rww′pw′ −Rw′wpw). (50)
In a similar manner to (46), we obtain the desired inequality:
|Jq|2 =
∣∣∣∣∣∣12
∑
w 6=w′
(Ew − Ew′)(Rww′pw′ −Rw′wpw)
∣∣∣∣∣∣
2
=
∣∣∣∣∣∣12
∑
w 6=w′
(Ew − Ew′)
√
Rww′pw′ +Rw′wpw · Rww
′pw′ −Rw′wpw√
Rww′pw′ +Rw′wpw
∣∣∣∣∣∣
2
≤
1
4
∑
w 6=w′
(Ew − Ew′)2(Rww′pw′ +Rw′wpw)
∑
w 6=w′
(Rww′pw′ −Rw′wpw)2
Rww′pw′ +Rw′wpw

≤ Θ(2)σ˙. (51)
uunionsq
The difference between with and without the local detailed-balance condition appears in the trans-
formation of Jq. In Eq. (45) the heat current is written in terms of energy fluctuation ∆Ew, while
in Eq. (50) it is written in terms of energy difference Ew − Ew′ . This difference is crucial when we
consider the continuum limit.
4.2 General case
We now consider the case of M components with k baths. The inequalities for the general case, (38)
and (41), are respectively derived from (32) and (34) in a rather direct manner.
12
Proof : The entropy production rate σ˙ := dH(pt)/dt+
∑k
ν=1 βνJ
q
ν is decomposed into the contribution
of the i-th particle and the ν-th bath as
σ˙µ := −
∑
w,w′
Rµww′pw′,t ln pw,t + βνJ
q
ν , (52)
which satisfies σ˙ =
∑
µ σ˙µ. The result (32) or (34) implies∣∣Jqµ∣∣ ≤√Θµσ˙µ, (53)
where Θµ takes Θ
(1)
µ or Θ
(2)
µ defined as
Θ(1)µ :=
1
c0
∑
w 6=w′
(∆Eµw)
2(Rµww′pw′,t +R
µ
w′wpw), (54)
Θ(2)µ :=
1
2
∑
w 6=w′
(Ew − Ew′)2Rµww′pw′,t. (55)
We note
∑
µΘ
(1)
µ = Θ(1) and
∑
µΘ
(2)
µ = Θ(2).
Applying the Schwarz inequality, we arrive at the desired inequality:(∑
ν
|Jqν |
)2
≤
(∑
µ
|Jqµ|
)2
≤
(∑
µ
√
Θµ ·
√
σ˙µ
)2
≤
(∑
µ
Θµ
)(∑
µ
σ˙µ
)
= Θσ˙. (56)
uunionsq
5 Concrete form of Θ in some specific systems
The coefficient Θ in the inequalities (38) and (41) are defined in a highly abstract way, and their
physical interpretation has not yet been clarified. In this section, we apply the obtained relation to
some specific setups and clarify their physical meanings.
5.1 Case of underdamped Langevin system
Consider an underdamped Langevin system with a magnetic field B. Corresponding Fokker-Planck
equation reads
d
dt
P (x,p) =
∑
i
[
− p
i
mi
· ∂
∂xi
+
∂
∂pi
·
(
γpi
mi
− Fi(x,p) + 1
mi
B × pi
)
+
γ
β
∂2
∂pi
2
]
P (x,p), (57)
where xi and pi are the position and momentum of the i-th particle, x := {x1,x2, · · · } and p :=
{p1,p2, · · · } are the set of positions and momentums, γ, β, mi are the friction coefficient, the inverse
temperature, and the mass of the i-th particle, respectively. The force on the i-th particle Fi(x,p)
includes both the potential force ∂U(x)/∂xi and the external force. We explicitly wrote down the
Lorentzian force separately. This is a general expression of dynamics of Markovian stochastic particles
with a heat bath because the system size expansion always provides stochastic Markov processes in
this form [48].
As seen in Sec. 2.1.2, the Fokker-Planck operator can be decomposed into the Hamiltonian dynamics
part
− p
i
mi
· ∂
∂xi
+
∂
∂pi
·
(
−Fi(x,p) + 1
mi
B × pi
)
and the dissipative part
∂
∂pi
· γp
i
mi
+
γ
β
∂2
∂pi
2 .
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We decompose the entropy production rate and heat current into the contributions from these two
parts: σ˙ = σ˙Ham+σ˙dis and J
q = JqHam+J
q
dis. Due to the second law of thermodynamics, the Hamiltonian
dynamics part should yield nonnegative entropy production rate: σ˙Ham ≥ 0. In addition, the Hamilto-
nian part does not contribute to the heat current: JqHam = 0. Hence, the inequality |Jqdis| ≤
√
Θdisσ˙dis
directly implies |Jq| ≤ √Θσ˙ with Θ = Θdis. In other words, it suffices to show the inequality in the
system where the time-evolution operator consists of only the dissipative part.
In the following, we treat only the dissipative part, and for simplicity we consider the case of one-
dimensional single particle system with a single bath. This simplification is justified because of the
absence of interaction with other particles. We use the discretized transition rate shown in Sec. 2.1.2.
The transition rate from a state with momentum p to p± ε is given by
Rp±ε,p =
γ
βε2
e−
β
4m ((p±ε)2−p2) =
γ
βε2
eO(ε), (58)
which is the same as Eq. (11). Since this transition rate satisfies the local detailed-balance condi-
tion (20), the stronger inequality (41) is applicable to the underdamped Langevin systems. We now
calculate the energy fluctuation. Using the expression
(Ep − Ep±ε)2 =
(
p2
2m
− (p± ε)
2
2m
)2
=
(pε)2
m2
+O(ε3), (59)
we have
1
2
∑
±
(Ep − Ep±ε)2Rp±ε,p = (pε)
2
m2
γ
βε2
+O(ε) =
γp2
βm2
+O(ε). (60)
The continuum limit of the above relation yields an explicit expression of Θ(2) as
Θ(2) =
〈
γ|p|2
βm2
〉
=
2γ
βm
〈Kˆ〉, (61)
where Kˆ represents the kinetic energy of the system.
5.2 Case of overdamped Langevin systems
We remark that the overdamped limit of Θ(2) in Eq. (61) diverges and Eq. (41) does not provide
meaningful information more than the second law. To avoid this, we directly discretize the overdamped
Langevin system. For simplicity, we again consider the case of a single particle in one-dimensional space.
The time evolution of this system is described by
d
dt
P (x) = − 1
γ
∂
∂x
(F (x)P (x)) +
1
γβ
∂2
∂x2
P (x). (62)
The discretized transition rate from x to x± ε and the energy difference are given by
Rx±ε,x =
γ
βε2
eO(ε), (63)
(Ex − Ex±ε)2 =(F (x)ε)2 +O(ε3). (64)
Using this, we can calculate Θ(2) in a similar manner and obtain an explicit expression of Θ(2) as
Θ(2) =
γ
β
〈
F (x)2
〉
. (65)
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5.3 Case of linear response regime
The physical meaning of Θ(2) is clear in the linear response regime. We here refer to the word linear
response regime to the situation that a system is attached to a single heat bath with β and the
probability distribution of the system is the canonical distribution with β + ∆β (∆β  β). From a
phenomenological viewpoint, the Fourier law Jq = κ∆β holds with thermal conductance κ. In addition,
the entropy production is written as σ˙ = Jq∆β up to O(∆β2). By combining them, the inequality (41)
suggests a relation κ ≤ Θ(2). Interestingly, in the linear response regime the inequality turns out to be
an equality:
κ = Θ(2). (66)
In other words, the inequality (41) is tight in the linear response regime.
We now derive (66). In the rest of this section, we drop the dependence on time t, control parameter
λ(t) and label µ, and neglect terms of O(∆β2). Let pβw := e
−βEw/Zβ be the canonical distribution
with inverse temperature β, and we suppose that pβw is invariant under the transition matrix R. Using
the relation ∂Zβ/∂β = −〈E〉β Zβ , we have
pβ+∆βw − pβw = −pβw(Ew − 〈E〉β)∆β, (67)
where 〈·〉β represents the ensemble average with the canonical distribution with β. The heat current
Jq is then calculated as
Jq =
∑
w,w′
(Ew − Ew′)Rw′wpβ+∆βw
=
∑
w,w′
(Ew − Ew′)Rw′wpβw(Ew − 〈E〉β)∆β
=
1
2
∑
w,w′
(Ew − Ew′)[Rw′wpβw(Ew − 〈E〉β)−Rww′pβw′(Ew′ − 〈E〉β)]∆β
=
1
2
∑
w,w′
(Ew − Ew′)2Rw′wpβw∆β
=Θ(2)∆β, (68)
where we used
∑
w,w′(Ew −Ew′)Rw′wpβw = 0 in the second line and Rw′wpβw = Rww′pβw′ in the fourth
line. The obtained inequality directly implies the desired relation (66).
6 Application to heat engines
6.1 Trade-off inequality between efficiency and power
An important application of the inequalities (38) and (41) is to heat engines. In this subsection, we
shall derive a trade-off inequality between efficiency and power by applying the obtained inequality
(38) or (41) to a cyclic process of a heat engine in 0 ≤ t ≤ τ (i.e., λ(0) = λ(τ)) with two thermal
baths with inverse temperatures βH and βL (βH < βL). We assume that the initial and final probability
distributions are the same: pw,0 = pw,τ , which embodies a cyclic process of heat engines
1. We denote
1 Here, one may feel that for a cyclic process of a macroscopic heat engine the initial and final states
are considered to be the same only in the macroscopic sense, and microscopic probability distribution is not
expected to be the same (i.e., pw,0 = pw,τ is a non-realistic assumption for macroscopic engines). However,
fortunately, what we have utilized in our derivation is only the following weaker conditions that both the
Shannon entropy and the energy expectation value are the same between the states at t = 0 and t = τ :
−
∑
w
pw,0 ln pw,0 =−
∑
w
pw,τ ln pw,τ (69)∑
w
Eλ(0)w pw,0 =
∑
w
Eλ(τ)w pw,τ . (70)
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the hot and cold baths by H and L, respectively. Then,
QH :=−
∫ τ
0
dtJqH(t) (71)
QL :=
∫ τ
0
dtJqL(t) (72)
represent the heat absorption from the hot bath and the heat emission to the cold bath, respectively.
The first law of thermodynamics implies that the work is expressed as W = QH −QL.
Theorem 2: In a cyclic process with two thermal baths, the power W/τ and efficiency η := W/QH
satisfy
W
τ
≤ Θ¯βLη(ηC − η), (73)
where Θ¯ := 1τ
∫ τ
0
dtΘ(t) represents the time-averaging of Θ(t) and ηC := 1 − βH/βL is the Carnot
efficiency.
The inequality (73) tells us that the power should vanish at η = ηC and η = 0. The former is
the desired result that the Carnot efficiency is attainable only with a quasistatic process. The latter
describes a trivial situation that we fail to extract any work (i.e., W = 0).
The existence of a trade-off relation between efficiency and power has already been suggested in vast
literature mainly on the basis of specific models and/or systems in the linear response regime [19–30,33].
Notably, a trade-off inequality in the form W/τ ≤ Aη(ηC − η) (A: coefficient) has been obtained in
Ref. [27] for a periodically-driven underdamped Langevin system in the linear response regime. For
these backgrounds, a general trade-off inequality in this form has been expected to exist.
Proof : The increase of entropy2 in the total system is given by
∆S = βHQH − βLQL, (74)
which is equal to
∫ τ
0
dtσ˙(t) in a cyclic process. Thus, the obtained inequality ((38) or (41)) provides a
bound on ∆S as
(QH +QL)
2 =
(
−
∫ τ
0
dtJqH(t) +
∫ τ
0
dtJqL(t)
)2
≤
(∫ τ
0
dt
∑
ν
|Jqν (t)|
)2
≤
(∫ τ
0
dt
√
Θ(t)σ˙(t)
)2
≤
(∫ τ
0
dtΘ(t)
)(∫ τ
0
dtσ˙
)
= τΘ¯∆S, (75)
where we used the Schwarz inequality in the fourth line. Combining this inequality and a simple
thermodynamic relation
η(ηC − η) = W
QH
(
QL
QH
− βH
βL
)
=
W
QH
QLβL −QHβH
βLQH
=
W∆S
βL(QH)2
, (76)
Hence, if the Shannon entropy and energy do not change between the initial and the final states, our trade-off
inequality (73) is still valid even when other microscopic details are changed between the initial and the final
states.
2 This entropy is defined in thermodynamic sense. Because the entropy production in stochastic thermody-
namics contains the entropy increase of baths as in the thermodynamic sense and the Shannon entropy of the
systems is assumed to be invariant, this definition of ∆S is consistent with the definition of entropy production
in stochastic thermodynamics.
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we arrive at the desired inequality
W
τ
= η(ηC − η)βL(QH)
2
τ∆S
≤ η(ηC − η) βL(QH)
2Θ¯
(QH +QL)2
≤ η(ηC − η)βLΘ¯. (77)
uunionsq
6.2 Remark on behavior of power near the Carnot efficiency
The trade-off inequality between power and efficiency (73) clearly exhibits the fact that finite power and
the Carnot efficiency are incompatible as long as the coefficient Θ is finite, and Appendix.F confirms
finiteness of Θ. However, finite power can exist near the Carnot efficiency. In this subsection, we discuss
possible unusual behavior of power near the Carnot efficiency, which should not be understood as the
coexistence of finite power and the Carnot efficiency.
To illustrate the unusual behavior of power, we introduce a simple model which trivially realizes
the apparent coexistence of finite power and the Carnot efficiency in a very loose sense. The system
consists of two states, 0 and 1, and the transition between 0 and 1 is induced by two heat baths, H
and L. The transition rates are set as
RH10 = ke
−βH(∆E+F )/2, (78)
RH01 = ke
βH(∆E+F )/2, (79)
RL10 = ke
−βL∆E/2, (80)
RL01 = ke
βL∆E/2, (81)
where ∆E := E1 − E0 is the energy difference, and F is the external force coupling to the transition
induced by the bath H. We regard the transition against the external force F as work. If ε := (βL/βH−
1)∆E − F > 0 is satisfied, the heat flows from the bath H to L in the stationary state and work is
extracted steadily. The stationary probability current from 0 to 1 via the transition with H is calculated
as
JH0→1 =
k(eβHε/2 − e−βHε/2)
e−βH(∆E+F )/2 + eβH(∆E+F )/2 + e−βL∆E/2 + eβL∆E/2
=
kβH
2(e−βL∆E/2 + eβL∆E/2)
ε+O(ε2). (82)
The limit ε → 0 leads to the efficiency η = F/(∆E + F ) approaching to the Carnot efficiency
ηC = 1 − βH/βL. In the limit ε → 0 with fixed k, the stationary probability current converges to
zero, which implies vanishing power. On the other hand, if we take the limit k → ∞ and ε → 0
simultaneously as satisfying kε = const, then the stationary probability current remains at finite value,
which implies finite power. Moreover, if we take the limit k → ∞ and ε → 0 with kε2 = const, then
the power diverges and the efficiency approaches to the Carnot efficiency.
However, one should not consider that this model is an example of the coexistence of finite power
and the Carnot efficiency. This is because the coefficient k reflects the inherent time-scale of the system
and changing k means changing the time-scale of the system. What we say in “coexistence of finite
power and the Carnot efficiency” is that both finite power and the Carnot efficiency realize with keeping
the time-scale of the system.
On the basis of these observations, we may regard the coefficient Θ as a kind of a time-scale
parameter of energy exchange of the system. Our result claims that the only possible way to increase the
power with keeping high efficiency is the trivial improvement as explained above, and other nontrivial
improvements do not exist. The model of Polettini and Esposito [17] can be understood as showing
this point from the opposite perspective.
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7 Entropy production inequality for general quantities
7.1 General bound
In the derivations of Eqs.(38) and (41), we have not used the fact that the current Jq is the heat
current. In fact, the entropy production bounds the time derivative of any quantity G.
Theorem 3.1: If the canonical distribution is invariant, the entropy production rate bounds the
time derivative of any quantity G
λ(t)
w :
k∑
ν=1
|JGν (t)| ≤
√
ΘG1(t)σ˙(t) (83)
with
JGν (t) :=−
∑
w,w′
Gλ(t)w R
µ,λ(t)
ww′ pw′,t (84)
ΘG1(t) :=
1
c0
∑
µ
∑
w 6=w′
(∆Gµ,λ(t)w )
2(R
µ,λ(t)
ww′ pw′,t +R
µ,λ(t)
w′w pw,t). (85)
Here, ∆G
µ,λ(t)
w := G
λ(t)
w −
〈
Gλ(t)
〉
t,w−i represents the fluctuation of G under the condition that all
particles except the i-th one are fixed. If there is only a single bath, then JGν (t) = d 〈G〉 /dt.
Theorem 3.2: If the system satisfies the local detailed-balance condition (20), we have
k∑
ν=1
|JGν (t)| ≤
√
ΘG2(t)σ˙(t) (86)
with
ΘG2(t) :=
1
2
∑
w 6=w′
(Gλ(t)w −Gλ(t)w′ )2Rλ(t)ww′pw′,t. (87)
These relations are proved by replacing Ew (in J
q and Θ) by Gw in the derivations of Eqs.(38) and
(41).
Notably, G is not assumed to be a conserved quantity. We, however, remark that for the case with
Hamiltonian dynamics and non-conserved G, our trick to remove the effect of Hamiltonian dynamics
seen in Sec. 5.1 no longer works. In general, ΘG1 for Hamiltonian dynamics diverges in the continuum
limit.
7.2 Case of thermoelectric transport
Applying the obtained inequality to thermoelectric transport, we have a similar trade-off relation to
Eq. (73) between power and efficiency. Consider two heat-particle baths with inverse temperatures
and chemical potentials β1, µ1 and β2, µ2 satisfying β1 < β2 and µ1 < µ2 [12]. The heat and particle
currents from the bath 1 to the bath 2 are denoted by Jq and Jn, both of which we assume positive.
The efficiency of thermoelectricity is defined as
η :=
∆µJn
Jq − µ1Jn (88)
with ∆µ := µ2 − µ1 > 0, where we also assumed Jq − µ1Jn > 0 (see also Appendix.H). We note that
we defined the power (work extraction per unit time) by ∆µJn, not by (β2µ2 − β1µ1)Jn.
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The inequalities (83) and (86) in the previous subsection suggest the following trade-off relations
for heat and particle currents:
2Jq ≤
√
Θqσ˙, (89)
2Jn ≤
√
Θnσ˙. (90)
Here, Θq is Θ(1) or Θ(2) defined in Eq. (39) or Eq. (42), and Θn is defined as
Θ1,n :=
1
c0
∑
µ
∑
w 6=w′
(∆Nµw)
2(Rµww′pw′ +R
µ,λ(t)
w′w pw) (91)
or
Θ2,n :=
1
2
∑
w 6=w′
(Nw −Nw′)2Rww′pw′ , (92)
where Nw represents the number of particles in the state w.
Theorem 4: In thermoelectric transport, the power ∆µJn and efficiency η satisfy
∆µJn ≤ Θ
q + µ21Θ
n
2
β2η(ηC − η). (93)
Proof : First, η(ηC − η) is calculated as
η(ηC − η) = ∆µJ
n
Jq − µ1Jn
(
1− β1
β2
− ∆µJ
n
Jq − µ1Jn
)
=
∆µJn
Jq − µ1Jn
(β2 − β1)(Jq − µ1Jn)− β2(µ1 − µ2)Jn
β2(Jq − µ1Jn)
=
∆µJn · σ˙
β2(Jq − µ1Jn)2 . (94)
Then, the inequalities between the current and the entropy production rate suggest
(Θq + µ21Θ
n)σ˙
2
≥ 2((Jq)2 + µ21(Jn)2) ≥ (Jq)2 + µ21(Jn)2 + 2|Jqµ1Jn| ≥ (Jq − µ1Jn)2, (95)
where we used a relation (a+ b)/2 ≥ √ab in the second line. Combining these two relations, we arrive
at the desired inequality. uunionsq
8 Quantum case
In this section, we briefly address a quantum case, where the dynamics is described by the Lindblad
equation [50]. Let ρ(t) and HS(t) be the density matrix of the system and the system’s Hamiltonian at
time t. In previous studies, although stationary Lindblad systems [47] and quantum processes described
with the microscopic viewpoint [51,52] have been investigated, the general Lindblad dynamics has not
yet been addressed. We demonstrate that the quantum version of the relations (32) and (34) can be
derived. The idea of this derivation is inspired by Ref. [49].
We first consider the case with the local detailed-balance condition. We start with the general
expression of the Lindblad equation described as follows [50]
∂ρ(t)
∂t
= − i
~
[HS(t), ρ(t)] +D [ρ(t)] , (96)
D [ρ(t)] =
∑
a,ξ
γa(ξ)
{
La,ξ(t)ρ(t)L
†
a,ξ(t)−
1
2
L†a,ξ(t)La,ξ(t)ρ(t)−
1
2
ρ(t)L†a,ξ(t)La,ξ(t)
}
, (97)
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where a is the index of the operator La, and the operator La,ξ is defined based on the operator La
though the eigenstates of the Hamiltonian HS(t):
La,ξ :=
∑
−′=ξ
Π′LaΠ . (98)
Here, Π := |ε〉 〈ε| is the projection operator onto the eigenstates with the eigenvalue . The local
detailed-balance condition is expressed by
γa(−ξ)
γa(ξ)
= e−βaξ. (99)
Let |n(t)〉 be an eigenstate of the density matrix ρ(t) satisfying ρ(t)|n(t)〉 = pn(t)|n(t)〉. Then, one
can derive the following expression for the heat current:
Jq(t) = −Tr (HS(t)D [ρ(t)]) =
∑
a,ξ
∑
n,m
ξγa(ξ)|〈n(t)|La,ξ(t)|m(t)〉|2pm(t) . (100)
Similarly, the entropy production rate of the system is given by
d
dt
H(ρ(t)) = −Tr (D [ρ(t)] log ρ(t))
=
∑
a,ξ
∑
n,m
γa(ξ)|〈n(t)|La,ξ(t)|m(t)〉|2pm(t) log(pm(t)/pn(t)) . (101)
Now we define the following quantity
Ra,ξn,m(t) := γa(ξ)|〈n(t)|La,ξ(t)|m(t)〉|2 . (102)
Remark that this matrix satisfies the normalization condition in the following sense:∑
a,ξ,n
Ra,ξn,m(t) = 0. (103)
Then the heat current and the total entropy production rate are respectively written as follows [49]
Jq(t) =
∑
a,ξ
∑
n,m
ξRa,ξn,m(t)pm(t) =
1
2
∑
a,ξ
∑
n,m
ξ(Ra,ξn,m(t)pm(t)−Ra,−ξm,n (t)pn(t)) , (104)
σ˙(t) =
∑
a,ξ
∑
n,m
Ra,ξn,m(t)pm(t) log
(
Ra,ξn,m(t)pm(t)
Ra,−ξm,n (t)pn(t)
)
. (105)
This structure is analogous to the classical case. Hence following the procedure explained in Sec. 4.1.2,
we can immediately obtain the following relation
|Jq(t)| ≤
√
Θ
(2)
q σ˙(t) , (106)
Θ(2)q :=
1
2
∑
a,ξ
∑
n 6=m
ξ2Ra,ξn,m(t)pm(t) . (107)
We nest consider more general Lindblad dynamics. To consider the canonical distribution with no
ambiguity, we here assume that the system Hamiltonian HS(t) has no degeneracy. The requirement of
invariance of the canonical distribution is expressed as∑
a,ε
γa(ε− ε′) |〈ε′|La(t) |ε〉|2 e−βaε = 0 (108)
for any ε′. We now introduce the dual matrix of Ra,ξm,n defined as
R˜a,−ξm,n := R
a,ξ
n,me
−βaξ = γa(ξ)|〈n(t)|La,ξ(t)|m(t)〉|2e−βaξ. (109)
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The dual matrix can be regarded as a quantum Markov process with
γ˜a(ξ) =γa(−ξ)eβaξ, (110)
L˜a,ξ =L
†
a,−ξ. (111)
It might be useful to define the transition matrix
Ra(ε′,m)(ε,n) := γa(ε− ε′) |〈m(t)|ε′〉 〈ε′|La(t) |ε〉 〈ε|n(t)〉|2 (112)
and its dual matrix
R˜a(ε,n)(ε′,m) := γa(ε
′ − ε) |〈n(t)|ε〉 〈ε|La(t) |ε′〉 〈ε′|m(t)〉|2 e−βa(ε′−ε). (113)
Notably, even though we have not assumed the no resonance condition (i.e., ε− ε′ = ε′′ − ε′′′ implies
ε = ε′′ and ε′ = ε′′′), we obtain the following relation
∑
n
Ra,ξm,n =
∑
n,ε,ε′
ε−ε′=ξ
Ra(ε′,m)(ε,n). (114)
This relation is shown as follows:∑
n
Ra,ξm,n =
∑
n
γa(ξ)|〈m(t)|La,ξ(t)|n(t)〉|2
=
∑
n
γa(ξ)
∣∣∣∣∣∣∣∣
∑
ε,ε′
ε−ε′=ξ
〈m(t)|ε′〉 〈ε′|La(t) |ε〉 〈ε|n(t)〉
∣∣∣∣∣∣∣∣
2
=
∑
n
γa(ξ)
∑
ε,ε′,ε′′,ε′′′
ε−ε′=ξ,ε′′−ε′′′=ξ
〈m(t)|ε′〉 〈ε′|La(t) |ε〉 〈ε|n(t)〉 〈n(t)|ε′′〉 〈ε′′|L†a(t) |ε′′′〉 〈ε′′′|m(t)〉
=γa(ξ)
∑
ε,ε′,ε′′,ε′′′
ε−ε′=ξ,ε′′−ε′′′=ξ
〈m(t)|ε′〉 〈ε′|La(t) |ε〉 〈ε|ε′′〉 〈ε′′|L†a(t) |ε′′′〉 〈ε′′′|m(t)〉
=γa(ξ)
∑
ε,ε′
ε−ε′=ξ
〈m(t)|ε′〉 〈ε′|La(t) |ε〉 〈ε|L†a(t) |ε′〉 〈ε′|m(t)〉
=γa(ξ)
∑
ε,ε′
ε−ε′=ξ
|〈m(t)|ε′〉 〈ε′|La(t) |ε〉|2
∑
n
|〈ε|n(t)〉|2
=
∑
n,ε,ε′
ε−ε′=ξ
Ra(ε′,m)(ε,n). (115)
In the fifth line we used the condition of no degeneracy (i.e., ε− ε′ = ε− ε′′′ = ξ only if ε′ = ε′′′). In a
similar manner to above, we can show a similar relation for the dual transition matrix∑
m
R˜a,−ξn,m =
∑
n,ε,ε′
ε′−ε=−ξ
R˜a(ε,n)(ε′,m). (116)
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Using Eq. (114), the normalization condition for the dual transition matrix is easy to obtain as follows:∑
a,m,ξ
R˜a,−ξm,n =
∑
a,m,ξ
Ra,ξn,me
−βaξ
=
∑
a,m,ε,ε′
Ra(ε,n)(ε′,m)e
−βa(ε′−ε)
=
∑
ε
|〈n(t)|ε〉|2 eβaε
∑
a,ε′
γa(ε− ε′) |〈ε|La(t) |ε′〉|2 e−βaε′
= 0, (117)
where in the third line we used a relation
∑
m |〈ε′|m(t)〉|2 = 1, and in the last line we used the
invariance of the canonical distribution (108).
Using these, the heat current is written as
Jq(t) =
∑
a
∑
m
∑
ε,ε′
(ε− ε′)Ra(ε′,m)(ε,n)pn(t) = −
∑
a
∑
m,n
∑
ε.ε′
ε′Ra(ε′,m)(ε,n)pn(t). (118)
In the second equality, we used the normalization condition
∑
a,ε′,mR
a
(ε′,m)(ε,n) = 0 for any n and ε.
Thus, the heat current and the entropy production rate is written as
Jq(t) = −
∑
a,ε,ε′
∑
n,m
∆ε′(t)Ra(ε′,m)(ε,n)(t)pn(t)
= −
∑
a,ε,ε′
∑
n,m
∆ε′(t)
[
Ra(ε′,m)(ε,n)(t)pn(t)− R˜a(ε,n)(ε′,m)(t)pm(t)
]
, (119)
σ˙(t) =
∑
a,ε,ε′
∑
n,m
Ra(ε′,m)(ε,n)(t)pn(t) log
(
Ra(ε′,m)(ε,n)(t)pn(t)
R˜a(ε,n)(ε′,m)(t)pm(t)
)
. (120)
Here, we defined ∆ε′(t) as
∆ε′(t) := ε′ − Tr[HS(t)ρ(t)]. (121)
Then, following the procedure in Sec. 4.1.1, we obtain the trade-off inequality for general quantum
Markov processes:
|Jq(t)| ≤
√
Θ
(1)
q σ˙(t) , (122)
Θ(1)q := c0
∑
a,ε,ε′
∑
n 6=m
(∆ε′)2
[
Ra(ε′,m)(ε,n)(t)pn(t) +R
a
(ε,n)(ε′,m)(t)pm(t)
]
. (123)
9 Discussion
We have derived trade-off inequalities between entropy production and heat current. Our result is
applicable to any classical and quantum Markovian systems including systems with broken time-
reversal symmetry in transient processes with a time-dependent Hamiltonian. The wide applicability
of our inequalities, in particular for time-dependent systems, comes from the fact that our inequalities
treat instantaneous quantities only. The obtained inequality (41) is tight in the linear response regime,
in which the coefficient Θ becomes thermal conductivity. As the corollary of the main inequalities, we
obtained a no-go theorem that finite power and the Carnot efficiency are incompatible.
The crucial idea in our derivations is the decomposition of the entropy production rate. As explained
before, our proof is inspired by the idea of partial entropy production, which is decomposition of entropy
production. The decomposition also plays an important role to improve Θ such that the inequalities
are meaningful. In Eq. (12), we have introduced the decomposition of the time-evolution operator
R into the contribution of Hamiltonian dynamics and those of stochastic dynamic of each particle
with each bath. As shown in Appendix.F.2, the decomposition into each particle keeps Θ(1) finite
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in the thermodynamic limit. In addition, owing to this decomposition the stronger inequality (41)
is applicable to underdamped Langevin systems by removing the effect of Hamiltonian dynamics. In
fact, this procedure removes all effects from a field with broken time-reversal symmetry (e.g., Lorentz
force), potential energy (including both interaction energy and one-body potential energy) dependent
on their positions, and inertia acting on their positions. The remaining time-evolution operator acts
only on the momentum of a single particle, which satisfies the local detailed-balance condition.
We here remark that our result strongly relies on the Markov property, and thus it seems to be
not easy to extend our results and techniques to non-Markovian systems. Some attempts to derive
trade-off relations on speed and efficiency are seen in Refs. [51, 52].
It is worth comparing our result to the thermodynamic uncertainty relation [34–39], which connects
fluctuation of time-integrated heat current and entropy production in a very similar form to our result.
The thermodynamic uncertainty relation was first found for the case of the long-time limit [34–36], and
then extended to the case of a finite time interval [37–39]. We first emphasize that these two relations
concern different quantities: Our result considers instantaneous quantities, while the thermodynamic
uncertainty relation considers time-integrated quantities. However, considering some limiting cases, we
can compare these two results directly. The short time interval limit of the finite-time thermodynamic
uncertainty relation [37] reproduces our inequality (41) with the local detailed-balance condition. In
addition, our inequality can be extended to time-integrated quantities for stationary systems with
the local detailed-balance condition as shown in Appendix.I. The obtained inequality is weaker than
the thermodynamic uncertainty relation. On the other hand, the thermodynamic uncertainty relation
applies only to specific setups; stationary systems with the local detailed-balance condition described
by continuous-time Markov jump processes. The thermodynamic uncertainty relation no longer holds
in systems with one of these conditions violated including systems with momentum or a magnetic
field [53, 54], transient processes and relaxation processes (see Appendix.I), and discrete-time Markov
chain processes [55, 56]. By contrast, our approach presented in this paper is applicable to a non-
stationary system with time-dependent transition rate, a system with parity-odd fields or variables,
and a Markov chain, which is the advantage of our result.
Closing this paper, we put a remark on the coefficient c0 = 8/9 in Θ
(1). As shown in Appendix.E,
c0 = 8/9 is not a tightest coefficient, and the best coefficient of Θ
(1) is numerically calculated as
c∗ = 0.89612 · · · , which has been appeared in some literatures [41, 53, 57]. One may feel that this
coefficient embodies only the limitation of our approach and this quantity is physically meaningless.
However, maybe surprisingly, a numerical simulation reveals that a variants of the thermodynamic
uncertainty relation under a magnetic field indeed has the same coefficient c∗ = 0.89612 · · · as an
achievable bound [53]. Although the form of the inequality considered in Ref. [53] is slightly different
from our inequality (38), this fact strongly suggests that the coefficient c∗ = 0.89612 · · · indeed reflects
the physics of our world.
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Appendix.A Analysis with linear irreversible thermodynamics
In this appendix, we clarify the fact that if time-reversal symmetry is broken the linear irreversible thermo-
dynamics does not prohibit the existence of a heat engine with the Carnot efficiency at finite power [13]. We
consider a stationary system with two kinds of flux J1 and J2 with corresponding thermodynamic forces X1
and X2. We set J2 to heat flux and X2 := 1/TL − 1/TH , J1 to another flux which flows against the thermo-
dynamic force X1 (i.e., X1J1 ≤ 0 and X2J2 ≥ 0). The power and efficiency are given by W˙ := −X1J1T and
η := −X1J1T/J2.
We consider a system with a magnetic field B. In this system, the linear expansion of the flux J is written
as
J1 =L11(B)X1 + L12(B)X2, (A.1)
J2 =L21(B)X1 + L22(B)X2, (A.2)
where L is the Onsager matrix. The Onsager reciprocity relation tells L12(B) = L21(−B), and in general
L12(B) 6= L21(B). In the remainder of this appendix, since we consider only systems with a magnetic field B,
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we omit the parameter B. The entropy production rate S˙ := J1X1 + J2X2 is calculated as
S˙ =L11X
2
1 + (L12 + L21)X1X2 + L22X
2
2
=L11
(
X1 +
L12 + L21
2L11
X2
)2
+
(
L22 − (L12 + L21)
2
4L11
)
X22 . (A.3)
Because the second law of thermodynamics claims S˙ ≥ 0 for any X1 and X2, by setting X1 = −(L12 +
L21)X2/2L11, we find that the coefficient of the second term of Eq. (A.3 ) is nonnegative:
L22 − (L12 + L21)
2
4L11
≥ 0. (A.4)
This condition suggests that the entropy production rate is bounded by a quadratic term:
S˙ ≥ L11
(
X1 +
L12 + L21
2L11
X2
)2
=
1
L11
(
J1 +
L21 − L12
2
X2
)2
. (A.5)
We now investigate the condition for the Carnot efficiency S˙ = 0. We first consider the case with time-
reversal symmetry (i.e., L12 = L21). In this case, Eq. (A.5 ) reduces to
|J1| ≤
√
S˙L11, (A.6)
which looks very similar to Eq. (38), and clearly shows that the Carnot efficiency S˙ = 0 is achievable only
when power is zero: |J1| = 0.
We next consider the case without time-reversal symmetry. Equation (A.3 ) suggests that S˙ = 0 holds if
and only if the following two conditions
L22 − (L12 + L21)
2
4L11
= 0 (A.7)
J1 +
L21 − L12
2
X2 = L11X1 +
L21 + L12
2
X2 = 0 (A.8)
are satisfied simultaneously. Then, if L12 6= L21, for any L satisfying L22 − (L12 + L21)2/4L11 = 0 and any
nonzero X2, there exists nonzero X1 = −(L21 + L12)X2/2L11 satisfying Eq. (A.8 ). We note that X2 6= 0 and
L21 −L12 6= 0 directly imply finite power: J1 6= 0. Since the second condition (A.8 ) can be always satisfied by
setting nonzero X1 and X2 properly as long as L12 6= L21, the remaining question is whether the first condition
(A.7 ) is realizable under L12 6= L21. However, within the framework of the linear irreversible thermodynamics,
there is no a priori reason to exclude the possibility of L22 − (L12 + L21)2/4L11 = 0 with L12 6= L21.
This clearly shows that finite power and the Carnot efficiency is compatible under a magnetic field. We,
however, should note that the above analysis only shows that the linear irreversible thermodynamics does not
formally exclude the possibility of a heat engine with the Carnot efficiency at finite power, and does not show
that there indeed exists such a heat engine. In fact, as seen in the main part of this paper, by taking into
account microscopic details of the system, we find that the Carnot efficiency and finite power are incompatible.
Appendix.B Discretization and continuum limit of Kramers equation and Hamilton’s
equation
In this Appendix, we provide the detailed procedure of the discretization and continuum limit for continuous
systems, which is briefly discussed in Sec. 2.1.2. Same as Sec. 2.1.2, we consider a Markov process of a single
particle in one-dimensional continuous space described by the following Kramers equation:
d
dt
P (x, p) =
[
− p
m
· ∂
∂x
+
∂
∂p
·
(γp
m
− F (x, p)
)
+
γ
β
∂2
∂p2
]
P (x, p), (B.1)
where x and p are the position and momentum of the particle. We remark that stochastic Markov processes
obtained through the system size expansion always take this form of equation [48].
The right-hand side of Eq. (B.1 ) is decomposed into the Hamiltonian part[
− p
m
· ∂
∂x
− ∂
∂p
· F (x, p)
]
P (x, p) (B.2)
and the dissipative part [
∂
∂p
· γp
m
+
γ
β
∂2
∂p2
]
P (x, p). (B.3)
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The former is equivalent to Hamilton’s equation:
d
dt
p =F (x, p) (B.4)
d
dt
x =
p
m
. (B.5)
The latter is equivalent to the following Langevin equiation:
d
dt
p = − γ
m
p+
√
2γ
β
ξ(t). (B.6)
Here, ξ(t) represents the white Gaussian noise. The first term represents the viscous resistance, and the second
term represents stochastic thermal noise. The equivalence of the Langevin equation and the Fokker-Planck
equation is shown in many textbooks [48].
We first consider the discretized transition matrix corresponding to the dissipative part. The transition
matrix from a state with momentum p to p± ε is given by Eq. (11), which reappears below:
Rp±ε,p =
γ
βε2
e−
β
4m
((p±ε)2−p2) =
γ
βε2
eO(ε). (B.7)
We shall show that this transition rate indeed reproduces the dissipative part (B.3 ). Expanding the transition
matrix in ε as
Rp±ε,p =A
(
1∓ β
2m
εp+
β
4m
ε2 +
β2
8m
ε2p2 +O(ε3)
)
(B.8)
Rp,p±ε =A
(
1± β
2m
εp− β
4m
ε2 +
β2
8m
ε2p2 +O(ε3)
)
(B.9)
with A := γ/βε2, the master equation with Eq. (B.7 ) becomes
d
dt
P (p) =− (Rp+ε,p +Rp−ε,p)P (p) +Rp,p+εP (p+ ε) +Rp,p−εP (p− ε)
=A
(
1 +
β2
8m
ε2p2
)
(P (p+ ε) + P (p− ε)− 2P (p))
+A
β
2m
εp(P (p+ ε)− P (p− ε))
+A
β
4m
ε2(P (p+ ε) + P (p− ε) + 2P (p)) +O(ε). (B.10)
Taking ε→ 0 limit, we recover the Kramers equation:
d
dt
P (p) =
∂
∂p
(γp
m
P (p)
)
+
γ
β
∂2
∂p2
P (p). (B.11)
Hence, the discretization with the transition rate (B.7 ) indeed reproduces the time-evolution of (B.3 ).
We next consider the discretized transition matrix corresponding to the Hamiltonian part. This discretiza-
tion draws the p − x phase space as the ε × ε′ lattice. A single state is determined by a pair of position and
momentum, (x, p). Supposing p > 0 and F (x, p) > 0, we set the transition matrix of (x, p) as Eqs. (9) and (10),
which reappear below:
R(x,p+ε),(x,p) :=
1
ε
F (x, p), (B.12)
R(x+ε′,p),(x,p) :=
1
ε′
p
m
. (B.13)
We remark that the inverse transitions of the above transitions do not occur (i.e., R(x,p),(x,p+ε) = 0 and
R(x,p),(x+ε′,p) = 0). The master equation reads
d
dt
P (x, p) =− P (x, p)(R(x,p+ε),(x,p) +R(x+ε′,p),(x,p))
+ P (x, p− ε)R(x,p),(x,p−ε) + P (x− ε′, p)R(x,p),(x−ε′,p)
=
1
ε′
p
m
(P (x, p− ε′)− P (x, p)) + 1
ε
(F (x, p− ε)P (x, p− ε)− F (x, p)P (x, p)), (B.14)
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whose continuum limit ε, ε′ → 0 reproduces the Liouville operator
d
dt
P (x, p) = − p
m
∂
∂x
P (x, p)− ∂
∂p
F (x, p)P (x, p). (B.15)
Hence, the discretization with the transition rates (B.12 ) and (B.13 ) indeed reproduce the time-evolution of
(B.2 ).
Appendix.C Proof of Lemma 1
We recast the Lemma 1:
D(p||q) ≥ c0
∑
i
(pi − qi)2
pi + qi
(C.1)
with c0 = 8/9. In the following, we shall show the proof of this inequality.
Proof : We first show an inequality
a ln
a
b
+ b− a ≥ c0 (a− b)
2
a+ b
(C.2)
for any a, b > 0. This inequality is equivalent to
1
a
(
a ln
a
b
+ b− a− c0 (a− b)
2
a+ b
)
= − lnu+ u− 1− c0(1− u)
2
1 + u
=: h(u) ≥ 0 (C.3)
with u := b/a. Since h(1) = 0, it is enough to show that the derivative of h(u)
h′(u) =
u− 1
u(1 + u)2
{(1− c0)u2 + (2− 3c0)u+ 1} (C.4)
satisfies h′(u) ≥ 0 for u ≥ 1 and h′(u) ≤ 0 for 0 < u ≤ 1.
We first show h′(u) ≤ 0 for 0 < u ≤ 1. In 0 < u ≤ 1, both
u− 1
u(1 + u)2
≤ 0 (C.5)
and
(1− c0)u2 + (2− 3c0)u+ 1 ≥ 0− u+ 1 ≥ 0 (C.6)
hold due to c0 < 1, which directly implies h
′(u) ≤ 0.
We next show h′(u) ≥ 0 for u ≥ 1. In u ≥ 1, both
u− 1
u(1 + u)2
≥ 0 (C.7)
and
(1− c0)u2 + (2− 3c0)u+ 1 = (1− c0)
(
u+
2− 3c0
2(1− c0)
)2
+
c0(8− 9c0)
4(1− c0) ≥
c0(8− 9c0)
4(1− c0) ≥ 0 (C.8)
hold due to c0 ≤ 8/9, which directly implies h′(u) ≥ 0.
Combining them, we obtain the inequality (C.2 ), whose sum over all i is equivalent to the desired inequality
(43):
D(p||q) =
∑
i
pi ln
pi
qi
=
∑
i
pi ln
pi
qi
+ qi − pi ≥ c0
∑
i
(pi − qi)2
pi + qi
. (C.9)
uunionsq
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Appendix.D Proof of Lemma 2
We recast the Lemma 2 below:
(a− b) ln a
b
≥ 2(a− b)
2
a+ b
. (D.1)
In the following, we shall show the proof of this inequality.
Proof : Due to the symmetry, we set a > b without loss of generality. (In case of a = b, Eq. (D.1 ) is obviously
satisfied.) The inequality (D.1 ) is equivalent to
ln a− ln b ≥ 2(a− b)
a+ b
. (D.2)
This relation directly follows from the downward-convexity of the function 1/x:
ln a− ln b =
∫ a
b
dx
x
≥ (a− b) 1
a+b
2
=
2(a− b)
a+ b
. (D.3)
uunionsq
Appendix.E Inequality on relative entropy
We derived an inequality between relative entropy and triangular discrimination (43) in Sec. 4.1.1. The obtained
inequality is better than the existing one [43]:
D(p||q) ≥ 27
32
∑
i
(pi − qi)2
pi + qi
. (E.1)
However, our coefficient c0 = 8/9 is still not the best one. We here seek the best coefficient.
The crucial relation in the derivation is
a ln
a
b
+ b− a ≥ c (a− b)
2
a+ b
. (E.2)
We consider the maximum of c satisfying the above inequality for any a, b > 0. As shown in Appendix.C, this
inequality is equivalent to
− lnu+ u− 1− c(1− u)
2
1 + u
=: h(u) ≥ 0 (E.3)
with u > 0. The local minimum of h(u) for c > 8/9 is calculated as
u = 1,
3c− 2 +√9c2 − 8c
2(1− c) . (E.4)
We denote the second solution by u∗(c). Because h(1) = 0, h(u∗(c)) ≥ 0 is the necessary and sufficient condition
for h(u) ≥ 0. The relation h(u∗(c)) ≥ 0 is solved numerically as
c ≤ c∗ := 0.89612 · · · , (E.5)
whose right-hand side is the best coefficient for the inequality between relative entropy and triangular discrim-
ination:
D(p||q) ≥ c∗
∑
i
(pi − qi)2
pi + qi
. (E.6)
We remark that the above coefficient is tightest because a nontrivial pair of probability distributions p1 =
1/(1 + u∗(c∗)), p2 = u∗(c∗)/(1 + u∗(c∗)), q1 = u∗(c∗)/(1 + u∗(c∗)), q2 = 1/(1 + u∗(c∗)) achieves its equality.
Appendix.F Finiteness of Θ
In this Appendix, we show that Θ is finite under some physically-plausible assumptions.
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Appendix.F.1 Upper bound of Θ(1)
We here derive some upper bounds of Θ(1). We first bound Θ
(1)
µ defined in Eq. (54) as
Θ(1)µ (t) :=
1
c0
∑
w 6=w′
(∆Eµ,λ(t)w )
2(R
µ,λ(t)
ww′ pw′,t +R
µ,λ(t)
w′w pw,t)
=
1
c0
∑
w,w′
(∆Eµ,λ(t)w )
2R
µ,λ(t)
ww′ pw′,t − 2
∑
w
(∆Ei,λ(t)w )
2Rµ,λ(t)ww pw,t

=
1
c0
(∑
w
(∆Eµ,λ(t)w )
2
[
d
dt
]
µ
pw,t − 2
∑
w
(∆Eµ,λ(t)w )
2Rµ,λ(t)ww pw,t
)
≤ 1
c0
∑
w−i
pw−i
([
d
dt
]
µ
〈
(∆Eµ,λ(t)w )
2
〉
t,w−i
+ 2Rmax
〈
(∆Eµ,λ(t)w )
2
〉
t,w−i
)
. (F.7)
Here, Rmax is the maximum of the absolute value of the diagonal elements of the transition matrix (i.e.,
|Rµ,λ(t)ww | ≤ Rmax for all w and t), and
[
d
dt
]
µ
represents time derivative in case that the time evolution is
induced only by Rµ,λ(t). In the above calculation, we used the fact that Rµ,λ(t) keeps the distribution pw−i .
Because the fluctuation of the energy of the i-th particle 〈(∆Eµ,λ(t)w )2〉t,w−i and its time derivative are expected
to be finite in physical systems, the above relation implies that Θ
(1)
µ is finite if the diagonal elements of the
transition matrix is bounded above.
In some cases, we can obtain the upper bound of Θ
(1)
µ even though the diagonal elements of the transition
matrix is unbounded. To treat this situation, we again consider a system where only the particle i is movable
and other particles are fixed at w−i. We introduce a quantity Ei,λ(t)w which is the energy of the particle
i under the condition that other particles are fixed at w−i. Note that Ei,λ(t)w = O(1) with respect to the
number of particles M . We now state some requirements on the system. First, we assume that the conditional
probability distribution decays exponentially with energy: pwi,t|w−i ≤ C1 · e−aE
i,λ(t)
w with constants C1 and
a. This condition means that the probability distribution is not so far from a canonical distribution. We also
assume that both the diagonal term of the transition matrix and the number of states of the i-th particle below
a certain energy Ωwi|w−i(E) increase only polynomially with respect to energy: |Rµ,λ(t)ww | ≤ C2(Ei,λ(t)w )b and
Ωwi|w−i(E) ≤ C3Ec with constants C2, C3, b and c, where µ = (i, ν). These conditions are expected to be
satisfied in small systems with a finite number of particles including master-Boltzmann systems [58–60]. Under
the aforementioned assumptions, Θ
(1)
µ is bounded above as
Θ(1)µ (t) =
1
c0
(∑
w
(∆Eµ,λ(t)w )
2
[
d
dt
]
µ
pw,t − 2
∑
w
(∆Eµ,λ(t)w )
2Rµ,λ(t)ww pw,t
)
≤ 1
c0
∑
w−i
pw−i
([
d
dt
]
µ
〈
(∆Eµ,λ(t)w )
2
〉
t,w−i
+ 2
∑
w
(Eµ,λ(t)w )
2Rµ,λ(t)ww pwi,t|w−i
)
≤ 1
c0
∑
w−i
pw−i
([
d
dt
]
µ
〈
(∆Eµ,λ(t)w )
2
〉
t,w−i
+ 2C1C2C3
∫ ∞
0
dEE2+c+be−aE
)
, (F.8)
where the integral
∫∞
0
dxx2+c+be−ax is obviously finite.
Appendix.F.2 Thermodynamic limit
The obtained inequalities (38) and (41) are still meaningful even in the thermodynamic limit. In other words,
the inequalities provide a nontrivial prediction for macroscopic systems.
The inequalities contain three terms, the heat current Jq, the entropy production rate σ˙, and the coefficient
Θ. The former two terms are proportional to the system size V or the particle number M (More precisely,
Jqν , σˆ and Θ are proportional to the volume of the region interacting with baths). We first consider the
case of Θ = Θ(2). Because the number of states w′ satisfying Rw′w 6= 0 is proportional to M with fixed
w = (w1, · · · , wM ) and (Ew − Ew′)2 = O(1) is independent of M , Θ(2) is also proportional to M . We next
confirm that Θ(1) is proportional to M . A single particle energy fluctuation (∆E
µ,λ(t)
w )
2 defined in Eq. (40)
is independent of M , which leads to Θ
(1)
µ = O(1). Then, since Θ
(1) is the summation of it over µ, Θ(1) is
proportional to M . We remark that because C1 = O(1/M), C2 = O(1), and C3 = O(M), the upper bound
(F.8 ) also scales in proportion to M .
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We note that Θ(1) is proportional to M because we did not employ the energy fluctuation of the whole
system ∆E
λ(t)
w := E
λ(t)
w − 〈E〉t itself, but to decompose it into the contribution from each particle in the
definition of Θ(1). In fact, if we define Θ′ by using ∆Eλ(t)w as
Θ′ :=
1
c0
∑
µ
∑
w 6=w′
(∆Eλ(t)w )
2(R
µ,λ(t)
ww′ pw′,t +R
µ,λ(t)
w′w pw,t), (F.9)
then (although the inequality
∑
ν |Jqν | ≤
√
Θ′σ˙ still holds) this coefficient Θ′ is proportional to M2. This is
because the energy fluctuation of the whole system ∆E
λ(t)
w has variance of order O(
√
M). In this case, the
inequality in the thermodynamic limit gives no information more than the second law of thermodynamics.
Appendix.G Extension of Eq. (86) to the case of finite time interval
Using the techniques that we have introduced, we can derive a similar but still different relation to the ther-
modynamic uncertainty relation. To this end, we consider a process in a finite-time interval 0 ≤ t ≤ τ in
stationary state with the local detailed-balance condition. Owing to the local detailed-balance condition, the
entropy production rate is written as
σ˙ =
∑
w,w′
Rww′pw′ ln
Rww′pw′
Rw′wpw
. (G.10)
We denote a single trajectory of time evolution in 0 ≤ t ≤ τ by Γ and its time-reversal by Γ †. We also denote
the probability density for the realization of Γ by P (Γ ). The average of a stochastic variable is denoted by 〈·〉.
It is well known that the total entropy production Σ :=
∫ τ
0
dtσ˙(t) = τ σ˙ is written as [61]
Σ =
∫
dΓP (Γ ) ln
P (Γ )
P (Γ †)
. (G.11)
Let X(Γ ) be a time-asymmetric stochastic variable (i.e., X(Γ ) = −X(Γ †)), which includes any current of
a conserved quantity. Then, X satisfies the following theorem:
Theorem 5: In a Markov process with finite time interval τ , we have〈
X2
〉
Σ ≥ 2 〈X〉2 . (G.12)
Here, we normalize the Boltzmann constant to unity.
Proof : We employ the same technique as the derivation of Eq. (41). With noting
∫
dΓX(Γ )P (Γ ) = − ∫ dΓX(Γ †)P (Γ )
due to the time-asymmetric property of X, we transform |〈X〉|2 as
|〈X〉|2 =
∣∣∣∣∫ dΓX(Γ )P (Γ )∣∣∣∣2
=
∣∣∣∣12
∫
dΓX(Γ )(P (Γ )− P (Γ †))
∣∣∣∣2
=
∣∣∣∣∣12
∫
dΓX(Γ )
√
P (Γ ) + P (Γ †) · P (Γ )− P (Γ
†)√
P (Γ ) + P (Γ †)
∣∣∣∣∣
2
≤ 1
4
(∫
dΓX(Γ )2(P (Γ ) + P (Γ †))
)
·
(∫
dΓ
(P (Γ )− P (Γ †))2
P (Γ ) + P (Γ †)
)
. (G.13)
In a similar manner to Eq. (50), we have the following expression of the entropy production:
Σ =
∫
dΓP (Γ ) ln
P (Γ )
P (Γ †)
=
1
2
∫
dΓ (P (Γ )− P (Γ †)) ln P (Γ )
P (Γ †)
≥
∫
dΓ
(P (Γ )− P (Γ †))2
P (Γ ) + P (Γ †)
. (G.14)
Finally, inserting the following relation∫
dΓX(Γ )2(P (Γ ) + P (Γ †)) = 2
∫
dΓ (X(Γ ))2P (Γ ) = 2
〈
X2
〉
(G.15)
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into Eq. (G.13 ), we arrive at the desired inequality:
|〈X〉|2 ≤ 1
4
(∫
dΓX(Γ )2(P (Γ ) + P (Γ †))
)
·
(∫
dΓ
(P (Γ )− P (Γ †))2
P (Γ ) + P (Γ †)
)
≤ 1
2
〈
X2
〉
Σ. (G.16)
uunionsq
Appendix.H Efficiency of thermoelectric transport
We here briefly see how to define efficiency in a stationary thermoelectric transport system considered in Sec. 7.2.
Same as Sec. 7.2, we consider two heat-particle baths with inverse temperatures and chemical potentials β1, µ1
and β2, µ2, respectively. We set β1 < β2, µ1 < µ2. The heat and particle currents from the bath 1 to 2 are
denoted by Jq and Jn, both of which we assume positive. Namely, the particle current Jn flows against chemical
potential gradient, which we regard as work.
In a cyclic process, efficiency is defined as W/QH with QH as heat absorption from the hot bath. We now
define the counterpart of QH in thermoelectric transport. Because particles themselves have their own energy
in the form of chemical potential, we subtract this from heat current and regard Jq − µ1Jn as the counterpart
of QH. Thus, we define efficiency in thermoelectric transport as
η :=
∆µJn
Jq − µ1Jn , (H.1)
where we defined ∆µ := µ2 − µ1 > 0 and assumed Jq − µ1Jn > 0.
We now confirm that the efficiency is indeed bounded by the Carnot efficiency
ηC := 1− β1
β2
≥ η. (H.2)
The above inequality is equivalent to
(β2 − β1)(Jq − µ1Jn) ≥ β2(µ2 − µ1)Jn (H.3)
which is transformed into the nonnegativity of entropy production rate
σ˙ = (β2 − β1)Jq + (β1µ1 − β2µ2)Jn ≥ 0. (H.4)
Appendix.I Failure of finite-time thermodynamic uncertainty relation in relaxation
process
We show that the thermodynamic uncertainty relation
〈
∆X2
〉
Σ ≥ 2 〈X〉2 holds only in stationary system, and
cannot be extended to relaxation processes with time-independent transition matrix satisfying local detailed-
balance condition.
Consider a stochastic process on two states w ∈ {1, 2} with the same energy. The transition matrix thus
satisfies R12 = R21. We set X as time integration of probability current from 1 to 2. Suppose that the initial
distribution at t = 0 is p1(0) = 1 and p2(0) = 0, and consider the long time limit t→∞, where the distribution
relaxes to equilibrium distribution p1(∞) = p2(∞) = 1/2.
Straightforward calculation tells
〈X〉 = 1
2
(I.1)〈
∆X2
〉
=
〈
X2
〉
− 〈X〉2 = 1
4
(I.2)
Σ = ln 2− 0 = ln 2(= 0.6921 · · · ). (I.3)
Hence,
〈
∆X2
〉
Σ = (ln 2)/4 < 1/4 and 2 〈X〉2 = 1/2, which obviously violates the extended thermodynamic
uncertainty relation in relaxation processes.
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