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Abstract
The Newton-Raphson (N-R) method is characterized by the fact that generating a divergent sequence can lead to the creation of a
fractal [1], on the other hand the order of the fractional derivatives seems to be closely related to the fractal dimension [2], based on the
above, a method was developed that makes use of the N-R method and the fractional derivative of Riemann-Liouville (R-L) that has
been named as the Fractional Newton-Raphson (F N-R) method [3].
In the following work we present a way to obtain the convergence of the F N-R method, which seems to be at least linearly convergent
for the case where the order α of the derivative is different from one, a simplified way to construct the fractional derivative and fractional
integral operators of R-L is presented, an introduction to the Aitken’s method is made and it is explained why it has the capacity to
accelerate the convergence of iterative methods to finally present the results that were obtained when implementing the Aitken’s method
in F N-R method.
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1. Newton-Raphson Method
For the one-dimensional case the N-R method is one of the
most used methods to find the roots x∗ of a function f :
R→ R, with f ∈ C2(R), i.e., {x∗ ∈R : f (x∗) = 0}, this due
to its easy implementation and its rapid convergence. The
N-R method is expressed in terms of an iteration function
Φ :R→R, as follows [4]
xn+1 := Φ(xn) = xn − f (xn)Df (xn) , n= 0,1, · · · (1)
where D = d/dx.
Figure 1: Illustration of N-R method [4]
The N-R method is based on creating a succession {xn} of
points by means of the intersection of the tangent line of the
function f (x) at the point xn with the x axis, if the initial
condition x0 is close enough to the root x∗, the sequence {xn}
should be convergent to that root. [5]
This method is characterized by having a convergence
order at least quadratic for the case in which Df (x) , 0, on
the other hand if f (x) is a polynomial that presents a root x∗
with a certain multiplicity m, with m ∈N, i.e.,
f (x) = (x − x∗)mg(x), g(x∗) , 0,
the N-R method converges at least linearly [4].
2. Fractional Calculus
Fractional calculus is a branch of mathematical analysis
whose applications have been increasing since the late XX
century and early XXI century [2]. It arises around 1695 due
to the notation of Leibniz for derivatives of the integer order
dn
dxn
f (x), n ∈N,
Thanks to this notation, L’Hopital was able to ask Leib-
niz in a letter about the interpretation of taking n= 1/2 in
a derivative, because at that time Leibniz could not give a
physical or geometric interpretation to this question, he lim-
ited himself to answering L’Hopital in a letter, “. . . this is an
apparent paradox from which, one day, useful consequences
will be extracted" [6]. The name of fractional calculation
comes from a historical question since in this branch of math-
ematical analysis we study the derivatives and integrals of
arbitrary order α, with α ∈R or C.
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Currently the fractional calculation does not have a uni-
fied definition of what is considered a fractional derivative,
this because one of the conditions that is asked to consider
an expression as a fractional derivative, is that the results of
the conventional calculation are recovered when the order
α → n, with n ∈ N [7], among the most common defini-
tions of fractional derivatives are the fractional derivative
of Riemann-Liouville (R-L) and the fractional derivative of
Caputo [8], the latter is usually the most studied, since the
fractional derivative of Caputo allows to give a physical inter-
pretation to problems with initial conditions, this derivative
complies with the property of the classical calculus that the
derivative of a constant is null regardless of the order α of the
derivative, however this does not occur with the fractional
derivative of R-L.
Unlike the fractional derivative of Caputo, the fractional
derivative of R-L does not allow to give a physical inter-
pretation to the problems with initial condition because its
use induces fractional initial conditions, however, the fact
that this derivative does not cancel the constants for α, with
α <N, allows to obtain a “spectrum" of the behavior that the
constants have for different orders of the derivative, which
is not possible with the conventional calculus.
It must be taken into account that those functions that do
not have a classical derivative or a weak derivative, these can
present a fractional derivative [9] , however, that is a subject
that exceeds the purpose of this document.
2.1. Fractional Derivative of
Riemann-Liouville
The fractional derivative operator R-L is constructed in a
simplified way, taking into account that the integral operator
is defined for a locally integrable function as
aIxf (x) :=
∫ x
a
f (t)dt,
applying twice the integral operator we obtain
aI
2
x f (x) =
∫ x
a
(∫ x1
a
f (t)dt
)
dx1 =
∫ x
a
aIx1f (x1)dx1,
making integration by parts taking u = aIx1f (x1) and
dv = dx1
aI
2
x f (x) = x1aIx1f (x1)
∣∣∣∣x
a
−
∫ x
a
x1f (x1)dx1
= xaIxf (x)− aIxxf (x)
=
∫ x
a
(x − t)f (t)dt,
repeating the previous process applying three times the
integral operator we obtain
aI
3
x f (x) =
∫ x
a
aI
2
x1f (x1)dx1,
making integration by parts taking u = aI
2
x1f (x1) and
dv = dx1
aI
3
x f (x) = x1aI
2
x1f (x1)
∣∣∣∣x
a
−
∫ x
a
x1aIx1f (x1)dx1
= xaI
2
x f (x)− aIx (xaIxf (x))
=
∫ x
a
(x − x1)aIx1f (x1)dx1,
realizing again integration by taking parts u = aIx1f (x1)
and dv = (x − x1)dx1
aI
3
x f (x) = − (x − x1)
2
2 a
Ix1f (x1)
∣∣∣∣x
a
+
∫ x
a
(x − x1)2
2
f (x1)dx1
=
1
2
∫ x
a
(x − t)2f (t)dt,
repeating the above process n times it is possible to obtain
the expression known as n-fold iterated integra [8]
aI
n
x f (x) =
1
(n− 1)!
∫ x
a
(x − t)n−1f (t)dt,
to make a generalization of the previous expression, it is
enough to take into account the relationship between the
gamma function and the factorial function (Γ (n) = (n− 1)!)
and doing n→ α, with α ∈ C(Re (α) > 0), the expression for
the fractional integral operator of R-L is obtained [8]
aI
α
x f (x) =
1
Γ (α)
∫ x
a
(x − t)α−1f (t)dt, (2)
taking into account that the differential operator is the
inverse operator on the left of the integral operator, i.e.,
DnaI
n
x f (x) = f (x),
we can consider extending this analogy to fractional calcu-
lus using the expression
aD
α
x f (x) = aI
−α
x f (x),
however this would cause convergence problems because
the gamma function is not defined for α ∈Z−, to solve this
is defined
aD
α
x f (x) := DnaInx aI−αx f (x) = DnaIn−αx f (x), (3)
taking α ∈ C(Re (α) > 0) with n= bRe (α)c+ 1, we get the
expression for the fractional derivative operator of R-L [8]
aD
α
x f (x) =
1
Γ (n−α)
dn
dxn
∫ x
a
(x − t)n−α−1f (t)dt,
the fractional derivative of R-L in its unified version with
the fractional integral of R-L is given by the following ex-
pression
2
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aD
α
x f (x) =

1
Γ (−α)
∫ x
a
(x − t)−α−1f (t)dt, Re (α) < 0
1
Γ (n−α)
dn
dxn
∫ x
a
(x − t)n−α−1f (t)dt, Re (α) ≥ 0
(4)
where n= bRe (α)c+ 1.
The fractional derivative of R-L of a monomial of the form
f (x) = (x− c)m, with m ∈N and c ∈R, through the equation
(4) is expressed as
aD
α
x f (x) =
1
Γ (n−α)
dn
dxn
∫ x
a
(x − t)n−α−1(t − c)mdt, (5)
taking the variable change t = c+ (x − c)u in the integral
∫ x
a
(x − t)n−α−1(t − c)mdt =
(x − c)m+n−α
∫ 1
a−c
x−c
(1−u)n−α−1umdu,
the previous result can be expressed in terms of the Beta
function and the incomplete Beta function [10]
(x − c)m+n−α
∫ 1
a−c
x−c
(1−u)n−α−1umdu =
(x − c)m+n−α
∫ 1
0
(1−u)n−α−1umdu −
∫ a−c
x−c
0
(1−u)n−α−1umdu

= (x − c)m+n−α
[
B(n−α,m+ 1)−B a−c
x−c (n−α,m+ 1)
]
,
so the equation (5) can be rewritten as
aD
α
x f (x) =
Γ (m+ 1)
Γ (m+ n−α+ 1)
dn
dxn
{
(x − c)m+n−αG
( a− c
x − c
)}
,
where
G
( a− c
x − c
)
:= 1−
B a−c
x−c (n−α,m+ 1)
B(n−α,m+ 1) ,
when c = a we have to G(0) = 1, then
aD
α
x (x − a)m = Γ (m+ 1)Γ (m+ n−α+ 1)
dn
dxn
(x − a)m+n−α ,
taking into account that in the conventional calculus
dn
dxn
xk =
k!
(k −n)!x
k−n = Γ (k+ 1)
Γ (k −n+ 1)x
k−n,
we get the fractional derivative of R-L for a monomial of
the formf (x) = (x − a)m
aD
α
x (x − a)m = Γ (m+ 1)Γ (m−α+ 1) (x − a)
m−α . (6)
3. Fractional N-R Method
The N-R method is useful to find the roots of a polynomial
of degree n, with n ∈N, however it is limited to not being
able to find complex roots of the polynomial if a real initial
condition is taken, to solve this problem and to develop a
method that is able to find both the real and complex roots
of a polynomial regardless of whether the initial condition is
real is made use of the N-R method with the implementation
of the fractional derivative of R-L.
Taking into account that a polynomial of degree n is com-
posed of n+ 1 monomios of the form xm, with m ∈N, we
can take the equation (6) with a= 0, getting
0D
α
x x
m =
Γ (m+ 1)
Γ (m−α+ 1)x
m−α , (7)
and using the equation (1) we can define the F N-R method
for f (x) ∈Pn[x], as follows
xn+1 := Φ(α,xn) = xn − f (xn)
0D
α
x f (x)
∣∣∣∣
x=xn
, n= 0,1, · · · (8)
where −2 < α < 2.
Figure 2: Illustration of some lines generated by the F N-R method
To understand why the F N-R method has the ability to
enter complex space unlike the classical N-R method, it
is enough to observe the fractional derivative of R-L with
α = 1/2 of the constant function f0(x) = 1 = x0 and the
identity function f1(x) = x = x1
0D
1/2
x f1(x) =
Γ (2)
Γ (3/2)
x1/2,
0D
1/2
x f0(x) =
Γ (1)
Γ (1/2)
x−1/2,
for polynomials of degree n ≥ 1 an initial condition must
be taken x0 , 0, this as a consequence of the fractional deriva-
tive of R-L order α <N of the constants are of the form x−α .
When we take α , 1 you have two cases:
i) When we take an initial condition x0 > 0, the sequence
{xn} generated by the equation (8) can be divided into
three parts, this happens because there may be a N ∈N
for which {xn}N−1n=0 ∈R+ and xN ∈R−, consequently the
succession {xn}n≥N+1 ∈ C.
3
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Figure 3: Fractional Derivative of R-L with α ∈ [0,1] of the function
f1(x)
Figure 4: Fractional Derivative of R-L with alpha in[0,1] of the func-
tion f0(x)
ii) When we take an initial condition x0 < 0, the succession
{xn}n≥1 ∈ C.
3.1. Convergence of the F N-R method
Considering f (x) as a function with roots of multiplicity one
and defining the complementary function
g(α,x) = D0I
n−α
x f (x) ⇒ g(1,x) = f (x),
the equation (8) can be written as
Φ(α,x) = x − f (x)
Dn−1g(α,x) , (9)
calculating the first and second derivatives of (9) we get
DΦ(α,x) = 1− Df (x)
Dn−1g(α,x) +
f (x)Dng(α,x)(
Dn−1g(α,x)
)2 ,
D2Φ(α,x) = − D
2f (x)
Dn−1g(α,x) + 2
Df (x)Dng(α,x)(
Dn−1g(α,x)
)2
+
f (x)Dn+1g(α,x)(
Dn−1g(α,x)
)2 − 2 f (x) (Dng(α,x))2(
Dn−1g(α,x)
)3 ,
if ξ is root of f (x)
Φ(α,ξ) = ξ,
DΦ(α,ξ) =
 1−
Df (ξ)
Dn−1g(α,ξ) , α , 1
0, α = 1
,
D2Φ(α,ξ) =

2
Df (ξ)Dng(α,ξ)(
Dn−1g(α,ξ)
)2 − D2f (ξ)Dn−1g(α,ξ) , α , 1
D2f (ξ)
Df (ξ)
, α = 1
,
performing a Taylor series expansion of the iteration func-
tion (9) around ξ and assuming that |x − ξ | << 1 we can
despise superior terms of order two
Φ(α,x) ≈ Φ(α,ξ) +DΦ(α,ξ)(x − ξ) + D
2Φ(α,ξ)
2
(x − ξ)2,
then
∣∣∣Φ(α,x)−Φ(α,ξ)∣∣∣ ≤ ∣∣∣DΦ(α,ξ)∣∣∣ |x − ξ |+ ∣∣∣∣∣∣D2Φ(α,ξ)2
∣∣∣∣∣∣ |x − ξ |2 ,
from the previous results we get
∣∣∣Φ(α,ξ)− ξ∣∣∣ ≤

∣∣∣DΦ(α,ξ)∣∣∣ |x − ξ |+ ∣∣∣∣∣∣D2Φ(α,ξ)2
∣∣∣∣∣∣ |x − ξ |2 , α , 1∣∣∣∣∣∣D2Φ(α,ξ)2
∣∣∣∣∣∣ |x − ξ |2 , α = 1
,
making the assumption that |x − ξ |2 << |x − ξ | can be con-
sidered
∣∣∣Φ(α,ξ)− ξ∣∣∣ ≤

∣∣∣DΦ(α,ξ)∣∣∣ |x − ξ | , α , 1∣∣∣∣∣∣D2Φ(α,ξ)2
∣∣∣∣∣∣ |x − ξ |2 , α = 1
, (10)
whereby the F N-R method converges at least linearly
when α , 1 and at least quadratically when α = 1 [4].
4. The Aitken’s Method
The Aitken’s method or also known as the ∆2 method of
Aitken [5] is one of the first and simplest methods to acceler-
ate the convergence of a given convergent sequence {xi}Ni=1 ,
i.e.,
lim
i→∞xi → ξ,
this method allows to transform the succession {xi}Ni=1
to a succession
{
x′i
}N ′
i=1
which in general converges faster to
4
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the value ξ that the original sequence, under certain cir-
cumstances the Aitken’s method can accelerate the linear
convergence of a method to a quadratic convergence, so it is
usually used to accelerate the existing methods used to find
the roots of a function [4], [5].
To illustrate Aitken’s method, suppose that the succession
{xi}Ni=1 converges to the value ξ as a geometric sequence with
factor k, with |k| < 1
xi+1 − ξ = k (xi − ξ) , i = 0,1, · · · (11)
where the value of ξ can be used by using the system of
equations
xi+1 − ξ = k (xi − ξ) , (12)
xi+2 − ξ = k (xi+1 − ξ) , (13)
subtracting the equation (12) to (13) and clearing k
k =
xi+2 − xi+1
xi+1 − xi ,
on the other hand, clearing ξ from (12)
ξ =
(k − 1+ 1)xi − xi+1
k − 1 = xi −
xi+1 − xi
k − 1 ,
substituting the value of k in the previous expression
ξ = xi − (xi+1 − xi) (xi+1 − xi)(xi+2 − xi+1)− (xi+1 − xi)
= xi − (xi+1 − xi)
2
xi+2 − 2xi+1 + xi ,
defining the difference operator
∆xi := xi+1 − xi ,
so that
∆(∆xi) = ∆
2xi = ∆xi+1 −∆xi ,
with which
∆2xi = xi+2 − 2xi+1 + xi ,
then
ξ = xi − (∆xi)
2
∆2xi
, (14)
the method is named considering the equation (14), there-
fore the ∆2 method of Aitken consists in generating a new
sequence
x′i = xi −
(∆xi)
2
∆2xi
= xi − (xi+1 − xi)
2
xi+2 − 2xi+1 + xi ,
(15)
such that
lim
i→∞x
′
i → ξ,
to note that the sequence
{
x′i
}N ′
i=1
converges more quickly
than the sequence {xi}Ni=1, we can consider in the equation
(11)
k = k0 + δi , lim
i→∞δi = 0, |k| < 1,
then
∆xi = (xi+1 − ξ)− (xi − ξ) = (k − 1)(xi − ξ),
analogously
∆xi+1 = (k − 1)(xi+1 − ξ)
= (k − 1)(xi+1 − xi) + (k+ 1)(xi − ξ)
=
[
(k − 1)2 + (k+ 1)
]
(xi − ξ),
whereby
∆2xi = (k − 1)2(xi − ξ) =
[
(k0 − 1)2 + µi
]
(xi − ξ),
where lim
i→∞µi = 0, of the previous results and the equation
(15) we obtain
x′i − ξ = (xi − ξ)−
[(k0 − 1+ δi)(xi − ξ)]2
[(k0 − 1)2 + µi ] (xi − ξ) ,
then
x′i − ξ
xi − ξ = 1−
(k0 − 1+ δi)2
(k0 − 1)2 + µi ,
thus
lim
i→∞
x′i − ξ
xi − ξ = 0,
which shows that in general the speed of convergence of
the succession
{
x′i
}N ′
i=1
is greater than that of the original
succession.
5. Results of the F N-R Method
The following results using the F N-R method with the
Aitken method were performed with Julia 1.1.0 using the
Anaconda Navigator 1.9.6 software, with a maximum of 100
iterations for each α value.
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1) Selected polynomial:
f (x) = −68.83x14 + 80.83x13 − 93.51x12 − 51.84x11
+49.11x10 − 47.65x9 − 42.8x8 − 49.08x7
−92.53x6 + 39.91x5 + 82.79x4 − 55.55x3
+97.37x2 + 38.76x − 71.52,
roots x∗ obtained with the F N-R method for a fixed
initial condition x0 = 3 and different orders α from the
derivative
a) Without Aitken’s method
α Re(x∗) Im(x∗)
∥∥∥f (x∗)∥∥∥2 Iter
0.787 −0.86111926249 −0.05667643976 1.240223e − 9 87
0.801 −0.86111926249 0.05667643976 1.240223e − 9 81
0.803 0.75528730367 0.09195399758 5.71359e − 10 75
0.842 0.75528730367 −0.09195399758 5.71359e − 10 57
0.854 0.997558441 −0.7103720736 2.8617056e − 8 89
1.06 −0.81330358908 0.53777886578 3.843137e − 9 94
b) With Aitken’s method
α Re(x∗) Im(x∗)
∥∥∥f (x∗)∥∥∥2 Iter
0.548 −0.86111926249 0.05667643976 1.240223e − 9 60
0.559 0.25059052452 −0.88438664638 4.643891e − 9 58
0.562 −0.86111926249 −0.05667643976 1.240223e − 9 41
0.619 0.75528730367 0.09195399758 5.71359e − 10 18
0.759 −0.81330358908 0.53777886578 3.843137e − 9 11
0.806 0.997558441 −0.7103720736 2.8617056e − 8 11
0.807 0.75528730367 −0.09195399758 5.71359e − 10 8
0.808 0.25059052452 0.88438664638 4.643891e − 9 10
0.909 0.997558441 0.7103720736 2.8617056e − 8 14
0.910 0.56473547223 −1.24423873419 2.8500225e − 8 12
0.912 −0.30657759826 −0.98870352839 1.69588e − 9 10
0.924 0.56473547223 1.24423873419 2.8500225e − 8 9
0.941 −0.30657759826 0.98870352839 1.69588e − 9 8
1.020 −0.81330358908 −0.53777886578 3.843137e − 9 17
2) Selected function:
f (x) = −90.77x−8 + 85.0x−7 + 84.39x−6 + 48.24x−5
+22.97x−4 + 68.34x−3 − 79.02x−2 − 20.11x−1
−34.23x7 + 10.86x6 − 43.71x5 + 94.1x4
−74.58x3 + 75.53x2 + 8.67x+ 65.49,
roots x∗ obtained with the F N-R method for a fixed
initial condition x0 = 0.5 and different orders α from
the derivative
a) Without Aitken’s method
α Re(x∗) Im(x∗)
∥∥∥f (x∗)∥∥∥2 Iter−1.981 −0.94744299609 0.0 1.2532436e − 8 28
−1.965 1.29458705937 0.0 2.829239e − 9 53
−0.999 0.57587623342 0.0 8.323006e − 9 20
−0.969 0.94247713121 −0.48802881659 3.941971e − 9 100
1.487 0.59727860955 1.04629434706 4.184286e − 9 72
1.488 0.94247713121 0.48802881659 3.941971e − 9 81
b) With Aitken’s method
α Re(x∗) Im(x∗)
∥∥∥f (x∗)∥∥∥2 Iter−1.998 −0.94744299609 0.0 1.2532436e − 8 12
−1.984 1.29458705937 0.0 2.829239e − 9 8
−1.981 0.14029000214 0.9651172079 7.713517e − 9 7
−1.966 −0.60940948955 −1.30709211869 2.856261e − 9 8
−0.985 −0.62503586823 1.02234028756 2.587515e − 9 8
0.594 0.59727860955 −1.04629434706 4.184286e − 9 58
0.605 0.59727860955 1.04629434706 4.184286e − 9 67
0.607 −0.62503586823 −1.02234028756 2.587515e − 9 76
0.608 0.94247713121 −0.48802881659 3.941971e − 9 14
0.693 0.57587623342 0.0 8.323006e − 9 12
0.716 0.94247713121 0.48802881659 3.941971e − 9 21
0.718 0.14029000214 −0.9651172079 7.713517e − 9 21
0.719 −0.60940948955 1.30709211869 2.856261e − 9 34
0.721 −0.7484777552 −0.49816682301 8.176682e − 9 20
0.723 −0.7484777552 0.49816682301 8.176682e − 9 35
3) Selected function:
f (x) = −80.31x−16.6 + 23.09x−15.6 − 97.46x−14.6 + 23.48x−13.6
−62.86x−12.6 + 37.73x−11.6 + 34.13x−10.6 + 42.53x−9.6
+22.3x−8.6 − 84.09x−7.6 + 79.9x−6.6 − 29.6x−5.6
+29.5x−4.6 + 26.53x−3.6 + 70.36x−2.6
+0.10x−1.6 − 29.51x−0.6,
roots x∗ obtained with the F N-R method for a fixed
initial condition x0 = 3 and different orders α from the
derivative
a) Without Aitken’s method
α Re(x∗) Im(x∗)
∥∥∥f (x∗)∥∥∥2 Iter−1.999 1.78790249204 0.0 8.7816e − 11 69
b) With Aitken’s method
α Re(x∗) Im(x∗)
∥∥∥f (x∗)∥∥∥2 Iter−0.479 1.78790249204 0.0 8.7816e − 11 17
−0.206 −1.70309088144 0.0 1.12335e − 10 6
0.781 0.99588623911 −0.0 6.954476e − 9 20
0.786 0.29114174411 0.98108339847 1.768938e − 9 18
0.789 −0.73018341997 −0.8984633263 9.07436e − 10 18
0.79 0.29114174411 −0.98108339847 1.768938e − 9 19
0.797 −0.73018341997 0.8984633263 9.07436e − 10 20
0.801 0.91360016595 0.5353777819 4.76606e − 9 19
0.817 −0.19114573939 0.84993065595 7.691287e − 9 14
0.826 0.91360016595 −0.5353777819 4.76606e − 9 20
0.830 −0.70635176672 −0.70592283068 3.790947e − 9 17
0.847 0.40143867566 0.75311752974 2.7306476e − 8 15
0.918 −0.19114573939 −0.84993065595 7.691287e − 9 18
0.928 0.40143867566 −0.75311752974 2.7306476e − 8 15
0.936 −0.70635176672 0.70592283068 3.790947e − 9 14
0.990 −1.03430848718 −0.0 4.063608e − 9 7
4) Selected function:
f (x) = sin(x)− 3
2x
,
roots x∗ obtained with the F N-R method for a fixed
initial condition x0 = 4.5 and different orders α from
the derivative
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a) Without Aitken’s method
α Re(x∗) Im(x∗)
∥∥∥f (x∗)∥∥∥2 Iter−1.307 6.51548968204 0.0 4.817e − 12 11
−0.595 1.50341194599 0.0 3.63e − 12 75
0.413 12.68489879671 0.0 4.766e − 12 34
0.703 18.92888307197 0.0 2.3e − 14 14
0.901 −1.50341194599 −0.0 3.63e − 12 28
0.981 −2.49727199831 0.0 1.503e − 12 12
0.997 −15.61173323793 −0.0 4.444e − 12 10
1.226 21.92267276051 0.0 7.1e − 13 23
1.39 37.7388691349 0.0 5.289e − 12 68
1.392 34.51404492821 0.0 2.794e − 12 39
1.395 25.19231842614 0.0 6.949e − 12 68
1.396 31.46361872288 0.0 5.013e − 12 55
1.4 28.221157212 0.0 2.91e − 12 10
1.462 15.61173323793 0.0 4.444e − 12 12
1.478 9.26211142508 0.0 2.943e − 12 14
1.935 2.49727199831 0.0 1.503e − 12 62
b) With Aitken’s method
α Re(x∗) Im(x∗)
∥∥∥f (x∗)∥∥∥2 Iter−1.999 21.92267276051 0.0 7.1e − 13 11
−1.998 12.68489879671 0.0 4.766e − 12 7
−1.993 6.51548968204 0.0 4.817e − 12 8
−1.978 1.50341194599 0.0 3.63e − 12 9
−1.974 −1.50341194599 0.0 3.63e − 12 7
−1.973 −2.49727199831 −0.0 1.503e − 12 9
−1.972 −9.26211142508 0.0 2.943e − 12 9
−1.971 −15.61173323793 0.0 4.444e − 12 11
−1.97 −25.19231842613 −0.0 3.058e − 12 10
−1.964 28.221157212 0.0 2.91e − 12 8
−1.962 18.92888307197 0.0 2.3e − 14 9
−1.955 15.61173323793 0.0 4.444e − 12 9
−1.945 25.19231842613 0.0 3.058e − 12 8
−1.944 −6.51548968204 −0.0 4.817e − 12 8
−1.943 9.26211142508 0.0 2.943e − 12 8
−1.942 −18.92888307197 0.0 2.3e − 14 9
−1.844 2.49727199831 0.0 1.503e − 12 10
−1.794 37.73886913491 0.0 4.711e − 12 20
−1.718 34.51404492821 0.0 2.794e − 12 12
−1.717 31.46361872287 0.0 4.992e − 12 8
−1.606 −34.51404492821 −0.0 2.794e − 12 37
−1.601 −31.46361872287 −0.0 4.992e − 12 12
−1.599 −28.221157212 0.0 2.91e − 12 7
−1.589 −21.92267276051 0.0 7.1e − 13 7
−1.555 −12.68489879671 −0.0 4.766e − 12 5
1.902 40.80393505153 0.0 1.984e − 12 84
6. Conclusions
Using the proposal that is exposed in this paper to obtain
the convergence of the F N-R method, allows us to under-
stand the reason for the large number of iterations that were
needed to obtain the results exposed in [3] considering that
in general the classical N-R method presents a quadratic
convergence.
Taking into account the results in this paper, it is noted the
great efficiency of the Aitken’s method to accelerate the con-
vergence of the F N-R method since it exposes the possibility
that the method is at least linearly convergent for the case in
which the order of the derivative α is different from one. So
in conjunction with the Aitken’s method it is concluded that
the F N-R method becomes efficient to calculate the majority
of the roots of a polynomial using only real initial conditions.
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