Abstract. Let F be a p-adic field and E/F be a quadratic extension. In this paper, we prove the local converse theorem for generic representations of U E/F (2, 2) if E/F is unramified or the residue characteristic of F is odd. Our method is purely local and analytic, and the same method also gives the local converse theorem for Sp 4 (F ) and Sp 4 (F ) if the residue characteristic of F is odd.
Introduction
Our proof of the local converse theorem is based on detailed analysis on the partial Bessel functions associated with Howe vectors. In [Ba1, Ba2] , E. M. Baruch proved local converse theorem for GSp 4 and U(2, 1) using Howe vectors. In [Zh2] , we proved the stability of the Rankin-Selberg gamma factors for Sp 2n and Sp 2n using Baruch's methods, and remarked that this method might be used to prove the local converse theorem for Sp 2n , Sp 2n and U(n, n) once we can extend a stability property of partial Bessel functions associated with Howe vectors (Theorem 3.11 of [Zh2] ) to the most general case. In this paper, we illustrate how to get such a local converse theorem in the small ranked case. In fact, in the case n = 2, the stability property of partial Bessel functions associated with Howe vectors can be checked directly because the Weyl group of U(2, 2) is small, see Proposition 2.5. We expect our method can be used to give local converse theorems for more general groups.
In this paper, we also construct a new local gamma factor γ ′ (s, π × η, ψ) for a generic representation π of U E/F (2, 2) and a quasi-character η of E × . This new gamma factor is defined by Hecke type local zeta integrals, which are easier to handle than the Shimura type integrals. This construction can be extended to the case U(n, n) × GL m when m < n. But it is not known whether this new local zeta integrals come from global zeta integrals. This paper is organized as follows. In §1, we review the definition of γ-factors for U E/F (2, 2) × GL k (E) with k ≤ 2 after [Ka] . In §2, we review the definition of Howe vectors and a stability property of Howe vectors. We constructed some sections of induced representations in §3 which will be used in the later calculation. In §4 and §5, we consider the gamma factors twisting by GL 1 and GL 2 and finish the proof of the local converse theorem when E/F is unramified. In §6, we construct a new gamma factor γ ′ (s, π × η, ψ) for a generic representation π of U(2, 2) and a quasi-character η of E × . We also show that this new gamma factor can replace the old gamma factor in the local converse theorem. In §7, we give a brief account of the proof of the local converse theorem in the case E/F is ramified and the residue characteristic of F is odd. In §7, we consider the local converse theorem for Sp 4 (F ) and Sp 4 (F ) when F is a local field with odd residue characteristic. We also explain that the local converse theorem for Sp 4 (F ) is in fact true without the assumption on F and the central character, based on the local Langlands correspondence for Sp 4 , [GT2] .
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Notations
Let E/F be a quadratic extension of local fields and let ǫ E/F be the local class field theory character of F × . Denote the nontrivial Galois action by x →x for x ∈ E. Let O E (resp. O F ) be the ring of integers of E (resp. F ), and let P E (resp. P F ) be the maximal idel of O E (resp. O F ). Let q E = |O E /P E | and q F = |O F /P F |. Let E 1 = {x ∈ E × : xx = 1}.
U(2, 2) and its subgroups. Let G = U E/F (2, 2) be the isometry group of the Hermitian form defined by
where 1 2 is the 2 × 2 identity matrix. Explicitly, G(F ) = g ∈ GL 4 (E) : gs tḡ = s.
When the field extension E/F is understood, we will ignore it from the notation, and write U(2, 2) instead of U E/F (2, 2). Let P = M N be the Siegel parabolic subgroups with Levi subgroup M (F ) = m(a) := a tā−1 , a ∈ GL 2 (E) , and unipotent subgroup
where Herm 2 (F ) = {x ∈ Mat 2×2 (E) : x = tx } . Let T be the maximal torus in M . A typical element of T is of the form t(a 1 , a 2 ) = diag(a 1 , a 2 ,ā −1
2 ) ∈ T with a 1 , a 2 ∈ E × . We also use the notation t(a) := t(a, 1), a ∈ E × .
Let U be the maximal unipotent subgroup defined by U = m(u)n : u = 1 x 1 ∈ GL 2 (E), n ∈ N .
Let Z be the center of G. Then Z = t(z, z), z ∈ E 1 ∼ = E 1 . Denote B = T U , a Borel subgroup of G.
From the isomorphism M ∼ = GL 2 (E), we view GL 2 (E) as a subgroup of G. In GL 2 (E), we denote B (2) = T (2) N (2) the upper triangular Borel subgroup with T (2) the torus and N (2) be the upper triangular unipotent subgroup.
Roots and Weyl group. The group G has two simple roots defined by α(t(a 1 , a 2 )) = a 1 /a 2 , β(t(a 1 , a 2 )) = a 2ā2 , a 1 , a 2 ∈ E × .
The positive roots are Σ + = {α, β, α + β, 2α + β}. Let s α be the simple reflection of α and s β be the simple reflection of β. The Weyl group W of G is {1, s α , s β , s α s β , s β s α , s α s β s α , s β s α s β , s α s β s α s β } .
We denote w 0 = (s α s β ) 2 , w 1 = s β s α s β , w 2 = s α s β s α .
For w ∈ W, we will fix a representativeẇ ∈ G of w bẏ
We have the relation s α (β) = 2α + β, s β (α) = α + β. For a root γ, let U γ be the one parameter subgroup associated to γ. Let x γ : F → U γ , or x γ : E → U γ be the corresponding isomorphism. For example,
1.1. Weil representations of U(1, 1). Let W be the 2-dimensional skew-Hermitian space with skew-Hermitian structure defined by
where w 1 , w 2 ∈ W are viewed as row vectors. Let G 1 = U(1, 1) = U(W ) be the isometry group of W , i.e.,
In the group G 1 , we will use the following notations:
Let M 1 be the subgroup of G 1 consisting elements of the form m 1 (a), a ∈ E × and N 1 be the subgroup of G 1 consisting elements of the form n 1 (x), x ∈ F . Let B 1 = M 1 N 1 , which is a Borel subgroup of G 1 .
The skew-Hermitian space W /E can be viewed as a symplectic space over F , with the symplectic form , W defined by tr E/F (( , ) W ). We then have an embedding G 1 → Sp(W ). Let µ be a character of E × such that µ| F × = ǫ E/F , then there is a splitting s µ : G 1 → Sp(W ), see [HKS] . Let H(W ) be the Heisenberg group associated to W . Explicitly, H(W ) = W ⊕ F with the product (written additively) defined by (w 1 , t 1 ) + (w 2 , t 2 ) = (w 1 + w 2 , t 1 + t 2 + 1 2 w 1 , w 2 W ), w 1 , w 2 ∈ W, t 1 , t 2 ∈ F.
, which is called the Fourier-Jacobi group associated to W in the literature, see [GGP] for example. Let ψ be an additive character of F , then we have a Weil representation ω ψ of the group Sp(W ) ⋉ H(W ), which can be realized on the space S(E). For a character µ of E × such that µ| F × = ǫ E/F , we then have a Weil representation ω µ,ψ of J W by the
We will view G 1 as a subgroup of G = U(2, 2) by the embedding
Let H be the subgroup of G consisting elements of the form
We can check that the map
defines an isomorphism, and
Thus we get a Weil representation ω µ,ψ of G 1 · H on S(E). The following formulas hold:
for φ ∈ S(E), ξ ∈ E, where ǫ ψ is certain Weil index (we don't need its precise definition here),
is the unique nontrivial Weyl element of G 1 and dy is the Haar measure on E such that this Fourier transform is self-dual.
1.2. Weil representations of U(2, 2). Let ψ be a nontrivial additive character of F , µ be a character of E × such that µ| F × = ǫ E/F as above. Let U(1) be the isometry group of the 1-dimensional Hermitian space E with the Hermitian form (x, y) =xy. Then we have a Weil representation ω µ,ψ of the pair G × U(1) on S(E 2 ), where E 2 = E ⊕ E. We have the familiar formulas:
where x = (x 1 , x 2 ) ∈ E 2 is viewed as a row vector and γ ψ is another Weil index. As a representation of G = U(2, 2), ω µ,ψ is not irreducible. Let χ be a character of E 1 , let S(E 2 , χ) be the subspace of S(E 2 ) such that Φ(zx) = χ(z)Φ(x) for all z ∈ U(1) and x ∈ E 2 . Then S(E 2 , χ) is invariant under the action of G. Denote this representation by ω µ,ψ,χ . Then ω µ,ψ,χ is an irreducible representation of G, and
1 denotes the dual group of E 1 .
1.3. Induced representation and intertwining operator. For a quasi-character η of E × , and a complex number s ∈ C, let η s be the character of E × defined by η s (a) = η(a)|a| s E . We consider the (normalized) induced representation Ind
There is an intertwining operator M (s) : Ind
where η * = w 1 η =η −1 . It is well-known that the intertwining operator M (s) is well-defined for Re(s) >> 0 and can be meromorphically continued to all s ∈ C.
Let (τ, V τ ) be an irreducible smooth representation of GL 2 (E), we consider the induced representation I(s, τ ) = Ind
). We now fix a nontrivial additive character ψ E of E such that ψ E | F = 1. For example, we can take a nontrivial additive character ψ of F and a pure imaginary element e ∈ E, and then define ψ E (x) = ψ(tr(ex)). Given such a character ψ E of E, which is also viewed as a character of the unipotent subgroup N (2) of GL 2 (E), we fix a Whittaker functional λ ∈ Hom N (2) (τ, ψ E ). For a section ξ s : G → V τ , we consider the C-valued function f ξs (g) on G defined by f ξs (g) = λ(ξ s (g)). Note that, ξ s satisfies the relation
Thus we get
Recall that w 1 = s β s α s β , which is the unique element in W such that w 1 (α) is positive and simple and w 1 (β) < 0. We view τ as a representation of M and define a representation τ * :=ẇ 1 τ of M on the same space V τ by conjugation of w 1 , i.e.,
where
and by our choice of ψ E , we have ψ E (x) = ψ E (−x). Thus the fixed Whittaker functional λ : V τ → C ψE for τ gives a ψ E Whittaker functional for τ * , i.e., λ ∈ Hom N (2) (τ * , ψ E ).
We consider the normalized induced representation I(1 − s, τ
, we can define fξ 1−s similar as above and we also have
Consider the standard intertwining operator
which is absolutely convergent for Re(s) >> 0 and can be meromorphically continued to all s ∈ C.
1.4. The local zeta integral and gamma factor. For g ∈ G, we denote j(g) = s α gs α . We fix a nontrivial additive character ψ (resp. ψ E ) of F (resp. E) such that ψ E | F = 1 and define a character ψ U of U by
Let π be an irreducible smooth ψ U -generic representation of G, and let W(π, ψ U ) be the space of ψ U Whittaker functions on π. Let η be a quasi-character of E × , and τ be an irreducible smooth representation of GL 2 (E).
For W ∈ W(π, ψ U ), φ 1 ∈ S(E), φ 2 ∈ S(E 2 ), f s ∈ I(s, η), ξ s ∈ I(s, τ ), we consider the following integrals
and
where e 2 is the row vector (0, 1) ∈ E 2 and f ξs is defined in the previous section. It is easy to see the above integrals are well-defined formally. Using a standard estimate of the Whittaker function W , one can show that the above integrals are absolutely convergent when Re(s) >> 0 and in fact define rational functions of q −s E . We omit the details. Similar proof for other groups can be found elsewhere, say [JPSS, C] in the GL n × GL m case, and [GRS1, GRS2] in the symplectic group case. Remark 1.1. The above local zeta integrals were first studied by Gelbart and Piatetski-Shapiro in the case Sp 2n × GL n and U(n, n) × Res E/F (GL n ) in [GPS] . In the symplectic group case, Ginzburg, Rallis and Soudry ([GRS1, GRS2] ) extended the construction to the case Sp 2n × GL m for general m.
Proof. The local functional equation follows from the uniqueness of the Fourier-Jacobi models, [GGP, Su] . See [Ka] for some details of the proof in the Sp 2n case.
Howe vectors
In the following sections, we will follow Baruch's method given in [Ba1, Ba2] , to give a proof of the local converse theorem for generic representations of U(2, 2) = U E/F (2, 2) when E/F is unramified.
One main tool of Baruch's method is Howe vectors, which are used to define partial Bessel functions. In this section, we give a review of the Howe vectors in our case following [Ba1, Ba2] .
From this section till the end of §5, we assume the quadratic extension E/F is unramified.
2.1. Howe vectors. Let p F be a uniformizer of F , which also can be viewed as a uniformizer of E since E/F is unramified. Let ψ (resp. ψ E ) be an unramified additive character of F (resp. E). As in §1, we require that ψ E is trivial on F . From these data, we have defined a character ψ U of U .
For a positive integer m, we consider the congruence subgroup
It is easy to see that τ m is indeed a character on
We define a character
Now let (π, V π ) be a ψ U -generic irreducible smooth representation of G = U(2, 2). We fix a Whittaker functional for π and thus for v ∈ V π , there is an associated Whittaker function
Lemma 2.1. We have
Proof. The proof is given in [Ba1] in the general case. Although [Ba1] is not published, the proof in the general case is in fact the same as the U(2, 1) case, which can be found in [Ba2] .
From Lemma 2.1 (2), we have
The vectors {v m } m≥C are called Howe vectors and W vm are the associated partial Bessel functions.
Thus by Lemma 2.1 or Eq.(2.1), we have
Since this is true for all
and ψ E is unramified, we get α(t) − 1 ∈ P m E , or α(t) ∈ 1 + P m E . A similar argument shows that β(t) ∈ 1 + P m F . This proves (1).
(2) Note that w which is given in the condition sends a simple root γ to a positive non-simple root w(γ). In fact, we have s α (β) = 2α + β, s β (α) = α + β, s α s β (α) = α + β and s β s α (β) = 2α + β. Take r such that x γ (r) ∈ U m , by Eq.(2.1), we have
We can take r such that ψ U (r) = 1. Thus W vm (tw) = 0.
Corollary 2.3. For m ≥ C, and t = t(a 1 , a 2 ) ∈ T , if W vm (t) = 0, then a 1 /a 2 ∈ 1 + P m E , and a 2 ∈ E 1 (1 + P m E ). Proof. By Lemma 2.2, we have a 1 /a 2 = α(t) ∈ 1 + P m E and a 2ā2 ∈ 1 + P m F . Since E/F is unramified, we have Nm E/F (1 + P m E ) = 1 + P m F , see Chapter V, §2 of [Se] . Since Nm(a 2 ) = a 2ā2 ∈ 1 + P m F , there exists a b ∈ 1 + P m E such that bb = a 2ā2 . It is clear that a 2 /b ∈ E 1 , and thus a 2 ∈ E 1 (1 + P m E ). We fix the following notations:
Proof. For b ∈ B, we can write
2.2. A stability property of the Whittaker functions associated with Howe vectors. We recall the Bruhat order on the Weyl group W, see [Hu] for example. An element w ∈ W can be written as a product of simple roots in a minimal length, say w = s γ1 . . . s γ l with l = length(w). We say w ′ ≤ w if w ′ can be written as a product of sub-expression, i.e.,
This definition is independent of the choice of the minimal expression of w. We say w
be a sequence of integers with a 0 = 0 and a t ≥ t + a t−1 for all t with 1 ≤ t ≤ l(w). Let m be an integer such that m ≥ 4 a l(w) C.
(
for all g ∈ BwB.
Remark: We can take the sequence a t = t 2 as in [Ba1] . We can also take the sequence a 0 = 0, a 1 = 1, a 2 = 3, a 3 = 6 and a 4 = 10 in our case.
Proof. This is essentially Lemma 6.2.6 of [Ba1] . Since [Ba1] is not published, we explain more about the proof. For w ≤ w 2 = s α s β s α , Proposition 2.5 is proved in a more general setting in Theorem 3.11 [Zh2] , which in fact justified an ambiguity in the original proof in Lemma 6.2.6 of [Ba1] . Now we consider the case when w = w 1 = s β s α s β , and w = w 0 = (s α s β ) 2 . We order the set Σ − by height, i.e., we denote γ 1 = α, γ 2 = β, γ 3 = α + β, γ 4 = 2α + β. Here the order of α and β are not important.
From the proof of Theorem 3.11 [Zh2] , to prove our proposition for w = w 0 or w 1 , it suffices to check the following Claim ( * ):
Claim ( * ): Suppose that w = w 1 or w 0 . Given g = twx γt (r k ) . . . x γi (r i ) ∈ G with t ∈ T, r i = 0, and w(γ i ) < 0, where the subscript of γ is decreasing, i.e.,
′ B for some w ′ < w. To prove this Claim, we need to use the Chevalley relation x γi (r i )x −γi (−1/r i ) ∈ s γi B, where s γi is the reflection associated with γ i . For this relation, see [St] .
We will check Claim ( * ) case by case. First suppose that i = 1 or 2, so that α i is simple. Then by the above Chevalley relation, we have
Using the relation s
Since s γi (γ j ) > 0, we get x sγ i (γj ) (r j ) ∈ U , and thus
Now the assertion follows since w ′ = ws γi < w by the assumption w(γ i ) < 0. Next we consider the case i = 3, so that g = twx 2α+β (r 4 )x α+β (r 3 ). We can check that s α+β = s β s α s β = w 1 . Using the above Chevalley relation, we can get
Note that w 1 = w −1 1 and w 1 U 2α+β w 1 = U w1(2α+β) = U −β ⊂ Bs β B, thus we get gx −(α+β) (−1/r 3 ) ∈ Bww 1 Bs β B.
If w = w 1 , then gx −(α+β) (−1/r 3 ) ∈ Bw ′ B with w ′ = s β < w 1 . If w = w 0 , then ww 1 = s α , and thus gx −(α+β) (−1/r 3 ) ∈ Bs α Bs β B = Bs α s β B. The assertion follows with w ′ = s α s β < w 0 . Finally we consider the case i = 4, so that g = twx 2α+β (r 4 ). We have s 2α+β = s α s β s α = w 2 . Thus from the Chevalley relation, we get
It suffices to check that w ′ = ww 2 < w. In fact, we have w 1 w 2 = s α s β < w 1 , and w 0 w 2 = s β < w 0 . The proof of Claim ( * ) and hence the proposition is complete.
As a direct consequence of Proposition 2.5, Lemma 2.2 (2) and Corollary 2.4, we have the following Corollary 2.6. Let a t be a sequence as in Proposition 2.5. Then
(1) if w = 1, s α , s β , s α s β , s β s α , we have
for all g ∈ BwB and m ≥ 4 a l(w) C; (2) if w = w 1 , w 2 , we have
a l(w) C and all t ∈ T .
Induced representations and intertwining operator
In this section, we will construct some sections in the induced representations I(s, η) and I(s, τ ) for a given quasi-character η of E × and an irreducible smooth representation τ of GL 2 (E). Since the construction for sections in I(s, η) is quite similar in the case I(s, τ ) and the proof is easier, we only write down the statement and the proof in the case I(s, τ ).
LetN be the opposite of N , i.e.,N consists of matrices of the form
Recall that N (2) is the unipotent subgroup of GL 2 (E), and under the embedding
Lemma 3.1.
(1) For any positive integer c, there exists an integer i 1 = i 1 (X, c) such that for all i ≥ i 1 , x ∈ X andn ∈ A(x, i), we can writê
In the GL n case, this is Lemma 4.1 of [Ba1] . The proof in our case is similar.
Proof. Since X is compact, there is a constant D X such that |x l,j | < D X , for all x = n((x l,j )) ∈ X ⊂ N . For x ∈ X,n ∈ A(x, i), we assume thatnx = pŷ −1 with p ∈ P,ŷ −1 ∈N i . We havê
On the other hand, if we assume x = n(x 0 ),ŷ =n(ŷ 0 ) with x 0 ,ŷ 0 ∈ Herm 2 (F ), then we have
Since the entries of x 0 are bounded, and entries ofŷ 0 go to zero as i → ∞. Thus for any positive integer c, we can take i 1 = i 1 (X, c) such that if i ≥ i 1 , we have
c . Thus (1) follows.
To prove (2), we writeb = (b jk ), x 0 = (x jk ) andŷ 0 = (ŷ jk ), j, k = 1, 2. By Cramer's rule, we have
Fromb =ŷ 0 (1 + x 0ŷ0 ) −1 , we can solve that
We have det(ŷ 0 ) ∈ P 10i E . We can choose i 2 = i 2 (X) large enough such that for i ≥ i 2 , we have q
E , i ≥ i 2 , for all j, k = 1, 2. Now we take i 0 (X) = max {i 2 (X), i 1 (X, 1)}. Then for i ≥ i 0 (X), we have det(1 + x 0ŷ0 ) ∈ 1 + P E ⊂ O × E . From Eq. (3.1) and Eq. (3.3), we get
Thusn −1 =n(b) ∈N i , and hencen ∈N i . This shows A(x, i) ⊂N i . To show every elementŷ ∈N i is contained in A(x, i) for i large enough. As above, we writê y =n(ŷ 0 ) and x = n(x 0 ). We first notice that, for i large enough, we can assume det(1 +ŷ 0 x 0 ) = 0. From this, it is easy to check thatŷx ∈ PN , and thus we can writeŷx = pn for p ∈ P,n ∈N . A similar argument as above will show thatn ∈N i for i large. In fact, we only have to switch the role ofŷ andn in the above argument. Thusŷ ∈ A(x, i) for i large. This finishes the proof of (2).
For i > 0 and a vector ǫ ∈ V τ , we consider a function ξ
s (g), where δ P is the modulus character of the Siegel parabolic subgroup P . We need to check that for i large enough, there is an open compact subgroup 
We take H i,ǫ = K 7i . We have the decomposition
by an explicit calculation. From this we can check that g ∈ PN i if and only if gm(a 0 ) ∈ PN i . Moreover,
s (nm(a)n), where we used i > c and hence τ (a 0 )ǫ = ǫ for a 0 ∈ K (2) 7i . Next, we assume that h ∈ N ∩ K 7i ⊂ N ∩ K c . By the above lemma and our assumption, we have
In particular, forn ∈N i , we havenh ∈ P ·N i andnh −1 ∈ P ·N i . Thus g ∈ PN i if and only if gh ∈ PN i . Moreover, by Lemma 3.1 (1), we havenh = n 0 m(a 0 )n 0 with a 0 ∈ K (2) c , then we have ξ Let X be an open compact subgroup of N , we evaluateξ atẇ 1 x for x ∈ X.
Proposition 3.3. There is an integer I = I(X, ǫ) such that for i ≥ I, we haveξ
Proof. We haveξ
Again, let c be a positive integer such that ǫ is fixed by τ (K 
c , we have τ (a)ǫ = ǫ and | det(a)| = 1, we have
otherwise. (2) ǫ (a), i > I(X, ǫ), x ∈ X. HereW (2) denotes the Whittaker function for the representation τ * = w 1 τ of M ∼ = GL 2 (E), see §1.
Twisting by characters of E ×
We keep the notations of §2. In particular, E/F is unramified, ψ is an unramified additive character of F , π, π ′ are two ψ U -generic irreducible smooth representations of Sp 4 (F ) with the same central character. We also fixed v ∈ V π , v ′ ∈ V π ′ and a positive integer
for all t ∈ T, m ≥ 4 6 C. Recall that w 2 = s α s β s α .
Proof. An almost identical argument as the proof of Theorem 4.4 of [Zh2] will give us the following 9 C, where we used the sequence a t = t 2 in Proposition 2.5. It is easy to see that this is true for k = 4 6 C by choosing the sequence a 0 = 0, a 1 = 1, a 2 = 3, a 3 = 6 and a 4 = 10. By the assumption on γ-factors and Eq(4.1), we have
for any quasi-character η of F × . By the inverse Mellin transformation, we get
From this, we can prove
(tẇ 2 ) for all t = t(a, b) as follows. Take r ∈ P −k F , so that x β (r) ∈ U k . From Eq.(2.1) and the relation
Thus we get b = eb 1 with b 1 ∈ 1 + P k E and e ∈ E 1 (see the proof of Corollary 2.3). Thus we can write t = et(a 1 )t 1 , with a 1 = ea and t 1 = t(1, b 1 ). Since
, by Eq.(2.1). Here ω π is the central character of π. Since π and π ′ have the same central character,
(tẇ 2 ) for all t ∈ T . By Lemma 2.1 (3) and Proposition 2.5, it is easy to check that
This concludes the proof.
Proposition 4.2. Suppose that γ(s, π × µη, ψ) = γ(s, π ′ × µη, ψ) for all quasi-characters η of F × . Then for m ≥ 4 9 C, a ∈ GL 2 (E) and n ∈ N − N m , we have
Proof. The proof is similar to the proof of Theorem 3.11 of [Zh2] and the method is due to Baruch, [Ba1] . We give the details here. By Corollary 2.6, we have 
B and k ≥ 4 6 C. For n ∈ N , we can write n = x 2α+β (r 3 )x α+β (r 2 )x β (r 1 ) for r 1 , r 3 ∈ F, r 2 ∈ E. Denote γ 3 = 2α + β, γ 2 = α + β, γ 1 = β. Let j (1 ≤ j ≤ 3) be the first index such that x γj (r j ) / ∈ N m . Then it suffices to show that
Take an integer k such that 3k ≤ m < 4k. By Lemma 2.1 (3), we have
There is a similar formula for W v ′ m , and thus it suffices to show that
see [St] , Chapter 3, relation (R2) above Lemma 21, we get
with r ′ j = r j . Since N is abelian, we get
In particular, we have |r j | = |r j | since x γj (r j ) / ∈ N m and x γj (s j ) ∈ N m . Since w 1 (α) = α, we can write m(a)ẇ 1 x γ3 (r 3 ) . . . x γj (r j )u = m(a 1 )ẇ 1 x γ3 (r 3 ) . . . x γ1 (r 1 ), for some a 1 ∈ GL 2 (E).
We first show Eq.(4.2) under the assumption x γj−1 (r j−1 ) . . . x γ1 (r 1 ) ∈ N k . Under this assumption, it suffices to show that
by Eq.(2.1). Since x γj (r j ) / ∈ N m , we have r j / ∈ P −(2ht(γj )−1)m , see the structure of H m given in §2, and thus −1/r j ∈ P (2ht(γj )−1)m ⊂ P 2(ht(γj )+1)k since m ≥ 3k. We then get x −γj (−1/r j ) ∈ J k . Since |r j | = |r j |, we have x −γj (−1/r j ) ∈ H k too. By Eq.(2.1), we have
There is a similar relation for W v ′ k . Thus it suffices to show Claim ( * ): m(a 1 )ẇ 1 x γ3 (r 3 ) . . . x γj (r j )x −γj (−1/r j ) ∈ BwB for some w ∈ W − {w 0 , w 1 }. We will check Claim ( * ) case by case. We need to use the following Chevalley relation
where s γ is the reflection defined by the root γ (not necessarily simple), see (R3) Chapter 3 of [St] .
If j = 1, we have γ 1 = β and thus
Since
Since Bs α Bs β s α B = Bs α s β s α B by Lemma 25 of [St] , the assertion follows. Next, we consider the case j = 2. In this case s γ2 = s α+β = w 1 , and thus
The assertion follows. Finally, we check Claim ( * ) when j = 3. In this case s γ3 = s 2α+β = s α s β s α = w 2 . Thus
It is easy to check that w 1 w 2 = s α s β and M s α s β B ⊂ Bs β B ∪ Bs α s β B. Thus the assertion follows. The proof of Claim ( * ) and hence the Proposition is finished if x γj−1 (r j−1 ) . . . x γ1 (r 1 ) ∈ N k . Otherwise, there will be an integer i with 1
We just repeat the above process by taking an integer k 1 such that 3k 1 ≤ k < 4k 1 and then reduce everything to W v k 1 . This process stops after at most 3 steps, and in each step we get a integer k t which satisfies
The proof is complete.
Twisting by representations of GL 2 (E)
We will fix our notation as in §2. In particular, E/F is an unramified extension of p-adic fields.
5.1. Howe vectors for Weil representations. Let µ be a character of E × such that µ| F × = ǫ E/F and hence we have the Weil representation ω µ,ψ −1 of U(2, 2)(F ) on S(E 2 ). Recall that ψ is an unramified character of F . Given an integer m, we consider the function Φ m ∈ S(E 2 ) defined by
where for a subset A ⊂ E, Char A denotes the characteristic function of A.
Proposition 5.1.
(1) For n ∈ N m , we have
Proof.
(1) For n = n(b) ∈ N m , we have
Write x = (x 1 , x 2 ) and b = (b ij ), then
(2) Forn ∈N m , we can writen =ẇ
A similar argument as above shows that Φ ′ is fixed by n(b), and thus
This completes the proof.
Lemma 5.2. Let m be a positive integer. For a = a 11 a 12 a 21 a 22 ∈ GL 2 (E) with |a 22 | ≤ q m E and
Proof. We have
Here we used ψ(tr(a 21ȳ1 )) = 1 for a 21 ∈ P −3m E , y 1 ∈ P 3m E and ψ(tr E/F (a 22ȳ2 )) = ψ(tr E/F (a 22 )) for a 22 ∈ P −m E , y 2 ∈ 1 + P m E . 5.2. Twisting by GL 2 . Before we go to the proof of the local converse theorem, we recall the following result of Jacquet-Shalika.
Let φ be a smooth complex valued function on GL 2 (E) such that φ(ug) = ψ
Proposition 5.3 (Jacquet-Shalika). Suppose that for each integer m, the set g ∈ GL 2 (E) such that | det(g)| = q m E and φ(g) = 0 is contained in a compact set modulo N (2) . Let
and assume that this integral converges absolutely in some half plane for every irreducible representation τ and every
(2) and all s when it is absolutely convergent, then φ(a) ≡ 0. This is a corollary of Lemma 3.2 in [JS] . For an argument that Lemma 3.2 in [JS] implies the present form of Proposition 5.1, one can see Corollary 2.1 of [Ch] , for example.
We are back to the notation of §2. Let us repeat part of them to avoid ambiguity. We are given an unramified character ψ of F and and an unramified character ψ E of E such that ψ E | F is trivial. From them, we defined a character ψ U of U such that ψ U | Uα = ψ −1 E and ψ U | U β = ψ. We are given two ψ U -generic representations π and π ′ of G = U(2, 2) such that ω π = ω π ′ . For a vector v ∈ V π with W v (1) = 1, and an integer m > 0, we defined the Howe vector v m . Similarly, we have v
where b = a 12ā12 r a 12ā22 r a 22ā12 r a 22ā22 r .
If W vm (m(a)w 1 ) = 0, we get ψ(a 22ā22 r) = 1 for all r ∈ P 7m F . Thus a 22ā22 ∈ P −7m F . Thus
For the second part, we take r ∈ P 3m F , we have the relation m(a)w 1 x −β (r) = m(a)x 2α+β (r)w 1 = n(b)m(a)w 1 , with b = a 11ā11 r a 11ā21 r a 21ā12 r a 21ā21 r .
Since x −β (r) ∈ J m , we have
If W vm (m(a)w 1 ) = 0, we get ψ(a 21ā21 r) = 1 for all r ∈ P 3m F , thus a 21ā21 ∈ P
(2) From the Iwasawa decomposition of GL 2 , it suffices to show that the set (a 1 , a 2 ) )ẇ 1 ) = 0 is compact. Take r ∈ O E , we have x α (−r) ∈ H m and ψ U (x α (r)) = 1. Write t = t(a 1 , a 2 ). From the relation
which is clearly compact.
Proposition 5.5. Let µ be a fixed character such that µ|
then we have
for all t ∈ T , m ≥ 4 9 C and w = w 1 or w = w 0 .
Proof. The proof is quite similar to the proof of Proposition 4.1. Let m = 4 9 C and let k = 3m 2 > m. We have defined Φ k ∈ S(E 2 ). For simplicity, we will write ω µ,ψ −1 as ω.
For a vector ǫ ∈ V τ , we take an integer i such that i ≥ max {k = 3m/2, i 2 (ǫ), I(N m , ǫ)} see 
Thus forn ∈N i , we have W (gn) = W (g) and ω(n)Φ k = Φ k by Lemma 2.1 and Proposition 5.1. Thus we have
where E 1 embeds into T (2) ⊂ GL 2 (E) diagonally. Since M ⊂ B ∪Bs α B, and we have showed that W vm (g) = W v ′ m (g) for g ∈ B ∪Bs α B in Corollary 2.6, we get
Next, we compute the integral Ψ(W,ξ
We will take this integral on the open dense set U \ N M w 1 N of U \ G.
see Proposition 3.3 and Eq.(3.5).
For n ∈ N m ⊂ N k , by Lemma 2.1 and Proposition 5.1 (2), we have
Thus the term Eq.(5.3) becomes
By assumption (1) 
By Eq.(5.2), Eq.(5.5) and the local functional equation, we get
, which is independent of i. By our assumption on γ-factors, we have
By Proposition 5.3 and Lemma 5.4 (2), we get
For t = t(a 1 , a 2 ) ∈ T , we have
By Lemma 5.2, for |a 2 | ≤ q 3k E , we have ω(tẇ 1 )Φ k (e 2 ) = 0. By Eq.(5.7), we get
Since 3k > 7m/2, by Eq.(5.8) and Eq.(5.9), we get
On the other hand, we have
By Eq.(5.7), we get From Eq.(5.10) and Eq.(5.11), we get
Thus we proved
9 L. The same is true for m ≥ 4 9 L by Lemma 2.1 (3) and Proposition 2.5. This finishes the proof.
Theorem 5.6 (Local Converse Theorem for U E/F (2, 2) when E/F is unramified). Assume E/F is unramified. Let π, π ′ be two ψ U -generic irreducible smooth representations of U E/F (2, 2) with the same central character. If
for all quasi-character η of E × and all irreducible smooth representation τ of GL 2 (E), then π ∼ = π ′ .
Proof. If ψ U is unramified, by Proposition 5.5 and Proposition 2.5, we get
for all g ∈ G. Thus π ∼ = π ′ by the uniqueness of the Whittaker functional. If ψ U is not unramified, it suffices to modify the above proof a little bit. 6. A new local zeta integral for U(2, 2) × Res E/F (GL(1))
The local zeta integral for U(2, 2) × Res E/F (GL 1 ) we considered in §1 is the analogue of the Sp(n) × GL m case developed by Ginzburg, Rallis and Soudry in [GRS1, GRS2] , which comes from a global zeta integral.
In this section, we consider a new local zeta integral for U(2, 2) × Res E/F (GL 1 ) in the generic case and prove the local functional equation and hence the existence of the γ-factors. We also prove that this new gamma factor can be used to obtain the local converse theorem. The advantage of the new local zeta integral is that it does not involve the Weil representation so that it is simpler than the old one. But it is not clear if the new local zeta integral comes from a global zeta integral. 6.1. A new local zeta integral for U(2, 2) × Res E/F (GL 1 ) and the local functional equation. Let F be a p-adic field, E/F be a quadratic field extension. Let G = U(2, 2)(F ) and π be an irreducible admissible smooth representation of G. Let ψ (resp. ψ E ) be a fixed nontrivial additive character of F (resp. E). We require that ψ E | F is trivial. We define a generic character ψ U on U as before, i.e., ψ U | Uα = ψ E and ψ U | U β = ψ.
We assume π is ψ U -generic. Let W(π, ψ) be the set of Whittaker functions of π. For W ∈ W(π, ψ), and a quasi-character η of E × , we consider the integral
Recall that t(a) = m(diag(a, 1)). From a standard estimate, we can show that Ψ(s, W, η) is absolutely convergent when Re(s) >> 0 and defines a rational function of q
We consider the integral
where η * (a) = η(ā −1 ). Similarly, one can show that Ψ(1 − s, W , η −1 ) is absolutely convergent for Re(s) << 0 and defines a meromorphic function of q −s E . Consider the linear form W → B(W ) = Ψ(1 − s, W, η * ) on W(π, ψ U ).
Lemma 6.1. Let ψ N be the character of N defined by ψ N = ψ U | N . Then we have
Proof. This follows from a straightforward matrix calculation, and we omit the details.
Proposition 6.2. Except for finite number of q −s , up to a scaler there is at most one linear func-
Proof. The first condition says that A ∈ Hom C (π N.ψN , C). The twisted Jacquet module π N,ψN defines a representation of the mirabolic subgroup P (2) 2 ⊂ GL 2 ∼ = M , where
The second condition says that
where T (2) = {diag(a, 1)} ⊂ GL 2 (E). As before, let N (2) be the unipotent subgroup of P
2 . As a representation of P (2) 2 , we have the exact sequence 0 → ind
Note that (π N,ψN ) N2,ψE ∼ = π U,ψU has dimension 1 by the uniqueness of Whitaker functionals, and (π N,ψN ) N2 has finite dimension by the following proposition, Proposition 6.3. The above sequence is equivalent to (6.2) 0 → ind
In the proof of the local functional equation for local zeta integral of GL 2 (E) in [JL] , JacquetLanglands showed that Hom T (2) (ind
has dimension 1. Since (π N,ψN ) N (2) has finite dimension, after excluding finite number of q −s E , we have dim Hom T2 (π N,ψN , η −1 | | −s+3/2 ) ≤ 1 by the exact sequence (6.2).
Proposition 6.3 (Kazhdan). Let (π, V ) be an irreducible smooth representation of G, and θ be the character on U defined by
Then the twisted Jacquet module V U,θ has finite dimension.
In the GL n case, this is a Theorem of Kazhdan, [BZ] Theorem 5.21. The proof in our case is similar and we omit the details.
Corollary 6.4. There is a meromorphic function γ ′ (s, π, η) such that
Proof. Consider the linear functional W → A(W ) = Ψ(s, W, η) on W(π, ψ U ). It is clear that
Now assertion follows from Lemma 6.1 and Proposition 6.2.
6.2. Proof of the local converse theorem using the new γ-factor. Now we are going to prove the local converse theorem using the new gamma factor γ ′ (s, π × η, ψ). We recall our notations in §2. We assume E/F is unramified and we are given two ψ U -generic representation π, π ′ of G = U(2, 2)(F ) with the same central character. For v ∈ V π , (resp v ′ ∈ V π ′ ) with W v (1) (resp. W v ′ (1) = 1), we have defined Howe vectors v m (resp. v 1 , a 2 ) ) from Lemma 2.1 (2) or Eq.(2.1). This is the reason that we need to exclude the case p = 2.
With slightly modification, one can check easily that the proof of the local converse theorem goes through. We omit the details. 7.2. Local converse theorem for Sp 4 (F ) and Sp 4 (F ). The gamma factors for generic irreducible smooth representations (resp. genuine generic irreducible smooth representations) of Sp 4 (F ) (resp. Sp 4 (F )) are studied in [Ka] . The local zeta integrals in these cases are defined in the same manner as the U E/F (2, 2) case as we considered before. Thus, with similar argument, we can obtain the local converse theorem in these cases, i.e., we have Theorem 7.4. Let F be a p-adic local field with odd residue characteristic. Let π, π ′ be two ψ Ugeneric irreducible smooth representations (resp. genuine ψ U -generic irreducible smooth representations of ) Sp 4 (F ) (resp. Sp 4 (F )) with the same central character. If γ(s, π × η, ψ) = γ(s, π ′ × η, ψ), and γ(s, π × τ, ψ) = γ(s, π ′ × τ, ψ), for all quasi-characters η of F × and all irreducible smooth representations of GL 2 (F ), then π ∼ = π ′ .
Remark 7.5. We remark that, using the local Langlands conjecture for Sp 4 (F ) which is now known by the work of Gan-Takeda [GT1, GT2] , and the recently proved Jacquet's conjecture for local converse theorem for GL 5 [ALSX, JLiu, Chai] , the local converse theorem for Sp 4 (F ) is now known without any restriction on F and the central character. In fact, given an arbitrary p-adic field F , suppose that we have two ψ U -generic irreducible representations π, π ′ of Sp 4 (F ) such that γ(s, π × η, ψ) = γ(s, π ′ × η, ψ), and γ(s, π × τ, ψ) = γ(s, π ′ × τ, ψ), for all quasi-characters η of F × and all irreducible smooth representations τ of GL 2 (F ). Using the local Langlands correspondence for Sp 4 , we get two Langlands parameters φ, φ ′ : W D(F ) → SO 5 (C) ⊂ GL 5 (C) . Now apply the local Langlands correspondence for GL n [HT, He] , we get two irreducible representations σ, σ ′ of GL 5 (C). In each step π → φ → σ, the gamma factors are preserved. Thus we get γ(s, σ × η, ψ) = γ(s, σ ′ × η, ψ), and γ(s, σ × τ, ψ) = γ(s, σ ′ × τ, ψ), for all quasi-characters η of F × and all irreducible smooth representations τ of GL 2 (F ). From the Jacquet's conjecture for the local converse problem for p-adic GL n , which is recently proved for prime n in [ALSX] and for general n in [JLiu, Chai] , we get σ ∼ = σ ′ . Since the local Langlands correspondence for GL n is bijective, we get φ = φ ′ (up to equivalence). Thus we get π and π ′ are in the same L-packet, say Π ϕ . In [GT2] , it is shown that in each L-packet, there is at most one ψ U -generic representation. Thus we get π ∼ = π ′ .
