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ABSTRACT 
The School of Electrical and Electronic Systems Engi- 
neering of Queensland University of Technology (like many 
other universities around the world) has recognised the im- 
portance of complementing the teaching of signal processing 
with computer based experiments. A laboratory has been 
developed to provide a “hands-on” approach to the teach- 
ing of signal processing techniques. The motivation for the 
development of this laboratory was the cliche “What I hear 
I remember but what I do I understand”. The laboratory 
has been named as the “Signal Computing and Real-time 
DSP Laboratory” and provides practical training to approx- 
imately 150 final year undergraduate students each year. 
The paper describes the novel features of the laboratory, 
techniques used in the laboratory based teaching, interest- 
ing aspects of the experiments that have been developed 
and student evaluation of the teaching techniques. 
1. INTRODUCTION 
The School of Electrical and Electronic Systems Engineer- 
ing of Queensland University of Technology offers single and 
double degree Bachelors programs in Electrical and Com- 
puter Engineering. These programs have a significant com- 
ponent of signal processing. The students study 3 subjects 
in signal processing: 
1. Signals and Linear Systems - 2nd year. 
2. Signal Processing - 3rd year. 
3. Digital Signal Processing - 4th year 
These subjects have a strong mathematical content pro- 
viding plenty of intuition about the mathematical proper- 
ties of algorithms but little about applications. A fourth 
subject to the above list has been added recently. The aims 
of this subject are to complement the theory with com- 
puter based experiments and demonstrate the concepts of 
signal processing through applications. The subject has 
been named “Signal Computing and Real Time DSP” and 
is intensively laboratory based. A new laboratory has been 
specifically developed for this subject to provide a “hands- 
on” approach to the teaching of signal processing tech- 
niques. The motivation for the development of this lab- 
oratory was the cliche “What I hear I remember but what I 
do I understand”. The laboratory provides practical train- 
ing to approximately 150 final year undergraduate students 
each year. 
One of the unique features of this laboratory is that the 
basic Digital Signal Processing techniques are taught using 
real world signals such as speech and images. This makes 
the experiments interesting to the students. 
2. SUBJECT STRUCTURE 
The subject Signal Computing and Real-time DSP is di- 
vided into 3 modules and each module has a number of 
experiments which are performed in the laboratory. For 
each module five lectures of 90 minutes duration were given 
to introduce the module and fill in concepts that were not 
covered in the three signal processing subjects. The labo- 
ratory consists of a number of PC486 based work stations. 
The 3 modules consist of the following: 
Signal Theory Module: This module is aimed at  devel- 
oping a deep insight into the concepts of signal processing. 
Understanding of the concepts of convolution, correlation, 
IIR and FIR digital filters, Fast Fourier transforms etc. are 
introduced using two PC based packages: Matlab and Hy- 
persignal. Many of the experiments use real signals such 
as speech and audio. Hardware facilities used include data 
acquisition systems and play back facilities. 
Image Processing Module: Experiments in this module 
are done using Hypersignal windows with the image library. 
The experiments include two dimensional filtering, edge de- 
tection, image enhancement and coding. The hardware 
used includes camera, frame grabber and colour printer. 
Real Time DSP module: This module is based on the 
TMS320C30 EVM board on a PC equipped with C com- 
piler, assembler, linker, and simulator. The students learn 
how to implement real time DSP systems. 
3. DESCRIPTION OF MODULES 
3.1. Signal Theory Module 
The aim of this module is to provide in-depth understand- 
ing of signal processing concepts. To achieve this aim we 
have used two signal processing packages Hypersignal block 
diagram and Matlab. 
Hypersignal Block Diagram is a window-based visually- 
programmed object-oriented simulation package. By ar- 
ranging the icons, signal processing algorithms can be de- 
signed and tested. The icons represent input functions, pro- 
cessing functions, output functions and display functions. 
The most interesting aspect of Hypersignal which makes 
it an ideal teaching aid is that students can create their 
own functions using a C-compiler. The block diagram ap- 
proach enables students to quickly build signal processing 
systems and test them using input signals and also interac- 
tively change and analyse and graphically observe the re- 
sults. Hypersignal provides a number of standard library 
blocks such as FFT, convolution, etc. 
As a part of their assignments the students have built 
additional blocks to extend this library. Several of the new 
blocks can be used by other students to build various signal 
processing tasks. The blocks that have been designed by 
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students include: (1) Adaptive filter block using Widrow’s 
Least Means Squares algorithm, (2)  Discrete Cosine Trans- 
form Block, and (3) Discrete Hartley Transform Block. 
Feedback from the students indicates that the block ori- 
ented approach of implementing and analysing signal pro- 
cessing functions improves their understanding of basic sig- 
nal processing concepts in addition to helping them to re- 
member the relevant signal processing techniques. 
For example, one of the assignments which the students 
performed was to use FFT techniques to implement digital 
filters. The relevant concepts such as linear convolution, cir- 
cular convolution, zero-padding and overlap and add tech- 
niques are all taught in the Signal Processing theory sub- 
ject. The assignment gives the student the opportunity to 
recall the theory and test it with real signals. To imple- 
ment a digital filter five blocks are required as shown in 
Figure 4. Note that all blocks except the zero-pad and the 
overlap and add block are standard blocks in the Hypersig- 
nal library. The students create the overlap and add block 
and this gives them a clear understanding of the technique. 
The digital filter is then tested for correct functionality. 
One technique that can be used for testing is to compare 
the output of the FFT based convolution with the output 
using the standard linear convolution block. By adding a 
complex conjugation block to  one of the FFT blocks in Fig- 
ure 4, the student can convert the linear convolver to a 
correlator. This helps them to understand the relationships 
between convolution and correlation. 
In 
this assignment the students use an adaptive filtering block 
which has been designed using Widrow’s algorithm for tap 
update. The parameters which can be changed are the step 
size p,  and the number of taps in the filter. The students 
found the “hands-onn experience with adaptive filters ex- 
tremely useful. It is possible to apply a wide variety of 
synthetic and real signals to the filter and study the effect 
on convergence rate. The laboratory also helps to  establish 
the connection between eigenvalue spread and peakedness 
of the spectrum and on the whole provide the students with 
a clear and more intuitive understanding of the adaptive fil- 
tering concepts. 
A third example is the study of deconvolution using ho- 
momorphic processing. This was demonstrated using cep- 
stral analysis of speech. The real cepstrum which is defined 
as the inverse Fourier Transform of the Log of the mag- 
nitude of the Fourier transform of a signal, can be imple- 
mented using Hypersignal Block diagram as illustrated in 
Figure 4. By applying speech as the input signal the stu- 
dents estimate the pitch and formant frequencies of speech. 
The experiment enables the students to understand the con- 
cepts of devolution and cepstral processing, They also gain 
a basic understanding of the speech production mechanism. 
We noticed that the students were excited about seeing a 
real world application to the concept of deconvolution using 
cepstral techniques. 
The second software package that is used in the labora- 
tory is Matlab which is already in widespread use in both 
academia and industry. The main way in which we have 
used the Matlab is as a problem solving tool. Matlab pro- 
vides an effective as well as an efficient tool for the students 
to develop problem solving skills. The students are pro- 
vided with a number of problems in linear systems theory 
and are then asked to solve these using Matlab. Many of 
these problems can be solved with pencil and paper but 
the advantages of Matlab are its high speed mathemati- 
cal calculations, high speed interactive graphics and simple 
Another example is the study of adaptive filtering. 
programmability. 
3.2. Image Processing Module 
The image processing module uses the Hypersignal Block 
Diagram Image Library for student assignments. This li- 
brary includes blocks for some common image processing 
operations such as image file read/write operations, unary 
and binary logic/arithmetic operations, histogram compu- 
tation and plotting, linear and nonlinear filters, edge detec- 
tors, and some morphological operations. Additional blocks 
can be developed such as custom blocks for fast 2D-DCT 
computation. The students were given a 90 minute lecture 
for each week for five weeks and this was followed by a 
laboratory session during which they “taught themselves” 
the basics and the details of various image processing con- 
cepts by “doing” experiments with the image library blocks. 
The assignment is comprised of three sections, one each on 
histograms and image enhancement, filtering, and edge de- 
tection. A fourth section on image coding was made o p  
tional and the students were asked to experimentally in- 
vestigate the relationship between image compression, his- 
tograms and coding redundancy. The first three sections 
comprised of several small tasks, each designed to empha- 
sise a certain concept or group of concepts. For example, in 
order to  learn about a concept such as contrast, the students 
had to examine an image and its histogram simultaneously 
both before and after multiplying each pixel value by a con- 
stant. The value of this constant was varied to shr ink and 
stretch the image in terms of contrast. For learning about 
edge detectors they would compare the output from vari- 
ous edge detection blocks and check for direction sensitivity, 
location of edges, etc. The tasks were written in the form 
Connect the following blocks. Do this. What do you ob- 
serve? Explain Why? Modify this way. What i s  the change? 
Explain Why? How would you achieve something else? 
For example, 
Apply the Min filter to the Lenna image. Observe what 
happens to the image as you apply this filter repeatedly by 
displaying intermediate results. What does this filter do? 
What was the size of the mask for this filter? Why is  the lo- 
cal minimum filtering operation also referred t o  as an “ero- 
sion operation”? Try this operation on a bilevel image com- 
prising of small and large shapes with edges, corners and 
holes, and observe what happens. 
This task was followed by other related tasks on morpho- 
logical operations of opening, closing, etc., and with ques- 
tions on the relationship between order statistic filters and 
morphological operations. This technique was appreciated 
by the students who enjoyed the laboratory sessions and 
their laboratory reports demonstrated that they grasped 
the concepts quite well because they could “do” these o p  
erations while they were being made to think about the 
underlying concepts, rather than observing them in a text- 
book or during a lecture. 
An example of the type of block diagrams the students 
developed is provided in Figure 4. 
For the lectures, the public domain package Khoros was 
used for demonstrations. It was run by the lecturer on a 
workstation connected to several xterms and the intermedi- 
ate results were “multicast” to student xterms by using the 
X-window dump and undump utilities. An interactive ses- 
sion with each student running Khoros would not be possi- 
ble on a system with several xterms connected to one work- 
station because it would slow down the system severely. 
It is possible if each student has access to an individual 
workstation running Khoros, however, this is too expensive 
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Introduction to the TMS3POC.30 Tools. Setting up di- 
rectories and environment variables. Running the C 
compiler, assembler, and simulator using a matrix mul- 
tiplication program as an example. Further use of the 
EVM board was demonstrated by designing an FIR fil- 
ter using Hypersignal and running the generated code 
in real time. 
Host Communication and AIC Access. Demonstrates 
the use of the communications channel between the 
PC and the EVM. Example programs involve using the 
EVM as a co-processor to the PC as well as a keyboard 
controlled sine wave generator. 
Real Time FFT Examples. Real time FFT programs of 
size 8 and 512 are provided for the students to compile 
and run. The output spectrum is viewed on an oscil- 
loscope. The programs demonstrate the use of double 
buffering and interrupt driven sampling. 
Adaptive Filtering using the TMSSPOC30 Simulator 
Adaptive filter C programs are provided for the stu- 
dents to compile and run on the Simulator. Tech- 
niques such as noise removal, filter order effects, learn- 
ing speed, and prediction are demonstrated. The stu- 
dents are asked to provide example time and frequency 
plots for each stage of the practical to include with their 
notes. 
Real Time Adaptive Filtering. Adaptive modeling and 
equalisation are demonstrated. The students are asked 
to adaptively equalise and model a band pass filter 
channel that was provided and convolve the resultant 
impulse responses to gauge the performance. The soft- 
ware allows the student to interactively alter p ,  filter 
taps, block delay, and the filter being modeled and see 
the results instantly. 
for larger classes. Hence, Hypersignal for Windows Block 
Diagram running on individual IBM compatible personal 
computers is an attractive alternative which is the reason 
it was used for the laboratory sessions. 
3.3. Real  Time DSP Module  
This module was introduced to enable students to gain 
“hands on” experience with modem DSP devices. The  
Texas Instruments TMS320C30 was chosen as it represents 
the state of the art in floating point DSP technology. 
The laboratory work in this module began with famil- 
iarising the students with the TMS320C30 EVM hardware 
and software they would be using throughout the semester. 
This was accomplished with a series of five practicals of 
increasing difficulty that the students would complete in 
their own time. The C30 code for each practical was given 
to the students. Assessment of each practical involved a 
brief demonstration and interview and completion of all 
practicals was made compulsory to ensure they were all 
attempted. A brief description of each practical is given 
below. 
The students were then asked to try their hand at  writing 
their own real time programs. They were split into groups of 
two or three and given the choice of a number of different 
programming assignments. A selection of these is shown 
below. 
1. Cepstral Processing. 
In this assignment the students are asked to imple- 
ment a real time version of the cepstrum. Difficult 
algorithms such as the logarithm and the FFT code 
are supplied to the students pre-written in assembly 
language so that they may spend more time investi- 
gating the DSP algorithm rather than the intricacies 
of assembly language programming. The assignment 
exposes the students to important real-time program- 
ming techniques such as circular double buffering and 
interrupt driven data acquisition. The students tested 
their programs by speaking into a microphone and dis- 
playing the calculated cepstrum on an oscilloscope. 
2. Speech Time Warping. The goal of this assignment is 
to produce an artificial change in speech frequency by 
a programmed amount without changing the sample 
rate. The method is useful in recovering speech from a 
slowed down or sped up recording after digitising. The 
speech is stored in a large circular buffer referenced by 
two buffer pointers for the input and the output. Input 
speech is placed at  the input pointer and the output 
pointer is moved through the buffer at the desired out- 
put rate, interpolating or decimating data as necessary. 
3 .  Digital Diflerentiator. The students are asked to im- 
plement a real time FIR differentiator. The filter is de- 
signed using relevant theory and the Hypersignal pack- 
age. The filter should work with a large range of input 
signals. 
4. DCT Speech Scrambler. Scrambled speech is produced 
by calculating the DCT of the input speech, randomly 
transposing the frequency components, and outputting 
the result after calculating the inverse DCT. The stu- 
dents are asked to experiment with different block sizes 
and transposition algorithms. 
5 .  Function Generator. The aim of this assignment is to 
generate a number of different wave functions using 
different methods such as deterministic, table lookup, 
spectral, and difference equations. 
The response to these assignments was very encouraging. 
The students enjoyed seeing their programs in action - a 
usually dynamic end result of their labours. A great deal 
of lateral and inventive approaches were exhibited in the 
solutions to the problems, exploring both the algorithmic 
techniques as well as real time programming techniques. 
However, one problem was found in that it was difficult 
to gauge the amount of effort required to complete each 
assignment, and some, such as the differentiator, required 
substantially less effort to complete than others. Feedback 
from the students will allow us to tailor the size of each 
assignment for future courses. 
4. CONCLUSIONS 
The paper described a signal processing laboratory that has 
been developed at QUT. One of the aims of the laboratory 
is to provide sufficient training to the final year undergrad- 
uates to design and implement real time signal processing 
systems using modern DSP devices. The laboratory also 
serves the purpose of complimenting theory with computer 
based experiments which provide an intuitive understand- 
ing of difficult signal processing concepts. 
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Figure 1 FFT based convolution/correlation example 
Figure 2 Homomorphic deconvolution example 
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Figure 3 Edge detection example 
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