We consider the effective topological field theory on Euclidean D-strings wrapping on a 2-cycle in the internal space. We evaluate the vev of an appropriate operator corresponding to the chemical potential of D-instantons bounded to the D-strings, and find that it reduces to the partition function of generalized two-dimensional Yang-Mills theory as a result of localization. We argue that the partition function gives a ground canonical ensemble for multi-instanton corrections for 4D N =2 gauge theory in a suitable large N limit. We find two-dimensional gauge theories that provide the instanton partition function for four-dimensional N = 2 theories with the hypermultiplets in the adjoint and fundamental representations. We also propose a partition function that gives the instanton contributions to four-dimensional N = 2 quiver gauge theory. We discuss the relation between Nekrasov's instanton partition function and the Dijkgraaf-Vafa theory in terms of large N phase transitions of the generalized two-dimensional Yang-Mills theory. * matsuso@riken.jp † k-ohta@riken.jp
Introduction and Summary
One of the most significant developments in supersymmetric (SUSY) gauge theories in recent years is that non-perturbative dynamics including instanton corrections becomes to be captured by interesting physical/mathematical systems. In particular, the prepotential of four-dimensional N =2 SUSY gauge theory and the superpotential of N =1 SUSY gauge theory, which are both holomorphic, are obtained from the free energy of a random partition [1] and a random matrix model [2, 3, 4] , respectively. It is also pointed out that the random partition describing the prepotential of the N =2 theory is related to a large N limit of two-dimensional Yang-Mills theory [5] . Similar developments have also come to topological string theories. For example, amplitudes on a singular Calabi-Yau manifold are obtained from some statistical model like the melting crystal [6, 7] . Furthermore, the closed topological string amplitude also has a dual open string picture which is described by the large N limit of three-dimensional Chern-Simons gauge theory [8, 9] .
An interesting fact is that these systems are "bosonic" even though the original gauge theories and the topological string theories are preserving SUSY. In prior to the discovery of the relationship between the holomorphic quantities of the SUSY systems and the bosonic partition functions, relations between SUSY gauge theories and "bosonic" integrable systems are already pointed out (see for review [10] ). In fact, the Seiberg-Witten curve of the four-dimensional N =2 SUSY gauge theory is especially the spectrum curve for the integrable system and vacua in the four-dimensional N =1 theory are equilibrium points of the related integrable system [11] .
The key to understand these relations should exist in a localization of the path integral in an effective theory on D-branes. The non-perturbative corrections to the SUSY gauge theory are coming from corrections of Euclidean BPS D-branes, whose world-volume does not contain the time direction and which are wrapping on non-trivial cycles in an internal space, if we embed the gauge theory into a string theoretical configuration with a suitable compactification. According to [12] , the effective theory on the Euclidean D-brane must be topologically twisted. Moreover, if we use the feature of the topological field theory, the partition function is reduced to a "bosonic" system after integrating out all fermionic fields due to the localization [13, 14] .
In this paper, we discuss the relation between SUSY gauge theories and two-dimensional (bosonic) gauge theories from the first principle, that is, from the view point of the localization. We first give a configuration of D-branes that realize an N =2 SUSY gauge theory and consider the effective theory on the D-branes wrapping on the internal 2-cycle in section 2. We evaluate the expectation value of an operator, which corresponds to the chemical potential of D-instantons on the cycle, and show that it reduces to the BFtheory. If we deform generically the D-brane effective theory by adding a "potential" term, we obtain the partition function of the so-called generalized two-dimensional Yang-Mills (gYM 2 ) theory [15, 16] . This reduction is essential reason why the prepotential of the SUSY gauge theory and the partition function of the two-dimensional Yang-Mills theory are related with each other. In this section, we also discuss the relation between our analysis and the argument given in [17, 18] where the authors derive the q-deformed two-dimensional Yang-Mills theory using a similar setup.
Moreover, in section 3, we proceed the path integral of gYM 2 following the standard gauge theoretical method [19, 20] . We will see that the system finally reduces to a "discrete matrix model". The difference between the discrete matrix model and an ordinary random matrix model, which is a model for c=0 string theory and effective superpotential calculations by Dijkgraaf and Vafa, is that eigenvalues of the discrete matrix model are discretized in a unit while the eigenvalues of the ordinary matrix model are continuous variables. Each eigenvalue can not exist at the same position (value) due to the existence of the Vandermonde determinant. So a possible set of eigenvalues is given by a strongly decreasing (non-colliding) integer sequence. Thus the integral over possible eigenvalues in the partition function of the random matrix model is replaced by a summation over possible sets of non-colliding ordered integers. On the other hand, if we map these discrete eigenvalue distributions to a weakly decreasing sequence by a suitable shift, we can identify the integer sequence with numbers of rows of a Young diagram. Using this identification, we can see the relation between the discrete matrix model and Migdal's partition function [21] , which is expressed as a summation over sets of the Young diagrams (representations of U(N)). In addition, we regard the eigenvalues as states of free fermions obeying the exclusion principle by using the famous Young diagram/Maya diagram (free fermion states) correspondence [22] .
We find that the discrete matrix model possesses an essential structure of Nekrasov's instanton partition function. If we consider a potential term, the eigenvalues of the discrete matrix model are accumulated around the critical points of the potential, then each lump of the eigenvalues has two end points (fermi surfaces). We show that a suitable large N limit decouples these fermi surfaces with each other. Then the partition function is factorized into two sectors, and one of them produces the instanton partition function whose rank of the gauge group and moduli parameters of N =2 theory are determined by the critical points of the gYM 2 potential. This manner to take the large N limit is similar to the chiral decomposition by Gross and Taylor [23, 24, 25] (and see for review [26] ).
In section 4, we extend the arguments in section 3 to the N =2 theories including the hypermultiplets in various representations. We first derive Nekrasov's partition function of theory with the hypermultiplet in the adjoint representation given in [1] from a suitable two-dimensional model. To obtain the initial two-dimensional theory, we add extra observables to the topological theory, and the additional terms have the same form as the (tree level) superpotential of the corresponding four-dimensional theory. This extension very looks like the Dijkgraaf-Vafa's construction to determine the matrix model actions, which is simply obtained from the tree level superpotential by replacing the superfields with the hermitian matrices. Then we get Nekrasov's partition function of this model from the large N limit again. Once we obtain the manner to make the observables for adjoint matters, it is easy to generalize it to the quiver theory and the theory with the hypermultiplets in the fundamental representation, since these theories are essentially reproduced by flows from the theory with the adjoint matter. We exhibit an U(r) × U(s) A 2 -type quiver theory and an U(r) gauge theory with s flavors in the fundamental representation.
In section 5, we discuss the relationship between the discrete matrix model and usual continuous matrix model more explicitly. There we see the discrete matrix model in the continuum and large N limit has two different type of third order phase transitions. One is called as the Douglas-Kazakov phase transition [27] and another is the Gross-Witten phase transition [28] . We give a correspondence between the limiting shape of the Young diagram and the eigenvalue density (free fermion states). We find that the Douglas-Kazakov and Gross-Witten phase transition are dual under electron/hall exchanges (exchanges of the eigenvalue and vacant positions). Combining these observations with the arguments in section 3, we also find the continuum and large N limit to derive the Nekrasov's instanton partition function and Dijkgraaf-Vafa's matrix model analysis should lie on different phases of the discrete matrix model. We expect that relations among various phases may connect non-perturbative dynamics of N =2 and N =1 theories.
Localization on D-brane and two-dimensional YM theory
Four-dimensional gauge theories with eight supercharges can be realized in string theory in various ways like the geometric engineering [29, 30] and Hanany-Witten type brane configuration [31, 32] . Among them, we consider Type IIB superstring theory on R 1,3 × C × M 4 , where M 4 is a four-dimensional ALE space. If D5-branes are wrapped on 2-cycles in M 4 , a four-dimensional gauge theory will appear on the extra R 1,3 space on the D5-branes except for the compactified internal 2-cycles. The configuration for the four-dimensional gauge theory preserves 8 supercharges at least when the 2-cycle is CP 1 , which is T-dual to the Hanany-Witten Type IIA brane configuration of the fourdimensional N =2 SUSY gauge theory. So it is sufficient to consider the case of CP 1 from the field theoretical point of view, but we will treat genus of the 2-cycle as generic one throughout the paper. So we assume the structure near a single cycle is T * Σ G , where Σ G is a Riemann surface with genus G, that is, the world-volume of the D5-branes is thought to be spanned along R 1,3 × Σ G . The gauge coupling of the four-dimensional system relates to the area A of Σ G by 1 g 2
We set l s = 1 hereafter. In this article, we are interested in contribution of instantons to the partition function of four-dimensional SUSY gauge theories. In terms of the string theory, the instanton corrections to a four-dimensional gauge theory on R 1,3 are coming from bound states of (Euclidean) D-strings wrapping on the internal cycle Σ G and D-instantons on them. The system of the D-strings can be obtained by the large N reduction of the original SUSY gauge theory to two dimensions. And the D-instantons are regarded as excitations in a heat bath of the large number of the D-strings. Thus, in order to calculate the instanton corrections, we need to construct the effective field theory on the large N D-strings, and after that, we will study the effect of the D-instantons by introducing an operator which corresponds to the chemical potential of the D-instantons. This system should give the instanton partition function as a grand canonical ensemble of the D-string and D-instanton bound states.
Let us now consider the effective two-dimensional theory of N D-strings wrapping on the cycle Σ G . We will take the N → ∞ limit in the final stage of the discussion. As discussed in [12] , the low energy effective theory on D-branes wrapping on the cycle must be (partially) topologically twisted to preserve the SUSY. The twisted theory on the internal cycles enjoys the BRST symmetry and contains essentially a two-dimensional gauge field A ≡ A i dx i (i = 1, 2), its (fermionic) BRST partner λ ≡ λ i dx i and a complex scalar field Φ in the adjoint representation of the gauge group U(N). These fields transform under the BRST symmetry as 1
The BRST operator Q is nilpotent up to the gauge transformation, and A, λ and Φ have the ghost (BRST) charges of 0,1 and 2, respectively.
On the D-brane wrapping the Lagrangian A-cycle, we need to impose the condition F ≡ dA + A ∧ A = 0. To make this constraint and write down Lagrangian, we need additional BRST multiplets (Φ, η) and (H, χ), which transform as
Using these BRST multiplets, the action of the twisted theory can be written in the BRST exact form as
4)
where h 2 is a coupling constant which is proportional to the string coupling g s and
If we write the bosonic and fermionic fields together as B = (A, H,Φ) and F = (λ, χ, η), respectively (note that Φ does not have any fermionic partner), the partition function is given by a path integral over these fields;
Here we notice that the action (2.4) can be obtained from the dimensional or large N reduction from the four-dimensional twisted N =2 gauge theory, where an adjoint scalar field and a Lagrange multiplier corresponding to the moduli and constraints of the normal direction to the 2-cycle are thrown away by turning on a huge mass. From the variation of the partition function with respect to the coupling constant h 2 , we find the partition function (2.6) is independent of the coupling. This means that the path integral can be evaluated exactly in the WKB (weak coupling) limit. So the path integral dominates around the Gaussian integrals with the constraints. Especially, if we first integrate out H, this integral gives a flat connection constraint F = 0. Therefore, the path integral (2.6) gives schematically the "volume" of the moduli space of the flat connections. In particular, any physical observables must be evaluated around the flat connections.
Next we consider a candidate of a physical observable in this system that corresponds to the chemical potential of D-instantons bounded to the D-strings. Following usual discussions on topological field theory, observables, which are cohomology classes of the BRST operator, are constructed from p-forms O p obeying the descent equations [33] ,
where
(2.8)
In this article, we are interested in the BRST invariant observable which couples to Dinstantons, which is apparently the integral of 2-form O 2 ;
This observable has the same form as the BF theory action. Therefore, the expectation value of the chemical potential for D-instantons in the internal topological system is evaluated as
The localization onto the moduli space of the flat connection due to the topological action does not affect to the physical part of the action 1 gs Σ G (iΦF + λ ∧ λ), since the e.o.m. of the BF-theory also gives the flat connection constraint F = 0. So, after integrating out the bilinear of λ, we find the expectation value of the observable exactly reduces to a partition function of the bosonic BF theory [13] ,
By the way, the classical moduli space of vacua in Coulomb phase of the four-dimensional theory is described by the vev of the adjoint scalar field in the N =2 vector multiplet, which corresponds to the positions of D5-branes in the C-direction. To fix the moduli parameters, we add a generic (r + 1)-the order superpotential for the adjoint scalar field by hand, then the moduli parameters are expected to be fixed around the critical points of the superpotential. After that, we reduce the superpotential to zero adiabatically. To realize this procedure in our two-dimensional system, we deform the above expectation value by introducing the BRST closed "potential",
which is an observable of the topological field theory since Φ is BRST closed itself. In contrast to the previous case without potential, we cannot claim that the expectation value of the observable deformed by the potential,
where ω is a volume form on Σ G ), is the same as the partition function of the deformed BF theory, since higher critical points corresponding to F = 0 may contribute to the path integral. However, as discussed in [13] , the contribution from the higher critical points are exponentially small. Thus, after integrating out λ, we can again evaluate approximately the expectation value in the topological field theory as the partition function of a "physical" theory up to the contribution from the higher critical points;
Fortunately, however, the e.o.m of the r.h.s. theory with respect to Φ gives
So we can expect that the above approximation becomes much better, if we take into account configurations only around the critical points W ′ = 0, where the contribution from the flat connection F = 0 is dominated. Hereafter we investigate the bosonic BF type theory deformed by the potential as an effective theory of the bound state of D-strings and D-instantons. This model is known as the generalized two-dimensional Yang-Mills theory (gYM 2 ) [15] , which is a generalization of the ordinary two-dimensional U(N) Yang-Mills theory. Indeed, if we choose a quadratic potential W (Φ) = µ 2 2 Φ 2 , the above partition function reduces to the usual two-dimensional Yang-Mills theory after integrating out Φ,
with an identification of g YM 2 = g s µ 2 . Before closing this section, we need to mention on the relationship between our model and a system argued in [18] . In the above discussion, we do not assume an U(1) isometry along C-direction, one of whose direction is associated with the vev for the adjoint scalar field Φ. Namely a range of value of Φ is non-compact. On the other hand, the similar adjoint scalar field in [18] has periodicity,
because of the periodicity in the fiber direction associated with Φ, which causes a difference of a measure of Φ. If the eigenvalue of Φ is periodic, we need to use an unitary measure for it. Then the model gets the q-deformation. Our model is thought to be a decompacified limit of the periodic direction in the fiber. So we have the gYM 2 , not the q-deformed one.
3 Instanton counting from two-dimensional gauge theory 3.1 Migdal's partition function (Gaussian model)
In prior to investigating the partition function of the gYM 2 , we derive Migdal's partition function [21] for the ordinary two-dimensional Yang-Mills theory by using the Abelianization technique developed in [19, 20] . As mentioned in the previous section, the partition function of the two-dimensional Yang-Mills theory can be written as the gYM 2 with the quadratic potential,
We now decompose the Lie algebra valued fields Φ and A into
where T i 's and E α 's are the Cartan subalgebra and the root, respectively. We introduce the following Faddeev-Popov determinant corresponding to the gauge fixing Φ α = 0;
We first integrate out one forms A α and complex scalars (c −α , c α ). According to the Hodge decomposition theorem, any p-form ξ p on a compact orientable Riemann surface Σ G can be uniquely decomposed as
Applying this to A α and (c −α , c α ), we find that the number of modes of
respectively. So, all nonharmonic modes are canceled each other and only harmonic zero modes, whose number is equal to
So we obtain the Abelian gauge theory with the partition function,
Recall that the BRST transformation of Φ in (2.2), the localization at fixed points of the BRST transformations, or the Gauss law constraint, tells us that the diagonal U(1) parts Φ i (z) are holomorphic everywhere on the closed Riemann surface Σ G . This means that net effect of the path integral over Φ i is coming from an independent part in z. Therefore, we can put Φ i (z) = λ i , where λ i are z-independent variables. So the partition function becomes
Thus the integration over the gauge fields becomes simply a summation over U(1) N nontrivial maximal torus bundles, which are classified by the first Chern class,
Then the integration over A i reduces to the summation over a set of integers p i (i = 1, . . . , N) as
where the factor 1/N! corresponds to the Weyl denominator in an identification of U(N) ≃ U(1) × SU(N)/Z N , and we have used the Poisson resummation formula,
The summation over integers n i is unconstrained, but the the case of n i = n j drops from the above summation due to the factor i<j (n i − n j ) 2−2G if G = 0. For G > 1, the partition function diverges at n i = n j , but we also simply drop these singular terms in the summation to obtain regular results. Therefore, we can assume that n i 's are in a set of strongly decreasing integer sequences n 1 > n 2 > · · · > n N by using the Weyl permutation, too. Thus we finally get a discretized version of the random matrix model with the quadratic potential, 2
The difference from the ordinary random matrix model is that the integral over eigenvalues is replaced by the summation over possible sets of integer sequences. So far, we have ignored the normalization factor of the above path integral. In order to determine it, we require that a "ground state" configuration give Z = 1. The ground state configuration must be a densest sequence of n i and satisfy i n i = 0 (setting the "origin" of sequence at zero) since the quadratic potential purposes to gather the eigenvalues n i at the origin as much as possible. The densest sequence means the difference between each neighbors is 1, and from the condition i n i = 0, we have n i = N +1 2 − i. Plugging back this configuration into the sum, the ground state contributes to the partition function as
(3.14)
This normalization factor itself has an important meaning since it is proportional to the volume of U(N) [35] . Therefore, the partition function including the normalization factor becomes
In order to make clear the relation to Migdal's partition function, where the partition function is expressed as a summation over irreducible representations of the gauge group U(N), we rewrite the above partition function further. The strongly decreasing sequence n i can be represented by a weakly decreasing integer sequence k 1 ≥ k 2 ≥ · · · ≥ k N through a relation,
with a constant c, since these n i 's always satisfy
for any i < j. Here we can regard k i as the number of boxes in i-th row of a Young diagram corresponding to an irreducible representation of U(N).
Using the parametrization {k i }, the partition function reduces to
Notice that the dimension of the representation R associated with the Young diagram with {k i } is given by 19) and the quadratic Casimir is
Thus we finally get Migdal's partition function,
where λ = g s µN is the 't Hooft coupling constant. Thus we now understand that the discrete matrix model with the quadratic potential and Migdal's partition function are related with each other by a simple variable change, and both describe the non-perturbative dynamics of the two-dimensional Yang-Mills theory. Let us finally discuss the behavior of the eigenvalues {n i } for the gaussian model. We first identify the positions of the eigenvalues n i with the so-called Maya diagram. The correspondence between the eigenvalues of the discrete matrix model and a Young diagram is depicted in Fig. 1 . We also regard the positions of the eigenvalues as the Fock space of free fermions. The states of the free fermions have two fermi surface. The fermions are exciting from the fermi surfaces and the corresponding Young diagram is scraped away (melting) from the edge. If we determine the constant c by a condition ground state distribution is symmetric with respect to the critical point of the quadratic potential, which is now at the origin. This choice or assumption for the ground state is also supported by the numerical analysis of the discrete matrix model (3.13) by using Monte-Carlo simulation. For the symmetric quadratic potential, the ground state is realized in the zero temperature limit where the potential term is dominated and the eigenvalues are symmetrically distributed. We can also see the fermionic eigenvalues are excited from two fermi surface if the repulsive force originated in the Vandermonde determinant is taken into account. We draw some results of the Monte-Carlo simulation for G = 0 in Fig.2 . We vary a combination of the parameters β ≡ g s µA, which can be regarded as the inverse temperature of the system. In the low temperature (large β) limit, we see that the eigenvalues gather at the origin, namely it approaches to the ground state configuration. The corresponding Young diagram is rigid and has a long planar edge of a rectangle shape. As the temperature becomes higher, the eigenvalues leave from the two fermi surfaces because of the repulsive effect from the Vandermonde determinant. Correspondingly, the Young diagram is crumbling (melting) from the edge. On the other hand, if we define a density of the eigenvalue distribution, we find that there exists a maximal value of the density reflecting the discreteness of the eigenvalues. A region where the eigenvalue density meets the maximal value corresponds to a planar (right-down) edge of the Young diagram. Looking at the behavior of the eigenvalue distribution (density) or the shape of the Young diagram, we notice a phase transition at a critical temperature. In fact, if the temperature becomes higher, the planar region of the Young diagram finally disappears. From the eigenvalue density point of view, the flat head which hits the maximal value of the density is pinched at the critical temperature and the so-called Wigner's semi-circle is realized in the high temperature phase. This type of the phase transition is known as the Douglas-Kazakov phase transition of third order [27] by considering a continuum limit of Migdal's partition function or discrete matrix model. We will discuss it in detail in section 5.
Nekrasov's partition function
Here we derive the Nekrasov's instanton partition function from gYM 2 using the similar technique in the previous subsection. The partition function of the gYM 2 is
To make the eigenvalues of Φ localize at suitable positions, we choose that critical points of the potential W (Φ) exist at x = q l , namely,
The parameters q l will be related with the moduli parameters in four-dimensional SU(r) Yang-Mills theory by a rescaling and we finally allow each q l to have a complex value by an analytic continuation. The gYM 2 (3.23) can be solved exactly by using the previous procedure for Migdal's partition function. The result is
up to a normalization factor. So the partition function of gYM 2 can be regarded as a discretized version of the random matrix model with a generic potential (action). In the case of µ r+1 ≫ 1, the above summation over n i dominates near the critical points q l , so we can assume that N l eigenvalues are around the critical point q l as
where h 
for each l. The U(N) gauge symmetry is broken to r l=1 U(N l ) around this configuration. In contrast to the previous Gaussian case (quadratic potential), we can not say the eigenvalues are distributed symmetrically around each critical point in general since we can not ignore effects from neighbor critical points. However, in the large N limit which we will discuss later, the generic potential decouples into a union of the quadratic potentials in an approximation. So we hereafter proceed our analysis by assuming that that the eigenvalues are symmetrical at each critical point, although this is valid only for a suitable scaling large N limit.
Under this assumption, we introduce a parametrization {K
and we only consider the case N l i=1 g s K (l) i ≪ |q l − q n | for ∀ n = l so that the lumps of the eigenvalues separate enough each other. Here we have assumed N l 's are odd numbers for simplicity. As well as the argument in the previous subsection, {K
and we call the densest configuration {K (l) i = 0} as the "ground state" of this system. Let us next consider excitations from the ground state, that is, non-trivial configurations of {K j } are zero and the non-zero elements express excitations from "fermi surfaces" at a l ≡ q l + g s Fig.3 .) Note that this decomposition corresponds to the chiral decomposition discussed in [23, 24, 25] . i and positions of the surfaces as a l andã l . In the large N limit, the two surfaces are decoupled with each other. And one surface contributes to the instanton partition function.
Using these notations, the potential part of the partition function becomes
where we have expanded each term by "small" fluctuations g s k Therefore, from the definition of the potential (3.24), we see that the potential part of the partition function is evaluated as
where C 0 is the contribution from the ground state;
2 ) , and we have used an appropriate analytic continuation in the anti-chiral sector.
On the other hand, the discrete Vandermonde determinant (measure) part of the partition function is decomposed as
(l,i l ) =(n,jn) a l − a n + g s (k
(l,i l ) =(n,jn) a l − a n − g s (k
where the symbol {N l,n /2} over the product represents that each i l (j n ) runs from 1 to N l −1 2 ( Nn−1 2 ), and we have used the suffix (N) to stress that they are defined for finite N. Here we find that the cross terms µ 2 ±∓ of are decoupled from the partition function in the large N limit since a l − a n ∼ O(1), a l − a n ∼ O(1) and a l − a n ∼ O(g s N).
Now we would like to take a large N limit. In our case, we must also take the limit of µ r+1 → 0 to recover N = 2 SUSY in the four-dimensional space-time, thus it is proper to take the large N limit with N l = N n for all l = 1, · · · , r since the positions of the critical points are in the flat direction of the N = 2 SUSY theory. Then, we set N l as N l ≡ 2M + 1, (l = 1, · · · , r) (3.39) and take the limit M → ∞. In this limit, µ (N ) ++ can be evaluated as µ (N )
i and i and j now run from 1 to ∞. For the proof from the first line to the second line of (3.41), see the appendix A. This normalization factor is coming from a contribution of the ground state to the Vandermonde measure, and will give the perturbative part of the prepotential of the four-dimensional N =2 SUSY gauge theory [36, 1, 37] . In addition, we take a scaling limit µ r+1 → 0 with fixing,
(3.42) From the consideration above, the partition function of the gYM 2 in this double scaling limit is factorized into two parts as
(3.45)
In particular, if we set G = 0, Z inst coincides with the Nekrasov's partition function exactly. Note that we can replace a l − a n by a l − a n because they are equal in the large N limit (3.39) . This is the reason why the argument of Z inst is not a but a.
Adding matters
In this section, we derive the instanton partition function for other N = 2 theories from appropriate two-dimensional theories. We first consider the N = 2 theory with massive hypermultiplets in the adjoint representation, and next we present a formula for quiver gauge theory as a conjecture. We also show that a formula for theory with fundamental hypermultiplets given in [1] is obtained by a flow from the quiver theory.
Addition of adjoint matter
To construct a two-dimensional theory that provides the instanton counting of the N = 2 theory with the massive adjoint hypermultiplet, we first introduce an auxiliary BRST multiplets (X, ψ X ) and (Y, ψ Y ) whose (deformed) BRST transformation is given by
where X and Y are both Hermitian in the adjoint representation of U(N). Using them, let us construct a BRST exact operator,
and consider the expectation value in the topological field theory,
where W (Φ) is again defined by (3.24). As discussed in the section 2, it can be evaluated as the partition function of a corresponding two-dimensional gauge theory,
(4.4) after integrating out λ, ψ X and ψ Y , up to contributions from higher critical points. We assume that these "matter" fields are localized at several points as impurities (sources) on the Riemann surface Σ G as well as the Hitchin system in [38] .
In the following, we show that (4.4) reproduces the instanton counting of the fourdimensional N = 2 theory with the massive hypermultiplet in the adjoint representation given in [1] . Fixing the gauge by Φ α = 0, as discussed in the section 3.1, we obtain (3.25) by performing the Gaussian integrals over the gauge fields A α and the ghost fields (c α ,c α ). In the case of (4.4), we must also carry out the integration over X and Y ,
where we use the assumption that X and Y are delta-functionally localized at a point on Σ G . Then, except for an overall factor, (4.4) can be evaluated as
Now we take the double scaling limit N → ∞ and µ r+1 → 0 with the condition (3.42). Repeating the discussion in the section 3.2, we can show that the partition function (4.4) is also factorized into two parts as
(l,i) =(n,j) a l − a n + g s (k
where Z adj pert (a, m) = (l,i) =(n,j) (a l − a n + g s (j − i)) 1−G m + a l − a n + g s (j − i) = exp l,n (1 − G)γ gs (a l − a n ) − γ gs (a l − a n + m) . If we set G = 0, the chiral part Z adj inst reproduces the instanton counting for the N = 2 theory with the massive adjoint hypermultiplet. Here we have again used the fact that a l − a n can be replaced with a l − a n under the condition (3.39) . Figure 4 : A brane configuration of N =2 theory with adjoint hypermultiplets. D4-branes are wrapping around a circle with a shift of the end points on a NS5-brane. The shift disappears in the massless limit and the D4-branes can be removed from the NS5-brane. T-duals of these brane configurations explain why the effective genus in the instanton partition function is increased by one.
We would like to comment on the massless limit of the above model. If we see the expressions (4.8) and (4.10), we notice that the contribution from X and Y cancels one of the (1 − G) contributions from gYM 2 in the limit of m → 0. This means that the genus G of the Riemann surface effectively shifts to G + 1. This phenomena can be easily understood by using a brane configuration for the G = 0 case. The brane configuration for N =2 * (Donagi-Witten) [39] is shown in Fig.4 where N D4-branes are ending on a single NS5-brane and wrapping around a compact circle. The end points of the D4-branes are separated by m. Open strings between two end points have a minimal length and get mass proportional to m. They correspond to the hypermultiplets X and Y . In the massless limit, the theory enhances to N=4 since the two adjoint hypermultiplets are put into the N=4 vector multiplet. This means the D4-branes can be removed from the NS5-brane in the brane configuration and they are T-dual to parallel D3-branes. T-dual of the brane configuration maps the D4-branes to the D5-branes wrapping on S 2 and the NS5-brane to a deficit in the geometry. On the other hand, the D4-branes wrapping the compact circle without any shift is the T-dual of D5-branes wrapping on T 2 where the SUSY enhances to N=4. Therefore, we expect that two punctures on S 2 corresponding to the end points on the NS5-brane join with each other and the topology changes from S 2 to T 2 in the massless limit, namely, the genus of the cycle is increased by one. This phenomena should be extended to any genus G. If two punctures on the Riemann surface with genus G join in the massless limit, the genus is increased by one. This picture agrees with our derived formula.
Quiver theory
In this succeeding subsection, we construct a two-dimensional theory which is thought to provide the instanton counting of the N = 2 A 2 -type quiver gauge theory. The generalization to an arbitrary A n -type quiver theory should be straightforward.
The A 2 quiver theory is realized on two Riemann surfaces which intersect at a point. Bi-fundamental matters in the quiver gauge theory come from open strings connecting D-branes wrapping on the Riemann surfaces independently. So let us consider the system with N 1 D-strings on Riemann surface Σ G 1 with genus G 1 and N 2 D-strings on Σ G 2 with genus G 2 . As discussed in the section 2, the low energy effective theory of this system is a topologically twisted theory constructed from BRST multiplets (A 1 , λ 1 , Φ 1 ) and (A 2 , λ 2 , Φ 2 ), (Φ 1 , η 1 ) and (Φ 2 , η 2 ), and (H 1 , χ 1 ) and (H 2 , χ 2 ), which are in the adjoint representation of U(N 1 ) and U(N 2 ), respectively. The BRST transformations are given as well as (2.2) and (2.3), and the action is given by
where Tr Na denotes the trace over an N a × N a matrix, and the function Ξ is defined as (2.5) . This theory is again independent of the coupling constants h 1 and h 2 . As in section 2, we first consider following observables of the topological field theory,
where ω a is the volume form on Σ Ga and we assume that the potentials W 1 (x) and W 2 (x) satisfy
respectively. If we evaluate the expectation value of e − 1 gs I 2 in the topological field theory, we obtain the product of Nekrasov's partition functions corresponding to pure N = 2 SYM theories with the gauge groups SU(r) × SU(s) after taking an appropriate large N limit.
Furthermore, we would like to construct another "potential term" that produces the quiver-type interaction in the four-dimensional N = 2 theory. To achieve this, we introduce an auxiliary BRST multiplet (B, ψ B ) and ( B, ψ B ) which are N 1 × N 2 and N 2 × N 1 matrices, respectively. The BRST transformations are given by 16) or, in component,
where i 1 , j 1 = 1, · · · , N 1 and i 2 , j 2 = 1, · · · , N 2 . We assume that these "matter" fields are also localized at points as impurities. Using them, we construct a BRST exact operator,
and consider the expectation value,
(4.20) where we have used the assumption that Φ 1 (Φ 2 ) takes non-zero value only on Σ 1 (Σ 2 ). Again, if we ignore contributions from higher critical points, it can be evaluated as a partition function of a two-dimensional theory,
Repeating the discussion in the section 3.2, the partition function (4.21) can be expressed as a summation over sets of integers {n (1) i 1 } and {n (2) i 2 };
where A 1 and A 2 are the areas of Σ G 1 and Σ G 2 , respectively. In deriving (4.22), we have used the assumption that B's are localized at points. Now let us evaluate (4.22) in the limit of N 1 → ∞, N 2 → ∞ and µ r+1 → 0 and ν s+1 → 0 with an appropriate scaling. Since it is almost the product of the partition function of gYM 2 on Σ G 1 and that on Σ G 2 , we can apply the same discussion to derive (3.43). Namely, we can assume that there are 2N
(1) 2N (2) l 2 + 1 eigenvalues around q (2) l 2 , respectively, whose distribution can be expressed as excitations from the ground states, i.e. the densest and symmetrical distribution of eigenvalues around the critical points. When N 1 and N 2 are sufficiently large, the excitations are thought to occur at the "fermi levels" at a (a = 1, 2), which are labeled by sets of partitions ({k l 1
). In the case of µ r+1 → 0 and ν s+1 → 0, it is natural to assume N (a) la = 2M a + 1 for each l a , and we can take the double scaling limit M 1 → ∞, M 2 → ∞ and µ r+1 → 0 and ν s+1 → 0 with fixing,
(See the discussion around (3.42).) In this limit, the partition function (4.22) becomes
where Z inst (a; Λ) is given in (3.43) and
(4.26)
Here we have ignored terms that contain g s (M 1 + M 2 ) since it suppresses the fluctuations by k 1 and k 2 . Therefore, the partition function (4.21) is factorized into two parts in the double scaling limit. Especially, under the additional condition M 1 = M 2 , it can be expressed as
with Z quiv inst a (1) , a (2) ; Λ 1 , Λ 2 ; G 1 , G 2 = Z quiv pert a (1) , a (2) k (1) , k
(4.28)
Z quiv inst a (1) , a (2) ; Λ 1 , Λ 2 ; G 1 , G 2 = Z quiv pert a (1) , a (2) k(1) , k(2)
l 2 ) . (4.30)
We have again used the fact that a (a) la can be replaced by a (a) la as long as M 1 = M 2 . We conjecture that the expression (4.28) gives the instanton contribution to the N = 2 A 2quiver theory with the gauge symmetry SU(r) × SU(s) with the bi-fundamental matters.
Fundamental matters
In this subsection, we derive the instanton partition function for N = 2 theories with the hypermultiplets in the fundamental representation from a two-dimensional gauge theory. Since we already have the formula for the quiver theory in hand, it can be obtained by considering a limited case of the previous section, namely, the limit of A 2 → ∞.
Let us start with the partition function (4.22) . Before taking the double scaling limit (4.23), we perform the limit of A 2 → ∞. Then the eigenvalues {n (2) i 2 } cannot excite from the ground state since the potential becomes infinitely deep effectively, that is, we must take k l 2 i 2 = 0, k l 2 i 2 = 0, (4.31) for all l 2 and i l 2 . Putting Λ 1 to Λ, G 1 to G, {a
, the factorized partition function (4.28) becomes Z quiv
where Z quiv pert (a, m) = (l,i) =(n,j) (a l − a n + g s (j − i)) 1−G (l,i) (f,j)
If we set G = 0, (4.33) is nothing but the instanton counting for N = 2 theory with massive fundamental hypermultiplets given in [1] . This fact supports our conjecture presented in the previous subsection.
Continuum Limit

Eigenvalue density vs profile function
We first would like to mention on the relationship between the eigenvalue density and the profile function introduced in [1] . Both quantities are essentially connected through difference equations. The profile function expression of the discrete matrix model is useful to see a series expansion with respect to g s , which gives the graviphoton corrections to N =2 SUSY gauge theory.
We now define an eigenvalue density for (3.25) in the standard way,
which follows dxρ(x) = 1. The Vandermonde determinant part can be written in terms of the eigenvalue density as
where the integral stands for a principal part. Similarly, the potential part is
Thus we can write the partition function of the discrete matrix model (3.25) as
where {ρ(x)} denotes the possible sets of the eigenvalue density ρ(x).
Here we introduce a function γ gs (x) which obeys the following difference equation with respect to the finite parameter g s ; where
and we have used the fact that the integral measure is invariant under a constant shift
x → x ± g s /2. Similarly, the potential term can be expressed as
using the function U(x) satisfying the relation,
For r-th order polynomial potential, we generally have the (r + 1)-th order polynomial U(x). For example, for the quadratic potential W (x) = µ 2 x 2 , U(x) is given by
up to an integral constant. Then the partition function (5.4) is expressed as
using the expression ∆ρ(x). By the way, there is another useful instrument to describe the discrete matrix model; the profile function of the Young diagram utilized in [1] ,
where {k i } is a sequence of non-increasing non-negative integers. We assume that k i = 0 for i > N. This function is closely related to ∆ρ(x) introduced above. To see it, let us consider the case where the discrete eigenvalues {n i } are decomposed into r decoupled lumps starting from a l (l = 1, · · · , r). The corresponding eigenvalue density is 13) where N = N 1 + · · · + N r , {k
is a sequence of non-increasing non-negative integer, and 1/2 in the delta function is a convention. In particular, if we define the eigenvalue density for the "ground state" by setting all k (l) i to be zero,
we find 
δ(x − a l + g s N l ), (5.16) where the second term in r.h.s. is a counterpart of the contribution to the summation from N l to infinity. Now we have a dictionary to translate the eigenvalue density into the profile function in hand. As an application, let us write down the normalized Vandermonde determinant (measure part),
(a, g s ) ≡
(l,i l ) =(n,jn) a l − a n + g s (k On the other hand, it can be also written as
using the profile function. The second term in the exponential represents the finite N effect (cut-off at g s N l ) and the third is the perturbative contribution to the prepotential. These results also agree with [5] up to irrelevant constants.
Dijkgraaf-Vafa theory and Douglas-Kazakov phase transition
The discrete version of the matrix model (3.25) has obviously a continuous limit of g s → 0.
In this limit, the summation over a set of possible integers reduces to an integration over continuous variables if we restrict the case as G = 0 (on sphere), 20) where λ i ≡ g s n i and we rescale the coupling constant as g s /A → g s . So we have an ordinary type of the Hermitian (holomorphic) matrix model with the potential (action) W . Following [2, 3, 4] , we can obtain an N =1 effective superpotential from a free energy of the matrix model (5.20) in a large N limit by
where F 0 is a planar contribution to the free energy of the matrix model and S i ≡ g sNi are fixed for large matrix sizesN i and identified with glueball superfields S i = Tr W (i) α W (i)α for i-th U(1) sector.
This continuum limit can be understood from a point of view of the profile function mentioned in the previous subsection. All difference equations with the spacing g s turn to differential equations. For example, eqs. (5.5), (5.7) and (5.9) become
respectively, in the continuum limit g s → 0. Thus the partition function of the discrete matrix model in terms of the profile function (5.11) reduces to
where we use the relations (5.22)-(5.24) and a partial integral from the first line to the second line.
Similarly, the partition functions including various type of matter discussed in the previous section agree with the Dijkgraaf-Vafa theory with matters in the continuum limit, for the adjoint matter:
the A 2 quiver theory: (5.27) and the fundamental matters:
(5.28)
Thus it seems that we can reproduce all results of the effective superpotential for N =1 theory from the continuum limit of the discrete matrix model, which also produces the prepotential for N =2 theory with the same matter contents. However these continuum limits are too naive since the discrete matrix model has an unavoidable constraint, n i − n i+1 ≥ 1, (5.29)
for any i. Following [27] , let us consider the continuum limit g s → 0 and large N limit at the same time, with fixing the following quantities:
t ≡ g s i, n(t) ≡ g s n i .
(5.30)
The parameter t has a range of 0 ≤ t ≤ S ≡ g s N. The constraint (5.29) means n ′ (t) ≥ −1, (5.31) in this continuum limit and it gives the constraint for the eigenvalue density:
ρ(x) ≤ 1, (5.32) since the n(t) and ρ(x) are related by
.
(5.33)
Therefore we must carefully take account of the constraint for the eigenvalue density when we solve the discrete matrix model in the continuum and large N limit. This essential difference between the discrete matrix model and ordinary continuous matrix model causes the third order phase transition, which is called as the Douglas-Kazakov phase transition [27] . This phase transition occurs when maximum value of the eigenvalue density reaches at the upper limit 1. The Wigner's semi-circle type solution does not admit in this phase.
On the other hand, there exists another type of third order phase transition in the ordinary continuous matrix models, namely, the Gross-Witten phase transition. Originally, this type of the phase transition was found in an unitary matrix model, which is the dimensionally reduced matrix model of two-dimensional Yang-Mills theory on the lattice. It occurs when the end points of the lump of the eigenvalue density meet at the opposite side on a circle since the eigenvalues distribute on the circle due to the unitalization. If we consider a covering space of the unitary circle, we can regard the phase transition as the joining of the cuts on a line of the covering space. In this sense, we can say that the Gross-Witten phase transition occurs when the end points of lumps of eigenvalues joins with each other in the continuous matrix models.
In Fig.5 , we sketch the shapes of the Young diagrams (the upper figures) and the corresponding eigenvalue densities (the lower figures) in various phases. Looking at these figures, we notice that the shape of each Young diagram is constructed from three pieces: (1) a right-down planar edge with 45 degree, (2) a right-up planar edge with 45 degree, and (3) a melting corner. Correspondingly, the shape of each eigenvalue density is constructed from (1) a "ceiling" (a flat region with upper limit), (2) a "floor" (a flat region with ρ = 0), and (3) a curve connecting them. In fact, a right-down planar edge of the Young diagram corresponds to the densest eigenvalues on every g s interval, and the right-up planar edge of the Young diagram corresponds to the complete vacant space (no eigenvalues region), as typically like as the ground state distribution (a). As the corner of a Young diagram is melting (eigenvalues of the free fermions are exciting from the fermi surface), the planar edge regions gets narrower. At the end, when at least one of the planar edge of the Young diagram disappears, a third order phase transition occurs as we mentioned above. The disappearance of a right-down edge means that the ceilings of the eigenvalue density is pinched and the Douglas-Kazakov phase transition occurs. Similarly, if a right-up planar edge disappears, the Gross-Witten phase transition occurs. From these observations, we notice that the following important fact: If we exchange a role of the right-down and right-up edge in the Young diagram, or correspondingly, the positions of eigenvalues (electron) and vacuums (hall), the Douglas-Kazakov phase transition and the Gross-Witten phase transition exchange each other. In this sense, these phase transitions are essentially the same phenomena and are dual under the above operation.
Finally, we comment on the relation to the Nekrasov's instanton partition function and Dijkgraaf-Vafa theory. As we discussed in section 3, we need to take a suitable double scaling large N limit in order to obtain the instanton partition function from the discrete matrix model (gYM 2 ). In this limit, the chiral decomposition is also needed. To decompose the partition function into two parts, we assume the melting of the corner of the Young diagram is sufficiently small comparing with the planar right-down edge. We have scaled up the planar region and decoupled the two fermi surface with each other. Namely, we need to take the large N limit at least in the phase (b). The scaled-up melting corner of one of the fermi surface will correspond to the limiting shape of the instanton partition function. On the other hand, the holomorphic matrix model using in the Dijkgraaf-Vafa theory does not have the Douglas-Kazakov type phase transition since there is no upper limitation in the eigenvalue densities. So all eigenvalue densities have the semi-circle shape. Thus, we find the Dijkgraaf-Vafa analysis is valid only for the phase (d). We need to take the large N and continuum limit in this phase to get the effective superpotential of N =1 theories.
