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PREFACE
The topics discussed in this fifth Aero-Astrodynamics
ResearchReview cover a variety of subjects. Included
are Aerodynamics, Orbit Flight Mechanics, Atmos-
pheric Physics, Control Studies, Aerothermodynamics,
Electromagnetic Theory, Control SystemAnalysis,
Instrumentation, Selenographyand Structural Dynamics.
It should be noted that no single review treats all sub-
ject areas being iavestigated by the Laboratory. Further,
these reviews are not progress reports; rather it is
attempted here to publish works of a research nature
which have reached a milestone worthy of note. Other
subjects will be discussed in forthcoming reviews.
It is hopedthat these reviews will be interesting and
helpful to other organizations engagedin space flight
research and related efforts. Criticisms of this re-
view and discussions concerning individual papers
with respective authors are invited.
E. D. Geissler
Director, Aero-Astrodynamics Laboratory
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N67 20262
DISCONTINUOUS FLOWS AND FREE STREAMLINE SOLUTIONS FOR AXISYMMETRIC
BODIES AT ZERO AND SMALL ANGLES OF ATTACK
By
Heinz G. Struck
SUMMARY
Except for a few numerical results, nothing has
been published comparable in magnitude to the two-
dimensional case concerning free streamline solutions
of the axisymmetric problem. Since the method of
using eonformal transformations is not available in
axisymmetric and three-dimensional flows, itis
necessary to adapt approximate methods for the free
streamline analysis.
In this study an integral equation procedure has
been applied to calculate the free streamline flow
behind axisymmetric bodies at zero and small angles
of attack. The method uses a modified condition for
irrotational flow and iterates until the proper stream-
line location is found. Some of the results obtained
by this procedure will be given and discussed in this
report.
I. INTRODUCTION
The flow fieldabout a body of revolution is
usually determined by placing singularities along the
axis of symmetry. Rankine [I] was thus able to
calculate families of bodies by distributingpoint
sources of variable strengths on the axis. Later,
this method was improved by Taylor [2] and Fuhrmann
[3]. Many years later, Weinstein [4] applied sur-
face singularities to determine the flow fields about
obstacles such as rings, disks, and cylinders. Further
contributions to the indirect problem, in which the
source strength is given and the corresponding body
shape is sought, were made by Van Tuyl [5] and
Sadowsky and Sternberg [61 .
The direct problem, where the contour of the
body is given and the corresponding strengths of the
sources are to be determined, was firstsolved by
yon Karman [7] with an axial distribution of singu-
laritiesfor the zero and finite-angle-of-attackcase.
Lotz [8] probably published the firstmethod
utilizingsurface singularities;however, before that,
Trefftz [9] had used annular sources to calculate
the contraction coefficient of the vena contracta.
Later, Riegels [ 10] extended the method of I_tz [ 8]
and applied it to bodies of revolution that deviate
slightly from rotational symmetry. All the above
mentioned methods dealt with Dirichlet flows that do
not permit the calculation of any drag.
The Helmholtz flow concept meant an improve-
ment since it enabled the aerodynamicist to calculate
a drag coefficient. Over the years a tremendous
amount of literature on the two-dimensional Helmholtz-
flow has accumulated. The first approximate solution
of the axisymmetric problem was published by Bauer
[ 11]. He applied an axial distribution of sources to
determine the drag of a sphere. However, this method
is not well suited, since the flow field is everywhere
continuous except on the axis. Therefore, the proper
discontinuities cannot be duplicated at the separation
point of the flow.
Consequently, Armstrong and Dunham [12] ap-
plied a surface distribution and devised an iterative
scheme to determine the proper location of the free
streamline. However, results calculated with this
method were never published. The firstnumerical
results for a disk placed normally to the stream were
given by Garabedian [13] .
In this report, the method of Riegels [ 10] is
extended to the Helmholtz-flow concept. The surface
of the forebody and the free streamline are replaced
by surface singularities. The location of the free
streamline must be assumed for the first iteration.
The final proper location must be obtained by an
iteration that satisfies certain specified boundary
conditions. The problem contains at least one pa-
rameter for a forebody with fixed separation, probl_me
du sillage, the base pressure CpB right behind the
separation point, which is assumed to be constant
along the remainder of the streamline. However, if
the flow separates from a smooth body, for example,
a sphere or ellipsoid, the problem will have one ad-
ditional parameter, the separation point s B ,
(probl_me de la proue). In the case of cavitational
flo_, the base pressure is approximately equal to the
vapor pressure of the liquid, and the pressure is
L
• constant throughout the cavity. For the case of wake
flow, the base pressure must be obtained from ex-
perimental data, and the assumption that the pressure
is constant along the wake is questionable. Boundary
layer theory can be applied to determine the separation
point.
A new linearized model is developed for the lifting
body. The assumption of the Helmholtz flow is also
valid for this model. The pressure within the separated
cavity remains constant, and additional pressures
due to the normal flow are equalized across the cir-
cumference of the cavity, thus causing the local lift
along the cavity to vanish. The cavity is therefore
shifted to an asymmetrical location to satisy the
no-lift condition.
II. THE DIFFERENT CAVITY OR WAKE MODELS
Three free streamline models are indicated in
Figure 1 in comparison with the original Helmholtz-
Kirchhoff classical model. Tim three models B, C,
and D are all characterized by the fact that the free
streamline velocity VT(S ) is greater than the approach
velocity U .
co
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FIGURE 1. FREE STREAMLINE MODELS FOR
SEPARATED FLOW BEHIND A NORMAL FLAT
PLATE OR DISK
In the Helmholtz-Kirchhoff model A, the infinite
cavity model, the base pressure CpB is zero, and
consequently the calculated drag is less than the
drag observed in experiments. To correct this de-
ficiency, higher velocities must be permitted on the
free streamline. Then, however, the streamlines
curve back to the axis of symmetry, and certain
cavity closure devices must be introduced. Thus,
in model B, the image or Riabouchinsky model, the
free streamline reattaches to an artificial image
plate or disk introduced at the end of the cavity. Only
the drag of the first body is determined. The ultimate
wake thickness is zero. In model C, the reentrant
jet model, the wake or cavity ends in a stagnation
point from which a reentrant jet projects forward
toward the body base and vanishes there. This is an
unreal feature, though it has some similarity to the
often forward-thrown spray observed in cavities at
low pressure. As in the Riabouchinsky model, there
is a stagnation point at the end of the cavity, and the
ultimate wake thickness is slightly negative because
of the fluid removed in the reentrant jet. Model D is
sometimes called the dissipation model or parallel
streamline model. It probably describes the wake
flow better than the cavity flow. Here, the down-
stream wake thickness is not zero. The pressure is
initially constant along the streamline springing from
the disk edges, until they reach their maximum wake
diameter. From here on, the direction of the velocity
vector remains constant; its magnitude, however,
decreases until VT(S ) is equal to U , the velocity
of the undisturbed flow field.
Ill. THE AXISYMMETRIC CAVITY
Following Helmholtz's suggestion, the free
streamline discontunity surface is taken as an ideali-
zation of the separation surface which divides the
main flow from the wake which follows separation.
In idealizing, the separation surface, like a vortex
sheet in wake flows, grows in thickness through
viscous action as the flow proceeds. The thickness
of the sheet is taken vanishingiy small, and the flow
on one side is assumed to have no effect on the other
except via the pressure. For cavitating flows with
ratios of cavity density to fluid density vanishingly
small, the flow in the cavity is assumed as quiescent,
and it is therefore a constant pressure region.
The blunt-based obstacles, including the free
streamline emanating at s B and extending downstream,
are considered as one body (Fig. 2). The boundary
conditions along the contours F1, F 2 are of mixed
kind. Upstream of the separation point, SB, the
contour F 1 is given and rigid. Downstream of the
separation point, SB, the potential _ (s)--_ (s) =
VT(S)as--is specified along the free streamline, F2,
since the tangential velocity component, VT(S), or
the pressure coefficient, Cpw(S ) = 1 - V_(s), is
given. Forthefirst approximationatentativefree
streamline,F2"<,is chosen on some reasonable
basis. However, the potential, (_",_(s), will in
T'*
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FIGURE 2. THE FREE STREAMLINE FOR
AXISYMMETRIC FLOW
general not correspond to the specified _ (s) along
the proper, yet unknown contour, F 2. Therefore, a
normal velocity component, 0(b*/an, which is pro-
portional to the potential-difference, (_* - _), on
the assumed free streamline, F_'.', will be allowed to
form, with the undisturbed outer flow U , a new
streamline,F_,'".<. A procedure which converges
automatically on the proper streamline, F 2, can be
obtained by a modification of the condition for Jr-
rotational flow which reads in streamline coordinates.
a2_ O(I,
K -- ,Os0n Os
where K is the curvature of the streamline, s the
arc length along the contour, and n the direction
normal to s pointing in the positive outward direction.
For the solution of the problem, we assume that
(1) the influence of the boundary layer on the drag
of the body is negligible, (2) the influence of gravity
is not important, and (3) the cavity remains axisym-
metric and the outer flow remains stationary. The
problem is thus completely determined.
IV. THE CAVITY OF THE LIFTING BODY
The cavity or wake of a body placed at a small
angle of attack to the undisturbed flow will, under the
influence of the outer field, shift to an asymmetric
position. The rigid forebody is subjected to a lift
force which is proportional to the angle of attack,
"_ and the downwash angle of the cavity will be pro-
portional to the lift of the body. This is similar to
the vortex sheet emanating from the trailing edge of
a wing. The circumferential velocity component:
w(s, _), will be carried past the separation point,
s B, on to the free stream tube, F 2, and additional
pressures on the cavity or wake contour will deform
and stretch it normal to the angle-of-attack plane,
thus satisfying the pressure continuity condition
again. A necessary conclusion, assuming that the
free stream tube cannot sustain any pressure gradient
normal to its axis, is therefore the vanishing of the
local normal force. In the plane of the separation
point, however, the wake is rotational and for small
angles of attack, -_, will only slightly deviate from
rotational symmetry for some distance downstream
of the separation point, s B. In proceeding to calculate
the flow field about a body at small angles of attack,
we develop the potential of an axisymmetric body
where part of the axis is bent and follows the function,
z(x) (Fig. 3). The bending function z(x) is connected
J - -
FIGURE 3. THE FREE STREAMTUBE FOR
THE LIFTING BODY
with the local angle of attack a(x) along the wake
line by
dz _ (1- ).
The approximate potential of this body can be de-
veloped into a series with _, and we obtain the
perturbation potential:
, I___ 2-_(rcos_-pcos_')__(s,_) _-Tv-/ffu(_)cos_p -t(s) )
dx dx - XB d_ ]
where R is the distance between the points on the
contour P(x, r, w) and P(_,p, co').
Thestrengthofthesourcedistribution,p(s),
is a function of the local angle of attack, o_(x), along
the wake centerline, since it was obtained by satisfying
the boundary condition along the bent wake contour.
We observe that the second term under the double
integral is of the order of _2. For small angles of
attack, we can neglect it, and the remaining term is
again the potential of a straight axisymmetric body
although with a variable angle of attack distribution
along the wake. Furthermore, velocity components
originating from the second term of the above equation
are connected with cos2w, where w is the meridian
angle of the body and will thus give no contribution
to the lift of the body. Keeping this in mind, we can
formulate the problem now under simplified as-
sumptions.
1. The contour of the stream tube remains, for
small angles of attack, rotational symmetric; its
diameter will be adopted from the axisymmetric flow.
2. The wake sections are displaced parallel so
that the center falls on a curve, z (x), the bending
function of the centerline of the wake.
3. The local normal force shall vanish along
the wake. Satisfaction of the local pressure continuity
condition around the circumference of the wake is
neglected.
4. Only linear influences of _ are considered.
5. Only bodies of revolution are considered
whose separation points are lying in one normal plane
to the body axis and do not change with angle of attack,
thus excluding round bodies such as spheres, ellipsoids,
etc., which permit an inner separation (separation
occurs between stagnation and end point of the fixed
contour).
With assumption 3, the determination of the proper
location of the streamline F 2 is attempted. We can
obtain an automatic convergence procedure by using
again the condition for irrotational flow, now modified,
since the curvature, K, changes around the circum-
ference.
_s (_0+_, = (K+_x cos_)-_s(_0+4_I),
where _0 is the totalpotentialof the axisymmetric
flow and _I the potentialof the body in normal flow.
Superposition of _0 and _I produces the flow field
about an inclined body of revolution.
For the firstapproximation, a reasonable angle-
of-attack distribution,(_(x), along the wake is assumed.
The remaining local normal force is converted to the
potentialfunction, and again a normal velocity com-
ponent, _l/_n, is allowed onF2;'.' . With the potential
difference, (¢{' - ¢1), a new free streamline, F2** ,
and consequently an angle-of-attack distribution,
_:_* (x), is calculated. This procedure is continued
until the local normal force Cn(S ) vanishes.
V. CALCULATED CASES AND COMPARISON
WITH EXPERIMENTS
Garabedian [13] determined the flow field
around a disk using the Riabouchinsky model for
two base pressures. For the disk with CpB = 0
(the infinite streamline case), he obtained the drag
coefficient, CD(0 ) = 0. 827. The corresponding drag
coefficient calculated with the present method for the
same base pressure yielded CD(0 ) = 0. 825. (From
now on the number in the parentheses designates the
base pressure at which the drag coefficient was de-
termined. ) For the calculation, the boundary con-
dition was satisfied at discrete points along the arc-
length of the contour, 16 points were distributed on
the forebody, and 64 points on the free stream line
up to a downstream distance of 30 radii. The points
were more closely placed at the separation point. In
Figure 4 the difference in the location of the free
streamlines of plane and rotational symmetric flow
for the same base pressure is presented. It shows
one main feature of the rotational symmetric flow
field. The wake is narrower than that of the plane
flow field. The second drag coefficient, obtained by
Garabedian with a different method, was for a base
pressure of c = -0. 2235. The modified drag coef-
pB
ficient, c D' (-0. 2235) = CD/(1 - CpB ) , had the bounds
0.85<c D'< 0.88. His best estimate wasc D'= 0.865.
A recalculation of this case produced c D' = 0.8295, a
rather marked difference, though the maximum cavity
diameter in both cases agreed much better, Dc/2R =
2.3, as compared with 2.28 obtained by the present
method.
In Figure 5 a comparison of the drag coefficient
obtained from water tunnels, [ 14, 15], and the present
numerical method is given. Cones of differentvertex
angles were placed into a water tunnel and theirbases
2. : 
2. c 
of cones are given in  Table I. The numbers de-  
signated with an as te r i sk  are obtained with the 
Riabouchinsky model; the rest were obtained by the 
dissipation model. It might be noted that all models, 
despite their  differences, converge to the infinite 
s t reamline model for  a base pressure  of c = 0. 
PB 
A comparison of the two d r a g  coefficients for  
c 
of the difference between the Riabouchinsky and the 
dissipation model. Ilowever, for smal le r  c the 
difference in drag  will definitely become greater .  
. 
= - 0.41  and the disk, p = g o a ,  gives an indication 
pB 
PB' 
1 
0 . 5  I t TABLE I. DRAG COEFFICIENTS OF CONES 
I 1 
0.5  1 . 0  1 . 5  2 . 0  2 . 5  
Axial Distance x/R 
FIGURE 4. THE FREE STREAMLINE FOR 
VANISHING BASE PRESSURE I N  PLANE AND 
ROTATIONAL SYMMETRIC FLOW 
Base Pressure Coefficient c 
P 13 
The cavity behind a disk was photographed in 
Kiceniuk [ 151 and is reproduced in Figure 6 .  The 
mcasured base pressure  for this case ,  c = -0.188, 
was remarkably constant throughout the cavity up to 
a distance of six disk-diameters downstream. 
f ree  s t reamline for  the s a m e  c 
photograph, and a very good resul t  was obtained. 
The free s t reamline corresponds to the dissipation 
model, and therefore the s t reamlines  run paral le l  
f rom the maximum cavity diameter  on downstream. 
PB 
The 
was drawn on the 
PB 
FIGURE 5. TI1E DRAG COEFFICIENT OF T I E  
STAGNATION CUP AND DIFFERENT CONES AS FIGURE 6 .  THE CAVITY BEIIIND A DISK. 
A FUNCTION O F  TIIE BASE PRESSURE BASE Pl~ISSSURE COEFFICIENT c -0. 188 
PB 
were ventilated to obtain different base prcssurcs .  
Thc theoretical resul ts  reproduce perfectly the ex- 
perimental data. Some numerical resul ts  for  d r a g  
Thc flow field and the wake behind a disk with a 
base  p r e s s u r e  of c = -0 .41 were surveyed in a 
PB 
6 
wind tunnel [ 16]. The pressure and velocity profiles
in radial direction were measured, and the corre-
sponding mean streamline ¢ = 0 was calculated. The
theoretical free streamlines obtained with two dif-
ferent models were compared with the experimental
one in Figure 7. The measured drag was given as
c D = 1.13, whereas the theoretical yielded CD= 1.18.
The free streamline of the Riabouchinsky model was
not continued beyond x/R > 3, since the measured
pressures along the wake differed greatly from the
assumption of constant pressure for the theoretical
model.
3.0
_2.0
_ 1.0
I • ru_Intesrlted _n t
. line _. o
-- Dilsl_%£on Ndll
1.0 2.0 3.0 4.0 5.0 6.0
Axial Distance x/R
FIGURE 7. COMPARISON OF THEORETICAL
FREE STREAMLINES WITH MEAN STREA MLINE
OBTAINED FROM EXPERIMENTS. BASE
PRESSURE COEFFICIENT c = -0.41
pB
For the case where the free streamline separates
from a curved obstacle, the problem contains a
second parameter, the separation point, which is
not fixed as in the case of separation from a body
with a sharp corner.
Figure 8 shows the indeterminacy of the sep-
aration point on a sphere for a base pressure coef-
ficient of CpB = 0. Three separation points are
chosen. The corresponding pressure distributions
on sphere surface and free streamline are plotted in
Figure 8a. The radial derivative with respect to the
arc length is plotted in Figure 8b for the three cases
and Figure 8c shows the corresponding curvature
K of the free streamlines. The curve with the index
2 indicated the case for smooth separation. Here,
the derivative of the pressure coefficient with respect
to the arc length, dc /ds, is a continuous function on
P
the wetted sphere and free streamline. This is the
condition for smooth separation. At this point, the
radial derivative and the curvature are smooth
functions of the arc length. The curve with the index
1 shows the case where the flow separates upstream
of the point of smooth separation. The pressure
0.2
c)
_9 0.
o
_9
_D
0
0_
-0.1_.--
") _. II I .....
O. 7_
0.5
0.3
1. O--
0
_>
_-i.o ....
-2.0
0.8
c)
!,
0.9 1.0 1.1 1.2
Arc Length s/R
FIGURE 8. THE POSSIBILITIES OF SEPARATION
FROM A SMOOTH SURFACE. BASE PRESSURE
COEFFICIENT c = 0
pB
coefficient, c (s), on the sphere vanishes with an
P
infinite negative tangent at the separation point, and
the curvature, K, is convex and greater than the
curvature of the sphere. The free streamline con-
sequently penetrates the solid body, and this case of
an abrupt separation is therefore physically un-
realistic. One other abrupt separation is shown by
the curve with the index 3 downstream of the point of
smooth separation. The pressure vanishes at the
separation point with a positive infinite tangent. The
minimum pressure occurs on the sphere, and the
pressure in the cavity is higher. The curvature of
the free streamline at the separation point is concave
for ashortdistance,thenhasaninflectionpointand
becomesconvexfurtherdownstreamanddecreases
monotonically.Forcavitationalflow,onecanargue
thatthepressuremustbeaminimumin thecavity,
forotherwise,evensmallreductioni thepressure
coefficient,Cp,wouldinducecavitationelsewhere.
Thisimpliesthatthefreestreamlinemustbecon-
vextowardthecavity. ByBernoulli'sTheorem,
thisisequivalenttotheconditionthatthevelocityis
amaximumonthefreestreamline.Assumingcon-
vexity,forthefreestreamlinenottopenetratethe
obstacle,thefreestreamlinemusthavefinitecur-
vature. Infactthelocalcurvatureoftheobstacle
cannotbeexceeded.TheseBrillouinseparation
conditionspointoutthatthesmoothseparationis the
onlyphysicalpossibilityfor cavitationtooccur.
TheBrillouinseparationconditionsweretested
inawatertunnel[ 17]onasphere.Theresultsare
plottedIn Figure9. Thedragcoefficientson
spheresobtainedbytheuseofaxialsingularities
smoothseparationoccurringatanangleofabout
@S_ 56°to57° measuredfromthestagnationpoint.
Thecorrespondingdragcoefficientobtainedbythe
presentmethodyieldsCD(0) = 0.31. It seems,
however,thatcavitationdoesnotoccuratthepoint
of smoothseparation,probablybecauseof surface
tension.Thecavitationoccurs,rather,atgreater
angles,_S_ 80°' dependingmildlyonbasepressure
coefficient.Usingtheseseparationangles,the
correspondingdragcoefficientswerecalculated.By
varyingtheseparationanglebyafewdegreesand
plottingthecorrespondingdragresult,it wasfound
thatthedragcoefficientsasshownin Figure9awere
closetotheminimumdragcoefficientofthesphere
for fixedbasepressurecoefficient.
In Figure10anattemptwasmadetopredicthe
laminarseparationpointofthesphere.Theboundary
layermethodusedcanbefoundinSchlichting[18].
Theboundarylayerequationissolvedbya series
approximationfthe"separated"velocitydistribution;
0.41 --- ' "1
O.2 ....... _--_-
I I *2.56. vs. 5.
-0.05 -0.10 -0.15 -0.20
BasePressureCoefficientcpB
90 I - --
so _-g_ _ _-- --*-1 --
CD
O
7O
60---- i
I
50 .....b, ]
4 _L
-0. 05
!
....
[
I ....
-0.10 -0.15
Base Pressure Coefficient c
pB
-0.20
FIGURE 9. DRAG COEFFICIENT AND
SEPARATION ANGLE FOR A CAVITATING
SPHERE. (SMOOTH AND ABRUPT SEPARATION)
(flow past a half body) were given as CD(0 ) = 0.30
in Bauer [ 11]. This result can be compared to the
-1.5
o -1.0--
.,-i
o -0.5
_O
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O.
1.
- Re 1.57 105 CD= 0.4754.25 143
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FIGURE 10. THE PRESSURE DISTRIBUTION
ABOUT A SPHERE FOR LAMINAR AND
TURBULENT SEPARATION
L
the solution was obtained by an iterative procedure.
For a fixed base pressure coefficient of c = -0.45,
pB
an arbitrary separation point around _S _ 80° was
chosen. The resulting velocity distribution on the
sphere was developed into a polynomial containing
terms of up to (s 7) where s is again the arc length.
The boundary layer equations were then solved, and
a new separation point was obtained.
J5
The wind tunnel experiment yielded a separation
point of _S _ 81°" The iteration procedure predicted
a separation point of _S _ 77"+. One of the difficulties
was to reproduce the velocity distribution in the
neighborhood of the separation point. A more modern O
procedure might have given a much closer result.
Figure 10 shows the theoretical pressure distribution =(J
for a laminar separation at _S = 80°" The turbulent
theoretical pressure distribution is also plotted in
Figure 10. Turbulent separation was measured at
OS = 143°" Because of the laminar separation bubble
(T) on the lee side of the sphere, the theory does
not quite reproduce the actual pressure distribution
over that portion of the surface.
The lift of cones was measured in the water
tunnel [ 15]. Figure 11 shows the lift gradient for
zero angle of attack and a base pressure of CpB=0.0
and -0.1. The base pressure, a function of the angle
of attack, was held constant for these investigations.
One notices that, with decreasing base pressure
coefficient, the lift gradient also decreases. For
very small cone half angles, the lift slope approaches
the "slender body" result of dCL/d_ = 2. With in-
creasing cone half angle, however, the lift gradient
decreases and becomes negative until at fl -- 90 ° only
the drag component contributes to the lift.
The lift, moment, and drag coefficient of cones
with half angles of fl = 15 °, 45 °, and 90 ° anda
constant base pressure coefficient of c = -0.1 are
pB
plotted as a function of the angle of attack in Figure
12. The disk is here considered as a cone of 90"
half-angle. For technical reasons the angle of attack
was chosen to be negative. The drag coefficient,
CD(_ ) , as a function of the angle of attack is fairly
well reproduced by the linearized theory except for
the cone of /_ = 15 ° where the theory does not quite
predict the increase in drag with angle of attack. It
is possible that some higher terms in _ which are
neglected here play a certain role. The lift coefficient
is satisfactorily reproduced as is the moment coef-
ficient over the angle-of-attack range where separation
2.0 ....
1.5
1.0
0.5
\° i
-0.5 ----
-1.00_------- 30 ---
a ARDE Car. Tunnel
o Reichard t
CpB= 0.0, -0.1
_--_----Theory[--
'1I
=i "0
60 90
Semi Cone Angle fi _
FIGURE ll. LIFT CURVE GRADIENT FOR
CONES OF DIFFERENT VERTEX ANGLES AND
CONSTANT BASE PRESSURE COEFFICIENT
of the flow from the lee side of the body is not ex-
pected, _ < 13. The reference point for the momentum
coefficient was in all cases the center of cone bases
and the stagnation point of the disk.
A comparison of the downwash angle behind
cones of 15 ° , 45 ° , and 90 ° half-angles is given in
Figure 13. With decreasing cone half-angle/3, which
corresponds to increasing lift of the forebody, the
ratio of the local wake angle of attack, a (x), to the
angle of attack of the forebody, _', increases. For
a disk, therefore, the wake leaves the base essentially
in the same direction as the free stream, whereas
for cones the downwash angle increases behind the
base and approaches asymptotically a certain limiting
value at infinity, according to the normal force of the
forebody.
To obtain an idea of how well the approximate
theory describes the wake of a body at angle of attack,
the free streamlines were drawn into the shadow-
graphs of the flow configurations of Figures 14 and 15.
5 0. 
a 
Ld 
d 
-\--- - --- 
u 
-0 
' _ . - I  with a base  p r e s s u r e  of approximately c = -0.32. 
pB 
/ 
I 
Wake boundary and free streamline show again a 
f a i r  coincidence, a t  l eas t  up to two diameters  behind 
the base  of the cone. 
cones were  obtained with the dissipation model. 
The f ree  s t reamlines  for  both --_. 
90 
1 1 I I I I 
0 -10 .0  -20.0 -30. 
Angle of Attack G o  
b_ 
0 
FIGURE 14. 
10" ANGLE O F  ATTACK. 
FLOW ABOUT A 50" CONE AT 
BASE PRESSURE 
COEFFICIENT c = -0.4 
PB 
FIGURE 13. THE NONDIMENSIONAL 
DOWNWASH ANGLE BEHIND CONES AT 
ANGLE OF ATTACK 
Figurc 14 shows a cone of 50" half-angle a t  an angle 
of attack of L y =  10' .  The base pressure  coefficient 
was  measured at c - 0.4.  The lower edge of the 
wake is fairly well represented close to the body 
where the shear layer  of the wake is relatively small .  
Figure 15 shows the wake of a lso cone a t  E =  i o o  
PB 
In the area of steady discontinous flows, other 
applications of the theory are possible. 
engineering problems,  the added o r  virtual masses  
of bodies at separated flow conditions (for instance, 
meteorological balloons and parachute canopies) 
must  be  known to determine their  dynamical be- 
havior .  
Fur thermore ,  rotational symmetr ic  bodies can b e  
constructed whose sur faces  have a cer ta in  prescr ibed 
p r e s s u r e  distribution. However, the given dis t r i -  
bution must  obey cer ta in  rules in o r d e r  not to pro- 
duce negative body radii. 
In some 
The theory yields these quantities readily. 
Into the s a m e  category 
10 
falls the problem of designing the optimum shape of
the cowl of a rotational symmetric jet intake. Another
class of problems is the flow out of an orifice, jet
penetration, and cavity and jet flows under the in-
fluence of gravity fields. The theory is directly
applicable to some of the mentioned problems, where-
as for certain others, slight modifications in the
boundary conditions must be made.
VII. CONC LUSIONS
The flow about bodies of revolution with blunt
bases separates and forms a free streamline which
divides the flow field into an outer flow region and
the wake region with zero velocities. In case of
cavitational flow this free streamline is clearly
visible in flow pictures. For wake flows the free
streamline concept is merely an idealizationof the
free shear layer.
An integral equation method using singularities
on the surface of the body and the free streamline
was applied to obtain solutions for the mixed boundary-
value problem. A condition for rotational free flow
was utilized in the iteration procedure to calculate
the position of the free streamline for axially sym-
metric and normal flow. The problem contained
two parameters for the case of separation from a
smooth body: the base pressure CpB and the sepa-
ration point s B on the surface of the rigid body. With
the help of boundary layer theory the second param-
eter can be eliminated, as was proven with an
example (laminar separation from a sphere). The
base pressure c for wake flow 'must be obtained
pB
from experiment. For cavitational flow c is equal
pB
to the vapor pressure of the liquid.
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ACOUSTIC AND HEAT TRANSFER ASPECTS OF LAUNCH VEHICLE TURBULENCE
By
F. Krause and W. K. Dahm
I. INTRODUCTION
The development of large launch vehicles pre-
sents the aerodynamic engineer with unusual prob-
lems, since the main emphasis is on structural in-
tegrity rather than on minimum drag. Cost savings
caused by drag reduction are sometimes more than
offsetby the additionalcost of carrying the weight
of an aerodynamically smooth enclosure into orbit.
As a result, rockets exhibit sharp corners, frustrums,
protuberances, external packages, and pipe lines,
which produce all sorts of flow separations and
generate intense local turbulence and oscillating
shocks. Thus, vehicle shapes are horrible con-
traptions from the point of view of the aerodynamicist,
who is accustomed to designing airplanes smooth and
sleek, with the drag-producing flow separations and
shock waves kept as weak as possible.
The arts of aerodynamics, fluid mechanics, and
chemical engineering are needed to reduce the un-
desirable unsteady forces and heating loads, which
are produced by flow separation, reattachment, and
oscillating shocks in the aerodynamic environments
of launch vehicles. The problems associated with
turbulence, acoustics, and heat transfer go beyond
previous, more fundamental studies which treated
only clean and simple geometries, uniform approach
flows without shocks, and forebody boundary layer
development derived from flat plate investigations.
Furthermore, flow separations associated with sur-
faces of airfoils differ from the local flow separations
on launch vehicle_ to such an extent that the existing
information cannot be used directly. Therefore,
launch vehicle turbulence and the associated acoustical
and heating loads offer exciting and challenging ad-
vanced research problems, the solutions of which
are urgently needed because of their practical im-
plications to the space program.
In the following review, we will try to classify
the regions of intense turbulences thathave been
identifiedfrom schlieren and shadowgraph pictures.
The wall pressure fluctuationsbelow these regions
lead to aerodynamic forcing functions which excite
vibrations of the vehicle skin. The pressure fluc-
tuations below the different flow fields are therefore
discussed with respect to broad-band and narrow-band
excitation of single modes. The final section deals
with heat conduction in recirculation areas at the
vehicle base and the associated turbulent heat trans-
fer.
II. LOCAL FLOW SEPARATION
Regions of intense turbulence are characterized
by large fluctuations of velocity, pressure, and other
thermodynamic properties. These are to be ex-
pected in areas of separated flows. We have there-
fore used schlieren and shadowgraph pictures to
locate the main regions of flow separations. Sub-
sequent spot checks of wall pressure fluctuations are
discussed in later sections to describe the turbulence
in these separation areas.
Most flow separations are produced by shock
waves in front of forward-facing protuberances and
interstage areas. Two good examples are shown by
Figure 1. Another type of separation is provided by
iii.i:L_'//i.,:i..... '",/ .....
FIGURE 1. FLOW FIELD ABOUT TYPICAL
SATURN SERIES VEHICLE
the wakes which are shed from the escape tower and
rearward-facing protuberances. All shock wave and
separation patterns vary with Mach number in a com-
plicated, but systematic fashion These variations
are summarized in Figures 2 and 3. The pattern
differs for initially attached and initially separated
flows, and for transonic and supersonic flows.
In transonic and initially attached flows, a forked
shock wave which moves slowly downstream as the
Mach number increases is produced. Its position is
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FIGURE 2. DEVELOPMENT OF SHOCK WAVES
BEHIND EXPANSION CORNERS IN TRANSONIC
FLOW
determined by the area rule, that is, by the stream-
wise distribution of the vehicle cross sections. The
shocks are relatively stable; only their roots may
oscillate. In initially separated flows, a similar
shock configuration is finally developed. However,
at intermediate Mach numbers, sometimes a violent
oscillation is observed between a separated high sub-
sonic flow without shocks and an attached supersonic
flow which is terminated by a shock. In practical
applications, the disappearance and reappearance of
the shock is not of great practical importance, since
the instability is confined to a narrow range of tran-
sonic flight velocity which is passed quickly by the
accelerating vehicle.
Increase of the Mach number to the supersonic
range leads to flows in which the shocks are always
anchored at compression corners. These corners
might be actual forward-facing steps or could be pro-
duced by the flow impingement dowastream of
rearward-facing protuberances. The flow is either
attached or separated, depending on the maximum
pressure rise that the turbulent boundary layer can
ATTACHED FLOW
2 Curved Corner
a. Smgle Shock//
b Cornpresston Waves
3 Realward-Facmg Step
SEPARATED FLOW
] SIlarp Corner
a. Large Sepalahon
b Snlall Separahoa
_j
\ \ _. %
2 Curved Corner
3 Rearwald Facmg Step
FIGURE 3. SHOCK WAVES IN
COMPRESSION C ORNERS
overcome without separation. Extensive experiments
on separation for two-dimensional and axisymmetrical
steps have been conducted by Kuehn. He found a
strong Reynolds number dependence of the sepal:a_don
pressure ratio and separation length. The latter is
plotted in Figure 4. The most striking feature is that
the separation length increases with Reynolds number.
Consider, for example, a typical wind tunnel model
of the Saturn V. The model has to be scaled down
very much to fit into small tunnels, and the forebody
boundary layer thiclmess 6 is small, such that the
associated Reynolds number Re5 is less than 3 × 104.
At M = 2.92, this model does not show any separation.
However, a larger model and especially the flight ve-
hicle will experience sizable separation lengths for
Reynolds numbers in excess of 105. Model tests of
flow separation and the associated turbulence gene-
ration are thus faced with this dilemma: that the
model might indicate small or no separation, where-
as the vehicle is exposed to large separation bubbles.
This dilemma has already occurred in the pre-
diction of the temperature time history at the Saturn
15
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IV forward interstage. The predicted and measured
temperatures are shown in Figure 5. Their dif-
ference indicates that the aerodynamic heating may
have been decreased by the separation and recircula-
tion process.
III. TURBULENCE IN LOCALLY-SEPARATED
FLOWS
"W_ measured wall pressure fluctuations to in-
vestigate_'the suspected high-intensity turbulence in
the locally separated flows. A typical flight test is
indicated in Figure 6. Three dynamic pressure
transducers were located near the S-IV/S-I inter-
stage of a Saturn I vehicle. The superimposed wind
tunnel shadowgraph shows that these transducers
should be exposed to a detached flow, which was
caused to separate by upstream shocks and protu-
berances (uLlage rocket). Also, a local I-beam
protuberance is close to the transducer D159-20 and
might have caused additional local shock wave oscil-
lations.
Walt Temperature (oK}
S-IV Forward Interstage
50Q
450
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350
300
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f r
6
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Predicted
Attached -- _Sepa,ated -
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Fhght T,me {see)
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Mac_ Numbe=
_O
FIGURE 5. TEMPERATURE-TIME HISTORY FOR
SA-7, S-IV FORWARD INTERSTAGE
FIGURE 6. FLOW FIELD REPRODUCED FROM
WIND TUNNEL SHADOWGRAPH
The results of the flight test are summarized in
Figures 7 and 8. Figure 7 gives the root-mean-square
pressure fluctuation as a function of flight time. All
fluctuations were averaged over 2 sec. At the local
supersonic Mach number of 1.6, the fluctuation level
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of transducer D159-20 reached 17 percent of the
local dynamic pressure, which is 14 dB higher than
at launch. Because of the supersonic flow, an up-
stream propagation of jet noise is not possible and
the high levels must be induced by a local noise
generation process.
In attached supersonic shear layers, the wall
pressure fluctuations are usually below 0.5 percent,
and in the near field of free shear layers, the root-
mean-square levels usually stay below 10 percent.
Therefore, the area between the 10 percent and 0.5
percent dynamic pressure curves has been shaded
and called "free shear layer noise. " RMS values
below the shaded area are called "attached boundary
layer noise," and those above 10 percent dynamic
pressure are called "shock induced noise. " Ap-
parently, two of the transducers are exposed to free
shear layer noise. The high fluctuations in the vi-
cinity of the I-beam protuberance probably indicate
oscillations of the I-beam bow shock.
The above speculation on free shear layer and
shock induced noise are confirmed to some extent
by a frequency decomposition of the three transducer
outputs. The power spectrum indicated several peaks,
one of which was centered around a Strouhal number
of 0.2 as shown in Figure 8. Such peaks are as-
sociated with vortex shedding behind two-dimensional
cylinders and might thus be taken as further evidence
of a flow separation. The peaks, which belong to the
high "shock induced" RMS levels, are centered at
slightly higher frequencies. This frequency increase
might be associated with increased convection speed
in the outer supersonic portions of the separated
shear layer. We speculate that the roots of the local
protuberance shocks reach down into the outer portions
and oscillate, since they are driven by the free shear
layer turbulence, which is transmitted through the
shock roots.
The regions of supersonic separation and re-
attachment have been studied in more detail using
axisymmetric step models. Typical results are
shown in Figure 9. The mean values of the wall pres-
sure show the usual plateau in front of the step, which
indicates the extent of the "dead air" region beneath
the separated flow. The root mean square pressures
likewise show a plateau which is approximately at
2 percent of the dynamic pressure. This is well
within the range between 0.5 and 10 percent, which
was mentioned previously for free shear layer noise.
The interesting observation is now that there are
sometimes distinct peaks of the pressure fluctuations
associated with separation and reattachment. The
peak at the separation zone has been discussed by
Kistler and is generally associated with shock wave
oscillations. The peak at the reattachment zone is
even higher, and results have not been found in the
literature.
Some information about pressure fluctuations
below reattaching turbulent shear layers may be
taken from the oscilloscope trace shown in Figure
10. These tracers were taken at the base of a Saturn
I model. In this case, the free shear layers are
provided by the inboard and outboard engine jets.
Under high-altitude conditions, the plumes of dif-
ferent engines impinge upon each other, and the pres-
sure rise in the associated plume impingement shocks
leads to the reattachment of the low momentum
portion of the free shear layer. According to Figure
10, both pressure fluctuations and heat transfer
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fluctuations are bigger than the mean values. Also, 
the traces look like narrow-band components. A 
zero  count reveals  a center  frequency of approxi- 
mately 5000 Hz. 
Recirculation and reattachment in  base areas 
have been investigated i n  more detail by the two- 
dimensional model shown in Figure 11. A blunt 
trailing edge separates  the flow of a Mach 3 wind 
tunnel thereby creat ing two %lustered jets. 
expansion, the f ree  shear  layer ,  and the plume im- 
pingement shocks are clear ly  illustrated. The blunt 
trailing edge may therefore  be  considered as a s imple 
two-dimensional model of clustered rocket exhausts. 
Obviously, the base  flow behind reentry capsules and 
bodies is simulated to an even greater extent. More 
general cases of turbulent reattachment are provided 
by compression corners ,  backward-facing s teps ,  
protuberances, etc. 
rection of the reattaching flow. 
The je t  
They differ mostly in the di- 
FIGURE 11. LOCATIONS O F  PROBING 
MEASUREMENTS 
The turbulence in the recirculation zone behind 
the blunt t ra i l ing edge has  been measured with hot 
w i r e s  protruding from the base  plate. Figure 12 
shows turbulent levels in excess  of 60 percent  of the 
mean velocity. Other probings revealed that the 
reattaching flows give rise to a "base boundary layer .  
The RMS velocity profiles a c r o s s  this boundary layer  
are shown in Figure 13. 
the usual "hump1' attributed to turbulence amplifi- 
cation by vortex s t re tching and image vortices. The 
indicated turbulence levels  reach  values up to 
200 percent  a t  the wall, whereas  turbulence levels in 
attached turbulence seldom s u r p a s s  G O  percent. How- 
e v e r ,  the root  mean square  values in  the recirculation 
zone reach  only 65 f t /sec (19.812 m/sec) .  
considerably s m a l l e r  than the velocity fluctuations 
in  the adjacent free s h e a r  layers ,  which are estimated 
The absolute values show 
This  is 
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at 20 percent of the free stream velocity, or 420
ft/sec (128. 016 m/sec).
IV. ACOUSTICAL LOADS
Wall pressure fluctuations below reattaching
flows and oscillating shocks provide aerodynamic
forcing functions, which could lead to dangerous skin
vibrations. In fact, these skin vibrations did prob-
ably cause the failure of the first Centaur flights.
For the purpose of this paper, it seems suf-
ficient to demonstrate the relation between aerody-
namic excitation and structural response for the
simplest of all eases, the rectangular fiat withsimply
supported edges• The results will be valid for all
structural components, the free vibration of which
can be described by orthogonal modes.
Individual panels of the vehicle skin are defined
approximately by stiffening ribs and heavy internal
masses• Each of these panels has a number of res-
onance frequencies or modes which describe the
possible standing flexural waves• The fundamental
mode is shown in Figure i2. It is given by the first
wave, which is continuously reflected to and fro be-
tween opposite edges of the plate, that is, the wave
where the distance between the modal points is equal
to the distance between edges. Higher order modes
follow by counting the number of modal lines in x and
y direction•
Typical Saturn V panels have edge lengths be-
tween 2 and 5 ft (0. 6096 and 1. 524 m) and funda-
mental resonance frequencies between 10 and 200
Hz. The excitation of the corresponding modes may
be calculated by comparing each standing wave with
a linear harmonic oscillator, which is driven by a
generalized force. This force follows from a Fourier
decomposition of the wall pressures. The exciting
force is, in fact, that Fourier component or pres-
sure, the space and time periods of which correspond
to those of the standing flexural waves. Dangerous
skin vibrations are thus possible whenever the pres-
sure power spectrum shows large values at fre-
quencies which coincide with the panel resonances.
The corresponding excitation is particularly dangerous
if the associated pressure fluctuations have a phase
relation in space. Such phase relations are always
present if the turbulence is amplified by aerodynamic
feedback loops such as sound radiation or turbulent
convection.
The available meager information about wall
pressure fluctuations below reattaching flows and
oscillating shocks has been scanned for dangerous
acoustical loads by the following procedure:
1. The measured power spectra were scanned
for large peaks, the center frequencies of which fall
into the range of panel resonance frequencies•
2. The measured power spectra were scanned
for narrow bandwidths which might indicate selective
turbulence amplification by aerodynamic feedback
loops.
The survey was restricted to supersonic flight
Mach numbers since the location of shock waves and
reattachment waves is then almost independent of
further increase in Mach number, such that the
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turbulence excitation stays on the same panel until
the dynamic pressure has dropped because of the high
altitudes reached. For the spacecraft and the inter-
stage areas, the excitation will last approximately
30 sec. At the base, a cushion of exhaust products
is always present and an acoustic excitation will
persist also at the upper stages until the engines
are stopped.
to2
N
>
Typical power spectra of wall pressure fluctua- .__-:t0 t
tions below shocks oscillating at higher supersonic
Mach numbers are not yet available. A spectrum
below a transonic and oscillating shock is shown in -_
Figure 14. It had two peaks. Scaling of the center = t00
frequencies to the vehicle scale shows that the shock
wave oscillations would not be rapid enough to cause
an excitation of skin panels. Also, the peaks do not
indicate self-induced oscillations, since they dis- 2, 't0"1
appeared when the sting support was changed or when
the test was run in a different tunnel.
Oscillating shock roots in the outer edge of an
upstream separated free shear layer occur at much
higher frequencies. The data of Figure 8 showcenter
frequencies between 100 and 200 Hz, which coincide
with panel resonance frequencies• The occurrence
of self-induced pressure fluctuations is unlikely, but
cannot be ruled out entirely.
Power spectra below reattaching turbulent flows
have been measured with hot wires behind our two-
dimensional model. A third octave band frequency
decomposition is shown in Figure 14a, and reveals
five distinct peaks. The higher frequency peaks do
not occur in normal turbulent stagnation point flows
or free shear layers. We speculate that they may be
associated with sound radiation phenomena.
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An aerodynamic feedback loop may be provided
by the sound radiation emanating from the "subsonic
hole" between the plume impingement shocks. The
sound waves might be reflected at the base and sup-
port reverberations between the base and the sub-
sonic hole. This situation is similar to an open pipe
and the associated second harmonic of this open pipe
agrees roughly with the observed center frequency at
6 kHz. The same peak or resonance frequency was
found throughout the recirculation zone; this also
substantiates the speculation of standing waves and
feedback loops.
The higher center frequency probably originates
in the adjacent free shear layers. The highest center
frequency of 30 kHz would lead to a free shear layer
Strouhal number of roughly 0.25. Ffowcs-Williams'
description of Mach wave sound emission indicates a
mechanism by which such high-frequency fluctuations
could be propagated across the dead air region to-
ward the base.
If speculation about the above two sound radiation
phenomena is borne out by future experiments, then
we have to expect dangerous acoustical loads wher-
ever a portion of a supersonic free shear layer re-
attaches. In particular, the base recirculation pro-
cess might lead to a noise problem on the upper
stages which cannot be investigated on static firings,
2O
sincetheplumesdonotexpandandimpingeatsea
levelpressures.A conservativeestimateofthe
upperstagenoisemightbefoundconsideringafluc-
tuationbetweenvacuumandtwotimesthemean
staticpressure.Thisleadsto153dBfor theS-II
and180dBfor theS-I stage.
V. HEAT RANSFERLOADS
Heatransfertothevehicleskinoccurswherever
hotflowsareconvectedacrossthesurface.The
heatingloadscausedbythehighflowenthalpiesat
reentryarewellknownfromastronautreports.Also
dangerous,butlesswellknown,is the"baseheating"
duringthelaunchphase,whichis generatedbythe
hotjet fluidthatis recirculatedtowardsthebase.
Baseheatingduringfirst stageflightis affected
bysecondaryburningof entrainedcombustibles.The
fuelforthisburningcomesfromgasturbine xhausts
fromthejetsof therocketengines,andpotentially
fromhydrogenventedfromfueltanks.Insome
ballisticmissilesofthepast,theassociatedbase
heatingdestroyedthemissiles.
Theentrainment,combustion,andquenching
processesin the base area cannot be predicted
analytically. As a consequence, gas temperatures
for the Saturn V design had to be approximated by
those from the Saturn I flight results. We will not
know before the first flight whether this assumptior
was correct. Air scoops are used on both Saturn I
and Saturn V to flush the base. Since they had to be
designed on guesses, their effectiveness could not be
determined. Additional heating problems arise from
vented hydrogen which dissipates slowly and may end
up burning at the base.
We have tried to predict gas temperatures from
a 5.47 percent model at full-scale pressure levels
simulating the turbine exhausts calorically with hy-
drogen. The gas temperatures from wind tunnel and
S-I flight tests are shown in Figure 15. At low al-
titudes, the model gas temperatures follow the full
scale values, but drop off rapidly at altitudes beyond
10 km because of quenching of the secondary com-
bustion.
Heat and mass transfer as well as the secondary
combustion in the recirculation zone are probably
greatly affected by the extremely high turbulence
levels in the recirculation area. This is shown in-
directly by the large Reynolds number effects on
film coefficient and recovery temperature, which
has been measured on model tests. Typical results
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from hot-flow, short-duration tests are shown in
Figure 16. We have started simple two-dimensional
base heating tests to assess the turbulence effects on
base heating rates. All tests have used our blunt
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FIGURE 16. SOME EFFECTS OF REYNOLDS
NUMBER ON FILM COEFFICIENT AND RECOVERY
TEMPERATURE FOR S-IV FOUR ENGINE
CONFIGURATION
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trailingedgeinaMach3tunnel.Secondarycom-
bustionis thereforenotincluded.
Hotwireandtotaltemperaturetraverses,to-
getherwithbaseplatepressureandheatransfer
measurements,allowseveralconclusionsabout
turbulenceeffectsonbaseheatingrates.
Thefirst conclusionconcernschangesofthe
shapesofthemeanvelocityandmeantemperature
profiles. Thiswasestablishedbycomparingex-
perimentalresultswiththelaminarstagnationpoint
solutionsof theNavierStokesequationswhichwere
adjustedtothefullturbulentshearstressbytaking
thestagnationpointvelocitygradientfromthemeas-
uredbasepressuredistribution.Inspiteofthis
adjustment,thenondimensionalmeanvelocitypro-
filesdifferconsiderably,asshowninFigure17.The
shapesofthecorrespondentmeantemperaturepro-
fliesareshowni Figure18. Theexperimental
profileis steepenedatthewall. Thecorresponding
heatransferatesareplottedasafunctionofbase
coolinginFigure19. Apparently,turbulenceeffects
haveincreasedbaseheatingapproximately100percent
abovethelevelswhicharepredictedfromturbulence
adjustedstagnationpointsolutions.
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LEVEL ON BASE HEAT TRANSFER
The second conclusion describes the heat flow
resistance (inverse heat transfer coefficient). The
highly turbulent recirculation process only serves to
establish a well mixed region of constant total tem-
perature in the recirculation area between the dividing
streamline and the boundary layer. The total heat
transfer can therefore be related to a conduction
through the free shear layers and the base boundary
layer, which act like two heat flow resistances in
series. The base boundary layer now contributes 86
percent of the total heat flow resistance and therefore
dominates base heating.
The associated free shear layer Stanton numbers
StSL (Fig. 20) are almost double the values predicted
by H. H. Korst's theory. This suggests that the high
turbulence makes the free shear layer spread twice as
fast as the equivalent shear layers of semi-infinite jets
or flows over backward-facing steps.
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FIGURE20. VARIATIONOFTOTAL,SHEAR
LAYER,ANDBASEPLATEHEATTRANSFERCOEFFICIENTSWITHREYNOLDSNUMBER
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OPTICAL METHODS FOR REMOTE SENSING OF LOCAL
THERMODYNAMIC PROPERTIES AND TURBULENCE
By
F. R. Krause, A. J. Montgomery*, W. O. Davies* and M. J. Fisher*
ABSTRACT Symbol
K
k
Four different optical methods for the remote
sensing of local thermodynamic properties and tur-
bulence in model flows or in the atmosphere are de-
scribed and compared. The Abel integral and zone
approximation methods are most appropriate for the
measurement of mean values, while the cross-beam
correlation technique primarily measures fluctuating
quantities. Viewing techniques are restricted to
applications in which a flow contains particulate
matter or a tracer is introduced.
L LL
x y z
Definition
spectral extinction coefficient
fluctuatingcomponent of extinction
coefficient
integral scale of turbulence in x, y and
z directions, respectively
radial coordinate used where axial
symmetry is assumed
time
DEFINITION OF SYMBOLS static temperature or integration time
Symbol Definition r (X) spectral transmission at wavelength X
AA
AA'
area of light source seen by detecting
system
area of source image accepted by de-
tector
variable time delay
Cartesian coordinates - in crossed-beam
technique, the beams are assumed to be
directed along the y and z axes
B
C1, C2
noise bandwidth
first and second radiation constants
W spectral radiance (watts/unit area/
steradian/ unit wavelength interval
turbulence frequency I. INTRODUCTION
R (x+_,y,
Z,T)
lo(X)
I ,(X)
g
Ib (k, Tx)
area integral over space-time cor-
relation function, or "two-beam product
mean value"
intensity at x or at detector system
with external light source
intensityat x = 0
intensity received by detector in absence
of external light source
intensityof radiation of wavelength k
thatwould be received by the detector
from a blackbody, at temperature T
x
and position x
By using optical sensing methods, information
concerning local thermodynamic and turbulent flow
properties may be obtained at a point remote from
that at which the sensing system is located. Thus,
in astronomy, temperatures, pressure, and abun-
dance of elements in stars may be obtained, and
similar spectroscopic techniques are used in the
laboratory to determine temperatures in arcs and to
study plasmas. Measurements in the earth's atmos-
phe_-e to remotely sense the local generation, gene-
ration, distribution, and motion of atmospheric and
ionospheric contaminants and constituents could have
a potential impact on national programs in defense,
health and welfare, weather forecasting and in space
science. In rocket testing, by measurement of both
mean values and fluctuations of local temperatures
This work was partially performed under Contracts NAS 8-11258 and NAS 8-20107.
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"and densities, a true spatial distribution of heat
transfer and acoustical loads may be found. Regions
of particular interest are the vehicle base, interstage
and venting areas, around protrusions and in com-
bustion chambers. Such results would allow less
conservative weight, stress and cooling requirements
to be adopted.
Although, for measurements in the atmosphere
or in rocket exhausts, the local region in which the
thermodynamic or turbulence properties are re-
quired is accessible per se, as distinct from stellar
measurements, remote sensing methods may still
possess many advantages. For example, in the at-
mosphere, at altitudes above aircraft ceilings but
below satellite orbits, sounding rockets may be used
to obtain local information, but these do not yield
enough information to establish statistically meaning-
ful results. In rocket design studies, presently used
ground testing procedures employ solid probes of
which the hot wire anemometer is a typical example.
However, it is only in cold subsonic flow that the
probe disturbance is kept within acceptable limits so
that meaningful measurements of the true flow pro-
perties may be obtained. In supersonic and/or hot
flows, normally of prime interest in launch vehicle
technology, insertion of probes is not generally
permissible or possible. The existence of super-
sonic velocity components usually means that the
presence of any probe creates shock waves which
change drastically the very properties of the flow
that we wish to measure. Furthermore, in the case
of hot flows such as a launch vehicle exhaust, the
results obtained with a cooled probe are difficult to
interpret or the probe itself may be destroyed.
Optical remote sensing methods are therefore
very attractive. Most standard measurement tech-
niques using photometer, interferometer, schlieren
or shadowgraph systems, however, suffer from the
disadvantage that the recorded optical signal depends
on an integral along the entire light path. This, in
general, yields no information about the thermo-
dynamic or turbulent flow properties at any particular
point in the path. Several methods exist by which
point measurements may be obtained, and it is the
purpose of this paper to discuss and compare such
methods with a view to their application to remote
sensing of local thermodynamic and flow properties
in the atmosphere, in rocket exhausts and in fluid
flows generally.
II. REMOTE SENSING OF LOCAL
THERMODYNAMIC PROPERTIES
In the simplest situation, we have a remote black-
body which may or may not be resolved by the optical
sensing system. If the object is resolved, then the
optical properties of the detecting system determine
the portion, AA, of the object that is contributing to
the signal, the solid angle in which radiation is col-
lected, _, and the spectral bandwidth of the radiation,
AX. In such a case the spectral radiance of the distant
body can be obtained from the spectral radiance of
its image. Neglecting the losses in the detecting
system, the spectral radiance of the distant source is
directly proportional to the radiative power, I, which
is radiated by the area, AA', of the source image,
into the wavelength interval, AR, and the solid angle,
I I
W
In case of a blackbody, the spectral radiance is a
known unique function of wavelength and temperature;
this "blackbody function" is given by
C2
where C 1 = 1.191x 10 -6 Wm 2
C 2 = 1.439x 10 -2 m °K.
Thus, the temperature of the distant blackbody can be
determined from a single intensity measurement at a
known wavelength.
If the object is not resolved, then the distribution
of intensity in the image is determined by diffraction
and optical aberrations of the system. Two or more
measurements are required for a temperature de-
termination, since the ratio of the measured signal at
two different wavelengths permits the temperature to
be determined from the shape of the blackbody curve.
This paper reviews remote sensing methods which
could give the local thermodynamic properties of
partially transparent media, as distinct from the
determination of the thermodynamic properties of
distant sources. To understand these methods, some
fundamentals of radiative transfer are discussed. For
more detailed treatment, the reader is referred to
classical texts on the subject [ 1, 2].
The spectral analysis of distant sources breaks
down if emission and absorption of radiation occur
along the line of sight of the detecting system. The
associated change of spectral radiance between source
and detector may be treated in the following manner.
Consider the column of radiating and absorbing gas
defined by the field of view of the detector as shown
below, and imagine all matter and radiation removed
between cross section x and detector.
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W I(x,t,),) I(x + Ax,t,},)
Source _ Matterremovedandra iation i iSystem
X X+_X
Because of the absence of any further absorption or
emission, the detecting system would measure the
radiative power I(x, t,k) at plane x. If the measure-
ment is now repeated at the new position x + Ax, the
detector would measure I(x + Ax, t,k). Then the
difference in radiative power AI for the volume
element shown is
AI = l(x+Ax, t,_.) - l(x,t,_.); (3)
that is,
AI = _-x Ax. (4)
This change of power is caused by light emission,
absorption and scattering in the volume element,
where
_I = Al +AI + Al (5)
e a s
AI = radiation emitted in volume element Ax
e
reaching detector
AI = radiation absorbed in volume element Ax
a
that would otherwise have reached detector
AI = radiation scattered in volume element Ax that
s
would otherwise have reached detecter.
The radiation loss caused by scattering and absorption
is proportional to the product of the radiation in-
cident I, and the length, Ax, of the volume element;
that is,
AI + AI = -K(x,t,_,)IAx, (6)
a s
where the constant of proportionality K(x, t, _,) is
known as the extinction coefficient. In addition, the
emitted, AI and absorbed radiation, AIa, in volumee'
element AX are related by Kirchoff's law:
AI
e
I(x,k,t) - AI Ib [)''T(x,t)], (7)
e
if the absorbed power is converted into heat. By
substitution from equations (6) and (7) into (5), we
obtain
AI-
AI
a
I(x,k,t) Ib (k,T) - K(x,t,k) I(x,X,t) Ax.
(s)
Since the detected radiation power, I, is proportional
to the spectral radiance, W, the above equations
could equally well be written with W in place of I.
A simplification occurs in equation (8) if ab-
sorption and scattering predominate and emission
can be neglected or vice versa. In these cases,
III Ieither KIAx >> T Ib I
l&: 1ais dominant, or T Ib >>
emission is dominant.
(8) becomes
, when extinction
I KIAx I ' when
In the former case, equation
1 DI
= -K(x, },). (9)
I Ox
Thus, the detected radiated power at position x is
given by the radiation, I0, received from the distant
source at x = 0 and thc integrated extinction coefficient
of the medium in between.
x
-f Kdx
I = I 0 e 0 (10)
If, on the other hand, emission is dominant, and if
we assume further that scattering can be neglected
relative to absorption, then from equations (6) and
(s)
AI
a KIAx
AI - I Ib = _ Ib'
leading to
x
I = f I b Kdx. (11)
0
The integration is over the distance between the
distant source (x = 0) and the detector, or between
the source and position x, where the detector is
assumed to be situated a distance from the source
greater than x, and there is no absorption or emission
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5fradiationcontributing to the detector signal from
gas between x and the detector.
A third case to be considered is that for which
scattering can be neglected, but emission and ab-
sorption are of the same order of magnitude. K is
then determined entirely by absorption, and, from
equations (6) and (8}, we obtain the partial dif-
ferential equation:
ib (},, Tx) )1 _ = K(k,x) 1-I(X,x) 0x I(X,x) '
the solution of which is
(12)
I(X,x)
-e..(Y0 0
ex./
0
(13)
In summary we find that the received signal, I, is
always some integral over the generalized extinction
coefficient, K. The form of this integral can be
found only if at least one simplifying assumption is
made. If none of the simplifying assumptions made
are permissible, then the generalized extinction co-
efficient, K, is not sufficient to relate the detected
signal to the optical properties of the medium.
Statistical thermodynamics shows that the gen-
eralized extinction coefficient is a unique function of
the partial pressures of each species, Pi' the tem-
perature, T, and the hydrostatic pressure, P.
K = K(p i, T, P,)_)
Knowledge of it could therefore be used to analyze
local thermodynamic properties of the transmitting
medium. In any atmospheric phenomenon or model
flow, the thermodynamic properties are functions of
space and time:
Pi = Pi(x't)
T = T(_,t)
P = P(_,t).
The extinction coefficient is, therefore, similarly
dependent:
K = K(_,t,h).
The problems associated with the remote sensing
of local thermodynamic properties is thus two-fold.
First, the optical integration has to be eliminated to
obtain local values of K. This problem is reviewed
in this paper. Second, the local values of K have to
be related to the spatial and temporal distribution of
dynamic and thermodynamic properties. This prob-
lem will be treated in other papers to be published.
To retrieve the local information from the in-
tegrated spectral intensity,I, a transformation with
respect to the independent variables, space (x = x,
y,z), time, t, and wavelength, R, is utilized. The
Abel integral transformation technique applies to the
space variables, the zonal approximation method
uses the variation of R, and the cross-beam cor-
relation technique makes use of the temporal fluctu-
ations of the measured radiation, I. All three
methods use similar optical hardware and design
concepts since they are dependent on a measured
spectral intensity, I(x,y, z,)_,t). They differonly
in the testarrangement, which is needed to cover the
range of the independent variable used. Furthermore,
they are all limited by one of the above simplifying
assumptions, since the relationship between local
K values and the integrated signal has to be ex-
plicitlyknown.
The fourth approach to the problem differs from
methods discussed above in that integration along the
path between the source and detector is avoided by
projecting the image of light source into the flow and
viewing this image, by means of the scattered radi-
ation, with a detecting system with a narrow field of
view. To obtain information, it is necessary to as-
sume that scattering losses between the source and
its image, and between the source image and the
detector, are small compared with the incident and
scattered beam intensities, respectively.
These four different methods of remote sensing,
the Abel integral transformation method, the zonal
approximation method, and cross-beam correlation
method, and viewing techniques, are considered in
detail in this paper.
III. ABEL INTEGRAL TRANSFORMATION METHOD
The general type of optical measurement used in
the Abel integral transform method [ 3,4, 5] is il-
lustrated in Figure 1. The source emits a radiation
beam of constant intensity, I 0 (h), at wavelength, k.
This radiation passes through the region of interest,
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FIGURE 1. ILLUSTRATION OF INFRARED METHODS FOR GAS TEMPERATURE MEASUREMENTS
being attenuated by the hot gas, and is received by
the detection system. The emitted radiation I (k)
g
can be measured separately with the source absent.
If the temperature of the hot gas is uniform, the
temperature can be calculated from two measure-
ments. The first is an absorption measurement.
That is, the spectral transmission, T (;_), at wave-
length, h, is determined by the ratio of the source
intensity, I 0, and the detected intensity, I.
T = _ (14)
io(L) •
In the second experiment the emitted intensity, Ig(;_),
is measured by repeating the experiment without an
external source. As long as scattering can be ne-
glected, this emitted power is related to the emission,
Ib(h ) , of a blackbody by Kirchhoff's law"
Ib(_') = -_-T " (15)
However, we have already mentioned that a single
value of a blackbody intensity, I b, is enough to de-
termine the temperature from Planck's law, equation
(2). Substituting equation (7a) into equation (2) and
solving for temperature gives
E 1}-1T= k " In I+ (i -T) C l AhAA _ (16)
k5 Ig(X)
In the practical case, the temperature will vary
through the hot gas region, and the radiation intensity
detected by an optical system is an integration of the
intensities over the depth of this nonisothermaI
source. The associated equations of radiative trans-
fer were discussed in the last chapter. If we assume
that we deal with axisymmetric jets, the optical in-
tegration may be expressed in terms of the local
radius r = (x 2 + y2) 1/2 as follows:
'r(y) = io(2_)
R
=exp(-2f
r =y
cxp(- f K(x,y, " dx)
r
K(r) (r2=.y2)l- _ dr) (10)
and
I,(y) = .fI b K(x,y) dx
g
R
= 2 f
r=y
r
IbK(r) (r2_ y2) I/2 dr. (Ii)
The retrieval of local information at radius r is now
possible by measuring the transmission, T (y), and the
emission, Ig(y), along perpendicular traverses in
the y direction. These results are then used as an
input to an Abel integTal transformation program,
which converts the chordal or "y" distribution into
the desired radial or "r" distribution.
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If the transmission is greater than 80 percent,
or the absorption coefficient varies smoothly over
the slit width, the results of the absorption and
emission measurements can be transformed as fol-
lows:
(r X = rr 3r . n r (y h (y2_r 2) ½
(17)
and
R
-- Y • dy
_b(r)" K(r)_AX=-r¢t f_g(y}r AX" (y2_r,)y2½
(_8)
where the brackets indicate an average over the
monoehromator band pass, Ak. The temperature
profile,-T(r), follows from equation (16). Further-
more, if the transmission is independent of the
hydrostatic pressure, the expression for the absorp-
tion coefficient can be used to provide the radial
distribution of infrared active molecules that con-
tribute to the absorption and emission.
In summary, we find that local thermodynamic
properties such as temperature can be retrieved, if
both emission and absorption measurements are re-
peated, driving the monochromator slit across an
entire section of the flow. Practical limitations are
imposed by symmetry assumptions. The most
common one of axial symmetry has been illustrated
in this section. Theoretical restrictions are in-
herent in the radiative transfer equation used. Re-
ferring to the previous chapter, we may summarize
this restriction as follows:
1. Scattering is negligible relative to absorption.
2. All energy absorbed is converted into heat.
3. The external source is so powerful that
absorption dominates emission while the source is
being used.
4. In the absence of the external source, power
gains by emission dominate power losses by absorp-
tion.
IV. ZONAL APPROXIMATION METHOD
In the zonal approximation method [6] the path
through the hot flow between the source and detector
is divided into n zones (Fig. 2). Each of these zones
is assumed to be at a particular temperature and to
have a given number density of absorbing molecules.
By making both absorption and emission measurements
for n different wavelengths, 2n equations are obtained.
It is thus possible to solve for the unknown tem-
peratures and number densities.
%,T4
5 ' T5 etc.
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FIGURE 2. ZONAL APPROXIMATION METHOD
For a hot gas in local thermodynamic equilibrium,
the spectral intensity of a one-dimensional beam of
monochromatic radiation depends on the decrease in
intensity due to self absorption and the increase due
to the hot gas in the region dx, and is given by the
expression derived in section II.
X X
fK(X,x) dx -fK(X,x') dx'
0 K (_.,x) dx,I(X,x)= e fib(h, Tx)e 0
(19)
where I (h, x) is the intensity at wavelength )t and
position x, Ib(),, Tx) is the blackbody function at
wavelength X and temperature T at position x, and
x
K()%x) is the absorption coefficient at wavelength
and position x. Scattering has been neglected.
This equation cannot be evaluated in a completely
general case because the dependence of the absorp-
tion coefficient on position is unknown. However, if
the hot gas, i, as outlined above, is divided into n
isothermal, isobaric zones, the absorption coefficient
is independent of position within each zone, and the
intensity at wavelength k that reaches the detector can
be written
(20)
where Ib(X,Ti) and ri(},), respectively, the blackbody
function and the transmission of the sample for zones
0 through i at wavelength X averaged over the mono-
chromator band pass. The transmission at wavelength
X can be measured with the aid of an external radiation
source, and is given by
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nT (k) = _ T.(X). (21)
n 1i=l
For an isothermal temperature profile, i. e., n=l,
only one wavelength need be considered, and equation
(20) reduces to
<I(X)>AX = <I-T ()k)_A) _ <I b (k,T)_A)_ , (22)
which is a form of Kirchoff's law. In this simple
case, transmission is given by Lambert's law:
(23)
Thus, for the isothermal temperature, the zonal
approximation reduces to the infrared brightness
method of temperature measurement [ 7].
For application to a nonisothermal temperature
profile, the spectral emission is measured at n dif-
ferent wavelengths, each of which consists of n dif-
ferent sets of values for I-i(),). This yields n inde-
pendent simultaneous equations for calculating the n
temperatures; the temperatures are implicit in the
Planck blackbody functions, which must be inverted
to provide the temperature profile. It should be
recognized thatthe values of transmission used in
this expression are also somewhat temperature de-
pendent, and, furthermore, only one of these (Tn)
can be measured directly. Thus, the use of this
method also requires some independent prior know-
ledge of the transmission characteristics of molecular
species that give rise to the emission and absorption.
Where such exists, one might use empirical data to
express the transmission as a function of tempera-
ture, path length and totalpressure [8,9, i0] , but a
deeper insight and a more general facilityforhandling
such problems is offered by the band model theories
that are base_l on fundamental molecular properties
[11, 12, 13, 14].
If this information exists, the system of equations
given above [ 14, 15] can be solved to yield the thermal
structure of the hot gas. An iterative procedure for
accomplishing this has been suggested by Krakow [ 15]
in a successful application of this method to the de-
termination of temperatures in CO 2 flames.. As com-
pared to the Abel integral inversion technique de-
scribed above, the use of the zonal approximation
method is of recent origin; there has therefore been
relatively little effort expended in devising useful
analytical procedures for evaluating the temperatures
from the empirically determined set of equations. It
seems likely that the inherent advantages of this
method, (i. e., the application is not essentially mor_
difficult for gases that are not symmetrical or opti-
cally thin) will provide the impetus for further de-
velopment of iterative methods such as that used by
Krakow. In addition to a knowledge of the dependence
of transmission on temperature, transmission and
emission measurements made at n different wave-
lengths are required. In general, it is desirable that
each wavelength correspond to an isolated vibration-
rotation band, or, at least, that a single band be pre-
dominant in the selected monochromator slit width.
This implies that there should be at least n distin-
guishable spectral regions of significant strength that
contribute to the emission.
If the temperature gradients are steep, the regions
would have to be small, and the number of wavelengths
would be correspondingly large. Although, in princi-
ple, this division into a series of isothermal zones
can always be made, the accurate measurements of
so many bands will be difficult in practice.
V. THE CROSSED-BEAM METHOD
The crossed-beam method uses a mathematical
transformation in time to retrieve local information.
The main idea is to eliminate integration by a cross
correlation of fluctuations [ 16]. The measurement
procedure is explained in Figure 3. Two colliminated
beams intersect at a space-fixed point. These lines
define a plane which we shall call "turbulence wave
front" and a normal in the intersection point (x, y, z)
_2 P_EoTIME DELAY ] I
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TO _ "_/_---_ AVERAGE
R (_, 'r)
2 LIGHT
SOURCES
FIGURE 3. CROSS-BEAM CORRELATION METIlOD
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which is called the wave normal. We then measure
the radiative power I (t,),) along both fields of view,
split off the time average signal, I, cross correlate
the fluctuations, i(t), and calculate the quantity, R,
as described in Figure 3. Let us assume that the
two detecting telescopes have been aligned to the y
and z axis of a Cartesian, space-fixed coordinate
system. Each line of sight is denoted by a y or z
subscript, and each point on the line of sight by the
distances _ or _ relative to the intersection point.
The quantity R is then equal to
iz(t, )h) iy(t, )'2)
R(x, )_) . (24)
I • I
y z
The fluctuation of the optical original i is related
to the fluctuation of the extinction (or emission) co-
efficient along each beam by the equations of radiative
transfer. In case of dominant emission, equation
(10) may be applied. This leads to
(+7 )I = .I+i = I 0exp - (K-+ k) dx . (25)
Linearzing the integrated fluctuation of extinction
coefficients,
exp(-fkdx) = 1- fkdx, (26)
the fluctuation of the optical signal becomes
-]-oo
ix(t ) = -T f k(_, t,)t) dx.
X
(27)
The interpretation of the measured quantity, R,
follows by relating it to the local fluctuations of the
extinction coefficient. Substituting expressions for
i and i into equation (24) and assuming statistical,y z
homogeneity along one of the beams [ 17] leads to an
optical integration over the turbulence wave front.
detector
JJk(x,y,z,t,X l) k(x,y+_?,z+ _,t,)_ 2) d_/d_.
source
(28)
Two important conclusions can be derived from
equation (4) :
1. For a pair of statistically independent light
sources, the source fluctuations and characteristics
do not have to be known. The method would work for
any source, such as ground beacons, the sun or
thermal radiation from extended background like the
sky.
2. The random nature of turbulent fluctuations
assures that integrand drops to zero over distances
which are comparable to a typical eddy size. This
explains, qualitatively, why the cross correlation
partially eliminates the usual optical integration along
a line of sight.
According to equation (28), the crossed-beam
correlation works whenever the wanted signal is
common to both lines of sight. The way in which the
wanted signal is then pulled out of the integrated
signal may be described best by splitting each of the
integrated signals in two parts. The first describes
the contribution of the "correlated volume" where the
integrand of equation (4) does not vanish. The second
part describes the rest of the integrated signal. Mul-
tiplying the fluctuations of the two integrated signals
then leads to four products. Three of these change
between positive and negative values in a random
fashion. If we now average these products over time,
their mean value will go to zero, whereas the de-
viation from the mean will increase with the square
root of time.
The fourth product describes the contribution of
the correlated volume, which is common to both lines
of sight. The associated product is always positive
and its summation over time should increase linearly
with time. Therefore, it will be the dominant one,
if one goes on adding long enough. Even small con-
tributions at the beam intersection can be pulled out
provided that (1) the integrated signals show de-
tectable fluctuations and (2) the combination of light
source fluctuations, shot noise and instrument noise
is not orders of magnitude larger than the root mean
square value of the integrated signal.
The optical integration is restricted to the wave
front. Along the wave normal, no integration takes
place, and local information inside a correlated
volume may be obtained by repeating the crossed-
beam experiment for several beam separations along
the normal as shown in Figure 3. The space sepa-
ration, _, describes the minimum beam distance,
which defines the wave normal. Also a time separation
is introduced electronically by a time delay unit. With
these alterations on the experiment, the measured
quantity, R, becomes
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+ ao
ff <k(x,y, z,t,X I) k(x+_,y+_?, z+_,t+_-,k 2)> drfiS.
- _ (29)
Some general analytical arguments [18] led us to be-
lieve that the measured correlation, R, closely ap-
proximates the correlation between the local fluctua-
tions of k, which imaginary point-probes would have
measured in the two points of minimum beam sepa-
ration. These points are dotted in Figure 3. How-
ever, the statistical description of random fields is
based on "two-point product mean values. " The
crossed-beam method thus gives an approximation
of any turbulence parameter, which is commonly de-
rived from two-point product mean values. Some of
these parameters are
a. space-time correlation coefficient:
R(X+_,y, Z,T )
r(},T) = R(x,y,z) (30)
b. the "size" of the correlation volume or "in-
tegral length scale" of turbulence along the beam
normal:
L = f r(_,O) d_
X
0
(31)
C. mean square values of the fluctuating quantity:
a(_ =o,_ =o)x
k2(x) = __ , (32)
I I L L
yz y z
where L and L are integral length scales. Species
y z
concentration or temperature fluctuations are de-
rivable from this quantity.
d. turbulence spectrum:
S(_0) = _ r(0,'r) ei°]r dT (33)
e. convection speed, obtained from the time
delay, Tm(_) , at which a particular r(_,T) curve
touches the envelope common to all such curves as
illustrated in Figure 4
= _ (34)
Uc Tm(_)
f. moving axis autoeorrelation r* (_,_m), the
envelope defined in (e). A temporal turbulent fre-
quency spectrum which would be felt by an observer
traveling with the average eddy is given by
S _:` (_)= f r;:-'(_,Tm) e iccr dr. (35)
--oo
g. eddy lifetime Te corresponding to the time
delay for which
1
= - -- (36)r* (_,1"m "re) - e
These measurable turbulence properties are ap-
proximations to the two-point product mean values,
because the correlation between the two detected
signals will include contributions from turbulent fluc-
tuations that would not be felt by a point probe on the
normal to the turbulence wave front. However, ex-
periments in a subsonic jet have shown [ 18] that
_ TIMEcDELAY _ 1, (')
R( v
_ =0
""
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FIGURE 4. LOCAL POWER SPECTRA CONVECTION
SPEEDS AND EDDY LIFETIMES FROM CROSSED-
BEAM CORRELATION MEASUREMENTS
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Weighing of contributions close to the wave normal
is sufficiently strong to yield good spatial resolution.
To measure thermodynamic properties, the
fluctuations in extinction coefficient or, in the case
of hot flows such as rocket exhausts, fluctuations in
emission coefficient have to be related to variations
in species concentrations and temperatures. By
proper choice of optical wavelength and spectral
bandpass, it should prove possible to measure fluc-
tuations in these quantities and, hence, to apply the
technique to the study of multicomponent or two-
phase flow phenomena.
The crossed-beam concept has the following
potential advantages:
1. The spatial and temporal variation of tur-
bulence parameters is given, while other methods
average over the optical paths.
2. The continuous and simultaneous monitoring
of separate locations allows us to obtain accurate
statistical estimates, while other direct or remote
sensors are restricted to a few single-path or single-
point experiments.
3. The evaluation of moving axis autocorrelations
permits the study of the full life cycle of targets of
opportunity such as shocks, flames, weather fronts
and pollutants.
4. A single sweep of frozen atmospheric pat-
terns may establish the complete altitude profiles of
turbulent intensity, turbulence length scales and
wave member components.
The crossed-beam method will work only if the
following requirements are met:
1. Particulate or gaseous tracers must produce
local changes in radiative power which are not lost
during transmission to the detector.
2. Light source fluctuations, shot noise and in-
strument noise must be reduced to mean square
levels which are not several orders of magnitude
greater than the integrated signal. This is a far less
restrictive requirement than the normal, which is
that the erroneous noise should be at least one, and
preferably two or three, orders of magnitude less
than the genuine signal.
3. The lines of sight must intersect at or scan
over a selected position for a sufficiently long in-
tegration period to pull the correlated signals out of
the light source fluctuations, flow fluctuation, shot
noise and instrument noise. The necessary inte-
gration time is intimately related to the magnitudes
of the various noise contributions to the detected
signals. Although, in principle, any degree of noise
can be eliminated with suitable integration periods,
the finite record lengths and the dynamic interchannel
displacement set practical limitations to pulling the
local signal out of the integrated signal and the com-
bined light source noise, shot noise and instrument
noise.
On occasions the problems of meeting the above
requirements will be formidable and may prohibit
some of the desired applications. However, since we
can pick the detected radiation from any region of the
electromagnetic spectrum and since atmospheric ap-
plications allow large beam diameters and arbitrary
orientations of the two lines of sight, we believe that
there are many experiments where the above problems
may be overcome, and useful, hitherto unavailable,
data obtained.
The interpretation of the beam correlation (two-
beam product mean value) is subject to the following
theoretical restrictions.
1. The number of statistically independent
regions and gas dynamic phenomena is small enough
to avoid cancellation of local fluctuations which would
occur when integrating over too many statistically in-
dependent parts.
2. Either emission or extinction dominates the
local change of radiative power inside the correlation
volume.
3. The integrated fluctuation of the generalized
extinction coefficient is sufficiently small to permit
linearization. However, large changes in the mean
value of the transmitted radiative power are per-
missible. Also, large local fluctuations are toler-
able, if one integrates over several statistically in-
dependent regions.
4. The fluctuations of radiative power are locally
isotropic and homogeneous over the plane of the two
beams. This assumption is sufficient but does not
appear necessary. Crossed-beam experiments in
anisotropic and inhomogeneous jet shear layers [18]
have already yielded a good approxiznation of two-
point product mean values.
VI. VIEWING TECHNIQUES
In viewing techniques a lens or mirror collects
scattered light from a small volume element in the
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flowdefinedbythefieldofviewofthedetectorand
thedimensionsoftheincidentlightbeam.A sche-
maticdiagramofanopticalsystemsuitable for this
type of measurement is shown in Figure 5. The small
COLLECTING LENS
APERTURE
PROJECTION LENS
SCATTERING
PARTICLES
LIGHT
SOURCE
E_
VIEWED
VOLUME
FIGURE 5. VIEWING TECHNIQUES SCHEMATIC
DIAGRAM (Sound detector system at right angles
to planned paper)
volume element in which the scattered light received
by the detector originates may be considered as a
source of light, and its spectral radiance calculated
in terms of watts/unit area/unit solid angle/unit
wavelength interval. This assumes that multiple
scattering can be neglected. In theory, by measuring
the spectral radiance, it is possible to obtain species
concentrations and temperatures for the volume ele-
ment being measured.
The intensity and spectral composition of the
light received by the detector will obviously depend
on the nature of the scattering particles. Scattering
by both free andbound electrons can occur but, in
addition, contaminants such as oil, fog, smoke and
other solid or liquid particles can act as strong
scattering centers. It has been shown that scattering
by bound electrons (Rayleigh scattering) is extremely
sensitive to the slightest contamination in the flow
[ 19]. For example, the Rayleigh scattering cross
section for most common gases is approximately
10 -28 cm 2, whereas the scattering cross section of
free electrons (Thomson scattering) is about 6 x 10 -25
cm 2. This is more than three orders of magnitude
higher so that the number density of free electrons
should be four to five orders of magnitude smaller
than the number density of bound electrons if Rayleigh
scattering were to be used. The scattering cross
section of solid and/or liquid particles (Mie scat-
tering) is so much larger (10 -16 < a < 10-8cm 2) than
either of these, however, that the slightest particle
contamination would mask both Rayleigh and Thomson
scattering. Even under carefully controlled lab-
oratory conditions, background scattering from solid
and liquid particles often makes electron scattering
unobservable.
Viewing techniques thus appear destined to be
related only to large particle scattering since the de-
tector viewing any flow of practical interest will see
scattered light which has its dominant contribution
from such "contaminants" as water droplets, dust,
fuel droplets, carbon particles, etc. Viewing tech-
niques could, therefore, be used to study contami-
nations, or a known distribution of scattering particles
could be introduced. This leads to the combination of
viewing and tracer techniques.
Both mean values and fluctuations of oil-fog
concentrations have been measured on ducted jets
[ 20] by projecting the image of an incoherent source
into the flow. The spectral radiance of the scattered
light was high enough to obtain a good comparison
between the optically measured two-point oil-density
correlations and hot-wire recorded two-point velocity
correlations. During these fluctuation measurements,
it was found that reliable results depend on a very
careful adjustment of the fog concentrations. A very
narrow margin existed between the lowest fog con-
centration that would prevent the signal fluctuations
from being buried in the shot noise, and the highest
fog concentrations that still lead to meaningful cor-
relation functions. A further problem is caused by
temporal fluctuations of the scattered light which are
not the result of changes of scatterer concentration
in the viewed region. Although the light source it-
self might be quite stable, the spectral radiance of
its image will fluctuate because of the fluctuating
losses in the flow which occur between the source
and its image. A theoretical analysis showed [21]
that these "light source fluctuations" will plague any
correlation analysis using viewing techniques.
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Theproblemofmeanvaluemeasurementspre-
ventsafurtherdifficulty. Thisis associatedwith
theuniformdistributionofthetracer which will de-
termine whether or not the tracer density is, in any
way, a measure of the flow density. Further, in hot
flows it is likely to be difficult to find a suitable
tracer that does not burn or evaporate [ 22]. It
therefore appears questionable that a particle-
tracing technique would be applicable where high tem-
peratures and large density gradients exist. It is
also questionable whether or not tracer particles will
follow fluctuations of turbulent motion at high or
supersonic velocities. Thus, viewing techniques
using tracers will probably be limited in range of
application.
VII. SUMMARY
The use of Abel integral inversion techniques
is perhaps the most well known of the methods de-
scribed for retaining local mean values of species
concentration and temperatures out of integrated
signals. The Abel integral and zonal approximation
methods are similar in that they require a com-
bination of transmission and emission measurements.
In the Abel integral inversion method, it is suf-
ficient to isolate one or a small number of absorp-
tion bands, and view these bands over various chords
of the cross section of the exhaust. The application
of this method is considerably simplified when the
gas possesses circular symmetry and is optically
thin. With the zonal approximation method, it is not
necessary to scan over a series of geometrical paths,
and the method is not inherently more complicated if
the gas is neither circularly symmetrical nor optically
thin. However, the optical properties must be meas-
ured at a number of wavelengths equal to the number
of zones considered; in a practical application, the
suitability of this method could well be limited by
the number of individual bands that it is possible to
isolate.
In choosing between these two methods, one must
consider the relative disadvantages in either ob-
serving over a number of geometrical paths or at a
number of wavelengths. The use of either technique
requires some prior knowledge of the variation of
the optical and total gas pressure. One feature,
implicit in the evaluation of these optical properties,
that is generally not explicitly stated is that these
methods may also provide the radial distribution of
pressure in the exhaust region.
Neither method is particularly suited to making
fluctuation measurements. In the Abel integral
method, it would be necessary to make measure-
ments over a large number of paths simultaneously,
whereas with the zonal approximation technique,
simultaneous measurements at a number of different
wavelengths would be needed. Errors in the in-
stantaneous values or in the calculation of tempera-
tures could lead to very large errors in the values
for rms fluctuations.
The crossed-beam correlation technique is best
suited to measurement of turbulence properties and
fluctuations in thermodynamic properties. Mean
value information cannot be directly obtained; how-
ever, it may be possible to do this indirectly and
this problem is being studied. By proper choice of
the wavelength of radiation, detected rms fluctuations
in both species concentrations and temperature may
be measured with good spatial resolution. In addition,
information as to eddy scales, and lifetimes, con _
vection velocities, cross-power spectra and three-
dimensional wave number spectra may be obtained.
The applicability of the crossed-beam correlation
technique in terms of spatial and spectral resolution
will be determined by maximum source intensities
and by the spectroscopy of the system to be investi-
gated.
In comparison with the Abel integral trans-
formation and zonal approximation methods, the
crossed-beam technique does not need elaborate
mathematical transformations, but uses existing
standard analog or digital computer programs de-
veloped for vibration analysis and dynamic calibra-
tions. In addition, no prior information on flow
symmetry or temperatures is needed. The rms
value of correlated fluctuations may be calculated
when the uncorrelated fluctuations are up to approxi-
mately ten times larger using integration times of
the order of one second.
Viewing techniques to measure thermodynamic
properties would be difficult to apply in a practical
case because of the relative scattering cross sections.
Since, for most common gases, the Rayleigh scat-
tering cross section is of the order of 10 -28 em 2
compared to 10 -16 to 10 -8 cm 2 for scattering by solid
or liquid particles, the slightest contamination in the
flow will mask the Rayleigh scattering. The use of
a tracer will allow kinematic flow properties to be
measured, but for hot flows a tracer that does not
burn or evaporate may be hard to find. Fluctuations
in the intensity of light scattered out of the viewed
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volumelementcausedbyvariationsinintensityof
theincidentradiationareaproblemwhichcanbe
overcomeonlybytheuseofveryintenselightsources
andveryaccuratecontroloftracerparticlecon-
centration.
In conclusion,thetechniquesdiscussedinthis
paperare, toalargeextent,complementary.Mean
temperaturesanddensitiesmaybeobtainedwiththe
Abelintegralandzonalapproximationmethods.
Viewingtechniquesarerestrictedtomeasurementof
kinematicflowpropertiesusinglightscatteredby
particulatematterin theflowor tracersthatarein-
troduced.Thecross-correlationtechniqueis best
suitedtofluctuationmeasurementsanddetermination
ofkinematicflowproperties.
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ATMOSPHERIC APPLICATIONS OF THE CROSS-BEAM TECHNIQUE
By
William O. Davies* and Robert W. Deuel*
ABSTRACT
The investigation of atmospheric phenomena
using a cross-beam technique is considered for two
particular cases, quiet nightglow radiation fluctua-
tions and emission or absorption changes due to at-
mospheric ozone. For each case, experiments would
begin with a single-beam observation to determine
integrated path signal characteristics. Subsequent
cross-beam observations would resolve fluctuating
phenomena to the isolated volume.of the correlated
paths. Calculations indicate an expected high-fre-
quency contribution to the fluctuation spectrum due to
the generation-decay processes of the species in-
volved in the observed radiative transition. Varia-
tions caused by the transport of cells representative
of wind and turbulence characteristics across and
within the field of view are expected to produce lower
frequency spectral features. Details of source
strength, extinction effects, and correlated volume
resolution must be considered for each case.
I. INTRODUCTION
This paper outlines some specific problems that
might be considered in determining the feasibility
of the cross-beam method for investigating atmos-
pheric phenomena. The optical cross-beam method
[1,2] can be described briefly as follows: Two
spectrophotometer systems, including the light
source, dispersing instrument, and radiation de-
tector, are used to investigate gas flows or planetary
atmospheres. The lightpaths of these two systems
are arranged to cross in the region being investigated,
and the radiation received at each detector is moni-
tored in such a manner that the correlation of the
fluctuations in the two beams can be determined.
These signal fluctuationsmay result from variations
of density, temperature, pressure or velocity mass
*IIT Research Institute Chicago, Illinois. This
work was partially performed under Contracts
NAS8-11258 and NAS8J20i07
motion, and variations in excitation and de-
excitation processes. The basic requirements for
using the cross-beam method in atmospheric meas-
urements are that (i) a sufficiently strong radiation
source exist, (2) fluctuations of atmospheric pheno-
mena are evident in the signal detected from this
source, and (3) the fluctuating signal can be inter-
preted in terms of the phenomena being studied.
In atmospheric tests the primary consideration
should be given to the observation of atmospheric
constituents that are nonuniformly described in the
atmosphere. This approach offers the greatest
possibility of obtaining measurable fluctuations in a
localized region of an atmosphere, while utilizing
spectral regions in which the transmission of radia-
tion through the earth's atmosphere is sufficiently
high. Of the large number of phenomena that exist
the two specific examples considered here are ob-
servations of airglow and ozone. These phenomena
were chosen because it has been demonstrated ex-
perimentally that the application of the cross-beam
method to the study of airglow will yield results in
agreement with other methods and because the motion
and distribution of ozone is of importance in a number
of atmospheric phenomena.
The origin of airglow and atmospheric ozone is
discussed briefly, the source and the nature of ex-
pected fluctuations are considered, quantitative es-
timates of the detected signal are given, and some
specific experimental arrangements are discussed.
II. AURORA AND AIRGLOW
A. GENERAL DESCRIPTION OF THE
PHENOMENA
Aurora and airglow are the terms used to
describe nonthermal optical emission generated in the
atmosphere at altitudes from 70 to 350 km [3,4].
Although the complete excitation processes are not
known, the sources of this energy are believed to be
the interaction of air molecules and atoms with
energetic particles and solar radiation. The particles
that cause aurora are protons and electrons traveling
along the geomagnetic field lines, while those pro-
ducing airflow are primarily electrons in the ionos-
phere. Solar radiation produces delayed excitation
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throughchemicalreactionsandelectron-ionrecom-
binationthatoccursduringthenightfollowingdaytime
photo-dissociationorexcitation.Themassmotionof
air, whichdissipatesenergythroughviscousinter-
action,mightalsobeasourceofexcitationenergy
if thereexistssomemechanismtoconverthetrans-
lationalenergytoatomicandmolecularpotential
energy,butmassmotionis amorelikelysourceof
intensity variations than excitation.
Airglow is often divided into day glow, night
glow, and twilight glow, depending on the time of
day it is observed. Day glow is difficult to observe
because of the background of scattered solar radia-
tion, and in this discussion the interest is in night
glow. Night glow is a faint multi-colored glow of
almost uniform brightness that appears in the sky in
temperate latitudes; at high latitudes airglow is a
relatively weak background for the more intense
aurora. The borderline between airglow and weak
aurora is nebulous and is defined differently by vari-
ous authors.
The spectrum of night airglow is made up pri-
marily of atomic lines and molecular bands, with
some evidence of continuum sources. The major
emitting species appear to be atomic oxygen, singly
ionized nitrogen molecules, sodium atoms, and
hydroxyl radicals. Some of the interesting features
that have been identified include the green and red
lines of atomic oxygen at 5577 and 6300 A, respec-
o
tively, the sodium D lines 5893 A, molecular bands
of 02 and N 2 + at 39i4 and 4278 A, and the Meinel
bands of OH. The continuum or group of unresolved
lines observed in the green is believed toarise from
photochemical reactions of nitrogen oxides. These
different emission sources are generally associated
with different altitudes.
It is not possible to present a thorough discussion
of airglow processes in this short summary. The
brief description given here will provide a basis for
considering the nature of airglow intensity fluctuations,
but it should not be assumed that the mechanisms
given for airglow excitation are complete, or even
that these mechanisms are entirely understood. The
primary interest in this study is the red and green
lines of atomic oxygen and the 39t4- and 4278-A
bands of N2+. The red airglow at 6300 A is emitted
primarily from the F region of the ionosphere (200
to 300 kin). A number of processes are believed to
contribute to this emission, including
÷
02 +e-*0(iS) +0(ID)
4-
NO +e _N+ 0(iD)
0(tD)_0(3P) +h v (6300 /_).
Various photochemical reactions may provide other
sources of excitation, but because of the long radia-
tive lifetime of the 0(1D) state, most of the radiation
will be suppressed by collisions in the altitude region
where chemical reactions are significant.
The green airglow at 5577 A is emitted primarily
from the lower E region at about 100 to 120 km alti-
tude, which is also the height of maximum atomic oxy-
gen concentration [5]. It is believed to result pri-
marily from a three-body recombination of oxygen
atoms to form 02 molecules and 0(IS) atoms, after
which the excited oxygen atoms undergo a radiative
transition to the 0(ID) state. This mechanism is
summarized by the reactions
0 + 0 + 0 _ 0 2 + O(IS)
0(iS) --* 0(ID) + h v (5577A)
in which the third body (0) is excited by energy lib-
erated in the recombination.
4-
Emission from the N 2 First Negative band sys-
tem provides a measure of total nitrogen ionization in
the lower ionosphere. It has been suggested that the
N2+ emission is a result of bombardment of the upper
atmosphere by extraterrestrial particles that may
have escaped from the trapped radiation belts; how-
ever, ionization of N 2 by cosmic rays may also play a
role in the N2+ emission. The emission is primarily
from below the 100-kin altitude region, and variations
in intensity during periods of hours are apparently
covariant with the 5577 A oxygen emission which is
from the same altitude region. The (0,0) and (0, l)
bands at 3914 and 4278 A, respectively, are the
strongest ones observed; however, it is probable that
more sensitive instruments could also detect weaker
transitions of this band system. This emission is a
convenient measure of the ionization rates in the low-
er ionosphere because the transitions are allowed and
therefore radiate the excitation energy very rapidly
after the ionization process,
B° FLUCTUATIONS IN AIRGLOW INTENSITY
The basic requirement for using the cross-
correlation technique to investigate atmospheric
phenomena is tha_ fluctuations exist in the emission
(or absorption) being observed, and that fluctuations
be quantitatively related to the phenomena of interest.
Two possible sources of high-frequency fluctuations in
the night glow emission intensity are (1) mass motion
of emitting species, i.e., winds and turbulence, and
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(2) thestatisticalprocessesinvolvedin thegenera-
tionanddecayofexcitedenergylevelpopulations,
whicharereferredto inrandomprocesstheoryas
birth-deathphenomena.Thefluctuationperiodsfor
radiativetransitionsbetweenatomicandmolecular
energylevelsarethesameorderofmagnitudeasthe
radiativelifetimeoftheenergylevelonwhichthe
transitionoriginates.Thisis aresultofthestatis-
ticalnatureofatomicandmolecularprocesses,for
whichtheoccurrenceofatransitioncanonlybe
statedasaprobabilitythat,inagiventime,the
atomicor molecularspecieswill undergoaspon-
taneousor inducedchangefromoneenergylevelto
another;theterm"lifetime"denotestheaverage
timeaspecieswill remaininagivenstatebefore
makingsuchatransition.Ingeneral,theperiodsof
interestforallowedandforbiddentransitionswould
covertherangefromi04 to 102sec,withmostcases
of interestbetween10-7andl0-1sec[6].
Thus,whenconsideringatomicandmolecular
phenomena,oneis alwaysdealingwithstatistical
processes,forwhichthemeanfluctuationperiodcan
bedeterminedasa fundamentalpropertyofthespe-
ciesofinterest.If, forexample,thetime-dependent
intensitiesarerecordedfor theatomicoxygentrans-
o
ition at 5577 A, at an altitude where collisional
quenching is negligible, the information concerning
the generation and decay of 0(IS) atoms would be
contained in the fluctuations with periods of the order
of 0.75 sec [7]. Similar information concerning
the 0(1D) and N2+ (B_ u+) energy levels would be con-
tained in fluctuations with periods of about tO_ and
i0 -T sec [8], respectively.
The wind and turbulence properties of the at-
mosphere are less well understood, and, to charac-
terize the turbulence properties even approximately,
it is necessary to consider specific altitude regimes.
It is fair_ well established that oxygen atom emission
at 5577 Ais primarily from an altitude of about
100 km [9, 10]. This airglow occurs in patches with
horizontal dimensions on the order of i000 km, which
are observed to drift at speeds on the order of i00
m/sec. The mesosphere and lower thermosphere
(60 to i05 km) are characterized by strong wind
shears and turbulence, and there is a tendency for
the wind direction to reverse every 3 to 4 km, pro-
ducing an effective wavelength of 6 to 8 km [11].
Within these turbulent cells, rocket trails have been
observed to disrupt into eddies of sizes 100 m and up,
with the most probable size being about 1 km. The
horizontal drift of the globules corresponds to the
vertical wavelength of 7 km. Figure I (from
Kellogg [12] ) shows this structure in a general cir-
culation diagram of the atmosphere up to about i00
km.
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FIGURE i. SCHEMATIC REPRESENTATION OF
THE MIXING PROC ESS IN THE ATMOSPHERE
If one viewed a fixed position in the night sky,
any variation due to the "patch" motion as a whole
would occur in times of the order of 104 sec, so that
there should be no difficulty in distinguishing these
slow variations from the generation and decay pro-
cesses. For the most probable turbulent cell size
with a dimension the order of 1 km, the typical
fluctuation period is the order of 10 sec; with cell
sizes of 100 m to 10 km, the fluctuation periods would
range from t to 100 sec.
For the airglow at 5577 A, it appears possible
to separate the fluctuations resulting from turbulence
from those associated with the radiative lifetime by
(1) considering different periods of the fluctuations
and (2) varying the photometer field of view. Al-
though the fluctuation frequencies for turbulence and
lifetime would overlap somewhat, the mean periods
for these processes of 10 sec and i sec, respectively,
are sufficiently different so that some differentiation
appears possible.
C. OBSERVATIONS OF AIRGLOW FLUCTUA-
TIONS
Several airglow experiments have been con-
ducted in which some physical property was deduced
by cross-correlating intensity fluctuations recorded
by two photometers. The experimental arrangement
for a cross-beam covariance airglow experiment is
shown in Figure 2 [13]. Two photometers, designed
to record emission intensities of selected airglow
emission lines, are placed about i00 km apart, and
their fields of view are crossed at a given altitude.
The time-dependent intensities are recorded on
magnetic tape, and the data are analyzed to determine
the statistical correlation of the two signals and to
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relate these quantities to atmospheric phenomena
at the intersection.
Paulson and Shepherd [14] used a cross-
correlation of auroral intensities from atomic oxygen
at 5577 A and the N2+ at 39i4 _,, to obtain the life-
time of the 0(iS) energy level. This was a cross-
correlation experiment but not a cross-beam experi-
ment, as the two photometers viewed the same in-
tegrated path in the atmosphere. The photometer
field of view defined a diameter of about 1.5 km at
analtitude of 100 kin. However, the integration over
the entire path probably averages out the fluctuations
caused by turbulence, permitting a measurement of
the energy level lifetime. Assuming the excitation
rates of the 0(iS) and N2+ (B_ +) energy levels
u v=0
are proportional, the fluctuating intensities are re-
lated by the expression
di1/dt+ _-t i1 =KI 2
o
where I 1 2 are the intensities at 5577 and 3914 A,
respectively, T is the lifetime of the 0(IS) state, and
K is the ratio of the excitation rates of the two energy
levels involved. One of the intentions of these authors
was to use the measured de-activation rates to infer
the airglow altitude, but these efforts yielded incon-
sistent results. Altitude measurements could be
made more easily and reliably by separating the two
photometers by a distance on the order of the altitude.
41
Across-beam,cross-correlationairglowex-
perimenthasbeenperformedbyWolff[15]to
determinetheairglowaltitude.Twophotometerso,
bothviewingtheatomicoxygenemissionat5577A,
wereplaced246kmapart;theyscannedtheatmos-
phereinsuchamannerthattheintersectionoftheir
fieldsofviewmovedinahorizontallineataconstant
speed.Observationsweremadeoverarangeofal-
titude,andit wassuggestedthatthealtitudeofmax-
imumcorrelation(97kin)is theheightatwhichthe
maximumintensityofthe5577_ oxygenlineorigi-
nates.ThefieldofviewwasI by8degrees,which
definesanareaofabouti. 5by12kmat100km.
Basedonthediscussionabove,thismeasurement
wouldincludefluctuationsgeneratedbybothturbu-
lenceandbirth-deathprocesses.Thisexperiment
sufferedfromapaucityofdata,asonly,4outof30
attemptsyieldedusefulinformation,theremainder
beingdestroyedbyinclementweatheror recording
difficulties.Nevertheless,whenthecorrelationdata
for these4setsofmeasurementsarecombined,the
5577/_ airglow altitude obtained from these obser-
vations (97 • 2 km) is in excellent agreement with
results obtained from rocket flights and triangulation
by time variation [9,10].
A similar airglow experiment is being conducted
at the IIT Research Institute, using a modification of
photometers [16] that have been used frequently to
measure slower variations of airglow intensity [e. g.,
12]. These are three color photometcrs that include
wavelengths of 6300, 5577, and 4278 /_; the instrument
automatically switches colors and subtracts the con-
tinuum background from the desired line or band
intensity. In this study, the nightly and dawn varia-
tions of airglow intensity and their correlation with
daytime ionospheric absorption are being investigated,
and the altitude of airglow emission will be measured.
The statistical fluctuation spectrum for a single
photomete_has been determined at a wavelength of
6350 /_, and a time series autocovariance program
was used to compute the harmonic components of the
airglow variations. The results show maximum fluc-
tuations at a frequency corresponding to the 0(tD)
lifetime. The addition of a second photometer will
permit observations on a volume of the same order as
the turbulent size.
OZONE
A. GENERAL DESCRIPTION OF THE
PHENOMENA
Ozone is formed in the upper layers of the
atmosphere by the action of solar ultraviolet radiation
on oxygen molecules [5]. Photodissociation of
oxygen molecules produces atomic oxygen, after
which a three-body collision between 02, 0, and any
third body (M) results in the production of ozone.
The major ozone concentration lies within a band at
an altitude of 10 to 30 km, with the peak near 20 kin.
The ozone decay process is photodissociation at
higher altitudes (stratosphere) and chemical re-
combination in the lower (tropospheric) region. A
typical ozone profile, which can be calculated within
the accuracy of the measurements by making use of
known reaction rates, radiation intensities, and par-
ticle number densities, is shown in Figure 3.
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FIGURE 3. _L FORM OF OZONE
DISTRIBUTION
In a dry atmosphere the o_ne concentration depends
on the reactions:
02 + h v _ 20
0 2 + 0 + M --0 3 + M
03 + hv _02 + 0
03 + 0 -- 2 02 ,
and the steady-state ozone concentration is given by
(k2/k4) (02) (M)
(03) =
I + k3(03)/kl(02)
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Wherethek arethereactionratesorabsorptioni
coefficientsfor therelevantprocesses,andthe
parenthesesindicatespeciesconcentrations.In
somerecentworkonozoneformationmechanisms,
it hasbeensuggestedthattheozoneconcentration
isverysensitivetowatervaporconcentration[17].
Thus,thesereactionsandtheexpressionforthe
equilibriumconcentrationmustbeconsideredap-
proximate.Themethodofanalyzingfluctuations
wouldremainthesame,butthephotochemistryof
ozoneinamoistatmosphereshouldbeconsideredin
muchgreaterdetailbeforeattemptingtoapplythe
cross-beammethod.
A studyoftheozoneconcentration and motion in
the atmosphere could be one of the most rewarding
applications of the cross-beam method. Monitoring
atmospheric ozone atmosphere could serve two pur-
poses. First, the distribution and motion of ozone
are of interest because of their meteorological signifi-
cance, and second, ozone could be used as a tracer
to monitor wind motion, air pollution, temperature,
or reaction rates in the atmosphere. A significant
contribution could be made to the understanding of
vertical transport processes in the region of the
tropopause with a method that is capable of monitor-
ing ozone motion as well as concentration.
B. FLUCTUATIONS OF ATMOSPHERIC OZONE
The ozone concentration in a given region of
the atmosphere may undergo fluctuations of widely
differing frequencies because of variations in the
excitation source, recombination rates, mass motion,
and other effects. The fact that different concentra-
tions and distributions with altitude are observed on
different balloon and rocket flights attests to the long
term variations [18, t9], but little is known concern-
ing the ozone variations on a shorter time scale.
However, the high-frequency fluctuations observed
on airglow phenomena are subject to the same type
of generation and decay processes, and one would
expect similar effects for ozone. An estimate of the
fluctuation periods associated with the generation-
decay processes can be based on the kinetics of ozone
formation in the atmosphere and the radiative pro-
perties of ozone. This can be accomplished by com-
paring the rates of the reactions involved in the ozone
production mechanisms to determine the rate-
determining step. In a first approximation one can
assume that the end products of the other reactions
are in a steady state, so that the mean frequency of
fluctuations due to birth-death processes is approxi-
mately equal to that of the rate-determining step.
At an altitude of 20 kin, the 02 dissociation occurs
through an allowed optical transition at the rate of
approximately t08 see -1, while the three-body re-
combination process generates ozone at the rate of
105 see -1. This implies that in the presence of solar
radiation the three-bedy recombination process is the
rate-limiting step in the ozone generation process,
and the fluctuation period associated with this pro-
cess is the order of t0 -s sec. The disappearance of
03 is determined primarily by absorption of solar
radiation in the upper atmosphere and chemical re-
combination in the lower atmosphere. If the chemical
recombination rate of 20 km is approximately 103
sec-I and the photedissociation occurs at the rate
of 108 see -i, a typical value for the period associated
with these fluctuations is t0 -3 sec.
Based on this estimate, the rate-controlling step
is the chemical recombination (O 3 + O _ 2 02), and there
should exist periods for ozone fluctuations resulting
from generation-decay processes of the order 10 -3
seconds. It is emphasized that this value is a very
rough estimate based on average values for atmos-
pheric processes, which shouldbe considered inmuch
more detail during the design of an experiment. Any
attempt at a cross-beam experiment should be pre-
ceded by an experimental investigation of fluctuations
observable with a single photometer.
The atmosphere in the ozone layer is generally
characterized by thermal stability. It is expected
that the periods associated with turbulent processes
would be long compared to those of birth-death pro-
cesses. Some of the more interesting measurements
would be of the upper and lower portions of the ozone
layer, where ozone concentration is very low; for
sufficiently high and low altitudes the turbulence in-
creases, and it would be necessary to consider the
effect of turbulence on the intensity fluctuations. At
the higher altitudes the fluctuations associated with
turbulence will approach the values described above
(i. e., mean periods of 10 sec).
C. OBSERVATIONS OF OZONE
F LUC TUATIONS
The optical detection of fluctuations in the
ozone layer could be accomplished with a spectro-
photometer system that measures ozone absorption
of an external light source or from observations of
ozone emission intensity. In either case it is nec-
essary to use a wavelength region in which the ozone
can be spectroscopically distinguished from other
atmospheric constituents. The ozone absorption
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bandsthat might be used include the Hartley and
Huggins band systems in the ultraviolet and the fun-
damental vibration band in the infrared at 9.6 p. In
order to offer some quantitative estimates of the
feasibility of observing ozone fluctuations, the at-
mospheric absorption of the entire 9, 6-p ozone band
is considered. In a more detailed treatment of this
problem, one should also consider the use of the
ultraviolet absorption bands and the variation of
intensity with wavelength in the 9, 6-p fundamental
band.
The absorption of the 9.6-p ozone band has been
investigated by a number of authors [20,2i], and
several attempts have been made to extrapolate lab-
oratory results to atmospheric conditions. The
fractional transmission through the entire ozone layer
for wavelength from 9.0 to 10.3 t_ is about 0.63 [22].
The extinction caused by molecular scattering can be
neglected compared to absorption, because Rayleigh
scattering for the entire atmosphere at 10 p has an
extinction coefficient of 10 -_.
The solar radiation incident on the earth at a
wavelength of i0 p is of the order of 2 x i0 -_ W/cm 2 -
p. If 60 percent of this radiation is transmitted
through the ozone, the signal of about i0 -_ W/cm z on
the detector is well within the detection capability of
present technology, In a cross-correlation experi-
ment, it is necessary to monitor the fluctuating in-
tensity, and it is therefore of interst to estimate the
signals that would result from a typical fluctuation.
If there is a 1- percent variation of ozone in the wings
of the ozone distribution, e.g., at an altitude of i0
km, the change in the signal received at a detector
on the ground is 8 x t0-8W/cm 2. Presently available
solid-state infrared detectors would offer a signal-
to-noise ratio of about 200 for a fluctuating signal of
this magnitude. Thus, it is possible to detect l-
percent fluctuations of ozone in regions of low ozone
concentrations, and smaller fluctuations in regions
of larger ozone concentrations.
The possibility of fluctuation measurements of
ozone emission from the atmosphere has been demon-
strated in a number of investigations. The emission
intensity of the infrared band at 9.6 p was reported
to be about 70 erg sec -I cm -_ ster -1 wave no. -I with
more than half originating above the tropopause
[23, 24]. Although the amount of ozone at the higher
levels is much greater than that below the tropopause,
the higher temperature near the surface is respon-
sible for the large contribution by tropospheric ozone
to the total radiation. A preliminary investigation
to an ozone cross-beam experiment would necessarily
include a more detailed study of the emission con-
tributions from various levels in the atmosphere,
extinction by intervening layers, and emission/ab-
sorption effects of other constituents [25,26]. Some
possible experimental configurations are shown in
Figure 4. A study of ozone fluctuations in the at-
mosphere could be conducted with a single ground-
based photometer viewing solar radiation at a wave-
length near i0 tt to provide measurements of temporal
and spatial variations in ozone concentration over a
region that corresponds to the photometer field of
view. Even the single-beam experiment would pro-
vide a knowledge of the ozone fluctuations in a small
part of the atmosphere, because of the nonuniform
distribution of ozone.
For a cross-beam experiment, one could con-
sider the use of one detector at a ground station and
one on a satellite; the former could be used to moni-
tor variations of the amount of solar radiation ab-
sorbed by ozone, while the latter would monitor the
variations of ozone absorption of the earth's thermal
radiation at 10 p.
One could also consider the two ground-based
radiation sources with both detectors in orbit; three
possible radiation sources for this configuration are
reflected sunlight, thermal emission from the earth,
and an artificial light source. Solar radiation dif-
fusely reflected from the surface of the earth at l0 p
is about 1.5 x i0 -5 W/cm_-p, while thermal radiation
from the earth at this wavelength is 3 x 10 -3 W/cmZ-p.
Fhus, at this wavelength, thermal emission from the
earth far surpasses the reflected solar radiation and
could therefore be used as a radiation source for a
cross-beam experiment; this situation would be re-
versed if ultraviolet radiation were used for the ex-
per im ent.
CONC LUSION
It appears that, as far as airglow and aurora are
concerned, there always exist measurable fluctuations
that cover a wide range of frequencies [i4]. There-
fore, the problem is not one of finding a fluctuating
phenomenon, but of focusing one's attention on fluc-
tuations with periods that can be related to some
specific atmospheric phenomenon. The results de-
scribed above suggest that fluctuations exist even in
so-called quiet airglow and aurora, and the fluctua-
tion spectrum includes a broad range of frequencies
which are presumably related to different physical
phenomena. Of particular importance is the conclu-
sion that one can deduce mean values such as lifetime
of molecular energy levels or atmospheric altitudes
corresponding to given phenomena from a frequency
decomposition of the fluctuating signal. The method
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MENTS FOR OZONE ABSORPTION STUDIES
appears to offer promise of diagnosing atmospheric
phenomena, with a spatial resolution hitherto un-
available, in studies of both turbulence and mean
values of atmospheric properties.
The results of this brief investigation also sug-
gest that the possibility of monitoring atmospheric
ozone with the cross-beam technique is quite
promising. Solar tracking stations would be rela-
tively easy to construct and operate with readily
available equipment; time-delay correlation of the
results and integrated energy-frequency spectra could
provide information on the statistics of generation and
decay processes, as well as temporal and spatial
resolution of fluctuations in ozone density. In a more
elaborate experiment, two detectors could be placed
on a satellite and maneuverable sub-satellite to pro-
vide real-time spatial correlation. Black-body emis-
sion by the earth is dominant over reflected solar
radiation at the t0-p wavelength, and could be used
as the intensity source for real-time correlation by
satellite detection. This technique would be of par-
ticular advantage in experiments designed to corre-
late ozone concentration with production and decay
mechanisms, define atmospheric reaction processes,
correlate ozone density fluctuations and transport
with air motion, and examine the relation of vertical
mixing in the region of the tropopause. Although the
details of such applications have not been evaluated,
it is conceivable that ozone detection may be used in
diagnosing or detecting meteorologically significant
processes and in studying turbulence associated with
tropospheric-stratospheric mixing.
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I. INTRODUCTION
The crossed-beam method, a new test arrange-
ment for the remote sensing of atmospheric phenom-
ena, employs the triangulation of two collimated light
beams for local studies of a preselected region.
This region is centered around the line of minimum
separation between the almost intersecting beams.
The radiative power received at each detector is
monitored in such a way that the fluctuations of the
radiative power can be determined. The fluctuations
of the two beams are then multiplied and averaged.
The resulting "two beam product mean value" allows
one to compare the fluctuations of radiative power
which are produced simultaneously in two separate
locations [i]. These two locations are defined by
the two points of minimum beam separation. The
fluctuations of r_adiative power in these points, at
the region of interest, indirectly carry the information
about any atmospheric phenomenon that modifies the
local emission or extinction of the light beams.
In most remote sensing methods, the attenuation
or emission of electromagnetic radiation is measured
along the entire path from the source to the detector.
To interpret the results of such an observation, some
assumption is generally required that implied prior
knowledge of the system being measured. This
knowledge is usually in the form of a model of the
phenomenon being observed; for example, in atmos-
pheric studies one might use the adiabatic or iso-
thermal model atmosphere. Assumptions for dynamic
studies are made concerning the symmetry, expan-
sion properties, and temperature. The important
point is that with single path observations it is not
generally possible to obtain spatially resolved
measurements of the thermodynamic or flow pro-
perties without invoking such models.
In crossed-beam experiments, theoretical
models need not be invoked. The spatial and temporal
variation of turbulence and, hopefully, thermody-
namic properties would be measured by the crossed-
beam method on sometimes inaccessible regions,
where other methods are restricted to a mean value
over the entire optical path or to a direct measure-
ment in a single point. The potential applications of
crossed-beam experiments, therefore, include al-
most every conceivable experiment in which the basic
measurement requires monitoring the concentration
of atmospheric species and contaminants. This could
include observations of low level and clear-air tur-
bulence, motion and distribution of air pollution from
industrial wastes and rocket tests, weather fronts,
and ozone motion and distribution (which bears some
relation to global weather patterns). It might also be
possible to study the nature and motion of targets of
opportunity such as storms, hurricanes, meteors,
cometary dust, and noctilucent clouds.
The crossed-beam method could thus prove to
be a powerful tool to study a wide range of problems
that involve health and navigational hazards, weather
forecasting, and radio communications on a global
scale. The validity of the crossed-beam concept has
already been established by the results of existing
measurements. These results show that correlations
from hot-wire and crossed-beam observations in
subsonic jets yield identical results for convection
speeds [i], and that crossed-beam observations of
the airglow altitude are in agreement with rocket
observations [2]. Thus, the crossed-beam
* Member of Technical Staff - Northrop Space Laboratories, Huntsville, Alabama
** Senior Engineer - Northrop Space Laboratories, Huntsville, Alabama
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correlationmethodis theoreticallysound,andit
hasbeenshownexperimentallytoprovideresultsin
agreementwithmoreacceptedmethods.
Thefeasibilityandpotentialofcrossed-beamex-
perimentsin theloweratmosphereareillustratedin
thispaperbyconsideringtheoperationwhichwould
benecessarytomeasureahorizontalwindprofileup
toaltitudesof30kin. Scatteringreflectionofsun-
light, thermalradiationfromtheatmosphereof the
earth, and nonthermal emission in the atmosphere
provide extended natural sources of radiative power
that need not be tracked. Measured modulations of
laser light indicate that atmospheric fluctuations do
produce detectable fluctuations, even under a clear
sky, which are not obscured by receiver noise. The
use of these natural sources then provides for ex-
tremely flexible test arrangements, which could
sweep the entire altitude profile of horizontal winds
with a single flyby using orbital detectors or with a
repeated scan utilizing ground detectors. Several
fundamental experiments which would indicate the
resolution of such wind profiles in space and time are
designed.
II. OBJECTIVES OF METEOROLOGICAL
APPLICATIONS
At present the horizontal winds and the thermo-
dynamic parameters of the atmosphere are monitored
by instruments on meteorological towers, balloons,
aircraft, and rockets. These monitoring systems
have the following inherent limitations associated
with their operation: (1) single pat h exp,eriments,
(2) restricted altitude ranges, (3) limited control
over horizontal traverse, (4) interference with the
phenomenon of interest, and (5) relatively large scale
averaging. Because of these limitations, some mete-
orological problems partially defy the use of existing
instrumentation. Some of these problems are listed in
Table I. Meteorologists have already turned to remote
sensing devices to overcome part of the above in-
strumentation problems. It is hoped that remote
sensing devices accomplish the following three ob-
jectives [3] : (i) establish global observation of the
entire earth's atmosphere on a regular basis,
(2) provide observations for direct use in mathe-
matical prediction models, and (3) follow the full
life cycle of weather systems such as hurricanes.
In meeting these objectives, one could overcome the
two main problems which at present plague numerical
weather prediction. These problems are (1) insuffi-
cient grid points and (2) the unknown effect of small-
scale disturbances on the nonlinear behavior of large-
scale motions.
At present, a grid of observation stations is
available only in North America, Europe, and the
northern part of Asia. Except for Australia and very
few observation stations in Africa, South America,
and Antarctica, the Southern Hemisphere is void of
data. Attempts are presently being made to measure
winds with long-lived constant pressure balloons,
tracked either from the ground or by satellite. The
spatial positions of these balloons depend on the cir-
culation pattern and not on the desires of the meteo-
rologist. Any improvement in providing meteoro-
logical information at discrete levels in the atmosphere
(_50 to i00 mb pressure level) at discrete time in-
tervals (_4 times a day) and with discrete spacing
(_322 km) would be greatly welcomed and would be
considered a big leap forward in improving fore-
casting conditions. The remainder of this report
shall indicate how crossed-beam test arrangements
may be used in remote sensing missions to supply
the missing information at the desired location.
The second problem was to estimate the effect
of small-scale disturbances, such as convective
cloud patterns, small vortices, turbulence, etc., on
the nonlinear behavior of larger-scale motions.
Attempts are presently made to estimate such small-
scale systems from a stationary satellite which takes
cloud pictures over the Pacific Ocean. However,
commensurate information on winds, temperature,
etc., is still lacking. This means that, in addition
to the large-scale information mentioned previously,
small-scale measurements should be available for
certain time intervals and certain critical regions,
which may be specified on short notice by weather
prediction centers. Here again, a crossed-beam
monitoring system might be the answer. In the fol-
lowing pages, we will indicate that scanning crossed-
beam systems give turbulence length scales and
wave number components in addition to wind infor-
mation. These results are necessary to study the
transfer of kinetic energy between atmospheric mo-
tions, which are characterized in terms of macro~
scales, mesoscales, and mtcroscales. Single point
probings such as balloon-borne beam instruments
cannot provide this information.
III. REMOTE SENSING OF METEOROLOGICAL
PHENOMENA EMPLOYING NATURAL LIGHT
SOURCES
A fundamental requirement for crossed-beam
experiments is the existence of measurable fluctua-
tions of radiative power caused by the phenomenon
under investigation. To fulfill this requirement, the
source of radiation must (l) be an extended source of
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TABLEI. PARAMETERSOFIMPORTANCETOUNSOLVEDMETEOROLOGICALPROBLEMS
AMENABLETOCROSSEDBEAMARRANGEMENT
Parameter
Wind velocity
including jet stream
wind shears
Fronts
Water vapor
Air pollution
Ozone Distribution
Hurricane structure
Current
Limitations
inadequate
re solutio n,
sparse
network
sparse
network in
certain areas
{over oceans)
inadequate
resolution,
sparse
network
inadequate
resolution,
sparse
network
insufficient
statistical
information
inadequate
resolution
Desired
Coverage
vertical
structure
minimum of
two compo-
nents, three
desired
position and
str uc ture
vertical
s truc tur e
concentration
movement
distribution
and movement
movement,
internal
structure
Extent
world
world
world
V.S,
(mainly)
world
temperate
and trop-
ical ocean
areas
Time Period
Requirements
6 hrs
6 hrs
6 hrs
6 hrs
6to
12 hrs
continuous
(target
opportunity)
Resolution
J= 1 km 0.5 m/s
± 5 (m/vertical)
± 0.25 km
_ 0.25 km
50 m
10 m 0.5 m/s
50 m
radiation as opposed to a point source, and (2) be of
sufficient intensity so that induced fluctuations of
radiative power may be detected by spectrophotometry.
Thus, it will be necessary to evaluate the following
three parameters to determine the feasibility of at-
mospheric crossed-beam experiments: (1) the tracer
to be employed to monitor the turbulence fluctuations,
(2) the radiative power of the source, and (3) avail-
able detector technology within the atmospheric win-
dows.
A. TRACERS
A tracer is defined here as any nonuniformly
distributed constituent of the atmosphere that atten-
uates or emits radiation. This implies that temporal
density fluctuations of the tracer, due to atmospheric
turbulence, _i1 modulate the radiation. Aerosols,
water vapor, and ozone are tracers suitable for
crossed-beam experiments, which could be used to
cover different altitude regions.
B. MEAN RADIANCE OF EXTENDED
NATURAL SOURCES
Consider a photometer coupled to an astro-
nomical telescope. The detectable radiative power
is contributed by all radiative phenomena inside the
collimated field of view of the telescope as has been
illustrated in Figure 1. In atmospheric applications,
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the detector is placed on either the ground or orbit-
Lug spacecraft as shown in Figure 2. Because of light
absorption in the atmosphere, remote sensing of
meteorological phenomena inside the atmosphere
requires work in regions of the electromagnetic
spectrum, where the atmosphere is at least partially
transparent. These "optical windows" may be found
from typical transmission spectra like the one shown
in Figure 3. The lower portion of this figure shows
the spectral region where suitable windows exist.
ALTITUDE (km)
t50.
ANDEATM°SPHEeEmp" /
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WATER VAPOR
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WATER VAPOR
v
COVERED BY NATURAL
METEOROLOGICAL TRACERS
TOWERS
FIGURE 2. CROSSED-BEAM TEST ARRANGE-
MENT FOR HORIZONTAL WINDS
Remote sensing within the "optical windows" re-
quires the existence of either man-made or natural
radiation sources. For monitoring vast and sparsely
instrumented areas, man-made sources or direct
sunlight are disadvantageous since they lead to diffi-
cult technical tracking problems. Point sources
(man-made or natural) must also be discarded be-
cause they suffer scintillation. Natural, extended
background sources which require no tracking and
suffer no scintillation are ideal sources for use in the
crossed-beam technique.
The following sources are conceivable:
t. Scattered solar radiation }
/2. Emission from the atmosphere
ground
detector
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FIGURE 3. AVAILABLE ATMOSPHERIC WINDOWS
FOR THE CROSSED-BEAM APPLICATION
3. Solar radiation reflected and 1scattered by the earth's surface orbital4. Thermal radiation from the detector
earth and the atmosphere
All these sources constitute an extended background
of radiation. We will discuss the characteristics of
these sources that are potentially useful as part of
a weather monitoring system.
C. GROUND-BASED DETECTORS
Ground-based detectors (Fig. 2) can use
scattered sunlight and infrared emission from the
atmosphere as radiation sources to monitor atmos-
pheric phenomena.
i. Scattered sunlight. - The solar radiant energy
passing through the atmosphere experiences complex
transformations. On the part from the outer bound-
ary of the atmosphere to the earth's surface, there
are observable both direct solar radiation in the form
of a parallel beam of rays emanating from the sun
and scattered radiation incident from all points of
the sky. The totalflux of scattered radiation reaching
an object depends on the sun angle, the cloud cover,
the albedo of the ground, and the concentration of
tracers in the atmosphere.
The flux of the scattered radiation is weakly
dependent upon earth latitude and more strongly
eLrlt_ + i
dependent upon sun elevation angle, as shown in
Figure 4.
Influenced by the various parameters expressed
above, scattered solar radiation fluxes have been
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FIGURE 4. DEPENDENCE OF SCATTERED
SOLAR RADIATION ON LATITUDE AND
SUN ELEVATION ANGLES
measured ranging from 0.35 to 2.80 x t0 -3 W/cm 2
[4]. Kondrat' yev [4] cites individual cases where
the value of the flux of the scattered radiation ex-
ceeds 7 x 10 -3 W/cm 3. A conservative figure for the
flux from a cloudless sky with a solar altitude of
45 degrees would be about 1.4 x t0 -3 W/cm 2.
In crossed-beam experiments, we are not
interested in the total flux which is received from
the entire sky (hemisphere = 21r sr) but only in the
sky radiance which is available to the small angle of
view _ of a telescope [47r sin 2 (_1 sr]. Assuming,
that Lambert's law gives a reasonable approximation
of the angular distribution of scattered sunlight, the
radiance of a vertically pointing telescope becomes
1.4. i0-3/_ = 4.5. 10 -SW/cm 2-sr.
Of prime importance in our study of the scattered
radiation is the radiance available in an emission
bandwidth, AX. The spectral radiance of scattered
radiation is shown in Figure 5 [5] for a cloudless sky
with the sun at a zenith angle of 45 degrees for an
observer located on the earth's surface and at an al-
titude of 30 km. This establishes a useful bandwidth
of emission for scattered solar radiation of 0.38 to
0.72_ with a maximum intensity between 0.4 and
0.5_. The remaining radiation is found in the infra-
red region. It is not due to scattering of solar radi-
ation, but to thermal emission in the atmosphere.
The flux of scattered sunlight is, in first approx-
imation, roughly proportional to the density of the
scattering molecules above the detector. At 30 kin,
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FIGURE 5. ATMOSPHERIC BACKGROUND
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the atmospheric density is t0 -3 that of sea level.
Hence, we may expect the local source strength of
scattered solar radiation at these altitudes to be of
the order of 103 times smaller than at sea level.
This is found to be so, as shown on Figure 5 [5].
2. Ozone emission. -Besides scattered sunlight,
the ground detector could also use the thermal emis-
sion in the atmosphere. Typical experimental re-
sults were already shown in Figure 5 for wavelengths
in excess of 2.8p. For crossed-beam experiments,
we need an atmospheric window to "see" through the
troposphere. However, some absorption must be
left; otherwise, there would be no thermal emission.
For the purposes of this study, we selected the at-
mospheric window between 8 and i2_. Inside this
window, the thermal emission is primarily provided
by the 9.6 thermal emission band of ozone. This
band is clearly indicated by the "dip" in the atmos-
pheric transmission (Fig. 5). For ground detectors
this band is important because (1) it is in a spectral
region where it is the only active tracer (there exists
no water vapor or strong CO2 bands to interfere) and
(2) the ozone emission, up to an altitude of 30 kin,
is constant, showing that ozone produces an extended
background source which is located above the tropo-
sphere during the day and at night. The following
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table [6] shows the spectral radiance of ozone emis-
sion in the 9.6g band as a function of zenith angle,
with the background continuum subtracted.
The atmosphere comprises three layers and the
contribution from each is given.
The first line of Table II provides a conservative
estimate of the radiance, which is provided to ground
reflection at the earth's surface produces an extended ,
background of radiation, the radiance of which is
equal to the radiance of the clear sky. A conserva-
tive estimate of the radiance available to orbital de-
tectors from the sunlit portions of the earth's surfacex
would be 4.0 • 10 -3 W/cm 2 -sr.
The actual radiance which is available to orbiting
detectors is changed from the above ground value be-
TABLE II. 9.6p OZONE EMISSION INTENSITY (W/cm 2 -sr-p)
Zenith Angle
0
60*
75o3i ,
80 ° 24'
82 ° 40'
Ground to Tropopause
(0 - l0 km)
1.3 x 10 -I
2.75
5.25
7.25
8.75
Trop. to 30 mb
( 10 - .24"km)
2.75 x 10-|
4.0
5.25
6.00
6.00
Above 30 mb
(above 24 kin)
3.8x 10 -5
4.2
3.50
3.00
2.75
detectors by the 9.6p ozone emission band. Assuming
that this band is roughly A )_ = 1 p wide ( Fig. 5), the
infrared radiance becomes
A),(t.._+2.75+ 3.8) • 10 -T=7.8 • 10 -|W/cm 2-sr.
D. ORBITAL DETECTORS
Orbital detectors can also use scattered sun-
light and ozone emission. Additional extended radia-
tion sources are provided by the reflected sunlight
and by the earth's thermal emission. The following
discussions are restricted to the same atmospheric
windows that have been chosen for the discussion of
ground detectors, since the utilization of these win-
dows would allow the direct simulation of in-flight
experiments.
1. Scattered and Reflected Sunlight. - The re-
flection of the sunlight from typical topographical
characteristics on the earth surface, such as the
oceans, airfields, or streets, creates the sensation
of brightness. This sensation has been used to
measure the radiance of this object or the sky by a
photometric comparison with calibrated lamps. One
could use these comparisons to estimate scattered
sunlight since the human eye reacts to the light in the
visible atmospheric windown between 0.38 and 0.72p.
The brightness of the clear sky and most objects on
the surface is now of the same order of magnitude.
For this paper, it is sufficient to assume that diffused
cause of scattering and reflection in the atmosphere.
Typical changes due to atmospheric scattering and
terrain reflectance are summarized in Table III. In
view of these data the radiance which is available in
the visible region to orbiting detectors was assumed
to be
4.2. t0 -sw/cm 2-sr
Several satellites have measured the infrared
radiation emitted by the earth's surface and atmos-
phere (Fig. 6). This radiation shows a marked
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FIGURE 6. SPECTRAL RADIANCE OF THE
SUNLIT SIDE OF EARTH AS OBSERVED
FROM A SATELLITE
20
52
TABLEHI. SPECTRAL RADIANCE OF SUN'S RAYS AT NORMAL INCIDENCE
a) Outside Atmosphere
Wavelength (#) Intensity watts/cm2/p
0.4 1.74x 10 -1
0.5 1.96
0.6 1.8
0.7 1.5
b) At Sea Level-Zenith Angle 60 °
Wavelength (p) Intensity watts/em2/p
0.4 0.47x I0 -I
0.5 1.2
0.6 1.17
0.7 1.11
c) Typical Values of Terrain Reflectance (0.4-0.7/_)
Terrain Reflectance
Snow 0.8
Water 0.05
Forests 0.03
Open grassland 0.06
Dark brown soil 0. 11
dependence on the temperature of the earth's surface
and atmosphere, the nature of the surface, .the
presence of clouds, and the distribution of absorptive
molecules in the atmosphere.
Most substances on the surface of the earth have
nearly unit emissivity in the spectral range over which
an appreciable amount of radiation is emitted at ter-
restrial temperatures. In the relatively transparent
infrared regions of the atmosphere and on clear days,
this radiation is nearly free to escape unaltered to
space. The main variations observed are from
equator to pole as the earth's surface temperature
changes. The radiance of the sun side of the earth
observed outside the earth's atmosphere by a satel-
lite is shown in Figure 6. Inthe transparent regions,
the radiance corresponds to a black body at the sur-
face temperature of the earth, while in the strongly
absorbing regions, it corresponds to the black-body
radiance at stratospheric temperatures. Between 8
and 12_, a satellite-borne detector will therefore see
the same radiance both on the night and on the day
side of the earth. Since the 8 to i2p band of emission
is near the peak of the 300°K black-bedy radiation,
the thermal emission, which is picked up by an
orbiting telescope, can be calculated from the black-
body curve. The associated radiance is
4 • t0 -3 W/cm 2 -sr
E. METEOROLOGICAL POWER MODULATIONS
In the crossed-beam methods, one has to
detect fluctuations of radiative power which are com-
mon to the two lines of sight. These fluctuations are
produced by the generation, convection, and decay of
emitting, scattering, and absorbing particles, which
follow the atmospheric motions. The following dis-
cussion is restricted to scattering, which produces
local fluctuations of radiative power by a modulation
of the mean power of the extended background source.
The same modulation would also occur when tracking
man-made sources or the sun. The only direct
measurements of extinction modulations currently
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knowntoushavebeenmadeinconjunctionwithop-
ticalcommunicationstudies.
MeteorologicalmodulationsofaHe-Nelaser
havebeenmeasuredoveropticalpathsupto6.8km
long(mountainrange). Thelaseroutputof0.8mW
wascollectedbya 24-inchreflectingtelescope.By
usingthefull apertureofthetelescope,it washoped
thatno"spill-over"ofthelaserlightoccurredand
thattheattenuationmeasuredbythedetectorwas
causedentirelybyatmosphericattenuationa dnot
tothebendingofthelightbeamawayfromthesensor.
Figure7givesthepowerspectrumandspectraldis-
tributionoftheintensityfluctuations.Theirintegra-
tionindicatesthattheratiooftheroot-mean-square
valuetothemean(d.c.) levelofthefluctuatingsig-
nalsis theorderof 1percent.Overshorteranges
andalongpathsclosetotheground,thefluctuations
wereoftheorderof 0.I percentto10percent.This
0.i percentfluctuationis takenasrepresentativeof
theintensityfluctuationsoccurringoverlargeat-
mosphericdistances.
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FIGURE 7. ATMOSPHERIC MODULATION OF
LASER BEAM
In view of the laser experiments, one may expect
that radiative power fluctuations of 0. L percent
( iRMS/I- = 0. 001) are produced by meteorological
phenomena close to the ground (= 500 m altitude).
The frequency of these fluctuations should be roughly
proportional to the speed with which atmospheric
inhomogeneity is pulled broadside through the colli-
mated beam. The range of energy bearing frequencies
for the laser experiments extends from approxi-
mately 2 to 300 Hz for a wind speed of 2 to 4 m/sec
( Fig. 7). The limits for other speeds should scale
proportionally to the relative motion between the
atmospheric inhomogeneity and the beam. If we take
on orbital scanning speed of 8000 m/sec and a field of
view equivalent to 50 meters, then frequencies up to
160 cycles per second are to be expected. In the
computations of detector noise a figure of t000 cps
was taken as the upper frequency limit for the orbital
case.
Other evidence of fluctuation levels to be expected
in atmospheric crossed-beam experiments is available
from measured temperature fluctuations. Since in the
atmosphere velocities vary much less than the speed
of sound, density variations arise from temperature
variations. Typically variations of the order of a few
tenths to over one degree centigrade are observed,
which therefore correspond to density variations of
up to one percent. The number density of aerosol
particles might be expected to show similar fluctua-
tions. The integrated tracer concentration fluctuation l
is thus assumed to be larger than 10 -3 times that of
the ground level concentration.
The modulations of radiated power, which are
produced at higher altitudes, are very difficult to es-
timate. In the case of scattered sunlight, variations
in aerosol concentrations are likely to be the main
source of fluctuations at low altitudes (Fig. 8). At
higher altitudes fluctuations in air density are more
important.
This difficulty is not present in the case of ozone
emission because of the distribution of ozone in the
atmosphere. The altitude of maximum ozone con-
centration varies from about 10 to 30 kilometers de-
pending on latitude, time of year, etc. Thus, ozone
is likely to be useful in tracing atmospheric motions
at higher altitudes. For the purpose of calculations in
this paper, fluctuations in the integrated optical sig-
nals will be assumed to be similar to those of the
laser experiment, that is, of the order of one per-
cent. The associated RMS value of the radiance
modulation through meteorological phenomena is
listed in Table IV.
F. DETECTOR NOISE
The above meteorological modulations of the
incident radiative power can be measured if the asso-
ciated RMS value, iRM S, is larger than the detector
noise i d. The crossed-beam method appears feasible
whenever iRMS/i d - 1. Smaller signal-to-noise
ratios are possible in a correlation technique, and
values as small as 0.1 still get successful convection
speed measurements in the wind tunnel. However,
the atmosphere may have more statistically inde-
pendent layers and less stationary signals, such that
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iRMS/i d = i is demanded to include a certain safety
factor.
Detector noise has been calculated for detectors
operating in the visible (X = 0.55 _ ) and the infrared
(_ = 9.6 p ) atmospheric windows (the main steps of
this calculation are summarized in Table V). The
area of the assumed telescope mirrors has the same
order of magnitude as commercially available tele-
scopes ( 102 cm 2) , orbiting telescopes, and search
lights or astronomical telescopes (104 cm2). The
solid angle 4 7rsin2_- follows from the pointing
and tracking accuracies, Aot;Aft, which are listed
TABLE V. DETECTOR OPERATION AND NOISE
ytsibie Light IaI raredOpU ration {A = 0. 55_) { _ = 9. 6_)
Po_er _ (;round Orbit _r,,u.d Orbit
Mir_r cross-_ectio.
_m 2) I02 i0_ 104 tO_
Im_nutes of arc (_,o) I_' 0,34' _5' 0.34'
4_sin _ _-)sr 1.5. _0 s 7._" _0-_ I._" 10-_ 7.8" i_)_
Me_ radiance
(W/cm'-sr) 4.5" I0-_ 4,_" _0-_ 7.8. t0-s 4- 10 _
Minimu_m of men. radiative
_wer I (W) _.8 " tu-' _._ ' tO-' _0-i _._ • 10 '
Photon curre.t
[
_od.latt.. _andwtdth
Detector Output Output l.put Input
Me_ sisaal 2_. t0-' 1.4. _ a 10-_ _.I- 10-'
Detector .oise (_tp_t IOutput :_e equL_ra- r_oi_e ,_._va-
1.7. I0-_0 3.Z" _0-I0
W W
Am_ospheri_ Outpat O.tput Input Input
Modulation Z.6, 10-to I._. I_-" _0-' 3.1" I0-'_
laM s A ._ W W
i_MS/i d _Z _ 59
in Table VII. These values, together with the esti-
mates of mean radiance, listed in Table IV', provide
the information required to calculate the mean
radiative power I (W) collected by the telescopes
from the four previously discussed extended sources
of radiation. From these values, one obtains the
photon flux by dividing by
TABLE IV. ESTIMATION OF RADIANCE AVAILABLE TO GROUND AND ORBITAL DETECTORS
Detector
Location
Extended
source
Ground
scattered
sunlight
Ground
ozone
emission
4. 5 • 10 -8
W/cm _ sr
Orbit
reflected and
scattered sue-
light
7.8 • 10 -8
W/cm 2 sr
Orbit
thermal emission
of earth
Monochromator 0.38p to 0. 72p 9p to t0# 0.38# to 0.72p 8# to 12p
bandpass A},
Estimated 4. 5. I0-_ 7.8" i0-_ 4.2- 10-3 4" I0-3
mean radianceI W/cm 2 sr W/cm 2 sr W/cm 2 sr W/em 2 sr
4.2" 10 -_ 4" 10 -_
W/cm _ sr W/cm z sr
Estimated
modulation
in spectral
radiance iRM S
Modulation 300 Hz 300 Hz 1000 Hz 1000 Hz
bandwidth
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hv=3.7, lO-18W-seeforX =0.55# orby
hv =2.1 • 19 -20 W-sec for X =9.6g .
Photocathodes operating with visible light may use
tri-alkali cathode coatings, which have a high quan-
tum efficiency of
electronsQE= 0., )
(ampere-sec\= 1.6 • 10 -20 /
\ photon /
The photocathodes therefore give an output current of
i"d (A) = QEI-(W)/hv (W-sec),
The main noise of these detectors is provided by shot
noise:
]d'2 = 2e_'d. B
where B(Hz) is the modulation bandwidth (Tab. IV)
and e = 1.6 • 10 -19 A-sec, the charge of one electron.
Comparin4_ the associated shot noise levels with the
expected meteorological modulations iRM S = 10 -4 I-d'
one finds that the signal-to-noise ratio iRMS/i d
exceeds one for both ground and orbiting de-
tectors.
The noise analysis for infrared detectors is some-
what easier, since the noise of these detectors is
listed in terms of the equivalent radiative input power
i d, which would produce the same RMS value of the
detector output in an imaginary experiment, con-
ducted with a "perfect" noise-free detector. For
commercially available, cooled, infrared detectors
operating between 8 and 15 _, the noise equivalent
power has been estimated [7,8,9] as
id(W) = 1 • 10 -it '_-B(Hz) .
Comparing the expected meteorologic modula-
tions of the infrared background sources IRMs(W) =
l0 -3 I(W) with the noise equivalent power i d of the
infrared detectors gives a signal-to-noise ratio of
i for orbiting telescopes. Based on this fact, infra-
red crossed-beam sweeps from orbit appear feasible.
The signal-to-noise ratio of infrared ground de-
tectors is 52.
IV, THEORY OF CROSSED BEAM SCANNING
In the global coverage of vast and sparsely instru-
mented areas, environmental monitoring systems
would have to gather information quickly enough, such
that the results can be used for the prediction of
weather and the prediction of navigational and com-
municational hazards. This consideration leads to
the extension of the crossed-beam concept from
space-fixed beams to scanning or sweeping beams.
The theory of crossed-beam scanning has therefore
been developed to indicate how the two-beam product
mean values from moving beams are to be interpreted
in terms of convection speeds, turbulence length
scales, and space correlations (wave number com-
ponents). The following theoretical treatment is kept
general and could be applied to orbital as well as
ground detectors.
A. DEFINITION OF SCANNING BEAMS
We define the scanning or sweeping motion
of crossed beams by the motion of the points of mini-
mum beam separation A and B. The straight line,
which goes through these two points, had been intro-
duced as the beam normal. In case of crossed-beam
scanning, this normal moves broadside and sweeps
out a certain surface. We have chosen to classify
crossed-beam systems in terms of the motion of the
beam normal and through the orientation of the beams
relative to the surface of the sweeping normal. This
gives a unified treatment which can be applied to both
orbital and ground detectors. The following discus-
sions are restricted to a crossed-beam system where
both the speed of the normal and the orientation of the
beams relative to the surface of the normal are time
invariant. Such crossed-beam systems are shown in
Figure 9 and may be compared to the translation of a
rigid mechanical structure. The beam arrangement
is thus uniquely classified in terms of the following
invariant parameters:
t. The scanning speed U B describing the speed
of the point B of minimum beam separation inside the
surface of the sweeping normal.
2. The inclination f_ of the path of B relative to
the beam front, that is, relative to a plane, which is
parallel to both beams. The path of point B will be
called the "intersection path. "
3. The inclinations otA and _B of the two beams
relative to the surface of the sweeping normal.
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The motion of the individual beam is now de-
scribed in two different space-fixed coordinate sys-
tems, which are also shown in Figure 9. The first
system is needed to describe the position of a beam
point relative to the earth's surface. The z-axis
points vertically upward and the x-axis follows the
line of minimum beam separation. The y-axis fol-
lows from the condition that the x,y,z-system should
be an orthogonal system. The coordinates _,7, _ of
the second system are defined in terms of the posi-
tion which the sweeping beams occupied at the instant
t = 0; that is, at the start of the experiment. The
_-axis follows the beam normal, the _-axis the lead-
ing beam, and the _-axis the trailing beam. This
system is not necessarily orthogonal, since the
angle
O_AB = 7r- _A- °_B (1)
between the beams is not necessarily a right angle.
The relation between the two coordinate systems
follows from geometrical considerations and may be
given in covariant form as follows:
x(O = Xo+
Y(_) = Y0 +_cos a - _cos _AB
z(_) = z0+_ sin aB + [sin o_A
(2)
Here _ denotes the origin of the _,_?, _-system, that
is, the position of the moving point B at time zero.
The trajectory of point B follows the "intersection
path. " Each point on this path shall be denoted by
the path length P relative to the point x 0*
( / ----/sin3_XB(P) z0
The scanning speed U B describes a velocity vector
which follows the intersection path. This vector may
thus be denoted by
S _wS/ _CoS {]; . ,4)
S
Similar trajectories can be written for any other point
of the trailing beam "1. " At time zero this beam
coincides with the f-axis and may thus be found at
position x(0,0, _ ). The trajectory of this point is
then given by
x-_ (_,t) = x(0,0,_) +XBiP(t)]
\zl(_,t)/ 0 + _ sin _A (5)
The fluctuations il(t), which are recorded for the
trailing beam, follow from the optical integration
along this beam. _¢
oo
il(t ) = <II> f k[xi(_,t);t ] d_ (6)
_oo
Similarly, an arbitrary point on the leading beam "2"
is denoted by the beam length _? and moves along the
trajectory.
_(_,ri,t) = _'(_,rl,0) + _B[P(t) ]
=_y2(/_,rl,t)J
\x2(_, t)/
* Light source fluctuations are neglected since they
are mostly uncorrelated; i. e., a further noise con-
tribution, which is suppressed by correlation
techniques.
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_0+ _+uBtsinfl=_ Y0 +_cos otB- _cos _A + U Btcos
z0+ q sin OIB+ _sin olA
(7)
The optical integration along the leading beam can
thus be expressed by
i2(t) = <I2> f k[x2(_,_,t);t] d_7. (8)
_oO
The two-beam product mean value of a sweeping
crossed-beam system follows from the time average
of the instantaneous product
R(_,r=O) = <ii(t) i2(t)>_
co
=ff<k[7l(_,t);t I k [_2(_,_?,t) ; t ] > d_ d_? (9)
= ffR k (_,0) d_d_.
_¢o
One finds that the two-beam product mean value is an
area integral over a great number of observer pairs
each of which travels parallel to the intersection path.
B. LENGTH AVERAGES OF FROZEN
PATTERNS
The individual observer averages over the
fluctuations which he encountered along his trajectory.
The fluctuations are produced by scanning inhomo-
geneous spatial distributions of radiative power and by
true temporal variations as communicated by a space-
fixed observer. We have thus a mixed space and time
average. This averaging process is analogous to the
way the human eye evaluates a TV picture. Each
frame of the television is displayed on the screen by
a rapidly moving electron beam. To the viewer the
modulations of the electron beam are displayed so
rapidly that the resulting image appears as a
"frozen pattern," that is, like a flashlight image.
Although the information which is displayed by the
scanning beam was recorded as a time function, its
interpretation assumes a space history. Only by com-
paring several frames is it possible to detect gener-
ation, convection, and decay of new patterns.
We now assume that an observer pair scans so
rapidly that the associated two-point product mean
value R k closely approximates a length average
R kalong the observer trajectory. This approximation
is
/
Rk(_) = < k[_l(_,t); t(P)] k[x2(_,7?,t(P); t] > /
P=UBT _p (
_lim 1 f kixl(_,P);t=0] k[x2(_,v,p);t=0 ] dP=R k .
UBT_ UBT P=0
(i0)
This approximation is valid whenever the spatial
distribution or "pattern" of k is frozen [k(_ t) =
k(_, 0)] over the time period T of the scan. It is
also .yalid if a frozen pattern is convected at a constant
speed U C, since this would alter only the effective
scanning speed of the moving observer pair. The
last equation is therefore valid for all convected
frozen patterns; that is, for all possible directions
of the convection speed. Furthermore, it can be
shown that the pattern does not have to be entirely
frozen. The approximation of length averages is
still good as long as the temporal variations, which
are experienced by a third observer who travels with
the convection speed, can be treated as small pertur-
bations and ar.e statistically stationary.
Replacing the time average of scanning observers
with a length average over the observer's trajectory
leads to the following expression for the two-beam
product mean value of a rapidly scanning system:
oo
: ff-ff_< if(t) i2(t-) > _ <li><I2> ('_) d_ d_
_¢¢
oo
= <I1xI2> ffk[_l(_,P)-°° , t= 0] k[;(_,v,P), t= 0]
P
d_? d_
(tt)
In the above averaging procedure, it was always
assumed that no time lag was introduced in the data
reduction. However, in space-fixed crossed-beam
arrangement the systematic variation of time lags
was required to separate convection and generation
and decay processes and to measure the convection
speed. Similar interpretations of temporal corre-
lations hold for moving beams and shall now be dis-
cussed.
The fluctuations of radiative power, which pro-
duce the signal i2(t) along the leading beam, have
been on another position _, imag at the time t - T .
In case of a convected frozen pattern, this earlier
position is parallel to the leading beam and_.may be
found by tracing back the scanning motion U B and the
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convective motion U C - (U C, V C, W C) . The signal
of the delayed beam i2(t - r) is thus identical with
the signal from an imaginary undelayed beam, each
point of which could be found by the translation.
x-_,imag(_,_?,P,r) =_[_,_,t(P)] - (Us+ )r.
(12)
It follows that the above optical integration of two-
beam product mean values, equation (1), can be ex-
tended to the analysis of a delayed beam, if one re-
places x-_ with _, imag"
<il(t) i2(t +_) >
oo
=<h><z_>ffk[_(cp>+ OJkt_ _n_g¢_,,P <J, 01 P dnd:
• (13)
The interpretation of this two-beam product mean
value follows in analogy to the discussion of space-
fixed beams by considering the two-point product mean
value between the two points A i and Bi, which are
defined through the minimum separation _(_') between
the trailing beam and the imaginary beam. The posi-
tion of these two points is indicated on Figure 10 by
projections of the imaginary beam into the side view
and top view of the plane of the sweeping normal. The
figure shows that the two pairs of points Ai, B.1 and
A, B differ by a translation and a change of separation
distance. The translation occurs inside the beam
front and may be characterized by its z and y com-
ponents.
(V S + V C) T
AZ(-_-)= ZB'z- zB = cot a A+cot olB (14)
(V S + V C) cot a B
Ay(-r)= YB.z-YB = cot a A+cot a B T. (i5)
The change in separation distance is given by
U S + U C
_(-*') = _A. - _A-- V S+V C &y
I
cot o_
B
cot c_A + cot olB
(U S+U C) (-'r) . (16)
IMAGIMARY BEA_. '_
i\l I _')
SIDE VIEW
,_....-- PATH OF B i
+
(1,1
.l I IMAGINARY BEAM
_8 =_ __c_ _(- - -_,
___
6( -O_
VC
TOP VIEW
FIGURE 10. POINTS OF MINIMUM SEPARATION
A. AND B. BETWEEN IMAGINARY AND
1 1
UNDELAYED BEAMS
As long as the frozen pattern of k is statistically
homogeneous over the beam front, a translation by
-Az, - Ay would not affect the two point product mean
value. However, this translation brings the pair
A.B. back to the original normal (i. e., _?0 = _ = 0 ).
1 1
In fact, the translated point B. coincides with B. The
z
translated point point A i, which is denoted in Figure
10 by C, defines the new beam separation
_*(-Ir) = _ + A} (-_')= _ + CAB(UBsinfl +Uc) (-m'),
(17)
where the constant C abbreviates the cotangent
factor AB
cot exB
CAB = cot a A+cot a B (t8)
The only effect of a time delay is thus to change the
actual beam separation to the effective beam
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separation 4" ( _)" The approximation of two-
point product mean values may therefore be
extended from space-fixed to moving beams in the
following way
5, (22)
<ii(t) i2(t + _')>_ _ _3P [_*(_-);n =0; ¢=0]
<il(t) _P
i2(t)>} R k (4, _? =0; [=0)
k(x 0 + P sinfl, Yo + p cos fl; zo, O) k[x o + P sin# + _ (r) ; Yo + P cos/3, z o, O]
P
k(x o + P sinfl, Yo ÷ P cos 13; zo, O) k(x o + P sin fl + 4; Yo ÷ p cos/3, z O, O)
P
(19)
The physical meaning of this approximation is
that the temporal correlation function between the
moving points A and B is produced by pulling a space
-p
correlation curve R k (_*) broadside through the
moving beam front with the relative speed U C + U B
sin ft. Although the actual beam separation _ is time
invariant during the sweep, the introduction of time
lag produces an effective space lag 4", which is
variable.
C. INTERPRETATION OF TWO-BEAM
PRODUCT MEAN VALUES
The above approximation of space correlation
curves, equation (t9), allows several important ap-
plications. The first application is the measurement
of convection speeds. It follows from the fact that
space correlation curves have a maximum at zero
space lag. Therefore, the time lag TM(_) , which is
indicated by the maximum of the temporal beam cor-
relation curve <i I (t) i2(t + T) >e , should correspond
to 4" = O.
_* (l'M) = 0 = _ + CAB(Uc + UB sinfl) TM . (20)
This is an equation which may be solved for the
convection speed:
- _ - U B sin fl (21)
U C - CAB 7M(_) "
The associated estimates of convection speeds are
graphically illustrated in Figure It. In equation (2i),
the second term, U B sin fl, corrects for the beam
motion. If this term is large compared to the con-
vection speed,
then the measurement of U C becomes difficult since
it involves the subtraction of two large quantities of
about equal magnitude. This leads to the following
range for the inclination between beam front and the
intersection path.
(23)
Since the scanning speed U B must be much larger
than the convection speed U C to justify the assump-
tion of a frozen pattern, the last inequality implies
that fl will always be a small angle. In other words,
the beam front moves almost parallel to itself.
(i t (t)i2(t + r))( = R(T) 6
FROZEN
...............................
0 rl 1(t ) till(t) LIFETIME J r
-- ACTUAL CORRELATION
.... EXPECTED FOR FROZEN PATTERNS
CONVECTION SPEED FOLLOWS FROM POSITION OF MAXIMUM :
6
Uc = _ - UB tlnBCAj T,,(6)
FIGURE 11. ESTIMATION OF CONVECTION
SPEEDS
6O
Thesecondapplicationis theestimateofthe
integrallengthscaleL . Sincethetwo-beamproductx
meanvalueisproportionalto thespacecorrelations
-p
curveRk (_*), thenormalizedspacecorrelation
curvecanbeapproximatedbynormalizingthetwo-
beamproductmeanvalueswiththeirmaximum
_- _M(_)) _kk (_*, 0,O)
* - iJC fi_ (0,0,0)
<il(t) i2(t + _)>_
, (24)
<il(t) i2[t+ _'M(O] >
and by plotting this coefficient as a flmction of the
effective space lag _*. Once the convection speed
U C is known, this lag may be calculated without using
the scanning speed, U B. Substituting equation (20)
into equation (17) shows
r - TM(})
}* - (25)
U C
The integral length scale, L, in the direction of the
beam normal follows from integration
L = ½ f_ _b(_*)d_ . (26)
X
The third application is the estimate of three-
dimensional wave number components. The compon-
ents result if one wants to describe the space history
of a frozen pattern of extinction coefficients
k(_, t = 0) through a superposition of harmonic waves.
Each of these waves is characterized by the number
of cycles per unit length _bl, _b2, ¢3 which may be
oriented in either the _, _, or _ direction. The
individual wave number component, Sk, denotes the
mean square amplitude of such an individual wave
and follows from a three-dimensional Fourier trans-
form of the two point product mean value.
Sk(X) = _ fffRk [_*(_');_'_]e-iP'_bd_d_?d_
(27)
For wave fronts which are parallel to the plane of the
beams, we get _ = ¢3 = 0, and the inner two integrals
describe nothing but an integration over the beam
front which is automatically performed.
ff_k(e*) e -_* "-_ d,d_
p
= C ie* ¢' ffRk (-(*) dn d¢
_ao
=<il(t) i2(t+_-) >_ e-i_ * $1
<I1> <I2>
(28)
Substituting into the previous equation gives the
three-dimensional wave number component by a
one-dimensional integration
1 r*° <il(t ) i2[t+r(_)]_e
Sk(¢,0,0) = _ J " d_.
-_ <I1> <I2>
v
(29)
All properties of the integrand are experimentally
accessible to a moving crossed-beam system.
The fourth application is an estimate of the
normalized power spectrum. Consider several
crossed-beam systems with different beam separa-
tions _ = _0, _1, _2 ... which scan the same inte-
gration path simultaneously. According to equation
(24), the associated temporal correlation curves
Ro(_')_ = <il(t) i2(t + T) > _ should all collapse into
a single curve if they are translated along the time-
lag axis until the maximum coincides with the ordi-
nate. In other words, each of the individual space-
time correlations RS(_) _ could be generated by
translating the autocorrelation RS(r)_ = 0 by the amount
rM(_). This is indicated in Figure 12 by the dashed
curves and follows from the assumptions of a frozen
pattern. Therefore, by replotting the normalized
two-beam product mean value of a single run _ = _i
as a function of the "retarded time lag,"
_* =_" - _'M(_i ) (30)
should give a curve q_(r*) which closely resembles
the normalized autocorrelation function. The Fourier
transformation of this curve should then give an es-
timate of the normalized power spectrum
i _ -i21r _
Sk(f) = _ f q_(T_) e T*d_'* (31)
_oo
The consideration of several simultaneously estimated
time correlations curves RS(_') _ also implies a lower
limit on the scanning speed. The assumption of a
frozen pattern is obviously wrong if the individual
curves RS(_') _ depart considerably from the
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translated autocorrelation RS(T) 4= 0. This case is
illustrated in Figure 12 for 4 = 43. The concept of a
frozen pattern therefore seems justified only as long
as the range of time lags used is small compared to
the eddy lifetime. In the atmosphere, eddy lifetimes
are usually in excess of 5 min, except for layers very
close to the ground. On the other hand, our wind
tunnel tests suggest that one would probably have to
scan over 50 statistically independent regions to re-
trieve the local information. An average integral
length scale of L = 300 meters gives a region of
Y
L= 50L = t5kmlength. To scan this region ina
Y
tenth of the average lifetime, one needs a scanning
speed in excess of t5km/30sec = 0.5 km/sec.
D. MEASUREMENT OF ALTITUDE PROFILES
It remains to consider the altitude variation
that is introduced when setting a time lag. The con-
vection speed is determined from a single time lag
TM and its value belongs to the altitude that is indi-
cated by v M.
h(l" M)= 1"o +U.BT Mtg e_ CAB. (32)
If one wants to measure an altitude profile of
convection speeds in a single sweep, one needs
several independent detectors which view the altitude
range simultaneously. Each of these detectors should
indicate a correlation maximum at a different r M.
One easy solution is suggested by equation (20). All
it takes is setting the photodetectors at different
inclinations fl against the flight path. Since all of
these inclinations are small, as discussed previously,
this can be accomplished using only one telescope.
One simply collects the radiative power from several
off-axis pin-holes in the focal plane of the collecting
mirror, as shown in Figure t3.
TOP VIEW _ _ _i
_ -_"_ ""_ f_O_
PHOTOTUBES _'_"'_ \ L_G_Ho_,O "_
-- B3
j V
TELESCOPE
FI.IGtfT
FIGURE 13. PHOTO DETECTOR ASSEMBLY FOR
SWEEPING ALTITUDE PROFILES
Multiple recorders are mandatory when meas-
uring the space correlation RS(V* ). The calculation
of integral length scales, equation (26), and wave
number components, equation (29), requires a knowl-
edge of the spatial beam correlation RS( 4" ) over the
entire range of recorded space lags,
_ _, _ _, (33)
_' max rain '
where _b(_* ) is not zero. The associated range of
time lags is fixed by the convection speed and cannot
be shortened by special test arrangements.
Vmax - 1"rain t
_* U Cmax - 4" min
Typical time lag intervals may be derived setting
4max - 4min < 3L --- 1000M and U C --- t00M/sec.
They are of the order of 10 sec, which is much too
long when considering the altitudes that are covered
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l_eanwhilebyscanningspeedsinexcessof0.5km/sec(orbitalspeed8km/sec).Instead,onehastobreak
uptherequiredtimelagintervalintosubintervalsof
lengthAT,whicharederivedfromthepermissible
altitudeerrorA h.
Ah
A. r =
+tg% CAS
Each of these subintervals is then used on one
of the independent photodetectors, and the associated
/_angles must be arranged in such a way thatthe
associated lag "points" _ l are spread throughout
the desired range of retarded space lags. This pro-
cedure also reduces the requirement of homogeneity
inside the wave front. Homogeneous behavior is
demanded only on the now small translations Az (At-)
and Ay (Av).
V. PRELIMINARY DESIGN OF ATMOSPHERIC
CROSSED-BEAM EXPERIMENTS
such that the surface of reference almost coincides
with a horizontal plane. The main difference between
orbiting and ground detectors is not in the individual
sweep but in the way in which the length averages of
the two-beam product mean value are established.
Orbiting detectors allow averaging over a single
horizontal path of infinite length. Ground detectors
sweep over the horizontal portion of a circular arc,
the limits length of which is determined primarily
by the telescope base line b. However, infinite
statistical information can still be collected if one
sweeps repeatedly and includes these repeated runs
in the averaging procedure. Both averaging pro-
cedures give identical results, if the pattern of tur-
bulence is spatially homogeneous over the interval of
the orbital sweep or if it can be made homogeneous
by subtracting large scale, inhomogeneous "means. "
B. PRELIMINARY SPECIFICATIONS
We have tried to specify the crossed-beam
test arrangements, which are shown in Figure t4,
Having developed the interpretation of scanning
beams_one now has to indicate how the underlying
motion of a rigid beam structure can be activated in
practice. The measurement of convection speeds,
turbulence length scales, and wave number components
requires a beam normal which moves broadside
through the atmosphere at a scanning speed in excess
of 0.5 krn/sec. Furthermore, the telescope which
defines this normal was restricted to a translation.
A rotation of the beam structure around the normal,
however, will not change the optical integration over
the beam front. Therefore, the telescope motion may
be characterized by the conditions _AB' and fl must
be invariant. Such motion can be achieved with both
orbiting and ground detectors. The associated test
arrangements ar_ illustrated in Figure 14. Using
such arrangements has the great advantage that or-
bital experiments can be simulated and checked out
in ground experiments.
A. TEST ARRANGEMENTS
For orbiting telescopes the beam separation
distance _ can be kept constant if the two detectors
orbit at the same speed, that is, at the same height.
The path of the normal is then horizontal and the
surface of reference coincides with surfaces of con-
stant altitude. For ground detectors a very similar
sweep can be arranged by separating the two telescopes
by a base line b and by rotating both beams at the same
rate (_A = _B = _ = const.) In this case, the normal
is also horizontal and sweeps along a circular arc
SiDE VIEW
_ ORBITAL DETECTORS y_
SCANNING SPEED Us
\ /
PATH OF SWEEPIN_"_ . / PATH OF SWEEPING
MEASURED BY \p_na_%/ MEASURED BY
ORBITAL DETECTORS_ J GROUND DETECTORS
i I- ,/ \\ - X
_ ==%_
TOP VIEW
Q )____ e
ORBIT _ _ 6ROUNO
GROUNO ORBIT
FIGURE 14. TELESCOPE MOTIONS FOR
CROSSED BEAM SCANNING
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in terms of the independent variables which describe
the telescope operation and/or adjustment. These
variables are as follows:
k optical wavelength set by monochromator
b baseline or distance between telescopes
_AB beam intersection angle
U B scanning speed that is the speed of the
moving normal
g0 beam separation along beam normal defined
hv nnlnf_ nf mlnlmnm h_nrn _Ar_n*,nt{nn
•-J r ............. w ......
electronically introduced time lag between
beams
inclination between the plane of the beams
and the path, which is followed by the point
of minimum separation
N number of desired altitude positions, defining
number of photodetectors in local plane of
telescope
interval of intersection path used in averaging
procedures.
The desired test arrangement can now be speci-
fied in terms of the lower limit ( minimum), upper
limit (maximum), and tolerance (A) which is re-
quired for each of the independent variables. These
limits and tolerances depend on the desired applica-
tions. The considerations of the previous sections
allow us to establish rough estimates, the expressions
of which are listed in Table VI.
The minimum spacing of space lags A_0 has been
determined in our wind tunnel tests which seem to
1
indicate that A_0 = _ Lx gives satisfactory space
correlation curves. The tolerance on time lag Ar
is identical with the sampling period of the A/D con-
verter. It has been approximated by the time the
beams would need to scan over a space lag interval.
L
X
Ar = Ato/UB_-
5U B
Some specifications for the collector optics
(telescope) follow from the tolerance column. The
angle of view or pointing accuracy is given by the
smallest value of Aqor Aft. The rotation rates
required for stabilization of the telescope platform
follow from the condition that the beam oscillation
should be kept so small that it takes more than the
sampling period Ar to produce an angular error of
l 1
size t-6 Ae or 1-6_ _
AO!o, --<
i A C_AB
iO AT _ c°s2 eeAB
__i k£_ _ _. UB
I0 Ar iO b
Ah UB
b L
X
Typical pointing and tracking accuracies have
been calculated for orbital and ground-based detec-
tton (see Tab!e VH).
The above considerations are sufficient to out-
line telescope arrangements needed to scan a certain
altitude from either the ground or orbit. However,
the characteristics of the crossed-beam system in
terms of the length L of the scanned portion, the
number of photodetectors N, and the spatial and tem-
poral resolutions of convection speeds, length scales,
and wave number components cannot be determined
without conducting several experiments
C. EXPERIMENTAL PROGRAM
We plan to conduct several experiments, in
which the true range and resolution_ of scanning
crossed-beam systems is established by comparing
the optically measured convection speeds with hori-
zontal wind measurements from meteorological
towers and radiosondes. These experiments
represent a step-by-step approach from simple
space-fixed beams to rapidly scanning beams.
D. FIRST GENERATION EXPERIMENTS
The two sensors of the crossed-beam ar-
rangement are placed on a short baseline, their
intersection point set at a moderate height (about
25 m) above ground so that the results of the experi-
ments can be compared to tower-mounted anemom-
eters. The intersection points are fixed in height,
but the beam separation distance is varied from 0 to
20 m in a number of discrete steps. At each step
the following results are obtained:
1. the rms intensity of the registered fluctua-
tions,
2. the detector-signal-to-noise ratio
3. the horizontal wind speed, turbulent lengths,
and wavelength spectrum of the phenomena
occurring in the region of beam crossing,
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TABLEVI. ESTIMATESOFINDEPENDENTVARIABLES
Independent
Variable
Optical
wavelength
),
Telescope
separation
b
Beam intersection
angle
°tAB
Beam separation
_0
Inclination of
intersection
path with beam
plane Jfl[
Number of
photodetectors
Length of
intersection
path
Scanning
speed
Minimum of
Lower Limit
O. 38p
Maximum or
Upper Limit
O. 72p
Tolerance
Given by
entire window
for particulate
trac ers
Comment
visible window
8# 12_ for gaseous infrared window
tracers
2 cot _A B hmin
15 °
2 cot o_ h
A;B max
75"
2L
x
}max- }min/Uc
2 L/%
U C
10 --
U B
depends on
hardware and
r ec eiv er
not known-
depends on
correlation
maximum and
receiver noise
S km/sec
( orbital speed)
-2 L
x
U C
2
U B
position error
_=Ax
altitude error
Ah
Aa;B=A 2 COS2 o_ --
A/B b
A,_o-< L/_
(beam diameter)
_ = L/_c B
Aft = 2A _0/b
2
------ L
5 x
_L= L
X
i
- U
5 B
not known-
length scale of
homogeneous
trend >L
X
0.5 km/sec
h is the distance
between the beam
intersection path
and the base line.
depends on pointing
ac cur acy
Lx is the length
scale. The beam di-
1
ameter factor -_ is
obtained from wind
tunnel experiments
L and U B depend onx
applications.
equation for
i
CAB = _ sets angle
of view or horizon-
tal pointing accuracy
at least five points
on a curve to find a
maximum
one sweep from
orbit or pieces of
_epeated sweeps
from ground.
tolerance depends
on application
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TABLE VII. POINTING ACCURACIES AND STABILIZATION OF TELESCOPE PLATFORM
POINTING:
2 I"x Ah
_ _ --g- ; t,_ <_2 cos _ _A}B
STABILIZATION:
2U B Ah U B
-<--. _& <_cos_
10b ' _A;B b Lx
Detector
Position
Ground
(U B --500 m/sec)
Orbit
(UB= 8000 m/sec)
Baseline
(kms)
t0
f000
Turbulence
Length Sca/e
L (m)
100
250
Altitude
Tolerance
A h (m)
40
t00
Accuracy
Aa = Aft = 4x10 -3 = 15 arc min
A& = Aft = i0 -2 sec -I = 34 arc min/sec
,,-_--9- ,__
Aa= Aft= 10 -4= 0.34arc min
A(%= A_= 1.6xi0 -4= sec -I
O.¢
= 0.5 arc min/sec
Comment:
I
C_A = _B = 2 ffAB = 45"
4. the spatial and temporal resolution of the
system, and
5. the effect, if any, of the beam diameter on
the resolution of the system.
The first series of tests should serve to establish
the soundness of the apparatus design. Once satis-
factory results are obtained with this short range
arrangement, the base line of the detectors will be
increased to approximately 20 km to produce inter-
section heights of up to 10 kin. The beam intersec-
tion point will be adjusted to discrete altitudes above
tower heights to assess (l) t_ms levels and frequency
range of fluctuations, which originate at higher al-
titudes, (2) the influence of the variation of the beam
intersection angle on the measured correlation values,
and (3) the scale of statistically inhomogeneous fluc-
tuations.
These experiments will sense phenomena over
longer ranges and under conditions of reduced light
intensity and tracer concentration (see Section H)
and will therefore be a more severe test of the feas-
ibility of the technique as applied to atmospheric
phenomena. The beam separation distance, _, should
be varied to approximately 600 m (approximately
twice the mean eddy sizes at an altitude of i0 km)
and data will be obtained on the five parameters listed
at the beginning of Section V-D.
The considerations of Section H anticipate no
signal detection problems up to a height of about
i5 krn. If the measurements are to be extended to
an altitude of 30 kin, a point might be reached where
either the tracers or the light intensity or both fall
below the minimum value necessary for producing a
detectable signal. Since the aerosol concentration at
a given height varies with weather conditions, only
actual field experiments will define the height limita-
tions of the system.
E. SECOND GENERATION EXPERIMENTS
Once the feasibility of applying the crossed-
beam technique to the measurement of atmospheric
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:turbulencephenomenah sbeenestablishedbythe
seriesof tests using fixed beams, an attempt will
be made to obtain continuous coverage of turbulence
phenomena by scanning the beams over the region of
interest.
The two beams will be scanned in elevation so
that their intersection point will describe horizontal
traces in the region of interest. The scanning should
require less than 1.5 rain so that the turbulence
phenomena can be considered as frozen during the
period of one scan.
The main point of interest in this series of tests
will be to determine the effect of the scanning speed
of the beams on the measured quantities. As the
scanning speed of the beams is increased, the detec-
tors have a lesser amount of time to register indivi-
dual fluctuations. This will cause an increase in
received noise which we expect to be somewhat pro-
1
portional to the (scanning speed)-_.
The first and second generation experiments are
planned for the immediate future. They should es-
tablish the feasibility and potential of the crossed-
beam technique as applied to the measurement of
atmospheric turbulence phenomena in the general
vicinity of the sensors.
F. THIRD GENERATION EXPERIMENTS
The natural traces without which the turbulence
induced fluctuations are invisible exist in sufficient
concentration up to a height of at least 15 km to pro-
duce detectable signals at the sensors. From i5 to
30 km the tracer concentration is reduced, but it may
be sufficient to allow the crossed-beam technique to
be used in the monitoring of turbulence phenomena.
The theory of crossed-beam scanning was gen-
erated based on the following three assumptions:
that the region of interest was scanned rapidly enough
to assume a frozen turbulence pattern over this
region; that the region across the wavefront was sta-
tistically homogeneous over a typical turbulent scale
or altitude error; and that the region around the beam
normal could be weighted like that of a space-fixed
beam such that a two-product mean value approxima-
tion was valid. Under these assumptions, it was
demonstrated that we could determine convection
speeds, length scales, wave number components,
and the power spectrum using crossed-beam scanning.
i.
The global potential of the crossed-beam 2.
technique can be realized only with the use of satellite-
borne detectors. As shown in Sections II and HI the
feasibility of satellite-made measurements of the 3.
turbulence phenomena of the lower atmosphere can
be demonstrated by performing the ground-based
experiments discussed previously. Once these 4.
experiments have established the feasibility and po-
tential of the technique, the next logical step will be
to use satellite-borne detectors to make global scans 5.
of the earth's atmosphere.
_. CONCLUSIONS
We have established that the crossed-beam
technique is desirable because it would provide (i)
global observation of the earth's atmosphere and its
turbulence properties, (2) data for direct use in
mathematical models of the atmosphere, and (3) con-
tinuous observations of weather patterns.
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RLC SYNTHESIS OF TRANSFER FUNCTIONS
By
James W. Fontenot_ and Don H. Townsend
SUMMARY
This paper presents a method and a digital com-
puter program for Resistance-Inductance-Capacitance
(RLC) synthesis of minimum-phase transfer func-
tions. The method realizes the network in ladder
form with a resistance termination. Every_inductor
l_ au associatea se_ resistance. All realizations
are within a constant multiplier, provided that no
poles occur on the j w-axis, including infinity. Com-
plex curve-fitting techniques are used for determining
if there is a lower-order transfer function, H(s),
which satisfies the requirements used to arrive at
the transfer function to be synthesized. The synthesis
problem can always be reduced to synthesizing
driving-point functions of the complexity no greater
than the ratio of fourth-order polynomials in s.
Sensitivity studies are possible by a computer pro-
gram from which the frequency response of the net-
work can be determined. Numerical examples are
given, and frequency response curves are compared
with ideal curves to illustrate that the desired trans-
fer response is obtained.
I. INTRODUCTION
using a special application of Pantell's method
[t, 2,3]. The matrix factorization scheme is in-
herently capable of producing a realizable network,
although one may not always obtain the best design
because of the various combinations of transfer func-
tion factors.
H. T-MATRIX FOR A TWO-PORT NETWORK
The transmission or T-matrix is a circuit matrix
which is useful for expressing the relation between a
two-port network and its subnetworks. The subse-
quent derivation will verify that the T-matrix for the
overall network is the matrix product of each sub-
network.
Reference directions for voltage and current will
be taken as shown in Figure I.
l [ TWO-PORTEl NETWORK
i,0
2
0 2'
A number of synthesis techniques have been
developed for the realization of minimum-phase trans-
fer functions into RLC networks. However, for many
Of these techniques, digital computer programming is
prohibitive because of limited storage space, ex-
cessive iterations, and the number of decisions in-
volved. Efficient designs for the general RLC cases
are harder to achieve than RC design because the
added dimension greatly increases the degree of in-
determinateness and may obscure preferable choices.
An obvious disadvantage of applying a general syn-
thesis procedure to a particular problem is that the
network obtained usually contains more circuit ele-
ments than are actually needed.
This report presents the results of theoretical
and computer studies of the synthesis procedure
*Northrop Space Laboratories, Huntsville, Alabama
FIGURE i. GENERAL FORM OF TWO-PORT
NETWORKS
A network containing only passive bilateral elements
has the following linear relations:
E i = Zll I1 - Z12 I2
and
E2 = Z2i It - Zz2 12 . (1)
The Zll and Z22 terms represent driving-point im-
pedances of terminals t-1' and 2-2', respectively,
with the opposite set of terminals open-circuited.
Impedances Z12 and Z2i are mutually shared by the
input and output circuits and are the transfer impe-
dances of the network. A network consisting of only
7O
vpassive bilateral elements such as resistors, in-
ductors, and capacitors allows Zt2 to equal Zzt.
Solving equations (i) for E 1 and I t in terms of
E 2 and I2, and expressing the results in matrix form
yields
I
O
Eli
2
E
11
ZII Z11Z22 - Z122
El2
1
Z12
=T [ E2
I2
El2
Z22
Z21
"E
12
(2)
where T is the square matrix
IA
T =
LC
(3)
The square matrix, T, is usually called the trans-
mission matrix of the network.
The determinant of equation (4) equals unity
because of the reciprocity property of physically
realizable RLC networks.
IA BI
= AD - BC = i (4)
IC D[
Note that A and D are dimensionless, B is dimen-
sionally an impedance, and C is an admittance. The
term A, for our application, is of interest because it
represents the inverse voltage ratio of a network.
Two four-terminal networks (Fig. 2) of transmission
matrix T1, T 2 are connected in cascade. The rela-
tions between the input and output parameters are
given by equation (5),
E1 [ E 2
I
J = TIT 2Ii 12
FIGURE 2. TWO SUBNETWORKS IN CASCADE
where T is the transmission matrix of the overall
network.
It is possible to cascade several two-port net-
works, and the overall transmission matrix of the
network is the matrix product of the individual T-
matrices taken in the order of connection. The T-
matrices of a series and shunt network are listed in
Table I.
TABLE I. TRANSMISSION MATRICES FOR A
SERIES AND SHUNT NETWORK
NETWORK
o o
SERIES IMPEDANCE
O O
o @ o
SHUNT IMPEDANCE
TRANSMISSION MhTRIX
I Z
O I
I "1 O"
Y I
I
III. T-MATRIX EXPANSION
Specification of only one T-matrix function is not
sufficient to completely define a particular network.
Fortunately, specification of one of the four trans-
mission functions does not rule out matrix factoriza-
tion as a realization technique. The following expan-
sion of the transmission matrix will establish the
relation between the transfer function and the cascaded
connection of series and shunt arm networks as de-
picted in Table I.
The square matrix, T, is factored into three
component matrices by a series of linear transform-
ations [4].
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qI :]IJlI::Jl I:g1[:
The factorization of equation (6) takes advantage of
the determinant of the square matrix being equal to
unity (equation (4)).
g = 2,4,6,8 .... n.
(10)
Given a voltage transfer ratio Ez/E1, for a spe-
cific network, the transmission function A is known
from equation (2). The following derivation is forn I rl Ih 6 ] _. [h 0 1 I1
subnetworks, representing the product of n factors, ---
where n is an even integer. The A's in the ex-
pression listed below are transmission func_xm_fo_c _tJ_ _ l/h_-----_O--- --_ah-_O --
each subnetwork.
Observe that the multiplication of a diagonal h-
matrix by a triangular r-matrix forms equation (l i).
_(II)
A = A1A2A3... A (7) where
n
Substituting equation (7) into the center diagonal 1
matrix yields the following expansion: r - Ag_lA--_g
/A I/AiJ L0 I/A h = Ag+iAg+2.
A
g
(8)
Multiplying every odd and even subscripted diagonal
yields
IAn _l An 0
"° " 1
An_IA n
(9)
Successive application of equation (I0) intothe di-
agonal matrices of equation (9) , then applying equa-
tion (ll) plus multiplying together similar adjacent
matrices, leads to the following expanded form.
0 i A 1 -
C i 1
x--_, tJLA,-_
The following identity matrix (10) is substituted into
equation (9).
[: °][: [: :]
A Un-
where Un_ 1 is defined as
(12)
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U 1 = 0
U 3 = (U t + rz)/(A3A4) 2
U_ = (U 3 + r4)/(A_A6) 2
Un_ 1 =
r 2 =
r 4 =
r8 =
(Un_ 3 + rn_2)/(An_lAn )2
1
1)/A2
A1A2
1
- 1)/A 4
A3A4
1
-- - 1)/A8
AsA6
rn-2
1
=
A n_3An_2
1)/A n_2 "
Equation 12) represents a particular physically
realizable RLC ladder network when all four trans-
mission functions are defined. However, if only the
voltage ratio E2/E 1 is given, then A is the only trans-
mission function known. Therefore, the first and last
matrices on the right-hand side of equation (12) can
be deleted, but the new functions B _ , C a , and D*
will not necessarily be equal to B, C, and D of
equation (12).
C $ D* 2- A3
"°° _ "
(13)
By definition, the transmission function A can be
expressed as
1 1
A - , (14)
K H(s) n
II K.f.
11
i=l
where the multiplying constant,
n
K= II K.,
1i=l
(t5)
and H(s) is the rational polynomial for the voltage
ratio E_/E 1. Substituting equation (14) into equation
(13) gives
• ., 1 1 Kn-lfn-i Kf1
n
(16)
The resulting expression represents the physically
realizable ladder network which will yield the pre-
scribed transfer function, H(s), within a constant
multiplier, K. Theoretically, the synthesis of H(s)
is assured regardless of its complexity, and the
problem reduces to the synthesis of series and shunt
driving-point functions [ 1,2].
Observe that each individual matrix represents
a series or shunt network as listed in Table I. The
matrix
[i fllKlf------_ - K 2
is the representation for Figure 3,
'l , z,,, i E2
i, 0 0 2'
FIGURE 3. SERIES NETWORK
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where
l
Z (s) - K2f2 •
Klfl
Similarly, the matrix
[1 :]
K--_ - Ksf3
(17)
is the representation for Figure 4,
T TE I E 2
i'0 0 2 '
FIGURE 4. SHUNT NETWORK
where
t
Y(s) - K2f2 K3f 3 . (18)
IV. FACTORIZATION OF A TRANSFER FUNCTION
Certain restrictions on the factorization of a
transfer function will be discussed. These restric-
tions are primarily derived from the positive-real
concept.
A reduction in circuit elements is accomplished
when synthesizing transfer functions, if restrictions
are imposed on the degree of the numerator and de-
nominator. The numerator will be at least one de-
gree lower than the denominator for this application.
This restriction satisfies many of the filter require-
ments encountered; however, cases with equal-order
denominator and numerator can sometimes meet the
requirement by employing complex curve-fitting
techniques [5,6].
A minimum-phase transfer function can be de-
fined as
n
H(s) = II fi(s) (i9)
i=l
where fi(s) is positive-real. The factorization of
H(s) for many cases will require the multiplication
of excess factors in the numerator and denominator,
as follows:
s 2 + cls + d 1
H(s) = (s _ +c2s +d2)( s +c3)
(20)
s 2 + cis + d i
s+(_ i
= S 2 +C2S +d 2 s + G s +c 3"
A second-order polynomial taken from H(s) can
always be made positive-real by selecting an appro-
priate positive constant, _. The even function of any
f. must meet the following requirements for all w:
1
Ev [fi (jw)] -_ 0. (2t)
A sufficient condition for positive-reality can be de-
termined for equation (22) when c2 > _ for all co.
E_ s2 +c2s +d2 = (s 2 +c2s +d2 )(s 2 _c2s +d2 )
(22)
Similarly, the reciprocal function of equation (22)
can be shown to be positive-real [7].
The elements of a series or shunt network are
made realizable if equation (23) is positive-real.
1
K.f-_ - Ki+lfi+l (23)
11
Equation (23) can always be made positive-real by
choosing Ki+ 1 sufficiently small, if
Ev -- - >- 0 for every value of co ,
fi(jco) = 0 for every value of co where fi+l(jw) = _.
If the first condition is not satisfied, the even
function of equation (23) is negative at some frequency,
co; thus, the positive-real concept fails. Since
H(0) ¢ _ ¢ H(_), the second condition indicates
that everYfi(s) that has apoleat s = 0or s = ¢¢
must be preceded and followed by functions that have
zeros at s = 0 or s = _. All complex zeros of
H(s) will have factors with poles at s = = for a
surplus factor s + (_. Cases where n factors have
poles at s = _must have atleastn+ 1 factors with
zeros at s = :¢. Therefore, it is always possible to
choose fl(s) and fn(S) to preclude a pole at s =
which satisfies the preceding rule. Therefore,
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ft (s) and fn(S) can be made nonminimum conductive,
and a resistance termination at both ends of a network
is always possible [8]. Nonminimum conductive
means that zero conductance for an admittance func-
tion cannot be obtained at any frequency co. Thus, a
resistance can be removed in the synthesis process
without causing the real part of the remaining ad-
mittance function to be negative at any frequency co.
Because of the preceding rule and because H (co) = 0,
any surplus factors need be no more complicated than
(s +a) / (s +a ). When a specific ratio of output to input
resistance is desired, the output resistance can be
divided into two series or parallel resistors with the
desired resistor value at the termination.
Several points regarding Pantell's method of
two-port synthesis are worthy of note.
i. The method is not unique. Many different
possibilities for factoring H(s) into positive-real
functions exist. Once the factorization has been
determined, different sequences of fi (s) yield dif-
ferent networks.
2. The synthesis problem is reduced to the
realization of driving-point functions of order no
greater than four regardless of the complexity of
the transfer function. This is true when H(s) is
factored into nonminimum conductive factors of
order no greater than two; sometimes third-order
factors are applicable.
3. The factorization into quadratic terms is not
necessary; any factorization into a nonminimum con-
ductive (with the possible exception of co = 0 or
w = _) positive-real function is adequate. For ex-
ample, when transfer function H(s) is a nonminimum
conductive positive-real function, the matrix can be
represented by
KtH( s-------_- i
l
and the realization is shown below.
E
i'O
i IKIH(s) K2
(24)
2
 ]E2
2'
Factorization into functions of order greater than two
may or may not require fewer elements, depending
upon whether minimum functions appear during the
realization process.
4. Changing the magnitude of the load resistor is
permissible by shiftinga portion of the resistance to
the arm of the inverted-L section. This will change
the multiplying constant K, where K is equal to the
n
new R L.
V. COMPLEX CURVE FITTING
The number of circuit elements in the synthesis
of a minimum-phase transfer function depends upon
(1) the method employed and (2) the degree of the
rational polynomial being synthesized. Application of
complex curve-fitting techniques in obtaining a simpler
transfer function is presented.
A lower-order transfer function can sometimes
satisfy the gain and phase requirements of another
higher-order case, provided the gain and phase curves
are within a predetermined stable bounded region.
Given a designated function, complex curve-fitting
techniques are available which facilitate the compu-
tation of a lower-order function by approximating the
frequency response characteristics of the known case
[5,6]. E. C. Levy devised a method capable of per-
forming complex curve-fitting calculations by fitting
regression curves to data obtained from the frequency
response of a known function [9].
Given an analytic and stable bounded region as
in example i (Fig. 5), a minimum-phase transfer
function H0(s) was determined.
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FREQUENCY IN HERTZ
FIGURE 5a. EXAMPLE 1, FILTER FREQUENCY
RESPONSE FOR GAIN
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FREOUENCY IN HERTZ
FIGURE 5b. EXAMPLE t : FTT,T_R FREQUENCY-
RESPONSE FOR PHASE
H0(s ) =
0.0016s 2+ 0.008s+ 1. 0
0. 00000281s 4 + 0. 000492s 3 + 0. 0106s 2 + 0. 128s + 1. 0
(25)
Zeros Poles
-2.5 • j24. 874 -4.2279 4- j11.99
-152.16
-t4. 468
Another lower-order function, H(s), was computed
by inputting data from H0(s) into the complex curve-
fitting program. The fitted-phase and gain curves
for H(s) are within the specified tolerance,
0. 0014022 s2 + 0.0052156 s + I.0
H(s) _ 0.00437 s3 + 0.00989999 s2+ 0.124 s + i.0
(26)
Zeros
-i. 8598 e j26.64
Poles
-4. 3019 :_ j12.015
-i4.951
thus satisfying the filter requirements.
Complex curve-fitting should always be employed
before synthesis of a transfer function since it is
possible that a lower-order function may satisfy the
gain-phase frequency specifications.
IV. SYNTHESIS BY COMPUTER
A. NETWORK SYNTHESIS PROGRAM
A digital computer program which performs
Pantell's synthesis technique was developed. The
network synthesis program contains a main program
and three subroutines. Driving-point functions of
order no greater than four can be synthesized. This
limitation could be removed, but it is doubtful whether
higher-order functions will yield fewer elements or
even a network. Computation time for one network
representing a third-over-fourth order transfer func-
tion is approximately 10 seconds including print-out
time. It is possible to synthesize up to a fourteen-
over:fifteen order function with this program;
however, practical applications may be prohibitive
for this size function.
The main program generates each driving-point
function within a ladder network by S,lee_,q_ive __'_!b
sitution of predetermined coefficients into an equation
describing the individual branch network. Tabulation
of the results is controlled by the program.
A continued fraction subroutine is employed after
the main program has computed a rational polynomial.
This program expands a positive-real function by a
pattern of successive forward and backward division
[8]. The magnitude of each element is checked to
assure realization. That is, the program monitors
the values of each resistor, inductor, and capacitor,
and the ratio of an inductance to its associated re-
sistance. If the expansion cannot be completed as a
continued fraction, control is returned to the main
program for computation of a new driving-point
function. Control is again returned to the main pro-
gram for computation of the subsequent driving-point
function once the synthesis is complete.
Root-s01ver and predistortion subroutines are
employed when the last element of a continued fraction
expansion is an inductor without an associated re-
sistance. The predistortion subroutine replaces the
complex variable s in a driving-point function by a
new variable k = s + 6, where 5 is a constant which
can be measured along the real axis of the s-plane
[8]. The root-solver computes the roots of the
numerator and denominator of the driving-point func-
tion. Delta must be less than or equal to the absolute
value of the smallest root. The realization of a re-
sistance with each reactive element is accomplished
by performing the reverse transformation following
the synthesis procedure.
The synthesis program will not synthesize every
transfer function. Minimum functions and unrealiz-
able elements will cause the synthesis method to fail.
B. T AND Pl EXPANSION PROGRAM
The transfer function of a ladder network
containing up to four inverted-L sections is determined.
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•'Z(s)'s andY(s)'s oforderlessthanfiveareaccept-
able. Thisprogram ultipliesthedriving-point
factorscomposingthetransmissionfunction,A. A
plottingroutineplotsthefrequencyresponseofthe
transferfunction.Thismakespossiblestudiesof
sensitivity,whichrelatetocomponenttolerances.
C. POSITIVE-REAL PROGRAM
The digital computer program determines
whether or not the rational polynomial is positive-
real. This program will perform an a_nalytical test
on rational polynomials of order less than 9/9. Input
data consist of the numerator and denominator co-
efficients, title, and number of cases involved.
Print-out of the results will include the title, numer-
ator and denominator coefficients, and an indication
of whether or not the rational polynomial is positive-
real.
For K i = 1.0, K 2 = 0.205538, K 3 = 0. 228056,
K 4 = 55.45, and & = 2.97384, the realization is
given in Figure 6.
E I
o
2
;r'E2
0 2 ,
FIGURE 6a. GENERALIZED LADDER NETWORK
VII. NUMERICAL EXAMPLES
This section presents the result of synthesizing
some particular transfer functions. The digital com-
puter program described previously was used in de-
termining the network parameters.
A. EXAMPLE i.
The factorization of equation (26) is shown
in equation (27) :
H(s) =
s2+ 3'.7196s + 713.1486
(s + 14. 051) (s 2 + 8. 6038s + 162. 8666)
=[ s+_ ]s _ + 8.6038s + i62.866 (27)
x[S2+3"7196s+713"i4861 _s i _] Ills + _ + t4.05 "
The positive-real factors for equation (27) are
S+OL
ft(s) = s2+8.6038s+ 162.866
f2(s)
s2 + 3.7196s + 713.1486
=
S+0L
1
f3(s) -
s + 14. 051
f4(s) = I
0.795h 5.48 .('}. 4.39h 6.16./'L
,,= 0.2156 h
we
be,
0.0197 D.
39.93 D.
0.00614 t • .0.0024t T
!
,0
E 2
-- = 2.599H (s)
E I
209.5D-
I
02
5. 55 P..
E2
i
2'
FIGURE 6b. CIRCUIT REALIZATION FOR H(s)
A similar frequency response to H(s) which is
depicted in Figure 5 was obtained. The multiplying
constant, K, was normalized to one.
B. EXAMPLE 2.
Factorization for the transfer hmction is
shown below:
s + 0.095057
=
H(s) s _ + 3t.77316 s + 1.20048
S+OL ]= s 2+ 31.77316 s + 1.0
(28)
Is+ 0.0950571x [,].
A circuit was obtained with Ki = i.0, K 2 = 11.366,
K 3 = 0.0049, K 4 = 204.0, and ot = 0.005884. A
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better choice of circuit components is made available
when magnitude scaling is employed. Magnitude scal-
ing does not affect the multiplying constant. The ele-
ments shown in Figure 7 are manufacturable and
approximate the ideal components,
I000 h 20.4K.(l
I,_ ,2
12 KD.
204 K,(}.}
880 M £ - _1.8 M
4-
i, O _ _ 02,
Scale Factor = I000.
E--_2(s)= 11,366 H(s)
E I
E2
FIGURE 7. CIRCUIT REALIZATION FOR H(s)
Frequency response plots for the circuit, labeled
Hc(S ) and H(s) are shown in Figure 8. The roots
for H(s) and H (s) are as follows:
e
H(s) H (s)
c
Zeros Poles Zeros Poles
-0.095057 -31.735 -0.095328 -31.70135
- 0. 037828 - 0. 037872
o oo,o
o
-to
-_o
-3o
40
-so
-so
ooroo o _oo,, ,o_
H(5) = HC _S_
FREQUENCY {HI}
FIGURE 8a. EXAMPLE 2, FILTER FREQUENCY
RESPONSE FOR GAIN
Equation (28) could have been factored as shown in
equations (29) and (30):
o+00  00 200  1[,]H(s) = Is=+ 31.77316 s + 1.
[H(s) = s 2+31.77316 s+ 1.2004 s+ _ J
(30)
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FIGURE 8b. EXAMPLE 2, FILTER FREQUENCY
RESPONSE FOR PHASE
The networks obtained are shown in Figures 9 and 10.
45.4 h 1.44.0.
I,:_G
El I E2
r,o - 0 2'
E 2
-- (s) = .1263 H(s)
E I
FIGURE 9. REALIZATION FOR EQUATION (29)
I h 20.4 D.
E2
_ II.4.0_
0.99 £
$
E2
--(s} : 11.3661 H(s)
E I
ll72 D.
[*o 0 2 ,
FIGURE 10. REALIZATION FOR EQUATION (30)
The circuit of Figure 9 is less desirable than
Figure 7 because of the ratio of inductance to asso-
ciated resistance. Also, capacitors are preferable
to inductors for low-frequency applications because
the physical realization of those inductances become
very impractical due to size, cost, and dissipation.
The network of Figure 10 has no load resistor;
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however, a shunt--connected resistor is permissible
if its magnitude is large enough to permit the fre-
quency response curve to be within the bounded region.
because of the interdependence of each driving-point
function upon preceding functions.
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A SIMPLE FEEDBACK LAW FOR A COOPERATIVE RENDEZVOUS PROBLEM
By
Thomas E. Carter
SUMMARY
A cooperative rendezvous problem for two point
masses sufficiently near each other that the ac-
celerations caused by external forces are the same
for both objects provides a simple examp_le of a
ITnear regulator problem in which the steady-state
solution of the associated matrix-Riccati equation
can easily be found. A simple linear feedback law
with constant coefficients follows.
I. INTRODUCTION
The simultaneous maneuvering of two spacecraft
to come together with the same velocity and accel-
eration is called a cooperative rendezvous. Cooper-
ative rendezvous problems have recently been formu-
lated [ 1, 2] ia terms of the calculus of variations and
the Pontryagin maximum principle. In this work a
cooperative rendezvous problem is formulated as a
linear regulator problem which belongs to a class of
problems which were solved by Kalman [ 3] using a
Hamilton-Jacobi approach. Using this approach, a
very simple linear feedback law with constant co-
efficients is obtained for the thrust control of the two
spacecraft. For a chase type rendezvous, in which
one craft has no control acceleration, and for a soft
landing problem, a similar feedback law can be found.
II. THE GENERAL PROBLEM
Two objects are moving in a three-dimensional
Euclidean space subject to an external force and
their own control forces, and they desire to cooperate
in such a way tha_'the positions, velocities, and ac-
celerations of the two objects are eventually identical.
The equations of motion of the two bodies are
i" = v i"T = v T (I)P P
_" = f + u _'T = f + u T (2)P P '
where rp and r T, Vp and v T, and Up and u T are, in
vector notation, the respective positions, velocities,
and controlled accelerations of the two objects. It is
assumed that the two bodies are sufficiently close to-
gether to be subject to the same acceleration vector
which is caused by external forces. The dot denotes
.... %Ume differentiation. The relative motion is given by
= v (3)
= Up - u T , (4)
where r =rp- r Tandv = Vp-V T.
The problem is to find simple stable feedback
laws for Up and u T for which a soft rendezvous occurs.
One way this can be accomplished is by formulating
an optimization problem having a stable control law
as its solution and using the machinery of optimal
control theory to find this feedback law which can
then be applied to the rendezvous problem. One such
optimization problem is the linear regulator problem
which has been solved by Kalman [ 3] via the Hamilton-
Jaeobi Caratheodory approach. This approach leads
to the problem of solving a m atrix-Riccati equation
which, in general, must be solved numerically. The
simplicity of equations (3) and (4) of the rendezvous
problem, however, enables us to solve this equation
algebraically in this case.
We shall consider the infinite time version of
the linear regulator problem mentioned above in which
the object is to find a control r-vector function, u,
which minimizes the performance index.
J[u] = _[xTQx+ uTRuldt (5)
to
subject to the constraint equations
k = Ax+Bu, x(t0) = x 0' (6)
where x is an n-vector, A a real nxn matrix, B a
real rxn matrix, and Q and R are positive definite
8O
symmetricnxnandrxr matrices,respectively.The
matricesQandRareassumedpositivedefiniteand
symmetricbecausetheseassumptions,alongwith
theassumptionfcompletecontrollability,aresuf-
ficient o insure the existence of a unique stable
solution of the regulator problem.
Considering the cooperative rendezvous problem
as a special case of the linear regulator problem, we
have the following relationships.
[r][::] lapI [00]x = , A = , u = B =
v u T I -I
Q = r R = P , (7)
0 RQv
where 0 is the 3x3 zero matrix, I is the 3x3 identity
matrix, and Qr' Qv' Rp, R T are positive definite
symmetric "weighting" matrices for the vectors r,
v, Up, and UT, respectively.
The solution of the linear regulator problem de-
fined by equations (5) and (6) can be found by solving
an associated Hamilton-Jacobi partial differential
equation, which for this problem is
-V t = xTQx+ V TAx- ¼vTBR -IBTV (8)
X X X '
where V denotes the gradient, with respect to x, of
x
a scalar valued function of x and t, and V denotes
t
the partial derivative of V with respect to time.
Kalman [ 3, 4] has shown that the existence of a
unique solution V °(x, t) of the Hamilton-Jacobi
equation is necessary and sufficient for
V°(x0, to) = rain J [ u]. (9)
Furthermore, the optimum control for this problem
is given by
u 0 = _R-1 BT V° (10)
X
From the symmetric positive definiteness of R and
Q, it can be shown that the Hamilton-Jacobi equation
for the linear regulator problem has a unique solution
in quadratic form, if the plant is completely con-
trollable, that quality being defined as the ability to
reach any desired state with a finite control in a
finite time [ 5]. Under these assumptions the solution
of equation (8) is
V°(x,t) = xTpx, (11)
where P is the unique positive definite solution of the
matrix-Riccati equation
-P = pTA + ATp - pTBR-IBTp+ Q. (12)
Two further considerations concerning equation (12)
are (1) that P is a steady-state solution if the terminal
time is infinite and (2) that V° = V°(x) is a Lyapunov
function which assures asymptotic stability of equation
(6). In other words, the comments following equation
(10) may be summarized by saying that complete
controllability is sufficient to insure that an infinite
time cooperative rendezvous occurs.
III. A SPECIFIC FEEDBACK SOLUTION
For this problem, we pick Rp = ppI and RT-- pT I,
where pp and PT are positive numbers. Since P is
positive definite and symmetric, it can be partitioned
as follows:
p =
PI Ps
P: PII
(13)
where PI and PII are symmetric positive definite
3x3 matrices and P is a real 3x3 matrix. Sub-
s
stituting equation (11) into equation (10) and using
the relations in equations (7) and (13), the optimal
control in terms of the two rendezvous controllers
becomes
uo= - -- r + PII
P Pp
UT PT
(14)
Thus, the optimal motion from equations (3) and (4)
is governed by the second-order vector differential
equation
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1 pT
_. + 1__ Pn _ + p-- s r = 0, (15)p
1 1 1
where --p = --pp + IpT " The matrices PI and PII
are found from the steady-state part of equation (12)
whieh is
I:r QOvl + I PIps PIIPT]OoS I 10
1E":1I:__ PI
P PS PII J
(Note: For this particular problem, P is not re-
I
quired since equation (14) does not depend
upon PI" )
The qr. and qv. (i= 1, 2,3) are the diagonal elements
1 1
of Qr and Qv' respectively.
written as scalar equations, are
Equations (14) and (15),
u0- - r + + 2 v iPi Pp i 1
= --_-P_q- ri + _/P(qv + vU 0
Ti PT \ '-ri i "
P:] I: 1= J iqv J-- JPI " i:'. + + 2 qri _. + qri r. = 0
1 p p 1 p 1
(16)
Performing the partition multiplication, we reduce
the above sixth-order matricial equation to the
following three third-order matricial equations:
i = 1,2,3. (19)
IV. CONCLUSIONS
I pT pT = 0 (17a)Qr - p s s
1 pT
PI -- PII = 0 (17b)p s
Qv + 2Ps 1 =
- P PrlPii 0. (17c)
Solutions of equations (17a) and (17c) are sufficient
to determine the feedback law (14). If Qr and Qv
are diagonal matrices, the solutions of equations
(17) which insure positive definiteness of PI and PlI
are [ Jp_f-_r 1 0 0Ps = 0 _r2 0
o o
Pll =
_]p (qvl + 2p_-_qrl) 0 0
J.(w' 0
(is)_
The simple fixed coefficient linear feedback laws
developed by optimal control theory enable the optimal
relative motion to be described by an independent
linear second-order differential equation in each of
the three directions. The roots of the characteristic
equation are
(J_ QS J qvi q_ _ri )si = -½ + 2 ± -2
P P P
i = 1,2,3. (20)
A soft rendezvous (position, velocity, and acceleration
of the two objects approach arbitrarily near each
other as time increases) is assured by the asymptotic
stabilityof the motion which comes from assigning
positive values to qv. ' qr.' and p. Unless the
1 1
weighting factors are picked so thatqv. >- 2_/-_r
1 I
some of the roots willbe complex, and the two bodies
will rendezvous with an oscillatingor spiraling motion.
If the length of time required for the two objects to
come within a specified distance apart is not pro-
hibitive, low values of qv. and qr. are probably de-
1 l
sirable. This can be seen from the cost function,
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equation(5),by noting that a minimum effort crite-
rion is approached as the qv. and qr. approach zero.
1 1
In this paper all forces were assumed to be acting
through the centers of mass of the objects. The ef-
fects of torques can also be included in the Hamilton-
Jaeobi formulation, and a feedback law can be found
by solving a matrix-Riccati equation similar to equa-
tion (12). The simplicity of the solution of the
Riccati equation is lost, however, by introducing
angular variables. With the increased complexity in
solving the Riccati equation, it is probably best to
analyze the system by a multivariable root square
locus technique [ 6] before attempting to find a feed-
back law.
similar rendezvous problem and a similar soft
landing problem and obtained linear time-varying
feedback laws. Bryson, however, assumed a fixed
time, minimum effort criterion for the solution of
his problems which explains the time-varying feed-
back laws for his problems.
I.
2.
This paper illustrates a solution of a cooperative
rendezvous problem; however, its formulation is
sufficiently general to include a chase type rendezvous 3.
in which one craft is controlling its motion and the
other is "coasting" (subject to external forces only).
This special case can be obtained by taking the limit
of equation (19) as p_ approaches infinity. With a 4.
slight modification oflthe original system the "coast"
case can include a lunar soft landing problem. Re-
moving the assumption that the acceleration f due to
the external forces is the same on both objects, in
the first equation of equations (2) we can set f = g, 5.
a constant gravitational acceleration acting on the
landing craft, and f = 0 in the second equation of
equations (2). By treating Up-g as the control instead
of u in first equation of equations (2) and using the 6.
P
Hamilton-Jacobi approach we obtain equations (19)
withu ° replaced byu ° -giandu ° = 0. Both the
Pi Pi T.1
chase type rendezvous problem and the soft landing 7.
modification described in this paper should be com-
pared with the results of Bryson [ 7], who solved a
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CALCULATION OF CONTROL GAINS WITH FILTERS FOR
RIGID BODY MOTION OF A SPACE VEHICLE
By
William H. Beutjer
SUMMARY Symbol Definition
The equations for calculating the control gains
with filters for the rigid body motion of a space ve-
hicle are derived. The control gains can be calcu- I
fated for the drift-minimum conditi_---
to drift-minimum. A eomputerprogram, M
V
written to calculate the control gains for attitude
control, accelerometer control, or angle-of-attack
control, shows the effect of varying the location of q
the aceelerometer, the damping, and the control
frequency. The system considered for this analysis s
is the Saturn 504 vehicle. A comparative study of
the control gains was made without filters and for a T(s)
body-fixed accelerometer using two different filter
configurations. The results are given in the form V
of plots of g2 versus ao, and g2 versus a I. Also
included are plots which show how the control gains XA
vary with frequency and time.
x
cg
x
cp
DEFINITION OF SYMBOLS
Symbol Definition
a0 gain factor of attitude channel
al rate gain factor of attitude channel
A
b0
B
real part of control root = - _09
gain factor of angle-of-attack channel
imaginary part of control root= ¢0 1_-_ 2
C
z(x
Do
F
s
F T
normal lift coefficient
base diameter of vehicle
swivel thrust
total thrust
09
09
n
g2 gain factor of accelerometer channel C1
longitudinal missile acceleration
vehicle moment of inertia
vehicle mass
dynamic pressure
complex control root (A + Bi)
transfer functions
longitudinal velocity of missile
coordinate of accelerometer
distance from gimbal plane to center of
gravity
distance from gimbal plane to center of
pressure
lateral translation of rigid missile
angle of attack of rigid missile at center
of gravity
engine deflection against missile center
line
rotation of rigid missile relative to space
damping ratio
control frequency
natural frequency
Xcg - xA
x -x
cg cp IrD 2 q C
4I z(_
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DEFINITION OF SYMBOLS (Concluded)
Symbol Definition
C2 Fs( i-f g)
K1
K2 _r DI q Cza (4-M-v)
F
S
K 3
MV
The dot appearing above symbols means differentia-
tion with respect to time.
I. INTRODUCTION
The equations of motion of a space vehicle used
in this report are taken from Research Review 1.
The control equation is expressed as a coupling be-
tween the control system and the vehicle motions.
The linear differential equations are then transformed
into algebraic equations by using a differential oper-
ator, s, which is a symbol denoting the operation of
differentiation with respect to the independent varia-
ble. These transformed equations, which lead to a
characteristic equation, are then solved by matrix
methods. Assuming a drift-minimum condition, the
characteristic equation reduces to a relationship be-
tween the gains a0, b0, and g2. The drift-minimum
condition can be maintained by using accelerometer
control for which b 0 = 0, or angle-of-attack control
for which g2 = 0.
These expressions for an ideal control system
are straightforward; however, the inclusion of non-
ideal control effects such as actuators and shaping
networks lead to a much higher ordered character-
istic equation. To calculate the control gains for
these cases, the characteristic equation is solved by
first substituting a known control root, which is a
complex quantity, into the characteristic equation
for the operator s values.
This leads to an equation with complex values a
functions of the control gains. Setting the real and
imaginary parts of the equation simultaneously to
zero, we obtain two more equations for calculating
the control gains. Using these two equations with the
equation obtained from the drift-minimum condition,
we can calculate the control gains for drift-minimum
control. When both the b o and g2 terms are zero, the
type of control is called "attitude" or "gyro" control.
If b 0 is zero, it is called "accelerometer control"; if
g2 is zero, the expression "angle-of-attack control"
is used. The b 0 and g2 terms are net used simultane-
ously in the control system. Gains for cases other
than drift minimum can be obtained by assuming a
value for b 0 or g2 and solving the two equations for
the remaining control gains.
II. BASIC METHODS AND EQUATIONS
A. EQUATIONS OF MOTION
The standard rigid-body equations of motion
used in this report are derived by Hoelker* and are
shown below. (The terms are defined in the list of
symbols. )
Angular motion
+ C1a + C_ = 0
Angular relationship
(1)
Lateral path motion
Ki(_ + K 2(_+ Kart
B. CONTROL EQUATION
(2)
(3)
The control equation considers the engine
deflection, fl, in response to commands from a
position-gyro, _, the rate gyro, b, and either the
angle-of-attack, a, or the lateral acceleration, a m,
measured by an accelerometer. The fl response is
a linear combination of _, _b, a and a and is of the
m
form
= aoSTl(S ) + al_T2(s ) +
g2 a T3(s ) + boaT4(s), (4)
m
where
a = K 2o_+ K3fl- XA_b.m
C. SOLUTION OF EQUATIONS
These equations will be solved by using the con-
cept of a differential operator. By using the operator,
;:' Hoelker, R. F. : Theory of Artificial Stabilization of Missiles and Space Vehicle with Exposition of Four
Control Principles. NASA TN D-555.
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s, and its higher powers to represent the first and
higher derivatives of the variables, the solution of
these equations shows the characteristic equation to
be of the form:
A3 s3+ A2 s2+Als+A 0 = 0,
where
A 3 = 1 - g2 (K3+ C2x- A) T3(s)
A 2
1
= alC2T2(s ) + _ (b0K3T4(s) + K2)
(5)
(6)
tions, the control filters can be represented by
Tl(s ) = Position Gyro Filter = Xl+ YI i
T2(S ) = Rate Gyro Filter = X2 + Y2 i
T3(s ) = Accelerometer Filter = X3 + Y3 i
T4(s ) = Angle-of-Attack Filter = X4 + Y4 i.
By using the assumed control root, s, we can re- '
duce the transfer function to a complex number of the
form X + Yi. Using this form for the transfer func-
(12)
(13)
(14)
(15)
By substituting the known control root (s = A+Bi)
and equations (12) through (15) into the characteristic
- g2 -_- (C2K2 - CIK3) T3 (s)
AI= (_ + g2T3(s))(C2K2-CIK3)
(7)
+ aoC2Tl(s ) + boC2T4(s ) + C 1
Ao= (ao_ (s) g2K_3 (s)) (C2K 2 - CIK3)
(8)
i__t
- V (b°C2T4(s) + CI)' (9)
By setting filter transfer functions to one and as-
suming a drift-minimum condition which states that
the constant term, A 0, of equation (5) is equal to
zero, we obtain the following equation from equation
(9):
a 0 - b 0 -
where
D = C2K 2 - CIK 3.
C_ - o, (10)g2 D
We now nave an expression which relates a0, b0, and
g2. This condition requires the two gain values a 0
and g2 (or a 0 and b0) to satisfy only a linear relation-
ship.
The transfer functions used in this report are of
the following form:
n
_, A i s i
i=0
T(s) = m (11)
i
_ B.s1
i=0
equation and setting the real and imaginary parts
equal to zero, we obtain the two following equations:
Real
ao [dllXl - dl2Yl] + all d21X2 - d22Y2] - g2[ dalX3 -d32Y3]
F---K-2K+AC 1 K--"_ I =0
+ bo[d41X4 - d42Y4] + [ L + V - V
(16)
Imaginary
a0[dl2X I + diiY1] + al[d22X 2 + d21Y2] - g2[d32X3 + d31Y3]
+ bo[d42X4+d41Y4] + [M+ GK----_2 + BC1] = 0 (17)
V
where
D
dll = C2A + _-- , d12= BC 2
AD BD
d21 = FC 2 +--_- , d22 = GC 2 +
D
d31 = EL-AD+_-- (F_A+ Ki),
A
d32 = EM - BD +
1
d41 = AC 2 + V (FK3 - KIC2) ,
d42 = BC 2+ GK3
V
(18)
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:E = K3+ C2_XA , F = _2(2_2 - 1), G = -2_2_--_-_ 2
L = _¢o3(3 - 4_2), M = _o3(4_ 2 - 1) _]1 - _2 .
We now have the three equations, (10), (16), and
(17), required to calculate gains with filters for
either accelerometer or angle-of-attack control for
the drift-minimum condition. To calculate the con-
trol gains off drift-minimum, we assume a value of
g2 or b 0 and then calculate a 0 and a, from equations
(16) and (17).
For attitude control, equations (16) and (17)
reduce to
ao[ dllX1 - dl2Yt] + all d2iX2 - d22Y2]
+ [L+ FK2V + AC1- T ] =0K1Ci (19)
and
a0[ d12X1 + dllY1] + ai[ d22X2 + d21Y2]
+ [M+ GK-----_2+ BC1] = 0.
V (20)
III. SYSTEM CONFIGURATION
The system considered for numerical results in
this analysis is that of the SA-504 vehicle at t=75. 117
and 83. 633 sec. A comparative study of the control
gains was made without filters and for a body-fixed
accelerometer, using two different filter configurations
called A-filters and B-filters. The control frequency
was varied between 0.05 to 0.20 Hz, and the damping
used was 0.3 and 0.7.
For the A-filter configuration, the accelerometer
was located at x A = 41.4 m and the coefficients of the
numerator and denominator for the control filters
(see equation (13)) are shown below.
Attitude Channel
A0= 1.0
A 1= 2.20x 10 -1
B0= 1.0
B t= 1. 882× 10 -1
B 2= 3. 963 x 10 -2
B 3= 2. 147x 10 -3
B 4= 1.279x 10 -4
B 5= 2. 725x 10 -7
Attitude Rate Channel
A0= 1.0
A 1 = 9. 049 × 10 -2
A 2 = 6. 355 × 10 -3
A 3= 1. 664x 10 -4
B0= 1.0
B 1= 3. 368× 10 -1
B 2 = 5. 880 x 10 -2
B 3= 7. 301x 10 -3
B 4= 2. 072× 10 -4
Accelerometer Channel
Ao= t.0 Bo= 1.0
A 1 = 3.342 × 10 -1 B 1 = 7. 117 x 10 -1
A 2 = 3. 190 x 10 -2 B 2 = 2. 508 x 10 -1
A 3 = 2. 724 x 10 -3 B 3 = 5. 544 x 10 -2
A 4= 7. 158x 10 -5 B 4- 2. 557x 10 -3
B 5= 3. 089x 10 -5
For the B-filters, the accelerometer was located
at x A = 79.629 m. The coefficients of the numerator
and denominator for the control filters are shown
below.
Attitude Channel
Ao= 1.0 B 0 - 1.0
Attitude Rate Channel
A0 = 14.0 B0= 14.0
BI= 7.5
B2= 1.0
Accelerometer Channel
Ao= 1.0 Bo= 1.0
B 1 = 20.0
The figures indicate that plots of g2 versus a 0 and a 1 are
linear for the same frequency. A computer program,
written to assist in the calculation of the control gains,
consists of first reducing the control filters to the
form X. +Y.. The filters are put in the program by
1 1
entering the coefficients, A. and B., of the transfer
1 1
functions. Then, the control gains are calculated for
as many time points as required. The appropriate
data must be input for each time point desired. The
program is capable of calculating the control gains
for attitude control, accelerometer control, or angle-
of-attack control.
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IV. DISCUSSION OF RESULTS
First, we will consider what effect various pa-
rameters have on the control gains without filters at
t = 75. 117 sec. Figures I and 2, which are plots of
g2 versus a 0, show the effect of varying the location
of the accelerometer, x A, for _= 0.7. Asx Ain-
creases, the slope of the constant frequency lines also
of each figure indicates the value of a0 for attitude
control for the various frequencies under considera-
tion. Varying _ from 0.7 to 0.3 has almost no effect
on the value control gains (a o and g2)-
Figures 3 and 4 are plots of g2 versus a 1 for
= 0.7. By increasing the value of x A, we again see
that the slope of the constant frequency lines increase.
It is interesting to note that, for drift-minimum con-
trol, the plot of g2 versus a 1 is no longer a linear
relationship.
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increases. The plot of g2 versus a 0 for drift-minimum
control is a straight line. Therefore, as the location
of the accelerometer, XA, increases, the values of
g2 and a 0 also increase for the drift-minimum con-
dition. Notice that when g2 equals zero, the abscissa
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Figures 1 through 4, which show the case with-
out filters, indicate that there is a region where the
control gains are independent of the frequency. To
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• explain this mathematically, we will examine the
equations of motion. For the case without filters,
using accelerometer control, we see that
Tl(s) = T2(s ) = Ts(s ) = 1
T4(s) = b o = 0.
Now by putting these values in equation (4) and
then substituting _ (equation (2)) and fl (equation
(4)) into equation (1), the system can be reduced to
the following:
a,C2 t+ I - g2(K3 + C2_'A)
+ [ C1 + C2ao + g2(C2K2 - C1K3) 1
1 - g2(K3 + C2_A) J q5
-_ [CI+g2(C2K2- CIK3) ]v + c x-A) • (21)
Equation (21), which is usually considered as de-
scribing the rotational behavior of the missile about
its center of gravity, is of the form
_J + 2_Wn_ + Wn24_ = F(t). (22)
By comparing equations (21) and (22), we obtain the
natural frequency by letting
co 2 = CI+ C2ao + g2(C2K2 - C1K3) (23)
n
1 - g2(K3 + C2X-A)
Then, by rearranging terms, we get
C 1 + C2a 0 + g2_C2K2 - C1K3)
+ COn2[g2(K s + C2X-A)-I ] = 0. (24)
If a 0 and g2 are to be independent of the frequency,
con , it is apparent from equation (24) that the coef-
ficient of the co 2 term must be equal to zero. There-
n
fore,
g2(K3 + C2XA)-t = 0, (25)
or
g2
1
+ C2_'A ' (26)K3
and
a0 = g_L (CIK3 _ C2K2 ) _ CI (27)
C2 C--2 '
We see that equations (26) and (27) are independent
of the damping, _. This is another way of observing
that the damping has little effect on the value of the
control gains (a 0 & g2).
Using the input data for t = 75. 117 sec and
x A = 19.05 m, we find that g2 = 0. 0381 and a0=-0. 241,
from equations (26) and (27), respectively. These
values agree closely with the values shown in Figures
2 and 3. We must keep in mind that, even though
equations (26) and (27) do predict the region where
the control gains are independent of the frequency,
they are only approximations.
Next, we will consider the effect on the control
gains of using two different filter configurations.
Figures 5 and 6 are plots of the control gains using
the A-filter configuration for _ = 0.7 and x A = 41.4
m. Figure 5, which shows g2 versus a 0 at t = 75. 117
sec, displays a good separation between the constant
frequency lines. For this filter configuration, we
notice that there is little change in the control fre-
quency for small changes in a0, and the good sepa-
ration of the frequency lines makes the value of the
control frequency easy to determine. The effect of
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removing the different filters is also shown on this
figure. With the position filter out, the change in
the control gains is so small for the lower frequencies
that it is not possible to plot. However, at a fre-
quency of 0.15 and 0.20 Hz, we can begin to see that
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thefrequencylinesmovetotherightaverysmall
amountwithoutthepositionfilter. Removingtherate
filter causestheconstantfrequencylinestomove
considerablytotheright. Againthechangeis less
forthelowerfrequenciesthanit is forthehigher
frequencies.Therelationshipbetweeng2anda I is
shown in Figure 6. Here, as in the case without
filters, the drift-minimum line shown is only for the
case with the complete A-filter configuration. As the
filters are removed, the position of the drift-minimum
line changes much in the same manner as Figure 5.
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Values of the control gains using the B-filter
configuration are plotted on Figures 7 and 8 for _=0.7,
x A= 79. 629 m. andt- 75.117sec. Figure7 is a
plot of g2 versus a 0 and shows that a 0 remains fairly
constant for the same frequency. In other words, g2
versus a 0 plots as nearly vertical lines. This trend
is desirable as long as there is a good separation be-
tween the control frequencies. However, this sepa-
ration is not apparent for this filter configuration
especially at the higher frequencies. We also observe
that for small changes in a 0 the control frequency
change is significant, and for some values of a0 versus
g2, it becomes difficult to determine the true value
of the control frequency. This is because the control
frequency of 0.20 Hz plots between 0. t0 and 0.15 Hz.
Removing the rate-gyro filter changes the control
gains considerably just as in the case for the A-
filters. Figure 8 shows the relationship of g2 versus
a I at t = 75. 117 sec.
Figures 9, 10, and 11 are plots of the control
gains versus frequency for drift minimum condition
using accelerometer control at t = 75. 117 sec. The
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damping used was _ = 0.7; the location of the ac-
celerometer was based on stability considerations.
These figures indicate how the control gains vary
by adding the two different filter configurations.
Figures 12, 13, and 14 show how the control
gains vary with time for drift-minimum condition
using aceelerometer control. The control damping
was _ = 0.7 and the frequency used was 0.05 and
0.20 Hz. These figures show a comparison between
the A-filters, B-filters, and the case without filters.
The program developed here can be used to in-
vestigate rigid body control gains for any vehicle
configuration. Other parameters could be varied,
and the effect of these changes on the control gains
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could be studied. This study of the Saturn V vehicle
is only an example of some of the knowledge that can
be gained by studies of this type.
A study is now being made which includes the
bending vibration and propellant sloshing. The results
will be compared with this report to determine what
effect bending vibration and sloshing have on the
control gains.
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V. ELECTROMAGNETICTHEORY
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67 2O2 70
ON THE MOTION OF CONDUCTORS IN A MAGNETIC FIELD
By
W. H. Heybey
S UMMARY is the component of the electromagnetic induction,
B, on the _-axis, and
In this paper the movements within a magnetic co × r = [_wr]
field of certain conducting configurations are studied
on the basis of fundamental electromagnetic theorems, denotes the circumferential velocity a point has in a
The field vector is not allowed to vary with time; if body that rotates with the angular velocity, w, about
it varies in space, the motion of a loop is alone de-___ _an axi,_ p_._Jng thre,_,gh the mazs center__G.--.. The_--
scribable without extraordinary complications. Less
involved relations are developed holding in a homo-
geneous field. It is shown that such a field has no
effect on the translatory motion; the rotatory motion
is retarded in general, although in special circum-
stances it may continue undisturbed. A principle of v = u+ [cor] .
maximum retardation is introduced to define the sys-
tems of induced currents in two-dimensional bodies.
It is applied to closed shells, with the sphere as
simplest example, and to the circular disc. The
motion of the latter is also studied when in addition
the surface is subjected to the pressure of sunlight
and is carrying an electric charge, The presence of
the charge alone, if of constant density, would cause
the mass center to wander on a spiral about a field
line, while the disc performs a gyroscopic motion _' V. ds = J'n • curl _VdS .
about shifting axes through the mass center.
I. INTRODUCTION
In keeping with the review character of this
volume, it seems warranted to dispense with mathe-
matical formulations whenever they can be spared
without obscuring the argument of foregoing key re-
lations. Derivations are largely omitted except those
clarifying in what manner the results obtained are
linked to basic electrodynamics. For a rapid expo-
sition, use has been made of vector-analytic concepts
and identities.
In general, vectors will be marked by underlining,
aside from common unit vectors, as follows: i',
j', k' on the axes (x, y, z) of a space-fixed rectang-
ular Cartesian system ; i, j, k on the ( _, _, ._) -axes
of the principal moments of inertia. Dot and cross
products arc often indicated by parentheses and
brackets, respectively. Thus,
i . B__- (iB_)
position vector r connects G with the body point, P.
The total velocity of P includes the translational
velocity, u, of the mass center and may be written as
(1)
The force acting on a closed wire (loop) in the
field _Bis mathematically represented as a line
("round") integral summing up the elemental forces
on the directed length elements, ds, of the wire. As
such, it can also be described as a surface integral;
Stokes' theorem states that, with any integrable
vector field, V, it holds that
(2)
The shapes of the loop and the area it bounds are
immaterial, so that, in particular, the normals
(unit vectors n_) of the surface elements, dS can be
assigned any directions one may find convenient.
A variant of the theorem, formulated for a scalar
function, is also useful:
_gds_ = f [ngrad _p] dS. (3)
For simplicity it is assumed that all properties
of matter are constant, such as mass density (p),
specific conductance ((_) and the permeability (p) of
the surrounding nonconducting medium. The field
strength, H, then is proportional to the induction:
_B=U_H
The electromagnetic system of units will be
used throughout.
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G_IL EFFECT OF A TIME-INVARIANT MAGNETIC
FIELD ON THE MOTION OF A RIGID
CONDUCTING WIRE
The basic force law is commonly derived for a
fixed loop in which a current of constant strength,
I, is flowing:
F = -I _ B x ds. (4)
The index i refers to the induction process which
causes the force to act on the wire. The elemental
vector, ds, indicates the local direction of the cur-
rent. Since expression (4) is a line integral, the
wire's cross section must be viewed as quasi-
infinitesimal. Indeed, the derivation from Blot and
Savart's law makes itnecessary that the distance
from a wire element to a point outside itis a well
defined quantity.
It should be recalled that, with constant con-
ductance, a current of constant strength can exist
only with constant cross section. If it changed from
station to station along the wire, the symbol I would
have to be shifted under the integral sign.
The wire will also experience the torque.
M. = -I _ r x [_Bds_], (5)
which, in a free loop, would bring on a rotatory mo-
tion about the mass center.*
In our case the current does not issue from a
generator or battery, but comes into being through
the motion of the loop which sets up a tension in it.
The velocity in turn is worked on by the force and
moment it creates. Thus, a kind of feedback system
is in operation.
It is necessary to find the strength of that
current.
If the magnetic field does not vary in time, and
if the loop is not deformable, the induced tension is
given by the expression
U = _ Iv_B_] • ds. (6)
This round integral can be permanently zero when the
loop moves parallel to the lines of a homogeneous
* This torque (rather than the force) is driving the
electric motor.
field B. In such a case there exists neither force nor
torque on the wire. Otherwise, a current will spring
up in the loop according to Ohm's law:
dI
IR = U- L -- (7)
dt '
where R and L are the resistance and self-inductance
of the wire. The presence of a force and torque is
now assured causing the velocity, v, to change, so
that both U and I are functions of time. However,
the self-inductance is usually very small for a single
wire loop. Except in switching-on processes, the
last term in relation (7) can be safely neglected. The
field has been already introduced as time-independent;
if, in addition, we exclude any abrupt local changes
as well as any sudden variations in the velocity, v,
such processes need not be considered, since I will
be a slowly varying function of time. Expression (7)
then becomes an integral law yielding immediately
the current strength I(t), once U(t) has been com-
puted for a given value of v(t). Nevertheless, de-
termining the motion is still very laborious, requir-
ing a stepwise procedure. Three numerical quad-
ratures must be performed at each step, and a
system of six second-order differential equations
must be handled to arrive at new values for u and _,
for position and attitude, and for U and T. In addi-
tion, single cases only can be treated that way, and
general conclusions will be hard to come by. In
dealing with shells and discs the difficulties grow all
but insurmountable, as will be seen in later sections.
The burden is vastly alleviated even then if the
vector B can be considered invariant in space, too.
This will be taken for granted in all that follows.
Ill. EFFECT OF A HOMOGENEOUS FIELD ON
THE WIRE MOTION
Significant results evolve here almost immedi-
ately. Since the translational velocity in the expres-
sion (1) is the same at all wire points, one finds that
the first summand in the integral (6):
[u_B_] • ds = [u__B] • _ds = O.
The round integral is zero according to identity (3),
as (P = t here. The velocity, u, does not contribute
to the induced tension U (the number of field lines
passing through the loop's interior remains constant
as far as the motion is translatory).
F.
-1
The force integral (4) also vanishes:
= -IB× (_ds_ = 0
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andthetranslationalvelocityremainsunchanged.In
ahomogeneousfield,it sufficestoconsiderthero-
tatorymotionalone.It is thenfeasibleandconvenient
tohaltthetranslationcompletely,sothattheorigin
ofthespace-fixedsystemcanbemadetocoincidewith
thatof thebody-fixedsystem(atthemasscenter)
Thiscanbedone venif thetranslationshouldbe
acceleratedordeceleratedbysomeotherforce,such
as gravity.
The angular velocity, _w(t), again is the same
vector for all points of the wire. The vector identity
f__r_]×_B = (B__)r-_ (_BrD
then leads to
= (_B_) ¢ r. ds -co. _(Br) ds.
Considering that the curl of a position vector is zero
and that, with B = const.,
grad (Br_) = B,
we see, on applying Stokes' transformations (2) and
(3), that the expression for U can be set into either
of two forms:
u = - __. c_(_B_ ds =-,_. C_{n_J dS. (S)
With a homogeneous field, the unknown angular ve-
locity stands in front of integrals that are vectors
depending on the loop geometry only. The second
form is especially convenient if the loop area is
plane (n_ = const. ) ; this, however, is not required.
A similar simplification takes place in the ex-
pression (5) of the acting moment. The same vector
identity can be u£ed to write it:
= i ds}
The first integral again is zero, and the second can
be transformed into a surface integral, so that
M. = I _ (Br) ds =I f [nB] as. (9)
--t
It is now seen that, in a homogeneous field, the
integral vectors in the expression for U have the di-
rection m of the moment M.. When A denotes the
absolute value of these integrals, we may write
U = -(w_m__)A and
M. = IAm.
If in Ohm's law (7) the self-inductance is neglected, '
M. = - i_ A_ (corn__)m (10)
--I R - --"
Scalar multiplicationby w shows that co • M. is always
negative, so thatthe vectors coand M. form---fanobtuse
angle, making the projection of M. onlcoantiparallel
to co. Hence, the torque seeks to-lreducethe velocity
through which itis created, in accordance with Lenz's
rule. (The component of M__i normal to _ affects the
direction of coonly). The moment is proportional to
the square of the fieldstrength and inversely pro-
portional to the wire resistance. A better conductor
experiences a stronger damping, other things being
-e_al_.
Let Ta, Tb, Tc be the loop's (or any other
body's) principal moments of inertiacorresponding
to the (_,_, _)-axes of the body-fixed system, in
which Euler's equations are set up:
M = T ad0 - (T b - Tc) w?w_
M _? Tbd0 _ (T c Ta) co co( (if)
M T e co (T a Tb) co c0_.
The components M}, M , M are those of the torque
(lO) plus those of other torques that might be pre-
sent. The moment of the gravitational force is small
for a freely moving loop (unless extraordinarily ex-
tended, so that the gravity field may have to be con-
sidered inhomogeneous). Dotting, as usual, denotes
derivation with respect to time.
Closed solutions of the system (ll) are obtain-
able with special settings, one of which will be used
here for a first orientation.
Let the loop be a plane curve (without double
points). If the common normaln then makes the
angle _ with the field vector, it follows from the
second expression (87 that
U = ; BSsin_ (mw),
where B is the magnitude of the induction B, and S
is the area enclosed by the loop. Likewise,
M. = _IBSsin,_ m.
"-I
By the torque expression (9) the vector m is ortho-
gonal both to n and B_. It is therefore feasible to
orient the loop-normal such that m is identical with
i. This done, let us assume that the initial rotation
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-is alsointhei-direction.Finally,additionalmo-
mentsarenotadmitted.
Thetorquethencannotchangethedirectionof
CO_co, so that forever c0_ = 0 and Mi, _ Mi, _ 0 .
Euler's system reduces to
B2S 2
M. - - sin 2 _ w_ = T ac_1,4 R
The motion remains a rotation* about the _-axis; it
therefore is described by the variation of the angle
(co_ = _). Putting
BZS2 _ a 2
RT
a
we see that _ obeys the differential equation
+ a 2 _ sin2$ = 0 (12)
which has the first integral
a 2
= --_ (_-sin_ cos $) + const. (13)
The constant is zero with suitable initial conditions
= _o' _ = _o" Equation (13) then shows that, with
> 0, the change of $ always goes to smaller val-
o
ues. If we restrict ourselves to the last phases of
the process, the equation simplifies into
a2 a2 _5
=_--_ _3+ _ m... (14)
With the fifth-power term neglected, further inte-
gr ation gives
3 i I
O
For t -- _o: _ --0, _ _0, _--0 ; the motion has come
to a complete standstill. In principle, the same re-
sult appears with any other initial value of 9, except
that the final value of _ is no longer zero.
Equation (12) differs from the standard equation
for an aperiodic process by the presence of the factor
sin 2 _. With such a process, too, the velocity tends
to zero for t-- ,%
If the same problem is handled including the
effect of self-inductance, the first integral becomes
* More general motions are studied in a later
section.
a 2 L _s
-aZ _3+ {i -4 a 2) _:
- 3 -i_ fi- "'"
When compared to expression (14) this result shows
that self-inductance tends to keep I_ I larger, i.e.,
enhances the braking process, but that its contribu-
tion is rather unimportant, at least in the final stages
of the motion. From general principles, self-
inductance should seek to stem the dwindling of the
current, thus making for larger torques and more
effective braking. This tendency is seen here to out-
weigh the ensuing counteracting tendency through
feedback, although not to any great extent.
IV. MOTION OF A CLOSED CONDUCTING SHELL
IN A HOMOGENEOUS MAGNETIC FIELD
Expression (6) requires the shell to be rigid.
(Otherwise, an additional term would appear at right. )
For application of the force and torque formulas (4)
and (5), it is necessary to define current paths or
tubes in the shell that are comparable to thin wires
of uniform cross section. Mutual inductance which,
dI
like self-inductance, is proportional to _-- , will be
neglected.
When the force expression (4) is derived from
the energy balance set up with a virtual displacement
of the wire, the contribution of the magnetic field
created by the current itself vanishes in explicit
terms, while that of the undisturbed outside field stays
on (which is described by the distribution of the vec-
tor B). This happy circumstance enables us to cal-
culate the forces and torques acting simultaneously
on any number of loops without regard to their own
fields, i.e., as if they existed singly (mutual induc-
tance being neglected).
As a consequence, the translation of the shell is
not affected; there is only a torque pulling on it,
whatever the current paths may be.
We will adopt the principle that every current
tube seeks to arrange itself such that the induced
tension waxes as large as possible. This could be
called a principle of maximum effect.* Path cross-
ings will not be permitted. For example, with
spherical shells, meridians do not appear as suitable
paths, aside from the fact that a shell slice could not
be given a uniform cross section (it would be zero
at the poles).
* Jeans (Math. Theory of Electricity and Magnetism)
substitutes the current strength for the tension. The
latter is preferred here since it is the more funda-
mental quantity.
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The triple scalar product appearing in the sec-
ond expression (8) assumes its largest value if the
three vectors are mutually perpendicular. The vec-
tors w_ and B_will make any angle during the rotatory
motion, but the unit vector n can be made normal to
both. Thus, it will be defined as
[_B_]
n - , (i6)
e
where the symbol c stands for the absolute value of
the cross product in the numerator. Since Baud
are constants for the integration, the surfaces en-
closed by the paths are defined as plane and their
shape is known; they are closed shell sections par-
allel to the plane determined by the (constant) field -
The total torque, as any of its elements ( 18), will
lie in the plane that is normal to the field and con-
tains the mass center G. The integration over the
shell surface must be performed at the instantaneous
value of o: after introducing a common parameter ex-
pressing _, S, and db. The lengths and areas of the
current paths will often be different at different in-
stants, so that the integration may have to be repeated
at every step of the solution process. Euler's equa-
tions require one to find the components of M i in the
( _, _?, ._ ) -system and, of course, to determine the
principal moments of inertia.
Some of these calculations may prove to be dif-
ficult to do even with rather simple shell forms.
vecter ........"_-d,h. ;.,o_..,_,,_,_..... ..... a,g_VccloV, gSr instance, the circular cylinder or the two-axial
ellipsoid almost always call for the use of elliptic
Expression (8) may now be put into the simpler
form :
U = -_ • [nB_] S (17)
where S is the section area.
Ifthe space-fixed k'-direction is chosen parallel
to _B (as we are free to do in a homogeneous field),
introduction of the vector n into the expression (17)
yields
U = -cS.
Likewise, the second form of the torque (9)
goes into
B 2
M. = I --c S(i'Wx+J'Wy)
when w x, COy, _z denote the components of the vector
w_ in the space-fixed system. With I R = U one ob-
tains
M. = - I_ B2S2 (i,Wx+J,¢0) .
--t R y
At any given instant the section normal n is the
same for all tubes which are therefore all parallel,
so that each can be given a constant differential
width, db. If the thickness, h, of the shell is also
constant, the differential cross section, h db, will
be constant as required. A tube of length )_ will have
the resistance,
R *
ahdb '
so that the expression for M., now more properly
written as a differential, assumes the final form
dM._t = - ahk B_S2 (i'_°x + j"C0y) db . (18)
integrals when computing Mi. With spherical shells,
however, the task is quite easy, as will be seen in
the next section.
It should be kept in mind that expression (18) is
valid with _B = const, only. In an unhomogeneous
field, one would have to return to the original ex-
pression (6) for the induced tension and determine
those nonintersecting curves on the surface that,
given their lengths, maximize the integral, in which
r and B are functions of two independent variables.
(The third space variable is fixed by the surface
equation. ) This promises to be a problem of major
dimensions, perhaps unsolvablc altogether.
V. MOTION OF A SPHERICAL SHELL
The current paths here are circles parallel to
the z - (B-) -axis. They can be visualized as cut out
by a cone with half opening angle 0 whose tip is at the
center G and whose axis, at any instant, is normal to
B_. The angle 0 serves as a suitable parameter; with
r as the radius of the shell,
= 2_ r sin 0
S = _ r 2 sin 2 0
db= rdO
The time does not enter these relations. If one inte-
?r
grates over the half-sphere (0 -< 0 <- _- ) and then
doubles the result, one arrives at
2 r4 B2 .,
--IM"= --3 v ah (i'¢0x+ J Wy).
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The shell has the same moment of inertia,
8 r4
T = _Tr ph,
with respect to any axis through G (p = mass density
in the shell). Euler's equations (11) lose the sub-
tractive terms at the right. On multiplying success-
ively by i, ], k and adding up, they go into the vector
equation
M. = T_,
--1
which can be resolved again in the space-fixed sys-
tem, thus eliminating the need for transformation
relations. Indeed, the body-fixed system is not very
well defined, since it can have any position relative
to the shell.
With the abbreviation
iM.i
C 2 = _ --l i o- B2
T 4 p
we obtain the equations
C°x"= - C2 Cox' _y = -C2 Coy' Coz = 0
which are easily solved to give
-c_ -c_
Cox = (Cox)o e ' CoY= (CoY)o e ' Coz= (Coz)O
where the factors with index o denote the components
of co at t=0. One notices that Cox and Coy are finally
damped out and that the rotation about the z-axis
(field direction) retains its original value. Complete
rest ensues with (CoZ)o = 0. Given the magnetic field
strength, good conducting material with small mass
density is more effectively retarded than poorly con-
ducting material with large mass density.
A similar pattern is followed by any shell if it
initially rotates about a principal axis either in field
direction, when the rotation remains undisturbed, or
normal to field direction, when the character of a
mere rotation (no gyrating) is still preserved, but
the motion is damped according to the equation
= -C2Co .
The quantity C contains the lengths _, and enclosed
areas, S, of the current paths which, as was men-
tioned, in general vary With time. With a circular
cylinder, the only simple nontrivial case is provided
when the original rotation is about its longitudinal
axis placed normal to the field. The quantity C is
then a constant which depends on the cylinder's
length and diameter. If the two are equal,
C2 _ 2 (_ B 2 (4-_r) .
7r p
Otherwise, the expression contains length and
diameter explicitly and involves either a logarithmic
term or an inverse cosine depending on whether the
diameter-length ratio is larger or smaller than unity,
VI. MOTION OF A CIRCULAR CONDUCTING
DISC IN A HOMOGENEOUS MAGNETIC FIELD
Again the rotatory portion needs to be considered
only. Since of necessity the currents are all in the
disc plane, condition (16) on their normals cannot
be imposed here, and the use of the torque differen-
tial (18) is precluded. However, expression (17)
is still valid. The tension described by it can be
maximized by choosing the area, S, as large as
possible, i.e., by taking it as circular for any given
tube length. These circles must not intersect; they
are therefore concentric to the midpoint (and mass
center) of the disc. The tubes can be given a con-
stant differential width, db, in the disc's radial di-
rection, so that their cross sections, h db, are con-
stant (h = constant thickness of disc, r = its radius).
The product [nB] is best evaluated in terms of
the Eulerian angles which are depicted on Figure 1.
B z,k*
_,,_k / _.(normol to(_Y,k)- plane]
(_,z)-P lone_ _< /_f'_ /__,_,) - plane
(x,y)-plone " e of nodes
x
(normol to (_,z)- plane)
FIGURE 1. THE SPACE-FIXED AND BODY-
FIXED SYSTEMS. EULARIAN ANGLES
_, _0, $
The unit vector v is in the line of modes. A further
unit vector, _, forms, with v and k, a rectangular
system in which the angular velocity appears as
lol
_ = K_+___sin_+k(_+_cos_). (t9)
The vector 13 again will fix the direction k' of the
z-axis. In the P_-system this direction appears as
k t = __sin_ +kcos_ .
The normal, _, is parallel to the disc% polar axis
which we shall introduce as the principal axis, k.
Thus,
[nB_] = B[k,__sin_ +kcos _] =-[Bsin_.
Furthermore,
the isoperimetric problem could be put to use. The
determination of a fitting current system would call
for some ingenuity nonetheless. Since the distribution
of the vector B over the disc will vary with attitude,
these intricate calculations would have to be repeated
many times. Moreover, a sequence of attitudes can-
not be known before torques, i.e., momentary current
paths, are known, so that even this simpler situation
appears as rather hopelessly involved.
VII. MOTION OF A DISC WHEN SUBJECT TO
LIGHT PRESSURE AND CARRYING A SURFACE
C HARGE
U = -w • [nB] S = BS _ sin
dM.= I[nB_] S = -vI BSsin_.
It is seen that the torque acts along the line of nodes
and therefore is again in the (x, y)-plane.
S =
For a tube with center distance b(0 - b -< r),
27rb
7rb 2 andR -
ahdb
ByOhm%law (in the form U--IR)
dM. = -21 7rb 3 ah B 2 _ sin 2 _ vdb.
On integrating over b,
IM i= -A. _ sin2_ (icos $ -j sin _) where
1 P
_ r4 _ h B 2Ai 8
(20)
The vector term is the representation of v in the
system of the principal axes, so that the components
of M. in Euler's equations are directly known here.
--1
The polar and equatorial moments of inertia are
(m = mass of disc)
T - mr2
c 2
Tb mr 2 1 h 2T a = - 4 (1 +_ r-y ) . (21)
The integration of the system (11) is deferred to
the next section after a further torque has been added
to M..
--1
When the field is not homogeneous, finding suitable
current curves is still a quite formidable tasK, al-
though the surface is now plane. Methods for solving
To cope with a more practical situation let us
suppose the disc is moving in outer space, but still
within the magnetic cavity. Its face toward the sun is
then exposed to light pressure; it is also likely to re-
ceive a surface charge. For establishing the essen-
tial features of the ensuing motion, we shall again
idealize physical reality. The motion will be studied
during a time interval in which B remains reasonably
constant. This condition can be best satisfied on a
circular equatorial orbit.
If the surface (area S) is a perfect reflector, the
force exerted by radiation on it is given by
F = S (X k) 2 k (22)
-r -2Po - '
where Po is the pressure on a surface placed normal
to light direction (unit vector X_). For sunlight in the
earth's vicinity,
d ne
= 0. 458 × 10-4Po
This figure is an average; it is slightly larger at
perihel and slightly smaller at aphel.
If the surface is perfectly absorbing,
F = -Po S (Xk) X. (23)
Note that the scalar product (_k) is negative, since
the disc normal k and the light direction enclose an
obtuse ankle.
Nothing definite can be known regarding the sur-
face charge. For the sake of easy argument, it will
be assumed that its density, 5, is constant over the
disc during the time interval considered. The sign
of 6 can be positive or negative according to the kind
of electricity accumulated.
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Themovementsofthediscresultindrift (con-
vection)currents.If apointonit travelsthedistance,
ds = v dt,
it will experience the force
dF = -I [Bv] dt = I [XB] dt.
-e -- -
We have used here the differential form of the force
law (4). The subscript e identifies a force (or
torque) caused by the presence of a charge. Since
I dt is the charge, 6 ds, sitting on the elemental sur-
face dS during its infinitesimal travel, the total force
acting on the disc becomes
r = 6 f {fu + tvrl × B} dS (24)
-e - "
The second integral vanishes as can be demonstrated
by calculation, and directly inferred from the inte-
grand: To each elemental surface located at the
distance r from the center there corresponds another
at the distance -__r_r;the contribution to the force by
these elements cancel each other, B and w being
constants on the surface at the instant of the inte-
gration.
The translational velocity is also the same for all
dS. The equations of motion then become (r =
radius of disc; m = its mass)
d
_r26 [uB] +F +F = m _
-g -r _ u, (25)
where F is the force caused by gravity, and the
-g
light force F r is given, in two ideal cases, by ex-
pressions (22) or (23). The presence of the vector
k there prevents the direct integration of equations
(25). The instantaneous position of the disc's polar
axis (k) in the (x,y,z) -system must be determined
by solving the rotatory equations (which will be set
up shortly).
If one disregards the light and gravitational forces,
the solution is readily obtainable and can be interpre-
ted as follows. Let the mass center G, at t = 0,
occupy the point C which will serve as a fixed ref-
erence point with regard to earth. Assign to G the
initial velocity u making the angle 0° with theo
B- (z-) direction and determining v4th it the (z,x)-
plane. Consider the special field line, B m, through
the point
mu sin 0
O
x = 0 Ym r_-Bm ' 6
Around this line the center G begins to circle with
the speed u o sin 0o, while, at the same time, it
moves parallel to the field line B m with the speed
u o cos 0o. These speeds do not change. (Equation
(25) indicates that the force is always perpendicular
to u). In short, the center G travels with constant
speed on a spiral around the field line _Bm. Since
both 6and B are apt to be very small, the y-component
of the velocity,
3; = -u sin0 sin ( 5Kr_B t)
O O m
remains nearly zero, so that the mass center Gwill not
to any great degree leave the initial ( z, x) -plane, if the
field effect alone is considered. If the gravitational
motion is added, however, the point G will wander out
of this plane, provided it makes a nonzero angle with
the direction of the gravitational pull. The presence of
the force F will further complicate the picture, whereas
-r
the currents within the disc have no bearing on the trans -
lation (as long as the magnetic field is homogeneous).
The rotatory motion develops independently of
the center's translational travel. With a disc of quasi-
infinitesimal thickness and uniform surface texture,
the light force produces no moment. A possible
gravity gradient will be neglected, so that the torques
associated with the induction and drift currents need
be considered only. The total acting torque then is
M=M +M.
-- --e --I
M. is already known by expression (20).
"--1
By the force integral (24), the electric charge
contributes the torque
--e
Here, the first integral expression is zero through
cancellation of oppositely equal contributions. The
second can be put into the form
{A_ = -Ae sin_ [w[ (icos ¢-jsin_)- k_],where7rr4 B5 (26)
4
Euler's equations (11) take the form
t03
_-A e w_ sin ,_ cos ¢ - A.1 _ sin2 '_ cos
= TaW } -wVw _ (T a- T c)
A e w_sin,_sin _+A.1 _ sin2 ) sin
= Ta _1 -w_w} (T c - T a)
A _ sin_ = WcW _
_.e
(27)
differential equation for the angle between the field
direction and the disc normal:
-A. _ sin2,_
1
(C2-Cicos _)(C i- C 2cos _)
-- T _ +
a T sin 3 d
a
A cos J - 2 C! C l-Aecos_']+ A sin,_ e + J (32)e 4T -T-
a c
where T and T are the moments (21). On multi- After solving this equation for $(t) the functions
a e
plying in sequence by w, _o ___ and addle ec[ua- (P(t) and _ (t) can be gained from equations (31) and
-- (29_Sy_ua r_e_. The gryoscopic motion is then
tions, the rate of change of kinetic energy is obtained: completely knox,s, since the three angles determine
d 2 2 Tc w 2]-A. _2sin2) = _ dt[Ta(W +w ) +
(28)
d _2 _ + $ cos_)2]
= _ d--t [Ta('_2+ sin2_) +Tc(
The left side here has simplified considerably since
the relation exists
,_ = w cos _- ¢0V sin_)
It is seen that the rotatory energy decreases during
the motion. However, the action on the drift currents
alone (put A i = 0) does not change the energy, i.e.,
the magnitude of the angular velocity, as it does not
affect that of the translational velocity.
The third of Enler's equations yields the inte-
gral
T w + A cos,_ = C 1 = const. (29)
c _ e
Note that in terms of the Eulerian angles
,_ cos¢+¢ sin Csin,_
o_ -_ sin ¢ + _ cos ¢ sin
(30)
After suitable handling the first two equations give
a further integral:
A sin 20 +C lcos,_ +T _ sin 2
e a
= C 2 = const. (31)
The relations (29), (30), (31) can be used to
convert the rate of energy expression (28) into a
the varying attitudes of the disc relative to the
"space-fixed" system _ith origin at G (Fig. I).
Let us first contemplate a situation where there
is no surface charge (A e = 0). A mathematically
simple situation emerges with the initial conditions
= _ = o (33)
_o o
so that both C1, and C2 are zero.
consequence
_o-= O, _-=0.
As an immediate
The line of modes is space-fixed in this motion
(q_ = q_ = const. ) . Since by expression (19) the
o
angular velocity
co = P
is permanently in a direction opposite to that of the
acting moment,
M = -A._ sin23 p ,
--i l -
the motion is simply a rotation about the_v-axis
which is damped after the law (32)
A.
i ,_ sin2 _ = 0 .
a
This equation has the form of equation (12) and
therefore first and second integrals of the forms
(13) and (15). In this situation the disc behaves
like the planar (not necessarily circular) _qre,
merely exhibiting a different damping rate. It is
also seen that the restrictions introduced for the easy
solution of equation (12) amount to imposing the ini-
tim conditions (33) and the condition ¢ = 0 (the
vector v_ replaces the former unit reck)or m which had
been identified with i).
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If C1, alone is zero, equation (32) has the
special solution
7r
2
when A = 0 (no charges). Then, by the integrals
e
(31) and (29),
C 2
q_ =_0 +-- t
o T
a
¢ = ¢o"
The moment (20) is permanently zero, and the mo-
tion appears as a rotation about a diameter parallel to
field direction, the polar axis turning about it at the
constant angular velocity, w = _ C_
= _---- This is
a
one instance of a more general situation: an initial
motion of the polar axis on a circular cone around
field direction continues undisturbed by the presence
of the magnetic field. It can be shown that the same
is true if initially the disc rotated about the space-
fixed polar axis.
As a general result any gyroscopic motion of an
uncharged disc traveling in a homogeneous field will,
in the long run, either disappear, or retain part of
its energy, or all of it, depending on the initial state
of the motion and on the initial angle, _o , between
polar axis and field direction. (Since the choice of
the 4- and x-axes is free with the disc, one can al-
ways begin with _o = 0 and _o = 0, letting both axes
initially coincide with the line of modes.) One of
these modes of behavior is to be expected of any un-
charged conductor moving in a magnetic field. An
increase of energy will never occur. The loss en-
countered goes into Joule's heat.
By contrast the rotatory motion of a noncon-
ducting but charged disc (A i = 0, A e ¢ 0 ) will retain
its energy in all circumstances.
If it initially swings about a principal axis in
field direction such a disc will persist in this mo-
tion without being disturbed by an interaction of the
drift currents _ith the field.
As a nontrivial case the motion with C 2 = C 1 = 0
will be considered again. Rather succinct formu-
lations emerge here if the disc's thickness, h, is
negligible when compared to its radius, r, so that
the relations (21) may be written as
Ta = Tb -
T = 2T.
e
m r 2
4
- T
(34)
It then follows from the integrals (31) and (29) that
A
/ eq_ = - ½ T t----qt (35)
¢= 0.
Equation (32) for _ assumes the form
_ q2 sin ,_ cos _ = 0, where
A
e
q=½T"
As a first integral
= + q sin_ , (36)
when the initial values are chosen such that
= ¥ q sin _ , allowing the representation
0 O
sin ,_
i + cos _ o
qt = _=log sin 3 1 + cos _ (37)
O
The solutions (35) and (37) describe the motion.
The f-axis always coincides with the line of modes
(¢ - 0 ). There is no turning about the polar axis.
The line of modes performs a precession with the
constant speed ¢ = -q carrying the polar axis with it
which, if the upper sign is chosen in expression (36),
incessantly decreases the initially acute (or obtuse)
angle _ it makes with the field direction until finally,
at t = 0% that angle has become zero. The polar axis
thus turns about the z-axis on a sort of spiral cone.
At t = oo, its speed has died down and cannot be re-
vived, since _ is also zero at _ = 0. The total
kinetic energy, at this time, is contained in the
precessional motion and therefore has the constant
value
A 2
e T
With the lower sign in expressions (36) and (37),
a somewhat different course is followed. The angle
is now increasing rather than decreasing. The
time becomes infinite with _ = _r. Thus, the polar
axis constantly takes on larger angles to field di-
rection, again moving on a conical spiral, and comes
to rest in a position opposite to that attained before.
If the motion of a charged as well as conducting
disc is to be studied, an analytic first integral of
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equation(32)doesnotseemtobeobtainableeven
withCI = C_ = 0 when the equation assumes the form
+a 2_ sin 2_ _ q2 sin_ cos,_ =0,
A.
where a 2 - 1 For small angles, _, one mayT
write the first integral as
= b + _ _2 aS _3 (38)
2b - 3- _: ....
Withb < 0 and,_ > 0theangle,_ will decrease to
o
= 0 at which value, however, the motion will not
stop, _ still being negative. If Ib] is of order q_
and q(~BS) is small enough, the angle _ will reach
a minimum compatible with the approximation (38).
A calculation shows that its value,
_.,,_ _ 3
b a '
is attained at t = _. Since the solutions (35) always
apply with C 2 = C 1 = 0, the motion is seen to be not
essentially different from the preceding one. The
polar axis turns about the z-axis decreasing its
initial small angle _ > 0 to arrive at _* < 0 after
o
an infinite time has elapsed . The final (smallest)
value of the kinetic energy here is
A s A 2
i_ _ (i +cos 2_* e _.2
8 T )_ _ -'T (1---_-),
which may be compared to the value at ,_ = 0
A 2 b 2e
_W-(l+½_).
More intricate motions develop if C2 and C I are
not both zero. The investigation of the equations
(29), (31), (32) must then use numerical methods
as a rule.
106
Vl. INSTRUMENTATION
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AN ACOUSTIC WIND MEASURING TECHNIQUE
By
Wesley W. Bushman;',, and Orvel E. Smith".' _'.-"
ABSTRACT
An atmospheric wind measurement technique
has been developed and used to measure wind profiles
over Cape Kennedy from ground to 85 kin. The
technique is an extension of the rocket grenade ex-
such as the double and triple theodolite techniques,
Jimsphere [ 1] and rawinsonde; meterological rocket-
deployed sensors; Robin balloon chaff and parachute;
the rocket grenade [2, 3] and sodium vapor [4] ex-
periments. Each of these experiments has recognized
altitude range limitations, i.e., to measure the wind
profile from ground to 85 km, two or three separate
periment using as its sound ,_r)llroo r__ther t.banm- _ystei-c,s a_v u_ed.
grenade, the acoustic noise of a rocket's exhaust.
To determine the wind profile from this continuous
sound source, a set of equations has been derived
and applied to measurements made during the flights
of several Saturn vehicles. The profiles agree well
with concurrent measurements at lower altitudes
(below 50 km. ) and are consistent with atmospheric
circulation observations at higher altitudes. A
preliminary error analysis indicates that the tech-
nique can be used to make measurements of suf-
ficient precision to be useful in engineering and
meteorological studies.
The rocket exhaust noise technique presented
here offers the capability of economically deriving
wind profiles from ground to 85 km altitude. The
technique is similar to the grenade experiment to the
extent that both are based on the atmospheric tem-
perature and mass motion dependence of the velocity
of sound. In the grenade experiment, average ten]-
peratures and winds between adjacent gTenade det-
onations arc determined by measuring the time re-
quired for sound to travel from a source of known
position to a ground-based microphone array, and its
angle of arrival at the array.
I. INTRODUCTION
The problem of measuring winds in the upper
stratosphere and above has received considerable
attention since sounding rockets have rendered these
altitude regions accessible to direct measurements.
Interest in the winds c.omes primarily from two
sources. First, because atmospheric motions are
related to thermodynamic quantities such as tem-
perature, pressure and density and since they play
a role in energy exchange processes, knowledge of
these motions is essential to scientific understanding
of the atmosphere. Second, atmospheric wind re-
search has gained technological importance because
of requirements of aerospace vehicle research and
development programs.
The importance of atmospheric wind research
is evident from the large amount of research being
done on wind measuring devices. Among the ex-
periments currently being used are free lift balloons,
When rocket exhaust noise is used as a sound
source, the times and locations of the many noise
events that characterize the exhaust are not known.
If, however, the temperattwe is measured independ-
ently, then the arrival angles of the noise events can
be used to determine winds. A grooJld-based array
of microphones intercepts the acoustic wave front of
the noise, and the time of arrival at individual micro-
phones is used to calculate arrival angles. The noise
event is traced back by an iterative process until it
correctly intersects the vehicle trajectory. Each
noise event so traced leads to a wind data point,
giving rise to a wind profile in a stratified atmosphere
with the average wind in each layer between selected
noise events.
The assumptions made for the approach described
here are as follows:
1. The vertical component of wind is negligible
compared to the local speed of sound.
_:' University of Michigan, Ann Arbor, Michigan.
_'.'_'; The research reported here is supported by the NASA-George C. Marshall Space Flight Center
through Contracts NASS-1105,t and NAS8-20357.
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2. Thesourceofsoundis consideredtobea
pointlocatedatthenozzleoftheengineoraknown
distancebehindalongtheflightpath.Thesoundwave
is approximatedbyaplanewaveatlargedistances
fromthesource.
3. Theatmospherer mainsinasteadystate
for thedurationofthemeasurement,i.e., it does
notchangewithrespecttotimein thewindvelocities
andtemperature.
H. THEEXPERIMENT
A. THEMEASUREMENT
A cross-shapedarrayof ninemicrophones
wassetuponthesoutheastpointofCapeKennedyto
monitorlaunchingsofspacevehicles.A minimum
ofthreemicrophonesis necessarytodeterminethe
arrivalangleofthesound;theadditionalmicrophones
provideredundancyandincreasedaccuracy.
Thesizeofthemicrophonearrayshowni
Figure1is about1200malongeachaxis. Thissize
FIGURE1. THEMICROPHONEARRAYAND
COORDINATESYSTEM
lJ
waschosentoincreasetheaccuracyoftheexperi-
mentwithrespecttotwosourcesoferror, (1)errors
whichdecreasewithincreasingarraysizeintroduced
fromfiniteresolutionin readingarrivaltimesand(2)errorswhichincreasewitharraysizeintroduced
bytheplanewaveassumption.
The microphones are hot-wire, single-chamber
Helmholtz resonators tuned to about 4 Hz. This low
frequency is particularly well suited to extremely
far-field acoustic measurements since the atmosphere
tends to be a low-pass filter over long distances.
The microphones were designed at Texas Western
College for use in the rocket grenade experiment.
The microphones are located in heavily vegetated
locations to minimize local wind noise. Each micro-
phone is contained in a concrete box, recessed so
its top is level with the ground surface. These boxes
also serve as permanent survey markers defining
the geodetic position of each microphone to within
15.24cm (6 in.).
The electronic and recording equipment is
housed in a van located near microphone 4. Although
a location near microphone 1 would require about
4 km (2.5 mi) less cable, it was considered de-
sirable to keep the van removed from the array to
reduce the possibility of reflective interference.
For the Saturn series of launches, the exhaust
noise was audible to the microphones from launch
until the vehicle was about i00 km slant distance.
Because of the wide range of sound levels, a manually
operated variable attenuator was used to maintain
the proper signal level into a magnetic tape recorder.
Range time is simultaneously recorded with the micro-
phone outputs.
B. THEORY
The theory and data reduction can conveniently
be treated in three steps, (1) cross correlation to
determine arrival times, (2) ray tracing through
layers of known temperature and wind, and (3)
solution for winds in the unknown layer.
1. Cross correlation to determine arrival times.
In the absence of local interference, the acoustic
wave front of a noise event appears essentially
identical to microphones at separated locations. If
identical microphones are used, the output wave
form of one microphone matches that of another
shifted in time. The first step in the data analysis
is the cross correlation of the microphone output
waveforms to determine this time difference.
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Figure 2 is a typical record made about 55 seconds
after launch of Saturn SA-9. The time differences
can be read directly from this type of record.
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FIGURE 2. TYPICA L OSCILLOGRAM OF
MICROPHONE OUTPUTS
The manual cross correlation from records such
as Figure 2 is both tedious and subject to human
error. To avoid these problems and to permit rapid
reduction of the data, the cross correlation is done
automatically on a digital computer. The data from
all microphones are digitized, and a cross-correlation
function is computed for each microphone paired with
microphone 1. This function is defined as
R(t') = N f _'(t) ¢2(t+ t') dt,
SLICE
TIME
where R is the magnitude of the cross-correlation
function
t' is the time difference
N is a normalization factor
_I (t) & _2(t) are two time-dependent micro-
phone outputs
and
SLICE TIME is a pre-set integration time
interval.
A typical plot of R(t') is shown in Figure 3. The
magnitude of R at the principal maximum gives an
indication of the degree of match of the waveforms,
unity meaning that they are identical. The time of
occurrence of the peak is the time difference be-
tween microphones.
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FIGURE 3. TYPICAL VARIATION OF CROSS
CORRELATION WITH TIME DIFFERENCE
2. Ray tracing through layers of known tem-
perature and wind. The time difference determined
by the cross correlation is a function of the sound
arrival angle, speed of sound at the array and micro-
phone placement. The arrival angles (or equivalently
the characteristic velocities, K and K , defined as
x y
the velocities of intersection of the wave front with
the x and y axis) are computed from the time dif-
ference with appropriate corrections for microphones
not lying precisely on the x or y axis. Since there
are five microphones along each axis, four independent
measurements of K and K can be made. This re-
x y
dundancy is used to reduce random errors and to
correct for deviations of the wave front from a plane.
Milne [ 5] has shown that the wave normal of the
ray reaching the microphones remains parallel to the
same vertical plane throughout its propagation. For
a plane wave then, the characteristic velocities of a
specific sound ray are constant. Since the temperature
and wind are treated as constant in any layer, the
segment of the sound ray in that layer is a straight
line. The wave front is refracted at each layer in-
terface in a way analogous to the refraction of light
waves. This refraction is caused by a change in the
speed of sound between layers. Further refraction
occurs if wind direction and magnitude are not ident-
ical across layer boundaries. These considerations
lead to an expression similar to Sncll's law:
W + Vsec 0 = constant, (1)
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o_¢here
O is the elevation angle of the wave front normal
V is the local speed of sound
W is the horizontal wind component in the
vertical plane containing the wave front
normal. The component of wind perpendicular
to W simply displaces the ray along the plane
of the wave front.
The constant in equation (1) is determined from
the characteristic velocities. It is numerically
equal to the characteristic velocity that would be
measured along a horizontal axis parallel to W. If
the measurements are made along any other two
orthogonal axes x and y,
1 1 1
(constant) 2 - K 2 + _-_ (2)
x y
These equations can be used to ray trace through
layers in which the temperature, speed of sound and
winds are known. Otterman [3] has simplified the
ray tracing calculation by expressing equations (1)
and (2) in terms of quantities easily defined in
Cartesian coordinates.
Figure 4 shows the ray tracing of a typical noise
event. Since the winds have been computed from the
previous noise events, the ray tracing through layers
defined by these events proceeds according to equations
(1) and (2). The coordinates and time of penetration
of the ray at the top of the last layer are found by
integrating the effect of the previous layers. Above
this point, conventional ray tracing procedures must
be abandoned since the wind is unknown. However,
two independent requirements are available.
1. The sound ray must intersect the trajectory.
2. The correct intersection point must satisfy
the criterion that the time of arrival of the noise
event measured from launch equals the time of
flight to the intersection plus the time required for
the sound to travel from the intersection to the array.
These two conditions uniquely determine the
coordinates of the source along the trajectory and
the average wind in the interval.
3. Solution for winds in the unknown layer.
Figure 5 shows the arrival of the jth noise event
at the top of the (j - 1) st layer. Since the temperature
ARRAY
FIGURE 4. GEOMETRY OF THE WIND
EXPERIMENT (THE SOUND IS HEARD AT THE
ARRAY AT TIME T .. )
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FIGURE 5. THE ARRIVAL OF A NOISE
EVENT AT THE TOP OF THE LEAST
KNOWN LAYER
Iii
and wind are assumed to be constant in this region,
the apparent source is the center of a sphere moving
with the wind. The direction cosines of the ray can
be written by inspection and are
G(Kx, Ky, Wx, Wy, Tj, t0, x0,Y0, V) = (4)
(Ky-%)(yj-%Atj-y0)+v2At (xj+ Atj-x0): 0
x.+W At. _j_l
Ax k
J Y J k=l
V . At.
avgj j
y j+ W t.Y J
H(Kx' 5' Wx' Wy, Tj, t0, x0, y 0, V) = (5)
(xj+WxAtj_x0) 2+ (yj+WyAtj_Y0)2+ (zj_zo) 2-V2At'2J = 0.
AY k
k=l
avgj J from the previous relations. These equations show
Z - Z
7-- J i-!
V At. '
avgj )
where
j-I
At.I = rj - _ At k .
k=i
The characteristic velocities are
V
K - _----eZAik + W + W
x o_ x y a
and
V
K = - a--_Zh£- + W + W
y // y x /3
By simplifying the writing by substituting
V = Vavgj , x 0 = Ax k, etc.
k=l
and remembering the trajectory, x., y. and z can
J J J
be related to T..
J
The above relations F, G, H = 0 are three
equations in the three unknowns W , W and T.. The
x y j
functional dependence indicated in F, G and H, although
only the principle of solution and not the method of
computation. A flow chart displaying the computerized
solution after time differences are determined is
shown in Figures 6 and 7.
IH. RESULTS
Wind profiles have been determined using the
exhaust noise technique for the launchings of Saturns
SA-8, SA-9, SA-10, Ranger 8 and Apollo Saturn AS-
201. These wind profiles are presented in Figures
8 through 12. Also shown, in each case, are winds
determined independently by other systems on the
same days. The agreement between the data is
consistent with the results of the error analysis of the
rocket exhaust noise technique and errors inherent
to the other systems used for comparison.
In the cases of Saturns SA-8, SA-9 and SA-10,
winds were measured up to first-stage burnout, which
occurred at approximately 85 km. The sound level
at the ground from the second stage was not sufficiently
intense to be useful for wind data.
The above equations can be rearranged to give
In the case of Ranger 8, the trajectory was such
that the vehicle was 100 km distant when it was only
45 km high. Thus, the sound faded into the back-
ground noise level before very high altitudes were
attained.
F(Kx'Ky'Wx'Wy'Tj't0'x0'Y0, V) =
(3)
(x.-W At.-x0)+V2At-W (V +W At-v,) = 0(Kx-Wx) J x j j y--j y j _-
The AS-201 first-stage burnout occurred at about
60 kin, and the second stage did not generate suf-
ficient sound to allow meaningful interpretation of
data.
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IV. ERROR ANALYSIS
Four error sources have been considered:
1. Error in the measurement of sound arrival
times (This results in errors in the derived values
of characteristic velocities}.
2. Errors in the speed of sound profile (These
can be introduced from inaccurate temperature data
or by the finite amplitude effect).
3. Uncertainty in the position of the noise source
with respect to the vehicle.
4. Errors introduced from the plane wave as-
sumption.
investigation of these possibilities has shown that the
error in measurement of arrival times is the most
significant contributor to wind error by almost an
order of magnitude [6] ; therefore, analysis of the
other sources will be omitted from this section.
Equations (3), (4) and (5) can be used to de-
termine the magnitude of the expected errors. The
Jacobian of this system of equations is
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X
is denoted by F W , etc.
X
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GKX GwY
HKX HwY
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T
G T
, etc.
H T
(7)
The wind errors caused by an error in measurement
of characteristic velocity (arrival time) is then
+\3Xo ] Axo \O--_o ) AY0 * \3t0------- ] At0,
with a similar equation for AW . Typical results of
Y
computation of AW and AW are shown in Figures
x y
13 and 14.
Repeated reading of arrival times exhibits a
scatter that indicates an uncertainty in the arrival
times on the order of 2 or 3 milliseconds. The
system parameters were chosen on the basis of un-
certainties of about half this value. This large error
is attributed to slight differences in microphone char-
acteristics, differences in local background conditions
and to possible acoustic anomalies of the atmosphere.
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To the extent that these effects are random, they
are reduced by use of the computer program for cross
correlation since in this program the time difference
between two channels is determined by an integration
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over a present segment of the data rather than from
a single waveform characteristic.
The use of higher frequencies of the noise
spectrum offers the possibility of increased precision
in determining arrival times. Experimentation with
wide-band microphones is planned to evaluate this
possibility.
V. CONCLUSION
The agreement between the wind profiles de-
termined by the rocket exhaust noise technique and
other simultaneous measurements is evidence of the
validity of the acoustic technique described herein.
On the basis of the error analysis, the maximum
errors are estimated to be about ± 20 m/sec at 85 km
and decreasing to about ± 7 m/sec at 30 km. These
errors are attributed principally to inaccuracies in
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determining arrival time and should be reducible
by the use of improved measurement and data re-
duction techniques.
At locations where large booster rockets are
launched regularly, a rather modest ground station
can gather wind data from the ground to, in some
cases, 85 km. These data measured concurrently
with the space vehicle flight have important engineer-
ing value, and the upper atmospheric wind profiles
measured on a regular basis would be an important
supplement to the data available to meterologists.
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GROUND WIND MEASUREMENTS AND ANEMOMETER RESPONSE
By
James R. Scoggins and Dennis W. Camp
ABSTRACT
The theoretical response of inertia-type anemom-
eters is presented. The determination of response
parameters using theory and wind tunnel data is ex-
plained and examples given. A comparison of simul-
taneous anemometer measurements in a real wind
environment is made from which inferences are
drawn regarding the validity of response parameters
determined in a wind tunnel. Finally, the ground
(surface to 150 m) wind measurement program being
conducted at the Eastern Test Range is discussed,
and some practical problems in measuring ground
winds are outlined.
I. INTRODUCTION
The measurement of wind speeds in a turbulent
environment can be quite difficult depending upon the
accuracy and resolution required. Reasonably ac-
curate measurements of wind speeds averaged over
time periods in excess of approximately one minute
are easy to make. Such measurements are made
routinely by government weather services and other
organizations throughout the world. These measure-
ments are considered adequate for general meteor-
ological uses where gust structure is not considered
important. Averaging in time filters out the gust
structure regardless of how faithfully it may be re-
produced by the instrument itself.
The accuracy and frequency resolution of wind
measurements is determined by the response char-
acteristics of the anemometer system. When measuring
winds averaged over a few tens of seconds or longer,
most conventional type anemometers probably pro-
vide adequate measurements (see section IV) ; how-
ever, if measurements of the gust structure are de-
sired, conventional anemometers are, in general,
not adequate (see sections II through IV).
The correct inter_)retation of measurements ob-
tained by any anemometer is, in general, quite dif-
ficult but absolutely necessary if one is to draw
correct conclusions. Think of how many "scientists"
have drawn conclusions from data they themselves
didn't understand!
It is the intent of this paper to review response
theory as usually applied to inertia-type anemometers,
to present results obtained in wind tunnels and in the
free atmosphere, to describe the measurement pro-
gram for ground winds at KSC, and to discuss some
practical problems in measuring ground winds in
general. The ultimate intent of this paper is to im-
prove the overall understanding of measured ground
winds and their interpretation, and to improve the
understanding of the characteristics of anemometers
commonly used to measure winds.
II. ANEMOMETER RESPONSE .THEORY
The response of an anemometer is usually de-
termined by assuming a linear relationshipbetween
input and output. This implies the relationship
0(t)= cI(t)where 0(t) is the output, I(t)is the input,
both a function of time, and e is constant for all time.
In the general case, this relationship assumes the
form of an ordinary linear differentialequation of the
form [i]
dk
A k --O(t) = I(t)
k=O dt k
(2)
where the coefficients A k are constant, and I (t) is
the input or forcing function. Equation (1) is a linear
differential equation; however, I(t) may contain non-
linear terms.
There are very few physical processes which
are truly linear, and therefore may be accurately
represented by equation (1). Why, then, is linearity
so often assumed? In most cases, the primary reason
is that the equations can be solved in closed form,
and well defined and interpretable results can be ob-
tained. The justification for assuming a linear system
is that the solution approximates the true solution
over a limited range of the variable. The range over
which the solution is approximately valid depends upon
the degree of nonlinearity of the system. A system
is nonlinear if the Ak'S are a function of 0(t) or if the
derivatives in equation (1) are raised to a power
greater than one.
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The observed response of inertia-type anemometers
may be approximated mathematically by the first-
order linear differential equation [ 2]
dU 1
d--_+ "T V = l(t), (2)
where U represents wind speed, I(t) the forcing
function, and T the response time. This equation is
a special form of equation (1) with I/T replacing the
ratio A1/A 0. The solution of equation (2), where
I(t) represents a step input function, is
U = AU(1-e-t/T), (3)
where AU is the magnitude of the step input. From
equation (3), we see that the response time is the
time required for the variable to reach 63 percent of
the final value of the step function. For example, if
an anemometer experiences a sudden increase in
wind speed of 5 m/sec, 63 percent of this sudden
increase of wind will be indicated by the anemometer
in a time equal to T. Obviously, the smaller T, the
quicker the response of the anemometer. Now, if
we define a response distance by the equation
L = U 0 T, (4)
where U 0 is the steady-state wind speed and L is tile
response distance, and letting X be the distance of
wind flow past the anemometer, given by
X = U0t, (5)
then by substitutionof equations (4) and (5) into
equation (3) gives
U= AU l-e- (6)
The parameters T and L may be used to define the
response characteristics of an anemometer to a step
input. The distance constant, L, is usually employed
rather than T; the smaller the distance constant, the
more rapid the response of the anemometer. From
equations (3) or (6), we see that the wind speed as
indicated by the anemometer approaches the true
wind speed exponentially in time. During the time
period equal to the response time, the anemometer
will indicate 63 percent of the final value; during the
next response time, it will indicate 63 percent of the
remaining difference, etc. A graphical solution of
equations (3) and (6) is shown in Figure 1.
A more realistic assumption regarding the forcing
function, yet still grossly inadequate, is to assume
Au(%)
1.0
O. 86
O. 63
T,L 2T,2L
pf ORX
FIGURE i. FIRST-ORDER RESPONSE
TO STEP INPUT
I(t) = C sin wt, (7)
where C is the amplitude of the sinusoidal input. The
solution of equation (2) for this case is given by
[ 1 ]U = C (1+ ¢02T2) 1/2 sin (wT+ q_) (8)
in terms of time, and by
U = C _2 L 2 ._I/2 sin To +
J
(9)
in terms of distance. In equations (8) and (9), _o
represents the phase angle, co is circular frequency
and is given by 2vf, where f is frequency in hertz,
and the terms in brackets represent the amplitude
ratio of the output to input. These equations show
that the output differs from the input in both phase
and amplitude. A plot of the amplitude ratio in
either equation (8) or (9) as a function of fre-
quency is called the response function or transfer
function of the anemometer. It tells what percentage
of the amplitude as a function of frequency is measured
by the system for a given steady-state wind speed. A
schematic representation of the transfer function and
the phase angle is shown in Figure 2. It must be kept
in mind that the solutions of the equations shown in
AMPLITUDE
RATIO
R
UaT_
=HASE
ANGLE
FIGURE 2. FIRST-ORDER RESPONSE TO
SINUSOIDA L INPUT
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• Figures I and 2 are highly idealized by the assumption
of linearity.
The mathematical treatment given above does
not consider electronic filtering problems associated
with most anemometers. Even if, say, a cup-type
anemometer is determined to have a certain response
capability defined by equation (2), its effective re-
sponse may be much less because of signal con-
ditioning and inadequate response of the data recording
mechanism. Also, aerodynamics associated with the
flow of air around the cups or the housing may pro-
duce additional uncertainties. Thus, the response of
the system must be considered in the interpretation
of data and not just the response of the sensor alone.
Camp [ 3] gives a discussion regarding the effects
of filtering on measured wind data.
In the mathematical treatment of wind sensors
given above, only wind speed sensors were considered.
For wind direction sensors (vanes), a second-order
equation is required to represent the system mathe-
matically. For purposes of this paper, it is suf-
ficient to say that the solution to the second-order
differential equation is in the form of exponentials.
For those interested in the response of vanes, ad-
ditional information may be found in reports by Camp
[3], Adams [4], and Mazzarella[5].
A number of anemometers, which will not be
discussed in detail in this paper, are available, but
are not in general use. These include sonics, hot
wires, drag spheres, vector vanes, etc. An attempt
was made to perform comparison tests (see section
IV) using these anemometers, but because of cali-
bration, threshold speeds, drifts in calibration, head
vibration of sonics, and other similar problems, it
has not been possible to date to get satisfactory re-
sults. In general, these so-called faster response
anemometers require constant personal attention
during the period of operation, and even then, the
accuracy and quality of the data are not adequately
known.
m. WIND TUNNEL RESULTS OF
ANEMOMETER RESPONSE
Camp [3] investigated the response of two ane-
mometer systems in the White Sands Missile Range
wind tunnel. Both of these anemometers were cup-
types".'
* In order that an endorsement of a particular ane-
mometer system not be implied, the systems dis-
cussed in this paper will be denoted by A, B, C, D,
and E rather than by their commercial names.
The procedure for determining the distance con-
stant in a wind tunnel for an anemometer is to prevent
the cups from rotating in the presence of a steady-
state flow, then release the cups suddenly and note
the acceleration. The position of the cups at the
moment of release, especially for three-cup ane-
mometers, influences the value of the response
parameters determined. The initial cup orientation
used by Camp in his work is shown in Figure 3.
FIGURE 3. CUP ORIENTATION WITH
REFERENCE TO WIND FLOW FOR ANEMOMETERS
A AND B PRIOR TO RELEASE OF CUPS DURING
WIND TUNNEL TESTS
Figures 4 and 5 show typical wind speed traces at
wind speeds of 4.47 and 8.94 m/sec, respectively,
................... 14.47
YPE B |
/N
Z_
-.,,.---- TiME
FIGURE 4. WIND SPEED TRACE FOR
ANEMOMETERS A AND B FOR A TUNNEL
WIND SPEED OF 4.47 M/SEC
obtained in the wind tunnel. The time constant is
obtained by noting the time required for the anemom-
eter to indicate 63 percent of the wind tunnel speed if
one starts counting at the initial moment of release.
The time constant may also be obtained by starting at
any arbitrary point and determining the length of time
required for the anemometer to indicate 63 percent of
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TIME
FIGURE 5. WIND SPEED TRACE FOR
ANEMOMETERS A AND B FOR A TUNNEL WIND
' 8.94 M/ SEC
the remaining difference between the indicated velo-
city and the tunnel velocity. Thus, we can obtain
several estimates of the time constant for an ane-
mometer for a given wind tunnel run.
than does type A. However, for a different initial
cup orientation for the type B instrument, the re-
sponse distance may be somewhat larger.
Frequency response curves for the B type wind
sensor are shown in Figure 6 for the three wind speeds
employed in the wind tunnel tests. Similar curves
could be drawn for type A. As shown in the figure,
frequencies up to about 3 Hz can be measured with
reasonable amplitude resolution during high wind
speed conditions. Even during low wind speed con-
ditions (4.47 m/sec), 1 Hz can be measured reason-
ably well. These are highly idealized results which
must not be taken to represent the true response
o
n_
Table I shows results taken from Camp's re-
port for anemometer types A and B for three wind _ 0.5
tunnel speeds, 4.47, 8.94, and 13.41 m/sec. As in- I- 0.4
dieated in the table, a number of wind tunnel runs j
were made to establish the distance constant for _ 0.3
each speed category. The results obtained are be- < 0.2
lieved to be highly accurate for the stated conditions
of the tests and the filters used to condition the out- 0. I
put signal. In all cases, the type B had a smaller 0.00
distance constant than the type A anemometer. This
means type B instrument has a faster response than
the type A, and therefore, if nonlinearities are in-
significant, this may be interpreted as meaning that
the type B has a better frequency response resolution
1.0
0.9 "_0.8
0.7
0.6
Uo_-
,,,yo, "_,tc'
L=0.75 meters
Uo=Steady-state Wind Speed (m/sec)
1.0 2.0
TYPE B
LO
FIGURE 6. FREQUENCY RESPONSE CURVES
FOR THE TYPE B WIND SENSOR
TABLE I. MEAN DISTANCE CONSTANT VALUES FOR ANEMOMETER TYPES A AND B OBTAINED
FROM WIND TUNNEL TESTS
Instruments
A
4.47 (m/sec)
Tunnel Wind Speed
8.94 (m/sec) 13.41
Distance
Constant
(m)
1.22
0.72
Number of
Observations
42
31
Distance Number of
Constant Observations
(m)
1.12 35
0.72 31
Distance
Constant
(m)
(m/sec)
Number of
Observations
1.09 38
0. 77 38
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_haracteristics of the anemometer (see section IV).
One of the most difficult problems to solve when
acquiring high-resolution output from the cup ane-
mometers discussed in this report is that of signal
conditioning. The output from these anemometers is
in the form of pulses. Anemometer type A gives
forty pulses per revolution, while type B instrument
gives 100 pulses per revolution. It turns out that the
filtering problem is easier to handle and produces
better results for the higher pulse rate. Figure 4
shows that the type A trace contains rather large
amplitudes associated with each pulse and that these
are superimposed on the average change of wind
speed as a function of time. The trace from type B
also contains superimposed small amplitude oscil-
lations; however, the amplitude is much smaller and
of a higher frequency than for the type A instrument.
The output signal of type A had to be filtered more to
reduce the amplitudes of the high-frequency ripple
to within acceptable limits, whereas the output from
the type B instrument could be filtered less and still
achieve acceptable results. In principle, the type A
anemometer should have a shorter distance constant
than the type B anemometer, if we consider only the
sensor response, but when we consider the system
response, the type B anemometer, in this case at
least, has the best response.
The turbulence level in wind tunnels is usually
very low compared to the atmosphere. The extent
of vibration in drag on the anemometer cups caused
by turbulent flow is not known; however, it is known
from space vehicle wind tunnel tests that the turbu-
lence level does influence the vortex shedding and
thereby changes the response of the vehicle to winds.
It is reasonable to expect that a similar phenomenon
occurs in relation to cup-type anemometers. Thus,
the validity of distance constants determined in wind
tunnel tests may not be directly applicable to measure-
ments made in the free atmosphere. This subject
is considered furtt_er in section IV.
IV. COMPARISON OF ANEMOMETERS IN THE
REAL ENVIRONMENT
The theoretical response of anemometers was
developed in section II and applied in section III.
Wind tunnel results were used to establish the re-
sponse characteristics of two anemometer systems.
As pointed out in section II, the theoretical results
may not be applicable in the real atmosphere because
of nonlinearities. Applicability of theoretical and
wind tunnel results was investigated by exposing
several anemometers simultaneously to the real en-
vironment, then analyzing the results on a compara-
tive basis. This section presents the results of
those studies.
Four commonly used anemometers, type A, C,
B and D were mounted on a crossarm perpendicular
to the wind direction [6]. Time-correlated measure-
ments from all anemometers were recorded on mag-
netic tape simultaneously. When facing into the wind,
the anemometers were oriented on the crossarm in
the following order reading from left to right: type
A, C, D and B. These sensors were located approxi-
mately 3 ft (0. 9144m) apart. To eliminate a possible
bias due to the separation of the instruments, only
statistics of the measured wind speeds were analyzed.
Table II, taken from Camp's report, summarizes
the statistical results from five anemometer compari-
son tests. Presented in the table are mean wind speeds
for each anemometer, the variances about the mean,
and the percent of the total variance for periods equal
to or greater than 5 sec. The means and variances
were computed for a 5-min time period. Considering
tests 1, 2, and 3, the mean wind speeds differed by as
much as 25 percent while the variances differed by
more than 50 percent. Variances associated with the
type D measurements are smaller than those associated
with measurements of the other anemometers. This
was expected since type D has a slower response than
the other anemometers. However, one would not ex-
pect, based on the theoretical and wind tunnel results
presented in sections I and II, anemometers A and B
to provide significantly different results. Three cups
TABLE II. STATISTICS FOR FIVE ANEMOMETER
COMPARISON TESTS
Anemometers Mean Wind Variance About Percent Variance
Speed (m/sec) Mean (mZ/sec 2) For P -> 5 sec
Test 1
A
B
C
D
6.73 1.66
7.77 1.14
7.97 2.26
6.16 0.99
Test 2
0.89
0.91
0.93
0.99
3.51 0.89 0.90
3.31 1.53 0.92
2.94 1.03 0.92
3.52 0.86 0.98
Test 3
3.88
3.06
3.32
3.74
1.48 0.85
2.12 0.87
1.77 0.86
1.38 0.93
Test 4
4.23 0.79 0.98
4.67 1.03 0.98
Test 5
4.28 0.39 0.98
4.47 0.54 0.97
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were used with type A for these tests since the
six-cup assembly was not available. This may have
had some influence on the values obtained for this
anemometer. Results from tests 4 and 5 presented
in Table II compare anemometer types D and E. As
shown in the table, there is no significant difference
between these two anemometers.
Spectrum techniques were employed to examine
the distribution of the total variance over frequency
in an effort to account for the large differences in
variances, and also to compare the results with theo-
retical and wind tunnel results presented above.
Spectra associated with the five tests presented in
Table II are shown in Figure 7. Aliasing was not
co.Mdered, and trends, if any were present, were not
removed. These spectra must be considered tentative
until more comprehensive results are available.
In test 1, the spectra are quite different over al£
frequencies, but in all other tests, rather good agree-
ment is shown for all frequencies. However, there
is a divergence in the curves for periods greater than
5 to 10 see with no noticeable consistency in tests 1
through 3. The normalized spectra were integrated
to obtain the percent of variance accounted for by
periods 5 sec and longer. These results are presented
in Table II. Tests 4 and 5 are quite consistent and
not very different over all frequencies. With the ex-
ception of type D, which filters out the higher fre-
quencies rather effectively, differences in the measur-
ed variances are distributed over all frequencies
rather than being confined to a particular region of
the spectrum. This implies that gusts with periods
of several seconds or longer may not be measured
accurately. The spectrum curves were drawn by
eye to best represent the calculated spectral estimates.
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:In drawing spectral curves through the computed
spectral estimates a considerable amount of
smoothing was done. An important conclusion
which can be reached from these spectra is that the
theoretical and wind tunnel results presented in
sections II and IH are not verified for the real en-
vironment. According to Figure 6, types A and B
instruments should be capable of measuring gusts with
periods on the order of one second or less with a
reasonable amplitude resolution. Thus, the logical
conclusion seems to be that nonlinearities occur which
are not acco,}ated for by the theory.
Results from tests 4 and 5 show that types D and
E have very similar characteristics, measuring
the same winds and variances, and have the same
statistical distribution of the variances over fre-
quency. From the results presented here, it does
not appear that the higher frequencies (periods less
than about 5 sec) can be measured with confidence
using any of the anemometers tested.
V. THE MEASUREMENT OF LOW ALTITUDE
(SURFACE TO 150 m)WIND AT THE KENNEDY
SPACE CENTER (KSC)
There is a need for improved low-altitude wind
measurements at KSC for use in such programs as the
response of space vehicles to ground winds, atmos-
pheric diffusion, launch operations, vehicle design
studies, etc. Most wind measurements collected to
date have been made at a single location near the
ground or on structures with poor exposure. None of
these measurements have provided adequate details
of the gust structure. A 500-ft (t50-m) meteorological
tower has been built by NASA at Kennedy Space Center
for the purpose of measuring low-altitude winds for
use in various programs. Figure 8 shows a schematic
of the tower facility and the location of wind, tem-
perature, and humidity sensors. The tower facility
is located on Merritt Island about 3 mi (4.8 kin) from
launch complex 39 and about the same distance from
the coastline.
The main tower is triangular in shape, 8 feet
(2.44 m) on a side, and contains instrumentation as
shown in Figure 8. A small tower is located 18 m to
the northeast of the major tower for collecting data
near the ground where the exposure on the big tower
is poor. Anemometers are dual-mounted on the north-
east and southwest side of the big tower on 12-ft
(3.66-m) booms, but only on the northeast side
of the small tower. Humidity measurements are
made at two locations, 3 and 120 m. The absolute
value of temperatures is measured at the 3-m level
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FIGURE 8. SCHEMATIC OF NASA'S t50-m
METEOROLOGICAL TOWER AT CAPE KENNEDY
FLORIDA
with temperature differences being measured between
3 and 18 m on both the large and small towers, 3 and
60, 3 and 120, and 3 and 150 m. Neither the tem-
perature nor humidity elements are dual-mounted.
Paper strip chart recorders 9z'e used to record
all wind, temperature, and humidity data inside a
building located near the base of the tower. In ad-
dition, a 14-channel magnetic tape can be used to
record wind data with high resolution and accuracy.
Wind data are recorded from either the northeast or
southwest side of the tower at all levels, but not
from both sides simultaneously. An automatic
switching device is included in the facility for se-
lecting the best exposed bank of instruments. The
tape recorder may be used automatically to record
wind data once each hour or at other predetermined
time periods, or it may be operated in a manual
mode for collecting data upon command. The magnetic
tape is used only to collect data for gust and tur-
bulence studies.
The humidity is measured by the Foxboro dew
cell, temperature by Climet aspirated thermocouples,
and wind by Ctimet anemometers. The meteorological
tower facility is fully operational.
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VI. SOMEPRACTICALPROBLEMSIN
MEASURINGSURFACEWINDS
Accuratehigh-resolutionwindmeasurements
aredifficulttomakeand,aspointedoutabove,the
commonlyusedanemometersa enotadequatefor
thispurpose.Whensuchmeasurementsareat-
tempted,thereareseveralproblemareaswhich
mustbeconsidered.Someofthesearediscussedin
thissection,buttherewill nodoubtbemanyothers
associatedwithspecificinstallations.
Oneofthefirst problemswhichmustbecon-
sideredin themeasurementof low-altitudewindsis
LhaLof_mb[ishingtheneedfor andapplicationsof
thewindmeasurements.If oneneedsonly5-rain
averagedwinds,theinstrumentationrequiredmaybe
different,andin somecasesmuchsimpler,thanthe
instrumentationrequiredfor measuringhighfrequency
fluctuations.Also,datarecordingrequirementsmay
beafunctionof theintendedapplicationof themeas-
urements.Thenextproblemis theselectionand
testingofinstrumentation.It is importantto select
areliableinstrumentwiththedesiredoperational
characteristics.Theimportanceofexperimentally
evaluatingtheinstrumentationisquiteclearfrom
theresultspresentedabove.
Regardlessofhowgoodthesensorespondsto
thewind,thedegreeofsignalconditioning(filtering)
requiredtoeliminateundesirableoutputsignalsis of
primaryimportance.Theoutputsignalfrommost
anemometersis intheformofpulsesandmustbe
smoothedor filteredtogetanoutputwhichcanbe
properlyinterpreted.AspointedoutinsectionIII,
theeffectivenessoftheelectronicfiltersis afunction
ofthepulserate. Foralowpulserate,ahighde-
greeoffilteringmayberequiredtoeliminateunde-
sirableoutputsignals(seeFig.4). A highdegree
offilteringmayeliminatesignalsrepresentingwind
variations,especiallythehigherfrequencies.Also
relatedtothesignalconditioning(filtering)problem
is thatof adequatedatarecordingfacilities. The
accuracyandresolutionofthedatarecordingequip-
mentshouldbeslightlybetterthananyothercom-
ponentof thesystem.Paperstripchartrecords
commonlyusedhavesomemaximumfrequencyre-
sponsebeyondwhichtheyareincapableofrecording
fluctuationsintheoutputsignal. Inmostcases,
theserecordersactasafilter forhigh-frequency
signalvariationsand,therefore,mayineffectre-
ducethecapabilityoftheanemometersystemeven
thoughthesensormayhaveafar greaterfrequency
response.Thisleadsintoperhapsthemostimportant
problemofall--thetotalsystemresponsecharacter-
istics. The01dadagethat "Achainis nostronger
thanits weakestlink" mightbeparaphrasedto"The°
responseofananemometersystemis nobetterthan
theresponseofanyoneofits components."
Thelastproblemareadiscussedhereis thatof
instrumentexposure.Whilethishadnothingtodo
withthecapabilityoftheinstrumentationitself, it
doesinfluencethevalidityof themeasurements.Be-
causeofstructureinterference,adualsystemof
anemometerswasmountedonNASA's150-mmete-
orologicaltoweratKSC(seesectionV). Withtwo
setsofinstrumentation,it is possibletoeliminate
someof thestructureinterferencebyrecordingwind
datafromthebestexposedbankofanemometers;
however,theproblemis still notcompletelyelimi-
nated.Anotherimportantconsiderationin theex-
posureofanemometersis theinterferencedueto
thesurroundingarea. If instrumentsaremounted
in thevicinityof man-madestructuresor inthewake
ofnaturalobstacles,themeasuredwindconditions
wouldnotberepresentativeofthefreeatmosphere.
Theexposureproblemisquiteimportantwhencon-
sideringtheresponseofspacevehiclestowinds.In
thiscase,afreeatmosphereexposuremaynotbe
themostdesirablesincethereareusuallystructures
locatedin thevicinityofthevehicle.
VII. COMMENTS AND CONCLUSIONS
The response characteristics of anemometers
determined from wind tunnel results and based on
first-order response theory are not consistent with
results obtained from comparison tests of anemom-
eters made in the real environment. A logical con-
clusion is that the linear response theory is not
adequate or the aerodynamics associated with flow
around the cups introduce unsteady torques which
produce error in the measured wind speeds. One
possible solution to the aerodynamics problem, as
suggested recently to several instrument manufac-
turers, would be to perform flow visualization tests
using smoke or some other tracer in a wind tunnel.
Such tests might serve to pinpoint aerodynamics
problems or cup interference.
There are many problems to consider when
designing a wind measuring facility. Briefly stated,
some of these are (1) establishing a need for and
application of wind measurements, (2) selection and
testing of instruments (sensors), (3) signal con-
ditioning (filtering), (4) adequacy of data recording
equipment, (5) system response characteristics,
and (6) instrument exposure (structure interference
and surrounding area).
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All oftheproblemareaspresentedabovewere
carefullyconsideredin theplanningandconstruction
ofNASA's150-mmeteorologicaltoweratKSC.The
primarypurposeofthisfacilityis toprovidedatafor 2.
turbulencer search,andthereforethemeasurement
ofguststructureisofprimaryimportance.Dual
anemometersystemswereinstalledateachheighton
the150-mtower.Stripchartrecordersandane-
mometersarebeingreplacedonthebasisofthe
problemareasnotedabove.Provisionshavebeen 3.
madetoinstallhigh-responseanemometersonthe
tower;thiswill bedoneassoonasahigh-response
systemisproventobereliableandaccurate.Tower
motionsmayprovetobeaproblemwhenhigh-response
anemometersareinstalled.Thisproblemremainsto
beinvestigated.Withtheexceptionof thehigh- 4.
responseanemometers,the150-mmeteorological
towerfacilityat KSCis fullyoperational,andis
believedtobeoneofthebestfacilitiesofits typein
theUnitedStates. 5.
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SOLAR PRESSURE PERTURBATIONS ON THE ORBIT OF A FLAT REFLECTOR
By
Scott Perrine
SUMMARY I shows a photon being specularly reflected from a
surface.
Presented are the effects of solar pressure on a
flat reflecting satellite. An equation for solar pres-
sure is developed, and its effect on a two-dimensional
orbital mechanics model is determined. Specific
..... -,,, iud orbits are
investigated. These orbits are, in general, shown
to be perturbed into ellipses with constantly changing
eccentricities, but with reasonably constant semi-
major axes. Specific cases were found, however,
where the eccentricity of the ellipses remained con-
stant and the major axes remained oriented along the
earth-sun line.
Normal
pa,°e__poo, O
FIGURE 1. PHOTON REFLECTION
I. INTRODUC TION
It is evident for many cases that the basic
Keplerian equations arising from an inverse square
gravitation force law are not adequate for the precise
calculation of positions and orbits of satellites and
space probes. Perturbations to this simple law arise
from numerous sources. Gravitational fields of other
bodies, oblateness of the earth, atmospheric drag,
and the barycenter of the earth-moon system are the
principal causes of perturbing forces. A perturbation
which is particularly important for satellites with
large area-to-mass ratios results from solar pres-
sure Experimental evidence of this perturbation has
been obtained from satellites such as Echo [ 1]. A
considerable number of theoretical publications have
addressed themselves to the effect of solar pressure
on spherical satellites; this report considers the
perturbations caused by solar radiation incident on
a large planar satellite.
The detailed analysis of the interaction of the
photon with the surface is unimportant if the momentum,
p, of the photon is known before and after reflection.
From the figure, it is evident that the component of
the momentum parallel to the surface, p sin 0, is
unchanged, while the change in the component normal
to the surface is 2p cos 0. The momentum of aphoton
with frequency, v, is hv/c, where h is Planck's con-
stant and c is the velocity of light. The number of
photons with frequencies between v and v + dv incident
on the area, dA, in time, dt, is evident from Figure
2.
II. SOLAR RADIATION PRESSURE
FIGURE 2. NUMBER OF PHOTONS STRIKING
dA IN THE TIME dt
Light pressure is derived from the interaction of
matter and radiation The derivation of this pres-
sure can be made from electromagnetic theory [ 2]
or from the standpoint of photons striking a surface.
In the derivation here, the latter viewpoint will be
considered for snecularly reflected radiation. Figure
All the photons in the volume V in the figure will
be incident on dA in time, dt.
V =cdtcos O dA
If dn is the number of photons per unit volume
v
with frequencies between v and v + dv, then the number
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ofthesephotonsincidentondAintime,dt, is c
cos0dnvdA dt. The force, dF v, ondA due to the
photons with these frequencies is the change in
momentum per photon, times the number of photons
incident per time, dt.
dF = (2hv cos 0/c) (c cos 0 (in dA)
= 2 hp cos20dn dA
v
The direction of dF is normal to dA since the
v
component of momentum parallel to dA is unchanged.
The force on dA caused by the entire spectrum,
integrating over all frequencies, is given by
dF = f 2hv cos 2 0dn dA,
V
v
and therefore the pressure is
P = 2cos 20 f hv dn .
v
v
Now define the solar constant, S, as the total
solar energy failing on a unit area, normal to the
radiation, per unit time. As before, the number of
photons with frequencies between v and v + dv incident
ondA in time, dt, is cdn dA dt (since 0 is zero for
v
a normal area). Since the energy of each of these
photons is hv, the energy of the total is
dE = hv edn dtdA.
P
The energy due to the entire spectrum is, then,
integrating over all frequencies,
dE = f hv c dn dt dA.
l)
V
Since
dE
S = - JdtdA -- hvc dn v
p 2S= -- COS 2 0
C
gives the pressure on an element of surface with a
normal oriented at an angle 0 from a vector directed
to the sun The solar constant, S, is a measurable
quantity and at the distance of the earth's orbital
radius from the sun is 1400 W/m 2 [ 3]. The pressure
is quite small; to obtain a force of t lb, a circular
disk approximately 0.5 mi in diameter is required.
However, as will be shown, the cumulative effect
of this force on the motion of the satellite is con-
siderable for low-density satellites in high-altitude
orbits.
III. DISCUSSION AND RESULTS
A. POSIGRADE ORBITS
A majority of the important perturbation
effects due to solar pressure can be discovered by
the investigation of a two-dimensional model which
considers all positions, velocities, and accelerations
to be in one plane. Reasonable accuracy can be
derived from this simulation for low-inclination
satellite orbits. The shape of the satellite and its
orientation history determine the perturbations that
will be encountered. This report considers only a
flat satellite which is specularly reflective on both
sides. The satellite is reoriented continuously such
that the sun's rays will be reflected toward the center
of the earth; i.e., the normal to the satellite re-
flective surface bisects the angle between a vector
to the sun and a vector to the earth's center. The
solar pressure force is in the opposite direction from
this normal and has a magnitude, from the first
equation, F 2SA= -- cos 2 0, where A is the area of one
c
side of the satellite. The qualitative effect of the
perturbing force is illustrated in Figure 3.
,, ,fj
FIGURE 3. INITIAL PERTURBATION
Initially the satellite is in a circular orbit (heavy
circle). While the satellite is on the upper half of
the orbit, the perturbing force adds kinetic energy.
This tends to create a perigee at point A and an
apogee at point B. The contrary is true on the lower
half as the solar pressure reduces the kinetic energy,
thereby lowering perigee. As shown in Figure 4, this
process continues with alternately increasing apogee
and decreasing perigee, but with the semimajor axis
remaining almost constant and aligned 90 ° from the
earth-sun line.
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To facilitate the explanation of the long-term
effects of these forces, it is expedient here to state
several general principles, the first of which in-
volves the motion of the major axis of the ellipse.
If the major axis of the ellipse is not ali_,mcd per-
pendicular to the earth-sun line (nominal orientation),
the same forces which were acting in Figure 3 will
however, the tendency of the major axis to return to
the nominal position gradually rotates it counter-
clockwise. After approximately six months, the
earth-sun line has rotated 180 ° , while the major axis
A Increasing /
tend to restore the major axis to the nominal position!:'
The rate of the major axis rotation depends upon the
eccentricity of the ellipse and its instantaneous
orientation. For any given eccentricity, the rotation
rate is a maximum when the major axis is oriented
along the earth-sun line and zero when in the nominal
position or 180 ° from the nominal position. For a
specified orientation, the rotation rate decreases as
the orbital eccentricity increases. Another principle
involves the rate of change of the eccentricity of the
ellipse. This rate is dependent upon the orientation
of the perigee point relative to the earth-sun line.
When the perigee point is on the earth-sun line be-
tween the earth told sun, the rate is zero. Measuring
counterclockwise from this position, the rate reaches
its positive maximum at the 90 ° point. At 180 °, the
rate is again zero. From 180 ° to 360 ° , the forces
which acted in Figure 3 to increase eccentricity now
tend to decrease the eccentricity of the elliptical
orbit. The rate reaches a negative maximum when
perigee is at the 2700 point.
Keeping these effects in mind, consider the
following example. A flat satellite with an area-to-
mass ratio of 42 m2/kg is placed into a circular
synchronous orbit (radius = 42 164 kin). (Figure
5 presents a schematic of the perturbation history
of such a case. ) Initially, perigee begins to form
90 ° from the earth-sun line. As the earth revolves
about the sun, the perpendicular to the earth-sun line
moves away from the major axis of the ellipse;
FIGURE 5. PERTURBATION ltlSTORY
has shifted only 90 ° , and the eccentricity has in-
creased to the extreme value depicted. Beyond this
time, the perigee point moves to the side of the orbit
where the solar pressure decreases the kinetic
energsz; however, the opposite effect occurs at apogee.
These two effects combine to decrease the eccentricity
of the ellipse. After approximately one year, the
orbit returns quite close to the original circular orbit.
During this time, the semimajor axis, and thus the
period (synchronous), remains almost constant. It
is instructive to consider the locus of perigee and
apogee relative to the earth-sun line in Figure 6. The
perigee locus begins 900 from the earth-sun line and
moves toward 0 °. In this figure, the apparent motion
is away from the nominal position since the earth-sun
line is actually moving in a counterclockwise direction
at a greater rate than the major axis. The rotation
rate of the perigee point is approximately constant,
apparently independent of the eccentricity. This can
be explained from the first principle stated before.
In the reg2on where the eccentricity is at a maximum,
the major axis is closest to the earth-sun line where
its tendency to return to the nominal position is
greatest. Thus, these two effects offset each other.
If this satellite had been injected into one of the
ellipses which is a member of the locus in the figure,
it is obvious that this ellipse would continue along the
same locus shown. But now consider an orbit which
This is the tendency caused by the solar pressure perturbation and neglects other effects such as the
revolution of the earth about the sun.
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FIGURE 6. PERIGEE - APOGEE LOCUS RELATIVE
TO E-S LINE
is not a member of the locus. For example, inject
the satellite into an ellipse with perigee at A and
apogee at B, as in Figure 7, but keep the same
semimajor axis and orbital period as before. Now
the two effects mentioned before no longer offset
each other. The eccentricity of this conic is less;
therefore, the major axis moves counterclockwise
at a faster rate, and when the eccentricity becomes
small enough, this rate exceeds that of the earth-sun
line. The locus of perigee and apogee will make the
_.losed figures shown. On the other hand, if the
atellite had been injected into a more eccentric el-
•lpse, for example, with perigee at C and apogee at
II1_ _ _'_'I;;I;A _ _ _, ,, TOSu,--
_l_ _ i ,, _ 20 4ol so 80 (,oook:,)
FIGURE 7. OTHER PERIGEE - APOGEE LOCI
D, the rotation of the major axis would be slower
than for the original case and the perigee point would
pass eventually on the opposite side of the earth from
the sun. In fact, while perigee is on this side, the
major axis actually rotates clockwise to return to
the nominal position. Thus, there are two families
of perigee loci and two corresponding families of
apogee loci separated by the perigee-apogee locus
of the original case. These families are shown in
Figure 8. Some of these cases are academic in that
.-;........;;;I;;;i...:"[:':: ':':'::'"i
FIGURE 8. PERIGEE - APOGEE LOCI
RELATIVE TO E-S LINE
their perigees lie beneath the earth's surface. There
is one case in each of these families in which the
eccentricity remains constant [ 4]. One of these
stable cases is a degenerate orbit with a perigee at
the center of the force field and an apogee at about
84 000 km. The stable orbit belonging to the other
family is of great interest. Its eccentricity not only
remains constant, but also it maintains a constant
orientation relative to the earth-sun line. The perigee
remains at a radius of 21 000 km directly between the
earth and sun, and apogee remains at 63 000 km on
the opposite side of the earth. This case is shown
schematically in Figure 9.
The above cases were all for a satellite with an
area-to-mass ratio of 42 m2/kg. Figures 10 and 11
provide similar families of orbits with synchronous
periods for satellites with area-to-mass ratios of 21
and 10.5 m2/kg, respectively. Note that the stable
orbits are evident in these cases also, and that the
eccentricity of the stable orbit decreases with de-
creasing area-to-mass ratio.
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FIGURE 10. PERIGEE - APOGEE LOCI
Orbits of other periods also were considered.
Figures 12, 13, and 14 show the families of orbit with
12-hr periods for various area-to-mass ratio, and
Figures 15, 16, and 17 show families of 6-hr orbits.
Figure 18 presents the eccentricities of the
stable orbits for intermediate values of the area-to-
mass ratio.
FIGURE ii. PERIGEE - APOGEE LOCI
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FIGURE 12. PERIGEE - APOGEE LOCI
B. RETROGRADE ORBITS
Thus far, only posigrade orbits have been
considered. The same principles apply to retrograde
orbits. For these orbits, the changes in kinetic
energy and apses location occur 180 ° away from their
posigrade counterparts. As before, elliptical orbits
whose major axes lie away from a new nominal
orientation (180 ° from the former) will tend to re-
turn to it.
Consider a satellite with an area-to-mass ratio
of 42 m2/kg injected into a 24-hr circular retrograde
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FIGURE 18. ECCENTRICITY OF STABLE
ORBITS
orbit. A perturbation history is obtained such as
shown in Figure 19. Note that the perigee locus falls
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on the side of the earth opposite the sun. This case
divides two families of elliptical retrograde orbits
shown in Figure 20. As in the posigrade cases, there
is a practical stable case but with an apogee on the
sun side now. The eccentricity of this stable orbit
is considerably less than that for the posigrade orbit:
(0.27 as compared to 0.49. ) This is due to the smaller
time average of the solar pressure in the retrograde
case.
IV. CURRENT ACTIVITIES
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FIGURE 20. RETROGRADE PERIGEE - APOGEE
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LUNAR SURFACE: AN INTERPRETATION BASED ON 
PHOTOGRAPHIC DATA FROM THE RUSSIAN LUNA IX 
AND UNITED STATES SURVEYOR I 
Otha H. Vaughan 
I. INTRODUCTION 
Even before the successful lunar landings on the 
moon, man was able ,  using earth-based techniques, 
to develop fairly reliable hypothetical models of the 
lunar surface. The successful hard landing of the 
Russian Luna IX and the successful soft landing of 
the United States Surveyor I have provided photo- 
graphic data directly from the lunar surface which 
can help u s  to better determine the character is t ics  
of the lunar soil. 
of the la tes t  data about the lunar surface,  which show 
the s t r iking similarity of different areas of the lunar 
te r ra in  (based on photographic data obtained by two 
separate  lunar c raf t  landing in different a r e a s ) ,  and 
s o n e  of the pitfalls in interpretations of a surface 
bascd on photographs alone. In addition, a n  inter- 
pretation of the probable mater ia l  of the upper layer  
of the lunar  surface is prcsented. 
Presented in this paper a r e  some 
11. DISCUSSION O F  LUNA IX PHOTOGRAPHIC 
DATA A h 9  LUNAR SURFACE IMPLICATIONS 
The followi!ig information was released by Tass  
on the Russian Luna IX. The spacecraf t  (Fig.  1) 
landed in Oceanus Procellarum (Ocean of S torms)  
a t  14:45 hours Universal Time on February 3, 1966; 
the landing \+'as 7"8' N latitude and G4"22' W longi- 
tude about 70 km (43.5  mi)  northeast of the r i m  of 
C r a t e r  Cavalerius,  \ \hidl  is about 64 h m  (39 .  7 mi)  
in diameter .  The Russian lunar  lander produced a 
s e r i e s  of photographs taken during the following 
t imes:  
( 1 )  Ol:U5 - 03::30 U. T.,  February 4, 1 9 B G  
( 2 )  15:30 - 17:lO U. T . ,  February 4, 19GG 
(1) 20:OO - 2l:OO U. T. , February G ,  1966 
According to T a s s ,  the Russian spacecraf t  
weighed approximately 3480 lb (1578 kg) at separa-  
tion from launch vehicle; the actual lander weighed 
about 220 lb  ( 100 kg), The camera  system was 
FIGURE 1. LUNA IX SPACECRAFT 
designed to provide photographs in c i rcu lar  pano- 
r a m a  by using a system of d i rec t  and m i r r o r  views 
to produce a s e r i e s  of s te reo  images. 
t e r ra in  appeared to the camera  sys tem,  which was 
reported to bc vicwing the te r ra in  f rom a height of 
BO cm above the sur face ,  i s  illustrated in Figures  2 
and 3. The photograph in Figurc 2 was taken ear ly  
on February 4 with the sun angle about 7 degrees .  
How the 
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FIGURE 2. LUNAR SURFACE DURING FIRST 
PANORAMA ON FEBRUARY 4,  1 9 G G  
The photograph in Figure 3, showing the same 
rock and te r ra in  after Luna IX had appeared to shift 
i t s  position, was taken a t  a sun angle of approxi- 
mately 15 degrees .  The apparent shift i s  noted by 
the displacement  of the rock in relation to the space-  
c r a f t  petal, the triangular shaped object, at the 
bottom of the photograph. 
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FIGURE 3. LUNAR SURFACE DURING SECOND FIGURE 5. ARTIST'S CONCEPT O F  LUNAR 
PANORAMA ON FEBRUARY 4, 1966 TERRAIN 
Figure 4 i l lustrates  a pa i r  of photographs which 
can be  used for  s t e r e o  viewing of the lunar  terrain.  
These photographs were  obtained from the Branch of 
Astrogeology" , United States Geological Survey, 
Flagstaff, Arizona. 
Figure 5 i s  an artist's reconstruction of a sec- 
tion of te r ra in  as viewed through s te reo  viewing 
equipment. 
This s te reo  model offers the following sugges- 
tions about the lunar  surface: 
1. The terrain appears  to be undulating with 
blocks of mater ia l  of medium and small  s izes  
(roughly 3 m down to 10 c m ) .  
2. The blocky mater ia l  appears to be  rest ing 
on a surface composed of a mater ia l  s imilar  in 
texture to te r res t r ia l  scoriaceous lava of the AA type, 
o r  composed of a rubble of fine-grained mater ia l s  
overlying one another. 
3. Many craters o r  depression-like features  
i 
c 
4 
FIGURE 4. PHOTOGRAPHS O F  LUNAR TERRAIN SUITABLE FOR STEREOPSIS 
t M o r r i s ,  E. C. ; Personal  Communication. 
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dot the landscape. A very large c r a t e r ,  about 17 m 
in diameter ,  can be seen near the horizon, and 
craters as  small  as 10 cm can be discerned closer  
to the camera. 
4. Although some of the c r a t e r s  seem to have 
small  r ims ,  others  appear to be r imless .  
culty in making an absolute determination as to 
whether o r  not the small  c r a t e r s  have r ims  may be 
caused by the unique backscatter o r  photometric 
function 01 the lunar surface and the resolution of 
the basic photo. 
The diffi- 
In Figure 6 ,  wc see  rock-like bodies lying about 
6 f t  (1. 8 ni) from the camera.  This rock,  which i s  
about 15 cm in diameter ,  appears tu be vcsicular as 
indicated by the many pits on i t s  surface. This rock 
could possibly be a volcanic bomb, especially if the 
te r ra in  around it consis ts  of a lava flow. I t  could 
just  as well be the resul t  of secondary ejecta from 
the impact of a meteoroid, however. 
graphs alone a r c  not adequate to establish thc origin 
of this and many other fcatures. 
Thus, photo- 
ash o r  lava or whether i t  is a fragmental mater ia l  
produced by repeated micrometeoroid horn bardment 
remains unanswered. Interpretation of the photo- 
graphic da ta  i s  made more difficult because we do 
not know the specific limitations of the camera  and 
i ts  subsystems. 
Let u s  now look a t  some of the information from 
the United States Surveyor I spacecraf t  and compare 
its usefulness to data from Luna IX in establishing 
the origin o f  the lunar terrain.  
111. INTERPRETATIONS OF SURVEYOR I 
PHOTOGRAPHIC DATA 
The United States Survcyor I spacecraft (F ig .  7)  
landed in Oceanus Procel larum (Ocean of Storms)  
a t  23:17 hours Universal Time on June 1,  1966, a t  
a lmost  the pre-selected impact point. The spacccraf t  
landed Lvithin thc walls of ;in old ruined c r a t e r  approx- 
imately 14 km ( 8 .  7 m i )  north-northeast of the c r a t e r  
Flamsteed D at latitude 2 .41"  S and longitude 43. 34" W. 
- >  
FIGURE 7. SUIIVI~YOII SPACECIIAFT 
FIGURE G .  SMALL LUNAR ROCK 
In sunm:try, the terrain hcre  could be a highly 
scoriaceous lava,  or i t  could be of a matcr ia l  
thoroughly reduced tn fragments by continual niici-o- 
m e tcoro id b n i  bard nient. 
not pcnctratc Uic surlacc to any grc:it dc,pth, thc, 
uppcr h y c r  xppcars sufficient to support thc weight 
o f  the spacecraft. 
littlc difficulty walking on this surf:icc. 
Si nce the spaccc raf t  did 
A n  astron:iut \\oultl probably have 
Although thc Imia  I S  provided photographs of 
the lunar surf:icc at  closc range, it s t i l l  did not pro- 
vide enough inform:ition to establish the a c t u a l  s u r f a c e  
characteristics. Whether the matcr ia l  is :I volcanic 
Surveyor 1 spacecraf t  is by  fa r  the most  comples 
spacecraf t  yet  to land on the moon. 
\\,eighed 2193 Ib ( 9 9 5  Iig) :it scp:iration from the launch 
vehicle, and the actual lander weighed G3-I Ib (2x8  kg) . 
The Surveyor I spacecraf t  mission has verified the 
adv;tnccd closed-loop soft 1:itiding techniques , \vhich 
\\,ill be used to land nicn on the iiioon i n  the Apollo 
I'rograni. 
surfacbe 1)c:tring s t rcngth,  ratl:~r rctlectivity from the 
lL[Il:Lr sur face  and tcmpc r:tturc. 1~:lngcs. \Yet hnve a l so  
learned from Surveyor I tli:it thc,rc :ire 110 significant 
amounts of loosc dus t  on thc nioon a t  the Surveyor s i te .  
The spacecraf t  
I t  has also givcn LIS clu;intikitivc data on 
The Survcyor I spacecraf t  touchccl  do^ ti a t  :I 
velocity 01 only 1 1 . ~  tt/sc>c (:I.>.L tn'scc) alter ~ r e c  
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falling from a distance of approximately 12 f t  ( 3 .  66 
m )  above the surface. During its next five days of 
operation, it photographed and sen t  to ear th  over 
4000 pictures of exceptional data  content. 
Figure 8 is the lunar  surface in panorama. 
Shown in 
FIGURE 8. SURVEYOR I LUNAR PANORAMA 
A T  LOW SUN ANGLE 
This mosaic ,  prepared by the Surveyor experi- 
m e n t e r s ,  is a composite of photographs taken a t  low 
sun angle by the narrow angle c a m e r a  ( 6-degree 
field of view). A t  f i r s t  glance, the surface mater ia l  
looks strikingly s imi la r  to pumice which has  been 
pockmarked by micrometeoroid bombardment. Sub- 
stantiating the Luna M photos, definite r i m s  appear 
around some of the small  c r a t e r s ;  o thers  appear 
r imless .  The fact  that there  i s  a r i m  implies that 
the soil is probably a fine-grained mater ia l  having 
a very smal l  amount of cohesion. 
are based on the data  of Gault [ 11, Moore [21 and 
o thers  who have performed cra te r ing  experiments in 
both cohesive and noncohesive t e r r e s t r i a l  mater ia ls .  
Figure 9 i s  another photo-mosaic of the a r e a  under 
different  illumination (higher  sun angle) .  
These assumptions 
Notice the difference in the appearance of this 
te r ra in .  
be seen so easi ly .  
ance of a sandy o r  ash  type of mater ia l  in one area 
and a pumice-like appearance i n  other  a reas .  The 
problem of identification of detai ls  i s  due to the unique 
photometric function of the lunar  surface;  this makes 
photographic interpretations difficult. 
Many of the c r a t e r s  seen in Figure 8 cannot 
The sur face  now has the appear- 
To  aid in the photographic interpretations of 
data  sen t  back by spacecraf t  whose mission is to 
photograph a body such as the moon, a series of 
computer  programs was developed and made opera- 
tional by R. Nathan and some of his associates  13-61 
FIGURE 9. SURVEYOR I LUNAR PANORAMA 
AT HIGHER SUN ANGLE 
a t  the Jet Propulsion Laboratory. 
techniques allow one to rework and edit the originally 
transmitted data so that details of interest  to the 
photo-interpreter can be enhanced. The resul ts  of 
some of this work are illustrated in the Figures  10 
and 11. 
These computer 
Figure 10 is constructed using the originally 
Although the photograph shows transmitted data. 
some detail,  the fine-scale texture of the lunar soil 
cannot.be resolved. The photograph on the right has 
been constructed using the original data  enhanced by 
the photographic computer technique. The smallest  
particles which can now be resolved in this photo- 
graph are about 0. 5 mm in diameter ;  therefore, we 
a r e  now able to establish that the surface,  a t  this 
particular s i te ,  i s  composed of a fine-grained ma- 
terial. We can  also determine that the surface a t  
this s i te  i s  slightly cohesive, as indicated by the clots 
observable in these pictures. 
Surveyor I photography also demonstrated that 
there are various types of obstacles ,  in addition to 
the c r a t e r s ,  in the mar ia .  
their distribution must  be considered in determining 
the roughness of the te r ra in  in te rms  of trafficability. 
These obstacles and 
Figure 12 i l lust ra tes  a c r a t e r  lying several  
hundred yards  southeast of the spacecraft. A f t e r  
further study of this c r a t e r  and i ts  obstacle dis t r i -  
bution, designers  will have a better model of the 
lunar surface in te rms  of obstacles and their dis t r i -  
bution. The resul ts  of these studies can then be 
used in determining more  realistic energy require- 
ments in future exploration mission planning and 
trafficability studies. The c r a t e r  is about 80 m in 
diameter  and the la rges t  rocks o r  blocky debris  
lying around the crater appear to be 1 m o r  l a r g e r  
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FIGURE 12. LUNAR CIIATEII A N D  BLOCKY FIGURE 10. SlJRVEYOII DATA (ORIGINAL 
T IIA NShlISSION) DEBRIS 
i n  hcight and at l eas t  2 m in length .  
fragments arc a t  least 2 c i i i  in s ize .  
The smxllest  
A c loser  look :it sonic of the rocks photographed 
near the spacecraft  are shown in FiLwre 13.  
The rock on the left, which is about 20  cn i  high 
and 45 cni long and locatcd about 5 m southcast  of 
thc spacecraft ,  i s  s imi l a r  in appearance to rocks 
produced e i thcr  by volcanic action o r  by the impact 
of a meteoroid producing high temperatures  and 
p res su res .  
rock support  this possible origin. The rock on the 
right, about 1 5  c m  high and 45 c m  long and locatcd 
a h u t  5 m southwcst of the spacecraft ,  appears  to 
be o lder  than the first rock because of the rounded 
and mottled appearance.  
appears  to be partially buried i n  the soil  indicates 
pnssage of t imc. 
clcavngc planes in thc rock. 
s imi l a r  to the clcavagc produced during Lila plastic 
flow of t e r r e s t r i a l  type mater ia ls  whcn subjected to 
high shock p res su res .  
The presence of small cavities in the 
Also, the fact that i t  
Notice also thc \vcll developed 
Thcse appcar  to be 
Figure 14 is a rock photographed by Luna IX; 
Figure 15 is a composite photograph of a rock photo- 
graphed by Surveyor I. Thcse rocks appear  to be 
s imi l a r  in their  formation, i. c. , vcsicular.  Also,  
cacti rock hiis clefitiitc clcavagc plnncs,  and both 
appcar to bc rcs t ing  on ;L frothy o r  a finc-grained 
sur face .  
Survcyor I photographic niissioti, one can postulate 
that thc two su r faccs  arc composed of the s a m e  
finc-grained ma te r i a l s ,  and not the highly vesicular 
sur face  which appca r s  to be indicated by the Luna 
LY photographic data. 
13y using the information obtained by the 
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FIGURE 13. JAUNAR ROCKS 
IV. CONCLUSIONS 
Based on the data f rom Surveyor I and Luna M 
data ,  a realistic model which represents  the areas 
in which these two spacecraf t  landed is as follows: 
1. The basic m a r e  surface at each site i s  
covered by a layer  of fine-grained material. 
2. Based on the distribution and s ize  of c r a t e r s  
and blocky mater ia l s  seen lying near  the Surveyor I 
s i te ,  the depth of the fragmental layer  is estimated 
to be at  least 1 to 15 m. This fragmental layer  will 
be composed of both very small-grained mater ia l  
and la rge  block s ize  mater ia l ,  i. e. , a conglomerate 
of mater ia l s  resul t ing from ei ther  meteoroid o r  
volcanic ejecta. 
Without the excellent detailed information obtained 
f rom the Surveyor I photographic data, it would not 
have been possible to establish that the lunar surface 
a t  the Surveyor I site was indeed composed of fine- 
grained mater ia ls .  
been established by the Luna IX photography. 
These data do not appear to have 
In the interpretation of photographic data per- 
taining to the texture of mater ia l  on an extrater-  
res t r ia l  surface,  one must  understand the photo- 
graphic data limitations (different illumination levels ,  
different film character is t ics ,  different photometric 
functions, camera and data transmission subsystems 
character is t ics ,  etc. ) before one can make a valid 
interpretation of the mater ia ls .  
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CONSIDERA TIONS AND PHILOSOPHY OF GROUND WINDS CRITERIA FORMULATION
By
William W. Vaughan
SUMMARY
The various practical design and operational
considerations involved in establishing ground winds
criteria for aerospace vehicle developments are
presented. The concept of exposure period proba-
bilities in terms of risk to vehicles exposed to wind
level; the afternoon winds usually contain higher
velocities than those in the early morning hours, and
the distributionof obstacles (trees, buildings, etc.)
contribute significantlyto flow conditions at a spe-
cificplace. However, even these relatively simple
thoughts are overlooked in design or operational con-
siderations.
loading during operations 18 considered. Applicatio,Ls
of extreme value statisticsto wind design criteria
and the use of spectral methods to represent the time-
dependence structure of ground winds are discussed.
Future needs for inputs in vehicle designs are out-
lined in the discussion.
I. INTRODUCTION
The principal purpose of all ground wind criteria
is to provide a description of the ambient wind en-
vironment, such that, when employed with other in-
puts to space vehicle and supporting structural design
problems, a design which will be acceptable for
operational use is produced. The first thing that must
be recognized is that the wind criteria, although im-
portant, are but one of the many inputs and consid-
erations that must be taken into account in establishing
the design strength of a structure. It is, therefore,
important that the users of these criteria work as a
team with the developers of ambient ground wind
models. Such a relationship helps to insure a phys-
ically realistic model and a practical and usable
structural design.
This paper presents some considerations involved
in establishing ground wind criteria, mainly from the
atmospheric input viewpoint. From this presentation
perhaps there will develop a basis for discussion of
the subject which will promote an overall under-
standing of the current thinking and produce a con-
sensus of direction for future activity.
Everyone concerned with this subject is well
aware of the fact that ground winds (< 150 m) are
phenomena that vary in space and time. The following
generalizations may be made: The longer term sta-
tistical analysis for most locations will show an in-
crease in wind speed with height for a given risk
In general, as many potential natural environ-
ment problems as practical should be designed out.
This broad remark needs to be qualified since, from
a risk viewpoint, for every measured ambient ex-
treme there exists a finite probability that it will be
exceeded. So there is no such thing as being 100
percent sure. Therefore, the ability or necessity
to "design out" a potential natural environment prob-
lem depends on the trade-off between many things
like cost, operational constraints, confidence in de-
sign approach, acceptable risks, etc. There is no
single "right" answer to this problem. However, in
some cases it appears to be controlled by one prin-
cipal design input, money. This is illustrated by a
case in which available money for a structure was
equated to tons of steel which, in turn, was related
to wind speed. Instead of deciding what risk would
be acceptable and then selecting the wind speed, etc.,
the final design risk level was apparently arrived at
by using the money available for the project.
Another aspect of this subject is the predicta-
bility of ground winds relative to design considerations.
This question always arises whenever someone either
has made a mistake in his design and it is too late to
change, or he finally realizes that a 0.1 percent de-
sign risk does not mean he will not lose his vehicle
tomorrow afternoon. This latter point is illustrated
by a case where a design engineer stated that he
wanted a 0. 1 percent risk wind criteria with a 150
percent assurance that it would not be exceeded in an
operational situation.
With the exception of a few rather well defined
situations, it is impossible for present day weather
forecasters (specialized or otherwise) to predict
accurately peak ground winds. By accurately it is
meant that one would, with a high degree of confidence,
leave a space vehicle known to be incapable of with-
standing any wind above 25 knots standing during an
afternoon thunderstorm based on a weather forecaster's
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• predictionofa22-knotpeakwind. Forcertainwell
developedatmosphericsituations,i.e., hurricanes,
coldfronts,squallines,andnortheasters,theoc-
currenceof theseventscansometimesbepre-
dictedafewhoursor adayinadvancetopermit
protectiveaction.Butevenhere,noaccuratepre-
dictionofthepeakwindis possiblein thesense
mentionedearlier. Themessageintendedis this:
Whenonemakesadesignwhichis dependentona
windprediction,considercarefullytheelementof
increasedrisk.
IT. DESIGN AND OPERATIONAL
C ONSIDERA TIONS
Figure 1 provides a brief list of some con-
siderations that should go into establishing ground
wind criteria. It is rather obvious that the ground
responses to similarly complex forcing functions, as
represented by wind inputs, for future application.
The transition from the latter to the former should
be made with due and deliberate consideration for
the overall project impacts and consequences.
Wind loads criteria which have been established
for buildings and other civil structures are used in
the design of ordinary structures. The space pro-
gram, however, has unusual structures in terms of
size, shape, and utility; the Vertical Assembly
Building and the Saturn V space vehicle are prime
examples. The established engineering building
codes are not directly applicable for the design of
these structures. Once the considerations in Figure
1 can be accommodated or reasonable estimates in-
ferred, wind criteria for initial analysis can be
established. Design wind criteria cannot be estab-
lished satisfactorily until the total engineering prob-
lem has been analyzed.
I. OPERATIONAL CONDITIONS [LOCATION, UTILITY. ETC.} OF STRUCTURE
2. ACCEPTABLE RISK LEVEL " DESIRED LIFETIME
3, RELATIVE UNCERTAINTIES IN OTHER DESIGN INPUTS AND ANALYTICAL PROCEDURES
k. ABILITY OF DESIGN PROCEDURE TO ACCEPT WiND CRITERIA MODELS
5. DESIGN DATA REFERENCE PERIOD
6. AVAILABLE BASIC WIND STATISTICS
7. PHYSICAL REPRESENTATIVENESS OF MODEL[S)
8. WIND CRITERIA - INEEGRAL OR SEPARATE PART OF DESIGN PICTURE
9. RESEARCH VERSUS PROJECT REQUIREMENTS
I0. COMPOUNDING OF SAFETY FACTORS
II. STRUCTURAL CHARACTERISTICS OF VEHICLE
_2. CONSEQUENCE OF A FAILURE
FIGURE 1. SOME PRACTICAL CONSIDERATIONS
INVOLVED IN ESTAB LISHING CRITERIA
wind criteria immediately become an integral part
of any design problem. They cannot be developed
independently of the application. Before more is
said, however, it should be understood that atmos-
pheric physicists have been concerned with the be-
havior of ground winds for many decades. Volumes
have been written on the subject, but there stillis
no universal model or criteria of ground wind be-
havior.
Most of the considerations itemized in Figure 1
are self-explanatory. Item No. 9 should be stressed.
Here, one should make a rather clear distinction
between the needs of projects for consistent design
inputs, often of a somewhat simple nature, and re-
search studies endeavoring to relate complex vehicle
III. CURRENT DATA
Sufficient statistical records on ground winds
exist, at best, only for some given height. These
are the regular observations made by the USWeather
Bureau and other organizations with similar in-
terests. Unfortunately, these measurements were
not made for space vehicle design use and, therefore,
no special care has been exercised in producing the
records beyond the normal weather forecasting and
operation needs. Since it takes many irreplaceable
years to acquire a usable record, we are forced to
interpolate, extrapolate, theorize, and otherwise
guess at sufficient additional information to establish
even the simplest criteria relative to risk.
One of the older methods used to establish
structural wind criteria consisted of taking the
largest wind speed (measured or assumed) for a
location, and then in some cases doubling the value.
Until rather recently, few, if any, vehicle designs
considered anything other than a single wind speed
for all heights regardless of location. Insofar as
gust considerations are concerned, this appears to
be a complicated input for design, even in the sim-
plest form of description. Apparently most actual
vehicle designs employ a peak wind as a steady force
and then include a design allowance for dynamics,
vortex shedding, etc. Use of various relatively
sophisticated input models, such as power spectral
relationships, still suffers from concern over
spectral description representativeness, response
characteristics of vehicle, and acceptable analytical
models.
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Two reports and the references thereto provide
a relatively good background on what ground wind
data are available relative to current-day use as
criteria: NASA TM X-53328, Terrestrial Environ-
ment (Climatic) Criteria Guidelines for Use in
Space Vehicle Development, 1966 Revision, [ 1] and
the Air Force HandbookofGeophysics and Space En-
vironment, 1965 Revision [ 2].
IV. EXTREME VALUE WIND ANALYSIS FOR
CRITERIA*
is valid}, the number of trials (desired lifetime),
N, within which recurrence is likely, can be ex-
pressed, for various probabilities, in terms of per-
centages of the design return period, T d, as
T d
N = -- , (i)
R
where R is any positive number; i.e. , R is the per-
centage of the desired lifetime, N, which will give
the design return period, T d.
Statistical methods are acquiring an increasing
role of imp0rtance_jLthe,_phy._i_l science_
statistical analysis of wind is very difficult, because
of the extreme variability of this atmospheric element
in time and space.
and
The theory of extreme values proposed by E. J.
Gumbel[ 3] is one of the most efficient methods
presently available for the analysis of extreme winds
and the resulting definition of design criteria for
structures affected by strong winds.
The strongest wind a structure may encounter
in its lifetime is very difficult to determine. Wind,
more than any other atmospheric element, varies
so widely in time and space that none of the many
estimates of "design wind" have been found to be
completely satisfactory. Classical statistical
methods, which usually concern average values, are
not adequate when the variable of interest is the
largest (or smallest} in a set of observations. For
many years engineers have used extreme values of
wind speed in various forms to determine design
wind pressures and loads. Often the design wind
was defined simply as the highest speed ever re-
corded at a particular station. It was soon discovered
that the value of this extreme depended on the length
of record, which varies from station to station. The
variation of the single extreme is so large that it
provides only an indication of what the design wind
should be. It is at this point that the theory of
extreme values developed by E. J. Gumbel may be
introduced.
Now let
P =_bability nf th¢_event net occt'_rringin
any of N trials.
P_ = probability of the event occurring at least
once in N trials.
We now introduce the concept of calculated risk, U,
which is equal to P1 above. Now,
and
p = (i- T_ )N (2)
U = P, = i - (t- T-_ )N (3)
Substituting Td/R for N from equation (l) into
equation (3), we have
i Td / R "--------_ -t/R
U =Pl=l- (l-_dd) Td_ _ l-e
(4)
Thus, Td may be obtained as a function of cal-
culated risk. By plotting the range of U, O__< U <__I,
versus various values of R, equation (4) gives us
Figure 2 as a convenient method to obtain the value
of R for any level of calculated risk, U.
Example:
For a wind whose design return period* ".' , Td,
is greater than 10 (so that the Poisson approximation
Suppose we are given that a certain structure
requires a desired lifetime of thirty days with a
* This section was contributed by Mr. L. Falls, MSFC, R-AERO-YT.
* * Average interval between recurrences of an event in a particular series of trials.
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FIGURE 2. R EXPRESSED AS A FUNCTION OF
CALCULATED RISK, U
calculated risk of being destroyed by extreme winds
of five percent. We are required to find the average
time interval between recurrence of a critical wind
and the corresponding critical wind value.
The data sample used for this exampLe is the
serially complete peak wind speeds at the surface
(10 meter reference height), Cape Kennedy, Florida,
for all months, February 1950 to December 1964.
Figure 3 is the extreme value plot of these data with
a sample size of N = 179 months. Thus, given
N = 30 days = desired Lifetime
U = 0.05 = calculated risk.
Find:
Td = design return period
W _','-= critical wind.
From Figure 2, for U = 0.05, we have R = 19.5.
Now from equation (1),
T d = RN = 19.5 × 30 = 585 days = 19.5 months.
FIGURE 3.
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Enteringtheextreme-valuegraph,Figure3,
atareturnperiodequalto 19.5months,weread(ontheleastsquareslineAB)acorresponding
criticalwindspeedof W* = 52.5 knots.
Following are several values of Td (in months)
and W* (in knots) corresponding to the indicated
values of N for a calculated risk U = 0.05.
N 30 Days 60 Days 90 Days
Td 19.5 39.0 58.5
W* 52.5 57.2 60.2
The derivation of the extreme value distribution
is a theoretical procedure as opposed to empirical
methods used by many engineers who believe that
everything should be "normal" and whatever turns
out not to be so can be made "normal" by a trans-
formation. This is not true or practical in this
situation.
No theory can explain all observations for which
it is the proposed statistical model. The conditions
for the use of the theory are not always fully satisfied
by the observations. Therefore, certain areas of
nonagreement must occur between theory and ob-
servation. This cannot be considered as a failure of
the theory.
A combination of probability theory and Gumbel's
recent theory of extreme values provides a theo-
retical method for analyzing and interpreting a
random variable such as wind speed.
The basic theory of extreme values involves the
development of a theoretical function for the proba-
bility that a given extreme value will not be exceeded
by any of a large set of extremes. Observed ex-
tremes are fitted to this function by a least squares
procedure, and the assumption is made that the
sample of observed extremes is large so that limiting
values can be used.
Several "caiculated risks" were computed using
the extreme value criteria. These calculated risks
were compared to "exposure period probabilities"
[4] which represent the empirical relative frequency
of occurrence of the event, W* . The results were
as follows for the indicated values of N = desired
lifetime and W* = critical wind.
N
W ',_ = 40.2 knots W".' = 59.2 knots
30 days 30 days 90 days 30 days :60 days 90 days
0.240 0.400 0.550 0.020 0.039 0.060
0.245 0.400 0.520 0.020 0.043 0.068
Calcu-
lated
Risk
Ex-
_posure
Period
Proba-!
bility
As shown by the above table, the agreement be-
tween the theory of extreme values and the empirical
"exposure period probabilities" is very close for the
selected sample. Thus, we may conclude, from a
limited number of trials, that the "goodness of fit"
between theory and observations is very good.
* This section was contributed by Mr. George H.
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V. GROUND WIND PROFILE AND SPECTRAL
REPRESENTATIONS':-"
During the design and fabrication stages of
launch vehicles, the design engineer must be cognizant
of the final weight of the launch configuration so that
unnecessary weight penalties are avoided. Because
the ground handling equipment will remain behind
on the ground at launch, the present design philos-
ophy, in the industry, is to design the auxiliary
ground equipment to attenuate and alleviate some
loads caused by the gTound winds, ttowever, it is
conceivable that ground handling equipment may have
to be so sophisticated that to provide this capability
will be impractical. Thus, it is imperative that the
ground wind environment be defined in usable
engineering terms as accurately and precisely as
possible so that the engineer need not overdesigm the
ground handling equipment and the space vehicle
structure. This is especially true if the space ve-
hicle is required to withstand ground wind loads if
the ground handling equipment cannot be designed to
completely alleviate or attenuate the entire design
ground wind loadings. Thus, the purpose of this
section is to discuss the philosophy employed in the
development of design criteria in the context of the
ground winds problem.
The types of ground wind desigm criteria may be
conveniently divided into two categories, mainly, the
quasi-steady and unsteady properties. The quasi-
steady characteristics produce steady drag forces
which cause bending and an oscillatory lateral loading
perpendicular to the wind direction which is a con-
sequence of yon Karman vortex shedding. Thus, it
is important that the ground wind design criteria
reflect the coupling between these wind characteristics.
The unsteady characteristics will cause the launch
Fichtl, MSFC, R-AERO-YE.
'vehicleconfigurationtoexperienceoscillatory
bendinginboththedragandlateraldirections[5].
However,onemustbearinmindthattheeffects
producedbythesewindcharacteristicsarecoupled.
Forexample,it appearsthatthemechanismforthe
vortexsheddingproducedbythesteady-statewind
is controlledbytheunsteadycharacteristics(turbu-
lence)whichproduceoscillatorydeflectionsinboth
thedragandlateraldirections.Inthepast,ground
winddesigncriteriahavebeenpresentedin theforms
ofdiscreteprofilesandspectra.Intheremainder
ofthissection,thesetypesof criteriawillbedis-
cussedin thecontextofdefiningtheunsteadywind
withaviewtowardeterminingthefutureneedsfor
spectraltypeandrelateddesigninputs.
A. WINDPROFILESREPRESENTATION
Oneoftheprimarygoalsofatmospheric
researchconcerningtheatmosphericboundarylayer
is toestablishananalyticalrepresentationfthe
windprofile. Researchershavefoundthatthe
analyticalformofthewindprofiledependsuponthe
stabilityconfigurationoftheboundarylayeras
manifestedbytheRichardsonnumber,thepressure
gradientandCoriolisforces,andtheverticalheat
fluxesandReynoldsstressesthatresidewithinand
ontheboundaryof theatmosphericboundarylayer.
Accordingly,theliteratureaboundswithprofile
equationsthataccountfor someorall oftheseef-
fects. Forexample,in thesurfaceboundarylayer,
thelogprofileisvalidinneutralair [6], thelog-
linearprofileduetoMoninandObukhovis validfor
nearneutralconditions[7], andthediabaticwind
profilesduetoPanofsky[8] andDeacon[9] are
validinunstableaswellasinstableair. Onthe
otherhand,in thespirallayerwheretheReynolds
stressesareofthesameorderof magnitudeasthe
pressuregradientandCoriolisforces,thetheory
first duetoEkman[6] andrecentlyexpandedby
Blackadar[10] is applicabre.
At thepresenttime,however,it appearsthat
theempiricallyderivedpowerlawis theprimary
windprofilethatisbeingemployedfordefining
groundwindprofileenvelopesfordesigncriteria
application.It is givenby
u = uI (5)
where u is the wind speed at height z, u1 is the wind
speed at the reference height zl, and p is a non-
dimensional quantity which depends upon the surface
rotfghness, the wind speed, Richardson number, and
perhaps other parameters. The exponent p is usually
represented as a function of wind velocity at the
reference level. Figure 4 shows p as a function of
u 1 for the reference height z 1 based upon data ob-
tained at Cape Kennedy, Florida, White Sands
Missile Range, New Mexico, and BrookhavenNational
Laboratory, New York [ 11]. The apparent reasons
for the popularity of the power law as compared with
the more theoretically acceptable profile equations
mentioned above are twofold. First, the power law
fits envelopes of wind data observations over a wide
variety of meteorological conditions. Secondly, the
power law may be applied to wind data with relative
ease, which one does not enjoy with the other profile
formulas.
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At most launch sites there are insufficient wind
data in the vertical to perform statistical studies for
constructing wind profile envelopes. Accordingly, a
stable statistical sample must be constructed by
supplementing the existing single height climatological
sample with wind profile data from other observation
sites. If the power law profile is employed, wind
measurements at any height may be transformed to
any other height so that the wind data may be com-
bined consistently for design use. Upon establishing
this sample, one may then determine the statistical
distribution of u 1 at the reference level, and con-
sequently construct the associated wind profile
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envelopes of the quasi-steady-state winds with the
aid of equation (5}. An obvious uncertainty in this
procedure is that the resulting wind envelopes may
not necessarily correspond to the true wind envelopes
that would have resulted from using the actual wind
data if they had existed.
In addition to providing wind profile envelopes
of the quasi-steady wind field, it is equally important
to define a design gust configuration for each enve-
lope. At the present time, the philosophy for de-
veloping this type of criterion is to treat the gust as
acting over the complete length of the vehicle. This
supposedly provides the most detrimental gust
loadings and reduces the problem of developing de-
- _lgn criteria o ovl lng gus ac oYs-an__(_
gust acceleration times. The gust factor G is de-
fined as follows:
U
max
G _ _ ,
u
where fiis the mean wind and u is the wind speed
max
associated with the peak gust. It is known that the
gust factor is a function of the steady-state (mean)
wind speed, the length of time used to obtain the mean
wind, the prevailing stability conditions, terrain
features, and height. The design gust factor adopted
by Marshall Space Flight Center is i. 4, and the as-
sociated time for the wind to accelerate from the
quasi-steady state to the peak wind condition is 2 sec.
These criteria appear to be in agreement with the
results of Mitsuta [ 12].
B. SPECTRAL TY15E REPRESENTATION
i. Atmospheric Turbulence. As discussed
previously, gust loading data are currently defined
in terms of a steady-state wind profile, a gust factor,
and the time it takes for the gust to obtain its max-
imum amplitude. However, to account for the inter-
action of the atmosphere with the launch vehicle in a
more comprehensive manner, power spectral methods
may be employed. In this case, design gust load in-
puts must be defined in terms of spectra. Spectral
methods are not new in the aerospace industry, for
one needs only to glance at the literature concerning
aircraft gust response to see that spectral methods
have enjoyed wide popularity. Particularly note-
worthy is the work of Press [ 13] , Lappe [ 14] and
Pritchard et al. [ 15] with regard to defining spectral
gust inputs for aircraft design. Bohne (Sissenwine
and Kasten, [ 16] ) has shown that the spectral methods
which are now frequently employed in the determina-
tion of aircraft flight gust loads are useful in the
analysis of the nonlinear ground wind drag problem.
Wind spectra are obtained from both tower and
low flying aircraft measurements. The aircraft
observations yield spectra for various horizontal
directions along the flight path of the plane, while
tower measurements give Eulerian spectra that are
represented as space spectra by using the Taylor
hypothesis. In recent years, this hypothesis has
been the cause of much discussion; however, Lumley
and Panofsky [ 17] have concluded from a survey of
the available information that it appears that the
Taylor hypothesis is generally applicable except for
the low wave number components associated with
vertical velocity fluctuations.
At the present time, only a limited amount of
low level turbulence spectra exists. Thus, re-
searchers have been able only to fix the general
shape of the longitudinal spectrum, while the shape
of the lateral spectrum appears to be even more
elusive than that of the former. However, in the
limit of small wavelengths or high frequencies, the
spectrum of the lateral and longitudinal components
varies approximately to the -5/3 power of frequency.
The present method employed for determining the
analytical forms of spectra from turbulence data is
essentially trial-and-error fitting of assumed
analytical forms to data, with intuition and theory to
serve as a guide. In general, the analytical forms
of the spectra are chosen so that for large frequen-
cies they possess the -5/3 behavior which is char-
acteristic of the inertial subrange first predicted by
Kolmogorov [ 8]. However, it appears that the major
effort toward defining spectra for vehicle response
studies has been expended in the area of defining a
longitudinal design spectrum. This apparently is
caused by the fact that, only until very recently,
there has been little need for lateral spectra in ve-
hicle response problems. In the case of long_tudinal
spectra, the normalizing parameters that occur in
the analytical representation are based upon similarity
conside rations.
Henry [ 18], who has examined wind spectra
associated with a range of stability conditions, has
found an altitude dependence as indicated by the
similarity theory, ttowever, it appears that the
present state of the art of the methods employed in
spectral response studies of vertically erect launch
vehicles does not have the degTee of sophistication
necessary for using design spectra which depend upon
altitude. Thus, the analytical representation of the
longitudinal spectrum due to Panofsky [ 17] and based
upon the strong wind spectra compiled by Davenport
[ 19] may develop to be an appropriate type spectral
input for response calculations, ttis analytical re-
presentation is independent of z and is given by
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a)q5(w) = 4u;'fl 900
1+ (900_)5/3 ' (6)
where _ = w/ut0 , ul0 being the wind speed at t0 m
and u* is a constant for the particular location during
high wind. The MKS system of units is being employed
and w has the units of cycles sec -1. Figure 5 shows
(pw (_)) /u_'. -'2 as a function of _2. Two wind profile
parameters, namely, u* and ul0, occur in this re-
presentation of the longitudinal spectra. These
parameters serve to couple the spectrum of turbulence
and the wind profile, thus permitting the atmospheric
scientist to define the steady-state wind profile and
the associated spectra consistently. Even though
this seems to be a logical development, it should be
verified for a specific location.
2. Isotropic Turbulence. It is common practice
in launch vehicle response studies to use the longi-
tudinal spectra of isotropic turbulence due to Dryden
[ 20] and yon Karman (Pitchard et al. , [ 15]) as a
representation of atmospheric turbulence. In the
case of the Dryden spectrum it is given by
_(_) = 2(_2 L 1
[[ 1 + L2_ 2 (7)
where a 2 is the variance of the longitudinal com-
ponent of the turbulent fluctuations, L is the scale of
turbulence, and _ is now equal to _/u , u being a
o o
quasi-steady characteristic wind speed. Figure 6
shows a plot of this spectrum in dimensionless
variables. Usually the variance a2 is determined by
integrating the above expression over all frequencies
and comparing the resulting relationship with the
corresponding integral of experimentally determined
spectra. The major difficulty with using the isotropic
turbulence model is the specification of the scale of
turbulence, which in reality varies, as noted pre-
viously, with height in the atmospheric boundary
layer and thus takes on a variety of values ranging
from approximately 10 to 350 m. For example,
Webb [ 2/], who has analyzed correlation functions
of atmospheric turbulence, suggests that the scale
of longitudinal turbulence is proportioned to the
square root of the height, while Panofsky and Singer
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[ 22] have recently suggested a two-thirds power
dependence upon height.
Frequently in response calculations, the tur-
bulent portion of the velocity field is assumed to vary
randomly in time but uniformly over the complete
length of the vehicle. It is possible that such a
procedure could yield extremely conservative esti-
mates of the vehicle's response. However, this
simplification reduces the problem of specifying a
spectral ground wind input to only defining a longi-
tudinal power spectrum as discussed previously.
Recently, there has been some interest in expanding
response calculations to include the correlation
between horizontal wind gusts in the vertical. The
procedure is to assume that atmospheric turbulence
is locally homogeneous and isoWopic so that the
cross spectra between like components of the wind
depend only upon the distance between the correlated
velocity components. In view of the assumption of
isotropy, the cross correlations between unlike ve-
locity components vanish and the quad-power of the
spectrum associated with the correlation between
the like components of velocity is zero for all fre-
quencies. Particularly noteworthy is the extension
of Hanbolt's work [ 23] by Reed [ 24]. Reed developed
analytical expressions for the cross correlation
functions for the horizontal, lateral and longitudinal
components of turbulence by assuming that the pat-
terns of turbulence are frozen into the fluid and
convected at the rate of the mean wind speed for the
case of isotropic turbulence as observed in a wind
tunnel.
The popularity that the isotropic turbulence
model has experienced in the aerospace industry may
be attributed to its relatively simple mathematical
form, as well as to the philosophy contained in the
phrase "since so little is known about atmospheric
turbulence, why not use the isotropic turbulence
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_nodel which has proven itself in the aircraft in-
dustry. " Although this philosophy may have been
acceptable in the past, it may not be justified in the
future when response calculations become more
sophisticated, especially in view of the knowledge
that has already been accumulated concerning at-
mospheric turbulence.
VI. FUTURE OUTLOOK
In coming years, we may reasonably expect that
design loading calculations with regard to ground
wind inputs will become more sophisticated as ex-
perience is gained. It is thus imperative that the
atmospheric scientist anticipate the future require-
ments for ground wind design inputs on the part of
the design engineer. Currently, this calls for no
less than a complete description of (1) the time
dependent structure of the wind field, (2) the quasi-
static wind field, and (3) the interactions and inter-
relationships of these two portions of the wind field.
Clearly, the atmospheric scientist will have to work
in close coordination with the design engineer so
that the appropriate decisions can be made regarding
the processing of wind data.
In addition to considering loads upon vertically
erect vehicles, consideration must also be given to
the possibility of other modes of launch. For example,
horizontally launched vehicle configurations are being
considered. This type of configuration is envisioned
as being launched with the aid of a launching sled.
Before the launch vehicle initiates flight, it may ex-
perience severe loadings caused by horizontal gusts
while attached to the sled. Upon initiation of flight,
the vehicle will experience a combination of wind
loads due to vertical and horizontal gusts, as well
as loads due to the mean wind profile while penetrating
the atmospheric boundary layer. Accordingly, in-
formation will be needed about the horizontal as well
as the vertical distribution of turbulence. Fortunately,
a body of information exists concerning aircraft wind
gust loading.
Another future problem area concerns vehicle
booster recovery. As vehicle boosters increase in
size, the cost of one-shot booster operations could
become prohibitive, and it is conceivable that booster
recovery operations will become common practice.
Accordingly, the engineer will have to consider the
problem of structural fatigue. This means that, in
addition to spectral type ground wind inputs, there
could be future need for exceedance probability
models of atmospheric turbulence for space vehicle
applications.
In developing any type of wind input for vehicle
response and loading calculations, the ideal situation
would be to have available a large body of existing
data which will yield statistically stable results.
However, in the case of wind spectra, one does not
have available a statistical sample of spectra that
a statistician would call stable. Thus, the atmos-
pheric scientist must turn to other sources of data
and develop design spectra in an indirect manner.
At the present time, the only ground wind data that
exist in large quantities are the surface wind records
obtained for given heights at US Weather Bureau and
military weather stations. Through our present
knowledge of the wind profile, these data may be
extrapolated into design wind profile envelopes. Thus,
the question that remains is how do we specify
spectral type inputs based upon wind profile statistics?
It is apparent that the atmospheric scientist must
establish the intimate relationships that exist be-
tween the wind profile and atmospheric turbulence
by performing extensive field experiments. Hope-
fully, upon establishing these relationships, design
spectra could then be prescribed, based upon a
statistically stable sample of hourly wind observa-
tions. At the present time, this procedure is being
followed on a very limited scale.
In addition to specifying spectral type inputs, it
appears that there will also be requirements for wind
inputs that depend explicitly upon the time. Recently,
it has been suggested that the undulatory character-
istics of the wind profile, both in magnitude and more
so in direction, could significantly affect the yon
Karman vortex shedding mechanism. Thus, it is
likely that information about the unsteadiness of the
so-called "steady-state" wind profile will be needed
in the very near future. It will be equally important
to give some consideration to the development of a
comprehensive discrete gust model. Such a model
is envisioned to give statistical information about
the shapes of discrete gusts both in the vertical and
in time, in addition to information about gust ex-
ceedance probabilities.
A continued need will exist for better and more
representative expressions of risk relative to ground
wind exposure problems. In particular, the need to
establish theoretical statistical models which may
be employed without risk of change in the design
values established therefrom, when another year or
two of measurements become available, is apparent.
Since the ground wind loads problem is, from a
natural environment viewpoint, only one of many
interrelated input problems, it is likely that in the
future we will see more emphasis on the "total" de-
sign problem of a space vehicle incorporating the
multitude of interrelationships to formulate a design
relative to an overall system risk.
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ON DYNAMIC RESPONSE OF A RECTANGULAR PLATE TO A
SERIES OF MOVING LOADS
By
Frank C. Liu
SUMMARY Symbol Definition
r
This paper deals with an elastic rectangular
plate with all edges clamped and subjected to a series s
of evenly spaced moving loads. Two types of loads
are treated; one a unif - " " - ,-- t-
over a fractional length of the plate and the other, an
impulsive load. The loads are assumed to be uniform
across the plate. The solution of the partial dif-
ferential equation of vibration of plate is assumed in
the form of a double series with the generalized co-
ordinates solved by using the Laplace transform
method. Viscous damping is included.
x, y
n
Based on a two-term approximation, the steady-
state dynamic response of the plate is obtained in _n
analytical form from which the upper bounds of the
maximum deflection and maximum bending stress
are formulated. Numerical examples are given to P
illustrate the effect of thickness of plate, aspect __
ratio and velocity of loads on the dynamic reslx)nse.
Three types of resonance conditions are derived.
= a/b, plate aspect ratio
Laplace transform variable of t
DEFINITION OF SYMBOLS
%
n
t_ne variable
coordinates of plate
damping factor
eigenvalues of a clamped-clamped beam
(X 1 = 4. 7300 = 1. 50567r, _2 = 7. 8532
- 2. 49977r)
=c_ /_
n n
mass density of plate
time interval between two consecutive
loads
= w /T, natural frequency of plate
n
Symbol Definition
I. INTRODUCTION
a length of plate
b width of plate
velocity of moving loads
D = Eh3/12(t - p2), bending stiffness of
plate
E modulus of elasticity
h thickness of plate
-L length of distributed loads
P0 intensity of load
We are concerned with the determination of the
dynamic response of an elastic, rectangular plate
subjected to a series of evenly spaced moving loads.
Two types of loads are treated, a uniformly distrib-
uted pressure over a fractional length of the plate and
the impulsive load. The latter is a limiting case of
the former when the length of the distributed pres-
sure becomes infinitesimal and the product of the
length and the intensity takes a finite value, I_0. We
can find some practical applications of this mathe-
matical model to acoustic problems or stress analysis
of a shell structure in an aerodynamic flow. We may
consider that the plate is an idealized panel of an
airplane wing or a skin panel of a large shell structure
while the moving loads resemble shock waves or
pressure disturbance originated from a noise source.
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If the loads travel at very high speed relative
to the plate, say at sonic velocity, it takes less than
one hundredth of a second for the load to go across a
plate. When this is in the same order of magnitude
of the period of vibration, resonance may take place
under certain relationships between velocity of the
loads and natural frequency of the plate. Further-
more, conditions of resonance may be related to
both velocity and frequency of the moving loads. We
are also interested in determining the dynamic re-
sponse of the plate at resonance conditions if the
viscous damping factor is known. To a structural
designer, all this information may be helpful for the
determination of the optimum aspect ratio and thick-
ness of a panel.
We shall limit ourselves to the assumptions
that the loads travel in one direction only and that
the space between two consecutive loads is greater
than the length of plate. For other cases the prin-
ciple of superposition of the present case may apply.
The coordinates and dimensions of the plate and loads
are shown in Figure 1. We shall begin our analysis
from the vibration of a rectangular plate with clamped
edges.
_r 6 .
°1. ' . .I
FIGURE 1. DIMENSIONS OF PLATE AND
MOVING LOADS
II. A NA LYSIS
A. EQUATION OF MOTION
The response of an elastic plate w(x,y,t) to
a dynamic load p(x,y,t) is governed by the vibration
of plate. For the convenience of manipulation, this
equation is written in the nondimensional form:
1
2,-_ (Wxxxx + 2r2Wxxyy + r4Wyyyy ) + wtt =p(x'y' t),
(1)
in which the subscripts x, y and t denote the partial
derivatives of w. The load function of the two types
of loads to be treated are
p(x,y,t) = P0 _ 5(t - x/c - kT)
k=0
for impulsive loads
p(x,y,t) = P0 _ [u(t-x/c- k_)- u(t-x----_L-kT)]
ak=0
for distributed loads where 5 (t) is the Dirac function
and u(t) is the unit step function. In the above equa-
tions the nondimensional quantities, denoted by un-
barred symbols, and their counterparts, denoted by
barred symbols, are related as follows:
w=_,/a, x='_/a, y= r_/a, r= a/b,
P0 = P0T2/ap h, L = L/a, t = _'/T, c = ET/a,
T= V/T, T = _]a4ph/DXl 4
_'1 = 4. 7300 (the first eigenvalue of a clamped-
clamped beam).
B. METHOD OF SOLUTION
Laplace transform with respect to variable
t is applied to equation (t); then, the solution of the
transform function is assumed in the form [ 1]
W(x,y,s) = _ _ Anm(S)dPn(X)_m(y),
n=1 m=l
(2)
where _b is the eigen-function of a clamped-clamped
beam [ 2]. The assumed solution satisfies the bound-
ary conditions along all edges. The differential
equation can be satisfied approximately, if we ex-
pand the middle term on the left-hand side and the
load function of equation (1) also in infinite series
in terms of _n(X)_m(y). Let us now add to the
equation of motion a viscous damping term of which
the damping coefficient is assumed to be enm_n(X )
_m(y). This leads to a set of infinite number of
simultaneous algebraic equations in the generalized
coordinates Anm (s),
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,a
(54 + r464m + enmS + s2)Anm
+ _ 2r26252. k .k .A. =
i,j=l i J m mj lj P°an(s)bm
5n =xn/kl' n,m= 1, 2
(3)
in which kni, kmj [ 3], an(S ) and bm are the coef-
ficients of eigen-function expansions.
Evidently, the expression of Anm (s) will be
cumbersome if a large number of equations are used
to obtain the solution ot equation (3), and the task of
finding their inverse Laplace transform will become
prohibitive. To serve the purpose of the present
study, a simple approximation which takes m = 1
and n = 1 and 2 is treated. The solution of All(s )
and A21 (s) can be obtained readily from the reduced
system of equations. Based on this approximation
we obtain the first two natural frequencies of the
plate
n n p h
n = 1,2 (4)
con = d54n + r4 + 262nr2kllknn
Note that k12 : k21 = 0. The nondimensional fre-
quencies co versus the plate aspect ratio are plotted
n
in Figure 2. To further simplify our solution of All
and A21 , we assume the damping factors for the first
and second modes are equal, i.e.,
C = ½e._l : _e22co2
and
_nd = co _- _2
n _
where Wnd are the damped natural frequencies of the
plate.
C. THE STEADY-STATE DYNAMIC RESPONSE
FOR IMPULSIVE LOADS
The steady-state solution of the dynamic
response for the case of impulsive loads, as derived
in Liu[4], is
W I
UJ 2
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FIGURE 2. NONDIMENSIONAL FREQUENCIES
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w(x,y,t) = P0bl
A
-r<t<O
2
_' (c/C°2n)[ _n (t_+gn (_)] _>n(X)_(Y)
n=l
(5)
and
Kz < t< (K+ 1)T.
K = 1, 2 ....
where
A
( I ) -cXtet(G -- i+ 2e._l
-_C0T
e
cosh _cor - cos codT
A
Feos(codt - _)
(6)
_(_= I x]2B sin(cXtA+r/) -T <_ < -T+ I/C
1 n . . ^
I_J2B[I-(-t) s:rAnl csc}e),nTSm(Cknt+V)
A
-T+I/C < t< 0 (7)
B = [ (I _ p2)2 + 4_2p2]-i
and
Un = Ckn/CO n.
The expressions of F, _ and _? which are complicated
functions of c, T, _, W and p are not presented here;
and the subscripts n have been removed from the
symbols in equations (6) and (7) for brevity.
The solution of the dynamic response for the
case of distributed loads is omitted here.
D. THE CONDITIONS OF RESONANCE
Three resonance conditions, i.e., conditions
that make the coefficient of any term in equations
(6) and (7) become unbounded when _ = 0, can be
seen easily.
1. Pn2= 1 or e = _n/kn makes F and B unbounded.
2. ½w r =kTror_-=2kTr/co (k=l,2 .... )
n n
gives cosh _ COT - COS O)dT = 0.
3. ½CknT = kTr or c_- = 2krAn leads to csC_knr=_o.
Condition 3 has Littlesignificance because of the
higher order of smallness of I - (-l)nsin), as a
n
resultof X _ ½ (2n + l)Tr. The criticalnondimensional
n
values of the velocity and period of traveling loads
plotted against aspect ratio are shown in Figures 3
and 4, respectively. These above conditions are
applicable also for the case of distributed loads.
4.0 I
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FIGURE 3. c,X ANDn-* VERSUS r
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THE UPPER BOUNDS OF MAXIMUM DE-
FLECTION AND MAXIMUM BENDING
STRESS
The maximum deflection and maximum
bending stress can be computed from equation (5)
 e test
denoted by A is determined. Determination of A
n n
is tedious; however, the upper bound of this quantity
can be written out readily. Thus, the upper bounds
of the maximum deflection and maximum bending
stress are
w",' = 0.02812
and
P0 a3
(A,_) (8)
o':< = 0. 4718 _°a2
h-----i- (AIS), (9)
respectively.
The relationships between _ versus Ay/A t and S
versus A 2/A I for various aspect ratios are presented
graphically in Liu [4].
It has been shown [4] that if c>> _ /), , w _:'and
n n
(_':'are independent of c, and that if c << w /h ,
n n
w* and a* are directly proportional to c. Plots of
w",' and (T,',,versus aspect ratio for the second case
are shown in Figure 4, while these plots for the
first case are given next, in the example.
F. EXAMPLE
data:
Let us consider a steel plate with the following
a = 0. 6096 m (24 in.
E = 20.67 N/m2(30xl06 psi)
_=0.1
p = 7855 kg/m 3 (15.24 slug/ft 3)
and the velocity of the moving impulses is in the
neighborhood of the speed of sound in a standard
atmosphere with 265 impulses passing the plate in a
second. Now we shall examine how the stiffness of
the plate affects the dynamic response by taking
h = 0.0254 mm(0.01 in.) and h =0.0803 mm(0.03162
in. ), respectively.
Case I. h = 0.0254 mm(0.01 in.)
From the given data, we calculated
T = 0.04186
_- = 1/265T = 0.09
c = _ T/a = 23.41
S S
where c is the nondimensional velocity of sound.
S
Notice that
c _ 0.01 (a/n)
S
for both steel and aluminum plates. The dynamic re-
sponses w _','and (_',<are computed for the three ve-
locities, c = 15, 20 and 25. The results show that
there is no noticeable difference for the three veloc-
ities since c >> _ /}, • The w".' and a':' are plotted
n n
versus aspect ratio in Figures 5 and 6.
Case II. h = 0.0803 mm(0.03162)
When we increase the thickness of the plate by
_'_-Otimes that of Case I, the values of T, c and Pn
are reduced to 1/10 of the values calculated in Case
I, and _- = 0.9. The dynamic responses w :','and a*
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calculated for c = 1.5, 2.0 and 2.5 (c s 2. 341 for
this case) are shown in Figures 5 and 6, respectively.
predominant factor; whereas, for small damping,
(b) is more significant, and item (c) can always be
disregarded.
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C ON C LUSION S
For a given frequency of the moving loads, the
effect of plate thickness, plate aspect ratio and ve-
locity of the loads on the dynamic response of a plate
is illustrated in Figures 5 to 6. These are some of
the interesting results that have been observed.
1. If c >> ¢0n/)_n, i.e. , with high velocity loads
moving on a thin plate, the dynamic response of the
plate is almost independent of the velocity.
2. If c << co /k , the dynamic response is
n n
directly proportional to the velocity.
3. The conditions of resonance at which the
greatest dynamic response occurs are (a) c=_ol/_. 1
and w2/k2, (b)-r= 2k_/_0 , and (c) ½c)_ _- = kTr. If
n n
the plate has large structural damping, (a) is the
4. The peaks of the curves shown in Figures
5 and 6 correspond to the critical values of c* or
"r* or both as given in Figure 3.
5. For small aspect ratio, r, the value of
A2/A 1 is small. This is an indication that the two-
term approximation used in solving equation (3) is
satisfactory. It is obvious that more terms are re-
quired to cope with the higher modes of vibration, if
r is large.
6. The dynamic responses w* and a':-" presented
here are the upper bounds; in reality, these values
could be considerably higher than the actual values.
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TECHNICAL MEMORANDUM X-53380
January 21, 1966
AS-201 LAUNCH VEHICLE DYNAMICS
ANALYSES (U)
By Elbert Sullivan, Dan MeN[el,
and Herschel Harmon
George C. Marshall Space Flight Center
Huntsville, Alabama
TECHNICAL MEMORANDUM X-53385
February t, 1966
EARTH ORBITAL LIFETIME PREDICTION
MODEL AND PROGRAM (U)
By Ann R. McNair and Edward P. Boykin
George C. Marshall Space Flight Center
Huntsville, A labama
ABSTRACT
ABSTRACT
This report contains the results of control and
collision studies performed on the AS-201 vehicle
from lift-off to S-IVB/Apollo separation. Post-
separation S-IVB maneuvers are also included.
The following prelaunch surface wind restrictions
are imposed on the vehicle: freestanding, unfueled,
13.9 m/sec;freestanding, fueled, 21.1 m/see;
launch release, 12.6 m/sec. (Unfuelcd and fueled
refer to the conditions that no propellants are in the
vehicle and all propellants are loaded, respectively. )
The probability of exceeding these peak winds in Jan-
uary is 0.026, 0.0005, and 0.062, respectively, and
for February these probabilities are 0. 063, 0. 0016,
and 0. 105.
In flight, wind speed limits have been established
based on the structural capabilities of thc AS-201
vehicle for the 5- to 18-km altitude region. The most
restrictive time point is 71 sec, which is nominally
when the maximum a • q product occurs. Wind re-
strictions based on this time point are 60 m/see tail-
wind, 40 m/see crosswind, 25 m/see headwind. Based
on these wind limits, the probability for launch in
January is 90 percent and for February, 86 percent.
Also, wind limits as a function of altitude are estab-
lished and the launch probabilities arc reduced to 86
percent for January and 82 percent for February.
Separation studies of S-I/S-IVB show that a no-
malfunctioning AS-201 vehicle will have sufficient
clearance and control through this phase of flight.
An analysis of S-IVB powered flight reveals no
control problems. Predicted APS (Auxiliary Propul-
sion System) fuel requirements to S-IVB/Apollo sep-
aration arc nominally 18.6 kg, and three-sigma con-
ditions increase this to 28.2 kg. This 28.2 kgis 51
percent of the available 55.3 kg of hypergolic fuel.
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An earth orbital satellite lifetime deck has been
developed and programmed in Fortran IV language
for the IBM 7094. The deck represents the develop-
mcnt of a sophisticated and accurate lifetime predic-
tion technique, which includes the effect of aerody-
namic drag and the nonspherical gravitational poten-
tial of the earth. The computer program can be used
to predict lifetime based on only a gross description
of the initial orbit and drag parameters, or based on
a very exact definition of the initial orbit and detailed
description of the drag parameters and their variations,
depending on the amount of information available. The
primary factor contributing to uncertainty in lifetime
predictions using this model is the atmospheric den-
sity. A very flexible model based on data from Dis-
coverer, Gemini, and Saturn flights has been estab-
lished. The primary unccrtainty remaining in this
model is prediction for future years of solar activity
behavior and its influence on density as a function of
altitude. As additional flight data and solar activity
observations become available, they may readily be
incorporated into the model, thus providing a rapidly
changing density model which insures the best repre-
sentation possible. Efforts to refine the models as
presently defined and to perform pertinent studies
in the lifetime area are continuing. This report rep-
resents only the present status of model definitions
and defines the computer program now in use.
TECHNICAL MEMORANDUM X-53386
February 1, 1966
A MONTE CARIA) PROGRAM FOR TRANSMISSION
PROBABILITY CALCULATIONS [NCLUDING MASS
MOTIONS (U)
By James O. Ballance
George C. Marshall Space Flight Center
Huntsville, Alabama
ABSTRACT
A Monte Carlo computer program which can be
used to calculate the transmission probabilities for
two cylindrical tubes in series is described, as well
as the technique of adding directed mass motion to the
random thermal motion of the molecules. The results
for a simple straight cylindrical duct are compared
to other solutions, and angle-of-attack effects are ex-
amined. Complex systems for which no adequate
solutions have previously been found are easily ana-
lyzedbythis method. The Fortran instructions are
listed along with a typical program solution.
TECHNICAL MEMORANDUM X-53387
February 2, 1966
THE EFFECT OF BENDING DYNAMICS AND
CONTROL GAIN ON THE BENDING MOMENT (U)
By Alberta C. King
George C. Marshall Space Flight Center
Huntsville, Alabama
ABSTRACT
ian aerodynamics for general analytical surfaces.
Much of the detail passed over there when dealing
with applications, together with a more thorough ex-
position of the general approach, is given in the pre-
sent report which, it is hoped, will be useful to those
who wish to actually work with the Newtonian method.
It ought to serve well in the high-Mach-number, low-
density phase of reentry flight. The lemniscatic body
chosen in the Research Review paper as an example
for calculating blunt-nose forces is replaced here by
a circular cone with spherical base cap, since this
configuration seems to command more immediate
interest.
TECHNICAL MEMORANDUM X-53398
February 23, 1966
SATURN I BLOCK II GUIDANCE
SUMMARY REPORT (C)
By R. A. Chapman
George C. Marshall Space Flight Center
Huntsville, Alabama
ABSTRACT
A response study was made using the Saturn 504
vehicle with the MSFC synthetic wind profile as the
forcing function. The effect on the bending moment of
the bending dynamics and various control gains was
noted. It was found that the bending dynamics con-
tribute greatly to the bending moment near the nose
end of the vehicle. Also, as the accelerometer gain
increases the overall bending moment decreases.
TECHNICAL MEMORANDUM X-53391
February 7, 1966
NEWTONIAN AERODYNAMICS FOR GENERAL
BODY SHAPES WITH SEVERAL APPLICATIONS (U)
By W. H. Heybey
George C. Marshall Space Flight Center
Huntsville, Alabama
ABSTRACT
The Aero-Astrodynamies Research No. 2 (NASA
TM X-53295) contains a succinct account of Newton-
One of the missions assigned to the Saturn I
Block II vehicles was flight testing the ST-124 iner-
tial guidance system. This is an analytic report of
the ST-124 platforms and associated hardware flown
on the six Saturn I Block IIvehicles, SA-5 through
SA-10. This report presents for each vehicle the
velocity component errors versus time for the total
powered flight, combinations of platform system
errors that would produce the velocity error pro-
files, and the velocity component error correspond-
ing to each platform system error.
TECHNICAL MEMORANDUM X-53399
February 23, 1966
THE LUNAR ATMOSPHERE (U)
By W. C. Lucas* and O. H. Vaughan, Jr.
George C. Marshall Space Flight Center
Huntsville, Alabama
*Northrop Space Laboratories, Huntsville, Alabama
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ABSTRACT By J. W. Cremin, W. M. Gillis and T. W. Telfer
A survey of the state of the art of lunar atmos-
pheric models is presented. Based on the results of
this survey, the authors conclude that the lunar at-
mosphere is extremely complex and that its com-
position and density probably vary locally and are
influenced by volcanic, meteoritic, and solar activity.
The major components of the atmosphere will prob-
ably be H2, H20 , At, He, Kr, and Xe. An engineer-
ing lunar atmospheric model (ELAM) is described.
TECHNICAL MEMORANDUM X-53401
February 24, 1966
RANGE SAFETY AERODYNAMIC
CHARACTERISTICS OF THE APOLLO-SATURN
IB VEHICLES (U)
George C. Marshall Space Flight Center
Huntsville, Alabama
ABSTRACT
Presented is the official launch vehicle reference
trajectory for the second manned Apollo orbital
flight of the Saturn IB, AS-205. The various launch
vehicle (S-IB and S-IVB stage), spacecraft, and
system constraints that have produced this trajectory
shaping are reported. The nominal launch vehicle
mission ls'_the injection of the command and service
module into an earth orbital ellipse of 85 nautical
miles perigee and 130 nautical miles apogee.
TECHNICAL MEMORANDUM X-53409
By Billy W. Nunley March 11, 1966
George C. Marshall Space Flight Center
Huntsville, Alabama
APOLLO LAUNCH WINDOW DISPLAYS FOR THE
YEARS 1967 THROUGH 1972 (U)
ABSTRACT
Aerodynamic characteristics of the Apollo-
Saturn IB vehicles are defined for range safety and
emergency detection system studies. Normal force
coefficient, axial force coefficient, and center of
pressure are presented for the first- and second-
stage flight configurations and first- and second-
stage aborted configurations. These data are defined
for power-on and power-off conditions at various
Mach nurmbers (0 - 8.0) as a function of angle of
attack (0 ° - 180 ° ). Aerodynamic characteristics are
also included for the S-IB stage plus interstage and
S-IB stage alone for the power-off condition. Drag
coefficient is defined for various stages, components,
etc., as a function of Mach number at various angles
of attack. Local normal force coefficient distributions
are defined at various Mach numbers ( 0.5 - 2.86)
and angles of attack (20 ° _< a <- 50 °) for emergency
detection system studies.
TECHNICAL MEMORANDUM X-53408
March 9, 1966
By Sam Walls and Scott Perrine
George C. Marshall Space Flight Center
Huntsville, Alabama
ABSTRACT
This document is intended as a quick reference
for mission planning purposes as to the availability
of launch windows using the Apollo Operational Nom-
inal Trajectory Ground Rules. The constraints used
in this document did not include the daylight launch
constraint; i. e., launches were considered at night
as well as day. This document covers a six-year
period beginning January 1967 and ending December
1972. The graphs show times of the day and days of
the month in which there are launch windows avail-
able for both direct ascent and parking orbit trajec-
tories.
TECHNICAL MEMORANDUM X-53410
March 14, 1966
AS-205 LAUNCH VEHICLE REFERENCE
TRAJECTORY (C)
STUDY OF POROUS WALL LOW DENSITY WIND
TUNNEL DIFFUSERS (U)
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ByK. W.Rogers,A. I. Lindsay
andM. R. Bottorff
ABSTRACT
Atheoreticalandexperimentalinvestigationwas
madeofaporouswalldiffuserusedwitha lowden-
sityhypersonicnozzle.TheReynoldsnumberrange
oftheexperimentvariedfrom1000to20,000based
onthenozzlediameter.AtthelowReynoldsnum-
bers,nearlyall oftheflowpassedthroughthepores
ofthediffuser.AtthehigherReynoldsnumbers,
70to 85percentoftheflowpassedthroughthethroat
ofthediffuser.Themeasuredpressurerecoveries
variedfrom1to10timesthetestsectionormal
shockpressure.Whenmodelswereintroduced
intothetestsectionstream,themassflowandpres-
surerecoveryofthediffuserweremarkedlyreduced.
Althought emodelusedtodescribetheflowthrough
theporouswallappearsincorrect,thetheoretical
andexperimentalpressurerecoveriesandmass
flowswereingoodagreement.
TECHNICAL MEMORANDUM X-53414
March 22, 1966
GENERAL FORMULATION OF THE ITERATIVE
GUIDANCE MODE (U)
By I. E. Smith
George C. Marshall Space Flight Center
Huntsville, Alabama
ABSTRACT
This report discusses the iterativeguidance
mode and its application to three-dimensional upper
stage vacuum flight. It is an inertialor closed
system mode in that the only inputs required after
liftoffare available from the onboard navigation
system. That is, the iterativescheme computes
steering commands as a function of the state of the
vehicle - velocity, position, longitudinalacceleration,
and gravitational acceleration - and the desired cut-
off conditions. The guidance commands are updated
each guidance cycle, using the updated state of the
vehicle. The iterativeguidance scheme is a path
adaptive guidance scheme in thatitwill retain its
optimization properties under all expected types
and magnitudes of vehicle perturbations without
any loss in accuracy at cutoff.
The terminal conditions for the iterative scheme
are defined by five quantities: radial distance from
the center of the earth, velocity magnitude, path
angle against the local horizontal, inclination of the
orbit plane to the equator, and descending node of
the orbit plane relative to the launch meridian. The
velocity will be forced to lie in a plane defined by the
inclination and descending node. The radius and
path angle will also lie in the same plane.
TECHNICAL MEMORANDUM X-53415
March 22, 1966
A LOW DENSITY WIND TUNNEL RESIDUAL GAS
MONITORING SYSTEM (U)
By W. W. Youngblood
George C. Marshall Space Flight Center
Huntsville, Alabama
ABSTRACT
A conceptual design was developed for a residual
gas monitoring system planned for monitoring the
composition of residual gases in the MSFC Aero-
Astrodynamics Laboratory Low Density Chamber
during low density wind tunnel experiments. The
residual gas analyzer chamber is designed to oper-
ate at pressures in the range of 10 -7 torr at the same
time the Low Density Chamber operates over a
pressure range of 10 -3 to 10 -7 torr. A unique design
concept is introduced for adjusting the conductance
for flow of the residual gases from the Low Density
Chamber to the residual gas analyzer chamber. A
movable circular conductance plate containing ori-
fices of various sizes will permit external adjust-
ment of the pressure within the residual gas analyzer
chamber in discrete steps while a test is in progress.
This concept is described in detail.
TECHNICAL MEMORANDUM X-53422
March 30, 1966
ESTIMATION OF PARAMETERS IN COMPOUND
WEIBULL DISTRIBUTIONS (U)
By Lee W. Falls
George C. Marshall Space Flight Center
Huntsville, Alabama
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ABSTRACT ABSTRACT
The two-parameter Weibull distribution has been
recognized as a useful model for survival populations
associated with reliability studies and life testing ex-
periments. In the analysis of atmospheric data, the
distributions encountered are often a result of com-
bining two or more component distributions. These
compound distributions are consequently of interest
to aerospace scientists. Presented is a method for
estimation of the parameters of a compound Weibull
distribution with two shape parameters, two scale
parameters and a proportionality factor. The most
general case of estimation will be considered in add-
itien to a number c,f_peclai c,_e_ Lh_L ,,_I _
practical value.
TECHNICAL MEMORANDUM X-53421
March 30, 1966
IMPLEMENTATION OF METHODS TO REDUCE
THE SENSITIVITY OF THE ITERATIVE GUIDANCE
MODE TO THRUST FLUCTUATIONS OF THE AS-501
VEHICLE (U)
By Volis L. Buckelew
George C. Marshall Space Flight Center
Huntsville, Alabama
Aerodynamic characteristics of the aborted
Apollo-Saturn IB vehicles are defined for control and
structural analyses. Static stability characteristics
are presented at various angles of attack (0 ° - 15 °)
as a function of Mach number. Local normal force
coefficient distributions are included at various angles
of attack (0 ° - t5 ° ) for the Maeh numbers ranging
from 0.5 to 2.86. Axial force coefficients for power-
off and power-on conditions are defined at zero angle
of attack throughout the Mach number range. Local
axial force coefficient and local pressure coefficient
distributions are presented at zero an"Ig_of attack
at Mach numbers from 0.5 to 2.86. These data are
based primarily on wind tunnel tests of scale models.
TECHNICAL MEMORANDUM X-53427
April 12, 1966
A CALCULATION METHOD FOR THE ABLATION
OF GLASS-TIPPED BLUNT BODIES (U)
By John D. Warmbrod
George C. Marshall Space Flight Center
Iluntsville, Alabama
ABSTRACT ABSTRACT
Presented is a set of three-stage, three-dimen-
sional iterative guidance mode equations with recom-
mended modifications to reduce the sensitivity of the
steering command to thrust fluctuations. Although
the equations are specifically for AS-501 flight, they
are applicable to all planned Saturn V flights except
for the precalculation sections.
TECHNICAL MEMORANDUM X-53423
March 30, 1966
STATIC AERODYNAMIC CHARACTERISTICS OF
OF THE ABORTED APOLLO-SATURN IB VEHICLE
(C)
By Billy W. Nunley
George C. Marshall Space Flight Center
Huntsville, Alabama
This report presents in detail a calculation meth-
od to compute the trajectory and ablation characteris-
tics at the stagnation point of a glass sphere entering
into the atmosphere of the earth from an arbitrary
point in space. The underlying equations employed
by the method include the transient effects, internal
radiation, melting and nonequilibrium vaporization
of the glass-liquid layer. A computer program
written in Fortran IV language and a detailed descrip-
tion of the preparation of input for this program are
included. The program is particularly applicable to
the study of tektites and their atmospheric entry.
The method and program could easily be altered to
calculate the ablation at the stagnation point of a
spherical glass tip on a missile-shaped body.
TECHNICAL MEMORANDUM X-53434
April 12, 1966
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ANALYSIS OF AN INTERPLANETARY
TRAJECTORY TARGETING TECHNIQUE WITH
APPLICATION TO A 1975 VENUS FLYBY MISSION
(u)
By Bobby EUison
George C. Marshall Space Flight Center
Huntsville, Alabama
ABSTRACT
A trajectory technique is discussed that, when
systematically applied, enables the trajector_ ana-
lyst to obtain a continuous, free-flight integrated
trajectory from planet A to a desired target planet
C via some intermediate target planet B. Basically,
the scheme defines targeting parameters at the inter-
mediate planet B in terms of the desired values at
planet C. This allows an actual search between
planets A and B, while, in reality, a targeting at
planet C is taking place. An application of this tar-
beting technique to a Venus flyby trajectory, i.e.,
A= Earth, B = Venus, C = Earth, is described in
this report.
TECHNICAL MEMORANDUM X-53452
April 26, 1966
PROBABILITIES OF ZERO WIND SHEAR
PHENOMENA BASED ON RAWINSONDE DATA
RECORDS (U)
By Lawrence E. Truppi
George C. Marshall Space Flight Center
Huntsville, Alabama
ABSTRACT
The term zero wind shear is defined for the con-
dition where winds aloft attain speeds of 36 m/sec
or higher and persist through a vertical distance
such that there is maintained a vector wind shear in
the interval _ 5 m/sec/km between successive l-km
levels.
Data are obtained from two RAWIN observations
per day for six.years from Cape Kennedy, Florida,
and four RAWIN observations per day for five years
from Santa Moniea, California. Both data decks
were edited, checked and serially completed before
use. Results are presented as graphs of zero shear
thickness versus peak wind speed, and as empirical
probabilities of occurrence of zero wind shear con-
ditions at altitudes above and below the mean height
of the level of peak wind. Probabilities of total
depth of zero wind shear are also presented.
TECHNICAL MEMORANDUM X-53455
April 27, 1966
CONTROL FACTORS FOR SATURN
SA-203 VEHICLE (U)
By Billy W. Nunley
George C. Marshall Space Flight Center
Huntsville, Alabama
ABSTRACT
Control factors and three-sigma variations are
defined as a function of flight time for the Saturn
SA-203 vehicle control studies. Included are angular
velocities, angular accelerations, and linear accele-
rations due to engine and aerodynamic forces. The
three-sigma variations of the more important con-
trol factors include variation in mass flow, specific
impulse, lift-off weight, atmospheric density, pitch-
yawmoment of inertia, roll moment of inertia, nor-
mal force coefficient, axial force coefficient, and
center of pressure. Also, three-sigma winds were
incorporated. These data do not include engine-out
effects.
TECHNICAL MEMORANDUM X-53458
May 5, 1966
AS-501/S-IC STABILITY ANALYSIS CONSIDERING
FOUR DIFFERENT CONTROL SYSTEMS (U)
By Charles W. Billups
George C. Marshall Space Flight Center
Huntsville, Alabama
ABSTRACT
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This report compares the control-feedback sta-
bility characteristics of the Saturn AS-501 booster
stage configuration in the pitch plane for each of four
preliminary control systems. The characteristics
are presented by means of gain and/or phase root
locus plots for three selected flight times: 0 sec
(liftoff), 77.9 see (max q), and 146. i sec (cutoff).
By Billy W. Nunley
George C. Marshall Space Flight Center
Huntsville, Alabama
ABSTRACT
The four systems which were investigated include
two attitude systems (designated by ATT #1 and AT_ Nominal control factors and three-sigma vari-
# 2) and two accelerometer systems (designated by ations are defined as a function of time for the
AZ #1 and AZ #2 ) . Only the ATT #2 system was Apollo-Saturn 204 vehicle. The nominal control fac-
found to provide acceptable stability characteristics tor data include angular velocities, linear velocities,
for all modes of oscillation. In general, the addi- angular accelerations, and linear acceleration_lae_
tion of an accelero_fl_ -to,'_ngine forces. Three-sigma
stability. However, response studies indicate that a variations, tabulated for the more important control
slight (7 percent) load reduction can be achieved with
accelerometer control. If an accelerometer system
is implemented on Saturn V to take advantage of this
load alleviation, it must be a system which holds the
adverse effects upon stability at a minimum.
TECHNICAL MEMORANDUM X-53459
May 9, 1966
VARIATIONAL PROBLEMS AND THEIR SOLUTION
BY THE ADJOINT METHOD (U)
By Roger R. Burrows
George C. Marshall Space Flight Center
Huntsville, Alabama
factors, are presented for the standard eight-engine
operation, i.e. , no engine out. Included in the anal-
ysis are variations in specific impulse, lift-off
weight, axial force, atmospheric density, mass flow,
roll moment of inertia, pitch yaw moment of inertia,
normal force, center of pressure, and center of
gravity. Three-sigma winds were also incorporated.
TECHNICA L MEMORANDUM X- 53461
May i2, 1966
PERCENTAGE LEVELS OF WIND SPEED
DIFFERENCES COMPUTED BY USING
RAWINSONDE WIND PROFILE DATA FROM CAPE
KENNEDY, FLORIDA (U)
By Dennis W. Camp and Michael Susko
ABSTRACT George C. Marshall Space Flight Center
Huntsville, Alabama
A variational problem typical of those encoun-
tered in flight mechanics is posed. The adjoint tech-
nique is then developed in a manner to indicate its
application to general two-point boundary value prob-
lems. It is then specifically applied to the variational
problem. Finally, the practicality of the adjoint
method is illustrated by solving three typical problems
of exo-atmospheric flight and one problem involving
an ascent through the atmosphere to Low earth orbit.
TECHNICAL MEMORANDUM X-53460
May 10, 1966
CONTROL FACTORS FOR APOLLO-SATURN
204 VEHICLE (U)
ABSTRACT
Presented are percentage levels of wind speed
differences calculated from AN/GMD-1 upper atmos-
pheric wind profile data observed at Cape Kennedy,
Florida. Eight years of rawinsonde wind profile data
{5844 profiles) were used: January 1, 1956,through
December 31, 1963. The results are based on each
kilometer of data using wind velocity measurements
obtained for the 1.0- through 25.0-km altitude inter-
val. The results presented may be used (t) to aid
in predicting statistical limits of upper level winds,
and (2) to provide an understanding of the statistical
results of wind speed change as a function of time.
This type of information is important for space vehicle
launch operations.
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TECHNICAL MEMORANDUM X-53464
May 25, 1966
TRAJECTORY OPTIMIZATION BY EXPLICIT
NUMERICAL METHODS (U)
By Lyle R. Dickey
George C. Marshall Space Flight Center
Huntsville, Alabama
ABSTRACT
The problem of trajectory optimization is con-
sidered from the standpoint of numerical analysis.
A numerical solution is obtained for an assumed thrust
angle history, and an explicit numerical solution is
obtained for the linearized equations of motion for
neighboring solutions. With the explicit solution
available, it is not difficult to determine whether or
not the assumed solution is optimum. The first and
second variations together provide a straightforward
iteration method of approaching the optimum solution.
It is of particular interest that the procedure remains
unaltered even by the introduction of discontinuities
and intermediate constraints.
TECHNICAL MEMORANDUM X-53468
May 26, 1966
AN ORBITING DENSITY MEASURING INSTRUMENT
(u)
By D. A. Wallace, K W. Rogers, J. B. Wainwright
and R. L. Chuan
George C. Marshall Space Flight Center
Huntsville, Alabama
ABSTRACT
A design study has been conducted for a direct
air density measuring device that can be carried on-
board an orbiting spacecraft in the altitude range
from 140 to 280 km. The resulting design calls
for a free molecular cryopumped gas collector of
nearly unity capture coefficient, using an orifice
collector and a cooled piezoelectric crystal acting
as a microbalance. Refrigeration is by heat sinks
pre-conditioned before launch. Measurement is
through beat-frequency (between cryopumping crys-
tal and a variable oscillator) converted to dc voltage,
thence to telemetry.
TECHNICAL MEMORANDUM X-53469
June 3, 1966
STATIC AERODYNAMIC CHARACTERISTICS OF
THE ABORTED APOLLO-SATURN V VEHICLE (U)
By V. K. Henson and R. M. Glasgow
George C. Marshall Space Flight Center
Huntsville, Alabama
ABSTRACT
This report presents the static aerodynamic
characteristics of the aborted Apollo-Saturn V vehicle
for use in performance, control, and structural
analyses. The data, which include vehicle normal
and axial forces and their distributions, are based
primarily on wind tunnel tests of scale models. All
data are presented for various Mach numbers be-
tween 0 and 3.0 and vehicle angles of attack between
0 ° and 14 ° .
TECHNICAL MEMORANDUM X-53470
June 3, 1966
AS-202 LAUNCH VEHICLE OPERATIONAL FLIGHT
TRAJECTORY (U)
By Pamelia B. Pack
George C. Marshall Space Flight Center
Huntsville, Alabama
ABSTRACT
This report presents the launch vehicle oper-
ational flight trajectory for the Saturn iB vehicle
AS-202. Included is a discussion of the predicted
trajectory, the mission objectives, and constraints,
plus the associated dispersion study, and tracking
summary. A successful flight will place an Apollo
spacecraft into a lob-type trajectory and will aid in
determining the performance of the launch vehicle
and spacecraft subsystems in preparation of manned
orbital missions.
173
TECHNICAL MEMORANDUM X-53472 June 24, 1966
June 6, 1966
SATURN AS-201/APOLLO POSTFLIGHT
TRAJECTORY (U)
By J. B. Haussler and W. G. Smith
George C. Marshall Space Flight Center
Huntsville, Alabama
FOCAL POINT COMPUTATION IN A THREE-
LAYERED ATMOSPHERE (U)
By James E. Mabry
George C. Marshall Space Flight Center
Huntsville, Alabama
ABSTRACT
ABSTRACT
This report presents the postflight trajectory
for the Saturn AS-201/Apollo test flight. First of the
Saturn IB series, AS-201 was the first vehicle to
carry an Apollo spacecraft• Trajectory-dependent
parameters are given in earth-fixed, space-fixed
ephemeris and geographic coordinate systems. A
complete time history of the powered flight trajectory
is presented at 1.0-sec intervals from first motion
to S-IB/S-IVB separation, 5.0-see intervals from
S-IB/S-IVB separation to S-IVB cutoff and 10.0-sec
intervals from S-IVB cutoff to S-IVB/ CSM separation.
• u rues a comp_program for
calculating, directly from the atmospheric data,
the location of ground level acoustic loci resulting
from meteorological conditions in a three-layered
atmosphere. Also, a procedure is given whereby
one obtains the average intensity level in the immed-
iate neighborhood of a focus. Finally, it is shown,
by means of examples, that a systematic use of the
computer program can lead to a deepened insight
into the relationship of the focus location and the
atmospheric parameters.
TECHNICAL MEMORANDUM X- 5347_
I
TECHNICAL MEMORANDUM X-5'_476
June 22, 1966
AN EVALUATION OF TIIE LOW G PROPELLANT
BEHAVIOR OF A SPACE VEHICLE DURING
WAITING ORBIT (U)
By Robert S. Ryan and Harry Buchanan
George C. Marshall Space Flight Center
Huntsville, Alabama
June 23, 1966
PROGRESS REPORT NO. 8. PROCEEDINGS OF THE
TWENTY-FOURTII SEMINAR ON SPACE FLIGIIT
AND GUIDANCE THEORY (U)
Sponsored by the Aero-Astrodynamics Laboratory
George C. Marshall Space Flight Center
Huntsville, Alabama
ABSTRACT
ABSTRACT
The performance of a space vehicle in waiting
orbit requires an adequate description of interaction
of vehicle dynamics and control. The vehicle dynamics
required a description of the behavior of liquids in a
low g environment. This paper discusses the behav-
ior of liquid in low g and its interaction with vehicle
dynamics and control.
TECIINICAL MEMORANDUM X-5"]479
Progress reports of NASA-sponsored studies
in space flight and guidance theory are presented.
The studies are made by several universities and
industrial firms under contract to MSFC. This
progress report reflects work done on the contracts
during the period from April 1, 1965, to December
31, 1965. The contracts are technically monitored
by personnel of the Astrodynamies and Guidance
Theory Division, Aero-Astrodynamics Laboratory,
George C. Marshall Space Flight Center•
TECHNICAL MEMORANDUM X-53484
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June 29, 1966
THE ATMOSPHERE OF MARS- A DERIVATION OF
ENGINEERING AND DESIGN PARAMETERS (U)
By W. T. Roberts and G. S. West
George C. Marshall Space Flight Center
Huntsville, Alabama
ABSTRACT
TECHNICAL MEMORANDUM X-53473
June 7, 1966
A WORST DISTURBANCE DESIGN CRITERION IN
THE THEORY OF ANALYTIC CONTROL SYSTEMS
SYNTHESIS (U)
By T. E. Carter
George C. Marshall Space Flight Center
Huntsville, Alabama
Three model atmospheres have been derived for
use in mission planning, aerospace lander design,
and Martian orbiter and flyby studies. Atmospheric
parameters for these three models have been calcu-
lated from the planetary surface to 10 000 km. These
three model atmospheres of differing atmospheric
composition, surface pressure, and surface temper-
ature are the upper density model (60 percent CO 2
and 40 percent N2) ; the mean density model (100 per-
cent CO2) ; and the lower density model (80 percent
CO 2 and 20 percent Ar). The general program of
Kern and Schilling, with a few revisions, was used;
this publication contains the details of the mathemat-
ical basis and program routines in considerable
depth. The models chosen should provide values
which will be of use as guidelines for the engineering
and design of orbiting and landing vehicles.
TECHNICAL MEMORANDUM X-53485
June 29, 1966
THE CLASSICAL "SPHERE-OF-INFLUENCE" (U)
By Roger R. Burrows
George C. Marshall Space Flight Center
Huntsville, Alabama
ABSTRACT
The classical definition of the "sphere-of-
influence" is given and the equation implicitly defin-
ing its radius is derived. This equation was solved
using a little known iteration technique attributed to
Wegstein. Two analytic approximations are derived
and the Fourier coefficients through 12th order for
the exact result are displayed for the moon and each
planet in the solar system. Several "spheres" about
the moon computed according to these results are
displayed graphically for the earth-moon system.
ABSTRACT
Design techniques of linear optimal control are
found to apply to a minimax problem. With a bounded
energy constraint on the class of admissible distur-
bances the minimax value of an integral quadratic
form of state variables and control can be obtained
by finding a positive definite steady-state solution
of a matrix Riceati equation. The optimal strategies
for control and disturbance are linear functions of
state which depend on the numerical bound of the class
of disturbances, the set of initial conditions, and rel-
ative weighting of the state variables in the cost func-
tional. Analytical design procedures such as the
root square locus of Chang which appear in optimal
linear control problems are also valid for this prob-
lem. An equivalent optimal multivariable control
problem has been found whose steady-state solution
is obtained by solving the same matrix Riccati equa-
tion as was obtained from the minimax problem.
Sufficient conditions for existence of solutions to the
minimax problem are thus obtained from the proper-
ties of the equivalent optimal multivariable control
problem. The results are illustrated by solving a
second-order example.
TECHNICAL NOTE D-3440
June 1966
QUASI-SLENDER BODY THEORY FOR SLOWLY
OSCILLATING BODIES OF REVOLUTION IN
SUPERSONIC FLOW (U)
By M. F. Platzer and G. H. Hoffman:'. _
George C. Marshall Space Flight Center
Huntsville, Alabama
Lockheed Missiles and Space Company. Huntsville
Alabama
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ABSTRACT
Ananalysisis presentedwhichaccountsfor
bodyshapeandMachnumberdependenceoftheaero-
dynamicforcesonslowlyoscillatingpointedbodies
ofrevolutioninsupersonicflow. Byusingbody-
fixedcoordinates, the first-order velocity potential
is expanded in an elementary fashion for small radial
distances from the body. This expansion is equiva-
lent to the Adams-Sears expansion technique using
Laplace or Fourier transforms. Analytical closed-
form expressions for the stability derivatives are
obtained. These results are valid to second-order
in terms of Mach number and body thickness ratio.
Three specific body shapes are analyzed in de-
tail: a cone, a convex parabolic ogive, and a con-
cave parabolic ogive. Numerical results for the
four stabilityderivatives C N , C M , CN. +C N ,
c_ c_ a q
and C M + C M are presented to illustrate their
t_ q
dependence on Mach number and body thickness ratio.
Comparisons with other theories are given, and the
range of validity of the present results is discussed.
Comments on application of quasi-slender-body
theory to other body shapes are made,
TECHNICAL NOTE D-3450
June 1966
A REVIEW OF SOME EXISTING LITERATURE
CONCERNING DISCONTINUOUS STATE VARIABLES
IN THE CALCULUS OF VARIATIONS (U)
By Rowland E. Burns
Georce C. Marshall Space Flight Center
Huntsville, Alabama
The essential feature of the discussion is a trans-"
formation from a set of state variables with points
of discontinuity to a set of new variables which, though
greater in number, are continuous. The necessary
conditions of Euler, Weierstrass, and Clebsch, along
with the transversality conditions, are discussed in
the transformed problem; the results are rewritten in
the original variables.
The bulk of material covered assumes that the
magnitudes of the discontinuities are known a priori,
but the case of unknown discontinuities is treated in
the latter portion of the paper.
B.. PRESENTATIONS
REMOTE SENSING WITH OPTICAL CROSS
CORRELATION METHODS
By Fritz Krause
ABSTRACT
Our basic concept is to employ the cross corre-
lation of two narrow light beams for remote sensing.
The problem with most optical methods such as schli-
eren, shadowgraph systems or spectrometers is
that the received signal is always integrated along the
line of sight. However, we want information for a
particular spot along the line of sight. To this pur-
pose we adjust a second beam to intersect the first
at the point of interest. The integration along the two
beams is then eliminated by a cross-correlation of
the detected fluctuations. This paper indicates how
this new concept of combining standard spectroscopy
with a statistical cross-correlation analysis might
be used for dynamic and kinematic studies such as the
formation and motion of water vapor or dust clouds,
the dynamics and production of the ozone layers, and
the generation and motion of radiation belts.
ABSTRACT
The important problem of determining optimal
trajectories for problems with discontinuous state
variables has been treated by a few authors in rather
esoteric papers. This paper summarizes the con-
tents of two of these in a fairly detailed discussion.
An attempt has been made to develot) explicitly those
relationships which are not contained in material
dealing with the case of continuous state variables.
The concept has been demonstrated successfully
by measuring the turbulent fluctuations in subsonic
jets. The main problems in AAP applications are
formulated in terms of questions, such that the back-
ground information which is needed to establish the
feasibility of particular experiments becomes apparent.
Presented at the Society of Engineering Science Sym-
posium on Apollo Applications Programs, January
12-13, 1966, Huntsville, Alabama.
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ACOUSTIC AND HEAT TRANSFER ASPECTS OF
LAUNCH VEHICLE TURBULENCE
By Fritz Krause
ABSTRACT
The base of a Saturn V launch vehicle is exposed
to hot gases recirculated from the plume of the clus-
tered rocket exhausts. The resulting high heat trans-
fer rate and acoustic loading necessitate special pre-
caution if mission failures are to be avoided. This
paper treats the efforts which have been made by
NASA to estimate the magnitude of these effects in
order that the best compromise between cost and
payload can be obtained.
of_/' s, 1/d's, S/d's have been determined, using
data and analytical expressions coming principally
from the literature. A modified Curtis-Godson
Approximation is used in the radiative heat transfer
calculations which effectively averages the band model
parameters over the inhomogeneous path, i. e:, sub-
stitutes a hypothetical homogeneous path for the in-
homogeneous path. This approximation has been used
successfully in predicting atmospheric radiative trans-
mission. This modified Curtis-Godson Approximation
has been experimentally shown to be applicable for
strong temperature and concentration gradients for
certain wavelengths in the H20 and CO 2 infrared
spectrums. The Curtis-Godson approach to the radi-
ant heat transfer calculation is planned to be compared
to an exact calculation in a worst-case analysis for a
typical rocket exhaust plume at altitude over a selected
wavelength increment.
Presented at the Mechanics Research Division
Seminar, IIT Research Institute, February 9, 1966,
Chicago, Illinois.
Presented at the Symposium on Interdisciplinary
Aspects of Radiative Energy Transfer, February 24-
26, 1966, Philadelphia, Pennsylvania.
CURRENT RESEARCH ON INFRARED RADIATION
FROM ROCKET EXHAUSTS
By Robert M. Huffaker
ABSTRACT
Infrared radiation from rocket exhausts has been
of particular interest to NASA in the area of radiative
heating of Saturn-type vehicles. It was deemed neces-
sary, for design purposes, to improve the existing
calculation procedures for radiative transfer through
inhomogeneous hot gases and carbon particles. The
rocket engines of principal interest are the J-2 of
which H20 is the only radiating species and the F-1
for which H20 , CO 2 , CO and carbon particles are the
radiating species. A computer program has been
developed to calculate infrared radiant heat transfer
through inhomogeneous gases. This program uses a
band model approach to the absorption coefficients
of the gases. The band model parameters necessary
are the mean line strength, the mean line half-width,
the mean line spacing, averaged over 25 cm -1 incre-
ments. Analytical and experimental programs are in
process to complete the determination of these param-
eters at long path lengths and to include the effects
of foreign gas broadening on these parameters.
In lieu of this experimental data, which should
be completed by November 1966, an approximate set
A TECHNIQUE FOR ANALYZING CONTROL GAINS
USING FREQUENCY RESPONSE METHODS
By
Robert S. Ryan
Aero-Astrodynamics Lab, MSFC
Huntsville, Alabama
Harry Harcrow
Martin Company
Denver, Colorado
ABSTRACT
Minimum control gains are determined by writing
the control equation dependent upon gain ratios rather
than specific gains. These gain ratios, alpha meter
or accelerometer gains to attitudegains, are varied
to achieve an optimum control system. Optimum
gains are the gains that occur for a load minimum
conditionat some specified vehicle station.
The vehicle is described asa linear, dynamic system
consisting of ten degrees of freedom. Rigid body
motion consists of lateral translation and rotation in
either the pitch or yaw plane. Effects of elastic de-
formation are incorporated. Propellant oscillations
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are described by an equivalent spring-mass-damper
system using only the first mode of each propellant
tank. Vehicle responses are determined over all
significant frequencies. Vehicle bending moment,
assumed as the only effective structural load, is
determined using a load separation technique. The
effects of control system _.ains are determined by
comparisons of exceedances, probabilities of such
an occurrence, and the number of cycles of response
expected. Root mean squares and variances are used
in determining response levels.
These results are directly applicable to both
control synthesis and structural response since they
indicate frequency sensitivity to atmospheric turbu-
duced by completing studies at different flight band-
width periods.
Presented at the AIAA Sixth National Conference on
Applied Meteorology, March 29-31, 1966 Los Angeles,
California.
MISSILE RANGE REFERENCE ATMOSPHERES-
THEIR ORIGIN AND USE
By Orvel E. Smith and William W. Vaughan
ABSTRACT
The national aerospace research and development
programs have created a demand for specialized
static atmospheric thermodynamic models which
describe the mean state of the thermodynamic quan-
tities over particular vehicle launch sites and reentry
areas. To meet this requirement reference atmos-
pheres are being derived for the several major missile
ranges. The concept of Range Reference Atmospheres,
their development, data tabulations, use, and com-
parison with the US Standard Atmosphere 1962 will
be discussed.
ABSTRACT
An analysis has been conducted on some signif-
icant changes in the detailed wind profile data mea-
sured at Cape Kennedy, Florida, for the launch of
Saturn AS-201 on February 26, 1966. Relationships
are shown between the jet stream and related small-
scale motions or perturbations in the profile data.
The critical vector wind shears which developed as
a result of the profile changes are described. The
results of this study indicate that in this particular
case useful forecasts of the significant tendencies
in the detailed wind velocity profiles over short peri-
ods were possible.
Presented at the AIAA Sixth National Conference on
Applied Meteorology, March 29-31, 1966, Los
Angeles, California.
FIRST-ORDER SECULAR PERTURBATIONS OF
AN ARTIFICIAL EARTH SATELLITE DUE TO
SUN AND MOON
By C. C. Dearman, Jr.
ABSTRACT
In this report formulas are derived which permit
calculation of the first-order secular perturbations
of the orbital elements of an artificial earth satellite
that are caused by the sun and moon. The problem
of determining these perturbations has been pre-
sented in many articles but always, insofar as a care-
ful search has revealed, under some restriction
as to orbit inclination, eccentricity or number of
orbital elements considered. The purpose of this
report is to present a procedure for the calculation
of first-order secular perturbations caused by the
sun and moon without these restrictions.
Prescnted at the AIAA Sixth National Conference on
Applied Meteorology, March 29-31, 1966,Los Angele_
California.
ANALYSIS OF DETAILED WIND PROFILES FOR
TIlE LAUNCH OF SATURN AS-201 ON
FEBRUARY 26, 1966
By Kelly tiill
Presented at the Third Southeastern Conference on
Theoretical and Applied Mechanics, March 31 and
April i, 1966, The University of South Carolina,
Columbia, South Carolina.
EXPERIMENTAL INVESTIGATION OF WIND
INDUCED OSCILLATION EFFECTS ON CYLINDERS
IN TWO-DIMENSIONAL FLOW AT HIGH
REYNOLDS NUMBERS
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By
J. J. Ancotta
Martin Company
G. W. Jones
Langley Research Center
R. Walker
Marshall Space Flight Center
ABSTRACT
This paper presents the salient results of an
experimental investigation of the steady drag and
unsteady lift forces acting on a two-dimensional
circular cylinder subjected to flow perpendicular to
its axis. The study includes the effects of model
motion, Strouhal Number and Mach Number over a
range of Reynolds Number from 0.6 x 106 to
18.7 x 106. These tests were performed on a sta-
tionary and oscillating model for a model Strouhal
Number range from 0.06 to 0.5.
It was found that with increasing Reynolds Num-
ber the unsteady lift force characteristic changes
from wide-band random to narrow-band random to
random plus periodic with these transitions occurring
at approximately 3.5 million and 6 million Reynolds
Number. The Strouhal Number of the unsteady aero-
dynamic force on the stationary model increased
with increasing Reynolds Number to a constant value
of 0.3 in the random plus periodic (Transcritical)
Reynolds Number range.
In the transcritical regime, the unsteady lift
forces were found to increase with amplitude of
model oscillation, with the maximum amplification
occurring when the model oscillating frequency was
approximately equal to the aerodynamic Strouhal
frequency. For model oscillation frequencies below
the stationary model aerodynamic Strouhal frequency,
the unsteady lift forces exhibited negative aerodynamic
damping characteristics.
Mach Number was found to affect both the static
drag and unsteady lift data for Mach Number greater
than 0.2. For Reynolds Numbers above 3 million
and Mach Number less than or equal to 0.2 the static
drag coefficient was relatively constant at approxi-
mately 0.54.
Presented at the Meeting on Ground WLnd Load
Problems in Relation to Launch Vehicles, June 8,
1966, Langley Research Center.
NONLINEAR DYNAMICS OF AN ARTIFICIAL
GRAVITY ORBITING SYSTEM
By H. E. Worley and G. F. McDonough
ABSTRACT
The nonlinear dynamics of an automatically
controlled rotating orbiting system consisting of two
masses connected by long cables, and a docking
structure at the total e.g. are analyzed. During
counterweight deployment, the control system sta-
bilizes torsional oscillations, and wobbling of cabin
and cable extensional vibrations.
During manned operations, movements of per-
sonnel and equipment impart forces to the structure
and affect its dynamic characteristics: the control
system maintains the c. g. at the docking structure
to facilitate dockingmaneuvers and maintains a pre-
scribed angular velocity of the system. Radial motion
of the counterweight and structural damping are con-
sidered.
Analysis of this system yields nonlinear differ-
ential equations which reveal the coupling between
control system and station motion. These equations
are attacked by analog computer methods to avoid the
extreme difficulties of obtaining closed solutions or
meaningful numerical solutions and to facilitate
parameter variation studies. Important parameters
are control system scheme, sensor types and lo-
cations, time variation of vehicle mass and stiffness
distribution,station orbit and attitudeand schemes
for rotation maintenance,
Results are presented in the form of graphs in-
dicating the effect of control scheme on the system
motion.
Presented at the U. S. National Congress of Applied
Mechanics, University of Minnesota, June 14-17,
1966, Minneapolis, Minnesota.
INHOMOGENEOUS RADIANT HEAT TRANSFER
FROM SATURN-tYPE ROCKET EXHAUST PLUMES
By Robert M. Huffaker
ABSTRACT
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A radiantheatransfercomputerprogramhas
beendevelopedbyR-AERO-Atocalculateradiation
frominhomogeneousgasesprevalentin Saturn-type
exhaustplumes.Theradiatingspeciesconsidered
in thiscomputerprogramarewatervapor,carbon
dioxide,carbonmonoxideandcarbonparticles.The
infraredspectralabsorptioncharacteristicsofthese
specieshavebeendeterminedunderNASAcontract.
Bandmodelparametershavebeenusedtorepresent
theinfraredspectralabsorptioncoefficientsover
25cm-1increments.A modifiedCurtis-Godson
approximationisusedin theinhomogeneousheat
transfercalculation.Thishasbeenshowntogive
satisfactoryesultsoverthetemperatureandpress-
urerangeofinterestinSaturnexhaustplumes.Re-
All oftheprogramsinvolvedfull scalemotorsand
full durationfiringsexcepttheCornel[programwhich
involvedt/10 scalemotorsandcomponentsand
shortdurationfirings.All ofthetestsexceptthe
onesattheRocketdynefacilityinvolvedaltitudefir-
ings.
Excessiveheatingfromthesesolidpropellant
motorexhaustscanresultinproblemsduringsep-
arationofstagesoftheSaturnvehicles.Twomajor
problemareasarise. Thesolidmotorexhaustcan
eitherdamagethenearbystructureonthesamestage
onwhichthemotorsaremounted,or theycandamage
certaincomponentsonthestagefromwhichtheyhave
separated.Anexampleofthefirst caseis theS-IB
suitsareshownfortheSaturn-tvA_eenuinesfor s__.ai-- -_tro cx.haust in_pl,lsillg u,, th_ S-iD/S-iVB aft inteY-
fie flow field assumptions. Some comparison with
experimental spectroscopic data is also to be pre-
sented. The effect of wavelength increment, field
of view, and distance increment along the line of
sight on the heat transfer will be discussed. Com-
puter techniques for minimum computer time in cal-
culating radiation from a three-dimensional flow
field will also be outlined.
Presented at the AIAA Second Propulsion Joint
Specialist Conference, June 13-17, 1966, Colorado
Springs, Colorado.
THEORETICA L AND EXPERIMENTAL
INVESTIGATION OF HEATING FROM SATURN
SOLID PROPELLANT ROCKET EXHAUSTS
By William C. Rochelle
ABSTRACT
stage, resulting in more insulationhaving to be added
to the interstage. An example of the second case is
the S-If ullage motor exhaust impinging on the S-IC
ordnance disconnect and confined detonating fuse
assembly, resulting in more insulation requirements
and rerouting of the confined detonating fuse.
Experimental data from the tests were obtained
by three general methods, (I) mounting instrumented
probes directly in the flow to obtain stagnation-type
measurements, (2) mounting instrumented flat
plates or curved panels parallel or at a small angle
to the flow to obtain flatplate-type measurements,
and (3) viewing outside the plume with optical instru-
mentation. Instrumentation included the following:
(I) totalcalorimeters (five tests), (2) radiation
calorimeters (four tests), (3) pressure transducers
(four tests), (4) radiometers (three tests), (5)
spectrometers (three tests), and (6) ablation sensors
(one test). In addition, physical erosion by solid
particles was investigated in two tests and the effect
of scaling was investigated in one test.
This paper presents both a theoretical and ex-
perimental analysis involving heating from Saturn
solid propellant ullage and retrorocket exhausts.
Experimental data and theoretical correlations are
presented for seven MSFC-sponsored test programs
performed at five different test facilities. The
solid propellant motors tested were the S-II ullage
motors, S-IB retromotors (same as S-II retro-
motors), S-IVB retromotors, S-IV ullage motors,
and Centaur retromotors. Tests were performed at
Arnold Engineering Development Center, Tullahoma,
Tennessee (2 programs), Ordnance Aerophysics
I_tboratory, Daingerfield, Texas (2 programs),
Cornell Aeronautical Laboratory, Buffalo, N. Y.
(1 program), MSFC Test Laboratory (l program),
and Rockctdync, McGregor, Texas (1 program).
For the theoretical analysis, three different
means of heating from the solid propellant exhausts
were investigated, (1) gaseous convection, (2) solid
particle radiation, and (3) solid particle impingement
heating. For objects in which stagnation point heating
theory was valid and where the particle mass flow
was significant, the principal means of heating was
solid particle impingement heating. For objects in
which flat plate theory was valid, and where the parti-
cle mass flow was comparatively small, the principal
means of heating was convection heating. Both one-
phase plumes (real gas-equilibrium flow) and two-
phase plumes (uncoupled method of characteristics
program) were investigated theoretically. A theoret-
ical Teflon ablation analysis was also performed to
compare with experimental data.
180
, It is believedthatvaluabledatawereobtained
from these tests and that the theory checked fairly
well with experiment in most of the tests. In some
of the tests modifications to the theory were made
because of the experimental data obtained.
Presented at the AL4A Second Propulsion Joint
Specialist Conference, June 13-17, 1966, Colorado
Springs, Colorado
THE VERIFICATION OF A MATHEMATICAL
MODEL WHICH REPRESENTS LARGE, LIQUID
ROCKET-ENGINE EXHAUST PLUMES
By
R. C. Farmer,
Aero-Astrodynamics Lab, MSFC
Huntsville, Alabama
R. J. Prozan and L. R. McGimsey,
Lockheed Missiles and Space Company
Huntsville, Alabama
ABSTRACT
This paper presents a mathematical model which
describes the exhaust plume of a single rocket engine
and the experimental data which substantiate the
model. The desired goal of this research was an
accurate description of the thermal fields created by
the F-l, H-I, J-2, and RL-10 engines. The model
presented here is shown to be reasonably complete
and accurate; its shortcomings and anticipated im-
provements are discussed.
This analysis consisted of the following phases:
(t) an overall look at engine properties which cause
the plume properties to be complex; (2) for the RP-1
fueled engines, a determination of an appropriate
chemistry model; (3) a determination of which kinetic
and thermochemical data was to be used; (4) the de-
scription of the fluid mechanics of the plume. The
unique feature of this analysis is the inclusion of
phase (1) and the consequences of this inclusion.
The first three phases are so basic to this anal-
ysis that few general statements can be made regard-
ing them. Detailed investigation of these phases is
presented in the paper. The only major observation
is thai., because the exhaust gases are fueI rich, after-
burning must be included in a plume description.
The fluid mechanics of the flow was described
by combining the output of the following computer
programs:
1. A method of characteristics program with
logic for crossing one shock for equilibrium of fro-
zen flow was used to describe the inviscid nozzle and
plume flow.
2. A frozen boundary-layer with mass injection
program was used to describe nozzle wall effects.
3. A mixing program with equilibrium, frozen,
or finite-rate chemistry with or without lateral pres-
sure gradients was used to describe the free-shear
layer.
4. Programs for describing multiple shocks
and/or entirely viscous jets were used to describe
the far field.
5. Streamline tracing programs were used to
provide best possible estimates of local composition.
Electrons were included as a component. Particular
emphasis was given to the near plume so that reversed-
gas properties could be estimated.
The bulk of experimental evidence used to sub-
stantiate this model was radiation measurements
made with narrow view angle instruments. However,
many of the finer points of the comparison were
made with small scale rocket test results.
The mathematical model may be improved by
refining component programs, but no comprehensive
plume program is ever likely to replace the type
presented here. The detailed comparisons presented
in the paper indicate the accuracy of the model. This
model is representative of the current progress of
plume analysis and is more complete than any other
published work.
Presented at the AIAA Second Propulsion Joint
Specialist Conference, June 13-17, 1966, Colorado
Springs, Colorado.
VELOCITY DEPENDENCE OF METEOR LUMINOUS
EFFICIENCY AND CONSEQUENT
STATISTICAL RESULTS
By
Charles C. Dalton
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ABSTRACT
A systems analysis basis of decision between
C)pik's and Verniani's velocity dependence of meteor
luminous efficiency is given. A weighting function
is used to transform Hawkins and Southworth's ran-
dora sample of 285 sporadic photographic meteors
into a random sample of meteoroids incident upon a
randomly placed and randomly oriented surface at
air-entry altitude. Each of the sample sets of mass
values for the two luminous efficiency formulations
is ranked with respect to material mass and parti-
tioned at a mass value which gives subsets of com-
parable statistical weight. The extent to which the
subsets of a _et glve_istributions_Pa:
parameter such as velocity tends to be more gener-
ally convincing than the numerical value of the linear
correlation between that parameter and mass. The
results favor Opik's theory and give some basis,
when a sufficiently large sample is used, for showing
the directional dependence of the cumulative flux with
respect to a function of mass and velocity.
Presented at the AIAA Fourth Aerospace Sciences
Meeting, June 26-29, 1966, Los Angeles, California.
AN ACOUSTIC WIND MEASURING TECHNIQUE
By
Wesley W Bushman
University of Michigan
Ann Arbor, Michigan
Orvel E. Smith
Aero-Astrodynamics h%b, MSFC
Huntsville, Alabama
ABSTRACT
An atmospheric wind measurement technique has
been developed and used to measure wind profiles
over Cape Kennedy from ground to 85 kilometers
The technique is an extension of the Rocket Grenade
Experiment utilizing as its sound source, rather than
a grenade, the acoustic noise of a rocket's exhaust.
To determine fl_c wind profile from this continuous
sound source, a set of equations has been derived
and applied to measurements made during the flights
of several Saturn vehicles. The profiles agree well
with concurrent nlt'asurelncnts at lower altitudes
( below 50 kin) and are consistent with atmospheric
circulation observations at higher altitudes. A
preliminary error analysis indicates that the tech-
nique can be used to make measurements of sufficient
precision to be useful in engineering and meteoro-
logical studies.
Presented at the AIAA Fourth Aerospace Sciences
Meeting, June 26-29, 1966, Los Angeles, California.
The research reported here is supported by the NASA
George C. Marshall Space Flight Center through
Contracts NASS-11054 and NAS8-20357.
HEAT TRANSFER AND FLUID MEC_
By H. B. Wilson, Jr.
ABSTRACT
A short-duration technique has been developed
which provides excellent simulation of thermodynamic
properties and composition of the exhaust products
of long-duration model and full-scale rocket engines
using liquid or solid propellant. Flow durations
through the scale model rocket nozzle (on the order of
10 milliseconds) are sufficient to achieve steady-
state operation and alleviate many of the usual com-
plex engineering problems associated with conven-
tional continuous operating hot flow rocket models.
The short-duration experimental technique has been
employed in scaled Saturn booster studies in conven-
tional wind tunnels at altitudes and velocities where
external flow effects are important, as well as in
the high altitude chamber where external flow effects
can be neglected. The primary advantages of the
short-duration approach are are: scale model testing
may be done by an economical method that avoids
the complex engineering and operational problems
associated with the fueling, combustion, ignition and
required cooling of conventional continuous-flow
engines; high-altitude simulation is practical with
a very modest vacuum pumping system; and reliable
instrumentation techniques, particularly for heat
transfer and pressure, which have been developed
for hypersonic shock tunnel testing may be employed.
The short-duration technique has been used in
conducting tests of a four-engine base configuration
to determine the recovery temperature of the recir-
culating flow, the effects of Reynolds number on base
film coefficient and recovery temperature, the effect
of a temperature discontinuity on base film coefficient,
and the influence of nozzle wall temperature on the
recovery temperature of the recirculating flow.
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The results show that the base film coefficient
and recovery temperatures can be accurately obtained
with the short-duration technique and that the recovery
temperatures are approximately 40 percent of the
chamber temperatures. The Reynolds number study
showed that the variation in heat transfer coefficient
and recovery temperature could be correlated with
existing theory for laminar and turbulent flow through
use of local heat shield parameters. The temperature
discontinuity between the heat shield and heat trans-
fer gages installed in the heat shield have significant
effect on the heating rates. These trends are predicted
by available theories. Many assumptions necessary
in this prediction make it difficult to apply correction
methods to all cases. Increases in recovery temper-
ature are noted with increasing nozzle wall tempera-
tures.
A short-duration wind tunnel capable of producing
flow over a range of Mach numbers has been develop-
ed and is currently in operation with short-duration
base heating tests. The short-duration wind tunnel and
and some typical results are briefly described.
Presented at the 1966 Heat Transferance Fluid
Mechanics Institute, June 22-24, 1966, University
of Santa Clara, Santa Clara, California.
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