ABSTRACT This paper investigates the interplay of cloud computing, fog computing, and Internet of Things (IoT) in control applications targeting the automation industry. In this context, a prototype is developed to explore the use of IoT devices that communicate with a cloud-based controller, i.e., the controller is offloaded to cloud or fog. Several experiments are performed to investigate the consequences of having a cloud server between the end device and the controller. The experiments are performed while considering arbitrary jitter and delays, i.e., they can be smaller than, equal to, or greater than the sampling period. This paper also applies mitigation mechanisms to deal with the delays and jitter that are caused by the networks when the controller is offloaded to the fog or cloud.
I. INTRODUCTION
Cloud computing [1] and Internet of Things (IoT) [2] , [3] are two notable concepts that have evolved significantly over the past few years. Cloud computing is an operational scheme that provides network-based services such as computational power, storage and networking to users within many industrial and application domains. It offers a pool of virtualized computing resources at various levels, covering infrastructure, platforms or software delivered to users as on-demand services from the cloud. In this way, cloud computing is changing the services consumption and delivery platform as well as the way businesses and users interact with IT resources.
IoT extends the cloud computing concept beyond computing and communication to include everything, i.e., also the physical devices. Industrial IoT uses sensors, machineto-machine (M2M) collaboration and various technologies to gather and analyze data from physical and virtual world for optimized operations and providing services. In IoT, devices are connected through a network. They share data, information and even resources to accomplish their goal or increase total system intelligence. Accordingly, cloud computing and IoT can provide services to consumers and businesses, allowing organizations to become more agile and flexible in pursuing new revenue streams and new business models.
Despite numerous advantages of cloud computing, there are some limitations such as high delays that render cloud computing unfavorable to the industrial control systems that have low-delay requirements. In order to overcome the drawbacks of cloud computing, a local cloud computing architecture called the fog computing has been introduced recently [4] . According to Cisco, fog computing extends the cloud computing away from the cloud computing data centers and towards the edge of the network [5] .
A representation of the three-tier fog computing architecture proposed by Cisco is shown in Fig. 1 . The first tier of the architecture gets data from the local embedded devices and sensors. This tier is used for the M2M interactions and supports real-time systems with stringent timing requirements. A real-time system is required to provide its logically correct response within the time that is mandated by the specified timing requirement(s). The M2M interaction is the key aspect to increase the intelligence of the ''things'' [6] , [7] . The response times provided by the first tier are in the order of milliseconds to sub-seconds. The first tier can also filter or pre-process the vast amount of data before it gets sent to the higher tiers as shown in Fig. 1 . In this way the higher tiers only get the selected information and can easily communicate with multiple first-tier fog nodes. The second and third tiers support the human-to-machine (H2M) interactions. These tiers can also filter data before sending them to the cloud for further processing. The second tier provides response times in the range from seconds to minutes. Whereas the third tier provides response times from minutes up to days. Note that the higher the tier, the wider the coverage range. Cloud is responsible for the global coverage which is used for intelligent business analytics based on long periods.
A. PROBLEM STATEMENT
There are several works that investigate the application of cloud computing infrastructures in the industrial automation systems, e.g. [8] , [9] . In majority of the existing solutions, clouds have been used for monitoring industrial processes and for creating short-and long-term reports for different characteristics of the shop floor. Although cloud computing seems adequate to monitor industrial processes, it cannot be used to control industrial machines because of unpredictable wide-area network (WAN) delays [10] . Therefore, utilizing local resourceful servers, local clouds, can alleviate unpredictable WAN delays. While local clouds seem to offer an attractive solution, it is expensive to acquire and maintain such infrastructure.
Recent advantages in IoT can be leveraged to solve the aforementioned cost problem. Accordingly, costly industrial controllers can be replaced by cheaper components that can sense the process and send data to the local cloud. Since the devices in the context of IoT are not very resourceful, they cannot handle intensive tasks. Hence, a local powerful cloud infrastructure is needed. A main advantage of devices in the IoT concept is that they can enter or leave the network dynamically without influencing the rest of the system. As a result, observability of the system can be increased or decreased on demand. In addition, the centralized controller running on the cloud can perform optimizations or changes in the process that can instantly affect the entire system.
IoT, cloud computing and fog computing can be combined to form a new operational scheme that can benefit the industrial applications in terms of scalability, flexibility and cost effectiveness. In this scheme, the IoT devices communicate with the controller located on the local cloud server, providing real-time control as a service. One of the main challenges that is faced when a networked controller is included in the closedloop control system is how delays affect the performance of the system. Another challenge is how to mitigate or even compensate these effects on the end device. A typical closed control loop is shown in Fig. 2 . It consists of a controller that controls a physical process through sensors and actuators. The controller is usually located close to the actual process. Fig. 3 depicts the closed loop control when the controller is offloaded to the network, e.g., to a fog node or a cloud. In this case there are network delays in the control loop that should be accounted in the response times of the systems. These delays can have serious effects on the systems with real-time requirements such as making them unpredictable and unstable. A detailed investigation is needed to show the feasibility of offloaded controllers to the fog versus cloud in the delay-sensitive industrial automation systems.
The first tier of the fog architecture, shown in Fig. 1 , can be used for closed loop control between the industrial machines and the fog nodes. The second and third tiers can be used to process data to monitor the machines and prevent future hardware failures. While the latter has been investigated in the existing works, this paper focuses on the closed loops with offloaded controllers to the fog as well as to the cloud.
The devices in the context of IoT are not very resourceful to support computation-intensive tasks. Using cloud computing, control can be provided as a service allowing the execution of computation-intensive algorithms in the cloud. However, according to [10] , cloud computing cannot be used to control the automation industrial machines, mainly, due to unpredictable network delays. In order to overcome the limitation of cloud computing, this paper advocates the effectiveness of local cloud computing infrastructure, especially fog computing for the delay-sensitive industrial automation systems.
B. PAPER CONTRIBUTIONS
In order to address the challenges discussed in the previous subsection, we develop a control system application prototype by exploiting the principles of IoT, cloud computing and fog computing. Using the prototype, we perform a number of experiments to investigate the impact of local and wide area networked controller on the closed loop control. In order to do the performance evaluation, we consider arbitrary jitter and delays, i.e., they can be smaller, equal or greater than the sampling periods. Additionally, we apply two delay mitigation mechanisms for the end device. These mechanisms do not use any internal information from the controller, in fact these mechanisms rely only on the received data.
It should be noted that the goal of this paper is not to invent new techniques for interplay of IoT, cloud computing and fog computing in the industrial automation, but to investigate and show the feasibility of existing techniques in this area. The contributions in this paper include a comparative evaluation of various scenarios in the above-mentioned context including (1) local controller, (2) controller offloaded to the cloud and (3) controller offloaded to the fog. The contributions also include the application of delay mitigation techniques, i.e., prediction methods have been implemented in the end devices, whereas the adaptive PI algorithm is implemented in the cloud-based controller. The techniques, prototype and experiments that are presented in this paper are applied in the industrial settings within the domain of the automation control systems, provided by one of our industrial partners. The proof of concept provided in this paper serves as the foundation for the advanced cloud-based controllers which will be eventually used in the automation industry, e.g., robotic arm and collaborative machines.
C. PAPER LAYOUT
The rest of the paper is organized as follows. Section II discusses the related work. Section III presents the prototype architecture. Section IV presents the experimental evaluation. Section V provides the outlook and discussion. Section VI concludes the paper and discusses the future work.
II. RELATED WORK
In the past few years, IoT has gained wide popularity in many domains such as smart cities, smart grid, commodities tracking and monitoring, logistics, security, transportation, health monitoring, home automation, environmental and agricultural applications, just to name a few [11] - [14] . Recent studies predict that IoT will bring around 26 billion devices to the connected world by 2020 [15] . According to [10] , the application of IoT in the industrial automation is addressed to a very small extent. IoT solutions for the industrial automation are still evolving.
Cloud computing has recently drawn the attention of the automation industry [10] , [16] . There are several works that investigate the usage of cloud computing in the industrial automation systems. In this regard, preliminary studies and initial experiences of utilizing cloud computing in the industrial automation are discussed in [17] , [9] . Langman and Meyer [8] highlight the increase in the interest of the automation industry in applying the concepts of cloud computing to the process control. They propose a new service-oriented architecture, called the web-oriented automation system that employs the principles of cloud computing in the industrial automation. Vogel-Heuser et al. [18] propose a two-layered architecture based on cloud computing for the industrial automation. In this architecture the upper layer provides the process control and management services. Whereas the lower layer provides the field bus communication and control services. According to [9] , the work in [18] lacks a concrete solution to implement the proposed architecture in the industrial automation.
There are several works that utilize cloud computing for the purpose of monitoring data and managing control processes in the industrial automation [19] , [20] . According to [8] and [17] , the majority of existing approaches and solutions in the context of cloud computing in the industrial automation focus on the higher levels than the field-level. Utilization of cloud computing in control loops in the industrial automation has received very less attention. In [21] Chen et al. propose robot as a service in the industrial automation. In [22] Givehchi et al. investigate the use of a virtualized Programmable Logic Controller (PLC). They show that the virtualized PLC can provide similar behaviour to a hardware PLC, but it's performance decreases considerably with an increase in the sampling frequency. The issues concerning the real-time aspects and timing predictability in the industrial automation systems employing the principles of cloud computing need a detailed investigation.
Cisco has recently provided the vision of fog computing [4] , [23] . Since its introduction, the applications of fog computing have been explored in many domains including wireless sensor and actuator systems, health data management, connected vehicles and smart grid [5] , [24] . Gazis et al. [25] discuss various challenges that are faced when fog computing is used in the context of industrial IoT. Sarkar et al. [25] develop a mathematical model of fog computing to investigate its applicability in IoT. None of these works target the delay-sensitive industrial automation control systems which is the main focus of this paper.
Stojmenovic [7] explores the M2M networks in fog computing. Madsen et al. [6] explore the reliability aspect of fog computing. Stojmenovic and Sheng [26] discuss security concerns, particularly the man-in-the-middle attacks in fog computing. Hong et al. [27] address the mobility aspect in fog computing by introducing the mobile fog model. In [28] , fog computing is used for one of the most computationintensive tasks, namely the brain-state classification, where it achieves low response times to enable augmented braincomputer interaction. Yi et al. [24] compare the delays in fog and cloud by means of a synthetic experiment, however a full-fledged industrial implementation is left for the future work. On the other hand, investigation of delay effects due to offloaded controllers to fog and cloud in the industrial automation is targeted in this paper. Hong et al. [29] propose a heuristic for dynamic deployment of programs to the end devices and fog nodes. In this regard, they propose a deployment platform and perform experiments. However, they do not investigate the effect of delays and delay mitigation techniques in fog and cloud. Furthermore, there is no industrial case study that evaluates the fog combined with cloud (fogcloud) architecture; and how a system can benefit from a smart combination of these two platforms.
Offloading is used to make the decision which task should be offloaded to meet the system requirements. Computational offloading algorithms focus on meeting the timing constraints of their tasks or increasing throughput and improving quality of service . There are several offloading techniques such as [30] - [35] that can be used complementary to our work. We investigate the control-as-a-service scenario where control is offered as a cloud service. We explore the advantages and disadvantages of executing the service in cloud, fog and locally. Our offloading goal is not to increase performance but to offer a centralized control for the industrial automation systems.
The problem of Networked Control Systems (NCS) has been addressed in 2001 in [36] . Plenty of work exists regarding this problem such as [37] , [38] . In NCS the controller is tuned in order to compensate network delays or data dropout. In comparison, in this paper we offload the local tuned controller to the fog and cloud. We investigate the effects of offloaded controller on the response times and jitter of the industrial automation systems. Furthermore, we utilize the mitigation mechanisms that are aimed to mitigate the extra delays introduced by the network due to offloading the controller to the fog and cloud.
In summary, cloud infrastructures are used for monitoring industrial machines, improving business intelligence and reporting. Moreover, cloud computing is used in high-level procedures and not in low-level procedures that require faster and predictable responses by the systems. In order to overcome these problems, fog computing is utilized. However, this technology is yet to mature.
III. PROPOSED SYSTEM ARCHITECTURE A. PROTOTYPE ARCHITECHURE
A prototype is built in order to create a representation of the real case. The setup, shown in Fig. 4 , consists of an end device connected to a switch through which it can reach a local server (fog node) or a remote one (cloud node). Since the setup is realised in a local environment, a delay emulator is used for simulating the distance between the device and the cloud node.
The fog and cloud nodes are set up as the Ubuntu servers. For emulating the connection over WAN with the cloud, a software solution called the Wide Area Network Emulator (WANEM) 1 is used. WANEM is based on the Linux kernel 1 http://wanem.sourceforge.net/. and it utilizes NetEm, 2 among other, functionalities in a simple graphical user interface provided on a live Knoppix 3 disk. WANEM enables specifying typical network problems, such as delays, jitter, packet loss, packet corruption, connection loss, etc. It also enables specifying the bandwidth, setting a correlation percentage for each characteristic and a few distributions for the delays (normal, pareto, paretonormal) for simulating various realistic internet conditions. All communication routed through WANEM is affected by the set parameters. The end device is an Arduino Uno 4 running a small program that involves sensing and actuating. It sends the sensed value to the server (fog or cloud) where a control value is calculated. The control value is then sent back to the Arduino to actuate. The control loop consists of a photo resistor and an LED. The controller can change the brightness of the LED until it reaches the desired value (set to 700 in the experiments). It should be noted that the photo resistor and LED are considered as a sensor and actuator in the prototype for the proof of concept. The photo resistor and LED can be generally replaced by any other complex sensor and actuator respectively.
For the device-server communication, two different approaches are used. The first one, called polling, is listed in Algorithm 1. It involves the Arduino waiting for, or polling, the server to establish the connection. In this case, after sampling the sensor value and sending it to the server, the device does nothing until the response from the server is received and could potentially wait forever for it. This approach could be used in a scenario where the sensor and actuator are placed on the same device. This approach is also suitable in the scenario where sensor and actuator are located on separate devices.
The second approach, called non-polling, is listed in Algorithm 2. In this case the device sends the sensed value and checks if a reply is available. If there is no message, the device does not wait for the server to reply, hence it is not polling the server. Instead, the device repeats its cycle, sending another value and checking for a received message again. On the server side this means that multiple messages with the same value will be received. This might lead the controller to begin:
sensorValue ← readSensor(); 4: sendMsgToServer(sensorValue);
if resultAvailable() then 6: result ← readResult(); 7: applyValue(result); 8: end if 9: goto begin; 10: end procedure think that the calculated values are taking no effect and thus respond more aggressively, which is not a desired behaviour. This approach suits a case where the sensor and actuator are located on separate devices.
The proposed local cloud architecture prototype is consistent with the requirements from our industrial partners in the automation domain. The number of end devices in the final system on the shop floor is expected to be in the order of a few thousands. It should be noted that the local cloud infrastructure complemented by fog computing will be used for not only monitoring, but also for controlling the industrial automation systems consisting of several thousand end devices. That is, the controller will be offloaded to the fog node(s) in the case of delay-sensitive applications. Whereas, the controller will be offloaded to the cloud in the case of the applications that are relatively less sensitive to network delays. In addition, the cloud will be used for monitoring these applications.
B. DELAY MITIGATION
In order to mitigate delays caused by the networked controller, having some simple mechanism on the device side is desirable. Typically, model-based controllers are used for control loops with time delays (also referred to as dead time) in which the sensing needs to be done at a certain time after the actuation. Note that the controller has to wait for the dead time before it can get any feedback from the process regarding the recent control value. The controller then contains a model of the process it is controlling and is able to provide adequate response based on the behaviour of the model. However, these controllers are not intended for variable delays and do not fit into the idea of the desired simple mechanism. In our case the control is achieved using a PI controller. Since the delays affect the integral term of the controller, an adaptive PI controller [39] would be sufficient to deal with the delays. The adaptive controller can be tuned to adapt to the delays and is simple enough for our purposes. Statistical prediction methods are also used for predicting the delays [40] or, in dynamic offloading, to asses the current state of network parameters (such as bandwidth or loads on the server end) to avoid measuring them too often which increases overhead [41] . This is another method that is considered in our experiments, where the predictions could be used to predict a missed value from the controller. Due to the nature of the algorithms we use (polling and non-polling) and the considered mitigation methods, the adaptive PI controller suits the non-polling approach while the prediction methods are used on the polling approach.
In order to improve the polling method, a timeout is added and a prediction method is used in case no message is received from the server before the timeout. When the timeout occurs, the predicted control values are applied at the device. This timeout is set to the average round trip time (RTT) for the device-server communication, which is 18 milliseconds. Two prediction methods are used: exponential moving average and double exponential smoothing model. Both of these prediction methods make use of all the data collected, without having to store or manage a large number of variables or the need to collect more than two values to start off. The exponential moving average [42] , also called exponential smoothing, calculates a weighted average of the previous data values x t , as presented in (1), where A is a value between 0 and 1. The predicted value for the next cycle, F t+1 , is the value calculated in the current cycle (2) .
(1)
The double exponential smoothing average model is calculated by the ''Holt model'' forecast [43] . It calculates two terms in each cycle, as seen in (3) and (4), and has two smoothing factors A and B, both of which take values between 0 and 1. The second term b t represents the change in the slope, or the trend. This method calculates F t+m , the predicted value of x t+m at time t + m, m > 0, by using (5)
In case of the non-polling approach, due to delays, the controller receives the same value multiple times before a change is registered. Note that this situation cannot occur in the polling approach because the fresh sensor values are sent from the end device to the controller only when the control signals corresponding to the previous sensor value have been received from the controller. When the controller receives multiple messages with the same value, it affects the integral factor of the PI controller. In this case an adaptive PI controller is suitable to mitigate the affects of the delays on the controller. A smoothing factor, a, is calculated based on the sampling period and the round trip time, as shown in (6) to lessen the influence of these changes caused by delays. a = sampling period sampling period + RTT (6) This smoothing factor is then applied to the received values before they are used by the actuator.
IV. EXPERIMENTAL EVALUATION
We performed a large number of experiments on the prototype discussed in the previous section [44] . In this section we explore the effects of delay and jitter on the system's response, due to offloaded controller to the fog or cloud. Jitter refers to the variable delay between 0 and its specified value. The parameters of interest in the system's response are overshoot and settling time. Overshoot is defined as the difference between maximum and targeted values of the response. Whereas, the settling time refers to the amount of time that elapses from a change in the input to the corresponding stabilized response. In the following subsections, first we consider the system's response without using delay mitigation mechanisms. Then we consider the effect of delay mitigation mechanisms on the response of the system under high level of delays and jitter. The sampling period is set to 14 ms in all the experiments.
A. CASE 1: RESPONSE WITHOUT MITIGATION MECHANISMS
This case is further divided into two cases. In the first case, we consider the delays and jitter do not exceed the sampling VOLUME 5, 2017 period. Whereas in the second case, we investigate the effects of delays and jitter that exceed the sampling period. Both these cases are investigated using the polling and non-polling approaches.
1) WHEN DELAY AND JITTER ARE SMALLER THAN OR EQUAL TO THE SAMPLING PERIOD
In this case, the prototype is tested with delays and jitter that are comparable to the sampling period. The effects of delays and jitter on the response of the system under polling scheme are shown in Fig. 5a and Fig. 5b respectively. Similarly, the effects of delays and jitter on the response of the system under non-polling scheme are shown in Fig. 5c and Fig. 5d respectively. The curve identified with ''Local'' in Fig. 5a and Fig. 5c represents the response of the system with a local controller, i.e., without offloading the controller to the fog or cloud. The response of the system due to direct communication with the server is labeled as ''fog'' in Fig. 5a and Fig. 5c . In the case of offloaded controller to the fog node, the delay is less than half a millisecond. The network delays in the rest of the responses in Fig. 5a and Fig. 5c are 1 ms and 10 ms. When polling scheme is used as shown in Fig. 5a the disturbance in the response curve is not big, especially for the fog and 1 millisecond communication delay. As expected, the network delays that are less than the sampling period can be tolerated without any significant degradation in the performance of the control loop. That is, there is a very small overshoot in all the four curves. The settling time is also small and very similar except for the response corresponding to 10 ms delay. Therefore it can be concluded, that offloading the controller to fog or cloud servers does not cause any significant degradation of the response under polling scheme as long as the network delays are smaller than the sampling period.
Similarly, when non-polling scheme is used as shown in Fig. 5c there is no significant effect on the system's response as long as delays are kept below the sampling period. However, the degradation in the performance becomes severe when messages are queued in the network. As we can notice in Fig. 5c , when the delay is 10 ms the device sends two messages to the controller with the same value before it receives a response from the controller. As a result, the ''I'' part of the PI controller is doubled, thereby causing bigger changes to the actuator which downgrades the systems' performance. That is, when the system receives the second message, it computes the same control value as that of the previous message. This, in turn, forces the controller to compute a larger control value in order to decrease the error because the previous value does not affect the system. Obviously, such interpretation from the controller is wrong since the first computed value is not yet applied.
We investigate how jitter affects the performance of the controller in Fig. 5b and Fig. 5d . The effect of four different values of jitter on the response of the system is shown in Fig. 5b for the polling approach. When the jitter is smaller than the sampling period, it does not significantly affect the performance of the controller. However, the jitter increases the overshoot but the system still manages to stabilize itself under the settling time of 120 ms in all the cases. In the case of non-polling approach, the effect of four different values of jitter on the response of the system is shown in Fig. 5d . The results in this case are similar to those in the case of the polling approach.
2) WHEN DELAY AND JITTER ARE LARGER THAN THE SAMPLING PERIOD
In this subsection, we investigate the effect on the response of the system due to delays and jitter which are considerably larger than the sampling period. Once again, we consider both polling and non-polling approaches. In this set of experiments, the values of the delays and jitter are increased until the system starts to oscillate. In Fig. 6a , the polling approach is used and the system becomes unstable when the delay exceeds 50 ms. The oscillation for the delay more than 50 ms exceeds the limit of the steady state error therefore the system is considered unstable. The settling time for 50 ms delay is less than 600 ms.
In Fig. 6c , the non-polling approach is used. It can be noticed that the system tolerates smaller delays compared to the polling approach. The system eventually stabilizes when 15 ms delay is applied, however the settling time is much higher as compared to the polling approach. The system becomes unstable for 23 ms delay. Moreover, the systems' response downgrades significantly from 15 ms delay. The degradation of system's performance, for this approach, starts when the sensor sends consecutive messages before the actuator receives a message. That happens when delays exceed the sampling period.
In Fig. 6b and Fig. 6d , the effect of jitter in the control loop is depicted for polling and non-polling approach respectively. As it can be noticed, the overshoot increases as the jitter increases, but the system manages to reach the steady state after some time. Jitter does not affect the system in the same way that delays do. Because of the jitter, the controller can receive some values before the sampling period is exceeded. Also the controller can receive some values that exceed the sampling period by a small amount. Since jitter is a variable delay, it may affect the control loop in a different way on every run.
3) DISCUSSION ON SETTLING TIME AND OVERSHOOT IN POLLING AND NON-POLING SCHEMES
The comparison between the effects of delay and jitter on the controller shows that both affect the settling time since it takes more time to get enough responses to stabilize the system. Both the delay and jitter also affect the overshoot of the controller. Additionally, the polling approach tolerates delays better than the non-polling approach. The overshoot VOLUME 5, 2017 is plotted against the Round Trip Time for polling and nonpolling approaches in Fig. 7 and Fig. 8 respectively. In these figures, ''Local'' represents the case when the controller is not offloaded to fog or cloud. Hence the network delay in this case is considered as zero. The label ''Fog'' represents the case when the controller is offloaded to the fog server. In this case the delay is very small (equal to half a millisecond). The overshoot for the non-polling approach increases faster as compared to the polling approach. Similarly, the settling time is plotted against RTT for polling and non-polling schemes in Fig. 9 and Fig. 10 respectively. It can be seen that the polling scheme results in a smaller settling time compared to the non-polling scheme. Moreover, from all the four graphs we can verify that offloading the controller to fog nodes does not affect the system. Consequently, the local servers can be included in the control loop without performance degradation.
B. CASE 2: RESPONSE WITH DELAY MITIGATION MECHANISMS
This case is further divided into two cases. In the first case, we use adaptive PI controller for mitigating delays due to offloaded controller to the cloud. Whereas in the second case, we apply prediction/forecasting methods to mitigate the delays.
1) MITIGATING DELAYS USING ADAPTIVE PI CONTROL
In this case, we investigate the effect of delay mitigation mechanism using the adaptive PI controller on the response of the system. We show the results using the non-polling scheme since the adaptive PI control inherently suits more to this scheme. In the first experiment, a delay of 20 ms is considered as shown in Fig. 11a . The smoothing factor is set to 0.31 according to the formula in (6) . Compared to the behavior of the controller before the smoothing factor is applied, overshoot has been decreased from 142 to 56 and settling time from 1415 ms to 601 ms. In the second experiment, a delay of 25 ms is applied. The system is unstable without delay mitigation mechanism as shown in Fig. 11b . In this experiment the smoothing factor is set to 0.26. When the smoothing factor is applied the system manages to stabilize after 686 ms with an overshoot of 59.
In the next two experiments, the jitter is 25 ms and 75 ms as shown in Fig. 11c and Fig. 11d respectively. The smoothing factor is computed and RTT is set to the maximum possible value. The smoothing factors are set to 0.26 and 0.1 respectively. In the case of 25 ms jitter, the overshoot has decreased from 134 to 0 and the settling time from 384 to 199. When the jitter is set to 75 ms the system becomes unstable. Utilizing the smoothing factor the system manages to stabilize after 1264 ms with an overshoot of 62.
2) MITIGATING DELAYS USING PREDICTION METHODS
In this case, we investigate the effect of delay mitigation mechanism, using the prediction mechanisms discussed in Section III-B, on the response of the system. Fig. 12a shows that the system is under the delay of 75 ms. In this case, the two prediction methods are compared with respect to the response of the polling method when executed with the same delay without delay mitigation. While the exponential moving average has a smoother transition, the double exponential smoothing has a faster settling time. Both methods, however perform better than the original system. Similar results are gained when a 100 ms delay is applied, as shown in Fig. 12b . We can notice that the responses of both methods have disturbances in the beginning. This is because a smaller number of messages are available in the message buffer at the beginning as compared to later times. This means, the system has to rely on the prediction methods for input. However, the prediction methods depend on the values from the server to improve their accuracy. This is less of a problem once the system becomes more stable, since changes in the slope are smaller and therefore it is less likely to predict a value that stands out significantly.
As for the jitter, the system performs much better as compared to the delay. Fig. 12c and Fig. 12d show the prediction methods performing with 25 ms and 75 ms of jitter, respectively. We can see that in both the cases, there is barely any overshoot. Moreover, the curves are much smoother in the beginning as compared to the results with constant delays. This is due to variations in the delay. The system performs better when the system uses less predicted values in the beginning. In the case of jitter there is barely any noticeable difference between the two prediction methods, although the exponential moving average settles the response slightly faster.
V. OUTLOOK AND DISCUSSION
The controller is clearly affected by the longer delays and jitter. However, the system manages to stabilize when the delays are smaller than the sampling period for both polling and non-polling approaches. Introducing a local server in the control loop adds a small delay of 2-3 ms and could be considered. However, the setup should be tested with increased load on the server to see how it would affect the response. The adaptive PI controller is an intuitive solution. It manages to stabilize the response of the system, and offers a great improvement to the non-polling approach in all cases.
However, it has no proof for the robustness of the algorithm. It should be examined on a more complex system or have a mathematical proof in order to prove its robustness. The prediction methods perform better under jitter than under delays. This is because both methods depend on updating their calculations, meaning they depend on getting correct values from the server. In the case of delays, most predictions happen in the start while the control values change and before the system reaches its stable point. As the delays increase, the system relies on more consecutive predicted values, worsening the response of the system. In the case of jitter, the total amount of predictions made is roughly the same as for the delays, but the predictions are more distributed over time rather than concentrated in the start, and thus the response is much better. Even though the delay mitigation mechanisms manage to improve the responses under delays and jitter, none of the results are comparable to the local control with no delays. The system examined here is a relatively simple case. However, the results are reasonable considering the ratio of the sampling period of the process and the delays applied. Most of the research regarding hosting controllers on a cloud consider a more comfortable difference between the sampling period and the network delay. Whereas, we considered arbitrary delays and jitter between the end device and the offloaded controller.
One important conclusion that can be drawn from the experimental evaluation is that there is a strong need for the development of a smart resource management technique. Such a technique should be able to dynamically (at run-time) decide whether to offload the controller to a remote server or not. In the case of offloading requirements, it should be able to decide whether to offload the controller to a fog server, private cloud or public cloud. The decisions should be made on the basis of several aspects such as admission control information, application-specific heuristics, and information about the global resources from the cloud. One way to implement such technique is to develop a multi-level resource manager. That is, it can be implemented at various levels including the public cloud, private cloud, fog or even locally in the ''thing''. However, the level of intelligence and resource management capabilities will be different at different levels. Together with our industrial partners, we are currently investigating all these aspects.
VI. CONCLUSION AND FUTURE WORK
In this paper we have investigated the effects of offloading the controller to the fog and cloud. We have built a prototype to create a realistic scenario. Moving the controller to a remote server degrades system's performance. Even small delays affect the control loop when they exceed the sampling period. The forecasting methods that we have investigated, work better with variable delays because the predicted values that are used are more scattered, as opposed to constant values where the predictions are concentrated at the beginning. However, these methods are challenged in the case when consecutive predicted values are needed, especially in the start up of the control system. Whereas, the adaptive PI controller uses an intuitive idea for mitigating delays inside the network. A formal proof for the robustness of such approaches is needed.
Since not much research has been conducted in this area, there are some possibilities left to try out in the future. The polling and non-polling approaches can be expanded into a more sophisticated system. Moreover, loads can be introduced on both ends to simulate a more complex approach. These methods can be tested with a more complicated system. Another interesting future work is to develop a smart resource manager that is capable of making offloading decisions at run-time. Such a manager can be realized at various levels in the IoT infrastructure such as public cloud, private cloud and fog. 
