Let H be the first Heisenberg group, W Ă H a vertical subgroup, and α ą 0. I show that the intrinsic graph of a compactly supported C 1,α H pWq-function has big pieces of bilipschitz images of compact subsets of the parabolic plane. Thus, these uniformly H-rectifiable sets are also uniformly rectifiable in the sense of David and Semmes, with the parabolic plane as the model space. The method also gives the following qualitative result: an H-regular surface with a Hölder continuously varying horizontal normal is countably rectifiable by bilipschitz images of compact subsets of the parabolic plane. The proofs are based on a general criterion for finding bilipschitz maps between (big pieces) of metric spaces.
INTRODUCTION
What are good notions of rectifiability and quantitative rectifiability for 1-codimensional sets in the first Heisenberg group H? In R 3 , the situation is well-understood, and I start by mentioning a few facts for comparison. Let E Ă R 3 be a closed set with 0 ă H 2 pEq ă 8. Then, the 2-rectifiability of E can be defined by either of the following two equivalent conditions.
(LG) H 2 almost all of E can be covered by countably many Lipschitz graphs over 2planes (with arbitrary orientation). (LI) H 2 almost all of E can be covered by countably many Lipschitz images of R 2 . How about quantitative notions of rectifiability? The following definitions are due to David and Semmes [10, 11] : Definition 1.1 (BPLG and BPLI) . Let E Ă R 3 be closed and 2-(Ahlfors-David-)regular.
Then, E has big pieces of Lipschitz graphs (BPLG) if there exist constants L ě 1 and θ ą 0 such that a θ-fraction of E X Bpx, rq (relative to H 2 measure) can be covered by an L-Lipschitz graph over some 2-plane for every x P E and 0 ă r ď diampEq. The set E has big pieces of Lipschitz images (BPLI) if a θ-fraction of E X Bpx, rq can be covered by an L-Lipschitz image of Bp0, rq Ă R 2 for every x P E and 0 ă r ď diampEq.
Clearly BPLG is a quantification of LG, while BPLI is a quantification of LI. However, contrary to the equivalence of the notions LG and LI, the conditions BPLG and BPLI are not equivalent: only the (trivial) implication BPLG ùñ BPLI holds. To the best of my knowledge, the counterexample for the other implication is not available in the literature, but it exists, and is due to T. Hrycak.
Let us move to the first Heisenberg group H " pR 3 ,¨, d H q, where "¨" is the group product px, y, tq¨px 1 , y 1 , t 1 q :" px`x 1 , y`y 1 , t`t 1`1 2 pxy 1´y x 1 qq, and d H is the Korányi distance d H pp,:" }q´1¨p} (with }px, y, tq} :" 4 a px 2`y2 q 2`1 6t 2 ). Let E Ă H be a closed set with 0 ă H 3 pEq ă 8. A common (intrinsic) definition (see [16, Definition 4 .33]) of 3-rectifiability of E is the following:
(iLG) H 3 almost all of E can be covered by countably many intrinsic Lipschitz graphs over vertical subgroups (with arbitrary orientation). The intrinsic Lipschitz graphs mentioned above were introduced by Franchi, Serapioni, and Serra Cassano [15] in 2006. However, if one was not aware of the existence of these objects, one might also consider the following direct analogue of rectifiability in R 3 :
(LIpar) H 3 almost all of E can be covered by countably many Lipschitz images from the parabolic plane pR 2 , d par q, where d par ppy, tq, py 1 , t 1:" |y´y 1 |`a|t´t 1 |. This natural notion was introduced by Pauls [20] in 2000 and studied further by Cole-Pauls [9] and Bigolin-Vittone [4] . In short, the relation between the notions iLG and LIpar is far from well-understood. Here are the main previous positive results:
‚ Cole and Pauls [20, Theorem 1] showed that if S Ă H is an intrinsic Lipschitz graph which is also a Euclidean C 1 -surface, then E is locally parametrisable by Lipschitz images from the parabolic plane. A short new proof was given by Bigolin and Vittone [4, Theorem 3.1] (where they also proved that the parametrisation is locally bilipschitz). ‚ One can deduce from the results above, aided by a theorem of Balogh [2] , that Euclidean C 1 -surfaces have property LIpar. For more details, see [20, p. 3] . For someone working primarily on H, the word "Euclidean" may seem distant and incomprehensible, and it would be desirable to find "intrinsic" sufficient conditions to guarantee condition LIpar. Such hopes are, however, depressed by the following example of Bigolin and Vittone [4, Theorem 1.1]:
‚ There exists an intrinsic Lipschitz graph S Ă H, which is even H-regular (an intrinsic notion of C 1 -regularity, see Definition 3.1), and a point p P S with the property that no open neighbourhood of p admits a bilipschitz parametrisation by an open subset of the parabolic plane. The phenomenon is so striking that it is worth repeating: while it is trivial parametrise of 2-dimensional Euclidean Lipschitz graphs in R 3 by bilipschitz maps from R 2 (hint: the graph map), the intrinsic Lipschitz graphs in H admit no such parametrisations, even locally, by maps from the parabolic plane. To have such local parametrisations, Euclidean C 1 (or at least Lipschitz) regularity seems necessary, as in the theorem of Cole and Pauls.
Has it therefore been settled than iLG is the (only) correct notion of rectifiability in H? There is so bountiful evidence that iLG is a correct notion that a complete bibliography is out of the question: for some examples, see [1, 5, 14, 15, 16, 18, 19] . The main result of this paper suggests that the condition LIpar is also quite reasonable: Theorem 1.2. Let α ą 0, and let S Ă H be the intrinsic graph of a globally defined but compactly supported intrinsic C 1,α -function. Then S has big pieces of parabolic Lipschitz images (BPLIpar). In particular, S satisfies condition LIpar.
The definition of BPLIpar is given below, but I postpone the definition of intrinsic C 1,αfunctions to Section 3, see Definition 3.4. Theorem 1.2 brings us back to the quantitative notions of rectifiability discussed earlier in R 3 . Consider the following definitions: Definition 1.3 (BPiLG and BPLIpar). Let E Ă H be closed and 3-regular. Then, E has big pieces of intrinsic Lipschitz graphs (BPiLG) if there exist constants L ě 1 and θ ą 0 such that the following holds: for every p P E and 0 ă r ď diam H pEq, there exists an intrinsic L-Lipschitz graph S Ă H such that
The set E has big pieces of parabolic Lipschitz images (BPLIpar) if there exist constants L ě 1 and θ ą 0 such that the following holds: for every p P E and 0 ă r ď diam H pEq, there exists a compact set K Ă Bp0, rq Ă pR 2 , d par q and an L-Lipschitz map f : K Ñ H such that H 3 pf pKq X rE X Bpp, rqsq ě θr 3 .
Remark 1.4. In this paper, every Lipschitz image with large measure will actually be constructed as a bilipschitz image of a compact set with large measure. Thus, the proof of Theorem 1.2 actually shows that S has bilipschitz images of big compact pieces of the parabolic plane (BLIBCPPP). This abbreviation will not appear again. The condition BPiLG was first introduced in [5] , and has thereafter appeared explicitly at least in [13, 21] and implicitly in [19] . In short, it seems that BPiLG is a well-behaved H-analogue of the Euclidean condition BPLG. The condition BPLIpar has not appeared earlier, but it seems like a good problem to study its connection to condition BPiLG. Here are some concrete questions. H -surface is locally parametrised by an intrinsic C 1,α -function. However, it is not clear -at least to me -if this locally defined parametrisation can be extended (and under which hypotheses) to a compactly supported globally defined intrinsic C 1,α -function (at which point Theorem 1.2 would become directly applicable). For this reason, Theorem 1.5 is proved in Section 3.4 by the rather crude approach of localising the estimates used during the proof of Theorem 1.2.
1.1. Bilipschitz maps between big pieces of metric spaces. Theorem 1.2 will follow from an application of a rather general result concerning metric spaces, Theorem 1.8 below. Let pG, d G q and pM, d M q be metric spaces. Assume the following local correspondence between G and M , for some fixed constants α ą 0 and A ě 1, and for some x 0 P G and p 0 P M fixed. For every x P B G px 0 , 1q, p P B M pp 0 , 1q and n P N Y t0u there exists a map i n xÑp :
Moreover, if n ě 0, x, y P B G px 0 , 1q and p, q P B M pp 0 , 1q with d G px, yq ď 2´n and i n xÑp pyq " q, then d M pi n xÑp pzq, i n`1 yÑq pzqq ď A2´n p1`αq z P Bpx, 2´nq.
(1.7)
These conditions are reminiscent of [12, (1.6)-(1.9)]. The assumptions (1.6)-(1.7) designed to enable the construction of bilipschitz maps from subsets of G to M , at least if G is complete and doubling: Theorem 1.8. Assume that pG, d G , µq is a complete and doubling with diam G pGq ě 1, and pM, d M q is complete. Assume that the conditions (1.6)-(1.7) hold for some α ą 0 and A ě 1. Then, there exists a constant δ ą 0, a compact set K Ă Bpx 0 , 1q with µpKq ě δµpBpx 0 , 1qq and a 2-bilipschitz map F : K Ñ M with F pKq Ă Bpp 0 , 1q. The constant δ ą 0 only depends on the doubling constant of G, and the constants α and A in (1.6)-(1.7).
The plan of the paper is to prove Theorem 1.8 in Section 2, and then apply it to the problem in H in Section 3.
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PROOF OF THE MAIN THEOREM FOR METRIC SPACES
The proof of Theorem 1.8 is inspired by the recent work of Le Donne and Young [17] on the Carnot rectifiability of sub-Riemannian manifolds.
Before starting the proof of Theorem 1.8 in earnest, I need to introduce some terminology. Assume for a moment that n 0 ě 0, and there exist families tD n u něn 0 of subsets of G, known as cubes, with the following properties:
(i) Each D n consists of a finite number of disjoint non-empty compact sets, and in particular card D n 0 " 1. (ii) For n ą n 0 , each cube Q P D n is contained in a unique cubeQ P D n´1 , called the parent of Q. For Q P D n´1 fixed, write chpQq :" tQ P D n :Q " Qu. (iii) diam G pQq ă 2´n for all Q P D n . (iv) There are constants ǫ, τ ą 0 such that if n ě 0 and Q 1 , Q 2 P D n are distinct, then d G pQ 1 , Q 2 q ě τ 2´p 1`ǫqn . An pǫ, n 0 , τ q-Cantor set is any set of the form
where the families D n , n 0 ě 0, satisfy properties (i)-(iv).
Definition 2.1.
A metric measure space pX, d, µq admits fat Cantor sets if for all ǫ ą 0 and n 0 ě 0, there exist constants δ " δpn 0 q ą 0, and τ " τ pǫq ą 0 such that the following holds. For all x P X, there exists an pǫ, n 0 , τ q-Cantor set K Ă Bpx, 1q with µpKq ě δµpBpx, 1qq.
We will only use the assumption that pG, d G , µq is doubling and complete to ensure that it admits fat Cantor sets. Proposition 2.2. Every doubling and complete metric measure space pX, d, µq of diameter ě 1 admits fat Cantor sets. In other words, for every ǫ ą 0 and n 0 ě 0, the constants δpn 0 q ą 0 and τ pǫq ą 0 can be found as in Definition 2.1. They are also allowed to depend on the doubling constant of pX, d, µq.
The proof of the proposition above is de facto contained in [17, Section 4.1], but since the statement is not explicitly given in [17] , I repeat the details in Appendix A. What follows next is a proof of Theorem 1.8, assuming Proposition 2.2. Fix x 0 P G and p 0 P M . Let ǫ :" α{2 (where α ą 0 is the parameter appearing in (1.6)-(1.7)), let n 0 ě 0 be a large integer to be determined later, and let K Ă Bpx 0 , 1q be an pǫ, n 0 , τ q-Cantor set associated to families of cubes tD n u něn 0 , as in (i)-(iv). For each Q P D n , n ě n 0 , pick a centre c Q P Q. Set D n 0´1 :" tGu and K n 0´1 :" G.
The map F : K Ñ M will be defined as the limit of certain intermediate maps F n : K n Ñ M for n ě n 0´1 . Set F n 0´1 " p 0 . To proceed, assume that n ě n 0 , and the map F n´1 : K n´1 Ñ M has already been defined. Then, fix Q n´1 P D n´1 , and set
The next lemma shows, in particular, that if x P K, then the sequence pF n pxqq nPN is Cauchy in pM, d M q. Hence F pxq :" lim nÑ8 F n pxq exists by the completeness of pM, d M q.
Lemma 2.3. If n 0 ě 1 is large enough (depending on A), the following holds for all w P K and n ě n 0 :
Proof. For w P K, let c n pwq be the centre of Q n pwq, where Q n pwq is the unique cube in D n containing w. One can infer (2.4) from the compatibility condition (1.7) in the following way:
d M pF n pwq, F n`1 pwqq " d M pi n cnpwqÑF n´1 pcnpwqq pwq, i n`1 c n`1 pwqÑFnpc n`1 pwqq pwqq ď A2´n pα`1q .
To check that the assumptions of (1.7) are really in force, use the notational substitutions q :" F n pc n`1 pwqq, p :" F n´1 pc n pwqq, x :" c n pwq, y :" c n`1 pwq, and z :" w.
Then, note that d G px, yq ď diam G pQ n pxqq ă 2´n by (iii), z P Bpx, 2´nq again by (iii), and q " F n pc n`1 pwqq " i n cnpwqÑF n´1 pcnpwqq pc n`1 pwqq " i n xÑp pyq.
by definition. This shows that the assumptions of (1.7) are valid, except for one small issue: is it clear that p, q P Bpp 0 , 1q? For n " n 0 , simply p " F n 0´1 pc n 0 pwqq " p 0 . Also, using (2.5) and (1.6),
Using this estimate repeatedly shows that d M pF n pc n`1 pwqq, p 0 q A2´n 0 for all n ě n 0 . In particular, p, q P Bpp 0 , 1q if n 0 ě 1 is large enough, depending on A. The proof of the lemma is complete.
As an immediate corollary, one deduces the useful estimate
It remains to prove that F is 2-bilipschitz on K if the index n 0 P N was chosen large enough, depending on the parameters α ą 0 and A ě 1. Fix x, y P K arbitrary with x ‰ y, and let Q P D n , n ě n 0 , be the smallest cube with x, y P Q (thus x, y lie in distinct cubes in D n`1 ). Write c :" c Q P Q. Then, using properties (iii)-(iv) of the cubes D n ,
Also, by definition, F n pxq " i n cÑF n´1 pcq pxq and F n pyq " i n cÑF n´1 pcq pyq, since x, y P Q. We deduce from (1.6) (using (2.7)) that
We also have the upper bound analogous to (2.8) with "´" replaced by "`", so
Recalling that ǫ " α{2, the right hand side is smaller than τ 2´p n`1qp1`ǫq {4 ď d G px, yq{4 for n ě n 0 , if n 0 P N was chosen large enough, depending on A and α. Thus,
Finally, if n 0 ě 0 is large enough, depending again on α and A, one sees from (2.6)-(2.7) that
It then follows by combining (2.9), (2.10), and the triangle inequality that
as desired. The proof of Theorem 1.8 is complete, except for the claim F pKq Ă Bpp 0 , 1q. Pick x P K Ă Q n 0 Ă Bpc Qn 0 , 2´n 0 q, and write, using (1.6), 
Remark 3.3. If S X Bpp, rq " Bpp, rq X tf " 0u, as above, then [14, Theorem 6.5] states that, after making r ą 0 possibly a little smaller, the inward-pointing horizontal normal of E " tf ă 0u is given by the expression
Thus, (3.2) is equivalent to requiring that this choice of horizontal normal is (locally) α-Hölder continuous as a map S Ñ S 1 .
A case of particular interest in this paper are intrinsic graphs S Ă H which also happen to be C 1,α H -surfaces. Specifically, I make the following definition: Definition 3.4 (Intrinsic C 1,α -functions and intrinsic C 1,α -graphs). Let W :" tp0, y, tq : y, t P R and V :" tpx, 0, 0q : x P Ru -R. Let U Ă W be open, and let ϕ : U Ñ V be continuous. Write Φpwq :" w¨ϕpwq for the graph map of ϕ. We say that ϕ is an intrinsic Then Γpf q is a C 1,1 -surface as a subset of R 2 , because Γpf q can also be written as Γpf q " tpsgnpyqy 2 , yq : y P Ru, where y Þ Ñ sgnpyqy 2 P C 1,1 pRq. Nonetheless f is not a C 1,1 pRqfunction, at least in the "standard" sense.
A previous notion of intrinsic C 1,α -functions and graphs already exists, see [6, Definition 2.16], and looks alarmingly different than Definition 3.4; to make things worse, a result concerning intrinsic C 1,α -functions in the sense of [6] , namely [6, Proposition 2.23], will momentarily be needed also in this paper. So, the connection needs to be clarified. Proof of Proposition 3.6. Assume that ϕ P C 1,α H pWq in the sense of Definition 3.4. Then, [1, Theorem 1.2] states that the intrinsic gradient ∇ ϕ ϕpwq exists for all w P W, and w Þ Ñ ∇ ϕ ϕpwq is continuous. This means that ϕ P C 1 pWq in the sense of [6] . Additionally, [1, Theorem 1.2] promises that the horizontal normal ν H in Definition 3.4(ii) has the representation
Let us now argue that ν H , above, is (globally) α-Hölder continuous on S " ΦpWq. Recall that by the assumption that S is a C 1,α H -surface, and Remark 3.3, for every p P S there exists some Hölder continuous choice of a horizontal normal ν p H , defined in a neighbourhood S XU of p (note that there are two horizontal normals at every point in S). However, it is easy to see that ν p H must coincide on S X U with either ν H or´ν H whenever S X U is connected (that is, the sign depends only on U ). But since S is locally connected, and since ν H ppq " p´1, 0q outside the compact set Φpspt ϕq Ă S, one infers that the horizontal normal ν H in (3.8) is α-Hölder continuous on S.
Another remark: using again that spt ϕ is compact, ∇ ϕ ϕ is continuous and compactly supported, hence L :" }∇ ϕ ϕ} L 8 pWq ă 8. According to [6, Lemma 2.22 ], this implies in particular that ϕ is intrinsic Lipschitz. Now we are quite well equipped to check that ϕ P C 1,α pWq according to [6, Definition 2.16] : the definition in [6] requires that there exists a constant H ě 1 such that
Here Φpwq :" w¨ϕpwq as before, and ϕ pp´1q : W Ñ V is the unique function W Ñ V whose intrinsic graph is p´1¨S. To check (3.9), fix w P W and p P ΦpWq. Observe the explicit formula 
using first the representation (3.8) and recalling that L " }∇ ϕ ϕ} L 8 pWq ă 8, and finally applying the Hölder continuity of ν H in the last estimate. The following formula is needed to make sense of the right hand side:
Lemma 3.11. For any p P H and w P W, the following relation holds:
Here Φ pp´1q is the graph map of ϕ pp´1q .
Proof. The function ϕ pp´1q : W Ñ V is explicitly given by
The last equation is a true statement, so the proof is complete.
Plugging this formula to (3.10) and using the left-invariance of d H ,
The final estimate used the fact that ϕ is intrinsic Lipschitz, hence ϕ pp´1q is intrinsic Lipschitz (with constant independent of p), and also Φ pp´1q p0q " 0. This proves that ϕ P C 1,α pWq in the sense of [6, Definition 2.16]. The converse implication is a little easier, and will not be needed in the paper, so I omit the details.
With the main definitions now in place, I repeat Theorem 1.2 below. The plan is to first prove Theorem 3.13, and then indicate the modifications needed to prove Theorem 3.14 in Section 3.4.
Recall that W " tp0, y, tq : y, t P Ru, and V " tpx, 0, 0q : x P Ru. I will frequently abbreviate p0, y, tq ": py, tq for p0, y, tq P W. In addition to Theorem 1.8, the proof of Theorem 3.13 will be based on the following result, see [ The letter H will refer to this constant in the sequel. I also remark, again, that a compactly supported function ϕ P C 1,α H pWq satisfies ∇ ϕ ϕ P L 8 pWq, and is intrinsic Lipschitz, by the argument seen in the proof of Proposition 3.6. I denote by L the maximum of the intrinsic Lipschitz constant of ϕ, and }∇ ϕ ϕ} L 8 pWq .
Remark 3.17. The compact support assumption of ϕ P C 1,α H pWq is initially needed to ensure that maxtH, Lu ă 8. However, the constants are then left-invariant: if p P S " ΦpWq, then ϕ p lies in C 1,α pWq with constant H (see [6, Lemma 2 .25]), and is intrinsic Lipschitz with constant L, even though the support of ϕ p of course depends on p. Recall that ϕ p : W Ñ V is the function whose intrinsic graph is p¨S.
The estimate (3.16) is used to infer the following proposition. 
This proves (3.20) , and hence the proposition.
Remark 3.24. Let ϕ P C 1,α H pWq be compactly supported, and recall the vector e p " e Φpwq , p P S, defined in (3.19) . Recall also that we argued after (3.8) that the horizontal normal p Þ Ñ ν H ppq is globally α-Hölder continuous on S " ΦpWq. Comparing the expressions (3.8) and (3.19) , the same in true for p Þ Ñ e p : by making the constant H ě 1 larger if necessary, |e p´eq | ď Hdpp,α , p, q P S. H pBpp 0 , r 0such that |∇ H f pq 1 q´∇ H f pq 2 q| ď Hd H pq 1 , q 2 q α for q 1 , q 2 P S, where α ą 0 and H ě 1. For 0 ă r ď 1, let f r pqq :" 1 r rf˝δ r s P C 1 H pδ 1{r pB 0 qq. Then, |∇ H f r pq 1 q´∇ H f r pq 2 q| ď r α Hd H pq 1 , q 2 q α for q 1 , q 2 P δ 1{r pSq.
Proof. If q 1 , q 2 P δ 1{r pSq, then δ r pq 1 q, δ r pq 2 q P S. Hence,
Returning to the proof of Theorem 3.13, let p P S and, first, 0 ă r ď C, where C :" 2 diam H pΦpspt ϕqq. Then, using the previous lemma, and also recalling that dilations have no effect on intrinsic Lipschitz constants, S 1{r :" δ 1{r pSq is an intrinsic C 1,α intrinsic Lipschitz graph with constants depending only on the corresponding constants for S, and C. Therefore, by the BPLIpar property at scale r " 1, to be established in the next section, every ball S 1{r X Bpp, 1q contains the image of a 2-bilipschitz map g from a compact set K Ă pR 2 , d par q with H 3 pKq ě δ " δpCq ą 0. Once this has been achieved, one simply pre-and post-composes g with dilations to produce a 2-bilipschitz map g r : δ r pKq Ñ S X Bpδ r ppq, rq (note also that H 3 pδ r pKqq " r 3 H 3 pKq ě δr 3 ).
Next, consider the case r ą C. Then, if p P S is arbitrary, the set S X Bpp, rq satisfies H 3 prS X Bpp, rqs X Wq H 3 pS X Bpp, rqq. Then, the restriction of Id to rS X Bpp, rqs X W yields the desired bilipschitz map.
3.3.
Verifying the hypotheses of Theorem 1.8. It remains to verify the hypotheses of Theorem 1.8 for pG, d G q :" pW, d H q and pM, d M q :" pS, d H q, where S " ΦpWq, as in Theorem 3.13. I start by defining the maps i xÑp : G Ñ S. They will not depend on the scale index n ě 0, that is, i n wÑp " i wÑp for all n ě 0. First, if p P S and x, h P R, let q :" qpp, x, hq P S be any point satisfying d H pp¨pxe p , hq," dist H pp¨pxe p , qq, Sq.
(3.27)
Here e p P S 1 is the horizontal tangent vector defined in (3.19) . Then, if w " py 0 , t 0 q P W and p P S, let i wÑp py, tq :" qpp, y´y 0 , t´t 0 q. The definition implies that if w, w 1 , v, v 1 P W with w´v " w 1´v1 , then i wÑp pvq " i w 1 Ñp pv 1 q.
(3.28) Also, by (3.27), the point i wÑp pvq P S satisfies d H pp¨pry´y 0 se p , t´t 0 q, i wÑp pvqq " dist H pp¨pry´y 0 se p , t´t 0 q, Sq.
(3.29)
To simplify notation in the sequel, I define Tan w p : W Ñ W p to be the isometry Tan w p py, tq :" Tan w p p0, y, tq :" pry´y 0 se p , t´t 0 q appearing in (3.29), which sends w " py 0 , t 0 q to 0. Evidently i wÑp pwq " p¨Tan w p pwq " p. Also note that the following "chain rule" is satisfied: and eventually conclude (3.33) from this bound combined with (3.31). Write w " py, tq and v " py 1 , t 1 q. Start by applying the "chain rule" (3.30), and the triangle inequality, as follows:
p pwqs¨Tan w q pvq, q¨Tan w q pvqq ": I 1`I2 . To estimate I 1 , note that by left-invariance I 1 " d H pTan w p pvq, Tan w q pvqq " d H prpy 1´y se p , t 1´t q, pry 1´y se q , t 1´t qq. To estimate the right hand side, one assume that e p " p0, 1q. Also note that, by (3.25), and (3.32), one has |e p´eq | (3.25) ď Hd H pp,α " Hd H pi 0Ñp p0q, i 0Ñp pwqq α (3.34) (3.32) ď Hr}w} α`A }w} α s AH}w} α .
One also needed here the assumption }w} ď 1 (since (3.32) initially gives a term of the form }w} 1`α ). The estimate above, and the convention e p " p0, 1q, implies that e q can be written as e q " psin θ, cos θq with |θ| AH}w} α . Consequently, writing x :" y 1´y and h :" t 1´t , one has Thus, the term I 1 is bounded from above by the right hand side of (3.33). The term I 2 has the form I 2 " }b´1¨a¨b} with a " q´1¨p¨Tan 0 p pwq and b " Tan w q pvq " ppy 1´y qe q , t 1´t q. Note that }a} " d H pq, p¨Tan 0 p pwqq ď A}w} 1`α by (3.31) (this is the place where the relation q " i 0Ñp pwq is used), whereas }b} " d H pw, vq. Now, writing a " px a , y a , t a q and b " px b , y b , t b q, then one can easily compute that b´1¨a¨b " a¨p0, 0, x a y b´xb y a q.
(This is just the fundamental "commutator relation" in H.) Consequently,
This shows that also I 2 is bounded by the right hand side of (3.33). Glancing again at the estimates for I 1 and I 2 , one sees that d H pp¨Tan 0 p pvq, q¨Tan w q pvqq AH maxt}w} 1`α{2 , d H pv, wq 1`α{2 u, (3.35) which is even a little better than (3.33). The estimate (3.33) now follows from the triangle inequality d H pi 0Ñp pvq, i wÑq pvqq ď d H pi 0Ñp pvq, p¨Tan 0 p pvqq d H pp¨Tan 0 p pvq, q¨Tan w q pvqq d H pi wÑq pvq, q¨Tan w q pvqq. The middle term here is controlled by (3.35) , and the first and third terms are controlled by (3.31 ). This concludes the proof of (3.33).
Finally, I address the point left open above, that (3.33) looks slightly less general than (1.7). The condition (1.7) would literally require that if w 1 , w 2 , w 3 P W and p, q P S with i w 1 Ñp pw 2 q " q, then
(3.36) However, set w :" w 2´w1 and v :" w 3´w1 , and observe that w 2´w3 " w´v and w 1´w3 " 0´v.
These relations, and (3.28), show that i w 1 Ñp pw 3 q " i 0Ñp pvq and i w 2 Ñq pw 3 q " i wÑq pvq.
Thus, (3.36) follows from (3.33) applied with w and v, as above. This completes the verification of the hypotheses of Theorem 1.8, and hence the proof of Theorem 3.13.
General C 1,α
H -surfaces. I now discuss the modifications needed for the argument above to prove Theorem 3.14. The conclusion will be that C 1,α H -surfaces S Ă H satisfy BPLIpar locally (which is stronger than LIpar): Proposition 3.37. For all p P S, there exists ǫ " ǫppq ą 0 and L " Lppq ě 1 such that the following holds. Whenever q P S X Bpp, ǫq, and 0 ă r ă ǫ, there exists a compact set K Ă Bp0, rq Ă pR 2 , d par q with H 3 pKq ě δr 3 and an 2-bilipschitz map f : K Ñ S X Bpq, rq.
Let S Ă H be a C 1,α H -surface in the sense of Definition 3.1. In particular, for p P S fixed, there exists a radius r ą 0 and a function f P C 1,α H pBpp, rqq such that ∇ H f ppq ‰ 0 and S X Bpp, rq " Bpp, rq X tf " 0u. One may assume that p " 0, f p0q " 0 and Xf p0q ą 0, so [14, Theorem 6.5] is applicable: after making r ą 0 smaller if necessary, there exists a neighbourhood of the origin U Ă W " tp0, y, tq : y, t P Ru, and a continuous function ϕ : U Ñ V " tpx, 0, 0q : x P Ru such that ϕp0q " Φp0q " 0, and S X Bp0, rq " ΦpU q.
Here Φpwq " w¨ϕpwq. Moreover, by [14, Theorem 6.5(iii) ] the inward-pointing horizontal normal of tf ă 0u is given by
In particular, if r ą 0 is sufficiently small, and recalling that Xf p0q ą 0, the first component of ν H pqq is negative for q P S X Bp0, rq. This implies that ϕ P C 1,α H pU q in the sense of Definition 3.4, and ΦpU q is an intrinsic C 1,α -graph.
Repeating the argument in Proposition 3.6 (i.e. using [1, Theorem 1.2]), another expression for ν H pqq, for q P ΦpU q, is now given by
It then follows from the continuity of q Þ Ñ ν H pqq that ∇ ϕ ϕ P L 8 pV q for any V ĂĂ U ; for convenience of notation, I assume that this actually holds for V " U . Now, in contrast to the proof of Proposition 3.6, one may not conclude that ϕ is intrinsic Lipschitz on U . However, ϕ is intrinsic Lipschitz when restricted to sufficiently small neighbourhoods of 0 by [8, Proposition 1.8] . Shifting attention to such a neighbourhood, one may assume that ϕ is intrinsic Lipschitz on U . This seems like a good point to remark that |e p´eq | ď Hdpp,α , p, q P ΦpU q, (3.39) by the Hölder continuity of ν H , and recalling the definition of e p from (3.19). The next task will be to verify a local analogue of (3.9), namely argue that there exists a neighbourhood of the origin V Ă U , and a constant H ě 1, such that
Checking the proof of (3.9), the properties needed for this conclusion are that if w, w 0 P V and p " w 0¨ϕ pw 0 q P ΦpV q, then π W pp¨wq P U , and ϕ pp´1q is intrinsic Lipschitz on V . Recalling that ϕp0q " Φp0q " 0 P U , an easy continuity argument shows that these properties are valid for V Ă U a sufficiently small open disc. The next issue is to apply (3.40) to deduce a version of Proposition 3.18, concerning the approximation of S " ΦpU q by vertical tangent planes. The main ingredient in the proof was the estimate (3.16) borrowed directly from [6] , where the proof is only presented for intrinsic C 1,α -functions defined on the whole plane W. However, the proof of [6, Proposition 4.1] also gives a local statement under the hypothesis (3.40), as long as as one is, again, prepared to trade V for an even smaller neighbourhood of the origin V 1 Ă V : for all w P V 1 , and p :" Φpwq P ΦpV 1 q, the following estimate holds: |ϕ pp´1q py, tq´∇ ϕ ϕpwqy| }py, tq} 1`α , py, tq P V 1 .
(3.41)
The reader can convince himself of (3.41) by checking the proof in [ ). There, one needs to make sure that certain curves γ 1 , γ 2 : R Ñ W (see below [6, (4.6)]) do not escape V Ą V 1 on an interval ry 0 , s˚s, whenever γ j py 0 q " py 0 , t j q P V 1 , j P t1, 2u.
(3.42) The curves are defined as the solutions to the ODE [6, (4.7)]: they have the form γ j psq " ps, τ j psqq, where τ j p0q " t j and 9 τ j psq " ϕpγ j psqq. The parametrisation s Þ Ñ γ j psq is therefore a Lipschitz function as long as ϕ stays bounded; since ϕp0q " 0, here one can even assume that ϕpwq ď 1 for w P V . Moreover, the point s˚is close to y 0 , see the estimate [6, (4.16) ]: in fact |s˚´y 0 | |t 2´t1 | p1´αq{2 , where t j are as in (3.42 ). Since |t 2´t1 | ď diampV 1 q, it is clear that γ j pry 0 , s˚sq
With the estimate (3.41) in hand, a local version of Proposition 3.18 can be obtained with only minor changes in the proof: if V 1 Ă V is small enough (at least as small as required for (3.41), and possibly even smaller), the following holds for all p P ΦpV 1 q, and for ǫ ą 0 small enough: 
The first inequality is legitimate as long as p¨Φ pp´1q py, tq P ΦpV q, by definition of dist H , whereas the application of (3.41) requires that py, tq P V 1 . But p¨Φ pp´1q py, tq P ΦpV q whenever p P ΦpV 1 q, py, tq P V 1 , and
recall (3.12); the inclusion above holds for V 1 Ă V small enough, by a continuity argument. Finally, points of the form q " p¨Lpy, tq, with py, tq P V 1 , cover a neighbourhood of p on p¨W p , since (recall (3.22)) py, tq Þ Ñ L p py, tq is a bijection W Ñ W p with }Lpy, tq} " }py, tq}. This completes the justification of (3.43). Now that (3.39) and (3.43) have been established, the argument in Section 3.3 can be essentially repeated, with ΦpV q playing the role of S. I herewith denote S :" ΦpV q. Start by dilating ΦpV q by a large constant depending on V, V 1 so that S X Bp0, 1q Ă ΦpV 1 q, and (3.43) holds with ǫ " 2. Then, to apply Theorem 1.8, the idea is to define maps i xÑp : W Ñ S for x P Bp0, 1q Ă W and p P S X Bp0, 1q. The procedure is of course similar to the one seen in Section 3.3. For p P S X Bp0, 1q Ă ΦpV 1 q and px, hq P Bp0, 1q Ă W, one first defines q :" qpp, x, hq P S to be any point satisfying
The map i wÑp : W Ñ S is defined exactly as before, between (3.27) and (3.28). Then (3.43) can be applied to give a local counterpart of (3.31):
The localisation is no problem vis-à-vis condition (1.6), which only ever considers w, v P Bp0, 1q. Therefore, arguing as in Section 3.3, condition (1.6) can be verified. Condition (1.7) can be checked by using (3.39). Let p, q P S with i 0Ñp pwq " q, }w} ď 1. The only point where the condition (3.39) gets used is (3.34); but since p, q P S Ă ΦpU q, the hypothesis of the condition is clearly met. This concludes the proof of Proposition 3.37, or at least the case r " 1. The cases 0 ă r ă 1 can be handled in the familiar manner, by considering S 1{r instead of S, and using Lemma 3.26.
APPENDIX A. PROOF OF PROPOSITION 2.2
Here is again the statement of Proposition 2.2: Proposition A.1. Every doubling and complete metric measure space pX, d, µq of diameter ě 1 admits fat Cantor sets. In other words, for every ǫ ą 0 and n 0 ě 0, the constants δpn 0 q ą 0 and τ pǫq ą 0 can be found as in Definition 2.1. They are also allowed to depend on the doubling constant of pX, d, µq.
Proof. Let Q " YtQ n : z P Zu be a family of closed (and hence compact) Christ cubes on pX, d, µq, see [7, Theorem 11] . Thus, the cubes here are closures of the cubes defined in [7, Theorem 11] . By changing the indexing of the families Q n slightly, one may assume that 2´n G diam G pQq ă 2´n for all Q P Q n . According to [7, (3.6) ], the cubes in Q can be chosen so that they have small boundary regions in the following sense: there are constants C ě 1 and η ą 0 such that µpB ρ Qq ď Cρ η µpQq for all Q P Q, where B ρ Q :" tx P Q : distpx, Q c q ă ρ2´nu, Q P Q n .
(A.2)
Now, to begin the construction of a fat Cantor set in G, fix x P G, ǫ ą 0 and n 0 P N, and let Q 0 be the unique cube in Q 0 containing x. Since diam G pQ 0 q ă 2´n 0 ď 1, one has Q 0 Ă Bpx, 1q. Set D n 0 :" tQ 0 u. Now, if one simply declared that D n :" tQ P Q n : Q Ă Q 0 u, then one would already have the conditions (i)-(iii) listed at the beginning of Section 2. Then, the Cantor set K defined by K :" č něn 0 ď QPDn Q would satisfy µpKq " µpQ 0 q " n 0 µpBpx, 1qq by the doubling hypothesis. To secure, in addition, the separation condition (iv), one need to remove some boundary regions, and apply (A.2). Namely, fix a constant τ " τ pǫq ą 0, to be determined a little later, and define Q 1 0 :" Q 0 zB τ 2´n0 ǫ Q 0 and D 1 n 0 :" tQ 1 0 u. Then, assume that D 1 n has already been defined for some n ě n 0 . Assume also that the sets in D 1 n are obtained as compact subsets of sets in D n : for every Q P D n , there corresponds a compact set Q 1 P D 1 n with Q 1 Ă Q (but it may, and will, sometimes happen that Q 1 " H). To define D 1 n`1 , fix Q P D n`1 , and let p Q 1 P D 1 n be the compact set contained in the D n -parent p Q Ą Q. Define
Then evidently Q 1 Ă p Q 1 , and the conditions (i)-(iii) from the beginning of Section 2 remain valid for the modified collections D 1 n , n ě n 0 . But now also condition (iv) is valid. Indeed, if Q 1 1 , Q 1 2 P D n are distinct, and there still existed a point x P Q 1 1 Ă Q 1 with distpx, Q 1 2 q ă τ 2´p 1`ǫqn , then clearly x P B τ 2´n ǫ Q 1 , and hence in fact x R Q 1 1 . So, the only remaining concern is the µ-measure of the new Cantor set
Evidently, if x P Q 0 zK 1 , then x P B τ 2´n ǫ Q for some Q P D n with Q Ă Q 0 (hence n ě n 0 ). Recalling the estimate for the µ-measure of boundary regions above (A.2), one infers that
2´n ǫη µpQ 0 q ǫ,η Cτ η µpQ 0 q.
Therefore, choosing τ " τ pC, ǫ, ηq ą 0 sufficiently small, one has µpQ 0 zK 1 q ď µpQ 0 q{2, hence µpK 1 q µpQ 0 q n 0 µpBpx, 1qq. The proof is complete.
