Simulation studies were carried out regarding the feasibility of using combined observations from sunphotometer (SPM) and lidar for microphysical characterization of aerosol particles, i.e., the retrieval of effective radius, volume, and surface-area concentrations. It was shown that for single, homogeneous aerosol layers, the aerosol parameters can be retrieved with an average accuracy of 30% for a wide range of particle size distributions. Based on the simulations, an instrument combination consisting of a lidar that measures particle backscattering at 355 and 1574 nm, and a SPM that measures at three to four channels in the range from 340 to 1020 nm is a promising tool for aerosol characterization.
Introduction
Aerosol particles have a strong influence on radiative forcing, chemical processes in the atmosphere, cloud properties, air quality, and human health. 1 Long-term monitoring of aerosols under ambient atmospheric conditions is required because of spatial and temporal variability and complicated transformation processes. Ground-based remote sensing of particles is a cornerstone to particle monitoring and, in particular, the establishment of monitoring networks has generated significant progress over the past 10 years. Routine monitoring of particle optical properties has been carried out in the framework of networks, e.g., the Aerosol Robotic Network (AERONET), 2 the European Aerosol Research Lidar Network (EARLINET), 3 the German Lidar Network, 4 and the Asian Dust Lidar Network (AD-NET). 5 Such network activities have prompted the development of innovative inversion algorithms for the retrieval of microphysical particle properties from optical data sets.
Extensive effort has been invested in developing a sunphotometer (SPM), 6, 7 and in parallel, Raman lidar retrieval methods 8 -10 with the goal of characterizing aerosol particles as comprehensively as possible. However, there still exist constraints for both techniques. SPMs do not allow for a measurement with vertical resolution of the aerosol in the atmospheric column, and the presence of clouds strongly impairs the observations. Raman lidar systems use a rather limited number of wavelengths. The primary operating wavelengths are at 355, 532, and 1064 nm. 3, 11, 12 The use of the 532 nm wavelength, in particular, may impose serious operational restrictions due to eye-safety concerns in sensitive locations such as near airports and in urban areas.
The combination of these two observational techniques might alleviate some of these restrictions. The use of a SPM together with a lidar that operates at only one or two additional wavelengths would be a rather cost-effective instrument combination. The SPM provides particle extinction information at multiple wavelengths, in particular, at visible wavelengths. This can help to avoid the need for lidar measurements in the visible range, where eye safety is of the greatest concern. Simultaneous use of wave-lengths in the ultraviolet (UV) range and͞or in the near infrared range would provide information on the vertical structure of observed particle plumes.
From the point of view of optical particle characterization, such a combination of instruments is straightforward. [13] [14] [15] However, the use of combined data sets for a microphysical particle characterization has not, to the best of our knowledge, not been attempted in a systematic manner. One reason is that the inversion algorithms used for the two instruments have been developed independently and specifically designed for their respective data sets. Another reason is that certain constraints apply, which are not necessarily fulfilled by both measurement techniques simultaneously. For instance, the multiwavelength lidar data inversion algorithm presented by Müller et al. 8 and Veselovskii et al. 10 has, to date, been investigated only for data sets that contain more measurement channels for backscatter coefficients than extinction coefficients. The low-budget and eye-safe approach of a one-or two-wavelength lidar plus a SPM naturally results in the question whether microphysical particle properties can be retrieved with sufficient accuracy from a data combination in which more extinction channels than backscatter channels are available. Such studies have not yet been carried out, and would, therefore, fill an important gap in these long-term investigations.
This paper is a sensitivity study of the feasibility of using combined lidar and SPM data to characterize aerosol size-distribution parameters. We assume that the extinction and backscatter coefficients can be determined from lidar and SPM measurements for a distinct layer of the atmosphere, such as the atmospheric boundary layer or a lofted aerosol layer. We start with the most basic data sets that can be derived, i.e., particle optical depth from the SPM and particle backscatter coefficients from lidar. We also consider data sets that contain particle extinction measured with Raman lidar at one wavelength in the UV. We consider vertically homogeneous layers, homogeneous in a sense that we can extract aerosol extinction from SPM-derived aerosol optical depth. Measurements of sky brightness with the SPM can be used to derive information on particle phase functions, but this requires model assumptions. 6 We have excluded this additional information and used only optical depth measurements. Due to the restrictions with respect to the optical input data, we have focused on determining if it is feasible to retrieve particle properties such as effective radius, volume, and surface-area concentration of particle size distributions. Such parameters provide valuable information in the investigation of direct radiative aerosol forcing, health effects of aerosols, the effect of heterogeneous chemistry on particles, and the potential for aerosols to act as cloud condensation nuclei. The desired accuracy varies with the application, but, in general, we aim for an accuracy of 20%-30%.
In Section 2, we summarize the method used for the sensitivity study. Section 3 presents the simulation results. Some aspects of the results are discussed in Section 4. Section 5 presents an application with experimental data. Section 6 closes with a summary and outlook.
Method
The extinction ͑␣͒ and backscatter ͑␤͒ coefficients are related to the aerosol size distribution of the particle volume distribution v͑r͒ by Fredholm integral equations of the first kind:
(
The term g p denotes multiple channels of optical data, where the subscript p ͑i, k ͒ defines the kind ͑i ϭ ␣ or ␤͒ of data and number k of wavelengths . The optical measurements may have errors p exp . The expression K p is the volume kernel function for particle backscattering or extinction at wavelength . It depends on the radius r and the complex refractive index m of the investigated particles. We assume each particle is spherical and homogenous, so the kernel functions can be calculated according to
The term Q p ͑r, m͒ denotes the extinction and backscatter efficiencies for individual particles weighted by their geometric cross-section r 2 . It can be calculated using Mie theory. 16 The upper and lower integration limits of the investigated particle size distribution v͑r͒ are denoted by r min and r max .
The inversion of these Fredholm integral equations leads to the retrieval of the microphysical particle parameters. To this end, we have applied the inversion algorithm developed by Müller et al. 8, 17, 18 The inversion scheme has been refined and thoroughly tested in recent years 10, 19 and has been applied successfully to experimental data. 15,20 -22 The method does not require a priori assumptions on the shape of the particle size distribution. We solve the integral equations by inversion with regularization using the modified discrepancy method developed by Veselovskii et al. 10 Detailed descriptions of the inversion algorithm are given by Müller et al. 8 and Veselovskii et al. 10 Here only the most important steps of the inversion algorithm are explained. A linear combination of base functions B j is used to approximate the investigated particle size distributions,
The base functions have triangular shapes on a semilogarithmic size grid. One reason for selecting this specific shape of the base functions is that triangles can be considered as a generalization of the shape of naturally occurring particle size distributions. For more details on the choice of base functions, we refer to, e.g., Müller et al. 8 and Ansmann and Müller. 23 Generally, the base functions are distributed such that their nodes are evenly spaced on a logarithmic scale of particle radii; we refer to Fig. 1 of Ref. 8 , which shows an example of this distribution of the base functions. The reconstruction makes use of weighting factors w j , which are determined through the inversion of the optical data. The reconstruction generates the mathematical residual error math ͑r͒. Equation (3) shows that the inversion code is not restricted to the specific shapes of the investigated particle size distributions. The scalar n denotes the number of base functions. Simulations carried out for different combinations of data sets suggest that the number of base functions should be close to the number of available data points. 8, 10, 18, 19 To avoid the effect of using a different number of base functions on the retrieval results, a fixed number of eight base functions was used in this study. A discussion on the advantages and disadvantages of using a different number of base functions is given by Ansmann and Müller. 23 The exact position of the investigated particle size distribution is not known a priori in the inversion procedure. For that reason, a so-called inversion window of variable width and variable position is used. This inversion window is shifted along the investigated particle size range. 8 
The optical data are written as vector g ϭ g p . The weight factors are denoted by w ϭ w j , and the errors are described by ϭ p , where p ϭ p exp ϩ p math is the sum of experimental and mathematical errors.
The matrix A is called weight matrix. 24 Its elements A ϭ A pj are given by
The simple solution of this equation, i.e.,
does not provide reasonable results. 24 The solutions are, in general, highly oscillatory, i.e., there is extreme error amplification, and the solutions usually do not resemble the sought microphysical properties even though the optical data can be reproduced with high accuracy.
For that reason, regularization has to be introduced. Regularization means that we apply mathematical and physical constraints such that the oscillations are suppressed. The constraints are the smoothness of the investigated particle size distribution 18, 24 and positive solutions. 8, 25, 26 A detailed description of the mathematical steps is given by Müller et al. 8 and Ansmann and Müller. 23 Briefly, one has to select those solutions for which in Eq. (4) becomes less than a predetermined value x Ͼ 0. This means that, from first principles, it is not possible to exactly reproduce the optical input data from the inversion results. One has to compromise between exactly reproducing the optical data and the suppression of error amplification, which is needed to find the microphysical properties.
We apply the minimization method of minimum distance. 24, 27 In that case the penalty function e 2 is introduced. It is defined via the Euclidian norm ·:
The aforementioned constraint of smoothness is included in the nonnegative scalar ⌫͑v͒. It can be written as
The penalty function ⌫͑v͒ measures the deviation of the inverted particle size distribution v͑r͒ from the requested smoothness. The transpose of the weight vector w is denoted by w T . In the present case, we define smoothness on the basis of the second derivative of the reconstructed particle size distribution. The mathematical formulation of the smoothing matrix H can be found in Ansmann and Müller. 23 The solution of the minimization concept is obtained through writing expression (7) as an equation and inserting Eq. (8) . The weight factor then follows from 8, 24 
The scalar ␥ is the so-called Lagrange multiplier. It is varied stepwise from a low value to a high value. For ␥ ϭ 0, there is no smoothing and one ends up with the ill-posed problem of Eq. (5). For large values, i.e., ␥ → ϱ, the solution is oversmoothed, and the derived solutions cannot reproduce the optical input data. One therefore has to choose ␥ such that the complete penalty function in expression (7) becomes a minimum; for an example, see Fig. 4 in Müller et al. 8 An overview of the different methods used to determine this minimum can be found in Refs. 8 and 23. We use the method of the modified minimum discrepancy as suggested by Veselovskii et al. 10 We thus find one solution, defined by the minimum of the penalty function, for each of the tested inversion windows. All in all, we tested 50 inversion windows for each input optical data set. At most, we could thus obtain 50 different solutions. No solutions are found if the inversion window does not cover the position of the particle size distributions on the radius grid; i.e., the number of individual solutions is always less than the number of inversion windows used. Our approach of variable inversion windows is, therefore an approach that searches for the global minimum of the penalty function for the given set of 50 inversion windows.
However, for experimental data it cannot be decided if the global minimum has been found, which is in contrast to synthetic data sets, where the solution is known. The idea of the sensitivity analysis presented in this paper is to investigate whether the mean solution, which is obtained from averaging the individual solutions of the different inversion windows, describes the correct solution with acceptable uncertainty. The optical properties are recalculated from the inverted size distribution, and only those solutions are accepted that agree with the optical input data within the measurement uncertainty. The associated uncertainty follows from averaging the individual solutions. That is, we determine the final solution from solutions that are not necessarily connected to the global minimum of the penalty function but rather belong to a local minimum. In a further step, we expand our error analysis. To find the parameters of the particle size distribution, we have to test a range of complex refractive indices, which are unknown a priori [see Eq. (2)]. It cannot be assumed for experimental data that the correct complex refractive index is known in the inversion procedure. Therefore we test different complex refractive indices with a small step size, which again means that, at least, solutions belonging to local minima of the penalty function are found. Again the simulations presented in this study intend to show that the mean of the solutions belonging to these local minima describe the desired particle size distribution properties with acceptable accuracy.
As in the case of an incorrect position of the inversion window, the choice of an incorrect complex refractive index in many cases does not provide any reasonable solutions of the retrieved particle size distribution, i.e., solutions still may be oscillatory, or the reconstruction of the input optical data is not possible within the given measurement uncertainties of the experimental data. Different solutions of the particle size distributions are obtained, valid for a range of complex refractive indices. All these solutions are then averaged and yield the final solution. We use a precomputed database of Mie efficiencies to reduce the computing time. The real part of m ranged from 1.325 to 1.8 with step size 0.025, and the imaginary part varied over the range 0 to 0.05 with a step size of 0.002. The Mie efficiencies were calculated for particle radii from 0.01 to 10 m, with a step size of 0.001 m.
In the last step, random noise is added to the optical input data and the inversion is run for the noisy data, for the different inversion windows, and for the different complex refractive indices. This inversion is then done for five different sets of noisy data, and all solutions are averaged once more, which results in the final solution for the particle parameters.
To date, there exists no automated routine that generates extinction profiles from the measured optical depths on the basis of measured profiles of particle backscatter coefficients. However, it is certainly feasible in many cases to generate profiles of atmospheric extinction from optical depth measurements, if backscatter profiles at one or two wavelengths ͑1␤ or 2␤), perhaps in combination with one extinction profile ͑1␣͒ at one wavelength, are available. In that respect, we have to differentiate between cases where only one or two particle layers of very different properties are present, or if the aerosol conditions are so complicated that a multilayered aerosol system prevails in the atmosphere. One-or two-layer systems, for example, may be found at coastal areas in the outflow regions of continents. 28, 29 Such particle layering can be identified with reasonable accuracy on the basis of measurements with two lidar backscatter channels. The measurement of the extinction profile at one wavelength of course provides valuable additional information in terms of the particle extinctionto-backscatter ratio (lidar ratio), which can be used to refine the separation of the measured optical depth into a simple n-layered extinction profile.
Simulations

A. Retrieval Accuracy of Different Combinations of Lidar and Sunphotometer Wavelengths
We considered first simulated retrievals of a monomodal lognormal size distribution with median radius r g ϭ 0.09 m, geometric standard deviation ϭ 1.46, and complex index of refraction m ϭ 1.40 Ϫ i0.003. The number concentration was set at c n ϭ 1, because c n is just an arbitrary scaling factor for the integral properties of the particle size distribution examined in this study. This size distribution (hereafter referred to as sd 1) corresponds to the fine mode of an aerosol sd that is representative of urbanindustrial and mixed aerosols. 30 The simulations include retrieval of effective radius ͑r eff ͒, particle surface-area ͑c sa ͒, and volume concentration ͑c v ͒ for several different combinations of lidar and SPM wavelengths. These combinations are listed as I-V in Table 1 (combination VI in Table  1 will be discussed in Subsection 3.B). Table 1 also gives the number of separate extinction and backscatter data channels associated with each particular combination of the lidar and SPM.
Particle effective radius r eff is commonly used if one wants to describe the optical properties of particle size distributions on the basis of one single parameter. It is defined as
The term n͑r͒ denotes the number concentration of particles, and r describes the particle radius. Surfacearea concentration c sa and volume concentration c v follow from
On the basis of these parameters, r eff follows from the following simple expression:
We have chosen the AERONET 2 SPM wavelengths (340, 440, 500, 670, 870, and 1020 nm) for the simulations. Four different subsets of SPM wavelengths were combined with lidar wavelengths. This was done to assess the effect of additional wavelength information on the retrieval results, to consider the fact that often not every SPM wavelength is available, and to investigate how many SPM wavelengths might be included in a specialized lidar-SPM measurement system. With respect to lidar, we assumed various numbers of backscatter channels (Table 1) : three (combinations IV and V), two (combinations I and III), one (combination VI), and none (combination II, i.e., SPM only). The lidar wavelengths were chosen from the standard wavelengths of a Nd:YAG laser, i.e., 355, 532, and 1064 nm. These wavelengths are of particular importance because they have become the standard wavelengths for the sounding of atmospheric aerosols. Table 2 summarizes the sounding wavelengths used by some of the large lidar monitoring networks that are currently in service. The various systems are operated at either one, two, or all three wavelengths of the Nd:YAG laser, except for micropulse lidar network (MPLNET), which operates its systems at 523 nm. However, this wavelength is close enough to 532 nm so that the results of this study are relevant for that wavelength as well. The backscatter coefficients are derived at the respective wavelengths. Some of the networks operate at least one or more Raman lidars. Thus extinction coefficients can be measured at 355 or 532, or both of those wavelengths.
Because of the specific needs outlined in the Introduction, we also selected another wavelength that could be used for particle backscatter measurements, i.e., 1574 nm (combinations I, III, and V). This wavelength is particularly interesting, because it increases the span of wavelengths of those in the UV regime and has the potential to provide greater aerosol size information. 31 Although aerosol backscatter at 1574 nm is significantly lower than at shorter wavelengths, this wavelength has the advantage of higher contrast with molecular backscatter. Moreover, lidar operating at 1574 nm can easily be made completely eye safe.
Following Veselovskii et al., 10 we averaged the 10% of the retrieved size distributions that had the smallest 
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regularization parameters (Subsection 4.B discusses this further). The complex refractive index was assumed to be unknown in the simulated retrievals.
We added a ␦ ϭ 20% random error to the optical input data. This level of error is appropriate for a lidar with a good design and when properly operated. This level is easily achieved by AERONET and other research-grade SPMs. For each wavelength, combination retrievals were performed five times ͑J ϭ 1, . . . , 5͒, each with an independent realization of random measurement errors, to build up a minimum of statistics on retrieval accuracy. Retrieval accuracy was evaluated by comparing the results with the true input size distribution parameters. The error j in the retrieval for the jth random-error input is the absolute value of the fractional error expressed in percent, i.e., 100% ϫ |retrieved Ϫ true|͞true. This parameter includes the effect of both bias and random errors in the retrievals.
Among all four SPM sets for each of combinations I-V, r eff was retrieved with the best accuracy, with max (i.e., the worst error in 20 runs) ranging from 11% (I and IV) to 16% (II). Next in accuracy was c sa , for which max ranged from 21% (I) to 28% (II). Retrieval accuracy for c v was quite good, too, with max ranging from 30% (I and III) to 37% (II). The mean ͑͒ and the standard deviation of each of the 20 runs shown in Fig. 1 illustrate the typical level of errors. The largest maximum and mean errors were retrieved when only extinction coefficients were available (combination II); i.e., the addition of lidar backscatter at two or three wavelengths significantly improved the retrievals. However, adding a third lidar backscatter measurement at a central wavelength of 532 nm (combinations IV and V) did not significantly improve retrieval accuracy for sd 1 compared to just two lidar wavelengths (combinations I and III).
These results indicate that, at least for sd 1, it is sufficient to use particle backscatter coefficients at two wavelengths if at least three extinction channels are available (optical data combinations I or III). This result holds under the assumption that a retrieval accuracy of better than 30% is acceptable for the studies outlined in the Introduction. Under these constraints, these results also provide important new insight regarding the value of including particle backscatter coefficients and what combinations of particle backscatter and extinction coefficients are practical and effective.
B. Retrieval Accuracy for Different Particle Size Distributions
To generalize the above results regarding retrieval accuracy, we simulated retrievals for six additional size distributions. Table 3 summarizes them and The median diameter is denoted as r g , is the geometric standard deviation, c n is the total number concentration (can be selected arbitrarily), r eff is the effective radius, m is the complex index of refraction, and r min and r max are the minimum and maximum particle radii specified for the retrieved sd's. other input parameters used in the simulations. Simulations were conducted for three combinations of wavelengths (Table 1) : II (no lidar backscatter channel); VI (one lidar channel); and I (two lidar channels). As before, 20% random error was added to the optical input data, and the simulations were repeated five times for each wavelength combination (including the four SPM sets) and each particle size distribution.
The max for r eff , c sa , and c v obtained for sd's 1-7 are listed in Table 4 . The maximum retrieval error for r eff for all seven sd's obtained with combination I was max Յ 17%, with combination VI, max Յ 35% (excluding sd 2 it was max Յ 24%) and with combination II, max Յ 22%. The maximum retrieval errors for c sa is max Յ 60% for combination I. For combination VI, the error is max Յ 56%, and for combination II, max Յ 120%. Note that if sd's 2 and 5 are not considered the maximum retrieval errors for c sa for combinations I, VI, and II are max Յ 25%, 25%, and 28%, respectively. The maximum retrieval error for c v is Յ 40% for all three wavelength combinations. Not considering sd 5, max Յ 30% for I and VI and max Յ 40% for II. We will present possible reasons for the larger retrieval error for sds 2 and in Section 4. Table 5 shows an overall comparison between wavelength combinations I, VI, and II for the maximum retrieval error. On average, we obtain the best retrieval results if particle backscatter coefficients at two wavelengths are used. The worst results are obtained if only particle extinction coefficients are used.
Figures 2 ͑r eff ͒, 3 ͑c sa ͒, and 4 ͑c v ͒ show the mean errors and standard deviation for the four subsets of combinations I, VI, and II for r eff , c sa , and c v and the seven sd's. We note that, as in the case of the maximum error, the largest mean retrieval errors are generally obtained for sd's 2 and 5.
Discussion
A. Comparison with Previous Simulation Studies
Previous simulation studies 9,10,17,19 used particle backscatter coefficients at a minimum of three wavelengths (355, 532, and 1064 nm). Today, these output wavelengths of a Nd:YAG laser are a standard in aerosol Raman lidars, 3 which also provide extinction channels at one or two wavelengths. Results for such backscatter and extinction Raman lidars have shown that three conditions must be fulfilled to obtain microphysical particle properties with sufficient accuracy: (i) a combination of particle backscatter and extinction coefficients is needed; (ii) extinction measurements at two wavelengths are needed; and (iii) the number of data points used for the data inversion should be five or higher. In the present case with the lidar providing backscatter measurements and the SPM the extinction measurements, we confirm requirements (i) and (iii).
B. Influence of the Averaging Interval
As pointed out in Section 3, individual solutions were selected according to the value of the regularization discrepancy factor and averaged to yield the optimum solution. Veselovskii et al. 10 have shown that this procedure is robust with respect to stability of the solutions, if standard wavelength and data combina- rich2/zod-osa/zod-osa/zod02806/zod3456-06z xppws Sϭ1 7/31/06 Art: LP-66321
tions of an aerosol Raman lidar are used. We investigated whether this also holds for the wavelength combinations of this study. Figure 5 illustrates the effect of averaging on the retrieval error. Shown is the retrieval error (mean of j , j ϭ 1, . . . , 5) in c sa for each of the four SPM subsets in data combination I and sd 1. These are plotted for the various choices of the upper limit in the discrepancy parameter and also for averaging 10% of the total number of solutions as was done in Section 3. The retrieval error varies strongly (ranging from 2% to 43%) between the minimum discrepancy and the ϳ20% discrepancy. However, the error starts to converge thereafter to a value of approximately 20% for all four subsets when 10% of the total number of solutions is averaged. This behavior is consistent for r eff , c sa , and c v for all simulations in this study. Thus we find that averaging all solutions over the range from the minimum discrepancy up to 10% of the total number of solutions improves the retrieval accuracy for all wavelength combinations. Moreover, averaging these 10% of the total number of solutions improves retrieval stability; i.e., the retrieved solution and its error do not depend strongly on the choice of SPM wavelengths.
C. Influence of Limits of the Inversion Interval
As outlined in Section 3, an inversion interval (r min , r max ) must be defined to solve Eq. (1). To investigate the sensitivity of the inversion results with respect to the choice of this inversion interval, we first computed extinction and backscatter coefficients for the lidar and SPM wavelengths used in this study for a monomodal size distribution with r g ϭ 0.15 m, ϭ 1.35, c n ϭ 1, and m ϭ 1.45 Ϫ i0.02 using an aerosol model. 35, 36 The radius range over which extinction and backscatter are optically active for a given sd can be determined by the quantities d␣͞dr and d␤͞dr, respectively, which represent the contribution of extinction and backscatter to a size bin between r and r ϩ ⌬r. Figure 6 shows d␣͞dr for 340 and 1020 nm and d␤͞dr for 355 and 1574 nm. The lower ͑r min ϭ 0.07 m͒ and upper ͑0.6 m͒ limits, where d␣͞dr → 0 and d␤͞dr → 0, are also indicated.
Other wavelengths are not shown here as they are contained within these limits. The inversion scheme was then applied to retrieve r eff , c sa , and c v from the extinction and backscatter coefficients with (a) variable r min (0.01 to 0.11 m with step size 0.02) and constant r max and (b) constant r min and variable r max (0.4, 0.6, 0.8, 1.0, 2.0, and 4.0 m).
As shown in Fig. 7 (a), the retrieval error changed significantly as r min increased from values below the d␣͞dr → 0 and d␤͞dr → 0 points to values above them. The retrieval error for c v was approximately constant for r min Ͻ 0.07 m and increased strongly for r min Ն 0.07 m. The retrieval error for r eff and c sa increased strongly for r min Ն 0.07. The dependence of retrieval errors on r max are shown in Fig. 7(b) . In the case of c v , the error increased for r max Ͻ 0.6 m and remained fairly constant and small for r max Ͼ 0.6 m. The minimum in retrieval errors for r eff and c sa are obtained at r max slightly larger than 0.6 m. 5 . Retrieval error in c sa for the four different SPM subsets of wavelength combination I and sd 1. Solutions are averaged for the minimum min and for upper limit discrepancy values of ϭ 10, 20, and 30% (curves and small symbols) and for the 10% of the total number of solutions with smallest discrepancy values (large symbols). Note that min varies for the four different SPM subsets (see Table 1 ): (i) 1.6%, (ii) 5.7%, (iii) 8.3%, and (iv) 6.9%. Averaging 10% of the total number of solutions corresponds to different upper limits, where the large symbols are plotted: (i) 55%, (ii) 43%, (iii) 57.5%, and (iv) 30.5%. These results suggest that for best retrieval results, the inversion interval must be chosen such that r min and r max are below and above the lower and upper limits where d␣͞dr → 0 and d␤͞dr → 0. These results seem to explain the relatively poor retrieval accuracy for sd 2 (a broad sd with small median particle size) and sd 5 (characterized by a large real part of the index of refraction). We computed d␣͞dr and d␤͞dr for sd's 1-7 and found for sd 2 the lower and upper limit where d␣͞dr → 0 and d␤͞dr → 0 were at ϳ0.02 and 2.3 m, respectively. In comparison, r min was chosen at 0.02 m and r max at 2.0 m. The fact that r max was chosen lower than the limit where d␣͞dr → 0 and d␤͞dr → 0 explains, at least in part, some of the larger values for the retrieval errors for this particular sd. For sd 5, we found the lower and upper limits where d␣͞dr → 0 and d␤͞dr → 0 at ϳ0.04 and 0.6 m, respectively. For the retrievals,
Application to Experimental Data
We briefly describe results obtained from combined one-wavelength Raman lidar and SPM observations carried out at Xinken (22.6°N, 113.6°E) in the Pearl River Delta, near Hong Kong (China) in October 2004. 37 The Pearl River Delta is the fastest growing industrial region of China. Approximately 250 million people live in an area of 60,000 km 2 , which makes it the most densely populated and largest urban area in the world. These conditions generate enormous environmental pollution. The campaign, which was carried out in cooperation with Peking University, Beijing, China, aimed at understanding the feedback effects of that pollution on local meteorological processes, e.g., the ventilation of the boundary layer. A detailed description of the experiment is given in Müller et al. 38 and Tesche et al. 39 The Raman lidar used for this study was developed for the purpose of carrying out round-the-clock aerosol monitoring with a system that is comparably low in cost and easy to maintain. The instrument is described by Althausen et al. 40 In short, one Nd:YAG laser is used to emit laser pulses at 532 nm with a repetition rate of 15 Hz. The beam is expanded eightfold and transmitted into the atmosphere by means of an off-axis mirror system. The elastically backscattered signals at 532 nm and the Raman scattered signals at 607 nm are collected with a Newton-type telescope and transmitted to photomultipliers. Data acquisition is done on the basis of photon counting. The wavelengths for the test with experimental data are not in all cases identical with the wavelengths used in the simulation study, since those data are what are currently available to us. However, we perform tests with a SPM-lidar combination (similar to combination 1 of the simulation study; see Table 1 ) and solely Sunphotometer data (similar to combination II of the simulation study; see Table 1 ).
Several steps in terms of data analysis were necessary to generate the set of optical input data for inversion. These steps included determination of particle backscatter and extinction coefficients measured with lidar at 532 nm, optical depth measured with the SPM at several wavelengths, and in addition, the calculation of the particle backscatter coefficient at 381 nm. This step has been included since the above simulations have shown that it is advantageous to have backscatter coefficients at two wavelengths (see Section 3). These steps will be described in the following subsections.
A. Particle Backscatter and Extinction Coefficients Measured with Raman Lidar
The particle backscatter profiles were derived on the basis of the Raman method 41 from the nighttime observations. In those cases, the profiles can be derived down to a height of 60 m. The extinction profiles at 532 nm are determined from the Raman signals. The incomplete overlap between the emitted laser beam and the receiver field of view of the telescope did not permit the retrieval of the profiles of the extinction coefficient below ϳ350-500 m height.
The accuracy of the derived backscatter profiles was approximately 10%. The extinction profiles were derived with an accuracy of 15%-30%. The extinction-to-backscatter ratio thus had an accuracy of 15%-40%. An overview of some important optical properties for the complete measurement period is given by Ansmann et al. 37 Figure 8 shows an example of a measurement from 23 October 2004. This case was characterized by one haze layer extending from the surface to approximately a height of 1500 m. The particle backscatter profile indicates that traces of particles prevailed up to 2700 m in height. Such haze layers were a characteristic feature in that area during the measurement period. The variation of the particle backscatter coefficient within the haze layer was comparably low. Radiosonde profiles indicated that the haze layer was rather well mixed. Thus it was justified to calculate the mean particle backscatter coefficient for that haze layer, and use it as input for the inversion algorithm.
The mean particle extinction coefficient was determined for the haze layer to use it as input for the inversion. In the overlap region, the extinction coefficient was determined on the basis of the profile of the measured particle backscatter profile and a reasonable assumption for the particle lidar ratio. Figure  8 shows that the lidar ratio above 500 m height varies around 30-40 sr. That value was commonly found during the experiment. We assumed a lidar ratio of 38.4 sr in the overlap region on the basis of SPM observations close to sunset and extrapolated the extinction profile to the surface. We found an optical depth of 0.6. The optical depth of the lidar overlap region was determined from the difference between the optical depth from the SPM and the optical depth from the integrated extinction coefficient profile. It was therefore possible to calculate the mean lidar ratio in the overlap region.
B. Optical Depth Measured with the Sunphotometer
The SPM (Dr. Schulz and Partner GmbH, Buckow, Germany) measures optical depth at 18 wavelengths in the range from 381 to 1044 nm. The instrument is described by Ansmann et al. 28 For the current analysis, we used optical depth measured at 381, 440, 534, 670, 780, 857, and 1028 nm as input for the data inversion. These wavelengths are not precisely the same as the standard wavelengths of the AERONET instruments, which were considered in the previous simulation analysis. However, the wavelengths are close enough to avoid significant errors caused by the differences between the wavelengths selected for the synthetic data and the wavelengths selected for the experimental data.
The data at hand for a first application with experimental data were daytime observations of optical depth (i.e., the last SPM measurements before sunset) and nighttime observations of particle backscattering (i.e., the first lidar measurements after sunset). The lidar measured continuously during daytime and nighttime, and we monitored the aerosol conditions during sunset. The measurements considered in our study indicated that there were no significant changes of the aerosol conditions between the final 2 h of SPM measurements, which were used in this analysis, and the first 2 h of lidar observations.
Optical depth was converted to mean extinction coefficients on the basis of the haze layer height. The haze layer top height is defined as the height (above 500 m) at which the vertical gradient of the particle backscatter coefficient reaches its maximum. 37 For the measurement example discussed in this paper, we determined a value of 1625 m for that height. A correct selection of this height is crucial for the quality of the derived microphysical parameters. Details of this procedure are shown in Tesche et al. 39 
C. Particle Backscatter Coefficient at 381 nm
The Raman lidar used in this particular study did not provide a second measurement wavelength. However, we obtained a value for the lidar ratio, and thus also for the particle backscatter coefficient at the second wavelength of 381 nm by extrapolating the lidar ratio at 532 nm with the use of the Ångström exponent measured with the SPM for the wavelength range from 381 to 550 nm. The average of 12 SPM measurements from 17:00 to 17:06 LST on that particular day was used to extrapolate the particle backscatter coefficient at 381 nm, which in turn was used for inversion.
To test the accuracy of employing the Ångström exponent to determine the backscatter coefficient at 381 nm, we computed two additional backscatter coefficients at 381 nm by increasing or decreasing the mean value by Ϯ20%, to account for the uncertainty that is inherent to this extrapolation procedure. This is equivalent to adding or subtracting a systematic shift to the backscatter coefficient at 381 nm. An in- teresting result was that for most of the cases studied so far, reasonable inversion results could not be obtained for such large variations of Ϯ20%. We conclude that the lidar ratio at 381 nm did not deviate much from the lidar ratio measured at 532 nm.
D. In Situ Observations
Additional microphysical and chemical in situ measurements were carried out at the lidar site. Details can be found in Eichler. 42 The aerosol size distributions were measured dry by an aerodynamic particle sizer (APS; TSI model 3320) and their growth factors were determined using a humidified differential mobility particle sizer (HDMPS) (for details regarding this instrument we refer to Nowak 43 ). Their ambient sizes were calculated and used to test the accuracy of the retrieved sd's from lidar and SPM data. A comparison of the results from these two measurement techniques is justified, because radiosonde data indicated a well-mixed boundary layer for the time periods that are compared here. Table 6 summarizes the data combinations used for the two test cases of our study. For each combination, we completed 11 inversion runs. One run was carried out with the mean of the data, followed by ten more runs in which statistical noise of 10%, except for the backscatter coefficient at 381 nm wavelength, was added to each of the data sets. In each run, we tested complex refractive indices from 1.325 to 1.8 for the real part (step width 0.025), and 0 to 0.05 in imaginary part (step width of 0.002). All acceptable solutions as described in Section 2 were averaged for the final solutions.
E. Results
For case 2 of the input optical data sets that included the derived backscatter coefficients at 381 nm, we ran 33 inversions for each data set. One run (11 individual inversions for mean and noisy data) was carried out on the basis of the mean backscatter coefficient at 381 nm, one run was carried out for the mean value at 381 nm ϩ 20% systematic shift, and a third run was carried out for the mean value Ϫ20% systemic shift. In that case, we again added 10% statistical noise to the data. Figure 9 shows the mean particle volume sd derived from the inversion. For comparison, the mean particle sd, measured at the surface, is also shown for the conditions found from 17:20 to 20:00 LST.
The inverted sd's and the in situ measurements show broad agreement although the inversions cannot precisely capture the observed bimodality. Nevertheless, the results provide some confidence that further pursuit of the technique is worthwhile. Table  7 has a summary of the in situ measurements and the inversion results (SPM and combined lidar-SPM) for r eff , c sa , and c v . Figure 10 shows the comparison of particle effective radii derived with lidar-SPM and with SPM data only and the values obtained from in situ measurements for five days of the campaign. We find favorable agreement for four days (deviation is less than 10%).
Summary
We performed computer simulations to investigate if aerosol physical properties can be determined with acceptable accuracy from lidar and SPM optical data using inversion with regularization. For this purpose, we used an algorithm that was first developed for the routine inversion of backscatter and extinction data from multiwavelength Raman lidar measurements. 8, 10, 18, 19 There are several reasons that make the combination of extinction data from the SPM and backscatter from lidar a promising new tool for microphysical particle characterization. The use of the SPM and a lidar, which operates at only one or two additional wavelengths, would be a rather costeffective instrument combination in comparison to the use of multiwavelength Raman lidars. 11,12 SPMs provide particle extinction information at multiple wavelengths, in particular, at visible wavelengths. This would obviate the need for lidar measurements in the visible wavelength range, where eye safety is difficult to achieve, particularly in sensitive areas such as airports and urban areas. Furthermore, compared to using the SPM alone, the availability of lidar backscatter profiles would provide information on the vertical structure of observed particle plumes. Another motivation for the simulations presented here is that previously the inversion algorithm had been tested only for the case where the number of particle backscatter channels was greater than the number of extinction channels. Here we used more extinction than backscatter channels and showed successful retrievals. These simulations, therefore, complement prior work and fill an important gap regarding the application of this inversion method. This study was limited to the retrieval of aerosol physical properties for a single distinct atmospheric layer. The current work is, therefore, a first step in the demonstration of the utility of the method. The problem of how to combine column integrated optical depth measurements from the SPM with vertically resolved lidar observations to obtain vertically dependent sd parameters will be investigated in detail in future research.
The results of our study suggest that the use of three to five SPM channels, evenly distributed in the wavelength range from ϳ300 to 1100 nm, would enable us to derive the investigated particle size parameters with similar accuracy as presented in this study. Simulations for monomodal sd's that are representative for a broad range of atmospheric aerosol conditions suggest that for a combination of lidar wavelengths at 355 and 1574 nm and SPM measurements at 340, 440, 500, 670, 870 and 1020 nm, the effective radius, surface-area concentration, and volume concentration can be retrieved with acceptable accuracy for many applications, i.e., with uncertainty generally Ͻ30%. Additional backscatter information within the spectral range of 355-1574 nm, e.g., at the measurement wavelength of 532 nm, which is commonly used in aerosol Raman lidar systems, did not improve accuracy and stability significantly. We further found that the use of three to four measurement channels from the SPM provides inversion results similar to those obtained with a higher number of measurement channels. The use of backscatter information at two wavelengths (355 and 1574 nm) plus the SPM showed, on average, higher accuracy than the use of backscatter with one less wavelength (retaining 355 nm). This UV lidar channel plus the SPM in turn showed better performance than the use of SPM extinction data alone. One has to keep in mind that the longer wavelength should be included, as it contains information on larger particles, and particle sd's may vary over a broad size range.
We tested the inversion scheme for experimental data collected during a field campaign in the Pearl River Delta in South China. Particle sd's measured in situ at the surface at the lidar site during the campaign, provided the opportunity to test for the quality of the inversion results with independent measurements. We found acceptable agreement for particle effective radius, and volume-and surfacearea concentrations. Further comparisons of this kind are necessary to place this retrieval technique on firmer footing. AQEϭ Ed: Width of the table 7 not sufficient to set in block so, we have set Table 7 in page.
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