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Abstract
Measure-free discrete time stochastic processes in Riesz spaces were formulated and
studied by Kuo, Labuschagne and Watson. Aspects relating martingales, stopping times,
convergence of these processes as well as various decomposition were considered. Here
we formulate and study Markov processes in a measure-free Riesz space setting.
1 Introduction
Markov processes have been studied extensively since their introduction in 1906, [17],
by Andrey Markov. Roughly speaking a Markov process is a stochastic process with
the property that, given the present state, the past and future states are independent.
The applications of Markov processes pervade almost all areas of science, economics and
engineering.
The early theory allowed only discrete state spaces. It was with the measure-theoretic
formulation of probability theory in the 1930’s by A. Kolmogorov that the general the-
ory, [14], could be developed. In addition, Markov processes have been considered as the
origin of the theory of stochastic processes and, as such, certainly deserve the attention
required to give a measure-free formulation of the theory. Markov processes demon-
strate the strong link between measure theory and probability theory which makes the
generalization to the measure-free setting that much more challenging and interesting.
A stochastic process is traditionally defined in terms of measurable functions where the
underlying measure space is a probability space i.e. the measure of the whole space is one.
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As was noted by Kuo, [9], the underlying order structure on the spaces of measurable
functions plays a central role in the study of stochastic processes.
The setting in which we will pose Markov processes is that of a Riesz space (i.e. a vector
space with an order structure that is compatible with the algebraic structure on it) with
a weak order unit. The study of Markov processes in Riesz spaces gives one insight into
the underlying mechanisms of the theory and, in addition, unifies the development of
the subject for a variety of settings: spaces of measurable functions, Banach lattices and
Lp-spaces for example, see [4, 6, 7, 21, 22, 23].
Rao showed that conditional expectation operators on Lp spaces can be characterized
as positive contractive projections which leave the 1 function invariant (where 1 is the
constant function with value 1), see [20]. This formed the basis for the definition of a
conditional expectation operator on a Riesz space with weak order unit. The conditional
expectation operator is defined as a positive order continuous projection that maps
weak order units to weak order units and has a Dedekind complete range space. A
more detailed explanation is given in [10]. From this foundation, in [10, 11, 12, 13],
Kuo, Labuschagne and Watson developed many of the fundamental results of martingale
theory in the measure free context of a Riesz space with weak order unit.
Markov processes for which the state spaces may be non-separable are usually defined via
conditional expectation operators and implicitly rely on the Radon-Nikody´m theorem.
In [24] a Riesz space analogue of the Andoˆ-Douglas-Radon-Nikody´m theorem was given.
Building on this framework we give here a generalization of Markov processes to a Riesz
spaces setting.
We would like to thank the referees for their valuable recommendations.
2 Preliminaries
The reader is assumed familiar with the notation and terminology of Riesz spaces, for
details see [1, 16, 26] or, for the more specific aspects used here, see [10, 11].
Definition 2.1 Let E be a Riesz space with a weak order unit. A positive order contin-
uous projection T : E → E, with range R(T ) a Dedekind complete Riesz subspace of E,
is called a conditional expectation if T (e) is a weak order unit of E for each weak order
unit e of E.
In the above definition the condition that Te is a weak order unit for each weak order e
can be replaced with there exists a weak order unit e with e = Te, to yield an equivalent
definition, see [10] for details.
If E = Lp(Ω,F , µ), 1 ≤ p ≤ ∞, where µ is a positive measure. Let Σ be a sub-σ-algebra
of F and T = E[· |Σ]. Then each f ∈ E with f > 0 almost everywhere and f Σ-
measurable is a weak order unit for E with f = Tf . In this case, R(T ) = Lp(Ω,Σ, P ),
see [10, 11].
Let E be a Dedekind complete Riesz space with weak order unit, say e. If f is in the
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positive cone, E+ := {f ∈ E | f ≥ 0}, of E then the band generated by f is given by
Bf = {g ∈ E | |g| ∧ nf ↑n |g|}.
Let Pf be the band projection onto Bf , then Pfg = Pfg
+ − Pfg
− for g ∈ E and
Pfg = sup
n=0,1,...
g ∧ nf, for g ∈ E+.
In this setting, if e is a weak order unit for E and P is a band projection onto a band
B, then B is the principal band generated by Pe. Here we have, see [12, Lemma 2.2],
that two non-equal elements in a Riesz space can be separated as follows: if m,M ∈ E
with M > m then there are real numbers s < t so that
(M − te)+ ∧ (se−m)+ > 0.
As shown in [11, Theorem 3.2], for T a conditional expectation operator on the Dedekind
complete Riesz space, E, with weak order unit e = Te, f ∈ R(T )+ implies PfT = TPf .
Conversely, if Q is a band projection on E with TQ = QT then Qe ∈ R(T ) and Q = PQe.
For general results on bands, principal bands and band projections we refer the reader
to [26].
We recall from [18, Proposition 1.1.10] some aspects of order convergence in E, a
Dedekind complete Riesz space. Let (fα) be an order bounded net in E, then uα :=
sup{fβ : α ≤ β} and ℓα = inf{fβ : α ≤ β} exist in E, for α in the index set of the
net. We denote lim sup fα = infα uα and lim inf fα = supα ℓα. Conversely, that both
lim sup fα and lim inf fα exist is equivalent to requiring that (fα) is order bounded. Now,
(fα) is order convergent if and only if lim sup fα and lim inf fα both exist and are equal.
In this case the common value is denoted lim fα.
Definition 2.2 Let E be a Dedekind complete Riesz space with weak order unit and T
be a strictly positive conditional expectation on E. The space E is universally complete
with respect to T , i.e. T -universally complete, if for each increasing net (fα) in E
+ with
(Tfα) order bounded, we have that (fα) is order convergent.
If E is a Dedekind complete Riesz space and T is a strictly positive conditional ex-
pectation operator on E, then E has a T -universal completion, see [11], which is the
natural domain of T , denoted dom(T ) in the universal completion, Eu, of E, also see
[5, 8, 19, 25]. Here dom(T ) = D −D and Tx := Tx+ − Tx− for x ∈ dom(T ) where
D = {x ∈ Eu+|∃(xα) ⊂ E+, xα ↑ x, (Txα) order bounded in E
u},
and Tx := supα Txα, for x ∈ D with xα ↑ x, (xα) ⊂ E+, (Txα) order bounded in E
u.
It is useful to have available the following Riesz space analogues of the Lp spaces as
introduced in [15], L1(T ) = dom(T ) and L2(T ) = {x ∈ L1(T )|x2 ∈ L1(T )}.
3 T -conditional Independence
The concept of T -conditional independence was generalized from the probability space
setting to that of a Dedekind complete Riesz space, say E, with weak order unit, say e,
and conditional expectation in T having Te = e as follows in [13, Definition 4.1].
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Definition 3.1 Let E be a Dedekind complete Riesz space with conditional expectation
T and weak order unit e = Te. Let P and Q be band projections on E, we say that P
and Q are T -conditionally independent with respect to T if
TPTQe = TPQe = TQTPe. (3.1)
We say that two Riesz subspaces E1 and E2 of E are T -conditionally independent with
respect to T if all band projections Pi, i = 1, 2, in E with Pie ∈ Ei, i = 1, 2, are T -
conditionally independent with respect to T .
Example Consider the particular case where E = L1(Ω,F , P ) is the probability space
with measure P . Let G be a sub-σ-algebra of F and T be the conditional expectation
T ·= E[· |G]. The weak order units of E which are invariant under T are those f ∈ E
with f > 0 almost everywhere which are f G-measurable. Here the and projections are
multiplication by characteristic functions of sets which are F-measurable. If we now
apply Definition 3.1, we have that Pf = χA· f and Qf = χB· f , where f is a weak order
unit invariant under T . Here P and Q are T -conditionally independent if
E[χA·E[χB· f |G]|G] = E[χA·χB · f |G] = E[χB·E[χA· f |G]|G].
By the usual properties of E[· |G],
fE[χA|G]E[χB |G] = fE[χA·χB |G] = fE[χB· |G]E[χA|G].
That is,
E[χA|G]E[χB |G] = E[χA·χB |G] = E[χB · |G]E[χA|G],
giving the classical definition of conditionally independent events.
Definition 3.1 is independent of the choice of the weak order unit e with e = Te, as can
be seen by the following lemma.
Theorem 3.2 Let E be a Dedekind complete Riesz space with conditional expectation
T and let e be a weak order unit which is invariant under T . The band projections P
and Q in E are T -conditionally independent if, and only if,
TPTQw = TPQw = TQTPw for all w ∈ R(T ). (3.2)
Proof: That (3.2) implies (3.1) is obvious. We now show that (3.1) implies (3.2). From
linearity it is sufficient to show that (3.2) holds for all 0 ≤ w ∈ R(T ).
Consider 0 ≤ w ∈ R(T ). By Freudenthal’s theorem ([26]), there exist anj ∈ R and band
projections Qnj on E such that Q
n
j ∈ R(T ) and
sn =
n∑
j=0
anjQ
n
j e,
with
w = lim
n→∞
sn.
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As e, Qnj ∈ R(T ), Q
n
j T = TQ
n
j . Thus
TPTQQnj e = Q
n
j TPQe (3.3)
since Qnj commutes with all the factors in the product and therefore with the product
itself. Again using the commutation of band projections and the fact that Qnj T = TQ
n
j
we obtain
TPQQnj e = Q
n
j TPQe. (3.4)
Combining (3.3), (3.4) and using the linearity of T, P and Q gives
TPTQ
n∑
j=0
anjQ
n
j e = TPQ
n∑
j=0
anjQ
n
j e. (3.5)
Since T, P,Q are order continuous, taking the limit as n→∞ of (3.5) we obtain
TPTQw = TPQw.
Interchanging the roles of P and Q gives
TQTPw = TQPw.
As band projections commute, we have thus shown that (3.2) holds.
The following corollary to the above theorem shows that T -conditional independence of
the band projections P and Q is equivalent to T -conditional independence of the closed
Riesz subspaces 〈Pe,R(T )〉 and 〈Qe,R(T )〉 generated by Pe and R(T ) and by Qe and
R(T ) respectively.
Corollary 3.3 Let E be a Dedekind complete Riesz space with conditional expectation
T and let e be a weak order unit which is invariant under T . Let Pi, i = 1, 2, be band
projections on E. Then Pi, i = 1, 2, are T -conditionally independent if and only if the
closed Riesz subspaces Ei = 〈Pie,R(T )〉 , i = 1, 2, are T -conditionally independent.
Proof: The reverse implication is obvious. Assuming Pi, i = 1, 2, are T -conditionally
independent with respect to T we show that the closed Riesz subspaces Ei, i = 1, 2, are
T -conditionally independent with respect to T . As each element of R(T ) is the limit of
a sequence of linear combinations of band projections whose action on e is in R(T ) it
follows that Ei is the closure of the linear span of
{PiRe, (I − Pi)Re|R band projection in E with Re ∈ R(T )}.
It thus suffices, from the linearity and continuity of band projections and conditional
expectations, to prove that for Ri, i = 1, 2, band projections in E with Rie ∈ R(T ), i =
1, 2, the band projections P1R1 and (I−P1)R1 are T -conditionally independent of P2R2
and (I−P2)R2. We will only prove that P1R1 is T -conditionally independent of P2R2 as
the other three cases follow by similar reasoning. From Theorem 3.2, as R1e,R2e ∈ R(T ),
TP1TP2R1R2e = TP1P2R1R2e = TP2TP1R1R2e.
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As band projections commute and since RiT = TRi, i = 1, 2, we obtain
TP1R1TP2R2e = TP1R1P2R2e = TP2R2TP1R1e
giving the T -conditional independence of PiRi, i = 1, 2.
In the light of the above corollary, when discussing T -conditional independence of Riesz
subspaces of E with respect to T , we will assume that they are closed Riesz subspaces
containing R(T ).
A Radon-Nikody´m-Douglas-Andoˆ type theorem was established in [24]. In particular,
suppose E is a T -universally complete Riesz space and e = Te is a weak order unit,
where T is a strictly positive conditional expectation operator on E. A subset F of E is
a closed Riesz subspace of E with R(T ) ⊂ F if and only if there is a unique conditional
expectation TF on E with R(TF ) = F and TTF = T = TFT . In this case TF f for
f ∈ E+ is uniquely determined by the property that
TPf = TPTF f (3.6)
for all band projections on E with Pe ∈ F . The existence and uniqueness of such con-
ditional expectation operators forms the underlying foundation for the following result
which characterizes independence of closed Riesz subspaces of a T -universally complete
Riesz space in terms of conditional expectation operators.
Theorem 3.4 Let E1 and E2 be two closed Riesz subspaces of the T -universally com-
plete Riesz space E with strictly positive conditional expectation operator T and weak or-
der unit e = Te. Let S be a conditional expectation on E with ST = T . If R(T ) ⊂ E1∩E2
and T〈R(S),Ei〉 is the conditional expectation having as its range the closed Riesz space of
E generated by R(S) and Ei, then the spaces E1 and E2 are T -conditionally independent
with respect to S, if and only if
TiT〈R(S),E3−i〉 = TiST〈R(S),E3−i〉 i = 1, 2,
where Ti is the conditional expectation commuting with T and having range Ei.
Proof: Let E1 and E2 be T -conditionally independent with respect to S, i.e. for all band
projections Pi with Pie ∈ Ei for i = 1, 2, we have
SP1SP2e = SP1P2e = SP2SP1e.
Consider the equation
SP1SP2e = SP1P2e. (3.7)
Applying T to both sides of the equation and using (3.6) gives
TP1P2e = TP1SP2e.
Thus, by the Riesz space Radon-Nikody´m-Douglas-Andoˆ theorem,
T1P2e = T1SP2e.
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Now, let PS be a band projection with PSe ∈ R(S). Applying PS and then T to (3.7)
gives
TPSP1P2e = TPSP1SP2e.
As PSe ∈ R(S), we have that SPS = PSS which, together with the commutation of
band projections, gives
TP1PSP2e = TP1SPSP2e.
Applying the Riesz space Radon-Nikody´m-Douglas-Andoˆ theorem now gives
T1PSP2e = T1SPSP2e.
Each element of 〈R(S), E2〉 = R(T〈R(S),E2〉 can be expressed as a limit of a net of linear
combinations of elements of the form PSP2e where PS and P2 are respectively band
projections with PSe ∈ R(S) and P2e ∈ E2. From the continuity of T1
T1T〈R(S),E2〉 = T1ST〈R(S),E2〉.
Similarly, if we consider the equation SP2P1e = SP2SP1e we have
T2T〈R(S),E1〉 = T2ST〈R(S),E1〉.
Now suppose TiT〈R(S),E3−i〉 = TiST〈R(S),E3−i〉 for all i = 1, 2. Again we consider only
T1T〈R(S),E2〉 = T1ST〈R(S),E2〉. Then, for all P2e ∈ R(T2), PSe ∈ R(S),
T1PSP2e = T1SPSP2e.
Since PSe ∈ R(S) we have
T1PSP2e = T1PSSP2e.
If we apply P1, where P1e ∈ R(T1), and then T to both sides of the above equality we
obtain
TP1T1PSP2e = TP1T1PSSP2e.
Commutation of band projections, T1P1 = P1T1 and T = TT1, applied to the above
equation gives
TPSP1P2e = TPSP1SP2e.
Now from the Radon-Nikody´m-Douglas-Andoˆ theorem in Riesz spaces we have
SP1P2e = SP1SP2e.
By a similar argument using T2T〈R(S),E1〉 = T2ST〈R(S),E1〉, we have
SP2P1e = SP2SP2e.
Since band projections commute we get
SP1SP2e = SP1P2e = SP2SP1e
which concludes the proof.
Taking S = T in the above theorem, we obtain the following corollary.
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Corollary 3.5 Let E1 and E2 be two closed Riesz subspaces of the T -universally com-
plete Riesz space E with strictly positive conditional expectation operator T and weak
order unit e = Te. If R(T ) ⊂ E1 ∩ E2, then the spaces E1 and E2 are T -conditionally
independent, if and only if
T1T2 = T = T2T1,
where Ti is the conditional expectation commuting with T and having range Ei.
The following theorem is useful in the characterization of independent subspaces through
conditional expectations.
Corollary 3.6 Under the same conditions as in Corollary 3.5, E1 and E2 are T -
conditionally independent if and only if
Tif = Tf, for all f ∈ E3−i, i = 1, 2, (3.8)
where Ti is the conditional expectation commuting with T and having range Ei.
Proof: Observe that (3.8) is equivalent to
TiT3−i = TT3−i = T.
The corollary now follows directly from Corollary 3.5.
The above theorem can be applied to self-independence, given that the only self-independent
band projections with respect to to T are those onto bands generated by elements of the
range of T .
Corollary 3.7 Let E be a T -universally complete Riesz space E with strictly positive
conditional expectation operator T and weak order unit e = Te. Let P be a band projec-
tion on E which is self-independent with respect to T , then TP = PT and TPe = Pe.
Proof: Taking P1 = P = P2 and f = Pe in the above theorem, we obtain TPe = T1Pe.
But Pe ∈ R(T1) so TPe = Pe, thus Pe ∈ R(T ) from which it follows that TP = PT .
In measure theoretic probability, we can define independence of a family of σ-sub-
algebras. In a similar manner, in the Riesz space setting, we can define the independence
with respect to T of a family of closed Dedekind complete Riesz subspaces of E.
For ease of notation, if (Eλ)λ∈Λ is a family of Riesz subspaces of E we put EΛ =〈⋃
λ∈Λj
Eλ
〉
.
Definition 3.8 Let E be a Dedekind complete Riesz space with conditional expectation
T and weak order unit e = Te. Let Eλ, λ ∈ Λ, be a family of closed Dedekind complete
Riesz subspaces of E having R(T ) ⊂ Eλ for all λ ∈ Λ. We say that the family is T -
conditionally independent if, for each pair of disjoint sets Λ1,Λ2 ⊂ Λ, we have that EΛ1
and EΛ2 are T -conditionally independent.
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Definition 3.8 leads naturally to the definition of T -conditional independence for se-
quences in E, given below.
Definition 3.9 Let E be a Dedekind complete Riesz space with conditional expectation
T and weak order unit e = Te. We say that the sequence (fn) in E is T -conditionally
independent if the family 〈{fn} ∪ R(T )〉 , n ∈ N of Dedekind complete Riesz spaces is
T -conditionally independent.
4 Markov Processes
For the remainder of the paper we shall make the assumption that if R(F ) ⊂ T for
any closed, Dedekind complete subspace F of E, the conditional expectation TF onto
F always refers to the the unique conditional expectation that commutes with T as is
described in 3.6.
Based on the definition of a Markov process in L1 by M. M. Rao [20] we define a
Markov process in a Riesz space as follows.
Definition 4.1 Let T be a strictly positive conditional expectation on the T -universally
complete Riesz space E with weak order unit e = Te. Let Λ be a totally ordered index
set. A net (Xλ)λ∈Λ is a Markov process in E if for any set of points t1 < · · · < tn <
t, ti, t ∈ Λ, we have
T(t1,...,tn)Pe = TtnPe for all Pe ∈ 〈R(T ),Xt〉 , (4.1)
for P a band projection. Here T(t1,t2,...,tn) is the conditional expectation with range
〈R(T ),Xt1 ,Xt2 , . . . ,Xtn〉.
Note 4.2 An application of Freudenthal’s theorem, as in the proof of Theorem 3.2, to
(4.1) yields that (4.1) is equivalent to
T(t1,...,tn)f = Ttnf, for all f ∈ R(Tt),
which in turn is equivalent to
T(t1,...,tn)Tt = TtnTt
where Tt is the conditional expectation with range 〈R(T ),Xt〉 .
We can extend the Markov property to include the entire future, as is shown below.
Lemma 4.3 Let T be a strictly positive conditional expectation on the T -universally
complete Riesz space E with weak order unit e = Te. Let Λ be a totally ordered index
set. Suppose (Xλ)λ∈Λ is a Markov process in E. If sm > · · · > s1 > t > tn > · · · > t1,
tj, sj , t ∈ Λ and for each i = 1, . . . ,m, Qi is a band projection with Qie ∈ 〈R(T ),Xsi〉,
then
T(t1,...,tn),tQ1Q2 . . . Qme = TtQ1Q2 . . . Qme. (4.2)
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Proof: Under the assumptions of the lemma, if we denote s0 = t, from Note 4.2
TsjQj+1Tsj+1 = TsjTsj+1Qj+1 = T(t1,...,tn,s0,...,sj)Tsj+1Qj+1 = T(t1,...,tn,s0,...,sj)Qj+1Tsj+1 ,
which, if we denote Ssj = T(t1,...,tn,s0,...,sj), gives
TsjQj+1Tsj+1 = SsjQj+1Tsj+1 . (4.3)
Similarly, if we denote Usj = T(s0,...,sj), then
TsjQj+1Tsj+1 = UsjQj+1Tsj+1 . (4.4)
Applying (4.3) recursively we obtain
Ts0Q1Ts1Q2Ts2 . . . Tsm−1Qme = Ss0Q1Ts1Q2Ts2 . . . Tsm−1Qme
= Ss0Q1Ss1Q2Ts2 . . . Tsm−1Qme
= . . .
= Ss0Q1Ss1Q2Ss2 . . . Ssm−1Qme.
Here we have also used that e = Tsme. But QiSsj = SsjQi and SsiSsj = Ssi for all i ≤ j
giving
Ss0Q1Ss1Q2Ss2 . . . Ssm−1Qme = Ss0Ss1 . . . Ssm−1Q1 . . . Qme = Ss0Q1 . . . Qme.
Combining the above two displayed equations gives
Ts0Q1Ts1Q2Ts2 . . . Tsm−1Qme = Ss0Q1 . . . Qme.
Similarly
Ts0Q1Ts1Q2Ts2 . . . Tsm−1Qme = Us0Q1 . . . Qme.
Thus Ss0Q1 . . . Qme = Us0Q1 . . . Qme which proves the lemma.
Note 4.4 From Freudenthal’s Theorem, as in the proof of Theorem 3.2, the linear
span of {Q1 . . . Qme|Qie ∈ 〈R(T ),Xsi〉 , Qi band projections, i = 1, . . . ,m} is dense in
〈R(T ),Xs1 , . . . ,Xsm〉, giving
T(t1,...,tn)f = Ttnf for all f ∈ 〈R(T ),Xs1 , . . . ,Xsm〉 , (4.5)
where s1 > s2 > · · · > sm > t > tn > · · · > t1.
Theorem 4.5 Chapman-Kolmogorov
Let T be a strictly positive conditional expectation on the T -universally complete Riesz
space E with weak order unit e = Te. Let Λ be a totally ordered index set. If (Xλ)λ∈Λ
is a Markov process and u < t < n, then
TuX = TuTtX, for all X ∈ R(Tn),
where R(Tu) = 〈R(T ),Xu〉.
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Proof: We recall that (Xλ)λ∈Λ is a Markov process if for any set of points t1 < · · · <
tn < t, t, ti ∈ Λ one has
T(t1,...,tn)X = TtnX
where X ∈ 〈R(T ),Xt〉. Thus,
T(u,t)X = Ttf, for X ∈ R(Tn).
Applying Tu to the above equation gives
TuT(u,t)X = TuTtX,
and, thus
TuX = TuTtX
since R(Tu) ⊂ R(T(u,t)).
Under the hypotheses of Theorem 4.5, it follows directly from the Chapman-Kolmogov
Theorem and Freudenthal’s Theorem, as in the proof of Theorem 3.2, that if (Xλ)λ∈Λ is
a Markov process and u < t < n, then
TuTn = TuTtTn.
It is often stated that a stochastic process is Markov if and only if the past and future are
independent given the present, see [20, p 351]. It is clear that such independence implies,
even in the Riesz space setting, that the process is a Markov process. However, the non-
commutation of conditional expectations onto non-comparable closed Riesz subspaces (or
in the classical setting, the non-commutation of conditional expectations with respect
to non-comparable σ-algebras), makes the converse of the above claim more interesting.
The proof of this equivalence (part (iii) of the following theorem) relies on the fact that
conditional expectation operators are averaging operators and, in the Riesz space setting,
that Ee is an f -algebra, and is as such a commutative algebra. Classical versions of the
following theorem can be found in [2, 3, 20]
Theorem 4.6 Let T be a strictly positive conditional expectation on the T -universally
complete Riesz space E with weak order unit e = Te. Let Λ be a totally ordered index
set. For (Xt)t∈Λ ⊂ E the following are equivalent:
(i) The process, (Xt)t∈Λ is a Markov process.
(ii) For conditional expectations Tu and Tv with R(Tu) = 〈R(T ),Xn;n ≤ u〉 and R(Tv) =
〈R(T ),Xv〉, u < v in Λ, we have
TuTv = TuTv,
(iii) For any sm > · · · > s1 > t > tn > · · · > t1 from Λ, and P,Q band projections with
Qe ∈ 〈R(T ),Xs1 , . . . ,Xsm〉 and Pe ∈ 〈R(T ),Xt1 , . . . ,Xtn〉 we have
TtQTtPe = TtQPe = TtPQe = TtPTtQe.
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Proof: (i) ⇒ (ii) Let u < v, u, v ∈ Λ, and P be a band projection with Pe ∈ 〈R(T ),Xv〉.
Let Pi be a band projection with Pie ∈ R(Tti), t1 < t2 < · · · < tn = u, n ∈ N. From
the definition of a Markov process, for all t1 < t2 < . . . tn = u < t = v we have
T(t1,...,tn)Pe = TtnPe and PiT(t1,...,tn) = T(t1,...,tn)Pi thus
T(t1,...,tn)P1P2 . . . PnPe = P1P2 . . . PnTtnPe.
Applying T to this equation gives
TP1P2 . . . PnPe = TP1P2 . . . PnTtnPe. (4.6)
Note that the set of (finite) linear combinations of elements of
D = {P1P2 . . . Pne|Pi a band projection, Pie ∈ R(Tti), t1 < t2 < · · · < tn = u, n ∈ N}
is dense in R(Tu). This together with (4.6) gives
TQPe = TQTtnPe (4.7)
for band projections Q with Qe ∈ R(Tu). Applying the Riesz space Radon-Nikody´m-
Douglas-Andoˆ theorem to (4.7) gives
TuPe = TuTtnPe = TuPe. (4.8)
Now Freudenthal’s theorem, as in the proof of Theorem 3.2, gives
Tuf = Tuf
for f ∈ R(Tv), or equivalently
TuTv = TuTv.
(ii) ⇒ (i) Assume that for u < v we have
TuTv = TuTv. (4.9)
Let t1 < · · · < tn < t. Taking v = t and u = tn, we have T(t1,...,tn)Tu = T(t1,...,tn) and
T(t1,...,tn)Tu = Tu = Ttn . Thus applying T(t1,...,tn) to (4.9) gives
T(t1,...,tn)Tt = T(t1,...,tn)TuTv = T(t1,...,tn)TuTv = TtnTt.
Applying this operator equation to Pe where P is a band projection with Pe ∈ R(Tt)
gives that (Xλ)λ∈Λ is a Markov process.
(i) ⇒ (iii) Let Q be a band projection with Qe ∈ 〈R(T ),Xs1 , . . . ,Xsm〉 then from
Lemma 4.3
T(t1,...,tn,t)Qe = TtQe.
Applying a band projection P with Pe ∈ 〈R(T ),Xt1 , . . . ,Xtn〉 followed by Tt to this
equation gives
TtPQe = TtT(t1,...,tn,t)PQe = TtPT(t1,...,tn,t)Qe = TtPTtQe.
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To prove TtQTtPe = TtQPe, we prove TtQTtPe = TtPTtQe and use the result above.
Recall that in an f -algebra Qf = Qe· f . Using this (the commutativity of multiplication
in the f -algebra Ee) and the fact that Tt is an averaging operator in Ee we have
TtQTtPe = Tt((Qe) · (TtPe))
= (TtPe) · (TtQe)
= (TtQe) · (TtPe)
= Tt((Pe · (TtQe))
= TtPTtQe.
Finally, by the commutation of band projections TtPQ = TtQP .
(iii) ⇒ (i) Suppose TtPQe = TtPTtQe for all band projections P and Q with Qe ∈
〈R(T ),Xs1 , . . . ,Xsm〉 and Pe ∈ 〈R(T ),Xti , . . . ,Xtn〉. Let R be a band projection with
Re ∈ 〈R(T ),Xt〉, then
TRPT(t1,...tn,t)Qe = TRT(t1,...,tn,t)PQe = TT(t1,...,tn,t)RPQe
as PT(t1,...tn,t) = T(t1,...,tn,t)P and RT(t1,...,tn,t) = T(t1,...,tn,t)R. But TT(t1,...,tn,t) = T =
TTt, so
TRPT(t1,...tn,t)Qe = TRPQe = TTtRPQe.
Since TtR = RTt we have TTtRPQe = TRTtPQe and the hypothesis gives that TtPQe =
TtPTtQe which combine to yield TTtRPQe = TRTtPTtQe. Again appealing to the
commutation of R and Tt and that TTt = T we have
TRTtPTtQe = TTtRPTtQe = TRPTtQe,
giving
TRPT(t1,...tn,t)Qe = TRPTtQe
for all such R and P . As the linear combinations of elements of the form RPe are dense
in 〈R(T ),Xt1 , . . . ,Xtn ,Xt〉, we have, for all Se ∈ 〈R(T ),Xt,Xt1 , . . . ,Xtn〉, that
TST(t1,...,tn,t)Qe = TSTtQe.
By (3.6) and the unique determination of conditional expectation operators by their
range spaces, we have that T(t1,...,tn,t)Qe = TtQe, proving the result.
Note 4.7 Proceeding in a similar manner to the proof of (i) ⇒ (ii) in the above proof
it follows that (iii) in the above theorem is equivalent to
TtSt = Tt = TtSt
where St is the conditional expectation with range space R(Su) = 〈R(T ),Xn;n ≥ u〉.
This shows that a process is a Markov process in a Riesz space if and only if the past
and future are conditionally independent on the present.
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5 Independent Sums
There is a natural connection between sums of independent random variables and Markov
processes. In the Riesz space case, this is illustrated by the following theorem.
Theorem 5.1 Let T be a strictly positive conditional expectation on the T -universally
complete Riesz space E with weak order unit e = Te. Let (fn) be a sequence in E which
is T -conditionally independent then (
n∑
k=1
fk
)
is a Markov process.
Proof: Let Sn =
n∑
k=1
fk. We note that 〈R(T ), S1, . . . , Sn〉 = 〈R(T ), f1, . . . , fn〉. Letm >
n and P andQ be band projections with Pe ∈ 〈R(T ), Sn〉 andQe ∈ 〈R(T ), fn+1, . . . , fm〉.
Since (fn) is T -conditionally independent we have that 〈R(T ), Sn〉 ⊂ 〈R(T ), f1, . . . , fn〉
and 〈R(T ), fn+1, . . . , fm〉 are T -conditionally independent. Thus P andQ are T -conditionally
independent with respect to T .
Denote by Tn, Tn and S the conditional expectations with ranges 〈R(T ), f1, . . . , fn〉,
〈R(T ), Sn〉 and 〈R(T ), fn+1, . . . , fm〉 respectively. Now from the independence of (fn)
with respect to T we have, by Corollary 3.5
TnS = T = STn. (5.1)
As Pe ∈ 〈R(T ), Sn〉 ⊂ 〈R(T ), S1, . . . , Sn〉 and SQe = Qe it follows that
TnPQe = PTnQe = PTnSQe. (5.2)
From (5.1)
PTnSQe = PTQe. (5.3)
As R(Tn) ⊂ R(Tn), which is T -conditionally independent of S,
TnS = T = STn. (5.4)
Combining (5.3) and (5.4) yields
PTQe = PTnSQe. (5.5)
As noted SQe = Qe, also TnP = PTn, so
PTnSQe = TnPQe. (5.6)
Combining (5.2), (5.3), (5.5) and (5.6) gives
TnPQe = PTnQe = PTnSQe = PTQe = PTnSQe = TnPQe. (5.7)
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By Freudenthal’s Theorem, as in the proof of Theorem 3.2, the closure of the linear span
of
{PQe|Pe ∈ 〈R(T ), Sn〉 , Qe ∈ 〈R(T ), fn+1, . . . , fm〉 , P,Q band projections}
contains R(Tm). Thus by the order continuity of Tn and Tn in (5.7),
Tnh = Tnh
for all h ∈ 〈R(T ), Sm〉, proving that (Sn) is a Markov process.
Corollary 5.2 Let T be a strictly positive conditional expectation on the T -universally
complete Riesz space E with weak order unit e = Te. Let (fn) be a sequence in E which
is T -conditionally independent. If Tfi = 0 for all i ∈ N, then the sequence of partial
sums (Sn), where Sn =
n∑
k=1
fk, is a martingale with respect the filtration (Tn) where Tn
is the conditional expectation with range 〈f1, . . . , fn,R(T )〉 .
Proof: We recall that (Fi,Ti) is a martingale if (Ti)i∈N is a filtration and Fi = TiFj , for
all i ≤ j. Since R(Ti) ⊂ R(Tj) for all i ≤ j we have that
TiTj = Ti = TjTi
and (Tn) is a filtration. Further, f1, . . . , fi ∈ R(Ti) for all i by construction of Ti giving
TiSi = Si.
If i < j, then from the independence of (fn) with respect to T we have TiTj = T = TjTi
which applied to fj gives
Tifj = TiTjfj = Tfj = 0, (5.8)
Thus
TiSj = TiSi +
j∑
k=i+1
Tifk = TiSi = Si,
proving (fi,Ti) a martingale.
From Corollary 5.2 and [12, Theorem 3.5] we obtain the follow result regarding the
convergence of sums of independent summands.
Theorem 5.3 Let T be a strictly positive conditional expectation on the T -universally
complete Riesz space E with weak order unit e = Te. Let (fn) be a sequence in E which
is T -conditionally independent. If Tfi = 0 for all i ∈ N, and there exists g ∈ E such
that T |
∑n
i=1 fi| ≤ g for all n ∈ N then the sum
∑∞
k=1 fk is order convergent in the sense
that its sequence of partial sums is order convergent.
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6 Brownian Motion
The class of processes that satisfy the axioms of Brownian motion (Wiener-Le´vy pro-
cesses) have been generalised to the Riesz space setting in [15], where their martingale
properties and relationship to the discrete stochastic integral were studied. Here, in the
case of T -universally complete spaces we show that, as in the classical L1 setting, they
are also Markov processes.
Definition 6.1 Let E be a Riesz space with conditional expectation T and weak order
unit e = Te. A sequence (fn) ∈ L
2(T ) is said to be a Brownian motion in E with respect
to T and e if
(i) (fi − fi−1) is a T -conditional independent sequence where f0 = 0;
(ii) T (fi − fi−1) = 0, i ∈ N;
(iii) T (fn − fm)
2 = |n−m|e.
The classical definition of a Brownian motion states that the map t → ft must be
continuous if {ft|t ∈ Λ} is to be a stochastic process. In the case where Λ = N this is
always so.
Theorem 6.2 Let T be a strictly positive conditional expectation on the T -universally
complete Riesz space E with weak order unit e = Te. Let (fn) be a Brownian motion
in E with respect to T . Then (fn) is a Markov process. Finally, if there exists g ∈ E
such that T |fn| ≤ g for all n ∈ N (that is, the Brownian motion is T -bounded), then the
Brownian motion is order convergent.
Proof: Let (fn) be a Brownian motion in E with respect to T , then (fi − fi−1)i∈N is
T -conditionally independent. Let
g1 = f1 − f0 = f1
g2 = f2 − f1
...
gn = fn − fn−1.
Here, (gi)i∈N is T -conditionally independent and Tgi = 0 for all i ∈ N, so by Theorem
5.1 the partial sums of (gi) form Markov process, i.e. (fn) is a Markov process with
repsect to T .
The final remark of the theorem is a direct application of Theorem 5.3.
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