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SANDWICH CLASSIFICATION FOR O2n`1pRq AND U2n`1pR,∆q REVISITED
RAIMUND PREUSSER
Abstract. In a recent paper, the author proved that if n ě 3 is a natural number, R a commutative ring
and σ P GLnpRq, then tklpσijq where i ‰ j and k ‰ l can be expressed as a product of 8 matrices of the form
ǫσ˘1 where ǫ P EnpRq. In this article we prove similar results for the odd-dimensional orthogonal groups
O2n`1pRq and the odd-dimensional unitary groups U2n`1pR,∆q under the assumption that R is commutative
and n ě 3. This yields new, short proofs of the Sandwich Classification Theorems for the groups O2n`1pRq
and U2n`1pR,∆q.
1. Introduction
The Sandwich Classification Theorem (SCT) for the lattice of subgroups of a linear group G that are
normalized by the elementary subgroup E of G is one of central points in the structure theory of linear
groups. For general rings, not only semilocal or arithmetic ones, the SCT was first proved by H. Bass
[4, 5] for GLn under the stable range condition. This condition allowed him to extract a transvection
as well as to prove the standard commutator formula. The first proofs of the SCT for G “ GLn over a
commutative ring by J. Wilson [23] and I. Golubchik [7] used only direct calculations as neither localization
techniques nor the standard commutator formula were known at that time. About ten years later the SCT
was proved applying the standard commutator formula by L. Vaserstein [14] and, independently, by Z.
Borewich and N. Vavilov [6]. In the latter article the authors introduced a trick to stabilize a column of a
matrix whereas Vaserstein used localization. The next generation of the SCT proofs works for Chevalley
groups. L. Vaserstein [15] and E. Abe [1] used localization methods whereas N. Vavilov, E. Plotkin and
A. Stepanov [22] introduced the decomposition of unipotents, which in more detail was described in [13]
and further developed in [18, 19, 21, 20, 16, 17] by Vavilov and his students and in [8] by V. Petrov. For
generalized hyperbolic unitary groups the SCT was announced by A. Bak and N. Vavilov in [3], but the
proof has never been published. It appeared later in [10] (which is essentially the author’s thesis). Recently
A. Stepanov [12] proved the SCT for all Chevalley groups using the universal localization method.
Let n ě 3 be a natural number and R a commutative ring. The SCT for GLnpRq states the following
(it is also true over almost commutative rings, cf. [14]):
SCT. Let H be a subgroup of GLnpRq. Then H is normalized by EnpRq iff
EnpR, Iq Ď H Ď CnpR, Iq
for some ideal I of R.
The ideal I in the SCT is uniquely determined, namely I “ IpHq “ tx P R | t12pxq P Hu. Let now
σ P GLnpRq and set H :“
EnpRqσ, i.e. H is the smallest subgroup of GLnpRq which contains σ and is
normalized by EnpRq. Then, by the SCT, H Ď CnpR, Iq where I “ IpHq. It follows from the definition
of CnpR, Iq that σij, σii ´ σjj P I for any i ‰ j. Hence, by the definition of IpHq, the matrices t12pσijq
and t12pσii ´ σjjq can be expressed as products of matrices of the form
ǫσ˘1 where ǫ P EnpRq. In [11]
the author showed how one can use the theme of the paper [13] in order to find such expressions and
gave boundaries for the number of factors. This yielded a new, very simple proof of the SCT for GLnpRq.
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Further the author obtained similar results for the even-dimensional orthogonal groups O2npRq and the
even-dimensional unitary groups U2npR,Λq.
In this article we prove similar results for the odd-dimensional orthogonal groups O2n`1pRq and the
odd-dimensional unitary groups U2n`1pR,∆q under the assumption that R is commutative and n ě 3, cf.
Theorem 22 and Theorem 56. The proof of the orthogonal version is quite simple. The proof of the unitary
version is a bit more complicated, but still it is much shorter than the proof of the SCT for the groups
U2n`1pR,∆q given in [2] (on the other hand, in [2] the ring R is only assumed to be quasi-finite and hence
the result is a bit more general). For the odd-dimensional unitary groups U2n`1pR,∆q this yields the first
proof of the SCT which does not use localization.
The rest of the paper is organized as follows. In Section 2 we recall some standard notation which will
be used throughout the paper. In Section 3 we state two lemmas which will be used in the proofs of the
main theorems 22 and 56. In Section 4 we recall the definitions of the odd-dimensional orthogonal group
O2n`1pRq and some important subgroups, in Section 5 we prove Theorem 22. In Section 6 we recall the
definitions of the odd-dimensional unitary group U2n`1pR,∆q and some important subgroups, in Section
7 we prove Theorem 56.
2. Notation
By a natural number we mean an element of the set N :“ t1, 2, 3, . . . u. If G is a group and g, h P G,
we let hg :“ hgh´1 and rg, hs :“ ghg´1h´1. By a ring we will always mean an associative ring with 1 such
that 1 ‰ 0. Ideal will mean two-sided ideal. If X is a subset of a ring R, then we denote by IpXq the ideal
of R generated by X. If X “ txu, then we may write Ipxq instead of IpXq. If n is a natural number and
R is a ring, then the set of all n ˆ n matrices with entries in R is denoted by MnpRq. If a P MnpRq, we
denote the entry of a at position pi, jq by aij, the i-th row of a by ai˚ and the j-th column of a by a˚j . The
group of all invertible matrices in MnpRq is denoted by GLnpRq and the identity element of GLnpRq by e.
If a P GLnpRq, then the entry of a
´1 at position pi, jq is denoted by a1ij , the i-th row of a
´1 by a1i˚ and the
j-th column of a´1 by a1˚j . Further we denote by
nR the set of all row vectors of length n with entries in
R and by Rn the set of all column vectors of length n with entries in R. We consider nR as left R-module
and Rn as right R-module. If u P nR (resp. u P Rn), we denote by ut its transpose in Rn (resp. in nR).
3. Preliminaries
The following two lemmas are easy to check.
Lemma 1. Let G be a group and a, b, c P G. Then b
´1
ra, bcs “ rb´1, asra, cs.
Lemma 2. Let G be a group, E a subgroup and a P G. Suppose that b P G is a product of n elements of
the form ǫa˘1 where ǫ P E. Then for any ǫ1 P E
(i) ǫ
1
b is a product of n elements of the form ǫa˘1 and
(ii) rǫ1, bs is a product of 2n elements of the form ǫa˘1.
Lemma 2 will be used in the proofs of the main theorems without explicit reference.
4. Odd-dimensional orthogonal groups
In this section n denotes a natural number and R a commutative ring. First we recall the definitions
of the odd-dimensional orthogonal group O2n`1pRq and the elementary subgroup EO2n`1pRq. For an
admissible pair pI, Jq, we recall the definitions of the following subgroups of O2n`1pRq; the preelementary
subgroupEO2n`1pI, Jq of level pI, Jq, the elementary subgroup EO2n`1pR, I, Jq of level pI, Jq, the principal
congruence subgroup O2n`1pR, I, Jq of level pI, Jq, and the full congruence subgroup CO2n`1pR, I, Jq of
level pI, Jq.
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4.1. The odd-dimensional orthogonal group.
Definition 3. Set M :“ R2n`1. We use the following indexing for the elements of the standard basis of
M : pe1, . . . , en, e0, e´n, . . . , e´1q. That means that ei is the column whose i-th coordinate is one and all
the other coordinates are zero if 1 ď i ď n, the column whose pn`1q-th coordinate is one and all the other
coordinates are zero if i “ 0, and the column whose p2n ` 2 ` iq-th coordinate is one and all the other
coordinates are zero if ´n ď i ď ´1. We define the quadratic form
Q : M Ñ R
u ÞÑ ut
¨˝
0 0 p
0 1 0
0 0 0
‚˛u “ u1u´1 ` ¨ ¨ ¨ ` unu´n ` u20
where p P MnpRq denotes the matrix with ones on the skew diagonal and zeros elsewhere. The subgroup
O2n`1pRq :“ tσ P GL2n`1pRq | Qpσuq “ Qpuq @u P Mu of GL2n`1pRq is called (odd-dimensional)
orthogonal group.
Remark 4. The odd-dimensional orthogonal groups O2n`1pRq are special cases of the odd-dimensional
unitary groups U2n`1pR,∆q, see [2, Example 15].
Definition 5. Define Θ :“ t1, . . . , n, 0,´n, . . . ,´1u and Θhb :“ Θzt0u.
Lemma 6. Let σ P GL2n`1pRq. Then σ P O2n`1pRq iff the conditions (i) and (ii) below hold.
(i)
σ1ij “ σ´j,´i @i, j P Θhb,
2σ10j “ σ´j,0 @j P Θhb,
σ1i0 “ 2σ0,´i @i P Θhb and
2σ100 “ 2σ00.
(ii)
Qpσ˚jq “ δ0j @j P Θ.
Proof. See [2, Lemma 17]. 
4.2. The polarity map.
Definition 7. The map r:M ÝÑM t
u ÞÝÑ
`
u´1 . . . u´n 2u0 un . . . u1
˘
where M t “ 2n`1R is called polarity map. Clearly r is linear, i.e. Ću` v “ u˜ ` v˜ and Ăux “ xu˜ for any
u, v PM and x P R.
Lemma 8. If σ P O2n`1pRq and u PM , then Ăσu “ u˜σ´1.
Proof. Follows from Lemma 6. 
4.3. The elementary subgroup. If i, j P Θ, let eij denote the matrix in M2n`1pRq with 1 in the pi, jq-th
position and 0 in all other positions.
Definition 9. If i, j P Θhb, i ‰ ˘j and x P R, the element
Tijpxq :“ e` xe
ij ´ xe´j,´i
of O2n`1pRq is called an (elementary) short root matrix. If i P Θhb and x P R, the element
Tipxq :“ e` xe
0,´i ´ 2xei0 ´ x2ei,´i
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of O2n`1pRq is called an (elementary) extra short root matrix. If an element of O2n`1pRq is a short or
extra short root matrix, then it is called elementary matrix. The subgroup of O2n`1pRq generated by all
elementary matrices is called the elementary subgroup and is denoted by EO2n`1pRq.
Lemma 10. The following relations hold for elementary matrices.
Tijpxq “ T´j,´ip´xq, (S1)
TijpxqTijpyq “ Tijpx` yq, (S2)
rTijpxq, Tklpyqs “ e if k ‰ j,´i and l ‰ i,´j, (S3)
rTijpxq, Tjkpyqs “ Tikpxyq if i ‰ ˘k, (S4)
rTijpxq, Tj,´ipyqs “ e, (S5)
TipxqTipyq “ Tipx` yq, (E1)
rTipxq, Tjpyqs “ Ti,´jp´2xyq if i ‰ ˘j, (E2)
rTipxq, Tipyqs “ e, (E3)
rTijpxq, Tkpyqs “ e if k ‰ j,´i and (SE1)
rTijpxq, Tjpyqs “ Tj,´ip´xy
2qTipxyq. (SE2)
Proof. Straightforward computation. 
Definition 11. Let u P M be such that such that u´1 “ 0 and u is isotropic, i.e. Qpuq “ 0. Then we
denote the matrix¨˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˝
1 ´u´2 . . . ´u´n ´2u0 ´un . . . ´u2 0
1 u2
. . .
...
1 un
1 u0
1 u´n
. . .
...
1 u´2
1
‹˛‹‹‹‹‹‹‹‹‹‹‹‹‹‚
“e` uet´1 ´ e1u˜ “ T1pu0qT2,´1pu2q . . . Tn,´1punqT´n,´1pu´nq . . . T´2,´1pu´2q P EO2n`1pRq
by T˚,´1puq. Clearly T˚,´1puq
´1 “ T˚,´1p´uq (note that u˜u “ 0 since u is isotropic) and
σT˚,´1puq “ e` σuσ
1
´1,˚ ´ σ˚1u˜σ
´1 “ e` σuĄσ˚1 ´ σ˚1Ăσu (1)
for any σ P O2n`1pRq, the last equality by Lemma 8.
Definition 12. Let i, j P Θhb such that i ‰ ˘j. Define
Pij :“e´ e
ii ´ ejj ´ e´i,´i ´ e´j,´j ` eij ´ eji ` e´i,´j ´ e´j,´i
“Tijp1qTjip´1qTijp1q P EO2n`1pRq.
It is easy to show that pPijq
´1 “ Pji.
Lemma 13. Let i, j, k P Θhb such that i ‰ ˘j and k ‰ ˘i,˘j. Let x P R. Then
(i) PkiTijpxq “ Tkjpxq,
(ii) PkjTijpxq “ Tikpxq and
(iii) P´k,´iTipxq “ Tkpxq.
Proof. Straightforward. 
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4.4. Relative elementary subgroups.
Definition 14. An admissible pair is a pair pI, Jq where I and J are ideals of R such that
2J, J2 Ď I Ď J
where J2 “ tx2 P R | x P Ju.
Definition 15. Let pI, Jq denote an admissible pair. A short root matrix Tijpxq is called pI, Jq-elementary
if x P I. An extra short root matrix Tipxq is called pI, Jq-elementary if x P J . If an element of O2n`1pRq
is an pI, Jq-elementary short or extra short root matrix, then it is called pI, Jq-elementary matrix. The
subgroup EO2n`1pI, Jq of EO2n`1pRq generated by the pI, Jq-elementary matrices is called the preelemen-
tary subgroup of level pI, Jq. Its normal closure EO2n`1pR, I, Jq in EO2n`1pRq is called the elementary
subgroup of level pI, Jq.
4.5. Congruence subgroups. In this subsection pI, Jq denotes an admissible pair.
Definition 16. The subgroup of O2n`1pRq consisting of all σ P O2n`1pRq such that
(i) σij ” δij mod I for any i P Θhb, j P Θ and
(ii) σ0j ” δ0j mod J for any j P Θ
is called principal congruence subgroup of level pI, Jq and is denoted by O2n`1pR, I, Jq.
Theorem 17. O2n`1pR, I, Jq is a normal subgroup of O2n`1pRq.
Proof. Follows from [2, Corollary 35]. 
Definition 18. The subgroup
tσ P O2n`1pRq | rσ,EO2n`1pRqs Ď O2n`1pR, I, Jqu
of O2n`1pRq is called full congruence subgroup of level pI, Jq and is denoted by CO2n`1pR, I, Jq.
Lemma 19. Let σ P O2n`1pRq. Then σ P CO2n`1pR, I, Jq iff
(i) σij P I for any i P Θhb, j P Θ such that i ‰ j,
(ii) σ0j P J for any j P Θhb,
(iii) σii ´ σjj P I for any i, j P Θhb and
(iv) σ00 ´ σjj P J for any j P Θhb.
Proof. Straightforward. 
Theorem 20. If n ě 3, then the equalities
rCO2n`1pR, I, Jq, EO2n`1pRqs “ rEO2n`1pR, I, Jq, EO2n`1pRqs “ EO2n`1pR, I, Jq
hold.
Proof. See [2, Theorem 39]. 
5. Sandwich classification for O2n`1pRq
In this section n denotes a natural number greater than or equal to 3 and R a commutative ring.
Definition 21. Let σ P O2n`1pRq. Then a matrix of the form
ǫσ˘1 where ǫ P EO2n`1pRq is called an
elementary (orthogonal) σ-conjugate.
Theorem 22. Let σ P O2n`1pRq and i, j, k, l P Θhb such that i ‰ ˘j and k ‰ ˘l. Then
(i) Tklpσijq is a product of 8 elementary orthogonal σ-conjugates,
(ii) Tklpσi,´iq is a product of 16 elementary orthogonal σ-conjugates,
(iii) Tklpσi0q is a product of 24 elementary orthogonal σ-conjugates,
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(iv) Tklp2σ0jq is a product of 24 elementary orthogonal σ-conjugates,
(v) Tklpσii ´ σjjq is a product of 24 elementary orthogonal σ-conjugates,
(vi) Tklpσii ´ σ´i,´iq is a product of 48 elementary orthogonal σ-conjugates,
(vii) Tkpσ0jq is a product of 64n ` 148 elementary orthogonal σ-conjugates and
(viii) Tkpσ00 ´ σjjq is a product of 192n ` 564 elementary orthogonal σ-conjugates.
Proof. (i) Set τ :“ T21p´σ23qT31pσ22qT2,´3pσ2,´1q and ξ :“
στ´1. One checks easily that pστ´1q2˚ “ σ2˚
and pτ´1σ´1q˚,´2 “ σ
1
˚,´2. Hence ξ2˚ “ e
t
2
and ξ˚,´2 “ e´2. Set
ζ :“ τ
´1
rT32p1q, rτ, σss “
τ´1rT32p1q, τξs “ rτ
´1, T32p1qsrT32p1q, ξs,
the last equality by Lemma 1. One checks easily that rτ´1, T32p1qs “ T31p´σ23q and rT32p1q, ξs “ T´2px´2q¨
¨
ś
i‰0,˘2
Ti2pxiq for some xi P R pi ‰ 0, 2q. Hence ζ “ T31p´σ23qT´2px´2q
ś
i‰0,˘2
Ti2pxiq. It follows that
rT12p1q, ζs “ T32pσ23q. Hence we have shown
rT12p1q,
τ´1 rT32p1q, rτ, σsss “ T32pσ23q.
This implies that T32pσ23q is a product of 8 elementary σ-conjugates. It follows from Lemma 13 that
Tklpσ23q is a product of 8 elementary σ-conjugates. Since one can bring σij to position p2, 3q conjugating
by monomial matrices from EO2n`1pRq (see Definition 12), the assertion of (i) follows.
(ii) Clearly the entry of Tjip1qσ at position pj,´iq equals σi,´i ` σj,´i. Applying (i) to
Tjip1qσ we get that
Tklpσi,´i ` σj,´iq is a product of 8 elementary σ-conjugates (note that any elementary
Tjip1qσ-conjugate is
also an elementary σ-conjugate). Applying (i) to σ we get that Tklpσj,´iq is a product of 8 elementary
σ-conjugates. It follows that Tklpσi,´iq “ Tklpσi,´i ` σj,´iqTjip´σj,´iq is a product of 16 elementary σ-
conjugates.
(iii) Clearly the entry of T´jp´1qσ at position pi, jq equals σi0 ` σij ´ σi,´j. Applying (i) to
T´jp´1qσ
we get that Tklpσi0 ` σij ´ σi,´jq is a product of 8 elementary σ-conjugates. Applying (i) to σ we
get that Tklp´σijq and Tklpσi,´jq each are a product of 8 elementary σ-conjugates. It follows that
Tklpσi0q “ Tklpσi0 ` σij ´ σi,´jqTklp´σijqTklpσi,´jq is a product of 24 elementary σ-conjugates.
(iv) Clearly the entry of Tip´1qσ at position pi, jq equals 2σ0j ` σij ´ σ´i,j. Applying (i) to
Tip´1qσ
we get that Tklp2σ0j ` σij ´ σ´i,jq is a product of 8 elementary σ-conjugates. Applying (i) to σ we
get that Tklp´σijq and Tklpσ´i,jq each are a product of 8 elementary σ-conjugates. It follows that
Tklp2σ0jq “ Tklp2σ0j ` σij ´ σ´i,jqTklp´σijqTklpσ´i,jq is a product of 24 elementary σ-conjugates.
(v) Clearly the entry of Tjip1qσ at position pj, iq equals σii ´ σjj ` σji ´ σij . Applying (i) to
Tjip1qσ
we get that Tklpσii ´ σjj ` σji ´ σijq is a product of 8 elementary σ-conjugates. Applying (i) to σ
we get that Tklpσijq and Tklp´σjiq each are a product of 8 elementary σ-conjugates. It follows that
Tklpσii ´ σjjq “ Tklpσii ´ σjj ` σji ´ σijqTklpσijqTklp´σjiq is a product of 24 elementary σ-conjugates.
(vi) Follows from (v) since Tklpσii ´ σ´i,´iq “ Tklpσii ´ σjjqTklpσjj ´ σ´i,´iq.
(vii) Set m :“ 8. In Step 1 we show that for any x P R the matrix Tkpxσ0jσjjq is a product of p2n`9qm`4
elementary σ-conjugates. In Step 2 we use Step 1 in order to prove (v).
Step 1. Set u1 :“
`
0 . . . 0 σ1´1,´1 ´σ
1
´1,´2
˘t
“
`
0 . . . 0 σ11 ´σ21
˘t
P M and u :“ σ´1u1 P M .
Then clearly u´1 “ 0. Further Qpuq “ Qpσ
´1u1q “ Qpu1q “ 0 and hence u is isotropic. Set
ξ :“ σT˚,´1p´uq
p1q
“ e´ σuĄσ˚1 ` σ˚1Ăσu “ e´ u1Ąσ˚1 ` σ˚1 ru1.
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Then
ξ “
¨˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˝
1´ σ11σ21 σ11σ11
´σ21σ21 1` σ21σ11
´σ31σ21 σ31σ11 1
´σ41σ21 σ41σ11 1
...
...
. . .
´σn1σ21 σn1σ11 1
´σ01σ21 σ01σ11 1
´σ´n,1σ21 σ´n,1σ11 1
...
...
. . .
´σ´4,1σ21 σ´4,1σ11 1
´σ´3,1σ21 σ´3,1σ11 1
´α 0 ˚ ˚ . . . ˚ ˚ ˚ . . . ˚ ´σ31σ11 ˚ ˚
0 α ˚ ˚ . . . ˚ ˚ ˚ . . . ˚ σ31σ21 ˚ ˚
‹˛‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‚
where α “ σ´1,1σ11 ` σ´2,1σ21. Set
τ :“ T´3,1pσ´3,1σ21qT´3,2p´σ´3,1σ11q.
It follows from (i) that τ is a product of 2m elementary σ-conjugates. Clearly
ξτ “
¨˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˝
1´ σ11σ21 σ11σ11
´σ21σ21 1` σ21σ11
´σ31σ21 σ31σ11 1
´σ41σ21 σ41σ11 1
...
...
. . .
´σn1σ21 σn1σ11 1
´σ01σ21 σ01σ11 1
´σ´n,1σ21 σ´n,1σ11 1
...
...
. . .
´σ´4,1σ21 σ´4,1σ11 1
0 0 1
´α´ β δ 0 ˚ . . . ˚ ˚ ˚ . . . ˚ ˚ ˚ ˚
γ α´ β 0 ˚ . . . ˚ ˚ ˚ . . . ˚ ˚ ˚ ˚
‹˛‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‚
where β “ σ´3,1σ21σ31σ11, γ “ σ´3,1σ21σ31σ21 and δ “ σ´3,1σ11σ31σ11. Let x P R and set
ζ :“ T˚,´1p´uqrT2,´3p´xq, rT˚,´1puq, σsτ s
“ T˚,´1p´uqrT2,´3p´xq, T˚,´1puqξτ s
“rT˚,´1p´uq, T2,´3p´xqsrT2,´3p´xq, ξτ s,
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the last equality by Lemma 1. Clearly ζ is a product of 4m`4 elementary σ-conjugates. One checks easily
that
rT˚,´1p´uq, T2,´3p´xqs
“T1,´2pxu´3qT1,´3p´xu´2q
“T1,´2pxpσ23σ11 ´ σ13σ21qqT1,´3p´xpσ22σ11 ´ σ12σ21qq.
Further
rT2,´3p´xq, ξτ s “ p
´4ź
p“1,
p‰3,0
Tp,´3pxσp1σ11qqT´2,´3pxδqT´1,´3pxpα ´ βqqT3pxσ01σ11q.
Hence
ζ “T1,´2pxpσ23σ11 ´ σ13σ21qqT1,´3p´xppσ22 ´ σ11qσ11 ´ σ12σ21qq¨
¨ p
´4ź
p“2,
p‰3,0
Tp,´3pxσp1σ11qqT´2,´3pxδqT´1,´3pxpα ´ βqqT3pxσ01σ11q.
It follows from (i), (ii) and (v) that T3pxσ01σ11q is a product of 4m`4`2m`4m`p2n´5qm`m`3m “
p2n ` 9qm ` 4 elementary σ-conjugates. In view of Definition 12 and Lemma 13 we get that Tkpxσ0jσjjq
is a product of p2n` 9qm` 4 elementary σ-conjugates.
Step 2. Clearly
Tkpσ0jq “ Tkpp
ÿ
sPΘ
σ1jsσsjqσ0jq “
ź
sPΘ
Tkpσ
1
jsσsjσ0jq.
By (i) and relation (SE2) in Lemma 10, Tkpσ
1
jsσsjσ0jq is a product of 3m elementary σ-conjugates if
s ‰ ˘j, 0. By (ii) and relation (SE2), Tkpσ
1
j,´jσ´j,jσ0jq is a product of 3¨2m “ 6m elementary σ-conjugates.
By (iv) and relation (SE2), Tkpσ
1
j0σ0jσ0jq is a product of 3 ¨ 3m “ 9m elementary σ-conjugates (note that
σ1j0 is a multiple of 2 by Lemma 6). By Step 1, Tkpσ
1
jjσjjσ0jq is a product of p2n` 9qm` 4 elementary σ-
conjugates. Thus Tkpσ0jq is a product of p2n´2q¨3m`6m`9m`p2n`9qm`4 “ 8nm`18m`4 “ 64n`148
elementary σ-conjugates.
(viii) One checks easily that the entry of T´jp1qσ at position p0, jq equals σjj´σ00`σ0j´σj0´σ0,´j´σj,´j.
By applying (vii) to T´jp1qσ we get that Tkpσjj ´ σ00 ` σ0j ´ σj0´ σ0,´j ´ σj,´jq is a product of 64n` 148
elementary σ-conjugates. By applying (vii) to σ we get that Tkp´σ0jq and Tkpσ0,´jq each are a product
of 64n ` 148 elementary σ-conjugates. By (iii) and relation (SE2) in Lemma 10, Tkpσj0q is a product of
3 ¨ 24 “ 72 elementary σ-conjugates. By (ii) and relation (SE2) in Lemma 10, Tkpσj,´jq is a product of
3 ¨ 16 “ 48 elementary σ-conjugates. It follows that Tkpσjj ´ σ00q “ Tkpσjj ´ σ00 ` σ0j ´ σj0 ´ σ0,´j ´
σj,´jqTkp´σ0jqTkpσj0qTkpσ0,´jqTkpσj,´jq is a product of 3 ¨ p64n` 148q ` 72` 48 “ 192n` 564 elementary
σ-conjugates. 
As a corollary we get the Sandwich Classification Theorem for O2n`1pRq.
Corollary 23. Let H be a subgroup of O2n`1pRq. Then H is normalized by EO2n`1pRq iff
EO2n`1pR, I, Jq Ď H Ď CO2n`1pR, I, Jq (2)
for some admissible pair pI, Jq.
Proof. First suppose that H is normalized by EO2n`1pRq. Let pI, Jq be the admissible pair defined by
I :“ tx P R | T12pxq P Hu and J :“ tx P R | T1pxq P Hu. Then clearly EO2n`1pR, I, Jq Ď H. It
remains to show that H Ď CO2n`1pR, I, Jq, i.e. that if σ P H, then the conditions (i)-(iv) in Lemma 19
are satisfied. But that follows from the previous theorem. Suppose now that (2) holds for some admissible
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pair pI, Jq. Then it follows from the standard commutator formula in Theorem 20 that H is normalized
by EO2n`1pRq. 
6. Odd-dimensional unitary groups
We describe Hermitian form rings pR,∆q and odd form ideals pI,Ωq first, then the odd-dimensional uni-
tary group U2n`1pR,∆q and its elementary subgroup EU2n`1pR,∆q over a Hermitian form ring pR,∆q. For
an odd form ideal pI,Ωq, we recall the definitions of the following subgroups of U2n`1pR,∆q; the preelemen-
tary subgroup EU2n`1pI,Ωq of level pI,Ωq, the elementary subgroup EU2n`1ppR,Λq, pI,Ωqq of level pI,Ωq,
the principal congruence subgroup U2n`1ppR,Λq, pI,Ωqq of level pI,Ωq, the normalized principal congruence
subgroup NU2n`1ppR,Λq, pI,Ωqq of level pI,Ωq, and the full congruence subgroup CU2n`1ppR,Λq, pI,Ωqq
of level pI,Ωq.
6.1. Hermitian form rings and odd form ideals. First we recall the definitions of a ring with involution
with symmetry and a Hermitian ring.
Definition 24. Let R be a ring and
¯: RÑ R
x ÞÑ x¯
an anti-isomorphism of R (i.e. ¯ is bijective, x` y “ x¯` y¯, xy “ y¯x¯ for any x, y P R and 1¯ “ 1). Further
let λ P R such that x¯ “ λxλ¯ for any x P R. Then λ is called a symmetry for ¯, the pair p¯, λq an involution
with symmetry and the triple pR, ¯ , λq a ring with involution with symmetry. A subset A Ď R is called
involution invariant iff x¯ P A for any x P A. We call a quadruple pR, ¯, λ, µq where pR, ¯, λq is a ring with
involution with symmetry and µ P R such that µ “ µ¯λ a Hermitian ring.
Remark 25. Let pR, ¯, λ, µq be a Hermitian ring.
(a) It is easy to show that λ¯ “ λ´1.
(b) The map
¯
: RÑ R
x ÞÑ x
¯
:“ λ¯x¯λ
is the inverse map of ¯. One checks easily that pR,
¯
, λ
¯
, µ
¯
q is a Hermitian ring.
Next we recall the definition of an R‚-module.
Definition 26. If R is a ring, let R‚ denote the underlying set of the ring equipped with the multiplication
of the ring, but not the addition of the ring. A (right) R‚-module is a not necessarily abelian group pG,
.
`q
equipped with a map
˝ : GˆR‚ Ñ G
pa, xq ÞÑ a ˝ x
such that the following holds:
(i) a ˝ 0 “ 0 for any a P G,
(ii) a ˝ 1 “ a for any a P G,
(iii) pa ˝ xq ˝ y “ a ˝ pxyq for any a P G and x, y P R and
(iv) pa
.
` bq ˝ x “ pa ˝ xq
.
` pb ˝ xq for any a, b P G and x P R.
A left R‚-module is defined analogously. An R-module is canonically an R‚-module, but not conversely.
Let G and G1 be R‚-modules. A group homomorphism f : G Ñ G1 satisfying fpa ˝ xq “ fpaq ˝ x for any
a P G and x P R is called a homomorphism of R‚-modules. A subgroup H of G which is ˝-stable (i.e.
a ˝ x P H for any a P H and x P R) is called an R‚-submodule. Further, if A Ď G and B Ď R, we denote
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by A ˝ B the subgroup of G generated by ta ˝ b | a P A, b P Bu. We treat ˝ as an operator with higher
priority than
.
`.
An important example of an R‚-module is the Heisenberg group, which we define next. The odd form
parameters ∆ which are used to define the odd-dimensional unitary groups are certain R‚-submodules of
the Heisenberg group.
Definition 27. Let pR, ¯, λ, µq be a Hermitian ring. Define the map.
.
` : pR ˆRq ˆ pRˆRq Ñ RˆR
ppx1, y1q, px2, y2qq ÞÑ px1, y1q
.
` px2, y2q :“ px1 ` x2, y1 ` y2 ´ x¯1µx2q.
Then pRˆR,
.
`q is a group, which we call the Heisenberg group and denote by H. Equipped with the map
˝ : pRˆRq ˆR‚ Ñ RˆR
ppx, yq, aq ÞÑ px, yq ˝ a :“ pxa, a¯yaq
H becomes an R‚-module.
Remark 28. We denote the inverse of an element px, yq P H by
.
´px, yq. One checks easily that
.
´px, yq “
p´x,´y ´ x¯µxq for any px, yq P H.
In order to define the odd-dimensional unitary groups we need the notion of a Hermitian form ring.
Definition 29. Let pR, ¯, λ, µq be a Hermitian ring. Let pR,`q have the R‚-module structure defined by
x ˝ a “ a¯xa. Define the trace map
tr : H Ñ R
px, yq ÞÑ x¯µx` y ` y¯λ.
One checks easily that tr is a homomorphism of R‚-modules. Set
∆min :“ tp0, x ´ xλq | x P Ru
and
∆max :“ kerptrq.
An R‚-submodule ∆ of H lying between ∆min and ∆max is called an odd form parameter of pR, ¯ , λ, µq.
Since ∆min and ∆max are R
‚-submodules of H, they are respectively the smallest and largest odd form
parameters. A pair ppR, ¯ , λ, µq,∆q is called a Hermitian form ring. We shall usually abbreviate it by
pR,∆q.
Next we define an odd form ideal of a Hermitian form ring.
Definition 30. Let pR,∆q be a Hermitian form ring and I an involution invariant ideal of R. Set
Jp∆q :“ ty P R | Dz P R : py, zq P ∆u and I˜ :“ tx P R | Jp∆qµx Ď Iu. Obviously I˜ and Jp∆q are right
ideals of R and I Ď I˜. Further set
ΩImin :“ tp0, x ´ x¯λq | x P Iu
.
`∆ ˝ I
and
ΩImax :“ ∆X pI˜ ˆ Iq.
An R‚-submodule Ω of H lying between ΩImin and Ω
I
max is called a relative odd form parameter of level I.
Since ΩImin and Ω
I
max are R
‚-submodules of H, they are respectively the smallest and the largest relative
odd form parameters of level I. If Ω is a relative odd form parameter of level I, then pI,Ωq is called an
odd form ideal of pR,∆q.
The following lemma is straightforward to check. It will be used in the proof of Theorem 56.
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Lemma 31. Let pR, ¯ , λ, µq be a Hermitian ring, pa, bq P ∆max, n P N and x1, . . . , xn P R. Then
pa, bq ˝
nÿ
i“1
xi “ p
n
.ă
i“1
pa, bq ˝ xiq
.
` p0,
nÿ
i,j“1,
iąj
xibx¯j ´ xibx¯jλq.
6.2. The odd-dimensional unitary group. Let pR,∆q be a Hermitian form ring and n P N. Let M ,
e1, . . . , en, e0, e´n, . . . , e´1 and p be defined as in Definition 3. If u PM , then we call pu1, . . . , un, u´n, . . . ,
u´1q
t P R2n the hyperbolic part of u and denote it by uhb. Further we set u
˚ :“ u¯t and u˚hb :“ u¯
t
hb. Define
the maps
b : M ˆM Ñ R
pu, vq ÞÑ u˚
¨˝
0 0 p
0 µ 0
pλ 0 0
‚˛v “ nÿ
i“1
u¯iv´i ` u¯0µv0 `
´1ÿ
i“´n
u¯iλv´i
and
q : M Ñ H
u ÞÑ pq1puq, q2puqq :“ pu0, u
˚
hb
ˆ
0 p
0 0
˙
uhbq “ pu0,
nÿ
i“1
u¯iu´iq.
Lemma 32.
(i) b is a λ-Hermitian form, i.e. b is biadditive, bpux, vyq “ x¯bpu, vqy @u, v P M,x, y P R and bpu, vq “
bpv, uqλ @u, v PM .
(ii) qpuxq “ qpuq ˝ x @u P M,x P R, qpu ` vq ” qpuq
.
` qpvq
.
` p0, bpu, vqq mod ∆min @u, v P M and
trpqpuqq “ bpu, uq @u PM .
Proof. Straightforward computation. 
Definition 33. The group
U2n`1pR,∆q :“ tσ P GL2n`1pRq | bpσu, σvq “ bpu, vq @u, v PM and qpσuq ” qpuq mod ∆ @u PMu
is called the odd-dimensional unitary group.
Remark 34. The odd-dimensional unitary groups U2n`1pR,∆q are isomorphic to Petrov’s odd hyperbolic
unitary groups with V0 “ R (see [9]). Namely U2n`1pR,∆q is isomorphic to Petrov’s group U2lpR,Lq where
Petrov’s pseudoinvolution ˆ is defined by xˆ “ ´x¯λ, V0 “ R, B0pa, bq “ aˆ1ˆ
´1µb, L “ tpx, yq P R ˆ R |
px,´yq P ∆u and l “ n.
Example 35. The groups U2n`1pR,∆q include as special cases the even-dimensional unitary groups
U2npR,Λq where n P N and pR,Λq is a form ring, the general linear groups GLnpRq where R is any
ring and n ě 2 and further the symplectic groups SpnpRq and the orthogonal groups OnpRq where R is a
commutative ring and n ě 2. For details see [2, Example 15].
Definition 36. Define Θ` :“ t1, . . . , nu, Θ´ :“ t´n, . . . ,´1u, Θ :“ Θ` Y Θ´ Y t0u, Θhb :“ Θzt0u and
the map
ǫ : Θhb Ñ t˘1u
i ÞÑ
#
1, if i P Θ`,
´1, if i P Θ´.
Further if i, j P Θ, we write i ă j iff either i P Θ` ^ j “ 0 or i “ 0 ^ j P Θ´ or i, j P Θ` ^ i ă j or
i, j P Θ´ ^ i ă j or i P Θ` ^ j P Θ´.
Lemma 37. Let σ P GL2n`1pRq. Then σ P U2n`1pR,∆q iff the conditions (i) and (ii) below hold.
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(i)
σ1ij “ λ
´pǫpiq`1q{2σ¯´j,´iλ
pǫpjq`1q{2 @i, j P Θhb,
µσ10j “ σ¯´j,0λ
pǫpjq`1q{2 @j P Θhb,
σ1i0 “ λ
´pǫpiq`1q{2σ¯0,´iµ @i P Θhb and
µσ100 “ σ¯00µ.
(ii)
qpσ˚jq ” pδ0j , 0q mod ∆ @j P Θ.
Proof. See [2, Lemma 17]. 
6.3. The polarity map.
Definition 38. The map r: M ÝÑM˚
u ÞÝÑ
`
u¯´1λ . . . u¯´nλ u¯0µ u¯n . . . u¯1
˘
where M˚ “ 2n`1R is called polarity map. Clearly r is involutary linear, i.e. Ću` v “ u˜ ` v˜ and Ăux “ x¯u˜
for any u, v PM and x P R.
Lemma 39. If σ P U2n`1pR,∆q and u PM , then Ăσu “ u˜σ´1.
Proof. Follows from Lemma 37. 
6.4. The elementary subgroup. We introduce the following notation. In Definition 27 we defined an
R‚-module structure on H. Let pR,
¯
, λ
¯
, µ
¯
q be the Hermitian ring defined in Remark 25(b). Let H denote
the Heisenberg group corresponding to pR,
¯
, λ
¯
, µ
¯
q. The underlying set of both H and H is R ˆ R. If we
replace the Hermitian ring pR, ,¯ λ, µq by the Hermitian ring pR,
¯
, λ
¯
, µ
¯
q, then we get another R‚-module
structure on R ˆ R. We denote the group operation (resp. scalar multiplication) defined by pR, ¯ , λ, µq
on R ˆ R by
.
`1 (resp. ˝1) and the group operation (resp. scalar multiplication) defined by pR,
¯
, λ
¯
, µ
¯
q
on R ˆ R by
.
`´1 (resp. ˝´1). Further we set ∆
1 :“ ∆ and ∆´1 :“ tpx, yq P R ˆ R | px, y¯q P ∆u. One
checks easily that ppR,
¯
, λ
¯
, µ
¯
q,∆´1q is a Hermitian form ring. Analogously, if pI,Ωq is an odd form ideal
of pR,∆q, we set Ω1 :“ Ω and Ω´1 :“ tpx, yq P R ˆ R | px, y¯q P Ωu. One checks easily that pI,Ω´1q is an
odd form ideal of pR,∆´1q.
If i, j P Θ, let eij denote the matrix in M2n`1pRq with 1 in the pi, jq-th position and 0 in all other
positions.
Definition 40. If i, j P Θhb, i ‰ ˘j and x P R, the element
Tijpxq :“ e` xe
ij ´ λpǫpjq´1q{2x¯λp1´ǫpiqq{2e´j,´i
of U2n`1pR,∆q is called an (elementary) short root matrix. If i P Θhb and px, yq P ∆
´ǫpiq, the element
Tipx, yq :“ e` xe
0,´i ´ λ´p1`ǫpiqq{2x¯µei0 ` yei,´i
of U2n`1pR,∆q is called an (elementary) extra short root matrix. The extra short root matrices of the kind
Tip0, yq “ e` ye
i,´i
are called (elementary) long root matrices. If an element of U2n`1pR,∆q is a short or extra short root
matrix, then it is called elementary matrix. The subgroup of U2n`1pR,∆q generated by all elementary
matrices is called the elementary subgroup and is denoted by EU2n`1pR,∆q.
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Lemma 41. The following relations hold for elementary matrices.
Tijpxq “ T´j,´ip´λ
pǫpjq´1q{2x¯λp1´ǫpiqq{2q, (S1)
TijpxqTijpyq “ Tijpx` yq, (S2)
rTijpxq, Tklpyqs “ e if k ‰ j,´i and l ‰ i,´j, (S3)
rTijpxq, Tjkpyqs “ Tikpxyq if i ‰ ˘k, (S4)
rTijpxq, Tj,´ipyqs “ Tip0, xy ´ λ
p´1´ǫpiqq{2y¯x¯λp1´ǫpiqq{2q, (S5)
Tipx1, y1qTipx2, y2q “ Tippx1, y1q
.
`´ǫpiq px2, y2qq, (E1)
rTipx1, y1q, Tjpx2, y2qs “ Ti,´jp´λ
´p1`ǫpiqq{2x¯1µx2q if i ‰ ˘j, (E2)
rTipx1, y1q, Tipx2, y2qs “ Tip0,´λ
´p1`ǫpiqq{2px¯1µx2 ´ x¯2µx1qq, (E3)
rTijpxq, Tkpy, zqs “ e if k ‰ j,´i and (SE1)
rTijpxq, Tjpy, zqs “ Tj,´ipzλ
pǫpjq´1q{2x¯λp1´ǫpiqq{2qTipyλ
pǫpjq´1q{2x¯λp1´ǫpiqq{2, xzλpǫpjq´1q{2x¯λp1´ǫpiqq{2q. (SE2)
Proof. Straightforward computation. 
Definition 42. Let u P M be such that such that u´1 “ 0 and u is isotropic, i.e. qpuq P ∆. Then we
denote the matrix¨˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˝
1 ´λ¯u¯´2λ . . . ´λ¯u¯´nλ ´λ¯u¯0µ ´λ¯u¯n . . . ´λ¯u¯2 u1 ´ λ¯u¯1
1 u2
. . .
...
1 un
1 u0
1 u´n
. . .
...
1 u´2
1
‹˛‹‹‹‹‹‹‹‹‹‹‹‹‹‚
“e` uet´1 ´ e1λ¯u˜ “ T1pq1puq, λ¯pq2puq ´ u¯1 ` λu1qq
´2ź
i“2,
i‰0
Ti,´1puiq P EU2n`1pR,∆q
by T˚,´1puq. Clearly T˚,´1puq
´1 “ T˚,´1p´uq (note that u˜u “ trpqpuqq “ 0 since u is isotropic) and
σT˚,´1puq “ e` σuσ
1
´1,˚ ´ σ˚1λ¯u˜σ
´1 “ e` σuĄσ˚1 ´ σ˚1λ¯Ăσu (3)
for any σ P U2n`1pR,∆q, the last equality by Lemma 39.
Definition 43. Let i, j P Θhb such that i ‰ ˘j. Define
Pij :“e´ e
ii ´ ejj ´ e´i,´i ´ e´j,´j ` eij ´ eji ` λpǫpiq´ǫpjqq{2e´i,´j ´ λpǫpjq´ǫpiqq{2e´j,´i
“Tijp1qTjip´1qTijp1q P EU2n`1pR,∆q.
It is easy to show that pPijq
´1 “ Pji.
Lemma 44. Let i, j, k P Θhb such that i ‰ ˘j and k ‰ ˘i,˘j. Let x P R and py, zq P ∆
´ǫpiq. Then
(i) PkiTijpxq “ Tkjpxq,
(ii) PkjTijpxq “ Tikpxq and
(iii) P´k,´iTipy, zq “ Tkpy, λ
pǫpiq´ǫpkqq{2zq.
Proof. Straightforward. 
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Lemma 45. Let σ P U2n`1pR,∆q and i, j P Θhb such that i ‰ ˘j. Set σˆ :“
Pijσ. Then
qpσˆ˚iq “
$’&’%
qpσ˚jq, if ǫpiq “ ǫpjq,
qpσ˚jq
.
` p0,´σ¯ijσ´i,j ` σ¯ijσ´i,jλ´ σ¯´j,jσjj ` σ¯´j,jσjjλ, q if ǫpiq “ 1, ǫpjq “ ´1,
qpσ˚jq
.
` p0,´σ¯´i,jσij ` σ¯´i,jσijλ´ σ¯jjσ´j,j ` σ¯jjσ´j,jλq, if ǫpiq “ ´1, ǫpjq “ 1.
Proof. Straightforward computation. 
6.5. Relative elementary subgroups.
Definition 46. Let pI,Ωq denote an odd form ideal of pR,∆q. A short root matrix Tijpxq is called pI,Ωq-
elementary if x P I. An extra short root matrix Tipx, yq is called pI,Ωq-elementary if px, yq P Ω
´ǫpiq.
If an element of U2n`1pR,∆q is an pI,Ωq-elementary short or extra short root matrix, then it is called
pI,Ωq-elementary matrix. The subgroup EU2n`1pI,Ωq of EU2n`1pR,∆q generated by the pI,Ωq-elementary
matrices is called the preelementary subgroup of level pI,Ωq. Its normal closure EU2n`1ppR,∆q, pI,Ωqq in
EU2n`1pR,∆q is called the elementary subgroup of level pI,Ωq.
6.6. Congruence subgroups. In this subsection pI,Ωq denotes an odd form ideal of pR,∆q. If σ P
M2n`1pRq, we call the matrix pσijqi,jPΘhb PM2npRq the hyperbolic part of σ and denote it by σhb. Further
we define the submodule MpR,∆q :“ tu PM | u0 P Jp∆qu of M .
Definition 47. The subgroup U2n`1ppR,∆q, pI,Ωqq :“
tσ P U2n`1pR,∆q | σhb ” ehb mod I and qpσuq ” qpuq mod Ω @u PMpR,∆qu
of U2n`1pR,∆q is called the principal congruence subgroup of level pI,Ωq.
Lemma 48. Let σ P U2n`1pR,∆q. Then σ P U2n`1ppR,∆q, pI,Ωqq iff the conditions (i) and (ii) below
hold.
(i) σhb ” ehb mod I.
(ii) qpσ˚jq P Ω @j P Θhb and pqpσ˚0q
.
´ p1, 0qq ˝ a P Ω @a P Jp∆q.
Proof. See [2, Lemma 28]. 
Remark 49. Let σ P U2n`1pR,∆q. Define I0 :“ tx P R | xJp∆q Ď Iu and I˜0 :“ tx P R | Jp∆qµx P I0u.
Then I0 is a left ideal of R and I˜0 an additive subgroup of R. If Jp∆q “ R then I0 “ I and I˜0 “ I˜. Lemma
48 implies that σ P U2n`1ppR,∆q, pI,Ω
I
maxqq iff σ ” e mod I, I˜ , I0, I˜0, meaning that σhb ” ehb mod I,
σ0j P I˜ for any j P Θhb, σi0 P I0 for any i P Θhb and σ00 ´ 1 P I˜0.
Definition 50. The subgroup NU2n`1ppR,∆q, pI,Ωqq :“
NormalizerU2n`1pR,∆qpU2n`1ppR,∆q, pI,Ωqqq
of U2n`1pR,∆q is called the normalized principal congruence subgroup of level pI,Ωq.
Remark 51.
(a) In many interesting situations, NU2n`1ppR,∆q, pI,Ωqq equals U2n`1pR,∆q, for example the equality
holds if Ω “ ΩImin or Ω “ Ω
I
max. But it can also happen that NU2n`1ppR,∆q, pI,Ωqq ‰ U2n`1pR,∆q,
see [2, Example 38].
(b) EU2n`1pR,∆q Ď NU2n`1ppR,∆q, pI,Ωqq, see [2, Corollary 36].
Definition 52. The subgroup CU2n`1ppR,∆q, pI,Ωqq :“
tσ P NU2n`1ppR,∆q, pI,Ωqq | rσ,EU2n`1pR,∆qs Ď U2n`1ppR,∆q, pI,Ωqqu
of U2n`1pR,∆q is called the full congruence subgroup of level pI,Ωq.
Lemma 53. Let σ P U2n`1pR,∆q. Then σ P CU2n`1ppR,∆q, pI,Ω
I
maxqq iff
(i) σij P I for any i, j P Θhb such that i ‰ j,
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(ii) σi0 P I0 for any i P Θhb,
(iii) σ0j P I˜ for any j P Θhb,
(iv) σii ´ σjj P I for any i, j P Θhb and
(v) σ00 ´ σjj P I˜0 for any j P Θhb.
Theorem 54. If R is semilocal or quasifinite and n ě 3, then the equalities
rCU2n`1ppR,∆q, pI,Ωqq, EU2n`1pR,∆qs
“rEU2n`1ppR,∆q, pI,Ωqq, EU2n`1pR,∆qs
“EU2n`1ppR,∆q, pI,Ωqq
hold.
Proof. See [2, Theorem 39]. 
7. Sandwich classification for U2n`1pR,∆q
In this section n denotes a natural number greater than or equal to 3 and pR,∆q a Hermitian form ring
where R is commutative.
Definition 55. Let σ P U2n`1pR,∆q. Then a matrix of the form
ǫσ˘1 where ǫ P EU2n`1pR,∆q is called
an elementary (unitary) σ-conjugate.
Theorem 56. Let σ P U2n`1pR,∆q and i, j, k, l P Θhb such that k ‰ ˘l and i ‰ ˘j. Further let a P Jp∆q.
Then
(i) Tklpσijq is a product of 160 elementary unitary σ-conjugates,
(ii) Tklpσi,´iq is a product of 320 elementary unitary σ-conjugates,
(iii) Tklpσi0aq is a product of 480 elementary unitary σ-conjugates,
(iv) Tklpa¯µσ0jq is a product of 480 elementary unitary σ-conjugates,
(v) Tklpσii ´ σjjq is a product of 480 elementary unitary σ-conjugates,
(vi) Tklpσii ´ σ´i,´iq is a product of 960 elementary unitary σ-conjugates,
(vii) Tkpq1pσ˚jq, λ
´pǫpkq`1q{2q2pσ˚jqq is a product of 1600n ` 5764 elementary unitary σ-conjugates and
(viii) Tkppσ00 ´ σjjqa, xq is a product of 4800n ` 16812 elementary unitary σ-conjugates for some x P R.
Proof. (i) Let x P R. In Step 1 we show that Tklpxσ¯23σ21q is a product of 16 elementary σ-conjugates. In
Step 2 we show that Tklpxσ¯23σ2,´1q is a product of 16 elementary σ-conjugates. In Step 3 we show that
Tklpxσ¯23σ22q is a product of 32 elementary σ-conjugates. In Step 4 we use Steps 1-3 in order to prove (i).
Step 1. Set τ :“ T1,´2pσ¯23σ23qT3,´2p´σ¯23σ21qT3,´1pλ¯σ¯23σ22qT3p0, σ¯22σ21 ´ λ¯σ¯21σ22q and ξ :“
στ´1. One
checks easily that pστ´1q2˚ “ σ2˚ and pτ
´1σ´1q˚,´2 “ σ
1
˚,´2. Hence ξ2˚ “ e
t
2 and ξ˚,´2 “ e´2. Set
ζ :“ τ
´1
rT´2,´1p1q, rτ, σss “
τ´1rT´2,´1p1q, τξs “ rτ
´1, T´2,´1p1qsrT´2,´1p1q, ξs,
the last equality by Lemma 1. One checks easily that rτ´1, T´2,´1p1qs “ T3,´1pσ¯23σ21qT1pzq for some
z P ∆´1 and rT´2,´1p1q, ξs “ T´2px´2q
ś
i‰0,˘2
Ti2pxiq for some xi P R pi ‰ 0, 2q. Hence
ζ “ T3,´1pσ¯23σ21qT1pzqT´2px´2q
ź
i‰0,˘2
Ti2pxiq.
It follows that rT´1,3p´xq, rT´2,3p1q, ζss “ T´2,3pxσ¯23σ21q for any x P R. Hence we have shown
rT´1,3p´xq, rT´2,3p1q,
τ´1 rT´2,´1p1q, rτ, σssss “ T´2,3pxσ¯23σ21q.
This implies that T´2,3pxσ¯23σ21q is a product of 16 elementary σ-conjugates. It follows from Lemma 44
that Tklpxσ¯23σ21q is a product of 16 elementary σ-conjugates.
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Step 2. Step 2 can be done similarly. Namely one can show that
rT´1,3p´xλ¯q, rT12p1q,
τ´1 rT´1,2p1q, rτ, σssss “ T´1,2pxσ¯23σ2,´1q
for any x P R where τ “ T21pσ¯23σ23qT31p´σ¯23σ22qT3,´2pσ¯23σ2,´1qT3p0,´σ¯22σ2,´1 ` λ¯σ¯2,´1σ22q.
Step 3. Set τ :“ T21p´σ¯22σ23qT31pσ¯22σ22qT2,´3pσ¯22σ2,´1qT2p0,´σ¯23σ2,´1 ` λ¯σ¯2,´1σ23q and ξ :“
στ´1.
One checks easily that pστ´1q2˚ “ σ2˚ and pτ
´1σ´1q˚,´2 “ σ
1
˚,´2. Hence ξ2˚ “ e
t
2 and ξ˚,´2 “ e´2. Set
ζ :“ τ
´1
rT32p1q, rτ, σss “
τ´1rT32p1q, τξs “ rτ
´1, T32p1qsrT32p1q, ξs.
One checks easily that ψ :“ rτ´1, T32p1qs “ T31p´σ¯22σ23qT3pyqT3,´2pzq for some y P ∆
´1 and z P R and
θ :“ rT32p1q, ξs “ T´2px´2q
ś
i‰0,˘2
Ti2pxiq for some xi P R pi ‰ 0, 2q. Set
χ :“ ψ
´1
rT12p1q, ζs “
ψ´1rT12p1q, ψθs “ rψ
´1, T12p1qsrT12p1q, θs.
One checks easily that rψ´1, T12p1qs “ T32pσ¯22σ23qT3paqT3,´1pbq for some a P ∆
´1 and b P R and
rT12p1q, θs “ T´2pcq for some c P ∆. Hence χ “ T32pσ¯22σ23qT3paqT3,´1pbqT´2pcq. It follows that
rT´2,3px¯q, rT2,´1p1q, χss “ T´2,´1p´x¯σ¯22σ23q
pR1q
“ T12pxσ¯23σ22q
for any x P R. Hence we have shown
rT´2,3px¯q, rT2,´1p1q,
ψ´1 rT12p1q,
τ´1 rT32p1q, rτ, σsssss “ T12pxσ¯23σ22q.
This implies that T12pxσ¯23σ22q is a product of 32 elementary σ-conjugates. It follows from Lemma 44 that
Tklpxσ¯23σ22q is a product of 32 elementary σ-conjugates.
Step 4. Set I :“ Iptσ¯23σ21, σ¯23σ2,´1uq, J :“ Iptσ¯23σ21, σ¯23σ2,´1, σ¯23σ22uq and
τ :“ rσ´1, T12p´σ¯23qs “ pe´ σ
1
˚1σ¯23σ2˚ ` σ
1
˚,´2σ23σ´1,˚qT12pσ¯23q.
Clearly
τ11 “ 1´ σ
1
11σ¯23σ21 ` σ
1
1,´2σ23σ´1,1 “ 1´ σ
1
11 σ¯23σ21loomoon
PI
`λ¯ σ¯2,´1σ23looomooon
PI
σ´1,1,
the last equality by Lemma 37, and
τ12 “ ´σ
1
11σ¯23σ22 ` σ
1
1,´2σ23σ´1,2 ` τ11σ¯23 “ ´σ
1
11 σ¯23σ22loomoon
PJ
`λ¯ σ¯2,´1σ23looomooon
PJ
σ´1,2 ` τ11σ¯23,
again the last equality by Lemma 37. Hence τ11 ” 1 mod I and τ12 ” σ¯23 mod J (note that I Ď J). Set
ζ :“ P13P21τ . Then ζ22 “ τ11 and ζ23 “ τ12 and hence ζ¯23ζ22 ” σ23 mod I ` J¯ . Applying Step 3 above to ζ,
we get that Tklpζ¯23ζ22q is a product of 32 elementary ζ-conjugates. Since any elementary ζ-conjugate is a
product of 2 elementary σ-conjugates, it follows that Tklpζ¯23ζ22q is a product of 64 elementary σ-conjugates.
Thus, by Steps 1-3, Tklpσ23q is a product of 64`16`16`16`16`32 “ 160 elementary σ-conjugates. Since
one can bring σij to position p3, 2q conjugating by monomial matrices from EU2n`1pR,∆q, the assertion
of (i) follows.
(ii)-(vi) See the proof of Theorem 22. In the proof of (iii) replace the matrix T´jp´1q by T´jp
.
´ǫpjqpa, bqq
where b is chosen such that pa, bq P ∆ǫpjq. In the proof of (iv) replace the matrix Tip´1q by Tip
.
´´ǫpiqpλ
pǫpiq´1q{2
a, bqq where b is chosen such that pa, bq P ∆´ǫpiq.
(vii) By Lemma 44 it suffices to consider the case ǫpkq “ ´1. Set m :“ 160. In Step 1 we show that
for any x P R the matrix Tkpqpσ˚1q ˝ σ11xq is a product of p2n ` 19qm ` 4 elementary σ-conjugates. In
Step 2 we use Step 1 in order to prove (vii).
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Step 1. Set u1 :“
`
0 . . . 0 σ1´1,´1 ´σ
1
´1,´2
˘t
“
`
0 . . . 0 σ¯11 ´σ¯21
˘t
P M and u :“ σ´1u1 P M .
Then clearly u´1 “ 0. Further qpuq “ qpσ
´1u1q ” qpu1q “ p0, 0q mod ∆ and hence u is isotropic. Set
ξ :“ σT˚,´1p´uq
p3q
“ e´ σuĄσ˚1 ` σ˚1λ¯Ăσu “ e´ u1Ąσ˚1 ` σ˚1λ¯ru1.
Then
ξ “
¨˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˝
1´ σ11σ21 σ11σ11
´σ21σ21 1` σ21σ11
´σ31σ21 σ31σ11 1
´σ41σ21 σ41σ11 1
...
...
. . .
´σn1σ21 σn1σ11 1
´σ01σ21 σ01σ11 1
´σ´n,1σ21 σ´n,1σ11 1
...
...
. . .
´σ´4,1σ21 σ´4,1σ11 1
´σ´3,1σ21 σ´3,1σ11 1
´λβ¯ α ˚ ˚ . . . ˚ ˚ ˚ . . . ˚ ´σ¯11σ¯31 ˚ ˚
γ β ˚ ˚ . . . ˚ ˚ ˚ . . . ˚ σ¯21σ¯31 ˚ ˚
‹˛‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‚
where α “ σ´2,1σ11 ´ λσ¯11σ¯´2,1, β “ σ´1,1σ11 ` λσ¯21σ¯´2,1 and γ “ ´σ´1,1σ21 ` λσ¯21σ¯´1,1. Set
τ :“ T´3,1pσ´3,1σ21qT´3,2p´σ´3,1σ11q.
It follows from (i) that τ is a product of 2m elementary σ-conjugates. Clearly
ξτ “
¨˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˝
1´ σ11σ21 σ11σ11
´σ21σ21 1` σ21σ11
´σ31σ21 σ31σ11 1
´σ41σ21 σ41σ11 1
...
...
. . .
´σn1σ21 σn1σ11 1
´σ01σ21 σ01σ11 1
´σ´n,1σ21 σ´n,1σ11 1
...
...
. . .
´σ´4,1σ21 σ´4,1σ11 1
0 0 1
˚ α` δ 0 ˚ . . . ˚ ˚ ˚ . . . ˚ ˚ ˚ ˚
˚ β ´ ǫ 0 ˚ . . . ˚ ˚ ˚ . . . ˚ ˚ ˚ ˚
‹˛‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‚
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where δ “ σ¯11σ¯31σ´3,1σ11 and ǫ “ σ¯21σ¯31σ´3,1σ11. Let x P R and set
ζ :“ T˚,´1p´uqrT2,´3p´xq, rT˚,´1puq, σsτ s
“ T˚,´1p´uqrT2,´3p´xq, T˚,´1puqξτ s
“rT˚,´1p´uq, T2,´3p´xqsrT2,´3p´uq, ξτ s.
Clearly ζ is a product of 4m` 4 elementary σ-conjugates. One checks easily that
rT˚,´1p´uq, T2,´3p´xqs
“T1p0, λ¯p´x¯u´2u¯´3 ` λx¯u´2u¯´3qqT1,´2pλ¯x¯u¯´3qT1,´3p´xu¯´2q
“T1p0, λ¯pa` λa¯qqT1,´2pbqT1,´3p´xpσ11σ22 ´ σ12σ21qq
for some a, b P Iptσ21, σ23uq. Further
rT2,´3p´xq, ξτ s “ p
´4ź
p“1,
p‰3,0
Tp,´3pxσp1σ11qqT´2,´3pxpα` δqqT´1,´3pxpβ ´ ǫqqT3pyq
where y “ pq1pσ˚1q, λ¯q2pσ˚1qq ˝ σ11x` p0, c ´ λ¯c¯q for some c P Iptσ31, σ´2,1uq. Hence
ζ “T1p0, λ¯pa` λa¯qqT1,´2pbqT1,´3p´xpσ11pσ22 ´ σ11q ´ σ12σ21qq¨
¨ p
´4ź
p“2,
p‰3,0
Tp,´3pxσp1σ11qqT´2,´3pxpα` δqqT´1,´3pxpβ ´ ǫqqT3pyq.
It follows from (i), (ii) and (iii) and relation (S5) in Lemma 41 that T3pyq is a product of 4m`4`4m`2m`
4m`p2n´ 5qm` 3m` 3m “ p2n` 15qm` 4 elementary σ-conjugates. By (i) and relation (S5) in Lemma
41, T3p0,´c ` λ¯c¯q is a product of 4m elementary σ-conjugates. Hence T3ppq1pσ˚1q, λ¯q2pσ˚1qq ˝ σ11xq “
T3pyqT3p0,´c ` λ¯c¯q is a product of p2n ` 19qm ` 4 elementary σ-conjugates. It follows from Lemma 44
that Tkpqpσ˚1q ˝ σ11xq is a product of p2n` 19qm ` 4 elementary σ-conjugates.
Step 2. By Lemma 31 we have
Tkpqpσ˚1qq
“Tkpqpσ˚1q ˝
´1ÿ
s“1
σ11sσs1q
“Tkpp
´1
.ă
s“1
pqpσ˚1q ˝ σ
1
1sσs1q
.
` p0,
´1ÿ
s,t“1,
sąt
σ11sσs1q2pσ˚1qσ
1
1tσt1 ´ σ
1
1sσs1q2pσ˚1qσ
1
1tσt1λqq
“
´1ź
s“1
Tkpqpσ˚1q ˝ σ
1
1sσs1qlooooooooooooomooooooooooooon
A:“
Tkp0,
´1ÿ
s,t“1,
sąt
σ11sσs1q2pσ˚1qσ
1
1tσt1 ´ σ
1
1sσs1q2pσ˚1qσ
1
1tσt1λqloooooooooooooooooooooooooooooooooooomoooooooooooooooooooooooooooooooooooon
B:“
since qpσ˚1q P ∆ Ď ∆max. By Step 1, Tkpqpσ˚1q ˝ σ
1
11
σ11q is a product of p2n ` 19qm ` 4 elementary
σ-conjugates. By (i) and relation (SE2) in Lemma 41, Tkpqpσ˚1q ˝ σ
1
1sσs1q is a product of 3m elementary
σ-conjugates if s ‰ ˘1, 0. By (ii) and relation (SE2), Tkpqpσ˚1q˝σ
1
1,´1σ´1,1q is a product of 6m elementary
σ-conjugates. By (iv) and relation (SE2), Tkpqpσ˚1q ˝ σ
1
10σ01q is a product of 9m elementary σ-conjugates
(note that σ1
10
“ λ¯σ¯0,´1µ by Lemma 37). Hence A is a product of p2n`19qm`4`p2n´2q¨3m`6m`9m “
p8n ` 28qm ` 4 elementary σ-conjugates. On the other hand B “ Tkp0, x ´ λx¯q for some x P Ipq2pσ˚1qq.
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Since q2pσ˚1q “
nř
r“1
σ¯r1σ´r,1, it follows from (i), (ii) and relation (S5) in Lemma 41 that B is a prod-
uct of 4m ` pn ´ 1q ¨ 2m “ p2n ` 2qm elementary σ-conjugates. Hence Tkpqpσ˚1qq is a product of
p10n`30qm`4 “ 1600n`4804 elementary σ-conjugates. The assertion of (vii) follows now from Lemma 45.
(viii) By Lemma 44 it suffices to consider the case ǫpkq “ ´1. Choose a b P R such that pa, bq P ∆ǫpjq. One
checks easily that the entry of ξ :“ T´jpa,bqσ at position p0, jq equals pσjj ´ σ00qa` σ0j ´ σj0a
2 ` σ0,´jb`
σj,´jba
2. By applying (vii) to ξ we get that Tkpqpξ˚jqq “ Tkppσjj´σ00qa`σ0j´σj0a
2`σ0,´jb`σj,´jba
2, x1q
is a product of 1600n ` 4804 elementary σ-conjugates where x1 is some ring element. By applying (vii)
to σ we get that Tkp
.
´qpσ˚jqq “ Tkp´σ0j , x2q and Tkp
.
´qpσ˚,´jq ˝ bq “ Tkp´σ0,´jb, x3q each are a product
of 1600n` 4804 elementary σ-conjugates where x2, x3 are some ring elements. By (iii) and relation (SE2)
in Lemma 41, Tkpσj0a
2, x4q is a product of 3 ¨ 480 “ 1440 elementary σ-conjugates where x4 is some ring
element. By (ii) and relation (SE2) in Lemma 41, Tkp´σj,´jba
2, x5q is a product of 3¨320 “ 960 elementary
σ-conjugates where x5 is some ring element. It follows that “ Tkppσjj ´ σ00qa ` σ0j ´ σj0a
2 ` σ0,´jb `
σj,´jba
2, x1qTkp´σ0j, x2qTkpσj0a
2, x4qTkp´σ0,´jb, x3qTkp´σj,´jba
2, x5q “ Tkppσjj´σ00qa, xq is a product of
3 ¨ p1600n`4804q`1440`960 “ 4800n`16812 elementary σ-conjugates where x is some ring element. 
As a corollary we get the Sandwich Classification Theorem for U2n`1pR,∆q.
Corollary 57. Let H be a subgroup of U2n`1pR,∆q. Then H is normalized by EU2n`1pR,∆q iff
EU2n`1ppR,∆q, pI,Ωqq Ď H Ď CU2n`1ppR,∆q, pI,Ωqq (4)
for some odd form ideal pI,Ωq of pR,∆q.
Proof. First suppose that H is is normalized by EU2n`1pR,∆q. Let pI,Ωq be the odd form ideal of
pR,∆q defined by I :“ tx P R | T12pxq P Hu and Ω :“ tpy, zq P ∆ | T´1py, zq P Hu. Then clearly
EU2n`1ppR,∆q, pI,Ωqq Ď H. It remains to show that H Ď CU2n`1ppR,∆q, pI,Ωqq, i.e. that if σ P H
and ǫ P EU2n`1pR,∆q, then rσ, ǫs P U2n`1ppR,∆q, pI,Ωqq. Since U2n`1ppR,∆q, pI,Ωqq is normalized by
EU2n`1pR,∆q (see Remark 51 (b)), we can assume that ǫ is an elementary matrix. By the previous theorem
and Lemma 53, we have σ P CU2n`1ppR,∆q, pI,Ω
I
maxqq and therefore rσ, ǫs P U2n`1ppR,∆q, pI,Ω
I
maxqq.
Hence, by Lemma 48 it remains to show that qprσ, ǫs˚jq P Ω @j P Θhb and pqprσ, ǫs˚0q
.
´ p1, 0qq ˝ a P
Ω @a P Jp∆q. But applying the previous theorem to rσ, ǫs we get that qprσ, ǫs˚jq P Ω @j P Θhb. That
pqprσ, ǫs˚0q
.
´ p1, 0qq ˝ a P Ω @a P Jp∆q follows from the previous theorem and [2, Lemma 63]. Suppose now
that (4) holds for some odd form ideal pI,Ωq. Then it follows from the standard commutator formula in
Theorem 54 that H is normalized by EU2n`1pR,∆q. 
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