Martensitic and austenitic steel alloys were designed to optimize the performance of structures subjected to impulsive loads. The deformation and fracture characteristics of the designed steel alloys were investigated experimentally and computationally. The experiments were based on an instrumented fluidstructure interaction apparatus, in which deflection profiles are recorded using a shadow Moiré technique combined with high speed imaging. Fractographic analysis and post-mortem thickness reduction measurements were also conducted in order to identify deformation and fracture modes. The computational study was based on a modified Gurson damage model able to accurately describe ductile failure under various loading paths. The model was calibrated for two high performance martensitic steels (HSLA-100 and BA-160) and an austenitic steel (TRIP-120). The martensitic steel (BA-160) was designed to maximize strength and fracture toughness while the austenitic steel (TRIP-120) was designed to maximize uniform ductility, in other words, to delay necking instability. The combined experimental-computational approach provided insight into the relationships between material properties (strength, uniform ductility, and post-necking ductility) and blast resistance of structures. In particular, the approach allowed identification of material/structure performances by identifying impulse-center deflection behavior and the impulse leading to panel fracture.
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Introduction
Dynamic transverse loading of circular plates has been studied by several investigators and closed form solutions derived to describe plate deflection when subjected to underwater explosions (Cole, 1948; Jones, 1989; Taylor, 1963; Wierzbicky, 1969; Wojno and Wierzbicki, 1980) . Recent reviews described available theoretical predictions of the response of loaded plates, accounting for fluid-structure interaction, strain rate effects and energy partition associated to these dynamic events (Nurick and Martin, 1989a,b; Rajendran and Narasimhan, 2006) . From these studies, it emerges that performance improvements can be achieved through material optimization (improved strength, hardening rate, uniform ductility, and failure strain). In fact, for a given applied impulse, maximum panel center deflection is inversely proportional to material yield strength. Likewise, uniform ductility controls the onset of necking, which is a precursor to fracture. Hence, high strength materials capable of delaying necking instability are very desirable.
In addition to material improvements, topological structural optimization can also lead to major improvements in performance. For instance, sandwich structures with various core topologies have been investigated to assess the benefits arising from fluidstructure interaction effects (Deshpande and Fleck, 2005; Latourte et al., 2011; Hutchinson and Xue, 2005; Liang et al., 2007; Mori et al., 2007 Mori et al., , 2009 Qiu et al., 2004; Vaziri et al., 2007; Xue and Hutchinson, 2003) . These studies showed that the performance of sandwich structures is governed by core topology, mass distribution between core and facesheets, and by constitutive material behavior.
To characterize the performance of naval structures, air and underwater blast experiments have been developed. Air blast experiments are relatively simple since they only require an explosive and a foam pad to load the sample (Florence, 1966; Neuberger et al., 2007; Nurick et al., 1996) . In water blast experiments, the impulse transfer to the specimen is more complex since fluidstructure interaction effects are prominent. Only a few scaled down experimental approaches have been introduced to study the performance of immersed structures loaded impulsively (Espinosa et al., 2006; Qiu et al., 2004) , while full scale experiments are seldom and do not typically provide real time monitoring of panel deflection (Rajendran and Narashimhan, 2001 ). These experimental techniques have revealed that failure of monolithic and sandwich panels include tensile tearing in the central region, transverse shearing failure at the supports, and for certain sandwich panels, facesheet perforation. Hence, optimization of sandwich panel performance is usually achieved by a balance between facesheet integrity on one side, core crushing to enhance the FSI effect, and overall energy absorption capabilities on the other. Likewise, performance of metallic monolithic structures is governed by material strength, uniform and post necking ductility, and hardening and strain rate sensitivity. Therefore, given that materials designed to optimize solid panel performance can also be integrated into the design of sandwich structures, the development of high performance materials can lead to superior combinations of material-structural designs. Such combination was investigated in (Vaziri et al., 2007) , where solid panels were numerically compared with sandwich panels, and the influence of the material was examined through different material choices. The study highlighted the trade-off between strength and ductility on panel performance.
Combining strength and ductility is problematic for material designers, but recent advances in material design have been driven by the automotive and naval industries where cost effective, lightweight and resistant structures are desired. In this context, the benefits of the transformation induced plasticity (TRIP) concept have been raised, since the austenite to martensite transformation improves work hardening while maintaining high levels of ductility (Olson, 1996) . More generally, new materials where both high strength and ductility are achieved are often designated as advanced high strength steels (AHSS), namely, high strength low alloy precipitation strengthened martensitic steels (HSLA), ferriticmartensitic dual phase steels (DP), and TRIP steels. This paper deals with the design of different steel alloys and the performance identification of monolithic panels subjected to underwater impulsive loading. We start with a discussion of material design based on deformation modes elicited in structures subjected to blast loading. Then, experimental and computational methodologies, used to investigate material-structural performance when subjected to underwater impulse loading, are described. Results for three steel alloys -the martensitic steel HSLA-100, currently used in naval hulls (Czyryca et al., 1990a; Nichols, 1990) , the martensitic steel called blastalloy 160 (BA-160) in (Saha, 2004; Saha et al., 2007; Saha and Olson, 2007) , and the fully austenitic TRIP steel called TRIP-120 in (Sadhukhan, 2008) -are presented. Next, a discussion of FSI experimental results and finite element predictions based on an extended Gurson model is provided. The paper closes with a discussion of two approaches to design a novel TRIP steel alloy, which can simultaneously achieve high strength, uniform ductility, and failure strains.
Material design

HSLA-100
The high-strength low-alloy steel HSLA-100 was developed by the United States Navy in the early 1990s to reduce fabrication costs in ship construction (Czyryca et al., 1990a,b,c; Nichols, 1990; Sawhill, 1990) . In this study, HSLA-100 is used as the reference steel alloy in examining performance improvement. This martensitic steel has similar strength (a yield stress of 100 ksi or 689 MPa) and toughness to the alloy it replaced -HY-100. HSLA-100 was designed with reduced carbon content in order to make it weldable without preheat, which in turn reduces fabrication costs with respect to HY-100. To compensate the reduced carbon content, copper was added to provide an additional precipitation strengthening mechanism (Das et al., 2006; Dunne et al., 1996; Goodman et al., 1973) . Copper precipitates also contribute to an increase in the corrosion resistance (Irvine and Pickering, 1963) . HSLA-100 processing entails solutionizing, quenching, and tempering at 620-690°C to obtain a martensitic steel with dispersed Cu precipitates and alloy carbides (Czyryca et al., 1990a,b,c; Nichols, 1990; Sawhill, 1990) .
HSLA-100 has been extensively investigated in the past two decades. Studies have been carried out to optimize heat treatments (Dhua et al., 2003) and also to investigate relationships between strength and microstructure (Vaynman et al., 2008) . The mechanical performance of HSLA-100 has been characterized through studies of its fracture behavior (Das et al., 2006; Densley and Hirth, 1998) and its ballistic resistance (Martineau et al., 2004) .
The HSLA-100 material characterized in this study was provided by Arcelor Mittal, where a 25.4 mm thick plate was hot rolled from a 230 mm thick slab. A typical heat treatment recipe was provided by Arcelor Mittal consisting of a solution treatment at 900°C for 31 min followed by a water quench, and then aging at 580°C for 1 h followed by air cooling.
Blastalloy 160
Blastalloy 160 (BA-160) was designed and developed at Northwestern University and its design and mechanical performance in term of plastic yield stress and impact energy were presented in (Saha, 2004; Saha et al., 2007; Saha and Olson, 2007) . Blastalloy 160 was designed using a systems-based design approach to develop a martensitic steel that would meet the projected naval hull material requirements in the year 2020. Design objectives include high strength (160 ksi yield strength), high impact fracture toughness (C v >115 J corresponding to K Id >220 MPa m 1/2 ), good weldability (C content <0.1 wt.%), and high resistance to hydrogen stress corrosion cracking (K ISCC /K IC >0.5). Computational tools were utilized to design a martensitic steel alloy that could achieve all of these property objectives.
In order to achieve the strength goal with limited carbon content to maintain weldability, BA-160 makes use of two precipitate strengthening contributions -fine dispersions of 3 nm M 2 C carbides and BCC copper. Quantitative models have been developed for the strengthening contributions that arise from the fine dispersion of M 2 C carbide precipitates (Wise, 1998) and BCC copper precipitates (Russell and Brown, 1972) . The M 2 C carbide strengthening contribution is limited by the carbon content of 0.05 wt.%, which is the carbon level in the current alloy used by the Navy (HSLA-100). With the carbon content set, the sum of the M 2 C carbide formers (Cr, Mo, and V) must be twice the carbon concentration for stoichiometric balance. These M 2 C carbides were incorporated into the design to dissolve the cementite in the matrix such that strength and toughness goals were achieved. Finally, the required copper concentration was determined to provide the final strengthening contribution to achieve the strength objective. The final design of BA-160 makes use of three strengthening contributions to achieve the strength goal, as shown in Fig. 1c , the martensitic matrix, the M 2 C carbide precipitates, and the BCC copper precipitates. Three-dimensional atom probe work has verified the presence of both M 2 C carbides and copper precipitates after optimum tempering as shown by the reconstruction in Fig. 1c .
BA-160 also integrates dispersed austenite into its design to increase toughness. Fine dispersions of stable austenite particles delay microvoid nucleation and the onset of shear localization, which is the primary cause of fracture in ultrahigh strength steels (Haidemenopoulos, 1988) . In order to maximize the toughening enhancement of dispersed austenite, it is imperative to control the stability of the austenite particles, which is based on the phase fraction, size, and composition of the precipitated austenite. The austenite phase fraction and composition was modeled with ThermoCalc (www.thermocalc.com), as a function of nickel content as shown in Fig. 1b . A nickel content of 6.5 wt.% gives the optimal austenite stability for transformation toughening at a yield strength of 160 ksi. An equilibrium ThermoCalc simulation (shown in Fig. 1b) predicts that tempering precipitates an austenite phase fraction of 0.11. Furthermore, the precipitated austenite phase is highly stable with enriched nickel content of 30% to deliver a substantial toughness enhancement. The presence of precipitated austenite with enriched nickel content has been verified with atom probe tomography as shown in Fig. 1a . The property objectives of BA-160 were validated experimentally by means of microhardness and Charpy impact tests. The results are summarized in Fig. 1d . A two-step heat treatment (30 min at 550°C and 5 h at 450°C) delivers the best combination of strength and toughness as indicated by the arrow in Fig. 1d. 
TRIP-120
While the blastalloy 160 martensite steel was designed to combine strength and toughness, FSI simulations of blast panel performance in an interdisciplinary design class project (Mckenna et al., 2007) demonstrated that further increases in blast protection could be achieved by optimizing steel designs to combine strength and uniform ductility (McCarren et al., March 2004) . The TRIP-120 alloy was designed at Northwestern University in the doctoral research of Sadhukhan (2008) to achieve high strength (120 ksi) and sufficient toughness (K Ic P90 ksi/in 0.5 ) to avoid shattering, while focusing on maximizing uniform ductility at room temperature. Additionally, there was a focus to achieve the proper austenite stability for shear instability resistance to improve its ballistic penetration resistance performance. In this design, transformation plasticity is used to delay shear instability driven by microvoid softening.
In order to achieve the strength goal of 120 ksi, the alloy is precipitation strengthened by the metastable Ni 3 (Al,Ti) c 0 phase. The Ni 3 (Al,Ti) c 0 phase has an L12 crystal structure, is coherent with the austenite matrix, and impedes dislocation shearing through anti-phase boundary formation (Asgari, 2001) . The strengthening contribution that the c 0 phase provides at an optimized particle size is defined quantitatively by the Ham model, which is shown graphically in Fig. 2a . This calibrated Ham model shows that a phase fraction of 0.063 corresponds to a yield strength of 120 ksi and determines the Al and Ti content in TRIP-120 and a temper at 750°C for 10 h.
The primary objective in the design of TRIP-120 focuses on maximizing uniform ductility by making use of the transformation induced plasticity effect. The austenitic matrix must be designed with the proper transformation stability to stabilize plastic flow in order to maximize the uniform elongation. The stability of the austenitic matrix is defined by the M r s temperature, which is the maximum temperature at which an elastic stress causes a martensitic transformation and is also stress-state dependent (see Fig. 2c ). Hence, the M r s temperature must be controlled to optimize TRIP-120 for uniform ductility. It is observed experimentally that uniform ductility under isothermal loading conditions is Fig. 1 . The design of BA-160 incorporates M 2 C carbide precipitates and BCC copper precipitates to achieve the strength goal and also includes dispersed austenite for transformation toughening to meet the desired property objectives. (a) In order to achieve the strength goal of 160 ksi, BA-160 utilizes strengthening contributions of the matrix, BCC Cu precipitates, and M 2 C carbide precipitates as confirmed by atom-probe tomography; (b) BA-160 was designed with sufficient Ni content to precipitate out a phase fraction of 10% austenite with the desired stability. An equilibrium calculation using ThermoCalc shows that with 6.5 wt.% Ni, at least 10% austenite phase fraction, is obtained and the precipitated austenite phase will be composed of 30% Ni; (c) an isolated Ni-rich precipitated austenite particle, which contributes to improved fracture toughness, was observed with atom-probe tomography; (d) the design of BA-160 utilizes dual precipitation strengthening and dispersed austenite to achieve high combinations of strength and toughness. maximized at temperatures $25°C above M r s in the uniaxial tension (ut) stress state (Leal, 1984) , or the M r s (ut). The M r s (ut) for TRIP-120 is thus set to 5°C to optimize the uniform ductility performance at room temperature. Combinations of Ni and Cr content were balanced until the critical austenite stability parameter (ASP) was met to deliver the desired M r s (ut) temperature (Fig. 2b) . In this study, a 200 mm diameter ingot of TRIP-120 was produced by Smart Metals Corporation at New Hartford West Virginia by a vacuum induction melting technique, followed by vacuum arc remelting. The ingots were then shipped to Special Metals Corporation at Huntington West Virginia to be coated with anti-oxide barrier paint and homogenized at 1190°C for 24 h. Break down forging was conducted at temperatures below 1093°C. Upon completion of forging, the material was air cooled to room temperature. Finally, thin rolled plates of 6.5 mm thickness were obtained for machining of fluid-structure interaction samples.
The chemical composition of the three alloys is listed in Table 1 .
Experimental approach
Fluid-structure interaction experiment
In this work, the experimental approach aims at reproducing, in a lab setting, underwater explosive loads as described in Cole (1948) . During these events, a pressure wave is known to rise extremely fast to a peak pressure p 0 and then decay in an exponential fashion with a characteristic time t 0 . Both p 0 and t 0 depend on the standoff distance from the explosion site. The total impulse is p 0 t 0 .
In order to simulate such pressure loading in the laboratory, a scaled down fluid-structure interaction (FSI) experimental setup was developed by Espinosa et al. (2006) . In the FSI experimental setup, the shell of a naval hull is scaled down to a panel clamped at one end of a shock tube filled with water. A water piston seals the other extremity of the chamber and the exponentially-decaying pressure history is produced by impacting the water piston with a flyer plate (Espinosa et al., 2006) . After impact, pressure waves propagate through the water column and reach the panel. The circular part of the panel in contact with water (152.4 mm in diameter) is subjected to the pressure wave. The experimental setup is schematically shown in Fig. 3 . The tested panel is characterized by its radius L, thickness h, density q and dynamic yield stress r d y . When the panel deforms, water cavitation is elicited inside the chamber. The fluid-structure interaction results in panel deflection, which is characterized experimentally by means of shadow Moiré and high speed photography using a Cordin 220-8 high speed intensified CCD camera. The reader interested in the details of this experimental setup will find a complete description in Espinosa et al. (2006) . In earlier investigations, this setup was used to assess the performance of hard core steel sandwiches (pyramidal truss core, square honeycomb) (Mori et al., 2007) and soft core sandwich panels in terms of blast mitigation and momentum transfer capabilities (Mori et al., 2009 ). The pressure wave created by the impact of the flyer plate on the water piston is a function of flyer initial velocity V 0 , material impedance and flyer plate/water piston dimensions. We found from FEA simulations that the generated impulse is also sensitive to other features, such as the geometry of the anvil tube, dimensions and plastic flow of projectile and water piston. This becomes significant at the impact velocities needed to fail the high strength steel alloy panels here investigated. Therefore, in this regime, the one-dimensional analytical solution introduced in (Espinosa et al., 2006) was not employed to estimate the applied impulses. Separate simulations were performed on water columns extending beyond the location where the tested panel was placed. By keeping other experimental conditions identical (such as flyer plate velocity, geometries of anvil, flyer plate, and water piston), the applied impulse for each experiment was obtained by numerically integrating the pressure history at the location of the tested panels.
Specimen geometry
Prior work showed that transverse shear failure at the clamping region can become a dominant failure mode in uniform thickness panels subjected to impulsive loading. Such failure mode prevents necking and fracture in the center of the panel (Nurick and Shave, 1996) , which is more representative of failure in naval structures. Hence, in this work the specimens were designed to limit shear stress concentrations at the boundary by adding compliance at the edges of the pressurized region. In doing so, biaxial stretching in the center of the panel becomes dominant and thus representative of the stress state leading to failure in marine structures. For similar reasons, this type of compliant boundary condition was already introduced for sandwich structures (Mori et al., 2009) . Here, the compliance is obtained by tapered round flanges between the gage part and the ring part of the sample as shown in Figs. 4 and 5. The samples were machined from hot rolled plates of two different thicknesses. Hence, two different sample dimensions were employed, see Figs. 4 and 5.
Modeling approach
Constitutive model description
In this investigation, the extended Gurson model developed by Hutchinson and co-workers (Nahshon and Hutchinson, 2008; Xue et al., 2010) is used. This model is an augmentation of the original Gurson model, which was formulated in mean stress-effective stress space to describe flow and rupture of ductile materials due to void growth (Gurson, 1977) . In order to capture void growth under more complex loading conditions, the extended Gurson model (Nahshon and Hutchinson, 2008) includes the effect of the third stress invariant in the evolution equation for void volume fraction.
The yield surface is given in terms of effective stress, r e , and mean stress, r m , namely,
where r M is the current effective flow stress of the damage-free matrix material, f is the current void volume fraction, and q 1 ¼ 1:5, q 2 ¼ 1 and q 3 ¼ 2:25 are fitting parameters introduced by Tvergaard (1990) , which mainly impact the triaxiality sensitivity of the model but also the interaction between plastic yield and damage. To capture more accurately the loss of stress carrying capacity, f Ã in Eq.
(1) is a piecewise function introduced in Tvergaard (1990) following a growth-coalescence concept and states
where f c is the critical value of the void volume fraction indicating the onset of coalescence and f f is the value of the void volume fraction at failure. In this study, f c and f f are 0.15 and 0.25, respectively, which correspond to the values used in (Xue et al., 2010) . The evolution of the void volume fraction is given by
where s ij is the stress deviator, D P ij is the plastic strain rate, k x is called the shear damage coefficient, and xðrÞ is a non-dimensional measure given by
in which
s ij s ik s jk is the third stress invariant.
Model calibration
The extended Gurson model was calibrated by simulating dynamic tension and shear experiments performed on the HSLA-100, BA-160 and TRIP-120 steel alloys at high strain rate ($10 3 s
À1
). A stored-energy Kolsky bar apparatus was used. The tension and shear loading pulses are generated by the sudden release of elastic energy stored in the incident bar. The energy is produced by hydraulic double acting actuators. Signals on the strain gages on the incident and transmitted bars were recorded and processed to obtain the stress, strain and strain rate evolutions assuming the sample is in equilibrium. The maximum strain rate can reach up to 2 Â 10 3 s
. Experiment details can be found in the previous report (Latourte et al., 2010) . As suggested by the FSI finite element modeling discussed in the following section, the strain rate experienced by the steel panels is on the order of 10 3 s
. Therefore, 10 3 s À1 was chosen as the reference strain rate for evaluating the dynamic responses of steels in this study. Two key parameters for each steel were identified based on the tensile and shear experimental data: the initial void volume fraction, f 0 , and the shear damage coefficient, k x . A true stress-strain curve of the form r T ¼ r . Since k x has little effect on the dynamic tensile experiments (Nahshon and Hutchinson, 2008) , the initial void volume fraction f 0 was identified first based solely on the nominal stress-strain response obtained from dynamic tensile experiments. The parameter f 0 was then kept constant and the other coefficient k x was identified based on the nominal shear stress-shear strain response obtained from thinwalled dynamic shear experiments. In this study, both parameters f 0 and k x were identified for HSLA-100 and TRIP-120, and for BA-160 we only identified f 0 from dynamic tensile experiments, while k x was assumed to be the same as that for HSLA-100. This assumption is based on the fact that these two martensitic steels exhibit a very similar inelastic behavior up to failure, with the main difference being their strength. Furthermore, this assumption is supported by the observation of similar martensitic microstructure in the two materials. While shear failure could play a role in the clamping boundaries of the steel panel, the experimentally observed failure occurs at the center of the panel where the material undergoes biaxial stretching. Therefore, in FSI experiments void growth under tension appears to be the dominant failure mechanism. The calibrated f 0 and k x for each steel are listed in Table 2 .
The shear damage coefficient, k x ¼ 12, for HSLA-100 and BA-160 is higher than those typical for lower strength steels in quasi-static tension (Xue et al., 2010) . This is probably due to the contribution of microvoid nucleation not accounted for in the extended Gurson model (Rittel et al., 2008 (Rittel et al., , 2006 . Therefore, the unusually high k x for HSLA-100 and BA-160 may result from both void nucleation and coalescence.
A comparison between the identified model and the experimental data is shown in Fig. 6a and b . The deformed sample geometries, as predicted by the model, are shown in Fig. 6c and d ; for dynamic tension and shear, respectively. The constitutive description accurately captures the macroscopic strain softening and damage of alloys under dynamic tension. For HSLA-100, the true strain at failure, e fail T , is about 120%, which compares well with the experimental value of 117% reported in (Xue et al., 2010) . The post-yield hardening observed in the dynamic torsion data is not as well described by the model. Indeed, as shown in Fig. 6b , the HSLA-100 steel alloy exhibits an ''extra'' strengthening behavior compared with the shear behavior predicted by the extended Gurson model. This might be due to deformation mechanism, which had not been accounted for in the present model, such as roll-induced anisotropy and recrystallization. However, the calibrated model is able to capture the drop in shear strain, as a result of shear localization due to growth and coalescence of voids, which resulted in sample failure.
The dynamic tensile experimental results show a higher uniform ductility (i.e., strain at the onset of necking) in TRIP-120 than in HSLA-100 or BA-160. However, the HSLA-100 and BA-160 steel alloys exhibit excellent post-necking ductility. The TRIP-120 alloy shows higher strength, higher uniform ductility, and significantly more hardening rate than the reference martensitic alloy HSLA-100. The BA-160 alloy, exhibits a much higher strength than HSLA-100 and a very similar post-necking ductility.
Even though the calibrated extended Gurson model captured the dynamic tensile behavior of TRIP-120, the initial void volume fraction f 0 = 0.075 was too high to have a reasonable physical meaning. This suggested that the failure mechanism for TRIP-120 was not only void coalescence but also micro-cracks. As reported in (Latourte et al., 2010) , plastic deformation mechanisms for TRIP-120 in the temper condition tested here were found to include void growth, martensitic transformation, and grain boundary fracture due to cellular precipitation reactions. Moreover, dynamic torsion tests on TRIP-120 had shown that shear strain hardening and failure mechanisms were highly dependent on the martensitic phase transformation in the material. Since the extended Gurson model does not account for phase transitions, it is not surprising that the torsion behavior of TRIP-120 predicted by the FEA model did not agree particularly well with the experimental data. For this reason and given that TRIP-120 exhibited damage involving both microcracking and void growth, numerical modeling of FSI experiments performed on TRIP-120 was not attempted.
FSI numerical model
Finite element analysis of the underwater impulsive loading experiments was conducted using the code Abaqus/Explicit v6.8-2. The extended Gurson model as presented in Section 4.1 was implemented using the user defined subroutine, VUMAT, adopted from (Xue et al., 2010) . A three dimensional coupled Eulerian and Lagrangian (CEL) technique was used to simulate the fluid-structure interaction. We employed a coupled Eulerian-Lagrangian approach because when a Lagrangian formulation is employed for the water column, excessive mesh distortion occurs at the high impulses needed to fail the panels. Hence, in this investigation, the water column was modeled by 8-node linear brick elements with reduced integration. Eulerian elements of size 2.5 Â 2.5 Â 2.5 mm 3 were used. The steel panel, anvil tube, projectile and water piston were modeled by Lagrangian 8-node linear brick elements with reduced integration. The steel panel was meshed with an in-plane element size of 0.6 Â 0.6 mm 2 and 10 elements throughout the thickness. The anvil tube had a minimum element size of 3 Â 3 Â 3 mm 3 . The element sizes of projectile and water piston was chosen to be 1 Â 1 Â 1 mm 3 . It is worth mentioning some differences with the experiments and simulations reported in (Espinosa et al., 2006) , namely, the use of a ductile brass projectile in lieu of a hardened AISI 4140 steel projectile, and the modified design and clamping of the tested plate to avoid boundary shearing off failure. Brass was chosen to limit the damage that can potentially occur in the anvil tube at high impulses. The new brass projectile was of greater thickness (about 10.15 mm instead of 4.8 mm) to create the higher impulse needed to deform and fail the high strength materials here investigated.
An elasto-plastic constitutive response was used to model the flyer, piston and anvil. The coefficients of the constitutive behaviors used in the simulation are listed in Table 3 .
Results
FSI experiments
A summary of performed experiments and associated experimental parameters are reported in Table 4 , in which I 0 represents the free-field applied impulse. In addition, for each test a nondimensional impulseÎ ¼ I 0 =ðh ffiffiffiffiffiffiffiffiffi qr d y q Þ is reported, in which h and q are the thickness and density, and r d y is the dynamic yield stress (at a strain rate of $10 3 s À1 ). The non-dimensional impulse indicates how the response of a thin plate under impulsive loading scales with materials' density and strength. In all experiments, except for the one on BA-160, a water piston thickness h wp = 10.6 mm was used. The piston material used in each experiment was the same as the one used for the flyer plate. Flyer plates with thickness h f <5 mm were machined from 4340 steel. Flyer plates with thickness h f >10 mm were machined from brass. All specimens had the same thickness of approximately 1.55 mm, which gave a consistent areal mass M of about 12.2 kg/m 2 taking the density of the alloys q equal to 7870 kg/m 3 . 
HSLA-100
Two HSLA-100 samples were machined from 1 00 thick rolled plates. The plates were heat treated before being machined, following the heat treatment recipe described in Section 2.1. Sample 1 was tested at a non-dimensional impulses ofÎ = 1.09 and sample 2 was tested atÎ = 1.30 (see Table 4 ).
Shadow Moiré images were recorded by means of high speed photography and used to compute deflection profiles following the procedure detailed in Espinosa et al. (2006) . Deflection profiles were computed along the specimen center. These profiles are plotted in Fig. 7a and compared with deflection profiles obtained from FEM simulations based on the extended Gurson model described in Section 4.1, see Fig. 7b . A deformation profile was also measured along the sample diameter, after the experiment, using a marble and gage indicator. This profile is reported as ''final profile'' and is plotted in black dashed line in Fig. 7a . Comparison of Fig. 7a and b, reveals that experimental and simulated profiles correlate very well, at various instances in time, and that center deflections are also in very good agreement. The maximum center deflection predicted by the FEA was about 27.5 mm while the experimental one was 27.9 mm. Likewise, the limited spring back was well captured by the FEM simulation. The FEA results for HSLA-100 sample 2,Î = 1.3, also show excellent agreement with the experimental measurements. The maximum deflection from the FEA was 32.6 mm while the experimental measurement was 32.0 mm.
A plasticity study was conducted for the HSLA-100 sample 2 tested atÎ = 1.30. After the experiment, the panel was sliced along a diameter with a water jet. The thickness along the diameter, 5 mm from the cut, was measured using a micrometer. These measurements were used to compute the thickness reduction with respect to the initial thickness h 0 of 1.55 mm. The thickness reduction profile obtained from numerical simulation is plotted and compared to experimental measurements in Fig. 8 . A sharp thickness reduction in the center region of the panel (about 2 mm in diameter) suggests the occurrence of necking. FEA results give an equivalent strain at the center of the panel, e eq = 24.3%. According to (Hutchinson and Neale, 1978) , the necking strain in equibiaxial tension is larger than that in plane-strain tension but Table 4 List of experiments conducted on monolithic panels at low and high impulses.
Fracture (yes/no) equal or less than that in uniaxial tension. Therefore, e eq given by the FEA results lies in between the necking strain and the failure strain of HSLA-100 (Section 4.2), which is consistent with the absence of fracture in the tested specimen.
TRIP-120
Three panels of TRIP-120 material were machined from 6.35 mm plates following the design presented in Fig. 5 . Samples 1 and 2 were solutionized before machining, and then tempered for 10 h followed by a nitrogen quench. Sample 3 was solutionized and clamp tempered before machining to ensure a good flatness of the plate. Non-dimensional impulsesÎ of 0.24, 1.12 and 1.31 were applied. The impulse ofÎ = 0.24 is referred to as ''low impulse'', while the two others are referred as ''high impulses''. Shadow Moiré images were recorded for samples 1 and 3.
For the TRIP-120 panel tested at a normalized impulseÎ = 0.24, the grating pitch was 1 mm and it was placed at a distance of 27 mm from the sample air side. The low deflection combined with the high grating pitch did not enable the computation of deflection profiles from the shadow Moiré technique. However, the final deformed profile was measured on the water side surface of the sample. The water side was chosen because it allows the measurement of deflections even within the tapered region, and, hence, to assess the boundary condition compliance. The final center deflection of this sample was 9.1 mm (corresponding to d/L = 0.119).
Two TRIP-120 samples were tested at normalized impulses of I = 1.12 (sample 2) andÎ = 1.31 (sample 3). Sample 2 exhibited a fracture pattern consistent with biaxial tension, Fig. 9b . Fracture initiated at the panel center and propagated circumferentially followed by petaling. Fracture surface analysis provided insight on the TRIP-120 fracture behavior under biaxial stretching conditions. A field emission scanning electron microscope (SEM) was used to image the fracture surface of the sample, Fig. 9b and c. The images suggest a shear fracture mode. Elongated dimples are observed at high magnification, Fig. 9c . SEM images taken on the surface of the sample (air side) show dense arrays of micrcracks at a scale finer than the average grain size of 30 lm, see Fig. 9d . This surface microcracking shows a circumferential preferential orientation (the radial direction is indicated by vectorr in Fig. 9d ), along which stretching is maximal. As observed in the fractography reported in (Latourte et al., 2010) , the TRIP-120 alloy exhibits a combination of ductile (voids) and brittle (microcracking) damage.
TRIP-120 sample 3 was tested at an impulseÎ=1.31 and fracture was also observed. High speed camera pictures were recorded during the experiment, see Fig. 10 . The pictures show an increasing number of concentric fringes up to t = 240 ls. The apex, which corresponds approximately with the center of the fringes, is at the panel center. At t = 310 ls, a distortion of the fringes can be observed in the bottom part of the panel, and on the subsequent pictures a second bulge appears at that location. At t = 450 ls, a vertical crack appears across the localized bulge. On the final picture at t = 550 ls, the crack has propagated across the whole pressurized region of the specimen.
The deformation evolution for TRIP-120 sample 3 is plotted in Fig. 11 . The experimental points are obtained every half fringe variation and are plotted with colored symbols. These points were used to compute approximation splines that are plotted in solid lines of the same color. From the plots, one can notice that when the second bulge starts at t = 310 ls, the deflection is not symmetric with respect to the radial coordinate. Moreover, from the deflection profile at t = 450 ls, the peak deflection before fracture is inferred to be 31.9 mm (d/L = 0.418).
SEM microscopy was conducted on an area of the fracture surface close to the identified fracture initiation point. A mixture of ductile (void sheets) and microcracks are observed, Fig. 12a . A magnified view of region C ⁄ shown in Fig. 12b , reveals intergranular fracture, which was associated to a grain boundary cellular reaction in (Latourte et al., 2010) .
BA-160
A BA-160 panel was machined from 6.35 mm plates following the design presented in Fig. 5 . The dynamic material characterization tests have shown that BA-160 distinguishes itself from the three examined steels by having the highest yield strength and excellent post-necking ductility. To load the BA-160 panel as close as possible to the onset of failure, a very high impulse is required. Due to restrictions in the kinetic energy the overall FSI set up can withstand, a maximum flyer velocity of 350 m/s was employed. Hence, to maximize the free-field impulse while retaining a significant FSI effect, the thickness of the brass water piston and flyer was set to 14.94 mm and 14.93 mm, respectively. The resulting free-field impulse was computed to be 7108 Pa s, which corresponds to a non-dimensional impulseÎ = 1.47. Under these conditions, no catastrophic failure was observed in the tested BA-160 panel. Furthermore, no appreciable microvoid or microcrack was found on the specimen, indicating the sample still retained the capability to sustain even larger blast loading. Analyses of the shadow Moiré images yielded a peak central deflection of 37.9 mm, corresponding to a normalized maximum central deflection of d/ L = 0.497.
Performance predictions from the extended Gurson model
Based on the good correlation observed between FEA and FSI experimental results for the HSLA-100 alloy panels, Section 5.1.1, estimation of panel performance up to failure due to necking instability and fracture was pursued. The analysis is based on the material model predictive capabilities established for the extended Gurson model, based on the parametric identification reported in Section 4.2. Moreover, by combining the extended Gurson model and the coupled Eulerian-Lagrangian finite element analysis, two key elements in the analysis of structures subjected to underwater impulsive loads are accurately modeled: (i) the fluid-structure interaction leading to water cavitation, and (ii) damage and failure of the panels as a result of void growth and coalescence. In the performed numerical simulations, thickness of projectile and water piston, and the initial projectile velocity were increased until impulses leading to failure were identified. It is also worth mentioning that all the experiments in this study have significant FSI effect. According to Xue and Hutchinson (2004) , the time scale characterizing the fluid-plate interaction is t Ã ¼ ðqhÞ=ðq f c f Þ, where q and h are the density and thickness of the plate; q f and c f are the density of the fluid and sound speed in the fluid. In this study, t Ã $ 8:2 ls. The decay time of the free-field impulse is t 0 $ 57:6 ls, as determined from the FEM analysis. In other words, all the experiments in this study approach the limit where t 0 =t Ã ) 1. The ratio of the impulse imparted to the plate to the free-field impulse, I=I 0 , can be approximated by 2ðt 0 =t Ã Þ t 0 =ðtÃÀt 0 Þ $ 0:21. This strong FSI effect was well captured by the coupled Eulerian-Lagrangian formulation. Fig. 13 shows the FEA results for the failure of a HSLA-100 steel panel under the non-dimensional impulse,Î = 1.89. Water cavitation at the panel center develops at about 0.25 ms after panel impulsive loading (Fig. 13a) . The cavitation region then disappears followed by a severe plastic deformation of the panel, which leads to material failure. As shown in Fig. 13b , the FEA with the extended Gurson model predicts a cross-shaped failure pattern, which is consistent with experimental observations of petaling. Table 5 lists configurations and results for HSLA-100 and BA-160 alloys. Fig. 14a summarized the impulse per areal mass vs. normalized center deflection responses for the three alloys both from experiments and numerical simulations. The predicted performance of the BA-160 steel panels agrees very well with the experimental result, indicating the Gurson model successfully predicts the response of the BA-160 steel under dynamic loadings conditions. Furthermore, the study reveals that BA-160 panels can sustain the highest impulse prior to failure. It also exhibits the best performance, i.e., lowest central deflection for a given impulse per unit areal mass. The improvement in performance with respect to HSLA-100 panels is the result of the alloy higher dynamic yield strength and similar uniform ductility and post-necking ductility. For each alloy, a slight deviation from the original linear impulse-deflection relationship is observed in the high range of impulses preceding failure, which corresponds to the onset of extensive void growth and coalescence in the material. Both, HSLA-100 and BA-160 alloys could sustain a certain increase of impulse, beyond the linear regime, without failure probably because of their excellent post-necking ductility as discussed in Section 2.
FSI experiments on clamped circular panels of different materials such as steel, titanium (Symonds and Wierzbicki, 1979) , mild steel (Nurick and Martin, 1989a,b) , HSLA steel (Rajendran and Narashimhan, 2001 ), 6061-T6 aluminum, 1018 steel (Florence, 1966) , and 5010 steel (Ashani and Ghamsari, 2007) have been interpreted in normalized impulse-normalized center deflection. Such interpretation is based on the analysis performed by Jones (1989) , who introduced finite displacement enrichment to the analysis of rigid-plastic deformation of clamped plates. The result is:
in which d is the maximum center deflection, h and L are the panel thickness and radius, respectively. The prediction given by Eq. (5) is often presented as a reference solution in several experimental studies (Ashani and Ghamsari, 2007; Florence, 1966; Rajendran and Narashimhan, 2001) , in which the yield stress r y is either static yield stress r s y or dynamic yield stress r d y . The latter case is often referred as to the modified Jones equation. Here, a simplified linear relationship (Symonds and Wierzbicki, 1979; Teeling-Smith and Nurick, 1991 ) is adopted to describe the performance of clamped circular panels in FSI experiments, namely,
in which a and b are constants, andÎ is the non-dimensional impulse given bŷ
When the dynamic yield stresses for HSLA-100, TRIP-120 and BA-160 (810 MPa, 995 MPa and 1.234 GPa, respectively) are employed the linear fitting given by Eq. (7) yields: a ¼ 0:3282 and b ¼ À7 Â 10 À4 $ 0. Fig. 14b shows the scaled non-dimensional impulses vs. normalized center deflections, as given by Eq. (6), in which a universal response is obtained. 
Ductility improvement in TRIP-120
6.1. Ductility improvement by applying a two-step heat treatment TRIP-120 was originally designed for a single step temper of 750°C for 10 h, which gave rise to a cellular reaction occurring at the grain boundaries with the formation of the equilibrium g phase as opposed to the desired metastable c 0 precipitates. The g phase precipitates are coarse platelets and create a lamellar structure starting at the grain boundaries as shown in Fig. 15 . As revealed by the FSI experiments here reported, this cellular reaction limits the ductility of TRIP-120 (Kotval and Hatwell, 1969) , which fails prematurely by intergranular fracture. As a result, a heat treatment optimization study has been carried out to determine the proper processing steps that eliminate the cellular reaction from occurring at the grain boundaries and maximize the fracture ductility. The challenge is to precipitate out the metastable c 0 phase to achieve the strength goal of 120 ksi and the proper austenite stability without formation of the equilibrium g phase. Cellular reactions require precipitation and concurrent grain boundary migration (Manna and Gust, 2001 ). Thus, cellular reactions can be eliminated if the grain boundaries are sufficiently pinned. The concept is to develop a two-step heat treatment: the first step locks the grain boundaries with discrete c 0 particles and the second step precipitates out the remaining c 0 particles to achieve the desired strength. In a reference work, a similar heat treatment was successfully applied to a Cu-Ni-Al system to eliminate an undesired cellular reaction (Tsuda and Nakayam, 1986).
In the TRIP-120 system, the equilibrium c 0 phase fraction decreases with increasing tempering temperature, but the precipitation rate kinetics increase. The c 0 phase fraction drops to 0 at a metastable solvus temperature of 855°C, and tempering at 800°C or above leads to rapid formation of the g phase. Thus, our first step in the multi-step heat treatment was constrained to 775°C. Samples were tempered at 775°C for different times followed by Vickers microhardness measurements and optical microscopy to monitor c 0 and g precipitation. The first step in the heat treatment was then selected as 775°C for 2 hours, corresponding to the maximum strength increment that can be achieved before the g phase forms.
While the first step precipitates discrete c 0 particles to lock in the grain boundaries, the second step aims to precipitate out more c 0 particles at a lower temperature to reach the appropriate strength and austenite stability. For the second aging step, samples were tempered at 725°C for different times. Once again Vickers microhardness measurements were made and optical microscopy was carried out to monitor c 0 and g precipitation. The peak hardness condition that eliminates formation of grain boundary lamellar structures is achieved with a two-step temper: 775°C 2 h, 725°C 2 h. After the two-step temper, TRIP-120 has more than doubled its hardness (from 172 VHN to 376 VHN), and the cellular grain boundary reaction has been eliminated. Fig. 15 shows the difference in microstructures for TRIP-120 tempered for 10 h at 750°C in comparison to TRIP-120 after the two-step temper. By eliminating the cellular reaction from the grain boundaries, TRIP-120 shows an improvement in fracture ductility for the 
Ductility improvement from warm working
Although the two-step temper showed some improvement in the fracture strain, the strength level and strain-hardening decreased. In an effort to drastically improve the fracture strain, we explored warm-working TRIP-120 to 23% and 36% area reductions at 450°C, which has given improved tensile properties for EX425 -a similar, fully austenitic steel (Stavehaug, 1990) . The temperature of 450°C was selected in order to be above the M d temperature to prevent transformation of the austenitic matrix. Likewise, the temperature is low enough to suppress dislocation recovery because the warm working processing is intended to introduce forest dislocations into the matrix that would increase hardening. After warm working, TRIP-120 can be tempered at lower temperatures for shorter times to achieve the desired strength goal and prevent the occurrence of cellular reaction. This processing step catalyzes intragranular precipitation by creating heterogeneous sites of c 0 precipitation, which in turn avoids g formation at the grain boundaries.
Warm working alters the dislocation density, the stability of the parent phase, and the tempering conditions to achieve peak hardness. In order to find optimal tempering conditions, an isochronal tempering study was completed, measuring the Vicker's microhardness for TRIP-120 heat treated between the temperature range of 600°C and 750°C for 1 h and 8 h as shown in Fig. 16 . For 8 h tempers, peak hardness occurs at 700°C for the 23% and 36% warm worked conditions. For 1 h tempers, peak hardness occurs at 725°C for the 23% and 36% warm worked conditions.
With an understanding of the relationship between tempering conditions and hardness, room temperature quasi-static tension tests were performed for TRIP-120 treated with various conditions. For the 36% warm worked tempered at 700°C for 1 h, TRIP-120 exhibits a yield strength of 180 ksi, a uniform ductility of 33%, optical micrograph of TRIP-120 tempered at 775°C for 2 h, and at 725°C for 2 h with no cellular reaction (dark regions) at grain boundaries; (c) quasi-static true stress-true strain results for TRIP-120 comparing the performance of the single step temper to the two-step temper. Fig. 16 . Isochronal study of Vickers microhardness for warm worked TRIP-120 over the temperature range of 600-750°C for 1 and 8 h. Fig. 17 . Quasi-static tension tests that summarize the best results from single step heat treatments, two-step heat treatments, 23% warm worked condition, and 36% warm worked condition of TRIP-120. and a true fracture strain of 95%, approximately a 50% improvement in yield strength and uniform ductility and 100% improvement in fracture strain in comparison to the original single step temper (Fig. 17) .
The results of warm working have led to increased strength and fracture strain values as shown graphically in Fig. 18 . Bands illustrate the strength and fracture strain combinations that can be achieved for a given level of warm working. Each data point is labeled with a kinetic parameter that quantifies degree of aging relative to the condition of peak hardness, where a value of 1.0 refers to the peak hardness condition. With increased aging, the yield strength increases and the fracture strain decreases along the bands. In summary, by utilizing warm working, it is possible to precipitate out c 0 at lower temperatures for shorter times to avoid the formation of the g phase at the grain boundaries and achieve fracture strains greater than 110%. Further testing will explore the dynamic behavior of these promising materials.
Concluding remarks
The performance of monolithic steel panels subjected to underwater impulsive loads was investigated. Two martensitic high strength steel alloys, HSLA-100 and BA-160, and one fully austenitic alloy, TRIP-120, were evaluated. Material design based on deformation modes elicited in structures subjected to blast loading was presented for both martensitic and austenitic steels. Then, an experimental-computational methodology based on dynamic high strain rate experiments, fluid-structure experiments, and modeling of fluid-structure interaction and material ductile failure was presented. The approach provided insight into the relationships between material properties (strength, uniform ductility, and post-necking ductility) and blast resistance of structures. In particular, it allowed identification of material/structure performances by identifying impulse-center deflection behavior and the impulse leading to panel fracture.
Among the investigated steel alloys, BA-160 is currently the best material to sustain underwater impulsive loadings, since it shows failure at an impulse per areal mass 25% higher than that of HSLA-100. Moreover, BA-160 is also an excellent material choice for structures where minimal deflections are desired. There is one aspect that needs further investigation concerning the performance of this martensitic steel, which is assessing the impact of limited uniform ductility in full scale structures. After necking, strain localization develops within a limited region in the panel, which leads to fracture. Hence, the localization regime in the FSI experiments, unlike the uniform deformation regime, will only scale up with the thickness dimension based on the recent study by Nielsen and Hutchinson (2011) . This feature points back to the benefits of the austenitic TRIP-120 steel alloy, which was designed to delay necking (i.e., increase uniform ductility). Even when the alloy failed at relatively low impulses, compared to martensitic steel alloys, we presented two promising strategies, multistep tempering and warm working, for improving its performance by suppressing microcracking through elimination of grain boundary cellular reactions. Fig. 18 . True fracture strain vs. yield strength plotted for TRIP-120 under various levels of warm working. Colored bands for various levels of warm work illustrate the strength and fracture strain combinations that can be achieved. Each data point is labeled with a kinetic parameter that quantifies the aging condition relative to the condition of peak hardness.
