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Abstract. Let VZu+k2u+k2a~(z)u+V.(a~(~)Vu) = -6(cc-y) inR3, where al(z) EL’(D), a&) E H’(D), 
D E R3_ = {z : 13 < 0) is a finite region, aj(Z) = 0 outside of D, j = 1,2, 1 + 02 > 0, al = El. Assume that 
thedatau(l,y,k),V~,yEP={I:13=0}8ndallkE(O,ko),ko>O is an arbitrary small number, are given. 
THEOREM. The above data determine aj(z), j = 1,2, uniquely. 
I. INTRODUCTION 
In [l] the inverse problem formulated in the Abstract for the equation: 
v2u + ]c2u + L2a1(z) + V. (u2(z)Vz1) = --a(~: - y) in R3 (1) 
has been solved in the Born approximation. This equation models an acoustic field in an inhomogeneous 
medium with inhomogeneities in density and the bulk modulus. The objective of this paper is to prove 
the Theorem in the Abstract. 
Let us outline the proof of the Theorem. It was shown in [2] that the limit as k --+ 0 of the solution to 
(1) exists if the limit problem 
V2u + V . (az(z)Vu) = -a(~ - y) in R3, u(m) = 0 (2) 
has at most one solution. This condition holds if 
1+a2(z) > 0 (3) 
which we will assume. Indeed if (3) holds then the homogeneous equation (2) can be written as 
v * [(l + u2(z))Vz1] = 0. (*) 
Multiply (*) by v (the bar stands for complex conjugate; actually one can assume that solutions to (*) 
are real-valued), integrate by parts and use (3) to get u= 0. 
LEMMA 1. The data ~(2, y) := u(z, y,/z = 0) for aJJ z, y E P determine ~(2) uniquely. 
PROOF: Let 2, := [l + Q(Z)] l/221, where u solves (2). A simple calculation shows that 
v2v - q(t)v = -S(z - y)[l + Q(Z)]l’2 
q(z) := [1+ a2(2)]-‘/2V2[1+ @)]1’2. (4) 
Since Q(Z) vanishes for z E P = (z : 23 = 0) equation (4) reduces to 
V2v - q(z)v = -S(z - y) if y E P. (5) 
Note that v(z, y) = u(z, y) for z, y E P. We prove that the data v(z, y), Vc, y E P determine q(z) 
uniquely. If this is done then as(z) is uniquely determined from the equation 
V2[1 + a2]1’2 - q(z)11 + 41/Z = 0, 02 = 0 for z $! D. (6) 
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Indeed, (6) shows that 4 := [l+~#/~ > 0 is a positive solution to the Schrijdinger equation ( -V2 + q)t$ = 
0. The function $ := 4 - 1 E L2(R3), and 
(-v2 + q)lc, = -q. (**) 
If (6) has two different solutions $1 and 42, 41 = 42 = 1 outside of D, then the corresponding $1 and 
$2 satisfy (**), so that [-V2 + q(z)]($l - 42) = 0, and $1 - $2 = 0 outside of D. By the unique 
continuation property for elliptic equations we conclude that $1 = +J. Therefore 41 = 42 and ~(2) is 
uniquely determined by q(z). It remains to be proved that, v(z, y) Vz, y E P determine q(z) uniquely. 
To do this we use ideas from [3], [4]. Write (5) as 
vt2, Y) - dz, Y) = Jd? sMsM4 YW, J = J,. 
where g := (47rlz - yj) -l. If v(z, y) is known for all t, y E P then (7) shows that 
I !J(G s)q(s)‘u(s, YMS := f(z, YhVZ:, Y E p (8) 
where f(z, y) is known. Multiply (8) by an arbitrary h(z) E C?(P) and integrate over P. One can 
prove that the set of functions w(s) := Jp g(z, s)h( )d t z is complete in L2(D) norm in ND(V~) := (u : 
V2u = 0 in D,u E H2(D)} when h runs through all of C?(P). Thus (8) implies that the integrals 
s w(s)q(s)v(s, Y)d s are known for all y E P and all w E No(V2). A similar argument shows that the 
integrals Jw(s)q( ) ( )d s m s s are known for all w E ND(V~) and all m E Nn(V2 - q(z)). It is proved 
in [3] that the equation [V2 - q(z)]m = 0 with q E Loo(D) h as a solution of the form m = exp(iz - z) 
(1 + R(z, z)), where t E’ C3, z . I := ~1 + z$ + .zi = 0, and 11 R(+,r) Il~a(o)i c]z]-‘/~ as 1.~1 -+ +co, 
where c > 0 is a constant which does not depend on Iz] := (1~ I2 + 1.~~1~ + )~s]~)l/~. Pat w = exp(iX * c), 
A E C3, X. X = 0 so that w E N(V2), and m as above and let ]zI + oo while keeping X + z = p where 
p E R3 is an arbitrary fixed vector. Then the integrals J’q(s) exp(ip . s)ds will be known, so that the 
Fourier transform of q(s) is known. Therefore q(s) is uniquely determined. The proof that one can find 
A, I E C3 such that: 1~1 + 00, J . A = z . z = 0, A + t = p where p E R3 ia an arbitrary fixed vector, can 
be left to the reader or found in [3]. Note that one has to satisfy 10 equations for real numbers and the 
conditions ]z] -+ 00, ]A] -+ 00, and one has 12 coordinates (6 real numbers determine a vector in C3). 
Lemma 1 is proved. 
If Q(Z) is found one can assume that Green’s function G(c, y, k). 
V2G + V. (az(c)VG) + k2G = -a(~ - y) in Rs, (9) 
is known and write (1) as 
u=G+k2 J G(z, 8, k)al(+(s, Y, k)ds. (10) 
As in [l] one can solve (10) for small k by iterations and prove that 
lim(u - G)kS2 = 
k-+0 J 
Go(r,s)al(s)Go(s,y)ds, (11) 
where Go := G(+, y, k = 0) and we assume that the linric IimG as k + 0 exists. Sufficient conditions for 
this are given in [l] and [L]. Let z, y E P. Denote the left side in (11) by f(z, y). This function is our 
datum: since u is known for all 2, y E P by the assumption and G is known as the solution to (9) since 
Q(Z) has been found, (11) reduces to a linear equation for al: 
J Go(z, s)al(s)Go(s, Y)~S = ftz, Y),V~, Y E P (12) 
where V . [(l+ (12(z))VGs] = -S(z - Y) in R3. This equation is analogous to the equation derived in [l], 
p. 219, for the case a2 = 0. We wish to prove 
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LEMMA 2. Equation (12) has at most one solution. 
From Lemmas 1, 2 the uniqueness theorem formulated in the Abstract follows directly. 
PROOF OF LEMMA 2: It is sufficient to prove that equation (12) with f = 0 implies al = 0. Equation 
(12) with f = 0 implies as in the proof of Lemma 1, (after a substitution Go = (1 + a~(t))-‘/~ur, with w 
satisfying the equation V2w - qw = -b(z - y), q := 4-1/2V2&/2, 4 := 1 + Q(Z)) that 
J dsa(s)m(s)n(s) = O,Vm, n E ND(V2 - q(z)) (13) 
where a(s) := al(s)(l + as(s))- l. This implies according to Theorem 1 in [3] (according to which the set 
{mn}Vm, n E No(V2 - q) is complete in L2(0)) that a(s) = 0. Thus al = 0. Lemma 2 is proved. 
For convenience of the reader we sketch the proof of the implication (13) + al = 0. Take m and n in 
(13) as in the proof of Lemma 1 to get 
J &al(s) exp(ip . s)(l + c(s, 2, X))ds = 0 (14) 
where p E R3 is arbitrary, the integral is taken over a bounded domain in which al # 0, and 
11 ~(8, z,X) llLa(o)-* 0 as lzl + 00 and IAl + 00, z . z = X . A = 0, z, A E C3. Pass to the limit 
Izj -+ 00 and 1x1 -+ 00 in (14) while keeping p E R3 fixed, and conclude that the Fourier transform of al 
vanishes. Thus al = 0 and the desired result is established. 
The concept of completeness of the set of products of solutions to PDE was introduced and used for a 
proof of uniqueness theorems in multidimensional inverse scattering problems in [3]-[8]. In [9] a different 
approach to the uniqueness problem is given. 
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