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ABBREVIATIONS AND NORMENCLATURE 
 
DI – Designer’s Input 
Data – is the collection of raw quantitative or qualitative facts, figures, input, materials, 
measurements, statistics, scores, etcetera. The organization of this data becomes 
information. 
ECN – Engineering change notice, a request to change a portion of the design or 
functionality. 
ICT – Information Communication Technology 
ID – Industrial Design 
Industrial Design – Industrial design (ID) is the professional service of creating and 
developing concepts and specifications that optimize the function, value and appearance 
of products and systems for the mutual benefit of both user and manufacturer. 
[www.idsa.org, 2006] 
Information – Is the organization of data in such a way that becomes useful to a specific 
need. 
Feedback – The flow of information from once design phase to another. Typically from a 
more advance stage to an earlier stage.  
Feed-forward – Similar to feedback information but with the implication that the 
information flows from an earlier stage to a much more advanced stage. Pehaps skipping 
intermediate steps in the process. 
Parameter – The portion of a morphological matrix that describes a key feature of a 
design that is being addressed with design concepts, or Parameter Options. Shows what a 
design should have or be. The Parameters are numbered so that references can be made to 
specific Parameters. 
Parameter Number – The number referencing a specific Parameter. Often these numbers 
may be referenced by the researchers input column or the designer’s input column.  
Parameter Option – or Parameter Component is a single concept for a Parameter. 
Multiple Parameter Options are typically developed for each Parameter. 
RI – Researcher’s Input 
 x
Semiotics – The theory and study of signs and symbols, especially as elements of 
language or other systems of communication, and comprising semantics, syntactics, and 











Critical steps in the design process is the gathering of data, processing the data into a 
useful form of information (a design concept) which meets specific needs, passing this refined 
design solution down the path to production, where it is released into the larger environment. 
Within the designing process there are multiple feedback loops as the solution becomes more 
refined. Even as it reaches the final end user, other design refinement feedback loops continue as 
new and improved products or systems are developed.  Along with the interdisciplinary teams 
involved with the product/system development, the more complex the product or system the 
more critical the organization of the data. This paper will present and test a concept of a design 
feedback and feed forward communication tool for product/system design that uses Dr. Walter 
A. Schaer’s Three Functions of an Artifact as the methodological structure for design 
development. 
The essence of this design tool is the merging of a new communication system within an 
existing methodology of organizing complex systems into a morphological matrix, developed by 
Dr. Walter A. Schaer, based on the Charles Morris’s work on semiotics. This communication 
tool is a new feedback / feed forward mechanism which correspond with the semiotic structure in 
a morphological matrix to assist the designer develop design solutions. The research will 
measure the success rate of the tool in the design process, examine of how the designers took 








During the step in developing a system or product design solution, a key component is 
the communication. Often researchers communicate their information in forms of data, charts, 
tables, etcetera to the designers. The designers communicate their ideas in forms of sketches, 
graphics, models, digital cad files, etcetera to the engineers. The engineers communicate their 
input in more two or three dimension representations and other specifications to the 
manufactures. The manufactures takes a version of the original Industrial Designer’s ideas and 
communicates this to the public in the mass produced artifact. This process is not as linear as it 
sounds. Feedback and feed-forward occurs repeatedly in this process to obtain the ideal solution. 
With today’s current information communication technology, the flow of this communication is 
increasingly easy between departments and around the world. Not only is the delivery of 
information a key factor to the product development process, but so is the order, structure, and 
form of this delivered information. Even through designers may perform many of the duties of 
researcher, engineer, and etcetera, the communication of information remains just as critical.  
Steps in the design process with information feedback. 
 The process for both problem identifying and problem solving does not involve an 
unexpected enlightenment or serendipity while one is walking down the street. Typically the 
process occurs in a similar sequence of steps executed by a wide variety of disciplines such as 
material sciences, technology, design, humanities, and the fine/performing arts. Figure 1 shows 
the problems solving process “the four stages of Preparation, Incubation, Illumination, and 
Verification of the final result can generally be distinguished from each other” [Wallas, 1926].  
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 Any time during these phases there are opportunities for feedback to an earlier stage to 
review, gather more information, change parameters, adjust methodology, or change problem 
statement. Another description by Pahl and Beitz regarding a feedback effect in a technical 
system can also be applied to the steps and activities of a systematic product design 
methodology. They suggest that the designer in the development system is not working in 
isolation but is part of a superior system, made up by the product development team. This 
product development system is composed of a multitude of various “input providing” members 
like researchers, designers, engineers, marketers, manufactures, etc. An effective product 
development system will have various forms of feedback mechanisms that lead to further actions 
[2 Pahl & Beitz, 1996]. A good feedback system can function as a self organizing system. It is 
critical to provide the needed information to the system, from various points of the system, so 
that the system can react and can perform effectively.  
 
 





 During the Preparation phase a goal is defined on which to apply the designer’s problem 
solving efforts. The designer’s efforts begin with an understanding of the problem and goal 
through “the whole process of intellectual education” [Wallas, 1926]. “Our mind is not likely to 
give us a clear answer to any particular problem unless we set it a clear question, and we are 
more likely to notice the significance of any new piece of evidence, or new association of ideas, 
if we have formed a definite conception of a case to be proved or disproved” [Wallas. 1926]. The 
“intellectual education” Wallas refers to is the gathering of data and information in its various 
forms that is relevant to the target goal. Through out this portion of the paper “data” will be 
referring to the following definition:  
“Is the collection of raw quantitative or qualitative facts, figures, input, materials, 
measurements, statistics, scores, etcetera. The organization of this data becomes 
information. Data on its own has no meaning, only when interpreted by some kind of data 
processing system does it take on meaning and become information. For example, 
“1234567.89” is data. “You have $1,234,567.89 in your bank account” is information. 
Information is an organized grouping of data that has meaning relative to a particular 
subject. The data must go through a data processing machine (such as a skilled researcher 
and/or designer) before it becomes meaningful information relative to a particular subject 
matter”. [Howe, 2005] 
 Often various disciples may be involved in the research and design process. With the 




 “Psychologists, for example, engage in practices that are steeped in academic 
rigor. For a psychologist, the design process will invariably begin with a literature review 
of books and articles published in peer-reviewed journals. The ultimate deliverable for a 
design project will often be an extensive written document describing the design in detail 
for the client. Psychologist will submit white papers describing the design process and 
outcome for publication as a matter of course too. 
 Like psychologists, designers will generally perform a literature review. 
Similarly, designers will compare and contrast existing, competing products and will 
perform a cursory task analysis… Similarly, designers will compare and contrast 
existing, competing products and will perform cursory task analysis. Scenario writing 
will also be employed by the designer although designers are prone to editorializing the 
scenarios in an attempt to establish ethnographic context for the design rather than simply 
generating stories of purely factual usage. Designers use scenarios to immerse themselves 
in the design and to understand the intended user.” [Berryman 2002] 
The information formed from various perspectives provides a higher quality set of information. 
The more specific the data going into the design process will result in a more accurate output 
design solution. "Chance only favours intervention for minds which are prepared for discoveries 
by patient study and persevering efforts" [Koestler, 1964].  This gathered information typically is 
used to understand the problem, environmental context, and the user’s needs. Even at this early 
stage of the problem solving process the designer can feedback to review existing documented 
solutions of other design projects with similar problems.  
Incubation Phase 
 Once the information has been gathered, the designer begins to evaluate the larger 
problem space. The Incubation step begins when the information has been consumed by the 
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designer, which is the data processing machine. The designer’s basic goal is developing a 
solution which meets the needs of the end users, the engineers, toolmakers, manufacturing, 
marketing, finance, sales, and etcetera with in a given time frame. The efforts of the designer to 
assemble all of the complex and sometimes conflicting needs into a solution will push the 
designer to points of frustration.  
 One existing structure can be used to organize these stakeholders’ needs into three 
different functions; human function, production function, and technical function. This 
methodological means to organize these elements will be introduced later in this paper. 
 Based on design student’s anecdotal experience with the design process, there are three 
reasons that the designer may not go through frustration. First, it is due to the goal being to easy, 
which may result in a solution lacking in innovation. The second possibility is that the goal is 
being set is too far way from the capabilities of the designer and possibilities for good solutions 
are nearly unattainable. A third way, of a designer to avoid the frustration, is if they develop one 
single solution and refuse to look into other options or concepts. If the designer is not going 
through frustration there may be something wrong. Signs of frustration were made apparent in 
participants during the pre-testing of the research data gathering tool developed for this paper. 
When no solution was reached by the participants, or the participants gave up too early, changes 
were made in the research tool. 
 While the designer is in the Incubation phase, which includes the occasional periods of 
frustration, both the unconscious and the conscious mental activities are occurring. During this 
time there are many feedbacks loops to the Preparation phase’s information. This feedback may 
often be requests to find or create needed information, or to possibly readjust the target goal. 
Hopefully at some point, resulting in an illumination or “ah-ha” experience.  
Illumination Phase  
 The illuminated new concept solution is a consequence of the Preparation, Incubation 
(with frustration) experience. An example of the Illumination or the “ah-ha” experience was 
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given by Helmholtz, a famous German physicist. After he was involved with a great deal of 
Preparation and was going through the Incubation phase that “in all directions… happy ideas 
came unexpectedly without effort, like an inspiration. So far as I am concerned, they have never 
come to me when my mind was fatigued, or when I was at my working table… They came 
particularly readily during the slow ascent of the wooded hills on a sunny day.” [Rignano, 1923] 
The new concepts are simply plans of products. The Incubation, Frustration, and Illumination 
phases the designer goes through results in the formation of the product or system solutions. 
Communication Phase 
 The Industrial Designer differs from the crafts person or artist who is dealing with the 
final artifact [Schaer, 1963]. The Industrial Designer is working with in a dynamic plan or 
concept of something to be produced and used. In the Communication phase the Industrial 
Designer’s best solution concepts or plans are documented. This concept documentation may 
come in forms of written specification, drawings, physical models, and/or digital models. Once 
documented and a concept is selected it is then communicated forward to the manufactures. The 
manufactures may have already feedback to the designer what capabilities they had during the 
problem solving Preparation phase. When the solution concept requires changes to comply with 
the manufacture’s capabilities and those changes affect the designer, the concept solution is 
feedback to the designer with the engineering change notices (ECNs) The designer then must 
make these changes and try to maintain the design integrity while meeting the manufacture’s 
needs. Then the manufacturers bring the concept to reality, sometimes in the thousands or 
millions. The realized concept solution is then communicated in the manufactured form, or 
semiotic “sign vehicle”, to the consumer/user. Even from this point there is feedback to the 
designers through marketing research channels. From this feedback revisions are made, new 
targets are set for the next iteration of the artifact to be released in the market. This is a good 
example of how there is no final design solutions but simply solutions that, due to time 
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constraints, are released in to the market while the development continues based on the 
continuous feedback steps [Schaer, 1963]. 
  
 
Figure 2: Functions of a Sign in Three Dimensions [Schaer, 1963] 
 
Semiotics and the Theory of Sign. 
 “Semiotics holds a unique place among the sciences. It may be possible to say that every 
empirical science is engaged in finding data which can serve as reliable signs; it is certainly true 
that every science must embody its results in linguistic signs.” “Semiotics is not merely a science 
among sciences but an organon or instrument of all the sciences.” [Morris, 1938] In other words, 
the language of a field of work or study such as mathematics, chemistry, and even poetry all use 
signs. The Theory of Sign addresses how “the process in which something functions as a sign 
may be called semiotics.”[Morris, 1938] According to The American Heritage Dictionary of the 
English Language, the definition of semiotics is: 
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 “the theory and study of signs and symbols, especially as elements of language or other 
systems of communication, and compromising semantics, syntactics, and 
pragmatics”.[American Heritage Dictionary, 2000] 
The sign interacts and relates with the environment, user and itself (see Figure 2). Table 1 
presents the three dimensions in the theory of signs as the pragmatic, semantic, and syntactic.  
 
  Table 1: Descriptions of pragmatic, semantic, syntactic dimensions of the Theory of Signs. 
Pragmatic Semantic Syntactic 
-“the relations of signs to their 
users (interpreters)”. [Schaer, 
1963] 
- “A sign can give information 
about an object”. [Schaer, 
1963] 
- “all signs have a directedness 
toward objects, or at least 
purport to be about 
somethings”. [Liszka, 1996] 
- “To the man and/or society” 
[Schaer, 1963] 
- “The relations between signs 
and things signified 
(designata)”. [Schaer, 1963] 
- “it can inform about a form-
condition of something” 
[Schaer, 1963] 
- “represent something to 
some sign user, i.e., something 
which represents the 
representation as a 
representation.” [Liszka, 
1996] 
- “To the total planning and 
production process” [Schaer, 
1963] 
- “The relationship between 
signs” [Schaer, 1963] 
- “information about an 
existence” [Schaer, 1963] 
- “must represent or correlate 
with that object in some 
respect in some respect or 
capacity” [Liszka, 1996] 
- “To its parts, itself, and other 
physical objects and 




The pragmatic dimension deals with the relation of the sign and its use. The index 
function between the pragmatic and the semantic dimensions is a pointer or director of the sign. 
The semantic dimension deals with its meaning. The iconic function involves graphic 
representation of something within the sign. Syntactic dimensions are the technical aspect of the 
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sign. It is concerned with the grammatic or order of the sign. The symbolic function between 
syntactic and semantic dimensions are the symbols used to communicate. For example, letters in 
a sentence, not pictures. These symbols must be learned. All of these dimensions and functions 
must have a mediator or the thing that conveys the message. This mediator is called the sign 
vehicle. For example, the billboard is the sign vehicle of a road side communication device. 
Another example would be the shoe which is the vehicle for the foot protection device. The All 
signs must have one to exist.  
The sign can not be considered independent from its environment. The sign is a part of a 
much larger situation, whole, or complex system. The syntactic dimension is part of the 
connections the sign to this larger system. According to Dr. Walter Schaer, who uses the Theory 
of Signs to develop his Three Functions of an Artifact structure for Industrial Design: 
“The various dimensions of a sign are, of course, only different aspects of the same event 
or object in a unitary process and they are, therefore, interrelated and overlap one another; thus, 
they cannot be completely isolated. Also, the three levels of semiotics must be understood as 











Three Functions of an Artifact, incorporating semiotics in Industrial Design. 
Charles Morris’s Theory of Signs was based on a linguist’s point of view. Dr. Schaer’s 
work in the Three Functions of an artifact transformed the Theory of Signs into a theory of 
design, as seen in Figure 2. The pragmatics, semantics, and syntactics are the three functional 
dimensions of an artifact: Human Function, Production Function, and Technical Function. 
[Schaer, 1978] The Three Functions of an Artifact, shown in Figure 3, should be used as a map 
for designers to keep the whole design process in proper perspective. Descriptions of each of 
these functions will be provided along with charts that will illustrate the complex segments of the 
designer considerations and process.  
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Because a sign is not independent of its environment and must relate to other elements 
outside of it, the ecological context encircles the three dimensions. The whole design process 
also encircles the three dimensions because the structure of the Three Functions of an Artifact 
also covers all of the steps the problem field, or product development path. This tool is also 
purposeful for the communication between all the various members of the development team. 
Charles Morris concluded that “Semiotics provides a basis for understanding the main forms of 
human activity and their interrelationship, since all these activities and relations are reflected in 
the signs which mediate the activities.”[Morris 1938] Each of these dimensions includes 
different functions of design. 
 
 




 In the pragmatic dimensions the human functions includes the needs of the user and the 
society and the direct connection the artifact or system has with them. These human factors are 
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economic, social; cultural, aesthetic; practical, physiological needs. The economic and social 
needs involve the price quality which includes the social costs. The aesthetic and cultural needs 
involved the form quality, which includes the operational object language. The practical and 
physiological needs involve the efficiency quality. Efficiency qualities may include 
anthropometrics, Universal Design issues, safety, and the environmental impact. Figure 4 
presents other elements that the designer may take into consideration for the user’s encounter 
with the artifact. The emotional, spiritual, and material conditions of the human needs can appear 
in all three groups of the human demands. [Schaer 1963] The design process starts with the 
human needs. 
 






 The technical function, demonstrated in Figure 5, is concerned with the technical process, 
both direct and indirect technical functions. The direct technical function is how one part of an 
artifact interacts with another part of the artifact or the relationship of the parts of the object is to 
the whole. For example, how a screw is involved with holding the two pieces of wood together. 
The indirect technical function is how part of an artifact interacts with its non-human 




Figure 6: Interests found in the Production Function [Schaer, 1963] 
 
 
 The Industrial Designer’s focus is also in tune with the production function of the 
semantic dimensions which is concern with production process. The production process is 
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involved in the planning, genesis and manufacturing, materialization of the artifact [Schaer 
1978]. The semantics or meanings of the product development is different than that of the 
artesian or crafts person who makes the goal object. The development team develops the plans in 
various forms such as drawings, calculations, models, and statistics. This information is then 
passed to the manufacture to produce the actual realized product.[Schaer, 1963]  Several 
elements of the product development team are represented here and are shown in Figure 6. These 
stakeholders include the design and development team, manufacturing, sales, and finance. These 
members combined interests tend to fall under market strategy, production planning, product 
development, technology, productiveness, profit, and marketing. These elements of the 
Production Function are thus divided into the Planning and Manufacturing. 
 The combination of the pragmatic, syntactic, and semantics view (Human Function, 
Production Function, Technical Function) of an artifact or a system provides a structure to 
discuss any and all products or systems, just as semantics can function for the description of any 
language. All of the basic components of a language are represented no matter what kind or the 
level of complexity of a language. With this universal structure, charts and other organizational 
formats may be outlined based on this Three Functions of an Artifact. Doing so will reduce the 
possibility for designers to work with a too narrowed point of view. This will enable to designer 





Figure 7: Example of engineering morphological matrix for a potato harvesting machine [Pahl, Beitz, 1996] 
 
 
Use of a morphological matrix in decision making. 
 The morphological matrix is a methodology to organize numerous possible solutions for 
particular parameters of a system. Each of the parameters that represent the entire system can 
have a single listed solution selected. The combination of each parameter solution would 
comprise the overall system solution and several separate system solutions can be represented in 
each matrix. There are two key strategies in the use of this methodology: a) “Dividing the design 
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task into smaller tasks, as it reduces the cognitive effort required from the designers and thereby 
increases their innovative capacities, and b) generate several conceptual solutions thereby 
increasing the probability of identifying an innovative solution”. [Weber, Condoor, 1998] 
 The use of the morphological matrix is not a creative solution machine, it does not 
replace creative thinking, and the selection of solutions requires the interpretation of the 
designer. According to Weber and Condoor, “it allows the designer to consciously explore 
design alternatives with out confining them to the human short-term memory limitations”. 
[Weber, Condoor, 1998] However, it does provide a methodology to organize and document 
design alternatives. These design documents can be used as the design record. The information 
which decisions were made on, the specific research requests are also documented. This type of 
information can be useful for the development of solutions when it is incorporated in a 
morphological matrix but also beneficial for evaluation tools such as analysis and evaluation 
checklists, right-wrong charts, and competitive product charts. All of these charts can be broken 
down and organized using the Three Functions of an Artifact  
How to fill out the chart 
 The morphological matrix is constructed with a grid of columns and rows. The first 
column provides a space to list the functions of parameters. In the adjacent rows, each 
function/parameter is listed by possible solutions that will achieve the function or meet the 
parameter, as shown in Figure 7. To fill in the possible solutions the designer may use images, 
sketches, or text to describe each solution. Once the chart has been filled in the designer must go 
through and select the ideal solution for each function/parameter to create the effective 
conceptual design [Weber, Condoor, 1998]. One issue is the possibility to generate every 
variation feasible. “It has been found best at this stage to reject solutions that represent 
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unimportant variants, and to realistically restrict the solution field according to the boundary 
conditions, and the nature of the assigned problem”. [Hubka, 1982] 
The Incorporation of Three Functions of an Artifact as an outline 
 Since 1960, the morphological chart has been used by industrial designers with the Three 
Functions of an Artifact as the outline. This three page chart, found in Figure 8, will allow 
industrial designer to cover every design element with many different possible solutions.  
The chart makes it easy to visualize the different possible solutions. Other than new 
design concepts, it can also be used to show “current solutions”, as well the “ideal solution”. The 
morphological matrix can be utilized in developing other possible solutions to other similar 








As a tool, within a complex problem space, the matrix can be used to make logical 
investigation of every aspect of the design problem. The Parameters are assigned to a column 
where seven slots are open for Parameter possibilities. The designer should record as many 
solutions for each Parameter Options (Component) as possible. It can be recorded as written or 
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illustrated form. Not all Parameters can be controlled by the designer. Some are controlled by the 
manufacturers, consumers or even nature. Since some of these Parameters can not be controlled 
by the designer it should be noted in the “unknown” column at the end of the Parameter 
Component column.  
After the matrix is filled out, it can be used to build complete theoretical solutions. By 
drawing lines from one Parameter box to another current solutions and idealistic solutions can be 
shown and compared with other new realistic solutions. One important rule is to use only one 
box in each Parameter component for each solution. There should only be three to six realistic 
solutions per chart to reduce confusion. 
The morphological matrix is broken down and outlined into the Three Functions of an 










The Human Function portion of the matrix is subdivide into three sections; 1. the Economic – 
Social, 2. Aesthetic – Cultural, and 3. Practical – Physiological, as seen in Figure 10. The 
Technical Function portion is divided into two sections; the Direct Technical Function and the 
Indirect Technical Function, as shown in Figure 11. The Production Function portion of the 
matrix is divided into two sections; Planning and Manufacturing, presented in Figure 12. 
 Once the charts have been filled out the designer can develop system concepts by 
selecting one Parameter Component for each Parameter which is done throughout the entire chart 
to develop the entire system concept. Multiple solutions can then be combined in a single chart. 
This is demonstrated in Figure 13 and Figure 14. 
 
 






























DEVELOPMENT OF A COMMUNICATION TOOL FOR DESIGNERS  
 
 A communication tool was developed to better manage the high frequency of information 
feedback and feed-forward during the design process. This tool, which is attached to a 
morphological matrix (see Figure 15), may assist the designer through all of the steps of the 
product development phases. During the Preparation (research) phase of the design process, the 
“researcher” gathers the data and then must pass it on to the designer for use in the Incubation 
phase. This information will be referred to as “researcher’s input” (RI). The RI space is not the 
single source of research information but it could be used as the primary source of information. 
 
Figure 15: Modified morphological matrix with researcher’s input (RI) and designer’s input (DI) columns filled in. 
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 In some cases this “researcher” may also be the same person functioning as the 
“designer” in the Incubation and Illumination phases. If the organization is large enough, the 
researcher may only be involved during the research phase with little follow through. Another 
option could be that the research is outsourced. In yet another complication, the research and 
manufacturing could be in-house and the design is outsourced to several different design firms. 
 In all cases, the collected data must be organized and communicated to the next 
phase.[Jones, 1992] The organization of the data would ideally be consistent with the structure of 
the design problem solving methodology. There should be a way for the designer to provide 
feedback to the researcher, or even to themselves as researchers. The feedback to the researcher 
may consist of; What additional information is needed? Why a particular solution was selected if 
it contradicts what the research supports? And any additional notes on any special conditions 
regulating selected solutions. This type of information will be referred to as “designer input” 
(DI). This same communication tool, with both the researcher’s input and the designer’s input, 
could also be passed forward down the design process path to the marketers, engineers, 
toolmakers, industrial engineers, etc in the communication phase.  
Incorporating the RI and DI into an Existing Morphological Matrix 
 This RI and DI communication mechanism is being incorporated in the morphological 
matrix, utilizing Dr. Schaer’s Three Functions of an Artifact product/system organizational 
structure. This is being done because of the obvious synergistic qualities of having the 
supporting research information within such close proximity to all the component options are 
presented and the decisions are being made. The capacity of a morphological matrix to retain, 
catalog, and store all appropriate conceptual options and solutions in both at the component level 
and at the entire system level also lends itself to retaining the research supporting these options. 
These Parameters, Parameter options, the relevant RI, and DI can be saved for similar future 
design activities or as some form of proof in a legal environment. 
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The capability of the morphological matrix breaks down the system to the core basic 
Parameters which has the greatest affect of the function of the product or system. It will also 
allow these critical Parameters to specifically reference the relative research information, as seen 
in Figure 15). This break down also allows the designer to speak on the very specific Parameters 
that may require more information to be gathered or provided additional information to explain 




Figure 16: Parameter with * found in the Economic – Social Parameter section will have associated RI information 






The use of Dr. Schaer’s Three Functions of an Artifact structure can also be a rough 
structure for categorizing and organizing the relevant RI and DI. Although there may be RI 
located in the syntactic dimension, it could also have an affect on the Parameters located in the 
pragmatic dimension. When this occurs a simple cross reference note is added, as seen in Figure 
17. 
Proposed possible uses of the RI and DI communication mechanism. 
 The information the researcher gathers could come in an amazing variety of formats. The 
original data formats should remain, all of the pages, charts, images, etc. But once the design 
Parameters have been established for the morphological matrix, some segments of the research 
can be combed through and selected relative to the specific Parameters. This optimized research 
material should be most relative to the decision making process of the specific Parameter or 
groups of Parameters being considered by the designer. 
 As concepts are being developed and entered into the matrix, the designer can review the 
RI relative to the possible future solutions yet to be developed. Once the designer reaches the 
decision making point, they can use the RI to help guild their decisions. 
 As the designer fills in and makes selections, they can be adding their notes in the DI. 
These notes can be feedback to the researcher, feed-forward to the engineers or manufactures, 
and/or they can be used by the designer for future development. 
 This document can also be passed on as a tool to several separate design groups or 
individuals with the same basic understanding and/or training of semiotics and this chart. For an 
example, all of the participants of this study have been introduced to the Three Functions of an 
Artifact and the use of a morphological matris through a short one hour presentation. With this 
document all individuals will be given the same data and structure. As one group may request a 
 27
 
particular type of additional information, the response to the request could be passed to all 
groups. In the end, these entries become a library of data which can be referred back to during 
the post-mortem project wrap up or shared on future projects. 
Filling in the original RI data. 
 As mentioned earlier there may be various disciples involved in the research and design 
process. This multiplicity of perspectives will likely increase the variety of types of data sets 
gathered in the research phase. The information representations may be in the forms of charts, 
diagrams, graphs, tables, maps, photographs, extensive written papers, books, etc.  
This new communication tool is not currently designed at the depth to manage all forms 
of the data. Yet, because of the open space available in the Research Input data field, the graphs, 
pictures, text could easily be incorporated with the appropriate interface design. At this time the 
RI was primarily used to manage tables, lists and general text from larger documents. Future 
developments would focus on an interface to best represent various forms of information in such 
a small space. 
In the beginning, there would require a single project leader or research leader to help 
manage the information inclusion to this chart. The subject matter should match the Three 
Functions of an Artifact outline structure, just as all of the Parameters are organization. If the RI 
is relative to the Economic-Social aspects of the problem, the RI should be placed in the RI field 
adjacent to the Economic-Social field. The sets of information in the RI must be associated to the 
number of the Parameter that it is relates to. For example if one of the RI is a list of items and 
this single list may relate to three different Parameters, all three different Parameter Numbers is 
listed next to the list. And an asterisk is placed next to each of the Parameter Numbers. 
 28
 
There may be information that falls in the Human Function, Economic-Social RI 
category that may only be relative to a Parameter # 32, found under the Technical Function, 
Direct Technical Interaction category of the matrix, shown in Figure 17. In this situation a cross 
reference note saying, “also see: Notes in Human Function, Economic-Social” would be added to 
the RI under the Technical Function, Direct Technical Interaction category, just to the right of 
the Direct Technical Interaction Parameter. The information found under the Economic-Social 
section will have the Parameter Number 32 shown.  
The leader in charge of organizing the RI should be familiar with both the value of 
different types of research and the relations it would have to the specific Parameters of the 
problem space. But because of the dynamic nature of the feedback and feed-forward nature of 
this system, as designers request specific information the leader can then begin to modify the 
make up of the information to meet the designer’s needs. Because of the designer’s responsibility 




Figure 17: Cross referenced RI between Technical Function and Human Function. 
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Designers Using the RI Data in Decision Making 
 Even though the designer may also be the “researcher” who is entering the information 
into the RI during the Preparation Phase, this portion of the paper is referring to the designer’s 
use of the RI during the Incubation and Illumination Phases. The designer should become 
familiar with all of the information available before beginning to fill in the Parameter Options or 
making selections of those options. 
 As the designer evaluates a particular Parameter, they will read over the Parameter 
description box and check to see if there are any additional research marks or indicators within 
the box. For this construction of the communication tool, the research indicator is a colored 
asterisk (*) near the Parameter Number. The green colored asterisk indicates that there is 
additional information in the RI for that single Parameter, seen in Figure16. Where as the blue 
colored asterisks indicate that there is a previous “designer’s note, comment, or question” 
referring to this Parameter Number on the right hand side of the morphological matrix. If, or 
when, a designer finds that there is not enough information available in the RI to assist in 
creating or selecting the ideal solution option, the designer may place a request to researchers for 
more information, further research, clarification, etc. This is part of the self organizing 
information communication system.   
Designer’s use of the DI columns 
 Just as the researcher fills in the information in the RI and has it numerically linked to the 
corresponding Parameter Number, so does the designer when they add an item in the “Designer’s 
Notes/Comments/Questions” column. The designer’s input may consist of a request for more 
research information.  Doing so perpetuates the self organizing system of feedback and the feed-
forward meeting the needs of the designer.  
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Another use may be that the designer provides additional information or conditions 
pertaining to the particular solution selected. If the selected Parameter Option does not seem to 
match up with the information found on the RI, the designer can explain why such a decission 
was made. This could become very useful to designers, engineers, toolmakers, manufactures, 
marketing, or designers working on the future developments of a similar product.   
Other uses for the RI and DI. 
 Because both the RI and DI information are organized using the Three Functions of an 
Artifact structure this information can be passed down to other evaluation charts using this same 
Three Functions of an Artifact structure for other possible organized evaluation charts. An 
example would be a Right Wrong Chart or an Analysis Evaluation Checklist. Both of these types 
of charts might be beneficial during evaluations.  
Not only does both the RI and the DI sets of information become a useful record for a 
post mortem, this information could be stored and retrieved for applications in similar future 
projects, or as a type of evidence in a legal environment. Naturally the product form, functions, 
features do change while being developed and this record could track those changes. This 
information system becomes the history blog of the product’s development and life. 
Interface design of RI and DI. 
 The extent of the development of this communication tool was limited to the RI and DI 
application, core functions, and organization methods. Much of the interface design is still 
required but the concept of using the Researcher’s Input and Designer’s Input in the 
Morphological Matrix has shown great benefits. Some initial considerations regarding the 
interface could begin with the accessing various types and densities of information. At this time 
there is some static screen real estate available for text. In the future, this open field could be 
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reduced to particular icons that, when one is selected, could open to present a higher volume of 
information. Perhaps these icons or access points could be placed within the very field of the 
Parameter description. Although one nice feature of the open field is that it covers the entire area 
of the “Social-Economic” section and provides the availability of the RI information to all of the 
Parameters listed under the “Social-Economic” phase. 
 As the product/system development process continues through several cycles of feedback 
and feed-forward, a more sophisticated dating system for each entry may be required. Currently 
there is a date for “latest editing” but perhaps color coding or other methods could also be 
helpful. 
 The question of graphics is also an issue and will be considered critical in the design and 
effectiveness. But just like the morphological matrix is capable of also receiving images, so 
would the RI and DI section. As they are now, there are two panels for each section. One could 
primary handle graphics, charts, photo while the other section text. This type of interaction 
development requires further development. 
Now the question is: “How will it really work?” 
 After this detailed description of how the RI and DI are laid out and how it could be used 
by the researchers and designers, the theory based methods were tested. The tests will be from 
the designer’s perspective and how the designer will use this modified morphological matrix. 
There have been many hypothesis mentioned in this last section and the following chapters bring 






 A test to examine the use of the RI and DI in a morphological matrix was developed for a 
group of beginner participants. A blank modified morphological matrix, found in APPENDIX A, 
was filled in with data from two researcher paper. These participants must have had previous 
exposure to both the Three Functions of an Artifact, which was the basis of the organization of 
the charts, and the use of a basic morphological matrix, which requires knowledge of how to 
operate the chart to gain their desired design results.  Fortunately there was a large group of 
students that had just completed a project which utilized both of these tools in a studio course. 
There were several others who had both key components presented previously in classes and 
during professional organization conferences. Anyone who has gone through the training session 
made up of two series of presentation slides should have a grasp of the larger concept of how this 
tool was to function and how the information would be structured. An additional review was 
built into the beginning of the testing materials, shown in APPENDIX B. 
 The participants were regularly notified in class and during the organizational meetings 
that this study was going to be made available to them if they would like to participate. The 
study was placed in a public location in the school of architecture for their access and the results 
were to be returned to the same location. This resulted in having 38 participants in this study. 
What is Being Tested. 
Three primary areas of attention were the focus of these studies. First being the accuracy 
of the designers results based on the available data in the study. The second area was to check 
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how the participants may have used the DI if they had used it at all. The third area of focus was 
to evaluate what the perceptions of usefulness was for the designers. 
Construction of the Experiment. 
In the past many participants had used a morphological matrix, outlined by the Three 
Functions of an Artifact, within the scope of an industrial design project. All of the participants 
had seen the presentations, presentations materials enclosed in (APPENDIX B), covering the 
Three Functions of an Artifact and the use of a Morphological Matrix at least once.  
There were two scenarios given to the participants in the testing material. The first was 
placing the participant in the scenario of being a designer for a project and the typical flow of 
information from researcher to designer and designer forward to production. It was said that the 
flow of information would include several feedback loop opportunities and in the end the most 
refined solution would move forward to manufacturing. This was to establish or remind the 
participants of the macro problem solving environment. 
The second scenario was one to describe the complex problem they were to solve. This 
scenario was based on a real complex problem of meeting communication needs for the Rwanda 
coffee farmers and co-op members. Because of the obscurity of the topic the likeliood of 
participants basing their answers on their previous knowledge of the subject, rather than relaying 
on the research data provided, maybe greatly be reduced. This lack of preconceived solutions or 
scenarios was a benefit to the study. 
This Rwanda data used in the second scenario and in the RI, DI, some Parameters, and 
the Parameter Options, was collected from two unpublished papers on Rwanda Information 
Communication Technology (ICT) in Rwanda. The Rwandan ICT researchers spent an entire 
semester studying ICT for economic development and then traveled to Rwanda for several weeks 
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to collect data. The first paper by Mike Sun, a Georgia Institute of Technology Electronic and 
Computer Engineer PhD candidate, was titled “Connecting the Rwanda Coffee Cooperatives: 
Economic Analysis of Network Deployments for Rural Rwanda.”[Sun, 2006] Much of the 
information relative to the design areas of Production Function and Technical Function was 
drawn from this paper (APPENDIX D). Examples of the Technical Function and Production 
Function information would be which type of telecoms or ISP would be best used to provide 
services or what wireless network technology would serve best.  
The second unpublished papers was co-authored by Kelly Caine, an Industrial 
Psychologist PhD candidate, and Walter Hargrove, a master of Industrial Design candidate. The 
paper’s title was “Information Communication needs of Rwandan Coffee Stakeholders” [Caine, 
Hargrove, 2006]. Much of the Researcher’s Input for the Human Functions was gathered from 
this paper (APPENDIX  E). Examples of the information addressing certain Human Function 
Parameters would be about familiarity of communication devices or the primary languages 
spoken.  
The use of these two papers reduced the test creator’s bias on the test information being 
used. It was all based on a very real situation and created by multiple researchers of multiple 
disciplins. Because the information being placed in the RI portions of the modified 
morphological matrix was being added by an actual researcher who was a designer familiar with 
the chart, this brings a higher level of reality or validity to this research scenario. 
A single input on the DI side was a “note” referring to familiarity and acceptance of an 
artifact by users was added. This was done to add to the perception that this document has 
already gone through one feedback cycle earlier. This note had been taken from an article 
published by Idea/Journal by Walter Schaer:  
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“It is, of course necessary that the user of an object have prior information about 
the object in question, otherwise he may refuse to buy it because of its too new and 
strange conception (lack of necessary redundancy). We know that the association user-
object depends upon the user’s past experiences and his habits (recognition).”[Schaer, 
1963] 
This single DI input, provided by an “outside designer”,  also provides a bit more information 
and complexity, when in combination with the available RI information on the same subject, to 
guild the participant designer in making a selection of three individual Parameters.  
Even though the total Parameters were few in number, the complexity variation of use 
was quite high. The RI information, Parameters, Parameter Options, and the single DI note was 
arranged in such away that a variety of complexities would be present. Examples are having 
multiple Parameters using the same sets of data. A Single Parameter may have information in 
both the RI and the DI. Parameters in the Technical Function may be cross referenced to 
information found in the RI of the Human Function portion. This complexity would require the 
participant to use the document to identify find the solution. 
The Parameters that had information available in the RI for the participant designers also 
had the Parameter Options pulled from the Rwandan Papers. These possible solutions were also 
being considered and evaluated in the Rwandan papers. The remaining Parameters were simply 
created to fill out the document and provide additional reality to the scenario problem.  
The participants were given this filled in morphological matrix to simply select the single 
option they would consider as the best solution. They were led to believe that this was only one 
of the initial concepts development rounds and that further development would, occur by others, 
after their work was finished. They were also encouraged to take advantage of the research that 
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was currently provided when making their decisions, rather than going on their best guess. They 
were told to complete one design concept by selecting one option for each Parameter. During the 
Parameter Options selections, the participants were encouraged to provide input to the system as 
the designer. They were also presented the location of the “Designer’s 
Notes/Comments/Questions” field.  
In the end, there was a short questionnaire, found in APPENDIX B, regarding their 
perceptions and experience of using the modified morphological matrix. This questionnaire was 
broken down into four Likert scales measuring the level of familiarity of a morphological matrix, 
how helpful the provided RI notes were in their decision making, the comfort level of the 
decisions they made, and how useful their DI would be to other members of the development 
team. 
How to Score the Results. 
Three different types of information were taken from this research study, found in 
APPENDIX C. The first was to capture the percentage of correct scores to six particular 
Parameters that were spread out in various phases of the matrix. These Parameters were selected 
to be scored based on the correct solutions that could be found only by using the data provided 
from the two Rwandan research papers much of this study was built around.  
The second type of information was by tabulating the input use, which phase and what 
number of different inputs the participants placed in the DI. Further information about what type 
of inputs and who applied any DI at all was collected in the questionnaire. 
The third type of data collected was the participants’ perception via Likert scales. And 




Success Rate of the Tool in Problem Solving 
The actual Rwandan researchers developed the conclusions to their papers based on 
interpretation all of their highly detailed data. The participants’ conclusions were developed 
completely from the designer’s interpretation of the much smaller volume of data provided in the 
RI. The actual Rwandan researchers’ conclusions will be marked on a chart and be over laid by 
participant aggregate data. This will track if there is any similarity in the solutions given the two 
different arrangements of information, and the two different levels of familiarity to the Rwandan 
problem environment. 
The Examination of How the Designers Used It. 
The participant designers’ notes, comments, and questions will be categorized based on 
what type of statement it is. Is it a question to other designers and to the researchers? Is it a 
comment about the Parameter Options selected for future development stakeholders like other 
designers, engineers, marketing, or manufacturing? Did they have suggestions of specific types 
of information needed or simply wanting more information?  
If data found in the DI area was directed to the creator of the morphological matrix that 
would simply be placed under the participants’ input area of the final questionnaire. Similarly, if 
the participant placed data in for the answer to question number seven that actually was 
addressing a Parameter, that information would be organized under the appropriate ID input 
field.  
Perception of its Usefulness 
The perception of usefulness will be derived from the questionnaire data set. A copy of 
the questionnaire is provided in (APPENDIX  B). It is made up of four Likert scaled questions, 






 The research data collected was organized based on the Theory of Signs. The sign vehicle 
was the modified morphological matrix and questionnaire. The first portion of research was with 
in the semantic dimension as it examined the single selected concept of the Rwandan coffee 
farmer’s communication device. The over all meaning of the solution was developed by selecting 
a solution for each Parameter. What was the quality of this meaning?  
The second the set of findings were exploring the syntactic results of the participants use 
of the RI and DI feedback mechanism created for this given Rwandan project. Where did the 
participants place their input? What was it linked to? What Parameter did the designer assign the 
input they provided? Did the DI refer to something already with in the current feedback system 
or was it asking for new information outside of the system?  
The third portion of the research and findings was to identify the pragmatic or human 
function of use of the sign vehicle in the design process. Did it perform as a helpful tool to the 
designer, would it be helpful to the other members of the design team? What was the level of 
familiarity of this too the designer? These findings, because of the holistic semiotic approach, 
thoroughly describe the feedback mechanism used in this morphological matrix in complex 
problem solving. 
Success Rate of the Tool in Problem Solving 
To measure the success rate of the participants selecting the correct option in the 
morphological matrix, only six Parameters were chosen to be scored in the morphological 
matrix. Only the Parameters, which correct answers can be derived from the RI data submitted 
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from the two referenced Rwandan studies, were scored. By taking these six critical Parameter 








Because this study was only a snapshot of a single cycle design process, found in Figure 
18, but also allowed input from designers to feedback to researchers, there is still an opportunity 
for the researchers feed-forward requested information that would assist the designers to select 
the correct answer. When scoring, if the designer picked the wrong answer in the critical 
Parameter but also provided input in the DI column referring to that specific Parameter, the 
answer was not marked incorrect. This is because the design cycle allows the opportunity to 
select the correct answer in the next round. With the ability or willingness of the designer to 
record the DI, the feedback keeps the design process alive. If the designer selects the wrong 
answer and does not provide any feedback to the researchers, the opportunity for new 
information dies along with the opportunity of selecting the correct solution.  
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After scoring each of the thirty five participants six critical Parameters, we found that 
83% correctly selected two thirds of the answers correctly and 50% had selected five out of the 
six critical Parameters correctly. This is quite remarkable seeing how none of the participants 
had ever read the research data collected in the two new Rwandan research documents. 
How the Designers Took Advantage of the New Tool 
Simply making correct selections to the Parameters was only a portion of this study. The 
designer’s use of the RI and DI tools was also being measured. The correct selections of the six 
critical Parameters, which could only occur by the use of the RI, are a way of measuring the 
utilization of the RI’s.  
The number of participants who used the DI was recorded in the questionnaire along with 
the reasons why some designers did not add any Designer Inputs. According to the results 77.1% 
of the designers did make use of the DI. There was also a space allowed for the participant to 
explain why they did not use the DI. The two participants responded with the thought that they 
did not believe their input would be much help. This could be an indication of a participant with 
less design experience. 
Another measure broke down the DI use into the seven phases, such as economic-social, 
direct technical function, planning or manufacturing, had designers provided inputs (see Figure 
19). The final measure scored the designers who did use the DI, by finding the average number 
in different inputs per DI phase shown in Figure 19. 
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Figure 19: Percentage of participants that provided input and how many inputs in the Human Function DI. 
 
Figure 20: Percentage of participants that provided input, and how many inputs, in the Technical Function DI. 
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The types of information the designers wanted to provide in the DI was recorded in 
question six of the questionnaire, seen in Table 2. Question six provided five predetermined 
options of types of information that could be added to the DI. Three “other” categories were also 
available for the designer to fill in any additional, unlisted type of information. The four 
participants who responded with an “other”, stating that they generally wanted more information 
or more background information.  
 44
 

















The Perception of its Usefulness 
Four questions sought out the participant’s perception of the familiarity with the use of a 
morphological matrix, the helpfulness of the RI when making their decisions, comfort level of 
making decisions, and the helpfulness of their DI to other members of the development team. 
According to the participants self rankings of familiarity, helpfulness, comfort levels, and 
usefulness, the following key findings were found: 
 44% of the participants felt like they possessed little or no familiarity with the use of 
a morphological matrix. While 50% participants were familiar to extremely familiar 
with the morphological matrix. 
 82% found the “Researcher’s Notes/Comments” where helpful in making decisions.  
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 63% of the participants were uncomfortable with making decisions. 
 67% thought their input as designers would be helpful to other members of the 
development team. 
The combination of the facts that 44% participants felt like they were unfamiliar with the system, 
and 63% were uncomfortable with their decision remarkable when one considers that 82% 
thought that their inputs would be helpful and that 83% correctly selected two thirds of the 
answers, and 50% had selected five out of the six critical Parameters correctly. This shows the 







 The RI and DI communication mechanism, which are sets of consolidated information 
focused on particular Parameters of the problem space, can be used successfully in complex 
problem solving. These successes include a holistic and universal organized methodology, using 
the semiotics and the Three Functions of an Artifact to structure research information for 
decision makers. The designer has a higher likelihood of good design solutions to complex 
problems, even though the designer may have limited or no previous experience to the problem 
context, when using the provided RI and DI. The designer took the opportunity to feedback 
requests and gain the appropriate information needed from researchers. The designer also 
provided useful information to the development team needed further down the design process.  
Other Applications 
The RI and DI columns can also be applied and be beneficial to other problem solving 
charts that uses the Three Functions of an Artifact as a structure. These charts maybe useful 
during product development, product evaluation, and product documentation steps of a project. 
Other than the morphological matrix, examples of charts that can use the similar semiotic 
structure are an analysis and evaluation checklist, a right-wrong chart, and a comparative product 
chart. Both the RI and DI may be able to explain, record, or remind why certain decisions during 
the use of any of these charts.  
All of the recorded RI and DI can be stored as a permanent and dynamic project record. 
Information can be added at any time or copied from this document and applied to future similar 
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projects. This document should not be the single all inclusive record of the entire project. A more 
complete project report should be maintained that goes beyond this researcher and designer 
feedback and feed-forward communication. [Ullman, 2003] 
 
Future Studies/Research/Nest Steps 
This study only tests the concept of the RI and DI communication mechanism. Much 
further work is needed to bring the concept up to a higher level for actual use. One aspect of the 
development of this feedback recording mechanism that was not addressed is the user interface 
design. This chart only used information in a text format. The static text fields were difficult to 
read or require a good deal of zooming and panning of the document. The ability to have links, 
symbols or icons to connect the user to the information could be explored. The incorporation of 
graphs, charts, sketches, photographs, and other static or dynamic forms of presenting graphic 
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Under the USAID lead PEARL project, a number of Rwandan coffee cooperatives now sell high 
profit, specialty coffee to the international market.  Essential to the project’s success has been the 
“richness” in relationships developed between cooperatives and international buyers.  As the 
project nears completion, management and operation responsibilities will be transferred from 
USAID directly to the local cooperatives.  It is critical for the cooperatives to maintain and 
cultivate these vital business relationships.  Currently however, none of the cooperatives have 
Internet connectivity and few have phone service.  USAID wishes to deploy a low-cost, 
economically sustainable network to the cooperatives that will provide at minimum, e-mail 
capabilities. 
 
Ten cooperatives are to be connected with varying levels of Internet service.  Some cooperatives 
seek high bandwidth solutions that will support cooperative-run cyber-cafés, bandwidth re-
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selling, and voice-over-IP, while others desire only connectivity adequate for e-mail.  This work 
proposes several wireless network technologies and topologies capable of connecting the 
cooperatives.  Economic models for WiFi (802.11), pre-WiMAX (proprietary OFDM), VSAT, 
GSM/GPRS, CDMA2000 1x, and CDMA2000 EVDO based deployments utilizing point-to-
point, point-to-multipoint, and cellular-based topologies are constructed and analyzed.  Resulting 
from the analysis are insights on proper technology choices—fixed-link versus cellular-based 
wireless deployments—key cost factors, and the impacts that NGOs and other external funding 
agencies have on local telecom tariffs. 
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1.  Introduction 
Devastated by the genocide of 1994 and by a collapse of international coffee prices throughout 
the 1990s, the Rwandan coffee industry partnered with the United States Agency for 
International Development (USAID) to foster the production and sale of high end, specialty 
coffee, capable of commanding high prices.  Through managerial and technical support, the 
USAID Partnership for Enhancing Agriculture in Rwanda through Linkages (PEARL) project 
has successfully helped local coffee cooperatives grow, process, and distribute their high quality 
coffee beans to buyers worldwide.  As a result, cooperatives under the program have seen their 
revenues quadruple and exports increase tenfold. 
 
The high end, specialty coffee industry brands itself as “relationship” coffee.  Purveyors of such 
coffee seek its uniqueness both in taste and in its origins.  Marketed as more than just coffee, 
consumers are attracted by its regional uniqueness and its positive economic impacts on the lives 
of its growers.  USAID/PEARL has done an extraordinary job in developing and nurturing these 
“rich” relationships cooperatives and international buyers from communicating logistical 
information such as production figures and quality ratings to providing valuable “soft” resources 
such as the personal stories of coffee farmers that had been afflicted by the genocide. 
 
As the USAID/PEARL project comes to a close however, all managerial and business operations 
must be taken over by the cooperatives.  Currently, none of the cooperatives have Internet 
access, and telephone service is sparse.  The USAID Last-Mile Initiative (LMI) aims to provide 
at minimum, e-mail capabilities to the cooperatives.  Higher bandwidth solutions will enable 
voice-over-IP (VoIP), rich web content, and higher fidelity media such as streaming video.  
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Survey work by Caine and Hargrove (2006) have revealed the strong desire of cooperatives for 
high bandwidth Internet services such as the World Wide Web and voice-over-IP (Caine and 
Hargrove 2006).  Likewise, international buyers have indicated their interest in live video 
streams from coffee farms as a means of enhancing the “relational” experience in their coffee 
shops. 
 
Even with the support of USAID/LMI, connecting all of the cooperatives and providing high 
bandwidth remains an economically challenging endeavor.  This work aims to study in detail a 
range of potential wireless network solutions incorporating WiFi (802.11), pre-WiMAX 
(proprietary OFDM), VSAT, GSM/GPRS, CDMA2000 1x, and CDMA2000 EVDO 
technologies in various point-to-point, point-to-multipoint, and cellular-based arrangements.  
Economic models incorporating deployment costs and estimated revenue streams are then 
constructed for the proposed network solutions.  Analysis of the resulting models reveals two 
major insights:  
 
1. Cellular-based Wireless Wide-area network (WWAN) deployments such as GPRS, 
CDMA2000 1x, and CDMA2000 EVDO are the preferred solutions if enough aggregate 
demand exists within the coverage area; otherwise fixed-link WWAN deployments 
utilizing WiFi and WiMAX are more viable when specific locales must be reached and 
regional demand is uncertain. 
2. Operating expenses such as human resources and bandwidth dominate the overall costs of 
these networks.  Bandwidth tariffs generally rise exponentially as bandwidth 
requirements are increased, but can display great variability across technologies.  This is 
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a result of the complex set of revenue and external funding streams telecoms receive that 
subsidize certain technologies deployments in differing ways. 
 
2.  Related Work 
The corpus of work relating to network deployment for rural regions generally falls into three 
categories: high-level qualitative commentaries on factors critical to sustainable Internet access; 
case study reports on real-world deployment experiences; and economic analyses of deployment 
strategies and technologies. 
 
Best and Maclay (Best and Maclay 2002) argue that disinterest of businesses and political 
entities in undertaking the provisioning of Internet access in rural is chiefly due to the 
misconception that markets do not exist for such endeavors, requiring economic subsidy and 
financial loss.  They believe Internet access is sustainable given low capital and recurrent costs, 
diverse fees and services, proper use of network effects, appropriate policy, and sufficient local 
capacity.  Several other works support the claims of Best and Maclay.  Hudson cites the 
explosive growth of mobile phone services in rural areas and argues that demand does exist for 
Internet access (Hudson).  Galperin (Galperin 2005) highlights the potential benefits of using 
WLAN technologies by theorizing about the potential low cost deployments involving WiMAX, 
and cites examples of successful WiFi deployments in Peru. 
 
In contrast to high-level analyses, a number of projects have deployed experimental wireless 
networks in rural areas around the globe.  The N-Logue project employed a Wireless Local Loop 
(WLL) network technology developed by the Indian Institute of Technology-Madras called 
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CorDECT, in providing low cost Internet access to rural regions in India (Narayanan, Jain et al. 
2005).  The Digital Gangetic Plains project developed and deployed a mesh network in the rural 
plains of India utilizing low cost WiFi links and equipment (Bhagwat, Sanghi et al. 2004).  
Improvements to the 802.11 protocol for long-distance use were made as a result of the project. 
 
Most similar to our work is the economic analysis performed by Mishra, Hwang et al. (Mishra, 
Hwang et al. 2005) on the sustainability of various WLAN and WWAN technologies.  Their 
model examines a deployment in Akshaya, India, and concludes that a network utilizing WiFi for 
the back-haul links and CDMA450 for the access network provides the lowest cost solution. 
 
3.  Project Setting 
Rwanda is a small, landlocked country in East Central Africa comprised mostly of grassy 
uplands and hills with a total land area of roughly 26,000 square kilometers.  With a population 
of over eight million inhabitants, it is the most densely populated country in Africa averaging 
230 people per square kilometer (“ECA’s Rwanda-Background”, n.d.).  Despite the high 
population density, the level of urbanization remains low at 6.4%.  The majority of the 
population engaged in subsistence agriculture.  As a result, Rwanda remains an extremely poor 
country with a GDP per capita of US$210 (Nsengiyumva and Stork 2005). 
 
Three telecoms/ISPs currently operate in Rwanda.  MTN-Rwandacell is the dominant mobile 
telecommunications operator with a GSM/GPRS network covering an estimated 70% of 
Rwanda.  Artel has been addressing rural telephony through their satellite-based VSAT 
deployments, but performance and penetration remain low.  Terracom, a new telecom and ISP is 
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aggressively implementing a fiber-backed network and deploying CDMA2000 coverage.  Their 
acquisition of the incumbent government telecommunications provider, Rwandatel, means they 
operate much of the existing wired telecommunications infrastructure (Nsengiyumva and Stork 
2005).  Major urban areas such as Kigali are connected through leased lines, frame relay, ISDN, 
with newer technologies such as fiber and CDMA2000 EVDO now entering the market.  The 
rural areas however still lag far behind in connectivity.  Overall, Internet penetration remains 
extremely low at 0.3% (Stats). 
 
Deploying networks to the cooperatives in rural Rwanda presents unique challenges and 
constraints.  Such rural areas are characterized by low disposable income, high cost per line, 
weak economies of density, and poor infrastructure to support the operation and maintenance of 
networks (Gasmi and Virto 2005).  These areas are coverage-limited, where demand is elastic 
relative to geographic area covered, and not capacity.  The power infrastructure in the rural areas 
of the cooperatives remains primitive with many areas without access to any power.  
Transportation around many cooperative sites is limited, with access restricted by hilly terrain 




Figure 5 - Coffee cooperatives and cell base stations 
Figure 5 shows the geographic distribution of the cooperatives and existing cellular base stations 
around the country.  Many cooperatives are within reach of existing base stations1.  The liberal 
regulatory environment of Rwanda also allows several technologies to be used for connecting the 
cooperatives—voice-over-IP (VoIP) is permitted and the 2.4 GHz frequency spectrum is 
unlicensed.  These factors bring optimism that innovative, cost-effective solutions can be found 
to network the cooperatives. 
 
                                                 
 
 
1 Cellular base stations have a coverage radius of roughly 30 km.  Obstacles such as hills, dense vegetation, and 
other factors can greatly affect actual ranges. 
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4.  Technologies 
In the rural areas of the cooperatives, low population densities and high costs of building wired 
infrastructure necessitate the need for wireless network technologies.  Wireless technologies ar 
used for both wide area networks (WANs) and local area networks (LANs).   
 
4.1. Network Topology 
Wireless WANs (WWANs) are generally constructed in two tiers: a backbone network 
comprised of Points of Presence (POPs) interconnected by backhaul links and access networks 
that connect POPs to endpoints such as telecenters or cybercafés.  WWAN access networks can 
be implemented with a range of topologies, generally falling under two categories.  Fixed-link 
networks provide point-to-point, point-to-multipoint, or multipoint-to-multipoint (mesh) 
connectivity between stationary endpoints.  Cellular networks provide access for entire coverage 
areas to both stationary and mobile clients.  Ranges for both fixed-link and cellular-based 
networks can reach 30 km.  Sites with access to the WWAN access network can further share 
their network connectivity with local entities through the use of a wireless LAN (WLAN).  
















Figure 6 - WWAN and WLAN topologies 
4.2. Network Technologies 
Since a backhaul network exists in most parts of the country, we focus our attention on access 
networks. 
 
WiFi (802.11g): Originally designed for short-range LAN use, the use of higher power 
transmitters and high-gain direction antennas enables long range point-to-point links of up to 30 
km to be achieved.  802.11g operates in the unlicensed 2.4 GHz frequency spectrum, providing 
both high capacity and long range.  The standard’s immense popularity has allowed significant 
commoditization of equipment resulting in very low costs.  For our work, we have chosen the 
Cisco 1300 series of 802.11g access points and bridges. 
 
Pre-WiMAX OFDM: WiMAX technology promises much greater capacity and range than 
WiFi through the use of a technique called orthogonal frequency-division multiplexing (OFDM).  
WiMAX has only recently been ratified, and equipment has yet to appear in marketplace.  We 
have chosen to evaluate other OFDM-based technologies, so called pre-WiMAX equipment, as 
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representative of WiMAX’s capabilities and costs.  Motorola’s line of Canopy solutions provides 
OFDM equipment capable of operating in the 2.4 GHz (unlicensed) frequency spectrum.  
Specifically, we evaluate the Motorola Canopy 2.4 GHz, 10 Mbps line of backhaul equipment2.  
This equipment provides point-to-point links reaching up to 30 km. 
 
VSAT: VSAT satellite technology provides network connectivity to sites without the need for a 
backhaul network.  Artel is the primary operator of VSAT services in Rwanda, and we have 
performed our evaluation based on the performance and costs figures they offer. 
 
GSM/GPRS: A second generation (2G) cellular technology, GSM is the voice communication 
component, while GPRS provides data services of up to 48 Kbps.  Depending on how 
GSM/GPRS base stations are configured, coverage can extend up to 30 km.  Modeling their 
costs and revenues can be extremely difficult however; such information is often kept under 
wraps by telecoms and equipment vendors.  For that reason, when modeling the GSM/GPRS, we 
rely on the pricing of services offered by MTN-Rwandacell. 
 
CDMA2000 1x/EVDO: A third generation (3G) cellular technology, CDMA2000 provides both 
voice and high bandwidth data services.  CDMA2000 1x allows up to 144 Kbps of data 
bandwidth while the newer revision, CDMA2000 EVDO, can deliver up to 3.1 Mbps on the 
downlink and 1.8 Mbps on the uplink.  Both technologies share similar ranges of up to 30 km.  
                                                 
 
 




Similar to GSM/GPRS, data equipment costs and revenue are difficult to obtain; we therefore 
base our models on subscription prices offered by Terracom. 
 
5.  Methodology 
Our analytical approach evaluates the costs and potential revenues associated with deployments 
at various cooperatives for each technology, utilizing the net present value instrument to 
determine economic viability over a ten year period.  Our approach: 
 
1. Models the costs of various fixed-link WWAN access technologies. 
2. Models the costs associated with various WLAN technologies. 
3. Determines the network needs and estimates potential revenue streams for the various 
types of cooperatives. 
4. Determines the net present values (NPVs) of deployments for four types of 
cooperatives utilizing various WWAN and WLAN technologies. 
 
5.1. Cost Modeling Fixed-Link WWAN Access Technologies 
We model the capital expenditure (CAPEX) and operating expenditure (OPEX) costs associated 
with WiFi and Motorola Canopy 2.4 GHz for a point-to-point WWAN access network over a ten 
year period.  CAPEX items include base station equipment and customer premises equipment as 
well as installation charges.  OPEX items include maintenance and power costs.  The technology 




5.2. Cost Modeling WLAN Technologies 
The costs associated with WLANs based on WiFi, Motorola Canopy 2.4 GHz, and Motorola 
Canopy 900 MHz technologies are modeled.  Aggregate costs over a ten year period for the 
various WLANs are calculated.  The lowest cost technology is then chosen to be the baseline 
WLAN technology choice for the remainder of the analysis. 
 
5.3. Determining the Needs and Capabilities of the Cooperatives 
There are ten cooperatives requiring varying forms of Internet connectivity.  We have 
categorized them into four types according to their needs and characteristics.   
- The Sub-POP cooperative type resides in a locale with a substantial business district.  
There is enough demand to support a cooperative-owned cybercafé and the reselling of 
capacity to local schools, health centers, and government offices.  They require fairly 
high bandwidth (at least 384 Kbps) and a WLAN network to share Internet connectivity 
with neighboring entities. 
- The Telecenter cooperative type operates a cybercafé, but does not resell bandwidth to 
local entities.  256 Kbps of bandwidth through the WWAN is sufficient.   
- The Rich cooperative type desires high quality connectivity (at least 128 Kbps), but 
does not run a cybercafé or resell to local entities.   
- The Minimalist cooperative type resides in an isolated locale and requires minimal 
connectivity for e-mail use (48 Kbps). 
 
5.4. Assessing the Overall Economic Viability of Deployments 
Using a discount rate of 15% over a ten year period, we model the NPVs of deployments 
utilizing the most lowest cost fixed-link WWAN technology (determined in Section 5.1), VSAT, 
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GSM/GPRS, CDMA2000 1x, and CDMA2000 EVDO for all four cooperative types.  When a 
WLAN is needed to resell capacity to local entities, the lowest cost WLAN determined in 
Section 5.2 is used. 
 
CAPEX items: 
- Base station equipment (access points, antennas, routers, power supplies, wiring) 
- Customer premises equipment (computers/laptops, network cards, routers, wiring, 
power supplies) 
- Mounting equipment and installation costs 
 
OPEX items: 
- Maintenance and power costs 
- Personnel expenses (cybercafé manager) 
- Bandwidth/Internet subscriptions 
 
Each cooperative is assumed to be capable of affording US$220 annually for Internet access by 
itself.  A cybercafé run by the cooperative is estimated to earn US$3198 annually.  For Sub-POP 
type cooperatives, it is assumed that bandwidth is resold to three neighboring entities, generating 
combined revenues of $US660 annually. 
 
6.  Economic Analysis 
We report in this section the results of our economic models, highlighting key cost factors and 
preferable technology choices. 
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6.1. Costs of WLANs 


















Figure 7 - Aggregate costs of various WLAN technologies over a 10 year period 
Figure 7 illustrates the costs associated with deploying a WLAN at a cooperative site, allowing 
three other local entities can share network connectivity.  For all three technologies, the ratio of 
CAPEX to OPEX costs is nearly the same, roughly 1.1.  Though all are relatively comparable in 
cost, a WLAN based on WiFi provides the lowest aggregate cost.  A WiFi WLAN is used as the 




6.2. Costs of Point-to-Point WWAN Access Technologies 






















Figure 8 - Aggregate costs of various WWAN access technologies over a 10 year period 
We see in Figure 8 that CAPEX and OPEX for point-to-point WWANs have roughly the same 
ratio as in the WLAN case.  However, the Canopy 2.4 GHz solution becomes the lowest cost 
solution when long range is required. 
 
In examining the CAPEX structure for the three technologies, we see that equipment costs are 
distributed differently.  Figure 9 illustrates that for WiFi, the costs are fairly evenly distributed 
between the POP and the cooperative site.  In the case of Canopy 2.4 GHz, a significantly larger 
proportion of the cost is borne at the cooperative site.  For Canopy 900 MHz, the situation 





















Figure 9 - Point-to-point WWAN CAPEX 
 
6.3. Overall Viability of Technology Deployments 
After determining that WiFi is the lowest cost solution for WLANs and Canopy 2.4 GHz for 
fixed-link WWAN access networks, we proceed to determine the overall economic sustainability 
of deployments utilizing these technologies in addition to VSAT, GSM/GPRS, CDMA2000 1x, 
and CDMA2000 EVDO.  We derive NPVs over a 10 year period for each technology solution 
and cooperative type in Table 3. 
 
Table 3- NPVs of various technology solutions 
Net Present Value 
Technology 
Minimal Coop Rich Coop Telecenter Coop 
Sub-POP 
Coop 
Canopy 2.4 GHz -$8,072 -$12,105 -$15,814 -$39,377 
VSAT - -$29,400 - - 
GSM/GPRS -$2,352   - - 
CDMA2000 EVDO -$8,309 -$10,999 -$16,729 -$30,024 
CDMA2000 1x -$4,814 -$8,847 -$17,804 -$28,952 
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None of the proposed solutions produce a positive NPV for any cooperative.  For the Minimal 
cooperative type, existing GSM/GPRS from MTN-Rwandatel is the most cost effective.  For a 
Rich cooperative type, the existing CDMA2000 1x service provided by Terracom proves most 
cost effective.  As bandwidth requirements increase, the Canopy 2.4 GHz fixed-link solution 
becomes the most viable solution.  Surprisingly however, as bandwidth requirements increase to 
384 Kbps for the Sub-POP cooperative type, the cellular-based CDMA2000 EVDO technology 


















Figure 10 - Bandwidth as a fraction of costs for Canopy 2.4 GHz 
We investigate further how varying bandwidth requirements affect technology choices.  In 
Figure 10, we see that bandwidth costs make a significant portion of the total cost of a 2.4 GHz 
solution, at least 35% for any given cooperative type.  Figure 11 illustrates that at lower 
bandwidths (64 Kbps, 128 Kbps), CDMA2000 1x has the lowest cost of bandwidth.  When 256 
Kbps of bandwidth is needed, the cost of bandwidth rapidly increases for CDMA2000 1x, while 
the cost of bandwidth for a Canopy 2.4 GHz deployment grows at a much lower rate.  But when 
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384 Kbps of bandwidth is needed, the cost of bandwidth skyrockets for the Canopy 2.4 GHz 
deployment, resulting in the CDMA2000 1x deployment having the lowest bandwidth costs.  
This leads to the conclusion that the price of bandwidth for each technology deployment is the 















Figure 11 - Internet bandwidth/subscription costs 
 
7.  Discussion 
Bandwidth as the Key Cost Factor 
The analysis has shown the sensitivity of cost effective deployments to bandwidth prices.  More 
important than equipment costs and the transport capabilities of access technologies is the 
technology’s ability to determine the price at which it can obtain bandwidth.  As was seen, the 
pricing for bandwidth can vary greatly across technologies and capacity.  Such disparate and 
non-linear pricing of bandwidth may be surprising since all technologies solutions eventually 
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utilize the same backhaul network.  One reason is that fixed-link solutions do not allow much 
overbooking of leased bandwidth, while cellular-based technologies can take significant 
advantage of such a scheme.  But more significant reason is due to the complex pricing 
structures developed by the bandwidth providers.  Raw backhaul bandwidth costs—the actual 
costs to the backhaul providers—grows exponentially as bandwidth capacity is increased.  It is 
often the case however, that funding from various donor organizations and government entities 
will be earmarked for particular technologies or deployments.  For example, CDMA2000 
deployments may have a large portion of their costs subsidized and this subsidy is then reflected 
in the reduced tariffs for CDMA200 bandwidth.  As a result, what determines cost-effectiveness 
for network deployments in Rwanda is not necessarily the lowest cost technology solution, but 
the technology solution that has received greatest subsidy or support within a telecom. 
 
Fixed-link versus Cellular Deployments 
The analysis has shown that both fixed-link and cellular-based deployments can provide the most 
economically viable solution depending on bandwidth needs.  All of these models have so far 
assumed that cooperatives are within range of an existing cellular tower.  For point-to-point 
WWAN technologies, this means that costs for a POP include only the WWAN equipment, and 
not the expense of physical tower construction.  Cellular solutions such as GSM/GPRS and 
CDMA2000 1x/EVDO were modeled under the assumption that such services were already 
available or would be made available to the cooperatives at the current market prices offered by 
the telecoms.  A corollary to this assumption is that existing cellular deployments often have 
enough aggregate demand in their coverage areas.  If a cooperative is not within range of an 




For cellular operators, the rough cost of deploying a new base station (tower and equipment) 
exceeds US$100K.  In order for the operator to offer their advertised subscription prices, enough 
latent demand would have to exist in that locale to offset the large capital cost.  These rural 
regions are marked by uncertainty of demand and provisioning of new base stations can be a 
risky endeavor. 
 
When specific sites in areas in which cellular towers do not already exist must be connected, it is 
a less risky proposition to deploy fixed-link access networks.  Even with the cost of new towers 
factored in, the total CAPEX of such deployments remains below US$40K—well below the cost 
of new cellular base stations. 
 
 
8.  Conclusion 
We have evaluated the costs for several technology deployments capable of connecting the ten 
coffee cooperatives around rural Rwanda.  Depending on the needs of individual cooperatives, 
various technologies offer the lowest cost solution.  These choices are dictated less by actual 
technical capabilities and costs, but rather by bandwidth tariff structures offered by backhaul 
providers.  When a cooperative is not within range of an existing base station tower and latent 
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Rwanda is one of the poorest countries in Africa. Even with few natural resources, no ocean 
ports, and serious social issues, Rwanda has the potential to flourish economically.  High end 
Arabica coffee beans, which command a high price on the international market, are grown with 
great success in Rwanda.  Our research examined the current communication network in the 
Rwandan coffee agribusiness and evaluated the system with an eye toward improvement. We 
also examined the potential user’s familiarity with communication devices. Some of the key 
findings show that both high frequency domestic communication and high cost international 
contact could benefit from the application of ICT’s (Information and Communication 
Technologies).  In addition, despite having little experience using most ICT’s, Rwandan farmers 
are eager to integrate ICT’s into their everyday agricultural practices.  In addition to the 





Information and Communication needs of Rwandan Coffee Stakeholders 
Despite the promise of economic development through information and communications 
technology (ICT) most ICT projects in developing countries fail (Heeks, 2002).  The failure of 
ICT projects in developing countries can be attributed to Design-Reality gaps which are the 
mismatches between Information System designs and local user realities (Heeks, 2002).  For 
these gaps to be filled the information and communication needs and expectations of the users of 
ICT’s need to be identified and incorporated into the design of a system before the 
implementation phase.  The appropriate time to identify these needs is while a project is still in 
the planning phases.  In addition to design reality gaps, the intensity of the information needs of 
each user may vary thus varying the type of ICT required to meet those needs (Donner, 2004).   
One ICT for development project that is still in the planning phase is a program aimed at 
improving the communication capabilities among a group of coffee industry stakeholders in 
Rwanda.  Over the past few years, USAID has been actively involved in providing management 
and technical support to coffee co-operatives in the Rwandan coffee sector.  This support has 
allowed a trend toward developing the relationships which facilitate the sales of specialty coffee 
which brings much higher prices than traditional coffee.  These higher coffee prices mean more 
profits for coffee cooperatives and farmers which may lead to increased economic development 
in rural areas of Rwanda.  However, for the success to continue, the coffee cooperatives and 
farmers must begin to manage their business relationships on their own.  A critical part of 
managing these business relationships includes communicating between customers and suppliers 
who are mostly European or American.  These European and American customers often initially 
travel to meet the suppliers face to face.  However, once the relationship is established, many 
buyers expect to be able to have instantaneous contact with the farms and co-ops via telephone 
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and through email.  To remain competitive on the global coffee market, the cooperatives need to 
have access to such communications technologies.  USAID through its Last Mile Initiative 
(LMI) hopes to encourage the implementation of these technologies in the co-operatives (LMI 
Proposal – Rwanda).  However, for the project to be successful long term the design of the 
information and communication technologies must not fall prey to design-reality gaps.  Before a 
technology is chosen and implemented in Rwanda the information and communication needs of 
the potential users of the system must be assessed. 
Background on Harvesting and Coffee Processing  
The quality of the coffee bean is greatly determined by more than the genetic properties 
of coffee beans. The environment, cultivation methods, and post harvest processing (i.e. storage, 
hulling, sorting, and roasting) have additional considerable effects on the quality of the coffee. 
The remaining information in the Harvesting and Coffee Processing and Coffee Bean Quality 
Assessment is drawn from Wintgens (2002) book Coffee: Growing, Processing, Sustainable 
Production. A Guidebook for Growers, Processors, Traders, and Researchers.   
Both the robusta and arabica coffee bean’s basic structure made up of an external skin 
called the exocarp which turns red or yellow when ripe, a mucilaginous flesh called the mesocarp 
or pulp and two grains or beans called endosperm.  There are three ways to process the coffee 
bean; a dry-process (natural coffee) which dries the entire cherry (most often robusta) until the 
whole hull is removed mechanically, wet-processed (washed coffee, primarily arabica) which 
requires large amounts of water to remove the exocarp and part of the mesocarp, and semi-dry 
process (pulped natural) which blends steps of both dry and wet- processing.  The type of 
processing used affects how harvesting must be done. 
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There are two common methods of manual harvesting: selective and stripping.  Selective 
processing produces the highest quality bean and greatly affects the quality of the final product.  
However, selective harvesting requires a well trained labor force to select the ripe cherry from 
the immature cherry on the tree.  In contrast to the selective method the stripping method 
harvests all of the cherries in one picking round which can lead to unripe cherries being 
processed.  To provide the best quality coffee bean, when using wet-processing techniques, all of 
the cherries must be ripe because cherries at other maturation levels can jeopardize the flavor of 
the rest of the beans. 
Rwandan coffee farmers typically use selective harvesting.  When most of the cherries 
that have been picked are ripe, as often occurs using the selective method, then many steps in 
processing like sifting and flotation can be skipped.  The next step, pulping, utilizes small 
horizontal drum pulpers to separate the pulp from the parchment, or outer layer of the coffee 
bean.  After pulping, the two remaining layers, the mesocarp and coffee bean, are placed 
underwater for fermentation.  The beans do not actually ferment, rather the remaining mucilage 
ferments allowing it to be more easily separated from the bean.  Once fermentation is complete 
the labor and water intensive process of washing occurs.  During washing a wooden paddle is 
used to move the coffee beans through the water causing the remaining mucilage to be dislodged 
from the beans.   
Once the beans are cleaned the next step is the drying phase.  The objective of drying the 
beans is to lower the moisture of the bean thus allowing them to be stored without risk to the 
coffee quality.  In Rwanda, coffee beans are dried outdoors on large porous tables using sunlight 
as a drying agent.  Using this sun drying process, the beans must be frequently revolved to 
maintain the appropriate temperature.  Once dried the beans are weighed and then bagged into 
 103
 
sisal bags for storage or export.  Proper storage can affect the quality of coffee and must be 
carefully executed.  The green coffee is typically roasted in the port cities of the country of 
consumption.  
Coffee Bean Quality Assessment 
Even with recent improvements correct identification of physical defects in green coffee 
remains difficult.  The quality of green coffee is the result of interactions between variables such 
as bean type, soil, climate, husbandry, latitude, altitude, luminosity, harvesting, processing, and 
storage.  The flavor of the coffee is the most important factor in measuring the quality of the 
coffee bean.  However, the overall bean flavor is highly susceptible to contamination by contact 
with spoiled beans that may occur between harvesting and storage.  Rigorous methodical 
procedures in selecting and maintaining the ideal beans are the key to high quality coffee flavor. 
“Cupping” is the evaluation method used to objectively evaluate the coffee bean quality. 
Cupping often occurs twice in the coffee industry, once just after the coffee has been processed 
and then again at the destination port (usually in the United States or Europe).  The Cupping 
scores are documented by both the sellers and buyers and then compared to determine final price 
per pound.  
Determining Information Needs 
Although there is information available about coffee production in general, there is very 
little information about the specific information and communication needs at each stage of the 
process.  For an effective ICT solution to be developed to help Rwandan coffee farmers maintain 
contact with buyers from around the world, information about the needs of the stakeholders must 
be obtained.  The purpose of this study was to perform an information needs assessment which 
would lay the foundation for the implementation of an ideal commutation structure for all 
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stakeholders.  First, we mapped the pathways through which information is currently transferred 
among stakeholders.  This information was critical to uncovering the communication pathways 
through which information currently flows and was also used to understand how information 
should ideally flow.  Second we examined types of information that was needed by each 
stakeholder.  This information served as a basis for recommendations about the best method for 
transferring that information and helped us distinguish between information which may be useful 
to all stakeholders and information which may only be useful to one stakeholder.  Finally we 
explored the technology familiarity and preferences of the coffee farmers and co-op members 
who will be asked to use this technology. 
Method 
Participants 
A total of 61 participants (25 women and 36 men) ranging in age from 18 to 60 
participated in the focus group portion of the study.  Of these participants 29 (14 women and 15 
men) were also interviewed about their technology experience.  In addition, of those participants 
who were interviewed about their technology experience, 14 (6 female, 8 male) were also 
interviewed about their technology preferences.  All participants were either coffee farmers or 
coffee co-op members living and working in rural Rwanda.  For the most part participants were 
educated and literate (see Table 1 and Figure 1). 
Table 4.  Overall Demographic and Educational Characteristics of Participants 
 Gender 
Variable Male Female 
N 36 25 
Age     
Mean 38.28 31.44 
SE 2.07 2.1 
Education   
None 2.8% 4% 
Some 63.9% 32% 
High School  30.6% 64% 
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Missing 2.8% 0% 
    
 
Can read letters 


























Figure 12.  Literacy of Participants 
 
Co-op’s were selected on the criteria of being representative of all of the co-ops involved 
in the PEARL project.  The selection of co-ops for this study was made by the head of the 
PEARL program on the basis of each co-op’s geographical location, proximity to a population 
center and current technology situation (including power and telephone line availability).  The 
co-ops that were selected were: Karaba, Mugombwa, Musasa, Maraba, Nyakizu and Rusenyi 
(see Figure 2) although no data were collected at Rusenyi due to a Gachacha hearing.  Gachacha 
hearings are hearings where community members gather to decide the fate of neighbors who 





Figure 13.  Map of Coffee Co-ops 
Participants were recruited via word of mouth.  Each co-op was contacted in advance by 
the PEARL communications officer and asked to invite interested members to participate.  
Although participants were not formally compensated for their time (and were told they would 
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not be ahead of time), members of the research team did distribute small gifts as tokens of 
appreciation. 
Design and materials 
Demographic information was obtained using a verbally administered questionnaire.  A 
copy of this questionnaire is given in Appendix A.  Current communication situation and ideal 
communication situation were assessed through the use of a focus group.  The focus group 
methodology was chosen because it allows a large amount of data to be collected in a short 
period of time and because of the synergism that is common in focus groups.  Specifically, we 
wanted each of the group members to be exposed to what other members were saying, hopefully 
triggering them to recall some communication experience or desire.  The purpose of the “current 
communication” portion of the focus group was to identify who communicates with whom, how 
the communication takes place, and what the communication is about whereas the purpose of the 
“ideal communication” portion of the focus group was to identify who the co-op members would 
like to be able to communicate with and what information they would like to communicate. A 
copy of the focus group script is given in Appendix B.   
Technology familiarity was assessed through individual interviews about the participant’s 
technology experience.  Cards illustrating common communication methods (both technological 
and non-technological) were used to cue participants to recall which type of communication 
technologies they may have had experience with in the past.  The technology experience 
interview as well as examples of the cards used in this interview are given in Appendix C. 
Technology preferences were obtained using a technology preferences interview.  The 
same cards as used in the technology familiarity interview were used in the technology 
preferences interview.  The technology preferences questionnaire is given in Appendix D.  
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All focus groups and interviews were translated into and administered in Kinyarwanda. 
Procedure 
The protocol for the focus group was similar but not identical at all co-ops.  After giving 
informed consent, participants were seated in a large room or outdoor pavilion and read the 
introduction of the focus group script.  At all but the Mugombwa co-op (which skipped this 
portion of the focus group due to time constraints), the groups were next asked about the current 
communication situation.  Participants were encouraged to feed off each others answers and to 
come to a consensus about the types of communication used and what the communication was 
about before moving on to another communication type.  After the group decided that they had 
exhausted the list of current communication methods the moderator moved on to the “ideal 
communication method” script (the Mugombwa co-op did do this portion of the focus group).  
Again participants were encouraged to come to a consensus about who they would like to 
communicate with and what they would like to communicate with them about.  After the group 
decided they had exhausted the list of who they would like to communicate with the focus group 
portion of the study was complete. 
Responses to the focus group session were recorded real-time by two of the research team 
members independently and later compared for consistency.  Any comments recorded by one, 
but not both of the research team were dropped from analyses. 
Immediately after the focus group portion of the study participants who were selected as 
representative of the group (in terms of age, gender and job (i.e. co-op president, member or 
farmer)) by a member of the PEARL staff, were asked if they would like to participate in the 
individual interview portion of the study.  All participants who were asked if they would like to 
participate in this portion of the study did in fact participate.  For the technology familiarity 
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section participants were given a set of cards (described in the materials section) and asked to 
select the communication methods they were familiar with.  Participant’s responses were 
recorded by a member of the research team. 
To obtain technology preferences a sub-set of participants from 3 of the co-ops (Karaba, 
Mugombwa and Musasa) also completed the technology preferences interview.  For this section 
participants were asked to rank the communication technologies in terms of which they would 
like to use, which they thought were most useful in the coffee business and which they thought 
were easiest to use.  Participants ranked the technologies by placing the cards in order on a table 
or bench.  A member of the research team recorded the order of the cards. 
Results 
Interaction networks were derived from the focus group data by laying out the 
communication stakeholders in an evenly spaced circular pattern. The current and desired 
interactions were plotted between the stakeholders. This graph provides a visual representation 
for analyzing the results.  The interaction network charts demonstrates graphically how elements 
within the Rwandan coffee system relate.  Both current Rwandan coffee interaction network 









Figure 15. Preferred Enhancement of Rwandan Coffee Network 
 
charts display communication networks.  Stakeholders in those networks are divided into three 
categories:  Coffee Production Sector, Coffee Business Sector, and Government Sectors.  
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Category information is shown in the charts using both location and background color.  The 
coffee production sector is shown in light brown, the coffee business sector is shown in light 
green and the government sector is given in light red. The New Coffee Federation and the 
PEARL Project exist at the intersection of two sectors, and are placed overlapping both sectors. 
Current and desired communication patways are illustrated using a line from each 
network node to all the other network nodes where either a) current communication occurs or b) 
coffee farmers expressed a desired increase in communication.  Current interaction is illustrated 
with thin black lines. A thick blue line shows desired new interactions between the local coffee 
co-op staff, farmers and the other stakeholders.  A combination of a thick blue line with a co-
linear thin black line indicates where improved communication is desired with current network 
stakeholders. The number of current interaction lines per stakeholder is scored by counting the 
thin black lines, and are given in the current interaction score for each stakeholder. 
Due to the complexity and importance of maintaining the relationships between 
stakeholders in the Rwandan coffee industries an integrated chart was required to display all 
current and desired communication.  The Rwandan Coffee Network Communication chart (see 




Figure 16.  Rwandan Coffee Farmer Communication Methods and Frequencies 
 
than displaying a series of individual charts, where each chart depicts a different subset of data 
which is disconnected from all others, we designed a new visual method of visual representation 
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which allows several data sets to be compressed into one chart.  This method of visual 
representation allows a viewer to view multiple sets of data simultaneously so that a large variety 
of complex issues may be explored and integrated.  In addition, these representations also 
effectively present key findings from a single set of data, which usually must be accomplished 
through the use of additional charts.  To make more clear the full advantage of the integrated 
data represented in the charts, the following paragraphs also present a verbal explanation of the 
information contained in the charts.  
 The data sets that were used in Figure 4 were taken from six disconnected sets of data 
and then compiled into a single chart.  These originally disparate sets were: stakeholder 
distances, communication frequency, communication method, current stakeholders, desired new 
and/or improved stakeholder connections, and sector category.  The following list provides a 
detailed description of the primary data sets relating to the coffee farmer and Co-op member and 
interactions with each secondary stakeholder (i.e. Kigali banks, Rwanda Ministry of Defense, 
donors, etc):  
 Sector Categories – This help describes what part the sector the stakeholder satellites may be 
involved with.  The background colors on which the stakeholder satellites are resting 
indicate their sector. They may be a part of the business sector, government sector, or the 
sector of people or organizations involved with growing and processing the coffee.  Some 
stakeholders may share roles in two sectors and they are shown overlapping both sector 
ground colors. 
 Current Stakeholders Satellite – Represents the same stakeholders found in the interaction 
network charts.  The current stakeholders are most critical to the Rwandan coffee 
industry.  These are depicted as a thin solid black lined circle which includes the name of 
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the stakeholder, typical annual communication frequency, and current communication 
methods. The travel distance from the coffee farmer and co-op member is based on the 
location on which concentric distance circles (see also Travel Distance).  
 Desired New or Improved Stakeholder Satellites – Data from when the farmer and co-op 
member have indicated a desire to establish a new contact or improved the contact with 
an existing stakeholder.  A desired new stakeholder is represented by an independent blue 
halo with the new stakeholder title. This halo is placed on the satellite relative to the 
physical distance from the co-ops or farmers and in the correct sector category.  No other 
data such as frequency or method is included.  For the desired interaction improvement, a 
blue halo is placed around an existing satellite.  
 Travel Distance – Distance is critical for current face to face and written documents 
distribution.  The stakeholders are organized on satellites (concentric circles) radiating 
out from the Coffee Farmer & Co-op Member center circle. The distances have been 
broken down into the following categories: nearby communities, Kigale, Butari, and 
international with each category occupying its own orbit.   Each concentric circle away 
from the center represents a relative distance that the communication must travel to reach 
the stakeholder. Although the circles are not spaced to scale they do represent the data as 
ordinal (closer in circles are closer to the farmers and further away distances are outer) in 
terms of distance between the coffee farmers and the stakeholder.  
 Communication Methods – These communication methods are currently used to interact with 
the secondary stakeholder.  Symbols representing the communication methodology used 
for each secondary stakeholder are located within each secondary stakeholder satellite.  
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 Communication Frequency – Communication frequency affects the time and energy spent by 
the primary stakeholder to maintain the critical interaction with the secondary 
stakeholders.  Marks around the stakeholder satellites indicate the frequency of 
communication per year.   
 
Evaluation of the current Rwandan coffee interaction network  
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chart and the current interaction score show that the most significant axis of interaction is with 
local coffee co-op staff.  
Gender Differences 
Overall, male co-op members were older than female co-op members, t(59) = 2.25, p = 
.03.  This was the case statistically overall and numerically at all but the Mugombwa co-op (see 
Table 2).    In addition, female co-op members were better educated than male co-op members, 
χ2 (2, N = 61) = 6.70, p = .03, with over 60% (see Table 3) having obtained a high school 
education. 
Table 5.  Demographics by Co-op and Gender 
a  Non-readers were those who reported that they could not read, intermediate readers reported that they could read a limited set of materials 
including letters from acquaintances or periodicals, advanced readers reported that they could read books as well as periodicals and letters. 
 
     Table 6.   Educational Attainment of Male and Female Co-op Members 
 Gender 
 Male Female 
Education Level n % of males n % of females 
 No Formal Education 1 2.8% 1 4% 
 Some school 23 63.9% 8 32% 
 High School graduate 11 30.6% 16 64% 







Because no participants were familiar with either a PDA or beeper, these two items were 
dropped from the rank analysis.  In addition 2 participants did not provide rankings for all items 
both stating that they could not rank items they were unfamiliar with.    
Overall communication method familiarity was determined by calculating the number of 
participants who selected each communication method card.  As shown in Figure 6, all 
participants were familiar with face to face communication, most were familiar with letters, cell 
phones, desktop and laptop computers and faxes, but none were familiar with PDA’s or beepers. 






















































Figure 17.  Percentage of Farmers Familiar with Each Communication Method 
 
Gender was not significantly correlated with technology familiarity, r(59) = .15, p = .45 
indicating that males and females had similar previous contact with these communications 
technologies.  Age was negatively correlated with technology familiarity r(59) = -.45, p =.02 
whereas education was positively correlated with technology familiarity r(59) = .61, p <.001 
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indicating that younger and more educated co-op members had more experience with 
communication technologies.  
 
Communications Methods Rank 
The mean rank for each communication method was calculated by summing the rank 
assigned to the method by each participant and dividing by the number of participants who 
ranked that method.  Participants ranked “cell phones” the lowest (low numbers mean most 
desired, useful or easy to use) in both usefulness and desired future use, but ranked face to face 
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Figure 20. Communication Methods Ranked Order of Ease of Use 
 
Discussion 
The overall intent of this study was to inform our understanding of the information and 
communication needs of Rwandan coffee farmers.  Specifically, the study examined the farmers’ 
current communication situation and how the current situation could be improved.  The study 
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also explored the technology familiarity and technology preferences among the farmers in hopes 
that a technology solution could be matched to this specific user group to improve the 
information and communication situation.  
Overall the results indicate that a technology solution could improve the communication 
situation.  The majority of participants were familiar with some ICT’s and reported that they 
would like to use ICT’s in the future.  However, participants did rank non-technological 
solutions as easier to use than ICT’s.    Participants mentioned that although face to face 
communication is “easier to use” it’s not always “easier.”  For instance many mentioned that in 
order for them to meet face to face with someone, often they had to walk for many hours.  For 
example, we heard the following story recounted:  
After hours of travel the farmer or co-op member would finally reach an assembly point 
where they were expecting to meet face to face with another stakeholder.  However, upon 
arrival, the farmer would come to find the person they were intending to meet was not 
there.  While waiting for the other person to come, they would question to themselves, 
‘Are they not coming at all? Are they just a little bit late? Have they already been here 
waiting and have decided to return? Have they just stepped out for a quick bite to eat? 
Have they forgotten? Have I wasted my time walking all the way over here?’ 
This process could often take a whole day, with the possibility of a missed meeting quite 
real.  However, problems such as this could be avoided if only stakeholders could communicate 
real time.  After evaluating the frequency of these types of meetings, and considering the 
importance of maintaining the personal relationships between stakeholders future ICT’s would 
be a remarkable and frequent benefit to all stakeholders.  
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In retrospect, to better evaluate with quantitative data it would have been better to have 
designed the question of ease of use with an additional location component.  As it is, it seems 
that participants answered this question in terms of using the communication method with others 
who are co-located (where face to face communication is possible), rather than for 
communication with those who are a great distance away.          
All desired communications mentioned in the interviews are in the coffee business sector.  
Both individual coffee farmers and expert farmers expressed the desire to have access to 
information directly from existing stakeholders.  Currently, the co-op staff is fulfilling this role 
specifically in regard to relaying general agriculture, governmental, and business data to the 
farmers.  However, much of the co-op staff’s time and effort could be saved or better utilized if 
farmers had independent access to this type of specific information (especially personal banks 
accounts, a crop peculiarity found in their field, etc). 
The appraisal of the preferred enhancement of new Rwandan coffee interaction networks 
showed a surprising interest of many of the stakeholders in the Coffee Producer Sector who are 
interested in improving connections with stakeholders in all three sectors.  
An assessment of the relative distance in the Rwandan coffee network communication 
identified that the most desired future contacts are also the stakeholders at the greatest physical 
distance from the coffee farmer and co-op member.  Most of the high frequency contacts are co-
located or nearby other stakeholders.  The banks, PEARL project headquarters, The Ministry of 
Defense, and the new coffee federation, because of the high frequency of communication, could 




Regrettably we did not collect data on the language(s) the participants spoke.  However 
based on observation as well as a casual interview with our translator none of the participants we 
met with spoke fluent English, and in fact probably spoke only Kinyarwanda fluently, although 
some may have spoken some French.  The language issue, although not explored in this study, 
may be a significant barrier to the successful use of ICT’s in Rwanda.  Others are attempting to 
overcome this barrier (Felix? Do we have a ref for his work on this?).  Another possible addition 
to this study that would be useful would be the classification of interactions, in terms of which 
interactions require personal relationships to be maintained. 
Conclusions 
Most of the desired communication is with network nodes that are physically distant from 
the farmers.  It is in just such situations where distance rather than desire prevent communication 
that ICT’s can be of the most use.  Our recommendation of type of device would be a cell phone 
because of  participants ratings of cell phones as easy to use, useful in business and desire to use 
them in the future.  In addition the language barriers mentioned in the limitation section may 
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1. What is your highest level of education? 
1 No formal education 
2 Less than high school graduate 
3 High school graduate/GED 
4 Vocational training 
5 Some college/Associate’s degree 
6 Bachelor’s degree (BA, BS) 
7 Master's degree (or other post-graduate training) 
8 Doctoral degree (PhD, MD, EdD, DDS, JD, etc.) 
 
 
2. Please check all that apply. 
1 I do not know how to read 
2 I can street signs 
3 I can read letters 
4 I can read newspapers or magazines 
5 I can read books 






Current Communication Situation  
The purpose of this set of questions is to assess your current communication situation.   
1. Who do you currently communicate with about the coffee business? 
(list in chart below) 
 
2. How often do you communicate about the coffee business with each of the people 
you mentioned above (e.g., co-workers, roasters, Perl members, academics, etc.)? 
(list in chart below) 
 
3. What do you communicate about?  (please list all things you discuss) 
(list in chart below) 
 
4. How do you communicate with this person (by what method - in person, via 
postal mail, phone, email, fax, internet chat)?  (Ask for each person) 



















What do you 
communicate 
about? 
     
     
     
     
     
     
     
     













What do you 
communicate 
about? 
     
     
     
     
     
     
     
     























Ideal Communication Situation  
The purpose of this set of questions is to assess the ideal communication situation. 
 
1. Who would you like to communicate with about the coffee business? 
(list in chart below) 
 
2. What would you like to communicate about with this person?   































          Pen & Paper              Telephone                          Fax                    









      











          Lap Top                       PDA   Face to Face 
 
  








Technology Preferences Questions 
1. Please rank these communication methods in terms of which you like to use in the 
future. 
a. Why? 
2. Please rank the communication methods in terms of which you think would be 
most useful in the coffee business. 
3. Please rank the communication methods in terms of which you think would be the 
easiest to use. 
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