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We consider a linear functional differential equation with infinite retarda- 
tions 
dxldt = f(xt), 
where x is in Cd, a d-dimensional complex vector space, and f is a C-valued 
bounded linear operator. The domain off is a Banach space of functions 
mapping (-CD, 0] into Cd, which is a class of a history space occurring in 
the theory of fading memory. We can associate the semigroup {T(t)) with 
this equation. The infinitesimal generator A of {T(t)} is determined by the 
relation such that for 4 E L@(A), A$(@ = (d+/dO)(O) a.e. in 8 E (--co, 0) and 
A+(O) = f (4). The point spectrum of A is a set of zeros of a holomorphic 
function which corresponds to the characteristic function of the functional 
differential equation with finite retardation (cf. [4, p. 991). Similar to the case 
of finite retardation, the eigenfunctions corresponding to the eigenvalue X 
are types of functions {I+%; b E Cd, 0 E (-co, 01). In the case where the 
retardation is infinite, f and its domain S? are closely correlated, and according 
to the choice of SY and h E @, it happens that t+‘b does not belong to a. In 
general, there exists a /? associated with 8, - 00 < /3 < 0, such that eAeb E ~33 
if Re X > /3, the point spectrum of A is contained in the region {h; Re X > /3}, 
and that the region {X; Re h < p} d oes not intersect with the resolvent. 
When the retardation is finite, the spectrum is only the point spectrum. 
In the case considered here, it is easy to prove that the spectrum in the right 
half-plane is the point spectrum. However, we shall put some restriction on 
the space to show that there is only the point spectrum in the region 
(X; Re X > /31. Associated with any finite subset in the point spectrum of A, 
a can be decomposed into a direct sum of the generalized eigenspace and 
its complementary space. Applying Hale’s recent results in [5], we shall 
show that our system has a saddle point property under some conditions. 
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For a discussion of the semigroup associated with the linear functional 
differential equation with finite retardation, see [2,4]. In [l] and its references, 
we may find a systematic study of the history spaces which occur in the 
theory of mechanics and thermodynamics of materials with gradually fading 
memory (also see [3]). 
1. THE SPACE L%Y 
We use the following notations throughout this paper. For any p > 1, 4 is 
the number such that l/p + l/q = 1. For any a = (a1 ,..., ad) E Cd and 
p 3 1, let 1 a lP be defined by / a IP = (1 ur ID + ... + I ud /p)l/p. We shall 
drop the index p of / . I?, when the meaning is clear. For any function x 
defined on (- co, A), A > 0, let xt , t E [0, A), be defined by ~~(6) = x(t + e), 
eE(-a,O]. 
DEFINITION 1.1. For any given r > 0, p 2 1, and g(B) which is a non- 
decreasing positive function defined on (-co, 0] such that 
s 
0 
g(e) de < ~0, 
--CD 
the space kg consists of all functions 4 mapping (- co,01 into Cd, which are 
Lebesgue measurable on (-m, 01, are continuous on [-r, 0] and have the 
property such that 
When Y = 0, we do not assume the continuity of 4 at 6 = 0. 
6% is a Banach space with the norm 11 *II. This is one of the spaces considered 
by Hale [3]. For any + E g and any b E [0, co), let 4” be the restriction of C$ 
to the interval (-co, A]. Denote the space of such functions by 8,) and 
for any v egg , define 
II 7 II(b) = WI 4 II; db = ‘I, 9 E We 
Then \j . ]l(b) is a seminorm on gb . Identifying any two elements or and ?a 
in gb such that I] r], - ~a /I(b) = 0, we obtain a Banach space $$ with the 
norm (1 * (lb . It is easy to see that the following conditions (HJ,..., (HJ bold 
for the space g (see [3]). 
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(H,) If x is a mapping from (- 00, A) into Cd, A > 0, such that x0 E .% 
and x is continuous on [0, A), then xt is in ~8 for any t E [0, A) and xt is a 
continuous function of t. 
(H,) There exists some c, > 0 and c2 > 0 such that for any 4 in ~3 
IINI d Cl SUP I469 + ~zll~bI/b for any b > 0. 
-K9<0 
(Hs) If b 3 0, + E 93, and $? E SYb is dejned by p(0) = 4(b + e), then 
IIB /lb G II 4 II* 
(HJ I 4p)l G II 4 II for any + E L@ and any 0 E L--r, 01. 
2. THE SEMIGROUP (T(t)) ON 93 
Let f be a bounded linear operator on 9 into Cd and consider a linear 
functional differential equation 
dxjdt = f(xt). (2.1) 
For any + in 39, we denote by x(4) the solution of (2.1) such that x0 = +. 
Then x(+)(t) exists on [0, cc) uniquely for 4 in 9. 
LEMMA 2.1. There exists constants c > 0 and 01 such that for any 4 E 9? 
and any t E [0, to), 
II xt(+)ll G teat II d II. 
Proof. By the definition of solutions, we have 
x(t) = +P) + If (xs) ds for t 3 0, 
so that I x(t)] < 1 d(O)1 + $, II f (x,)1/ ds for t 3 0. Therefore, with the aid of 
(HJ, we have 
SUP i"(w)i ~ilii.+SXiifiiiiX,iid~. -ttsto 
Using (H,) and (Hs), we obtain 
11 Xt II G ~d-f=~~ I x(t + w + c2 119 iit 
G (CI + ~2) II d II + Jot CI llf II II x, II ds for t > 0. 
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Since xt is continuous, Gronwall’s inequality then implies 
II % II d (Cl + 4 ecl”f”t IIc II for t > 0. Q.E.D. 
Corresponding to a given functional differential equation (2.1), we define 
linear operators T(t), t > 0, on A? into 9? by the relation 
T(t)+ = 44 for $Ez%!. 
The operators T(t) satisfy the following semigroup conditions, 
(i) T(t) T(s) = T(t + s) for t, s E [0, co), 
(ii) T(0) = I (the identity operator), 
(iii) T(t) is bounded for each t 3 0, and 
II WI < et for t > 0, 
(iv) ~-lim,,,~ T(t)+ = T(t,)+ for each t,, > 0 and each + E W. 
We may define the infinitesimal generator A of T(t) as 
whenever this limit exists. 
Let ~4 be the set of functions which map (- co, 0] into Cd and are ab- 
solutely continuous on every compact interval of (-co, 01. For 4 E &, 
(&/dt9)(8) exists a.e. in 0 E (- oc), 01. We define a function $ for I$ E & n .98 
by the relation 
4~) = wdwh a.e. in e E (- 00, 0), 
=f(dh e = 0. 
THEOREM 2.2. The domain of A is given by 
B(A) =(~$;~~.e’n~aand~$~L%}, 
and 
A# =I$ for +E.Q(A). 
I represent here a proof due to Professor Hale, which is much simpler 
than my original proof. 
Proof. Let 4 be in .9(A) and 1,4 = lim,,, t-l{T(tH - (5). In this proof, 
we denote by x the solution x(4). By the definition of the norm in a, clearly 
NJ) = limt,, t-l{T(t)+(O) - 4(O)}. Since T(t)+(O) = x(t), the definition of 
solutions of (2.1) yields that 
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Thus, we have 
9(O) = fW 
For any N > 0 and 0 E (-co, 01, define FN(0) by 
Fde) = NXI--N,&) Joe+N-* 44 & 
(2.2) 
where ~[-~,sl is the characteristic function of the interval [-N, 01. Then FN 
is absolutely continuous on [-N, 01, and we have the following relations. 
(d/dll)F,(B) = N{T(l/N)$(B) - 4(e)} a.e. in fI E [-N, 01, (2.3) 
and 
g$$@) = w a.e. in 8 E (-co, 0). (2.4) 
Since x(s) is right continuous at s = 0, we have 
Let N, be a given positive number. Then F,.,, , N > IV, , is absolutely 
continuous on [-IV,, , 01. For 8 E [-IV,, 01, 
/Fr@) - #I) - Jy #(s) ds 1 A--NJ 
< I Fi,@) - $@)I d--No) + lea IFN’(s) - VW dsg(e) 
< I Fr,@) - W)l cd--No) + Ieo I FN’N - 9Nl d4 & 
Using Hiilder’s inequality and (2.3), we obtain 
/ FN@) - MO - 6 /J(s) ds / d--No) 
< I FdO) - W>l d--No) + 1,” &I df’* II WV/N)+ - +I- ~4 II. 
-03 
The right-hand side of this inequality tends to zero as IV-+ 00. Hence 
{F.de)) converges to 4(O) + $4(s) d s uniformly on any compact set of 
(- 00, 01. This fact and (2.4) imply that 
b(e) = 4(O) + ,,” #(s) ds, eg--OO,o]. 
From this and (2.2), it follows that $ is in .x2 and $ = 6. 
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Conversely, assume that # E JZZ n 9, and 4 E 9I. Let (tn} be a sequence 
such that 0 < t, < 1 and lim n+m t, = 0. Put & = t;l{T(t& - +>. 
Obviously $ E & implies 
bn(e) = (V&z> jt”x’(e + 4 du for 0 E (---co, 01. 
0 
By the continuity of x’(t) on [-Y, 11, we have 
lim sup / &(B) - J(e)1 = 0. 
n-30 -rteto (2.5) 
From Holder’s inequality and Fubini’s theorem, it follows that for any 
N>O 
Since we have 
s 
-N+l 
< I +4 I 9 gb-9 dv. 
--XI 
j” I xyepg(q de = j” 1 &wg(e) de < 00, 
-a --m 
for any E > 0 there exists an N = N(E) > 0 such that 
s 1 I h(e) - &e) ip f(e) de GE for all n = 1, 2,... . (2.6) 
For a measurable set E C [-N, 0] and u E [0, 11, set E, = {u; v = 0 + u, 
0 E E), F, = Eu n (-cc, 01, and G, = E, n [0, 11. Using Holder’s in- 
equality and Fubini’s theorem, we have 
where iVl = ~up,~~~r I x’(t)/. Denote Lebesgue measure by CL. Since 
1 x’(Q”g(B) and g(0) are integrable on [-N, 0] and p(Fu), p(G,) < p(E) 
for u E [0, 11, the left-hand side of (2.6) is absolutely continuous uniformly 
for n = 1,2,... . Thus for any E > 0 there exists a S(E) > 0 such that if 
p(E) < 6(c), then 
s E Ib,(e) - 4@) i pde) de GE for n = 1, 2,... . cw 
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Set E(n) = (0 E [--N, 01; 1 +n(0) --fJ(e)lp > ~/jO,g(8)dB}. Since Iim,+.m$~(e) =
x’(0) = J(e) a.e. in 0 E [--N, 01, the sequence {I &(e) - &(e)jp} converges to 
zero in measure, which implies p(E(n)) --+ 0 as n + co. Hence there exists 
an n, = no(c) such that &E(n)) < 8(e) for n >, no(<). In view of (24, we have 
Combining this inequality and (2.6) we obtain 
lim 
s O n-m-a I hde) - &a~ kw de = 0. 
This and (2.5) imply that lim,,, & = 6 in .B’, which shows that $ E 9(A) 
and A$ = I$. Q.E.D. 
3. THE SPECTRUM OF A 
First of all, we prove the following lemma. 
LEMMA 3.1. Assume that T(t) is a continuous function from. [a, b] into SY, 
where -co < a < b < + 00, such that y(t, 0) given by the relation y(t, 0) = 
v(t)(B) for (t, 8) E [a, b] x (- 00, 0] is measurable in (t, 0). Then 
(s,” 44 dt) v> = 19(4 0) dt, 
which holds in the sense of the identity in the space 8. 
Proof. From the continuity of T(t) and the property (HJ, it is obvious 
that y(t, 0) is continuous on [a, b] x [-r, 01. Thus the integral Cy(t, 6) dt 
is continuous in 8 E C--r, 01. Using Holder’s inequality and Fubini’s theorem, 
we have 
0 
I IS 
b 
--m a 
y(t, e) dt ‘g(e) de < (b - a)“‘* J-” II q(t)ll” dt < co, 
a 
which shows that st y(t, *) dt belongs to ~8. 
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Denote by X* the dual space of a Banach space X. Let C([-Y, 0],6Y be 
the Banach space of P-valued continuous functions on [-T, 0] with the 
maximum norm. It is well known that C([--r, 01, Cd)* is the set of P-valued 
functions on [-r, 0] whose components are of bounded variation. Since 
y(t, 13) is continuous on [u, b] X [-r, 01, for any 1 = (ri(e),..., y,(0)) E 
C([--r, 01, Cd)* we have 
1 (j” ~(4 dt) = job W)) dt = jab ( jJr iI Y& 0) 4@)) dt a 1 
= j:r tl jab&> 6) dt drj(e) = l(jab r(t. -1 dt). 
Therefore we have 
(3.1) 
Let L, be the Banach space of P-valued measurable functions 4 on 
(-~13, O] for which \I+ (( = c-W 1 +(e)(pg(8) dtl < 00. It is a direct con- 
sequence of Holder’s inequality and Fubini’s theorem that for any m = 
hhw.., hm EL,* (= L,), 
m (jab T(t) dt) = f mh(tN dt 
Yi(4 0)+4(e) gdedt 
Therefore we have 
s_o, IDab 1 s,” I 71(t) dt (e) - y(t, e) dt ‘g(e) de = 0. (3.2) 
Thus, (3.1) and (3.2) imply 
II(jab 44 dt) (*I - jabs& *> dt 11 =0. Q.E.D. 
Set ~~(0) = exp(M), 6 E (- 00, 01. Let e, = (elj ,..., e,j), j = l,..., d, with 
e,j = 0 ifk # jand eij = 1, and let 
j3 = inf{Re A; h E J2>, 
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where !2 ={h~c;Jy, 1 ene Ipg(B)dB < on}. Then fl is in [-co, 0] and 
depends on the choice ofp andg(6) in Definition 1.1. For any 6 E (-00, +co), 
denote by C6 the set {h E @; Re h > S>. It is clear that w,& E 22 for any 
b E @d if and only if h E $2. Moreover, clearly @a C G C @S , where G is the 
closure of CB. Denote by C(h) the d x d matrix whosejth column isf(whej), 
j = I,..., d, h E Sz, and define the d x d matrix D(h) by 
D(h) = XE - C(h), 
where E is the d x d unit matrix. 
PROPOSITION 3.2. D(X) is holomorphic on a=, .
Proof. Clearly, w,,ej , j = l,..., d, are continuous on Cs . Let h(t) be any 
continuously differentiable function mapping [0, l] into C, such that h(0) = 
h( 1). Since the function w,(,,(dh(t)/dt) ej satisfies the assumption of Lemma 3.1, 
we have 
(jol w,(,,(dh(t)/dt) e, dt) (6’) = IO1 eActje(dh(t)/dt) ej dt = 0, 
that is, $ wAe, dh = 0, which implies that 
$ f (w,e,) dA = f ($ w,+e) dh) = 0, 
since f is a bounded linear operator on &? into Cd. Hence f (wAej), j = l,..., d, 
are holomorphic functions on Q), , and so is D(X). Q.E.D. 
For a closed linear operator T whose domain and range lie in the same 
Banach space, p(T), a(T), and P,(T) d enote the resolvent set of T, the 
spectrum of T, and the point spectrum of T, respectively. 
THEOREM 3.3. P,,(A) = {X; det D(h) = O}. 
Proof. By the definition, A is in P,(A) if and only if A# = X+ for some 
+ # 0 in 9(A). This is equivalent to saying that there exists a + E & n ~8, 
4 # 0, which satisfies 
WldW3 = W’4 a.e. in 8 E (-co, 0] (3.3) 
and 
f (4) = WV- (3.4) 
Any nonzero solution of (3.3) is given by+ = w,b for some b = (b, ,..., bd) E Cd, 
6 # 0. Since f (w,b) = & f (whei) bj , (3.4) yields C(h)b = hb. This equation 
has a nontrivial solution if and only if det D(h) = 0. Q.E.D. 
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THEOREM 3.4. @,, C P,(A) u p(A) C @B . Moreover, ifg(0) in Definition 1 .l 
satis$es the condition that 
To prove this theorem, first of all, we shall prove the following lemmas. 
Now for X E @, define the integral operator M(h) on g by 
(M@)#)(B) = J‘,” eAce-+(u) du 
zzz s ’ M(B , u; A) #(u> g(4 du for 0 E (-co, 01, (3.6) -cc 
where * 
M(B, u; X) = eAcs-u)g(u)-lE, eGu<o, 
= 0, u < e. 
Since $ in SJ is locally integrable, (M(h)#)(B) has a definite value at each 
6 E (-co, 01. Let Y(X) be the space of bounded linear operators from X 
into itself. 
LEMMA 3.5. If h is in Q and det D(h) # 0 and if M(h) is in 8(g), then X 
is in p(A) and 
R(k 44 = ~,W)-lMO) + fWW,4~ + MN,4 4 E g’, 
where R(X; A) is the resolvent of A at h. 
Proof. The constant X will be in p(A) if and only if the equation 
(u-44 = # (3.7) 
has a solution 4 in 9(A) for every 1+4 in a dense set in a’, and the solution 
depends continuously upon #. By Theorem 2.2, a solution of (3.7) must 
satisfy 
v(e) - wiw(e) = 4~69 a.e. in e E (-00, 0), (3.8) 
and 
w-9 -fW = w4. (3.9) 
Any solution of (3.8) is given by 
469 = eAeb + WV%W% e E (-OO,OI, (3.10) 
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for some constant vector b E Cd. Since w,$ and M(X)+ are in k$? by our assump- 
tion, C$ given by (3.10) belongs to g. Therefore f(4) in (3.9) is well defined 
and Eq. (3.9) becomes the equation 
W)b = WY + f WGW). (3.11) 
Since det D(h) # 0, the solution b of (3.11) is given by b = D(h)-l{$(O) + 
f(M(h)z,!~)}. Thus, for every # E g’, the solution of (3.7) is 4 = wnD(A)-l 
. @(O> + f(M(W)) + JW+,G which d P e en d s continuously upon + by the 
assumption of the lemma. Q.E.D. 
Now let G be a locally compact measure space with a measure CL. We 
denote by L,(G) the set of all Cd-valued measurable functions x on G such 
that II x IIs = COG I 4% 4-4Wp < co. Let K(t, s) be a d x d matrix with 
the entries of measurable functions defined on G x G. Assume that for some 
positive measurable function R(t, s) 
I K(t, 4% lp < 44 4 I x ID for all x E Cd. (3.12) 
Define the integral operator K by 
K: x(.) t-t j-o K(., s) x(s) dp(s). 
We can easily obtain the following lemma from [7, Theorem 11. We omit 
the proof. 
LEMMA 3.6. Let p > 1, and suppose that (3.12) holds and there exists a 
positive function m on G and positive constants k, , k, such that 
and 
s 
k(t, s) m(s)-I/’ dp(s) < k,m(t)-‘ID 
SEC 
I 
k(t, s) m(t)-l/Q dp(t) < k2m(s)-l/* 
&G 
a.e. in t, s E G. Then the operator K is a bounded linear operator from L,(G) 
into L,(G). 
Set a*b=a,?;;+*.* + a& for a, b E Cd and set 
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It is clear from the proof given in [7] that I(Kx, y)[ < (R,/p) I/ x 11: + 
(K&J) 11 y 11: for all x EL,(G) and y EL,(G). Since (Kx, y> = (K(tx), (t-ry)> 
for any t > 0, we have 
I(% Y>i G w%/P) II x II; + t-gw7) II Y II: for t > 0. 
The right-hand side of this inequality attains the minimum value 
VqG” II x II9 Ily llq at t = {(h II x 113-’ (h II Y l~w~q. 
Thus we have 
11 K 11 < hyhp. (3.13) 
LEMMA 3.7. The operator function M(X) is a holomorphic functionfiom Co 
into .2’(g). If condition (3.5) holds, M(X) is holomorphic on 62, . 
Proof. If M(h) is proved to be a continuous function from C6 into Y(9), 
it will be shown that M(A) is holomorphic on Cs , where 6 = 0 or 8. Indeed, 
the continuity of M(X) implies that for any I,A E 9 the function M(X)+ is 
continuous in A. It is also clear that M(h) +(0) is measurable in (A, 0). By 
Lemma 3.1 and Fubini’s theorem, along any closed curve in C6 , 
0 
= Sf eA@-u)+(u) dh du = 0 for 8 E (--a, 01; e 
that is, C$ M(X) #dA = 0 f or any I/J E 9. Therefore we have $ M(X) dA = 0. 
This means that M(X) is holomorphic in h E Cs . Now we shall show the 
continuity of M(h) on Co and the continuity on @a under condition (3.5). 
Let X be in Co . It is clear that M(X) 1,6(e) is continuous for 0 E [-r, 0] and 
sup I M(h) 440 < (l/Re A) susO I 9491. (3.14) 
-de<0 \ 
By Holder’s inequality, we have 
s O I(M(~)$)(~)lPg(~) de -02 
< (l/Re h)~/ql:~ euReA 1” 1 #(w)IPg(w + V) dw dv. 
--m 
Since g(B) is a nondecreasing function, we have 
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for any z, E (-co, 01. Hence, we obtain 
Jo I jW%W)lp g(@ de < (lb W j” I vWP’gW dw. (3.15) 
-02 -m 
Thus it follows from (3.14) and (3.15) that M(h)+ is in @ and // M(h)11 ,< I/Re A. 
In a similar way, we obtain 
Now assume condition (3.5) holds and let h be in Co and set Re h = U. 
Clearly, we have 
(3.16) 
Suppose that p = 1. Then 
j" -co 1 M(h) w9 g(e) de 4 j" (j" eou I de - 41 du) g(e) de -02 a 
0 0 
< f I ecu I #WI g(u + v> de, du, -co --m 
which implies 
(3.17) 
because g(u + u) < g(u>g( w > , u, v E (-to, 01. Since u > /3, J:m e+g(u)du < co. 
From (3.16) and (3.17), we can see that M(X) is in 2?(g) and 
In the same way, we have for A, p E Co, 
II WV - J%4ll < max (1 Ol --P 
ehv - e”* 1 dv, j:a 1 eAu - euu [ g(u) du). 
Suppose that p > 1. Since M(h)+ is expressed as (3.6) with the integral 
kernel M(0, u; A), it will be proved by Lemma 3.6 and (3.13) that 
505/2x/2-6 
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for any 4 EL% if we can show that there exists a positive function m(e), 
6 E (- cc, 01, and constants k, , k, > 0 such that 
and 
s 
’ e”(s-*)g(u)-l m(u)-‘/“g(u) du < klm(0)-l/P, 
8 
I 
u 
eocs-u)g(u)-l m(6)-1/q g(B) df? < kzm(u)-lig, 
--m 
(3.19) 
(3.20) 
for any 8, u E (- 00, 01. Since 0 = Re h > /3, we have --aq-l < up-’ - @. 
Set 1, = (-crap-l, up-’ - 8) and let a be in 1, . Then we have u + qa > 0 
and u - pa > p/3. If we set m(0) = exp( pqae), 8 E (--co, 01, we have 
s 
0 
eo(e-u)g(u)-l m(u)-l/p g(u) du = (e-gae - eUe)/(u + qa). 
e 
Since u + qa > 0, this inequality implies (3.19), where k, < cl(u) = 
(U + qu)-1. By condition (3.5), for u, v E (-co, 01, 
m(u + ~)--~i*g(u + v) < m(u)-lIqg(u) m(v)-liqg(v). 
Therefore we have 
j” e~(e--%(B)-l/Qg(B) de = /:m eoVm(u + v)-+g(u + v) dv 
--m 
< m(u)-‘/Qg(u) I:w e(“-“a)Vg(w) dv, 
where Jrrn e(“-pa)Ug(v) der = cz(u) < co, because u - pa > pp. This in- 
equality implies (3.20), where k, < ca(u). Thus it follows from (3.16) and 
(3.18) that M(h) is in L?‘(g) and 
II W4ll G max (l:T ecu dv, nlI;llf c,(u)llQ c,(u)l/P). 
D 
Let p E C, and set Re p = 7. If 7 is sufficiently close to a, I, n I, # a. 
Thus, in the same manner as above, we can show that 
where c,(a) = jym I eA” - e=“” I t+” dv and c*(u) = j?W 1 eAv - euV 1 e-m”FAd; 
Thus the function M(A) is continuous on ca - . . . 
Now we are ready to prove Theorem 3.4. 
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Proof of Theorem 3.4. If X E UZB and h $ P,(A), then det D(A) # 0, by 
Theorem 3.3. By Lemma 3.5 and 3.7, we have @,, C P,(A) u p(A). Moreover, 
under condition (3.5), C, C P,(A) u p(A). 
Suppose that Re X < /3. Set 9 = w,a, where p E 6ZB and a E Cd, and 
consider Eq. (3.7). Th e solution of (3.8) that is in &’ n 9 is given by 4 = 
(X - p)-r w,a, which satisfies (3.9) if and only if &)a = 0. Hence, if 
p $ P,(A) and a # 0, (3.7) has no solution 4 in g(A), because det D(p) # 0. 
This implies that g((hl - /l-l) d oes not coincide with g, hence h is not in 
p(A). Thus we have p(A) C cfl . By Theorem 3.3 it is clear that PJA) C cfl . 
Therefore, C, C P,(A) u p(A) C G under condition (3.5). Since p(A) is an 
open set, any boundary point of Cc, does not belong to p(A). Hence p(A) = 
QPM- Q.E.D. 
Ifs(e) = e-IOln for some n > 1, then /3 = -cc and (3.5) holds. Therefore, 
in this case, there is only the point spectrum in the whole complex plane. If 
d = 1, this is the set of the roots of the equation h - f (a+) = 0. If Re h < 0, 
we have 11 We 11 < cleczIReAlm for some constants cr , cs > 0 and m such that 
n-l + m-l = 1. Thus, except for a finite number of points, the spectrum is 
contained in the region {A; X = (J + in, / 7 1 < ci 11 f/I eczlglrn, (J < O}. 
4. SADDLE POINT PROPERTY 
We denote the null space of A by %(A). For a given h in o(A), the gener- 
alized eigenspace of h will be denoted by 1)31,(A) and is defined to be the 
smallest subspace of J% containing all elements of a which belongs to 
%((hl - Jk), k = I, 2 ,... . Suppose that fl = {h, ,..., A,,,} is a finite set 
contained in P,(A) n Co . Assume the condition that 
&J + 4 G A4 g(4 for u,v~(-co,O]. (4.1) 
Then, by Theorem 3.4, A3 are isolated points in o(A). Therefore it follows 
from [6, p. 178, Theorem 6.171 that there exist subspaces P,,, ,..., P+ and 
Qn satisfying the following properties: 
(i) g is decomposed into the direct sum 
g =f’~@Qn, (4.2) 
where PA = P,,, @ *.. @ PAN. 
(ii) P,,, n 9(A) = PA, , 
j = l,..., N, and 
A I PA, E -WAJ and 4 I PA,> = {Q, 
4QA n %4)) C QA and o(A I QII n LB(A)) = a(A)\d, 
where A ] PA, and A I Qn n g(A) denote the restrictions of A to PA and to 
Qn n g(A), respectively. 
, 
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Furthermore, since Ai is a pole of R(h; A) with order mj 3 1 by Proposi- 
tion 3.2 and Lemmas 3.5, and 3.7, it follows from [8, p. 229, Theorem 31 that 
P,,, = %$(A) = %(@,I - A)“g) 
for any nj 3 mj , j = l,..., N. 
NOW we define matrices Fi by 
Fj = F,(h) = (1 fi!)(d’/dA’) D(X), j = 0, 1, 2 ,..., 
and define md x md matrices D, = D,(h) by 
, m = 1, 2,... . 
Then we can prove Proposition 4.1 and Theorem 4.2 by the same argument 
as in [4]. 
PROPOSITION 4.1. Suppose that TV is a zero of det D(h) with order n such 
that p E Ce . Then p is a pole of D(h)-l with order m, where n > m. Furthermore, 
‘%(&I - A)“‘) is n-dimensional and coincides with functions # of the form 
m-1 
4(O) = cue C (l/k!) O%, , 
k=O 
where 6 = col(b, , 6, ,..., bmel) satisfies D&)6 = 0. 
THEOREM 4.2. Suppose that condition (4.1) holds and that A is a finite set 
(4 ,*-., A,,,} in P,(A) n @a. Let On = {@,,r ... , DAN} and BA = diag(BA1 ,..., BAN), 
where %, = (&j,..., tij) is a base of the space ‘m,,(A) and B,, is the matrix 
dejned by A@,, = @,,B,, , j = 1 ,.. ., N. Then the only eigenvalue of B,,, is Aj , 
and for any vector a of dsmension n = n1 + .+. + nN , T(t)an a can be defined 
on (-co, + 00) by the relation 
T(t) @,a = @A exp(tB,)a 
DA(e) = Qn(O> q-WA --oo<O<O, 
and x(t) = (T(t) @a)(O) is a soktion of (2.1) on (--a~, +co) with initial 
value @*a at t = 0. The subspace PA in (4.2) coincides with (+ E 93; r$ = @,a 
for some a E @} and T(t)P, C PA for t E (-m, + 00). The subspace Qn in 
(4.2) is invariant under T(t)for t 3 0. 
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Kuratowskii’s measure a(Y) of a bounded subset Y of a Banach space X 
is defined as a(Y) = inf{d > 0; Y has a finite cover of diameter < d}. For 
any continuous map T: X --+ X, let IX(T) = inf{k; a( TY) < ka( Y) for all 
bounded sets Y in X>. The map T is said to be an a-contraction of order k if 
a(T) < k (cf. [S]). 
Following the proof of [5, Corollary 11, we can easily obtain the following 
proposition. 
PROPOSITION 4.3. Let {S(t)) be a semigroup with the injnitesimal generator 
B on a Banach space X. Suppose there is a 6 E (- co, + co) such thut (Y(S(~)) < 
exp 8~ for some T > 0. If P,(B) n Cs = @, then for any E > 0, there is a 
constant M, such that 
II SW II G M, e(*+r)t II 4 II 
for all t > 0 and $ E X. 
Using this proposition and the result obtained in Section 3, we have the 
following theorem. 
THEOREM 4.4. Assume g(B) satisjes condition (4.1). For any number 6 
such that 6 > 8, Zet A = A(6) = a(A) n C, . Then A is a finite set and 9 is 
decomposed into the direct sum &%I = PA @ Qn . Furthermore, for su$3ntly 
small E > 0, there exists K(c) such that 
II VM II G K(c) efs-“t II 4 II, t<o, 4EPA, (4.3) 
II T(t)+ II ,< KC4 e(8-r)t II $ II, t30, 4~Qn. (4.4) 
Proof. By the assumption that 6 > fl and Theorem 3.4, o(A) n E8 = 
P,(A) n @, . It is clear that C(X) = f(w,E) is bounded on @, for any 6 > /3. 
Since P,(A) = {A; det D(h) = 0} and det D(X) is holomorphic on @a, 
A = P,(A) n @, is a finite set isolated in a(A). Therefore 9 can be decom- 
posed into the direct sum 97 = PA @ QA . Inequality (4.3) is an immediate 
consequence of Theorem 4.2. Moreover, Theorem 4.2 tells us that Q‘, is 
invariant under T(t), t 3 0. 
Let S(t) be the restriction of T(t) on Qn and B be the infinitesimal generator 
of {S(t)>. It is easily seen that B coincides with the restriction of A to 
Qn n 9(A), which yields u(B) = o(A)\/l. Therefore we obtain 
4B) n @a-8, = 4 (4.5) 
for sufficiently small 6, > 0, 6 - 6, > /3. 
Hale has proved in [5] that if t > r, then ol(T(t)) < y(-t)l/p, where 
y(-t) = sup{g(B - t)/g(e); -co < 0 < O}. From assumption (4.1) and the 
314 TOSHIKI NAITO 
definition of /3, it is not difficult to see that for any .S > 0 there exists a 
sequence (t3, t, --t c0 as n -+ co, such that y(-t,)ll” < exp@ + E)t, , 
71 = 1, 2,... . Therefore, for the above 8, , there exists a 7 > r such that 
y(-~)l/p < exp(6 - S,,)T. On the other hand, for any map T: X --f X which 
is continuous on a Banach space X and for any closed subspace Y of X such 
that T(Y) C Y, we can easily prove that ~I(T 1 Y) < a(T), where T 1 Y is a 
restriction of T to Y. Therefore, 
~(S(T)) < IT) < y(-7)“’ < eXJ@ - ‘$I)T, (4.6) 
since QA is a closed subspace and T(t) Qn C Qn and since S(t) = T(t) j Qn by 
definition. 
By (4.5) and (4.6), Proposition 4.3 yields that for any E > 0 there is a 
constant M, such that /I S(t)+ I/ < AI, e(S-So+E)t [I 4 11 for t > 0, + E Qn , which 
implies inequality (4.4). Q.E.D. 
The following corollary tells us that the system (2.1) has a saddle point 
property under some condition. 
COROLLARY 4.5. Assume that g(8) satisfies condition (4.1) and /3 is a negative 
number and thut the roots of the equation det D(X) = 0 have nonzero real parts. 
Then a can be decomposed as 
where U is jkite dimensional and the semigroup {T(t)} generated by (2.1) can 
be defined on U for all t E (- 00, + co) and satisjies the relation 
II T(t)+ II < Keat II d II t<o, dEU, 
II T(t)+ II < &rat II C II t > 0, 4 E S, 
for some constants K > 0 and OL > 0. 
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