Categories and Subject Descriptors:
INTRODUCTION
The Bernstein-B6zier form is an important tool for representing piecewise polynomials.
Many applications in computer-aided geometric design benefit from the intuitive geometric significance of its coefficients and the fact that, like the power or Taylor form, the Bernstein-Bezier form is capable of representing polynomials of total degree in many variables. When it comes to evaluation, however, the Bernstein-B&zier form is considered inefficient, because its natural evaluation algorithm, de Casteljau's algorithm, has a higher complexity than evaluation of the power form by nested multiplication, and a much higher complexity than forward differencing when generating a large number of points. It may therefore reassure users of the Bern- This is inefficient even when evaluating at a single point since the number of operations is larger by a factor of d than the number of coefficients. However, the level of indirection, # = d, is minimal and the basic operation, averaging of the coefficients with positive weights, is stable for densely sampled polynomials.
Approximate evaluation by subdivision is motivated by the following theorem. /"--~' ., \ Bernstein-B6zier form is a stable basis. If, for example, the diameter of the domain simplex is halved at each subdivision step, then 10 subdivision steps reduce the distance between the polynomial and Bernstein-B6zier net to (1/210)' = 10-G times the initial distance. The convergence is speeded up as pieces of maximal curvature are confined to subsimplices, and thus the maximal curvature for the other polynomial pieces decreases. Consequently, after a number of subdivisions depending on the desired accuracy, all coefficients generated by the subdivision process can be accepted as good approximations points (see Figure 1 ).
EVALUATION ON AN EDGE OF THE DOMAIN SIMPLEX
When a single point is to be generated, nested multiplication as in SVNestMult in the Appendix are, up to a constant, optimal since the cost equals the number of polynomial coefficients. However, for a large number of evalua- . . Figure 2) . The domain vertices w~correspond to the intersection of the hyperplane go(u) = (1 -x) with V.
The last assignment in Slice is based on the and w~= (1 -X)vo + xvw ell-known fact that the restriction of the Bernstein-B&zier form to a facet is entirely defined by the coefficients associated with that facet. By dropping UO,only the polynomial of (m -1) variables associated with W is retained. Slice can be simplified if x= Oorx=l. By Lemma 3.2, the cost of slicing b~,~to () obtain bn _~,~for a fixed mth parameter is w(m) = 3m~~f . Thus a total () slicing cost of nE~=-02nz w(m -i) is distributed over~~n points. Since n is much larger than either d or m, the cost per point is essentially independent of the slicing cost and equal to the cost of the univariate evaluation routine. 
BINARY SUBDIVISION
If a polynomial surface is to be displayed as a suitably connected mesh of points, the connecting lines between the points do in general not lie on the surface, and hence little is gained by placing the mesh points exactly on the polynomial surface. It suffices to have the mesh points suitably close to the surface. Binary subdivision is then justified by Theorem 2.2 which states that a piecewise linear interpolant to the coefficients, the Bernstein-B6zier net, converges quadratically in the diameter of the domain simplex to the polynomial. Convergence of the mesh to the surface is guaranteed by using the subroutine BinarySub below which haIves the domain diameter. C (030) =C (021) =C (012) =C ( To complete the algorithm, BinarySub has to be called for each subsimplex at each step of the subdivision.
Below a is the number of subdivisions necessary to generate n = d2" plus one point per edge of the parameter simplex. In particular,
The asymptotic time complexity decreases with m for fixed d. The cost can be further decreased by storing the coefficients of all subpolynomials in a common m-dimensional simplicial array as in Example 5.1. That is, the coefficients of the subpolynomials are not returned, but rather each polynomial piece is represented by a sector of the array. This storage allocation avoids redundant evaluation at facets shared by two or more subsimplices and simplifies the index calculation. Consider Figure 3 (middle) which illustrates Example 5.1 after the first subdivision step. In the second step, the edge from [1, 1] to [0, O] is independently subdivided at the midpoint both for This can be avoided by placing the subpolynomials into a common 2-dimensional array and making the algorithm work on pairs of triangles. That is, edge-adjacent triangles of the same color in Figure 4 are subdivided in one sweep (see Peters [1990a] for the details of the index calculation).
For additional efficiency, the coefficients of adjacent Co-connected triangles can be put into the same array to make use of a standard m-dimensional array and share the computational effort on the common face. Surface constructions based on splitting, e.g., Farin [ 1983] and Peters [ 1990 b] , pair up polynomials naturally in the bivariate case. than one triangular patch is to be evaluated, storage efficiency can be improved by storing adjacent polynomial pieces in one generic, rectangular array.
Remarks.
(1) Multidirectional information such as directional derivatives and therefore normal and curvature fields can be obtained at all subdivision points by differencing of adjacent coefficients (cf., de Boor [1987] ). (2) SimplexSub, as stated above, can be modified to allow for a biased distribution of parameter values, namely by choosing the evaluation parameter in EdgeDeCasteljau to be + 1/2. (3) If the in situ construction is not used, subdivision need not proceed through all edges. For example, the edge with the longest associated Bernstein-B6zier polygon or highest curvature can be subdivided at each stage. With this strategy the same edge maybe subdivided repeatedly in order to get more uniform coverage of the image of a parametric map. By selecting the subdivision edge globally, this adaptively subdivides adj scent polynomials in the same time step and creates a subdivision surface without gaps.
A COMPARISON OF EVALUATION AND APPROXIMATE EVALUATION METHODS FOR THE BIVARIATE BERNSTEIN-BEZIER FORM
This section compares implementations of algorithms for bivariate polynomials in Bernstein-B&zier form defined over a triangle (cf., Appendix). Figure 5 shows time per evaluation for a range of d = 2..14. The time axis is linear and in the msec range. Table I lists the time complexity, the code length, and miscellaneous observations on stability and storage complexity of the algorithms. Time complexity counts additions plus multiplications per point. For () the run-time comparison, 2'd2+ 2 points were generated to take account of the binary distribution of the parameter values for the subdivision algorithms. The observations on stability and storage requirements are abbreviated as follows.
-A A conversion from the Bernstein-B6zier form to power form is necessary; the additional lines of C language code for the conversion are listed in parentheses.
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Stability of the algorithms was checked against double-precision DeCasteljau. Given the finite number of evaluations, the time complexity must account for the linear overhead when generating a quadratic number of points. This overhead is measured by e and f.
() e:=12/(n-l)d~2
is the distributed cost of n calls to EdgeDeCasteljau to extract a univariate polynomial, distributed over n( n -1)/2 points.
f:= 2/(n -l)(~;q is n, times the cost of building the finite difference This section reviews recursive use of de Casteljau's algorithm [Boehm 1983; Goldman 1983] , two forms of nested multiplication [de Boor 1990; Schumaker and VoIk 1986] , generic forward differencing, and the related difference interpolation method [Volk 1988a ].
ACMTransactIons on Mathematmal Software, Vol 20, No 4, December 1994 . Jorg Peters Figure 6 shows that recursive subdivision at the centroid is not a good generalization of the univariate subdivision at the midpoint. In fact, Theorem 2.2 does not guarantee convergence of the corresponding piecewise linear interpolant to the polynomial. A more uniform covering of the domain can be achieved in two dimensions by splitting an equilateral triangle into four as illustrated in Figure 7 (cf., Goldman [1983, Fig. 9] and Goodman [ 1987] ). This subdivision can be achieved as shown in Boehm [1983, Fig. 11 The method does not depend on a particular representation of the polynomial; it can start with just d + 1 equally spaced points. There are numerous improvements of the above generic forward-differencing scheme and extensions to multivariate polynomials (e.g., Lien et al. [19871 and Volk [ 1988bl) .
() ForDiff requires little coding and only const d~m space. While for a large number of evaluations in the univariate case, the cost of building the difference table is negligible, this cost has to be considered when the domain is a simplex since there are fewer and fewer evaluations per univariate isoparametric slice as the evaluation moves toward the apex. The main problem with ForDiff as stated above is loss of stability with increasing degree due to round-off. The start requires subtracting terms of similar magnitude, and subsequent evaluations do not work with the original divided differences but with the newly computed differences. Thus E = n m, where n = d 2".
The difference interpolation method, introduced by Volk [1988a] , evaluates at many equidistant points along the real line. The idea is to improve the stability of the forward difference calculation by reducing the level of indirec- GA~= A,~+ C.
The entries in G and C can be computed stably according to Volk [1990] . However, the entries in G increase rapidly with d: at least one entry is of size (~f~l [Volk 1990, 2.3 
