Abstract. We use an estimate of Aksoy Yazici, Murphy, Rudnev and Shkredov (2016) on the number of solutions of certain equations involving products and differences of sets in prime finite fields to give an explicit upper bound on trilinear exponential sums which improves the previous bound of Bourgain and Garaev (2009) . We also obtain explicit bounds for quadrilinear exponential sums.
1. Introduction 1.1. Background. Let p be a prime and let F p be the finite field of p elements. Now given three sets X , Y, Z Ď F p , and three sequences of weights α " pα x q xPX , β " pβ y q yPY and γ " pγ z q zPZ supported on X , Y and Z, respectively, we consider exponential sums where e p pzq " expp2πiz{pq. We recall that the bilinear analogues of these sums are classical and have been studied in several papers, in which case for any sets X , Y Ď F p and any α " pα x q xPX , β " pβ y q yPY , with ÿ The trilinear sums (1.1) have been introduced and estimated by Bourgain and Garaev [4] . In particular, for and sets X , Y, Z Ď 3) has been generalised and extended in various directions, see [2, 3, 6, 15, 32] . In particular, Bourgain [2] has obtained a bound on multilinear sums (1.4)ˇˇˇˇÿ 
of the sizes X i " X i , i " 1, . . . , n, of the sets involved, where η ą 0 depends only on the arbitrary parameter δ ą 0. The interest to multilinear exponential sums partially comes from applications to exponential sums over subgroups of small order over finite fields, which has been used in the celebrated work of Bourgain, Glibichuk and Konyagin [7] . We also note that several consecutive applications of the Cauchy inequality allow us to reduce general multilinear sums to sums without weights, see, for example, Lemma 2.10 below. Furthermore, the bound (1.4) has been extended to arbitrary finite fields by Bourgain and Glibichuk [6] , see also [3, 32] . However, prior to the present work, the bound (1.3) has been the best known explicit bound on the sums (1.1).
We also note that Hegyvári [20, Theorem 3 .1] has given estimates of some multilinear sums, without weights, over sets of special additive structure (for sets with small difference sets).
Here we use a different approach to estimating the sums (1.1) and a recent result of Aksoy Yazici, Murphy, Rudnev and Shkredov [1] to obtain a different bound, which, in particular, improves (1.3) when p Ñ 8.
Furthermore, using a slightly different approach, based on another result of Aksoy Yazici, Murphy, Rudnev and Shkredov [1] (see also [33] ) we consider sums with more general weights to which the above approach does not apply. We also consider their multivariate versions.
In particular, given n sets X i Ď F p , and also n sequences of weights ω i " pω i pxqq xPF n p such that ω i pxq does not depend on the ith coordinate of the vector x " px 1 , . . . , x n q P F n p , i " 1, . . . , n, we consider multilinear exponential sums T pX 1 , . . . , X n ; ω 1 , . . . , ω n q " ÿ . . . ÿ xPX 1ˆ. ..ˆXn ω 1 pxq . . . ω n pxq e p px 1 . . . x n q. (1.5)
As we have mentioned, if the strength of the bound is not of concern but only the range of non-triviality is important, then Bourgain [2] provides an optimal result (1.4) for sums with constant weights, which can be extended to sums (1.5) with several consecutive applications of the Cauchy inequality as in Lemma 2.10 below. However the saving in such a bound is rather small, while here we are interested in stronger and more explicit bounds.
Although we estimate the sums (1.5) only for n " 3 and n " 4 we develop some tools in Section 2.2 in full generality, which may be of use if the results of Section 2.1 get eventually extended to equations with more sets and variables.
Our method is based on a upper bound of Rudnev [38] on the number of incidences between a set of points and a set of planes in F 3 p . Rudnev's paper, which undoubtedly will find many more applications, stems from the Guth and Katz [18] solution to the Erdős distinct distance problem for planar sets and the Klein-Plücker line geometry formalism [34, Chapter 2] . So Rudnev's work [38] indirectly depends on classical techniques such as the polynomial method (see [16] and [46, Chapter 9] ) and properties of ruled surfaces (see [26] ) and the Klein quadric (see [39] ). A more detailed discussion can be found in the beginning of Section 2.1.
We also illustrate potential applications of our results on a example of a certain question from additive combinatorics complementing those of Sárközy [41] on nonlinear equations with variables from arbitrary sets and of Aksoy Yazici, Murphy, Rudnev and Shkredov [1] on sizes of polynomial images. In fact both are closely related and also both can be approached via the idea of Garaev [14] which links multilinear exponential sums, equation with variables from arbitrary sets and sums-product type results (see also [20] for some other applications of this idea). So it is not surprising that our results fit well into this approach, see Section 1.4. More precisely, our bounds of multilinear exponential sums, allow to derive results for multifold sums and products, which have recently become a subject of quite active investigation. For example, to put our results of Section 1.4 in a proper context, we present one of the bounds of Roche-Newton, Rudnev and Shkredov [36] . Namely, by [ for any set A Ď F p with #A " O`p 18{35˘( we refer to (1.8) for the definition sum and product sets); see also (1.9), (1.11) and (1.12) below.
Finally, we recall that the bound (1.2) has a full analogue for sums with a nontrivial multiplicative characters χ of Fp with two sets X , Y Ď F p . Chang [9] has given a better bound if one of these sets has a small sum set. More recently, Hanson [19] , also using methods of additive combinatorics, has obtained a series of results which apply to trilinear character sums. Shkredov and Volostnov [43] have given further improvements of the results of [9, 19] . Unfortunately our approach does not seem to apply to multiplicative character sums.
1.2. Notation. We always use the letter p to denote a prime number and use the letter q to denote a prime power.
Before we formulate our results, we recall that the notations U " OpV q, U ! V and V " U are all equivalent to the assertion that the inequality |U| ď c|V | holds for some constant c ą 0. We also write U -V if U ! V ! U. Throughout the paper, the implied constants in the symbols 'O', '!' and '"' are absolute.
1.3. New bounds of exponential sums. We note that to simplify the results and exposition we assume that 0 is excluded from the sets under consideration. This changes the absolute value of, say, the sum SpX , Y, Z; α, β, γq by at most OpXY`XZ`Y Zq. 
Theorem 1.1 in nontrivial and improves the bound
which is instant from (1.2), if
We rewrite these inequalities as
which is nontrivial for X ě p 2{5 . This range of non-triviality is inferior to that obtained by Bourgain [2] .
It is easy to see that Theorem 1.1 improves (1.3) for all cardinalities X, Y, Z when p Ñ 8, since without loss of generality we can assume that X ě Y ě Z and then we have O`XY Z
7{8˘
.
As yet another evidence of the efficiency of our approach and the strength of Theorem 1.1 we note that one can easily recover the second bound of [36, Corollary 19] .
We now obtain a bound of quadrilinear analogues of sums (1.1)
with four sets W, X , Y, Z Ď Fp, and weights α " pα w q wPW , β " pβ x q xPX , γ " pγ y q yPY and δ " pδ z q zPZ supported on W, X , Y and Z, respectively.
To simplify the exposition we now assume that all cardinalities are less than p 2{3 . 
and any weights α " pα x q, β " pβ y q, γ " pγ z q and δ " pδ z q with
we have
If W " X " Y " Z, the bound in Theorem 1.2 becomes
which is nontrivial for W ě p 1{3 . Once again, the range of non-triviality is inferior to that obtained by Bourgain [2] .
Next we move to the case of sums (1.5) with more complicated weights. Theorem 1.3. For any sets X , Y, Z Ď Fp of cardinalities X, Y, Z, respectively, with X ě Y ě Z and weights ρ " pρ x,y q, σ " pσ x,z q and τ " pτ y,z q with
For X " Y " Z, Theorem 1.3 is nontrivial in the same range X ě p 2{5 like Theorem 1.1.
We also present an explicit bound for multilinear sums with four sets. Again, we make a simplifying assumption that all cardinalities are less than p 2{3 .
Theorem 1.4. For any sets
and weights ϑ " pϑ w,x,y q, ρ " pρ w,x,z q, σ " pσ w,y,z q and τ " pτ x,y,z q with
For W " X " Y " Z, the bound of Theorem 1.4 becomes
which is nontrivial for W ě p 1{3 which is the same range as for Theorem 1.4 in the case of sets of equal cardinalities.
Note that although the bound of Theorems 1.3 and 1.4 are weaker than that of Theorems 1.1 and 1.2, they however apply to more general sums, including, for example, to sums of the form for any cubic polynomial F px, y, zq P F p rx, y, zs and quartic polynomial Gpw, x, y, zq P F p rw, x, y, zs that contain a term of the form axyz and awxyz, respectively, with a ‰ 0.
1.4. Applications. Given two set A, B Ď F q we define the sum, difference and product sets
(1.8)
These notations naturally extend to operations with any number of sets.
First we recall that by a result Sárközy [41] , for any sets A, B, C Ď Fq of cardinalities A, B, C, we have
see also [44, Equation (9)]. This immediately implies that there is an absolute constant c 0 such that for any sets A, B, C, D Ď Fq of cardinalities A, B, C, D with ABCD ě c 0 q 3 , we have
Indeed, if there is λ P F q zpAB`C`Dq then pAB`Cq X pλ´Dq " H and thus
ABCḃ y (1.9). Furthermore, over a prime field F p , Roche-Newton, Rudnev and Shkredov [36, Theorem 1] give a lower bound
where M " maxtA, B, Cu.
We now consider the related question, involving triple products and four sets. 
In particular, we immediately derive a version of the property (1.10) for five sets in F p . 
Furthermore, we also define
(note that A k is not the k-fold product set of A which sometimes is also denoted by A k ). Here we obtain a related result involving four sets from F p .
In particular, if A " B " C " D the lower bounds of Theorems 1.5 and 1.7 are nontrivial for A ě p 2{5 . We also obtain yet another analogue of (1.10): 
Theorems 1.5 and 1.7 are based on bounds of exponential sums of Theorems 1.1 and 1.3, respectively. Using Theorems 1.2 and 1.4 one can obtain versions of Theorems 1.5 and 1.7 for more complicated sets such as ABCD`E and pA`B`C`Dq 4`E .
Our final application is an extension of the following inequality of Garaev [ 
In particular Theorem 1.9 implies that
Furthermore, if G Ď Fp is a multiplicative subgroup of Fp of order T then for any set S Ď Fp with #S " S, by Theorem 1.9 we have
which improves the trivial universal lower bound S for T ě Cp 2{5 with any a sufficiently large constant C.
As before, we note that using Theorem 1.2 one can obtain analogues of Theorem 1.9 for more complicated sets. For example, Theorem 1.2 allows to deal with the sets
with A, B, C, D, E Ď Fp. In turn one can obtain the following version of (1.13)
which is now nontrivial for T ě Cp 1{3 with any a sufficiently large constant C.
Recent developement.
Our results depend on the forthcoming bounds on the quantity T pUq, c.f. Lemma 2.8. The recent work [30] contains an improvement when p 1{2 ď U ď p 3{5 , which leads to improved bounds for the exponential sum we consider in certain ranges of the cardinalities X, U, V, W .
Preliminaries

2.1.
Background from arithmetic combinatorics. Some of the results of this section apply to arbitrary fields F q of q elements so we formulate them in this form.
The proofs of Theorems 1.1-1.4 come down to non-trivial upper bounds on the number of solutions to equations with variables in prescribed sets in Fp. Of particular importance in our considerations is the following such quantity. Definition 2.1. Let U, V, W Ď Fq . Then NpU, V, Wq denotes the number of solutions to
A trivial upper bound for NpU, V, Wq in terms terms of the cardinalities U " #U, V " #V, W " #W is
This [10] . Progress over the years to the Bourgain-Katz-Tao result, see [4, 13, 21, 23, 27, 29, 31, 37] and references therein, leads implicitly to improved upper bounds for NpU, V, Wq.
The most recent and significant progress in estimating NpU, V, Wq has its roots in a bound of Rudnev [38] on the number of incidences between a set of points in F 3 p and a set of planes in F 3 p . Rudnev's work [38] is based on a theorem of Guth and Katz [18, Theorem 2.10] from their solution to the Erdős distinct distance conjecture for planar sets and on the 19th century Plücker-Klein formalism for projective line geometry [34] . Applying the incidence theorem of Rudnev [38] to NpU, V, Wq requires an elegant trick and has been done by Aksoy Yazici, Murphy, Rudnev and Shkredov [1, Theorem 1] . Given the importance of Rudnev's points-planes incidence theorem to our results, it should be noted that the theorem is essentially sharp. Existing points-lines incidence results in F 3 p (see [12, 28] and also [17] ) do not seem to work as well for bounding quantities as NpU, V, Wq.
We begin our thorough examination of NpU, V, Wq with an easy upper bound based on multiplicative characters in F q . Proof. Clearly, the number of zero-solutions, that is, solutions with u 1 pv 1´w1 q " u 2 pv 2´w2 q " 0 is at most U 2 V W , because we must have v 1 " w 1 and v 2 " w 2 . We use standard properties of multiplicative characters to bound the number NpU, V, Wq˚of non-zero solutions.
Let Ω denote the set of all q´1 multiplicative characters of F q and let Ω˚be the set of nonprincipal characters; we refer to [22, Chapter 3] for a background on characters. In particular, using the orthogonality of characters, we write
Recalling the well-known analogue of (1. Using the orthogonality of characters again, we derivěˇˇˇN
which concludes the proof.
[ \ The next step is to obtain a complementary bound for small sets U, V, W Ď Fp in a prime field F p . It is based on the points-planes incidence bound of Rudnev [38] and in particular on its application described by Aksoy Yazici, Murphy, Rudnev and Shkredov [ 
Proof. The result follows from [1, Theorem 11] by setting A " U and L » VˆW to be the set of lines ty " vx`vw : v P V, w P Wu.
[ \ Combining the two results gives an upper bound on NpU, V, Wq over F p . We also need two other quantities similar to NpU, V, Wq. We recall that the multiplicative energy EˆpUq of a set U Ď F p , is defined as the number of solutions to the equation
It is known to play a crucial role in bounds of various exponential sums, see, for example, [15] . However, here our argument relies on bounds of the multiplicative energy of the difference set with multiplicities counted.
Definition 2.5. Let U Ď Fq . Then DˆpUq denotes the number of solutions to the equation
An essentially optimal upper bound for DˆpUq over the real numbers has been obtained by Roche-Newton and Rudnev [35] by an application of the Guth-Katz theorem [18] . The quantity DˆpUq does not seem to have been studied in the finite field context until recently (see [33] ). We will present a different bound, which depends on a third quantity that, moreover, features an autonomous role in the proofs of the exponential sum estimates is the following. Definition 2.6. Let U Ď Fq . Then T pUq denotes the number of solutions to the equation
The notation reflects the fact that the function T pUq counts the number of collinear triplets of points in UˆU Ď F 2 q . A more or less optimal upper bound for T pUq over the real numbers has been obtained by Elekes and Ruzsa in [11] by an application of the Szemerédi-Trotter theorem [45] . In the finite field context, T pUq is studied by Aksoy Yazici, Murphy, Rudnev and Shkredov in [1] .
We begin our examination of DˆpUq and T pUq with the following elementary estimate that relates the two quantities.
Lemma 2.7. For any set U Ď F p of cardinality #U " U, we have
Proof. Clearly DˆpUq " D˚pUq`OpU 6 q where D˚pUq is the number of solutions to the equation
Let Jpλq be the number of quadruples pu 1 , u 2 , v, wq P U 4 with (2.2) u 1´v u 2´w " λ and let J v,w pλq be the number of pairs pu 1 , u 2 q P U 4 for which (2.2) holds.
Then, by the Cauchy inequality, we have
Using that ÿ
and renaming the variables pv, wq Ñ pu 3 , u 2 q, we immediately obtain the desired result.
[ \ We now need the bound on T pUq given by Petridis [33] , which (for 
In particular, we see from Corollary 2.9 that when U ď p 2{3 then the second term dominates and we derive DˆpUq ! U 13{2 . We also remark that Rudnev, Shkredov and Stevens [40, Theorem 6] have given a related result.
2.2.
Exponential sums and differences. We now link multilinear exponential sums (1.5) to exponential sums with differences. For a technical reason it is also convenient for us to prove this in the setting of arbitrary finite fields and additive characters. This may also be useful in further applications.
Namely, for sets X 1 , . . . , X n Ď F q , weights ω 1 , . . . , ω n and an additive character ψ of F q , we define
Note that our bound is uniform in ψ (and is actually trivial when ψ " ψ 0 is the principal character). Proof. For every complex number ξ we write |ξ| 2 " ξξ.
We first establish the result for n " 2. Let us begin by eliminating ω 2 by applying the triangle inequality.
|T ψ pX 1 , X 2 ; ω 1 , ω 2 q| "ˇˇˇˇÿ
Squaring both sides and applying the Cauchy inequality gives
This proves the result for n " 2. For n ą 2 the argument is similar, though it requires the Hölder inequality. Using that ω n pxq does not depend on x n , we get |T ψ pX 1 , . . . , X n ; ω 1 , . . . , ω n q| ď ÿ
Hence, by the Cauchy inequality we derive
where y " px 1 , . . . , x n´1 , y n q (and as before x " px 1 , . . . , x n q). By changing the order of summation, we obtain
Tpx n , y n q, where Tpx n , y n q " ÿ
Now, raising both sides to the 2 n´2 th power and using the Hölder inequality, we obtain |T ψ pX 1 , . . . , X n ; ω 1 , . . . , ω n q|
We apply the inductive hypothesis to bound |Tpx n , y n q| 2 n´2 for every x n , y n P X n . For each j " 1, . . . , n´1, the weights ω j pxqω j pyq " ω j ppx 1 , . . . , x n´1 , x n qqω j ppx 1 , . . . , x n´1 , y nsatisfy the necessary conditions with respect to x 1 , . . . , x n´1 . Applying the inductive hypothesis to the above character sum (where the character ψpuq is replaced by the character ψ xn,yn puq " ψpupx n´yn qq) gives
Substituting in (2.3) completes the inductive step and thus finishes the proof.
[ \ 3. Proofs of bounds of exponential sums
We begin by eliminating α x and γ z .
|SpX , Y, Z; α, β, γq| "ˇˇˇˇÿ
β y e p pxyzqˇˇˇˇ.
We proceed as in the proof of Lemma 2.10 and, using the Cauchy inequality, derive
For λ P F p , we now denote
Clearly,ˇˇr Jpλqˇˇď Jpλq, where Jpλq is the number of triples py 1 , y 2 , zq P Y 2ˆZ with the same value of the product py 1´y2 qz " λ P F p . It is also clear that
where NpU, V, Wq is as in Definition 2.1 in Section 2.1.
Thus applying (1.2) together with (3.1) we obtain |SpX , Y, Z; α, β, γq| 2 ď XZ a pXNpZ, Y, Yq.
Using Corollary 2.4, we derive
Our final task is to remove the first term X 3{4 Y Z. This first term dominates the second term only when p ď Y Z 1{2 . In this range, however, we deploy the classical bound following from the triangle inequality and (1.2)
Therefore the term X 3{4 Y Z can be dropped from the final bound.
3.2. Proof of Theorem 1.2. As in the proof of Theorem 1.1, after an application of the Cauchy inequality, we arrive to
Applying the Cauchy inequality one more time, we derive |SpW, X , Y, Z; α, β, γ, δq|
We now collect together triples pw 1 , w 2 , yq P W 2ˆZ with the same value of the product ypw 1´w2 q " λ P F p and denote by Ipλq the number of such triples.
Similarly, we collect together triples px 1 , x 2 , zq P X 2ˆZ with the same value of the product zpx 1´x2 q " µ P Fp and denote by Jpµq the number of such triples.
Hence we can rewrite (3.2) as SpW, X , Y, Z; α, β, γ, δq
IpλqJpµq e p pλµq.
Using analogues of the identity (3.1), we note that by Lemma 2.3 and by the assumption
Therefore, using the bound on bilinear sums (1.2), we obtain
3.3. Proof of Theorem 1.3. First we observe that by the classical bound (1.2) we have
which implies Theorem 1.3 provided that
We now note that for X ě Y ą p 2{3 we have
For this reason, we can assume that
It now remains to estimate K. Clearly K is the number of solutions to the equation py 1´y2 qpz 1´z2 q " py 3´y4 qpz 3´z4 q ‰ 0, py i , z i q P YˆZ, i " 1, 2, 3, 4.
We express K in terms of multiplicative characters as follows. See [22, Chapter 3] for a background on multiplicative characters.
The inner sums is over all p´1 distinct multiplicative characters χ of F p . Simple transformations lead to the formula
Now, using the Cauchy inequality, we obtain
where DˆpUq is as in Definition 2.5 in Section 2.1, see [5, Lemma 4] for a similar argument. Recalling Corollary 2.9, we obtain
One easily verifies that under the condition (3.4) we have
Hence, the bound (3.9) simplifies as
Using this bound together with (3.8), we obtain
This implies
Our final task is to remove the second summand from the upper bound. 
3.4. Proof of Theorem 1.4. First we permute the variables and write
Then, by Lemma 2.10 (with n " 4) we have We now collect together triples pw 1 , w 2 , zq P W 2ˆZ with the same value of the product zpw 1´w2 q " λ P F p and denote by Ipλq the number of such triples.
Similarly, we collect together quadruples px 1 , x 2 , y 1 , y 2 q P X with the same value of the product px 1´x2 qpy 1´y2 q " µ P Fp and denote by Jpµq the number of such quadruples. this equation, we are able to explicitly produce a large family of solutions. Both the asymptotic formula and the size of the family of explicit solutions depend on the cardinalities of the image sets of interest and lead to the desired results.
4.2.
Proof of Theorem 1.5. We let E " F p z pABC`Dq be of cardinality E and define N as the number of solutions to the equation
for which we obviously have N " 0. On the other hand, using the orthogonality of exponential functions we express N as
Changing the order of summation and separating the term ABCDE{p corresponding to λ " 0, we obtain 
Recalling that N " 0 we obtain
which concludes the proof of the asymptotic formula.
For the lower bound, we consider the number Jpηq of solutions to the equation
Furthermore, by the Cauchy inequality
where J is the number of solutions to the equation
As before, we write Now applying the Cauchy inequality and then analogues of (3.7), we obtain
The asymptotic formula follows.
For the lower bound, we consider the number Jpηq of solutions to the equation pa`b`cq 3`d " η, pa, b, c, dq P AˆBˆCˆD, and again proceed as in the proof of Theorem 1.5 however using Theorem 1.3 instead of Theorem 1.1. In particular, for
from which the desired result follows. Clearly the quintuples pb, c, d, abc, a`dq with pa, b, c, dq P AˆBˆCˆD are pairwise distinct solutions to (4.4). Hence (4.5) N ě ABCD.
On the other hand, similarly to (4.1), we infer from Theorem 1.1 that
Hence, we see from comparing (4.5) and (4.6), that either
and we obtain the result.
Comments
We now recall a result of Karatsuba [24] (see also [25, where the implied constant depends only on the arbitrary parameter r " 1, 2, . . .. Used instead of (2.1), this allows us to improve Lemma 2.2 for some ranges of U, V, W , however not in ranges which are relevant for our applications to the trilinear sums (1.1).
Furthermore, [33] also contains the bound
which is better than that of Corollary 2.9 when U ě p 4{7 . It turns out, however, that in this range applying the classical bound works better.
Finally, we note that some of our bounds can be refined and expressed in terms of L 2 -norms of some weights instead of their L 8 -norms.
