Recent technological developments and the exponential increase in computational power provide researchers in statistics with endless possibilities for developing methodologies and applying new techniques. This special issue, entitled "Computational Techniques in Theoretical and Applied Statistics", highlights some topics and specific problems, combining theoretical results, applications and computational techniques.
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finding tuning parameters. Still in the context of shrinkage/penalized estimation, Roozbeh, proposed a generalized ridge estimator in the high dimensional regression model. Asymptotic performance of this estimator, with growing dimensionality, is analyzed, and the performance is improved by shrinking it towards zero. Extensive computations is carried out to evaluate the efficiency of the proposed estimators in high dimension.
In the topic of Non-parametric Inference, Muhammad et al., developed non-parametric predictive inference for best linear combination of two biomarkers using parametric copulas. The computational advantages are presented in: i) the computations to find the optimal linear combination coefficient, ii) the implementation of the new methodology developed which combines non-parametric predictive inference for the marginals with an estimated parametric copula, and iii) finally, in the simulation studies developed.
Finally, using point estimation methods and re-sampling techniques, Visagie demonstrated with extensive computation that the parameter estimates obtained using the maximum likelihood and the empirical characteristic function estimators vary wildly in cases where the data are realized from a distribution resembling a limit case of the distribution containing fewer parameters. Notwithstanding the variability between estimates, in many cases the density functions achieved using various estimators, are almost identical in spite of substantially different parameter estimates. 
