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Let {X(t), 0 < t < T} and {Y(t), 0 < t < T} be two additive processes 
over the interval [O, T] which, as measures over D[O, T], are ab&utely con- 
tinuous with respect to each other. Let px and py be the measures over D[O, T] 
determined by the two processes. The characteristic function of ln(+~/c&) 
with respect to pu is obtained in terms of the determining parameters of the 
two processes. 
1. INTRODUCTION 
Attempts to find a test of hypothesis for two stochastic processes 
{X(t), 0 < t < T} and {Y(t), 0 < t < T} lead to three basic problems. The first 
is to determine conditions under which the probability measure pLx determined 
by X on the function space IW[OJI is absolutely continuous with respect to pr , 
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that determined by Y, and conditions under which px and py are equivalent 
(i.e., each absolutely continuous with respect to the other). The next problem is 
to find the Radon-Nikodym derivative (i.e., likelihood ratio) dpx/dpy when p* 
is absolutely continuous with respect to pr . The third problem is to find the 
distribution function of dpx/dpy with respect to pr . The first problem has been 
solved for many pairs of processes. The second has been solved in fewer cases, 
and the third is seldom dealt with. The importance of this third problem derives 
from the fact that the distribution function of dpx/dpy with respect to pLy is 
needed in order to apply the Neyman-Pearson lemma. 
In this paper the two stochastic processes considered are stochastically 
continuous processes with independent increments. Necessary and sufficient 
conditions for the equivalence of px and pr have been found by A. V. Skorokhod 
[4], who also obtained a form of the Radon-Nikodym derivative. Necessary and 
sufficient conditions for their equivalence were given in slightly stronger form 
by P. L. Brockett and H. G. Tucker in [l]. Here we shall obtain a slightly 
different representation for dpx/dpy from that of Skorokhod. With this new 
representation we compute the characteristic function of ln(dpx/dpy). The 
p,-distribution of ln(dpx/dpy) turns out to be infinitely divisible, a natural exten- 
sion of the log-normal distribution. 
2. THE RADON-NIKODYM DERIVATIVE. 
In this section we derive a representation for dpx/dpy that will enable us to 
determine its distribution. Here p1 and pr are two probability measures on 
D[O, T], the space of right-continuous, real-valued functions over [0, T] with 
left limits at each point. The sigma-algebra of measurable subsets of D[O, T] 
will be that generated by the coordinate process .$ defined by &t)(f) =f(t) 
for all t E [0, T], f~ D[O, T]. Under each measure, the coordinate process is 
assumed to be stochastically continuous and to have independent increments. 
When the measure pz is understood, we shall denote the coordinate process by 
{X(t): 0 < t < T) or X, and when tar is understood, we shall write 
{Y(t): 0 < t < T} or Y. For such processes, the characteristic functionsf’(,)(zr) 
andf,(,)(u) are infinitely divisible and of the form 
f&u) = exp [i.n(t) - a2(t) u2/2 + J” (eiur - 1 - +) M,(h)1 (1) 
and 
fy(t)(u) = exp fiarb(t) - am u2/2 + / (eiug - 1 - +) N,(&)l. (2) 
In these formulae, a(t), b(t), us(t) and 9(t) are continuous functions, the latter 
two in addition being nonnegative and nondecreasing. The Levy spectral 
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measures Mt and Nt are known to satisfy these properties: (i) M,({O}) = 
Nt({O}) = 0 for 0 < t < T, (ii) M, and Nt give finite mass to closed sets not 
containing zero, (iii) ~I.I,~ xsM,(dx) < co and Jlzl<r x2N,(dx) < co, and (iv) 
for every Bore1 set A satisfying M,(A) < co (resp. N,(A) < CO), M,(A) (resp. 
N,(A)) is a continuous, nondecreasing function of t. The corresponding time- 
jump measures associated with the processes X and Y will be denoted by M 
and N and will be defined over the Bore1 subsets of 0 = [0, T] X R1 by 
M((t, , tJ x 4 = M&3 - M&J) and N((tl , 4 x 4 = N&9 - N&9, 
where A is any Bore1 subset of W whose closure does not contain zero. From 
now on we shall assume that the measures px and py are equivalent, i.e., px < pr 
and pr < px , and we shall denote this fact by px - tar . Necessary and sufficient 
conditions for t.~ N py are the following (see theorem 2 in [l]): 
(i) MN N, 
(ii) 2(t) = ?(t), 0 < t < T, 
(iii) so (1 - (dM/dN)*)z dN < CO, and 
(iv) for some p E&([O, T], M) and all t E [0, T), 
(3) 
If w E D[O, T] and s E (0, T], we shall denote 
i.e., Js(w) is the size of the jump at s. 
Our representation for dpx/dpy is given in theorem 3; theorems 1 and 2 give 
special cases. 
THEOREM 1. (Compound Poisson Case) If (i) 0 < M(O) N(O) < co, 
(ii) M N N over 0, and if (iii) or(T) = T*(T) = 0, then px N pr and In dpx/dpy = 
C(ln dM/dN(s, JJ: 0 < s < T, J8 # 0) - (M(O) - N(8)). 
This resuh is due to A. V. Skotokhod (see [4]), who essentially displays this 
formula and shows that px < t.+ by integrating it over a measurable set to get the 
px-measure of the set. 
THEOREM 2. If the processes X and Y are Gaussian (i.e., M = N = 0), then 
they are equivalent OY orthogonal. They are equivalent ;fmd only if(i) u’(t) = -r’(t), 
0 f t < T, and (ii) a(t) - 6(t) = $p(e) d+‘(8) for some p EL,([O, T], du2). In 
this case, 
This theorem may also be found in Skorokhod’s book (see [4], pages W-261). 
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The next lemma will be used in the proof of theorem 3. 
LEMMA 1. Let T be a one-to-one bimeasurable mapping from a measurable 
space (s2, , 2l,) onto another, (!& , 2&J. Let p and v be two probabilities on (Sz, , ‘S,) 
such that p < v. Then pT-l< VT-~ and 
dpT-l 
dvT-l 
= 8 o T-l a . e . [VT-~]. 
Proof. Clearly pT-l< VT-~. In order to prove the second assertion, we 
need only note that for every A E 9& , 
s 
4 
*xi- 
o T-1 dvT-’ = 
s 
-$ dv = /JT-‘(A). Q.E.D. 
T-IA 
Now let cc = E,, > cl > . . . . with E, J 0 as n + 00, and set In = 
(-E,+~ , --en] u [c , en-J. Let U(t) and V(t) be the Gaussian components of 
X(t) and Y(t) respectively. 
THEOREM 3. If X and Y are as described in (1) and (2), and if px N pu on 
D[O, T], then 
where 8, = [0, T] x I, andp(l) is as dejined in (3). 
Proof. Let us denote q,(t) = &J(V) do2(w), cl(t) = JI, x/(1 + x2)(M, - NJ x 
(a!~) - a(t) + b(t), and, for n b 2, 
From (iv) of the necessary and sufficient conditions mentioned for px N tar , it 
follows that Cz,=a c,+(t) = 0,O < t < T. For n 2 0 we define spaces {Dn([O, T])} 
as follows: D,,([O, T]) is the space of all continuous real-valued functions over 
[0, T] vanishing at 0, &([O, T]) is the space of all real-valued functions over 
[0, T] with a finite number of discontinuities, all of which are of type I and with 
sizes in I1 , and whose continuous component is b(t) - s,, x/(1 + x2) N,(dx), 
and, for n > 2, D,([O, T]) is the space of all real-valued functions over [0, TJ 
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with a finite number of discontinuities, all of which are of type I and with sizes 
in 1, , and whose continuous component is -J,, x/(1 + 9) N,(dx). For n > 0 
let ‘& be the sigma-algebra of subsets of D,([O, T]) generated by sets of the 
form {f:.f(t) < X} for all x E UP and all t E [0, T]. We define two probability 
measures p,, and v, over (&([O, T]), 2I,,) as follows. Over (D&O, T]), %a), let 
p0 be such that the coordinate function is a process with independent increments 
with characteristic function of t(t) given by fx,ct)(u) = exp(iuc,(t) - u2(f) u2/2), 
and let v. be similarly defined with characteristic function of f(t) given by 
f~,d4 = ev{--a2tt) +% F or n = 1, let pL1 and v1 be similarly defined over 
(Dr([O, T]), QI,) determined by corresponding characteristic functions 
and 
For n 2 2, define t.~,, and v,, over (&([O, TJ), 2X,) so that correspondingly 
By theorem 2, f~o N v0 , and by theorem 1, pa r~ v,, for n > 1, and their Radon- 
Nikodym derivatives are given by these theorems. Now let D = )(:=a D,([O, TJ), 
let 2I be the product sigma-algebra, let p = nE, p,, and v = nl,, vI, . Let S be 
an arbitrary (but fixed) countable dense subset of [0, 2’1. It can then be shown 
that corresponding to S there is a measurable subset s”i of Q such that /.~(a) = 
v(@ = 1 and such that every {fn} ~0 satisfies: Cfn converges everywhere on S 
to a function whose right continuous extension over [0, T] is in D[O, T]. More- 
over, by such a construction there is a measurable subset I’ C D[O, T] such that 
pX(r) = pr(I’) = 1 which satisfies the following: there is a one-to-one mapping 
D: a + r which is bimeasurable and that pD-l = pr and vD-l = pv . Thus by 
Kakutani’s theorem ([3], page 453), 
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By lemma 1, theorems 1 and 2 and the above, we have, a * e . [pr = VT-~], 
3. THE DISTRIBUTION OF THE RADON-NIKODYM DERIVATIVE 
In this section we derive the characteristic function of In(dpx/dpY) with 
respect to f.+ . This determines the CL,-distribution of dpXfdpy itself. We shall 
use the notation established in the previous section. All expectations are taken 
with respect to pv . 
LEMMA 2. If X and Y have no (T&.&an components, $0 < M(S) N(@) < co, 
andif j+ N pr , then the characteristic function of In(d&dt+) with respect o pFLr 
is injkitely divisible and is given by 
E,,(exp{zu ln 4444) 
= exp fiu /@ (1 - $) dN + /RI (eiuu - l)Nog-l(dv)/, 
where g: 0 -+ W is de$ned by g(s, x) = In diVf/dN(s, x). 
Proof. By theorem 3 we know in this case that 
ln-$=j@(l-$)dN 
Let us denote 
+ c W, 1s) : 0 Q t < T, I 1s I> 01. 
46 4 = ((s, 4 E @ : i/m <g(s, x) < (i + 1)/m} 
and then define g,: 0 -+ RI by 
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By the dominated convergence theorem, 
If B C 0, let us define S(B) by 
‘WB) = c V&, JJ : 0 f s < T, I Js I > Oh 
i.e., ‘%(B) is the number of jumps in B. Then 
c kn&, JJ : 0 < s G T, I 1s I > 01 
= $ (i/m) W4, m)). j=-ma 
Hence, since {%(A( j, m)), -m2 < j < m2} are independent Poisson-distributed 
random variables with E%(A(j, m)) = N(A(j, m)), it follows that 
E (exp iu c k,(s, .I$) : 0 < s < T, I Js I > 01) 
= E (exp iu 2 {(j/m) %(A(j, m)) : -m2 <j < me}) 
= jzcma expUW(j, m))(@‘m - 1)) 
= exp C (N(A(j, m))(eirj’m - 1): -m2 <j < m2} 
= exp C ]lAC, m) (e”“C - 1) dN : -m2 < j < m2/ 
Thus 
= exp 
I Q( 
ei”“m - 1) dN. 
E exp iu c {g(s, JJ : 0 < s < T, I Js I > 0) 
= g.im exp 1 (eiUum - 1) dN 
0 
= exp 
s Q (eiug 
- 1) dN 
= exp 
I w1 
(eiuv - l)N 0 gl(dv), 
which is the desired formula. Q.E.D. 
240 BROCKET ET AL. 
Our principal result is the following. 
THEOREM 4. If  yx - yy  , then the logarithm of the characterisitc function of 
W~xldtlr) is 
iu If ( dM ln(dM/dN) 0 ’ - dN ’ 1 + {ln(dM/dN))” ) dN - ; ~‘p”(v) do2(v)/ 
1 - - u2 
2 s oT ~“(4 du2(4 
+ f  (eiuv - 1 - *) N 0 g-l(dv), 
where p: [0, T] + IIP is a measurable function satisfring 
and 
I oTp2(~) du2(v) < CO 
and where g = ln(dM/dN). 
Proof. Let U(t) - Sip(~) da?(o) and V(t) be the Gaussian components of X 
and Y respectively; thus the non-Gaussian components X’(t) and Y’(t) have 
centering functions a(t) + slp(~) d&‘(v) and b(t) respectively. We first obtain 
the (logarithm of the) characteristic function of In dpx,/dpr, with respect to the 
measure j4r’. Let {en} and {In> b e as in theorem 3, let 8, = [O, T] x I, , and let 
N,,(A) = N(A n 8,) for every Bore1 subset A of 8. We may write, by theorem 3, 
where 
Applying lemma 2, we obtain the characteristic function fi,(u) of 2, as 
fi,(u) = exp [iu Iem (1 - dM/dN) dN + 1 (eiuv - 1) N,, 0 g3dw)/, 
where 
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Since 
we obtain the characteristic function of In dpp/dpy, to be 
where 
dM 
+=1-a+ 
ln(dM/dN) 
1 + (ln(dM/dN)}z ’ 
Let F,,(U) be the characteristic function of Z, + *.* + Z,, , i.e., F,(U) = 
I$~,f,,cio, and let v(u) be the characteristic function of In dpx~/dpy~; then 
P)%(U) -+ T(U) for all u. Since each rp,, is infinitely divisible, it follows that 91 is 
infinitely divisible. Let us denote its centering constant, variance of Gaussian 
component, and I&y spectral measure by (Y, /3a and Y respectively. 
By a known theorem (see [2], p. 88), we know that 
and 
as n+m, 
where a and b are continuity points of ‘P and 0 4 [cz, b], and 
We shall show that 
and 
Y=Nogl, (2) 
192 =o. (3) 
We shall prove (2) first, whereby also proving that Nag-l is a Levy spectral 
measure for an infinitely divisible ~stribution. Indeed, by the definitions of N5 
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andgj and the fact that {I,} are disjoint, we obtain, for 0 < a < b or a < b < 0, 
where a and b are continuity points of No g-l, the result that 
i Nj q7((u, b]) = i N((t, x) : x Elj , g(t, x) E (a, b]} 
j=l i=l 
= w%), 
where A, = {(t, x): 1 x / > l n , g(t, x) E (a, b]]. Since A, C A,+1 for all n and 
E, 4 0, and since N((J A,) < co, we have that N(A,) --f N{(t, x): x # 0, g(t, x) E 
(u, b]), i.e., lim N(A,) = N 0 g-l((u, b]), thus proving (2). In order to prove (3), 
we make use of the just proved facts that 
N&z) t N o g-w, w and Nag-1 
is a Levy spectral measure to obtain 
i.e., 82 = 0. We now establish (1). Let O+ = ((x, t): #(x, t) > 0}, O,+ = 
O+ n 0, , O- = @Of and O,- = O,\O, +. Let us define over the Bore1 sets of 
0 measures M+ and N+ defined by M+(A) = M(A n O+) and N+(A) = 
N(A n O+). Clearly M+ N N+, and over O+ the following are true: dM+/dN+ = 
dM/dN, and # = 1 - dM+/dN+ + g+/(l + (g+)“), where g+ = In(dM+/dN+). 
Also, as remarked in [l], page 20, j 1 x l/(1 + x2)] Mt - Nt ( (dx) < CO for all 
t E [O, T]. Now let us consider two stochastically continuous stochastic processes 
with independent increments X+ and Y+ over D[O, T] which have no Gaussian 
components, whose trend terms are 
a+(t) = f x/(1 + x2)@& - Nt)(dx) and P(t) = 0 
respectively, and whose Levy spectral measures (i.e., time-jump measures) are 
M+ and Nf respectively. These two processes, according to the conditions stated 
just before theorem 1, are equivalent. Thus, as was shown above for X and Y, we 
now have for X+ and Y+ the result that 
El s,+  dNt -+ (some finite) 01+. 
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But by the Monotone convergence theorem, 
Similarly, 
Combining these, we obtain (1). It is easily observed that the characteristic 
function of Sip(e) dF’(B) with respect to py is exp{-(u2/2) Sip”(~) du2(v)}. 
Because of this and the independence of the Gaussian and Poisson components 
of Y, we obtain the conclusion of the theorem when u”(t) is not identically 
zero. Q.E.D. 
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