Although Monte Carlo methods have been fruitfully applied in many areas of science and statistics, standard Markov Chain Monte Carlo (MCMC) performs poorly in numerous situations when the dimension of the sample space is high. To address this di culty various methods have been proposed. In this article, we present a generalized version of the Gibbs sampler that allows exible conditional moves de ned by groups of transformations. We explore its connection with the multigrid Monte Carlo (MGMC) of Goodman & Sokal and propose its use in designing more e cient samplers. The generalized Gibbs sampler provides a framework encompassing a class of recently proposed tricks, such as parameter expansion, reparameterization, blocking and grouping. To illustrate, this new method is applied to Bayesian inference problems for the multivariate Gaussian, nonlinear state-space models, ordinal data, and stochastic di erential equations with discrete observations.
Introduction
Monte Carlo methods are indispensable tools for solving di cult computational problems in physics (e.g., uid dynamics, spin-glass theory. See Metropolis et al., 1953; Marinari & Parisi, 1992) ; biochemistry (Leach, 1996) ; computer science (e.g., arti cial intelligence, VLSI chip designs. See Kirkpatrick et al., 1983; Ullman, 1984) ; engineering (Geman & Geman, 1984; Liu & Chen, 1995) ; statistics (e.g., bootstrap, data augmentation, multiple imputation, etc.), and other elds.
Despite their success, the standard Metropolis and Gibbs sampling schemes (Gelfand & Smith, 1990; Metropolis et al., 1953; Tanner & Wong, 1987) are often unsatisfactory and new constructions enabling a fast exploration of high-probability regions of the state space are needed. Suggestions from the literature include: adaptive directional sampling (Gilks, Roberts & George, 1994) , auxiliary variable approach (Swendsen & Wang, 1987; Besag & Green, 1995; Higdon, 1998; Meng & Van Dyk, 1997) , blocking/grouping (Liu, Wong & Kong, 1994; Roberts & Sahu, 1997) , multigrid Monte Carlo (Goodman & Sokal, 1989) , parameter expansion (Liu & Wu, 1999) , reparameterization (Gelfand, Sahu & Carlin, 1995; Nandram & Chen, 1996; Meng & van Dyk, 1997) , simulated tempering and parallel tempering (Marinari & Parisi, 1992; Geyer, 1991; Geyer & Thompson, 1995) .
Two tactics are basic to most MCMC acceleration techniques. The rst is to directly design new MCMC moves in the original sample space based on intuition and some preliminary analyses: blocking/grouping and reparameterization are typical examples. In reparameterization techniques, one de nes a transformed distribution p(x j a) = (a(x))jJ a (x)j, where a is a predetermined transformation. Then a standard MCMC scheme is applied to draw x from p(x j a) and update x 0 = a(x). In some situations one can select an \optimal" a to achieve the fastest convergence (Meng & van Dyk, 1997) . The reparameterization method, therefore, can be seen as a way of generating new MCMC moves by using standard ones on a transformed space. However, it is not always easy to determine the optimal transformation a . Liu & Wu (1999) argue that it is often more e ective to treat a as an auxiliary variable and randomly select its value. In fact, the second basic strategy in designing better samplers is to augment the sample space. The general formulation of an auxiliary variable method consists of, rst, identifying an augmented distribution p(x; a) so that either (i) (x) = p(x j a 0 ) for some a 0 or (ii) (x) = R p(x; a)da and, then, applying a standard MCMC to p(x; a). For the estimation of the quantity of interest, one uses only MCMC samples corresponding to a = a 0 in (i); whereas one can use all the samples in (ii).
Simulated tempering is an auxiliary variable technique of type (i) in which a in the augmented distribution corresponds to a dispersion parameter implied by . For example, a popular choice is p(x; a) = c a 1=Ta (x), where a takes value in a nite set. The constant c a is chosen so that c a R 1=Ta (x)dx is approximately equal for all a. Multigrid Monte Carlo (MGMC) and parameter expansion are auxiliary variable methods of type (ii). The generalized Gibbs sampler presented here is along the line of Goodman & Sokal's (1989) partial resampling and Liu & Wu's (1999) parameter expansion. Unlike the standard Gibbs sampler that updates along a coordinate, the generalized one can sample along the trace of any locally compact transformation group, either curved or discrete. This generalization naturally connects with reparameterization techniques and the MGMC philosophy, and can be exibly applied to all MCMC computations. This method can also be viewed as an auxiliary variable approach of type (ii) because the transformation group's element can be treated as an auxiliary variable. The conditional nature of the moves designed by the new method guarantees that all resulting samples can be used in the nal estimation. Based on the generalized Gibbs, we show how the MGMC methodology can be adapted to handle Bayesian inference problems.
Section 2 presents the generalized Gibbs sampling rule; Section 3 explains the deterministic multigrid algorithm, its stochastic analog and applications in Bayesian computations; Section 4 provides illustrative examples; and Section 5 concludes with a brief discussion. Mathematical details are given in the Appendix.
The generalized Gibbs sampler via groups of transformations
Suppose (x) is a probability distribution of interest de ned on sample space X. A set ? = f g of transformations on X is called a locally compact group or a topological group if (i) ? is a locally compact space; (ii) the elements in ? form a group with respect to the usual operation for composing two transformations (i.e., 1 2 (x) = 1 ( 2 (x))); and (iii) the group operations ( 1 ; 2 ) ! 1 2 and ! ?1 are continuous (Rao, 1987 
One can similarly de ne a right-Haar measure. Under mild conditions, these measures exist and are unique up to a positive multiplicative constant (Rao, 1987) . When the left-Haar measure is also a right one, it is called unimodular. Two typical transformation groups are the translation group ? = f 2 R 1 : (x) = x + g, which possesses a unimodular Haar measure L(d ) = d , and the scale group ? = f > 0 : (x) = xg, with the unimodular Haar measure L(d ) = ?1 d . Generally speaking any move from x to x 0 in sample space X can be achieved by a transformation chosen from a suitable group ?; that is, we can often nd a group ? of transformations so that x 0 = (x) for some 2 ?. For example, suppose x = (x 1 ; : : : ; x d ) and x 0 = (x 0 1 ; x 2 ; : : : ; x d ).
Then the move can be done by a translation group ? acting on x in the following way: ? = f 2 R 1 : x = (x 1 + ; x 2 ; : : : ; x d )g:
An appropriate sampling distribution for gives rise to the Gibbs sampling update of x 1 to x 0 1 . To obtain a complete Gibbs sampling chain, one uses a combination of translation groups (one for each coordinate of x). As long as this combination is transitive (i.e., one can move from one point to any other in X via a sequence of transformations selected from the groups), the chain is irreducible. Given ?, it is then necessary to determine an appropriate sampling distribution for so that is invariant under the move x 0 = (x). The following theorem is an extension of a result proved by Liu & Wu (1999 A proof is given in the Appendix. For any locally compact transformation group ?, we de ne a generalized Gibbs step as
This is a very exible way of designing conditional moves in Monte Carlo simulations. The standard Gibbs sampler can be realized by applying this theorem to those ?'s corresponding to translations along each coordinate. An easy extension of the standard Gibbs sampler is to let ? be the translation group along an arbitrary direction, i.e., ? = f 2 R 1 : (x) = x + e (x 1 + e 1 ; : : : ; x d + e d )g; where e = (e 1 ; : : : ; e d ) is a xed vector given in advance. The proper distribution for drawing can be derived from Theorem 2.1 as p x ( ) / (x + e).
Groups such as the scale group, the a ne transformation group, and the orthonormal transformation group can also be used. For example, if one wishes to update x to x 0 as x = (x 1 ; : : : ; x d ) ! x 0 = ( x 1 ; : : : ; x d ); 2 R 1 n f0g; one can de ne a scale group ? = f 2 R 1 n f0g : (x 1 ; : : : ; x d ) = ( x 1 ; : : : ; x d )g, and sample from p x ( ) / j j d?1 ( x).
By selecting appropriate groups of transformations, one can achieve either the e ect of reparameterization or that of blocking/grouping. Examples in Section 4 further illustrate these points. In a blocking/grouping method, one is required to draw from the conditional distribution of a block of variables, e.g., (x A j x ?A] ). When such an exact draw is infeasible, Shephard & Pitt (1997) suggest using a Metropolis step. Goodman & Sokal (1989) apply a similar strategy to their multigrid Monte Carlo. In a generalized Gibbs step, one can update x A to (x A ) by selecting from a suitable transformation group, as long as this move provides a useful update of x A .
However, it may also be impossible to sample directly from the distribution p x ( ) given by Theorem 2.1, in which case a Metropolis-type move would be desirable. Suppose T x ( ; 0 ) is a transition kernel that leaves p x ( ) invariant: can we substitute step (G1) with the application of a one-step transition from T x ( ; 0 )? There is a slight complication: in order to sample a new value 0 with T x ( ; 0 ), we need a starting value . Also, in case of rejection in using T x , we would like to retain x 0 = x and the only way this can be achieved is by applying T x to = id , the identity transformation. Thus, the question is what conditions T x has to satisfy so that step (G1) can be replaced by a step T x ( id ; ). The following theorem gives an answer. A proof is given in the Appendix. Condition (1) implies that the local transition T x has to be invariant along the orbit fy : y = (x); 2 ?g determined by the group. The condition is satis ed if T x ( ; 0 ) is of the form g(p x ( ); p x ( 0 )). The following example illustrates the necessity of the transformation-invariant property.
A Counter Example: If the transition function T x does not satisfy (1), the target distribution may not be preserved. Let x take value in f0; 1; : : : ; 4g and the target distribution be uniform, i.e., (x) = 1=5. The group operation is the translation: i j = i + j (mod 5). The transition functions T x are T 0 (i; j) = 1=3 for 8 i ?j 1, and T k (i; j) = 1=5 for all i; j and k > 0, respectively. Hence, is invariant under all T x , with x xed. It is easy to check, however, that the invariant distribution of T i (i; j) is proportional to (3,3,2,2,3) instead of .
The result of Theorem 2.2 is of general interest. The Metropolis algorithm consists of a proposal transition, often invariant with respect to the state, and a rejection rule. A state-inhomogeneous proposal kernel can induce errors (Gelfand & Sahu, 1994) . On the other hand, the Gibbs sampler and the generalized Gibbs consist of transition kernels derived from conditional distributions which are always inhomogeneous in state. In this sense, Gibbs sampling steps are more adaptive to the target distribution than Metropolis steps are. Theorem 2.2 shows how to properly insert a Metropolis (typically homogeneous) move into a conditional sampling chain. Once condition (1) is met, the Metropolis transition within a generalized Gibbs move is allowed to be iterated any ( nite) number of times.
3 The generalized Multigrid Monte Carlo
The deterministic multigrid method
A numerical solution of a partial di erential equation Au = f, where A is a di erential operator, is usually achieved by rst discretizing the domain of u by N grid points and, then, solving the corresponding di erence equation using an iterative method, such as the Gauss-Seidel or the Jacobi method (Press et al., 1992) .
As N increases, however, convergence rate of almost all available iterative method slows down very quickly for smooth target functions because of the local nature of the algorithm employed. In fact, for many problems the amount of change in the approximation per step is inversely proportional to the smoothness of u. To overcome this di culty, one may choose a starting value U 0 that captures the smooth trend of the target function. In order to approximate the smooth components, a coarser grid (i.e., N small) may be su cient and would allow a faster di usion of information.
The basic idea of the multigrid method is precisely to represent the slowly varying components of the target function on a coarser grid so that the information is more e ciently stored and the factor inducing slow convergence eliminated (Briggs, 1987) . M . This brief description illustrates the distinctive features of a multigrid algorithm and suggests the importance of its generalization to a stochastic setting.
Partial resampling and ber construction
An extension of the deterministic multigrid algorithm to a Monte Carlo one has been di cult as it requires generalizing the concept of coarse grids and designing prolongation and restriction moves between di erent grid-resolution levels. Goodman & Sokal (1989) succeeded in describing a correct algorithm based on the following observation. Suppose there exists a partition of the sample space X into bers, i.e., X = S 2A X such that X T X = ;. Then, we can nd an analogous decomposition of :
where (x) is the conditional distribution of x given that it lies in the ber X . It is seen that any transition of the form P(x ! x 0 ) that leaves invariant also leaves invariant. Thus, the coarse steps can be obtained by \moving along the bers" with an appropriate conditional distribution; this principle is called partial resampling in Goodman & Sokal (1989) . However, determining the explicit form of can be a di cult task for an arbitrary ber construction.
To illustrate the idea of partial resampling, we give three \ ber" constructions and the corresponding for de ned on X = R 2 , with x = (x 1 ; x 2 ). (i) For 2 R 1 , we de ne the ber as X = fx : x 1 = g and, correspondingly, Using this ber construction results in a standard Gibbs sampling step.
(ii) The ber is de ned as X = fx : x 2 = x 1 + g and, correspondingly, 
Proof: A consequence of Theorem 2.1.
Multigrid Monte Carlo and its generalization
After presenting the general partial-resampling scheme, Goodman & Sokal (1989) study the following special case. Let X be a product of identical subspaces G, i.e., X = G N . Suppose an operation exists for which G forms a group. Let G k be a group equipped with (k) , the operation applied component-wise, for any positive integer k. A prolongation operator P : G M ! G N is de ned as a one-to-one mapping such that P(z 0 z 00 ) = P(z 0 ) P(z 00 ) and P(e M ) = e N , where e M and e N are the identity elements in the two product groups, respectively. A \ ber" can be de ned as F x = fy : y = (P z) x for some z 2 G M g. Furthermore, if G is equipped with a Haar measure (Rao, 1987) , then the following theorem holds: THEOREM 3.2 Let x be a random element whose density with respect to the Haar measure is (x). Let P be a prolongation operator compatible with the group structure. If z is drawn from probability distribution p(z j x) / ((P z) x), then w = (P z) x follows .
Proof: It is a consequence of Theorem 2.1 because ? = f z ; z 2 G M g with z (x) = (P z) x is a locally compact transformation group on X. 4 Examples 4.1 Multivariate Gaussian Goodman & Sokal (1989) originally suggested the application of MGMC to Gaussian elds. By using the framework of Roberts & Sahu (1997) , we can evaluate the e ciency of the MGMC approach in such cases. Let (x) be an n-dimensional Gaussian with mean (a column vector) and dispersion . For a given directional vector e n 1 , we consider the group of translations ? e = f 2 R 1 n f0g : (x) = x + eg. We call step x ! x + e an e-directional move. Let Q = ?1 ; by applying theorem 2.1, one derives that the appropriate density for is again Gaussian with mean (e 0 Qe) ?1 e 0 Q( ? x) and variance (e 0 Qe) ?1 . Following Roberts & Sahu, we let B = L ?1 U, where L is the lower triangular part of Q and U = Q?L. The convergence rate (the second largest eigenvalue in modulus) of a deterministic scan Gibbs-sampler is equal to the spectral radius (B) of B. For a chain whose transition rule consists of a Gibbs sampler cycle followed by an e-directional move, the corresponding spectral radius is ((I ? M)B), with M = e(e 0 Qe) ?1 e 0 Q.
A toy-example is the bivariate Gaussian where it is possible to evaluate the spectral radii analytically. Let be zero, the variances be 1, and the covariance take value . As illustrated in Figure 1 , we compared the maximum modulus eigenvalues of (I ?M)B and B as functions of for three di erent values of e.
For a fair comparison, one should recall that one Gibbs sampler iteration requires sampling two univariate Gaussians, and the e-directional move requires another one. When the direction identi ed by e corresponds to the regression line, the e-directional move converges in one step|as in the case of independence. In general, the e-directional move increases the sampler's e ciency when the direction of translation is close to the true association. Note also that by deliberately choosing a bad direction the e-directional move may lead to a worse convergence rate, but has never been disastrous. A similar phenomena has been observed for grouping 2 )V; V ) with V = ((n ? 1)(1 ? ) 2 + (1 ? 2 )) ?1 2 , which does not depend on .
This allows the serial correlation of the chain to drop to zero, as illustrated in Figure 2 . In the experiment, we simulated n =100 observations from the model with =0.98, 2 =0.02, =3, and 2 =0.1. Using a at prior on the and , we applied both the Gibbs sampler and two MGMC samplers to the data set. The chains were started from their equilibrium distribution and 1000 iterations were recorded for each. Consider now a nonlinear system, the stochastic volatility model: y t = expf t 2 g t ; t N(0; 2 ); t = t?1 + t ; t N(0; 2 n ); 1 N(0; 2 =(1 ? 2 )):
Applying Gibbs sampling to this model is nontrivial because the conditional distribution required in each sampling step is non-standard. Shepard & Pitt (1997) propose a pseudo-dominating Metropolis sampler to overcome this di culty. Generalized Gibbs moves similar to those for the Gaussian state-space model can also be designed to improve their algorithm. For example, we can add a translation step after each Gibbs cycle: ( ; ) = ( expf ? 2 g; + ). The appropriate distribution for can be easily shown to equal that for the previous Gaussian model. This step rendered the serial correlations of the sampled to drop to zero ( gure omitted). As a caveat, we note that the serial correlations of and decreased only slightly with this translation step. More sophisticated MGMC moves as those described for the next example are perhaps necessary to make the whole chain converge faster. The missing data y mis is imputed purely for computational convenience and will be called a Monte
Stochastic di erential equation and Monte Carlo bridging
Carlo bridge of size M = m ? 1.
Given , we can apply a simple Gibbs sampler to cycle through every component of y mis . Conversely, once given y mis , we can easily update from its approximate complete-data posterior. However, as m increases, the e ciency of this standard procedure decreases rapidly because of the high autocorrelation between the neighboring y k+ j In each coarse level move, we did not use the special properties of the Gaussian model; instead, we applied one Metropolis step with its transition kernel satisfying Theorem 2.2. The computing time of this MGMC sampler is 1.8 times that of the standard Gibbs sampler. Figure 4 shows that the MGMC signi cantly outperforms the simple Gibbs sampler in terms of computational e ciency, with actual cost of computing time taken into consideration. Other e cient bridging methods are discussed by Q. Dai & J.S. Liu in an unpublished manuscript. (a) Albert & Chib (1993) introduce a latent variable approach for tting the generalized linear model in which a natural Gibbs sampler is employed for the computation. Nandram & Chen (1996) later suggest a reparameterization that signi cantly improves the Gibbs sampling convergence for such a model. We consider the setting of Albert & Chib and compare the e ectiveness of the simple Gibbs sampler they suggest with a new scheme that has one additional move.
Ordinal Data
Let the y i , i = 1; : : : ; n be independent observations from the probit model P(Y i k) = ( k+1 ? x 0 i ); k = 1; : : : ; J; where = ( 1 ; : : : ; p ) is an unknown p 1 vector, x i is the regressor for the i th observation, and is the cdf of N(0; 1). Let = ( 1 ; : : : ; J+1 ) (?1; 2 ; : : : ; J ; 1). Albert & Chib (1993) construct the following complete-data model: the \missing data" Z i N(x 0 i ; 1) and the observed data Y i = k i k Z i k+1 . To ensure that the parameters are identi able, one can set 2 0.
The complete-data likelihood of the model is
)# : Figure 5 shows a comparison of serial correlation plots for 3 , 1 , and 2 resulting from the regular Gibbs sampler and the two new algorithms (one of which draws the scale move g conditionally and the other draws g and jointly), respectively. The generalized Gibbs step contributed signi cantly to speed up convergence. It is worthwhile to note that the scale move we used here is slightly more e cient than the reparameterization of Nandram & Chen (1996) and is easier to implement.
Discussion
This article describes a generalization of the Gibbs sampler along the line of the partial resampling approach in statistical physics (Goodman & Sokal, 1989 ) and the parameter expansion method for data augmentation (Liu & Wu, 1999) . The usual strategy of Gibbs/MCMC hybrid (Tierney, 1994) can be similarly applied here, with an explicit condition given by Theorem 2.2. The generalized Gibbs formalism is then used to provide a very simple understanding and extension of the multigrid Monte Carlo method of Goodman & Sokal. The proposed method appears naturally connected to the blocking Gibbs sampler Roberts & Sahu, 1997) , the reparameterization techniques (Gelfand et al., 1995; Naradam & Chen, 1996) , and other auxiliary variable approaches. Its interplay with simulated tempering (Marinari & Parisi, 1992) , the reversible jump MCMC updating scheme (Green, 1995) , and the dynamic weighting method (Wong & Liang, 1997 ) is further explored in Liu & Sabatti (1998) .
The generalized Gibbs move can be naturally embedded in a regular MCMC scheme and tends to be more convenient than implementing a reparameterization. The method can also accommodate those \curved" moves described by a group of transformations or moves in discrete sample spaces, such as the multiple sequence alignment algorithm in Lawrence et al. (1993) and Liu (1994) . In addition, various generalized Gibbs moves can be designed and combined hierarchically to accommodate di erent levels of blocking, as in the usual multigrid Monte Carlo. Our strategies have been successfully applied to a few inference problems ranging from ordinal data and state-space models to stochastic di erential equations. Further studies are warranted. J ( x)J (x), and the de nition of the modulus ; the third equality is based on a property of the modulus function; and the fourth is simply due to a change of variable and a change from the right-to the left-Haar measure.
We are now ready to prove the statement. For any integrable function h, we consider E h( (x))], where j x is distributed as the density given in the theorem and x has a marginal distribution .
We prove as the follows that E ;x h( (x))] = E h( The second equality holds because of the assumption that T x leaves p x ( ) invariant. Consequently, if x , so is h( 1 x).
