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Abstract-h this paper, we consider a modification of the parallel projection method for solving 
overdetermined nonlinear systems of equations introduced recently by Diniz-Ehrhardt and 
Martinez [I]. This method is based on the classical Cimmino’s algorithm for solving linear systems. 
The components of the function are divided into small blocks, as an attempt to correct the intrinsic 
ill-conditioning of the system, and the new iteration is a convex combination of the projections onto 
the linear manifolds defined by different blocks. The modification suggested here was motivated by 
the application of the method to the resolution of a nonlinear Fredhohn first kind integral equation. 
We prove convergence results and we report numerical experiments. 
1. INTRODUCTION 
In the last fifteen years, many authors generalized the classical method of Cimmino [2] for solv- 
ing linear systems to the resolution of different optimization problems. See [3-51 and references 
therein. The increasing interest on the generalizations of this algorithm is due to its straightfor- 
ward implementation in modern parallel computer environments. Cimmino-type methods pre 
teed computing projections of the current point onto the a&e subspaces defined by the blocks 
of the system, and the new point is a convex combination of these projections. The projections 
onto the different manifolds may be computed in parallel, which increases the efficiency of the 
method, especially for solving large problems. 
In a recent paper, Diniz-Ehrhardt and Martinez [l] generalized the Cimmino method to the 
resolution of overdetermined nonlinear systems of equations. Their generalization involves a new 
type of approximate solutions, which are defined as the fixed points of the algorithmic mapping. 
The interesting fact about this generalization is that it showed to be surprisingly effective for 
solving some idealized inverse problems in geophysics, when the data are subject to random 
errors. These experiments, together with the theoretical results obtained by R. J. Santos [6] for 
linear iterative methods, led us to conclude that the Cimmino method has interesting intrinsic 
regularization properties, that remain to be fully exploited. We were motivated, then, to apply 
the nonlinear Cimmino method to different ill-posed problems. The nonlinear F’redholm first kind 
integral equation considered in this paper is one of those cases. The integral operator has the 
form: 
where a 5 t 5 6 and k: is nonlinear in I. This problem is ill-posed in the sense that the solution 
3: does not depend continuously on the data y. Equation (1.1) can be discretized in several ways, 
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giving a system of nonlinear equations 
where F : IP --) IV. 
F(c) = Y, (1.2) 
One possibility of converting (1.2) into a well-posed problem and obtaining reasonable ap- 
proximate solutions to (1.1) is through regularization methods [7-91. The approach of Vogel [9] 
consists of replacing (1.2) by the following constrained nonlinear least squares problem: 
Minimize IIF - y)j2, 
14 I PI 
(1.3) 
where 1 . ( and II . II can be different norms. Since usually y contains measurement errors, it is 
not meaningful to try to satisfy (1.2) exactly. The approach of Tikhonov consists of solving the 
problem 
Minimize IX], 
llF(~> - YII I E. 
(1.4) 
Using the method of Lagrange multipliers, we see that (1.3) and (1.4) are equivalent to solving, 
for a regularization parameter p > 0, 
Minimize [IF(z) - y/l2 + p~~~~~2. (1.5) 
The optimization problems (1.3), (1.4) and (1.5) are well-conditioned, for suitable values of /3, 
E and p respectively. Of course, the solutions of these problems are not, in general, solutions 
of (1.2). However, this is not important because, since y usually contains measurement errors, 
and (1.2) is ill-conditioned, it is neither meaningful nor desirable to satisfy the equation exactly. 
The decision about the best parameters to be used in (1.3)-(1.5) must reflect a compromise 
between the degree of satisfaction of (1.2), and the condition of the problem, see [lo-121. 
Cimmino’s approach for finding acceptable approximate solutions of the ill-conditioned prob- 
lem (1.2) is different from regularization in the following sense: instead of defining a priori a 
well-conditioned problem whose solution should be acceptable, we apply the iterative method di- 
rectly to (1.2) and we consider that successive iterations of the method are approximations that, 
on one hand, should progressively approximate to a “true solution” of (1.2) but, on the other 
hand, will have a decreasing degree of stability. We observe that a single Cimmino iteration is 
well-conditioned if the blocks are small. Reciprocally, large blocks tend to produce ill-conditioned 
iterations, since ill-conditioning results from the interaction between different rows of the Jaco 
bian matrix. Therefore, in a sequence of Cimmino iterations with small blocks, we must decide, 
with a suitable stopping criterion, when an estimator has been obtained that combines in a suit- 
able way stability and accuracy in the solution of (1.2). See [6] for a theoretical analysis extended 
to other iterative methods, in the linear case. 
In Section 2 of this paper, we describe the parallel projection method and we state its local con- 
vergence results. The modification introduced here in relation to the method of Diniz-Ehrhardt 
and Martinez [l] is motivated by the fact that, in many practical cases, it is known that desirable 
solutions of (1.2) belong to a certain convex set Q on which orthogonal projections are easy to 
compute. This is the case if Sz is a ball or a box. In the case of our study fl is the negative orthant. 
So, we took advantage of this information, performing an additional projection on 0 after the 
computation of each Cimmino iteration. In Section 3, we define a nonlinear Fredholm first kind 
integral equation which appears in gravimetry, together with the associated discretized problem 
and we present our numerical experiments. Finally, in Section 4, we state some conclusions and 
suggestions for future research. 
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2. THE PARALLEL PROJECTION METHOD 
We consider overdetermined nonlinear systems of equations 
G(z) = 0, (2-I) 
where G : R” + R”‘, m >_ n,G differentiable on Iw”. Let R be a closed convex set of R”. I] .I! 
will denote the Euclidean norm throughout this section. 
Assume that the components of G are divided into s blocks, so that 
where Gi : IF’ + Rma,i = 1,2,... , s and Ci,imi = m. We define, for all z E Rn, Ji(x), the 
Jacobian matrix of the ith block, i = 1,2,. . . , s. For all 2 E R”, we consider the linear manifolds 
K(x) = {w E ET 1 w = w 9 IF’(~) + A(z) (z - z)ll), (2.3) 
i= 1,2,... , s, and the orthogonal projection of t on K(z), 
xi = x - 2 J!(x) Gi(x), (2.4 
i=l 
where J!(z) is the Moore-Penrose Pseudo-inverse of Jo. Given an arbitrary initial point 
z” E Rn and weights Xi > 0, i = 1,2,. . . , s such that Ci=iXi = 1, an iteration of the parallel 
projection method is given by 
Ik+i = P(#)), (2.5) 
where 
4(x) = z - e& J/(x) Gi(l), (24 
i=l 
and P is the orthogonal projection operator on 52. If we compare (2.5) with the Gauss-Newton 
method [13], we can see that the latter is a particular case of the parallel projection method (with 
s = 1, rank(J(zk)) = n, and Q = llY). W e will see here that the method defined by (2.5) has 
the same local convergence results as Gauss-Newton. These results are stated in Theorems 2.1 
and 2.2 below. The following general hypotheses are necessary to prove the local convergence 
theorems. 
General Local Hypotheses 
Let D c IV’ be an open and convex set, F E C’(D), x* E D. Assume that z* E R, where R is 
a closed convex set of lRn and that there exist L > 0, p 2 1 such that for all 2 E D, i = 1,2,. . . , s, 
IIJi(X) - Ji(X*)ll 5 LllX - X*II’. (2.7) 
We also assume that x* satisfies 
x* = qqx’), 
rank J(x*) = n, 
and 
rank(Ji(+)) = rn: 5 mi, 
for all x belonging to some neighborhood of x* . 
(2.8) 
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THEOREM 2.1. Consider asequence {xk} generated by (2.5), where xk # x* for all k = 0, 1,2,. . . . 
If the general local hypotheses are verified, there exist E, b > 0, T E (0,l) such that if /1x0-x*11 5 E 
and llG(x*)ll 56, th e sequence {xk} is well-defined, converges to x*, and satisfies 
IIX k+l - x*11 5 r llzk - x*11, (2.10) 
for all k = 0,1,2 ,.... 
PROOF. The proof is similar to the one of Theorem 3.1 of [l], but the projection on Q must 
be explicitly considered. Assume that xk E a. Since xktl is the projection of +(xk) on R and 
z* E fi, we have that ((xk+l - x*11 = Il%qxk)) - 1’11 5 Il(4(~k)) - x*11. so, 
112 k+l - x*11 5 ll$h(x”) - x*11 = llxk - kxi qxy+ Fi(Xk) - x*11. (2.11) 
i=l 
The rest of the proof uses the arguments of Theorem 3.1 of [l]. I 
- x true 
tau axis 
Figure 1. Geometry of the gravitational inverse problem (-ZTRUE is plotted 
against 7). 
Counter-example 
It is interesting to consider the following variation of the parallel projection algorithm with 
respect to its theoretical and practical properties. Suppose that the operator P, instead of being 
the projection related to the 2-norm, is the orthogonal projection with respect to another norm, 
denoted by I . I. The question 
this modification. Unhappily, 
is if the result of the local convergence Theorem 2.1 still holds for 
the answer is no. In fact, though we certainly have that 
Ix k+l - x* ( 5 [4(x”) - x* I, 
inequality that 
112 le+l - 2*11 5 clll#J(d) - x*11, 
we can only deduce from this 
where c is a constant that depends on the relation between I . I and II . II. Therefore, if c T > 1, the 
contractive property of the iteration does not hold, independently of the residual IlG(x*)II. It is 
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not difficult to construct a counter-example showing that, in fact, the local convergence theorem 
is not true for the variation considered: assume that n = 2, s = 2, the system (2.1) is 
Xl - x2 = 0, 
-2x1 + x2 = 0, 
and R is the x-axis. Clearly, (0,O) T is the unique point that satisfies the general local hypotheses. 
Consider the norm in R2 given by 1.~1 = (zT H z)(~/~), where H = (hij), hll = 1, hl2 = h21 = 
13/9, h22 = 10. Suppose that the bth iteration of the method is (E, O)T. Thus, the projection 
of this point onto the set of solutions of the first equation is (~/2,&/2)~ and the projection on 
the set of solutions of the second equation is (~/5,2~/5)~. Taking X1 = X2 = 3, we have that 
4((&, 0)T) = (0.35E, 0.45&) T. A simple calculation shows that the projection of this point on Q 
with respect to 1 . 1 is (E, 0)‘. Th’ IS shows that the iteration is not convergent, independently of 
the distance of the initial point to the solution (0,O) T. The lack of convergence of this method 
has a practical consequence, as we shall see later. 
THEOREM 2.2. Assume the general hypotheses (2.7)-(2.9). In addition, assume that G(x*) = 0 
and that rank (Ji(x*)) = n for i = 1,2,. . . ,s. There exist E > 0, cl > 0 such that, ifllx’-x*II 5 
E, the sequence generated by (2.5) is well-defined, converges to x* and satisfies 
112 k+l -x*11 5 qllxk - x*llP+l. 
PROOF. The desired result follows as in Theorem 3.2 of [l], using the properties of P as in 
Theorem 2.1. I 
REMARK. In the previous counter-example, we saw that the modification of the basic algorithm 
that consists of taking different norms for the definition of the Cimmino operator and the projec- 
tion on the convex set fl does not have the desired local convergence properties. However, under 
the hypotheses of Theorem 2.2, it is easy to verify that the inequality [14(x”) - x*11 5 ~112~ - x*11 
holds for arbitrary small T is xk is close enough to x*. So, the constant cr can be made as small 
as desired, where c is the proportionality constant between the norms I . I and II ‘11, and therefore, 
both local and (p+ l)th order convergence is preserved. This means that the negative effects of 
mixing two different norms are alleviated when we use large full-rank blocks. 
3. NUMERICAL EXPERIMENTS 
We considered the nonlinear Fredholm first kind integral equation studied by Vogel [9]: 
Y(t) = F’(x)(t) z /” 1% [(t _g+$+_Hx;T))2] dr! 
0 
(3.1) 
where H is a positive parameter. This equation occurs in inverse gravimetry. Its solution X(T), 
a 5 7 2 b, represents the vertical deviation from constant depth H in the location of the boundary 
of an object buried beneath the surface of the earth. The data y(t), a 5 t 5 b, represents gravity 
measurements at the surface of the earth. In practice, observations of y(t) are available at discrete 
points. 
In order to solve numerically (3.1), we transform it into a finite-dimensional problem by choos- 
ing basis functions {&}y=l and taking approximations 
Z(T) = &j dj(T), (3.2) 
j=l 
wherex=(~~,...,x,)~ EIP. 
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SEED - 53 
AFTER 1000 ITERATIONS 
0.00. 
0.06. 
AEYER 5000 ITERATIONS 
0.00' 
0.06. 
AFTER 10000 ITERATIONS 
0.06' 
(4 (b) 
SEED - 67 
AFTER 1000 ITERATIONS 
0.08. 
AFTER 5000 ITi3RATIONS 
0.08. 




0 0.2 0.4 0.6 0.8 1 
Figure 2. Performance of the projection method for different perturbed problems. 
Thus, the integral operator F in (3.1) gives rise to an operator F : R” --) Em: 
Hz)li = J” 1% [(& _(t:,;;y;_H$))2] dr, l<i<m. 
0 (3.3) 
We wrote a FORTRAN 77 (single precision ) code implementing our method and we performed 
the tests on a SUN-SPARC station. The nonlinear operator F is given by (3.3), where we used 
a = 0, !J = 1 and H = 0.2, adopting the same choices made by Vogel [9]. 
We took the approximate solutions Z given by (3.2) from the n-dimensional subspace spanned 




if Tj_1 5 T 5 Tj, 
if Tj < 7 < Tj+l, 
0, otherwise, 
where rj = j h, h = l/(n + l), j = 1,. . . , n = 25. 
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Figure 2 (continued). 
The integral (3.3) was computed numerically using a Gauss-Legendre six-point formula. 
We chose the “true solution” as a linear combination of two Gaussians: 
zTRUE(T) = cl exp[dl(~-p1)2] + c2 exp[d2 (7-_2)21 + c3r+ c4, 
where cr = -0.1, cs = -0.075, dr = -40, d2 = -60, pr = 0.4, pa = 0.67 and cs, c4 are 
chosen so that z(O) = z(1) = 0. Th e value of []zTnr~nII is approximately 0, 294756 and the shape 
of -XT~UE is shown in Figure 1. 
We took data points yi = y(ti)+si, ti = i/(m+ l), i = 1,. . . ,30. The si simulate measurement 
errors and are pseudo-random and normally distributed with mean 0 and standard deviation 
~7 = 0.002 Ily(&)II. Each component of the vector y = (y(tr), . . . , y(t30))~ is given by (3.3) using 
k(r) = ETn”n(T). We took the origin as initial approximation. 
We generated ten different problems using the seeds 53, 67,119, 991, 1009, 1717, 6781, 7919, 
17389 and 27449 in the calculus of the perturbation E in the data y. Through Figures 2a-j, we 
can observe the performance of the projection method after 1000, 5000 and 10000 iterations, the 
maximum number of iterations performed, for the different problems, using 30 blocks. 
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Figure 2 (continued). 
6) 
Table 1 shows 11zicccc11 and the corresponding value for the merit function fllF - yl12 for each 
problem. 
With the aim of testing the acceleration provided by the usage of blocks with more than one 
row in the Jacobian matrix, we reduced the number of blocks from 30 (1 row) to 15 (2 rows), 
10 (3 rows), 6 (5 rows), 5 (6 rows) and 3 (10 rows). 
In the competition between acceleration and ill-conditioning, we observed that in the per- 
turbated problems, the effect of the latter overcame the former to the extent of divergence. 
Meaningful results ocurred only when we considered the ideal problem without perturbation in 
the data y. 
For this case, Figures 3a-c show the effect of acceleration using fewer blocks. We see that 
with the choice of ten blocks, the recovering of the shape of the true solution took place after 
the first 1000 iterations. Another aspect which deserves attention is the comparison between the 
plots corresponding to five and three blocks, where we can observe the action of ill-conditioning 
destroying the acceleration. 
SEED * 6781 
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Figure 2 (continued). 
Similarly as in Table 1, Table 2 gives lltiscccll and f IIF- ~11’ for the tests without perturbation 
in the data y. 
4. CONCLUSIONS 
In all the experiments presented for solving the integral equation, we used the Euclidean norm 
for computing the projections that define the Cimmino method as well as the projections on the 
negative orthant. In fact, projections on an orthant can be computed trivially when we used the 
canonical a-norm, but they are not trivial when we use norms defined by other positive definite 
matrices. However, in the approach of Vogel, the norm used for regularization is not the Euclidean 
norm but the finite-dimensional norm derived from the norm on the infinite dimensional space 
H,‘, which takes into account the size of the derivatives. Our first attempt to solve the problem 
using parallel projections was to use that norm for defining the projections on the manifolds, while 
we used the Euclidean norm to project onto the negative orthant. The results were completely 
unreliable, a fact that we can explain by the impossibility of extending Theorem 2.1 to the case of 
“mixed norms,” as was reported in Section 2 of this paper. In fact, the method failed to converge 
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Figure 2 (continued). 
Table 1. Norm of the final approximation of the solution and value of the merit 
function for the different perturbed problems. 
1 Seed 1 II ~IOOOO II 1 (1/‘4 II F-Y II2 1 
I 53 1 0.291734 1 0.5509072 E-4 1 
67 0.296676 0.8640413 E-4 
119 0.298202 0.5312921 E-4 
991 0.290842 0.5177777 E-4 
1009 0.302501 0.5139886 E-4 
1717 0.302012 0.1168408 E-3 
6781 0.299710 0.5769188 E-4 
I 7919 I 0.294029 I 0.3627250 E-4 I 
17389 1 0.296851 1 0.8226852 E-4 
27449 1 0.299315 1 0.9137832 E-4 
Parallel Projection Methods 21 
Y WITHOUT PERTURBATION 
30 BLOCKS 
0.08. 
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- AFTER 1000 ITERATIONS 
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0 0.2 0.4 0.6 0.8 1 
3 BLOCKS 
0 0.2 0.4 0.6 0.8 3 
(4 
Figure 3. Performance with the ideal problem (data without perturbation) for dif- 
ferent number of blocks. 
in practically all cases, independently of the partition of the components. So, we decided to use 
the Euclidean norm, which fits well with the theoretical results. 
As a conclusion of the numerical experimentation, we observe that the results obtained in 
problems with perturbated data using m blocks were satisfactory. Through Figure 2, we can 
observe the effect of self-regularization which is inherent in the parallel projection method when 
blocks with one row are used. In spite of a slight oscillation in the extremities of the interval [O,l], 
we can regard the gradative recovering of the solution smooth and well-behaved in [0.2, 0.81. It 
is worth remarking that we cannot compare the shape of true solution (Figure 1) with the 
ones presented in Figure 2, due solely to the fact that problem (3.1) does not have continuous 
dependence of solution 2 on the data y. As a result, the different perturbations generated gave 
rise to different problems, each one with a particular solution. 
It was not possible to obtain good results, for the perturbed data, using more than one row 
in each block. In fact, the sequence generated by the method had a divergent pattern even for 
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Figure 3 (continued). 
15 blocks. The cause of such a behaviour was the severe ill-posedeness of problem (3.1), which 
prevented us from accelerating the method. 
With the aim of testing the effect of using less than 30 blocks, we had to consider the ideal 
problem without perturbation in data. In that case, we obtained the results illustrated by 
Figure 3, the shapes of which are comparable with the true solution (Figure 1). We can also note 
the evolution in the recovering of the image, observing that in this specific problem 10 blocks 
seem to be the optimal choice, reinforced by the values of the merit function in Table 2. 
Summing up, the performance of the tests was encouraging. The number of iterations that 
are necessary for obtaining a good recovery of the solution is large, but, with small blocks, the 
cost of an iteration is extremely small, especially if parallel processing is available. The parallel 
projection method is adequate to solve very large problems, a fact that makes it extremely 
atractive, and that is not shared by classical regularization procedures. Probably, the most 
interesting theoretical problem that needs to be faced is to find a natural objective function that 
fits with the nonlinear Cimmino iterations in the sense that its stationary points coincide with 
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Figure 3 (continued). 
Table 2. Norm of the final approximation of the solution with corresponding value 
of the merit function for the tests without perturbation in the data y. 
of the Cimmino approach to situations where derivatives of the system are not available. Recent 
research on Quasi-Newton methods [14] allows us to conjecture that the order of convergence 
of suitable secant methods, as well as their practical behavior, are the same as the order of 
convergence and behavior of the analogous algorithms with analytic derivatives. 
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