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a b s t r a c t
We study two online problems on m uniform machines with speeds s1 ≤ · · · ≤ sm. The
problems are online in the sense that all jobs arrive over time. Each job’s characteristics,
such as processing time andweight become known at its arrival time. For the first problem
Q |rj, online|∑ Cj, we prove that R-LIST algorithm is √4m−3+32 -competitive. For the second
problem Q |rj, online, pmtn|∑wjCj, we show that WSPT-1 algorithm is 2-competitive if
si/sm ≥ ∑ih=1 sh/∑mh=1 sh for i = 1, . . . ,m − 1. Then we study a special case where
s1 = s2 = · · · = sm−1 ≤ sm. We obtain that algorithm WSPT-1 is 2-competitive if
sm(m− 2) ≤ s1(m− 1).
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In recent years, one of the basic assumptions made in deterministic scheduling was that all the useful information of
the problem instance was known in advance. However, this assumption is usually not realistic. This reason promotes the
emergence of online scheduling. Three online models have been proposed in [7]. The first one assumes that there are no
release dates and that the jobs arrive in a list. The online algorithm has to schedule the first job in this list before it sees the
next job in the list. The second model assumes that the running time of a job is unknown until the job finishes. The online
algorithm only knows whether a job is still running or not. The third model assumes that jobs arrive over time. At each time
when the machine is idle, the algorithm decides which one of available jobs is scheduled, if any.
In this paper, we consider the third model where jobs arrive over time. There are also three models for online scheduling
where jobs arrive over time. The first one, called non-preemptive model, assumes that once a job is started on the machine,
and it must run to completion. The second one, named preemption-resume model, assumes the currently processed job may
be preempted at anymoment in time, and itmay be resumed at any latermoment in time. The third one is preemption-restart
model. It assumes that the currently processed jobmay be preempted at anymoment in time. However, by preempting a job,
all the progress that has beenmade on this job so far is lost. In thismodel, the finally constructed schedule is non-preemptive.
In this paper, the first problem is the non-preemptive model and the second problem is the preemption-resume model.
We use the competitive analysis [1] to measure the performance of an online algorithm. For any input job sequence I , let
CON(I) denote the objective value of the schedule produced by the online algorithm AON and COPT (I) denote the objective
value of the optimal schedule. Note that the objective is minimum. We say thatAON is ρ-competitive if
ρ = sup
{
CON(I)
COPT (I)
}
.
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We also say that ρ is the competitive ratio of AON . Clearly, ρ ≥ 1 holds. The closer the ratio ρ comes to 1, the better the
performance of the online algorithmAON is.
For convenience, we use three-field notation to denote a scheduling problem. The first problem considered can be
denoted by Q |rj, online|∑ Cj. For problem 1|rj, online|∑ Cj, Vestjens [2] proposed the D-SPT (Delayed SPT) algorithm and
showed that it is optimal with a competitive ratio 2. By delaying the release time of the jobs, Lu et al. [14] gave a general
2-competitive algorithm. Considering the situation which allows restarts, Stee and Poutre [12] improved the competitive
ratio to 32 . For problem P|rj, online|
∑
Cj, Vestjens [2] proved a universal lower bound of competitive ratio 1.309 for all
deterministic online algorithms. Recently, Liu and Lu [10] proved a 2-competitive algorithm for P|rj, online|∑ Cj using the
same idea as D-SPT algorithm [2]. In the preemption-resume environment, the currently known lower bound is 2221 given by
Vestjens [2]. Chekuri et al. [3] presented a relaxation technique that converts a scheduling problem of parallel machines to
a preemptive scheduling problem on a single machine. Based on this technique, they gave a (3− 1m )-competitive algorithm
for P|rj, online|∑ Cj. Recently, Liu and Lu [11] presented a 2.618-competitive algorithm for Q2|rj, online|∑ Cj.
Considering the weights of jobs and preemption-resume setting, the second problem considered can be denoted by
Q |rj, online, pmtn|∑wjCj. For P|rj, online|∑wjCj, Hall et al. [8] gave a (4 + )-competitive algorithm. Two algorithms
givenbyMegowand Schulz [9] are 3.28-competitive for P|rj, online|∑wjCj and2-competitive for P|rj, online, pmtn|∑wjCj,
respectively. Correa et al. [6] obtained a 2.618-competitive algorithm for P|rj, online|∑wjCj using a LP-base schedule. Zhang
et al. [15] gave an online algorithm and its competitive ratio for arbitrarym uniformly related machines with the objective
of minimizing the scheduling length. Anderson and Potts [4] provided a best possible deterministic online algorithm for
1|rj, online|∑wjCj. Liu et al. [11] proposed a 2-competitive algorithm for Q2|rj, online, pmtn|∑wjCj.
The rest of this paper is organized as follows. In Section 2, we firstly give some definitions and notations. In Section 3, we
deal with the problem Q |rj, online|∑ Cj and present a √4m−3+32 -competitive algorithm. In Section 4, we show that WSPT
algorithm is 2-competitive for the problem Q |rj, online, pmtn|∑wjCj if si/sm ≥ ∑ih=1 sh/∑mh=1 sh for i = 1, . . . ,m − 1.
We than study a special case where s1 = s2 = · · · = sm−1 ≤ sm. We prove that algorithm WSPT-1 is 2-competitive if
sm(m− 2) ≤ s1(m− 1).
2. Definitions and notations
We are given m uniform machines, denoted by machine-1, . . . , machine-m, respectively. For a job Jj, we use following
notations.
rj: the release time of job Jj.
pj: the processing time of job Jj.
wj: the weight of job Jj.
si: the speed of machine-i.
Without loss of generality, we assume that s1 = 1 ≤ s2 ≤ · · · ≤ sm. For the second problem, we assume that si/sm ≥∑i
h=1 sh/
∑m
h=1 sh for i = 1, . . . ,m− 1.
3. Minimizing total completion time in non-preemptive model
In this section, we deal with the problem of online scheduling onm uniformmachines to minimize the total completion
time. Taking advantage of the relaxation idea [3] of converting a preemptive schedule on a single machine into a schedule
on m uniform machines, we present a
√
4m−3+3
2 -competitive algorithm R-LIST (Relaxation and LIST) for the problem
Q |rj, online|∑ Cj. R-LIST algorithm is based on the idea of FCFS algorithm proposed in [11].
Similar to [11,3], we introduce a notion of a single machine preemptive relaxation. Given an instance I for
Q |rj, online|∑ Cj, we define a single machine preemptive relaxation instance I1 for problem 1|rj, pmtn|∑ Cj, as follows.
The single machine has a speed of
∑m
i=1 si. I1 has the same set of jobs as that of I and job Jj in I1 has the same release time
and processing time as in I. Similar to [3,11], we obtain the following lemmawhich provides a lower bound for the problem
Q |rj, online|∑ Cj.
Lemma 1. The value of an optimal solution to I1 for 1|rj, pmtn|∑ Cj is a lower bound of the value of an optimal solution to I
for Q |rj, online|∑ Cj.
The SRPT (shortest remaining processing time) rule [5], which runs an available job that has the least processing time
left at any time, yields an optimal preemptive schedule for I1. Therefore, we can convert the optimal schedule for I1 into a
feasible schedule for I.
Given an instance I, let σ and σ 1 denote the schedule obtained by the algorithm R-LIST for instance I and the single
machine preemptive schedule for I1 by the SRPT rule, respectively. We use Sj(σ ) and Cj(σ ) to denote the starting time and
the completion time of job Jj in σ , respectively. Similarly, let Cj(σ 1) denote the completion time of job Jj in σ 1. Let L
j
i be the
maximal completion time of jobs onmachine-i (i ∈ {1, . . . ,m}) immediately before job Jj is scheduled in σ by the algorithm
R-LIST.
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Algorithm R-LISTworks as follows.
Schedule jobs on the single machine with speed
∑m
i=1 si by the SRPT rule. When a job Jj is completed in σ 1 (decision point),
we schedule it on machine-k such that
max{Cj(σ 1), Ljk} +
pj
sk
= min
i∈{1,...,m}
{
max{Cj(σ 1), Lji} +
pj
si
}
,
at time Sj(σ ) = max{Cj(σ 1), Ljk}.
Theorem 1. For problem Q |rj, online|∑ Cj, algorithm R-LIST is √4m−3+32 -competitive.
Proof. Let C∗j be the completion time of Jj in an optimal schedule for an instance I of n jobs. For convenience, we reindex
all jobs according to their completion times in σ 1; i.e., job Jj is the jth completed job in σ 1. Therefore, the completion time
of Jj in σ 1 is at least 1/
∑m
i=1 si of the total processing time of the jobs completed no later than Jj (before Jj and including Jj)
in σ 1. We obtain
Cj(σ 1) ≥
j∑
k=1
pk
m∑
i=1
si
. (1)
Note that inσ 1, at time Cj(σ 1), all jobs in {Jk|k = 1, . . . , j} are available, if not completed, to be scheduled by the algorithm
R-LIST.
On one hand, for jobs in {Jk|k = 1, . . . , j}, even if no job starts before Cj(σ 1) and all jobs are scheduled on machine-m
(with the highest speed), Jj must complete in σ by
Cj(σ ) ≤ Cj(σ 1)+
j∑
k=1
pk
sm
= Cj(σ 1)+
m∑
i=1
si
sm
j∑
k=1
pk
m∑
i=1
si
≤
1+
m∑
i=1
si
sm
 Cj(σ 1).
This implies
n∑
j=1
Cj(σ ) ≤
1+
m∑
i=1
si
sm
 n∑j Cj(σ 1) ≤
1+
m∑
i=1
si
sm
 n∑j C∗j . (2)
On the other hand, let P ji be the total processing time of jobs assigned to machine-i immediately before job Jj is assigned.
By algorithm R-LIST, if job Jj is assigned to machine-i for i ∈ {1, . . . ,m}, it will complete no later than time Cj(σ 1) + P
j
i+pj
si
.
Therefore, in σ , Jj must be completed no later than time Cj(σ 1)+mini∈{1,...,m} P
j
i+pj
si
. Thus, givenm arbitrary positive number
{αi|αi > 0, i = 1, . . . ,m}, we have
Cj(σ ) ≤ Cj(σ 1)+
m∑
i=1
αi
(
P ji + pj
si
)
m∑
i=1
αi
. (3)
Simply let αi = si, we obtain
Cj(σ ) ≤ Cj(σ 1)+
m∑
i=1
P ji +mpj
m∑
i=1
si
. (4)
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Considering the total processing time of all jobs {Jk|k = 1, . . . , j}, we have
Cj(σ 1) ≥
m∑
i=1
P ji + pj
m∑
i=1
si
. (5)
Due to inequality (4), we obtain
Cj(σ ) ≤ 2Cj(σ 1)+ (m− 1)pjm∑
i=1
si
. (6)
Since C∗j ≥ pjsm , inequality (6) implies
n∑
j=1
Cj(σ ) ≤ 2
n∑
j=1
Cj(σ 1)+ (m− 1)smm∑
i=1
si
n∑
j=1
C∗j ≤
2+ (m− 1)smm∑
i=1
si
 n∑j=1 C∗j . (7)
By inequalities (2) and (7), we have the following upper bound of the value of schedule obtained by R-LIST,
n∑
j=1
Cj(σ ) ≤ min
1+
m∑
i=1
si
sm
, 2+ (m− 1)smm∑
i=1
si

n∑
j=1
C∗j . (8)
Let
∑m−1
i=1 si = Y , inequality (8) implies
n∑
j=1
Cj(σ ) ≤ min
{
1+ Y + sm
sm
, 2+ (m− 1)sm
Y + sm
} n∑
j=1
C∗j . (9)
By this inequality, we know the worst case occurs when 1+ Y+smsm = 2+ (m−1)smY+sm . This implies
sm = 1+
√
4m− 3
2(m− 1) Y . (10)
Therefore, we obtain
n∑
j=1
Cj(σ ) ≤
√
4m− 3+ 3
2
n∑
j=1
C∗j .
The theorem follows.
Remark 1. Theorem 2.2 [11] is a special case of Theorem 1 whenm = 2.
4. Minimizing total weighted completion time in preemption-resume model
In this section, we consider the problem Q |rj, online, pmtn|∑wjCj under the assumption that si/sm ≥∑ih=1 sh/∑mh=1 sh
for i = 1, . . . ,m − 1. We present an online algorithm WSPT-1 based on WSPT algorithm proposed in [11] which is based
on WSPT rule.
We say that one job Jj with a lower value of the ratio
pj
wj
has a higher priority. Note that pj is the processing time. We call
jobs which have been released but have not been completed (including the jobswhich have started but not been completed)
available processing jobs.
AlgorithmWSPT-1works as follows:
At a decision point, atwhich a new job is released or one job has completed, interrupt the processing of current jobs. Schedule
the firstm jobswith the higher priorities among available processing jobs onmmachines (higher priority job on higher speed
machine rule). If there are only k < m available processing jobs, let them− k lower speed machines be idle.
For convenience, we assume that all jobs are reindexed in non-increasing order of pj/wj. Therefore, the jobwith a smaller
index has higher priority. In order to analyze the competitive ratio, we give a lower bound of the value of its optimal solution.
Let OPT (I) be the value of an optimal schedule for a given instance I.
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Lemma 2. Given an instance I for problem Q |rj, online, pmtn|∑wjCj, OPT (I) has a lower bound
1
m∑
i=1
si
∑
j
wj
∑
k≤j
pk ≤ OPT (I).
Proof. Given an instance I for the preemptive scheduling on m uniform machines, we also define a single machine
preemptive relaxation instance I1 for problem 1|pmtn|∑wjCj as follows. The single machine has a speed of∑mi=1 si. I1
has the same set of jobs as that of I and job Jj has a processing time p′j = pj and weightw′j = wj, but all jobs are released at
time 0.
By relaxation, we know that the value of an optimal solution for I1 is a lower bound of the value of an optimal
solution for I. For problem1|pmtn|∑wjCj, we use Smith’sWSPT (Weighted Shortest Processing Time) rulewhich schedules
jobs in non-increasing order of their weight-to-processing time ratio. We know that, whether preemption is allowed or
not, problem 1||∑wjCj can be optimally solved by the WSPT rule [13]. Thus, the value of an optimal solution to I1 is∑
jwj
∑
k≤j pk/
∑m
i=1 si. Therefore, the lemma follows.
Theorem 2. For problemQ |rj, online, pmtn|∑wjCj under the assumption that si/sm ≥∑ih=1 sh/∑mh=1 sh for i = 1, . . . ,m−1,
algorithm WSPT-1 is 2-competitive.
Proof. Let Cj and C∗j denote the completion time of job Jj in the schedule obtained by WSPT-1 and the optimal schedule,
respectively. We consider a given job Jj and the time interval (rj, Cj]. We partition this interval into m + 1 disjunctive sets
of subintervals. I ji consists of the subintervals in which job Jj is processed on machine-i for i = 1, . . . ,m. I j consists of the
remaining subintervals in which no machine processes Jj. We use |.| to denote the sum of the length of the subintervals in
the corresponding set. Therefore,
Cj = rj +
m∑
i=1
|I ji | + |I j|. (11)
By the construction, we know
m∑
i=1
si|I ji | = pj.
It implies that
|I jm| =
pj
sm
− 1
sm
m−1∑
i=1
si|I ji |. (12)
Combining equations (11) and (12), we have
Cj = rj + pjsm +
m−1∑
i=1
(
1− si
sm
)
|I ji | + |I j|. (13)
For i = 1, . . . ,m − 1, during the intervals of the set I ji , only jobs with higher priorities than Jj can be processed on
machine-k such that k = i+ 1, . . . ,m and machine-k cannot be idle. In the interval of set I j where no machine processes Jj,
allmmachines must be processing the jobs with higher priorities than Jj. Therefore, considering the processing times of all
jobs with higher priorities than Jj, we obtain
m−1∑
i=1
m∑
k=i+1
sk|I ji | +
m∑
h=1
sh|I j| ≤
j−1∑
k=1
pk. (14)
This inequality implies that
|I j| ≤ 1m∑
h=1
sh
(
j∑
k=1
pk −
m−1∑
i=1
m∑
k=i+1
sk|I ji |
)
. (15)
Combining equation (13) and inequality (15), we obtain
Cj ≤ rj + pjsm +
1
m∑
h=1
sh
j∑
k=1
pk +
m−1∑
i=1
1− sism −
m∑
k=i+1
sk
m∑
h=1
sh
 |I ji |. (16)
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Due to the assumption si/sm ≥∑ih=1 sh/∑mh=1 sh for i = 1, . . . ,m− 1, we have
sm
i∑
h=1
sh − si
m∑
h=1
sh ≤ 0.
It implies that
sm
m∑
h=1
sh − si
m∑
h=1
sh − sm
m∑
k=i+1
sk ≤ 0, i = 1, . . . ,m− 1.
Therefore, we obtain that
1− si
sm
−
m∑
k=i+1
sk
m∑
h=1
sh
≤ 0, i = 1, . . . ,m− 1. (17)
Combining inequalities (16) and (17), we have
Cj ≤
(
rj + pjsm
)
+ 1m∑
h=1
sh
j∑
k=1
pk.
It follows that
n∑
j=1
wjCj ≤
n∑
j=1
wj
(
rj + pjsm
)
+ 1m∑
h=1
sh
n∑
j=1
wj
j∑
k=1
pk.
Since C∗j in the optimal schedule is at least rj + pjsm , considering Lemma 2, we obtain
n∑
j=1
wjCj ≤ 2
n∑
j=1
wjC∗j .
The theorem follows.
Remark 2. Theorem 3.2 [11] is a special case of Theorem 2 whenm = 2.
In the following, we investigate a special case where s1 = s2 = · · · = sm−1 ≤ sm.
Corollary 1. For problem Q |rj, online, pmtn|∑wjCj under the assumption that s1 = s2 = · · · = sm−1 ≤ sm, if sm(m − 2) ≤
s1(m− 1), algorithm WSPT-1 is 2-competitive.
Proof. Due to the assumption s1 = s2 = · · · = sm−1 ≤ sm, for i = 1, . . . ,m− 1, we have
sm
i∑
h=1
sh − si
m∑
h=1
sh = sm · i · s1 − s1[(m− 1)s1 + sm] ≤ (m− 2)sms1 − (m− 1)s21.
Since sm(m− 2) ≤ s1(m− 1), we obtain
sm
i∑
h=1
sh − si
m∑
h=1
sh ≤ 0.
According to Theorem 2, the corollary holds.
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