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In this paper we discuss how to determine a degenerate equilibrium of planar analytic
systems to be focus-center type. A method of generalized normal sectors is used to
determine orbits in exceptional directions near high degenerate equilibria. We obtain
a suﬃcient and necessary condition for the existence of orbits going to origin in
a generalized normal sector in class III. Thus, together with some criterions of orbits
going to origin in a generic quasi-sector, we can characterize whether the degenerate
equilibrium is of focus-center type in every case. The effectiveness of our methods is
shown in an example which has a high degenerate equilibrium.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
An equilibrium of a planar analytic differential system is of focus-center type if it is either a focus or a center. The
problem, how to characterize equilibria of this type, is called the focus-center problem or the monodromy problem. It is
one of classical problems in the study of qualitative theory of planar analytic systems. Consider the differential system⎧⎪⎪⎨
⎪⎪⎩
dx
dt
= Xm(x, y) + Φm(x, y) := X(x, y),
dy
dt
= Ym(x, y) + Ψm(x, y) := Y (x, y),
(1.1)
where Xm(x, y) and Ym(x, y) are homogeneous polynomials of degree m  1, Φm(x, y), Ψm(x, y) are both analytic near
origin O (0,0) and Φm(x, y) = o(rm), Ψm(x, y) = o(rm) as r =
√
x2 + y2 → 0. Here Xm(x, y) · Ym(x, y) cannot be identically
equal to zero. Therefore, system (1.1) includes all the systems with the right-hand sides polynomials which may or may not
be homogeneous and may or may not be of the same degree. Let O be an isolated equilibrium of (1.1). In what follows,
we discuss the focus-center problem in a neighborhood of equilibrium O . The answer of this problem is well known when
the Jacobian matrix of system (1.1) at O is nondegenerate, i.e., the two eigenvalues of matrix do not vanish. If the Jacobian
matrix of system (1.1) at O is degenerate but only one eigenvalue is zero, O is not monodromic obviously by Center
Manifolds Theorem or Liapunov–Schmidt reduction.
The blowing-up technique [4], which decomposes a complicated equilibrium into several simple ones, is often applied to
investigate monodromy of high degenerate equilibria (i.e., both of eigenvalues of matrix at O equal zeros). In the case that
the Jacobian matrix of system (1.1) at O is nilpotent, i.e., both of eigenvalues are zeros but the matrix is not identically zero,
the focus-center problem has been solved by Andreev [1] and Andronov [2]. The case that the Jacobian matrix of system (1.1)
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Y. Tang et al. / J. Math. Anal. Appl. 345 (2008) 934–940 935at O is identically zero (i.e., m 2 in (1.1)) is much more diﬃcult. When (1.1) is a homogeneous system, that is Φm(x, y) =
Ψm(x, y) = 0, the focus-center problem was well understood by Argemí and Forster in [3,5]. When system (1.1) is deﬁned
to be the sum of two homogeneous vector ﬁelds, i.e., deg(Φm(x, y)) = deg(Ψm(x, y)) > m and Φm,Ψm are homogeneous
polynomials, on the focus-center problem Gasull, Llibre, Mañosa and Mañosas [8] gave suﬃcient and necessary conditions
for O to be monodromic when system (1.1) belongs to a certain class; and they gave some necessary conditions in a
general case. When neither Xm(x, y) nor Ym(x, y) equals zero identically in system (1.1), on this problem Gasull, Mañosa
and Mañosas [9] obtained a set of suﬃcient conditions and a set of necessary conditions for O to be monodromic. Moreover,
they proved: (1) A vector ﬁeld satisfying the suﬃcient conditions can be holding the properties by a small perturbation.
(2) A focus-center (at O ) vector ﬁeld can be approximated, uniformly over compacts, by a sequence of vector ﬁelds satisfying
the suﬃcient conditions. In addition, García, Giné and Grau [7] gave a very easy to compute necessary condition in the
monodromy problem, where the necessary conditions for a singular point to be monodromic of [8,9] are improved.
Although the blowing-up method contributes much to the above cases, it does not solve the monodromy problem com-
pletely. That encourages us to consider the problem by a different idea. Another effective method in studying focus-center
problem is to determine the number of orbits going to O along an exceptional direction in a small sector or in a quasi-sector.
Following Frommer [6], the direction with polar angle θ0 (0  θ0  2π ) is called an exceptional direction of system (1.1) if
there exists a sequence of points Pn : (rn, θn) such that θn → θ0, rn → 0, tanαn → 0 as n → ∞, where αn is the angle
turning counterclockwise from the direction θn to the ﬁeld vector at Pn . There are several ways in discussing orbits going
to O along an exceptional direction, such as Z -sectors [10,11], normal sectors [11,13] and generalized normal sectors [12].
As shown in [12], sometimes Z -branches (edges of a Z -sector) are hardly solved, so it is diﬃcult to describe all Z -sectors.
On the other hand, a normal sector may not always be constructible surrounding an exceptional direction.
In this paper we apply the method of generalized normal sectors, the idea of which is developed from normal sectors, to
discuss the focus-center problem of system (1.1). The generalized normal sectors do not restrict edges of the sectors to be
radial lines but even allow orbits to be edges, so a more extensive class of degenerate equilibria can be discussed. Moreover,
we obtain some additional judgements of orbits for the focus-center problem in a general quasi-sector even if it is not a
generalized normal sector. Furthermore, we give a suﬃcient and necessary condition for the existence of orbits going to O
in generalized normal sectors in class III. Hence, by the conditions and the method of generalized normal sectors we can
give a deﬁnite answer to any case of system (1.1) about this problem. In the last section, an example is given to show the
application of our methods.
2. Preliminaries
In this section we introduce the method of generalized normal sectors and some criterions to determine how many
orbits of system (1.1) connect with O in a quasi-sector about a direction, as seen in [12]. For an exceptional direction θ = θ0
of (1.1), there exists a sequence of points Pn : (rn, θn) such that limn→∞ r dθdr |(rn,θn) = limn→∞ tanαn = 0. With substitution
x= r cos θ , y = r sin θ , Eq. (1.1) can be written in the form
1
r
dr
dθ
= 1
r
r˙
θ˙
= Hm(θ) + o(1)
Gm(θ) + o(1) , as r → 0, (2.1)
where
Gm(θ) = cos θYm(cos θ, sin θ) − sin θ Xm(cos θ, sin θ),
Hm(θ) = sin θYm(cos θ, sin θ) + cos θ Xm(cos θ, sin θ). (2.2)
Hence a necessary condition for θ = θ0 to be an exceptional direction is G(θ0) = 0.
In the following we ﬁrst introduce the deﬁnition of generalized normal sectors, then we present several useful lemmas
about the information of orbits in generalized normal sectors or in more general quasi-sectors. We consider an open quasi-
sector region Δ̂AO B near O , which is bounded by two smooth simple curves Ô A and Ô B and a circular arc ÂB centered
at O . Let θA, θB be the polar angles of the tangents of curves Ô A and Ô B at O , respectively. Without loss of generality we
suppose that θA  θB . Such a region Δ̂AO B is referred to as a generalized normal sector (or GNS for short) if the following
conditions are satisﬁed:
(C1) There is no equilibrium other than O in the closure cl(Δ̂AO B). Ô A and Ô B are either orbits or curves without contact.
(C2) dr/dt = 0 in clΔ̂AO B \ {O }, i.e., the ﬁeld vector (X, Y ) is not orthogonal to the radius vector.
(C3) There exists at most one exceptional direction θ0 such that θA  θ0  θB .
From the deﬁnition, there are only three classes of GNS, as shown in Fig. 1, where we let dr/dt < 0 in GNS for simplicity.
The GNS Δ̂AO B is referred to as Class I if either the edge Ô A (respectively Ô B) is an orbit or all positive semi-orbits
starting from Ô A (respectively Ô B) enter into Δ̂AO B . Δ̂AO B is referred to as Class II if all positive semi-orbits starting
from Ô A and Ô B depart from Δ̂AO B . Δ̂AO B is referred to as Class III if either only one of the edges Ô A and Ô B is an
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orbit while all positive semi-orbits starting from the other depart from Δ̂AO B or all positive semi-orbits starting from one
of the two edges enter into Δ̂AO B while all positive semi-orbits from the other depart from Δ̂AO B .
The judgement of numbers of orbits in the three classes of GNS is shown as follows.
Lemma 1. If Δ̂AO B is a GNS in class I, then system (1.1) has inﬁnitely many orbits approaching O in Δ̂AO B as t → +∞.
Lemma 2. If Δ̂AO B is a GNS in class II, then system (1.1) has either a unique orbit approaching O in Δ̂AO B or inﬁnitely many orbits
approaching O in Δ̂AO B.
Lemma 3. If Δ̂AO B is a GNS in class III, then system (1.1) has either no orbits approaching O in Δ̂AO B or inﬁnitely many orbits
approaching O in Δ̂AO B.
Lemmas 1–3 give some information on numbers of orbits in the three classes of GNS, but the characterization for
classes II and III are not certain enough. Following lemmas give some additional conditions to determine either uniqueness
or nonexistence of orbits for classes II and III and even for more general regions. Consider an open quasi-sector region
Δ̂P1O P2 near O in the ﬁrst quadrant which is bounded by smooth simple curveŝO P1 and̂O P2 and a circular arĉP1P2
centered at O . Such a region may not be a GNS.
Lemma 4. If Y /X < 0 in Δ̂P1O P2 , then no orbits of system (1.1) connect with equilibrium O in this region.
Lemma 5. If either ∂
∂ y (
Y
X ) 0 or
∂
∂x (
X
Y ) 0 in Δ̂P1O P2 , then system (1.1) has at most one orbit connecting with equilibrium O in
this region.
Lemma 6. Let̂O P2 be the right edge and̂O P1 be the left edge, i.e., y1 > y2 as (x, y1) ∈̂O P1 and (x, y2) ∈̂O P2 , and̂O P2 be tangent
to the x-axis at O . If ∂
∂ y (
Y
X ) 0 in Δ̂P1O P2 and that
Y
X  σ0 > 0 on̂O P2 , where constant σ0 > 0, then in Δ̂P1O P2 system (1.1) has
no orbits connecting with O in the direction of the x-axis.
3. Main results
If there are no orbits of system (1.1) approaching or leaving from equilibrium O along any exceptional direction, then
O is monodromic; otherwise, O is not monodromic. Thus, we only need to discuss orbits in a sectorial region surrounding
an arbitrary exceptional direction near the origin, the angle between whose two edges is small ( π/2). In this sense, the
sector can be rotated easily to a due position in the ﬁrst quadrant as required in above mentioned lemmas.
On the other hand, in the ﬁrst quadrant we can use horizontal isoclines and vertical isoclines of system (1.1) tangent to
a certain exceptional direction at O to divide the due small sector Δ̂P3O P4 (Ô P i is a radial) into several sub-sectors. In
each sub-sector, the signs of x˙ and y˙ are deﬁnite. Thus, if x˙/ y˙ < 0, no orbits of system (1.1) connect with equilibrium O
in this sub-sector by Lemma 4. Otherwise, the sign of r˙ is deﬁnite, so the method of GNS can be applied. Without loss of
generality, let the positive x-axis just be what we consider as an isolated exceptional direction, simple curvêO P4 be tangent
to the positive x-axis at O , simple curvêO P3 lie abovêO P4 in the ﬁrst quadrant. Moreover, suppose that no horizontal
isoclines and vertical isoclines through O lie in Δ̂P3O P4. Otherwise, we can let the isoclines just bêO P3 or̂O P4. Hence,
by Lemmas 1–6, the only case, in which the numbers of orbits connecting with O of system (1.1) are not clear, is that
Δ̂P3O P4 is a GNS in class III, x˙/ y˙ > 0 and ∂∂ y (
Y
X ) > 0 in this quasi-sector but there does not exist σ0 > 0 such that
Y
X  σ0
on̂O P4. Here assume that r˙ < 0, i.e., x˙ < 0 and y˙ < 0 in GNS Δ̂P3O P4 in class III. If r˙ > 0 a similar discussion is made.
Hence the directions of vector ﬁeld (1.1) on the curveŝO P3 and̂O P4 behave two cases:
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Case (A): all positive semi-orbits starting from̂O P3 enter into Δ̂P3O P4 while all positive semi-orbits from̂O P4 depart
from Δ̂P3O P4, and
Case (B): all positive semi-orbits starting from̂O P3 depart from Δ̂P3O P4 while all positive semi-orbits from̂O P4 enter
into Δ̂P3O P4, as shown in Fig. 2.
Firstly, we consider case (A). Since (Y /X) cannot be greater than a deﬁnite positive constant on̂O P4, we have (Y /X) =
a1xk1 +o(xk1 ) on̂O P4, where a1 and k1 are positive constants. Constructing a simple curvêO P5 in Δ̂P3O P4, whose function
can be written as
y := P5(x) = b1xk2 + b2xk3 + o
(
xk3
)
, (3.1)
where b1 > 0 and k3 > k2 > 1, such that
Y
X
∣∣∣∣
P5
< P ′5(x). (3.2)
Moreover, we have that (Y /X)|̂
O P4
< (Y /X)|P5 < P ′5(x) because ∂∂ y ( YX ) > 0 in Δ̂P3O P4. Thus, a necessary condition
k2  k1 + 1 (3.3)
for the existence of P5(x) is obtained. If P5(x) such that (3.2) exists, then Δ̂P3O P5 becomes a GNS in class I, as shown in
case (A) of Fig. 2. Hence there are inﬁnitely many orbits connecting with O along the exceptional direction on the positive
x-axis. Therefore, O is not monodromic case.
Otherwise, if P5(x) such that (3.2) cannot exist, we claim that there are no orbits connecting with O in Δ̂P3O P4 along
the direction of the positive x-axis. In fact, if there exists an orbit Υ : y = γ (x) connecting with O in Δ̂P3O P4 along the
direction of the positive x-axis, then we can construct a curve Ô P˜ , whose function is
y := P˜ (x) = γ (x) + xl,
where both || and |O P˜ | are very small, and the positive integer l is large (	 1). Moreover, we assume that{
 > 0 if Λ 0,
 < 0 if Λ < 0,
where Λ, the lowest degree of function x[ ∂
∂ y (
Y
X (x, y))]|y=γ , denotes the order of the lowest term in Laurent series with
respect to x near O . Therefore, in Δ̂P3O P4 we obtain that[
x
∂
∂ y
(
Y
X
(x, y)
)]∣∣∣∣
y=γ
 + O (2)< l, (3.4)
because ∂
∂ y (
Y
X (x, y)) > 0 and the sign of  is chosen as above. By computation the inequality (3.4) is equivalent to
Y
X
(
x, γ (x) + xl)< γ ′(x) + lxl−1
i.e., YX | P˜ < P˜ ′(x). Moreover, P˜ (x) is tangent tôO P4 at O since the tangency of Υ witĥO P4. Besides, Ô P˜ lies in Δ̂P3O P4
since Υ lies in this sector and l is large. Hence there exists a function P5(x) such that (3.2), where P5(x) = P˜ (x). It is
a contradiction. Thus, what we claimed is proved.
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such that
Y
X
∣∣∣∣
P5
> P ′5(x), (3.5)
as shown in case (B) of Fig. 2. The discussion in this case is similar to case (A). The difference is that the necessary
condition (3.3) cannot be obtained and the sign of  in the construction of Ô P˜ is changed, i.e.,{
 < 0 if Λ 0,
 > 0 if Λ < 0.
Hence we obtain the following theorem in GNS Δ̂P3O P4 in class III, which is shown in Fig. 2. Here ∂∂ y (
Y
X ) > 0 in
Δ̂P3O P4 but there does not exist σ0 > 0 such that YX  σ0 on̂O P4.
Theorem 1. In Δ̂P3O P4 , if there exists a simple curvêO P5 whose function P5(x) such that (3.2) (respectively (3.5)) in case (A)
(respectively case (B)), then inﬁnitely many orbits of system (1.1) connect with O in this region and O is not monodromic. Otherwise,
if P5(x) such that (3.2) (respectively (3.5)) in case (A) (respectively case (B)) cannot exist, there are no orbits of system (1.1) connecting
with O in Δ̂P3O P4 along the direction of the positive x-axis.
Remark 1. From Theorem 1, that the simple curvêO P5 such that (3.2) (respectively (3.5)) exists in Δ̂P3O P4 is equivalently
equal to that there exists a simple curve on which the slope of ﬁeld vector (X, Y ) is smaller (respectively greater) than the
tangent slope in case (A) (respectively case (B)).
Remark 2. By Theorem 1, we cannot only characterize whether the equilibrium O is of focus-center type, but also can
determine how many orbits connect with O and how they distribute near an exceptional direction if equilibrium O is not
monodromic. Hence we obtain more information near high degenerate equilibrium O .
4. Example
We give an example to discuss monodromy problem for a high degenerate equilibrium of a polynomial differential
system by applying the method of GNS, above lemmas and Theorem 1.
Considering a differential system⎧⎪⎪⎨
⎪⎪⎩
du
dt
= zq1 + c1up1 + f (u, z),
dz
dt
= −up2 + c2zq2 + g(u, z),
(4.1)
where c1, c2 are positive constants, p1,q1, p2,q2 are positive odd integers such that 3  q1 + 1 < p1, q1 + 1 < p2 < q2
and p1/q1 = p2 − p1 + 1, functions f (u, z) = o(|u|p1 , |z|q1) and g(u, z) = o(|u|p2 , |z|q2). Obviously, the origin O is a high
degenerate equilibrium of system (4.1). We will discuss the monodromy problem near O .
Note that the lowest degrees of two equations in system (4.1) do not equal each other, so it cannot satisfy the conditions
in [9]. In addition, as pi,qi being unspeciﬁed, the lowest degree of nonzero terms is indeﬁnite.
By (2.2), we obtain that Gq1 (θ) = − sinq1+1 θ , Hq1 (θ) = cos θ sinq1 θ . All exceptional directions are determined by the
equation Gq1 (θ) = 0, which has exactly two roots 0,π in [0,2π). Higher degeneracy arises in these two directions because
G(0) = H(0) = G(π) = H(π) = 0. It is not a case which may be investigated with normal sectors in [11,13]. In what follows
we will show how to apply GNS.
Solving u˙ = 0 and z˙ = 0 in system (4.1) separately, by the Implicit Function Theorem we obtain a unique vertical isocline
V := {(u, z) ∈ R2: z := V (u) = −c 1q11 u p1q1 + o(|u| p1q1 ), 0< r < }
and a unique horizontal isocline
H := {(u, z) ∈ R2: u = c 1p22 z q2p2 + o(|z| q2p2 ), 0< r < }
near O , where r := √u2 + z2 and  is a suﬃciently small constant, as shown in Fig. 3. Obviously, V and H are tangent to
the u-axis and the z-axis at O separately.
Furthermore, let
U± =
{
(u, z) ∈ R2: z = 0, ±u > 0, 0< r < }
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and
L± =
{
(u, z) ∈ R2: z = ±δu, 0< r < },
where δ (> 0) is small enough.
At ﬁrst, we consider the orbits along the direction θ = 0. In the right half plane the curves V and U+ divide the sectorial
region Δ̂L+OL− into three open sub-sectors Δ̂L+OU+ , Δ̂U+OV and Δ̂VOL− , as shown in Fig. 3. In what follows we
discuss the three ones separately.
In Δ̂L+OU+ we have V (u) < z < δu. Hence,{
u˙ > u˙|z=V (u) = 0,
z˙ = −up2 + c2zq2 + g(u, z) < −up2 + c2(δu)q2 + g(u, z) = up2
(−1+ o(1))< 0,
implying du/dz < 0. By Lemma 4, no orbits approach or leave from O in Δ̂L+OU+ .
The other two sub-sectors are located in the fourth quadrant. Similar to the proof of Lemmas 4–6, we have the following
results by rotating the two sub-sectors into the ﬁrst quadrant.
Corollary 1. Let quasi-sector Δ̂P1O P2 lie in the fourth quadrant.
(i) If Y /X > 0 in Δ̂P1O P2 , then no orbits of system (1.1) connect with equilibrium O in this region.
(ii) If ∂
∂ y (
Y
X ) 0 in Δ̂P1O P2 , then system (1.1) has at most one orbit connecting with equilibrium O in this region.
(iii) Let̂O P2 be the right edge and̂O P1 be the left edge, and̂O P2 be tangent to the x-axis at O . If ∂∂ y (
Y
X ) 0 in Δ̂P1O P2 and that
Y
X  −σ0 < 0 on̂O P2 , where σ0 > 0 is a constant, then in Δ̂P1O P2 system (1.1) has no orbits connecting with O along the
direction of the x-axis.
In Δ̂VOL− we have −δu < z < V (u) < 0. Hence,{
u˙ < u˙|z=V (u) = 0,
z˙ = −up2 + c2zq2 + g(u, z) < 0,
implying du/dz > 0. By Corollary 1, no orbits approach or leave from O in Δ̂VOL− .
In the remaining sub-sector Δ̂U+OV , we have V (u) < z < 0. Thus in clΔ̂U+OV \ {O },{
u˙  u˙|z=V (u) = 0,
z˙ = −up2 + c2zq2 + g(u, z) < 0. (4.2)
It follows that dr/dt = (uu˙ + zz˙)/r > 0 in clΔ̂U+OV \ {O }. Furthermore, all orbits starting from the edge U+ enter into
Δ̂U+OV while all orbits starting from the edge V leave Δ̂U+OV by (4.2). So Δ̂U+OV is a GNS in class III. By Lemma 3,
either no orbits or inﬁnite many orbits connect with O in Δ̂U+OV .
For a deﬁnite answer, in Δ̂U+OV we compute
∂
∂z
(
z˙
u˙
)
= z
q1−1
u˙2
{[
c2(q2 − q1)zq2 + q1up2 + c1c2q2up1 zq2−q1
][
1+ o(1)]}> 0. (4.3)
In fact, c1c2q2up1 zq2−q1 > 0, since q2 − q1 > 0 and q2 − q1 is even. Moreover,
c2(q2 − q1)zq2 + q1up2 > c2(q2 − q1)
[−c 1q1 (u p1q1 + o(1))]q2 + q1up2 = up2(q1 + o(1))> 0,1
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z˙
u˙
∣∣∣∣U+ =
−up2 (1+ o(1))
c1up1 (1+ o(1)) =
−1
c1
up2−p1
(
1+ o(1)) (4.4)
near O . When p2  p1, we have (z˙/u˙)|U+ < −1/(2c1), so no orbits connect with O in Δ̂U+OV by Corollary 1.
In another case p2 > p1, we have that |z˙/u˙| cannot be greater than a deﬁnite positive constant. Constructing a curve
Q := {(u, z) ∈ R2: z := Q (u) = −d1uk + o(|u|k), 0< r < }
in Δ̂U+OV , where d1 > 0 and k p1/q1 > 1, such that
z˙
u˙
∣∣∣∣
Q
> Q ′(u). (4.5)
Moreover, by ∂
∂z (
z˙
u˙ ) > 0 in Δ
̂U+OV , we obtain z˙u˙ |U+ > z˙u˙ |Q . Hence we get k  p2 − p1 − 1. Besides, the inequality (4.5) is
equivalent to
up2−p1 + c2dq21 ukq2−p1 < c1d1kuk−1 − kdq1+11 u(kq1−p1)+k−1 + h.o.t., (4.6)
where h.o.t. stands for the terms with higher degree. It is easy to obtain 0< p2 − p1 < kq2 − p1 and 0< k−1 (kq1 − p1)+
k − 1. Thus, if k − 1< p2 − p1 then the inequality (4.6) can hold; while if k − 1 > p2 − p1 then the inequality (4.6) cannot
hold. Therefore, when p1/q1 < p2 − p1 + 1, the curve Q such that (4.5) exists, but when p1/q1 > p2 − p1 + 1, the curve Q
such that (4.5) cannot exist. After we rotate the region Δ̂U+OV to the ﬁrst quadrant, the operation of curve Q is the same
as that of the curvêO P5, as shown in (3.1).
The discussion of another direction θ = π is similar to that of the direction θ = 0. Then we obtain the following results
by Theorem 1.
Theorem2. System (4.1) has two exceptional directions θ = 0 andπ near O .When p2  p1 , O is of monodromic type.When p2 > p1 ,
O is a monodromic equilibrium if p1/q1 > p2 − p1 + 1; O is not a monodromic equilibrium and there exist inﬁnitely many orbits
leaving from O along the direction of u-axis if p1/q1 < p2 − p1 + 1.
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