


































































































e   l'evoluzione  delle   architetture   ha   ormai   superato   il   semplice  modello   Best   Effort 
dell'Internet originaria tanto da coniare il termine “Next Generation Internet”.
In   questo   nuovo   contesto   l'Internet   Traffic   Engineering   (TE)   è   divenuto   un   aspetto 
estremamente   importante   nel   processo   di   gestione   della   QoS.   Il   TE   si   occupa   di 
ottimizzare  l'utilizzazione delle risorse della rete e  le performance del  traffico servito 
attraverso la scelta dei percorsi da utilizzare per l'instradamento dei dati. Il TE moderno 
ha  come base  l'architettura MPLS­TE che,   a  differenza del   routing destination­based 
dell'IP classico, consente un controllo completo sui percorsi che un dato aggregato di 
traffico deve seguire. Il TE non deve comunque essere identificato con la QoS, il primo è 











anziché   di   singoli   flussi.   L'allocazione   delle   risorse   e   quindi   il   mantenimento   di 
informazioni di   stato   avviene a   livello  di  aggregati  di   traffico ovvero un  insieme di 
microflussi che appartengano alla stessa classe di servizio. 
La definizione di classi di servizio introdotta da DiffServ ha portato alla necessità di poter 
differenziare   il   traffico anche a   livello di  Traffic  Engineering permettendo quindi   di 
definire obiettivi di ottimizzazione diversi per classi di servizio diverse.   L'architettura 
Diffserv­TE   è   stata   introdotta   proprio  per   fornite   tale   supporto,   le   risorse  della   rete 











simulativa.   Il   documento   è   strutturato   nel   modo   seguente:   il   capitolo   1   presenta 
l'architettura Diffserv­TE e gli algoritmi di CBR valutati; nel capitolo 2 viene presentato il 





























eseguono delle   azioni  sulla  rete   tali   da portare questa  nello  stato  desiderato.  Questo 























dei  forti   limiti  a  questa politica,  per questi   (ed altri)  motivi  il  Traffic Engineering si 


















label del pacchetto viene quindi sostituita con l'outgoing  label dopodiché   il  pacchetto 
















domino MPLS,   questa   operazione   è   detta   “label   imposition”.  All'uscita   del   dominio 
MPLS gli   edge  LSR si  occupano   infine  di   rimuovere   la   label  (label disposition)  ed 









constraints  based  routing per cui non descriveremo ulteriormente  il  Control  Plane di 









la   QoS   a   livello   di   classi   di   servizio   anziché   a   livello   di   singolo   flusso   di   dati. 
L’appartenenza di  un  flusso dati   ad un aggregato  di   traffico determina quale  sarà   il 
trattamento riservato ai pacchetti di quel flusso nei nodi della rete. DiffServ consente 
infatti la gestione delle risorse interne ai nodi con un meccanismo di tipo per­hop. Non vi 
è   alcun   concetto   di   percorso   del   flusso   dati   come  in   IntServ   poiché   l’approccio  è 
completamente connectionless.  Il   trattamento  riservato ad un aggregato di   traffico da 
parte di un singolo nodo Diffserv è definito Per Hop Behaviour (PHB). L'appartenenza di 
un   dato   pacchetto   ad   una   certa   CoS   è   determinata   dal   contenuto   del   campo   ToS 
dell'header IP. Questa informazione, denominata Diffserv Code Point (DSCP), consente 
ad ogni  nodo di  determinare il  PHB da applicare al pacchetto. Il  servizio end­to­end 




poiché   effettuano   le   operazioni   di   forwarding   basandosi   esclusivamente   sulla   label 
contenuta nello shim­header di MPLS. Le soluzioni proposte sono due. La prima prevede 
di mappare il DSCP del pacchetto sul campo Exp dello shim header. In questo modo gli 





La seconda soluzione proposta prevede di  utilizzare  la  label stessa per determinare  il 
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DSCP, in pratica la coppia <label, exp> consente di determinare il DSCP del pacchetto. 




















































sulla banda a  livello di  classi  di servizio ovvero di  definire un partizionamento delle 
risorse e associare queste a porzioni di traffico relative a classi di servizio diverse. La 
differenziazione delle risorse, cioè   la banda dei  link, avviene attraverso il concetto di 
Classtype (CT) che nell'RFC3564 viene definito come “un insieme di traffic trunks che 
attraversano un link e sono soggetti ad uno specifico set di vincoli sulla banda”. Dunque 
la caratteristica  fondamentale è   l'associazione del  classtype ad un set  di  vincoli sulla 
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banda  (Bandwidth  Constraints) che  regolano  il  partizionamento delle  risorse del  link 
definendo un limite massimo alla banda utilizzabile dai traffic trunks appartenti ad uno 
specifico   classtype.   Un'altra   caratteristica   importante   è   data   dal   fatto   che   questa 























ai   classtypes.   Le   informazioni   utilizzate  da   un  BCM per   definire   l'applicazione   dei 
bandwidth constraints sono le seguenti:
● CT x : Classtype x (0 <= x < MaxCT)
● BC x : Bandwidth constraint x (0 <= x <= MaxBC)
● Reserved CT x  : La banda totale allocata agli LSP appartenenti al classtype 
CT x
● Reserved CT x , p : La banda totale allocata agli LSP appartenenti al classtype 
CT x e con holding priority p. E' da notare che per le coppie < CT x ,p> che 
non corrispondono ad una delle otto TE­Class configurate questo valore sarà zero.
● Unreserved TECi : La banda libera per gli LSP appartenenti alla TE­Class i
● MaxResvBw  : Massima banda riservabile sul link
Gli   obiettivi   principali   di   un   bandwidth   constraints   model   sono   l'isolamento   dei 
classtypes,   ovvero   la   protezione  dei   classtypes  rispetto   al   comportamento   degli   altri 
(bandwidth   protection),   e   l'efficienza   nell'utilizzo   delle   risorse   del   link   (bandwidth 
utilization). Questi due obiettivi rappresentano un tradeoff nelle prestazioni di un BCM 
dato che, se si trascura la preemption, isolare i classtypes significa rigettare delle richieste 
anche quando  si  hanno  risorse   disponibili   sul   link  e  di   conseguenza  si   provoca una 
inefficiente   utilizzazione   di   quest'ultime.   In   pratica   la   valutazione   di   un   bandwidth 
constraints model avviene considerando le seguenti metriche:
1) Blocking Probability






















Reserved CT c ≤MaxResvBw
























è   richiesto è  che tale formula rispecchi  i  vincoli del modello. Nel  caso del MAM la 
unreserved bandwidth (UBw) della TE­Class K può essere calcolata nel seguente modo:
UBw TECk =UBw 〈ct , sp 〉






RBw c , p , BC ct−∑
p=0
sp























Reserved CT c ≤BC 0=MaxResvBw
La figura 3.3 riporta, tramite un esempio con tre classtypes, il modello concettuale del 
















UBw TECk =UBw 〈ct , sp 〉










Oltre   ai   due   bandwidth   constraint   models   descritti   in   precedenza  sono   presenti   in 
letteratura altre proposte che citiamo per completezza.  Una di  queste,   l'unica definita 
dall'IETF oltre al MAM e al RDM, è il Maximum Allocation with Reservation Model 







Gli   algoritmi   di   preemption   si   occupano   di   selezionare   gli   LSP   da   chiudere   o 
ridimensionare al fine di liberare le risorse necessarie all'apertura di un LSP a più alta 
priorità. In letteratura sono presenti moltissimi lavori che presentano vari tipi di algoritmi 
che mirano ad ottimizzare una qualche metrica  come ad esempio  il   numero  di  LSP 
selezionati,   la   banda   totale   di   tali   LSP,   la   probabilità   di   effettuare   con   successo  il 
rerouting, ecc. In questa parte non trattiamo gli algoritmi di preemption ma solamente il 
supporto   che   i   BCM possono   dare   a   tali   algoritmi.   In   particolare  i   BCM  possono 
preventivamente individuare le TE­Class su cui recuperare la banda necessaria per l'LSP a 













di  priorità  crescenti. Lo pseudo­codice dell'algoritmo è   riportato di seguito.  L'input  è 
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Reserved ct , j ]
..
p=MaxPrio−1
while bwpreempt0  and  psetupPrio {
bw=min Reserved ct , p , bwpreempt 










Reserved i , j]
..
c=0 ; p=MaxPrio−1 ;
while bwpreempt0  and cMaxCT {
whilebwpreempt0 and  p≥setupPrio{
bw=min Reserved c , p , bwpreempt 



























Reserved i , j ]
..
y=x
whilebw preempt0 and  yMaxCT {
p=MaxPrio−1
whilebw preempt0  and psetupPrio{
bw=min bw preempt , Reserved y , p
bw preempt=bw preempt−bw


















(E­LSP)   sia   tramite   la   label   stessa   (L­LSP).   Le   classi  DS­TE  sono   invece   indicate 
dall'attributo classtype associato all'LSP al momento della sua apertura. Questo significa 
che tutti i pacchetti che viaggiano all'interno di un LSP apparterranno allo stesso classtype 









configurare   il  mapping  fra TE­Class  e   la   relativa  coppia  <classtype,priority>,  questo 
mapping deve essere univoco in tutto il dominio DS­TE.











l'architettura DS­TE.  In particolare  la massima banda riservabile sul   link deve 
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Anche   per   questo   sub­TLV,   specificato   in   [OSPF­TE],   viene   ridefinita   la 
semantica. I valori contenuti in questo sub­TLV non indicano più la unreserved 
bandwidth dei vari  livelli  di priorità  ma indicano ora  la unreserved bandwidth 






























Il   Constraint   Based   Routing   (CBR)   è   una   delle   componenti   più   importanti   di 
un'architettura di Traffic Engineering; il CBR si occupa di costruire dei paths col fine di 





























3.4.2    Obiettivi  di  Traffic  Engineering  per  gli  algoritmi  di 
CBR
L'algoritmo di calcolo dei paths utilizzato per determinare l'instradamento del  traffico 
nella rete costituisce uno dei principali  mezzi per  il   raggiungimento degli  obiettivi di 
traffic engineering. Come detto in precedenza tali obiettivi possono essere molteplici e di 
diversa natura e non tutti possono essere raggiunti/ottimizzati attraverso la scelta dei paths 
da  utilizzare,  per   questo  motivo  descriviamo ora una  serie   di   obiettivi   tipici   per   un 






attraversano   quel   link.   La   banda   utilizzata   è   data   invece   dalla   somma   del   traffico 
trasportato da questi LSP e può essere molto diversa. Diamo ora alcune definizioni che 
verranno utilizzate in seguito: 
A:insiemedei links della rete
P :insiemedelle coppie sorgente−destinazione dellarete
c l :capacitàdel link l
r l : banda riservata sul link l
ul :utilizzazione percentuale del link l
s , d : maxflowtra il nodo sed il nodo d




molto   sulla QoS del   traffico che  attraversa  il   link  degradando valori  quali   il 







L'utilizzazione   media   dei   links   fornisce   una   misura   del   ritardo   medio   di 
attraversamento   della   rete,   l'obiettivo   è   dunque   quello   di  minimizzare  questa 
grandezza.
● minimo maxflow tra le coppie sorgente­destinazione: min=min s ,d ∈Ps ,d 
Il maxflow rappresenta la banda massima disponibile tra una coppia sorgente­
destinazione. Quando il maxflow è zero significa che non è possibile riservare 




● maxflow totale delle coppie sorgente­destinazione: tot= ∑
s ,d ∈P

















chiamato   Minimum   Hop   Algorithm   (MHA).   Il   MHA   è   in   pratica   una   variante 







































L'idea   alla   base   di  MIRA  è   dunque   quella   di   selezionare   il   path   che   minimizza 
l'interferenza fra le varie coppie ingress­egress, più precisamente la funzione obiettivo 
consiste nel calcolare  il  path che massimizza  la  somma dei maxflow di  ogni  coppia 
ingress­egress(problema WSUM­MAX):
max  ∑
s , d ∈P
sdsd
I  coefficienti      hanno  lo scopo associare un  importanza diversa alle varie coppie 
ingress­egress,  in pratica sono dei pesi che possono essere assegnati sulla base di un 
importanza amministrativa delle coppie.  Il problema WSUM­MAX, come dimostrato in 
[MIRA],   risulta   NP­hard   per   cui   occorre   trovare   un'euristica   per   una   risoluzione 
approssimata. La soluzione proposta in [MIRA] si basa sul concetto di “link critico”, un 



















A questo punto abbiamo l'insieme  Cs ,d   dei link critici per la coppia (s,d). Una volta 




sd f  s , d  , l 
f  s , d  , l =1 se l∈C s , d 
0altrimenti
Quindi la funzione di costo assegnerà un costo molto elevato ai links che risultano critici 










della unreserved bandwidth  per  la  TE­Class  a  cui  appartiene  l'LSP.  Questo  semplice 
adattamento di MIRA all'ambiente Diffserv­TE è  corretto solo nel caso di  assenza di 
banda condivisa  nel BCM. In presenza di  banda condivisa  fra  i  classtypes,  infatti,  è 
presente un'ulteriore componente d'interferenza che possiamo definire come “interclass 
interference” ovvero l'interferenza provocata da un LSP della TE­Class x su una qualsiasi 
coppia  ingress­egress   di   una  TE­Class   y.  Ricordiamo   che   in  MIRA  l'interferenza  è 


















TE­Class.   Possiamo   osservare   che   si   ha   interferenza   quando   l'apertura   di   un   LSP 
appartenente alla TE­Class x richiede l'utilizzo di banda condivisa con un un'altra TE­
Class,   questo   ovviamente   dipende   dal   BCM   utilizzato.   Per   motivi   di   semplicità 
implementativa l'interferenza viene calcolata direttamente dal modulo che implementa il 
BCM ed   utilizzata   dall'algoritmo MIRA.  Questa   funzione  calcola  la   riduzione  della 
unreserved bandwidth di una TE­Class x a seguito dell'allocazione di una banda b per la 
TE­Class   y.   In   un'implementazione   reale   l'algoritmo   deve   poter   calcolare   tale 
informazione a partire dagli attributi del link propagati dal protocollo di routing; questi 
attributi sono quelli previsti dalle estensioni descritte in [DSTE­EXT]] ovvero il BCM 

















































di  mantenere   e   scambiare   informazioni   relative   allo   stato   dei   links   della   rete;   tale 
informazioni verranno poi utilizzate dal modulo di calcolo dei paths (Path Computation) 



















































realizzare  un'implementazione  non   compatibile   con   la   versione   precedente  ovvero   è 
possibile   utilizzare  la   nuova   implementazione  solo   in  modalità   TE  e   non   più   come 
protocollo   RSVP   “standard”.   Iniziamo   descrivendo   i   nuovi   oggetti   introdotti   e   le 
modifiche agli oggetti esistenti:
● SESSION
L'oggetto   session   è   stato   modificato   per   supportare   il   nuovo   classtype 







Gli  oggetti   filterspec e   sender   template   sono  stati   estesi   con  il   nuovo campo 
“lspid”   che   contiene   l'identificatore   di   un   lsp   appartenente   al   tunnel.   Per 
comprendere meglio  questo campo occorre precisare  che  la   sessione RSVP è 
associata ad un TE­Tunnel e non ad un LSP, in generale un tunnel può essere 

































si   limita   all'allocazione   delle   label   ed   all'installazione  delle   entry   nella   LIB.  Come 




















Admission Control)   in   quanto   specifica  del  modulo di  Admission  Control   utilizzato; 
52




nel   caso   di   RSVP­TE   può   essere   più   utile   effettuare   l'admission   control   durante  il 
processing del messaggio di Path (Downstream Adc) dato che il messaggio di reservation, 
tipicamente, richiede la prenotazione della stessa banda specificata nel SENDER_TSPEC 




upstream,   l'allocazione   delle   risorse   avviene   solo   alla   ricezione   del   messaggio   di 















risorse   necessarie   siano   allocate   ad   uno   o   più   LSP   di   priorità   inferiore.   In   questa 
situazione alcuni  LSP devono essere  chiusi  o   ridimensionati per  liberare  tali   risorse, 
questa operazione è caratterizzata da due fasi:
1) La scelta degli LSP da chiudere o ridimensionare




Questa   fase   è   invece   specifica   dell'implementazione  del   protocollo  RSVP.   In 
generale esistono due possibili paradigmi per la gestione della preemption:
a) Hard Preemption
Gli   LSP   che   subiscono   preemption   vengono   immediatamente   distrutti 
rilasciando le risorse richieste dall'LSP a più alta priorità. In questo modo tutto 










contemporaneamente   sia   il   nuovo   LSP   sia   gli   LSP   che   hanno   subito 
preemption. Questa fase di overprovisioning è limitata all'intervallo di tempo 
necessario  ad effettuare  il   rerouting degli  LSP; è  da notare  che  in questo 
intervallo di tempo possono manifestarsi delle perdite di pacchetti dovute a 
possibili situazioni di congestione.
A   seconda  del   paradigma  scelto   si   avrà   un  certo  meccanismo di   segnalazione della 
preemption; è importante sottolineare che tale meccanismo non è specificato nelle RFC in 





























a) Seleziona   gli   LSP   che   subiranno   preemption   attraverso   il     “Preemption 
Algorithm” (punto 3)
b) Rimuove lo stato degli LSP selezionati
















funzionalità  principali   (LDP e  label   switching). Creato  dai   ricercatori  della Southern 























In particolare, per estendere  il   simulatore NS (IP­based) alle  funzionalità  MPLS, nel 
classico nodo   IP  sono  stati   aggiunti  un  classifier  MPLS e  un  agente  LDP.  Come è 
possibile   osservare   dalla   figura   4.5,   quando   un   nodo  MPLS  riceve   un   pacchetto,   il 
classifier  MPLS determina se effettuare un  forwarding L3  (IP) od uno switching L2 
(MPLS).   Se   il   pacchetto   ha   una   label   o,   per   gli   Edge  LSR,   un  match   con   i   FEC 
configurati,   il  classifier esegue  il   label switching altrimenti   il  pacchetto viene  inviato 
all’Address Classifier, che esegue il normale forwarding di livello 3.
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L'interfaccia   del  modulo  MNSv2  è   stata   estesa  anche  per   la   gestione  degli  LSP,   in 
particolare sono stati introdotti una serie di comandi che permettono di aprire e rilasciare 
gli LSP.

































4.4     Estensioni   TE   per   il   modulo   di   routing 
Linkstate di NS2
4.4.1   Introduzione















































quest'ultimo  rispenderà  avviando  l'aggiornamento  degli   attributi   del   link   attraverso  il 
metodo “updateTeAttributes” descritto in precedenza (è da notare che la variazione di un 
attributo non provoca il ricalcolo delle routes così come avviene quando varia lo stato di 
un  link).  L'aggiornamento  degli   attributi   termina   con  l'invio  in   rete dei  messaggi  di 
Update (gli LSA) che hanno lo scopo di distribuire le nuove informazioni agli altri router 













I  moduli  di  constraints  based routing  implementano specifici algoritmi di calcolo dei 
paths.  Questi  moduli   s'interfacciano al  modulo “Linkstate” di  NS2 per  accedere alle 
informazioni   relative   alla   topologia   della   rete   ed   allo   stato   dei   links.  Gli   algoritmi 










recuperate   dal   Link   State   Database   del   modulo   “Linkstate”,   queste   informazioni 
























L'implementazione   di  MIRA  risulta  molto  più   complessa delle  precedenti   in   quanto 
richiede il calcolo di diversi MaxFlow e di alcune “esplorazioni” del grafo della topologia. 
Per questi motivi ci si è appoggiati alla libreria Boost [BOOSTLIB] la quale fornisce una 

















creato   viene  poi   riutilizzato  per   le   successive   richieste;   questo   perché,   negli   scenari 
simulati in questa tesi, non si verificano variazioni della topologia. Nel caso in cui si 
possano verificare variazioni della topologia occorre richiamare la funzione di creazione 






I  Bandwidth  Constraint  Models   sono   stati   implementati   come moduli   di  Admission 
Control, le funzioni svolte dal modulo sono principalmente tre:




Attualmente sono  implementati   il  Maximum Allocation Model  (MAM) ed  il  Russian 













Quando   uno   di   questi   attributi   varia   il   modulo   ADC   invoca   il   comando   OTcl 
“intfAttributeChanged”   del  modulo  Linkstate.   In   risposta   a   tale   comando   il  modulo 
Linkstate aggiorna  il  Linkstate Database con  i  nuovi valori  degli  attributi e,  se sono 






Ogni volta che si  richiede  l'allocazione di  risorse per un LSP su un certo  link viene 









che è   importante descrivere  in questa  parte è   la   richiesta  di  preemption generata  dal 
modulo   di  Admission  Control.  Al   paragrafo   3.2.6  si   è   descritto   il   supporto   che,   in 
ambiente Diffserv­TE, un BCM può dare nel processo di gestione della preemption; in 
particolare  il  BCM può   raffinare  la  richiesta  di preemption specificando, come  input 
dell'algoritmo di  preemption vero e  proprio,  da quali TE­Class scegliere gli  LSP che 






Riportiamo di   seguito   un   riepilogo dei  principali  comandi  OTcl   forniti   dagli   oggetti 
DSTE_MAM e DSTE_RDM:
● advLinkAttributes

























La   valutazione   degli   algoritmi   di   routing   e   dell'architettura   DS­TE   riguarda 
principalmente la topologia di un dominio ovvero viene studiato il comportamento intra­


































































tempo di vita medio degli LSP, h  la  lunghezza media dei paths, r  il   rate medio, L il 
numero di link della rete e R la capacità media dei links.
80
5.2    Valutazione  degli   algoritmi  di   calcolo   dei 
paths
5.2.1   Introduzione






Preemption Ratio:   rapporto  tra  il  numero di  LSP che hanno subito  preemption e   il 
numero totale di richieste
Maximum Link Utilization: L'utilizzazione massima tra tutti i links della rete










TE­Class Interarrival Time Lifetime Bandwidth % of Traffic
TEC 0 20s inf [1,9]x2500 Kbps 44%
TEC 1 20s inf [1,9]x2000 Kbps 35%






Configurazione BC 0 BC 1 BC 2
MAM Banda Isolata 40% 35% 25%
MAM Banda Condivisa 50% 45% 30%
RDM 100% 70% 30%
La simulazione prevede la richiesta di apertura di 5000 LSP. La figura 5.3 riporta  la 





blocking probability  di  oltre   il   5%  rispetto   al  MHA,  inoltre  occorre  notare   che   tale 














ma che   risultano  comunque   significativamente  superiori   a   quelli   del  CSPF.  Occorre 
comunque notare che nonostante questo il punto di carico in cui si presentano i primi 








dato   che   la   differenza  fra   essi   in   termini   di   blocking   probability   rimane   pressoché 
invariata. Al contrario le performance dei tre classtypes risultano diverse. La presenza di 
banda   condivisa   riduce   notevolmente   la   blocking   probability   della   classe   CT0 



























L'obiettivo   di   questa   simulazione  è   quello   di   confrontare   il   comportamento   dei   tre 











Configurazione BC 0 BC 1 BC 2
MAM 60% 40% 20%
RDM 100% 55% 20%
Gli LSP di un dato classtype utilizzano un unico livello di priorità per cui la preemption 
può avvenire solo fra classtypes diversi. La simulazione prevede il rerouting degli LSP 
che   subiscono   preemption,   nel   caso   in   cui   il   rerouting   fallisca   la   richiesta   viene 
considerata bloccata. E' da notare che lo stesso LSP può subire preemption più volte.
































TE­Class Interarrival Time Lifetime Bandwidth % of Traffic
0 20s 4000s [1,9]x8000 Kbps 42%
1 20s 4000s [1,9]x6000 Kbps 32%




15000   a   18000)   in   cui   il   valore  è   praticamente  stabilizzato.  I   bandwidth   constraints 
utilizzati sono il MAM con banda condivisa e il RDM, le configurazioni utilizzate sono 
riportate nella tabella seguente:
Configurazione BC 0 BC 1 BC 2
MAM 50% 45% 30%









migliorino  in  questo  scenario  dato  che un  link saturato  non  rimane  tale per  tutta   la 
simulazione come avviene nel caso statico. In altre parole, selezionare il path più breve, 
avrà un impatto minore sulla blocking probability.











5.2.5     Nuova   funzione   di   costo   per   la   riduzione   della 
preemption
In   questa   sezione   introduciamo  una   possibile   variazione  all'algoritmo  CSPF  volta   a 
ridurre   l'impatto  della preemption.  L'idea alla  base del  nuovo algoritmo consiste  nel 
definire quando, l'eventuale accettazione della richiesta di banda su un link, richiede la 
preemption e di conseguenza modificare la funzione di costo in modo da tener conto di 
questo   aspetto.   La   preemption   si   rende   necessaria   quando,   per   una   richiesta 
<ct , sp ,reqbw > , si verificano le seguenti condizioni:
U ct , sp ≥ reqbw
U ct , lp   reqbw
Dove con “sp” indichiamo la priorità di setup della richiesta e con “lp” (Lowest Priority) 
la   priorità   più   bassa  configurata   nel   dominio.  La  modifica   proposta   consiste   quindi 
nell'introdurre un ulteriore  termine nella funzione di costo in modo da penalizzare  in 
modo   graduale  i   link   che   si   stanno   avvicinando   ad   un   carico   tale   da   richiedere  la 
preemption. Riportiamo la funzione di costo del nuovo algoritmo:
W l ct , sp=
1−
U ct , sp  1
 
U ct , lp  1
Il   coefficiente      è   utilizzato  per bilanciare  i   due  termini  di   costo.  Con   =0  
l'algoritmo si comporta esattamente come il CSPF mentre con  =1  il costo dipende 
solo dalla banda effettivamente residua (e non da quella che è possibile ottenere grazie al 









prioTEC x prioTEC y ∀ x , y | ct TEC x ct TEC y  
ovvero   che   le   priorità   dei   classtypes   siano   strettamente   crescenti   (numericamente 
decrescenti) man mano che ci si sposta verso le”pipe” più interne del modello. In questo 
caso U(ct,lp) si ottiene come:
U ct , lp =min0≤i≤ct{U i , prioi }
Dove con prio(i) s'intende la priorità assegnata al classtype i. Questa configurazione è tra 
l'altro una delle più comuni dato che assegnare priorità più elevate ai classtypes interni 
consente  al  RDM di   ottenere  protezione  della   banda  rispetto   al   comportamento   dei 
classtypes più esterni.
Per la valutazione del nuovo algoritmo è stato realizzato il seguente scenario:
TE­Class CT Priority Interarrival Time Bandwidth % of Traffic
0 0 2 25s [1,3]x12000 Kbps 35%
1 1 1 25s [1,3]x12000 Kbps 35%
2 2 0 30s [1,3]x12000 Kbps 30%
I bandwidth constraints del RDM sono i seguenti: BC0 100%, BC1 75% BC2 38%.



















del   classtype   0.  Questa   riduzione   è   visibile   anche   a   bassi   livelli   di   carico  mentre 
all'aumentare di quest'ultimo la riduzione diventa molto più significativa. Il classtype 1 





























5.3     Valutazione   degli   effetti   dei   bandwidth 
constraints
Le simulazioni seguenti hanno lo scopo di verificare l'impatto dei bandwidth constraints 
sulla  blocking probability  delle varie TE­Class e   l'interazione fra esse  in  presenza di 
banda condivisa.
5.3.1   Differenziazione della banda degli LSP
In   questo   scenario   vengono   configurate  tre  TE­Class  che  differiscono  soltanto   nella 
distribuzione   della   banda   richiesta   dagli   LSP.   Nella   tabella   1   vengono   riportate   le 
caratteristiche del traffico degli LSP delle tre TE­Class.
TE­Class Interarrival Time LSP Bandwidth LSP Lifetime % of Traffic
0 15s [10,14]*10000Kbps 1000s 50%
1 15s [6,10]*10000Kbps 1000s 33%
2 15s [2,6]*10000Kbps 1000s 17%
Table 1: Profili di traffico delle TE­Class
Per quanto riguarda i bandwidth constraints è stato utilizzato il MAM e sono state valutate 
due configurazioni diverse: una con classtypes  isolati  e   l'altra con condivisione della 
banda   (overprovisioning);   la   tabella   2   riporta   i   parametri   utilizzati   nelle   due 
configurazioni.
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Configurazione BC0 BC1 BC2
Standard (MAM) 50% 33% 17%






che costituiscono  il   transitorio della   simulazione ovvero   la  parte  in cui   la   rete  viene 
caricata.






dei   tre   classtype   si   assesta   in   un   intervallo   tra   il   14%   ed   il   17%   mentre   con 
l'overprovisioning si hanno valori molto più bassi ma all'interno di un intervallo maggiore, 
tra 1% ed il 6%. In presenza di overprovisioning si ha quindi una differenza, in termini di 
richieste bloccate, piuttosto marcata fra  i vari  classtypes;  in particolare i  classtypes si 
trovano in ordine di rate medio degli LSP quindi con il classtype 0 che presenta il maggior 
numero di   richieste   bloccate   seguito   dal   classtype   1   e   dal   classtype   2.  Nel   caso di 
classtypes isolati questa differenza è minore ed inoltre non sussiste una relazione con il 
rate   degli  LSP dato   che   il   classtype  che   sperimenta   il  maggior   numero  di   richieste 
bloccate è il classtype 1. 

















































Configurazione CT0 CT1 CT2
MAM 50,7% 32,7% 16,6%
MAM With Shared Bandwidth 48,2% 34,3% 17,5%
Table 3: Valor medio della proporzione di traffico nei 10 link più critici
Possiamo quindi   concludere che  l'utilizzo dell'overprovisioning consente di   ridurre   la 
blocking   probability   aumentando   l'utilizzazione  media   dei   links   e   quindi   l'efficienza 

































In   questo   nuovo   scenario   verrà   modificato   il   profilo   di   traffico   dei   classtypes,   in 
particolare  il   traffico   verrà  differenziato   sulla base del   rate di   arrivo  delle   richieste 
anziché sulla base della banda;  in questa simulazione, dunque,  tutti  gli  LSP hanno la 
stessa distribuzione per quanto riguarda il rate. 
TEC Interarrival Time (sec) Bandwidth Lifetime % of Traffic
0 8s [1,4]*5000Kbps 7000s 50%
1 12s [1,4]*5000Kbps 7000s 33%






Configurazione BC0 BC1 BC2
Standard (MAM) 50% 33% 17%









sono   completamente  isolati.   La   spiegazione   di   tale   fenomeno  può   essere  affrontata 
ricorrendo ad una nota   formula per   il   calcolo  della  blocking probability  nelle   reti   a 
circuito, la formula di Erlang per il calcolo della Loss Ratio. Questa formula non può 
essere direttamente  applicata   a   questo   scenario  dato   che  non   stiamo  trattando   reti   a 
circuito e, ancora più importante, tale formula vale per un singolo link; tuttavia la formula 


































che,   affinché     una   richiesta   sia  bloccata,  deve  essere  saturo  almeno un  link  di  ogni 





stato scelto in modo tale da rappresentare, in modo decisamente grossolano,  il   tempo 
d'interarrivo delle richieste sui link dello scenario simulato.
Possiamo osservare che la blocking probability aumenta all'aumentare del tempo medio 
d'interarrivo   delle   richieste,   quindi   configurare   i   bandwidth   constraints   in   modo 
proporzionale   al   volume   di   traffico   non   garantisce   uno   stesso   livello   di   blocking 
probability fra i classtypes. In pratica la differente probabilità di bloccaggio registrata in 















Engineering   intra­domain.  Queste   componenti   potranno  in   futuro   consentire   l'analisi 
dell'impatto di determinate politiche di TE sulla qualità del servizio fornita dalla rete.
La parte simulativa di questo lavoro si è concentrata sull'analisi di alcuni algoritmi di 




gli  algoritmi.  Tra gli  algoritmi  testati   lo Shortest  Distance (o CSPF) ha presentato  le 









risultano   fortemente   legate   ai   bandwidth   constraints   che,   se   non   configurati 
adeguatamente, possono portare ad un sottoutilizzo della rete. Nelle simulazioni effettuate 
i bandwidth constraints sono stati configurati in modo euristico partendo dal volume di 
traffico  dei   vari   classtypes  e   si  è  mostrato   come  caratteristiche  del   traffico  quali   la 
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distribuzione della  banda,   il   rate medio  di  arrivo  e  ed   il   tempo medio  di  vita  delle 
richieste, a parità di volume di traffico,  influenzino molto le performance ottenute e che 
quindi   debbano   essere   presi   in   considerazione  nel   processo   di   configurazione   dei 
bandwidth constraints. 
Possiamo concludere affermando che i vantaggi offerti dall'architettura Diffserv­TE quali 
l'isolamento   delle   risorse   (Bandwidth   Protection)   e   la   possibilità   di   vincolare   le 
proporzioni di traffico sui links, vengono pagati con una minor efficienza nell'utilizzo 
delle  risorse della   rete.   Il  motivo è  piuttosto  naturale:  forzare  il   traffico della   rete   a 
dislocarsi secondo certi vincoli richiederà maggior risorse rispetto al caso di far passare il 
traffico semplicemente dove ci sono risorse sufficienti. I vantaggi offerti da Diffserv­TE 
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