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Abst ract - -Two- leve l  domain decomposition methods based on the Schwarz alternating procedure 
are proposed for the numerical solution of singularly perturbed semilinear elliptic problems. Conver- 
gence properties of the two-level Schwarz methods are established. Numerical experiments for a test 
problem illustrate the behaviour of the methods with respect o the critical parameters, uch as the 
perturbation parameter, the amount of overlapping and sizes of subdomains. Application of one of 
the two-level Schwarz methods to a model semiconductor p oblem is also discussed. (~) 2000 Elsevier 
Science Ltd. All rights reserved. 
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1. INTRODUCTION 
In this paper, we consider the numerical solution of singularly perturbed semilinear elliptic prob- 
lems of the form 
Lu(P) = f(P, u), P = (x, y) e f~, (1) 
u(P) = U(P), P E Of~, (2) 
posed on a bounded domain f~ c R 2, where L: = p2(o°-~x~ + o~) i s  a second-order differential 
operator with ~ being a positive parameter, and 0~ denotes the boundary of the domain ~. The 
functions f (P,  u) and U(P) are assumed to be sufficiently smooth with f satisfying 
0 
f .(P, u) = ~ f(P, u) > ~2, 
i f ,~(P,u) = f(P,u)  <_ ~' = constant, 
/~=constant>0, (P,u) C~× [-C1,C1], 
(P, u) e ~ × [-C2, C2], 
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where C1 and C2 are sufficiently large (positive) numbers. Under suitable continuity and com- 
patibility conditions on the data, a unique solution u(P) of the problem (1),(2) exists (see [1] 
for details). Furthermore, for # << 1, the problem is singularly perturbed and has boundary 
layers (i.e., regions with rapid change of the solution) of width O(#[ ln#[) near the parts of 0f~, 
where the solution of the reduced equation obtained by setting # = 0 in (1) does not satisfy the 
boundary condition (2) (see, e.g., [2]). 
Semilinear elliptic problems of the form (1),(2) with a small parameter affecting the highest 
derivatives i widely met in mathematical models of physical or chemical processes. In particular, 
as Poisson's equation for the electrostatic potential it is a constituent of the so-called drift- 
diffusion model which describes the behaviour of semiconductor devices (see [3], for example). 
The model is used extensively in semiconductor device modelling (see [4-6], for instance). One 
example will be described in Section 5. 
The goal of this paper is to describe and evaluate parallel numerical methods based on domain 
decomposition for singularly perturbed problems of the form (1),(2). 
Domain decomposition methods have attracted much attention in the past few years as the 
basis of many (parallel) solvers for large linear algebraic systems of equations that arise when 
elliptic or parabolic problems are discretized by finite elements or finite differences (see [7] and 
references therein). In particular, note that several domgin decomposition methods have been 
proposed for singularly perturbed (finite-dimensional) elliptic problems which originate from 
implicit discretization schemes for parabolic equations (see [8,9], for example). 
An alternative approach is the development of domain decomposition methods that are moti- 
vated by the properties of the original partial differential equations (see, e.g., [10] and references 
therein). In a pioneer work of Chin [11], the basic idea of the design of domain decomposi- 
tion methods using the special structure of the solution of the singularly perturbed problems 
(characterized by boundary and internal ayers) was proposed. Recently, a number of domain 
decomposition methods has been developed for singularly perturbed problems, where asymptotic 
information is applied to determine the domain partitioning as well as to construct the methods 
(see [12-17], and references therein). 
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Figure 1. Overlapping Schwarz algorithms for singularly perturbed problem (1),(2). 
One realization of the above idea is a combination of the domain partitioning, in which the 
regions of rapid change of the solution are localized in space, and domain decomposition methods 
based on the Schwarz alternating procedure [18,19]. We consider the implementation of this 
technique for a singularly perturbed problem of the form (1),(2) by a simple example. Let us 
assume that the problem is posed on the domain f~ of the form presented on Figure 1 and that its 
solution has a boundary layer near the boundary F only. Then, using a priori information about 
thickness of the boundary layer (see above), we can introduce an overlapping decomposition of
the original domain 12 into two subdomains f~ and 12., the first-level subdomains, so that the 
boundary layer is included into the subdomain f~ only (see the figure). Now the solution of 
problem (1),(2) can be obtained by iterations (of the Schwarz method) on which the problem 
is solved in each subdomain (f~ and f~.) alternatively with boundary information from the 
neighboring subdomain. 
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The approach based on such isolating boundary layers allows to develop efficient numerical 
domain decomposition algorithms for solving singularly perturbed problems of the form (1),(2). 
In particular, by this approach, the numerical algorithms using adaptive composite grids can be 
easily realized. This means that into each subdomain (~ and ~.) local regular grid can be 
introduced (with the adaptation to the behaviour of the solution of (1),(2) into this region) and 
that these grids can be nonmatching. However, the domain decomposition algorithms designed 
by the classical Schwarz alternating method are not parallelizable. 
In [20], the two-level Schwarz method (the TLS-method) has been proposed. Unlike in the 
original Schwarz methods, in the TLS-method the boundary conditions on subdomain i terfaces 
(0~, N ~ and a~. A 12) are defined using the solution of auxiliary (interface) subproblem posed on 
D (~, N~.), the second-level subdomain (see Figure 1). Thus, by this method the subproblems 
on ~ and ~. can be solved concurrently. The TLS-method can be generalized straightforwardly 
to multidomain decomposition f ~ [21,22] (in other words, when there are several subdomains 
containing boundary layer(s) and a number of subdomains related to regions of the slowly varying 
solution of (1),(2)). In the case of the small computational cost of the interface subproblem(s), 
the TLS-method is efficient by parallel processing [23-26]. It should be also mentioned that the 
application of the TLS-method to semiconductor device modelling has been demonstrated in [4,5]. 
Ibidem, numerical experiments for several realistic semiconductor structures were described. 
In this paper, we extend consideration of the TLS-method. First, we introduce two modifi- 
cations of the TLS-method. In these modified methods, in order to increase the computational 
efficiency of the original method, small-sized interface subproblems are used. Further, we propose 
another modification of the TLS-method based on coupling the domain decomposition technique 
with the Newton's linearization. In addition, we here consider some aspects related to the (par- 
allel) implementation f some modifications of the TLS-method to a semiconductor p oblem of 
the form (1),(2). 
The plan for the rest of this paper is as follows: in Section 2, we describe the TLS-method and 
its modifications using small-sized interface subproblems as well as give the theoretical conver- 
gence properties of the methods taking into account the most important critical parameters: the 
perturbation parameter, the amount of overlapping and sizes of subdomains. The convergence 
rate estimates are established on differential level (that is, independently of specific numerical 
realizations of the methods) and for regular (rectangular) domain decomposition (that is, no 
attention is given to the choice of domain partitioning according to the position and thickness 
of boundary layers). In Section 3, we describe the modified TLS-method with the Newton's 
linearization. In Section 4, the (parallel) computer realization of our methods for a test problem 
of the form (1),(2) is considered and numerical results are reported. We emphasize that for the 
solution of the test problem, we apply a numerical realization of the methods based on a regular 
discretization mesh which covers the whole computational domain ~. In this situation, we cannot 
take full advantage of the approach based on isolating boundary layers. But this realization of 
the methods i  best suited to the detailed evaluation of their convergence properties with respect 
to the critical parameters as well as to the comparison of the computational cost of these par- 
allel methods with that of the corresponding "undecomposed" (sequential) algorithm. Finally, 
Section 5 illustrates the implementation f some modifications of the TLS-method for solving 
a model semiconductor p oblem (1),(2) with particular emphasis on the technique of isolating 
boundary layers. 
2. TWO-LEVEL  SCHWARZ METHODS 
In this section, we describe the iterative domain decomposition methods for the problem (1),(2) 
and survey their theoretical properties: After defining the necessary notations (Section 2.1), we 
propose the three variants of the two-level Schwarz method (Section 2.2) as well as give the 
convergence r sults for the methods (Section 2.3). 
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2.1. Domain  Decomposi t ion and Concomitant  Notat ions  
In order to give an exact description of the methods, we first define the necessary notations 
and assumptions. For the sake of simplicity, we here assume that the domain f~ as well as its 
subdomains are rectangles. 
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Figure 2. Fragment of an overlapping multidomain decomposition of the domain 12 
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Figure 3. Fragment of second-level paxtitionings of the domain gt: the strip interface 
subdomains wkx and w~ as well as the box interface subdomains 0~,t, 0k,t, y and 0~.~., 
Let f~ be a rectangle (0, X) x (0, Y). We introduce an overlapping multidomain decomposition 
of the domain ~ into K x L subdomains f~k,t, the first-level subdomains, a  follows: 
f~k,t=(xS,x E) × (y/B,yE), 1 <k<g,  l< l<L ,  
where according to the overlapping partitioning we must assume that (see Figure 2) 
0<xf<x Ek- l<xf+l<xf<x, 2<k<K-1 ,  xf=0,  
0<yS <yE 1 <ylB1 <yE<31,  2<l<L-1 ,  y~ =0,  
In addition to that, we need to determine some auxiliary notations: 
x E = X, 
yL E = 3I. 
1 = (x +l + xZ), 
1 
l<k<K-1 ,  xC=0,  xC=X, 
I< I<L-1 ,  y0C=0, yLe=Y. 
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The minimum sizes of the first-level subdomains are determined by the following parameters: 
D x= min (x E -x f )  D y= min (yE_yB) .  
l<k<K ~ I<I<L 
Furthermore, we define sets of interface subdomains, the second-level subdomains, including 
the overlappings of the multidomain decomposition (see Figure 3). We introduce sets {w~} 
and {w~} of strip interface subdomains by: 
~Z = (~,  4 )  × (0, r ) ,  
b e ~ = (0, x )  × (yl, y~), 
0 < X b < XL1 < X E <X~ <X,  
o < y~ < yl~, < yf  < y~ < Y, 
K-1 
l<_k<_K-1 ,  fK= Uw~;  
k=l 
L-1 
I</<L-1 ,  f~Y= Uw~.  
l=l 
We also define the sets of box interface subdomains {Ok, ~ }, Y ~Y {Ok,l}, and {Ok,l} as follows: 
x {x b x e 
oYk,l = {x B xE~ 
O;yl _~ {x b xe~ b e k, kj × (y~,y l ) ,  
l<k<K-1 ,  I< /<L ,  O ~= U 0k,l , x. 
l<k<K-1  
l<l<L 
l<k<K,  l< l<L-1 ,  (gY= U OYk,l" 
l<k<K 
I</<L- I  
l<k<K-1 ,  1 < l<L-1 ,  O xy U A~Y ~k,l" 
l<k<K-1 
I<I<L-1 
As is clear from above, the unions of the strip interface subdomains w~ and w~ coincide with 
those of the box interface subdomains 0~, zand 0~,l, respectively, that is, 
~* _= 0 ~, ~Y = Oy. 
Finally, we determine the minimum overlapping interval sizes of the first-level and second-level 
subdomains via the following parameters: 
d~= min {min[ (x~-x  b) (x~--xs+l)]} 
l<k<K- I  ' 
d y = min {min [(yE _ yb) (y~ _ Y/~I)] }" 
l<_l<_L-I 
2.2. Statement of Two-Level Schwarz Methods 
Here we consider the two-level Schwarz methods which are based on an additive process with 
additional interface problems introduced in order to obtain high parallelism on the first level of 
the resulting methods. In this sense, they can be regarded as two-level additive Schwarz methods, 
but described on differential level [27-29]. 
We first introduce the sequences {v~,l(P), n _> 1} satisfying the following (sub)problems posed 
on the first-level subdomains ~k,z, 1 < k < K, 1 < 1 < L (see Section 2.1): 
/:v~,z(P ) = f (P ,  v~,z), 
v~,t(P ) = g(P), 
v~,l(P ) = Wn- l (p ) ,  
P E ~tk,l, 
P E Oftk,z • Ogt, 
P E Ol2k,l \ 0~, 
(a) 
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where W~(P) is the second-level solution on the n th iteration of the methods. As the first-level 
solution on the n th  iteration of the methods, we use the following function: 
x C vn(p) = V~,l(P ), P E [ k_l,X C/ X [Yf-l,Yf] , 1 < k < K, 1 < l < L. 
The continuous function U~(P), P ¢ f~, which is taken as the total solution on the n th  iteration 
of the methods, is then defined as follows: 
{ , ° ( . / ,  un(p)  = / \ (4 )  
k / 
where f~x and f~Y were defined in Section 2.1. 
Next, we describe three variants of the two-level Schwarz method. They will differ from each 
other by the determination of the function Wn(P) in (3) which is chosen via a combination of the 
solutions of the second-level subproblems posed on either or both the strip interface subdomains 
and the box interface subdomains (see Section 2.1). 
The  SS-method:  The  two-level  Schwarz method with the strip interface subdomains  
In this method (previously described in [22]), the function Wn(P) is determined by: 
Wn(P) (5) 
W~(P), P e ~Y; 
X Wn(p ) x ,, ~x =wk(P) ,  PE  k, l<k<K-1 ;  
y 
Wn(P)=~vp(P), Pe~,  l< l<L-1 ;  
X n where the functions wk(P ) are the solutions of the subproblems on the strip interface subdo- 
mainsw~, l  <k<K- l :  
(6) 
X n wk(P ) = Vn(p), P e Ow~; 
and the functions wY~(P) are the solutions of the subproblems on the strip interface subdo- 
mainsw~, l  < l<L- l :  
£~'~ (P) : s 4,  
•p(P) = Vn(P), P e Ow y \ f~x, (7) 
~vr(P) = ~Vn(P), P e OcO[ N f~x. 
The BS-method:  The  two-level Schwarz method 
with the box and strip interface subdomains 
In this variant of the two-level Schwarz method, we apply the same definition of the func- 
tion W '~(P) as in the SS-method, but here, we suppose in (5) 
~n(p)  x n c =wkj (P  ), Pe{[xb,x~]x(yt_x ,yC)} ,  l<k<K-1 ,  l< /<f ;  
X n where the functions Wk,l(P ) satisfying the following subproblems on the box interface subdo- 
mainsO~,z, l<k<K-1 ,  1 <l<L:  
~ (zo)  0 ~ £.wk, l(P) = f P, wk, l , PC ka, (8) 
~v~,t(P) = V~(P), P e O0~, z.
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The BB-method:  The  two- level  Schwarz method wi th  the  box  inter face subdomains  
The third variant of the two-level Schwarz method is based on the following determination of
the second-level solution on the n TM iteration of the method: 
W'~(P), P e \-O~Y, 
w (p) = Wn(p) ,  pe -~\ -~ ~y, 
xy 
W~(P),  P E-O~Y; 
x 
where Wn(P)  is defined as in the BS-method and 
Y W~(p)  Y~ I fxC xC~ b e :wk , l (P ) ,  PC  ~.\ k - l ,  k )  X [Y l ,Y l ]}  , l<k<K,  I</<L-  1; 
xy 
= n pEOk, l  ' l<k<K-1 ,  I< /<L-1 .  W,~(p) Zwyk,t(p) ' -zy
• Yn The functmns Wk, l (P) are the solutions of the subproblems on the box interface subdomains OYk,l, 
l <k<K, l  < l<L- l :  
0 t :wk ,z (P )=f  P, wk,z , RE  k,1, 
Yn wk,l(P ) = vn(p) ,  PP  e OOYk,l; 
(9) 
xy 
and the functions w~,z(P ) are the solutions of the subproblems on the box interface subdo- 
xy mains0k,t, 1 < k < K -1 ,  l < l < L -  l: 
£ , l (P )=f  P, wk, l , PEOk,~, 
xy x xy [-I -~x w'~,~(P) = Wn(P) ,  P E OOk, z
Y xy 
~'~,l(P) = Wn(P) ,  P e OOk, zN e y. 
(10) 
We emphasize that the two-level Schwarz methods involve three sequential stages• 
Step 1. Solve simultaneously the first-level subproblems from (3) for all methods. 
Step 2. Solve simultaneously the second-level subproblem from (6) for the SS-method, from 
(8) for the BS-method, or from (8) and (9) for the BB-method. 
Step 3. Solve simultaneously the second-level subproblem from (7) for the SS-method and 
the BS-method, or from (10) for the BB-method. 
REMARK 1. The SS-method and the BS-method can be realized on K x L processors: The 
subproblems related to the subdomains gtk,l are mapped onto individual processors. The second- 
level subproblems (related to w~, w~, or 0~,l) are placed into processors containing one of the 
first-level subproblems. 
The parallel implementation of the BB-method requires at least (K - 1) z L + K x (L - 1) 
processors (in relation to the total number of the second-level subproblems on 0~, l and Y 0k,z). 
For K > 2 and L > 2, in order to decrease the number of processors required to realize the 
BB-method to K x L, we must extend the number of its sequential stages to four. Namely, the 
subproblems in Step 2 must be solved in two sequential stages: first the subproblems from (8) 
and then the subproblems from (9), for example. In this case, all the second-level subproblems 
can be properly placed into processors containing one of the first-level subproblems from (3) (one 
processor would consist a maximum of four subproblems). 
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2.3. Convergence of Two-Level  Schwarz Methods  
We now establish convergence properties of the two-level Schwarz methods. We present esti- 
mates of a convergence rate, depending on the most important critical parameters: the pertur- 
bation parameter, the amount of overlapping, and sizes of subdomains. 
THEOREM 1. The two-level Schwarz methods (the SS-method, the BS-method, and the BB- 
method) converge to the solution u( P) of the problem (1),(2) with linear rate q e (0, 1), 
A n < qA n-i, n > 1, A n = max Iun(p)  - u (P ) l  
PEf~ 
where the functions un(p)  were defined by (4). For q the following bound holds: 
q < exp [_#- lp  (D x) dX/3] + exp [_#- lp  (D y) dy/3], 
where p(D) = (1/2) tanh((1/2)#-lD~) with ~, #, and D ~, D y, d z, d y being given in Sections 1 
and 2.1, respectively. 
The proof of the theorem in the case of the SS-method can be found in [22]. The convergence 
and the convergence rate estimates for the other two methods can be established using results 
from the above cited work as well as from Sections 3.1 and 3.2. 
REMARK 2. It can be shown [22] that for the two-level Schwarz methods, the convergence rate 
estimate from Theorem 1 is also valid for the nonoverlapping first-level partitioning, that is, 
for x kE = Xk+l l < k < K_  l, and yE = y~+,,B 1 </  <L-1 .  
REMARK 3. Let the following inequality be fulfilled on the N th iteration of the two-level Schwarz 
methods: 
max IuN(p) - uY - l (P ) r  < ~, (11) 
PE~ 
where e is a prescribed small number. Then, for the methods, we have the following estimate of 
the number of iterations N required to reach a prescribed tolerance (see [22]): 
N -  2 = O (#R-111n(e) - c0,  (12) 
where the number c is determined by the initial guess and R = min(p(DX)d x,p(DY)dY). 
3. TWO-LEVEL  SCHWARZ METHODS 
WITH NEWTON'S  L INEARIZAT ION 
Here, we consider a modification of the two-level Schwarz methods introduced in Section 2. 
The modified methods are based on a Newton's linearization technique (see for example [30]) and 
specifically constructed for solving semilinear problems of the form (1),(2). In these methods (we 
shall call them: the SSN-method, the BSN-method, and the BBN-method), in order to increase 
the computational efficiency of the original methods, the semilinear equations in (3) and (6)-(10) 
are replaced by the linearized equations in the following form: 
£zn(P) =f (P ,U  n-l)  +fu(P ,U  n-l)  [ zn (P ) -Un- I (P ) ] ,  n> 1, (13) 
where un(p)  was given by (4) and fu was defined in Section 1. 
THEOREM 2. If the initial guess U°(P) for (13) is chosen so that 
c~max Iu°(P) - u(P)l < 1, ~ = 13-2V, (14) 
PE~ 
where ~ and "y were defined in Section 1, then the two-level Schwarz methods with Newton's 
linearization (the SSN-method, the BSN-method, and the BBN-method) converge to the solu- 
tion u(P) of the problem (1),(2) as follows: 
A n<qA n - l+c~(1-q) (An-1)  2, n>l ,  A n=max lUn(P) -u (P )$  
PE~ 
where q from Theorem 1. 
The proof technique of Theorem 2 will be illustrated in Section 3.2 by the example of the 
BBN-method. 
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3.1. Pre l iminar ies 
In the following lemmas, we present results necessary for the proof of Theorem 2 placed in the 
next section. The proof of the lemmas can be found in [22,31]. 
Introduce the functions ~k,t (P) satisfying the following problems posed on the subdomains ilk,l, 
l <k<K, l  < l<L:  
/ZgPk,I(P) --/32ffpkj(P) = 0, P • flk,t, ~k,t(P) = 1, P • O~k,t, (15) 
where/3 was defined in Section 1. 
LEMMA 1. I f  62k,l(P ) are the solutions to (15) then the following estimates hold: 
0 < q?kd(P) < 1, P • t2k,t; (16) 
max q)k,t (P) = max ~kJ(P); (17) 
q= l<k<Kmax [(Oo[ maxnoo~)aak,, ~k,t(P)] <exp[ -#- lP(D~)dX/3]+exp[ -#- lp(DV)dY/3]  ", 08) 
l<l<L 
where p(D) = (1/2)tanh((1/2)tt-XD/3) with D ~, D~, and d ~, d y being given in Section 2.1. 
Consider the following problems: 
{ - £~ t(p) 2 x 0 z q?kJ(P), P • 00~, t a t2~,z, (19) 
, - /3  ~, t (P )  =0,  P•  k,t, q!~3(P) = Ck+xd(P), P•OO~,tN-~+~,t, 
l<k<K-1 ,  I< /<L;  
£kg~,z(P ) -/32q2~,l(P ) = 0, P • 0~,t, ~ ,z (P )  = { ~k,~(P), 
Okd+x(P), 
l<k<K,  I< /<L-1 ;  
where (I)k,t(P) from (15). 
LEMMA 2. 
(20) 
P • 00~, l CI ~k,/+l ,  
For the solutions to (19) and (20) the following estimates hold: 
max [ max ~, t (P ) ]  = max [ max q~Yk,t(P)] =q, 
l<k<K-1  Pe-~,,nO0,, l<k<K [PE0~.,I n00~ 
I<I<_L I<I<L-1 
where q from Lemma 1. 
Introduce functions zk,l(P), 1 < k < K, 1 < l < L, by the following problems: 
£zk,t(P) - bk,z(P)zk,l(P) = Fk,t(P), P E t2k,t, zk,t(P) ~ 0, P E 0~k,z, (21) 
where bk,l(P) > /32. 
LEMMA 3. I f  Zk,t(P ) and Ok,t(P) axe the solutions to (21) and (15), respectively, then the 
following inequality holds: 
izk,l(p) [ < q~kd(p)l[zk,t(p)l[oak. ~ +/3-2 [1 - ~k,t(P)] IIFk,t(P)l[a~.~, P E ~k,t, 
where 
[[Z(P)llw - max IZ(P)I. 
P E1/Y 
Now we consider the following problem: 
£z~(P) - b~,(P)za(P) = F~(P), P • Oa, ba(P) >/3~ 
(22) 
Iza(P)] <~ C,~a(P)  +/3-2 [1 - ~(P) ]  [IFa(P)[lOOo , P • 00,~, 
where Ca is a positive constant. By the subdomain 0o is meant any one of the subdomains: 0~,t, 
y 1 _< k _< K -  1, 1 < l < L, or 0k,t, 1 < k < K, 1 < I < L -  1, and, respectively, ~(P)  denotes 




For the solution to (22), the following estimate holds: 
[za(P)l < Ca~a(P) +/3-2 [1 - ffYa(P)] IIF~(P)II~ , P~0~.  
3.2. The  Proo f  of  Theorem 2 for the BBN-Method 
Introduce the functions 
Ckn, t(P) = v~d(P ) - u(P), 1 < k < K, 1 < l < L; 
x 
= wk,z(P ) - u(P),  1 < k < K 1, 1 < l < L; ¢~,z(P) ~ 
Y Yn  
~, l (P )  = Wk,t(P ) -- u(P),  1 < k < K, 1 < 1 < L - 1; 
xy 
~,t (P )=~w~'~, t (P ) -u (P ) ,  l<k<K-1 ,  I< /<L-1 ;  
Zn(P)  = Vn(P)  - u(P); 
x x 
74n(P) = Wn(P)  - u(P); 
Y Y 
E'~(P) = W'~(P) - u(P); 
En(p)  = Wn(p)  _ u(P); 
an(P) = Un(P) - u(P); n _> 0. 
Using the mean-value theorem, from (1), (13), and (3), (8), (9), (10), we obtain 
£¢k~,l(P) - f~ (P, U n - ' )  Ck~,,(P) = f~a(P) [an - l (P ) ]  2 , 
Ck~,t(P) = O, 
¢k~,l(p) = E~- l(p), 
P E ~k,l, 
P E Of~k,z N Of~, 
P ~ Of~k,t \ Of~; 
(23) 
x x 
£{~,z(P) - fu (P, un-1) {~,z(P) = f~a(P) [ sn - I (P ) ]  2 , 
x 
{r~,l(P ) = zn(P ) ,  
Y un-1)  Y £~r~,z(p) f~ (p, n f~a(p) [an-l(p)] 2 - ~k,,(P) = , 
Y 
{~,,(P) = Zn(P) ,  
~{k , l (P )  fu (p, un-1)  zyn _ {k , , (P )  = f~a(P)  [a~- I (P ) ]  2 , 
xy  x ~a(p  ) = ~n(p) ,  
xy y 
'~,z(P) = E'~(P), 
P C 0~,,, 
(24) 
P C O0~,z; 
P E 0~, l, 
(25) 
P ~ 00~,~; 
P 
--x (26) P n o ,  
P e O0~,~ N Or; 
where f~a(P) = f~u[p, Tn(p)] and Tn(P) lies between u(P) + an- I (P)a '~- I (P)  and U'~-i(P) 
with 0 < an- l (P )  < 1. From here, using (4) and the maximum principle (see for example [1]), 
we conclude 
n n = ll5~(P)lla < max (A~, A~, Ag, Ag), n _> 1, (27) 
where 




)~= max {k,l(P) 
1</<L-1 
x 
~ ~ (P) = nl&x k,l 
l<k<K-1  ~.,zMoqOU 
I<_I<L 
with a being defined in Theorem 2. 
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We estimate the right-hand side of (27) term by term beginning with A~. From (4) and (23), 
using Lemma 3, we have 
I~k~,l(P)l <-- ~k,z(P) llSn-l(P)llo~k,~+c~[1-~k,l(P)]NSn-l(P)ll2kz,, P E ~k,l, (28) 
where ~k,z(P) are the solution of (15). Thence and Lemma 1, it follows that 
~ ~_ qA n-i + c~(1 - q) (An- l )  2 , n _ > I ,  
where q was defined in (18). Now we estimate the second term in (27). From (24), (28), and 
Lemma 4, we have 
x~,l(P ) <_ kO~,l(P ) [[(sn-l(P)[[Oo~,i + o~ [1 - ¢~,/(P)] 5n-l(p) 2,e ' P E -O~,l, 
where ~{,z(P) are the solution of (19). Using Lemma 2, we get 
~ ~ qA n-1 + OL(1 - q) (An- l )  2 , n _> 1. 
Similarly, we can obtain the same estimate for A~. 
Substituting the above obtained estimates into (27), we finally conclude 
An~_qAn- l+a(1 -q) (An-1)2= [1 - (1 -q ) (1 -o~An-1) ]An-1 ,  n>l .  
Thus, having regard to (14) and (16),(18), we can establish (by induction) the convergence of the' 
BBN-method. The required estimate for q follows from Lemma 1. 
4. APPL ICAT ION OF THE TWO-LEVEL SCHWARZ METHODS 
TO A TEST S INGULARLY PERTURBED PROBLEM 
In this section, we dwell on the computer realization of the two-level Schwarz methods with 
Newton's lineaxization (see Section 3) in the case of a test singularly perturbed problem. As the 
test problem, we consider problem (1),(2) with the following set of the input data: 
X = Y = 1, g(P) = 1, f(P, u) = 1 - exp[-u(P)]. (29) 
We emphasize that the exact solution of the test problem exhibit boundaxy layers near the whole 
boundary 0~, because the solutions of the corresponding reduced equation (obtained by setting 
tl = 0 in (1)) do not satisfy the boundary condition from (2),(29). 
Next, we first describe the numerical scheme for the approximate solution of the subproblems 
by the two-level Schwarz methods (Section 4.1), then discuss ome aspects related to a reason- 
able subdomain partitioning (Section 4.2)~ Finally, we report on results of the computational 
experiments for the test problem (Section 4.3). 
4.1. Numerical  Solution of the Subproblems 
We first remind that the two-level Schwarz methods (the SSN-method, the BSN-method, and 
the BBN-method) were described and analyzed on differential level, that is, independently of 
the discretization technique of the original problem or the subproblems. In our experiments, 
we apply the following technique to the singularly perturbed subproblems: on the domain ~, 
a special nonequidistant mesh ~h of Bakhvalov's type [32] is introduced (see the next section). 
The construction of the mesh rests on the estimates of derivatives of the exact solution of the 
test problems, that is, the existence of the boundary layers near 0fL Domain decomposition 
is made compatibly with the mesh f~h (see Section 4.2). The subproblems are discretized by 
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finite-differences: the differential operator £ from (1),(2) is approximated by a standard central 
scheme on the mesh ~h (the resulting difference schemes have the second order p-uniform conver- 
gence [32]). The resulting finite-dimensional subproblems are solved by the incomplete Choleski 
conjugate gradient (ICCG) method [34]. 
In Section 4.3, we analyse the parallel implementation f the two-level Schwarz methods, fo- 
cusing on computer architecture-independent factors (that is, ignoring the communication a d 
synchronization costs, the cache-memory effect, etc.). For this purpose, we evaluate the speedups 
of the two-level Schwarz methods with respect to the sequential ("undecomposed") method, that 
is, to the method, where the test problems are solved numerically by the technique proposed to 
solve the subproblems ( ee above). We use the notation 
S-  ~q 
~SN,BSN,BBN ' 
where ~sq is the arithmetic complexity for the sequential method and TSSN,BSN,BBN for the corre- 
sponding Schwarz method by simulation of parallel processing. Assuming the two-level Schwarz 
methods realized on K × L processors (see Remark 1), we determine the arithmetic omplexity 
for the two-level Schwarz methods as follows: 
~SSN : ~ max ¢4n(~k, l )  "{- max .A n (w~) + 
l<k<K l<k<K-1  









x max An(~k, l)  + max A (Ok,l) + max An(w 
l<k<K l<k<K-1  I<L<L-1  ' 
I< /<L  I</<L  
n x An(Dwy~ max An(~-~k,l) --}- max A (Ok,l) ~- max An(O~,l) + max ~" ~k,t], 
l<k<K l<k<K-1  l<k<K l<k<K-1  
I</<L  l< l<L l<_l<_L-1 l< /<L-1  
where Af is the required number of iterations of the methods, .A~(f~a) is the number of arithmetic 
operations of solving the corresponding finite-dimensional subproblem at 7t th iteration of the 
methods. Considering the above-proposed numerical approach, we suppose that 
An(~-~a) = C IcCCMn(~'~a)Q(~a) ,  (30)  
where M~(f~) is the number of required ICCG iterations, Q(f~) is the number of the mesh 
points in which the solution of the related subproblem is computed, and the constant CIccG is 
common to all considered finite-dimensional subproblems. 
The arithmetic omplexity T~q of the sequential method is defined in view of the numerical 
approach proposed above and by analogy with (30): 
Tsq = CICCGQ(a) Z M~(a)' 
n=l  
where -]~fsq is the number of Newton's iterations required for solving the test problems by the 
sequential method. 
4.2. Computational Mesh and Domain Decomposit ion 
For the construction of the mesh on the square domain f~ = (0, 1) x (0, 1), we use a mesh 
generating function ~: 
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where an odd number N is the mesh point number in x- and y-direction. The function ~(t) is of 
the following form [32]: 
v( t )  = 
x(t) = -2#ln  (1 - 2 t ) ,  
x(T)  + ( t -  T) dx(t) , 
dt t=T 
1 - ~(1 - t), 
t • [0, T], 
(31) 
where 0 < T < (1/2)~- is the root of the equation 
dx(t) = (1/2) - x(T)  
dt It=T (1 /2 ) -T  ' 
with # being defined in Section 1. In (31), the parameter 0 < T < 1 determines the distribution 
of the mesh points between the boundary layers and other part of the computational domain g/. 
The number of the mesh points located in the boundary layers is defined by 
N~ = [ (N-  1)TJ + 1. (32) 
REMARK 4. We emphasize that at t • [(N~ - 1) / (N - 1), (N -N~) / (N-  1)] the mesh generating 
function ~(t) produces the uniform mesh with the step size H. Note that H is a decreasing 
function of # and H --* 1 / ( (g  - 1)(1 - T)) as ~ --* 0. 
As outlined above, in our exPeriments he square domain f~ = (0, 1) x (0, 1) is partitioned into 
the first-level subdomains and the second-level subdomains compatibly with the mesh ~h. 
We here consider the non-overlapping first-level partitioning discussed in Remark 2, that is, 
we choose the subdomains 12k,t in the following way: 
xB=o,  xE=xB+I=Xvk ,  xE=I ,  vk=(N-1)K - lk+l ,  l<k<K-1 ,  
yff O, yE B (N 1)L-11+ l, 1 < l < L 1, = =YI+I=Y~,,  yE=l ,  u t= -- 
where N~ was given in (32). The second-level partitioning is chosen as follows: 
x b=x.k_~,  x~=x.k+~,  1 <k<K-1 ,  
yb = y~,_~, Y~ = Ya+~, 1 < 1 < L -  1, 
1 ~ ]~ ~ ~top ~ min [1 (~1 -- 1)~ ul - Nu]. (33) 
In Section 4.3, we consider experimental convergence r sults for the two-level Schwarz methods 
depending on the minimum size (D x and D y) of the subdomains f~k,l (see Section 2.1). It is 
obvious that D x and D y are determined by the given partitioning numbers K and L, respectively: 
D x = x E = X(N_I)K-I+I, D y _~ y f  ~- y(N_I)L-I+I. (34) 
As is seen from the above relationships, the presented omain partitioning produces equal 
numbers of mesh points in the first-level subdomains. Furthermore, the overlapping regions of 
the first-level subdomains and the second-level subdomains are located in the zones of the uniform 
mesh and can be measured by a number ~ of the uniform step size H (see Remark 4), that is, the 
overlapping interval sizes d x and d y (see Section 2.1) are equal to ~H. We also emphasize that 
the proposed omain partitionings are optimal in order to minimize the common computational 
cost of the methods o far, as they decrease the mesh points numbers needed for the second-level 
subdomains, thus, minimizing the computational work for solving the corresponding subproblems. 
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Table 1. Maximum values of speedups Smax, the related values of Nopt and the 
required number j~frq of iterations for the two-level Schwarz methods at K x L = 
3 x 3 and for different /Z. The /z-dependence of mesh parameters Ng and H (see 
Section 4.2) and that of the number of Newton's iterations A/'sq required for solving 
the problem (1), (2), (29) by the sequential method are appended for reference. 
Method smax; K;opt; j~'rq 
SS 1.73; 6; 15 5.80; 3; 6 9.97; 1; 4 10.61; l 4 10.61; 1; 4 
BS 2.04; 9; 10 6.64; 3; 5 10.01; 1; 4 10.66; 1; 4 10.66; 1; 4 
BB 2.22; 9; 13 7.41; 4; 5 10.10; 2; 4 10.71; 1; 4 10.71; 1; 4 
/Z 10 -1 10-1.5 10-2 10-2.5 10-3 
N~ 16 34 38 39 39 
H( x 10 -2) 0.891 1.396 1,890 2.143 2.249 
A/'sq 4 4 4 4 4 
4.3 .  Numer ica l  Resu l t s  
In this section, we report  on the computat ional  exper iments for the test problem (1),(2),(29). 
In the experiments,  we use the mesh ~h constructed with the following input data  in (31): 
T = 0.64, N = 121. In Table 1, we tabulate  the p-dependence of mesh parameters:  the uniform 
mesh step size H and the number of the mesh points located in the boundary  layers N ,  (see 
Section 4.2). 
The tolerance for the two-level Schwarz methods (see the stopping criterion (11)) is chosen to 
be e = 10 -4. The init ial  guesses is always taken to be zero. For the ICCG method,  we suppose 
the accuracy 10 -4 . 
We here examine the two-level Schwarz methods in the case of the first-level domain part i t ion-  
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Figure 4. The iteration history for the BBN-method at K x L --- 3 x 3, ,~ = 1, and 
for different/Z. 
We start  our analysis of the exper imental  convergence propert ies of the two-level Schwarz 
methods with F igure 4 in which the i terat ion history for the BBN-method is given. From the 
figure, it follows that  at p - l~H >> 1 (i.e., at q << 1, see Theorem 1 and Table 1) the convergence 
rate of the method is nonl inear (in other words, it is close to the quadrat ic  onvergence rate of the 
Newton's  method) ,  but at p - l~H < 1, the method converges with the l inear rate, as predicted by 
Theorem 2. In the last case, for the evaluation of the convergence rate of our two-level Schwarz 
methods with Newton's  l inearization, we can use the theoretical  est imate (12). 
In F igures 5-7, we present the exper imental  convergence results for the two-level Schwarz 
methods with different values of the crit ical parameters,  that  is, the per turbat ion  parameter  #, 
the overlapping interval sizes measured by the number ~ of the uniform mesh step size H (see 
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Figure 5. #-dependence of the number of iterations Af for the two-level Schwarz 
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Figure 6. ~-dependence of the numbers of iterations Af and speedups $ for the two- 
level Schwarz methods at K x L = 3 x 3 and ]z = 10 -1 (D x = D y = 0.32). For 
flf(~), best fit lines of the type r~ -1 -{- s at 1 < ~ < 5 are presented (dotted lines). 
The corresponding values of the parameters are: r -- 84.69 and s -- 0.92 for the SSN- 
method, r = 81.92 and s -- 3.20 for the BSN-method, and r = 83.40 and s = 6.31 
for the BBN-method. 
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F igure  7. , c -dependence  of  the  numbers  of  i te ra t ions  Af  and  speedups  S for the  two-  






Sect ion  4.2),  and  the  min imum size D x = D y of the  subdomains  flk,l determined  by  the  par t i -  
t ion ing  numbers  K = L (see (34)).  Reca l l  that  H is a decreas ing  funct ion  of # (see Remark  4 
and  Tab le  1). Not ice  that  in exper iments  we res t r i c t  the  var ia t ion  of ~ to  the  fo l lowing range  
1 < ~ < ~top ,  where  ~top was def ined in (33). 
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Now, we discuss the convergence properties of the methods with respect o #. As is seen from 
the figures, at fixed K _ L and n, the number of iterations Af is an increasing function of the 
perturbation parameter #. However, at # > 10 -2, the #-dependence of Af (see Figure 5) differs 
noticeably from a linear dependence which follows from the theoretical estimate (12). The reason 
is the #-dependence of the uniform step size H (see Table 1). In addition, we emphasize that 
at # < 10 -2, the numbers of the iterations Af are n-independent and equal to the numbers of 
Newton's iterations Afsq required for solving the original problem (1),(2),(29) by the sequential 
method (see Figure 5 and Table 1). In the case being considered, as predicted by Theorem 2, the 
convergence of the Schwarz methods is defined by a decreased rate of the residual errors of the 
Newton's method. 
Figures 6 and 7 show that the number of iterations Af is a decreasing function of the overlapping 
interval sizes ni l .  The theoretical estimate (12) suggests that Af is linear with respect o (ni l ) -1.  
In Figure 6, for Af(n), best fit lines of the type rn -1 +s  at 1 < n < 5 and # = 10 -1, are presented. 
The figure demonstrates that the experimental "curves" N'(n) are closely approximated by these 
lines. Moreover, the values of r listed in the figure's caption indicate that at nil# -1 < 1, the 
experimental convergence rates of the two-level Schwarz methods are close to each other, as might 
be expected from Theorems 1 and 2. 
The comparison of the data from Figures 6 and 7 suggest hat at fixed # and n, the number 
of iterations Af is a decreasing function of the minimum sizes D x = D y of the subdomains f~k,l 
(see (34) and the figures' captions). These results are in qualitative agreement with the estimates 
from Theorem 2 and Remark 3. 
In Figures 6 and 7 and in Table 1, we give the speedups $ for the two-level Schwarz methods (by 
simulation of their parallel implementation  K x L processors) with respect o the sequential 
method. The definition for $ can be found in Section 4.1. The figures demonstrate the n- 
dependence of speedups S for the two-level Schwarz methods at # = 10 -1 and given K = L. In 
the table, we present he maximum values of the speedups for the methods: 
S max = maxS(n) = S (n°Pt )  , 1 < n < n t°p, # and K = L are fixed. 
The values of n °pt and the required number j~frq = j~f(nOpt)  of iterations are also listed in the 
table. 
The juxtaposition of the data on Figures 6 and 7 (cf. the "curves" Af(n) and S(n)) that the 
positions and the values of the speedups maxima are determined by a compromise between the 
number Af of iterations required and the number of mesh points in the second-level (interface) 
subdomains. Therefore, the greater is the change of Af with increasing the overlapping interval 
sizes, the greater is the value of n °pt, and the less is the maximum values of the speedups. This 
accounts for increasing n °pt  and decreasing smax with respect o # (see Table 1). Additionally, the 
table shows that at # _< 10 -~5 (in this case, the number of the iterations Af is K-independent), 
n °pt  is equal to one and S max depends almost not at all on p. To summarize: the obtained 
optimal overlapping interval sizes n°ptH are O(p) (see Table 1). 
From Table 1, it follows that the parallel implementation of the BBN-method is faster than 
that of two other methods. It is worth mentioning, that the relations SBn~/S~ns~ and ,9~n~/,SBmSN 
are an increasing function of the partitioning numbers K = L (el. Figures 6 and 7). The reason is 
the degradation of the relation between the sizes (measured as the number of the mesh nodes) of 
the overlapping regions and those of the first-level subdomains with increasing K and at fixed n. 
Next, we discuss the efficiency of our methods which is defined by sma"/p, where p = K x L is 
the number of the first-level subproblems (processors). Prom Table 1, it follows that at # <_ 10 -2, 
the efficiency of both methods exceeds one. This is because at the values of # mentioned, on 
the one hand, the computational cost of the second-level subproblems i negligible, on the other 
hand, the number of the ICCG iterations for the first-level subproblems proves to be less than 
that for the original problem (1),(2),(29) in the sequential method. 
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Finally, we note that the implementation of the SSN-method and the BBN-method on a 
distributed memory multiprocessor computer Cray T3E for a semilinear problem of the form 
(1),(2),(29) has been considered in [26]. Experimental results from the cited work substantiate 
the advantage of the BBN-method over the SSN-method for the parallel efficiency. 
5. APPL ICAT ION OF THE BSN-METHOD TO 
A MODEL SEMICONDUCTOR PROBLEM 
The aim of the section is to illustrate the implementation f the BSN-method (see Section 3) 
for solving singularly perturbed semilinear problem of the form (1),(2) using the approach based 
on isolating boundary layers (see Section 1). 
For this purpose, we consider problem (1),(2) with the following input data: 
12=(-1,1) x ( -1 ,1) \{(x ,y) : (x2+y2<R2)},  R = 0.4; 
g(x,y) =0, x 2+y2=R 2, -R<x<R,  -R<y<R,  
g(x , -1 )  = g(x, 1) = 1, -1  < x < 1, (35) 
g(-1,y) = g(1,y) = l - l<y<l ;  
f(P, u) = exp(-1) - exp[-u(P)l. 
The problem (1),(2),(35) can be considered as a model problem which describes the distribution 
of the electrostatic potential in a two-dimensional section of reverse biased semiconductor diode 
with the cylindrical Schottky contact (see [3,5,6], for instance). 
t i ~- xy . . . . .  50 2 
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Figure 8. An example of the first-level and the second-level partit ionings of domain £t 
with ~ = U~=I ~2~ ¢ and Q. = U3=l ~y  at # = 10 -1-5. 
Since the solution of the reduced equation obtained by setting # = 0 in (1) does not satisfy the 
boundary condition (2),(35) on the circle x 2 + y2 = R2, the exact solution exhibits a boundary 
layer of width O(# I lnttl) near this curve. 
The original domain ~ is symmetric about the x- and y-axes. We consider problem (1),(2),(35) 
only on £t = {(0, 1) × (0, 1)} N 12. In this case, on the boundaries R < x < 1, y = 0, and x = 0, 
R < y < 1, we apply the homogeneous Neumann boundary conditions. In Figure 9, we present 
an example of the approximate solution of model problem (1),(2),(35) computed on £t. 
5.1. Domain Decomposition and Computational Meshes 
In this section, we illustrate an idea of the "reasonable" partitionings of the computational 
domain containing the boundary layer with nonrectangular geometry. 
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Figure 9. Computed solution of model semiconductor problem (1),(2),(35) on 
at/~ -- 10 -1"5 . 
First, we introduce the partitioning of ~ with the aim of isolating the boundary layer. As in the 
example from Section 1, we define an overlapping decomposition f the original domain into two 
first-level subdomains ~ and f~. as well as second-level (interface) subdomain w~ D (['/~ A f~.), 
so that the boundary layer (the region with rapid change of the solution) is included into the 
subdomain 12~ only. 
The forms of the subdomains ~,  i2., and w ~ are specified compatibly with two nonmatching 
discretization meshes (about he numerical technique to be used see Section 5.3): the rectangular 
mesh G xy (covering i-l.) and the adaptive polar mesh G ~¢ (covering f~ and wr). The rectangular 
mesh is uniform and defined by: 
G ~u={x i=( i -1 )H  xy, l< i<N ~y}×{yj =( j -1 )H  ~y, 1 <_j<NXY}, 
where H zy = 1/(N zy - 1). The polar mesh G ~¢ is uniform with respect o the angle ¢ and 
nonequidistant i  the radial direction: 
G ~¢={r i=~( i ) ,  1 < i<N ~}x {¢j =( j -1 )H  ¢, I _ j<N¢},  
where H ¢ = r /2(N ¢ - 1). The mesh generating function ~(i) is of the following form [2,34]: 
{ _#~_l ln [1_ (1_ # ) i -1  l< i<y~ 
= R + 1] ' " 
h, + ( i -  Nf,)H~U, N~ + I < i < N~ = N~ + 2g~ + I, 
where h~, =/z[ ln#[~ -1 and/3 = exp(-0.5). We emphasize that the construction of the mesh G ~¢ 
is based on a priori estimates of derivatives of the exact solution of problem (1),(2),(35) (see [2]). 
Now we define the subdomains in the following way (see Figure 8): 
~ ,= ( r ,¢ ) :R<r<R,+(~'+I )H  x~, 0<¢< ; 
~.=~\  r ,¢ ) :O<r<R~+~rHXY+r . (¢ ) ,  0<¢< , 
w r = r, ¢) : R, < r < R~, + (2~ r + 1)H xy,  0 < ¢ < ; 
0 < r.(¢) < HzY; 
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where Rp = R + h~, and the specific form of the boundary 0ft, ~ Q~ is so chosen (by the 
function r , (¢))  that it can be easy approximated on G ~.  As is seen from the above relationships, 
for the minimum overlapping interval size d r of the first-level subdomains Q,  and f~, with the 
second-level subdomain w r the following inequalities are valid: ~rHxy <_ d r < (n r + 1)H xy. 
Furthermore, we introduce the additional partitionings of the subdomains Q, and f~, (see 
Figure 8). For this suppose, we here apply the approach using the nonoverlapping first-level 
partitioning (see Remark 2). We split the subdomain f~, into K re (in experiments, ee Section 5.4, 
we assume K re < 5) subdomains 1224) as follows: 
a;~={(~,¢) :~<~<~.+(~r+~)H ~, ¢~_,<¢<¢~}, ~<~<K"~, 
7r 
1 < k < K re - 1. 
xy The subdomain f~, is cut into three subdomains f~k , 1 < k < K xy = 3: 
f~Y = {(x c, 1) × (0, yC)} A f~,, f~Y = {(x c,1) × (yC, 1)} A f~,, a~ y -= f~, \ (a~ y U ~Y) ,  
x~={(x ,y ) :O<x<l ,  y=yi~}NOf~, ,  yC={(x ,y ) :x=x~,  0 <y< 1}AcOf~,, 
Below, we use the formal notation: f~  _= f~. at K r~ = 1 and f~Y _-- f~. at K ~y = 1, as 
convenience. 
We also define the box interface subdomains: aJ ~ ~--~¢ k D (~¢Nf~k+l ) , l  <k<K r¢ - l ,~wel las  
~;~ ~ (~ -*~ N Ftk+l), 1 < k < KX y - 1. These subdomains are constructed thus: 
w~= {( r ,¢ ) :R<r  <R u+(n  ~+I )H  ~y, ¢~-nOH ¢ <¢<¢~+nC~H¢};  
~ = {(0,1)  × (yc _ ~HX~,yc  + ~X~H~)}  n~, ,  
xy ~ = {(~ - ~H ~,  ~ + ~H ~)  × (0, 1)} n ~.. 
and ~Y Note that the minimum overlapping interval sizes of the second-level subdomains a~ k
with the corresponding first-level subdomains are defined by d ¢ = nCHOR and d xv = nXYH xy, 
respectively. 
5.2. Parallel Implementation of the BSN-Method 
The realization of the BSN-method for the above introduced omain partitionings i identical 
with that from Section 2 and involves three sequential steps. Here, the following separation o f  
the subproblems among the steps is chosen. 
Step 1. Solve simultaneously the first-level subproblems on f/~¢, 1 < k < K~¢~ and f~Y, 
1 ~ k ~ K xy. 
Step 2. Solve simultaneously the second-level subproblems: on w~, 1 < k < K r~ - 1, at 
x~ 1 < k < K xy 1, at K xy > 1. K re > 1, and on co k ,
Step 3. Solve simultaneously the second-level subproblem on col 
Note that i f / ( re  and g xy are both one together then Step 2 is empty. The subproblems related 
to the same step can be solved concurrently with the boundary conditions determined by the 
solutions of the subproblems from the foregoing steps (see Section 2 for details). The BSN- 
method can be realized on K zy + K re processors: the subproblems related to the first-level 
subdomains are mapped onto individual processors, and the second-level subproblems are placed 
into processors containing one of the first-level subproblems. 
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5.3. Numer ica l  Approach  
For solving the first-level and second-level subproblems, we apply the numerical technique like 
that described previously in Section 4.1: the subproblems are discretized by the finite-difference 
method on the meshes G xy and G re from Section 5.1. The resulting problems are solved by the 
ICCG method. For the subproblems related to the polygonal subdomains: gt~ y, 1 < k < K xy, as 
well asw kxy, 1 < k < K xy - 1 (see Figure 8), we apply the ICCG method coupled with the domain 
embedding method (that is, original subproblems are replaced by larger-size (sub)problems on 
rectangular covering domains). In addition, we use the bilinear interpolation by the exchange of 
data (boundary conditions) between the subproblems approximated on the meshes of the different 
types (rectangular or polar). 
In Section 5.4, we analyse the parallel implementation of the BSN-method, focusing only on 
computer architecture-independent factors. For this purpose, we evaluate the parallel arithmetic 
complexity of the algorithm executed on K xy + K re processors by: 
H 
T(KXY,Kr¢)  E{max[  max An zy An(  ¢)] = (~k)  max ft~ + 
l <k<K ~y ' l <k< K'"~ 
n=l  - - 
max[  max A n zy .An( k~)] .An } L l<k<K~v-1 (w k ), l<k<K'"~-lmaX CO + (COr) , 
where Af is the required number of iterations of the BSN-method, An(~a)  is the number of arith- 
metic operations of solving the corresponding finite-dimensional subproblem at the n th iteration 
= xy and/or of the BSN-method (note that at K xy 1 and/or K re = 1 the terms associated with COk 
¢ must be omitted). As in Section 4.1, we here suppose that An(fta) = ClcccMn( f~a)Q(gta) ,  COk 
where Mn(f~a) is the number of required ICCG iterations, Q(Yta) is the number of the mesh 
points in which the solution of the related subproblem is computed (for the polygonal subdo- 
mains ft~ y and xy  COk' the mesh points numbers of the larger-size "covering" (sup)problems are 
taken), and the constant ClCCG is common to all considered finite-dimensional subproblems. 
5.4. Numer ica l  Exper iments  
In this section, we analyse experimental convergence r sults and computational efficiency for 
the BSN-method in the case of model semiconductor p oblem (1),(2),(35). 
In the experiments, we use the mesh G xy with N xy = 21 and the mesh G re with N ¢ = 31 
and N~ = 28. The tolerance for the BSN-method (see the stopping criterion (11)) is chosen to 
be e = 10 -5. The initial guesses for the first-level subproblems are always taken to be one. The 
ICCG method is finished to achieve an accuracy 10 -5. 
Table 2. Numbers of required iterations Af and speedups ,S(K xy, K re) for the BSN- 
method for different t and partitioning numbers g xy and g re. The maximum 
xy mesh points numbers Qmax and QrCa. for the first-level subproblems are appended 
for reference. 







5 6 [1.18] 6 [1.61] 













4 [0.994] 4 [1.95] 
1 2 3 
868 420 28O 
4 [2.69] 
4 [2.80] 
xy K xy ~max 
6 [1.91] 6 [2.06] 1 400 
6 [1.90] 7 [2.181 3 100 
5 [2.511 5 [3.00] 1 400 
5 [2.60] 5 [3.32] 3 121 
4 [2.931 4 [3.42] 1 400 
4 [3.12] 4 [3.96] 3 144 
4 [3.01] 4 [3.271 1 400 
4 [3.39] 4 [4.31] 3 144 
4 5 
224 168 
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We examine the BSN-method with different values of the following critical parameters: the 
perturbation parameter #, the minimum overlapping interval sizes (d r, d xy, and d ~, see Sec- 
tion 5.1) of the second-level subdomains with the corresponding first-level subdomains, and the 
partitioning numbers K zy and g re. 
Recall that the minimum overlapping interval sizes d T and d xy can be specified by the numbers 
(n r and n xy, respectively) of the step size H xy of the uniform rectangular mesh G ~y, and d ¢ can 
be measured by the number n ¢ of the arc length HC~R, where H 6 is the uniform step size of the 
polar mesh G re in the angular direction, and the radius R was defined in (35). The experiments 
show that, at the given step sizes (H zy = 0.05 and H ¢ = 7r/60) the following values'of the above- 
mentioned numbers prove to be optimal in order to minimize the required iterations numbers for 
the BSN-method by the corresponding domain partitionings and at the values of # from Table 2: 
~r = nxy = 1 for all #, ~¢ = 3 at # = 10 -1"5 and n ~ = 1 at # ~ 10 -2 . Note that, as in the case 
of the test problem (1),(2),(29) from Section 4, the obtained optimal overlapping interval sizes 
are O(#). 
The values of the required number Af of iterations for the BSN-method are listed in Table 2. 
Note that the rise of the iterations numbers for the variants at # >_ 10 -2 and/(rV > 1 with respect 
to the iterations numbers for the corresponding variants at /(T¢~ = 1 is a result of increasing 
the initial residual errors for the first-level subproblems solved on [~¢~ (see also Remark 3). The 
reason is that on opening iterations of the BSN-method the solutions of these subproblems exhibit 
"artificial" boundary layers near ~-~k ¢ n~i l ,  1 < k < K r¢ - 1. 
Now we analyse the computational efficiency of the BSN-method as a function of the pertur- 
bation parameter # and the partitioning numbers K ~y and K ~¢. For this purpose, we evaluate 
the arithmetic omplexity T (K  x~, K r~) for the BSN-method by simulation of parallel process- 
ing on K xy + K ~¢ processors (the formulas for the calculation of :F(K zy, K ~¢) can be found in 
Section 5.3). For the more descriptive presentation of these results, Table 2 gives the values of 
the following ratio: $(K~Y,K ~)  -- f (1 ,  1)T-I(KXy,K ~¢~) for K xy + K ~¢ > 2 and for fixed tL. 
Thus, $ (K  ~y, K re) denotes the speedups of the variants with the processors numbers more than 2 
in relation to the corresponding variants with the processors number equal to 2. Moreover, for 
reference the table lists the maximum mesh points numbers for the first-level subproblems for the 
xy xy r~ 
Qmax maXl<k<K'" / '  Q(~kdP) • different partitioning numbers: Qmax = maxl<k<g~,, Q(~k ) and = 
It should be noted that solving the subproblems related to f~  constitutes the greater part of 
the arithmetic omplexity 7(1, 1): this subproblem far exceed the subproblem associated with f~. 
in the values of the initial residual errors (on opening iterations of the BSN-method) as well as 
in the mesh points number. However, for fixed # and K xy, the K~V-dependence of speedups 
$(K xy, K ~¢) is determined not only by the corresponding variation of ~ (see the table), but ~max 
by the following extra factors as well. 
1. Adding the computational cost of Step 2 (which was empty before, see Section 5.2) to the 
total computational cost of the algorithm. 
2. Increasing the required number of iterations of the BSN-method. 
3. Increasing the total number of ICCG iterations required for the solution of the subprob- 
lems: 
(a) on f/~¢, 1 < k < K re, and 
(b) on ~.  
4. Increasing the part of the computational cost of the BSN-method which falls (at K ~y = 1) 
on the subproblem related to ~. .  
Factor 1 affects $(KXY,K ~¢) for all variants with K ~y ÷ K ~* > 2, but at # = 10 -L5 (when 
n v -- 3) its influence is most pronounced (in the indicated case, at K ~ = 5 the sizes of the 
subdomains w~ are equal to those of the subdomains f /~) .  Moreover, remark that the speedups 
under unity at K xy ---- 3 and g r~b : 1 are caused by Factor 1 only. 
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The basis for Factor 2 was discussed above. The same reason also give rise to Factor 3(a). In 
the case of the subproblem posed on w r, the total number of ICCG iterations increases due to 
"smoothness degradation" of the boundary conditions on 00 /N  ftu at K re > 1 and on Ow ~ N f~. 
at K xy > 1 (Factor 3(b)). We emphasize that the influence of Factors 2, 3(a), and 3(b) on 
speedups S (K  xy, K ~¢) declines with # and at # = 10 -3 it is absent at all. 
Factor 4 derives from the fact: at K x~ = 1 the number of the iterations of the BSN-method in 
which the computational cost of Step 1 is determined by the computational cost of the subproblem 
solved on ~.  increases as K ~¢ grows (consequently, Qrm¢ x decreases). The data from the table 
xy r¢ gxy  indicate that if at K xy = 1 (by given # and K re) Qm~x far exceeds ~max, then at -- 3 the 
influence of Factor 4 on speedups $(K  xy, K ~¢) is reduced. Note that the "anomalous" results 
obtained at # = 10 -1"5 and K xy = 3 are explained by the strong effect of Factors 2, 3(a), and 3(b). 
From the above discussion, it follows that the "reasonable" first-level domain partitioning 
strategy is: the numbers of mesh points for all subdomains (containing the boundary layer as 
well as without it) must be approximately equal. 
To summarize, we emphasize that the numerical experiments of this section show that at 
sufficiently small values of the perturbation parameter (# _< 10 -2'5) and by using the above 
"reasonable" domain partitioning strategy, the convergence properties as well as the computa- 
tional efficiency of the BSN-method is not degraded by increasing the number of the first-level 
subdomains. Thus, for singularly perturbed problems of the form (1),(2),(35) with the high com- 
putational costs, the BSN-method (by the numerical realization like that proposed above) can 
be effectively implemented on a massively parallel computer. In this case, the maximum number 
of the processors i depended on the specific architecture of a parallel computer and dictated by 
the fulfilment of the following condition: the computational cost of the method must be much 
superior to the communication cost. 
REFERENCES 
1. O. Ladyzhenskaya and N. Ural'tseva, Linear and Quasilinear Elliptic Equations, Academic Press, New York, 
(1968). 
2. i. Boglaev, A numerical method for a quasilinear singular perturbation problem of elliptic type, USSR 
Comput. Maths. Math. Phys. 28, 492-502, (1988). 
3. S. Sze, Physics of Semiconductor Devices, Wiley, New York, (1969). 
4. I. Boglaev and V. Sirotkin, Domain decomposition technique for semiconductor device simulation, In Eighth 
Int. Con]. on the Numerical Analysis of Semiconductor Devices and Integrated Circuits, (Edited by J. Miller), 
pp. 154-155, Boole Press, Dublin, (1992). 
5. I. Boglaev and V. Sirotkin, Application of domain decomposition to semiconductor device modelling and 
simulation in diagnostics of semiconductor structures, In Applications o] Advanced Computational Methods 
for Boundary and Interior Layers, (Edited by J.J.H. Miller), pp. 1-32, Boole Press, Dublin, (1993). 
6. S. Selberherr, Analysis and Simulation of Semiconductor Devices, Springer-Verlag, Wien, (1984). 
7. B. Smith, P. Bjcrstad and W. Gropp, Domain Decomposition: Parallel Multilevel Methods for Elliptic Partial 
Differential Equations, Cambridge University Press, New York, (1996). 
8. X.-C. Cal, Multiplicative Schwarz algorithms for parabolic problems, SIAM J. Sci. Comp. 15, 587-603, 
(1994). 
9. Y. Kuznetsov, Overlapping domain decomposition methods for FE-problems with elliptic singular perturbed 
operators, In Fourth International Symposium on Domain Decomposition Methods ]or Partial DiJ~erential 
Equations, (Edited by R. Glowinski et al.), pp. 223-241, SIAM, Philadelphia, PA, (1991). 
10. A. Quarteroni, Domain decomposition a d parallel processing for the numerical solution of partial differential 
equations, Surv. Math. Ind. 1, 75-118, (1991). 
11. R. Chin, G. Hedstrom, J. McGraw and F. Howes, Parallel computation of multiple scale problems, In New 
Computing Environments: Parallel, Vector and Systolic, (Edited by A. Wouk), pp. 136-153, SIAM, Philadel- 
phia, PA, (1986). 
12. it. Chin, G. Hedstrom, J. Scroggs and D. Sorensen, Parallel computation ofa domain decomposition method, 
Adv. Comp. Meth. Partial Dif. Eq. 6, 375-381, (1987). 
13. T. Chan and T. Mathew, Domain decomposition algorithms, Acta Numerica, 61-143, (1994). 
14. M. Garbey, A Schwarz alternating procedure for singular perturbation problems, SIAM J. Sci. Comp. 17, 
1175-1201, (1996). 
15. P. Li and R. Peskin, Domain decomposition for singular perturbation pdes, Math. Comput. Simulation 36, 
443-455, (1994). 
Semilinear Elliptic Problems 667 
16. G. Rodrigue and E. Reiter, A domain decomposition method for boundary layer problems, In Domain 
Decomposition Methods, (Edited by T. Chan at al.), pp. 226-234, SIAM, Philadelphia, PA, (1989). 
17. ,1. Scroggs, Physically motivated omain decomposition method for singularly perturbed equations~ SIAM J. 
Numer. Anal. 28, 168-178, (1991). 
18. H. Schwarz, ~lber einige Abbildungsaufgaben, Ges. Math. Abh. 11, 65-83, (1869). 
19. P. L. Lions, On the Schwarz alternating method I, In First International Symposium on Domain Decompo- 
sition Methods/or Partial Di~erential Equations, (Edited by R. Glowinski et al.), pp. 1-42, SIAM, Philadel- 
phia, PA, (1988). 
20. I.P. Boglaev and V.V. Sirotkin, Domain decomposition technique for singularly perturbed problems and 
its parallel implementation, In Comput. and Applied Math. II: Di~erential Equations, Selected and revised 
papers from the IMACS 13 th World Congress, Dublin, 1991, (Edited by W.F. Ames and P.J. van der Houwer), 
pp. 259-268, Elsevier Science, North-Holland, Amsterdam, (1992). 
21. L Boglaev and V. Sirotkin, Computational method for a singular perturbation problem via domain decom- 
position and its parallel implementation, Appl. Math. Comput. 56, 71-95, (1993). 
22. V. Sirotkin, The solution of singularly perturbed semilinear elliptic problem by iterative domain decomposi~ 
tion algorithms, Computers Math. Applic. 33 (11), 99-116, (1997). 
23. P. Farrell, I. Boglaev and V. Sirotkin, Parallel domain decomposition methods for semilinear singularly 
perturbed ifferential equations, Comput. Fluid Dynamics Journal 2, 423-434, (1994). 
24. V. Sirotkin and P. Tarvainen, Parallel numerical algorithms based on overlapping Schwarz methods for 
singularly perturbed semilinear elliptic problems, Tech. Rep. 24, University of JyvSskyl~i, Department of 
Mathematics, Laboratory of Scientific Computing, (1996). 
25. V. Sirotkin and P. Tarvainen, Overlapping Schwarz methods for singularly perturbed semilinear elliptic 
problems and their parallel implementation, SIAM J. Sci. Comp. (to appear). 
26. V. Sirotkin and P. Tarvainen, Parallel implementation of some two-level Schwarz methods for singularly 
perturbed semilinear elliptic problems, Tech. Rep. 14, University of Jyv~iskyl~i, Department of Mathematics, 
Laboratory of Scientific Computing, (1997). 
27. M. Dryja and O. Widlund, An additive variant of the Schwarz alternating method for the case of many 
subregions, Technical Report 339, New York University, Department of Computer Science, Courant Institute 
of Mathematical Sciences, New York, (1987); Ultracomputer Note, 131. 
28. A. Matsokin and S. Nepomnyaschikh, A Schwarz alternating method in a subspace, Soy. Math. 29, 78-84, 
(1985). 
29. S. Nepomnyaschikh, Domain decomposition and Schwarz methods in a subspace for the approximate solution 
of elliptic boundary value problems, Doctoral Thesis, (in Russian), Computing Center of the Siberian Branch 
of the USSR Academy of Sciences, Novosibirsk, (1986). 
30. J. Ortega and W. Rheinboldt, Iterative Solution of Nonlinear Equations in Several Variables, Academic 
Press, New York, (1970). 
31. I. Boglaev and V. Sirotkin, Iterative domain decomposition algorithms for the solution of singularly perturbed 
parabolic problems, Computers Math. Applic. 31 (10), 83-100, (1996). 
32. N. Bakhvalov, On optimization of methods for solving boundary value problems in the presence of boundary 
layers, Zh. Vychisl. Mat. i Mat. Fiz. 9, 841-859, (in Russian), (1969). 
33. J. Meijerink and H. van der Vorst, An iterative solution method for linear systems of which the coefficient 
matrix is a symmetric M-matrix, Math. Comput. 31, 148-162, (1977). 
34. I. Boglaev and V. Sirotkin, The solution of singularly perturbed problems via domain decomposition, Com- 
puters Math. Applic. 25 (9), 31-42, (1993). 
