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mentalnie  kilka wariantów  algorytmu  ewolucyjnego  i  hybrydowego  oraz wpływ  zastosowanych metod 
optymalizacji lokalnej i metod zrównoleglenia obliczeń na jakość znajdowanych rozwiązań.
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A b s t r a c t
In  this paper Probabilistic Traveling Salesman Problem (PTSP)  is considered and a hybrid algorithm is 
proposed,  in  which  an  evolutionary  algorithm  is  combined with  local  optimization  and  parallelization 
techniques. Local optimization methods  include 1-shift  and 2-p-opt operators. Several basic variants of 
evolutionary and hybrid algorithms are experimentally tested and compared.
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W artykule rozważono Probabilistyczny Problem Komiwojażera (PTSP), który stanowi 
uogólnienie klasycznego Problemu Komiwojażera (TSP). W problemie PTSP miasta na trasie 
komiwojażera są odwiedzane z pewnym, z góry określonym, prawdopodobieństwem.Zada-
nie polega na znalezieniu takiej trasy a priori, która minimalizuje wartość oczekiwaną kosztu 
ścieżki. PTSP jest problemem NP-trudnym, co wynika z NP-trudności TSP. TSP jest szczegól-
nym przypadkiem PTSP, gdzie prawdopodobieństwo odwiedzenia każdego miasta jest równe 
1. Problem PTSP może zostać wykorzystany do modelowania zadań w logistyce i planowaniu 
transportu, takich jak: dzienna dostawa towarów z losowym zapotrzebowaniem, sekwencjo-
nowanie zadań ze zmiennym kosztem czy planowanie trasy w domach spokojnej starości [9].
Do rozwiązywania problemów optymalizacyjnych z klasy NP stosowane są często uni-
wersalne algorytmy iteracyjne, jakimi są metaheurystyki. W wyniku połączenia dwóch lub 
więcej takich samych (lub różnych) metaheurystyk powstaje homogeniczny (lub heteroge-
niczny) algorytm hybrydowy. Połączenie to może mieć charakter jednorodny lub niejedno-
rodny i zostać zrealizowane sekwencyjnie albo w modelu obliczeń równoległych. W litera-
turze spotykane są opisy algorytmów hybrydowych zbudowanych z połączenia algorytmu 
optymalizacji globalnej, takiego jak algorytm ewolucyjny (EA), z heurystyką przeszukiwa-
nia lokalnego. Można tego dokonać np, przez wykorzystanie algorytmu wyszukiwania z tabu 
(TS) jako mutacji [12] lub przez zastosowanie mechanizmu dekodowania chromosomu [7].
W artykule przedstawiono algorytm hybrydowy, w którym zastosowano metody optyma-
lizacji lokalnej w algorytmie ewolucyjnym oraz równoległy model migracyjny EA. Badania 
eksperymentalne kilku wariantów algorytmu ewolucyjnego i hybrydowego dla problemu PTSP 
wykonano na podstawie odpowiednio zmodyfikowanych benczmarków dla problemu TSP [13].
Dalsza część artykułu zorganizowana jest następująco. W rozdziale 2 przedstawiono formalną 
definicję problemu PTSP oraz jego ogólną interpretację. W rozdziale 3 zawarto przegląd litera-
tury. W rozdziale 4 przedstawiono istniejące metody optymalizacji lokalnej, tj, 1-shift i 2-p-opt. 
W rozdziale 5 zawarto opis algorytmu hybrydowego, a w rozdziale 6 przeprowadzono badania 
symulacyjne. W rozdziale 7 podsumowano wyniki pracy i wskazano kierunki dalszych badań.
2. Problem PTSP
Probabilistyczny Problem Komiwojażera (PTSP) jest rozszerzeniem klasycznego Proble-
mu Komiwojażera (TSP). Oprócz odległości między parami miast zadane jest prawdopodo-
bieństwo odwiedzenia danego miasta. Celem optymalizacji jest znalezienie takiej trasy a prio-
ri, która minimalizuje całkowity oczekiwany koszt ścieżki komiwojażera. Klasyczny problem 
komiwojażera polega na znalezieniu najkrótszej trasy pomiędzy miastami, w której każde mia-
sto musi zostać odwiedzone tylko jeden raz, w wersji probabilistycznej każde miasto może 
zostać odwiedzone tylko z pewnym prawdopodobieństwem. Komiwojażer wpierw decyduje 
o kolejności odwiedzenia miast (tworzy trasę a priori), a następnie dostaje informacje, które 
miasta mają zostać odwiedzone, a które nie. Miasta są odwiedzane w kolejności wyznaczonej 
przez trasę a priori z pominięciem miast, których nie trzeba odwiedzić – tworząc w ten sposób 
trasę „wyciętą”. Zadaniem optymalizacji jest znalezienie takiej trasy a priori, która minimali-
zuje średnią długość wszystkich możliwych „wyciętych” tras komiwojażera.
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2.1. Formalna definicja PTSP
Rozważmy pełny, symetryczny graf ważony G = (V, E), gdzie V = {v1, v2, v3, ..., vn} 
jest zbiorem wierzchołków, E ⊆ V × V jest zbiorem krawędzi. Do każdego wierzchołka vi 
(i = 1, 2, 3, ..., n) przypisane jest prawdopodobieństwo pi wystąpienia wierzchołka vi. Zada-
niem PTSP jest znalezienie takiego cyklu Hamiltona w grafie G, który minimalizuje funkcję 
celu:  
  (1)
Przez d(i, j), i, j = 1, 2, 3, ..., n, rozumieć należy wagę krawędzi pomiędzy wierzchołkami 
vi oraz vj, gdzie vi, vj ∈ V. Przez λ = (λ(1), λ(2), λ(3), ..., λ(n)) rozumieć należy permutację bez 
powtórzeń nad zbiorem V, w dalszej części artykułu zwaną naprzemiennie trasą a priori lub 
osobnikiem. Przez krawędź lub łuk rozumiana będzie trasa od λ(i), do λ(j), ∀(λ(i), λ(j)) ∈ λ, 
Problem PTSP jest problemem NP-trudnym, wynika to wprost z NP-trudności TSP, zostało 
to udowodnione w [4].
W przypadku, gdy ∀pi = p mówimy o homogenicznym, a w przeciwnym przypadku o he-
terogenicznym Probabilistycznym Problemie Komiwojażera.
2.2. Funkcja celu
Funkcja celu (oczekiwany koszt trasy λ) obliczany jest w czasie 0(n2) [4]:
W przypadku heterogenicznym:
  (2)
Oczekiwany koszt trasy jest sumą wag wszystkich łuków w trasie λ pomiędzy miastem 
λ(i), a λ(i + r), pomnożonych przez prawdopodobieństwo wystąpienia tych miast, tj, p
λ(i) pλ(i+r) 




Oczekiwany koszt trasy (3) jest ważoną sumą wag wszystkich łuków w trasie λ. 
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tujących  inteligentne metody obliczeniowe dla problemu PTSP: Scatter Search  z  algoryt-









We wspomnianych  pracach metody  optymalizacji  lokalnej  (o  ile  je wykorzystywano) 
ograniczały się do jednej z dwóch metod zaprezentowanych w [1]. Na uwagę zasługuje fakt, 
że  owe metody,  a właściwie  równania  rekurencyjne  z  nimi  związane,  zawierały  błąd,  co 
zostało wykazane w  [2]. Tam  też  przedstawiono  poprawne  równania  operatorów  2-p-opt 
i 1-shift dla przypadku heterogenicznego, jak i homogenicznego.















wynosi  0(n2) w przypadku  eksploracji  całego otoczenia  osobnika  (tzn, wszystkich możli-
wych rozwiązań osiągalnych przez zadanie operatora 2-p-opt).
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4:     ∀λ ∈ P zastosuj operator 1-shift i/lub 2-p-opt
5: end if
6: while warunek stopu nie jest spełniony do
7:     P′ ← selekcja turniejowa z P (z elitaryzmem)
8:     if uzupełnij populację then
9:         zastąp 5% najsłabszych osobników z P′, osobnikami wygenerowanymi z NN
10:     end if
11:     krzyżuj osobniki z P′ metodą ERX
12:     mutuj osobniki z P′ metodą Transposition
13:     if optymalizacja lokalna then
14:         ∀λ ∈ P zastosuj operator 1-shift i/lub 2-p-opt
15:     end if
16:     if migracja osobników then
17:         wybierz reprezentantów z P′ i dokonaj migracji „do następnego”
18:     end if
19:     P ← P′
20: end while 
5. Algorytm hybrydowy
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Linie 8−10 prezentują mechanizm uzupełniania populacji rodzicielskiej nowo wygenero-
wanymi osobnikami w celu uniknięcia przedwczesnej zbieżności algorytmu. Linie 16−18 
realizują migrację osobników między procesami ewolucyjnymi. 
6. Badania symulacyjne
Trzy warianty „Algorytmu 1”, w którym populacja początkowa została zoptymalizowana 
i występowała migracja między wyspami, zostały porównane z trzema wariantami algorytmu 
ewolucyjnego (tab. 4).
Dla danych testowych pochodzących z bibliotek TSPLib [13] zostały wygenerowane 
wektory prawdopodobieństw z rozkładem jednostajnym, Zmodyfikowane instancje testowe 
oznaczono dla odróżnienia od instancji standardowych sufiksem „*”. Zadanie optymaliza-
-cyjne polegało na minimalizacji długości trasy a priori. 
Implementacja modelu migracyjnego zrealizowana została w architekturze „master-sla-
ve”, gdzie każdy z dwóch procesów „slave” odpowiadał jednej podpopulacji, a „master” od-
powiedzialny był za komunikację między podpopulacjami. Ewolucja w każdej podpopulacji 
stanowiła oddzielny proces. Procesy komunikowały się za pomocą wymiany wiadomości 
(ang, message passing), wykorzystano biblioteki MPICH2 [11].
Badania zostały przeprowadzone na procesorze dwurdzeniowym Intel Core 2 Duo 2.1 GHz, 
wszystkie algorytmy użyte w testach zostały zaimplementowane w języku C.
6.1. Wpływ metody optymalizacji lokalnej
W celu zbadania jakości generowanych rozwiązań przez operatory optymalizacji lokal-
nej, utworzono za pomocą algorytmu NN jednego osobnika, a następnie poddano go wie-
lokrotnej optymalizacji, za każdym razem losując punkty i, j z rozkładem jednostajnym. 
Kryterium stopu stanowiło 100 iteracji. Wpływ metod optymalizacji przedstawiono w ta-
belach 1, 2 i 3, odpowiednio dla metod 1-shift, 2-p-opt oraz sekwencyjnego połączenia obu 
operatorów, Tabele zawierają informacje o najkrótszej, najdłuższej oraz średniej znalezionej 
trasie, średnim czasie potrzebnym na wykonanie symulacji oraz odchyleniu standardowym 
długości trasy. Test powtórzono 10 razy dla każdej instancji.
T a b e l a  1









eil51* 386,51 402,88 413,79 0,13 13,37
berlin52* 7243,87 7471,85 7813,81 0,18 279,21
rd100* 7153,91 7571,71 8076,91 1,90 322,29
kroA100* 18848,70 20421,69 21803,60 1,97 862,90
kroC100* 19527,20 21394,91 24820,10 1,89 1825,36
eil101* 550,10 573,54 618,87 2,18 19,61
lin105* 13008,50 14635,13 15882,00 2,62 933,25
ch150* 5625,81 6092,12 6341,78 9,84 223,87
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Ta b e l a   2








eil51* 378,84 405,79 421,82 0,46 14,56
berlin52* 6763,82 7179,45 7763,94 0,44 354,81
rd100* 7163,98 7533,50 7862,07 6,27 211,27
kroA100* 20508,90 21374,58 21953,90 6,32 536,96
kroC100* 19971,30 21532,96 23472,90 5,74 1211,05
eil101* 556,61 578,66 601,74 6,53 14,61
lin105* 13100,0 14641,66 16137,20 7,66 1190,46





T a b e l a   3








eil51* 381,90 407,41 420,95 0,59 10,70
berlin52* 6716,67 7125,82 7729,57 0,68 362,25
rd100* 7346,66 7657,58 7998,08 8,24 191,26
kroA100* 18678,80 20002,50 21792,60 8,35 1205,67
kroC100* 18762,20 20901,85 23794,7 8,72 1501,43
eil101* 538,82 578,84 631,83 8,43 28,89
lin105* 13050,60 14706,53 15812,80 10,30 814,63
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 i ∈ I, j ∈ J
 I – zbiór testowych instancji,
 J  – zbiór testowanych algorytmów,
 ri, j	 –	 procentowa	różnica	wyniku	w	testu	(i, j),
 vi, j	 –	 rozwiązanie	znalezione	przez	test	(i, j),
 mini{vi, j}	 –	 najlepsze	rozwiązanie	znalezione	we	wszystkich	testach	i dla j. 
Algorytm	hybrydowy	„H4”	generował	przeważnie	najlepsze	rozwiązania	ze	wszystkich	








T a b e l a  4
Zestawienie testowanych algorytmów
Parametr H1 H2 H3 H4 E1 E2 E3
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gający hybrydyzacji ani zrównolegleniu) algorytm ewolucyjny „E2”. Wszystkie hybrydyzo-
wane algorytmy znajdywały lepsze średnie rozwiązania (tylko w dwóch testach równoległy 
algorytm ewolucyjny znajdował średnio lepsze rozwiązanie).
T a b e l a  5
Wyznaczona długość trasy (średnia z 5 prób) 
Instancja H1 H2 H3 H4 E1 E2 E2
eil51* 337,92 333,86 328,58 325,24 363,43 364,40 358,941
berlin52* 6626,07 6337,99 6324,42 6321,20 6710,81 6625,75 6508,79
rd100* 6700,92 6680,92 6654,21 6508,79 6961,15 7102,21 6777,74
kroA100* 17833,00 17612,70 17555,70 18265,80 18555,70 19008,60 18769,1
kroC100* 18820,50 18951,00 18859,00 18751,00 18996,3 18969,20 18723,9
eil101* 514,12 510,532 512,95 509,36 521,566 529,62 519,459
lin105* 12890,30 12795,00 12845,00 12437,50 12899,00 13003,30 12897
ch150* 5574,97 5567,29 5572,74 5565,42 5588,78 5621,19 5577,74
T a b e l a  6
Średni czas potrzebny na znalezienie rozwiązania [s] (średnia z 5 prób) 
Instancja H1 H2 H3 H4 E1 E2 E2
eil51* 396,98 461,31 415,35 338,64 23,69 2,93 22,88
berlin52* 401,82 435,59 336,68 555,63 26,93 0,86 24,92
rd100* 578,09 1232,54 169,063 1473,80 295,59 3,58 291,14
kroA100* 1461,34 1743,00 1510,61 4046,84 298,17 5,13 287,75
kroC100* 1397,84 1128,50 1549,19 1310,46 289,54 4,07 287,25
eil101* 1176,14 1516,32 1441,78 2913,26 306,01 11,52 305,05
lin105* 3192,48 3237,27 3649,86 40809,91 339,00 9,96 343,65
ch150* 5119,42 3818,10 4836,26 4788,78 1303,02 13,13 1333,06
T a b e l a  7
Różnica procentowa długości trasy wyznaczona ze wzgl, na najlepsze rozwiązanie
Instancja H1 H2 H3 H4 E1 E2 E2
eil51* 3,89 2,65 1,0272 0 11,7421 12,0398 10,3622
berlin52* 4,82 0,26 0,0509 0 6,1635 4,8179 2,9676
rd100* 2,95 2,64 2,2342 0 6,9500 9,1172 4,1321
kroA100* 1,57 0,32 0 4,0448 5,6962 8,2759 6,9117
kroC100* 0,51 1,21 0,7215 0,1447 1,4548 1,3101 0
eil101* 0,93 0,23 0,7068 0 2,3967 3,9787 1,9831
lin105* 3,64 2,87 3,2764 0 3,7106 4,5491 3,6945
ch150* 0,17 0,03 0,1315 0 0,4197 1,0021 0,2214
Średnia 2,31 1,27 1,0186 0,5237 4,8167 5,6364 3,7841
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W artykule przedstawiono Probabilistyczny Problem Komiwojażera (PTSP), który stano-
wi uogólnienie klasycznego Problemu Komiwojażera (TSP), przedstawiono jego formalną 
definicję i ogólną interpretacje. Opisano dwie istniejące metody optymalizacji lokalnej oraz 
przedstawiono idee ich działania. Przebadano wpływ operatorów optymalizacji rozwiązań na 
jakość generowanych rozwiązań oraz stwierdzono, że żadna z dwóch porównywanych metod 
nie wyróżnia się. Zaprezentowano algorytmy hybrydyzowane metodami optymalizacji lokal-
nej oraz porównano je z trzema niehybrydyzowanymi algorytmami genetycznymi. 
Z przeprowadzonych badań wynika, że najlepsze rezultaty dla problemu PTPS dał algo-
rytm używający obu metod optymalizacji lokalnej (1-shift i 2-p-opt) jednocześnie. Optyma-
lizacji osobników zawsze towarzyszy wzrost czasu potrzebnego na ukończenie obliczeń, dla-
tego zasadne zdaje się rozdzielenie metod optymalizacji pomiędzy wyspami (procesami), tak 
aby na każdej wyspie odbywała się optymalizacja inną metodą. Takie podejście umożliwia 
„szerszą” eksplorację przestrzeni rozwiązań, a – jak wykazano drogą symulacji – znalezione 
rozwiązania są wysokiej jakości.
Dalsze badania mogą być ukierunkowane na przeniesienie obliczeń do architektury GP 
GPU (CUDA), przebadanie sprawności algorytmu przy występowaniu innych rozkładów 
prawdopodobieństwa oraz rozważyć różne klasy zadań zeń powstałych i współzależność 
między nimi, śledzenie optimum w dynamicznie zmieniającym się otoczeniu lub znalezienie 
odpornego rozwiązania, które będzie nieczułe na drobne zmiany danych wejściowych zada-
nia optymalizacyjnego.
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