Abstract. We prove a characterization of the support of the law of the solution for a stochastic wave equation with two-dimensional space variable, driven by a noise white in time and correlated in space. The result is a consequence of an approximation theorem, in the convergence of probability, for equations obtained by smoothing the random noise. For some particular classes of coe cients, aproximation in the L p norm, for p 1 is also proved.
Introduction and Preliminaries
In this paper we characterize the topological support of the law of the solution to the stochastic wave equation with two-dimensional spatial variable dy '(t; x) f(jx ? yj) (t; y) is positive de nite. With these hypotheses the process fF(t; x); (t; x) 2 0; 1 R 2 g exists. We consider the mild formulation of (1.1). That means, let S(t; x) = 1 2 (t 2 ? jxj 2 ) ? 1 2 1 fjxj<tg ; then a solution of (1.1) is a stochastic process fu(t; x); (t; x) 2 0; 1 R 2 g satisfying u(t; x) = j'(t; x)j + sup t;t 0 2 0;T ] x;x 0 2K t6 =t 0 ; x 6 =x 0 j'(t; x) ? '(t 0 ; x 0 ) j ( jt ? t 0 j + jx ? x 0 j ) : (1.5) We prove in Section 2 that the support of the law of fu(t; x); (t; x) 2 0; T] Kg is the closure with respect to the norm k k ;k of the set of functions f h ; h 2 Hg, where f h (t; x); (t; x) 2 0; T] Kg is the solution of (1.4). The proof is based on an approximation result for equations more general than (1.3) constructed by smoothing the random noise F(t; x). We refer the reader to Millet and Sanz-Sol e (1994a), Millet and Sanz-Sol e (1994b) and Bally, Millet and Sanz-Sol e (1995) for a presentation of the method an applications to stochastic di erential and stochastic partial di erential equations. In the framework of stochastic partial di erential equations, the regularization of the noise rises up technical di culties connected with the explosion of the corresponding integral (see for instance Bally, Millet and Sanz-Sol e (1995)). This problem does not appear here because of the following reasons. The noise F is smoother than spacetime white noise. On the other hand the integrability condition (C1) and Lemma A.1 in Millet and Sanz-Sol e (1997) yield (t) C t +1 (see (4.2) and (4.11) ). This fact prevents explosions, as in made explicit in the proofs. We now introduce some preliminaries and notations used along the paper.
LetH be the completion of the inner-product space of measurable functions ' : (1.14) Let ( ; F; P) be the canonical space associated with a standard Brownian motion. Denote by ( ; F; P) the product space ( N ; F N ; P N ), which will be our reference probability space.
Set k(t) = 0 ' n (s; w) ds, where f' n (t; w); t 2 0; T]g is an H-valued process adapted to the ltration generated by fW j (t); t 2 0; 1]; j 2 Ng. Therefore, by Girsanov's theorem, P (T k n ) ?1 P. This fact will be used in the proof of Theorem 2.1. The paper is organized as follows. In Section 2 we prove the characterization of the support by means of an approximation in probability. In Section 3 we prove approximations in L p -norm under stronger hypotheses on the coe cients. As usual, all constants are denoted by C, independently of their values.
2. Approximation in probability and support theorem The purpose of this section is to prove the following result. and ! n;M (t; x) = ! n (t; x) 1 A n;M (t) :
Notice that sup
Consider the evolution equation X n (t; x) = X n;M (t; x) on A n;M (T) : For xed n and M, the sets (A n;M (t)) t2 0;T] are decreasing in t. Therefore, a standard argument based on the local property of stochastic integrals implies that this de nition is consistent and, since P( M 1 A n;M (1)) = 1 for every integer n, this provides the existence and uniqueness of solution to equation (2.1). The proof of Proposition 2.2 relies on a localization procedure and on Lemma 4.1. We start by giving the ingredients which are needed in the localization. (2.13)
In particular, if t; t 0 ] i for some i = 0; : : : ; 2 n ? 1, on A n (t 0 ) it holds: k! n 1 t;t 0 ] k H C n :
(2.14)
Our next purpose is to check that the sequence of processes Y n (t; x) := X n (t; x) ?
X(t; x) , n 1 satis es the requirements of Lemma 4.1.
To this end, we introduce some notations and prove several Lemmas. For any n X ? n (t; x) = X 0 (t; To lighten the notations, we do not write explicitely the fact that the process X ? depends on n. In the sequel k k p denotes the L p ( )-norm. In the next Proposition, we show that the sequence of processes fX n (t; x); n 1g satis es the assumption (P1) of Lemma 4.1. It proves estimates similar to those in Millet and Sanz-Sol e (1997, Proposition 1.4) which are uniform in n. Proposition 2.9. Assume (C1), (C2), (C3'). For any p 2 1; 1); 0 t t T; x; x 2 K , 2]0; 2(1+ ) , sup n k (X n (t; x) ? X n ( t; x)) 1 An( t) k p C ( jt ? tj + jx ? xj ) :
Proof . Consider the decomposition E jX n (t; x) ? X n ( t; x)j p 1 An( t) C 6 X i=1 R i n (t; t; x; x) ; where R 1 n (t; t; x; x) = jX 0 (t; x) ? X 0 ( t; x)j p ; R 2 n (t; t; x; x) = E Z 1 0 Z R 2 (t; t; x; x; s; y) A(X n (s; y)) F(ds; dy) p 1 An( t ) ; R 3 n (t; t; x; x) = E jh (t; t; x; x; ; ) B(X ? n ( ; )); ! n ij p H 1 An( t) ; R 4 n (t; t; x; x) = E jh (t; t; x; x; ; ) (B(X n ) ? B(X ? n )) ( ; ); ! n ij p H 1 An( t) ; R 5 n (t; t; x; x) = E jh (t; t; x; x; ; ) D(X n ( ; )); hij p H 1 An( t) ; R 6 n (t; t; x; x) = E Z 1 0 Z R 2 (t; t; x; x; s; y) b(X n (s; y)) ds dy p 1 An( t ) :
In the proof of Proposition 1. . Consequently, lim !1 P(A n (T)) = 1, so that the trajectories of X n are a.s. -H older continuous for any < 2(1+ ) .
We now prove that the processes fX n (t; x); n 1g satis es the condition (P2) of Since " > 0 is arbitrary, (2.57) and (2.58) show (2.4).
Approximation in L p
In the previous section, we have proved an approximation theorem in probability, by showing the L p convergence of the sequence X n localized by A n; M(n) . The aim of this section is to check that under a stronger growth assumption on the coe cients, a slight modi cation of the proof yields the L p -convergence of X n to X without localization. Let us introduce the following growth condition: (C4') There exists 2 (0; 1) and a constant C > 0 such that for x 2 R 2 , jA(x)j + jB(x)j + jD(x)j + jb(x)j C (1 + jxj ) :
Then we have the following Proposition 3.1. Assume (C1), (C2) and (C4'), and let X and X n be de ned by (2.1) and (2.2) respectively. For any 2 0; 2(1+ ) , every compact subset K R 2 and every p 2 1; +1), lim n kX n ? Xk ;K p = 0
The proof is very similar to that of Proposition 2.2, and will only be sketched. It depends on several technical lemmas, which are \unlocalized" versions of Lemmas 2.6 and 2.7. The upper estimates ofT k;i n ; i = 1; 3; 4 are obtained by means of a straightforward modi cation of that of T k;i n in the proof of Lemma 2.6; this concludes the proof of (3.2). Using the arguments in the proof of Millet and Sanz-Sol e (1997, Theorem 1.2), we obtain the convergence of the Picard iteration scheme, i.e., for p 2 1; +1), We now prove L p convergence of X ? n (s; y) to X n (s; y). The following lemma is a localized version of Lemma A.1 in Bally, Millet and SanzSol e (1995). For the sake of completeness we give the main arguments of the proof. Lemma 4.1. Let fY n (t; x); (t; x) 2 K 0 g; n 1 be a sequence of processes indexed by K 0 = 0; T] K ; K being a compact set of R 2 .
Let fB n (t); t 2 0; T]g F be a sequence of adapted sets which, for every n, decreases in t. Assume that for every p 2 (1; 1): (P1) There exists > 0 such that, for any 0 t t T , x; x 2 K , sup n E jY n (t; x) ? Y n ( t; x) j p 1 Bn( t ) C jt ? tj + jx ? xj 
