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Abstract 
The square of a graph is obtained by adding additional edges joining all pairs of vertices with 
distance two in the original graph. P6sa conjectured that if G is a simple graph on n vertices 
with minimum degree 2n/3, then G contains the square of a hamiltonian cycle. We show that 
P6sa's conjecture holds for graphs that in addition contain a maximal 4-clique. 
O. Introduction 
In this article we shall only consider simple graphs. The minimum degree of a graph 
G is denoted by 6(G). A k-chord of a cycle or path C is an edge joining two vertices of 
distance k in C. The kth power of C is the graph obtained by joining every pair of 
vertices with distance at most k. The second power of C is called the square of C. 
A square cycle (path) is the square of a cycle (path). A hamiltonian square cycle 
(path) is the square of a hamiltonian cycle (path). Let G be any graph on n vertices. 
Dirac's famous theorem [1] asserts that if 6(G)>~n/2, then G is hamiltonian. In 1963 
P6sa (see [2]) conjectured that if fi(G)>/2n/3, then G contains a hamiltonian square 
cycle. The complete tripartite graph Kt, t,t-1 on 3t -  1 vertices has minimum degree 
2t -  1 = 2(3t-- 1 ) /3 -  1/3, but does not contain a hamiltonian square cycle. So, if true, 
the conjecture is best possible. In 1973 Seymour [8] made the more general conjecture 
that if fi(G)/> kn/(k + 1 ), then G contains the kth power of a hamiltonian cycle. Until 
recently, essentially no progress was made on P6sa's conjecture. Hfiggkvist showed, 
but did not publish, that the conjecture was true if 2/3 was weakened to 3/4. Then Fan 
and H~iggkvist [3] showed that 5/7 was enough. Then Fan and Kierstead [4] proved 
the following asymptotic version of the conjecture. 
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Theorem 0.1. For every e>0 there exists an integer m, depending only on ~, such that 
if  G is a graph on n vertices with 6( G)>~( ~ + e)n + m, then G contains a hamihonian 
square cycle. 
In [5] Fan and Kierstead proved the next theorem that shows that a slightly weaker 
hypothesis on the minimum degree is enough to insure a hamiltonian square path. This 
weaker hypothesis will be crucial for the proof of the main result of this paper. 
Theorem 0.2. Let G be a graph on n vertices with 5( G) >~( 2n-1)/3. Then G contains 
a hamihonian square path. 
We shall also need the next theorem proved by Fan and Kierstead in [6]. 
Theorem 0.3. Let G be a graph on n vertices with 6(G)~ 2n/3. l f  G contains a square 
cycle of length greater than 2n/3, then G contains a hamiltonian square cycle. 
We shall say that a square cycle of length greater than 2n/3 in a graph G on n 
vertices is a long square cycle. Thus Theorem 0.3 says that if a graph on n ver- 
tices with 6(G)>>,2n/3 has a long square cycle, then it has a hamiltonian square 
cycle. A square cycle of length exactly 2n/3 in G is called a critical square 
cycle. 
Before proceeding, we should note that Koml6s et al. [7] have just used the 
Regularity Lemma and a new lemma called the Blow-Up Lemma to prove that 
Prsa's conjecture is true if n is sufficiently large. This is a beautiful result that 
uses very powerful techniques, but unfortunately 'sufficiently large' is considerably 
larger than 2 l°°, and so the result does not apply to any 'ordinary' graphs. 
A subgraph of a graph G is called a clique if it is complete, i.e., any two vertices 
are adjacent. A k-clique is a clique on k vertices. The clique number of G is the 
largest k such that G has a k-clique. A maximal clique is a clique that is not properly 
contained in any other clique in G. The main result of this paper is the following 
theorem. 
Theorem 0.4. Let G be a graph on n vertices with 6(G)>>.2n/3. I f  G contains a max- 
imal 4-clique, then G contains a hamihonian square cycle. 
While we have checked the theorem for all values of n ~< 15 by ad hoc methods, 
here we shall only give the proof for n ~> 16. 
The hypothesis that G contains a maximal 4-clique may seem somewhat unnatu- 
ral. We offer the following justifications. As we have seen, the extremal example of 
a graph on n vertices with minimum degree 2n/3 - 1/3 that does not contain a hamil- 
tonian square cycle has clique number 3. It is easy to prove that a graph G=(V,E)  
with a maximal 3-clique K = {v l, v2, v3} and 6(G)>~2n/3 has a hamiltonian square 
cycle: For iE {1,2,3}, let V,={xC V: x is not adjacent o vi}. Since K is maximal, 
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V= V1 t3 1/2 U 11"3. By the degree condition, IV~l~n/3, for all i. Thus IV~l:n/3 and 
Vi N ~ = 0, for all i ¢ j .  So G is the complete tripartite graph with n/3 vertices in 
each part and so has a square hamiltonian cycle. From this point of view it is natural 
to ask what happens if G has a maximal 4-clique K and 6(G)>~2n/3. Then G - K 
satisfies the hypothesis of Theorem 0.2 and thus contains a hamiltonian square path P. 
The proof of Theorem 0.4 involves using P and K to find a long square cycle in G. 
Then by Theorem 0.3, G has a hamiltonian square cycle. In terms of attacking P6sa's 
conjecture, it seems that knowing that every 4-clique can be extended to a 5-clique 
could be a useful tool. Finally, we believe that Theorems 0.2 and 0.3 are very likely 
to be useful in proving P6sa's conjecture. Our use of these theorems in the proof of 
Theorem 0.4, while not directly applicable to the conjecture, provides some evidence 
for this claim. 
The proof of Theorem 0.4 is organized as follows. In Section 1 we present some easy 
combinatorial facts. In Section 2 we consider a graph G satisfying the hypothesis of 
the theorem. The vertices of G are partitioned in a special way and various technical 
facts about the partition are proved. Finally, in Section 3 the preliminary results of 
Sections 1 and 2 are used to prove the theorem. In the remainder of this section we 
explain our notation. 
Let X and Y be two sets of vertices of a graph G. We denote by d(X; Y) the 
number of edges with one endpoint in X and the other endpoint in Y. We shall also 
write d(w,x; Y) for d({w,x}; Y), d(x; Y) for d({x}; Y), etc. The set of vertices adjacent 
to a vertex x is denoted by N(x). Also Nr(x )=N(x)A  Y. If P and Q are sequences of 
vertices, in particular paths, we denote P followed by Q by P + Q. If  P is a sequence 
and X is a set, P + X denotes P followed by some ordering of X. For example, if P 
is a square path (cycle) and X is a set of vertices, we shall say that P +X is a square 
path (cycle), when we mean that for some sequence Q of the vertices of X, P + Q is 
a square path (cycle). 
1. Tools 
In this section we present some easy combinatorial results. Fix a graph G. 
Proposition 1.1. Let s~,s2 . . . . .  si be nonneoative integers less than 4 such that 
(i) ~l~h<~is~>~2i, (ii) Sh + sh+l <~4, for all h<i, and (iii) si<~2. Then sh>~2 and 
Sh +Sh+l ----4, for all odd h <i. Moreover, if si = 1, then i is even and for all odd h <i, 
both sh =3 and Sh+l = 1. Also if for some h<~i, Sh =2, then for all g such that 
h<,g<~i, s.q : 2. 
Proposition 1.2. Let C=(z l , . . . ,Zc)  be a cycle of length c in G. Let x be a 
vertex not in C and let d and s be positive integers. I f  d(x;C)>dc/s,  then there 
exists an integer a such that d(x;za+l,...,Za+~)>d, where addition of indices is 
modulo c. 
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Proposition 1.3. Let P=(z l  .. . .  ,Zp) be a path of  length p in G. Let x be a vertex 
not in P. I f  d(x;P)>dp/s + d/s, then there exists an integer a such that 
d(x;z~+l . . . . .  Za+s)>d. 
Proposition 1.4. Let C=(z l  . . . . .  Zc) be a square cycle of length c & G. Let x be 
a vertex not in C. I f  x is adjacent to four consecutive vertices Za+l, Za+2, Za+3, and 
z~+4 of C, then (...Za+l,Za+2,X,2a+3,Za+4,...) is a square cycle of length c + 1. 
Lemma 1.5. Let C=(z l , . . . ,Zc)  be a square cycle of  length c>~12 in G. Let xy be 
an edge of G such that neither x nor y is a vertex of C. I f  d(x,y; C)>~3c/2- 1, then 
C + {x, y} contains a square cycle of length at least c + 1. 
Proof. Without loss of generality, assume d(x; C)<<.d(y; C). By Proposition 1.4, we 
may assume that no vertex in V - C is adjacent o four consecutive vertices of C. 
Thus by Proposition 1.2, 3c/4 - l <~ d(x; C) <~ d(y; C) <~ 3c/4. 
Claim 1. Suppose that x is adjacent to 3 consecutive vertices z~+l, Za+2, and z~+3 
of C. I f  any of the following hold, then there exists a square cycle longer than c. 
(i) y is adjacent o each of  z~+2, z,+3, and za+4 (or z~, Z~+l, and za+2); 
(ii) y is adjacent o each of z~+3, Za+4, and z~+5 (or z~-l, Za, and z~+l ); 
(iii) y is adjacent o each of  z~+3, z,+5, and za+6 (or z~-2, z~-i, and z,+l). 
Proof. If  (i) holds, then (...Za+l,Za+2,x,y, Za+3,Za+4 . . . . ) is a square cycle of  length 
c + 2. If (ii) holds, then (...Za+l,Za+2,X, Za+3, Y, Za+a,Za+ 5 . . . .  ) is a square cycle of 
length c + 2. I f  (iii) holds, then (...Za+I,Za+2,X,2a+3,Y, Za+5,Za+6 . . . . ) is a square cycle 
of  length c + 1. 
Case 1: d(x; C )= 3c /4 -  1 and d(y; C)--3c/4. Then y is nonadjacent to exactly 
every fourth vertex of C. First suppose c/> 15. Then 3c/4 - 1 >2c/3.  So by Propo- 
sition 1.2, x is adjacent o three consecutive vertices Za+l, za+2, and z,+3 of C. Thus 
either ( i ) - ( i i i )  must hold. Otherwise c = 12 and x is adjacent o every third vertex 
of  C. It is easy to check that there exists z C C such that neither x nor y is adjacent 
to z. Then (C - z) + (x, y )  is a square cycle of  length c + I. 
Case 2: d(x; C) = 3c/4 - 1/2 = d(y; C). First suppose c ~> 15. Then 3c/4 - 1/2 > 5c/7. 
By Proposition 1.2, for some a, x is adjacent o each of  the vertices za+l, za+2, za+3, 
Za+5, Za+6, and z~+7. If Q is a segment of  C of  length q such that 3q>4d(y; Q)+ 5, 
then 3c/4 - 1/2 - d(y; Q) = d(y; C - Q) > 3(c - q)/4 + 3/4. Thus y is adjacent o four 
consecutive vertices in C - Q. So we are done if y is adjacent o at most d of q con- 
secutive vertices, where either (iv) d = 0 and q = 2, (v) d = 2 and q---5, or (iv) d = 6 
and q - -  10. I f  y is not adjacent o z~+4 then by (iv) we may assume that y is ad- 
jacent to z~+3 and Za+5. Thus by (iii) we may assume that y is nonadjacent to Za+2 
and 2a+ 6. But then y is adjacent o at most two of five consecutive vertices and we 
are done by (v). So suppose that y is adjacent o za+4. Then y is not adjacent o at 
least one of  za+3 and z~+5 by (ii). By symmetry, assume y is not adjacent o z~+3. 
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Then by (i) and (ii) y is also nonadjacent to at least one vertex in each of the triples 
(Za, 2a+l, Za+ 2), (Za+4, Za+5, Za+ 6), (Za+7, Za+8, Za+ 9). Thus we are done by (vi). Otherwise 
c = 14. Then x is nonadjacent to four vertices of C. These four vertices partition the 
neighbors of x in C into segments of lengths (1,3,3,3), (2,2,3,3), or (2,3,2,3) and the 
same holds for y. Suppose x and y are nonadjacent to the same vertex z. It is easy to 
check that there exists a vertex za adjacent o neither x nor y such that x is adjacent 
to zo-2,z,-1, and za+l and y is adjacent o Za-i,Za+l, and z,+2 (or vice versa). But 
then (C - x) + xy is a square cycle of length c + 1. So x and y are not nonadjacent 
to the same vertex. There exists a vertex Za such that x is adjacent o Za+l,Za+2, and 
zo+3 and y is adjacent o Za+3 (or zu+l ). Then x is adjacent o neither Zo nor z~+4 
and so y is adjacent o both za and za+4. By (i) and (ii) we may assume that y is 
adjacent to neither Za+2 nor za+5. So y is adjacent to Za+l and by (ii) we may 
assume that y is not adjacent to Z~-l. Thus y has the pattern (2,2,3,3) and by 
symmetry, so does x. It follows that we are done by (i) applied to either (za+5,Za+h,Za+7) 
or (z~-3,za-2,za-1). [] 
Lemma 1.6. Let C = (zl,. . .  ,z~) be a square cycle of  length c with Zc-3 adjacent to zc. 
Suppose v is a vertex such that v q~ C, v is not adjacent to Zc-3, and d(v; C)>~3]C]/4. 
Then C U {v) contains a hamiltonian square cycle. 
Proof. I f  d(v ;C)> 3]C]/4 then we are done by Proposition 1.4. Otherwise equality 
holds and v is nonadjacent to exactly every fourth vertex of C. In particular, v is 
adjacent o each of the vertices zc-6,zc-5, and zc-4. Thus (zl . . . . .  zc-6,zc-5, V, Zc-4,zc-2, 
z~.-3,z~.-1,Zc) is a square cycle. [] 
2. The partition 
For the rest of  the paper we will use the following notation. Let G be a graph on n 
vertices with minimum degree 6(G)>~2n/3. Let K be a maximal 4-clique in G. Since K 
is maximal, each vertex in G-K  is adjacent o at most three vertices in K. Thus G-K  
is a graph on n -4  vertices with minimum degree 6(G-K)~2n/3 -3  = (2(n -4) -1 ) /3 .  
By Theorem 0.2, G-K  contains a hamiltonian square path P= (zl . . . . .  Zp). 
Lemma 2.1. Let Q=(z~+l . . . . .  Zs+q) be a segment of  P such that d(zs+q;K)=-3. 
( 1 ) I f  d(zs+j ;K)  = 3 and there exist distinct vertices x and y such that x E Nx (zs+l) N 
NK(z~+2) and yE  Nx(zs+q-1 ) A Nx(zs+q), then Q + (Nx(z~+l ) U Nx(zs+q) ) is a square 
cycle. 
(2) I f  d(zs+l;K)>~2 and NK(Zs+l ) N NK(zs+2)¢~ and ]NK(zs+q-l) N NK(Zs+q)] >~2, 
then there exists a path S in K such that IS] >/-2 and Q + S is a square cycle. 
In most applications of either part of Lemma 2.1 we will check the hypothesis on 
NK(z~+q-i )N  Nx(zs+q) by observing that d(zs+q_l;K)=- 3. 
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Lemma 2.2. Let Q=(z~+l . . . . .  Zs+q) be a segment of P. Let xyEE(K)  be an edge 
such that Q + (x, y) is a square cycle. Let {v, w} = K-  {x, y}. I f  d(zs+q; K )= 3 and 
12~<q + 2 <~2n/3, then G contains a square cycle of length at least q + 3. 
Proof. Let X = (Zl . . . .  , z~) and Y = (Zs+q+ 1 . . . .  , Zp). I f  h <~ s, d(zh; vw) : 2, and d(zh+l ;
vw)~>l, then {v,w} + (zh,...,Zs+q,X,y) is a square cycle of length at least q + 5. 
So assume that if h ~<s and d(zh; vw)=2, then d(Zh+l; Vw)=0. Similarly we can as- 
sume that if h >/s + q + 1 and d(zh; vw) = 2, then d(zh_ l ; vw) = O. Since d(zs+q; K) = 3, 
d(zs+q;VW)>~l and thus d(zs+q+l;VW)<.l. We conclude that d(X;vw)<.s + 1 and 
d(Y; vw)~p - s - q. Thus 
d(vw; Q + xy) >~ 4n/3 - d(vw; (P - Q) tA {v, w} ) ~ 4n/3 - ((n - 4) - q + 1) - 2 
>~ n/3 + q + l ~> 3(q + 2)/2 - 1. 
Using Lemma 1.5, since q + 2/> 12, Q tj K contains a square cycle of  length at least 
q+3.  [] 
Lemma2.3. Let Q=(Zs+l,...,Zs+q) be a segment of P of length q~>10. I f  
d(zs+l;K)>.2, d(zs+q;K)= 3, Nx(z~+l )NNx(zs+2)¢O, and INK(Zs+q-l)NNg(zs+q)]>>.2, 
then G contains a square cycle of length at least q + 3. 
Proof. Use Lemmas 2.1(2) and 2.2. [] 
Partition P into segments as follows. Let i and j to be the maximum integers such 
that d(K;I)<.2i and d(K;J)<.2j. Choose a and b to be the least integers such that 
d(zi+a+l; K) = 3 = d(zi+a+2; K) and d(zp_j_b; K) = 3 = d(zp_j_b_ i; K). Notice that any 
of  i,j,a, or b may be zero and thus any of l ,  J,A, or B may be empty. Now set 
l=(z l  . . . . .  zi), 
A = (zi+~ . . . .  ,Zi+a) = (~l . . . . .  ~) ,  
M = (Zi+a+l . . . . .  Zi+a+rn) = (P l,- • •,/~m ),
B = (Zp- j -b+l  . . . . .  Zp_j)  = (~b, . . . ,  ~ ), 
and 
J = (zp-j+ l. . . . .  Zp ) = ( ~pj . . . . .  ¢Pl). 
This completes the definition of the partition. Without loss of generality, assume that 
a ~>b. The following proposition is an easy consequence of the above construction. 
Proposition 2.4. (1) d( I ;K )= 2i and d( J ;K )= 2j; 
(2) d(/~l ; K) = d(#2; K) = d(#m-l; K) = d(pm; K) = 3; 
(3) i f  a¢O, then d(~l ;K )=3,  and if b¢O, then d(f l l ;K)=3; 
(4) if a¢O, then d(~a;K)~<2, and if b¢O, then d(flb;K)~2; 
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(5) i f  a¢O, then a>~2, and if  b¢O, then b~>2; 
(6) i f  a¢O,  then d(~2;K)=2, and if  b¢O, then d( f l2 ;K)=2;  
(7) d(A;K)<.5a/2,  with equality only i f  a is even and, for  every odd h<a,  
d(ah; K )=3 and d(~h+l;K)=2; and d(B;K)<<.5b/2, with equality only i f  b is 
even and, for  every odd h < b, d( f lh ;K)= 3 and d(f lh+l;K)= 2; 
(8) d(M;K)<<.3m. 
Lemma 2.5. f f  G does not contain a long square cycle, then 
(1) 2n/3 - 4 + 4([2n/3] - 2n/3) + (a - b )/2 + 5a/2 - d(K;A)  + 5b/2 - d(K; B)<<. 
a + m <~ 2n/3 - 3. 
(2) 2n/3 - 4 <~a + m<<.2n/3 - 3 and n=Omod 3; 
(3) i f  a+m =2n/3 -4 ,  then a=b,  a is even, andJbr every odd h < b, d( f lh;K)=3.  
Proof. Let r= [2n/3~ -2n /Y  Using Proposition 2.4(1), (7), (8), we have 
4(2n/3 - 3 +r )  ~< d(K;P)<.d(K;1  UA UMUBUJ ) ,  
8n/3 + 4r - 12 ~< 2i + 2j + 5a/2 + 5b/2 + 3m - 5a/2 
÷d(K ;A)  - 5b/2 ÷ d(K; B) 
~< 2(n - 4) ÷ a + m - (a - b)/2 - 5a/2 
+d(K ;A)  - 5b/2 ÷ d(K;B).  
(i), 2n/3 -4+4r  + 5a /2 -d(K ;A)+ 5b/2 -d(K ;  B )+(a -b  )/2 <~a+m. By Proposition 
2.4(2)-(4) and Lemma 2.1(1). G contains a square cycle of length a + m + 3. Since 
G does not contain a long square cycle (ii) a + m + 3~<2n/3. Combining (i) and 
(ii) yields (1). Either 4 r=0 or 4r > 1. By Proposition 2.4(7), 5a/2 -  d (K ;A)~O and 
5b/2-d(K;B)>~O. By the choice of a, (a-b)/2>~O. Thus (2) holds. I fa+m = 2n/3-4, 
then a=b and 5b/2 -  d (K ;B)=O.  So (3) follows by Proposition 2.4(7). [] 
Lemma 2.6. I f  G does not conta& a long cycle and a + m = 2n/3 - 3, then: 
( 1 ) d(zt, zt+l; K) ~< 4, where t = i + a + m + 1; (zt = fib or zt = ~oj) and 
(2) /f b > 0, then a - b <<. 1, b is odd, d(flh; K )  = 3 if  h is odd and h < b, d(flh; K)  = 2 
otherwise, d(~h; K )= 3 i f  h is odd and h < a, and d(a~; K )= 2 otherwise. 
Proof. Suppose (1) fails. We obtain a contradiction by showing that G contains 
a long square cycle. If d(zt; K)= 3, then by Lemma 2. l( l),  (zi+l . . . . .  zt) + K contains 
a square cycle of length a+m+ 1 +3 > 2n/3. So suppose d(zt; K) = 2 and d(zt+l; K)  = 3. 
Then NK(Zi+I)=NK(I~m), since otherwise, by Lemma 2.1(1), (z i+ l , . . . ,pm)+ K is 
a square cycle of length a + m + 4 > 2n/3. Say NK(Zi+j )= {w,x,y},  y~zi+2, and v is 
the remaining element of K. We shall consider three cases. 
Case 1: v~N(zt) .  Then (5' =(y ,  z i+l, . . . ,zt)  + (NK(Zt) -- {y}) is a square cycle of 
length at least 2n/3. If ICI = 2n/3, then by Lemma 2.2 (in reverse order), G contains 
a long square cycle. 
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Case 2: v f[N(Zt+l). Then Nx(zt+l)= {w,x, y}. One of w and x, say w, is adjacent 
to /~,n-l. Then (zi+l . . . . .  [dm, W, Zt+l,X,y) is a long square cycle. 
Case 3: vEN(z t )AN(z t+I ) .  Then (y, zi+l . . . . .  zt+l,v) + {x,y} is a long square 
cycle. 
So (1) holds. Suppose b > 0. Then by (1) and Proposition 2.4(7), 5b/2-d(K;B) > O. 
Thus by Lemma 2.5, a -  b~<l. Moreover, if a -  b=l ,  d(K;A)=5a/2. Thus a is 
even and b is odd. If a -  b = 0, then by (I) and symmetry, 5a/2-  d(K;A)> 0. Thus 
5a/2-  d(K;A)= 1/2 = 5b/2-  d(B;K). Thus b is odd. Finally d(B-  {fib-t,/~b};K) = 
5b/2-  9/2. Since for all h <b, d(flh,~h+l;K)<~5, (2) follows. [] 
Lemma 2.7. Suppose that G does not contain a long square cycle. Then: 
(1)for all h < i, d(zh,zh+1;K)<<.4; and 
(2) d(u; I - {z/})~< I ( i -  1)/21, for all uE K. 
(3) l f  d(zi;K)= 1, then i is even. 
I f  d(zi; K) <<. 2, then: 
(4) d(u;I)<~ Ii/21; 
(5)for all odd h < i, d(zh;K)>~2 and d(zh,zh+l;K)=4; and 
(6)for all h < i, if d(zh;K)=2, then d(zh+l;K)=2 and Nx(zh)=K-N(zh+j ). 
Proof. Note that ( . )  for all h < i  and all u EK, if d(zh;K)~2, then d(Zh,Zh+l; U)<. 1. 
Otherwise by Lemma 2.3, applied to (zh,zh+l .... ,l~m_l,lam) shows that G contains a 
square cycle of length at least 2 + a + m + 3 > 2n/3. Thus (1) holds. Now assume that 
d(zi;K)~2. Using (1) and Proposition 1.1, (3) and (5) hold. So (**) for every odd 
h < i, d(u;zh,zh--1)~ 1. Thus (4) holds. Using (*), (1), and (5), (6) holds. 
It remains to prove (2), which follows from (**), unless d(zi;K)=3. If for all 
even h~i,  d(Zi_h;K)=3, then for all even h with 2~<h < i, d(u;zi-h,zi-h+l)~ 1. 
So d(u ; I -  {zi})~< r ( i -  1)/2]. Otherwise choose the maximum g with l~g<i /2  
such that d(zi_2o;K)-~3. Then d(u;zi-2g . . . . .  Zi- l)<~g. Also, d(zi_2q_l;K)<~l. 
Thus d(z i _2  q _ 1 . . . . .  Zi; K) ~< 4g + 4 and d(zj,. . . ,  zi_2 q_2 ; K) ~> 2 i -  49 - 4. By the choice 
of 9,d(zi_zg_2;K)<-..2. Thus by Proposition 1.1, for every odd h < i -  2g -  2, 
d(zh;K)>~2 and thus d(u;zh,zh+l )<~ 1. 
Case 1: d(zi-2q-2;K)= 1. Then by Proposition 1.1, i -  2g -  2 is even. It follows 
that d(U;Zl . . . . .  zi-2g-2)<~(i - 29 - 2)/2. Thus d(u;I - {zi})=d(u;zl .... ,zi-2~-2) + 
d(u;zi-zq-l) + d(u;zi_2,j . . . . .  zi-i )<,(i - 2g - 2)/2 + 1 + g~< F(i - 1)/21. 
Case 2: d(zi_2q_2; K) = 2. Then d(u; zi-2y-2, zi-2g- l ) ~< 1. Thus d(u; I - {zi)) = 
d(u; zl . . . . .  zi-2~-3 ) + d(u; zi-zg-2, zi-2q- 1 ) + d(u; zi-2u . . . . .  zi- 1 ) <~ F(i - 2g - 3)/2] + 1 
+9~<F( i - 1)/2]. [] 
Lemma 2.8. Suppose that G does not contain a long square cycle. Then 
(1)for all h < j, d(cph,qgh+l;K)~4; and 
(2) d(u;J - {q~j})~< [ ( j -  1)/2], for all uEK. 
(3) I f  d(~oj;K)= 1, then j is even. 
(4) If d(q,j;K)<~2, then d(u; J )~ [j/21. 
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I f  a + m=2n/3 - 4 and  d(q~j;K) ~<2, then 
(5)for all odd h <j ,  d(~ph;K)~>2 and d(~0h, q~h+l;K)=4; 
(6) Jor all h < j, if d(~ph;K):2,  then d(~ph+l;K)=2 and NK(~oh)=K- N(~Ph+I). 
Proof. Assume that a + m=2n/3 -  3, since otherwise the lemma follows from 
Lemma 2.7 and symmetry. In particular, (5) and (6) hold. Then d(~pj;K)<~2, since 
otherwise by Lemma 2.1(1), (zi+l,... ,Zp_j, qgj) U K contains a square cycle of length 
at least a + m + b + 1 + 3 > 2n/3. We first show (1). Otherwise there exists h < j 
and u E K such that d(~ph, ~Oh+l;K)> 4, d(~ph; K)>~ 2 and u is adjacent o both qgh and 
~Ph+l. Then by Proposition 2.4(2) and Lemma 2.3, (/~1,/~2 .. . . .  ~ph+l,~0h)+K contains a 
square cycle of length at least m + b + 2 + 3 = m + a - (a - b) + ( j  - h + 1 ) + 3 ~< 2n/3. 
Thus a -  b = 2 and h = j -  1. Since d(~oj_l, ~pj;K)> 4, we must have d(~pj-1 ;K )= 3. 
So by Lemma 2.6(1), b > 0, which contradicts Lemma 2.6(2). So (1) holds. Thus 
using Proposition 1.1,(3) holds and, for every odd h < j, d(q~h;K)~>2. So for every 
odd h < j  and every uCK, d(u;~oh,~Oh+l)~<l. Thus (2) and (4) hold. [] 
Lemma 2.9, Suppose that G does not contain a long square cycle. I f  u E K and u is 
not adjacent o ~1, then d(u;B)<. [b/2]. 
Proof. It suffices to show that for every odd h < b, d(u;l~h+l,l~h)~<l. So suppose 
that h is a counter example. By Lemmas 2.5(3) and 2.6(2), d(/3h;K)=3. Thus by 
Lemma 2.1(l), (~l . . . . .  /~h)+K contains a cycle of length at least a+m+2+3 > 2n/3, 
which is a contradiction. [] 
3. The proof of Theorem 0.4. 
As mentioned in the introduction, we will only prove the case n>~16. By 
Theorem 0.3, it suffices to show that G contains a long cycle. Assume this is false. First 
suppose that a+m = 2n/3 - 3. By Lemma 2.1 ( 1 ) and Proposition 2.4(2)- (4), there exists 
a path ScK such that IS1~>3 and C=(~I  .... ,~tm) + S is a square 
cycle. Since C is not long, IS[=3. So again by Lemma 2.1(1), NK(~l)=Nx(t~m). 
Say S=(w,x ,y )  and v is the remaining vertex of K. Since #m is adjacent o y, but 
not v, by Lemma 1.6, it suffices to show that d(v; C) >~ 3lcl/4 = n/2. I f  d(zi; K) >~ 2, 
then, using Lemma 2.3, with Q=(z i ,~ l  . . . .  fire), G contains a square cycle of length 
at least 1 + a + m + 3 > 2n/3. So assume d(zi;K)<.l. By Lemma 2.7(3.4) 
d(v;l)<~i/2. It suffices to show that d(v;B U J)<~(b + j  + 1)/2, for then d(v;C)<~ 
2n/3 - d(v;l U B U J)<~2n/3 - (i + b + j + 1)/2=n/2. 
Note that d(~pj;K)<~2; since otherwise by Lemma 2.3, with Q=(~I  . . . . .  q~j), G 
contains a square cycle of length at least a+m+b+ 1+3 > 2n/3. So by Lemma 2.8(2), 
d(v;J)<~ [j/2]. By Lemma 2.9, d(v;B)<~(b + 1)/2. So if either j or b is even, then 
d(v; BUJ)<~ (b+j+l ) /2 .  So suppose that both j and b are odd. By Proposition 2.4(5), 
b>~2. Since a>~b, a>~3. By Lemma 2.6(2), d (~ l ;K )=3 =d(~3;K),  and d(~z,K)=2.  
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It suffices to show that (i) for all h < b, d(v ; f lh+l , f lh )~l  and (ii) d(v, fll,q~j)< 1, for 
then, using Lemma 2.8(2), 
d(v;B to J )  ~d(v; (J - {¢pj}) U {~0j, fl, } LJ (B - {ill })) 
~<( j -  1 ) /2+ 1 +(b-  1) /2~(b+j ) /2 .  
For (i) suppose that for some h < b, d(v;flh+l,flh)=2. If d(/~h;K)=3, then 
(~1 . . . . .  /~h) +K contains a square cycle of length at least a + m + 2 + 3 > 2n/3 by 
Lemma 2.1 (1). So assume, using Lemma 2.6(2), that d(flh; K) = 2, d(/~h+l ; K)  >~ 2, and 
d(zp_j+l_h_z, fib+l; K)  = 5. (If  d(flh+l; K)  = 2, then h + 1 = b and Zp-j+l-h-2 = #m.) 
If//h is not adjacent o y, then (y, el , . . .  ,fib, V)+ {w,x} is a square cycle of length at 
least a + m + 2 + 4 > 2n/3. If/~h+I is not adjacent o y, then (y, el . . . . .  flh+z ) + {v, w,x} 
is a square cycle of length at least a + m + 1 + 4 > 2n/3. So suppose that y is also 
adjacent o both flh and flh+l. Then by Lemma 2.3 with Q=(c¢2 .. . .  ,/~h), G contains 
a square cycle of length at least a - 1 + m + 2 + 3 > 2n/3. So (i) holds. The proof 
of (ii) is analogous after first noting that d(~pj;K)=2, by Lemma 2.8(3), and both 
d ( f l l ;K )= 3 and d(/~z;K)= 2 by, Proposition 2.4(3), (6). 
So a +m = 2n/3-  4. Suppose that either d(zi; K)= 3 or d(@; K )= 3. Without loss of  
generality, d(z i ;K)= 3. By Lemma 2.1(1) and Proposition 2.4(2), (3), (6), there exists 
a path S C K such that IS[ >~ 3 and C = (zi, ~l, ~2,-..,/~m-1, #m) + S is a square cycle. 
Since C is not long, IS] =3.  So using Lemma 2.1(1), S=(w,x,y)=NK(Zi)=NK(#m).  
Let v be the remaining vertex of K. Since Pm is adjacent o y, but not v, by Lemma 1.6, 
it suffices to show that d(v; c)~>31ct/4. By Lemma 2.7(2), d(v; I -{z i})~< F( i -  1)/21. 
If d(q~j; K)  ~ 2, then d(zp_j, q~j; K)  ~> 5. Thus using Lemma 2.3, with Q = (zi, el, ~2 . . . . .  
Zp-j-l,q~j), G contains a square cycle of length at least 1 + a + m + 1 + 3 > 2n/3. 
Otherwise by Lemma 2.8(3), (4), d(v ; J )~ j /2 .  By Lemma 2.9, d(v,B)~b/2.  Thus 
d(v; C) ~ 2n/3 - d(v; (I - {zi} ) tO J U B) ~ 2n/3 - ( i + j ÷ b )/2 = n/2 = 31 CI/4. 
So d(zi;K)<.2 and d(q~j;K)<<.2. Suppose that either i is odd or j is odd. Without 
loss of generality, we may assume that i is odd. By Lemma 2.7(3), d(z i ;K)=2.  Us- 
ing Lemma 2.1(2), choose a maximum path S C K such that C = (zi, el . . . . .  Itm) + S 
is a square cycle. Then [S[/>2. Since C is not long, IS[ ~<3. Consider any wEK - S. By 
Lemma 2.7(2) d(w; I -  {z i} )<~( i -  1)/2. By Lemma 2.9 d(w;B)<~b/2. By 
Lemma 2.8 (4) d(w;J)<~ [j/2]. 
First suppose that S=(w,x ,y ) .  Let v be the unique element of K -  S. Note that 
v is not adjacent o p,,, since otherwise S=(w,  IJm,X,y) gives a longer cycle. Since 
d(pm;K)=3, Pm is adjacent o y. Finally, 
d(v; C) ~ 2n/3 - d(v; (I - {Zi}) [.A B tO J )  
>~ 2n/3 - (i - 1 + b + j + 1)/2 ~> n/2 = 3c/4. 
Thus by Lemma 1.6 G contains a long square cycle. 
So suppose that S=(x ,y ) .  Note that pm-i is adjacent o y since otherwise we can 
choose S to have cardinality 3. If j is even, then d(w; J)<<.j/2, for any w E K -S .  Other- 
wise d ( q~j ; K ) = 2, by Lemma 2.8(3). If NK ( Zi ) N NK ( ~pj ) = (~, then ( zi . . . . .  Zp- j -  l , ~pj )+ K 
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is a square cycle of length 1 + a + m + b + 1 + 4 > 2n/3. Else there exists w c K 
such that w is adjacent o neither zi nor ~oj. Thus w ~ S. Using Lemma 2.8(2), 
d(w; J )=d(w; J -  {q~j})<~j/2. By Lemma 2.5(3), b is even. So regardless of the 
parity of j, we have 
d(w; C)  >~ 2n/3 - d(w; (I - {zi}) U B U J U (K - S)) 
>~ 2n/3 - (i - 1 + b + j ) /2  - 1 
>~ n/2 - 1/2 > n/2 - 3/4 = 3c/4. 
Thus by Lemma 1.4, C '= C U {w}, contains a critical square cycle. Let v be the 
remaining vertex of K. Note that since d(z i ;K )=2,  zi is not adjacent o v. As above 
d(v; C')  >>, 2n/3 - d(v; (I - {zi}) U B U J )  
>12n/3 - ( i - l + b + j + l )/2 = n/2. 
We are done by Proposition 1.4, unless equality holds. In this case, v is nonadjacent 
to exactly every fourth vertex of C'. By the maximality of S, (]2m_l,lArn,X,y, 2i) is a 
segment of C .  Thus v is not adjacent o ltm-1 and so Pro-1 is adjacent o y. Thus we 
are done by Lemma 1.6. 
So both i and j are even. We first show that A U M U K contains a critical 
cycle D. Otherwise, by Lemma 2.1(1), there exists a path (w ,x ,y )CK  such that 
C = A +M + (w, x, y) is a square cycle and NK(~I )= NK(/~m)= {w, x, y}. Let v be the re- 
maining element of K. By Proposition 1.2 it suffices to show that d(v; C)> 3[C[/4. By 
Lemma 2.7(4), d(v;I)<~i/2; by Lemma 2.8(4), d(v; J)<~j/2; and by Lemmas 2.5(3) 
and 2.9, d(v;B)<~b/2. So 
d(v; C )>~2n/3 -d(v ; I  U J  U B)>~Zn/3 - ( i  + j + b)/2 =n/2  > n/2 - 3/4 = 3]C[/4. 
Without loss of generality, assume that i + a ~< b + j. Since i + a + j + b >~ n/3 >~ 5, 
b +j~>3. By Lemma 1.5, it suffices to show that d(zp_2,zp;D)>~3[D[/2 - 1. Let F = 
{zh: h is odd and h < i} and F '  = {Zp+l-h: h is odd and h < b+j} .  By Lemmas 2.7(5), 
2.8(5), and 2.5(3), d(z ;K)>,2 ,  for every z E F U F .  Next, we show that NK(zq)n  
Nx(Zh) ¢ ~, for all Zg,Zh EFUF '  with 9 < h. This is trivial, unless d(zg; K )  = d(zh; K )  = 2. 
So by Lemmas 2.7(6) and 2.8(6), we are done, unless z q EF  and zh EF '  N J .  In this 
case, by Lemmas 2.7(6) and 2.8(6), Nx(zg) = K - N(zi ) and Nx(Zh) = K - N(q~j). Note 
that Nt((z i)N NK(~oj) ¢ 0, since otherwise, NK(Zi)÷ (Zi,...,qgj)÷NK(q)j) is a square 
cycle of length 2+ 1 + a +m+ b + 1 +2 > 2n/3. Thus ( K - N (zi) ) n ( K - N ( q~j )) ¢ ~, 
and so NK(zg) n Nx(zh) ¢ ~. 
For all zg E F, d(zp;Zg,Zg+l)<~l, since otherwise, by Lemma 2.1(2), (Zp, Z q, 
z q+l . . . . .  Itm) + K contains a square cycle of length at least 3 + a + m + 2 > 2n/3. 
Thus d(zp;I)<~i/2. Similarly, d(zp_2;I)<~i/2. For all z q EF '  - {Zp}, d(zp,Zg, Z.u+l)<~ 1, 
since otherwise, by Lemma 2.1(2) (Pl . . . . .  zg_l,zg,zp) + K contains a square cycle 
of length at least 2 + m + b + 3 > 2n/3. Thus d(zp;B UJ)~<(b + j)/2. Similarly, 
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d(zp_2;B UJ )~<(b  +j)/2 + 1. Thus 
d(zp_2,zp;D) >~ 4n/3 - d(zp_2,Zp;1 U B U J )  
>~4n/3 - ( i+b+j+l )=n-  1- -3 [D[ /2 -  1. 
H.A. Kierstead, J. Quintana/Discrete Mathematics 178 (1998) 81-92 
[] 
References 
[1] G.A. Dirac, Some theorems on abstract graphs, Proc. London Math. Soc. 2 (1952) 68-81. 
[2] P. Erdrs, Problem 9, in: M. Fieldler, ed., Theory of Graphs and Applications (Czech. Acad. Sci. Publ., 
Prague, 1964) 159. 
[3] G. Fan and R. Hfiggkvist, The square of a hamiltonian cycle, SIAM J. Discrete Math. (1994) 203-212. 
[4] G. Fan and H.A, Kierstead, The square of paths and cycles, J. Combin. Theory Series B 63 (1995) 
55-64. 
[5] G. Fan and H.A. Kierstead, Hamiltonian square-paths, J. Combin. Theory B 67 (1996) 167-182. 
[6] G. Fan and H.A. Kierstead, Partitioning a graph into two square-cycles, J. Graph Theory 23 (1996) 
241-256. 
[7] J. Koml6s, G. Sfirkrzy and E. Szemerrdi, On the square of a hamiltonian cycle in dense graphs, preprint. 
[8] P. Seymour, Problem Section, in: T.P. McDonough and V.C. Mavron, eds., Combinatorics: Proc. British 
Combinatorial Conf. 1973 (Cambridge University Press, Cambridge, UK, 1974) 201-202. 
