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Abstract: Emerging technologies such as Mixed Reality Technologies (MRTs) could offer
possibilities to support People with Dementia (PwD). This study examined interactions
of PwD with two MRTs - HoloLens and Osmo. Ten participants (MoCA = 18 to 23, Age=
63 to 88 years) played a game of Tangram on Osmo. Six of these participants played
Young Conker on HoloLens. The study found that PwD used gestural actions in the
physical world more correctly than speech. Audio prompts in human voice were more
correctly perceived than visual prompts. Physical affordances, embodied actions and
familiarity to verbal instructions contribute to this success. Visual prompts such as text
present promising opportunities to complement with audio prompts. Interaction with
MRTs require prompts to direct PwD towards physical or virtual worlds. The research
outcomes are significant as the focus on interactions of PwD could open up avenues for
further research on actions and perceptions with emerging technologies.
Keywords: mixed reality; assistive technologies; dementia

1. Introduction
Assistive prompting technologies could support people with dementia (PwD) to continue
instrumental activities of daily living (IADL) such as cooking, laundry and making a phone
call. There is huge potential for technology-based prompting to support PwD through the
sequences required to complete activities. Mihailidis, Boger, Craig, & Hoey (2008) and Pigot,
Mayers, & Giroux (2003) developed intelligent systems using textual and auditory prompts,
utilising sensors, computer vision and artificial intelligence. In a real-world deployment,
Orpwood, Adlam, Evans, Chadd, & Self (2008) created a smart apartment equipped with
passive sensors and light controls, bed occupancy monitor, tap and cooker monitors and
This work is licensed under a
Creative Commons Attribution-NonCommercial 4.0 International License.
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voice prompting devices. Their trial with a single user with quite severe dementia, revealed
that the technology helped the user retain a lot of independence, regain urinary continence
and improved his hours of sleep and reduced night-time wanderings. To translate these
promising results into scalable solutions for PwD to continue independent activities, Mixed
Reality Technologies (MRTs) could offer affordable, adaptable solutions that can be easily
adopted and deployed.
On a physical virtual continuum, MRTs are anything in between physical interfaces at one
extreme end of the continuum and virtual interfaces at the other extreme end (Desai,
Blackler, & Popovic, 2016). MRTs can either consist of augmentation of the physical world
with virtual objects, as in Augmented Reality (AR) (Azuma et al., 2001) or the virtual world
augmented with physical objects, as in Augmented Virtuality (AV) (Regenbrecht et al., 2004).
AR and AV technologies could offer new technological solutions for PwD by generating
prompts in response to their behaviour and actions. For example, AR technology, HoloLens
is capable of tracking the gaze of people and can be programmed to generate prompts in
response to their gaze and actions. This could be used to detect when people have become
derailed during an activity and are searching for cues to get back on track. Similarly, AV
technologies, Kinect and Osmo could track the behaviour of people through a network of
sensors to determine when the person has derailed during the activity.
For MRTs to be able to deliver prompts that are effective and perceivable for PwD, firstly
requires developing an understanding of their interactions with MRTs. This study thus
investigates actions (e.g. gestures, speech, etc.) that are most suitable for PwD and forms of
prompts that should be administered to PwD (e.g. such as auditory, visual, pictorial, etc.) in
MR environments.

2. Background
MRTs could provide an adaptive and scalable solution that can be easily deployed in different
applications. Chang, Chou, Wang, & Chen (2013) reported that a Kinect-based prompting
system in a vocational setting improved task completion in two participants, one with early
onset dementia and one with an acquired brain injury. In this study the prompts were
delivered on a computer screen. Since HoloLens’ launch in 2016, AR has been explored as a
therapeutic tool for PwD. Ro, Park, & Han (2019) developed a projection-based AR robot with
360 degrees of space for PwD, some of the applications targeted are therapy, entertainment,
spatial art and mental care aids. Vovk, Chan, & Patel (2019) developed an AR HoloLens
game as a memory assessment tool for early Alzheimers diagnosis. Aruanno, Garzotto, &
Rodriguez (2017), Aruanno, Garzotto, Torelli, & Vona (2018) and Garzotto, Torelli, Vona, &
Aruanno (2019) developed three holographic activities using HoloLens in cooperation with
neurologists to stimulate memory functions affected by Alzheimers disease, with the goal of
delaying the cognitive decline. PwD did not have problems using the technology, however
the success with which they completed the holographic activities depended on the design
features that they interacted with. Although, AR and VR have been explored in research to
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support manual tasks such as maintenance, assembly and surgery for over five decades,
there is a need to research interaction requirements of PwD.

2.1 Actions and prompts
Perception and action are inseparable processes which form the basis of any interaction.
Perception is about recovering information about the interface such as shape, colour, motion
and materiality through the use of sensory systems of vision, touch, auditory, taste and smell
and the prompts presented in the interface (Gibson, 1979a). This information is processed
by reasoning and decision-making to determine actions to be carried out on the interfaces.
These actions could change the features and behaviour of the interface, communicating
feedback, status or/and attention to the user, ready to be perceived again for subsequent
actions (Maier, 2015). An interaction comprises of several such perception action loops. If
for some reason there is a failure to understand the prompts or to act on the interface, the
perception action loop is broken, people could find it difficult to get back on track. Desai,
Blackler, & Popovic (2019) refer to interfaces that facilitate continuous perception action
loops as intuitive in nature.
Tangible interactions have been explored for reminiscence in PwD. Huber, Berner, Uhlig,
Klein, & Hurtienne (2019) using contextual design process identified needs of PwD and
developed three tangible prototypes – a pyramid, set of drawers and a juke box. All three
prototypes used object manipulation for gestural interaction. Their study found that the
tangibles were intuitive to use where the form was familiar to the participants. Even though
when the memory of PwD slipped away, they were still exploring the contents of the
tangibles in their hands.
Natural User Interfaces (NUIs) have been successfully used in reminiscence therapy for PwD
(Loureiro & Rodrigues, 2011). NUIs use natural interactions of humans such as touch, speech,
gestures, gaze, facial expressions to interact with interfaces. Older adults find interactions
with mouse and keyboard difficult (Czaja, 1997). On the other hand touchscreen gestures
have found to be easy to use for PwD (Barban et al., 2016; Buiza et al., 2009; Gamberini et
al., 2006). Gündogdu, Bejan, Kunze, & Wölfel (2017) evaluated use of NUIs in interactive
multimedia systems as means of reminiscence therapy in PwD. The study found that while
touch gestures and tangible interactions were successful in generating positive feelings
and activating mental states, the interactions with NUIs depends on the person’s stage of
cognitive impairment and the individual form on the day.
Carlomagno, Pandolfi, Marini, Di Iasi, & Cristilli (2005) studied gestures of PwD in their
daily communications with other people and they found that irrespective of the level of
impairment, people were using gestures without any trouble. Bewernitz, Mann, Dasler, &
Belchior (2009) compared machine administered verbal and visual prompts in PwD carrying
out three tasks, drinking water, brushing and eating. Visual cues were not effective during the
brushing activity. This was due to the placement of the screen at the sink level height which
made it difficult to look at while looking into the mirror. But they were able to complete
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the task of brushing which is an indication that the prompts were probably not needed
for that activity. The audio cues were equally effective for all the three activities. These
studies are limited in terms of exploration of types of prompts and actions for PwD because
the focus is on the design of systems followed with user evaluations to test the designed
systems rather than understanding the interactions with different types of modalities. Also,
MR environments pose an additional challenge of dealing with the transition between the
physical and virtual environments. A focussed study on understanding actions and prompts
that work for PwD interacting with MR environments is thus required.

3. Method
3.1 Research design
This research was an observational study conducted at Memory and Company, a memory
health club for seniors with dementia. Game play was used as a probe to elicit natural
behaviour in the participants. Games are part of daily day programs at Memory and
Company to engage PwD in hands on activities that simulate their mind and challenge their
mental, functional and physical abilities. Thus, play-based research design allowed us to
integrate the study as part of the day program at Memory and Company. It also acted as an
ice breaker and made the participants feel more comfortable around technologies. The study
was approved by the Research Ethics Board. Informed written consent was obtained from all
participants and their care givers.
Ten people in their early stages of dementia with low cognitive impairment (MoCA = 18
to 24, Age= 63 to 88 years) participated in the study. The Montreal Cognitive Assessment
(MoCA) is a rapid screening tool to detect cognitive dysfunction for early diagnosis of
Alzheimers disease. It consists of 30 questions targeting attention, concentration, executive
functions, memory, language, visuo-constructional skills, conceptual thinking, calculations,
and orientation. Each question is scored as per the MoCA scoring guidelines. The total
possible score is 30 points. A score of 26 or above means that there is no cognitive
impairment. As the score gets lower, the level of impairment increases.
We used two off the shelf MRTs – HoloLens from Microsoft and Osmo from Tangible Play as
case studies to study interactions of PwD with MRTs. Using off the shelf existing technologies
is an effective way to understand technology needs of people and their perception action
behaviour (Blackler, Popovic, & Mahar, 2010; Desai et al., 2019; Lawry, Popovic, Blackler, &
Thompson, 2019). The two technologies represented AR (HoloLens) and AV (Osmo) types
of MRT and were easily available for the study off the shelf. Participants played Tangram
on Osmo and Young Conker on HoloLens. These games were chosen after exploring several
games available on these technologies. The criteria for the selection was that they should
present different forms of prompts (visual, audio, animations, text) and opportunities to
carry out various actions (gestural and speech interactions).
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Pilot studies with 2 older adults in their early stages of dementia (MoCA = 18 and 22) were
carried out before the actual study to determine the suitability of the technologies and
games for the study.
Osmo and Tangram
Osmo, AV technology, with distinct physical and virtual environments to interact with
separately, allows physical play with a virtual environment on a tablet. It comes with a
reflector, a stand to place the tablet on, and games (Figure 1).

Figure 1

Osmo Setup and Tangram

Figure 2

Tangram pieces arranged in shapes. (a) Seven tans arranged in the shape of a swan.
(b) Easy level shape presented in the app (virtual world) consists of shape and colour
information. (c) Medium level shape presented in the app (virtual world) consists of
shape and colour tone information. (d) Hard level shape presented in the app (virtual
world) consists of partial shape information

The camera on the tablet captures any physical activity performed in front of the tablet. The
captured information is fed back into the virtual world on the tablet, and integrated with
added virtual elements in an app. Tangram is played with seven flat shapes, called tans,
which are put together to form shapes (Figure 2). The objective of the game is to form a
specific shape using all seven pieces, without overlapping each other. A shape is presented to
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the player on the tablet screen through the Tangram app. The player is expected to arrange
the seven flat shapes in physical space to match the shape on the tablet. When the correct
flat shape is placed in the right place in the physical space, the corresponding flat shape in
the app on the screen is filled with the corresponding colour. This is an indication that the
placement of the shape in the physical space is correct. The app provides visual and audio
prompts to the player, as shown in Table 4. PwD are familiar with solving puzzles and thus
tangram was an ideal choice amongst the games available with Osmo.
Hololens and Young Conker
HoloLens, AR technology with overlapped physical and virtual spaces is a holographic
compu ter in the form of a headset (Figure 3). HoloLens uses the physical world to overlay
holograms for the user (who wears the headset) to interact with them, see and hear them
within their environment.

Figure 3

HoloLens - AR technology

Young Conker transforms existing real-world setting into a platform to go on a mystery
adventure. The game starts with a scan of the physical space to detect walls and other
objects. The game consists of different levels referred in the game as missions. Each mission
involves looking for generated holograms in the space. A holographic squirrel character,
Conker interacts with the user through speech. The player is required to guide Conker
through their gaze movements to the holograms in each mission. The game prompts the
player through visual texts, graphics, animations and Conker’s speech to accomplish a set
mission in the game.

3.2 Data Collection
Ten participants consented for the study who played Tangram on Osmo. Of these, six also
played Young Conker on HoloLens. Four participants did not show up for the play session
with HoloLens. The study was conducted in three sessions on three different days of the day
program. Cognitive impairment of the participant was recorded using MoCA assessment
tool in the first session followed by game play with Osmo (Figure 4) and HoloLens (Figure 5)
in each of the next two sessions. On the day of the game play with MRT, participants were

620

Supporting people with dementia - Understanding their interactions with Mixed Reality…

explained how each technology works and how to play the games on the MRT. Participants
were prompted by the researcher when they were unable to proceed with the game play or/
and when they asked for help. Each play session lasted for maximum 60 minutes. Although
this was a small sample observation study, a 60-minute game play allowed us to collect
enough interactions (actions and prompts) to compare types of prompts and gestures.

Figure 4

Participant P1_2000 playing a game of Tangram on Osmo

Figure 5a,b Participant P9_2009 playing a game of Young Conker on HoloLens (a) using gaze to move
young Conker, the squirrel from one place to another in the game (b) Screen capture of
what participant sees through the headset.

3.3 Analysis
The video recordings were analysed in Noldus Observer XT 14.0, a software for analysis of
observational data that facilitates coding and description of participant behaviour. The videos
were coded for two events: prompts presented by technology, opportunities to perform
actions on the technology. These coded events were assigned a sub-code. The coding
heuristics for the codes and sub-codes is shown in (Table 1). The coded data was exported
to Microsoft Excel and analysed in SPSS. Nonparametric statistical methods were used as
small-n data does not comply with the normality tests. Nonparametric methods also do not
rely on the estimation of statistical parameters such as mean and standard deviation which
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makes them suitable for small-n data analysis (Gibbons & Chakraborti, 2011).
Table 1

Coding Heuristics

Codes for an event
Prompts presented

Sub-codes for a coded event

Type of prompts

Correct use

Incorrect use

Undetected prompt

Opportunity for
Actions
Correct action

Incorrect action

Type of actions

Description
Instant when a prompt is presented to the
participant.
The coded event, Prompts presented was
coded for the type of prompts – Visual,
Audio.
The coded event, Prompts presented was
coded as Correct use when the prompt was
correctly perceived. This was determined
through a combination of verbal protocols
and participant behaviour in the videos.
The coded event, Prompts presented
was coded as Incorrect use when the
prompt was incorrectly perceived. This
was determined through a combination of
verbal protocols and participant behaviour
in the videos.
The coded event, Prompts presented was
coded as Undetected prompt when the
prompt was presented by the technology
but not detected by the participant. This
was determined through a combination of
verbal protocols and participant behaviour
in the videos.
Instant when the technology presents an
opportunity for the user to perform an
action is coded as Opportunity for Action.
When the user performs a correct action in
response to Opportunity for Action by the
technology, it is coded as Correct action.
When the user performs a incorrect action
in response to Opportunity for Action by the
technology, it is coded as Correct action.
When the user performed a Correct action,
the type of action was coded – Gestural,
Speech.

The Independent Variables (IVs) for the analysis were Type of prompts and Type of actions.
The total prompts presented by both the technologies, total opportunities to perform
actions with each of the technologies, total correct actions performed and total prompts
correctly perceived were computed from the coded events. We also coded for incorrect use
of prompts and actions and undetected prompts, but only included correct use of prompts
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and actions in the analysis to compare the gestures and prompts. The dependent variables
for the analysis were: Percentage of prompts correctly perceived and Percentage of actions
correctly performed.

4. Results
4.1 Hololens
HoloLens allows two Types of actions – Gestural and Speech. Two types of prompts were
presented to the participants by the AR technology, HoloLens – Audio and Visual (Table 2).
Table 2

Types of action and prompts in HoloLens

Interaction/Type
Prompt/Visual Graphic

Interaction

Description
Visual Graphic prompt, a tap icon, prompting to
select an object in the virtual world

Prompt/Visual - Text

Visual Text prompt, a tap icon, prompting to select
an object in the virtual world

Prompt/Visual
Graphic

Visual Graphic prompt (microphone) to use speech
as an action.

Prompt/Audio –
Animated voice

An Audio prompt in the form of the squirrel’s
animated voice.

Prompt/Visual
Graphic

Visual Graphic prompt (arrows) indicate the
direction in which to look for the objects in each of
the game missions.

Action/Gestural – Air
tap

Gestural action, air tap to select an object in the
virtual world. This is derived from the familiar
gesture of tapping on a mouse to select in a
desktop computer.
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Interaction/Type
Action/Gestural Bloom

Interaction

Description
A bloom gesture is used to reset HoloLens to Home
screen.

Step 1

Step 2
Action/Gestural Gaze

Gaze is used to guide (move) the squirrel, Young
Conker in the direction of the object which is being
searched in the individual missions.

A comparison between the Types of actions - Gestural and Speech and the Types of prompts
– Audio and Visual in HoloLens was first carried out using nonparametric statistical methods.
Of the 6 participants who played Young Conker with HoloLens, all showed high percentage
of correct use of gestural actions as compared to speech to interact with the technology.
A Wilcoxon signed-rank test determined that there was a statistically significant increase
in percentage of correct use of actions when subjects were using Gestural actions (Mdn =
80.31%) compared to Speech actions (Mdn = 23.61%), z = -2.201, p = 0.028, p < 0.050.
Similarly, analysis for Type of prompts perceived correctly using HoloLens found that out
of 6 participants, there was higher percentage of correct perception of audio prompts as
compared to visual prompts in 5 participants whereas 1 participant used visual prompts
more effectively than audio prompts. A Wilcoxon signed-rank test determined that there
was a statistically significant increase in percentage of correct perceptions of prompts
when subjects were using Audio prompts (Mdn = 60%) compared to Visual prompts (Mdn =
19.52%), z = -1.992, p = 0.046, p < 0.050.
Further comparative analysis of types of gestural actions and types of visual prompts in
HoloLens was carried out. Although audio prompts were more effective than visual prompts,
we wanted to know the effectiveness of various visual prompts.
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Descriptive statistics for these gestures and visual prompts are shown in Table 3.
Table 3

Descriptive statistics for Types of gestural actions and visual prompts

Type of Gestures and Visual
Prompts in HoloLens
Gestural - Gaze
Gestural - Bloom
Gestural - Air tap
Visual Prompts - text
Visual Prompts - Graphics

Percentage of correct actions and perceptions
Mean (%) Median
Standard Deviation (%)
(%)
76.52
74.50
6.43
18.33
0.0
28.57
76.47
92.96
37.85
36.48
44.43
18.75
14.17
16.25
8.60

Gestural – Air tap was most effective while Gestural – Bloom was most ineffective with PwD.
Visual text prompts were more effective in terms of correct perception than visual graphic
prompts. A Friedman test was run to determine if there were differences in percentage of
correct actions with the following types of gestures: Gestural-Gaze, Gestural-Bloom and
Gestural-Air tap. Pairwise comparisons were performed with a Bonferroni correction for
multiple comparisons (SPSS Statistics, 2016). Percentage of correct actions were statistically
significantly different for the types of gestures, χ2(2) = 8.96, p = 0.011 (p < .050). Post hoc
analysis revealed statistically significant differences in percentage of correct gestures from
Gestural-Bloom (Mdn = 0.0%) to Gestural-Air tap (Mdn = 92.96%) (p = 0.012, p < 0.05), but
not Gestural-Bloom & Gestural-Gaze and Gestural-Gaze & Gestural-Air tap.
A comparison between the two types of visual prompts – Text and Graphic revealed that
out of the 6 participants who played Young Conker with HoloLens, 5 participants showed
high percentage of correct perception of visual text prompts as compared to visual graphic
prompts. One participant used visual graphic prompts more effectively than the text
prompts. A Wilcoxon signed-rank test determined that there was a statistically significant
increase in percentage of correct perception when participants were using visual text
prompts (Mdn = 44.43%) compared to graphic prompts (Mdn = 16.25%), z = -1.992, p =
0.046, p < 0.050.

4.2 Osmo
Osmo offered only Gestural actions as a modality to interact with Osmo (Percentage of
correct Gestural actions: Mean = 70.06%, Median = 69.13%, Std Deviation = 5.53). Two types
of prompts were presented to the participants – Audio and Visual (Table 4).
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Table 4

Types of action and prompts in Osmo

Interaction/Type
Prompt/Visual

Interaction

Description
Visual properties of the blocks –
shape and size were used to put
the pieces together in a puzzle.

Prompt/Visual – Animation

A Visual - animation of coins
emerging from a gem on
completing a puzzle indicate
to the players that they have
earned coins. These coins
could be used by the players to
release more prompts in the
game.

Prompt/ Visual - Graphic

A Visual – graphic (symbolic)
prompt of a tick metaphorically
relates to a tick on a list of
things to do meaning ‘it is
done’. In the game, the tick
means that the player has
successfully completed the
level.
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Interaction/Type
Prompt/ Audio

Interaction

Description
Audio prompt in the form of an
owl in a female voice, prompts
the player to use the gems
collected during the game play
to release a prompt.

Prompt/ Visual – Text
Prompt/ Visual - Graphical

This audio prompt is
complemented with a Visual –
Text prompt in a speech bubble.
Visual – Graphical prompt with
a text prompt in the form of a
number inside a gem, indicates
number of gems available to
the player.
Visual – Graphical prompt
complemented with a Visual
– Text prompt in the form of a
yellow circle with a text “Use
Gems Cost #”, where # is the
number of gems required
to release a prompt for the
current game, prompts the
player to use gems to release
more prompts to solve the
Tangram puzzle.
Visual – Graphical prompt in
the form of yellow, orange
and red ellipses representing
easy, medium and hard levels
respectively. Purple represents
the highest level, which the
participants did not play in the
study.

Prompt/ Visual - Graphical

Prompt/ Visual – Text

Visual – Text ‘flip’ prompts
players to turn over the physical
orange tangram piece when it
is not aligned correctly with the
rest of the pieces.

Prompt/Visual - shapes

Visual – shapes represent
prompts that include shapes
filled with colour, shapes with
coloured outlines.
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Interaction/Type
Prompt/ Audio

Interaction

Description
Audio prompt in the form of a
tone prompts players about the
progress of the puzzle solving
task as they put the pieces
together.
Visual – Flickering prompt in
the form of flickering red and
blue colour for a block prompts
the players to use either of the
two colours for the same shape
in that position.

Music

Prompt/ Visual – Flickering

Prompt/Visual - Animations

Visual – Animation prompt
shows how to complete the
puzzle. Two hands emerge
from the bottom of the screen
showing how to place each
piece in the puzzle.

Action/Gestural

Gestural actions performed
through manipulations of the
Tangram pieces.

A comparison between the two Types of prompts – Audio and Visual in Osmo was first
carried out using nonparametric statistical methods. Of the 10 participants who played
Tangram, there was higher percentage of correct perception of audio prompts as compared
to visual prompts in 8 participants whereas 2 participants used visual prompts more
effectively than audio prompts. A Wilcoxon signed-rank test determined that there was
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a statistically significant increase in percentage of correct perceptions of prompts when
subjects were using Audio prompts (Mdn = 20.68%) compared to Visual prompts (Mdn =
10.76%), z = -2.090, p = 0.037, p < 0.050.
Further comparative analysis of types of Gestural actions, Audio prompts and Visual prompts
in Osmo was carried out. Descriptive statistics for these gestures and prompts are shown in
Table 5.
Table 5

Descriptive statistics for Types of gestural actions and prompts

Type of Gestures and Prompts in
Osmo
Gestural – Object Manipulation
Gestural – Touchscreen swipe
Gestural – Touchscreen tap
Audio Prompts – Human voice
Audio Prompts – Music tone
Visual Prompts - Animations
Visual Prompts - Shapes
Visual Prompts – Shapes flickering
Visual Prompts - Text
Visual Prompts - Graphic

Percentage of correct actions and perceptions
Mean (%)
Median (%)
Standard Deviation (%)
90.0
54.3
39.53
82.40
11.64
15.92
38.14
3.27
25.80
5.14

90.51
63.33
40.0
91.15
10.14
16.10
38.63
3.27
25.17
5.36

3.00
29.47
3.90
29.50
7.23
1.70
2.19
0.53
2.48
1.02

A Friedman test was run to determine if there were differences in percentage of correct
actions with the following types of gestures: Gestural-Object manipulation, GesturalTouchscreen swipe and Gestural-Touchscreen tap. Pairwise comparisons were performed
with a Bonferroni correction for multiple comparisons (SPSS Statistics, 2016). Percentage
of correct actions were statistically significantly different for the types of gestures, χ2(2)
= 16.80, p = 0.0 (p < .050). Post hoc analysis revealed statistically significant differences in
percentage of correct gestures between Gestural-Object manipulation (Mdn = 90.51%) and
Gestural-Touchscreen swipe (Mdn = 63.33%) (p = 0.022, p < 0.05) and Gestural-Touchscreen
tap (Mdn = 40.0%) (p = 0.0, p < 0.05), but not Gestural-Touchscreen swipe & GesturalTouchscreen tap.
A comparison between the two types of audio prompts – human voice and music tone,
revealed that out of the 10 participants who played Tangram with Osmo, 9 participants
showed high percentage of correct perception of human voice as compared to music tone
prompts. One participant used music tones more effectively than the human voice prompts.
A Wilcoxon signed-rank test determined that there was a statistically significant increase in
percentage of correct perception when participants were using human voice prompts (Mdn =
91.15%) as compared to music tones (Mdn = 10.14%), z = -2.7, p = 0.007, p < 0.050.
A Friedman test was run to determine if there were differences in percentage of correct
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perception with the visual prompts- animations, shapes, flickering shapes, graphic and text.
Pairwise comparisons were performed with a Bonferroni correction for multiple comparisons
(SPSS Statistics, 2016). Percentage of correct perceptions were statistically significantly
different for the types of visual prompts, χ2(4) = 39.28, p = 0.0 (p < .050). Post hoc analysis
revealed statistically significant differences in percentage of correct perceptions between
Visual-animations (Mdn = 16.10%) and Visual-shapes (Mdn = 38.63%) (p = 0.047, p < 0.05),
Visual-flickering shapes (Mdn = 3.27%) and Visual-shapes (Mdn = 38.63%) (p = 0.0, p < 0.05),
Visual-flickering shapes (Mdn = 3.27%) and Visual-text (Mdn = 25.17%) (p = 0.0, p < 0.05),
Visual- shapes (Mdn = 38.63%) and Visual-graphic (Mdn = 5.36%) (p = 0.0, p < 0.05), Visualtext (Mdn = 25.17%) and Visual-graphic (Mdn = 5.36%) (p = 0.03, p < 0.05), but not between
Visual-animations and Visual-flickering shapes, Visual-graphic and Visual-flickering shapes,
Visual-graphic and Visual-animations, Visual-animations and Visual-text, Visual-shapes and
Visual-text.

5. Discussion
The study found that PwD can use gestural actions correctly and successfully. These gestures
could range from the ones that are familiar (e.g. touchscreen tap) to others that are
completely unfamiliar (e.g. air tap). Participants found the game of Tangram on Osmo easy to
use, one participant expressed that the game was for children and wanted to play a game for
grownups.
“this game looks like for children, I want to play a game for grownups”. P10

Participant P10 went on to play longer than the maximum allocated play time for the study.
This suggests that the participant found the game easy to use and was engaged in the game.
The air tap gesture was most effective in HoloLens, while PwD used object manipulation
effectively with Osmo. Dementia can affect parts of the brain that control language (Bayles,
1982) which supports effectiveness of non-verbal forms of responses such as gestures.
Communicative functions are impaired, specifically in semantic systems. The semantic
capacities are dissociated from the systems of syntax and phonology. This means that PwD
have difficulties in forming complete sentences which acts as a barrier in using speech as a
modality to perform actions on the technology. HoloLens employs single word commands for
speech interaction such as ‘select’, ‘stop’, etc. It can be programmed for specific commands
to be used in an application. However, this means that PwD are expected to learn new
commands and remember them short term as well as long term for ongoing use. Dementia
is associated with decline and/or loss of memory and reasoning and this is due to both an
impairment in the short term memory and additional difficulty in creating new memories in
long term memory (Miller, 1973). This means that PwD would find it difficult to remember
the commands resulting in them abandoning the technology altogether.
The participants used air tap gesture in HoloLens to select virtual holograms in the
application. The technology requires the index finger to be within the line of view of the
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headset cameras for the gesture to be tracked by the technology. Participants had to be
verbally prompted by the researcher to keep the index finger in front of their face. The
gaze gesture in HoloLens is used to move virtual holographic young conker from one place
to another. This is embodied in the act of looking around for something in the physical
environment. In the virtual environment, it in turn results in the act of looking for virtual
objects and in turn move the cursor for object selection. Embodied interactions are intuitive
in nature and result in successful interactions (Desai et al., 2019). Beaudouin-Lafon (2000)
suggested that if the extent of similarity between the user actions on a domain object and
the resulting response (degree of conformance) are kept higher, it could result in successful
and correct interactions. With the gaze gesture in HoloLens, the movement of the head and
the eye gaze results in the movement of the virtual object in the same direction in the virtual
world.
PwD used three gestures with Osmo, object manipulation and touchscreen tap and swipe
gestures. In object manipulation, people were using the natural and material properties of
the physical objects, shape, size and colour, as prompts to put the puzzle pieces together.
In other words, they were using physical affordances of the objects to determine how they
may interact with it and what manipulations may be possible with the objects. People use
their sensorimotor knowledge to decide on these actions and manipulations, which is the
most accessible form of knowledge in humans and is established early in life (Blackler, Desai,
McEwan, Dieffenbach, & Popovic, 2019). Gibson (1979b) emphasized that affordances
depend on an individual’s ability to perform actions in the environment. This means that
although people will unconsciously look for physical affordances to interact with the objects,
the interactions with the same objects could lead to different actions and manipulations in
children, older adults and PwD depending on their abilities and sensorimotor knowledge.
The touch interactions were effective, contributing to 40 - 65% of the total presented
opportunities. Touch screens allow more than one person to interact with the interface,
both visually as well as by touch. Instead of limiting the interaction to one person through
single control device such as a mouse, PwD become equal partners in the interaction with
the researcher in the study but with their care givers in the larger context (Joddrell & Astell,
2019). The touch screen tap was the least effective, but this was due to lack of affordances
in coloured circles in the app to tap on them to select the level of game. This prompt
either went unnoticed or PwD used incorrect gesture with it. PwD could not interpret the
expectation to shift their attention from the physical world of object manipulation to the
virtual world and tap on the circles. MRTs should offer affordances to shift attention between
the virtual and physical worlds. Since people are expected to interact with the physical and
virtual elements, both at the same time, participants often were unable to determine when
they should interact with the virtual elements and when with the physical objects.
The study found that audio prompts were more effective in correct perception of the
prompts in comparison to the visual prompts for both technologies, despite of the fact that
the total number of visual prompts presented by the technologies were much higher than
the audio prompts. PwD were unable to understand the visual prompts. Many visual prompts
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remained unnoticed. Visual cognition which involves ability to determine on the basis of the
retinal input, the presence of particular shapes, configurations of shapes, objects, scenes,
and their properties are before us, is impaired in PwD (Pinker, 1984). This supports our
observation that some visual prompts were not noticed by PwD.
Animated audio prompts were most effective in HoloLens, followed by visual text and then
visual graphics. Audio prompts in human voice were most effective in Osmo followed by
music tones and then with animated voice. Participants expressed their dislike towards the
animated voice of Young Conker in HoloLens,
“I don’t like to talk to this guy [young conker]?” P3
“I don’t like this voice…it is too much for my ears” P6.

Participants preferred the human voice in Osmo but had no problems with the visual
character of an owl in Osmo. Effectiveness of audio prompts and specific preference to
human voice could be due to familiarity of receiving instructions from their care givers at
home and in day programs. All participants in the study attended day programs for varying
lengths.
Shapes with coloured outline, filled with colour and filled with black and grey colours, were
most successfully perceived followed by text prompts. This is despite impairments in visual
cognition that make it difficult for PwD to recognize shapes and colours and reason and
remember their properties to inform decision making process. We believe that this success
is credited to the action of object manipulation that accompanies visual perception process
in Osmo Tangram game. It was also observed that participants would often not look up
at the tablet for the visual cues but rely on the object manipulation to figure out the right
arrangement. Animations and flickering shapes were most ineffective in HoloLens. Dementia
affects attention, working memory and visual-perceptual ability to varying extents depending
on the type of dementia (Calderon et al., 2001). People with certain types of dementia are
also prone to visual hallucinations. This could explain participants’ lack of attention to visual
animations and flickering shapes.
Participants read all text prompts presented to them by both technologies. One participant
said while playing Young Conker in HoloLens,
“They should write what we have to do.” P5

However, words and language when using text prompts or audio prompts should be simple,
that does not require PwD to reason the meaning. Use of population stereotypes, idioms and
metaphors requiring access to past experience and knowledge are difficult to perceive for
PwD due to decline or loss of memory and reasoning. The use of word ‘Flip’ to turn over the
orange piece in the tangram puzzle was confusing for all the participants. The researcher had
to intervene with the word ‘Turn Over’ which the participants immediately understood the
meaning and translate it into a correct object manipulation. Similarly, colour coded circles
representing level of the puzzle could not be deciphered by PwD.
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5.1 Design Implications
The findings from this study have defined use of interaction modalities in the design and
development of MRTs for PwDs, resulting in a design framework shown in Figure 6.
Actions
The Actions layer (at the bottom of Interaction Modalities) represents actions that should be
used in MRTs for PwDs. Gestures, including those that PwD are unfamiliar with, are effective
in generating correct actions. The actions should demonstrate high degree of conformance,
that is the action in the physical world should result in the same functionality in the virtual
world as in the physical world. Embodied actions such as object manipulations are effective
with PwD. Other forms of embodied actions such as full body interactions (e.g. bowling)
should be explored in future studies. In the context of IADL, effective correct actions mean
that PwDs have control and independence in carrying out the activities instead of them
following instructions from the technology.

Figure 6

Framework for interaction modalities in MRTs for PwDs

Prompts
The prompts layer (at the top of Interaction Modalities) represents modalities of prompts
that should be generated in MRTs to provide clues to PwDs to generate appropriate actions.
Audio prompts in human voice are more effective over visual prompts of all forms. Amongst
visual prompts, text prompts were desirable and preferred by PwD. Visual prompts and
possibility of complementing visual with audio prompts needs to be investigated in future
research. In the context of IADL, correct perception and interpretation of prompts means
that PwD remain on track in executing tasks in an activity. This in turn would ensure that PwD
adopt and accept these technologies in their everyday use. The effectiveness of the prompts
and the actions depend on the sense of reality in physical and virtual worlds and affordances.
Reality
In AV technologies, specific prompts or affordances may be required to shift attention
between physical and virtual worlds. In general, PwDs should be aware of the world in which
they are acting and perceiving, irrespective of the coupling mechanism, whether AR or AV
(Desai, Fels, & Astell, 2020). This ensures that PwD respond to the correct prompts that are

633

DESAI, BLACKLER, FELS, ASTELL

presented to them and in turn respond with the correct actions. Segregating reality from
virtuality in IADL activities is important for the safety of PwD in some activities, but also to
determine in which world they should be executing actions and perceiving.
Affordances
Affordances play an important role in execution of actions as well as perception of prompts.
Metaphors or idioms or population stereotypes are difficult for PwD to process and reason
the meaning out of them. Physical affordances on the other hand offer natural and intuitive
form of interaction for PwD (Blackler, Li-Hao, Desai, & Astell, 2020). The speed at which
prompts are perceived and actions executed, will determine ongoing engagement of PwDs in
IADL.

6. Conclusions
The study has found that PwD interact with MRT effectively through gestural interactions and
audio prompts in human voice. Affordances and embodied actions contribute to the success
of these actions and prompts. Text prompts that used simple and direct language were the
most effective prompts amongst visual prompts. MRTs should incorporate affordances that
allow PwD to differentiate interactions with virtual and physical elements. These findings are
significant as they will drive further human centred studies into understanding prompting
mechanisms for technology development for PwD. The outcomes could be applied to other
interactive systems for PwD. Future research will investigate audio and visual prompts,
specifically how to complement these prompts with gestural actions for effective interactions
for PwD with MRTs.
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