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This study compared and contrasted two IRT models for measuring 
attitudes: Andrich’s rating scale model (ARSM) and Rost’s successive intervals 
model (SIM).  While these IRT models require that the attitude scale be 
unidimensional, they make different assumptions in the development of their item 
parameters.  The ARSM and SIM were compared in the context of a computer 
adaptive test (CAT).  Two data sets were used.  The Audit of Administrator 
Communication (ADCOM) data set is archival and allowed for comparison of the 
models in an actual testing environment.  A second data set was simulated using 
the linear factor analytic approach.   
The models were compared using Pearson product-moment correlations, 
standard errors and number of items administered during a CAT.  In addition, 
RMSE and bias estimates were calculated.  Results indicated that each model has 
 v 
advantages within a CAT context.  The ARSM provided a better estimate of theta 
and the SIM required fewer items to estimate theta.  Suggestions are provided as 
to the choice of model to use in different research settings. 
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An adaptive test is an efficient method of measurement where an optimal 
test is given to each examinee by asking only items that are pertinent to 
examinees’ ability or attitude level.  Each examinee is administered a test 
individually tailored to most accurately measure their ability level.  The two 
major milestones that ushered individually adaptive testing into the modern age 
were item response theory (IRT) and computing power.   
Item response theory, the theoretical basis for computer adaptive testing 
(CAT), developed as an alternative to classical test theory (CTT).  The basis for 
IRT was laid out in Lord and Novick’s (1968) Statistical Theories of Mental Test 
Scores, where Allan Birnbaum provided the insights that would allow for a test 
theory that utilized the item, rather than the entire test, as the fundamental unit 
(Wainer, 1990).  One important IRT contribution is the idea of a latent continuum 
where items are organized from simplest to most difficult.  The object of testing 
involves identifying where along this continuum an examinee exists. This concept 
makes it unnecessary to ask a respondent every test or scale item.  The idea of 
ranking examinees on the same continuum without administering the same items 
provides the foundation for individually tailored tests.  However, as IRT entered 
the 1970’s, the computer power for this type of test was still lacking.   
Beginning in the 1970’s and throughout the 1980’s, the topic of adaptive 
testing research increased in importance (Meijer & Nering, 1999).  In the early 
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stages of adaptive testing research, methods focused on mental testing such as the 
branching strategy, which selects items sequentially from a predetermined logical 
branching structure (McBride, 1997).  Today, a Graduate Record Exam (GRE) 
test-taker can be administered the GRE via computer using CAT methods.  
Educational Testing Service (ETS), the organization that produces the GRE, also 
offers several of their other large-scale tests via computer.  In addition to the 
GRE, ETS has developed CAT versions for the GMAT (Graduate Management 
Admission Test), The Praxis Series: Professional Assessments for Beginning 
Teachers and The National Board for Professional Teaching Standards (NBPTS) 
Assessments. 
The majority of CAT research completed to date has occurred within an 
educational context and using dichotomous models (Singh, Howell & Rhoads, 
1990) where responses must be considered either correct or incorrect.  
Polytomous models are used when items require responses that are scored using 
more than two options.  Three polytomous models were designed specifically for 
the case where a Likert-type attitude scale is used: Muraki’s (Muraki, 1990) rating 
scale model (MRSM), Andrich’s (Andrich, 1978) rating scale model (ARSM) and 
Rost’s (1988) successive intervals model (SIM). These models are called rating 
scale models.   
The rating scale models are designed to measure a unidimensional trait 
with ordered response categories.  These models can be compared and contrasted 
in their model type classification, the model parameters and the category 
thresholds specified.  The ARSM and the SIM are both divide-by-total models 
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where the probability of responding in a particular category is determined through 
dividing the numerator by the sum of all category probabilities so that the 
probabilities conditional on theta, the estimate of the trait being measured, sum to 
unity (Thissen & Steinberg, 1986).  The SIM is the more general of the two 
models and simplifies to the ARSM when certain restrictions are placed on it.  
The MRSM is a difference model that estimates the probability of responding in 
each response category by subtracting successive categories (Thissen & 
Steinberg, 1986).  The MRSM is not mathematically related to the other two 
models.   
The second area for comparison is the number of parameters each model 
estimates.  The MRSM and the SIM each estimate one additional parameter over 
the number used under the ARSM for each item in a scale.  The third area of 
comparison is the treatment of category thresholds.  The thresholds for the ARSM 
and the MRSM are held constant across all items.  The SIM allows the category 
thresholds to vary proportionally across items. The current study will focus on 
two of these three models: the ARSM and the SIM.  The MRSM was not included 
because it is not a commonly used model.  In fact, no applications of the MRSM 
other than when it was originally proposed could be found in the literature to date. 
Market research appears to be the ideal arena to extend CAT research 
beyond the educational setting and beyond mental testing.  One key aspect is that 
the environment and technology is already in place in the form of Computer 
Aided Telephone Interviewing (CATI) (Kamakura & Balsubramanian, 1989).  A 
CATI assists telephone interviewers as they survey respondents by identifying the 
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next question that should be asked.  Currently, these are used to take respondents 
through surveys with skip patterns based on their responses.  There is no reason 
that this technology would not be easily transferable to a CAT using one of the 
rating scale models, especially since the majority of market research surveys use 
Likert type scales.   
There are several possible benefits to using CAT within market research. 
Singh, Rhoads, & Howell (1992) organize these into time efficiency, scale 
efficiency and precision efficiency.  Time efficiency is defined by the information 
obtained during the given survey time.  Currently, each respondent is asked every 
question.  The benefit to time efficiency can be realized in either saved cost 
because of shorter survey time or increased information due to opening up survey 
space because of CAT efficiency.  Scale efficiency is defined by the number of 
scale items needed to obtain the information desired.  As alluded to above, the 
fewer items used to obtain information will have a benefit in either saved cost due 
to less time or more information due to more survey space.  In addition, 
respondents should have less fatigue if surveys are not as long and they should be 
more interested if the items are more relevant to them.  Precision efficiency is 
defined by the information obtained at the desired precision level.  Currently, 
market researchers have a measurement error that is constant for all respondents 
in a given sample.  CAT would be able to provide measurement error at each trait 
level. 
However, there are several obstacles in place that continue to keep market 
researchers from using CAT.  The primary challenge is the item bank.  Most 
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market researchers develop a survey for a specific study and use individual items 
to measure certain concepts.  It will be no small task to create a change where 
market researchers will begin to not only write several items to measure a 
concept, but take the time to calibrate the items for future use.  In addition, a 
standard client deliverable breaks out responses to each item.  Often, each item is 
in some way represented in a report.  This will show itself in an educational 
barrier as market researchers will need to convince and educate their audience that 
item level reporting that includes every respondent is unnecessary and that CAT 
will provide them with more accurate (and more) information while not asking all 
questions. 
A logical question follows the discussion of these exciting and new 
possibilities for administering attitude scales with CAT procedures.  Which rating 
scale model would you select for use in a testing situation?  Specifically, there is a 
need for further investigation of the IRT models that allow for CATs using Likert-
type attitude scales.  As mentioned, this study focuses on two of the three rating 
scale models:  ARSM and SIM.  Not only have very few research studies been 
conducted on these models, but no previous research has systematically compared 
these models.  Therefore, the purpose of this research is to compare the rating 







The literature review consists of two major sections.  The first section 
introduces item response theory (IRT).  This section begins with a brief overview 
of IRT and dichotomous IRT models.  The focus then turns to polytomous IRT 
models, specifically the rating scale models that are the crux of this study. The 
second section presents the general guidelines for operational procedures for a 
polytomous CAT, and then provides specific research for the rating scale models 
and general findings/results. 
Item Response Theory 
Item response theory (IRT) has been described as “the theoretical glue that 
holds a CAT together” (Wainer, 1990 page 13).  IRT is a series of theoretical 
models that mathematically define the interaction of a respondent and an item.  
More specifically, IRT models define the probability of a particular response to an 
item given a respondent’s level on a latent trait.  
Hambleton and Swaminathan (1985) describe three advantages that IRT has 
over classical test theory (CTT).  First, assuming a large pool of items, estimates 
of examinee ability are independent of the particular subset of items administered.  
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Second, assuming a large population of examinees, item parameter estimates are 
independent of the particular sample of examinees who are administered the 
items.  These first two advantages together are called parameter invariance and 
allow respondents with traits at varying levels to be administered items of varying 
difficulty and still be evaluated on a common metric – an essential feature to 
CAT.  The third advantage is that the IRT precision of measurement statistic is 
allowed to vary across the trait level.  A separate standard error of measurement is 
available for each trait estimate and is often used as a criterion in ending CAT 
administration. 
There are three main assumptions made under most IRT models, including 
the rating scale models.  First, the majority of IRT models assume that a single 
trait is being measured.  This is called the unidimensionality assumption.  
Following from unidimensionality is the assumption of local independence of 
item responses within a given trait level.  In other words, responses to item 1 are 
uncorrelated with all other items for a given trait level.  Violation of the local 
independence assumption often results in inflated trait estimates due to 
overestimation of item information (Wainer & Lewis, 1990).  Finally, it is 
assumed that the mathematical function which represents the relationship between 
a trait level and the probability of a given response will be an accurate reflection 
of that relationship for the data.  In other words, a model fits the data it is 
depicting. 
Information functions indicate how much information or precision of 
measurement an item or test provides conditional on the trait level and are useful 
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for describing, comparing and selecting items.  For dichotomous IRT models, 
item information can be defined as: 
 
 
Ii(θ) =   P’i(θ)2      ,                                                     (1) 
             Pi(θ)Qi(θ)                    
  
where: 
Ii(θ) = information for item i, conditional on trait level,(θ). 
Pi(θ) = probability of responding correctly to item i, conditional on trait level, (θ). 
Qi(θ) = probability of responding incorrectly to item i, conditional on trait level, 
(θ). 
P’i =  first derivative of Pi(θ). 
Since the contribution of each item to test information is independent, test 
information is simply the sum of all item information functions.  In addition, 
information is inversely related to the standard error of measurement defined as: 
 
SE (θ) =   1 / √I (θ)                                                     (2) 
 
While a dichotomous information function is defined at the item level, a 
polytomous information function can be estimated for each category as well as for 
the entire item (Dodd, De Ayala, & Koch, 1995).  In addition, polytomous items 
provide more information than dichotomous items (Dodd, et al., 1995) because 
information estimates can be obtained for each response category in a polytomous 
item.   
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The Samejima (1969) information function, although more complex than 
information functions derived for a specific model, is convenient in that it is 
general enough to use across many different models, including the ARSM and 
SIM.  Samejima (1969) expressed the information for a given item as: 
       
            mi      [P’ix(θ)]2 
Iix(θ) =  ∑  __________                                                   (3) 
           x=0        Pix(θ)                    
  
where Pix is equal to the probability of obtaining a category score of x for a fixed 
θ and P’ix is the first derivative of Pix, and mi is the number of categories.  The 
entire scale information function is the sum of all the item information functions.                      
DICHOTOMOUS IRT MODELS 
Dichotomous models score items as either correct or incorrect.  Three general 
models exist for the unidimensional dichotomous case in IRT— the Rasch model 
(also called the one-parameter logistic model), the 2 parameter logistic model 
(2PL) and the 3 parameter logistic model (3PL) (Wainer, 1990).  
The Rasch model contains one item parameter, b.  This parameter represents 
the difficulty of an item and places the item along the trait continuum.  In a Rasch 
model, the slopes of the ICCs are parallel and the lower asymptote is zero.  The 
three assumptions in a Rasch model are that all items discriminate equally (the 
reason slopes are equal in the ICCs), guessing is non-existent, and the measured 
trait is unidimensional.  The raw score in a Rasch model is a sufficient statistic for 
estimating theta and the proportion of examinees getting an item correct is 
sufficient for estimating item difficulty. Also, given it only has one item 
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parameter to estimate, it can be estimated with a smaller calibration sample than 
models with more parameters. 
The 2PL model includes item discrimination, a, in the model thereby releasing 
one assumption—all items no longer have equal discriminating power.  Thus, the 
ICCs are no longer assumed parallel to each other.  The item discrimination 
parameter describes how well the item discriminates for the trait and is 
proportional to the slope.  The 2PL is most appropriate when items vary in their 
ability to discriminate.  When the item discrimination parameter is set to a 
constant across all items, the 2PL equals the Rasch model. 
In addition to the discrimination item parameter, the 3PL model also adds a 
pseudo-guessing parameter, c, to the model and drops another assumption—a 
non-zero left asymptote is now modeled.  The pseudo-guessing parameter is 
defined as the lower asymptote of the item characteristic function and represents 
the probability of respondents with minimum trait levels responding correctly to 
the item (Hambleton & Swaminathan, 1985).  The 3PL is equal to the 2PL when 
the lower asymptote equals zero. 
These Rasch and 2PL models are generalized into polytomous models when 
there are more than two response options.  Both the Andrich rating scale model 
and the Rost’s successive intervals model are extensions of the Rasch model. 
Polytomous models will be the focus of the remainder of this paper. 
POLYTOMOUS IRT MODELS 
The introduction of several polytomous IRT models has occurred over the 
past 30 years.  Thissen & Steinberg (1986) created 5 classifications for 
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dichotomous and polytomous models placing them into distinct groupings 
distinguishing models within a category only by assumptions and parameter 
constraints imposed by the model.  Three of the 5 model classifications are 
comprised solely of polytomous models: difference models, divide-by-total 
models, and left-side added divide-by-total models.  Difference Models permit 
calculation of the probability of responding in each response category through 
subtraction and are appropriate for ordered responses (Thissen & Steinberg, 
1986).  The divide-by-total models calculate the probability of responding in a 
particular category directly.  As the name suggests, the numerator is divided by 
the sum of all category probability that can appear in the numerator. 
Divide-by-total models are appropriate for either nominal or ordered 
responses (Thissen & Steinberg, 1986).  Left-side added divide-by-total models 
are designed for polytomous models that incorporate multiple choice items with 
the assumption of guessing.  Rating scale models, the focus of this paper, do not 
comprise any of the left-side added divide-by-total models.  For this reason, only 
difference and divide-by-total classifications will be discussed. 
Dodd, De Ayala, and Koch (1995) arranged the difference models and the 
divide-by-total models so that the most general model would appear at the top and 
the most simplistic model would appear at the bottom of each classification 
(Figure 1).  A line between two models indicates that the simpler model can be 
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Figure 1:  Hierarchy of Polytomous IRT Models 




Samejima’s (1969) graded response model (GRM) and Muraki’s (1990) 
rating scale model (MRSM) are two examples of difference models.  The GRM is 
appropriate when responses to an item can be classified into three or more ordered 
categories.  The GRM classifies these responses into sequentially ordered 
categories so that each successive category represents more of the measured trait.    
The GRM includes a discrimination parameter and set of category boundaries for 
each item.  The MRSM was specifically created from the GRM for use with 
rating scale data.  The MRSM keeps the discrimination parameter of the GRM 
and splits the category boundaries into an item location parameter for each item 
and a set of category boundaries for the entire set of items.  A review of the 
literature revealed that to date, the MRSM has not been used.  This may be 
because of the way attitude scales are constructed.  Items are usually equal in 
terms of discrimination power and therefore using a model that allows items to 
vary in terms of discrimination has not been necessary.  The remainder of this 
paper will focus solely on the other two rating scale models, the successive 
intervals model and Andrich rating scale model. 
Divide-By-Total Models 
The divide-by-total model classification includes Bock’s (1972) nominal 
response model (NRM), Muraki’s (1992) generalized partial credit model 
(GPCM), Master’s (1982) partial credit model (PCM), Rost’s (1988) successive 
intervals model (SIM) and Andrich’s (1978) rating scale model (ARSM).  The 
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NRM can be applied to responses that are ordered or non-ordered in terms of 
difficulty and is the most general of the divide-by-total models.  It is most often 
used with multiple-choice items where it is difficult to order the responses based 
on their correctness.  The NRM includes a discrimination parameter and an 
intercept parameter that reflects the interaction between category difficulty and 
category discrimination.  The GPCM and PCM can also be applied to response 
scales that are ordered or non-ordered in terms of difficulty.  Both models include 
a difficulty parameter for each category threshold in an item.  The difference 
between the two models is that the PCM assumes equal discrimination across all 
items and the GPCM includes a discrimination parameter for each item.  Both 
Rost’s successive intervals model and Andrich’s rating scale model were created 
specifically for attitude measurement.  The two models both include a scale value 
parameter that identifies the location of the item along the attitude continuum and 
a set of category thresholds for the entire set of items.  The SIM differs from the 
ARSM by including a dispersion parameter allowing category thresholds of each 
item to vary proportionally from the thresholds created for the entire set of items.  
The PCM, SIM, and ARSM will be described in more detail since the divide-by-
total rating scale models are the focus of this dissertation and they are both 
specialized cases of the PCM. 
Partial Credit Model 
The PCM (Masters, 1982) is a generalization of the Rasch model to the 
polytomous case.  Instead of only having one difficulty parameter for each item, 
as in the dichotomous case, the PCM has one difficulty parameter for every 
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category threshold that an individual potentially crosses.  Thus, if there are 5 
categories, there would be 4 difficulty parameters.  Each difficulty parameter 
represents the movement from one category to the next.  Masters termed these 
movements and their difficulty parameters “step difficulties.”  The PCM places no 
restrictions on these threshold parameters (Rost, 1988).  Thus, the thresholds of 
each item are allowed to differ irrespective of their relationship to other items.  
The model does require the steps within an item be completed in sequential order.  
The ordered categories represent the number of steps or subtasks involved in 
completing an item with successive integers (e.g. 0,1,2,3) for category scores with 
a lower number representing less of a trait or ability.  An individual can not 
receive credit for step 3 before completing both steps 1 and 2.  However, no 
requirement exists concerning the difficulty associated with progressing through 
the steps.  Step 2 may be very difficult to complete, but, once step 2 is completed, 
step 3 may be completed easily.  Finally, the PCM assumes that all items 
discriminate equally across all levels of θ.  The probability that an individual with 
a given θ will obtain a category score of x on item i is (Dodd, et al., 1995): 
 
                         x              
               exp[    ∑ (θ – bik)] 
                        h=0                                           
Pix(θ) = ___________________________    (4) 
       m             h              
                        ∑ exp[∑ (θ – bik)] 
                h=0         k=0                                           
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where bik defines the category thresholds for the item (mi thresholds for item i).  
For notational convenience, ∑ (θ – bik) is defined by Masters (1982) as being 
equal to 0.0 when k is 0.   
Successive Intervals Model 
The SIM (Rost, 1988) is a special case of the PCM, and thus also a 
specialized Rasch model.  As mentioned, the PCM places no restrictions on its 
threshold parameters.  Rost’s proposed model places two requirements on the 
thresholds in the SIM.  First, within an item, thresholds must be equidistant from 
each other.  Second, distances between threshold values must remain proportional 
to each other throughout the scale.  Rost accomplishes this by having two 
components make up the threshold value parameter (tj)—a common set of 
threshold parameters (tk) for the entire scale and a dispersion parameter (di).  The 
dispersion parameter can be thought of as the distance an individual item’s 
threshold values differ from the mean threshold values of the scale (Rost, 1988).  
This allows item 1 to have threshold values that are more spread out than item 2.  
However, the distances between the threshold value boundaries in item 2 must 
remain proportional to the distances between the mean threshold values for the 
scale.  The parameters for the model follow: 
bi = scale value for item i,  
di = dispersion parameter for item i (when d=0, this model equals the ARSM, 
described next) 
tx = threshold values between the categories x and x – 1 for the set of items, and  
θ  =  attitude level 
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The probability that a person with a given θ level will respond in a 
particular category for an item may be expressed as (Dodd, et al., 1995): 
 
               exp {Kx + xθ – [xbi + x(m – x)di ]} 
Pix(θ) = ___________________________    (5) 
       mi              
                        ∑ exp {Kh + hθ – [hbi + h(mi – h)di ]} 
                h=0                                           
                                         
where Kx is the negative sum of the threshold value parameters associated with 
categories 1 to x.  For notational convenience, t0 is defined as equal to 0.0 so that 
equation 5 can obtain the probability of responding in category 0.    
Andrich Rating Scale Model 
The ARSM (Andrich, 1978) is a special case of the PCM where the 
threshold values are held constant across the entire set of items.  To develop the 
model, Andrich extended the Rasch model for dichotomously scored items to the 
polytomous case for specific use with rating scales.  The rating scale model 
estimates a scale value for each item that reflects the location of the item along 
the attitude continuum and also estimates a single set of thresholds for the entire 
set of items in the scale.  Because the same response scale is used throughout, 
response threshold values are assumed to be constant across all items within a 
scale.  Three general differences highlight the extension from one threshold in the 
dichotomous case to three or more categories in the ARSM (Andrich, 1978).  
First, rating scale threshold values qualify the scale value of the item (or the other 
way around).  In other words, an agree response to an item with a moderate scale 
value may be equivalent to a neutral response to an item with a high scale value.  
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Thus, each threshold value retains the same value with respect to all items on the 
scale (or the other way around).  Secondly, there is a separate response process 
with respect to each threshold for a given item.  For example, in a 5 point strongly 
disagree to strongly agree scale, it may be easier to distinguish between strongly 
disagree and disagree than it is to distinguish between agree and strongly agree.  
Thirdly, the process of ordering multiple response categories and requiring a 
single response requires the respondent to simultaneously recognize the 
independence of the decision between each threshold while also recognizing the 
order.  One cannot simultaneously have an opinion that is below the first 
threshold (i.e., strongly disagree) and above the third threshold (i.e., agree or 
strongly agree).  The model includes the following parameters: 
bi = scale value parameter for item i.  This parameter is estimated for each item to 
reflect the location of the item on the attitude continuum, 
tk = response threshold parameters for the set of items.  A single set is estimated 
for the entire set of items included in the rating scale, and 
θ  = attitude level  
The probability that a person with a given θ level will respond in category 
x to item i is defined as (Dodd, et al., 1995):          
    
                             exp [Kx + x(θ  - bi)] 
Pxi(θ) =  ______________________________      (6) 
                        mi              
                        ∑ exp [Kh + h(θ  - bi)] 
                h=0         
 
where Kx is the negative sum of the threshold values passed.   
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Comparison of Rating Scale Models 
The ARSM and SIM are similar in that they were created specifically for 
Likert response scales, use ordered categories represented by successive integers, 
measure a unidimensional trait, require m thresholds for m + 1 categories and are 
both divide-by-total models.  Because they are in the same classification, one 
model can be obtained when certain restrictions are placed on the more general 
model of the two, the SIM.  When the dispersion parameter for the SIM is set to 
equal 0, it simplifies to the ARSM.   
The models can be differentiated in the number of item parameters 
specified and the nature of the threshold restrictions.  As with any estimation 
procedure, error is reduced for a fixed sample size when the number of estimated 
parameters is decreased because of a greater item parameter to person ratio given 
a common number of persons.  In terms of rating scale models, fewer parameters 
to estimate equals less possible error—assuming all other factors are equal.  The 
ARSM requires fewer estimated parameters than the SIM.  The ARSM estimates 
a scale value (b) for each item and a set of thresholds (tx) for the entire set of 
items.  Assuming a 30-item scale with 5 response categories, 34 parameters would 
be estimated.  The same parameters estimated in the ARSM are also estimated for 
the SIM.  In addition, a dispersion parameter (d) is estimated for each item to 
allow the thresholds to vary proportionally from the mean set of thresholds for all 
items.  64 parameters would be estimated for a 30-item scale with 5 response 
categories. 
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The thresholds for the ARSM are held constant across the entire set of 
items.  The SIM includes in its model the same thresholds as in the ARSM, but 
allows them to proportionally vary for each item by introducing an item 
dispersion parameter.   
Computerized Adaptive Testing 
The primary objective of CAT is to provide an optimal test for each 
respondent.  In the context of attitude scales, the objective becomes to measure a 
respondent’s attitude as precisely as possible while administering as few items as 
possible.  A CAT does this by only administering those items that are pertinent to 
an individual respondent.  Thus, each response in a CAT provides information 
that is used to determine what the next question will be.  The next item 
administered is the one that will provide the most information at the currently 
estimated attitude trait level.  In contrast to paper and pencil administration where 
everyone receives the entire scale, CAT respondents receive different items and 
can have different scale lengths depending on how long it takes to sufficiently 
estimate their attitude trait level. 
ADVANTAGES OF CAT OVER PAPER AND PENCIL TESTING 
CAT offers many advantages over the traditional paper and pencil testing 
format.  The purported benefits of CAT include (Wainer, 1990; Meijer and 
Nering, 1999) increased efficiency in testing, improved test security due to both 
the increased physical security of the computerized item pool and to the 
individualized nature of a CAT, reduction in the negative effects of time 
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constraints for some examinees, reduction in examinee frustration and boredom, 
elimination of separate answer documents, immediate scoring and feedback to 
examinees, simple pretesting of items, easy removal of faulty items, and the 
ability to include new and innovative item types. 
GUIDELINES OF OPERATIONAL PROCEDURES FOR POLYTOMOUS CATS 
Dodd, et al. (1995) summarized the polytomous CAT operational 
procedure research to date and provided general guidelines for the four major 
components of a computer adaptive test: (1) the item bank, (2) the item selection 
procedure, (3) the trait estimation procedure, and (4) the stopping rule.   
Item Bank 
In a CAT, each respondent completes an individualized test.  Each 
individualized test can be considered a test “form” created with specific items 
selected from the larger collection of items that make up the item bank (Wainer, 
1990).  Thus, a CAT can only be as good as the makeup of its item bank.  An 
important aspect of the item bank is its size, since items need to be available for 
selection across all levels of theta.  If there are not enough items to provide 
information across all theta levels, the theta estimates near the levels without 
enough information may not converge or may be poorly estimated.  This results in 
a higher standard error for these theta estimates.  Polytomous IRT models tend to 
have fewer nonconvergence problems because their items provide more 
information per item than dichotomous items (Dodd, et al., 1995).   
Item bank research using polytomous models has demonstrated that an 
item bank with as few as 30 items may be sufficient for a polytomous CAT.  
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These studies have investigated the size of an item bank using the GRM (Dodd, et 
al. 1989), PCM (Dodd, Koch, & De Ayala, 1989; Koch & Dodd, 1989), SIM 
(Koch and Dodd, 1995) and ARSM (Dodd, 1990; Dodd & De Ayala, 1994).  Item 
banks can be even smaller when using Likert-type attitude measurement.  Item 
banks with as few as 24 items have worked well for the PCM (Koch & Dodd, 
1989) and the ARSM (Dodd, 1990; Dodd & DeAyala, 1994).  Note that the item 
bank size studies above did not take into account the impact of other testing 
issues, such as content validity and test security.  When these issues are pertinent 
in a study, item banks will need to be increased or constraints will need to be 
placed on the item banks to help control for item exposure.  For attitude 
measurements, test security is less important than in ability testing.  
Item Selection Procedure 
An item selection procedure is designed to select the next unused item 
remaining in an item bank that provides the most information at the examinees 
currently estimated theta level.  The most common item selection procedure for 
polytomous CATs is maximum information (Lord, 1977).  Items selected using 
maximum information are those that provide the most information at the 
examinee’s current trait estimate.  Information values are calculated for each 
remaining item at the current estimated trait level and the item that can provide 
the most information is administered.  Research into rating scale models (ARSM 
& SIM) has introduced a method that utilizes the scale value parameter of these 
models (Dodd, 1990; Dodd & De Ayala, 1994; Koch and Dodd, 1995).  A scale 
value estimate is calculated for rating scale models for each item that places the 
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item on the attitude continuum.  Research has demonstrated that using the scale 
value closest to the current theta estimate for item selection provides similar theta 
estimation as using the maximum information method in the SIM (Koch & Dodd, 
1995) and ARSM (Dodd, 1990; Dodd & De Ayala, 1994).  Computational ease is 
the primary advantage of the scale value selection method.  However, since 
computers have erased the need for calculation ease, this is no longer a sufficient 
reason to use this method. 
Item exposure is an important issue to consider along with item selection.  
Item exposure problems can arise from the continuous administration of CATs 
from the same item bank (Meijer & Nering, 1999).  The goal of exposure control 
is to limit item usage by limiting the frequency of administration, often achieved 
by placing constraints on item selection (Meijer & Nering, 1999).  Way (1998) 
labeled item exposure procedures that control the probability of administering an 
item with specified criterion (e.g., expected frequency of item usage) “conditional 
item selection.”  An example of a conditional item selection strategy is the 
Sympson-Hetter.   The Sympson-Hetter procedure (Sympson & Hetter, 1985) is 
one of the most widely known item exposure control method.  It attempts to 
directly control the rate of item exposure by assigning an exposure parameter 
(between 0 and 1) to each item.  This information is used in the selection 
algorithm by comparing it to a number randomly generated from a uniform 
distribution.  The item is administered if the exposure parameter is greater than 
the random number.  If it is not, a new item is selected.   
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Recently, Pastor, Dodd, and Chang (2002) examined variations of the 
Sympson-Hetter and compared them to variations of the a-stratified design in the 
polytomous case using the GPCM.  Stratification procedures group items into 
strata based on a selected statistical property and then only allow items to be 
administered from their strata.  The a-stratified design (Chang & Ying, 1999) 
divides the item pool into x different strata based on the value of the item 
discrimination parameter.  The strata are arranged in ascending order of 
discrimination and the test is divided into x stages to match the strata, beginning 
with the lowest strata and ending with the most discriminating.  Thus, items at all 
levels of discrimination have equal chances of being used in a test.    
The results from Pastor et al. (2002) indicated that identifying which item 
exposure control method to utilize should depend on the purpose of the test and its 
need for security of items.  A more simplistic approach to exposure control such 
as the a-Stratified design would be most appropriate with low to medium stakes 
testing and any of the four other methods investigated would be appropriate for 
higher stakes testing. 
Item exposure controls are generally incorporated to help maintain test 
security when the stakes of a test are high, as in the SAT and GRE.  If an 
examinee has prior knowledge of an item, their responses will not be an accurate 
measure of their true trait level.  Stocking & Lewis (2000) note that the effort a 
testing program should put into exposure control depends on the uses of the test 
scores and whether the testing program can be classified as high, medium, or low 
stakes.  In terms of attitude measurement, item exposure controls may not be 
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important.  For example, in medical outcome assessment, we are interested in a 
patient’s quality of life during the course of treatment.  The fact that the patient 
has seen the item before should not matter in measuring their quality of life. 
Trait Estimation Method 
As mentioned earlier, CATs provide each respondent with an 
individualized test.  A CAT administers only those items that are most 
informative for a specific respondent.  As each item is being administered, a trait 
estimation procedure estimates the current level of the trait and feeds the 
information back into the CAT.  Several methods have been developed to obtain 
the current theta estimate.  Maximum likelihood estimation (MLE), Bayesian 
methods, and Warm’s (1989) weighted likelihood estimation (WLE) will be 
discussed here.      
Maximum likelihood estimation (MLE) estimates the likelihood function 
given a set of responses to items already administered during the CAT session.  
MLE assumes that items fit the IRT model and that the item parameters are 
known.  The advantage of MLE is that it is both consistent and efficient 
(Hambleton & Swaminathan, 1985).  The disadvantage of MLE is that it cannot 
provide a theta estimate until a response occurs in one of the non-extreme 
categories.  It requires a procedure to choose the next item until a respondent 
selects a response in a non-extreme category.  Rating scale model research 
indicates that the variable stepsize method is an appropriate selection method 
(Dodd, 1990).  The variable stepsize method sets the new theta halfway between 
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the current theta estimate and one of the two most extreme item parameter 
estimates in the item bank, depending on the response to the previous item.   
Bayesian methods take into consideration information about the 
population distribution in their estimates.  Allowing an informed prior estimate of 
the ability distribution reduces error in the final ability estimate and avoids 
unreasonable values of the theta estimate (Meijer & Nering, 1999).  Two common 
Bayesian methods are maximum a posteriori (MAP) and expected a posteriori 
(EAP).  Maximum a posteriori (MAP) uses the mode of the posterior distribution 
and expected a posteriori (EAP) uses the mean of the posterior distribution as the 
first estimate.  One major advantage of Bayesian methods is their ability to obtain 
a theta estimate after one item, whereas MLE procedures require responses to fall 
in at least two different categories before an estimate can be made.  A 
disadvantage of Bayesian estimates is their tendency to regress toward the prior 
mean when there is a large difference between the estimated likelihood and the 
mean of the prior distribution (Meijer & Nering, 1999).   
Warm (1989) proposed a weighted likelihood estimation (WLE) procedure 
to reduce the bias of the estimate.  The WLE of the current theta estimate is the 
value of the estimate that maximizes a weighted likelihood function.  For the 1PL 
and 2PL, this weight equals the square root of the test information function 
(Meijer & Nering, 1999).  Simulation studies have found that WLE ability 
estimates were less biased than either MLE or Bayesian for 2 and 3 PL tailored 
tests (Warm, 1989).  WLE also used fewer items than MLE over the entire range 
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of theta to obtain the same precision of measurement, resulting in shorter testing 
times and lower item exposure.   
A few recent studies have investigated the properties of trait estimation 
procedures in polytomous CATs (Chen, Hou, & Dodd, 1998; Chen, Hou, 
Fitzpatrick, & Dodd, 1997).  The majority of these studies have compared MLE 
and EAP and have demonstrated that MLE and EAP perform equally well under 
certain conditions in a polytomous CAT system.  One condition is when prior 
estimates of the ability distributions are fairly accurate, such that they match the 
actual latent trait distribution.  Research indicates that Bayesian EAP performs as 
well as MLE with respect to accuracy of ability estimates for most polytomous 
models (Chen, Hou, & Dodd, 1998; Chen, Hou, Fitzpatrick, & Dodd, 1997).  
Wang and Wang (2001) compared WLE to MLE and Bayesian estimation 
methods in a GPCM CAT and found that under certain conditions WLE reduced 
bias compared to Bayesian methods across the theta scale.  Gorin, Dodd, 
Fitzpatrick and Shieh, (2000) investigated the WLE with the PCM and found that 
the WLE performs equally as well as the MLE and EAP when an optimal item 
bank is available (one that has information across all levels of theta).  EAP was 
found to outperform the other two when non-optimal item banks were used. 
Stopping Rule 
There are three options for deciding how to end a CAT: fixed length 
stopping rule, variable length stopping rule, or a combination of the two.  The 
fixed length stopping rule ends a CAT once a pre-specified number of items is 
administered.  The variable length stopping rule ends a CAT once a pre-specified 
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standard has been meet, such as a certain value for the standard error.  The 
combination of these two would terminate a CAT when a respondent reaches one 
of these criteria.  The combination of the two is the most often used with rating 
scale research (Koch, Dodd, Fitzpatrick, 1990; Dodd & De Ayala, 1994; Chen, et 
al. 1997; Koch & Dodd, 1995). 
Polytomous Cat Research with Rating Scale Models 
The operational procedures of CAT systems based on both the ARSM and 
the SIM have been studied.  The following subsections review the research on 
polytomous CAT with the ARSM and SIM. 
ANDRICH RATING SCALE MODEL 
Dodd (1990) investigated the operational procedures of a CAT using the 
ARSM by systematically varying the item selection procedure (maximum 
information or closest scale value) and the stepsize method (variable or fixed).  
The variable method adjusted by half the distance to the extreme category.  The 
fixed used stepsizes of either .4 or .7.  Additionally, multiple item banks were 
tested (39 items, 32 items and 24 items).  The CAT using maximum information 
stopped when there was no item left above the average item information for the 
theta values (.44).  The CAT using scale values terminated when a standard error 
of .3 was reached.  The study used real and simulated data sets and identified 
three major outcomes: 1) Item banks consisting of as few as 25 items may be 
adequate for CAT, 2) the variable stepsize procedure produced fewer 
nonconvergent cases than the fixed stepsize procedure, and 3) The scale value 
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item selection procedure combined with a minimum standard error stopping rule 
outperformed the maximum information item selection procedure combined with 
the minimum information stopping rule in three ways: frequency of 
nonconvergent cases, number of items administered, and correlation of known 
estimates and estimated CAT  θ. 
Koch, Dodd, and Fitzpatrick (1990) investigated CAT efficiency and 
students’ attitudes toward CAT in a field test.  Participants took a CAT using the 
ARSM with the following operational procedures: item bank of 40, maximum 
likelihood estimation with variable stepsize method (half the distance to the 
extreme), scale value item selection, and a combination stopping rule terminating 
when either a minimum standard error of .35 or 20 administered items was 
reached.  Results indicated the students had a favorable attitude toward taking the 
CAT.  Operationally, the item bank was peaked rather than spread across theta 
levels, leaving relatively few items to measure low or high attitudes.  However, 
there was a 60% decrease in test length in the CAT as compared to a full scale 
paper-and-pencil test. 
Dodd and De Ayala (1994) further investigated the two item selection 
procedures studied by Dodd (1990): maximum information and scale value item 
selection.  The CATs used the ARSM with real (item banks of 39 and 24) and 
simulated data sets (item bank of 32), and using maximum likelihood estimation 
with variable stepsize (half the distance to the extreme).  CAT sessions under each 
procedure administered items until a pre-specified standard error was reached or a 
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maximum of 20 items had been administered.  Results indicated that both 
methods performed equally well. 
Chen, Hou, Fitzpatrick, and Dodd (1997) investigated the effect of 
population distribution on MLE and EAP in a simulated CAT using the ARSM.  
The Simulated CAT incorporated item banks of 39 items, 32 items, and 24 items 
and used the scale value item selection method.  Maximum likelihood estimation 
using variable stepsize (half the distance to the extreme) and EAP with 10 
quadrature points were each employed with a combination stopping rule of a 
minimum standard error of .25 or a maximum of 20 items.  Comparisons were 
made between the MLE, EAP with a normal prior distribution, EAP with a 
uniform prior distribution generated from a normal trait distribution, and EAP 
with a uniform prior distribution generated from a negatively skewed trait 
distribution.  Results using EAP were similar to MLE, regardless of whether the 
prior distribution matched the underlying θ distribution.  
SUCCESSIVE INTERVALS MODEL  
Koch and Dodd (1995) investigated the operational procedures of the SIM 
using real and simulated data sets.  Results indicated that item banks of 30, 39 or 
61 items performed well regardless of whether items were selected using the 
closest scale value method with variable stepsize (half distance to extreme) or the 
maximum information selection method with variable stepsize (half distance to 
extreme).  Item banks containing items with small dispersion parameters and item 
banks with large dispersion parameters performed equally well.  The simulated 
CAT recovered the known attitude trait levels of the simulees and the real data set 
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CAT performed well in terms of number of items administered and accuracy of 
trait estimation.  
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CHAPTER III 
STATEMENT OF PROBLEM 
The advances over the last 20 years in computer technology have created 
an ideal environment for CAT.  One area where CAT has flourished is in the area 
of ability testing.  This is most evident in the mass testing provided by the 
Educational Testing Service.  Recently, they have started to offer computer 
adaptive testing as an option for the General Test of the GRE.  Unfortunately, 
there has been no breakthrough like this for non-ability CAT.  Specifically, the 
rating scale IRT models are not being utilized in applied settings.   
An ideal setting for this breakthrough is market research.  Market 
researches often use rating scales to gauge the perceptions of consumers and/or 
customers.  In these instances, either items are individually analyzed or a scale is 
created to analyze.  One common dilema in market research is attempting to 
obtain responses to many questions in a short period of time with a respondent.  
Transaction market research is a common type of market research that lends itself 
to CAT.    Transactional research occurs when a survey is given to a customer 
after an experience such as purchasing a car.  The purchaser either fills out a 
survey and sends it in or is called on a telephone and responds to the survey.  
Current advances have allowed for on-line surveying or Interactive Voice 
Response Surveying where an automated survey is given over the telephone.  In 
all these cases outside of the paper survey, it would be quite easy to implement a 
 33 
CAT.  The advantage to this would be in the amount of information the researcher 
could obtain with a similar amount of questions.  
Market research is the applied setting where it makes sense to administer 
an attitude measurement via CAT.  The key question still remaining is which 
rating scale model should be selected to administer a rating scale CAT in an 
applied setting.  The focus of this study is to compare and contrast the two rating 








Two polytomous IRT rating scale models (Andrich rating scale model and 
Rost’s successive intervals model) were compared in their performance on two 
data sets—The Audit of Administrator Communication (ADCOM) data set and a 
simulated data set.  The ADCOM data set is archival and allowed for a 
comparison of the models in an actual testing context.  The simulated data set was 
computer generated and allowed for a comparison between actual and estimated 
thetas. 
Data Sets 
AUDIT OF ADMINISTRATOR COMMUNICATION 
Responses from 491 teachers to the ADCOM scale were available for use 
in this study (see Koch, 1983 for original data collection).  The ADCOM scale 
(Valentine, 1978) measures attitudes about teachers toward the communication 
skills of their school administrators.  It is a 40-item Likert-type attitude scale 
scored on a five-point scale, with 0 representing an unfavorable response toward 
the communication skills of the administration and a 4 representing a favorable 
response.  Exploratory factor analysis of the ADCOM scale (Koch, 1983) 
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indicated that the scale is approximately unidimensional, with the first factor 
accounting for about 85% of the common variance. 
In previous research (Dodd, 1990), one respondent in the ADCOM data 
set was found to have responded in the highest category for each item.  In 
addition, this research demonstrated that MLE of the lowest step value for item 31 
was unobtainable since no person had responded in the lowest category for this 
item.  This had the effect of making item 31 a three-category item rather than a 
four-category item as the other 39 still were.  Thus, the respondent and item 
described above were both removed from the data set creating a 490 person data 
set with responses for 39 items of the ADCOM scale.  This was the data set that 
was utilized in the current study.   
SIMULATED DATA 
The most common approach for generating data—creating data to fit a 
particular model—would create a problem in this study.  The focus of the study is 
to compare and contrast the two rating scale models in as controlled an 
environment as possible.  Thus, the proposed model comparison requires that data 
not be biased toward either of the models.  The linear factor analytic approach 
espoused by Wherry, Naylor, and Fallis (1965) solves this problem by generating 
data that is neutral towards any model.  The linear factor analytic approach 
described below was used to create two data sets.  One data set was used for input 
into PARSCALE for item calibration and the other was used for input into the 
CAT program.  Two data sets were used to ensure that the results were not 
capitalizing on outcomes of chance that could occur through the use of the same 
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data set for item calibration and for the CAT.  For each simulated data set, 1000 
random numbers in z-score form were selected from a normal distribution.  These 
z-scores were considered to be each simulees’ true ability, θT.  An additional 
random number, again in z-score form, was then selected for each simulee to 
serve as a random error component.  The mathematical definition used to 
calculate simulee j’s response to item i was: 
             ______ 
zji = aizj + zeji√1 – hi2          (7) 
 
where:  
ai = item i’s factor loading 
zj = examinee j’s randomly selected z-score (i.e., θT) 
zeji = examinee j’s randomly selected z-score error component for item i. 
hi
2 = item i’s communality 
Beginning with simulee one and item one, the item z-score was compared 
to the z-score cutting point from item one to determine simulee one’s item score 
(from 0 to 4).  This step was repeated until item scores were obtained for simulee 
one for all items and then repeated for each successive simulee until responses 
were generated for all simulees for all items. 
In order to perform the program described above, two inputs were 
required: (1) a factor loading matrix for test items, and (2) z-score cutting points.  
The factor loading matrix was obtained from a principal axis factor analysis of the 
ADCOM data set so that the data reflected real attitude data.  As described earlier, 
previous exploratory factor analysis into the ADCOM scale (Koch, 1983) 
revealed one dominant factor.  For this reason, only the factor loadings for the 
first factor were input into the data generation program.  The factor loadings and 
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communalities for each item are provided in Table 1.  The z-score cutting points 
were chosen so that the frequencies of the possible item scores approximated the 
ADCOM data.  Since the theta scale is similar to the z-scale, cumulative 
frequencies of item scores were converted to the z-scores corresponding to 
proportions under the normal curve represented by these cumulative frequencies.  
These z-scores served as the cutting points in the data generation program.  The 
cutting points for the generation of the data sets are reported in Table 2.  
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Table 1: Input Factor Loadings and Commonalities for the Generation of 
Simulated Data 
Item Number  Factor Loading Communality 
1 0.686 0.470 
2 0.595 0.354 
3 0.652 0.425 
4 0.723 0.523 
5 0.787 0.619 
6 0.407 0.166 
7 0.709 0.502 
8 0.826 0.683 
9 0.536 0.288 
10 0.473 0.224 
11 0.518 0.268 
12 0.557 0.310 
13 0.643 0.413 
14 0.598 0.358 
15 0.649 0.421 
16 0.708 0.501 
17 0.723 0.522 
18 0.699 0.489 
19 0.720 0.519 
20 0.588 0.345 
21 0.671 0.451 
22 0.654 0.428 
23 0.670 0.449 
24 0.533 0.284 
25 0.521 0.272 
26 0.700 0.491 
27 0.629 0.396 
28 0.704 0.496 
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Table 1: Continued 
Item Number  Factor Loading Communality 
29 0.458 0.210 
30 0.531 0.281 
31 0.705 0.497 
32 0.783 0.613 
33 0.805 0.648 
34 0.723 0.523 
35 0.817 0.667 
36 0.596 0.355 
37 0.657 0.431 
38 0.683 0.466 














Table 2: Cutting Points for Generation of Simulated Data 





1 -1.355 -0.659 0.312 1.580 
2 -1.697 -1.023 -0.427 0.427 
3 -1.742 -1.259 -0.590 0.578 
4 -1.936 -1.204 -0.659 0.062 
5 -1.636 -1.050 -0.416 0.495 
6 -2.404 -1.817 -1.194 -0.307 
7 -1.528 -0.578 0.248 1.248 
8 -1.742 -1.114 -0.536 0.416 
9 -2.404 -1.512 -0.737 0.461 
10 -2.047 -1.451 -0.730 0.590 
11 -2.322 -1.697 -1.086 0.806 
12 -2.047 -1.528 -0.792 0.211 
13 -1.742 -1.077 -0.372 0.778 
14 -1.163 -0.410 0.280 0.902 
15 -1.306 -0.659 0.185 1.282 
16 -1.742 -1.032 -0.275 0.678 
17 -2.254 -1.512 -0.941 0.015 
18 -1.655 -0.864 -0.206 0.990 
19 -2.254 -1.636 -0.886 0.339 
20 -2.322 -1.616 -0.973 0.572 
21 -2.652 -1.395 -0.886 0.372 
22 -1.318 -0.627 -0.021 0.973 
23 -1.817 -0.981 -0.280 1.015 
24 -0.501 0.312 0.925 1.616 
25 -0.835 0.021 0.857 1.817 
26 -1.096 -0.339 0.328 1.183 
27 -2.008 -1.293 -0.659 0.211 
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Table 2: Continued 





28 -1.451 -0.717 0.170 1.497 
29 -1.655 -0.864 -0.206 0.990 
30 -2.254 -1.636 -0.886 0.339 
31 -2.322 -1.616 -0.973 0.572 
32 -2.652 -1.395 -0.886 0.372 
33 -1.318 -0.627 -0.021 0.973 
34 -1.817 -0.981 -0.280 1.015 
35 -0.501 0.312 0.925 1.616 
36 -0.835 0.021 0.857 1.817 
37 -1.096 -0.339 0.328 1.183 
38 -2.008 -1.293 -0.659 0.211 















Parameter Estimation  
The PARSCALE (Muraki & Bock, 1993) software package was used to 
estimate the item parameters of the ADCOM data set and the simulated data set.  
Parameter estimates were obtained for the partial credit model first and then 
transformed into estimates for each of the models.  This makes sense since the 
PCM is a generalized version of both models. 
PARSCALE estimates item parameters through a marginal maximum 
likelihood EM algorithm (Muraki, 1992).  This algorithm consists of two steps: 
(1) calculate the provisional expected frequency and sample size and (2) estimate 
the marginal maximum likelihood.  Once the item parameters have been 
estimated, maximum likelihood or EAP is used to estimate person parameters.   
The PCM item parameter estimates were then transformed into the ARSM and 
SIM item parameters, respectively.  Recall that for each category boundary the 
PCM estimates a difficulty parameter.  In the case of the data used in this study, 
there were 5 categories and 4 category boundaries.  Thus, PARSCALE estimated 
4 difficulty parameters.   
ARSM PARAMETER ESTIMATES 
The ARSM has 1 scale value parameter for each item and one set of 
thresholds for the entire set of items.  The estimate of the item scale value 
parameter was calculated through the average of the 4 step difficulties per item 
estimated for the PCM.   The estimate of the thresholds for the entire set of items 
was also obtained from the PCM estimates.  First, each of the PCM step value 
estimates for an item was transformed into a deviation score from the scale value 
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for the item.  Averaging the deviation for each step across the set of items yields 
the threshold for that step.  There were 4 thresholds estimated for each data set. 
SIM PARAMETER ESTIMATES 
There was one additional step in calculating the parameters for the SIM.  
The item mean of the differences between adjacent step values was subtracted 
from the mean of the differences between adjacent step values for the entire set of 
items.  The obtained number was then divided by two and the dispersion value of 
the item was obtained (Rost, 1988).   
Information  
The information function was computed for each item in the ADCOM 
data set and each item in the simulated data set.  The information function was 
based on the item parameter estimates obtained with the process outlined above.  
The equation specified by Samejima (1969) and described in the literature review 
was used to calculate item information.  Test information was determined by 
summing the item information functions for each item within a data set.  
IRTINFO (Fitzpatrick, et al., 1994), a SAS program, was used to calculate the 
information functions for each model. 
Summary of CAT Guidelines for Study 
The operational procedures for this study were selected with the intention 
of using the procedures of CAT consistent with past research and procedures of 
CAT that would allow for a comparison across the two rating scale models.  As 
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these models have never been compared to each other, the most often used 
polytomous CAT procedures were selected for use.   
The item banks consisted of 39 items each.  This is well above the 30 that 
was recommended by Dodd, De Ayala, and Koch (1995) for a CAT with a rating 
scale model.  For item selection, this study used the maximum information 
selection procedure.  This was a departure from the rating scale literature that has 
suggested using scale value for item selection.  However, the studies comparing 
these two procedures demonstrated they performed equally and the 
recommendation was that scale values are a viable alternative to maximum 
information to save computing time during a CAT (Dodd & De Ayala, 1994; 
Koch & Dodd, 1995).  This is no longer necessary with the power and speed of 
today’s computers.  Furthermore, using maximum information is currently the 
standard for polytomous CAT research.   
For trait estimation, this study used maximum likelihood estimation with 
the variable stepsize method for item selection until an initial trait was estimated.  
Chen, et al. (1998) demonstrated that MLE performed equally in comparison with 
various EPA methods, and since MLE is still the most often used trait estimation 
method for CAT, there is no reason to depart from it in this initial study of the 
rating scale models.   
The stopping rule was a variable length stopping rule that ended when 
either a standard error of .3 was reached or when a limit of 20 items had been 
administered.  This has proven effective in the studies investigating the 
operational procedures for CATs using the ARSM and SIM (Koch, Dodd, & 
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Fitzpatrick, 1990; Dodd & De Ayala, 1994; Chen et al., 1997; Koch & Dodd, 
1995).   
Data Analysis 
Various descriptive statistics were calculated and compared for the CAT 
conditions of the two models.  For each model, Pearson product-moment (PPM) 
correlation coefficients were calculated between full-scale estimated theta and 
CAT estimated theta.  For the simulated data sets, PPM correlation coefficients 
were also calculated between z-scores and CAT theta estimates.  The accuracy 
and precision of theta estimation were evaluated with bias and root mean square 
error (RMSE), respectively.  The Bias and RMSE equations follow:  
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                        ∑ (θk - θk) 
                  k       
Bias  =  _________________    ,       (8) 
                                  n 
 
 
                           n     ^                             1/2 
                          ∑ (θk - θk)2 
                    k       
RMSE  =    _________________    ,      (9) 






As outlined in the previous chapter, this study focuses on the comparison 
between the ARSM and SIM polytomous IRT models.  This chapter describes 
these results through comparisons of the theta estimates, standard errors and 
number of items administered for each model in a full scale condition and CAT 
condition for the ADCOM data set and the simulated data set.  In addition, for the 
simulated data set, each of these estimates were compared with the known 
parameters.  
Parameter Estimation 
PARSCALE was run on the ADCOM data and the simulated data sets to 
obtain parameter estimates for the ARSM and SIM with each data set.  As 
described in the previous chapter, parameter estimates were obtained for the 
partial credit model first and then transformed into estimates for each of the 
models.  The estimated ARSM and SIM parameters for the ADCOM data follow 
in Table 3 and Table 4, respectively. The estimated ARSM and SIM parameters 




Table 3: ARSM Item Parameter Estimates for ADCOM Data  
 
 
Item Number  
  
b  
  1  0.058  
  2   -1.000   
  3   -1.044   
  4   -1.401   
  5   -0.934   
  6   -2.110   
  7   -0.232   
  8   -1.078   
  9   -1.637   
  10   -1.311   
  11   -1.526   
  12   -1.507   
  13   -0.863   
  14   -0.163   
  15   -0.116   
  16  -0.879  
  17  -1.764  
  18  -0.619  
  19  -1.638  
  20  -1.599  
  21  -1.870  
  22  -0.331  
  23  -0.750  
  24  0.881  
  25  0.768  
  26  0.050  
  27   -1.405   
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Table 3: Continued 
 
 
Item Number  
  
b  
  28  -0.095  
  29  -1.923  
  30  -1.593  
  31  -0.772  
  32  -0.383  
  33  -1.251  
  34  -1.065  
  35  -1.359  
  36  0.391  
  37  -0.735  
  38  -1.118  
  39  -1.857  
t1 = -1.484 
 
t2 = -0.581 
 














  1 0.058 0.162   
  2 -1.000 -0.130     
  3 -1.044 -0.109     
  4 -1.401 -0.173     
  5 -0.934 -0.147     
  6 -2.110 -0.197     
  7 -0.232 0.132     
  8 -1.078 -0.123     
  9 -1.637 0.149     
  10 -1.311 0.018     
  11 -1.526 0.190     
  12 -1.507 -0.149     
  13 -0.863 0.008     
  14 -0.163 -0.168     
  15 -0.116 0.029     
  16 -0.879 -0.032   
  17 -1.764 -0.077   
  18 -0.619 0.088   
  19 -1.638 -0.010   
  20 -1.599 0.130   
  21 -1.870 0.296   
  22 -0.331 -0.051   
  23 -0.750 0.157   
  24 0.881 -0.129   
  25 0.768 0.080   
  26 0.050 -0.060   
  27 -1.405 -0.101     
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Table 4: Continued 
 
 Item 





  28 -0.095 0.180   
  29 -1.923 0.051   
  30 -1.593 0.079   
  31 -0.772 -0.049   
  32 -0.383 -0.095   
  33 -1.251 -0.044   
  34 -1.065 -0.101   
  35 -1.359 -0.133   
  36 0.391 0.228   
  37 -0.735 0.215   
  38 -1.118 -0.098   
  39 -1.857 -0.017     
t1 = -1.484 
 
t2 = -0.581 
 










Table 5: ARSM Item Parameter Estimates for Simulated Data  
 
 
Item Number  
  
b  
  1  0.080  
  2   -0.987   
  3   -0.996   
  4   -1.363   
  5   -0.898   
  6   -2.112   
  7   -0.221   
  8   -1.075   
  9   -1.884   
  10   -1.340   
  11   -1.438   
  12   -1.397   
  13   -0.724   
  14   -0.150   
  15   -0.163   
  16  -0.777  
  17  -1.621  
  18  -0.600  
  19  -1.396  
  20  -1.413  
  21  -1.935  
  22  -0.317  
  23  -0.710  
  24  0.774  
  25  0.748  
  26  0.003  
  27   -1.378   
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Table 5: Continued 
 
 
Item Number  
  
b  
  28  -0.077  
  29  -1.810  
  30  -1.428  
  31  -0.752  
  32  -0.385  
  33  -1.171  
  34  -1.047  
  35  -1.325  
  36  0.341  
  37  -0.684  
  38  -1.007  
  39  -1.724  
t1 = -1.398 
 
t2 = -0.497 
 



















  1 0.080 0.175   
  2 -0.987 -0.099     
  3 -0.996 -0.066     
  4 -1.363 -0.158     
  5 -0.898 -0.153     
  6 -2.112 -0.059     
  7 -0.221 0.089     
  8 -1.075 -0.076     
  9 -1.884 0.358     
  10 -1.340 0.101     
  11 -1.438 0.170     
  12 -1.397 -0.178     
  13 -0.724 0.048     
  14 -0.150 -0.137     
  15 -0.163 0.017     
  16 -0.777 -0.062   
  17 -1.621 -0.105   
  18 -0.600 0.092   
  19 -1.396 -0.093   
  20 -1.413 0.054   
  21 -1.935 0.353   
  22 -0.317 -0.053   
  23 -0.710 0.144   
  24 0.774 -0.159   
  25 0.748 0.101   
  26 0.003 -0.059   
  27 -1.378 -0.104     
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  28 -0.077 0.135   
  29 -1.810 0.025   
  30 -1.428 0.004   
  31 -0.752 -0.059   
  32 -0.385 -0.109   
  33 -1.171 -0.084   
  34 -1.047 -0.094   
  35 -1.325 -0.149   
  36 0.341 0.229   
  37 -0.684 0.189   
  38 -1.007 -0.138   
  39 -1.724 -0.089   
t1 = -1.398 
 
t2 = -0.497 
 








Item Pool Information  
Four total test information functions were computed and plotted.  A total 
test information function was created for both data sets with both models. These 
functions are presented in Figures 2 through 5.  All four total test information 
functions are peaked and negatively skewed.  This is not surprising since the scale 
values presented in Tables 3 through 6 were predominately negative across all 
parameter estimates.   It should be noted that the ideal total test information 
function for CAT usage would have a uniform distribution so that information 
would be spread across all theta levels.  In the case of these 4 total information 
functions, more information is available at lower levels of theta than higher levels 
of theta.  In all four information functions, the most information occurs between 


















































































































Figure 5: The total information functions for the simulated item pool with the 
SIM. 
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Descriptive statistics for known theta, ADCOM data and 
simulated data 
As described in the previous chapter, The simulated data was created by 
using the factor loading matrix from a principal axis factor analysis of the 
ADCOM data set.  This was done so that the results of the comparisons would 
more closely represent a real situation.  Known theta were compared with thetas 
estimated from the full scale and CAT conditions based on the ARSM and SIM.  
The descriptive statistics of the known theta are shown in Table 7.  The mean of 
known theta was just above 0 (.026) and the standard deviation was 1.0.  One 
theta was deleted because it could not be estimated in any of the CAT conditions.   
Each data set has a full scale condition and CAT condition for the ARSM  
and SIM.  For all conditions, there was one case of non-convergence due to 
inconsistent responding leaving a total of 489 cases for each ADCOM condition 
and 999 cases for each simulated condition.   In each non-convergent case, all 
item responses were in the highest category for each item but 1.  The descriptive 
statistics for the ADCOM and simulated data set conditions are shown in Table 8 
and Table 9, respectively.  The mean and standard deviations are displayed for 
estimated theta, standard error, and number of items administered for the ARSM 
full scale condition, ARSM CAT condition, SIM full scale condition, and SIM 





Table 7: Descriptive Statistics for Known θ 
 N Mean SD Min Max 
Known θ 999 .026 1.0 -3.344 3.115 
Z-score for deleted case was 3.958 
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Table 8: Mean and Standard Deviation of estimated θ, Standard Error, and 
Number of Items Administered for the ADCOM Data Set. 
 Estimated θ SE NIA 
Model Mean SD Mean SD Mean SD 
ARSM Full Scale .016 1.105 .216 .0485 39 0 
ARSM CAT -.011 1.088 .305 .0341 15.378 2.714 
SIM Full Scale .028 1.106 .216 .0486 39 0 




Table 9: Mean and Standard Deviation of estimated θ, Standard Error, and 
Number of Items Administered for the SIM Data Set 
 Estimated θ SE NIA 
Model Mean SD Mean SD Mean SD 
ARSM Full Scale .017 1.011 .209 .045 39 0 
ARSM CAT -.012 .986 .303 .029 14.546 2.882 
SIM Full Scale .027 1.110 .210 .045 39 0 
SIM CAT .006 .953 .304 .033 13.595 3.201 
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Comparison of descriptive statistics for theta estimates 
Tables 8 and 9 display the mean and standard deviation of estimated theta.  
The results indicate that the means and standard deviations for all four conditions 
are close to a mean of 0 and standard deviation of 1.  Theta estimates will be 
compared in the context of how well the full scale condition and CAT condition 
estimates known theta in the simulated data set and how well the CAT theta 
estimates the full scale theta in the simulated data set and the ADCOM data set.  
These results are discussed in the context of each data set. 
ADCOM DATA 
For the ADCOM data set calibrations, Pearson product moment 
correlations were calculated between the full scale and CAT condition for the 
ARSM and the SIM.  These results are presented in Table 10.   The ARSM Full 
Scale and CAT thetas (.964) are slightly more correlated than the SIM Full Scale 
and CAT thetas (.950).  
SIMULATED DATA 
For the simulated data set calibrations, Pearson product moment 
correlations were calculated between known theta and all four conditions: ARSM 
Full Scale theta, ARSM CAT theta, SIM Full Scale Theta and SIM CAT theta.  In 
addition, Pearson product moment correlations between Full Scale and CAT theta 
are provided for both models.  These results are presented in Table 11.  In the Full 
Scale conditions, the Pearson product moment correlation between known theta 
and ARSM and known theta and SIM are almost identical.  However, in the CAT  
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Table 10: Pearson Product-Moment Correlations among Theta Estimates for 








ARSM Full Scale 1.000 .964 1.000 .950 
ARSM CAT  1.000 .964 .978 
SIM Full Scale   1.000 .950 
SIM CAT    1.000 
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Table 11: Pearson Product-Moment Correlations among Theta Estimates for 











Known Theta 1.000 .975 .945 .975 .927 
ARSM Full Scale  1.000 .973 .999 .962 
ARSM CAT   1.000 .973 .974 
SIM Full Scale    1.000 .961 





condition, the Pearson product moment correlation of .945 between known theta 
and the ARSM theta is slightly higher than the Pearson product moment 
correlation of .927 between known theta and SIM theta.  Thus, while there is no 
difference in the ability to estimate known theta with the Full Scale, the ARSM 
estimates known theta slightly better than the SIM in a CAT situation.  A similar 
result occurs when the Pearson product moment correlation between Full Scale 
theta and CAT theta are compared.  The ARSM Full Scale theta and CAT theta 
are slightly more highly correlated (.973) then the SIM Full Scale theta and CAT 
theta (.961), a finding consistent with the results from the ADCOM data set.  
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Comparison of Descriptive Statistics for Standard Errors 
Tables 8 and 9 also show the mean standard errors for the Full Scale and 
CAT conditions of each model for each data set.  The results indicate that the 
standard errors are similar for all four Full Scale conditions (ranging from .209 to 
.216) and for all four CAT conditions (ranging from .303 to .306).  The mean 
standard errors for the CAT conditions are higher due to the fact that the stopping 
rule imposed for the CAT was a standard error of .30 with a maximum 
administered item limit of 20.  Figures 6 to 13 display the plots of standard errors 
against estimated theta for each condition within each data set.  As the graphs 
demonstrate, error is highest at the highest theta levels in all conditions of both 
data sets.  This is attributable to the lower amount of information available at the 
higher levels of theta in each data set.  These results are discussed in the context 
of each data set. 
ADCOM DATA 
Figures 6 and 7 display the plots of the standard errors against estimated 
theta for the ARSM ADCOM Full Scale and CAT conditions and Figures 8 and 9 
display the same information for the SIM ADCOM Full Scale and CAT 
conditions.  As the graphs show, error is almost identical across the theta level for 
the ARSM and SIM within each condition.  When looking at the means in table 8, 
the mean standard errors for the Full Scale condition are almost identical for both 
models.  In the CAT condition, the mean standard error for the ARSM is .001 


















Figure 6:  Standard errors of ARSM within the Full Scale condition of the 






































Figure 8:  Standard errors of SIM within the Full Scale condition of the 





























Figures 10 and 11 display the plots of the standard errors against estimated 
theta for the ARSM simulated data Full Scale and CAT conditions and Figures 12 
and 13 display the same information for the SIM simulated data Full Scale and 
CAT conditions.  These results follow the same pattern as in the ADCOM data 
set, with error almost identical for each model across the theta scale in each 
condition.  When the mean of the standard errors displayed in Table 9 are 
compared, the ARSM is slightly (.001) lower than the SIM in both the Full Scale 







Figure 10:  Standard errors of ARSM within the Full Scale condition of the 






































Figure 12:  Standard errors of SIM within the Full Scale condition of the 



































Comparison of Descriptive Statistics for Number of Items 
Administered 
Tables 8 and 9 also show the mean number of items administered for the 
Full Scale and CAT conditions of each model for each data set.  As you might 
expect, the Full Scale conditions all administered 39 items since this was the item 
total.  The results indicate that the mean number of items administered for all four 
CAT conditions were less than half the total 39 (ranging 13.595 to 15.378).  
Figures 14 through 17 display the plots of the mean number of items administered 
against estimated theta for each CAT condition.  Since each Full Scale condition 
administered exactly 39 items, graphs are not shown for these conditions.  As the 
graphs demonstrate, the most items are administered at the higher levels of theta. 
As discussed previously, this is attributable to the lower amount of information 
available at the higher levels of theta in each data set.  These results are discussed 
in the context of each data set. 
ADCOM DATA 
Figures 14 and 15 display the plots of the mean number of items 
administered against estimated theta for the ARSM and SIM in the ADCOM data 
CAT condition, respectively.  Although at levels of theta above 1, the ARSM and 
SIMs both administer the 20 item limit imposed on the CAT program, the graph 
shows that for levels of theta where there is high information the SIM needs fewer 
items than the ARSM to estimate theta.  When the means of the number of items 
administered from Table 8 are compared, the SIM (14.335) needs one full item 





Figure 14:  Number of Items Administered for ARSM within the CAT condition 
































Figure 15:  Number of Items Administered for SIM within the CAT condition of 





Figures 16 and 17 display the plots of the mean number of items 
administered against estimated theta for the ARSM and SIM in the Simulated data 
CAT condition, respectively.    These results follow the same pattern as in the 
ADCOM data set, with the 20 item limit administered at higher levels of theta 
where less information is available.  Also consistent with the ADCOM data, the 
SIM needs fewer items to estimate theta at the levels of theta where high 
information is available.  When the mean number of items displayed in Table 9 
are compared, the SIM (13.595) needs almost one full item less than the ARSM 





Figure 16:  Number of Items Administered for ARSM within the CAT condition 















Figure 17:  Number of Items Administered for SIM within the CAT condition of 















RMSE and Bias 
Table 12 shows the RMSE and bias values for simulated and ADCOM 
Data for the ARSM and SIM.  The simulated data includes two RMSE and Bias 
values for each model: one for estimated theta versus known theta and one for 
Full Scale theta versus CAT theta.  The ADCOM data values are for Full Scale 
theta versus CAT theta for each model.  In all three conditions, the RMSE values 
are slightly higher for the SIM than for the ARSM.  Bias values are slightly better 
for the SIM in all cases.  Theta is slightly underestimated in all cases except the 
SIM estimated theta versus known theta comparison. 
Difference Plots 
Difference plots indicate that both the SIM CAT and ARSM CAT 
approximate the full scale condition in both the ADCOM and simulated data sets.  
The ADCOM difference plots are represented in Figures 18 and 19 and the 
simulated difference plots are represented in Figures 20 and 21.  The 
concentration of data appears within .5 of the estimate in either direction with 
almost all appearing within 1.0 of the estimate.  In both the ADCOM and 
simulated conditions, the ARSM appears to more closely estimate full scale theta 
then the SIM.  This is consistent with Tables 10 and 11 showing that the Pearson 
product moment correlation between full scale theta and CAT theta for the ARSM 
within each data set is slightly higher than for the SIM. 
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Table 12: RMSE and Bias values for ARSM and SIM for simulated Data and 
ADCOM Data. 
 ARSM SIM 
 RMSE Bias RMSE Bias 
ADCOM DATA: Full Scale theta vs. CAT theta 0.295 -0.027 0.347 -0.018 
Simulated DATA: known theta vs. CAT theta 0.329 -0.015 0.377 0.003 
































Figure 18:  Difference between Full Scale theta and CAT theta for the ARSM 





































Figure 19:  Difference between Full Scale theta and CAT theta for the SIM with 















Figure 20:  Difference between Full Scale theta and CAT theta for the ARSM 





































Figure 21:  Difference between Full Scale theta and CAT theta for the SIM with 





Andrich’s rating scale model and Rost’s successive intervals model were 
compared in the context of a computer adaptive test.  Results were consistent 
across the two data sets with the data displaying the same pattern of results for 
each model in terms of the theta estimate, number of items administered and 
standard error.  This discussion focuses on the results in the context of a CAT as 
the primary purpose of this study was to identify which model to select when 
administering an attitude scale via a CAT.  Results did not clearly favor one 
particular model in all comparisons.  ARSM and SIM differences were primarily 
evident in the estimation of theta and in the number of items administered.     
The ARSM performed slightly better than the SIM in the performance of 
the CAT in the context of theta estimation.  The ARSM CAT had a slightly higher 
Pearson product-moment correlation coefficient with Full Scale theta in both the 
ADCOM and simulated data sets.  In the ADCOM data set, the Pearson product-
moment correlation between the Full Scale and CAT conditions for the ARSM 
was .964 compared to .950 in the simulated data set.  Similarly, when the 
simulated data set Pearson product-moment correlations are compared, the ARSM 
is .973 compared to .961 for the SIM.  The Pearson product-moment correlation 
between CAT and known theta is also available with the simulated data set and 
the findings are consistent.  The correlation between the known theta and CAT 
theta for the ARSM is .945 compared to .927 for the SIM CAT. 
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The theta estimate results are supported by the RMSE results. The RMSE 
was calculated for two conditions in the simulated data set (known theta versus 
CAT theta, Full-scale theta versus CAT theta) and for one condition in the 
ADCOM data set (full scale theta versus CAT theta).  In all three conditions, the 
RMSE is lower for the ARSM than the SIM providing supporting evidence that 
the ARSM theta estimate outperforms the SIM theta estimate. 
In contrast, the SIM CAT outperformed the ARSM CAT in terms of 
number of items administered.  In the ADCOM data set, the SIM administered an 
average of 14.335 items for the CAT and the ARSM administered an average of 
15.378 items for the CAT.  Similar results were obtained from the simulated data 
set.  The SIM only needed an average of 13.595 items to estimate theta while the 
ARSM needed an average of 14.545 to estimate theta. 
Although they are similar, an interesting result occurred in the standard 
deviations of the theta estimates.  The ARSM and SIM CAT standard deviations 
of estimated thetas are smaller than the Full Scale standard deviations of 
estimated thetas.  The Full Scale standard deviations are higher than the CAT 
standard deviations because of the lack of information for higher theta levels.  The 
Full Scale administers all scale items to each respondent, including items that 
only provide little information for a particular respondent.  The CAT selects the 
items with the most information at the current theta estimate and administers 
those items until the CAT is completed.  However, because of the lack of 
information at higher levels of theta, a Full Scale respondent at this higher level of 
theta is administered an entire set of items that provide little information about 
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their attitude level.  In the CAT, these respondents are only administered the 20 
item limit. 
Outside of the slight differences in the number of items administered and 
the correlations between the estimated thetas already discussed, the results from 
the CAT for the two models were quite similar.  The item pool, study design, and 
the actual items provide possible explanations as to why more differences were 
not evident in the results for each model.   
As noted in the results section, the ideal total test information function for 
a CAT would have a uniform distribution.  A uniform distribution allows the CAT 
to administer appropriate items to respondents at all theta levels as the 
information is spread across all theta levels.  In this study, all total information 
functions had more information available at lower levels of theta than higher 
levels of theta.  The reason for the similarities between the information functions 
of the SIM and ARSM is that all data used in this study was essentially a form of 
the ADCOM data.  Recall that this study used a factor loading matrix as an input 
into the data generation procedure when creating the simulated data set.  The 
factor loading matrix was obtained from a principal axis factor analysis of the 
ADCOM data set.  The ADCOM data factor loadings were used to ensure the data 
reflected real attitude data.  With the ADCOM data, comparisons were between 
the CAT estimate and the Full Scale estimate of an attitude.  The simulated data 
set was included in this study so that there could be a comparison to known theta.   
These peaked information functions restricted the CAT in its ability to 
estimate theta for respondents outside the area where information was peaked.  
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This is evident in the number of items administered by each model for each data 
set displayed in Figures 14 –17.  These figures show that the CAT is 
administering 20 items at these higher levels of theta.   This is because the CAT is 
not reaching the standard error stopping rule of .3.  In retrospect, it might have 
been more interesting to use factor loadings from a data set with a relatively flat 
test information function.  This would have created a data set with items available 
across the entire theta scale. 
Another design tweak that might have created a better opportunity to find 
differences between the SIM and ARSM would have been to use a different 
standard error stopping rule.  The current study implemented a standard error 
stopping rule of .3 because that is the most often used standard error in CAT 
research.  It is interesting to consider how the outcomes of this study would have 
changed had a standard error of .2 or .4 been selected.  A lower standard error 
would likely have increased the mean number of items administered.  The 
restricted test information function suggests that lowering the standard error 
stopping rule would result in more CATs stopping because of the 20 item limit 
and less stopping because of obtaining this lower standard error.  A higher 
standard error stopping rule would likely have the opposite effect, with more 
CATs stopping because of the standard error being obtained and less because of 
the 20 item limit.  However, due to the lack of information at the high theta levels, 
there would still be a large number of examinees/simulees receiving the 20 item 
limit.   
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 The makeup of the actual item pool also could influence the effectiveness 
of each model’s performance.  The ADCOM survey was designed with a Likert 
scale.  Rost (1988) indicates that the SIM and ARSM provide an interesting 
contrast in analyzing rating scale data because of their assumptions about the 
thresholds in a rating scale.  The ARSM assumes constant distances between the 
thresholds for all items.  The SIM allows the thresholds for each item to vary 
proportionally from the mean scale by including a dispersion parameter.  It is 
interesting to consider the impact of the item wording on the effectiveness of 
these two models.   Items can be negative toward the attitude or positive toward 
the attitude.  An example of an item measuring attitudes about college athletics 
that is negative toward college athletics is “The increased importance of college 
athletics has lead to a decline in the university educational system”.  This same 
thought could be represented in an item that is positive toward college athletics.  
An example of an item that is positive toward college athletics is “College 
athletics is one of our societies greatest inventions”.  An item bank could include 
all negatively worded items, all positive worded items, or a combination of 
negative and positively worded items.  The results from this study suggest both 
the SIM and ARSM would perform well as long as the item banks were 
consistent, regardless of whether they were all negative or all positive.  The 
interesting variation would be in an item pool with a combination of negative and 
positive worded items.  This appears to be a situation where the SIM would be 
most appropriate because of the dispersion parameter.  
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The results of this study suggest that future research is warranted with 
both the ARSM and SIM.  The model best suited for use may depend on the 
actual research being conducted and the importance of the decision being made 
with the data.  Thus, the model to recommend depends on the purpose of the 
research.  For this discussion, research will be divided into high stakes research 
and low stakes research.  Medical research is an example of high stakes research.  
Medical research is an area where the focus is placed on the absolute accuracy of 
the information.  Attitude measurement is important to medical research studies 
when considering the effect of certain treatments for patients.  For example, a 
patient’s attitude about their quality of life is an important aspect of the overall 
effectiveness of that specific treatment.  An example of low stakes research is 
market research, where the information is intended to allow the user to make a 
more informed decision.  In market research, the focus is often on the amount of 
information that can be obtained over the absolute accuracy of the information 
collected.   
The ARSM may be the more appropriate model when the stakes of the 
research are high because it is a better estimate of Full Scale theta.  As discussed, 
the ARSM CAT theta estimate is more highly correlated with Full Scale theta 
within each data set.  The SIM is the more appropriate model when the stakes of 
the research are low because it requires fewer items to estimate theta.  The SIM 
outperformed the ARSM in the number of items needed to provide a theta 
estimate.  As mentioned above, research is not always an endeavor in which the 
outcome is as critical as in the medical field.  The SIM may to be the better model 
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when lower stakes decisions are being made and other factors, including the time 
it takes to administer a survey, are given a larger role in the consideration of how 
to conduct the survey.   
The next step is to pilot each of these models in a real world setting.  As 
discussed, it would make most sense to pilot the ARSM in the field of medical 
research and the SIM in the field of market research.  There should be ample 
opportunities to introduce CAT measurement of attitudes in each of these fields. 
The medical field is continuing to show interest in quality of life issues associated 
with the treatment of patients.  Quality of life is a construct that lends itself to 
attitude measurement.  Similarly, market researchers are always interested in 
providing more information about the respondents that they measure.  The ability 
to measure attitudes with fewer items would allow market researchers to further 
define their respondents and possibly provide an attitudinal explanation for 
differences that exist between measured groups.  For example, a financial 
institution might be interested in differentiating the financial accounts they offer 
to a particular segment of customers based on the attitudes of these customers.  
This financial institution could administer a survey identifying the attitudes 
toward proactive communication of their customers and could offer different 
types of service to customers with positive attitudes toward proactive 
communication then they would to customers with negative attitudes toward 
proactive communication.  The service for customers with positive attitudes 
toward proactive communication could involve various methods of interacting 
with the customer to serve their account. The service for customers with negative 
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attitudes toward proactive communication could involve ensuring that these 
customers are aware of how to contact a person within the financial institution 
when needed and involve less independent reaching out to them.   
In conclusion, both the ARSM and SIM rating scale models are viable 
models to use in real world research settings.  The model to select should depend 
on the use of the results.  As a starting point, the ARSM may be the model to 
select if the goal is to obtain a CAT theta estimate that will more closely mirror 
the Full Scale theta estimate.  The SIM may be the better model to use if the goal 
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