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GAMMA-VECTORS OF EDGE SUBDIVISIONS OF THE
BOUNDARY OF THE CROSS POLYTOPE
NATALIE AISBETT
Abstract. For any flag simplicial complex Θ obtained by stellar subdividing
the boundary of the cross polytope in edges, we define a flag simplicial complex
Γ(Θ) (dependent on the sequence of subdivisions) whose f -vector is the γ-
vector of Θ. This proves that the γ-vector of any such simplicial complex
satisfies the Frankl-Fu¨redi-Kalai inequalities, partially solving a conjecture by
Nevo and Petersen [7]. We show that when Θ is the dual simplicial complex to
a nestohedron, and the sequence of subdivisions corresponds to a flag ordering
as defined in [2], that Γ(Θ) is equal to the flag simplical complex defined there.
1. Introduction
This paper relates to the theory of face enumeration of simplicial complexes. It
gives a partial solution to a conjecture by Nevo and Petersen [7] on flag homology
spheres, which are a particular class of simplicial complexes whose definition can
be found in [3]. The conjecture is proven for a sub class of flag homology spheres,
namely those that can be obtained by subdividing the boundary of the cross poly-
tope in edges.
Recall that for a (d− 1)-dimensional simplicial complex Θ, the f -polynomial is
a polynomial in Z[t] defined as follows:
f(Θ)(t) := f0 + f1t+ · · ·+ fdt
d,
where fi(Θ) is the number of (i − 1)-dimensional faces of Θ, and f0(Θ) = 1. The
h-polynomial is given by
h(Θ)(t) := (1− t)df(Θ)
(
1
1− t
)
.
When Θ is a homology sphere h(Θ) is symmetric (this is known as the Dehn-
Sommerville relations) hence it can be written
h(Θ)(t) =
⌊ d
2
⌋∑
i=0
γit
i(1 + t)d−2i,
for some γi ∈ Z. Then the γ-polynomial is given by
γ(Θ)(t) := γ0 + γ1t+ · · ·+ γ⌊ d
2
⌋t
⌊ d
2
⌋.
The vectors of coefficients of the f -polynomial, h-polynomial and γ-polynomial are
known respectively as the f -vector, h-vector and γ-vector.
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If P is a simple d-dimensional polytope then the dual simplicial complex ΘP
of P is the boundary complex (of dimension d − 1) of the polytope that is polar
dual to P . The dual simplicial complex of a d-dimensional cube is the boundary
complex of the cross polytope and is denoted Σd−1. Shaving a codimension two
face of a simple polytope is equivalent to the stellar subdivision in an edge of the
dual simplicial complex. The set of simplicial complexes that can be obtained from
Σd−1 by stellar subdivisions in edges is denoted sd(Σd−1). By Corollary 2.2 the
simplicial complexes in sd(Σd−1) are flag homology spheres.
Recall that nestohedra are a broad class of simple polytopes introduced in [9]
and [10]. Volodin [11] has shown that any d-dimensional flag nestohedron can be
obtained from shaving codimension two faces of the d-dimensional cube. Hence, the
set sd(Σd−1) includes the dual simplicial complex to d-dimenisonal flag nestohedra.
Gal conjectured
Conjecture 1.1. [6, Conjecture 2.1.7]. If Θ is a flag homology sphere then γ(Θ)
is non negative.
Gal’s conjecture was proved for all Θ in the class sd(Σd−1) by Volodin in [11,
Theorem 9]. This work was done with polytopes rather than their dual simplicial
complexes. Further progress on Gal’s conjecture was made in Athanasiadis in [3].
Note that he also studied subdivisions in Σd−1 but of a more general kind.
Nevo and Petersen conjectured the following strengthening of Gal’s conjecture:
Conjecture 1.2. [7, Problem 6.4]. If Θ is a flag homology sphere then γ(Θ) is the
f -polynomial of a flag simplicial complex.
They proved this in [7] for the following classes of flag simplicial spheres:
• Θ is a Coxeter complex,
• Θ is the simplicial complex dual to an associahedron,
• Θ is the simplicial complex dual to a cyclohedron,
• Θ has γ1(Θ) ≤ 3,
We have shown in [2] that this conjecture holds for the dual simplicial complex
of all flag nestohedera. In this paper we prove Conjecture 1.2 for all Θ ∈ sd(Σd−1):
Theorem 1.3. Suppose that Θ ∈ sd(Σd−1). Then there is a flag simplicial complex
Γ(Θ) such that f(Γ(Θ)) = γ(Θ).
The definition of Γ(Θ) given in this paper (Definition 3.4 below) is dependent
upon the sequence of subdivisions of Σd−1that produce Θ. We show that this con-
struction coincides with the simplicial complexes defined in [2] when Θ is the dual
simplicial complex of a flag nestohedron. This is not immediately obvious, since
the definition in [2] used the language of building sets.
Frohmader [5, Theorem 1.1] showed that the f -vector of any flag simplicial com-
plex satisfies the Frankl-Fu¨redi-Kalai (FFK) inequalities (see [4]). So Theorem 1.3
implies that γ(Θ) satisfies the FFK inequalities, for all Θ ∈ sd(Σd−1). In [8] Nevo
Petersen and Tenner show that the f -vector of the barycentric subdivision of a
homology sphere satisfies the FFK inequalitites.
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Here is a summary of the contents of this paper. Section 2 contains preliminary
well known definitions. Section 3 contains more specific definitions for this paper, as
well as some propositions relating to them. Section 4 contains Theorem 4.1 which
is the main result of the paper. Section 5 compares the flag simplicial complexes
defined for ΘP where P is a flag nestohedron, to those defined in [2].
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2. Definitions
A simplicial complex Θ with vertex set VΘ is a set of subsets of VΘ such that
every singleton {v} ∈ VΘ belongs to Θ, and if S ∈ Θ and I ⊆ S then I ∈ Θ.
Elements in Θ are called faces, and the dimension of a face S is equal to |S| − 1.
A simplicial complex is flag if for every set S ⊆ VΘ such that for all a, b ∈ S,
{a, b} ∈ Θ we have S ∈ Θ. A flag simplicial complex is determined by its underlying
graph, since the faces are the cliques in this graph.
The link of a face F in a simplicial complex Θ, denoted lkΘ(F ) is the following
subcomplex of Θ.
lkΘ(F ) := {G ∈ Θ | G ∪ F ∈ Θ, G ∩ F = ∅}.
If the simplicial complex is flag then the link of a face is the induced subcomplex
on the set of vertices that are adjacent to every vertex in F .
The stellar subdivision, or subdivision, of a simplicial complex Θ in the face F is
the simplicial complex Θ′ given by:
• Θ′ has vertices VΘ′ = VΘ ∪ {s} where s 6∈ VΘ,
• Θ′ contains all sets in Θ that do not include F , and does not contain any
set K ∈ Θ such that F ⊆ K,
• Θ′ contains sets τ ∪ {s} for all τ ∈ Θ such that F 6⊆ τ , and τ ∪ F ∈ Θ.
If F is simplex, we denote by F ◦ the stellar subdivision of F in the face F . If
Θ1 and Θ2 are simplicial complexes, then the join of Θ1 and Θ2, denoted Θ1 ∗Θ2
is the simplicial complex on the vertex set VΘ1 ∪ VΘ2 defined by
Θ1 ∗Θ2 := {F1 ∪ F2 | F1 ∈ Θ1, F2 ∈ Θ2}.
Simplicial complexes Θ1 and Θ2 are equivalent, denoted Θ1 ∼= Θ2 if there is an
inclusion preserving bijection between their faces.
Claim 2.1. (See [3, End of Section 2]). If Θ is a flag simplicial complex, and we
perform a stellar subdivision on an edge S of Θ to obtain the simplicial complex Θ′,
then Θ′ is a flag simplicial complex.
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Proof. Consider a set L of vertices of Θ′ such that any pair of vertices in L is in
Θ′. We will show that L ∈ Θ′.
If s 6∈ L then every two element subset of L does not include s, and so they were
all in Θ. This implies that L was in Θ and since S 6⊆ L this implies that L ∈ Θ′.
Suppose that s ∈ L. Let τ denote L/{s}. Then all two element sets in τ are all
in Θ so that τ ∈ Θ. Since {s}∪{v} ∈ Θ′ for all v ∈ τ this implies that {v}∪S ∈ Θ
for all v ∈ τ . This implies that τ ∪S ∈ Θ since Θ is flag, and hence that L ∈ Θ′. 
Corollary 2.2. The simplicial complexes in sd(Σd−1) are flag homology spheres.
Proof. The simplicial complexes in sd(Σd−1) are flag by Claim 2.1, and they are
homology spheres since stellar subdivisions do not change the topoplogy of the
simplicial complex. 
Lemma 2.3. (Compare [11, Corollary 1]). Suppose Θ′ is a flag homology sphere
obtained from a flag homology sphere Θ (of dimension d− 1) by stellar subdividing
an edge S. Then
γ(Θ′)− γ(Θ) = tγ(lkΘ(S)).
Proof. If we stellar subdivide a face F in a simplicial complex Θ to obtain Θ′, the
change in the f -vector is
f(Θ′)− f(Θ) = f(F ◦ ∗ lk(F ))− f(F ∗ lk(F )),
since the set of faces in Θ−Θ′ is F ∗lk(F ) and the set of faces in Θ′−Θ is F ◦∗lk(F ).
In general for simplicial complexes A and B we have
f(A ∗B) = f(A)f(B).
Hence
f(Θ′)− f(Θ) = f(lkΘ(S))[f(S
◦)− f(S)]
= f(lkΘ(S))[1 + 3t+ 2t
2 − (1 + 2t+ t2)] = f(lkΘ(S))[t(1 + t)].
Then
h(Θ′)− h(Θ) = (1− t)df(lkΘ(S))(
t
1 − t
)[
t
1− t
(1 +
t
1− t
)]
= (1− t)df(lkΘ(S))(
t
1 − t
)[
t
(1− t)2
]
= t(1− t)d−2f(lkΘ(S))(
t
1− t
)
= th(lkΘ(S)).
So
γ(Θ′)
(
t
(1 + t)2
)
− γ(Θ)
(
t
(1 + t)2
)
=
t
(1 + t)2
γ(lkΘ(S))
(
t
(1 + t)2
)
.
The result follows. 
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3. Subdivision sequences
For the purposes of this paper, say that a subdivision sequence is a sequence of
simplicial complexes
(Θ0,Θ1, ...,Θk)
where Θ0 is equivalent to Σd−1 for some d and each Θ
i (i = 1, ..., k) is obtained
from Θi−1 by subdividing an edge. (Not up to equivalence, but literally, so the set
of vertices of Θi consists of the set of vertices of Θi−1 together with one new vertex).
Note that the edge that gets subdivided is determined by the sequence. Call Θk
the result of the subdivision sequence. For i = 1, 2, ..., k we label the unique vertex
of Θi that is not contained in Θi−1 by wi, so that VΘk − VΘ0 = {w1, w2, ..., wk}.
Suppose that (Θ0, ...,Θk) is a subdivision sequence and that S = {sa, sb} is the
kth edge subdivided. Then the faces of Θk are in one of the following five sets:
F1 := {F ∈ Θ
k | sa or sb ∈ F, and wk 6∈ F},
F2 := {F ∈ Θ
k | sa or sb ∈ F, and wk ∈ F},
F3 := {F ∈ Θ
k | sa, sb 6∈ F, and wk ∈ F},
F4 := {F ∈ Θ
k | sa, sb, wk 6∈ F, and {wk} ∈ lkΘk(F )},
F5 := {F ∈ Θ
k | sa, sb, wk 6∈ F, and {wk} 6∈ lkΘk(F )}.
Then it is not too hard to show the following:
(1) If F ∈ F1 then
lkΘk(F ) ∼= lkΘk−1(F ).
If sa ∈ F then the vertex wk in lkΘk(F ) replaces the vertex sb in lkΘk−1(F ),
and if sb ∈ F then the vertex wk in lkΘk(F ) replaces the vertex sa in
lkΘk−1(F ). Otherwise the links are identical.
(2) If F ∈ F2, then
lkΘk(F ) = lkΘk−1(F − {wk} ∪ {sb})
if sa ∈ F or
lkΘk(F ) = lkΘk−1(F − {wk} ∪ {sa})
if sb ∈ F .
(3) If F ∈ F3 then
lkΘk(F ) = lkΘk−1(F − {wk} ∪ S) ∗ Σ0,
with sa, sb being the vertices of Σ0.
(4) If F ∈ F4 then lkΘk(F ) is the stellar subdivision of lkΘk−1(F ) in S.
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(5) If F ∈ F5 then lkΘk(F ) = lkΘk−1(F ).
Given a subdivision sequence (Θ0, ...,Θk), and a face F of Θk, there is an induced
subdivision sequence
(Φ0(F ), ...,ΦlF (F ))(Θ0,...,Θk)
where lF ≤ k that we describe next, whose result ΦlF (F ) is the simplicial complex
lkΘk(F ). If the subdivision sequence (Θ
0, ...,Θk) is clear we abbreviate this to the
notation (Φ0(F ), ...,ΦlF (F )). The fact that lkΘk(F ) is in sd(Σd−1−|F |) can be de-
duced from the definition of the induced subdivision sequence.
The definition of the induced subdivision sequence is inductive on k. If k = 0
the subdivision sequence (Θ0) consists of a single simplicial complex equivalent to
Σd−1, so that for all F ∈ Σd−1, lkΘ0(F ) is equivalent to Σd−1−|F |. Hence we define
the induced sequence to have no subdivisions and set Φ0(F ) = lkΘ0(F ).
If k ≥ 1, we assume by induction on k that there is an induced subdivision
sequence
(Φ0(F ), ...,ΦjF (F ))(Θ0,...,Θk−1)
for all faces F ∈ Θk−1 whose result is lkΘk−1(F ). Then for any face F ∈ Θ
k we
consider which of the five sets F lies in (again we suppose the last edge to be subdi-
vided is S = {sa, sb}). Then the subdivision sequence (Φ0(F ), ...,ΦlF (F ))(Θ0,...,Θk)
is defined to be:
(1) If F ∈ F1 then lF = jF and the simplicial complexes of the induced subdivi-
sion sequence (Φ0(F ), ...,ΦlF (F ))(Θ0,...,Θk) are equivalent to the simplicial
complexes of (Φ0(F ), ...,ΦjF (F ))(Θ0,...,Θk−1). The map on the vertices is
the identity, except that wk replaces sa or sb if either is contained in the
sequence. In this case, since F ∈ Θk−1, we are giving lkΘk(F ) (up to equiv-
alence) the subdivision sequence that is given for lkΘk−1(F ).
(2) If F ∈ F2 and sa ∈ F then lF = jF−{wk}∪{sb} and the subdivision sequence
(Φ0(F ), ...,ΦlF (F ))(Θ0,...,Θk)
is equal to the subdivision sequence
(Φ0(F − {wk} ∪ {sb}), ...,Φ
jF−{wk}∪{sb}(F − {wk} ∪ {sb}))(Θ0,...,Θk−1).
If sb ∈ F then the same statements hold with sa in place of sb. Recalling
that lkΘk(F ) = lkΘk−1(F − {wk} ∪ {sb}), we see that we are adopting the
subdivision sequence of lkΘk−1(F − {wk} ∪ {sb}).
(3) If F ∈ F3 then lF = jF−{wk}∪S , and (Φ
0(F ), ...,ΦlF (F ))(Θ0,...,Θk) is the sus-
pension of the subdivision sequence (Φ0(F −{wk}∪S), ...,Φ
jF−{wk}∪S (F −
{wk} ∪ S))(Θ0,...,Θk−1), meaning that Φ
i(F ) = Φi(F − {wk} ∪ S) ∗Σ0. The
vertices of Σ0 are labeled sa and sb.
(4) If F ∈ F4, then lF = jF + 1, and the first lF − 1 simplicial complexes of
(Φ0(F ), ...,Φl(F ))(Θ0,...,Θk) are equal to the simplicial complexes of the in-
duced subdivision sequence (Φ0(F ), ...,ΦjF (F ))(Θ0,...,Θk−1), and Φ
lF (F ) is
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the subdivision of ΦlF−1(F ) in the edge S. Recall that in this case lkΘk(F )
is the subdivision of lkΘk−1(F ) in the edge S.
(5) If F ∈ F5, then lF = jF and (Φ0(F ), ...,ΦlF (F ))(Θ0,..,Θk) is equal to the
subdivision sequence (Φ0(F ), ...,ΦjF (F ))(Θ0,..,Θk−1).
When F = ∅ it is obvious by induction on k that the induced subdivision se-
quence (Φ0(∅), ...,Φk(∅)) coincides with the subdivision sequence (Θ0, ...,Θk), since
∅ is a face in F4.
Given the above induced subdivision sequence (Φ0(F ), ...,ΦlF (F ))(Θ0,...,Θk) de-
fine the sets
W(Θ0,...,Θk)(F ) := VΦlF (F ) − VΦ0(F ).
When the subdivision sequence is clear from the contex we denote this set by
WΘk(F ). We label by w1,F , w2,F , ..., wlF ,F the vertices of WΘk(F ) where wi,F for
i = 1, ..., l is the unique vertex in Φi(F ) that is not contained in Φi−1(F ). With this
notation we have wj,∅ = wj for j = 1, 2, ..., k. We order the sets WΘk(F ), F ∈ Θ
k,
by stipulating that if i < j then wi,F < wj,F .
Proposition 3.1. Suppose (Θ0, ...,Θk) is a subdivision sequence. For any face
F ∈ Θk, the set WΘk(F ) satisfies one of the following relations:
(1) If F ∈ F1 and sa ∈ F then WΘk(F ) is equal to WΘk−1 (F ) except sb is
replaced by wk if sb ∈ WΘk−1(F ). The ordering of the set WΘk(F ) is the
same as the ordering of the set WΘk−1(F ) however the vertex wk takes the
position of sb if sb ∈ WΘk−1(F ). If sb ∈ F then the same statements hold
with sa in place of sb.
(2) If F ∈ F2 and F contains sa, then WΘk(F ) = WΘk−1(F − {wk} ∪ {sb}),
and the ordering of the sets coincide.
(3) If F ∈ F3 then WΘk(F ) = WΘk−1(F − {wk} ∪ S), and the ordering of the
sets coincide.
(4) If F ∈ F4 then WΘk(F ) = WΘk−1(F )∪{wk}, and the ordering of WΘk(F )−
{wk} coincides with the ordering of WΘk−1(F ), and wk is last in the order-
ing.
(5) If F ∈ F5 then WΘk(F ) = WΘk−1(F ), and the ordering of the sets coincide.
Proof. This can be proven easily by induction on k, using the definition of the
induced subdivision sequence. 
Let (Θ0, ...,Θk) be a subdivision sequence where Θ0 = Σd−1. For any face
F ∈ Θk we define a set of vertices
K(Θ0,...Θk)(F ).
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This is abbreviated to KΘk(F ) when the subdivision sequence is clear from the
context. We let
KΘk(F ) :=
⋂
v∈F
KΘk({v}),
and for any vertex v ∈ Θk we define KΘk({v}) inductively as follows:
If k = 0 so that {v} ∈ Σd−1, then KΣd−1({v}) = ∅ for all {v} ∈ Σd−1. If k ≥ 1 then
KΘk({v}) is given by:
(1) If {v} ∈ F1 (i.e. v = sa or sb) or if {v} ∈ F5 (i.e. v 6∈ {sa, sb, wk} and
{v} 6∈ lkΘk({wk})) then KΘk({v}) = KΘk−1({v}).
(2) If {v} ∈ F3 (i.e. v = wk) then KΘk({wk}) = KΘk−1({sa}) ∩KΘk−1({sb}).
(3) If {v} ∈ F4 (i.e. v 6∈ {sa, sb, wk} and {v} ∈ lkΘk({wk})) then KΘk({v}) =
KΘk−1({v}) ∪ {wk}.
We can also give an inductive definition of KΘk(F ).
Proposition 3.2. For any face F ∈ Θk we have
(1) If F ∈ F1 then KΘk(F ) = KΘk−1(F ).
(2) If F ∈ F2 and sa ∈ F then KΘk(F ) = KΘk−1(F − {wk} ∪ {sb}) (by sym-
metry the same statement hold with sa and sb swapped).
(3) If F ∈ F3 then KΘk(F ) = KΘk−1(F − {wk} ∪ S).
(4) If F ∈ F4 then KΘk(F ) = KΘk−1(F ) ∪ {wk}.
(5) If F ∈ F5 then KΘk(F ) = KΘk−1(F ).
Proof. We show that the claim holds in each of the five cases for F ∈ Θk.
(1) If F ∈ F1 and sa ∈ F then for any w ∈ F either KΘk({w}) = KΘk−1({w})
or KΘk({w}) = KΘk−1({w}) ∪ {wk}. Also, wk 6∈ KΘk({sa}). Therefore
KΘk(F ) = KΘk−1(F ). By symmetry the claim holds in this case when
sb ∈ F .
(2) If F ∈ F2 and sa ∈ F then
KΘk(F ) =

 ⋂
w∈F−{sa,wk}
KΘk({w})

 ∩KΘk({wk}) ∩KΘk({sa})
=

 ⋂
w∈F−{sa,wk}
KΘk−1({w})

 ∩KΘk−1({sa}) ∩KΘk−1({sb})
=
⋂
w∈F−{wk}∪{sb}
KΘk−1({w}).
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The second equality uses the fact that for any w ∈ F − {sa, wk} we
have KΘk({w}) = KΘk−1({w}) or KΘk({w}) = KΘk−1({w}) ∪ {wk} yet
wk 6∈ KΘk({wk}). By symmetry the claim holds when sb ∈ F .
(3) If F ∈ F3 then
KΘk(F ) =

 ⋂
w∈F−{wk}
KΘk({w})

 ∩KΘk({wk})
=

 ⋂
w∈F−{wk}
KΘk−1({w})

 ∩KΘk−1({sa}) ∩KΘk−1({sb})
=
⋂
w∈F−{wk}∪S
KΘk−1({w})
= KΘk−1(F − {wk} ∪ S).
The second equality uses the fact that for all w ∈ F − {wk} we have
KΘk({w}) = KΘk−1({w}) ∪ {wk}, and that wk 6∈ KΘk({wk}).
(4) If F ∈ F4 then every vertex w ∈ F is adjacent to wk and not equal to
sa or sb, so KΘk({w}) is the union of KΘk−1({w}) and {wk}. Taking the
intersection over all vertices w of F gives the claim immediately.
(5) If F ∈ F5 then there is some vertex w ∈ F that is not adjacent to both
sa and sb so that wk 6∈ KΘk(F ). Since for every vertex w ∈ F either
KΘk({w}) = KΘk−1({w}) or KΘk({w}) = KΘk−1({w}) ∪ {wk} the claim
clearly holds in this case.

Claim 3.3. Given a subdivision sequence (Θ0, ...,Θk), for any face F ∈ Θk we
have
|KΘk(F )| = |WΘk(F )|.
Proof. This is clear by induction noting that in the recursive rules of Propositions
3.1 and 3.2 this property is maintained.

Given a subdivision sequence (Θ0, ...,Θk), for any F ∈ Θk, the set KΘk(F ) is
a subset of WΘk(∅) = VΘk − VΘ0 = {w1, ..., wk}. We define an ordering on the set
KΘk(F ) where for any wi, wj ∈ KΘk(F ) we stipulate that if i < j then wi < wj .
Since Claim 3.3 holds, for any face F ∈ Θk we define the following order preserving
bijection
φΘk,F : KΘk(F )→ WΘk(F ).
In the case where F = ∅ this is the identity map wi 7→ wi,∅.
the same as the choice in lk∆(F )−{s})∪{v2} (respectivley lk∆(F )−{s})∪{v1})
to obtain W∆(F ).
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Definition 3.4. Given a subdivision sequence (Θ0, ...,Θk) define a flag simplicial
complex
Γ(Θ0, ...,Θk)
on the vertex set {w1, ..., wk}, where the condition for wa to be adjacent to wb (for
a < b) is that wa belongs to K(Θ0,...,Θb)({wb}). (When the subdivision sequence is
clear we abbreviate this to Γ(Θk)).
Example 3.5. Take Σ3, and label the vertices by {±ǫ1,±ǫ2,±ǫ3,±ǫ4}, where ±ǫi
for i = 1, 2, 3, 4 are a pair of non adjacent vertices. Let the subdivision sequence
(Σ3,Θ
1,Θ2,Θ3) be obtained by:
Step 1: subdivide the edge {ǫ1, ǫ2}, to obtain the new vertex w1.
Step 2: subdivide the edge {ǫ3, ǫ4}, to obtain the new vertex w2.
Step 3: subdivide the edge {ǫ1, w2} to obtain the new vertex w3.
Then KΘ1({±ǫ3}) = KΘ1({±ǫ4}) = {w1}, and in the other cases KΘ1({v}) = ∅.
KΘ2({±ǫ1}) = KΘ2({±ǫ2}) = KΘ2({w1}) = {w2}, and KΘ2({±ǫ3}) = KΘ2({±ǫ4}) =
KΘ2(w2) = {w1}.
Finally, KΘ3({−ǫ3}) = KΘ3({−ǫ4}) = KΘ3({w2}) = {w1}, KΘ3({±ǫ1}) = {w2},
KΘ3({ǫ3}) = KΘ3({ǫ4}) = {w1, w3}, KΘ3({±ǫ2}) = KΘ3({w1}) = {w2, w3}, and
KΘ3({w3}) = ∅.
Hence Γ(Σ3,Θ
1,Θ2,Θ3) is the simplicial complex illustrated in Figure 1.
Figure 1. The simplicial complex Γ(Σ3,Θ
1,Θ2,Θ3).
w1 w2 w3
Note that in this example KΘ3({ǫ1}) = {w2}, whereas WΘ3({ǫ1}) = {w3}.
4. The main theorem
The goal of this section is to prove:
Theorem 4.1. For any subdivision sequence (Θ0, ...,Θk),
f(Γ(Θ0, ...,Θk)) = γ(Θk).
In order to prove this theorem we first need to prove Propositions 4.2 and 4.3.
Proposition 4.2. Given a subdivision sequence (Θ0, ...,Θk) and faces F, G ∈ Θk
such that G ∈ lkΘk(F ), we have that KΘk(F ∪ G) = KΘk(F ) ∩ KΘk(G) maps
to Klk
Θk
(F )(G) under φΘk,F (Klk
Θk
(F )(G) is defined using the induced subdivision
sequence with result lkΘk(F )).
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Proof. This is a proof by induction on k. If k = 0 then for any face F ∈ Θ0 = Σd−1
we have WΣd−1(F ) = ∅ and KΣd−1(F ) = ∅ so that the proposition holds. If
k ≥ 1 then will consider all five cases for faces in Θk and show that the prop-
sition holds in each case. For each case, it is sufficient to assume that G is a
vertex {g}. This is sufficient since if this holds then φΘk,F being a bijection im-
plies that the image of KΘk(F )∩KΘk(G) =
⋂
w∈GKΘk({w})∩KΘk(F ) is equal to⋂
w∈GKlkΘk (F )(w) = KlkΘk (F )(G).
(1) Suppose that F ∈ F1, and we may suppose that sa ∈ F . Recall that
KΘk(F ) = KΘk−1(F ), and that either WΘk(F ) = WΘk−1(F ) or WΘk(F ) =
(WΘk−1 (F )− {sb}) ∪ {wk} where wk takes the position of sb in the order.
Then φΘk,F is the same as φΘk−1,F except for the possible replacement of
sb by wk in the codomain.
Figure 2. The sets described in the case that g 6= wk. Note that
wk and sb might not be contained in the sets, and they may be
contained in Klk
Θk
(F )({g}) and Klk
Θk−1
(F )({g})
WΘk(F )
wk
WΘk−1(F )
sb
KΘk(F ) KΘk−1(F )
φΘk,F φΘk−1,F
KΘk(F ∪ {g}) KΘk−1(F ∪ {g})
Klk
Θk−1
(F )({g})Klk
Θk
(F )({g})
Assume that g 6= wk. Then KΘk(F ∪ {g}) = KΘk−1(F ∪ {g}) (since
F ∪ {g} ∈ F1). By the inductive hypothesis φΘk−1,F (KΘk−1(F ∪ {g})) =
Klk
Θk−1
(F )({g}). By the definition of the induced subdivision sequence we
have that Klk
Θk
(F )({g}) is equal to Klk
Θk−1
(F )({g}) except for the possible
replacement of sb by wk. Hence the proposition holds in this case (see figure
2).
Assume that g = wk. Then KΘk(F ∪ {g}) = KΘk−1(F ∪ {sb}). By the
inductive hypothesis φΘk−1,F (KΘk−1(F ∪ {sb})) = Klk
Θk−1
(F )({sb}). So
12 NATALIE AISBETT
φΘk,F (KΘk(F ∪ {g})) = Klk
Θk
(F )({wk}).
(2) Assume that F ∈ F2, and we may assume that sa ∈ F . In this case lkΘk(F )
does not contain any of sa, sb or wk so that g is not equal to any of these ver-
tices. Here KΘk(F ) = KΘk−1(F −{wk}∪{sb}) and WΘk(F ) = WΘk−1(F −
{wk} ∪ {sb}), and φΘk,F is the same as φΘk−1,F−{wk}∪{sb}. Now KΘk(F ∪
{g}) = KΘk−1(F − {wk} ∪ {sb} ∪ {g}) maps under φΘk−1,F−{wk}∪{sb} to
Klk
Θk−1
(F−{wk}∪{sb})({g}) which equals KlkΘk (F )({g}) by the definition of
the induced subdivision sequence.
(3) Assume that F ∈ F3. In this case both sa and sb are in lkΘk(F ), KΘk(F ) =
KΘk−1(F − {wk} ∪ S), WΘk(F ) = WΘk−1(F − {wk} ∪ S), and φΘk,F is the
same as φΘk−1,F−{wk}∪S .
If g is not equal to either sa or sb thenKΘk(F ∪{g}) = KΘk−1(F−{wk}∪
S ∪ {g}), which maps under φΘk−1,F−{wk}∪S to KlkΘk−1(F−{wk}∪S)({g}),
and this is equal to Klk
Θk
(F )({g}) by the definition of the induced subdivi-
sion sequence.
If g = sa then KΘk(F ∪{sa}) = KΘk−1(F −{wk}∪S), and this maps un-
der φΘk−1,F−{wk}∪S to the set KlkΘk−1 (F−{wk}∪S)(∅) =WΘk−1(F −{wk}∪
S) which is the set Klk
Θk
(F )(∅) = WΘk(F ). This is the same set as
Klk
Θk
(F )({sa}) since lkΘk(F ) is the suspension of lkΘk−1(F −{wk} ∪ S) in
the two additional vertices sa and sb, which are in Σd−1−|F | in the induced
subdivision sequence. By symmetry the result also holds when g = sb.
(4) Suppose that F ∈ F4. Then lkΘk(F ) is the stellar subdivision of lkΘk−1(F )
in S and WΘk(F ) = WΘk−1(F ) ∪ {wk}. We have KΘk(F ) = KΘk−1(F ) ∪
{wk} and φΘk,F restricts to φΘk−1,F on KΘk−1(F ) and maps wk to wk. We
now have to consider the different possibilities for g.
Suppose that {g} ∈ F1. We may suppose that g = sa. Then KΘk(F ∪
{g}) = KΘk−1(F ∪ {g}). Under φΘk−1,F , KΘk−1(F ∪ {g}) maps to the
set Klk
Θk−1
(F )({g}), and this is equal to Klk
Θk
(F )({g}) since {g} ∈ F1 in
lkΘk(F ).
We cannot have {g} in F2 since this implies that |{g}| ≥ 2.
Suppose that {g} ∈ F3, i.e. that g = wk. In this case KΘk(F ∪ {wk}) =
KΘk−1(F ∪S). Under φΘk−1,F this maps to Klk
Θk−1
(F )(S), and this is equal
to Klk
Θk
(F )({wk}) since {wk} ∈ F3 in lkΘk(F ).
Suppose that {g} ∈ F4. Then KΘk(F ∪ {g}) = KΘk−1(F ∪ {g}) ∪
{wk}. Now φΘk−1F (KΘk−1(F∪{g})) = Klk
Θk−1
(F )({g}), so φΘk,F (KΘk(F∪
{g})) = Klk
Θk−1
(F )({g}) ∪ {wk} = Klk
Θk
(F )({g}), since {g} is in F4 in
lkΘk(F ).
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Suppose that {g} ∈ F5. Then KΘk(F ∪{g}) = KΘk−1(F ∪{g}) and this
maps under φΘk−1,F to Klk
Θk−1
(F )({g}) which is equal to Klk
Θk
(F )({g}).
(5) Suppose that F ∈ F5. Then KΘk(F ) = KΘk−1(F ), WΘk(F ) = WΘk−1(F ),
KΘk(F ∪ {g}) = KΘk−1(F ∪ {g}), φΘk,F = φΘk−1,F and Klk
Θk
(F )({g}) =
Klk
Θk−1
(F )({g}) so that the proposition clearly holds in this case.

Proposition 4.3. Suppose (Θ0, ...,Θk) is a subdivision sequence. Then for any
face F ∈ Θk the restriction of Γ(Θ0, ...,Θk) to the vertices in KΘk(F ) is equivalent
to Γ((Φ0(F ), ...,ΦlF (F ))(Θ0,...,Θk)). The map on the vertices is φΘk,F .
Proof. We show that the proposition holds by induction on the number of subdivi-
sions. The proposition is clearly true when no subdivisions have been performed.
We suppose that the proposition holds for any Θ ∈ sd(Σd−1) obtained by k − 1
subdivisions. We let Θk ∈ sd(Σd−1) be obtained by subdividing Θ
k−1 in the edge
S = {sa, sb} to give the new vertex wk, and show that the proposition holds for
Θk. We consider all five cases for a face F ∈ Θk.
(1) Suppose that F ∈ F1, and we may suppose that sa ∈ F . Then KΘk(F ) =
KΘk−1(F ), and by the definition of the induced subdivision sequence
(Φ0(F ), ...,ΦlF (F ))(Θ0,...,Θk)
we have that
Γ((Φ0(F ), ...,ΦlF (F ))(Θ0,...,Θk)) ∼= Γ((Φ
0(F ), ...,ΦlF (F ))(Θ0,...,Θk−1)),
where the map on all vertices is the identity except that sb 7→ wk if
sb ∈ WΘk−1(F ). By induction the restriction of Γ(Θ
k−1) to KΘk−1 is iso-
morphic to Γ((Φ0(F ), ...,ΦlF (F ))(Θ0,...,Θk−1)). Hence the proposition holds
in this case since φΘk,F is the same as φΘk−1,F except for the possible re-
placement of sb by wk in the codomain.
(2) Suppose that F ∈ F2. Then KΘk(F ) = KΘk−1(F − {wk} ∪ {sb}) and by
induction the restriction of Γ(Θk) to KΘk−1(F −{wk} ∪ {sb}) is equivalent
to
Γ((Φ0(F − {wk} ∪ {wb}), ...,Φ
lF−{wk}∪{sb}(F − {wk} ∪ {sb}))(Θ0,...,Θk−1)).
By the definition of the induced subdivision sequences we have that
Γ((Φ0(F ), ...,ΦlF (F ))(Θ0,...,Θk))
is equal to
Γ((Φ0(F − {wk} ∪ {sb}), ...,Φ
lF−{wk}∪{sb}(F − {wk} ∪ {sb}))(Θ0,...,Θk−1)).
Hence the proposition holds in this case.
(3) Suppose that F ∈ F3. Then KΘk(F ) = KΘk−1(F − {wk} ∪ S) and by the
definition of the induced subdivision sequences we have that
Γ((Φ0(F − {wk} ∪ S), ...,Φ
lF−{wk}∪S (F − {wk} ∪ S))(Θ0,...,Θk−1))
is equal to
Γ((Φ0(F ), ...,ΦlF (F ))(Θ0,...,Θk)).
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Hence the desired condition holds in this case.
(4) Suppose that F ∈ F4. Then KΘk(F ) = KΘk−1(F ) ∪ {wk}, and by the
inductive hypothesis the restriction of Γ(Θ0, ...,Θk) to KΘk−1(F ) is equiva-
lent to Γ(Φ0(F ), ...,ΦlF−1(F ))(Θ0,...,Θk−1). By the definition of the induced
subdivision sequence (Φ0(F ), ...,ΦlF (F ))(Θ0,...,Θk), Φ
lF (F ) is the subdivi-
sion of ΦlF−1(F ) in the edge S. Hence Γ((Φ0(F ), ...,ΦlF (F ))(Θ0,...,Θk)) is
obtained from Γ((Φ0(F ), ...,ΦlF−1(F ))(Θ0,...,Θk−1)) by attaching the vertex
wk to the vertices in K(Φ0(F ),...,ΦlF (F ))({wk}) = K(Φ0(F ),...,ΦlF−1(F ))(S).
The vertex wk attaches to KΘk−1(S) in Γ(Θ
k), and so attaches to the
vertices KΘk−1(F ) ∩KΘk−1(S) in Γ((Φ
0(F ), ...,ΦlF−1(F ))(Θ0,...,Θk−1)). By
Proposition 4.2, φΘk−1,F maps KΘk−1(F ) ∩KΘk−1(S) to Klk
Θk−1
(F )(S) in
WΘk−1(F ), so that the proposition holds in this case.
(5) Suppose that F ∈ F5. Then KΘk(F ) = KΘk−1(F ), hence it is clear by the
definition of the induced subdivision sequences and the relevant sets that
the proposition holds in this case.

Proof of Theorem 4.1. We assume by induction that the theorem holds for any
simplicial complex in sd(Σi) where i < d − 1. If a subdivision is made on Θ ∈
sd(Σd−1) in an edge S to obtain Θ
′ then by the construction of Γ(Θ′), and by
Proposition 4.3 we have
f(Γ(Θ′))− f(Γ(Θ)) = tf(Γ(lkΘ(S))),
and by the inductive hypothesis we have
f(Γ(lkΘ(S))) = γ(lkΘ(S)).
Also, by Proposition 2.3
γ(Θ′)− γ(Θ) = tγ(lkΘ(S)),
so that
f(Γ(Θ′))− f(Γ(Θ)) = γ(Θ′)− γ(Θ).
Since f(Γ(Σd−1)) = 1 and γ(Σd−1) = 1, by induction on the number of subdiv-
ions performed the theorem holds.

5. The dual simplicial complex of nestohedra
In the paper [2] for any flag building set B with respect to a given flag ordering
O = (D, I1, ...., Ik) the author defines a flag simplicial complex Γ(O), whose face
vector is the γ-vector of the flag nestohedron PB. Adding building set elements in
a flag ordering is equivalent to performing edge subdivisions on the dual simplicial
complex (see [2]). In this section we show that Γ(O) is equivalent to the flag sim-
plicial complex we define here with respect to that subdivision sequence. First we
recall some of the the relevant definitions in [2].
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A building set B on a finite set S is a set of non empty subsets of S such that
• For any I, J ∈ B such that I ∩ J 6= ∅, I ∪ J ∈ B.
• B contains the singletons {i}, for all i ∈ S.
B is connected if it contains S. A building set B is flag if for every non single-
ton I ∈ B there exists I1, I2 ∈ B such that I1 ∩ I2 = ∅ and I1 ∪ I2 = I. Let
B be a building set. A binary decomposition or decomposition of a non singleton
element I ∈ B is a set D ⊆ B that forms a minimal connected flag building set on I.
Recall (see [9] and [10]) the definition of the nestohedron PB defined for any
building set B . According to [10] and [1] the nestohedron PB is flag exaclty when
B is a flag building set.
Suppose that B is a connected flag building set on [n], D is a decomposition of
[n] in B, and I1, I2, ..., Ikis an ordering of B−D, such that Bj := D∪ {I1, I2, ..., Ij}
is a flag building set for all j. (Such an ordering exists by Lemma 6 in [11]). We
call the pair consisting of such a decomposition D and the ordering on B−D a flag
ordering of B, denoted O, or (D, I1, ..., Ik). For any Ij ∈ B −D, we say an element
in Bj−1 is earlier in the flag ordering than Ij , and an element in B − Bj is later in
the flag ordering than Ij .
For any j ∈ [k] define
Uj := {i | i < j, Ii 6⊆ Ij , there is no I ∈ Bi−1 such that I\Ij = Ii\Ij},
and
Vj := {i | i < j, Ii ⊆ Ij , ∃ I ∈ Bi−1 such that Ii ( I ( Ij}.
Given a flag building set B with flag ordering O = (D, I1, ..., Ik) define a graph
on the vertex set
VO = {v(I1), ..., v(Ik)},
where for any i < j, v(Ii) is adjacent to v(Ij) if and only if i ∈ Uj ∪Vj . Then define
a flag simplicial complex Γ(O) whose faces are the cliques in this graph.
Suppose that ΘPB ∈ sd(Σd−1) is the dual simplical complex to a (flag) nestohe-
dron PB. Suppose also that ΘPB has a subdivision sequence (Θ
0, ...,Θk), Θk = ΘPB ,
that corresponds to a flag ordering O = (D, I1, ..., Ik) of B. This implies that the
vertex wi ∈ Θk corresponds to the building set element Ii (this is also the label of
the corresponding face of PB). Again we assume that the last edge to be subdivided
is S = {sa, sb}. Thus, if Ja is the building set element corresponding to sa and Jb
corresponds to sb then Ja ∩ Jb = ∅ and Ja ∪ Jb = Ik.
Proposition 5.1. Let Θ be given as above. Then h ∈ Uk ∪ Vk if and only if
wh ∈ KΘk({wk}).
Proof. Let {Jm1 , ..., Jmn} be the maximal components of the restriction to Ik
in Bh, and let Jh1, Jh2 denote the (unique) two elements in Bh−1 such that
Jh1∩Jh2 = ∅ and Jh1∪Jh2 = Ih. First we note that wh ∈ KΘk({wk}) is equivalent
to wh ∈ KΘh({wml}) for 1 ≤ l ≤ n. This is true since wh ∈ KΘh({wml}) for
1 ≤ l ≤ n implies that for all of the elements Iβ ∈ Bk, β > h that are subsets of Ik,
16 NATALIE AISBETT
and such that Iβ is a maximal subset of Ik in Bβ , we also have wh ∈ KΘβ ({wβ}).
Conversely, wh 6∈ KΘh({wml}) for some l ∈ {1, ..., n} implies that wh 6∈ KΘβ (wβ)
for all β > h such that Iml ⊆ Iβ ⊆ Ik and Iβ is a maximal subset of Ik in Bβ.
• First we suppose that Ih ⊆ Ik. We show that h ∈ Vk if and only if
wh ∈ KΘk({wk}).
Suppose that h ∈ Vk, i.e. Ih ⊆ Ik and there exists a building set element
Jml that is earlier than Ih in the flag ordering such that Ih ( Jml ( Ik (note
that it is possible that Jml = Ja or Jb). Then each of the vertices in the
set {wm1 , ..., wmn} are adjacent to both of the vertices wh1 and wh2, since
any pair are a nested set. Thus we have wh ∈ KΘk({wml}) for 1 ≤ l ≤ n,
so that wh ∈ KΘk({wk}).
To show that wh ∈ KΘk({wk}) implies h ∈ Vk, we show the contra-
positive, that h 6∈ Vk implies that wh 6∈ KΘk({wk}). h 6∈ Vk implies that
Ih = Jml for some 1 ≤ l ≤ n, so that wh = wml 6∈ KΘh({wml}) and (by
the reasoning given above) this implies that wh 6∈ KΘk({wk}).
• Now suppose that Ih 6⊆ Ik. We show that h ∈ Uk if and only if wh ∈
KΘk({wk}).
Suppose that h ∈ Uk. Then Ih ∩ Ik is a union of maximal components
in the set Jm1 , .., Jmn . Also, each of the maximal components Jm1 , ..., Jmn
can intersect at most one of Ih1 or Ih2, and cannot be equal to one of Ih1
or Ih2 since this implies that h 6∈ Uk. We therefore have that every Jml ,
1 ≤ l ≤ n is a nested set with either of Ih1 and Ih2 since they are a subset
of it, or if not a subset of it and their union was in Bh−1 then we would
not have h ∈ Uk. Hence wh1 and wh2 are adjacent to all of the vertices
wm1 , ..., wmn in Θ
h−1, and therefore wh ∈ KΘk({wk}).
Suppose that wh ∈ KΘk({wk}). Then this implies wh ∈ KΘh({wml})
for all 1 ≤ l ≤ n, i.e. that wh1 and wh2 are adjacent to each of wml in
Θh. This implies that neither Ih1 or Ih2 are in {Jm1 , ..., Jmn} and neither
Ih1 or Ih2 can be a union of elements in {Jm1 , ..., Jmn} (since these are the
maximal components). Since each of Ih, Ih1, Ih2 are a nested set with
each of Jm1 , ..., Jml we have that each of Ih ∩ Ik, Ih1 ∩ Ik and Ih2 ∩ Ik is a
union of elements of Jm1 , ..., Jml . This implies that neither Ih1 nor Ih2 is
contained in Ik. Suppose for a contradiction that h 6∈ Uk, so that there is
an element Iα that is earlier than Ih in the flag ordering that has the same
image in the contraction by Ik as Ih. We suppose that Iα is maximal with
respect to this property and will consider the following three cases for Iα.
– Suppose that neither Iα ⊆ Ih nor Ih ⊆ Iα. Then (using the building
set axioms) this implies the contradiction that Iα is not maximal with
this property.
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– If Iα ⊆ Ih then we have the contradiction that there is an element that
is a subset of Ih earlier in the flag ordering that intersects both Ih1
and Ih2.
– If Ih ⊆ Iα then consider a decomposition of Iα in Bα. Note that since
Iα is maximal with this property that Iα is the disjoint union of three
sections: Ih1, Ih2 and G := Iα − (Ih1 ∪ Ih2), where G =
⋃s
j=1 Jij is a
union of elements in Jm1 , ..., Jmn . Fix a decompositon D˜ of Iα in Bα.
There must be an element J ∈ D˜ that intersects exactly two elements
of the set Ih1, Ih2, Ji1, ..., Jis. To find such an element take the set of
all elements that intersect more than one of these sets, and from this
set choose an element of minimal cardinality. J cannot intersect a pair
from Ji1, ..., Jis since Jm1 , ..., Jmn are maximal subsets of Ik in Bh. J
cannot intersect Ih1 and Ih2 since this implies that Ih ∈ Bh−1. We
cannot have J intersect one of Ji1, ..., Jis and one of Ih1 and Ih2 since
this contradicts the nested set property. Hence we have a contradic-
tion in this case too.

Corollary 5.2. Suppose ΘPB is the dual simplicial complex to a flag nestohedron
PB, and that the subdivision sequence (Θ
0, ...,ΘPB) is equivalent to a flag ordering
O of the nestohedron. Then
Γ(Θ0, ...,ΘPB)
∼= Γ(O),
where wj 7→ v(Ij).
Proof. Since Proposition 5.1 holds for all k, we have, for any i, j ∈ 1, ..., k such that
i < j that wi is adjacent to wj in Γ(ΘPB) if and only if v(Ii) is adjacent to v(Ij) in
Γ(O). 
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