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Abstract 
Quantum Chromodynamics (QCD) is the present theory of the strong interactions 
between quarks and gluons. To simulate QCD on a computer we need to discretise 
the field theory onto a space-time lattice. After outlining the standard Wilson 
action for lattice QCD, we describe the improved Clover fermion action with 
reduced discretisation errors. This thesis describes various techniques required to 
simulate lattice QCD and their implementation on the UKQCD Grand Challenge 
supercomputer, Maxwell, which is a parallel computer consisting of 64 nodes. The 
ideas behind Monte Carlo (MC) simulation are introduced through their use to 
study spin systems in statistical physics. Various MC algorithms are outlined 
with particular emphasis on Stochastic Cluster MC and attempts to apply this to 
lattice gauge simulations. 
One of the basic quantities to calculate in lattice QCD is the quark propagator. 
This requires the inversion of very large fermion matrices and takes an enormous 
amount of supercomputer time. We investigate a simple Red-Black precondi-
tioning of the matrix and compare the performance of an Over-relaxed Minimal 
Residual inversion algorithm with various Conjugate Gradient algorithms. The 
quark propagators are calculated using Maxwell and we give details of our imple-
mentation of the inversion routines and the performance obtained. 
We present preliminary results from an investigation into the hadron mass spec-
trum. These are based on a sample of 9 gauge configurations on a 24 x 48 lattice 
at /3 = 6.2. There are descriptions of how lattice masses are calculated and of 
Wuppertal smearing, which is a technique that may be used to improve the sig-
nal. We conclude with a comparison of the spectrum of masses obtained from the 
Wilson fermion action and the Clover action. 
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Monte Carlo Simulations of 
Lattice QCD 
The first part of this chapter will give a short introduction to Monte Carlo (MC) 
simulations in statistical physics followed by an outline of the standard algorithms 
and their problems. § (1.3) describes various algorithms, called Stochastic Cluster 
MC methods, which are more efficient in the physically interesting region. There 
is a review of attempts to generalise these to gauge theories. 
The rest of this chapter is about the lattice formulation of Quantum Chromody-
namics, which describes how quarks and gluons interact. This will outline the 
discretisation of the gauge fields on the lattice and the MO algorithms which are 
used to simulate them. We will describe the Wilson action for lattice fermions 
as well as improved actions with smaller discretisation errors, such as the Clover 
action. 
1 
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1.1 Introduction to MC Simulations 
In statistical physics, we want to calculate the expectation value of the various 
physical observables of interest. The expectation value of an observable, A, is 
defined as 
(A) = - J  VS A(S)e" 5 , 	 ( 11) 
where the Hamiltonian, fl, is the total energy of the system. The integral is 
over the set of all possible configurations of the microscopic variables, {S}, which 
define the state of the statistical system. The partition function, Z, is defined as 
Z = J vs e' 5 	 (1.2) 
by the requirement that (1) = 1. 
Thus a major problem in statistical physics boils down to the evaluation of large 
(potentially infinite) dimensional integrals. These cannot be performed except for 
a few trivial cases and so we need an alternative approach, e.g., simulating the 
system on a computer. Since computers have only a finite amount of memory, 
we can only simulate systems whose state can be described by a finite number 
of microscopic variables. One such class of systems is the set of lattice systems 
where the elements exist at discrete points. Many physical systems have an ob-
vious lattice description, e.g., the ionic lattice of magnetic metals, while others 
require a suitable lattice discretisation. In particular, § (1.4) will describe how we 
discretise a continuum field theory onto a space-time lattice. For lattice systems, 
the Hamiltonian is generally a sum of local energy terms, i.e., 
EEt 	 (1.3) 
where the sum is over all the local interactions, 1. Simple models of magnetic 
materials consider the interaction between spins situated on neighbouring lattice 
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K] 
sites. A generic partition function is 
Z=f[lldcT$] exp (,3 	crj . aj 
	
(1.4) 
where (i, i) refers to pairs of nearest neighbour sites. If the spin variables, o,, 
can only have the values ±1, then this is called the Ising spin model, whereas, if 
they are unit vectors in n-dimensional space, this is the partition function for the 
0(n) model. For gauge theories the local interactions will be products of group 
elements around an elementary plaquette of the lattice. 
The expectation value of a lattice observable is 
(A) = - 	 A(S)e" 5 . 
all configurations {S} 
Like the integral in Eq. (1.1), this sum cannot usually be explicitly evaluated as 
the number of terms in the sum increases exponentially with the size of the lattice. 
As we are unable to evaluate all the terms in the sum, we are forced to estimate 
the sum over all terms by using a sample of them. The naive approach is simply 
to generate a random configuration on the lattice and then to weight this with 





The main problem with this method is that if we simply choose configurations of 
the microscopic lattice variables randomly, most of the configurations make only 
a small contribution to the total sum we are interested in. 
What we really need is some method in which configurations are generated with a 
probability distribution oc exp(-37-1(S)). This is known as importance sampling. 
If we are able to do this, the expectation value for any observable can simply be 
found by averaging over the generated configurations. 
(A)=>A(S) 	 (1.7) 
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How, though, are we to do this? Rather than generate the required configurations 
independently, [Metropolis 53] was the first to suggest using a Marlcov process to 
generate a sequence of configurations whose probability distribution tends to that 
required. It can be shown that this occurs if the Markov process satisfies detailed 
balance (see below) and is ergodic, i.e., there is a non-zero probability in going 
from configuration S to configuration S' in a finite number of steps. 
1.1.1 Detailed Balance 
Consider some stochastic process which transforms a configuration S into a new 
configuration S' which may differ by one or more terms in the Hamiltonian. This 
process is said to satisfy detailed balance if the following condition holds. 
P(S -+ S')e" = P(S' -+ S)e 51) 
	
(1.8) 
where P(S - S') is the transition probability between states S and S'. Any 
ergodic process which satisfies this condition will generate a sequence of configu-
rations S1 such that, for i large, any particular configuration will have probability 
of appearing in the sequence proportional to its Boltzmann weight, exp(—/37i(S)). 
1.1.2 Metropolis Algorithm 
Probably the simplest algorithm which satisfies the above conditions is known as 
the Metropolis algorithm from [Metropolis 53]. A random update is proposed in 
the configuration and the energy change Sfl is evaluated. The update is then 
accepted with probability 
1 	 ifSfl ~ O 
P(S . S') 
= 	
(1.9) I exp(— 6'H) if Sfl> 0 
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or rejected. It is easy to see that this algorithm trivially satisfies detailed balance, 
and is ergodic providing the changes are chosen in a sufficiently random manner. 
For lattice spin systems, the obvious update involves proposing a change to one 
of the spins and evaluating the change in energy for the links to its nearest neigh-
bours. We can then either sweep through the lattice in some given order proposing 
changes to each spin successively or propose the updates to randomly chosen spins. 
To ensure that the algorithm satisfies detailed balance, the choice of the new spin, 
o, only has to be reversible in the sense that 
P(oJo) = P(crIo). 
We can choose the new spin independently of the old value and thus satisfy this 
condition trivially. However, this may produce a low acceptance rate and so we 
often propose a new spin from some symmetric interval around the old spin. If this 
region is too small, the system moves very slowly in configuration space, whereas, 
if the region is too large, the acceptance rate is again small. The width of the 
region is usually chosen so that the acceptance rate is near 50% 
It is important to bear in mind that the Metropolis algorithm is equally applicable 
to any scheme to propose new configurations. For example, we could make the 
accept/reject step after a number of spins had been changed. Unless the updates 
had been chosen in a sufficiently intelligent manner, the acceptance rate would be 
vanishingly small. The stochastic cluster methods formulated by [Swendsen 87] 
and [Wolff 89a] overcome this difficulty by attempting to update physical clusters. 
Further details of these methods can be found in § (1.3). The Hybrid Monte 
Carlo algorithm from [Duane 87] uses an artificial, energy conserving, dynamics 
to update all the lattice variables simultaneously. The integration of the equations 
of motion produces a finite step-size error in the energy which can be corrected 
for using a Metropolis accept/reject step. 
Though there are variant methods with similar properties, e.g., Glauber dynamics 
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for spin systems, Metropolis is regarded as the canonical local updating procedure. 
It is usually relatively straightforward to apply and implement for a large range 
of different problems. However, the most important criterion by which to judge 
any MC simulation method is how much computer time is required to generate 
an independent configuration. Since we can sample only a. finite number of con-
figurations, this determines how unbiased a sample of states we can obtain in a 
given amount of time. It is obvious that successive configurations produced by 
the Metropolis procedure will be highly correlated. Even after each sweep of the 
lattice, there will still be large correlations. To quantify this we need to consider 
the autocorrelations of the sequence of configurations. 
1.1.3 Auto correlations 
We define the autocorrelation of an observable, A, at separation t, by the nor-
malised correlation function 
(A(S1)A(S+)) - (A(S))' 
CA (t) 
= 	(A 2 (S)) - (A(S))2 	
(1.10) 
The average is taken over the N configurations {S,. . . , S + ,} where the first 
n configuration are discarded for thermalisation. From C4(t), we can define the 
autocorrelation time in a number of ways. The exponential autocorrelation time, 
can be estimated from the fall-off of CA(t),  though the cleanest measurement 




In practice we have to sum over an appropriate window in t, which should be self-
consistently chosen to be a few T. Further details can be found in the appendix 
of [Madras 881. 
Since the uncertainty in A, 
AA oc (TA 
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1 A determines how much computer time is necessary to reduce the statistical errors 
in an observable to an acceptable size. The autocorrelation time of a particular 
algorithm is 
T = sup Tt. 	 (1.11) 
A 
This is the quantity which determines how long it takes to produce independent 
configurations. 
Critical Slowing Down 
For nearly all MC algorithms, the autocorrelation time becomes much longer 
when the correlation length, , becomes large. In the Metropolis algorithm, all 
the updates are local and the information essentially performs a random walk 
across the lattice. Therefore, T grows like 2,  i.e., the dynamical critical exponent 
for Metropolis is z 2. 
For spin systems, is large near phase transitions which are usually the most 
interesting regions to study. At a second order phase transition, - oo and this 
problem is known as critical slowing down (CSD). In lattice gauge theory, we want 
to keep the physical correlation length fixed while reducing the effect of the grid 
by allowing the lattice spacing to tend to zero. Again, this is the region where 
the correlation length in lattice units is large and we have the problem of CSD. 
This is thus one of the major problems facing computer simulations of systems on 
large lattices. The following section will outline various MC algorithms which are 
more efficient than Metropolis in the region where is large. 
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1.2 MC Algorithms 
Due to problems such as CSD, much effort has been put into developing more 
sophisticated algorithms both for spin systems and gauge theories. The following 
sections will describe some of these approaches which have met with a degree of 
success. 
1.2.1 Heatbath 
If the computational cost of proposing and deciding on an update to a variable, 
o, is much less than the cost of calculating the required local potential, V, it may 
make sense to propose a number of updates to each variable before proceeding 
to the next. If n updates are proposed, this method is called n-Metropolis. As 
n becomes large, this algorithm effectively equilibrates the local variable with 
respect to its neighbours. A further improvement on this method is possible 
for some Hamiltonians. If we can choose a new value of oi with probability 
distribution exp(—V(o)), this is equivalent to co-Metropolis. This method is 
called the Heatbath algorithm since the oj has been locally equilibrated as if it 
had been brought into contact with a heatbath. 
For a particular example, consider the XY-model in 2 dimensions, where the unit 
spins can be defined by their angle with some arbitrary direction. We write the 
Hamiltonian as 
= 
The local potential for spin i can be written in the form 
V(a1 ) = — R cos(8 - Os ), 	 (1.12) 
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where the sum of the neighbouring spins is written using polar coordinates, 
2 
	
>I(°+ + o_M ). 	 (1.13) 
Therefore, for a heatbath update we need to select random numbers from the 
distribution 
p(9) oc exp(acos(9)). 
This can be achieved using standard techniques for non-uniform random deviates 
(see e.g., Chapter 7 in [Press 88]). 
For other systems, the required probability distribution may be much more com-
plicated which makes this algorithm prohibitively expensive. However, for systems 
where the local potential is simple, heatbath is much more efficient than Metropo-
lis even though it still suffers from CSD, i.e., ZHB 2. 
1.2.2 Overrelaxation 
This was motivated by approaches to the solution of partial differential equations 
(PDEs) and turns out to be the most successful local MC algorithm. It involves 
choosing the change in the spin variable to be as large as possible while keeping 
the energy constant [Adler 811. For the XY-model described above, the new angle 
for spin ai would be 
- + w(E - 90 	 (1.14) vi_ 9' s
where ei is defined by Eq. (1.13) and w is the relaxation parameter. We normally 
set w = 2 so that the energy is unchanged and we avoid the need for a Metropolis 
accept/reject step. Since the updates are microcanonical (and deterministic) it is 
necessary to use this in conjunction with standard MC sweeps to satisfy ergodicity, 
i.e., every Nth  overrelaxed sweep is followed by a Metropolis or Heatbath sweep. 
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For appropriate values 1 of N, the dynamical critical exponent, z, can usually be 
reduced to about 1 (see, e.g., [Gupta 88]). This is the same exponent found by 
[Adler 88] for the free field limit. The reduction in z is very significant as the 
algorithms with the smallest dynamical critical exponent will always be optimal 
for systems with sufficiently large correlation lengths. 
At the present time, it appears that the overrelaxed update is the most efficient 
MC method which updates single spins. Attempts to further reduce CSD have 
mostly concentrated on methods which perform collective updates on appropriate 
sets of local variables. 
1.2.3 Collective MC Methods 
As we have already seen, to evaluate the very large dimensional sums in lattice 
physics, we implement importance sampling via an MC algorithm which is ergodic 
and satisfies detailed balance. To simulate the system effectively, we require MC 
algorithms which decorrelate the configurations as rapidly as possible, i.e., which 
move the system efficiently through configuration space. Critical slowing down 
occurs as the system becomes correlated over large length-scales and so a possible 
approach to solving this problem is to attempt collective updates of the system. 
The Metropolis method can be applied to proposed updates of arbitrarily large 
sets of spins. However, since (II) increases rapidly as the number of spins 
to be updated increases, the acceptance rate quickly goes to zero. We need to 
choose the collective update intelligently. There are a number of different classes 
of algorithms which have been developed which allow non-local updates. 
Multigrid MC. This idea also comes from the solution of PDEs though it is 
similar in spirit to the Renormalisation Group approach in field theory. As 
'For many systems, Noptjmaj  seems to be in the range 4 - 8. 
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described in [Goodman 86], it explicitly involves updating blocked spins on 
varying length scales. It successfully reduces or eliminates OSD for many 
models but is often complicated to implement. 
Fourier Acceleration. This is used along with Molecular Dynamics methods 
and allows updates on many length scales through a transformation to mo-
mentum space (see [Batrouni 85]). It is complicated to program and, for 
gauge theories, may necessitate gauge fixing. 
Stochastic Cluster MC. These methods attempt to update clusters of similar 
spins. Neighbouring spins of similar value are linked and so the average 
cluster size will be related to the correlation length. Local information is 
used to perform a non-local update which makes the algorithms, in general, 
relatively straightforward to implement. § (1.3) gives a more detailed review 
of the use of Stochastic Cluster MC for both spin systems and gauge theories. 
1.3 Stochastic Cluster MC 
This section will attempt to provide some motivation for the use of the Stochastic 
Cluster MC methods for various lattice spin systems and for the interest in their 
generalisation to lattice gauge theories. § (1.3.1) will outline the original algo-
rithms for discrete spin systems. This will be followed by a section describing how 
the ideas can be extended to spin systems with continuous symmetry. § (1.3.3) 
will indicate how these various methods satisfy detailed balance to show that they 
are indeed valid MC algorithms. The final section will outline the difficulties of 
generalising these ideas to interesting gauge systems and describe what progress 
has been made. 
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1.3.1 Cluster Updating for Discrete Spins 
Since CSD is due to the long-wavelength modes, we need some method of updating 
configurations on all length scales. Stochastic cluster MC selects clusters of spins 
which can be flipped with at most a small energy change. The average size of the 
clusters is determined by the physics of the system. 
[Kasteleyn 69] and [Fortuin 72] described an equivalence between configurations 
of Potts spins and configurations of clusters in the percolation problem. It was not 
until [Sweeney 831 that an attempt was made to turn these ideas into a working 
MC algorithm by simulating the percolation clusters. However, this algorithm 
is tricky to program and is restricted to two dimensions. Therefore, it was not 
until the breakthrough by Swendsen and Wang in 1987 that a truly successful 
algorithm resulted (see [Swendsen 87]). 
The Swendsen-Wang Algorithm 
This method was devised for q-state Potts models with a partition function of the 
form 
Z = exp [/3 (s 	- 
{u} 	 (i,,) 
where the spins may have the values 1,2,... , q. Following the ideas of Kaste-
leyn and Fortuin, the algorithm in [Swendsen 87] consists of stepping through 
the lattice and laying down bonds (i.e., freezing the interaction) 2 with probability 
pf = 1 - exp(—/3) between neighbouring sites with the same spin. We define a 
cluster of sites as a set of sites connected by frozen bonds. We have now decom-
posed the whole lattice into clusters of identical spins, since there are no bonds 
between sites with different spins. If there are N clusters, we can now write the 
'Throughout this section we will regard the two phrases 'laying down bonds' and 'freezing 
the interaction' as being interchangeable. 
CHAPTER 1. MONTE CARLO SIMULATIONS OF LATTICE QCD 	13 
partition function in terms of the bond configuration as 
p(l_pj )fl q \Tc 	 (1.16) 
{bonds} 
where b = number of frozen bonds and n = number of interactions which did not 
form a bond. Each site in a cluster can now be assigned the same random spin 
value, and, after deleting the bonds we now have a new configuration of Potts 
spins. This method is ergodic since there is a non-zero probability that no bonds 
are formed and that each cluster consists of only one spin. We will later show 
that detailed balance is satisfied for algorithms of this type (see § ( 1.3.3)), and so 
this is a valid MC method. 
We are able to update the configuration in a very non-local manner though growing 
the clusters requires only local information, and so the number of operations 
required for a sweep through the lattice remains proportional to the size of the 
system (see [Hoshen 76]). Since the new configuration of spins can be very different 
from the old one, we would hope that this method would go a long way towards 
eliminating the problem of CSD. Indeed numerical tests in [Swendsen 87] show 
that it reduces the dynamical critical exponent, z, from greater than 2 to less than 
1 for a variety of systems. This is better than the lower bound proven for single 
spin-flip dynamics from [Kawasaki 72], and is a major incentive to investigate 
similar collective updating methods for other systems. 
1.3.2 Cluster Updating for Continuous Spins 
The Swendsen-Wang (SW) algorithm is restricted to Potts models and is most 
effective for the small values of q, which have already been well investigated. 
However, even the simplest continuous spin model - the 2-dimensional 0(2) 
or XY model - has been the subject of much controversy. Therefore, many 
people were interested in generalising SW to 0(n) models. The attempts by 




pj,j(Ez) = pj(Ej) = (1.18) 
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[Niedermayer 88] were interesting if not entirely successful, so we will review them 
here before going on to Wolff's successful algorithm from [Wolff 89a]. 
The class of cluster algorithms defined in [Niedermayer 88] are applicable to a wide 
variety of lattice systems. They can, in principle, be used on any Hamiltonian 
which is a sum of local interaction terms, E1 (see Eq. (1.3)), and which is invariant 
under some global symmetry transformation. Consider the partition function 
z = 	exp {_i>.Ez({o.})]. 	 (1.17) 
The first step is to freeze the interactions with some arbitrary local probability 
functions pf,j[E1({cT})]. This configuration of frozen interactions again defines a 
set of clusters. In general, when the clusters are updated to give a new spin 
configuration, we will have to make a Metropolis accept/reject, step on the change 
in energy around the cluster boundaries. 
To be more specific we must consider a particular choice of the bond probabilities 
with E0 as a free parameter. These probabilities are such that p is maximum when 
E1 is minimum i.e., bonds are made between similar spins, and so the clusters 
should be similar to the physical clusters. 
When E0  :5 Emin all the clusters consist of single spins and we have recovered 
the single-spin update. For the choice E0 = Em , the clusters decouple, i.e., they 
can be updated completely independently. For Potts models, this is identical to 
the SW algorithm. Thus, by varying a single parameter, we have control over the 
average size of the clusters. However, there is no a priori method of determining 
the optimum value of E0 . 
In principle, this method could be applied to a wide variety of systems and the 
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value of E0 changed between steps. It turns out that, for 0(n) models, the 
following algorithm is more useful (for a comparison see [Frick 89]). 
The Wolff Algorithm 
At the present time, the most successful algorithm for spin systems is that devel-
oped by [Wolff 89a]. This introduced two separate ideas 
a modification of the bond probabilities, and 
the single cluster (1C) update. 
For the sake of continuity, we shall investigate these in the above order. 
Bond Probabilities. Wolff had been experimenting with an algorithm similar 
to Niedermayer's but found that either the whole system tended to consist of 
only one cluster or else the acceptance rate in the Metropolis accept/reject step 
was very small. He then thought of a new probability function for the bonds 
which effectively maps a continuous spin system onto a random Ising model. He 
suggested choosing a random n-vector and considering a cluster spin flip in 
the hyperplane orthogonal to i [Hasenbusch 90] was simultaneously developing 
an essentially identical algorithm which is conceptually simpler and so we will 
describe his version here. The 0(n) spin model is described by the Hamiltonian 
N 
(1.20) 
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where ô is a vector in 7 with components o. The lattice is now decomposed 
into clusters with the probability of freezing the interaction between i and j being 
P1 	exp [_e (oo + 	 (1.21)% 
This is a mapping of the 0(n) model to a random Ising model. We can now 
proceed a la SW and change the sign of all the in a cluster with probability 
0.5 or else use the single cluster method below. 
In the Wolff version, we would now carry out a random global rotation of all 
spins on the lattice (or, equivalently, choose a new vector i').  Hasenbusch sug-
gests repeating the clustering procedure for each of the n components in turn 
before carrying out a random global rotation. It is not clear whether there is any 
particular advantage in either method. 
Single Cluster Updating. The other improvement suggested by [Wolff 89a] is 
that rather than decompose the lattice into clusters and then flip each cluster with 
probability 0.5, we should grow only a single cluster at a time. This is done by 
choosing a site on the lattice randomly and then growing the cluster associated 
with that site. We therefore choose clusters weighted by their size and Wolff 
showed that the average size of clusters grown in this way is directly related to 
the magnetic susceptibility, x This 1C method was shown to be better than SW 
for Ising spins by [Wolff 89b]. 
The study in [Frick 89] compared the cluster methods of Wolff and Niedermayer 
with standard Metropolis for the 0(4) model in 4-dimensions. It was found that 
Wolff's virtually eliminated the problem of CSD while that of Niedermayer had 
little, if any, advantage over local updating in terms of real time. Presumably, 
this is because Wolff's method updates more efficiently the large physical clusters 
which cause CSD. 
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Cluster Simulations on Parallel Computers 
One of the features of cluster algorithms is that a bond between 2 spins on one 
part of the lattice can mean that widely separated spins become members of 
the same cluster. This makes this type of algorithm difficult to implement on a 
distributed memory parallel computer where each processor only has direct access 
to part of the memory. Most lattice simulations on parallel computers divide 
the lattice geometrically over processors. This is a very inefficient approach for 
the 1C algorithm since only a fraction of the lattice is involved in the cluster 
growth. [Burkitt 89] implemented a parallel SW algorithm for Ising spins on an 
array of transputers. However, they found that they could only make efficient use 
of a small number of transputers so that the lattice size per processor remained 
large. Using additional processors caused the whole simulation to slow down as 
the amount of communication increased. 
We performed simulations on a similar transputer array to investigate the Wolff 
algorithm for the XY-model in 2 and 3 dimensions. To make use of the advantages 
of the 1C algorithm, we used an approach called task farming where separate 
simulations are run on each transputer. The results obtained had reasonably 
small statistical errors and were similar to those in [Gupta 88] which used an 
overrelaxed algorithm. However, [Gupta 88] presented results on lattices of up to 
5122  while our lattices were limited by memory to about 1002.  On this size of 
lattice, we saw little effect from CSD but were unable to get sufficiently near to 
the phase transition to accurately determine the critical exponents. 
While implementing cluster algorithms on standard computers is usually quite 
straightforward, it is often difficult to do this efficiently on parallel computers. 
The most reasonable approach may involve a combination of task farming and 
geometrical decomposition. 
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1.3.3 Detailed Balance for Cluster MC 
The proofs of Detailed Balance for most of the methods described above (and for 
those in § (1.3.4)) have many features in common. In this section, we will show 
that the SW-limit of Niedermayer's algorithm (see § (1.3.2)) satisfies detailed 
balance. 
Consider a general Hamiltonian which is a sum of local interactions E1 as in 
Eq. (1.3). The probability of freezing an interaction is 
p1(Ej) = 1 - 	 (1.22) 
Let the transition probabilities be of the form 
P(S - 5') = W(S -p C)A(S, C -i S'), 	 (1.23) 
where W(S - C) is the probability of forming a set of clusters, C, from the 
system configuration, 5, and A(S, C - S') is the probability of forming a new 
system configuration, S', given a particular cluster decomposition. For simplicity 
we shall look at the case where 
A(S, C - S') = A(S', C - S), 	 (1.24) 
i.e., A shall have a uniform distribution. 3 [Niedermayer 88] proves a more general 
case which replaces this requirement with a Metropolis accept/reject step. 
The detailed balance condition (see Eq. (1.8)) becomes 
W(S - C) - e(S')  
W(S' -i C) - 
	
( 1.25) 
The cluster configuration C is completely defined by which interactions are frozen 
and which are deleted. Therefore the transition probability can be written as 
W(S -+ C) = [Jpj(Ej) fl [1 —pj(Ej)], 	 (1.26) 
ZEF 	LED 
'This is an important case as the equivalent of this condition is satisfied by SW, the Wolff-
Hasenbusch algorithms and the simple lattice gauge algorithms outlined in § (1.3.4). 
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where F is the set of frozen interactions and D is the set of deleted ones. We thus 
have 
W(S - C) = FI1EFPI(EL) FIlED [1 —pj(Ei)} 	(1.27) 
W(S' - C) 	REF P,(Ez' ) HIED [1 - pj(E1 )] 
- FILED [1 - pj(E1)] 	 (1.28) 
- FILED [1 - 
since the frozen interactions are, by definition, unchanged. Substituting the ex-
plicit form for the probabilities, Eq. (1.22), we get 
W(S - C) - 	 1 29 
W(S' 	C) - it e(E(_Bux) 	 ( . ) 
	
= e>iED(it). 	 (1.30) 
Since the only difference in energy between the two configurations S and 5' comes 
from the change in the deleted interactions, we have 
W(S - C) = e(S)_(S')] 	 (1.31) 
W(S' - C) 
which is the required result. 
Summary of Requirements 
A version of this proof can be developed for any cluster method which satisfies 
the following two requirements. 
Any of the interactions which are deleted were done so with probability 
ix exp(3Ez). 
The new values for these interactions are chosen uniformly from the set of 
possibilities compatible with the frozen interactions as in Eq. (1.24).. 
'As noted previously, [Niedermayer 88] showed that this condition can be adapted using a 
Metropolis step. 
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The algorithm is ergodic since there is a non-zero probability that no interactions 
are frozen. 
Note, however, that these requirements only guarantee a correct cluster MC 
method, not that it will satisfy any measure of goodness relative to a standard MC 
method. In particular, unless the cluster MC efficiently updates the large-scale 
structures which cause CSD, the autocorrelation time, r, may still be large and 
CSD still a major problem. 
1.3.4 Cluster Updating for Gauge Theories 
Ever since the introduction of cluster updating by Swendsen and Wang, there has 
been a great deal of interest in the possibility of using this type of method for 
the MC simulation of Lattice Gauge Theories (LGTs). These type of models have 
probably used up more supercomputer time than all other physics simulations put 
together, and so algorithmic improvements would be especially welcome. The only 
progress so far has been for various special cases, e.g., abelian gauge theories in 
3D, and it is, as yet, far from clear how to generalise the ideas to the non-abelian 
gauge theories, such as QCD, which are of over-riding interest. 
Z2 Gauge Theory 
The most important step towards the use of Cluster MC methods for gauge the-
ories has been that made by [Benav 89]. They have successfully generalised the 
ideas of SW to Z2 gauge theory in 3 dimensions which is dual to the 3D Ising spin 
model. In Z2 LGT, the Ising variables live on the links of the lattice. We label the 
gauge field on the link from site x in direction j. as U(x). The link from x + /2 to 
x is then U(x) which, for abelian gauge theories is simply U(x). The partition 
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function for Z2 gauge theory is then 
= 	exp [_3 E(x)] 	 (1.32) VIA 
where —E(x) = Uv°M (x) is the product of the U's around the plaquette in the 
zip-plane from site x, as shown in Fig. 1.1. This is invariant under the gauge 
transformation 
U(x) - l(z)UM (x)fZ(x + ) 
	
(1.33) 
where n(x) is a Z2 variable on each lattice site. 
v . 
X 	 * 
Figure 1.1: Products of gauge fields which make up U(x). 
The cluster simulations are carried out on the dual lattice, with the plaquettes 
being dual to links and a unit cell on the original lattice mapping to a site on 
the dual lattice. The continuum Bianchi identity dF = 0 is equivalent to the 
condition that the product of E's connected to a dual site must be equal to +1. 
The plaquettes are deleted with probability 
p = e'(_). 	 (1.34) 
This satisfies the requirements for detailed balance (see § ( 1.3.3)), providing the 
new configuration is chosen uniformly from those consistent with the frozen in-
teractions. This is the major difficulty in cluster updating for gauge theories. 
[Benav 89] arranges this by considering the clusters of deleted interactions and 
using the Bianchi identity. If a spanning tree is constructed for each deleted clus-
ter, then the requirement that each loop is randomly chosen to be ±1 is equivalent 
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to choosing those deleted links which are not part of the spanning tree to be ±1. 
This is an explicit random choice for the interactions which were deleted. Thus, 
for a discrete gauge theory, the allowable configurations are enumerable and a 
uniform choice can be made. 
So far, the results for this method are encouraging. The dynamical critical expo-
nent, z, is reduced from about 2.5 to 0.73. The major limitations are that this 
method appears to be restricted to 3 dimensions and is difficult to generalise even 
to U(1) gauge theory (see § (1.3.4)). More investigation is still needed into the 
usefulness of this approach before any real conclusions can be made. 
U(l) Gauge Theory 
There has been some progress (see [Irving 90]) in extending [Benav 89] to Zn 
gauge theory, for any n, but still in 3 dimensions. In the limit of n large, this is 
U(l) lattice gauge theory with 
p, 	= —Re [Ui,M U. , U 	
1 	 (1.35) t+M V $ -4-Vj Ut  PJ $ 
	
= — Cos 9, 	 (1.36) 
where the link variables U1 , are of the form 	and the plaquette angle 
Go = 0i'4 + Oi+4., - 	 - oily. 	 (1.37) 
This method again considers the dual lattice and the deletion probability is still 
Eq. (1.34). The update is carried out as before, by explicitly considering the 
clusters of deletions. The uniform choice for the new configuration is effected by 
adding a random flux to loops of deleted links on the dual lattice so that the 
Bianchi identity is not violated. 
"An alternative, but more unwieldy approach to Z2 or Z3 gauge theory using surface perco-
lation in [Brower 901 obtained a similar reduction of z from 2.1 to z = 0.61 supporting the 
idea of universality classes for cluster updating. 
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A preliminary investigation of this algorithm was performed on small lattices using 
a few transputers. Apart from the difficult problem of loop identification, there 
are also problems on finite lattices due to loops which encircle the lattice which 
requires an additional constraint. For low values of 0, the autocorrelation time 
was found to be small. However, when 0 was increased, the efficiency of the 
algorithm rapidly decreased as the decomposition of the large clusters into loops 
was slow. This is a major problem as the interesting regime for U(1) is at 0 > 2. 
This difficulty may be related to the fact that this algorithm is unable to embed 
discrete variables into the continuous variables as in [Wolff 89a]. 
Status of Cluster MC for Non-Abelian LGTs 
Non-abelian LGTs are gauge theories where the link variables do not commute, 
- - e.g., are members of a non-abelian group such as SU(N). Attempts to construct 
a cluster MC algorithm for such theories have all the difficulties of the continuous 
U(1) method plus the difficulty of defining a flux around a loop. The only partial 
success has been for a SU(2) theory on a L 3 x 1 lattice by flipping the signs of 
the Polyakov loops (see [Benav 91]). Other recent work, e.g., [Caracciolo 91] has 
suggested that it may be impossible to truly generalise cluster methods to systems 
where the elements are members of a group with a non-trivial manifold, such as 
SU(3). 
1.4 The Lattice Formulation of QCD 
QCD is the present candidate for the field theory of the strong interaction. It 
describes how quarks interact via gluons to form hadronic matter, e.g., protons. 
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The Lagrangian for QCD in the continuum is 
	
£ = FLF/M + 	+ m)ij', 	 (1.38) 
where the first term is the gauge or gluonic term and b, 0 are the fermionic 
quark fields. QCD is analogous to Quantum Electrodynamics which describes how 
charged electrons interact via photons. The main difference is that the gluons, 
which are the analogues of the photons, also carry colour charge and so interact 
with each other. This radically changes the behaviour of the field theory. Unlike 
QED, it is very difficult to solve QCD using perturbation theory in the coupling 
constant since, at low energies, the effective coupling for QCD is 0(1). 
Regularising QCD using a space-time lattice leads to a systematically improvable, 
non-perturbative method of calculating the properties of the field theory using the 
MC techniques developed for statistical physics. To relate the results correctly to 
continuum physics, we need to check that the effects of the lattice discretisation 
are small. For a detailed review of lattice QCD, see [Kenway 89]. 
1.4.1 Gluons on the Lattice 
In lattice QCD, the gluons are represented by SU(3) matrices on the links of a 4D 
hypercubic lattice. As in § (1.3.4), we label the link from site x in the j direction 
as UM (x) and the link from x + j to x is then U(x). Following [Wilson 74], we 
take the action for an SU(N) gauge theory to be 
Sa —  >J E 	[U13 	 (1.39) 
V,,.Lol/ 
where 0 = 2-N takes the role of inverse temperature. 
U(x) = Uv(x)U M (x + 	i)U(x + j)U(x) 	 (1.40) 
is the product of the gauge matrices around a fundamental plaquette of the lattice 
as shown previously in Fig. 1.1. For lattice spacing a, this lattice action differs 
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from the continuum action by terms of 0(a2 ). 
1.4.2 Naïve Lattice Fermions 
The quarks are fermionic fields on the sites of the 4D lattice. Since continuum 
fermions are antisymmetric under interchange, the lattice fermions are Grassma.nn 
variables - anti-commuting complex numbers. The obvious way to discretise the 
free fermion action is to replace the derivative with a central difference. This gives 




X) YM&(x + - 
2 	
- ' + m(x)b(x)}. 	(1.41) =LJ 
  X 
Since continuum QCD is a gauge theory, we need the lattice action to be invariant 
under the lattice gauge transformation 
UM (x) -+ 92(x)U(x)1t(z +A) 
'cl'(x) - 	 (1.42) 
(x) -+ 
where (x) is a local SU(3) matrix. The only physical (i.e., gauge invariant) 
objects are either closed loops of gauge fields such as the plaquette or else strings 
of gauge fields terminated by fermions, of the form O UI U2 . . . U,b. To make 
the naïve fermion action gauge invariant, we introduce gauge fields linking the 
fermions on different sites, to get 
SNF = 	1(x) 




We can write this in the matrix form 
SNF = (z)Mb(y) 
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with 
MNF = 	f (U(x)S +1,1, - U(x - %)S_,) + mS 2,,. ON 
The free fermion propagator is the inverse of this matrix in a unit gauge configu-
ration, i.e., U,(x) = 1, for all x and it. This gives 
(MNF)_1 	d4p 	
et(2?) 	
(1.44) = I (m+iE sin p 
The continuum limit is when the lattice spacing is small relative to the inverse 
fermion mass, i.e., m -+ 0 in lattice units. In this limit, the dominant contribution 
to Eq. (1.44) comes when all the sin p,, = 0 which occurs for p, = 0, ir. Therefore, 
this lattice action represents 2 4  continuum fermions! This problem is known as 
fermion doubling. 
-- 1.4.3 Wilson Fermions 
Since only the continuum limit of the lattice fermion action is of physical interest, 
[Wilson 75] noticed that it is possible to avoid the problem of fermion doubling 
by introducing a term of the form 
W = - 	(z)[U(x)(x + fi) + U(z - [i)b(x - fz) - 2&(x)], 	(1.45) 
which explicitly vanishes in the continuum limit. This gives the fermion doublers 
masses of the order of the lattice cutoff, a 1 . The Wilson fermion action is then 
SWF = - > { 
	
(x) [UM(x)(r - y&(x + ) + U(x - )(r +yM)(x - 
+ (m + 4r)(x)(x)}. 	 (1.46) 





CHAPTER 1. MONTE CARLO SIMULATIONS OF LATTICE QCD 	27 
gives 
SWF = 	(x)M'b(y), 	 (1.48) 
with 
MWF= 	- K.Px,v. 	 (1.49) 
We make the choice r = 1 which means that P becomes,6 
= 	(u,(x)P;6+1,, + U(x - 	 (1.50) 
where the projection operators, 
(1.51) 
project out two spinor components of the four-spinor ç&. 
One of the fundamental quantities studied in lattice QCD is the quark propagator, 
M 1 . For Wilson fermions, we calculate components, ,b, of the quark propagator 
by solving equations of the form 
1M "'1" b(y) = ,(x) 	 (1.52) I 
where i, j are colour indices, and a, 3 are spin indices. In this work, the source, 
i,, is spatially localised, i.e., it is a point-like source. 
Wilson fermions do not have the problem of fermion doubling which makes them 
much easier to relate to physical particles. The cost of avoiding fermion doubling 
is that the fermion action now differs from the continuum action by a term of 
rO(a). 
"This definition of P is different from the continuum one and is the one we use throughout 
the rest of this thesis. 
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1.4.4 Improved Fermionic Actions 
When discretising the continuum action so that it can be simulated on a lattice, we 
want the effects of the discrete lattice spacing, a, to be as small as possible. When 
we avoid fermion doubling by using the Wilson action, the major discretisation 
error comes from the fermions since the gauge action differs from the continuum 
only at 0(a2 ). Therefore, we concentrate our efforts towards improved actions on 
the fermionic sector. 
Two-Link Improved Action 
Various people, (including [Hamber 83]), have suggested adding a term to the 
fermion action which cancels the 0(a) term in the Wilson action. Let the fermion 
-- - action be 
where the extra term is 
52L = SWF + LS2L 
S2L = 	{(x)U M(x)U(x + /&(x + 2jt) 
+ (x + 2fi)U(x + )Uc)t,b(r) 	(1.53) 
- 20(x)0(x)1. 
This is not a nearest-neighbour action as it involves sites separated by a double 
link. We call this the Two-Link Improved action. Since the gauge action in 
Eq. (1.39) only differs from the continuum by terms of 0(a2 ), we now have a 
lattice action for full QCD which differs from the continuum action (at tree level) 
by terms of 0(a2 ). 
For us, the major problem with this action is that it is difficult to simulate on 
a parallel computer. Since it involves sites separated by 2 links, the amount of 
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communication between processors will be larger (see § ( 3.2) and § ( 3.4)), which 
will greatly decrease the efficiency of the simulation. Additionally, the red-black 
preconditioning of § ( 2.3.1) no longer decouples sites of different parity. 
Clover Action 
[Sheikholeslami 85] suggested making a change of variables in the path integral 
for the Two-Link action to return to a nearest neighbour action. Rotating the 
quark fields gives 
y . 5 —mo)) t' 
-4 	'=(1+(-Y.+mo)). 	 (1.54) 
where j3 and 5 are the lattice covariant central difference operators acting on 
the right and left respectively. [Sheikholeslami 85] claims this is an i8ospectral 








is a lattice definition of the field strength tensor which we normally take from 
goF(x) = [u,° - u,°t] (1.56) 
where the sum is over the 4 plaquettes in the zijt-plane around site x, as shown in 
Fig. 1.2. We call this action the Sheikholeslami-Wohlert action or Clover action, 
from the representation of 








Figure 1.2: Lattice representation of 
Writing the action in the form 
Sc 	() ?i'(x)Mb(y), 
gives the Clover fermion matrix 
IviC = AS - ,1l 
where the local term, A, is 
tic 
A = 1 - 1goFV o V . 
(1.57) 
(1.58) 
Since this action only connects nearest-neighbour sites, it is almost as straight-
forward to simulate as the Wilson action. The extra term, is purely local 
and can, therefore, be simulated efficiently on a parallel computer. 
To investigate matrix elements between physical states, we use the on-shell con-
dition, -y• D= —m 0 , in Eq. (1.54) to give 
ii' -4 
	 I 	r 	_4\ 
(1+ -y. ). 	
(1.59) 
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If we let G(x, y) be the inverse of 	then the improved propagator is 
/ 	 / 	—\ 




) G(x,y) (l + r y• D). 	(1.60) 
Since C' contains the rotations, the procedure to evaluate all the correlation 
functions is now the same as for the Wilson action. 
To calculate the improved quark propagator from a source i, we first calculate an 
intermediate propagator which is the solution of 




with 77 rotated on the right. This can be solved in the same way as Eq. (1.52). 
We can then obtain the required components of the improved quark propagator 
as 
= (1 - 	5) (x). 	 (1.62) 
Further information on the Clover action can be found in [Heatlie 911 and refer-
ences therein. 
1.4.5 Configuration Generation 
The partition functions for the various lattice QCD actions can all be written in 
the form 
	
ZQCD = I D )b V1' VU e" E0ReTrEU°] 	 (1.63) 
The fermions are Grassmann variables and so are very complicated to simulate 
directly on a computer. We perform the integration over the fermion fields ana-
lytically to give 
ZQCD = f DU detM(U)ecEo' ° . 	 (1.64) 
The problem with this form of the partition function is that det M is highly 
non-local. 
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The Quenched Approximation 
One way to overcome this problem is simply to set det M(U) = 1. This is nor-
mally called the Quenched approximation, and is an expedient with little physical 
justification. The action for quenched lattice QOD is 
ZQuened = J VU e E. Re Tr[U0] 	 (1.65) 
Generating gauge configurations using this action ignores effects from fermion 
vacuum polarisation and so has a similar effect to the fermion mass becoming 
infinite. 
The experimental justification that the quenched action might still give reason- 
ably physical results comes from the Zweig rule as shown in Fig. 1.3. The decay 
—+ [(K is preferred relative to 4 —' 37r, even though the phase space for the 
former is small. [Zweig 641 suggested that this was due to the fact that strong 
decays involving q4 annihilation are suppressed. 
S 	 ZS::::a :d 	
K 
U 
(a) 	 (b) 
Figure 1.3: Quark diagram for 0 decays. Decay (a) is disallowed by the Zweig 
rule since it involves .93 annihilation. 
The quenched approximation is used in all the simulations described in this thesis. 
We generate gauge configurations independently of the fermion action and so the 
fermion action only controls how the quark propagates in the gauge fields. 
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Pure Gauge Algorithms 
We therefore need to generate configurations of gauge fields using the partition 
function of Eq. (1.65). We can use the same algorithms as described for the 
simulation of spin systems in § (1.1) and § (1.2). For a given link, UM(x),  the 
terms in the action which involve it come from the 6 plaquettes of which it is a 
member, i.e., the action as a function of the link is 
S(U,(x)) = - (Re Tr [U(x)R(x, jt)]) + E0 	 (1.66) 
where E0 does not depend on U(x). The staple, R(x,), is the sum over the 
3-link paths from x + j. to x, 
R(x, i) = E [U11 (x + ji)U(x + I)U(x) + U,', (x - ) + U,1, (x - L')U,(x - i)]. 
VOA 
(1.67) 
Since the change in the action is purely local, we can adapt the heatbath and 
over-relaxation algorithms to this problem. For the heatbath, we should replace 
U(x) with U(x) generated with probability distribution 
Re Mr P(U(x)) oc e 
For SU(3) it is complicated to generate a matrix from this distribution. However, 
[Creutz 80] developed an efficient algorithm for SU(2) gauge theory which was 
later improved by [Kennedy 85]. We follow the suggestion by [Cabibbo 82] to use 
this on a set of SU(2) subgroups to update the SU(3) matrices. We take SU(2) 
subgroups of the form 
1 	0 0 h11 h12 	0 h11 0 	h12 
o 	h11 h12 , h21 h22 	0 	, 0 1 	0 	. 	 (1.68) 
0 	h21 h22 0 0 	1 h21 0 	h22 
An update on a link, consists of successively performing SU(2) heatbaths with 
each of these subgroups. 
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The update is of the form U - HU where H has an SU(2) matrix, h, embedded 
in it as above. We want the probability distribution to be 
	
Q(H) O( e U11. 	 (1.69) 
If x is the 2 x 2 submatrix of UR corresponding to h, then 
Tr [HUR] = Tr [hx] + const. 	 (1.70) 
Noting that any 2 x 2 complex matrix can be uniquely written in the form 
X = . i ui + 2 2U2 
with E 1Z and ui E SU(2), we can show that the probability distribution in 
Eq. (1.69) becomes 
Q(H) o eRe'1[u1. 	 (1.71) 
- Since hu1 E SU(2), we generate an SU(2) matrix, v = hu1 , distributed as in 
Eq. (1.71) and let 
h = vu. 
If U(x) is the matrix produced after updating with each of the subgroups in 
Eq. (1.68) then it will have the correct Boltzmann distribution providing UM (x) 
had. This, along with the fact that the choice of SU(2) subgroups allows ergod-
icity, is enough to guarantee that this is a correct MC algorithm. 
For an over-relaxation algorithm, we want to make a large change in the link while 
keeping the change in energy small. For a local action of the form Eq. (1.66), 
[Adler 81] suggests the new link 
U,'(x) = go U(x)go , 	 (1.72) 
where go  is an element of SU(3) which approximately minimises the local action. 
We might think of taking Rt where R is the staple from Eq. (1.67). However, as 
this is not a group element, we have to project onto SU(3) before inverting. The 
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action is not exactly conserved and so we need to augment the over-relaxation 
with a Metropolis accept/reject step. 
However, we can perform the over-relaxations on the SU(2) subgroups defined in 
Eq. (1.68). With the same notation as for the SU(2) heatbaths, we set 
h = uu 
	
(1.73) 
which does conserve the action. Since this algorithm is microcanonical, we follow 
each n over-relaxation sweeps with a heatbath sweep to ensure ergodicity. Inves-
tigations by [Michael 91] suggest that a value of n 4 keeps the autocorrelation 
time small. 
Chapter 2 
Inverting the Fermion Matrix 
The most time consuming part of any QCD simulation involves inverting the 
appropriate fermion matrix. We need to calculate fermion vectors, i&, which are 
the solutions to equations of the form 
Mib=i, 
	 (2.1) 
where M is the fermion matrix. For quenched simulations, this is required for 
calculating the quark propagators by solving Eq. (2.1) with a point-like source, i, 
(see Eq. (1.52)). In dynamical simulations, we need to solve a similar equation for 
every iteration of the Hybrid Monte Carlo algorithm as described by [Duane 87]. 
The main reason for the computational difficulty of this inversion is the size of 
the fermion matrix. For Wilson fermions on a 24 3  x 48 lattice, 
Order(M) = (24 3  x 48) x (3 colours) x (4 spins) 
= 7,962,624. 
This problem would be completely intractable if it were not for the fact that the 
matrix is so sparse. For nearest neighbour actions, each row contains just over 
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100 non-zero elements. However, it is still prohibitive to perform the inversion 
exactly (which is an [Order((M)]3 operation), and we must use an approximate, 
iterative method. 
§ (2.1) and § (2.2) will outline a number of different algorithms which can be 
used for matrix inversion, with particular emphasis on Minimal Residual (MR) 
and Conjugate Gradient (CG) methods. The next section will describe how to 
implement a simple form of preconditioning, called Red-Black preconditioning, for 
the Wilson and Clover actions. § (2.4) and § (2.5) will describe investigations into 
the performance of CG and MR, respectively. The final section compares their 
performance and explains the optimal choice of algorithm for the physical region 
we study. 
2.1 Iterative Methods for Matrix Inversion 
Iterative methods to solve large sets of coupled linear equations work by starting 
off with a guess at the solution and successively improving it. This involves 
moving downhill in some very large dimensional error surface. In essence, this is 
an example of a minimisation problem where the quantity to be minimised is the 
error in the solution. There are a number of ways of doing this depending on the 
particular problem involved. A number of common methods are described and 
compared below. As we use up most of our computer time inverting the fermion 
matrix, it is important that we make an informed choice of algorithm. 
The available algorithms fall into two distinct classes. 
General Relaxation Methods. 
Successive Line Minimisation Methods. 
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Most of the methods which are used for fermion matrix inversions fall into the 
second of these, where we successively minimise the error in the solution along 
appropriate directions. The main difference between these is in the choice of 
directions. Before comparing various line minimisation methods, for completeness 
we describe two general algorithms and their suitability for this problem. 
2.1.1 Simulated Annealing 
This method is similar to the Metropolis algorithm, in that random changes are 
proposed to the solution vector and are accepted or rejected depending on the 
change in some error function, e.g., 
E= IMO -77I, 
	 (2.2) 
or 
E = IMO - 77 12. 	 (2.3) 
The acceptance probability is 
1 1 	 ifSE<O 
= 
	
	 - 	 (2.4) 
exp(—,O SE) if SE> 0 
After each sweep through the lattice, the temperature is slowly decreased i.e., 
/3 -i 3 + 5/3, so that uphill steps become increasingly unlikely. This has the ef-
fect of gradually cooling the system so that it is likely to end up in its ground 
state. In the limit where 8/3 -+ 0, this gives the exact solution. This is one of the 
main advantages of this method, along with the fact that it copes well with very 
complicated energy surfaces (i.e., not smooth surfaces) since it only ever requires 
the value of 1, not its gradient. However, even for non-pathological surfaces, this 
method can be very slow indeed. Also, for 6f3 small but finite, the solution can 
get trapped in local minima and give the wrong answer. Therefore, in practice, 
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simulated annealing is only useful for difficult problems where an approximate 
solution is adequate. 
2.1.2 Gauss-Seidel 
With this algorithm, it is necessary to label the lattice sites in some order, such as 
that given in § ( 3.2.1). We can then sweep through the lattice using the relaxation 
scheme described in [Weingarten 81], i.e., 
I = (x) + M 	(x) — 	 — 	 (2.5) x, 
where x and y are site labels, w is an over (under) relaxation parameter and i is 
the iteration label. The major difficulty with this algorithm is that there is no 
guarantee that a sweep of the lattice will improve the estimate of the solution. 
As shown for quenched lattice QCD in [Rossi 87], Gauss-Seidel converges quickly 
to the solution for (c — ic) > 0.05, where ic is defined by the occurrence of zero 
eigenvalues in Eq. (2.1) or, physically, by the vanishing of the quark mass. How-
ever, as ic —+ic,,GS becomes unstable and there are no values of w which allow 
it to converge. As we are most interested in investigating the critical region on 
large lattices, GS is not particularly suitable. 
2.2 Successive Line Minimisation Methods 
The rest of the methods below attempt to find the minimum of an error function by 
performing line minimisations along various directions. Since the error functions 
are usually quadratic forms, this is particularly easy. The main difference between 
the methods is how the successive minimisation directions are chosen. We want 
to choose new directions such that they result in a significantly reduced error yet 
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do not require a large amount of work to calculate. 1 
2.2.1 Steepest Descent 
Steepest Descent is one of the most obvious ways of attempting to solve any 
minimisation problem, such as minimising the error in the solution of a set of 
coupled equations. It involves always moving towards the local minimum in the 
error surface along the steepest slope, i.e., the minimisation direction is always 
along the local gradient. As well as being able to calculate the value of the 
error function at each point in the multi-dimensional space, we must also be 
able to calculate VS everywhere. Like most deterministic algorithms, SD often 
gets trapped in local minima from which it may take many iterations to escape. 
This problem can be lessened by using a variable step-size and allowing backward 
steps once the algorithm is trapped. By necessity, this makes the algorithm more 
complicated, and there is still no guarantee of convergence in a finite number of 
iterations. 
The biggest problem with SD is that, by necessity, each step must be perpendicular 
to the one before. Hence, if the error surface has the form of a long, narrow valley 
(see Fig. 2.1), SD is forced to take a large number of small steps near, the valley 
bottom, rather than the more direct route along it. 
'These methods are somewhat analogous to a hill-walker searching for the deepest valley in 
some region. The differences in the algorithms are due to the different capabilities of hill-walkers 
and computers (and, of course, to the different dimensionality of the space they inhabit). Hill-
walkers find it easy to see where they are and how the hill slopes but move relatively slowly - 
they would therefore frequently update the direction they are moving in. When solving similar 
problems with a computer, function evaluation (i.e., discovering where you are) is expensive 
while moving is cheap. Therefore, we should use the computer to take larger, discrete steps 
towards the local minimum using all the information at its disposal. 





Figure 2.1: Problem with Steepest Descent. 
2.2.2 Conjugate Residual 
This is a class of methods described by [Eisensta.t 83] and [Oyanagi 86] which 
attempt to avoid the problem of SD shown in Fig. 2.1 by minimising along conju-
gate directions. The vectors p and q are conjugate with respect to MtM if they 
satisfy 
(Mp,Mq) = 0 
	
(2.6) 
where (a, b) is E, ab 1 . The form of CR(k) can be seen in Table 2.1. 
ro =  
Po = To 
repeat until convergence 
- (Mp,r) 
a - (Jv1p,Mp1) 
= &j + ap1 
= r 1 - aMp 
(Mp3 ,Mr 1 ) 
Pi+i = ri+i 	
=+1 (Mp,,Mp,) 
3 
Table 2.1: The Conjugate Residual algorithm - CR(k). 
At each iteration, the solution vector, , is updated along pi so as to minimise the 
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norm of the residual, r+i = 	- i. The value of a in Table 2.1 minimises 
IM (& + ap1) - I 2 	 (2.7) 
as a function of a. Table 2.1 also shows how the new minimisation direction 
is explicitly constructed to be conjugate to the previous k directions. If k is 
sufficiently large that the full set of directions, {p}, are conjugate, then the method 
is guaranteed to converge in a finite number of iterations. However, for large 
systems, the storage and computation required are enormous. Since the memory 
required is proportional to k, we are usually restricted to small values of k. Indeed, 
since the lattice size used in many QCD simulations is constrained by the amount 
of computer memory available, CR(k) is often not a feasible algorithm. 
It is important to note that this algorithm and the others in this section update 
the residual, r, rather than re-calculate it at each iteration. Since we are working 
with finite precision, we cannot achieve an exact solution and so we continue 
the algorithm until some carefully chosen convergence criterion has been satisfied. 
Usually this is when In 2 < R2 for some appropriate value of R. Once this condition 
is satisfied, we restart the algorithms, entailing the direct evaluation of r, to ensure 
that rounding errors have not prevented the residual being accurately updated. 
This self-correction ensures that we end up with a solution of the desired accuracy. 
2.2.3 Over-relaxed Minimal Residual 
Minimal Residual (MR) is the limit of CR(k) when k = 0 and 80 the storage 
required is small. In this limit, the new minimisation direction reduces to the 
residual, r, and so MR is essentially a steepest descent method. However, we 
also allow the possibility of optimising the convergence using an over-relaxation 
parameter, w, as shown in Table 2.2. 
The basic premise of over-relaxation is that if the solution is moving in a good 
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r0 = 
repeat until convergence 
- 	(Jvlr1,r1) 
a - (Mr,Mr) 
a' = wa 	(over-relaxation) 
= 	+ a'r1 
= ri - cx'Mr 
Table 2.2: The Over-relaxed Minimal Residual algorithm - ORMR. 
direction, then moving further in that same direction will still be good. For some 
problems, this premise will be completely wrong. In certain cases, the slope on the 
other side of the valley will be very steep and so continuing even a little past the 
minimum could greatly increase the residue. Nevertheless, it is possible that over-
relaxation, by allowing longer steps, can help to lessen the problem of SD-type 
methods. This improvement is shown schematically in Fig. 2.2. 
............ 
Over- 	 Steepest 
relaxation 	........ ............................................. Descent  
Figure 2.2: Over-relaxation v. Steepest Descent. 
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2.2.4 Conjugate Gradient 
The various Conjugate Gradient (CG) methods, first described in [Hestenes 52], 
are based on a clever prescription for implicitly ensuring that all the minimisation 
directions remain conjugate. [Rossi 87] contains a useful summary of how this is 
performed. 
When the directions are all conjugate, the main problem of SD is avoided as 
shown schematically in Fig. 2.3. It also provides the guarantee that, in a space 
of dimensionality N, CG will converge to the solution in 0(N) steps with exact 
arithmetic. The convergence is monotonic in the error function appropriate to the 
algorithm. 
/ ..................... 
Conjugate 	 Steepest 
Gradient Descent 
Figure 2.3: Conjugate Gradient v. Steepest Descent. 
The main problem with the CG methods is that they require the coefficient matrix 
to be Hermitian, positive definite. The fermion matrices we need to invert do 
not satisfy these conditions and so we must use versions of CC which effectively 
invert MtM, or MM. Since the convergence properties of inversion algorithms 
often depend on the relative magnitudes of the eigenvalues of the matrix, i.e., the 
conditioning of the matrix, MtM and MMt will generally be more difficult to 
invert than M. 
We have looked at two variants on the CC algorithm. The major difference 
between them is in the definition of the error function. Least Residual (LR) 
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minimises the difference between MtJ' and 77 i.e., 
E= IMO —iiI 2 , 	 (2.8) 
while Least Norm (LN) minimises the difference between and &eXaCt, the exact 
solution of Eq. (2.1). For LN, 
e = 	- çbexactI. 	 (2.9) 
Our implementation of the algorithms is based on that given in [Oya.nagi 86]. 
2.2.5 Least Residual CG 
With this algorithm, the equation to be solved is 
MtMb = Mt 17 . 	 (2.10) 
Clearly, any solution of Eq. (2.10) is also a solution of the equation we are inter-
ested in, Eq. (2.1). The steps required for LR are shown in Table 2.3. 
ro = 
Pa = 0 




Mt r1  
= P + (Mtri, Mt r ) 
= 
= 0i + ap+j 
= ri - aMp1i 
Table 2.3: The Least Residual algorithm - CGLR. 
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Each iteration minimises the residual along direction P,+i,  i.e., the value of cx is 
determined by the requirement that 
d 
---(r1+1,r1+i) = 0. 
da 
Note that to ensure that all the direction vectors p'  are orthogonal, each iteration 
involves a multiplication by M and Mt. 
2.2.6 Least Norm CG 
Contrary to the above, LN solves the equation 
MMtp =17 	 (2.11) 
If Pexact is the solution to Eq. (2.11), then the solution to the required equation, 
- - Eq. (2.1), is bexact = Mtpexact . The form of the algorithm is shown in Table 2.4. 
r0 = 17—M'cbo 
P0 = 0 







(r1 , r1 ) 
\ = (pi+1,pi+1) -1  
=Oi + ap1+i 
=ri - 
Table 2.4: The Least Norm algorithm - CGLN. 
The value of cx in Table 2.4 is chosen to minimise 
- Pexact, .M.Mt[p1+i - pexact]) = (t,b+i - t,bexact, i,b+1 - cbexact), 
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i.e., each iteration of this algorithm reduces the difference between the current 
guess for the solution and the (unknown) exact solution. It is interesting to 
note that an iteration can be written without any explicit mention of p. Since 
I - 1I'exactl is an unmeasurable quantity, the only way to judge the accuracy of 
the solution is to look at the residual, as usual. Although LN does converge 
monotonically to the exact solution in terms of & - 1exti, it is not guaranteed 
to be monotonic in the quantities readily available as convergence criteria. This 
is one of the problems investigated in § (2.4.2). 
As can be seen by comparing Table 2.4 to Table 2.3, the operations required for 
the LN algorithm are very similar to those required in LR. § (2.4), describes 
various tests comparing the performance of the two CG algorithms. 
2.2.7 Summary 
As we have seen, a large class of algorithms can be built from the following building 
blocks considered from the viewpoint of a parallel implementation. 
Matrix x Vector. This is the only way in which the fermion matrix, M, enters 
into the algorithms. This means that we do not need to store the matrix 
but only require the ability to multiply a given vector by it. Usually, multi-
plication by Mt is a trivial modification. In our simulations, the matrix M 
always connects only nearest neighbour sites e.g., see Eq. (1.46). Therefore, 
this operation requires communication between nearest neighbour proces-
sors. Details of our communication strategy are given in § ( 3.4). 
Update Vector. This is a completely local operation with each processor re-
sponsible for updating components of the vector corresponding to its own 
section of the lattice. These operations come in a number of related forms, 
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saxpy y = y + ax, 
sxpay y = x + ay and, 
caxpy y=x+ay, 
where x, y are complex vectors, aE R and aE C. 
Scalar product. Calculating the norm of a vector or the complex scalar product 
of two vectors require local operations followed by a global summation over 
the processor lattice. To be able to check reproducibility, it is essential that 
the global additions are performed in a. particular order. We do this by 
summing over each of the 4 directions in turn. 
Since we require a very high performance from the code, these routines must be 
written in assembly language. Details of these assembler routines may be found 
in [Booth 91]. Once they have been written, it is easy to switch between different 
matrix inversion algorithms. 
All the algorithms are deterministic, so, in addition to the choice of algorithm to 
use, we have only a limited number of other choices to make. 
Initial Guess. The choice of 00 must not affect the final solution (or else we have 
a serious problem!), but may change the number of iterations taken to converge. 
Any effect is likely to be small, so we want to choose something which can be 
generated cheaply. Obvious choices include setting '& o to be zero everywhere, or 
setting it equal to the source vector 77. For a local source, there is very little 
difference between these alternatives. Since K is small, the fermion matrix, M, 
is almost diagonal and so we normally set 10 = 77 as the initial guess. However, 
we are often calculating the propagators on the same configuration for a number 
of closely spaced values of K. Since the matrices to be inverted are very similar, 
it may prove advantageous to re-use the solution to the previous K value as the 
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initial guess to the next. Therefore, we need to compare the effects of taking &o 
to be the source, i, or the solution corresponding to a nearby K. 
Convergence Criteria. This can be quite a difficult choice depending funda-
mentally on the use to which the solution is to be put. In practice, the only 
information we have which can be used to make the decision to stop the inversion 
algorithm are the residual vector, r, and the direction vector p. Of these, r is 
the obvious choice, since it is a direct measure of the goodness of the solution. 
Therefore, we will always stop the inversion when In 2 < R2 and we are left with 
choosing an appropriate value of R. This should be determined by the physics 
which we are investigating. 
For an upper bound on R, we require that the pion propagator (see § (4.1.1)) 
- should no longer change as we decrease R. This is an easy test but does not 
guarantee that R is small enough to ensure that the other hadron propagators 
are similarly unaffected. The form of these propagators make them difficult to 
compute (see e.g., § (4.1.2)), and so this is a test that can only be carried out 
retrospectively. The only lower bounds on R are empirical ones. We want to 
ensure that we obtain the maximal amount of physics from a given amount of 
computer time. Therefore, we do not want to use a tighter convergence criterion 
than is necessary. Also, if R is set to be very small, the errors due to the finite 
precision arithmetic become large. This means that, since we update r rather than 
re-calculating it at each iteration, the true residual may be much larger than the 
updated one. This gives a hardware limitation on the accuracy we can achieve. 
For this project, we work in 32 bit precision and set R 10 - 10_ 8  which seems 
to satisfy all the above requirements. 
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2.3 Preconditioning 
Since so much of the computer time is spent in matrix inversion, we should not 
only investigate different inversion algorithms but also other ways to make the 
inversions faster. Preconditioning, in general, attempts to make the matrix easier 
to invert. However, many methods, such as the ILU decomposition described in 
[Oyanagi 86], are difficult to implement and very inefficient on present-day par-
allel computers since the preconditioning cannot be carried out independently on 
different sites. § (2.3.1) describes a simple preconditioning, applicable to nearest-
neighbour actions, which decouples sites of opposite parity. 
2.3.1 Red-Black Preconditioning 
To calculate the components of the quark propagator for Wilson fermions, we are 
looking to solve equations of the form (Eq. (1.52)) 
(1 - ,c4)' = 97, 	 (2.12) 
where P , defined by Eq. (1.50), connects only nearest-neighbour sites, and 77 is a 
point-like source of a particular colour and spin. 
We are interested in the region where ic 0.15 and so the off-diagonal elements of 
the fermion matrix are small. If we multiply both sides of Eq. (2.12) by (1+ ,), 
we get 
(1 - K 2 . 2 )1) = (1 + !c)97, 	 (2.13) 
where the off-diagonal elements of the coefficient matrix are of 0(r., 2).  Since the 
coefficient matrix is thus more diagonally dominant, the solution should converge 
to the required precision in fewer steps. This can be regarded as a first order 
preconditioning of the fermion matrix (see [Gupta 89]). 
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Due to the nearest-neighbour form of ., there is a natural checkerboard decom-
position of the lattice. The parity, p, of a site x is defined to be 
	
P(X) = (x0 + a + x2 + a 3 ) mod 2. 	 (2.14) 
With this even/odd or red-black ordering, the Wilson fermion matrix has the form 
[
1 	Keo 1 	(2.15) MWF 	
KJ oe 	1 j 
and the fermion vectors are written as, e.g., 
00 .0 = "'- I - 
Noting that p2  couples even sites to even sites and odd sites to odd sites, we see 
that Eq. (2.13) decouples into even and odd parts, giving 
+ ?c.Zeo ?7o . 	 (2.16) 
The odd part of the solution is trivially related to the even part. The odd part of 
Eq. (2.12) is ,b0 - 	= 77o , which gives 
Oo = lb + lC1,Doe0e . 	 (2.17) 
To see how the residues from the red-black algorithm compare with those from a 
standard inversion, we define 
res(n.m) = (LHS of Eq. (n.m)) - (RHS of Eq. (n.m)). 
This gives 
res(2.12) = 
- 	 1I.)e - 14.Peol/'o - Tie 
- 1.Poe%be - Tbo 
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in the red-black notation. Eliminating i,b0 using Eq. (2.17), we get 
[  
res(2 12) 	
be - i1Deo( 77o + #c1,oe0e) - ?le 1 
+ Koee - 'oee - o] 
= 
[ 1&e - 	 iZeo.PoeIke- - ('Tie + "Peo'io) 
] 
0 
I res(2.16) ] 
by definition. What this means is that, if we take an even solution of Eq. (2.16) 
with residue r and reconstruct the odd part via Eq. (2.17), we have a solution, 
'b, of Eq. (2.12) with the same residue r. Therefore, a solution obtained to any 
particular residue by the red-black algorithm is as good a solution to the original 
equation, Eq. (2.12), as a solution to the standard inversion with the same residue. 
Each iteration of the red-black inversion algorithm requires twice as many calls to 
as the standard inversion, i.e., without red-black preconditioning. As will be 
seen in § (3.5.2), P is the most time-consuming part of an iteration. However, for 
the red-black algorithm, P only acts upon a single parity of &, so the amount of 
work required for an iteration is essentially the same as for the naïve version. The 
main advantage is that the red-black decomposition is a kind of preconditioning 
of the fermion matrix. We must therefore compare the number of iterations taken 
to reach a given precision for the solution for Eq. (2.12) and for Eq. (2.16) and 
check that these solutions do agree. The main criterion used to decide whether 
the red-black method should be used is how quickly it converges. For details of 
comparisons, see § (2.4.1) and § (2.5.2). 
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2.3.2 Red-Black Preconditioning for Clover action 
Since the improved Clover action of § (1.4.4) only connects sites of opposite parity, 
it is also relatively straightforward to perform a red-black preconditioning on it. 
To calculate the improved quark propagator, we solve equations of the form 
Mçb = 
	 (2.18) 
where 7 1 is the rotated source in Eq. (1.61). The Clover fermion matrix is of the 
form 
Mc = A—c4 
= (1 - ic.A 1 )A 	 (2.19) 
where A is the purely local term of Eq. (1.58). If we left-multiply Eq. (2.18) by 
- 	(1 + icA 1 ), we end up with 
(A - 2 A 1 )1' = (1 + KA 1 )?'. 	 (2.20) 
Like Eq. (2.13), this only connects sites of the same parity and so we can solve 
—1 R (Ace - 'c 2 -PeoA4oe)i,be = ?7 + 4D 0A 00 i, 	 (2.21) 
and reconstruct the opposite parity solution from 
' çb0 = A 1 (10R + icPoeI'e). 	 (2.22) 
At the start of the inversion, we need to calculate A on even sites and its inverse on 
odd sites. We calculate A 1 using an LtDL decomposition which introduces small 
rounding errors. To ensure that this does not cause us any problems, we always 
re-start a red-black Clover fermion matrix inversion with a standard inversion. 
This checks that we have a solution to Eq. (2.1) with the required residue. In 
practice, we find that the rounding errors in calculating A 1 have no significant 
effect on the residue. 
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2.4 Performance of CG Algorithms 
In this section, we compare the properties of two different formulations of the CO 
algorithm. § (2.4.1) investigates red-black preconditioning for both versions, and 
§ (2.4.2) compares their convergence properties. 
2.4.1 Red-Black Preconditioning for CG 
We have compared the effect of using the red-black preconditioning for both CO 
algorithms. These tests have been performed on a 16 x 48 gauge configuration, 
which has been equilibrated by 2500 sweeps of the lattice. Details of the equili-
bration algorithm may be found in § ( 1.4.5). As shown in § (2.3.1), we should use 
- the same convergence criterion for the red-black and standard inversions. For a 
range of K values, which includes the physically interesting region, we determine 
the number of iterations required to achieve a residue such that In 2  < 1.0 x 10_ 12 
for the standard and red-black versions of both algorithms. 
The results are given in Table 2.5, and Table 2.6. During these tests we checked 
that all the methods give the same pion propagator. Comparing the number of 
iterations taken to converge is a sensible test since the time per iteration is almost 
independent of whether red-black is used. In fact, the red-black versions are a 
little faster. 
The tables clearly show the advantage of the red-black method in the number of 
iterations required. The performances of the two CO algorithms are very similar. 
In both cases, the red-black preconditioning gives an improvement by approxi-
mately a factor of 3 at all values of K. A similar improvement was found for a CO 
algorithm in [Hockney 90]. The gain is sufficiently large that it seems essential to 
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Kappa Iterations Required Gain 
CGLN Red-Black 
0.1300 83 29 2.86 
0.1400 154 52 2.96 
0.1450 250 85 2.94 
0.1500 625 210 2.98 
0.1510 876 296 2.96 
0.1520 1426 473 3.01 
0.1523 1854 620 2.99 
0.1526 2098 713 2.94 
0.1529 2329 793 2.94 
-- Table 2.5: Comparison of number of iterations required to reach a similar accuracy 
for the red-black and standard Least Norm CG algorithms. 
Kappa Iterations Required Gain 
CGLR Red-Black 
0.1300 77 28 2.75 
0.1400 139 49 2.84 
0.1450 220 78 2.82 
0.1500 515 184 2.80 
0.1510 720 259 2.96 
0.1520 1085 386 2.78 
0.1523 1437 516 2.78 
0.1526 1928 673 2.86 
0.1529 2203 762 2.89 
Table 2.6: Comparison of number of iterations required to reach a similar accuracy 
for the red-black and standard Least Residual CG algorithms. 
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use preconditioning. Indeed, one of the advantages of the Clover action is that it 
is an improved action for which this preconditioning is possible. Throughout this 
chapter, most of the tests will use the red-black preconditioning. 
The graphs in Fig. 2.4 show how the residue varies with iteration number for both 
versions of Least Norm CC at .'c = 0.1520. The slope for the red-black algorithm 
is 3 times that for the Wilson inversion, as expected from above. However the 
similarity in forms between the graphs is striking and, perhaps, unexpected. This 
similarity shows how much the rate of convergence is dominated by the physics of 
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Figure 2.4: Comparison of the standard Wilson inversion (left) to the red-black 
method for Least Norm CG at ic = 0.1520. Note the factor of 3 in the scales. 
2.4.2 Comparison between LN and LR 
The efficiency of any particular matrix inversion algorithm is essentially deter- 
mined by how much computer time it takes to get sufficiently near to the ap- 
propriate solution. The first question to ask is how we determine the nearness 
of a given approximate solution to the exact solution. The two most obvious 
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measures are those given in Eq. (2.8) and Eq. (2.9). In practice, only the first of 
these can be evaluated readily. Most inversion algorithms require the evaluation 
of this residue, and so we get it for free. Correspondingly, we cannot normally 
calculate the error in 7k, Eq. (2.9), since it involves the unknown exact solution 
1/lexact. However, it is clear that 10 - bexactI is at least as good a criterion as r for 
measuring the nearness of a given approximate solution. To decide between the 
above two versions of the CG algorithm, it is important to consider both of these 
measures of distance. For a test program is is relatively easy to obtain a good 
estimate for 1' - ç&exact. At the start of the test we can invert the fermion matrix 
with a much stricter convergence criterion than we intend using for the main test 
and then use this solution as a good approximation to ext•  For the normal 
inversions, we used a convergence criterion of In 2 < 10 -14 , whereas for the exact 
inversion we used 0(10_20),  which corresponded to roughly twice the number of 
CG iterations. As described in § ( 2.2.7), the only freedom in these algorithms is 
the initial guess of çbo . We compare these two versions of CG starting from both 
the source and from a solution at a nearby ic. 
Using the results of § ( 2.4.1), these tests were performed using red-black precon-
ditioning. We began by calculating our estimate of 1ext  at ic = 0.1524 on a 
24 x 48 configuration which had been equilibrated for 5200 sweeps. We also cal-
culated the solution at c = 0.1520 so that it was available to use as an initial 
guess. These values were chosen to be as typical as possible. We then made 
two inversions with each of the two CG algorithms - the first starting from the 
source, and the second from the ic = 0.1520 solution. During these inversions, we 
measured kt' - Oexacti as well as the usual residual. The results can be seen in 
Fig. 2.5 and Fig. 2.6. 
Consider first Fig. 2.5 which shows (a) the residue, and (b) the norm, against 
iteration number for each of the algorithms, starting with çb 0 = i. Normally we 
only have the information from the top graph, i.e., the residues. From this it would 
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Figure 2.5: Convergence properties of the CG algorithms, starting from the source 
as an initial guess. 
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Figure 2.6: Convergence properties of the CG algorithms, starting from the solu-
tion for a nearby #c value. 
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appear that the LR algorithm is clearly superior, in that, after a given number 
of iterations, it has a residue almost two orders of magnitude smaller than LN. 
This corresponds to a saving of 10% - 20% in the number of iterations required. 
Moreover, LR is guaranteed to be monotonic in the residue which, we have already 
concluded, will constitute our convergence criterion. Nevertheless, the information 
in Fig. 2.5(b) must also be considered, since, at least for propagator calculation, it 
is the difference between our solution and the exact solution which is most likely 
to affect the physics. Fig. 2.5(b) 2 shows that after a set number of iterations, it is 
in fact, the Least Norm algorithm which is nearest to the exact solution. Despite 
the fact that LR has a significantly smaller residue, after any given number of 
iterations, LN always has a better solution. On this basis, we always use the LN 
algorithm since, although it is not guaranteed to be monotonic in the residual, for 
a given amount of computer time, it gives the most accurate solution. 
Initial Guess 
Looking at Fig. 2.6(b), which shows the norms starting from the solution at 
= 0.1520, it is clear that the form is similar to Fig. 2.5(b). The only signifi-
cant difference is that using an old solution saves about 150 iterations. This is 
what we expect when '1d Knew is small, since, as (ic0ld - Knew ) - 0, the number 
of iterations required will also tend to zero. It is interesting to note that the slopes 
of the graphs are very similar, indicating that the rate of convergence is essentially 
independent of the initial guess. The improvement is solely due to the fact that 
= 0.1520) is a good approximation to the solution 0(ic = 0.1526). 
However Fig. 2.6(a) is quite different from Fig. 2.5(a). In particular, the LN 
is important to note that the slopes of Fig. 2.5(b) and of Fig. 2.6(b) do not change 
significantly at small values of I' - cl'exac t 1 2 . This indicates that our approximation to ex is 
sufficiently accurate for the purposes of this test. 
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algorithm is no longer monotonic in the residue - over the first 50 iterations, the 
residue increases by a factor of 2. For other pairs of r.-values, this effect can be 
even more dramatic. However, after the initial iterations, the slope of this line 
is very similar to that for LR and those in Fig. 2.5(a). Note that even while the 
residue from LN is increasing, (' - ç&t) is still monotonically decreasing. 
Initially, we presumed that the improvement achieved by starting from a solution 
at a nearby ic was due to the overall shapes of the solutions being similar, i.e., 
the long distance physics being approximately correct. This leads to the idea 
of letting the initial guess be a different spin/colour component at the same ic, 
since, sufficiently far from the origin, these should be statistically very similar. 
Unfortunately, this turns out to be completely unsuccessful, in that it actually 
takes more iterations than starting from the source. This failure and the fact that 
corresponding slopes in Fig. 2.5 and Fig. 2.6 are the same seem to indicate that 
the improvement from using a solution at a nearby ic is actually due to having 
the correct shape near the origin, i.e., the large components of the propagator are 
nearly correct. This is borne out by the large improvement in ( - from 
using an old solution. 
The 12 components of a 24 3  x 48 propagator take up around 800 Mbytes of disc 
space which means that the logistics of data-handling make it difficult for us to 
calculate more than a single ic value in a run. We are, therefore, unable to start 
from an old solution and instead use the source as the initial guess. For the smaller 
16 3  x 48 propagators, we can start from a solution at a nearby ic and see a gain 
in computer time of 0(10%). 
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2.4.3 Summary 
It is clear from § (2.4. 1) that red-black preconditioning allows such large gains that 
its use is essential for both variants of the CO algorithm that we have investigated. 
The graphs in Fig. 2.5 and Fig. 2.6 along with the data in § (2.4.1) show that the 
basic behaviour of CGLR and CGLN is very similar. For example, the slopes in 
Fig. 2.5(a) are virtually indistinguishable. 
Given this similarity, the criterion used for deciding the relative merits of the two 
algorithms was the rate of convergence in respect of the norm, 10 - cbexactl. This 
is the quantity most likely to estimate the errors in the physics we investigate. 
Fig. 2.5(b) and Fig. 2.6(b) indicate that, for a given amount of computer time, the 
LN algorithm always has a smaller value of the norm. We therefore regard CGLN 
as the standard CG algorithm with CGLR retained for cross-checking. In § (2.6), 
we will use CGLN to compare the performance of Minimal Residual against a 
conjugate gradient algorithm. 
2.5 Performance of MR Algorithm 
In § (2.5.1), we investigate how the performance of the Minimal Residual algo- 
rithm depends on the over-relaxation parameter, w, and determine its optimal 
value. This is followed by an investigation into red-black preconditioning for MR. 
2.5.1 Over-relaxation Parameter for MR 
When w is very small, the residue hardly changes at each iteration and when it 
is very large, the estimate of the solution moves wildly through solution space. 
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From the discussion in § (2.2.3), we hope to optimise the convergence for some 
value of w slightly larger than 1. 
To find this optimal value for the relaxation parameter, it is necessary to investi-
gate how the number of iterations required to solve typical problems varies with 
w. As in § (2.4.1), these tests have been carried out on a 16 3  x 48 gauge configura-
tion equilibrated by 2500 sweeps of the lattice. We use a convergence criterion of 
I r 2 < 1.0 x 10_12  and investigate the number of iterations taken to converge for 
realistic values of c for both the standard MR and the red-black preconditioned 
MR. The results are shown in Fig. 2.7. 
Fig. 2.7(a) shows that the performance of the standard MR algorithm seems to be 
essentially independent of the value of w over the range 0.8 -4 1.8. However, for 
the red-black algorithm in Fig. 2.7(b), there is an optimal value of w = 1.1 where 
- the inversion takes 10% fewer iterations than for L4.' = 1.0. It is important to note 
that this optimal value of w is essentially r.-independent and that the performance 
of the algorithm is not critically dependent on w in the range 1.05 - 1.20. For 
the Clover action, there is little gain from over-relaxation for either the red-black 
or standard inversions 
These results show much smaller gains than the 30% achieved in [Gupta 89] for 
values of w between 1.15 and 1.50. Their results are for dynamical Wilson fermions 
at 0 = 5.2 - 5.6. This difference is explained by the data in [Hockney 90] which 
shows that the gain from over-relaxation is smaller at large /9. 
Throughout the rest of this thesis we will always use Over-relaxed Minimal Resid-
ual(ORMR) to mean MR with w 1.1 as this seems a reasonable choice for all 
the inversions we perform. 
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Figure 2.7: Number of iterations which MR takes to converge for a range of values 
of the over-relaxation parameter, w. 
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2.5.2 Red-Black for ORMR 
This section repeats the evaluation of red-black preconditioning from § ( 2.4.1) but 
this time for ORMR. We compare the number of iterations to converge to a residue 
of In 2  < 1.0 X'10-12  for standard and red-black ORMR using a range of ,-values 
on a 16 3  x 48 configuration. We use w = 1.1, but, as indicated in § ( 2.5.1), the 
results are almost independent of w. 
Kappa Iterations Required Gain 
MR Red-Black 
0.1300 54 21 2.57 
0.1400 95 37 2.57 
0.1450 150 59 2.54 
0.1500 364 135 2.70 
0.1510 517 192 2.69 
0.1520 926 349 2.65 
0.1523 1227 472 2.60 
0.1526 1835 734 2.50 
0.1529 4493 1607 2.80 
Table 2.7: Comparison of number of iterations required to reach a similar accuracy 
for the red-black and standard MR algorithms. 
Table 2.7 shows that for the ORMR routine, the improvement from red-black is 
similar to that for the CG algorithms. There is a gain of almost a factor of 3 at 
all values of ic. These results are similar to the improvements for the red-black 
ORMR from [Gupta 89]. As is the case for the CG algorithms, there is a large 
gain from the red-black preconditioning with no overhead and so we always use 
the red-black version of ORMR. 
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2.6 Choice of Inversion Algorithm 
The main advantage which the ORMR algorithm has over CG algorithms is that 
it does not require a hermitian, positive definite matrix and so can be directly 
applied to M, rather than, e.g., MM. This means that the problem is less 
badly conditioned and that each iteration takes only half the computer time of 
a CG iteration. We can also vary w to optimise the convergence but, as seen in 
§ (2.5.1), the performance is almost insensitive to w at the value of 8 in which we 
are interested. 
On the other hand, the CG algorithms are guaranteed to converge for all values of 
ic while MR. fails as r. approaches some critical value. We can formulate a version 
of CG, called CGLN, which monotonically reduces the error in the solution rather 
- than the error in the equation. 
To decide which algorithm is most suitable to investigate the physics in which 
we are interested, we have compared the number of iterations required for the 
red-black versions of ORMR and CGLN. This test has been carried out on a 
16 x 48 lattice for both the Wilson and Clover actions and the results are shown 
in Fig. 2.8. 
The 5 largest r. values for the Wilson action and 4 largest for the Clover action 
correspond to those used in the investigation of the hadron spectrum in Chapter 4. 
The results for the two different actions are very similar. At small values of ic, 
ORMR takes significantly fewer iterations to converge. This is in addition to 
the fact that each iteration takes only 50% of the time of the corresponding CG 
iteration. As K approaches the critical region, it is clear that ORMR suffers more 
from critical slowing down than CGLN. Nevertheless, at all values of ic other than 
the largest, the number of iterations taken by ORMR is equal to or smaller than 
that for CGLN and so ORMR is at least a factor of 2 faster. At the largest ,c 
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Figure 2.8: Comparison of CGLN and MR for the Wilson and Clover actions. 
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values, the situation is less clear. For the Clover action, ORMR seems to still 
have a slight advantage while for Wilson the performance is about equal. 
In general, the fact that ORMR does not require the inversion of MMt seems 
to outweigh the ability of CGLN to minimise along conjugate directions at least 
for most of the ic values used. One of the advantages of concentrating on inver-
sion algorithms involving successive line minimisations is that it is easy to switch 
between different algorithms. We always invert using ORMR, but if there is dif-
ficulty converging, e.g., at the largest ic values, we can automatically switch to 
CGLN which always converges. 
Chapter 3 
QCD on Maxwell 
The first section in this chapter will describe Maxwell, the computer we use to 
perform QCD simulations. This is a SERC funded parallel supercomputer, sited in 
Edinburgh, which is used for Grand Challenge projects in Physics and Chemistry. 
The primary user of Maxwell is the United Kingdom Quantum Chromodynamics 
collaboration (UKQCD), which is a collaboration of many of the UK's lattice 
gauge theorists. Much of the work on which this thesis is based was performed as 
a member of UKQCD. 
§ (3.2) will describe how data can be transferred between different processors 
on Maxwell and outlines the types of communication routines required in QCD 
simulations. The following section will give details on how to implement the MC 
algorithms efficiently and the verification tests that have been performed on them. 
§ (3.4) will describe the implementation of ., which is the major routine of the 
inversion algorithms. The chapter will finish with a description of the tests carried 
out on the matrix inversion code and with details of the performance obtained. 
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3.1 Maxwell 
Maxwell is a concurrent vector supercomputer manufactured by a British com-
pany called Meiko. It consists of 64 vector processors connected together with the 
aid of transputers. Each node consists of an i860 vector processor and 2 trans-
puters which all have access to 16 Mbytes of memory. Each of the transputers 
i860 
_ 	I== 
Figure 3.1: A symbolic representation of a single node on Maxwell. 
has 4 bi-directional links which can be connected to other nodes. Therefore one 
can view a node as simply a vector processor with 16Mbytes of memory and 8 
connections to the outside world. These links can be connected in a variety of dif-
ferent ways to give an appropriate processor topology for the particular problem. 
Since lattice QCD is defined on a 4-D space-time lattice, the natural topology is 
a 4-D hypercuboid with each of the processors responsible for its own hypercubic 
section of the lattice. 
Fig. 3.2 shows how 32 processors can be connected as a [2, 1,4,4] grid. Note 
that since the links are bi-directional, we only require extra physical connections 
to implement the periodic boundary conditions on those directions with more 
than two processors and therefore that each processor in the grid has exactly five 
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Figure 3.2: Processor topology for QCD. 
connections. To obtain a [2,2,4,4] grid, one can overlay another copy of Fig. 3.2 
and link corresponding processors. 
Since 4 processors linked periodically are equivalent (bar re-labelling) to two di-




the grid in Fig. 3.2 can also be regarded as a [2,2,2,4] grid or, indeed, as equiv-
alent to a 2 binary hypercube. For algorithms, such as Fast Fourier Transforms 
(FFTs), which require communications between all processors in the grid, it may 
be more convenient to consider the processor topology as a binary hypercube. 
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3.2 Communication Between Processors 
The major difference between implementing QCD on Maxwell and on a more con-
ventional supercomputer, such as a Cray, is that each processor on Maxwell only 
has information about a fraction of the lattice. Since we often perform operations 
where the operands are on different sites, we will need to transfer information 
between processors. It is therefore important that the topology of the lattice is 
consistent across processors. The next section describes how we ensure this using 
neighbour tables and how we shift information between processors. § (3.2.2) gives 
a brief description of our communication harness, CSTools, and our major com-
munication routines. The final part of this section describes how we implement 
different Boundary Conditions on a parallel computer. 
3.2.1 Neighbour Tables 
Each processor labels the sites on its local lattice by 2 numbers - the parity of 
the site from Eq. (2.14) and a. position index (given in some arbitrary but unique 
way.') The fermion vectors are stored in an array over the pairs of site labels, 
with the 3 colours and 4 spinor components of each site stored contiguously. The 
whole topology of the lattice is contained in a number of neighbour table arrays, 
which are lists of site indices. The neighbour of site (par, index) in the positive j 
direction is given by 
(par, index) + f = (!par, up[mu] [par] [index]), 	 (3.1) 
where !par is used to mean the opposite parity, since neighbouring sites must 
always be of different parity. On a parallel computer, such as Maxwell, some of 
these neighbouring sites will be on an adjoining processor. We deal with this by 
'In practice, we simply label the sites of a given parity by sequentially looping over the z, y, z 
and i directions. 
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giving a unique index to each of these off-processor sites pointing to a separate 
part of the array from the local sites. We shall call this separate region the tail, 
as in practice it will be tagged onto the local part (the body) of the array. As a 
more concrete example, consider how we would set 
p(x + j) = 
where p and o are simply vectors of real numbers. This involves shifting an 
array of numbers, o, in the positive p direction. Conceptually, we would do 
this by looping over the sites x = (par, index) and calculating the appropriate 
neighbour via Eq. (3.1). We can then copy the element of a into the appropriate 
section of p. If the neighbouring site is not local to the processor, we store the 
corresponding value of a in the appropriate part of p's tail. After we have looped 
over all the sites, the tail of p will contain those elements of o, which correspond 
to the upper boundary of the local lattice in the p direction. We then send these 
elements to the processor in the positive p direction while simultaneously receiving 
a corresponding set from the processor in the negative p direction which is to be 
stored in the local body of p. In practice, we would extract the boundary elements 
at the beginning so that we could be communicating them at the same time as re-
arranging the elements on the local lattice. All of the boundary communications 
which we require will be of a similar form to this example, (see e.g., § (3.4) and 
Eq. (3.7)). 
3.2.2 Communications via CSTools 
CSTools is a collection of software packages which handle the communication 
between processors in a way which is mostly hidden from the user. Versions of 
CSTools are available for various computer hardwares so that programs which 
use CSTools are somewhat independent of any particular hardware. However, 
for a program to run efficiently, it is still necessary for it to be tailored to the 
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target machine. Each processor may be given a unique label so that any other 
processor in the network may send messages to it. CSTools will transmit the 
message through any intermediate processors in some more-or-less optimal fashion. 
Since lattice QCD is a grid-based problem which requires only nearest neighbour 
communications, we do not require all the utility of CSTools. Its main strength 
for our purposes is that it deals with inter-node and intra-node transfers in a 
way which the user can ignore. Technical details of CSTools may be found in 
[Meiko 891. 
For our problem we require only a small number of simple communication routines. 
Indeed, apart from the initialisation, the communications are all variations on two 
basic routines. 
Boundary Transfer To calculate Wilson loops or staples (see § (3.3.1)) we need, 
e.g., to multiply SU(3) matrices at sites x and (x + 2). As described in 
§ (3.2.1), this requires getting boundary data from the neighbouring proces-
sor in the +p direction and, correspondingly, sending data to the processor 
in the —p direction. In other words, shifting data needs boundary com-
munication. To implement P, (see § (3.4)) we shift data in all 4 directions 
simultaneously. 
Global Summation All the CC and MR routines for the matrix inversions have 
vector scalar products as a component. After the local calculations for the 
product have been performed, each processor needs to know the sum of 
the results over the whole lattice. We could make each processor send its 
local result to a nominated master processor which could calculate and then 
broadcast the global answer. This is inefficient as it leads to bottlenecks in 
the communication structure. If each processor performs the global sum, 
it is important that they all sum the numbers in the same pre-determined 
order to ensure that each gets exactly the same result. Otherwise, when 
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the code was re-run, the rounding errors would differ slightly and it would 
be impossible to check reproducibility. 2 The algorithm we use to calculate 
the global sum is to successively loop over the 4 directions summing over 
the corresponding plane of processors. This distributes the communications 
evenly over the network and we can also easily ensure that the order of the 
summations is the same everywhere. 
Further details of the specific implementation of these routines may be found in 
[Booth 911. 
3.2.3 Implementing Boundary Conditions 
Since all lattice simulations are necessarily on a finite grid, we are forced to decide 
what to do at the edge of the lattice. The following are the most common boundary 
conditions (BOs) to impose. 
Periodic BCs If there are L sites in the it-direction, labelled 0, 1,. . . , 	- 1, 
then, for periodic BCs in the 1L-direction, we set 
p(xO,. . . , L iz 	= p(xo,. ... 0, ... ). 
These are the most common BCs since they are easy to implement. 
Anti-periodic BCs These require 
p(x0,. . . , L,,...) = — p(x0 ) . .. 10, ... ) 
These are often compared with periodic BOs to give an indication of how 
large a difference changing the BCs make. This, in turn, indicates how large 
finite-size effects are. 
2For a Metropolis type accept/reject step in, e.g., an HMC simulation, even slightly different 
results on different processors could lead to different decisions and hence disaster! 
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Dirichiet BCs For these we set the elements outside the lattice to be zero, i.e., 
= 0 = p(x0,... , — 1, ... ). 
There are various other BCs which are possible, such as skew-periodic, but the 
above are usually preferred if they can be implemented efficiently. 
To investigate finite-temperature QCD, the BCs in time must be periodic for the 
gauge fields and anti-periodic for the anti-commuting fermions. For the lattices 
we use, the time direction is much longer than the spatial directions, and so the 
BCs in t are relatively unimportant. We always use periodic BCs for the gauge 
fields in all directions, as —U V SU(3), However, even at zero temperature, we 
retain anti-periodic BCs in t for all fermionic fields ib. 
= L) = —&(,0) 	 (3.2) 
We are only ever interested in quantities, such as (x)U(x)'&(z + ), which are 
invariant under the gauge transformation in Eq. (1.43). It is therefore more con-
venient to implement Eq. (3.2) by flipping the sign of the gauge links which cross 
the time boundary. For the fermionic sections of the code, we set 
U0(,t = L0 ) -p — Uo(x,t = L0 ), 	 (3.3) 
where U0 are the links in the x 0 or t direction. For the sections of the code 
concerned with the gauge fields (such as making the FPM crV for the Clover action), 
we ensure the links have their original values. By varying the fermionic BOs in 
the spatial and temporal directions, we have numerically checked that the effect 
of different BCs on, e.g., the pion mass is small. This indicates that the errors in 
our calculations due to finite-size effects are probably not too important. 
When using non-periodic BCs on a parallel computer, it is vital to identify the 
boundaries correctly. CSTools allows us to do this by letting each processor know 
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its coordinates in the processor grid and the size of the grid. A particular pro-
cessor only flips its links on the time boundary if it is at the end of the grid in 
the t-direction. We have checked that this is executed correctly by comparing 
propagators calculated on different sizes of processor grid (see § (3.5.1)). 
3.3 Configuration Generation on Maxwell 
Both the algorithms we use for generating gauge configurations break down into 
two sections (see § (1.4.5)). The following steps are required to update a particular 
link, U(x). 
Calculate the local potential using the staple defined in Eq. (1.67) 1  
R(x, 1a) = E [U(x+)U(x+i)u(x) 
The part of the staple in the u'-plane is shown in Fig. 3.3. 
Use the staple to update the link via the three SU(2) subgroups. This is 
then a local operation. 
The main difference between the Over-relaxed (OR) algorithm and the Cabibbo-
Marinari (CM) heatbath is in the choice of the SU(2) matrices used for the update. 
The timings for the update of a 24 x 48 lattice distributed over 32 processors are 
shown in Table 3.1. 
We define a compound sweep of the lattice to be 5 OR steps plus 1 CM heatbath on 
each link. At the end of each sweep we reunitarise the links to prevent drifting due 
to rounding errors. A compound sweep of the lattice takes 126 seconds of which 
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Total 33.1 rReunitarisation 4.4 
Table 3.1: Performance of Pure Gauge algorithms. 
60% is spent calculating staples. The SU(2) updates are local and relatively 
straightforward to optimise. However, the staple routine requires communication 
between processors and we must therefore implement it intelligently. 
3.3.1 Calculating Staples and Loops 
We see from the previous section that the major part of the time used to gener-
ate configurations is spent calculating the products of gauge matrices shown in 
Fig. 3.3. 
To update the dotted link, UM (x), we need to sum all the upper and lower staples 
for all the z' 0 p directions. In Fig. 3.3, the circle at one end of each link indicates 
on which site the link is stored. For the sake of clarity, we shall assume site x has 
even parity. 
To calculate the upper staple in the ti-direction, we first need to shift the ap- 
propriate odd UM  links downwards in the v-direction and shift the odd U1 links 
downwards in the IL-direction. These two boundary transfers can be overlapped 





Figure 3.3: Staple in ui-plane required to update UM (x). 
to effectively double the inter-node communication bandwidth. After this the 
necessary three links are all on site x, and the product is now local. 
Due to the way that links are stored on sites, calculating the lower staple is slightly 
more complicated and we cannot overlap the communications as above. So, to 
keep the amount of communication to a. minimum, initially we calculate the staple 
on site (x - i). We need to shift U(x - + j) to there. Site (x - ' + j2) has even 
parity, so the even U, links are communicated downwards in the it-direction for the 
lower staple to be calculated at x - A. The result is now communicated upwards 
in the 1L-direction to site x. 




These are the products of links around closed rectangles of the lattice. We define 
the n x m Wilson loop from site x in the vp-plane to be 
Tr[U(x) ... Uv(x+(n—l)i) 
x UM (x + nI)... U(x + nI + (m - 




The 1 x 1 loop is simply the plaquette which enters into the gauge action. 
To calculate a Wilson loop, we calculate the upper and lower L-segments inde-
pendently. If we start with the links pointing to site (x + ni + mfi) and work 
backwards towards x, these can be calculated in a similar manner to the staple 
using shifts and SU(3) multiplications. 3 
3.3.2 Tests of MC Algorithms 
It is very difficult to be absolutely sure that any MC algorithm has been correctly 
implemented, since there is a non-zero probability of any configuration being pro- 
duced. However, it is important to be as confident as possible in the code. Many 
3There are more efficient methods of calculating Wilson loops, but we only want to measure 
a number of small loops to, e.g., check equilibration. For our purposes, then, this method will 
be sufficient. 
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of the routines can be verified ex situ on test data. To check that we are gener-
ating reasonable configurations, we can measure a number of Wilson loops. We 
performed long runs on small lattices, (such as 43  x 8), and compared the results 
to those tabulated in [Hasenfratz 84]. We were able to get similar statistics and 
values for a number of loops without difficulty. This test was performed for the 
heatbath algorithm and repeated for the combination of 5 OR plus 1 CM heatbath 
which we actually use. 
We have also compared loops measured on our 16 3  x 48 configurations with results 
tabulated in [Hasenfratz 84]. These data came from [Barkai 84] and were calcu-
lated on a 16 lattice." They made 100 measurements separated by 10 Metropolis 
sweeps and the naïve error is quoted. For our data we made 200 measurements 
separated by 10 sweeps, starting from configuration 2000. The data was divided 
into 10 - 20 bins, and the error was estimated using the jackknife method from 
- [Yang 86]. The results are shown in Table 3.2. The major difficulty with this test 
is the quality of the benchmark data. Since these use the Metropolis algorithm 
and the quoted error does not take into account correlations between successive 
measurements, it is undoubtedly a lower bound on the real error. Comparing 
the error estimates on our data using the naïve and jackknife methods suggests 
that the errors on the [Barkai 84] data are underestimated by at least a factor of 
2 - 3. The other problem is that our data has loops including the i-direction. 
Since we are only comparing small loops, the finite-size effects should make only 
a small difference. Despite these difficulties, the agreement between the two sets 
of data is reasonably good, in that the only real discrepancy is in the plaquette. 
This apparent discrepancy is almost certainly due to the underestimation of the 
errors. 
Further tests of the configuration generation require a full analysis. [Michael 91] 
has looked at the static quark potential on configuration 4400 from the 24 x 48 
4Actually a 16 x 32 lattice, but they only measured loops orthogonal to the long axis. 
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Loop 16 x 48 Data [Barkai 84] 
1 x 1 0.61361 (3) 0.61371 (1) 
1 x 2 0.41008 (4) 0.41018 (6) 
1 x 3 0.27940 (4) 0.27951 (7) 
1 x 4 0.19127  0.19138 (7) 
2 x 2 0.21703 (4) 0.21718 (8) 
2 x 3 0.12333 (5) 0.12348 (7) 
2 x 4 0.07156 (3) 0.07168 (6) 
3 x 3 0.06257 (5) 0.06275 (7) 
3 x 4 0.03312  0.03321  
4 x 4 0.01637 (3) 0.01631 (5) 
Table 3.2: Comparison of Wilson Loops at /3 = 6.2. 
lattice. The results are in good agreement with [Perantonis 90] on slightly smaller 
lattices, though more statistics are clearly needed! While calculating the quark 
propagators, we also check that the pion mass (see Chapter 4), agrees with known 
results on similar lattices from [ELC 91]. 
Test of Over-relaxed Algorithm 
The OR algorithm is explicitly constructed so that the change in the action is 
zero. This corresponds to the average plaquette, Wi1 remaining constant. The 
equilibration properties of the OR algorithm are excellent, so we would expect 
the larger loops to change rapidly. Starting from an equilibrated configuration 
we performed 100 sweeps of the OR algorithm, measuring the Wilson loops after 
each sweep. The results for this test can be seen in Fig. 3.4. 
We can see that the plaquette remains constant (to 1 part in 108)  while W23 fiuc- 
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Figure 3.4: Changes in the W11 and W23 Wilson loops for the Over-relaxation 
algorithm. The scales on the y-axes differ by a factor approximately equal to the 
ratio of the average values of the loops. This ensures that relative fluctuations of 
- the same importance would have similar size. 
tuates wildly with an autocorrelation time of at most a few iterations. The other 
loops have a similar behaviour. This is an excellent test that the OR algorithm is 
correctly implemented and, since the OR and CM algorithms have many routines 
in common, is also an important test of much of the code. 
Reproducibility Tests 
The MC routines are very sensitive to communication or other hardware errors 
since they might skew the distribution of the configurations in some unknown 
fashion which would be very difficult to detect. This is in contrast to the matrix 
inversion routines where we can readily check the answer by substitution, and 
then restart if necessary. Since configuration generation takes only around 10% of 
the total computer time for a QCD simulation, we always use reproduced configu-
rations as a precaution, i.e., we check the configurations by running the same job 
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on 2 sets of 32 processors. As well as providing confirmation of the configurations, 
this is also a good test of both the hardware and software. 
3.4 Implementation of D 
As has been seen in § (2.2.4), one of the main building blocks of any inversion 
algorithm is the action of P on a fermion vector. It is important that this is per-
formed in as efficient a way as possible, as it is invariably the most time-consuming 
part of the inversion (see § (3.5.2)). Since P connects neighbouring sites it will 
require communication between neighbouring processors on Maxwell. This sec-
tion describes how we implement P on Maxwell and details our communication 
strategy. 
In Eq. (1.50), we defined PO to be 
&(x) 	(UM(x)F,1,(x + f) + U(x - j)P&(z - 
The projection operators, P = (1 ± yb), project out two-spinor components of 
the four-spinor &. The main reason we chose the Wilson r-parameter in Eq. (1.45) 
to be 1 was to allow us to work with 2-spinors rather than 4-spinors. If we define 
the two-spinors, x by 
x(x) = P,b(x), 	 (3.4) 
we can write 
POW = 	(U(x)(x + 2) + U(x - It)x;(x - IL)). 	(3.5) 
With the same notation, Pt has the form 
VOW = 	(UM(x)x;( + j) + U(x - IL)x(x - IL)). 	(3.6) 
This is very similar to ., and we can see that the procedure needed to calculate 
it will be the same. 
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Letting P or P1 act on a four-spinor, 0 , can be divided into three stages. 
Decompose 4-spinor to 2-spinors 
SU(3) matrix x 2-spinor 
Reconstruct 4-spinor from 2-spinors 
3.4.1 Decomposition and Reconstruction 
These are the routines which execute the -y-algebra. They are local to each proces-
sor and so their only performance limitation is Memory Bandwidth (see § (3.5.2)). 
There are two advantages to having routines for the spinor algebra which are 
separate from the colour algebra. 
• It allows the computationally expensive SU(3) multiplication routines to act 
explicitly on 2-spinors rather than 4-spinors half of whose elements would 
be zero. Providing the spinor routines take up less time than the SU(3) 
routines, this can be a major saving in time since it removes redundant 
arithmetical operations. The performance figures in § (3.5.2) show that 
these routines take about 40% of the time taken by the SU(3) multiplica-
tions. Thus, using 2-spinors contributes an overall saving of 30% in the time 
for a P. 
• In addition to the improved performance, the separation of the spin and 
colour operations makes the code easier to verify, since they can be tested 
independently. We have C routines which mimic each of the assembler 
routines, so we can mix-and-match and compare the results obtained. The 
structure of the code is also improved with separate routines which makes 
it more readily understandable. 
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The main disadvantage of explicitly using 2-spinors is the need for additional 
temporary storage. However, this can often be overlapped with workspace used 
elsewhere in the program. In any case, it is a price worth paying for the advantages 
outlined above. 
3.4.2 SU(3) Multiplications 
§ (3.5.2) shows that the inversion program spends around 2/3 of its time in this 
routine. To calculate .x), we require the following products. 
ir(x) = U(x)x(x+f) 
ir;(x) = U(x - 	- 	 (3.7) 
The  operands for lr+  are on different sites and therefore, potentially on different 
processors, whereas the multiplication in ir is local to (x - j2) though the result 
is needed at site x. Therefore, both of these require communication between 
neighbouring processors (see § (3.2.1)). 
Overlapping Communication and Calculation 
An efficient strategy for the implementation of P is shown in Table 3.3. The no-
tation used is a pseudo-code based on OCCAM, a language designed for parallel 
programming on transputers (see [Bowler 89]). Statements or blocks of statements 
within a SEQ... END construction are executed sequentially as in a standard com-
puting language. The main difference between OCCAM and, for example, C, is the 
facility to program a number of actions to be performed simultaneously - blocks 
of statements within a PAR... END construction are executed in parallel. This maps 
directly on to the ability of most parallel computers to e.g., communicate between 
nodes at the same time as performing local calculations. As communication can 





calculate ir on site (x - 
PAR it = 0 to 3 




calculate lr+  on site x 
PAR p = 0 to 3 




Table 3.3: Pseudo-code outlining our strategy for implementing 4 efficiently. 
be a major overhead, we must use the time while data is being exchanged to 
continue useful work. 
In our case, we can see how the SU(3) x 2-spinor section of . divides into 2 
blocks of code which are executed sequentially. Within these, the various actions 
are performed simultaneously. In the first half, we calculate the local products 
required for ir at the same time as communicating the appropriate boundary 
elements of x downwards in each of the 4 directions (see § (3.2.1)). In the 
second half, we communicate the previously calculated products ir, at the same 
time as calculating lr+  which requires the x boundaries communicated in the 
first half. From this, it should be clear that the division of the work into halves is 
determined by the data interdependencies i.e., in the first half we communicate the 
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data needed for the later calculations, while in the second half we communicate 
the previously calculated results. 
This should minimise the amount of time each processor spends waiting for data 
to arrive from its neighbours. In practice, the situation can be a little more com-
plicated. For example, if the i860 is running optimised assembler routines at the 
same time as the transputers are starting a boundary transfer, the transputers are 
unable to get sufficient access to the memory to progress with the communication 
(see § (3.5.2)). In effect, the amount of overlap tends to zero as the efficiency of 
the assembler improves. At the same time, the stress on the hardware increases 
which seems to cause it to fail more frequently. For ., we do not normally attempt 
to overlap the communications and calculations, though we still communicate in 
all directions simultaneously. This increases the iteration time by about 10%, but 
seems to reduce significantly the frequency of hardware problems. 
3.5 Code Testing and Performance 
The previous sections have described the algorithms we use and their implementa-
tion on Maxwell. § (3.5.1) describes some of the tests we have performed to ensure 
the accuracy of our implementation of the inversion algorithms, e.g., a comparison 
with the analytic free field pion propagator. § (3.5.2) gives details of the overall 
performance of Maxwell as well as particular details of the various routines which 
constitute an iteration of CG or MR. 
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3.5.1 Verification of Matrix Inversion Routines 
We have carried out individual tests on all the various communication, assem-
bler and C routines involved in the propagator inversion codes. Throughout this 
project, we have had the policy that all the i860 assembler should be exactly 
mirrored by C routines written for clarity rather than performance. Any bugs in 
the assembler are likely to be completely disjoint from corresponding bugs in the 
C. This makes errors much easier to track down and also enables us to readily 
eliminate the assembler as the cause of any problems which appear. 
Once all the individual routines have been verified, we have then carried out 
extensive tests on the various high level propagator routines. Whichever inversion 
algorithm is used for a given propagator component and whether or not we use 
the red-black decomposition ( (2.3.1)), we should always see the same physics. 
In particular, the pion propagator should not vary. As we will see from Eq. (4.9), 
the timesliced pion propagator is given by 
11(t) = 	IG(E, t; 0)1 2 , 	 (3.8) 
and is therefore easy to measure. 
Free Field Pion Propagator 
In free field, i.e., for a unit gauge configuration, it is possible to calculate the 
pion propagator analytically by summing the appropriate Fourier components 
numerically. For Wilson fermions on an L3 x L t lattice, the fermion propagator 




L 3 x L 	
e'G(i,ko ), 	 (3.9) 
Lt 




G(k -.,k0) - —V7o 
sin  ko--iK+[(1—  cos  k)+M] 	(3.10)  
sin 2 ko+K2 + [(1 — cos k o)+M]2 
3 
K = 	ysink 
3 
M = 	(1— Cos k1)+m. 
The momentum sum is over 
/ = 21r(n + S,) 
L A  
n h =O,l,...,L,( —1, 
where 64 = () 0 for (anti)periodic boundary conditions in the /L-direction. 
The fermion propagator can be evaluated numerically as it stands but it is possible 
to save computer time by performing the Ic0 sum analytically. Details of this can 
- be found in [Carpenter 85]. The pion propagator can then be calculated using 
Eq. (3.8). 
The free field pion propagator is thus an important benchmark test for the prop-
agator code, since we can calculate it exactly using an entirely independent tech-
nique. In particular, since all physical quantities are gauge invariant, we compare 
the analytic propagator with that calculated on a random gauge transformation 
of unity. This is a much better test than simply using the unit gauge since the 
unit matrix is obviously special. This has become one of our standard tests of the 
code which has been repeated whenever any upgrades have been made. 
Having ensured that the single processor propagator code satisfied the above test, 
our initial tests of the parallel version used a configuration which was a gauge 
transform of unity on various small configurations of processors with various lat-
tice sizes, boundary conditions and quark masses. A list of some of our tests is 
given in Table 3.4. By varying the processor configuration, we were able to check 
that the topology as defined by the neighbour tables (see § ( 3.2.1)) was consistent 














43 x 8 0.114 (1,1,1,1) Per No 
- 0.123 (1,1,1,1) Anti No 
(1,1,1,1) Per Yes 
(1,1,1,1) Anti Yes 
(1,1,1,2) Per Yes 
(2,1,1,1) Anti Yes 
6 3  x 12 0.114 (1,1,1,1) Per No 
-* 0.123 (1,1,1,1) Anti No 
(1,1,1,1) Per Yes 
(1,1,1,1) Anti Yes 
(1,1,1,2) Per Yes 
(1,1,1,3) Per No 
(1,1,1,3) Per Yes 
(1,1,1,3) Anti No 
(1,1,1,3) Anti Yes 
(1,3,1,1) Per Yes 
Table 3.4: Pion Propagator Tests. 
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with the various communication routines. This also checks that the communica-
tions routines perform as intended. One must be careful when implementing non-
periodic boundary conditions on a parallel machine that the appropriate global 
boundaries are properly identified (see § (3.2.3)). The agreement with the analytic 
results for anti-periodic boundary conditions is an important confirmation that we 
are implementing these correctly. We also use these tests as further verification 
of the red-black trick from § (2.3.1). 
Similar checks have been performed on larger lattices and arrays of processors (up 
to 12 3  x 24 on a [2, 2, 2, 4] processor grid) as a more realistic test of the code. All 
the various matrix inversion routines used have satisfied these tests. 
For the Clover action in § (1.4.4), the extra term should vanish for a unit gauge 
configuration, which can be readily checked. A full analytic calculation with the 
- - propagator rotations is quite difficult, so we have had to consider alternative tests. 
Having ensured that the pion propagators for the Clover action were physically 
reasonable, we have compared our results with those obtained by [ELC 91] on 
slightly smaller lattices. Our results for the pion masses at corresponding values 
of ic are the same as theirs within statistical error. More rigorous tests have 
also been performed by directly comparing pion propagators with results from 
our collaborators in Southampton and Rome. Their code uses a very different 
inversion algorithm, Gauss-Seidel (see § (2.1.2)), is written in FORTRAN rather 
than C, and runs on a completely different computer architecture. It was written 
entirely independently of the Edinburgh code and has been extensively verified. 
Pion propagators for both the Wilson and Clover actions were computed on a 
test configuration - a random 43 x 8 configuration generated on the Rutherford 
Cray. The successful comparison of these independent calculations provides us 
with further confidence in both codes. 
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3.5.2 Performance of Matrix Inversion Routines 
Due to the large amount of computer time required in a typical QOD calculation 
and the expense of computer hardware, it is essential that efficient use is made of 
the available resources. Therefore, the issue of performance is second only to that 
of correctness of the code. 
To give some idea of how Maxwell compares to other supercomputers, we have 
measured its performance for a variety of different routines. This is the only way 
of estimating the performance attainable for lattice physics problems. The figures 
below are in Gigaflops, where 
1 Gigaflops = 109 floating point operations per second. 
These are only intended to be approximate figures for a reasonable lattice size on 
a large processor grid. 
Peak performance: 	5.1 
Staple ( (3.3.1)) 	0.6 
SU(3) x 2-spinor: 	2.4 
+ boundary transfer: 1.4 
CG - single node (x64): 1.3 
Full Conjugate Gradient: 1.1 
The peak performance is the maximum performance as determined by the 80 MHz 
clock speed of the i860. The highest performance we have seen for user code is 
about 3 Gflops, for code which does not require much data to be transferred 
between the i860 and the memory. As can be seen from the above table, commu-
nication of boundary data takes approximately 40% of the time for the routine 









scalar product 2 7 27.0 46 
global summation 2 6 - - 
y1=y1+(a*xi) 3+2 51 9.7 46 
4-spinor -+ 2-spinor 4 85 9.3 17 
SU(3) x 2-spinor 4 424 20.4 36 
2-spinor -* 4-spinor 4 88 13.4 <17 
CG Iteration 661 17.1 30 
Table 3.5: Performance of Conjugate Gradient. 
which is the major component of P . The table indicates that the maximum 
- 	performance for a multi-processor physics application is around 1.0 - 1.5 Ofiops. 	- 
To be more specific, we have also measured the timings for each of the routines 
which constitute an iteration of a CG or MR algorithm. Table 3.5 gives details of 
the corresponding performances in Megaflops per processor. These were measured 
on a 16 lattice distributed over a. 2 hypercube of processors. It is difficult to 
make accurate measurements of the timings of the routines, since the the act of 
measurement disturbs the performance. On conventional computers, this is only 
a minor worry, but on complicated architectures it may be a major effect. The 
consistency of these measurements was checked by timing various subgroups of 
routines and ensuring that the total time was the same as the sum of the individual 
times. While most of these times were measured in situ, it was often helpful to 
cross-check timings with test programs. 
The first thing to notice is that 90% of the time for a CG iteration is spent in 
the three routines which together constitute a ., and they determine the over- 
all performance of the code. The main optimisation effort has therefore been 
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concentrated on these routines, and the program has been structured so that, 
for example, the memory is allocated in the way most suitable for them. The 
right-hand column of maximal performance figures are taken from the original 
proposal document for the UKQCD project [Booth 90]. They were determined by 
considering the processor speed and memory bandwidth of the i860. 
The overall efficiency of the code does not vary significantly when the lattice size 
per processor is changed. For example, we often have a 24 3  x 48 lattice distributed 
over 32 processors, which gives a local lattice size of 12 3  x 6. This takes around 
1.7 seconds for a CG iteration which is essentially entirely accounted for by the 
effect of a larger local volume. An MR iteration has half the number of calls to 
and, for all lattice sizes, takes just over 50% of the time of a CG iteration. 
For the Clover action, there are two additional routines - multiplication by 
2K 
A = 1 - 5goFo 
and its inverse (see, e.g., § (2.3.2)). These are both local operations and therefore 
efficient. In fact, the multiplication by A achieves a performance of over 3 Gfiops 
on 64 processors and is the fastest routine. However, the corresponding routine 
to multiply a fermion vector by A' is not yet written in assembler and is thus 
significantly slower. At present, an iteration for the Clover action takes around 
75% longer than for Wilson though this overhead should be reduced by at least a 
factor of 2 when the inverse multiplication is optimised. 
Generally, the main limitations to Maxwell's performance are 
Memory Bandwidth - the maximum rate at which data can be transferred 
between the i860's registers and the main memory on the board, and 
Communication Speed - the maximum rate at which data can be transferred 
between processor nodes. 
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The first of these is the reason why, e.g., the saxpy operation, yi  = y' + (a * 
and the 2 4-spinor routines have turned out to be somewhat slower than ex-
pected. This problem may be alleviated by careful assembler coding. The com-
munication speed is probably the major limitation of all parallel computers today. 
Maxwell's links are fast (20 Megabits/sec) and the communications are straight-
forward to use, yet the main calculation routine still spends 40% of its time com- 
municating boundary data. There are two ways in which this overhead could be 
reduced. 
• Faster hardware links could be used, which is technically difficult, or 
• Communication could be fully overlapped with calculation. The difficulty 
with this approach is that our hand-coded assembly routines use up so much 
of the memory bandwidth that the transputers cannot get a chance to start 
- 	up the communications. 
On the whole, the performance figures are quite encouraging. Except for one of 
the routines required for the Clover action, coding improvements are likely to 
give, at most, a few per cent improvement. The only major possible improvement 
would come from better inter-processor communications. 
What do the Performance Figures Mean? 
For the range of r. values which we use, i.e., ic = 0.1510 - 0.1530, on the 24 3  x 48 
lattices the matrix inversion takes between 250 MR iterations and 2500 CO iter-
ations. This means that the time taken to calculate a single component of the 
Wilson quark propagator is between 5 and 70 minutes. Additionally, it takes 
around 8 to 10 minutes to write a component onto the disc. This makes it ineffi-
cient to use much smaller values of ic since it would then take longer to write the 
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propagator than to calculate it. Overall, the total time taken to generate all 12 
components of the Wilson quark propagator varies from 3 to 16 hours. Since that 
is about the maximum amount of data a single disc can hold, these times indicate 
how often we need to tape up the data onto Exabytes. They are therefore vital in 
determining a workable modus operandi, and indeed determining the feasibility of 
the project. Our timings show that operator intervention is required only a few 
times per day which is completely reasonable. 
Chapter 4 
Hadron Spectroscopy 
(4.1) will describe the operators used to investigate the various mesons and 
baryons in which we are interested. It will also indicate how the corresponding 
correlation functions can be constructed by tying together appropriate quark prop-
agators. The next section shows how these correlators can be used to determine 
the lattice masses of the particles using effective masses and fits to the timesliced 
propagators. This will be followed by a description of Wuppertal smearing which 
can be used to improve the signal. 
The main section, § (4.4), presents preliminary results for the hadron mass spec-
trum for both the Clover and Wilson fermion actions. These results have been 
determined on a sample of 9 24 x 48 configurations of gauge fields at /3 = 6.2. 
The Chapter will finish with a summary of the results so far. 
CHAPTER 4. HADRON SPECTROSCOPY 
4.1 Hadron Correlators 
On each configuration, we use the matrix inversion algorithms of Chapter 2 to 
solve Eq. (2.12) for sources of each colour and spin. We can then construct the 
quark propagator, G, which is the correlation function 
G(x, t; 0) = ( o 	t)(o)I o), 	 (4.1) 
where roman letters (i,j) are colour indices, and greek letters (a,/) are spin 
indices. Normally we evaluate this for a number of different bare quark masses 
or, equivalently, values of the hopping parameter, ic. The following sections will 
show how these quark propagators can then be used to investigate the properties 
of lattice hadrons. 
4.1.1 Meson Operators 
Meson operators are all of the form 
0(x) = (x)r'(x) 	 (4.2) 
where r can be any one of the 16 linearly independent -y-matrix combinations, 
arn,. A generic meson propagator is shown in Fig. 4.1. 
(0, 	 ,..-' (, t) 
Figure 4.1: Meson propagator. 
The properties of the 'y-matrices under charge conjugation and the parity opera- 
tion can be used to build operators with the required quantum numbers. To study 
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any particular meson, we choose a linear combination of the meson operators with 
the same quantum numbers. For example, one possible pion operator is 
ir(x) = (x)-y5 1'(x). 	 (4.3) 
Therefore, to measure the lattice mass of the pion, we look at the correlation 
function, 
	
C(, t) = (o 1r(, t) ir(o)J o). 	 (4.4) 
In Minkowski space 
= 	((t..0).)l5l,))t 
= bLysyo .1 
= —b-y5t7b, 
from the hermiticity and commutation properties of the y  matrices. This gives 
C(x) = —(0 	(x)(y 5 ),p11(z) 	(0)(y5),,st,b(0)IO). 	(4.5) 
Wick contraction gives 
C(x) = — (y) (ys),,& (o '0(x) 	(°)I o) (o 	(x) 1pj (o)l  o), 	(4.6) 
= (y) (75)6 Oj11 (x; 0) G(O; x), 	 (4.7) 
using Eq. (4.1). Using the lattice Dirac equation gives the result 
G(O;x) = ( 5 )6p Gt j (0;x )(iis). 	 (4.8) 
Therefore 
C(x) = — ey5)c43 Gj(x; 0) (y)_o (1'5)6p G(0; a) ('75)c7a 
= Tr [ys G(a; O) ysys Gt(O ;x ) ys ] 
= Tr [G(x; 0)Gt(0; x)] 
= k(x;0)I2 	
(4.9) 
using y2 = 1. The pion correlator is the simplest to measure since it is sim- 
ply the sum over colour and spin of the absolute value of the quark propagator 
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squared. We calculate the quark propagators, C, using an analytic continuation 
to Euclidean space. 
Throughout this Chapter, the only mesons which will be studied are the pion and 
the rho. Since the p is a vector meson, the corresponding operator must have a 
free Lorentz index. The operators we use are listed in Table 4.1. 
Operator JP' Particle 
1 -- p 
Table 4.1: The meson operators and their particle assignments. 
4.1.2 Baryon Operators 
Since baryons contain 3 valence quarks, a generic operator for a baryon has the 
form 
OB(x) .- 	k ((x)r?1.'i(z))t1.'c(x) 	 (4.10) 
with the appropriate symmetrisations. For the isospin particles, we need r to 
be antisymmetric while for the I = particles it should be symmetric. 







Table 4.2: The baryon operators and their particle assignments. 
Table 4.2 shows the operators we use to investigate the nucleon and A. The 
matrix C is the charge conjugation operator while u and d represent different 
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flavours of quark field. To construct a J = 2 operator requires a free spin index. 
The operator associated with the A in Table 4.2 also has contributions of the form 
pN so we have to project out the A state by taking the appropriate combinations 
of components. 
The parity operator is yo  and the parity eigenstates are (1 ± yo). In the represen-
tation we use, these project out the upper two spinor components and the lower 
two spinor components, respectively. The upper two spinor components represent 
the baryon propagating forward in time, while the lower two spinor components 
can be used to investigate the backwards propagating baryon. 
4.2 Correlation Functions and Masses 
Consider the correlation function of an operator, 0, with the same quantum 
numbers as one of the light hadrons, i.e., 
C(, t) = (o 10(x- , t) °(°)I o). 	 (4.11) 
If we insert a complete set of states labelled by spatial momentum,- and  ps  particle, 
n, we get 
C(x,t) 
= 	J 16p (0 
0(,t)J n,) (n,p0t(o)I o). 	(4.12) 
With the Schrödinger representation of 0, we use the operator P to transform to 
momentum space to get 
C(, t) x 	J d375 (0 V'0(0)'1 I n,) (n ,1Ot(0)1 o) 	(4.13) 
oc >J d 3F (0 10(0)1 n, (n,p1Ot(o)1  o) 	(4.14) 
Summation over the spatial volume of each timeslice projects out the states with 
zero spatial momentum, giving 
C(t) = 	C(, ) = 	aeimt, 	 (4.15) 
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where the coefficient, antis related to the overlap of 0 with the particle n. Working 
with a periodic, Euclidean lattice, this becomes 
C(t) = E (Fne_mt + Bne_mt_t)) 	 (4.16) 
where the second term is from the backward propagating particle. As t —+ oo and 
(L - - oo, we are left with only the contribution from the lightest state which 
has non-zero overlap with the operator 0, i.e., 
C(t) = Fe_mot + Be_m0(h#t_t). 	 (4.17) 
4.2.1 Extracting Masses from Propagators 
For each ç  value, we start with 800 Mbytes for each configuration, obtained from 
the required 12 fermion matrix inversions. We reduce this by tying propagators 
together and summing over timeslices, to a set of 48 numbers for each operator. We 
now want to reduce this information further by using each timesliced propagator 
to extract a. single number - the mass of the lightest particle in that channel. 
Effective Masses 
The quickest method to get an estimate of this mass is by using the values of C(t) 
on neighbouring timeslices to define an effective mass on each timeslice. If L t is 
large, we can ignore the backward propagating state, i.e., set B = 0 in Eq. (4.16). 
Then 
meff(t) = log 
(C'1)) 	
(4.18) 
Near the origin, this will not give a good estimate of the mass of the lightest 
particle as the signal will be contaminated by higher mass states. However, for 
larger values of t, the lightest state will dominate and so we hope that m will 
be constant over a range of timeslices. 
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For many operators the amplitude of the forward and backward propagating states 
will be the same, i.e., F = B and, for t large, Eq. (4.17) becomes 
C(t) =A cosh m 
 ( - ). 	
(4.19) 
We can use this to define a more precise m, using 2 or even 3 time8lices (see 
[Bowler 83]), but, with low statistics, there is little to gain over Eq. (4.18). 
Fig. 4.2 shows a typical effective mass plot for the rho meson. Errors in the 
effective mass are estimated from the jackknife method over the configurations. 
This clearly shows that, at timeslices near to the origin, meff  does not give an 
estimate of the p mass due to contributions from other particles in this channel 
with higher mass. However, we can see that from timeslice 10, there is a plateau 
in the effective mass and thus a signal for the p. After timeslice 18, the signal 
has disappeared into noise and so we are constrained to estimate the mass in this 
region. Averaging the effective mass over timeslices [10, 18] gives the same value 
as averaging over [11, 17] well within errors (see Table 4.3). 
Hyperbolic Fitting 
In general, we can get a more reliable estimate of the mass by fitting the propa-
gator, C(i), to the appropriate form. It might seem possible to include the con-
tribution from a higher mass state in this fit, e.g., we could fit the p propagator 
to 
C(t) = A 0 cosh i-nt (t - 
	
+ A1 cosh m1 ( - Lt 
2) 	 2 ) ' 
However, fits to a sum of 2 hyperbolic or exponential forms are notoriously un-
stable. It is better to fit over a region in t where the only significant contribution 
is from the lightest particle, i.e., where the slope of log C(t) v. t is constant. The 
best way of choosing this region is from the plateau in the corresponding effective 
mass plot. Inconsistency between the effective mass data and the fitted mass is 
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Figure 4.2: The effective mass plot of the rho meson for the Clover action at 
r. = 0.14262. This is from 9 configurations and has been averaged over the for-
ward and backward propagating particles. The dotted lines show the error in the 
averaged effective mass over the region [11, 17]. 
an indication of serious problems with the data set. 
The standard way to fit data to a functional form, such as Eq. (4.19), is to min-
imise some goodness-of-fit measure as a function of the parameters a = (A, m). 
To fit over a region tmax], the normal x2  is 
(C(t) - C(t; a))2 x2 (a)= (4.20) 
at 
where C(t) is the propagator data at t with error at and C(t; ) is the theoretical 
value obtained from the parameters, a. However, this ignores correlations between 
successive timeslices which are typically large and leads to an estimate of x2  which 
is unrealistically small. To obtain a more reliable estimate of the errors in the best 
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fit parameters, we need to take the correlations into account using 
x0() = 	Cov(t,, t3 ) 1 (C(t2 ) - C(t; a'))(C(t3 ) - C(t5; s)). 	(4.21) 
t $ 	tj  
The data covariance matrix is 
1 	N 
Cov(t, t 7 ) = (C,(t) - (C(t)))(Ck(t) - (C(t1))) N(N— 1) k=1  
where the sum is over the N configurations and Ck(t)  is the value of the correlator 
on timeslice tj from configuration k. If the correlations are negligible, Eq. (4.21) 
reduces to Eq. (4.20). 
Region Rho Mass 
tmm • j max eff fit 
10 16 0.329(11) 0.329(18) 
10 17 0.329(11) 0.329(17) 
10 18 0.329(11) 0.331(17) 
11 16 0.324(14) 0.316(22) 
11 17 0.324(14) 0.317(22) 
11 18 0.324(13) 0.316(21) 
12 16 0.326(17) 0.321(25) 
12 17 0.327(17) 0.322(26) 
12 18 0.326(17) 0.320(25) 
Table 4.3: Comparison of m p obtained from the effective mass plots and the fitting 
routine for a number of different regions. This data is for the Clover action at 
K = 0.14262. 
Table 4.3 contains various estimates of m p obtained both from the effective mass 
data and from correlated fits to Eq. (4.19). The estimates using me ff are obtained 
from a weighted average over the region and the errors quoted ignore correlations 
between timeslices. The agreement between m eff  and mfit  is very good for each 
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region. This indicates that neither method has serious systematic problems for 
this data. There is no systematic decrease of m as tmj  increases and essentially 
no dependence on tmax . This clearly shows that there is a region in t in which the 
signal from the lightest state dominates the propagator. 
4.3 Smearing 
Recently, there has been an increasing amount of evidence that large improvements 
in the efficiency of lattice gauge measurements can be made by using non-local or 
smeared operators (see e.g., [Michael 89, Güsken 90]). Using larger operators ap-
pears to increase the overlap with the lightest states. For propagator calculations, 
we can use a source, 77, which is finite over some non-zero volume. Alternatively, 
- we can smear the solution, b, which we call smearing the sink, or, indeed, smear 
at both the source and the sink. Since we determine the particle masses from the 
decay of the timesliced correlators, as in Eq. (4.19), we only smear over the spa-
tial volume. Various forms of smearing have been proposed, such as replacing the 
point source with a 3D cube over some or all of the spatial volume. This is nor-
mally performed after gauge-fixing and is then a non gauge-invariant operation. 
Throughout the rest of this Chapter, we shall only be concerned with Wuppertal 
smearing which is physically motivated and gauge-invariant. 
4.3.1 Wuppertal Smearing 
To improve the signal for the lightest state, [Güsken 90] investigated smearing 
techniques using wa.vefunctions which are smooth and vanish at oo. Wuppertal 
smearing uses the 3D scalar propagator as the smearing wa.vefunction to produce 
an extended source without the necessity of gauge-fixing. This is rotationally 
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invariant and has a smoothly decaying exponential form. We thus need to solve 
the 3D scalar Klein-Gordon equation on each timeslice of the lattice. To produce 
a smeared source, this only needs to be performed on the single timeslice where 
the source is non-zero. The 77 in Eq. (2.12) is replaced by , defined by 
(1 - 'C ac V ij )(1ism )(y) = 6(x) 	 (4.22) 
where 
3 
= 	(U(x)S +,i,, + U(x - 
Eq. (4.22) can be solved using the red-black over-relaxed MR algorithm described 
in Chapter 2. The amount of smearing is controlled by a single free parameter, 
'c, which is related to the mass of the scalar particle. The value of this parameter 
is chosen so that a smeared point source has a r.m.s. radius of a few lattice sites. 
We normally set , = 0.180. 
Similarly, we can smear at the sink by solving 
(1 - K 3 V 
where & is the solution to Eq. (2.12). Propagators with a local source and sink 
are labelled with LL, those with a local source and smeared sink are LS and the 
other combinations are labelled in the obvious fashion. In practice, we normally 
smear at the sink as this has the advantage that it can be undone with a single 
multiplication by (1 - ic8 V2 ) and then, if necessary, re-smeared with a different 
ic. Since we can easily recover the LL propagator from the LS propagator, this 
allows us to write only the LS propagator from Maxwell. The rate at which data 
can be written from Maxwell is a bottleneck and so this is one of the major advan-
tages of Wuppertal smearing. We have checked that the convergence criterion for 
the smearing is sufficiently tight by comparing the hadron correlators obtained 
using LL quark propagators with those from LS propagators which have been 
unsmeared as described above. Typically, the hadron correlators, even at large 
distances from the origin, change by no more than 1 part in iO or iO. 
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4.3.2 Smeared and Unsmeared Propagators 
To see what has been gained from smearing we should look at effective mass plots 
obtained from LL and LS propagators. Fig. 4.3 shows plots for the p meson at a 
light quark mass. 
There are a number of striking differences between the 2 graphs. Firstly, we can 
see that m is much smaller than m near the origin. The plateau for the LS 
graph begins around timeslice 9, while for LL this does not occur before timeslice 
10 or 11 though both plateau at a mass of about 0.3. It is also noticeable that 
the LL data appears more correlated then the LS data and is less noisy at large 
t. This is a reasonably typical case for our smearing where we gain 1-2 timeslices 
near the origin due to a better overlap with the lightest state and then sometimes 
lose a timeslice further out due to increased statistical noise. 
Comparing Table 4.5 and Table 4.6, the fit to the LL propagator on timeslices 
[11, 17] gives m = 0.30(3) while the LS fit from [10, 17] gives m = 0.29(3). Con-
sidering that these results are from light quark mass and how different the graphs 
appear, the agreement between the two fits is encouraging. It is interesting to 
note that the off-diagonal elements in the covariance matrix, Coy, are signifi-
cantly larger for the LL data, which is what we expected from the correlations in 
the meff  plots. The similarity between the various estimates for the mass allow us 
to conclude that we are indeed seeing the lightest excitation in both the LL and 
LS data. Further discussion of the smearing can be found in § (4.5.1). 
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Figure 4.3: Comparison of the p meson effective mass plots for LL propaga-
tors (top) and LS propagators. These are from 9 configurations using the Clover 
action at r. = 0.14280. 




All the results in this section are from 24 x 48 lattices at 3 = 6.2. The lattice 
size was determined by the amount of memory required for a propagator inversion 
and by the requirement for a long time direction so that the asymptotic masses 
can be more clearly seen. At this value of 3, we should be approaching the scaling 
region yet not be too strongly finite size affected on 24 3  lattices at the values 
of quark mass typically used. The gauge configurations were generated using 
compound sweeps consisting of 5 OR sweeps followed by a heatbath sweep to 
ensure ergodicity. Further details can be found in § (1.4.5). We allow 2800 sweeps 
for equilibration and perform this analysis on 9 configurations separated by 400 
sweeps. 
For the Wilson action, we have calculated propagators at ic = 0. 1510, 0.1520, 
0.1523, 0.1526 and 0.1529. For the Clover action we chose ic = 0.14226, 0.14244, 
0.14262 and 0.14280 by roughly matching the lattice pion masses, determined from 
a single configuration, with the lighter four pion masses computed in the Wilson 
case. For the Clover action, in addition to results based on the standard LL quark 
propagators, we also present results for propagators smeared at the sink, the LS 
propagators, as described in § (4.3). 
Some of the Wilson propagators were calculated using the Conjugate Gradient al-
gorithm from § (2.2.6) before we later switched to an Overrelaxed Minimal Resid-
ual algorithm of the form described in § (2.2.3). We found that optimising the 
overrelaxation parameter gave an algorithm which was a factor of 2 more efficient 
than CG. 
The hadron correlators were calculated on a number of different computers includ- 
ing Maxwell, a DAP' and various Sun workstations. As a bug check, we ensured 
'The DAP is a parallel computer manufactured by AMT consisting of a 64 2  array of bit serial 
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that the correlators were independent of the machine used to measure them. 
4.4.1 Hadron Masses 
The particles we have investigated are the pion (ir), rho meson (p), nucleon (N) 
and delta () using the operators listed in Table 4.1 and Table 4.2. The masses 
were calculated by fitting the timesliced correlators to the appropriate functional 
form. For the mesons, this is a cosh since the forwards and backwards propagating 
particles are identical. However, for the baryons we fit to a decaying exponential 
as we take only the upper or only the lower spinor components which projects 
out different parity states propagating forwards and backwards states in time 
(see § (4.1.2)). To increase our statistics we treat the particle travelling in the 
-- negative t direction as independent in the ensemble. The correlations in the data 
when analysed this way should be taken into account by the correlated x2  fits. 
For the baryons, we take the backwards propagating state of the opposite pair of 
spinor components for the reason given above. 
The choice of region over which to fit the propagator is the trickiest part of 
this exercise! As we fit to only the lightest particle, as in Eq. (4.17), we must 
choose a region where only this state contributes significantly. This can be roughly 
determined using the effective mass plot, but it is vital to check that the fit is 
stable when the fit region is perturbed. In particular, to minimise systematic 
effects from heavier states, it is important that fitting to + 1, t] agrees 
within statistical error with the fit from [tmin, tmax]. Nevertheless, this choice is 
still a source of systematic error. 
Initially, our fits were performed by minimising the naïve x2  from Eq. (4.20). 
However, the results presented in Table 4.4, Table 4.5 and Table 4.6, are from 
processors. 
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correlated fits using Eq. (4.21). The correlated x2  gives a useful measure of the 
goodness of the fit and better estimates of the errors in the fit parameters, though 
the two independent fitting programs generally give the same masses within sta-
tistical error. In the tables, as well as presenting the masses from the correlated 
fits, we also list the region over which each fit was performed, [t, tmax], and the 
corresponding x 2/n where the number of degrees of freedom, 
n = number of timeslices fitted - number of fit parameters. 
Discussion of Mass Fits 
The results for the Wilson action are in Table 4.4. For each particle, a suitable 
region to fit over was found by investigating a number of regions for one of the 
larger ic values and then checking that this was also .appropriate for the other 
values. This was a practical attempt to reduce the arbitrariness of the region 
given the low statistics. It was also possible to find fit regions for the different 
particles that largely overlapped, which should reduce errors in mass ratios and 
differences. The major quantitative measure of the goodness of the fits is the value 
Of X2 /n. If x 2  is very different from n, it is indication that there is a problem 
with the fit. This may be due to the data not being Gaussian distributed, or that 
the jackknife method is not a good estimate of the true errors in the propagator. 
For the Wilson meson propagators we get values of X2 /n between 0.7 and 1.6 
with small errors on the masses. These are signs that the signals are good. Even 
for the baryon fits, (x2 /n) <3, though the errors are increasing. It was quite 
difficult to find a region with a stable fit for the nucleon so the systematic errors 
are probably not negligible. Nevertheless, there do appear to be reasonable signals 
for the baryon operators used. 
The fits for the Clover LL propagators were taken over the same region as for the 
corresponding Wilson LL fits. The stability of the fit against small changes in the 
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M, [tmjxi, tmax] 
X2 /n 
0.1510 0.294(3) [12,18] 5.6/5 
0.1520 0.218(3) [12,18] 3.4/5 
0.1523 0.193(4) [12,18] 3.9/5 
0.1526 0.166(4) [12,18] 4.7/5 
0.1529 0.132(4) [12,18] 7.8/5 
M P  [tmjn , tmax] X2/ 
0.1510 0.386(6) [11,17] 7.0/5 
0.1520 0.352(9) [11,17] 4.3/5 
0.1523 0.341(10) [11,17] 3.5/5 
0.1526 0.323(12) [11,17] 5.3/5 
0.1529 0.314(19) [11,17] 7.2/5 
tmax] 
X2  /n 
0.1510 0.604(9) [12,18] 11/5 
0.1520 0.516(12) [12,18] 12/5 
0.1523 0.480(15) [12,18] 11/5 
0.1526 0.432(23) [12,18] 5.8/5 
0.1529 0.375(35) [12,18] 2.0/5 
IC 7fl tmax] 
X2  /n 
0.1510 0.640(10) [12,17] 5.5/4 
0.1520 0.571(12) [12,17] 4.4/4 
0.1523 0.554(15) [12,17] 5.1/4 
0.1526 0.537(19) [12,17] 7.4/4 
0.1529 0.524(35) [12,17] 11/4 
Table 4.4: Hadron masses in lattice units for the Wilson action from correlated 
fits to the LL propagators in the region 	tmax]. The righthand column, x2 /n, 
gives a measure of the goodness-of-fit for the correlated fit. A good fit should have 
x2 
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K m [tmin, tmax] X 2/ 
0.14226 0.218(4) [12,18] 5.1/5 
0.14244 0.197(4) [12,18] 4.8/5 
0.14262 0.174(4) [12,18] 3.8/5 
0.14280 0.147(5) [12,18] 3.7/5 
ec m 4,, [tmjn , tznax] X2 /n 
0.14226 0.345(11) [11,17] 0.7/5 
0.14244 0.330(14) [11,17] 0.9/5 
0.14262 0.317(22) [11,17] 1.1/5 
0.14280 0.302(34) [11,17] 3.3/5 
K MN [tmjfl , tmax] X 2/ 1 
0.14226 0.504(13) [12,18] 5.6/5 
0.14244 0.465(19) [12,18] 2.7/5 
0.14262 0.414(30) [12,18] 0.7/5 
0.14280 0.346(40) [12,18] 1.1/5 
K m [tmin , tmax] X2 /n 
0.14226 0.591(18) [12,17] 3.7/4 
0.14244 0.572(22) [12,17] 5.1/4 
0.14262 0.544(30) [12,17] 7.5/4 
0.14280 0.503(46) [12,17] 13/4 
Table 4.5: Hadron masses in lattice units for the Clover action from correlated 
fits to the LL propagators. 
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r. rn. [t, tmax ] X/ 
0.14226 0.218(6) [10,16] 2.5/5 
0.14244 0.197(6) [10,16] 2.2/5 
0.14262 0.174(7) [10,16] 1.6/5 
0.14280 0.147(7) [10,16] 1.0/5 
IC m tmax] X2 /n 
0.14226 0.345(10) [10,17] 7.7/6 
0.14244 0.325(14) [10,17] 9.7/6 
0.14262 0.311(23) [10,17] 12/6 
0.14280 0.289(33) [10,17] 12/6 
K MN [t, tmax] X2 /n 
0.14226 0.476(21) [9,15] 8.3/5 
0.14244 0.438(26) [9,15] 12/5 
0.14262 0.421(36) [9,15] 12/5 
0.14280 0.366(28) [9,15] 8.2/5 
K m [t, tmax] X2 /n 
0.14226 0.582(23) [10,15] 1.9/4 
0.14244 0.553(25) [10,15] 4.6/4 
0.14262 0.520(29) [10,15] 6.8/4 
0.14280 0.492(42) [10,15] 6.4/4 
Table 4.6: Hadron masses in lattice units for the Clover action from correlated 
fits to the LS propagators. 
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region of fit was again carefully investigated. The only fits where the values of 
x 2/n were significantly larger than 1 are for the A at high ,. Indeed, some of the 
p and nucleon fits have a suspiciously low x2  which may suggest that the errors 
in the propagator are overestimated. As for the Wilson case, it was difficult to 
find a suitable region over which to fit the nucleon. 
Comparing Table 4.5 and Table 4.6, we can see that the stable fit region for the 
LS propagators is typically 2 timeslices nearer the origin. The fits for the ir give 
the same mass estimates as the LL fits, though with slightly larger errors. For the 
p meson, the values of x2  are somewhat large but not worse than 2 per degree of 
freedom. The masses are almost identical to the LL case, though the discrepancies 
increase at higher ic. For the baryons, the comparisons are a little worse. The 
values of x 2/n for the LS nucleon fits are larger but probably more believable. 
The difference in nucleon mass between the LL and LS fits is about 1 o from zero. 
For the A, the deviation is less significant within the large errors. 
Overall, we have usually managed to find fit regions for the different particles, 
actions and ic values which are similar. This should reduces errors in the com-
parison of different particles and systematic errors due to the subjective choice of 
region. There is reasonable agreement within errors between the various masses 
for the Clover LL and LS propagators. With 9 configurations, the major diffi-
culty appears to be in getting a good signal for the nucleon. In the following 
sections, we compare the above values for particle masses with various theoretical 
and experimental expectations. 
4.4.2 Determining i  from the Pion Mass 
We assume that the pion is the Goldstone boson of spontaneously broken chiral 
symmetry and acquires a mass only as a result of small quark mass terms in the 
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action for QCD (see [Weingarten 83]). This implies that 
M oc 7flq  
for small values of the bare quark mass, rn q . From the definition of #c (Eq. (1.47)), 
we have rn01.1  11(2ic) and so, defining ic to be the critical value where m q = 0 1  
gives 
(1 	1 
We can thus use the values of the pion mass calculated above to fit a straight line 
to 	
m 2 = a + b 
() 	
(4.23) 
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Figure 4.4: Determination of ic from m for the Wilson (left) and Clover actions. 
A straight line fitted to the 4 lightest points for the Wilson data in Fig. 4.4 goes 
right through these points while even the heaviest pion lies within 2-a of the line. 
Indeed, it is possible to include this point in the fit without changing the result 
within errors or increasing x 2  significantly. For comparison with the Clover data, 
we ignore the heaviest point and get 
ic = 0.15343(5) 
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where the error quoted is purely statistical. It is probably slightly underestimated 
as it ignores any correlations between the different c values. The masses for the 
Clover action from the LL and LS propagators are essentially identical and so we 
only plot the LL results. The data is also linear to a high degree of accuracy and 
the intercept gives 
K C = 0.14326(6), 
which agrees with the result from the LS data that 
4 = 0.14326(9). 
Estimating ic using rn, obtained from uncorrelated fits to the propagator gives 
the same central values while the jackknife error estimates are less than a factor 
of 2 larger. The above values for both actions are also in close agreement with 
[ELC 91]. 
The two graphs in Fig. 4.4 are plotted on similar scales and we can see that the 
gradient of the Clover graph is about 25% larger than the Wilson graph. Changing 
KW by a given amount produces a smaller change in physical quantities, such as 
rn, than changing by the same amount. This indicates that for the two actions, 
the bare lattice quark mass requires different renormalisations to be related to a 
'physical' quark mass. 
4.4.3 Hadron Masses at Different Quark Masses 
The graphs in Fig. 4.5 and Fig. 4.6 show the masses of the various hadrons for 
each ic against the corresponding m ' . § (4.4.2) shows that this is proportional to 
the bare rnq but, as the constant of proportionality is different for the two actions, 
rn is more useful for purposes of comparison. 
Within the errors, the graphs are quite similar. For example, in all 3 cases, the 
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Figure 4.5: Hadron masses against m for the Wilson action. The error in m is 
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Figure 4.6: Hadron masses against m for the Clover action using LL propaga-
tors (left) and LS propagators. 
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p meson has reasonably small errors which increase near the critical point. Addi-
tionally, excluding the heaviest nucleon point for the Wilson action, the trends in 
the masses of the p, nucleon and A are all consistent with linear. For the Wilson 
action, the N-A splitting is small for heavy quark masses and, as expected, in-
creases as rnq decreases. However, the slope of the nucleon mass seems to be too 
large at small rnq , in that the extrapolation to m q = 0 appears to give MN  <rn,. 
The picture is very similar for the Clover (LL) action though the errors are even 
larger. This problem is probably related to the difficulty of getting a good fit for 
the nucleon. This hypothesis is supported by the fact that the major difference 
between the two Clover graphs in Fig. 4.6 is in the nucleon signal. 
4.4.4 Determining the Lattice Spacing 
We can use the linearity of rr, against m to extrapolate to the critical point. 
This can be related to the physical value to give an estimate of the inverse lattice 
spacing and, hence, to set the scale of the lattice simulations. 
Action Lattice Inverse lattice 
p mass spacing, a 1 (GeV) 
Wilson (LL) 0.291(2) 2.64(2) 
Clover (LL) 0.267(4) 2.89(4) 
Clover (LS) 0.244(6) 3.16(8) 
Table 4.7: Lattice value of m extrapolated to m = 0 for the different actions. 
The righthand column gives the corresponding inverse lattice spacing using the 
physical value, rn, = 770 MeV. 
Table 4.7 shows the results obtained using the 4 lightest p masses for each action. 
The errors quoted are purely statistical and ignore correlations between the data. 
CHAPTER 4. HADRON SPECTROSCOPY 	 122 
The discrepancy of the results for the Clover action using LL and LS propagators 
is a better indication of the true errors. An estimate for the inverse lattice spacing 
has also been made on these configurations from the string tension using blocking 
(see [UKQCD 91]). This gives a 1 = 2.70(3) GeV which is in agreement with 
previous work on 20 lattices at the same /3 value by [Michael 89, Perantonis 90]. 
The results in Table 4.7 are quite similar, indicating that, for these quantities, we 
are reasonably near the scaling region, though it appears that the Clover action 
may give a somewhat larger a. However, the disagreement between the LL and 
LS values makes it difficult to judge the significance of this. Wherever needed, we 
will regard the inverse lattice spacing from the string tension to be the canonical 
estimate as it is independent of the fermionic action 
4.4.5 Meson Mass Splitting 
There is an interesting phenomenological relationship between the masses of vector 
and pseudoscalar mesons with the same valence quark content. It appears that 
22 the quantity m, - ms is almost independent of the quark mass. For example, 
for the ir-p system 
M - m = 0.57 GeV2 , 
while for the KK*  system the corresponding quantity is 0.55 GeV2 . This is true 
even for D,-D where the masses of the mesons are about 2 GeV. 
We can use this result as a test of the lattice simulations. In Fig. 4.7 and Fig. 4.8 
we have plotted the meson mass splittings for different ic values against m which 
is proportional to the quark mass. From Fig. 4.8 we can see that the Clover LL 
values of rn - m are independent of K. Well within errors, the Clover LS data 
is also linear and in close agreement with the LL results. The 4 equivalent Wilson 
points in Fig. 4.7 have smaller error bars and are also consistent with a constant. 
The results from the European Lattice Collaboration, [ELC 911, using 20 lattices 
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Figure 4.8: Mass splitting of the ir and p mesons for the Clover action using 
LL (left) and LS propagators. The dotted lines represent the weighted averages 
of the data. 
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at 3 = 6.2, are in agreement with our points at larger m, and show a clear upward 
slope as m. decreases. The lighter points are still consistent with this trend and 
we would need additional statistics to decide whether the slope does flatten at 
light m. A similar slope was found at 3 = 6.0 by [APE 90]. To test if this trend 
is an 0(a) effect, it would be very interesting to see data from heavier pion mass 
points for the Clover action. 
Action m 2 - 
Lattice Physical 
Wilson (LL) 0.078(4) 0.57(3) 
Clover (LL) 0.071(5) 0.52(4) 
Clover (LS) 1 0.069(5) 1 	0.50(4) 
Table 4.8: Lattice and physical values of the ir-p mass splittings for the different 
actions. The physical values were calculated using the lattice spacing determined 
from the string tension, i.e. a 1 = 2.70(3) GeV. 
For each of the actions we use the weighted average of the 4 points with lightest 
m,r as the measure of the meson splitting. This is plotted as a dotted line on each 
of the graphs. The results can also be seen in Table 4.8 along with the physical 
values deduced using the lattice spacing calculated from the string tension:  Using 
the lattice spacing deduced from m 4 , increases the physical values estimated from 
the Clover action to around 0.6 GeV 2 
The conclusion is that not only do we see a constant value of m 2 - m over a rangeir 
of r,. values but that this value is very close to the known experimental number. 
This is a good indication that our calculations are at light enough quark mass to 
approach the continuum limit. 
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4.4.6 Edinburgh Plots 
To relate lattice masses to the physical world, it is necessary either to chose some 
quantity, e.g., the string tension, to set the scale or else to study ratios of masses. 
The Edinburgh Plot is a plot of MN/me  against It was invented by 
[Bowler 85] as a pictorial summary of hadron mass data. 
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Figure 4.9: Edinburgh plot for the Wilson action. The 0 represents the heavy 
quark limit and the K represents the physical value. 
Fig. 4.9, Fig. 4.10 and Fig. 4.11 are the Edinburgh plots for our data. The 0 
represents the point for infinitely heavy quarks and the 0 is the experimental 
point. Fig. 4.9 and Fig. 4.10 are similar in form and in both cases the ratio 
MN/me seems to be falling too quickly. Since the meson data seems to be fine 
(see e.g., § (4.4.5)), this is probably related to the difficulty of fitting the nucleon. 
For the smeared propagators in Fig. 4.11, the problem does not appear to be as 
serious. Nevertheless, these plots are too noisy to draw meaningful conclusions 
and have really been included only for completeness. More statistics are clearly 
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Figure 4.11: Edinburgh plot for the Clover action using LS propagators. 
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4.5 Summary of Results 
The results which have been described in this section are preliminary as they 
are based on a sample of only 9 configurations. Nevertheless, there are a few key 
results such as the determination of ,c for the Clover action and the measurements 
of meson splitting. The next two sections will summarise the conclusions on the 
smearing used and on any improvement from the Clover action. 
4.5.1 Conclusions on Smearing 
Comparing the fit regions for the Clover (LL) and Clover (LS) propagators, 
(Table 4.5 and Table 4.6), shows that the smearing increases the overlap with 
the lightest state and allows it to be exposed about 2 timeslices nearer the origin. 
However, this advantage is off-set by the fact that the signal is noisier further 
from the origin. Overall, the errors on the fits are smaller for the LL correlators. 
The only clear gain from the smearing is for the nucleon, where the LS has a 
small, noisy plateau while it is very difficult to find any stable fit region for the 
LL data. Since other results suggest that smearing can make large improvements 
in the data, it may be that the choice of lc was poor. There is on-going work 
investigating the optimisation of the smearing radius. 
4.5.2 Conclusions on Clover Action 
The main result, so far, from our study of this new action is the determina-
tion of i  in § (4.4.2). With the statistics presently available, the results for the 
hadron masses from the Wilson (LL) and Clover (LL) propagators are almost in-
distinguishable, e.g., there is a strong similarity between the Edinburgh plots in 
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Fig. 4.9 and Fig. 4.10. It may be the case that the region of comparison between 
the two actions is sufficiently near the critical point that O(ma) effects are rela-
tively unimportant for the Wilson action since the masses are small. The results 
for the Wilson action in § (4.4.5) support this view. At low ic the behaviour of 
M 2 - m is clearly K dependent while at larger K this is hidden in the statisticalIr 
noise. It would be very interesting to see how the actions compare further from 
criticality. To make a meaningful comparison, we would also need more statistics. 
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