We study the problem of recovering an n-dimensional BPSK signal from m linear noise-corrupted measurements using the box relaxation method which relaxes the discrete set {±1} n to the convex set [−1, 1] n to obtain a convex optimization algorithm followed by hard thresholding. When the noise and measurement matrix have iid standard normal entries, we obtain an exact expression for the bit-wise probability of error P e in the limit of n and m growing and m n fixed. At high SNR our result shows that the P e of box relaxation is within 3dB of the matched filter bound (MFB) for square systems, and that it approaches the (MFB) as m grows large compared to n. Our results also indicate that as m, n → ∞, for any fixed set of size k, the error events of the corresponding k bits in the box relaxation method are independent.
INTRODUCTION
The problem of recovering an unknown BPSK vector from a set of noise corrupted linearly related measurements arises in numerous applications, such as Massive MIMO [1, 2, 3, 4] . As a result, a large host of exact and heuristic optimization algorithms have been proposed. Exact algorithms, such as sphere decoding and its variants, become computationally prohibitive as the problem dimension grows. Heuristic algorithms such as zero-forcing, MMSE, decision-feedback, etc., [5, 6, 7] have inferior performances that are often difficult to precisely characterize. One popular heuristic is the so called "Box Relaxation" which replaces the discrete set {±1} n with the convex set [−1, 1] n [8, 9, 10] . This allows one to recover the signal via convex optimization followed by hard thresholding. Despite its popularity, very little is known about the performance of this method. In this paper, we exactly characterize its bit-wise error probability in the regime of large dimensions and under Gaussian assumptions.
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The remainder of the paper is organized as follows. In the rest of this section, we give some background and formally define the problem. The main result and a detailed discussion follows in Section 2. An outline of the proof is the subject of Section 3. Finally, the paper concludes in Section 4.
Setup
Our goal is to recover an n-dimensional BPSK vector x 0 ∈ {±1} n from the noisy multiple-input multiple output (MIMO) relation y = Ax 0 +z ∈ R m , where A ∈ R m×n is the MIMO channel matrix (assumed to be known) and z ∈ R m is the noise vector. We assume that A has entries iid N (0, 1/n) and z has entries iid N (0, σ 2 ). The normalization is such that the reciprocal of the noise variance σ 2 is equal to the Signal-to-Noise Ratio, i.e. SNR = 1/σ 2 .
The Maximum-Likelihood (ML) decoder. The ML decoder which maximizes the probability of error (assuming the x 0,i are equally likely) is given by min x∈{±1} n y − Ax 2 . Solving the above, is often computationally intractable, especially when n is large, and therefore a variety of heuristics have been proposed (zero-forcing, mmse, decision-feedback, etc.) [11] .
Box Relaxation Optimization. The heuristic we shall use, we refer to it as Box Relaxation Optimization (BRO). It consists of two steps. The first one involves solving a convex relaxation of the ML algorithm, where x ∈ {±1} n is relaxed to x ∈ [−1, 1] n . The output of the optimization is hard-thresholded in the second step to produce the final binary estimate. Formally, the algorithm outputs an estimate x * of x 0 given asx = arg min −1≤xi≤1
where the sign function returns the sign of its input and acts element-wise on input vectors.
Bit error probability. We evaluate the performance of the detection algorithm by the bit error probability P e , defined as the expectation of the Bit Error Rate BER . Formally,
Pr (x * i = x 0,i ) .
MAIN RESULT
Our main result analyzes the P e of the (BRO) in (1) . We assume a large-system limit where m, n → ∞ at a proportional rate δ. The SNR is assumed constant; in particular, it does not scale with n. Let Q(·) denote the Q-function associated with the standard normal density p(h) = 1 √ 2π e −h 2 /2 . Theorem 2.1 (P e of the (BRO) ). Let P e denote the bit error probability of the detection scheme in (1) for some fixed but unknown BPSK signal x 0 ∈ {±1} n . For constant SNR and m n → δ ∈ ( 1 2 , ∞), it holds:
where τ * is the unique solution to
(3) Theorem 2.1 derives a precise formula for the bit error probability of the (BRO). The formula involves solving a convex and deterministic minimization problem in (3) . We outline the proof in Section 3. First, a few remarks are in place.
Remarks
Computing τ * . It can be shown that the objective function of (3) is strictly convex when δ > 1 2 . When δ < 1 2 , it is well known that even the noiseless box relaxation fails [12] . (In fact, δ = 1 2 is the recovery threshold for this convex relaxation.) Thus, (3) has a unique solution τ * . Observe that the problem parameters δ and SNR appear explicitly in (3); naturally then τ * is indeed a function of those. The minimization in (3) can be efficiently solved numerically. In addition, owing to the strict convexity of the objective function, τ * can be equivalently expressed as the unique solution to the corresponding first order optimality conditions. Numerical illustration. Figure 1 illustrates the accuracy of the prediction of Theorem 2.1. Note that although the theorem requires n → ∞, the prediction is already accurate for n ranging on a few hundreds.
Analysis of convex algorithms. We are able to predict the P e of the detection algorithm in (1) by analyzing the performance of the convex algorithm in (1a). These type of convex algorithms, which minimize a least-squares function of the residual y − Ax subject to a (typically non-smooth) constraint on x, are often referred to in the (statistics and signal-processing) literature as LASSO-type algorithms. When the performance of such algorithms is measured in terms of the square-error
x − x 0 2 2 , the recent line of works [13, 14, 15, 16] has led to precise results and a clear understanding of its asymptotic behavior. The analysis of these works builds upon the Convex Gaussian Min-max Theorem (CGMT) [16, Thm. 1] , which is an extension of a classical Guassian comparison inequality due to Gordon [17] . Of interest to us is not calculating the squared-error of (1a) but rather the P e . Thus, we manage to extend the precise analysis of the LASSO-type algorithm beyond the squared-error. To prove our result we require a slight generalization of the CGMT as it appears in [16] . P e at high-SNR. It can be shown that when SNR 1, then τ * = 1/ (δ − 1/2)SN R. This can be intuitively understood as follows: at high-SNR, we expect τ * to be going to zero (correspondingly P e to be small). When this is the case, the last term in (3) is negligible; then, τ * is the solution to min τ >0
In Figure 2 we have plotted this high-SNR expression for the log 10 (P e ) vs its exact value as predicted by Theorem 2.1. It is interesting to observe that the former is actually a very good approximation to the latter even for small practical values of SNR. The range of SNR values for which the approximation is valid becomes larger with increasing δ. Heuristically, for δ > 0.7 the expression in (4) is a good proxy for the true probability of error at practical SNR values.
Comparison to the matched filter bound. Theorem 2.1 gives us a handle on the P e of (BRO) in (1) and therefore allows to evaluate its practical performance. Here, we compare the performance to an idealistic case, where all n − 1, but 1, bits of x 0 are known to us. As is customary in the field, we refer to the bit error probability of this case as the matched filter bound (MFB) and denote it by P MF B e . The (MFB) corresponds to the probability of error in detecting (say) x 0,n ∈ {±1} from:ỹ = x 0,n a n + z, whereỹ = y − n−1 i=1 x 0,i a i is assumed known, and, a i denotes the i th column of A. The ML estimate is just the sign of the projection of the vectorỹ to the direction of a n . Without loss of generality assume that x 0,n = 1. Then, the output of the matched filter becomes sign(X), whereX = a n 2 + σ 2 ν, where ν ∼ N(0, 1).
When n → ∞, a n 2 P − → δ 1 . Hence, with probability one,
A direct comparison of (5) to (4) shows that at high-SNR, the performance of the (BRO) is 10 log 10 δ δ−1/2 dB off that of the (MFB) . In particular, in the square case (δ = 1), where the number of receive and transmit antennas are the same, the (BRO) is 3dB off the (MFB) . When the number of receive antennas is much larger, i.e. when δ → ∞, then the performance of the (BRO) approaches the (MFB) .
PROOF OUTLINE
For simplicity, we write · for the 2 -norm.
The error vector. It is convenient to re-write (1a) by changing the variable to the error vector w := x − x 0 : 1 We use P − → to denote convergence in probability with n → ∞. 
Without loss of generality we assume for the analysis that x 0 = 1 n = (1, 1, . . . , 1) . Then, we can write (2a) in terms of the error vector w as: BER = 1 n n i=1 1 {ŵi≤−1} . The CGMT. The fundamental tool behind our analysis is the Convex Gaussian Min-max Theorem (CGMT) [18, 16] . The CGMT associates with a primary optimization (PO) problem a simplified auxiliary optimization (AO) problem from which we can tightly infer properties of the original (PO), such as the optimal cost, the optimal solution, etc.. In particular, the (PO) and (AO) problems are defined respectively as follows:
where
any optimal minimizers in (7a) and (7b), respectively. Further let S w , S u be convex and compact sets, ψ be continuous and convex-concave on S w × S u , and, G, g and h all have entries iid standard normal. The CGMT builds upon a classical result due to Gordon [17] . Gordon's original result is classically used to establish non-asymptotic probabilistic lower bounds on the minimum singular value of Gaussian matrices [19] , and has a number of other applications in high-dimensional convex geometry [20, 21] . The idea of combining the GMT with convexity is attributed to Stojnic [13] . Thrampoulidis et. al. built and significantly extended on this idea arriving at the CGMT as it appears in [16, Thm. 3] and [18, Thm. 6.1].
Identifying the (PO) and the (AO). Using the CGMT for the analysis of the P e , requires as a first step expressing the optimization in (1a) in the form of a (PO) as it appears in (7a). It is easy to see that (6) 
Observe that the constraint sets above are both convex and compact; also, the objective function is convex in w and concave in u. Hence, according to the CGMT we can perform the analysis of the BER for the corresponding (AO) problem instead, which becomes (note the normalization to account for the variance of the entries of A)
We refer to the optimization in (9) as the (AO) problem.
Computing the BER via the (AO). Callw the optimal solution of the (AO). Fix any > 0 and consider the set
where τ * is defined in the statement of Theorem 2.1. We will apply Theorem 3.1 for the above set S. In particular, we show that (i) the (AO) in (9) converges in probability (after proper normalization with n), and, (ii)w ∈ S with probability one. These will suffice to conclude thatŵ ∈ S with probability one, which would complete the proof of Theorem 2.1.
Simplifying the (AO). We begin by simplifying the (AO) problem as it appears in (9) . First, since both g and z have entries iid Gaussian, then, w g − √ nz has entries iid N (0, w 2 + nσ 2 ). Hence, for our purposes and using some abuse of notation so that g continues to denote a vector with iid standard normal entries, the first term in (9) can be treated as w 2 + nσ 2 g T u, instead. As a next step, fix the norm of u to say u = β. Optimizing over its direction is now straightforward, and gives min −2≤wi≤0 max 0≤β≤1
In fact, it is easy to now optimize over β as well; its optimal value is 1 if the term in the parenthesis is non-negative, and, is 0 otherwise. With this, the (AO) simplifies to the following:
where we defined (χ) + := max{χ, 0}. To facilitate the optimization over w, we express the term in the square-root in a variational form, using
With this trick, the minimization over the entries of w becomes separable:
Then, the optimalw i satisfies
where, τ is the solution to the following:
Convergence of the (AO). Now that the (AO) is simplified as in (12) , we can get a handle on the limiting behavior of the optimization itself as well as of the optimalw. But first, we need to properly normalize the (AO) by dividing the objective in (12) 
With these we can evaluate the point-wise (in τ ) limit of the objective function in (12) . Next, we use the fact that the objective is convex in τ and Lemma [22, Cor. . II.1], to conclude that the convergence is indeed uniform in τ . Hence, the random optimization in (12) converges to the following deterministic optimization min τ >0 τ δ
; some algebra shows that the latter is the same as (3). If δ > 1/2, then, it can be shown via differentiation that the objective function of it is strictly convex. Also, it is nonnegative; thus, the entire expression in (12) , which is nothing but the (AO) problem we started with, converges in probability to (3) . What is more, using [23, Thm. 2.7] it can be shown that the optimal τ * (g, h) of the (AO) converges in probability to the unique optimal solution τ * of (3). This is crucial for the final step of the proof.
Provingw ∈ S. Recall the definition in (10) . We prove that
ditioning on those high probability events it can be shown that
DISCUSSION AND CONCLUSION
In this paper we have used the CGMT framework of [16] to precisely compute the P e of the box relaxation method (BRO) to recover BPSK signals in MIMO systems. At high SNR we obtain P e = Q( (δ − 1/2)SN R), compared to the Mathced filter bound (MFB), Q( √ δSN R). As the interested reader may observe and expect, similar results can be achieved for higher order constellations (m-PAM, m-QAM, m-PSK, etc.). However, we shall leave the detailed calculations for another occasion.
In the proof outline, we made use of the set
to establish that the (AO) and (PO) have the same expected BER. A study of our analysis of the (AO) reveals that error events for each of the bits in the (AO) are iid. This means that if, for constant k, we define the set:
1 n k T ∈{1,...,n} |T |=k
then lim n→∞ P{w φ ∈ S * k } = 1. By Thm. 2.1, this implies lim n→∞ P{w Φ ∈ S * k } = 1, which means that error events for any fixed k bits in the (PO) are also iid. This fact has significant consequences. For example, it implies that, when a block of data is in error, only a few of its bits are. This means that the output of the (BRO) can be used by various local methods to further reduce the BER. We shall explain this in future work.
