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Modèles	  stochastiques	  de	  mesures	  archéomagnétiques	  	  Cette	   thèse	  porte	  sur	   la	  construction	  de	  modèles	  stochastiques,	   régionaux	  et	  globaux	  du	  champ	  magnétique	  sur	   les	  quatre	  derniers	  millénaires	  à	  l’aide	  de	  mesures	  archéomagnétiques.	  Ces	  données	  présentent	  une	  répartition	  spatiale	  et	   temporelle	   très	   inhomogène,	   et	   sont	   caractérisées	   par	   de	   fortes	   incertitudes	   sur	   la	   mesure	   et	   sur	   la	   date.	   La	  reconstruction	   du	   champ	   constitue	   alors	   un	   problème	   inverse	   mal	   posé.	   Afin	   de	   déterminer	   la	   solution	   la	   plus	  adaptée,	   une	   information	  a	  priori	   sur	   le	  modèle	  doit	   être	   choisie.	   Elle	   consiste	   généralement	   en	  une	   régularisation	  arbitraire	   du	   champ	   magnétique	   (lissage	   en	   temps	   et	   en	   espace).	   Contrairement	   aux	   études	   précédentes,	   nous	  utilisons	   les	   statistiques	   temporelles	   du	   champ	   magnétique,	   dérivées	   des	   données	   d’observatoires,	   satellitaires	   et	  paléomagnétiques	   pour	   définir	   l’information	   a	   priori	   via	   des	   fonctions	   d’auto-­‐covariances.	   Ces	   statistiques	   sont	  confirmées	  par	  des	  résultats	   issus	  de	  simulations	  numériques.	  Cette	  méthode	  bayésienne	  permet	  de	  s’affranchir	  de	  l’utilisation	   de	   fonctions	   supports	   arbitraires	   comme	   les	   splines	   pour	   l’interpolation	   temporelle.	   Le	   résultat	   final	  consiste	  en	  un	  ensemble	  de	  réalisations	  possibles	  du	  champ	  magnétique	  dont	   la	  dispersion	  caractérise	   l’incertitude	  sur	  le	  modèle.	  	  	  Afin	  de	  prendre	  en	  compte	  les	  erreurs	  de	  datation,	  nous	  développons	  par	  ailleurs	  une	  méthode	  basée	  sur	  l’utilisation	  de	  Markov	  Chain	  Monte	  Carlo	  (MCMC).	  Elle	  nous	  permet	  d’explorer	  de	  manière	  efficace	  l’espace	  des	  dates	  possibles	  et	  ainsi	  de	  sélectionner	  les	  modèles	  les	  plus	  probables.	  	  Cette	  méthode	  est	  une	  amélioration	  de	  la	  méthode	  de	  bootstrap	  classique,	  qui	  donne	   le	  même	  poids	  à	  des	   tirages	  aléatoires	  de	  dates	  présentant	  des	  probabilités	   très	  variables.	  Les	  ensembles	   de	   réalisations	   sélectionnés	   par	   la	   méthode	   MCMC	   aboutissent	   à	   la	   construction	   d’une	   densité	   de	  probabilités	  en	  lieu	  et	  place	  d’une	  courbe	  unique.	  La	  méthode	  bayésienne	  combinée	  à	  la	  méthode	  Markov	  Chain	  Monte	  Carlo	  nous	  a	  permis	  de	  construire	  des	  courbes	  régionales	  présentant	  des	  variations	  plus	  rapides	  que	  celles	  obtenues	  par	  d’autres	  études.	  Les	  courbes	  représentées	  sous	   forme	   de	   densités	   de	   probabilités	   ne	   sont	   pas	   nécessairement	   gaussiennes,	   et	   la	   méthode	   permet	   d’affiner	  l’estimation	   de	   l’âge	   de	   chacune	   des	   observations.	   La	   méthode	   bayésienne	   a	   été	   utilisée	   pour	   la	   construction	   de	  modèles	   globaux	   pour	   lesquels	   le	   dipôle	   axial	   présente	   des	   variations	   plus	   rapides	   que	   celui	   obtenu	   par	   de	  précédentes	   études.	   D’autre	   part,	   le	   champ	   magnétique	   obtenu	   pour	   les	   époques	   les	   plus	   récentes	   est	  raisonnablement	  similaire	  à	  celui	  construit	  à	  partir	  de	  mesures	  directes	  (satellites,	  observatoires,	  historiques)	  malgré	  des	  données	  beaucoup	  moins	  nombreuses	  et	  une	  répartition	  beaucoup	  moins	  homogène.	  Les	  modèles	  issus	  de	  cette	  étude	  offrent	  une	  alternative	  aux	  modèles	  existants	  régularisés,	  et	  pourront	  servir	  dans	  un	  objectif	  d’assimilation	  de	  données	  avec	  des	  modèles	  de	  la	  dynamique	  dans	  le	  noyau	  terrestre.	  	  	  	  
Stochastic	  modeling	  of	  the	  archeomagnetic	  field	  	  The	  aim	  of	  this	  thesis	  is	  to	  build	  stochastic	  models	  of	  the	  magnetic	  field	  for	  the	  last	  four	  millenia	  from	  archeomagnetic	  measurements.	  The	  sparse	  repartition	  of	  these	  data	   in	  space	  and	  time,	  and	  their	  associated	  large	  measurement	  and	  dating	   errors	   lead	   to	   an	   ill-­‐posed	   problem.	   To	   determine	   the	   best	   solution,	   one	   needs	   to	   choose	   some	   prior	  information	   which	   consists	   usually	   on	   arbitrary	   regularizations	   in	   space	   and	   time.	   Instead,	   we	   use	   the	   temporal	  statistics	   of	   the	   geomagnetic	   field	   available	   from	   satellites,	   observatories	   and	   paleomagnetic	   measurements,	   and	  validated	   by	   numerical	   simulations,	   to	   define	   our	   prior	   information	   via	   auto-­‐covariance	   functions.	   This	   bayesian	  method	   allows	   to	   get	   rid	   of	   arbitrary	   support	   functions,	  like	   splines,	   usually	   necessary	   to	   interpolate	   the	  model	   in	  time.	   The	   result	   consists	   in	   an	   ensemble	   of	   several	   possible	   realizations	   of	   the	   magnetic	   field.	   The	   ensemble	  dispersion	  represents	  the	  model	  uncertainties.	  	  We	  find	  that	  the	  methodology	  can	  be	  adapted	  to	  account	  for	  the	  age	  uncertainties	  and	  we	  use	  Markov	  Chain	  Monte	  Carlo	  to	  explore	  the	  possible	  dates	  of	  observations.	  This	  method	  improves	  the	  bootstrap	  method	  which	  gives	  the	  same	  weight	   to	   every	   draws	   of	   dates	   presenting	   very	   disparate	   probabilities.	   Each	   ensemble	   of	   realizations	   is	   then	  constructed	  from	  each	  selected	  model	  and	  the	  result	  is	  presented	  as	  a	  probability	  density	  function.	  	  The	  bayesian	  method	  together	  with	  the	  Markov	  Chain	  Monte	  Carlo	  provides	  regional	  time	  series	  with	  rapid	  variations	  compared	   to	   previous	   studies.	  We	   find	   that	   the	   possible	   values	   of	   geomagnetic	   field	   elements	   are	   not	   necessarily	  normally	  distributed.	  Another	  output	  of	   the	  model	   is	   better	   age	   estimates	  of	   archeological	   artefacts.	   	   The	  bayesian	  method	   has	   been	   used	   to	   build	   global	   models	   for	   which	   the	   axial	   dipole	   presents	   more	   rapid	   variations	   than	   for	  previous	  studies.	  Moreover,	   the	  obtained	  magnetic	   field	  displays	  reasonably	  similar	  behavior	   than	  models	  obtained	  from	  direct	  measurements	  (satellites,	  observatories,	  historical),	  despite	  very	  few	  data	  and	  sparser	  repartition.	  Models	  obtained	  from	  this	  study	  offer	  an	  alternative	  to	  published	  regularized	  models	  and	  can	  be	  used	   in	  a	  purpose	  of	  data	  assimilation	  together	  with	  dynamical	  models	  in	  the	  Earth’s	  core.	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1Introduction générale
1.1 Petit historique du magnétisme terrestre
L’historique du magnétisme terrestre, rapidement rappelé dans cette section, s’inspire
du livre de Legros et Deparis (2002).
Les premières observations du magnétisme terrestre sont apparues dès l’Antiquité et
la boussole apparaît en Chine dès le premier siècle de notre ère. Ces constats ont conduit
de nombreux scientifiques à chercher à comprendre le magnétisme terrestre. L’hypothèse
la plus simple pour expliquer le champ magnétique de la Terre, mise en avant par Gilbert
au tournant du XVIIème siècle, est d’assimiler le globe à un aimant permanent. Gellibrand
observe que la déclinaison magnétique varie dans le temps en 1634. C’est la première
observation de la variation séculaire. Halley propose alors que le globe est une combinaison
de plusieurs aimants permanents en mouvements relatifs les uns par rapport aux autres.
En 1838, Gauss donne la première décomposition du champ en harmoniques sphé-
riques et conclut que le champ est principalement dipolaire et d’origine interne. La décou-
verte du point de Curie en 1895, démontre un fait observé depuis déjà longtemps, à savoir
qu’au dessus d’une certaine température, les matériaux sont désaimantés. La Terre possé-
dant une chaleur centrale très importante, son centre ne peut pas être aimanté. Le début
du XXème siècle, avec les avancées de la sismologie et la mise en évidence par Jeffreys, en
1926, que le noyau est liquide et métallique, voit la naissance de la théorie d’une dynamo
terrestre. A la suite de Larmor, en 1919, et malgré un important contre-exemple proposé
par Cowling en 1934, Elsasser propose en 1940 que les mouvements dans le noyau fluide
conducteur, en présence d’un champ magnétique, induisent des courant électriques qui, à
leur tour, renforcent le champ magnétique. La question qui s’est alors posée, et qui n’est à
ce jour pas complètement résolue, était de savoir quelle source d’énergie était capable de
maintenir ces mouvements.
Un autre aspect du magnétisme terrestre s’est développé en parallèle et provient des
études paléomagnétiques. Les premières observations de l’effet des roches sur l’aiguille
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d’une boussole sont apparues à la fin du XVIIIème siècle, mais ce n’est qu’à la fin du
XIXème siècle que l’on s’est aperçu que leur aimantation était parallèle au champ magné-
tique de la Terre. La découverte du point de Curie a permis alors de comprendre que les
coulées de lave, en refroidissant, acquièrent une aimantation, et que cette aimantation est
emprisonnée dans la roche. En faisant des mesures à différents endroits du globe, cette mé-
moire magnétique a permis de construire une échelle des inversions du champ magnétique.
Le principe est le même pour les matériaux archéologiques qui ont cuit à une température
au dessus du point de Curie, puis ont acquis leur aimantation en refroidissant. Ce sont
de précieux témoins du champ magnétique ancien. En 1937, Thellier a développé une mé-
thode pour accéder à l’intensité du champ magnétique emprisonné dans ces matériaux.
C’est le premier à étudier les variations d’intensité du dipôle au cours du temps à partir de
matériaux archéologiques. Sa méthode expérimentale est encore utilisée aujourd’hui.
Au cours de la première partie du XXème siècle, les bases du magnétisme terrestre
sont établies. Des questions restent en suspens comme les mécanismes d’entretien de la
dynamo. Une des hypothèses aujourd’hui est que la cristallisation de la graine, le noyau
solide interne, libère des éléments légers qui remontent dans le noyau liquide y générant
des courants de convection responsables de la dynamo terrestre. On a toujours à ce jour,
une idée imparfaite sur la géométrie de ces mouvements et leur évolution dans le temps,
ainsi que sur l’origine des inversions de champ magnétique et sur leurs fréquences, malgré
de nettes avancées sur les modèles numériques de géodynamo convectives.
1.2 Les sources du champ magnétique
La figure 1.1 donne une vue schématique des différentes couches de la Terre. Elle est
composée en surface d’une croûte de quelques dizaine de kilomètres d’épaisseur. Le man-
teau solide, d’une épaisseur de 2900 km se situe en dessous. Le noyau externe, composé
principalement de fer liquide, a un rayon externe de 3485 km et contient un noyau interne
solide, appelé graine. Le noyau est à l’origine, par un phénomène de dynamo, d’un champ
magnétique principalement dipolaire avec des composantes multipolaires d’une intensité
plus faible. L’intensité du champ magnétique du noyau mesurée à la surface de la Terre est
de l’ordre de 30000 nT à l’équateur, et de 65000 nT aux pôles. Les variations temporelles
observées vont de quelques dizaines d’années à quelques siècles, on les appelle variations
séculaires pour les distinguer des variations périodiques (diurnes par exemple), ou des
inversions et de la fréquence des inversions du champ magnétique. En remontant vers la
surface, on passe par le manteau qui, contrairement au noyau, est en première approxima-
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Figure 1.1 – Vue schématique des différentes couches de la Terre montrant la croûte, le manteau, le noyau
externe et la graine. Le rayon de la Terre est de 6370 km (Glatzmaier et Olson 2005).
tion un isolant électrique. On arrive alors à la croûte qui génère un champ magnétique lié
à l’aimantation des roches qu’elle contient. L’intensité de ce champ est de l’ordre de 100
nT à la surface de la Terre, pouvant aller jusqu’à 1000 nT aux endroits de forte anoma-
lie. Ce champ ne varie que très peu dans le temps. Les variations temporelles qui existent
sont dues à de fortes variations du champ induit. Ces deux sources, le noyau et la croûte,
constituent les sources de champ interne. Il existe aussi un champ magnétique externe,
produit par des courants électriques dans l’ionosphère et la magnétosphère. Le champ ma-
gnétique d’origine externe, mesuré à la surface de la Terre, a une intensité d’environ 10 nT
en période calme, mais de quelques centaines de nanoteslas lors des orages magnétiques.
Il présente des variations temporelles très rapides, qui masquent le signal interne aux pé-
riodes plus courtes que quelques années. La figure 1.2 résume les différentes sources du
champ magnétique. Cette étude s’intéresse au champ magnétique du noyau.
1.3 Les différentes approches pour étudier le champ magnétique
Les géomagnéticiens ont développé trois approches pour comprendre les mouvements
de fluide à l’intérieur du noyau terrestre. La première repose sur les observations du champ
magnétique récoltées en surface qui témoignent de l’activité magnétique du noyau. Cette
approche permet de comprendre les variations spatiales et temporelles du champ magné-
tique. Le nombre, la qualité, et la répartition spatiale et temporelle des mesures magné-
tiques sont les facteurs limitants de cette démarche. On parvient, grâce à elle, à avoir une
bonne connaissance du champ magnétique sur les périodes récentes, les données étant de
plus en plus nombreuses et leur précision de meilleure qualité. Les époques plus anciennes
en revanche sont moins bien contraintes et on ne parvient à décrire que les grandes échelles
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Figure 1.2 – Une représentation de l’environnement électromagnétique de la Terre (Constable 2007b).
du champ. Une seconde approche consiste, à partir de notre connaissance de la géométrie
et des principales forces régissant la géodynamo à l’intérieur du noyau, à simuler numé-
riquement l’écoulement du noyau et le champ magnétique qu’il génère. Cette démarche
est assez coûteuse numériquement et de ce fait, ne permettait à l’origine que de simuler
un champ magnétique sur de courtes périodes. L’amélioration des performances de calcul
permet aujourd’hui des simulations sur des temps beaucoup plus longs qui apportent un
complément intéressant aux observations pour les études archéomagnétiques (Davies et
Constable 2014). En effet, elles fournissent une résolution spatiale bien plus élevée que les
observations. Néanmoins, les simulations ne peuvent pas encore utiliser des paramètres
semblables à ceux du noyau de la Terre, et cet objectif ne semble pas pouvoir être atteint
dans un futur proche. Les paramètres sont ajustés afin de reproduire un comportement des
simulations semblable à celui de la Terre. Des efforts sont réalisés pour définir des critères
permettant de déterminer au mieux ces paramètres (e.g. Christensen et al. 2010), basé géné-
ralement sur la ressemblance morphologique du champ issu de la simulation à celui de la
Terre (dipôle axial, symétrie équatoriale... ). La dernière approche cherche à se rapprocher
expérimentalement du noyau terrestre afin d’observer directement les interactions entre
écoulement et champ magnétique ayant lieu à l’intérieur. Les observations sont l’objet de
cette étude, et parmi elles, plus particulièrement les mesures archéomagnétiques. Les simu-
lations numériques sont utilisées afin de valider le comportement du champ magnétique
déduit des observations.
2Les données magnétiques
2.1 Les observations de surface
Les observations de surface nous renseignent sur le vecteur B du champ magnétique.
Le vecteur B peut être décrit par ses composantes Nord (X), Est (Y), et verticale (Z), ou par
son intensité F et sa direction I ou D. La déclinaison D représente l’angle entre le projeté
du vecteur B sur le plan horizontal et le Nord géographique, tandis que l’inclinaison I
représente l’angle entre le vecteur B et le plan horizontal (Figure 2.1).
Figure 2.1 – Géométrie du champ magnétique. Le vecteur H est le projeté de B dans le plan horizontal. Se
référer au texte pour une description plus détaillée.
Le champ magnétique varie à la fois dans le temps et dans l’espace. Plusieurs types
de données sont disponibles afin de reconstituer le champ (Figure 2.2). Les mesures satel-
litaires donnent des mesures très denses des trois composantes du champ et permettent
ainsi de faire des cartes précises du champ magnétique (Figure 2.2a et b). Le premier sa-
tellite contenant un magnétomètre vectoriel (MAGSAT) a été lancé en 1979 et resta 7 mois
en orbite. Deux autres ont suivi, le satellite Ørsted en 1999 et CHAMP en 2000. Le pre-
mier est encore en fonctionnement à l’heure actuelle mais ne fournit plus que des données
scalaires, le second est retombé dans l’atmosphère en 2010. La constellation des trois sa-
tellites SWARM a été lancée en novembre 2013. Les mesures satellitaires ont grandement
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contribué à la modélisation du champ magnétique. Cependant, ces données couvrent une
période très courte par rapport aux échelles de temps nécessaires pour comprendre l’en-
semble des processus ayant lieu dans le noyau terrestre.
Les observatoires magnétiques fournissent des mesures sur des temps plus longs en
continu en un point de la Terre, contrairement aux satellites. Le premier observatoire doté
d’un appareil mesurant l’intensité du champ date de 1839, et le réseau s’est largement
développé depuis (Figure 2.2d). Ces observatoires fournissent une mesure continue du
champ magnétique en un point fixe, mais le nombre de ces observatoires est limité et leur
répartition assez inhomogène. Ils sont beaucoup plus nombreux dans l’hémisphère Nord
et en Europe en particulier, et ne sont situés que sur les continents, ou les îles. L’étude
des séries issues des observatoires a mené à l’observation des secousses géomagnétiques.
Ces secousses, mentionnées en premier lieu par Courtillot et Le Mouël (1984), sont des
changements brusques de la dérivée temporelle du champ magnétique. Elles apparaissent
nettement sur les séries de la variation séculaire des composantes Nord et Est du champ
magnétique et les processus qui les produisent ne sont pas encore bien compris (Jackson et
Finlay 2007).
Les mesures réalisées à bord des bateaux, principalement dans un but d’aide à la navi-
gation, grâce à des boussoles en particulier, sont bien documentées dès la fin du XVIème
siècle et constituent une collection de données suffisamment riche pour construire des mo-
dèles continus du champ magnétique à partir de 1590 (Jackson et al. 2000). Ces modèles
ont révélé des caractéristiques intéressantes, comme la dérive vers l’Ouest observée sur la
variation séculaire du champ magnétique (Finlay et Jackson 2003).
Toutes ces différentes mesures constituent ce que l’on appelle les mesures directes du
champ magnétique. On ne dispose pas de mesures directes avant 1840 pour l’intensité,
et avant le XVIème siècle pour les directions. On peut alors utiliser les mesures archéo-
magnétiques et paléomagnétiques qui sont des mesures indirectes du champ magnétique.
Elles constituent de précieux témoins du champ magnétique ancien et sont utilisées pour
connaître le champ magnétique sur de plus longues périodes de temps. Leur répartition
spatiale et temporelle est bien entendu beaucoup moins bonne que celle des observations
discutées plus hauts, et les incertitudes accompagnant ce type de données sont importantes.
Construire des modèles sur plusieurs millénaires, prenant efficacement en compte les incer-
titudes associées à ces mesures est un objectif attrayant. La modélisation archéomagnétique
est l’objectif de cette étude.
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(h)
Figure 2.2 – a) Vue d’artiste des satellites SWARM ; b) Distribution spatiale des données acquises par
le satellite Ørsted entre 1999 et 2002 (Chambodut et al. 2005) ; c) Observatoire de Huancayo (Pérou) ; .
d) Carte des observatoires du réseau INTERMAGNET. f) Données historiques pour la période 1800 1849
(Jackson et al. 2000). h) Données archéomagnétiques pour les quatre derniers millénaires (Donadini et al.
2009).
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2.2 Les mesures archéomagnétiques
Le terme de mesures archéomagnétiques regroupe trois types de mesures : celles pro-
venant de matériaux archéologiques, d’autres provenant de coulées de lave et de roches
volcaniques et les dernières provenant de sédiments lacustres ou marins. Si on parvient à
dater le matériel et que l’on connaît l’endroit où il a enregistré le champ, ces mesures nous
permettent d’avoir des informations sur le champ magnétique sur plusieurs millénaires.
On ne mesure pas directement le champ magnétique dans ces matériaux mais l’ai-
mantation rémanente, aimantation existant dans un matériau en l’absence de champ ma-
gnétique. La direction de l’aimantation rémanente est généralement parallèle à celle du
champ magnétique au moment de la formation de la roche, et leurs intensités sont propor-
tionnelles. Il existe de nombreux processus pour qu’une roche acquière une aimantation
rémanente. Les deux processus principaux pour les paléomagnéticiens sont l’aimantation
thermo-rémanente (laves et poteries), et l’aimantation de dépôt, ou détritique (sédiments).
Une poterie acquiert une aimantation thermo-rémanente après cuisson, lorsqu’en refroi-
dissant, sa température descend en dessous de la température de Curie. L’aimantation est
alors figée dans la direction du champ magnétique de l’époque. Les matériaux tendent
à perdre cette aimantation au cours du temps, c’est le temps de relaxation, mais heu-
reusement ce temps est très long (temps géologiques) à température ambiante. L’aimanta-
tion thermo-rémanente est directement proportionnelle à l’intensité du champ magnétique,
mais dépend des propriétés du matériau, elle permet aussi de retrouver sa direction. La
détermination de ce facteur d’intensité est le but des mesures dites Thellier et Thellier
(Thellier 1959), qui se révèlent être encore aujourd’hui, les mesures les plus efficaces. Ces
lois sont basées sur le principe de réciprocité. Un échantillon contient une aimantation
thermo-rémanente et on le chauffe deux fois de suite, une première en champ nul, et une
seconde en champ d’intensité connue. L’aimantation perdue lors de la première chauffe est
exactement retrouvée lors de la seconde.
Les sédiments acquièrent leur aimantation en se déposant. Les grains qu’ils contiennent
possèdent un moment magnétique qui s’aligne avec le champ ambiant pendant le dépôt
(Figure 2.3). On voit aussi que la direction des sédiments une fois déposée n’est pas tout à
fait celle du champ ambiant du fait de la compaction lors du dépôt. Cette aimantation est
moins robuste que l’aimantation thermo-rémanente et plus compliquée à retrouver du fait
des nombreux facteurs qui peuvent intervenir dans le processus de sédimentation. On ne
peut estimer à l’aide des sédiments que les variations relatives de la paléo-intensité. Mais
les séquences sédimentaires fournissent un enregistrement continu du champ sur des cen-
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taines de milliers voire des millions d’années et représentent donc une source inestimable
d’information.
Figure 2.3 – Acquisition de l’aimantation détritique des sédiments lors de leur dépôt (Lowrie 2007).
Dans la pratique, on commence par échantillonner un site. La figure 2.4 illustre l’échan-
tillonnage d’un four à Oensingen, au Nord de la Suisse, auquel j’ai participé. L’important
lors de l’échantillonnage est d’orienter le plus précisément possible l’échantillon par rap-
port au Nord et à l’horizontal. Pour les sédiments, l’expérimentateur prélève des carottes
sédimentaires en prenant le plus grand soin de ne pas cisailler la carotte. Une fois l’échan-
Figure 2.4 – Echantillonnage d’un four en Suisse, avec Fabio Donadini et orientation de l’échantillon.
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tillon prélevé et orienté, il est amené au laboratoire où on utilise des magnétomètres pour
mesurer son aimantation. Malheureusement, on ne mesure pas directement l’aimantation
primaire de l’échantillon, i.e., celle acquise lors du refroidissement de la roche ou de la
poterie, ou du dépôt des sédiments. Ces matériaux peuvent avoir été soumis à d’autres
processus d’aimantation depuis lors, et l’aimantation mesurée sur l’échantillon correspond
à une aimantation rémanente naturelle qui comprend souvent des aimantations dites se-
condaires. Ces aimantations sont souvent des aimantations visqueuses (aimantations ac-
quises par un matériau resté longtemps en présence d’un champ magnétique), ou des
aimantations thermo-rémanentes partielles secondaires. Par chance, cette aimantation est
souvent plus "fragile" que l’aimantation primaire et les matériaux la portant sont les pre-
miers à se désaimanter. Afin de ne garder que l’aimantation primaire d’un échantillon, on
le désaimante par palier (par exemple de température) pour isoler l’aimantation primaire
et évaluer sa direction. Nous avons ici présenté les principes de base des mesures archéo-
magnétiques puisque ce sont les données que nous utilisons par la suite, mais nous ne
ferons pas de mesures dans cette étude.
2.3 Caractéristiques des mesures archéomagnétiques dans un but
de modélisation
Les données archéologiques collectées autour du globe sont regroupées dans des bases
de données comme GEOMAGIA (Donadini et al. 2006), ou encore ARCHEOINT (Genevey
et al. 2008). Ces données sont réparties de manière inhomogène dans le temps et dans l’es-
pace comme on peut l’observer sur la figure 2.5. Les mesures archéologiques et de laves se
situent, pour la majorité, dans l’hémisphère Nord et il y a de moins en moins de données
aux époques les plus anciennes. Les données sédimentaires sont moins nombreuses vers
les époques récentes, mais ont une répartition spatiale plus homogène et couvrent de ma-
nière très homogène les quatre derniers millénaires. La combinaison de ces deux collections
est très intéressante dans un but de modélisation, cependant, les données sédimentaires,
et particulièrement leurs erreurs de mesures et de datation, doivent être considérées avec
précautions (Nilsson et al. 2014). Les erreurs de mesures sont assez importantes pour les
données archéomagnétiques, de l’ordre de quelques microteslas, tandis que les incertitudes
associées aux mesures satellitaires, ou d’observatoires sont de l’ordre de quelques nano-
teslas. Par ailleurs, à la différence des mesures directes, les données archéomagnétiques
présentent des erreurs de datation, en moyenne de l’ordre de 50 ou 100 ans, mais pouvant
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parfois être beaucoup plus importante. La considération de ces erreurs est un enjeu majeur
pour la modélisation archéomagnétique.
Figure 2.5 – Répartition spatiale et temporelle sur les quatre derniers millénaires des données archéologiques
et volcaniques (gauche) et sédimentaires (droite) (Donadini et al. 2009).

3La modélisation du champmagnétique : Comment ? Pourquoi ?
3.1 Représentation spatiale
Gauss a montré que le champ magnétique pouvait être décrit par une somme de fonc-
tions appelées harmoniques sphériques. En dehors des sources, le potentiel magnétique V,
relié au champ par B = −∇V, s’écrit dans un repère sphérique de coordonnées (r, θ, φ) :
V(r, θ, φ, t) = a
∞
∑
l=1
( a
r
)l+1 l
∑
m=0
(gml (t)cos(mφ) + h
m
l (t)sin(mφ))P
m
l (cosθ)
+
( r
a
)l l
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m=0
(qml (t)cos(mφ) + s
m
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avec a le rayon de la Terre, l et m, respectivement l’ordre et le degré des harmoniques
sphériques, Pml les polynômes de Legendre avec la quasi-normalisation de Schmidt et
gml , h
m
l et q
m
l , s
m
l , les coefficients de Gauss représentant le champ interne et le champ ex-
terne respectivement. Les harmoniques sphériques sont les fonctions Pml (cos θ) cos mφ et
Pml (cos θ) sin mφ (Figure 3.1). Le degré l représente le nombre total de lignes sur lesquelles
la fonction s’annule sur la sphère (lignes nodales). L’ordre m représente le nombre de lignes
nodales méridiennes et l−m, le nombre de lignes nodales parallèles. Une harmonique avec
m = 0 est appelée zonale et est symétrique par rapport à l’axe de rotation. Ces fonctions
permettent de décrire le champ magnétique en tout point à la surface de la Terre, mais
aussi à n’importe quel rayon r situé à l’extérieur des sources. Dans l’hypothèse que le man-
teau est un isolant, le potentiel V peut être tracé aussi bien à la surface de la Terre qu’à la
surface du noyau. Cette dernière propriété est très utile pour l’étude des écoulements du
noyau. Plus le degré des harmoniques augmente, plus on va décrire de courtes longueurs
d’ondes, i.e. de petites échelles spatiales.
Le champ externe est en général de faible intensité et présente des variations très ra-
pides, que l’on va négliger dans le cadre d’une étude archéomagnétique. Le potentiel que
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Figure 3.1 – Quelques exemples d’harmoniques sphériques (Pml (cos θ) cos(mφ)) pour différents ordres et
degrés.
l’on cherche à retrouver ne comprend plus que les termes liés au champ interne et s’écrit :
V(r, θ, φ, t) = a
∞
∑
l=1
( a
r
)l+1 l
∑
m=0
(gml (t)cos(mφ) + h
m
l (t)sin(mφ))P
m
l (cosθ). (3.1)
Le champ de la croûte varie peu dans le temps et est de faible intensité lui aussi, on va donc
également le négliger. Néanmoins, certaines mesures peuvent être biaisées par une forte
variation du champ externe qui ajoute une aimantation induite à l’aimantation rémanente
présente dans les matériaux archéomagnétiques.
3.2 Le problème inverse
Les fonctions harmoniques sphériques permettent d’interpoler le champ magnétique
dans l’espace. Modéliser globalement le champ magnétique signifie retrouver la variation
temporelle des coefficients de Gauss (gml (t), h
m
l (t)). Pour étendre les modèles en temps, on
utilise des fonctions supports que l’on explicitera dans la suite de ce manuscrit. Considé-
rons que l’on sait interpoler le modèle dans le temps et dans l’espace, il faut maintenant
en avoir une estimation à certains temps, en certains endroits. Le modèle doit expliquer les
données observées en surface, dans notre étude les mesures archéomagnétiques, qui sont
reliées aux coefficients de Gauss par des équations que l’on explicitera dans la partie II. Le
problème que l’on cherche à résoudre est un problème inverse. Le problème direct corres-
pondant étant d’estimer les mesures prédites par un jeu connu de coefficients de Gauss, en
un point de la Terre, à une certaine époque. Ici, on cherche à savoir quelles valeurs pour les
coefficients de Gauss pourraient expliquer ces mesures. Il est évident que le nombre Np de
paramètres que l’on va parvenir à retrouver, dépend du nombre d’observations. Plus on a
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d’observations, plus on retrouvera de coefficients de Gauss (i.e avec des degrés de plus en
plus grands), et plus on parviendra à retrouver les petites échelles du champ magnétique.
Le spectre spatial du champ magnétique d’origine interne, représenté sur la figure
3.2 pour différents modèles satellitaires, représente l’énergie du champ magnétique pour
chaque degré à la surface de la Terre. La première chose que l’on peut dire est que le champ
d’origine interne est dominé par son terme dipolaire. On observe aussi deux tendances qui
se distinguent au degré l = 14, et qui témoignent du fait que le champ d’origine interne est
dominé par le champ du noyau pour des degrés inférieurs à 14 et par le champ de la croûte
pour des degrés supérieurs. De ce fait, on ne contraint directement par les observations, que
le champ du noyau jusqu’au au degré l = 13. De la discussion précédente sur le nombre de
paramètres que les données nous permettent de déterminer, un modèle jusqu’au degré 13
est décrit par 195 coefficients de Gauss pour une seule époque (Np = lmax(lmax + 2)). Si on
cherche à évaluer un modèle chaque année sur les vingt dernières années, on se retrouve
avec 3900 paramètres à déterminer. C’est possible pour des mesures satellitaires, qui sont
nombreuses, bien réparties, avec de faibles erreurs de mesures. La répartition des données
Figure 3.2 – Spectre spatial du champ magnétique à la surface de la Terre (Olsen et al. 2007).
archéomagnétiques, par contre, ne permet que de retrouver les plus grandes échelles spa-
tiales du champ magnétique. Une des questions adressée à mon étude est de savoir quelles
longueurs d’ondes ces données permettent de retrouver.
Nous avons discuté de la répartition inhomogène des données dans le temps et dans
l’espace, limitant la résolution du modèle, mais en plus de cela, on ne connaît pas parfaite-
ment, ni la valeur de la mesure, ni la date des observations. Les études archéomagnétiques
fournissent généralement une valeur moyenne de la mesure associée à l’erreur expérimen-
tale, et une date contenue à l’intérieur d’une barre d’erreur. Ces incertitudes, et le nombre
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limité d’observations font que plusieurs modèles peuvent expliquer les mêmes données.
Une façon de choisir parmi tous ces modèles est d’imposer une régularisation spatiale et
temporelle, qui va permettre de considérer qu’un modèle représente mieux le champ ma-
gnétique qu’un autre. Cette régularisation constitue une information avant estimation du
modèle, ou a priori. Elle peut prendre différentes formes, mais varie assez peu d’une étude
à l’autre, et n’a souvent pas de sens physique. Dans cette étude, nous souhaitons, contrai-
rement aux études précédentes, porter le plus grand soin à la définition de notre a priori
afin qu’il soit en accord avec ce que l’on connaît des statistiques du champ magnétique.
3.3 Déterministe vs stochastique
Le champ magnétique de la Terre résulte d’un système très complexe autant spatia-
lement que temporellement. La théorie de la dynamo n’est maintenant plus controversée
mais les mécanismes qui la génèrent ne sont pas entièrement compris. Deux approches
peuvent être adoptées pour décrire un tel système. La première considère tous les détails
connus sur le champ magnétique et résout le problème de manière déterministe, alors que
la seconde consiste à décrire le système par ses statistiques. On se tourne vers l’approche
stochastique quand on ne sait pas écrire exactement les équations du problème, mais aussi,
lorsque l’on veut décrire les erreurs que l’on fait lors de la modélisation. Lorsque l’on tra-
vaille avec des données archéomagnétiques, et leurs importantes erreurs, le choix de l’ap-
proche stochastique paraît naturel et se révèle efficace pour décrire le champ magnétique
sur ces échelles de temps. Constable et Parker (1988) ont montré que le champ paléoma-
gnétique pouvait être décrit grâce à des processus stochastiques gaussiens (Giant Gaussian
Process GGP). Avec des données historiques, Hulot et LeMouël (1994) ont montré que les
coefficients de Gauss pouvaient être décrits par des variables aléatoires gaussiennes. Plus
récemment, Gillet et al. (2013) ont utilisé les statistiques connues du champ magnétique
afin de contraindre le modèle COV-OBS qui couvre la période 1840-2010 à partir des obser-
vations. Il faut noter qu’une démarche stochastique n’exclut pas l’existence de processus
déterministes qui peuvent être pris en compte dans la démarche. L’assimilation de données,
par exemple, peut combiner ces deux approches. Elle peut être purement stochastique, mais
on peut aussi assimiler les données en supposant un modèle dynamique.
3.4 Les questions ouvertes
Les modèles de champ magnétique peuvent être représentés à la surface de la Terre,
comme ici l’intensité (Figure 3.3) ou le champ radial (Figure 3.4, à gauche), mais aussi à
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la surface du noyau (Figure 3.4, à droite). Le champ radial à la surface de la Terre montre
un comportement dipolaire, avec très peu de structures de petites échelles, celles-ci étant
filtrées lorsque l’on s’éloigne des sources, alors qu’à la surface du noyau, on voit apparaître
beaucoup plus de petites échelles.
Figure 3.3 – Intensité obtenue à la surface de la Terre en 2005 par le modèle CHAOS (Olsen et al. 2006).
Les contours sont tous les 5000nT .
(a) surface de la Terre (b) surface du noyau
Figure 3.4 – Champ radial Br observé en 2005 par le modèle CHAOS (Olsen et al. 2006) a) à la surface de
la Terre, les contours sont tous les 5000nT ; b) à la surface du noyau, les contours sont tous les 100µT.
Une des premières caractéristiques observée de la variation séculaire est la dérive vers
l’Ouest du champ magnétique à la surface de la Terre. Si on trace des cartes de la déclinai-
son, particulièrement des lignes de déclinaison nulles, au cours du temps, on observe un
net mouvement vers l’Ouest de ces lignes. La première observation a été faite par Halley
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dès la fin du XVIIème siècle. On retrouve cette dérive sur les modèles historiques (Jackson
et al. 2000) et sur les modèles les plus récents. Ce phénomène a été l’objet de nombreuses
études, et son origine est à ce jour encore controversée. Deux théories sont avancées : la
première considère que la variation séculaire, dont la dérive vers l’Ouest est une des ca-
ractéristiques, résulte de l’advection du champ de grande échelle à la surface du noyau
(Bullard et al. 1950) ; la seconde avance que ce sont des ondes magnétiques à la surface du
noyau qui la régissent (Hide 1966). Dumberry et Finlay (2007) ont utilisé le modèle archéo-
magnétique CALS7k.2 (Korte et al. 2005) pour montrer que la dérive observée à ces échelles
de temps pouvait être expliquée par des mouvements générés par advection du champ
magnétique. La question reste ouverte et une résolution plus importante des modèles ar-
chéomagnétiques pourraient permettre de comprendre s’il existe des ondes qui régissent
ces phénomènes, ainsi que leurs temps caractéristiques (Dumberry et Bloxham 2006).
Une autre caractéristique de la variation séculaire est qu’elle présente une asymétrie
entre l’hémisphère Pacifique et l’hémisphère Atlantique pour la période récente. L’hémi-
sphère Atlantique montre une variation séculaire assez intense alors qu’elle est plus faible
du côté du Pacifique. Un des témoins de la variation séculaire dans l’hémisphère Atlan-
tique est l’anomalie de l’Atlantique Sud observée à l’heure actuelle, qui apparaît nettement
sur la figure 3.3. C’est une anomalie d’intensité négative dont le lobe grossit, d’après les
études historiques, depuis plusieurs siècles, alors que tout reste assez calme du côté de
l’hémisphère Pacifique. La question qui se pose pour les études archéomagnétiques est
de savoir si cette asymétrie était déjà présente pour des temps plus anciens. On observe
aussi sur les modèles récents des structures qui témoignent de l’influence de termes non
dipolaires dans le champ magnétique. Sur la figure 3.3, l’intensité présente deux maxima
d’une amplitude d’environ 60000 nT aux hautes latitudes de l’hémisphère Nord, et un seul
maximum dans l’hémisphère Sud d’une amplitude proche de 70000 nT. Dans un souci de
simplicité, les études paléomagnétiques supposent que le champ magnétique s’apparente à
un dipôle axial centré lorsqu’il est moyenné sur des temps suffisamment longs. La question
adressée aux études archéomagnétiques et paléomagnétiques est de savoir sur combien de
temps doit-on moyenner le champ pour annuler les structures non dipolaires.
On observe une décroissance rapide du dipôle depuis le début des mesures directes
d’intensité (1840). Gubbins et al. (2006) ont utilisé des mesures de paléointensités et ont
montré que le taux de décroissance du dipôle pourrait être beaucoup plus lent, voire
presque constant, pour la période 1590-1840. Qu’en est-il pour les périodes plus anciennes ?
Les anomalies d’intensité observées dans l’Atlantique Sud et la décroissance du dipôle
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sont-elles des fluctuations normales du champ magnétique ou bien, comme proposé par
certaines études, le signe de l’approche d’une éventuelle inversion ? Encore une fois, des
modèles archéomagnétiques comprenant plus de données, avec une meilleure résolution,
seront des outils précieux pour répondre à ce type de questions.
D’autre part, la variation de l’intensité ou des directions du champ magnétique peuvent
permettre de dater des échantillons archéologiques. Ainsi, la construction de ces courbes
pour des localisations proches de sites archéologiques se révèle être un outil précieux pour
les archéologues. Afin de fournir la meilleure information possible pour la datation, ces
courbes régionales doivent être utilisées conjointement avec leurs incertitudes a posteriori,
et ces incertitudes doivent être les plus réalistes possibles.
3.5 Problématique et organisation du manuscrit
Certaines statistiques du champ magnétique sont assez bien connues pour les périodes
les plus récentes. Considérer que le champ magnétique résulte d’un processus stationnaire,
i.e. que ses statistiques ne varient pas dans le temps, ne paraît pas aberrant tant qu’il n’y
a pas d’inversions, et se vérifie sur les périodes les plus récentes. L’objectif de cette étude
est de s’appuyer sur le maximum d’information sur les statistiques observées du champ
magnétique, en considérant qu’il résulte d’un processus stochastique et stationnaire, afin
de contraindre notre modèle. La méthode que nous développons suit une approche bayé-
sienne, et permet une description réaliste des erreurs a posteriori sur le modèle, dont l’es-
timation est cruciale pour certaines études, particulièrement dans le cadre de l’assimilation
de données géomagnétiques.
Ce manuscrit s’organise en cinq parties, regroupant chacune plusieurs chapitres. A la
suite de cette introduction, la deuxième partie introduit la méthodologie développée dans
cette étude. La théorie du problème inverse, nécessaire à la construction de nos modèles,
et la manière dont l’approche bayésienne vient compléter le problème inverse sont dé-
crits dans un premier chapitre. Le deuxième chapitre recense les statistiques observées du
champ magnétique et montre comment notre méthode permet de les prendre en compte
pour contraindre nos modèles.
Nous appliquons la méthode à la construction de courbes régionales dans une troisième
partie. Un premier chapitre traite des erreurs liées aux données archéomagnétiques pour
la construction de courbes régionales, et montre la méthode développée dans cette étude
pour prendre en compte les erreurs de datation dans les modèles. Le second chapitre est
une étude détaillée publiée dans le journal GJI (Hellio et al. 2014), utilisant cette méthode,
22 Chapitre 3. La modélisation du champ magnétique : Comment ? Pourquoi ?
la validant sur des données synthétiques, avant de l’utiliser pour construire des courbes
régionales d’intensité, de déclinaison ou d’inclinaison pour l’Europe de l’Ouest et le Moyen-
Orient.
La modélisation globale est présentée dans la quatrième partie de ce manuscrit. Celle-ci
comprend un chapitre d’introduction avec une discussion sur les données disponibles à la
surface de la Terre, et un état de l’art des modèles existants. Nous adaptons la méthode
développée dans la partie II pour la construction des modèles globaux, et présentons la
méthodologie dans le deuxième chapitre de cette partie. Nous présentons finalement les
modèles globaux obtenus avec leurs statistiques d’erreurs qui permettront de discuter les
questions soulevées dans cette introduction (Section 3.4).
Une conclusion générale et les perspectives de cette étude seront soulignées dans la
dernière partie de ce manuscrit.
Deuxième partie
Approche bayésienne de l’estimation
du champ magnétique
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4La méthode bayésienne
Ce chapitre vise à introduire la méthode bayésienne développée dans cette étude. L’in-
férence bayésienne, qui tient son nom du théorème de Bayes sur lequel elle s’appuie prin-
cipalement, consiste à considérer une information avant estimation du modèle, i.e. une in-
formation a priori, sous forme de distribution de probabilité, afin de résoudre le problème.
Cette information s’appuie sur des statistiques connues et est combinée aux observations
afin d’obtenir le modèle final et sa distribution de probabilités. Nous rappelons d’abord
rapidement la résolution d’un problème inverse classique par la méthode des moindres
carrés dans un cas linéaire et un cas non linéaire, puis montrons le parallèle avec l’ap-
proche bayésienne utilisée dans la suite de l’étude.
4.1 Problème inverse classique
4.1.1 Représentation mathématique du champ magnétique
Dans l’hypothèse d’un manteau isolant, le champ magnétique d’origine interne, à l’exté-
rieur du noyau peut être considéré comme le gradient d’un potentiel scalaire V satisfaisant
à l’équation de Laplace :
∇2V = 0. (4.1)
La solution de cette équation dans un repère de coordonnées sphériques (r, θ, φ), pour r
supérieur au rayon du noyau s’écrit :
V(t) = a
∞
∑
l=1
( a
r
)l+1 l
∑
m=0
(gml (t)cos(mφ) + h
m
l (t)sin(mφ))P
m
l (cosθ), (4.2)
avec a le rayon de la Terre, gml et h
m
l les coefficients de Gauss , et P
m
l , les polynômes de
Legendre avec la quasi-normalisation de Schmidt. On peut, à partir de ce potentiel, calculer
le champ magnétique B = (Br, Bθ , Bφ) :
B = −∇V. (4.3)
25
26 Chapitre 4. La méthode bayésienne
L’approche classique introduite par Bloxham et Jackson (1992) pour trouver un modèle
continu de champ magnétique global est d’utiliser une interpolation en temps en fonctions
supports, souvent des splines Mn(t) :
gml (t) =
N
∑
n=1
Mn(t)g˜m,nl
hml (t) =
N
∑
n=1
Mn(t)h˜m,nl
. (4.4)
L’interpolation à l’aide de fonctions splines d’ordre P consiste en la construction d’un po-
lynôme de degré P entre deux dates auxquelles des observations sont disponibles. Il est
aussi possible, et c’est le but de notre étude, d’obtenir un modèle discret des coefficients
gm,nl et h
m,n
l à des temps tn. Cette approche est décrite dans la section 4.2. Les notations
(g˜m,nl , h˜
m,n
l ) et (g
m,n
l , h
m,n
l ) dénotent les coefficients de Gauss obtenus par une méthode utili-
sant des splines et les coefficients aux temps discrets respectivement. Ce sont les inconnues
de notre problème.
4.1.2 Résolution d’un problème linéaire
On cherche à résoudre un problème de la forme :
Y = Hm + e, (4.5)
avec Y le vecteur des données de taille Nd, m le vecteur des paramètres du modèle de taille
Nm, H l’opérateur d’observation qui relie le modèle aux données de taille Nd × Nm, et e le
vecteur contenant les erreurs d’observations. Pour résoudre ce problème dans l’approche
des moindres carrés, on minimise la fonction coût
J(m) =
1
2
(Y−Hm)TC−1ee (Y−Hm) +
1
2
mTC−1mmm, (4.6)
avec Cee la matrice de covariance des erreurs sur les données et Cmm, une matrice contenant
une information a priori sur le modèle (Tarantola et Valette 1982). Cee est de taille Nd × Nd
et Cmm de taille Nm × Nm. Cette information permet de pallier la non-unicité du problème
du fait du nombre limité d’observations et des incertitudes sur les mesures, pour obtenir
un modèle continu (e.g. Jackson et al. 2000). Elle peut prendre la forme d’une combinaison
de régularisations en temps et en espace, comme c’est souvent le cas. On minimise alors
deux normes représentant la complexité spatiale et temporelle du modèle, par exemple, la
norme de dissipation ohmique de Gubbins (1975) et la pénalisation de la dérivée seconde
en temps de Br. Plus généralement, elles peuvent s’écrire :
C−1mm = λS−1 + τT−1, (4.7)
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avec S et T des matrices qui dépendent des normes choisies, et λ et τ, des paramètres
contrôlant la régularisation en espace et en temps respectivement. Nous choisissons dans
cette étude d’éviter ces régularisations, et d’incorporer dans cette matrice les covariances
temporelles estimées grâce aux données paléomagnétiques, satellitaires et d’observatoires.
La définition de Cmm pour notre étude est discutée au chapitre 5.
Pour en revenir à la minimisation de cette fonction coût, on cherche la solution au
problème
∇J(m) = 0
= −HTC−1ee (Y−Hm) + C−1mmm,
(4.8)
où ∇J correspond à la matrice des dérivées premières J par rapport au modèle. La solution
s’écrit
mˆ = (HTC−1ee H+ C−1mm)−1HTC−1ee Y = CmmHT(Cee +HCmmHT)−1Y. (4.9)
Les covariances des incertitudes a posteriori sur le modèle sont décrites par
Cpost = (H
TC−1ee H+ C−1mm)−1 = Cmm − CmmHT(Cee +HCmmHT)−1HCmm, (4.10)
la matrice de covariance a posteriori.
4.1.3 Résolution d’un problème non-linéaire
Les données archéomagnétiques sont généralement des données d’inclinaison I, de dé-
clinaison D, ou d’intensité F, reliées aux composantes Br, Bθ et Bφ du champ magnétique,
en période normale, par
D = arctan
(
Bφ
−Bθ
)
, −pi
2
≤ D ≤ pi
2
I = arctan
 −Br√
B2θ + B
2
φ
 , −pi
2
≤ I ≤ pi
2
F =
√
B2r + B2θ + B
2
φ
. (4.11)
Ces équations étant non-linéaires, le problème inverse doit être résolu de manière itérative.
On peut écrire le problème sous la forme
Y = H(m) + e. (4.12)
La résolution de l’équation 4.12 consiste à trouver les paramètres (gm,nl , h
m,n
l ) ou (g˜
m,n
l , h˜
m,n
l )
du champ magnétique étant données les observations recueillies à diverses positions et
époques à la surface de la Terre, et une information a priori sur les statistiques du champ
magnétique.
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Pour obtenir m = (gm,nl , h
m,n
l ) ou (g˜
m,n
l , h˜
m,n
l ) à partir du problème direct (équation 4.12),
on minimise à nouveau une fonction coût
J(m) =
1
2
(Y−H(m))TCee−1(Y−H(m)) + 12m
TC−1mmm. (4.13)
Dans le cas d’un problème non-linéaire, comme ici, la solution sera obtenue de manière
itérative grâce à l’algorithme de Newton
mi+1 = mi − (∇∇J(mi))−1∇J(mi), (4.14)
jusqu’à ce qu’on converge vers un modèle qui minimise J. ∇J correspond au gradient de
J, i.e. à la matrice des dérivées partielles de J par rapport au modèle,
∇J(mi) = −∇HTi C−1ee (Y−H(mi)) + C−1mmmi. (4.15)
∇∇J correspond au Hessien qui s’exprime, en ignorant les termes en dérivées secondes de
H :
∇∇J(mi) = ∇HTi C−1ee ∇Hi + C−1mm. (4.16)
Les relations ci-dessus ont été obtenues en linéarisant H(m) ∼= H(mi) +∇Hi(m−mi) au-
tour du modèle à l’itération i. ∇Hi contient les éléments
∇Hjki =
(
∂Hj(mi)
∂mk
)
mi
, (4.17)
avec Hj, la prédiction de la jeme donnée par le modèle m. La différence fondamentale entre
l’approche des moindres carrés, présentée ici et l’approche bayésienne développée dans
la section suivante repose sur l’information portée par la matrice Cmm. Dans le cas clas-
sique, elle contient une régularisation arbitraire en temps et en espace tandis que dans
notre étude, elle contient une information a priori sur notre connaissance des covariances
temporelles du champ magnétique. Cette information a priori sera discutée dans la der-
nière partie de ce chapitre. Je vais présenter dans la section suivante en quoi l’approche
bayésienne diffère de l’approche classique.
4.2 Approche bayésienne
L’approche développée dans cette étude pour résoudre le problème de l’équation 4.12
se place dans le cadre des processus Gaussiens (e.g. Rasmussen et Williams 2006, Yaglom
2004, Papoulis et Pillai 2002). Ceci signifie que le processus est entièrement décrit par sa
moyenne et sa matrice de covariance, les statistiques d’ordres supérieurs n’apportant pas
plus d’information. On cherche à trouver la "meilleure" estimation du modèle vrai, compte
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tenu d’une information a priori et d’observations. On choisit une estimation non biaisée (la
moyenne entre l’état vrai et l’estimation est nulle), linéaire, et qui minimise la variance entre
l’état vrai et l’état estimé. On appelle cet estimateur le BLUE pour Best Linear Unbiased
Estimator.
4.2.1 Filtre de Kalman
On veut estimer le modèle m, connaissant des observations Y et leurs statistiques d’er-
reurs décrites par la matrice Cee, et une information a priori reposant sur un modèle moyen
m0 et sur une matrice de covariance Cmm = E[(m −m0)(m −m0)T], décrivant les statis-
tiques du modèle. E représente l’espérance mathématique. Dans le cas linéaire, on écrit le
problème sous la forme
m = Am0 +KY, (4.18)
et on cherche A et K telles que E(em) = 0 et
dE(ememT)
dm
= 0 avec em = m−mt, mt étant
l’état vrai. On trouve grâce à la première hypothèse que A = I− KH, où H est l’opérateur
d’observation (équation 4.5). La deuxième hypothèse nous donne K, connu sous le nom de
matrice de gain de Kalman, ainsi que les équations du BLUE (e.g. Rasmussen et Williams
2006) :
K = CmmHT[HCmmHT + Cee]−1
m = m0 +K(Y−Hm0)
Cpost = Cmm −KHCmm
(4.19)
avec Cpost, la matrice de covariance a posteriori du modèle m. On note l’équivalence entre
ce résultat et celui donné par l’approche classique des moindres carrés dans le cas linéaire
(Equations 4.9 et 4.10 pour lesquelles m0 = 0).
Dans le cas non linéaire, on procède à nouveau de manière itérative. Les équations du
BLUE deviennent pour l’itération i :
Ki = Cmm∇HTi [∇HiCmm∇HTi + Cee]−1
mi+1 = mi +Ki(Y−H(mi))
Cpost = Cmm −Ki∇HiCmm
(4.20)
avec ∇Hjki , défini dans l’équation 4.17.
Il est possible, à partir de la matrice de covariance a posteriori Cpost, de construire un
ensemble de modèles qui satisfassent statistiquement les observations connaissant leurs
erreurs. Pour cela, on effectue une décomposition de Choleski Cpost = LLT, avec L une
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matrice triangulaire inférieure. Un modèle de l’ensemble est obtenu grâce à la relation
mˆ = m + Lm˜, avec m˜ un vecteur aléatoire Gaussien de moyenne nulle et de variance
unitaire. La distribution a posteriori du modèle peut alors être représentée par l’ensemble
de modèles. On peut à partir de cet ensemble calculer un modèle moyen et l’écart-type de
l’ensemble.
La section suivante décrit en détail l’écriture de la matrice des dérivées partielles ∇H.
4.2.2 Matrice des dérivées partielles
On souhaite évaluer un modèle décrit sur des époques discrètes régulièrement espa-
cées, s’affranchissant des régularisations arbitraires classiques. Ce modèle contient les coef-
ficients de Gauss (gm,nl , h
m,n
l ) dont la corrélation temporelle a priori est décrite par la matrice
Cmm. On suppose que les coefficients de différents degrés ou ordres sont indépendants, i.e.
E(gm,nl , g
m′,n′
l′ ) = E(h
m,n
l , g
m′,n′
l′ ) = 0, si l 6= l′ ou m 6= m′.
Pour résoudre les équation 4.20, on a besoin d’évaluer un modèle connu b (soit le
modèle initial, soit celui de l’itération précédente), à pas de temps réguliers T, aux temps
des observations td. On rangera le modèle estimé aux temps des observations dans le
vecteur p. Cette interpolation s’écrit dans le cadre des processus Gaussiens :
p = CtdT(CTT + Cpost)
−1b
= Πb
(4.21)
avec b le modèle moyen aux temps réguliers, et Cpost sa matrice de covariance d’erreurs.
Π est ainsi la matrice de projection des temps du modèle discret sur les temps des ob-
servations. CtdT et CTT, les matrices de covariance entre les temps des observations et les
temps du modèle et entre les temps du modèle respectivement, sont calculées à l’aide de
la fonction de corrélation ρ(τ) et de la variance σ2 des coefficients de Gauss. L’avantage de
cette approche est que l’on peut obtenir directement (sans passer par des fonctions sup-
ports) des séries de coefficients de Gauss à partir de données réparties irrégulièrement. La
fonction de corrélation ainsi que la variance des coefficients sont nécessaires à l’écriture de
la fonction d’auto-covariance C(τ) = σ2ρ(τ). Les matrices intervenant dans le calcul de Πi
sont construites à partir de l’information sur le modèle avant estimation comme discuté
dans le chapitre suivant.
La résolution d’un problème non linéaire se fait de manière itérative. Nous avons besoin
d’un modèle initial couvrant la période voulue. Le choix du modèle initial est important
car il permet d’éviter les minima locaux de la fonction coût et en second lieu, de converger
plus rapidement vers le minimum global en partant d’un modèle vraisemblable. On peut
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choisir de partir de modèles globaux existants, ou encore de considérer que le coefficient
g01 est constant, d’une valeur de −30µT tandis que les autres coefficients sont nuls. Je note
pi l’estimation du modèle au temps ti de la donnée i. Je développe ici l’écriture matricielle
du gradient de H pour une observation i :
Hi(b) =Hi(gml (ti)) =Hi(∑
lmn
Πlmni g
m,n
l ) (4.22)
avec gm,nl , le coefficient de Gauss de degré l, d’ordre m à un temps tn, et Π
lmn
i , le projecteur
obtenu pour l’observation i :
∂Hi
∂gm,nl
=
∂Hi
∂gml (ti)
× ∂g
m
l (ti)
∂gm,nl
=
∂Hi
∂gml (ti)
Πlmni
(4.23)
avec
∂Hi
∂gml (ti)
, la dérivée partielle de la prédiction i par rapport au coefficient gml (ti) à une
seule époque considérée isolément (Gubbins 1983). La construction de la matrice aux déri-
vées partielles ∇H est détaillée en dessous. Les composantes X, Y et Z sont décrites par
les équations suivantes :
X(t) =
L
∑
l=1
( a
r
)l+2 l
∑
m=0
[gml (t) cos mφ+ h
m
l (t) sin mφ]
dPml (cos θ)
dθ
Y(t) =
1
sin θ
L
∑
l=1
( a
r
)l+2 l
∑
m=0
m [gml (t) sin mφ− hml (t) cos mφ] Pml (cos θ)
Z(t) = −
L
∑
l=1
(l + 1)
( a
r
)l+2 l
∑
m=0
[gml (t) cos mφ+ h
m
l (t) sin mφ] P
m
l (cos θ)
. (4.24)
On écrit ici les dérivées partielles par rapport aux gml (il en va de même pour les h
m
l ) :
dX
dgml
=
( a
r
)l+2
cos(mφ)
dPml (cos θ)
dθ
dY
dgml
=
1
sin θ
( a
r
)l+2
m sin(mφ)Pml (cos θ)
dZ
dgml
= −(l + 1)
( a
r
)l+2
cos(mφ)Pml (cos θ)
. (4.25)
Dans le cas des données archéologiques, on a principalement des données D, I et F :
F =
√
X2 +Y2 + Z2
D = arctan(
Y
X
)
I = arctan(
Z√
X2 +Y2
)
, (4.26)
les dérivées partielles s’écrivent alors,
dF
dgml
=
X
F
dX
dgml
+
Y
F
dY
dgml
+
Z
F
dZ
dgml
dD
dgml
=
−Y
X2 +Y2
dX
dgml
+
X
X2 +Y2
dY
dgml
dI
dgml
=
−ZX
F2
√
X2 +Y2
dX
dgml
+
−ZY
F2
√
X2 +Y2
dY
dgml
+
√
X2 +Y2
F2
dZ
dgml
. (4.27)
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Le gradient de H contient donc pour finir, les dérivées partielles par rapport aux coefficients
de Gauss, mais aussi un projecteur temporel. Le chapitre suivant introduit l’information sur
le modèle avant estimation, qui est la clé de cette étude.
5Définition des a priori
On suppose que le champ magnétique peut être modélisé par un processus Gaussien,
auto-régressif (noté AR par la suite), stochastique, continu et stationnaire. Le terme auto-
régressif appliqué au champ magnétique signifie que la valeur du champ à un temps t
dérive des valeurs aux temps précédents ; stochastique, que l’on considère le processus
décrivant le champ magnétique comme une variable aléatoire continue ; et enfin station-
naire signifie que les statistiques du champ sont les mêmes à n’importe quelle époque. Un
processus Gaussien est entièrement décrit par sa moyenne et sa matrice de covariance, il
n’y a pas besoin de statistiques d’ordre supérieur pour le décrire. Nous allons chercher à
déduire du spectre du champ une information avant estimation sur les modèles de champ
géomagnétique.
5.1 Quelles contraintes pour notre information a priori ?
5.1.1 Spectres des séries géophysiques
De nombreuses études ont été menées pour comprendre le comportement temporel du
champ magnétique à différentes échelles de temps. Constable et Johnson (2005) ont pro-
posé un spectre temporel composite de séries magnétiques, couvrant des périodes de 100
ans à 100 millions d’années. Ce spectre a été construit à partir de données de paléointensité
provenant de sédiments marins pour les périodes allant de 1000 ans à 1 million d’années,
et du modèle CALS7K.2 proposé par Korte et al. (2005) pour les plus hautes fréquences.
Les spectres des modèles paléomagnétiques SINT2000 (Valet et al. 2005) et PADM2M (Zie-
gler et al. 2011) présentent des caractéristiques similaires mais ne sont pas représentatifs
des données pour des fréquences supérieures à 102 Ma−1. Seul le spectre proposé par
Constable et Johnson (2005) (Figure 5.1) couvre les périodes qui nous intéressent dans le
cadre de l’étude de séries archéomagnétiques (de 100 à 10000 ans). Notons que les plus
hautes fréquences de ce spectre sont lissées par la régularisation temporelle utilisée dans
CALS7K.2. On peut en revanche observer certaines tendances du spectre en fonction de
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Figure 5.1 – Spectre composite du VADM (Constable et Johnson 2005). Modèles de retournement du champ
magnétique (noir et gris), données de paléointensité provenant de sédiments marins (bleu, rouge, vert, marron,
orange), et modèle CALS7K.2 (rose). La pente d’une loi puissance en f−2 est donnée pour comparaison.
la fréquence considérée. A très basses fréquences, le spectre est relativement plat, tandis
que plus on augmente la fréquence, plus le spectre apparaît pentu. Pour chaque gamme
de fréquences, on peut considérer que le spectre suit une loi puissance. Par exemple, une
pente en f−2 est représentée en bleu sur la ﬁgure 5.1. Elle semble bien caractériser des
périodes allant de quelques milliers d’années à quelques centaines de milliers d’années. Le
spectre des séries d’observatoires présente lui une pente de −4 pour des périodes allant de
5 à 100 ans (Currie 1968, De Santis et al. 2003). L’analyse de modèles de sédiments lacustres
par Panovska (2012) a montré que les spectres temporels de données d’inclinaison, de dé-
clinaison et d’intensité suivaient une loi puissance avec une pente de −2.3± 0.6 pour des
périodes allant de 300 à 4000 ans.
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Le lien entre le spectre d’une série temporelle S(t) (appelé Power Spectral Density ou
PSD), et une fonction de covariance C(τ), est établi par la relation
PSD(S(t)) = |F (C(τ))| = |F (S(t))|2 (5.1)
où F est la transformée de Fourier. Le spectre des séries temporelles nous informe donc
sur la fonction de covariance temporelle C(τ). L’allure des séries temporelles de différentes
longueurs représente ainsi une autre source d’information. Selon la longueur de la série
et son pas d’échantillonnage, une série temporelle sera différentiable ou non (le champ
magnétique physique est lui différentiable). Ce comportement se reflète sur le spectre par
une pente en −2 pour les séries continues mais non dérivables ou par une pente en −4
pour les séries dérivables une fois. La Figure 5.2 montre une série du VADM en Eurasie
sur les derniers 8000 ans (Genevey et al. 2008). On a ici une série longue avec un long pas
d’échantillonnage. Sa dérivée première ne semble pas définie à de telles échelles de temps.
Dans le cas de séries plus courtes, comme des séries d’observatoires (Figure 5.3), le champ
magnétique, ici représenté par sa composante Est Y, est continu et dérivable. Sa dérivée
(Figure 5.3c) ne semble par contre pas dérivable. Les observations s’accordent bien à la
forme du spectre composite proposé par Constable et Johnson (2005).
On a décrit ici uniquement le spectre du moment dipolaire, ou VADM (Virtual Axial
Dipole Moment), car les spectres des autres coefficients sont très mal connus. Les mesures
récentes, comprenant les satellites, les observatoires et les données historiques, permettent
néanmoins de calculer assez précisément les coefficients de Gauss jusqu’au degré l = 13.
Hulot et LeMouël (1994) ont cherché à évaluer les temps caractéristiques de la variation sé-
culaire pour les différents degrés des coefficients de Gauss, grâce au spectre spatial obtenu
pour leur modèle. Ces temps peuvent être interprétés comme la durée nécessaire à un pro-
cessus statistique (ici, les coefficients de Gauss) pour se renouveler complètement. Dans un
langage statistique, ces temps caractéristiques sont appelés temps de corrélation. Le spectre
spatial du champ magnétique correspond à l’énergie magnétique d’origine interne notée
W (Lowes 1974). Pour chaque degré, cette énergie s’écrit :
W(l) = (l + 1)
l
∑
m=0
((gml )
2 + (hml )
2). (5.2)
On peut évaluer un spectre instantané pour un temps t ou un spectre moyenné sur une
période donnée.
W ′(l) = (l + 1)
l
∑
m=0
((g˙ml )
2 + (h˙ml )
2), (5.3)
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où g˙ml et h˙
m
l sont les dérivées temporelles des coefficients g
m
l et h
m
l . Les temps caractéris-
tiques du champ magnétique sont alors définis pour chaque degré par :
τg(l) =
√
W(l)
W ′(l)
. (5.4)
Les observations contemporaines du champ peuvent aussi être utilisées pour évaluer la
variance des coefficients de Gauss :
σ2g(l) =
1
2l + 1
l
∑
m=0
((gml )
2 + (hml )
2). (5.5)
De manière générale, le temps τg diminue avec le degré, ainsi, plus les structures sont de
petite échelle, plus les temps associés au processus qui les génèrent sont courts. Les temps
obtenus sont de l’ordre du millier d’années pour le dipôle, et de la dizaine d’années pour
le degré l = 14. Ces temps sont discutés plus en détail à la section 5.3.3 et sont tracés sur
la figure 5.8.
Christensen et al. (2012) ont montré que les simulations numériques, ainsi que les mo-
dèles satellitaires permettaient de retrouver le temps caractéristique de la variation sécu-
laire défini par :
τg˙(l) =
√
W ′(l)
W ′′(l)
, (5.6)
avec
W ′′(l) = (l + 1)
l
∑
m=0
((g¨ml )
2 + (h¨ml )
2). (5.7)
Leur étude a montré que ce temps était de l’ordre de 10 ans et indépendant du degré. Le
temps obtenu pour l’accélération séculaire est remis en question par d’autres études (Gillet
et al. 2013), en partie parce que les estimations de l’accélération séculaire sont connues
pour dépendre de la régularisation temporelle utilisée dans la modélisation (Finlay et al.
2012). Cette controverse ne pose cependant pas de problèmes pour notre étude, ni dans la
définition de notre a priori, les temps étudiés étant beaucoup plus longs.
Les données géomagnétiques et paléomagnétiques ne permettent pas de connaître le
spectre temporel des coefficients individuels sur les échelles de temps qui nous intéressent
ici. On est maintenant capable de construire de longues séries temporelles grâce aux simu-
lations numériques. Ces séries constituent un outil précieux pour valider le comportement
temporel déduit des observations.
5.1.2 Spectres de simulations numériques de géodynamo
Olson et al. (2012) proposent un spectre temporel du VADM calculé à partir de simu-
lations numériques de géodynamo. Leur spectre s’accorde assez bien avec les observations
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Figure 5.2 – VADM aux échelles de temps archéomagnétiques, Genevey et al. (2008).
listées précédemment. Ils proposent notamment une pente de −1.8 pour des périodes de
400 à 200000 ans et de −4 pour des périodes de 10 à 400 ans. Ils observent également une
pente de −6 pour des périodes plus courtes que 1 an. Revenons rapidement au temps ca-
ractéristique de la variation séculaire de 10 ans estimé par Christensen et al. (2012). Le fait
que l’accélération séculaire soit définie sous-entend qu’une série du champ magnétique est
dérivable au moins deux fois sur ces échelles de temps, ce qui correspond à une pente en
−6, ou supérieure, pour les hautes fréquences du spectre temporel. Le spectre obtenu par
Olson et al. (2012) prévoit une définition possible de l’accélération séculaire, mais pour un
temps plus court que celui proposé par Christensen et al. (2012).
Les séries issues de simulations numériques permettent de séparer l’influence de
chaque coefficient et ainsi d’étendre l’étude d’Olson et al. (2012) à tous les coefficients de
Gauss. Nous nous intéressons ici à des séries temporelles de coefficients de Gauss issues de
simulations numériques fournies par Alexandre Fournier (Fournier et al. 2012). Le temps
d’une simulation numérique est adimensionné. Pour le mettre à l’échelle, on commence
par estimer les temps de corrélation des coefficients de différents degrés issus de la simu-
lation numérique grâce à l’équation 5.4. Lhuillier et al. (2011) ont montré qu’une loi de la
forme τg(l) =
τSV
l
, reproduisait de manière satisfaisante les temps de corrélation observés
pour la Terre et pour les simulations numériques (ils trouvent τSV ≈ 400 ans pour la Terre).
On estime grâce à la même loi le temps τSV correspondant à la simulation numérique. Le
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(a)
(b)
(c)
Figure 5.3 – Moyennes mensuelles de la composante Y du champ magnétique (a) à Chambon-La-Forêt
(France) et (b) à Hermanus (Afrique du Sud), (c) différences annuelles de moyennes mensuelles de la compo-
sante Y à Chambon-La-Forêt.
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temps mis à l’échelle est égal au temps adimensionné que l’on multiplie par le rapport
entre le temps τSV de la Terre et celui de la simulation numérique. La série dimensionnée
a une longueur de 150000 ans et un pas d’échantillonnage de 40 ans.
La figure 5.4 montre le spectre moyen pour tous les coefficients d’un même degré (en
rouge) et son écart-type (en noir) ainsi que les spectres de chaque coefficient obtenus par
des fenêtres de pondération multiples. La transformée de Fourier d’une fonction d’auto-
corrélation de type Matérn-AR2 est tracée en bleu pour comparaison. On voit que les
spectres des coefficients de degré 2 et plus sont bien reproduits par la transformée de
Fourier de la fonction de corrélation de type Matérn AR2. Pour le degré 1 par contre, cette
dernière sort des barres d’erreurs du spectre de la simulation numérique pour des fré-
quences intermédiaires. Le spectre moyen passe par une pente en −2 entre sa pente en −4
à hautes fréquences et sa pente nulle à basses fréquences, contrairement aux autres degrés
qui passent, comme la transformée de Fourier de la fonction de corrélation de type Matérn
AR2, directement d’une pente de −4 à une pente nulle. Si on regarde plus en détail le
spectre obtenu pour les différents coefficients de degré 1 (le coefficient g01 correspond au
spectre vert le plus haut, tandis que le coefficient h11 est en bas), on voit que la forme des
spectres pour les coefficients g11 et h
1
1 est proche de celle des spectres de plus hauts degrés.
C’est le coefficient g01 qui semble créer cette pente en −2. Les simulations numériques pa-
raîssent être en accord avec le spectre géophysique et les observations pour ce coefficient.
Pour les coefficients de plus hauts degrés en revanche, les simulations numériques sont
bien reproduites par le spectre d’un a priori de type Matérn AR2.
Nous avons montré que le spectre composite de Constable et Johnson (2005) construit
à partir d’observations et de modèles archéomagnétiques, que les mesures d’observatoires
(De Santis et al. 2003) ou sédimentaires (Panovska 2012), et que les simulations numériques
(Olson et al. 2012, Fournier et al. 2012) apportaient des informations concordantes sur le
comportement temporel du champ magnétique ; à savoir, un spectre du VADM avec une
pente de l’ordre de −4 pour des périodes décennales à centennales, et de −2 pour des
périodes allant jusqu’à la centaine de milliers d’années, et un spectre des autres coefficients
passant directement d’une pente 0 à une pente −4.
Nous avons exposé précédemment que l’information a priori intervenait sous la forme
d’une matrice de covariance Cmm. Pour définir cette matrice, on suppose une fonction de
corrélation ρ(τ) et la variance des coefficients de Gauss. Cette variance est déterminée à
l’aide des coefficients de modèles satellitaires obtenus pour une date t donnée et définie
par l’équation 5.5. Il reste désormais à choisir une fonction de corrélation ρ ainsi que son
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Figure 5.4 – Spectres de séries de coefficients de Gauss (calculs de Claire Bouligand) issues de simulations
numériques de géodynamo (Fournier et al. 2012). Les spectres pour chaque coefficient sont tracés en vert, le
spectre moyen pour tous les coefficients d’un même degré, en rouge, et la fonction d’auto-corrélation de type
Matérn AR2 au spectre moyen en bleu.
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temps caractéristique τc. C’est à partir de ces deux ingrédients que nous construisons les
éléments de la matrice de covariance
Cmm(i, j) = σ2gρ(|t(i)− t(j)|) (5.8)
calculée entre les temps auxquels on veut évaluer notre modèle m.
5.2 Fonctions de corrélation, spectres et équations stochastiques
Cette section vise à introduire différentes informations a priori possibles sur le champ
magnétique et à les comparer. Pour rappel, on fait l’hypothèse dans cette approche que
les coefficients de Gauss sont une réalisation d’un processus auto-régressif, stochastique,
Gaussien, et stationnaire. Ce processus ϕ est gouverné par une équation différentielle sto-
chastique, définie par l’a priori choisi. Il est associé à une fonction d’auto-corrélation ρ et
une variance σ2. Afin de le comparer au spectre géophysique décrit précédemment, on
peut regarder le spectre d’une réalisation de ce processus, ce qui équivaut à regarder la
transformée de Fourier de sa fonction d’auto-corrélation (équation 5.1).
5.2.1 A priori Gaussien
Cet a priori a été utilisé notamment par Hongre et al. (1998). Sa fonction de corrélation
s’écrit :
ρ(τ) = exp
(
−1
2
(
τ
τc
)2)
, (5.9)
et le spectre d’une réalisation d’un processus de ce type s’écrit :
S(w) ∝ exp
(
−τ
2
c w2
2
)
, (5.10)
avec w la pulsation (w = 2pi f ) et τc, un temps caractéristique du processus. Cette fonction
de corrélation est infiniment dérivable, contrairement aux séries discrétisées de champ ma-
gnétique, que le pas soit de 1 an ou de 100 ans. En cela, elle ne semble pas un a priori
judicieux. Gillet et al. (2013) ont montré que le temps caractéristique de la dérivée première
du champ magnétique imposé par cet a priori était en désaccord avec les variations rapides
observées sur la variation séculaire.
5.2.2 Les fonctions de Matérn
L’expression générale des fonctions de corrélation de Matérn s’écrit :
ρν(τ) = exp
(
−
√
2ν|τ|
τc
)
p!
(2p)!
p
∑
i=0
(p + i)!
i!(p− i)!
(√
8ν|τ|
τc
)p−i
(5.11)
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avec ν = p + 1/2, et p entier. On s’intéresse ici aux cas où ν = 1/2 et ν = 3/2 :
ρ1/2(τ) = exp
(
−|τ|
τc
)
ρ3/2(τ) = (1+
√
3
|τ|
τc
) exp
(
−√3 |τ|
τc
) . (5.12)
Matérn AR1
Dans le cas où ν = 1/2, la fonction de Matérn correspond à la fonction d’auto-
corrélation d’un processus de type AR1, qui est la solution d’une équation différentielle
stochastique de la forme :
dϕ+
1
τc
ϕdt = dζ(t) (5.13)
avec ζ(t) un processus de Wiener, qui contient le terme aléatoire dans cette équation (Ya-
glom 2004). La réalisation d’un processus de type AR1 est continue mais pas dérivable, ce
qui convient bien aux périodes échantillonnées par les observations archéomagnétiques,
c’est à dire des séries discrétisées avec un pas de temps long, pour lesquelles la dérivée du
champ magnétique semble discontinue (Figure 5.2). Le spectre temporel de cette réalisation
est :
S(w) ∝
1
w2 +
1
τ2c
. (5.14)
Ce spectre suit une loi puissance en w−2 à hautes fréquences. Cette pente est caractéristique
du spectre de séries temporelles continues mais non dérivables.
Matérn AR2
Dans le cas où ν = 3/2, la fonction de Matérn correspond à la fonction d’auto-
corrélation d’un processus de type AR2 qui est la solution de l’équation différentielle sto-
chastique :
d
dϕ
dt
+
2
√
3
τc
dϕ+
3
τ2c
ϕdt = dζ(t). (5.15)
La réalisation d’un processus de type AR2 est dérivable une fois, ce qui convient bien
au comportement du champ et de sa dérivée temporelle aux périodes interannuelles et
centennales (Figures 5.3). Le spectre temporel d’une telle réalisation s’écrit :
S(w) ∝
1(
3
τ2c
+ w2
)2 . (5.16)
Ce spectre présente une pente en −4 aux hautes fréquences, pente caractéristique du
spectre de séries temporelles dérivables une fois. On peut montrer que le temps τc s’écrit
τc(l) =
√
3τg(l) = τAR2(l) (5.17)
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(Gillet et al. 2013), où τg est le temps caractéristique défini par Hulot et LeMouël (1994)
(équation 5.4).
5.2.3 Oscillateur amorti AR2
Le dernier a priori étudié ici est un a priori AR2 qui correspond à l’équation différen-
tielle :
d
dϕ
dt
+ bdϕ+ cϕdt = dζ(t). (5.18)
De façon à pouvoir comparer cet a priori avec l’a priori de type Matérn AR2, on écrit
b =
2
√
3
τ1
et c =
3
τ22
. Les solutions de cette équation différentielle dépendent du signe de
b2 − 4c. Si b2 = 4c, la fonction de corrélation correspond à ρ3/2 de l’équation 5.12. On
obtient sinon (Papoulis et Pillai 2002)
ρ(τ) =
1
2γ
[(α+ γ)e−(α−γ)|τ| − (α− γ)e−(α+γ)|τ|] , b2 > 4c
ρ(τ) = e−α|τ|
(
cos βτ +
α
β
sin β|τ|
)
, b2 < 4c
. (5.19)
avec α =
b
2
, α2 − γ2 = c et α2 + β2 = c. Le spectre temporel associé à ce processus s’écrit :
S(w) ∝
1
(c− w2)2 + b2w2 . (5.20)
Il peut présenter deux ruptures de pente selon les temps τ1 et τ2 choisis, ce qui paraît inté-
ressant pour reproduire le comportement du VADM observé à la fois sur les observations
et sur les simulations numériques (Constable et Johnson 2005, Olson et al. 2012)
5.3 Discussion
5.3.1 Spectres
Les spectres théoriques associés à toutes ces fonctions de corrélation sont représentés
sur la Figure 5.5 pour les temps de corrélation suivants (en années) :
AR1 Gaussien b2 < 4c b2 = 4c b2 > 4c
τc = 20000 τc = 1000 τ1 = 1000 τ1 = 3000 τ1 = 100
τ2 = 100 τ2 = 3000 τ2 = 1000
Table 5.1 – Temps de corrélation utilisés pour les figures 5.5, 5.6 et 5.7
Le spectre associé à la fonction d’auto-corrélation gaussienne (courbe noire) décroît très
brusquement par rapport aux autres spectres, ce qui signifie qu’il y a très peu d’énergie
pour les hautes fréquences. La réalisation d’un tel processus est infiniment dérivable. Cet a
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Figure 5.5 – Spectres théoriques des diverses fonctions de corrélation décrites en section 5 normalisés par la
PSD à basses fréquences.
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priori va donner des séries temporelles très lisses par rapport aux observations géomagné-
tiques. Le spectre associé à la fonction d’auto-corrélation de type oscillateur amorti, dans
le cas où b2 < 4c ne convient pas non plus pour représenter le comportement temporel du
champ magnétique. Les trois autres a priori semblent mieux indiqués.
L’a priori de type AR1 (courbe verte) présente un spectre plat à basses fréquences, avant
de décroître en suivant une pente −2 pour les plus hautes fréquences. Cet a priori reproduit
bien la pente −2 observée sur le spectre géomagnétique (Figure 5.1) pour des périodes
allant de quelques milliers d’années à la centaine de milliers d’années. Il n’est toutefois pas
adapté pour reproduire le comportement à hautes fréquences où le spectre géomagnétique
présente une pente −4. Dans le cas de la modélisation de données archéomagnétiques, l’a
priori AR1 semble bien adapté pour reproduire les périodes de quelques milliers d’années
mais ne contraint pas suffisamment les plus hautes fréquences qui ne sont pas contraintes
non plus, dans ce cas, par les observations.
L’a priori de type AR2 (courbe bleue) passe d’un spectre plat à une pente en −4 pour
les plus hautes fréquences. Il reproduit bien le comportement temporel du champ ma-
gnétique pour des périodes allant de la dizaine à la centaine d’années. En revanche, son
spectre présente une transition brutale entre cette pente −4 et le plateau observé à basses
fréquences, qui ne correspond pas aux observations archéomagnétiques. Il est tout à fait
approprié pour modéliser le champ magnétique historique, et de ce fait, il est utilisé pour
la construction du modèle COV-OBS de Gillet et al. (2013). Il convient aussi bien pour dé-
finir l’a priori des plus hautes fréquences pour modéliser le champ archéomagnétique. Il
est sans doute plus indiqué pour modéliser le champ archéomagnétique qu’un a priori
de type AR1 car il est adapté aux hautes fréquences qui ne sont pas contraintes par les
observations, contrairement aux plus basses fréquences. Le dernier a priori discuté ici cor-
respond à un oscillateur amorti de type AR2 (courbe magenta). Son spectre présente deux
ruptures de pente que l’on peut, en choisissant bien τ1 et τ2, faire coïncider avec les deux
ruptures de pente observées sur le spectre des observations du VADM. Le spectre est plat
à basses fréquences, commence à décroître en pente −2 après un premier changement de
pente pour finir en pente −4 à hautes fréquences. L’inconvénient de cet a priori est qu’il
comporte deux paramètres ajustables (τ1 et τ2) au lieu d’un seul pour les autres a priori.
Il est cependant très intéressant pour contraindre toutes les gammes de fréquences pour la
modélisation archéomagnétique ou paléomagnétique.
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5.3.2 Séries temporelles
Afin d’illustrer le lien entre le domaine spectral et le domaine physique, on peut regar-
der l’allure des séries temporelles ayant ces fonctions de corrélation. Pour construire une
telle série, il suffit d’écrire la matrice de covariance C associée à la fonction de corrélation
ρ, sa taille correspondant à la longueur de la série temporelle que l’on souhaite créer. On
effectue alors une décomposition de Choleski de cette matrice C = LLT, avec L une matrice
triangulaire inférieure. En multipliant cette matrice L par un vecteur aléatoire Gaussien de
moyenne nulle et de variance unitaire, on obtient une série temporelle avec la corrélation
souhaitée. Les figures 5.6 et 5.7 présentent des séries obtenues à partir d’un même vecteur
aléatoire pour une fonction de corrélation de type Matérn AR1 (vert), Matérn AR2 (bleu)
et oscillateur amorti (magenta).
Les séries de la figure 5.6 sont échantillonnées tous les 200 ans afin de ne s’intéresser
qu’aux plus basses fréquences. Les temps de corrélation utilisés sont les mêmes que pour
les spectres présentés plus haut (Figure 5.5), détaillés dans le tableau 5.1. Les séries vertes
et magenta sont très similaires car dans cette gamme de fréquences, l’oscillateur amorti a
une pente −2. Les séries obtenues pour un processus avec les a priori oscillateur amorti
et Matérn AR1 sont donc continues mais pas dérivables pour les périodes considérées.
La série Matérn AR2 (bleue) est beaucoup plus lisse, son spectre (Figure 5.5) est plus bas
que celui des autres a priori pour cette gamme de fréquences, il y a donc moins d’éner-
gie pour les hautes fréquences. De plus, la pente en −4 correspond à une série dérivable
une fois. La série temporelle de la Figure 5.2 pour les observations du champ archéoma-
gnétique correspond assez bien aux caractéristiques des séries synthétiques Matérn AR1
et oscillateur amorti. Les séries de la figure 5.7 quant à elles, sont beaucoup plus courtes
et échantillonnées tous les ans afin de comparer le comportement des différents a priori
à hautes fréquences. L’oscillateur amorti cette fois est plus lisse et proche du comporte-
ment Matérn AR2. Ces deux a priori ont les mêmes pentes à hautes fréquences donc sont
dérivables une fois, et sont moins énergétiques que l’a priori Matérn AR1.
5.3.3 Temps de corrélation
L’a priori sur le processus AR2 est complètement déterminé par sa variance et son
temps de corrélation définis aux équations 5.5 et 5.4. Les temps τg utilisés dans notre étude
sont tracés en fonction du degré sur la figure 5.8. La loi proposée par Lesur et al. (2008),
à savoir τg(l) = 800l−1.4 obtenue à partir de leur modèle GRIMM construit à l’aide de
données satellitaires, et celle proposée par Lhuillier et al. (2011) afin d’expliquer les temps
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Figure 5.6 – Séries synthétiques de g01 obtenues à partir d’une fonction de corrélation de type Matérn AR1
(vert), Matérn AR2 (bleu) et oscillateur amorti (magenta), échantillonnées tous les 200 ans.
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Figure 5.7 – Séries synthétiques de g01 obtenues à partir d’une fonction de corrélation de type Matérn AR1
(vert), Matérn AR2 (bleu) et oscillateur amorti (magenta), échantillonnées tous les ans.
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Figure 5.8 – Loi pour les temps de corrélation en fonction du degré harmonique. La loi τg(l) = 800l−1.4
est tracée en rouge (Lesur et al. 2008) et la loi τg(l) = 400l−1 en bleu (Lhuillier et al. 2011). Les temps τg
observés (Hulot et LeMouël 1994) sont tracés en vert.
observés sont tracées en rouge et bleu pour comparaison. Le temps τg, obtenu ici grâce au
modèle gufm-sat-E3 (Finlay et al. 2012) au temps t = 2005.0, est proche de la loi proposée
par Lesur et al. (2008). Ce constat est naturel, la variation séculaire moyenne étant très simi-
laire entre les modèles satellitaires. La loi proposée par Lhuillier et al. (2011) s’éloigne des
temps observés et de la loi à deux paramètres proposée par Lesur et al. (2008). Cependant,
l’étude statistique accompagnant cet article et basée sur le modèle SIS (Stationary Isotropic
Statistical model) proposé pour le champ magnétique par Hulot et LeMouël (1994), montre
que les observations obtenues par les modèles satellitaires et par les simulations numé-
riques sont bien expliquées par les statistiques d’erreurs d’une loi inverse. De plus, cette
loi permet de mettre à l’échelle les temps obtenus pour les simulations numériques (Sec-
tion 5.1.2). Nous utilisons dans cette étude les temps observés sur les modèles satellitaires
(vert) puisqu’ils sont bien contraints pour les degrés qui nous intéressent.
Pour un processus AR1, nous ne pouvons pas utiliser les mêmes temps que pour un
processus AR2 car ces derniers sont calculés à l’aide de la dérivée première en temps des
coefficients de Gauss alors qu’un processus de type AR1 n’est, par définition, pas dérivable.
De plus, cet a priori est approprié pour des périodes archéomagnétiques mais ne contraint
pas assez les hautes fréquences. Nous ne l’utilisons donc pas dans la suite de l’étude.
Comme discuté dans la section précédente (5.1.2), seul le coefficient g01 semble présenter
les deux ruptures de pente rendues possibles par l’utilisation de l’a priori oscillateur amorti.
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Les coefficients autres que le dipôle sont mal contraints par les observations sur l’ensemble
de la gamme de fréquences, quand les simulations numériques semblent indiquer qu’ils
suivent approximativement un a priori de type Matérn AR2. Nous choisissons donc de
représenter l’information a priori sur le coefficient g01 par un processus d’oscillateur amorti
(de type AR2) tandis que les autres coefficients seront représentés par un processus de type
Matérn AR2. L’a priori est donc fixé pour tous les coefficients, il nous reste à déterminer
les temps de corrélation du coefficient g01 reproduisant au mieux le spectre géophysique.
Ceci peut être fait visuellement, cependant, on peut également imposer le comportement
souhaité à hautes fréquences comme Gillet et al. (2013) l’ont fait pour déterminer le temps
d’un processus de type Matérn AR2 (équation 5.17). Il ne nous restera ainsi qu’un des
deux temps à ajuster au spectre géophysique. On souhaite qu’à hautes fréquences, le rap-
port entre l’auto-covariance de la dérivée première du processus ϕ et l’auto-covariance du
processus soit égal à celui obtenu pour la période satellitaire à un temps t :
Cϕ˙(0)
Cϕ(0)
=
(
σ2g˙
σ2g
)
t
=
1
τ2g
(5.21)
avec ϕ le processus gouverné par l’équation différentielle 5.18 et Cϕ(τ), l’auto-covariance
associée à ce processus définie, comme déjà mentionné, par
Cϕ(τ) =
Cϕ(0)
2γ
[(α+ γ)e−(α−γ)|τ| − (α− γ)e−(α+γ)|τ|], (5.22)
et Cϕ(0) = σ2g , la variance du processus. D’après Hulot et LeMouël (1994), Stein (1999), (p.
21), on a :
Cϕ˙(τ) = −d
2Cϕ(τ)
dτ2
. (5.23)
Des équations 5.22 et 5.23, on obtient
Cϕ˙(0)
Cϕ(0)
= α2−γ2. En reprenant l’équation stochastique
du processus ϕ (équation 5.18) où b =
2
√
3
τ1
et c =
3
τ22
et en se rappelant que c = α2 − γ2,
on écrit τ2 =
√
3τg = τAR2.
La figure 5.9 illustre le choix du temps τ1 qui reproduit visuellement les pentes ob-
servées sur le spectre géophysique. Le temps τ1 = 85 ans (spectre magenta) semble le
plus adapté. Il reproduit à la fois une pente en −2 pour des périodes allant de la centaine
d’années à plusieurs dizaines de milliers d’années et une pente −4 pour les périodes dé-
cennales. Une fois ce temps déterminé, tous les ingrédients nécessaires à la définition de
l’a priori pour le coefficient g01 sont réunis.
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Figure 5.9 – Spectres théoriques des fonctions de corrélation de l’oscillateur amorti pour τ1 = 1700 ans en
bleu, τ1 = 345 ans en rouge, τ1 = 85 ans en magenta et τ1 = 50 ans en noir.

Troisième partie
Modélisation régionale
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6Les erreurs liées aux donnéesarchéomagnétiques et à la
modélisation régionale
Les données archéomagnétiques ont une répartition très inhomogène à la surface de
la Terre. Il existe de nombreuses données en Europe alors que l’Afrique, par exemple, est
très faiblement couverte (Figure 6.1). Plus généralement, l’hémisphère Nord regroupe la
quasi-totalité des données disponibles à la surface de la Terre et les données ne couvrent
que les continents, pas les océans. Les courbes régionales permettent de profiter de cette
Figure 6.1 – Distribution des vestiges archéologiques et des laves réunis dans la base de données Arch3k
(Donadini et al. 2009).
concentration de données à certains endroits. De nombreuses courbes ou bases de données
existent pour l’Europe (e.g. Thébault et Gallet 2010, Bucur 1994, Genevey et al. 2009; 2013,
Hervé et al. 2013, Kovacheva et al. 2009, Hellio et al. 2014, Lanos et al. 2005). On dispose aussi
pour le Moyen-Orient d’un grand nombre de données et de nombreuses courbes régionales
(e.g. Gallet et al. 2002, Genevey et al. 2003, Shaar et al. 2011). De plus en plus de régions sont
aujourd’hui étudiées, des données existent désormais pour le Brésil (Hartmann et al. 2011),
l’Afrique de l’Ouest (Mitra et al. 2013), ou encore la Chine (Cai et al. 2014). Cette liste ne se
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veut pas exhaustive mais regroupe les zones les plus étudiées. Ces courbes régionales sont
beaucoup utilisées pour la datation archéomagnétique. Elles peuvent aussi s’avérer utiles
pour comprendre les processus ayant lieu au cœur du noyau de la Terre en comparant, par
exemple, les courbes de différentes régions, afin de déterminer si les variations temporelles
observées témoignent de phénomènes locaux ou de plus grande échelle.
6.1 Les erreurs de localisation
Un modèle régional représente les variations temporelles du champ magnétique, ou
d’une de ses composantes, en un point donné à la surface de la Terre. Pour produire de
telles courbes, les données qui se situent à une distance périphérique raisonnable (que
l’on discutera plus tard) du point auquel on souhaite construire notre modèle doivent être
transférées en ce point. Je décris par la suite les deux réductions utilisées pour les données
de direction et les données d’intensité. Pour une description plus complète, se référer au
chapitre 2 de Tauxe (2010).
6.1.1 Dipôle axial centré
Pour des données d’intensité, on fait généralement l’hypothèse que le champ magné-
tique de la Terre s’apparente à celui d’un dipôle axial centré (ou Geocentric Axial Dipole
GAD). Si on fait la moyenne du champ magnétique sur une période de temps suffisante,
cette hypothèse se vérifie, c’est pourquoi ceci est couramment utilisé en archéomagnétisme
ou paléomagnétisme. On peut alors écrire en première approximation :
V = a
( a
r
)2
g01P
0
1 (cos θ) = a
( a
r
)2
g01 cos θ, (6.1)
et donc Br =
2g01a
3 cos θ
r3
, Bθ =
g01a
3 sin θ
r3
et Bφ = 0. Ainsi,
tan |I| = 2 tan |λ|, (6.2)
avec λ, la latitude. Cette équation est la relation fondamentale du paléomagnétisme, elle est
parfois appelée formule du dipôle, et relie directement l’inclinaison du champ magnétique
à la latitude. Comme pour l’inclinaison, l’intensité est elle aussi reliée à la co-latitude dans
l’hypothèse d’un dipôle axial centré :
F = |g01|
( a
r
)3√
3 cos2 θ + 1. (6.3)
Ainsi, si on connait l’intensité F1 à la co-latitude θ1 et que l’on veut estimer l’intensité F2
attendue en un point de co-latitude θ2, on peut écrire dans l’hypothèse d’un dipôle axial
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Figure 6.2 – Transformation de directions mesurées en un site de coordonnées λS, φS en un pôle virtuel de
coordonnées λP, φP en supposant un dipôle géocentrique (gauche). Déclinaison et inclinaison mesurée au site
et angles nécessaires pour déterminer les coordonnées du pôle virtuel (droite). (Turner et al. 2007)
centré :
F2 = F1
√
3 cos2 θ2 + 1√
3 cos2 θ1 + 1
. (6.4)
Pour la construction de courbes régionales en un lieu de co-latitude θ2, on mesure les
intensités de données réparties à différentes co-latitudes autour de ce lieu et on calcule les
intensités que l’on attendrait en ce lieu si le champ magnétique était un dipôle axial centré.
6.1.2 Pôle géomagnétique virtuel (VGP)
Les variations spatiales des mesures de directions (inclinaison ou déclinaison) sont re-
lativement importantes par rapport aux variations d’intensité (Daly et Goff 1996). Ainsi,
contrairement aux réductions des mesures d’intensité pour lesquelles la formule 6.4 est
une bonne approximation, Shuey et al. (1970) ou Bucur (1994) ont montré que la méthode
provoquant le moins d’erreurs de relocalisation pour les mesures de direction était la mé-
thode du pôle géomagnétique virtuel (VGP). La figure 6.2 illustre les différentes étapes
de cette méthode. On a en S, site de coordonnées (λS, φS), une mesure de la direction du
champ magnétique (D, I). On imagine alors le dipôle géocentrique (mais désormais pas né-
cessairement axial) qui aurait engendré une telle direction du champ magnétique au point
S. Il est représenté sur la figure 6.2a par son moment dipolaire ou Virtual Dipole Moment
(VDM) (vecteur noir). Les deux points pour lesquels ce vecteur coupe la surface de la Terre
sont appelés les pôles géomagnétiques virtuels (VGP). A partir d’un de ces pôles, on peut
alors estimer la direction du champ magnétique en n’importe quel point à la surface de
la Terre. La figure 6.2b montre les angles intervenant dans le calcul des coordonnées du
pôle virtuel (λP, φP). On commence par estimer la co-latitude magnétique θm grâce à la
relation 6.2. Pour localiser ensuite le pôle, on obtient grâce à des formules de trigonométrie
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classiques :
cos θP = cos θS cos θm + sin θS sin θm cos D (6.5)
avec D l’angle entre le Nord géographique et le grand cercle joignant le point S au pôle,
qui correspond à la déclinaison mesurée au point S. On détermine ensuite la différence de
longitude ∆φ entre le pôle et le site S :
sin∆φ = sin θm
sin D
sin θP
. (6.6)
Si cos θm ≥ cos θS cos θP alors φP = φS + ∆φ, sinon φP = φS + pi − ∆φ. Maintenant que les
coordonnées du pôle virtuel associé à la mesure des directions au site S sont déterminées,
on peut estimer, à partir de ce pôle, les directions en n’importe quel point à la surface
de la Terre. L’inclinaison est déterminée en calculant la co-latitude magnétique au site où
l’on souhaite évaluer la direction et en utilisant à nouveau la relation 6.2. La déclinaison
s’obtient alors via
cos D =
cos θp − cos θS cos θm
sin θS sin θm
. (6.7)
On utilise préférentiellement cette méthode pour réduire les données de direction en un
site afin d’y construire une courbe régionale.
Les erreurs engendrées par ces deux méthodes de réduction dépendent de la distance
entre le site de réduction et le site de mesure. Shuey et al. (1970) ont montré que les erreurs
augmentaient proportionnellement à la distance entre les deux sites jusqu’à une distance
de 2200 km environ. Ils ont montré aussi que pour des distances plus élevées, l’erreur était
du même ordre de grandeur que la variation séculaire du champ magnétique. Dans notre
étude, et comme conseillé par la plupart des auteurs cités dans cette section, nous nous
limiterons à des données situées dans un rayon maximal de 500 km autour du site de ré-
duction. Afin d’illustrer la discussion précédente et d’estimer les erreurs géographiques
engendrées par la réduction en un point, nous prenons pour exemple des données fran-
çaises que l’on souhaite réduire aux coordonnées de Paris. On part du modèle IGRF de
l’année 2010 et on évalue la déclinaison, l’inclinaison et l’intensité prédites par le modèle
à chacun des sites où on a une observation. On réduit ces prédictions aux coordonnées
de Paris grâce aux équations 6.4, 6.5 et 6.6 et on obtient Dred, Ired et Fred. On évalue en-
suite ces mêmes composantes grâce au même modèle à Paris, on obtient ici Dparis, Iparis
et Fparis. On peut alors calculer l’erreur de localisation pour une donnée d’intensité par
exemple : eF =
Fparis − Fred
Fparis
. Ces erreurs sont petites devant les erreurs de mesures et nous
les négligeons par la suite.
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Figure 6.3 – Données d’intensité d’Europe de l’Ouest provenant de plusieurs études toutes référencées dans
Genevey et al. (2013). La moitié d’une barre d’erreur représente l’erreur uniforme fournie par les différentes
études.
6.2 Les erreurs de datation
La prise en compte des erreurs de datation est un des enjeux majeurs de la modélisation
de données archéomagnétiques. La figure 6.3 montre un ensemble de données d’intensité
d’Europe de l’Ouest, toutes réduites à Paris, avec leurs erreurs de datation (pour les réfé-
rences, voir Genevey et al. (2013)). Les erreurs de datation sont généralement uniformes,
comme c’est le cas sur la figure 6.3, car les données sont datées grâce à des contraintes
historiques ou archéologiques qui fournissent une date minimale et une date maximale.
Elles peuvent être gaussiennes dans les plus rares cas de datation au 14C.
6.2.1 Etat de l’art
De nombreuses études ont cherché à tenir compte de ces erreurs de datation dans leurs
méthodes de modélisation. Une première approche serait de considérer le temps comme
un paramètre du problème inverse, que l’on cherche à déterminer en même temps que les
coefficients de Gauss. Bloxham et Gubbins (1985) ont discuté cette idée pour les erreurs
de localisation des données historiques et en ont conclu que cela mènerait à un problème
inverse trop peu contraint et très non linéaire. Jackson et al. (2000) et Korte et al. (2005) ont
proposé de convertir les erreurs de localisation des données historiques, ou de datation
des données archéomagnétiques, respectivement, en erreurs de mesures. Les erreurs de
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datation sont divisées en catégories (erreurs entre 10 et 50 ans, 50 et 100 ans...), chacune de
ces catégories se voyant attribuer une valeur calculée à partir de la variabilité temporelle
du champ magnétique. Cette valeur est ensuite ajoutée à l’erreur de mesure de manière
quadratique dans la matrice Cee. Cette méthode a été ultérieurement remplacée pour la
modélisation archéomagnétique car l’influence des erreurs de datation dépend fortement
de la variabilité temporelle du champ magnétique (Korte et al. 2009).
Des études plus récentes considèrent que seules les erreurs de datation et les erreurs
de mesure représentent des informations fiables. Elles proposent alors une approche statis-
tique pour en tenir compte. Au lieu d’inverser pour un jeu de données comprenant chacune
une erreur de mesures, Korte et al. (2009) proposent de créer un millier de jeux de données
secondaires construits à partir du jeu de données initial, en introduisant pour chacun une
erreur aléatoire sur le temps et sur la mesure et d’inverser alors pour tous ces jeux de
données secondaires. Tous les modèles obtenus sont alors des représentations possibles du
champ magnétique. Korte et al. (2009) appellent cette méthode le bootstrap sur la datation
et sur la mesure (MA pour Measurement Age bootstrap). Ils proposent aussi une méthode
appelée ST pour bootstrap spatial et temporel, où le bootstrap est réalisé sur le jeu de
données. Chacune des données est retirée une fois du jeu de données afin de tester son in-
fluence sur le modèle. Les deux méthodes présentées précédemment sont alors combinées,
ce que Korte et al. (2009) appellent le MAST (Korte et Constable 2011, Korte et al. 2011,
Thébault et Gallet 2010). A partir des modèles obtenus du bootstrap, Korte et al. (2009)
calculent la moyenne et l’écart-type des modèles. Licht et al. (2013) adoptent la même stra-
tégie mais fournissent un ensemble de modèles, et non une moyenne et un écart-type, ce
qui apporte plus d’informations aux utilisateurs potentiels sur les incertitudes du modèle.
Je décris par la suite les différentes approches que nous avons explorées afin de prendre
en compte les erreurs de datation dans notre méthode, avant de présenter celle qui a donné
lieu à l’écriture de l’article qui clôt ce chapitre (Hellio et al. 2014). Le choix de la fonction
de corrélation a priori utilisée dans les sections suivantes est argumenté dans le chapitre 7.
6.2.2 Méthode avec intégrale
Les processus Gaussiens nous ont paru être un moyen de considérer de manière directe
les erreurs en temps. Dans cette étude régionale, le problème inverse que l’on cherche à
résoudre est un problème inverse linéaire comme décrit dans le chapitre précédent (Section
4.2.1) :
Y = Hm + e (6.8)
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avec Y les données d’inclinaison, de déclinaison ou d’intensité, m le modèle que l’on
cherche à estimer, les paramètres du modèle étant aussi la déclinaison, l’inclinaison ou
l’intensité et e, les erreurs de mesure. On résout alors le problème grâce aux équations
du BLUE (équations 4.20). J’introduis ici deux nouvelles notations : Cdd et Cmd qui corres-
pondent aux matrices de covariance a priori entre les dates des données et, les dates du
modèle et des données respectivement. Pour un type de données (D, I ou F), on écrit :
Cddij = σ
2ρ(|tdi − tdj|)
Cmdij = σ
2ρ(|tmi − tdj|)
, (6.9)
avec σ, l’écart-type et ρ la fonction d’auto-corrélation a priori du processus. Ces matrices
sont reliées à Cmm, la matrice de covariance a priori sur le modèle, de la manière suivante :
Cmd = E(mYT) = E(mmTHT) = CmmHT
Cdd = E(YYT) = E(HmmTHT) = HCmmHT
. (6.10)
Les équations 4.20 s’écrivent avec ces notations :
K = Cmd[Cdd + Cee]
−1
m = m0 +K(Y−Hm0)
Cpost = Cmm −KCTmd
. (6.11)
Connaissant les distributions φi des erreurs de datation (gaussienne pour la datation au 14C
ou uniforme pour la datation utilisant des contraintes historiques ou archéomagnétiques),
il peut paraître naturel d’introduire dans le calcul des matrices de covariances Cdd et Cmd
(équation 6.9), une pondération par les erreurs en temps de la manière suivante :
Cddij = σiσj
∫ ti+ei
ti−ei
∫ tj+ej
tj−ej
φi(t)φj(t′)ρ(t− t′)dtdt′, (6.12)
Cmdij = σiσj
∫ ti+ei
ti−ei
φi(t)ρ(ti − t)dt. (6.13)
En pratique, j’ai pris e correspondant à trois fois l’écart-type dans le cas gaussien ou à
la moitié de la largeur de l’erreur dans le cas uniforme. Nous avons calculé la valeur
analytique de ces intégrales dans le cas d’une distribution uniforme. Pour les distributions
gaussiennes, l’intégrale a été estimée numériquement par discrétisation.
La figure 6.4 montre la densité de probabilité d’une série d’intensité en Syrie obtenue à
l’aide de cette méthode. Le minimum atteint par le modèle un peu avant 3000 BC nous a
semblé suspect. La méthode que l’on vient de présenter impose à la moyenne du modèle
sur une barre d’erreur à être égale à la valeur mesurée. C’est pour cette raison qu’on
observe ce minimum qui ne devrait pas apparaître.
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Figure 6.4 – Fonction de densité de probabilité de l’intensité pour la Syrie dans le cas où on pondère par
intégration sur les barres d’erreurs. Données d’archéointensité collectées par Gallet et al. (2003).
6.2.3 Echantillonnage régulier et poids dans la matrice d’erreurs
Nous avons testé par la suite une autre méthode s’inspirant de la méthodologie déve-
loppée par Lanos (2004), qui consiste à subdiviser les données et à leur attribuer un poids
selon plusieurs critères. Pour le même jeu de données que dans le cas précédent, nous
avons subdivisé chacune des barres d’erreurs en temps en sous-données espacées d’un pas
de temps constant. Une grande barre d’erreur aura donc plus de sous-données qu’une plus
petite. Le poids attribué à chaque sous-donnée est pondéré dans la matrice de covariance
des erreurs Cee. Nous considérons ici une distribution uniforme des erreurs en temps, nous
pourrions également facilement subdiviser les données en suivant une loi de distribution
gaussienne.
La densité de probabilité obtenue dans ce cas est montrée figure 6.5. Le minimum
obtenu précédemment en 3000 BC a une amplitude plus réaliste, cependant, le modèle est
beaucoup plus lisse et présente des paliers quand les barres d’erreurs sont importantes.
Ce comportement est encore plus marquant si on étudie un cas avec peu de données et de
grandes barres d’erreurs en temps. La figure 6.6 présente une série synthétique d’intensité
(rouge) et des données synthétiques bruitées à partir de cette série. Ces données présentent
des erreurs de mesure de 1 µT et des erreurs en temps de 250 ans. On observe dans ce
cas que malgré la pondération par les poids dans la matrice d’erreurs, le fait de subdiviser
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Figure 6.5 – Fonction de densité de probabilité de l’intensité pour la Syrie dans le cas où on subdivise les
données. Données d’archéointensité collectées par Gallet et al. (2003).
les données biaise le résultat. En effet, la série vraie sort à plusieurs reprises des barres
d’erreurs du modèle. Cette méthode n’est pas correcte car en subdivisant les données en un
ensemble de sous-données, on impose à la courbe de passer par l’ensemble de ces points
et non par un seul point. Elle paraît plus adaptée en présence de nombreuses données
redondantes.
6.2.4 Bootstrap et MCMC pour échantillonner efficacement
Après ces différents essais, nous avons décidé d’utiliser une méthode de bootstrap pré-
sentée à la Section 6.2.1, qui consiste, comme expliqué précédemment, à tirer aléatoirement
une valeur à l’intérieur des barres d’erreurs afin de construire de multiples jeux de données,
et d’inverser pour chacun d’eux. Le but dans notre cas, est d’obtenir un modèle moyen et
une matrice de covariance a posteriori pour chacun de ces jeux de données. Contrairement
à Korte et al. (2009) et Thébault et Gallet (2010) par exemple, nous n’utilisons le bootstrap
que pour explorer les erreurs de datation, les erreurs de mesure sont elles, prises en compte
directement dans la matrice de covariance d’erreurs Cee. Il est évident que certains jeux de
données ont une probabilité d’exister plus importante que d’autres. A partir de l’espérance
du modèle et de sa matrice de covariance, on peut calculer la probabilité a posteriori de
chacune des dates en sachant le modèle et la loi de distribution de la date des données. On
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Figure 6.6 – Fonction de densité de probabilité de l’intensité pour une série synthétique dans le cas où on
subdivise les données.
note t le vecteur des dates, Y les mesures et m le modèle. La probabilité jointe du tirage
s’écrit d’après Lanos (2004) (voir aussi Pavón-Carrasco et al. (2011)) :
p(t, Y|m) ∝ p(m|t, Y)× p(t, Y) (6.14)
avec p(m|t, Y) la probabilité du modèle a posteriori qui suivra une loi gaussienneN (mˆ, σm)
et p(t, Y) la probabilité sur la date (uniforme ou gaussienne selon le type de datation utili-
sée). La notation N (µ, σ) signifie que la distribution suit une loi gaussienne de moyenne µ
et d’écart-type σ. Pour avoir la probabilité des dates d’un tirage p(t|m), on écrit
p(t|m) =
∫ +∞
−∞
p(t, Y|m)dY. (6.15)
A partir de la probabilité de la date de chacune des données, on peut calculer la probabilité
du tirage Ptir en multipliant toutes les probabilités des dates du tirage entre elles. On pourra
alors écrire pour N tirages :
Mˆ =
mˆ1Ptir1 + mˆ2Ptir2 + ...+ mˆN PtirN
N
∑
k=1
Ptirk
. (6.16)
Pour prendre en compte la probabilité des tirages dans la dispersion du modèle a pos-
teriori, on écrira une simple relation de proportionnalité entre les tirages. On choisit par
exemple d’attribuer 100 réalisations au tirage avec la probabilité maximale Ptirmax . On cal-
cule alors le nombre de réalisations associées à tous les autres tirages comme étant :
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Figure 6.7 – Probabilités des tirages (log).
Nreal = Ptir/Ptirmax × 100. A partir de l’ensemble des réalisations ainsi construit, on obtient
la dispersion autour du modèle moyen Mˆ.
La figure 6.7 montre la probabilité a posteriori de 1000 tirages. On observe une très large
gamme de valeurs (échelle log pour les probabilités), et on s’aperçoit que la mise en œuvre
de la méthode décrite ci-dessus risque de coûter cher en temps de calcul pour inverser des
jeux de données très inhomogènes avec certaines probabilités très faibles devant les autres.
Cette observation nous a conduit à utiliser un algorithme issu des méthodes de Markov
Chain Monte-Carlo (MCMC), le Metropolis Hastings algorithm, afin de ne sélectionner que
les tirages les plus probables. On rappelle que l’algorithme est appliqué ici uniquement
pour les dates des modèles, pas pour les mesures.
Après avoir réalisé un premier tirage uniforme dans les barres d’erreurs, on obtient
pour ce tirage mˆ, σm et Ptir. Le principe de la méthode MCMC est de définir alors une
proposal distribution r(x, y) où x correspond aux dates du modèle que l’on vient de calculer
et y à celles du prochain modèle. Cette distribution va nous permettre d’explorer l’espace
des dates possibles (on choisit r comme étant une distribution gaussienne N (x, σ) limitée
par la barre d’erreurs, avec σ à déterminer). A partir de cette gaussienne tronquée, on
génère y qui sera le nouveau vecteur de données.
66 Chapitre 6. Les erreurs liées aux données archéomagnétiques et à la modélisation régionale
Figure 6.8 – Probabilités des tirages (log) sélectionnés via les chaînes de Markov.
On calcule à nouveau pour ce y : mˆy, σmy et Ptiry . Puis on calcule le rapport s =
Ptir(y)
Ptir(x)
. On
définit ensuite α = min(1, s) et on compare α à t une valeur tirée aléatoirement en suivant
une loi uniforme sur [0, 1]. Si t est strictement inférieur à α, on garde y et donc mˆy et Ptiry .
Sinon, on les rejette et on repart de x. Cette méthode ne rejette donc pas automatiquement
les tirages les moins probables et donne une diversité de tirages avec des probabilités
variées. Il est plus probable que les tirages les plus probables soient sélectionnés, cependant
un tirage sélectionné n’aura pas nécessairement une probabilité supérieure à celle du tirage
sélectionné précédent. La figure 6.8 montre les probabilités des tirages sélectionnés via la
chaîne de Markov. Il faut noter les valeurs de probabilité très différentes, et bien plus
grandes, que sur la figure 6.7. On a effectué 10000 tirages pour sélectionner ceux présentés
dans cette figure.
A partir de chacun de ces tirages, on calcule maintenant le modèle moyen et la matrice
de covariance a posteriori à pas de temps réguliers (ceux auxquels on veut évaluer le
modèle). Contrairement à la section précédente (Section 6.2.3), on ne doit pas, dans le cas
de la méthode MCMC, appliquer un poids au modèle moyen final ou à sa matrice de
covariance car les tirages sont déjà sélectionnés avec une certaine probabilité. Ce serait
en quelque sorte pénaliser deux fois les modèles avec une faible probabilité. Le résultat
n’étant pas Gaussien, nous le représentons sous la forme d’une densité de probabilité.
Cette sélection des tirages les plus probables est différente des précédentes études (e.g.
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Figure 6.9 – Densité de probabilité de l’intensité en Syrie obtenue par la méthode du bootstrap associée à
l’utilisation de la méthode MCMC pour explorer et sélectionner les jeux de données.
Korte et al. 2009, Licht et al. 2013). Elle évite un lissage trop important de la densité de
probabilité a posteriori. La figure 6.9 montre le résultat obtenu par cette dernière méthode
pour le même jeu de données que celui utilisé pour les deux méthodes précédentes (Figures
6.4 et 6.5).
La figure 6.10 montre le résultat obtenu en utilisant la méthode du bootstrap combinée
aux méthodes MCMC sur le cas pathologique du jeu de données synthétique testé figure
6.6. Contrairement à ce qui a été observé sur la figure 6.6, la densité de probabilité est assez
dispersée mais contient à toute époque la courbe vraie. Cette méthode semble donc bien
fonctionner même dans un cas extrême comme celui du jeu de données utilisé ici.
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Figure 6.10 – Fonction de densité de probabilité de l’intensité obtenue par bootstrap et méthode MCMC pour
une série synthétique.
7Article : Stochastic modeling ofregional archeomagnetic series
Ce chapitre présente un article combinant la méthode bayésienne présentée dans la
partie II, et la méthode permettant de prendre en compte les erreurs de datation développée
dans la partie III. La méthode est d’abord validée grâce à des données synthétiques, avant
d’être appliquée à des données géophysiques. Elle donne lieu à deux nouvelles courbes
régionales pour le Moyen-Orient et pour l’Europe de l’Ouest.
Référence : Stochastic modeling of regional archeomagnetic series. G. Hellio, N. Gillet, C. Bou-
ligand and D. Jault. Publié dans Geophys. J. Int. (2014) (doi : 10.1093/gji/ggu303)
7.1 Abstract
We report a new method to infer continuous time series of the declination, inclination
and intensity of the magnetic field from archeomagnetic data. Adopting a Bayesian pers-
pective, we need to specify a priori knowledge about the time evolution of the magnetic
field. It consists in a time correlation function that we choose to be compatible with present
knowledge about the geomagnetic time spectra. The results are presented as distributions
of possible values for the declination, inclination or intensity. We find that the methodology
can be adapted to account for the age uncertainties of archeological artefacts and we use
Markov Chain Monte Carlo to explore the possible dates of observations. We apply the me-
thod to intensity datasets from Mari, Syria and to intensity and directional datasets from
Paris, France. Our reconstructions display more rapid variations than previous studies and
we find that the possible values of geomagnetic field elements are not necessarily normally
distributed. Another output of the model is better age estimates of archeological artefacts.
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7.2 Introduction
From 1840 onward, continuous records from ground-based observatories are available
and make it possible to characterize the time derivative of the main field, or secular varia-
tion, as a function of length-scale (Holme et al. 2011). The spectral properties of magnetic
series obtained from these instrumental records can be transposed into prior information
on core processes in the framework of stochastic processes (Gillet et al. 2013).
Before the first direct measurements, direction and intensity of the magnetic field can be
inferred from remanent magnetization of sediments, volcanic deposits or archeological arti-
facts. The sparse repartition of archeomagnetic data in space and time and their associated
large measurement and dating uncertainties limit our ability to recover the spatio-temporal
variations of the geomagnetic field over the past few millennia. Strong efforts have never-
theless been made to calculate time-dependent global models of the archeomagnetic field
from these data (Korte et Constable 2003, Korte et al. 2009, Licht et al. 2013). To take advan-
tage of the large amount of data and the relatively dense temporal coverage available in
some areas, for instance in Western Europe (Donadini et al. 2009), archeomagnetic data are
also used to construct regional curves (so-called master curves) that describe the temporal
behavior of the magnetic field (Le Goff et al. 2002, Lanos et al. 2005, Thébault et Gallet 2010).
Beyond information on processes occurring in the core, master curves provide useful tools
for archeomagnetic dating.
In this study, we focus on the construction of regional archeomagnetic models descri-
bing the time evolution of the declination, inclination and intensity of the Earth’s magnetic
field over the past 6000 years. To compensate for the uneven repartition of data and their
large uncertainties and to reduce the non-uniqueness, the construction of such models
usually incorporates a regularization in time that consists in penalizing the second time
derivative of the field (Bloxham et Jackson 1992). Such regularizations, however, arbitrarily
smooth the reconstructed time fluctuations. Instead, we rely here on a Gaussian process
regression method based on prior information extrapolated from the statistical properties
of models obtained from satellite and observatory data.
Furthermore, dating uncertainties in archeomagnetic data are an important source of
errors in the construction of master curves and most inversion methods do not directly
account for them. Indeed, dating errors are often converted into equivalent measurement
errors (Korte et al. 2005) ; alternatively, they are estimated using bootstrap or jack-knife me-
thods, which consist in investigating the variability of models obtained from an ensemble
of randomly noised and/or sub-sampled datasets (Korte et al. 2009). Here, we use Mar-
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kov Chain Monte Carlo (MCMC) methods for the dates at which observations have been
obtained, based on the probability inherent to the Gaussian process method.
This paper is divided into 5 sections. We present in the next section the Gaussian process
regression framework, our choice of prior information for the model parameters, the use
of Markov Chain Monte Carlo on observation dates and a robust measure of data errors in
order to decrease the effect of outliers. The method is tested using synthetic observations
(section 7.4), before being applied to datasets from France and the Middle East (section
7.5). A discussion of our results and conclusions are presented in section 7.6.
7.3 Method
We consider geomagnetic series as the realization of a stochastic process sampled
through observations. We use the Gaussian Process Regression (section 7.3.1) to couple
the information contained in measurements with that from the a priori time covariance
function of the process. To account for dating errors, we integrate the regression method
into a Markov Chain Monte Carlo algorithm, as described in section 7.3.2. We define, in
section 7.3.3, the a priori information on which relies the Gaussian process framework.
Finally, in section 7.3.4, we show how to incorporate a robust measure of data errors in or-
der to decrease the effect of outliers that appears when using a standard L2-measure with
geophysical series.
7.3.1 Gaussian process regression
Let us consider a Gaussian, stationary stochastic process ϕ(t) = ϕ+ ϕ′(t), defined by its
average value ϕ, the perturbation ϕ′(t) from this mean value and its covariance function :
Cov(ϕ(t), ϕ(t + τ)) = E(ϕ′(t)ϕ′(t + τ)) = σ2ρ(τ) , (7.1)
with σ2 the variance and ρ the autocorrelation function of the process that will contain the
a priori information on the model parameters ; the notation E(. . . ) stands for the statistical
expectation. The continuous process ϕ is sampled with data stored at discrete times into
a vector y, and estimated as a sequence of parameters stored into a vector m = m + m′,
with m the background model and m′ the model perturbation. In our context we consider
that the parameters in m are homogeneous to the observations in y (they are images of the
same quantity). Vectors ty and tm contain respectively the epochs at which the data and the
model are sampled.
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The estimate of the model m, given the data y and the measurement errors e, is charac-
terized by the a posteriori expectation model
mˆ = m + Cmy(Cyy + Cee)−1(y− y) , (7.2)
and the a posteriori covariance matrix C∗ :
C∗ = Cmm − Cmy(Cyy + Cee)−1CTmy (7.3)
(Rasmussen et Williams 2006). Here y is the prediction from the background model m at
times ty, Cee = E(eeT) is the data error covariance matrix. Matrices Cmm, Cmy and Cyy are
derived from the autocorrelation function using expression (7.1) :
Cmmij = σ
2ρ(tmi − tmj); Cmyij = σ2ρ(tmi − ty j); Cyyij = σ2ρ(tyi − ty j) (7.4)
Note that the above estimate (7.2) in term of Gaussian process comes down to calculating
the BLUE (Best Linear Unbiased Estimator).
7.3.2 Accounting for dating uncertainties with Markov Chain Monte Carlo
Expression (7.4) assumes that each datum yi is representative of an epoch tyi. Because
dating uncertainties are prominent in archeomagnetic databases, we should consider the
probability density function (pdf ) for the date of the datum yi. This distribution depends on
the dating method : it is generally considered Gaussian for 14C dating (e. g. Aguilar Reyes
et al. 2013), uniform when the date is estimated from historical or archeological constraints
(e.g. Genevey et al. 2003), or more complex in the case of calibrated 14C dates (Reimer et al.
2009).
To consider these dating uncertainties, we build several sets of dates ty, illustrated in
Figure 7.1a. We associate at each record a date drawn inside its dating error bar. We estimate
for each draw a model my defined by a mean model mˆy and its covariances C∗y (equations
(7.2) and (7.3)) at times ty. We then evaluate the joint probability of the draw after Lanos
(2004), see also (Pavón-Carrasco et al. 2011) :
p(ty, y|my) ∝ p(my|ty, y)× p(ty, y) (7.5)
The integration of the probability density function over all possible values of y gives
the posterior probabilities of the dates ty.
p(ty|my) =
∫ +∞
−∞
p(ty, y|my)dy (7.6)
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In practice, we first evaluate these probabilities for each record at time tyi . To this end we
multiply the Gaussian posterior probability density function N (mˆyi , σyi) of the model at
time tyi (red curves in Figure 7.1b and c), by the Gaussian prior probability density function
N (yi, ei) of measurement yi (blue curves in Figure 7.1b and c). The notation N (µ, σ) stands
for Gaussian distribution with mean µ and standard deviation σ. The standard deviation
σyi of the model at time tyi is obtained from the posterior covariance matrix C
∗
y. By this
multiplication, we obtain the joint probability density function (green curve in Figure 7.1c).
We then integrate the obtained probability density function over all possible values of yi to
get the probability of the date tyi . We finally multiply the posterior probabilities of all dates
to obtain the probability of draw k, noted Pdrawk .
A natural way to proceed following Lanos (2004) is to weigh each mean model given the
probability of the corresponding draw. However, few draws have very high probabilities
compared to all others and numerous iterations provide very few representative mean
models. To overcome this problem, we use Markov Chain Monte Carlo to explore the
possible dates of observations and to select draws with the highest probabilities. We remind
here the main steps, (see Aster et al. (2013), Gilks et al. (1996b) for more details) :
1- To explore the possible dates, we generate the kth draw from the previous one as a
random draw inside the proposal distribution N (tk−1, σMCMC)× p(t). For uniform proba-
bility distribution, it comes down to a random walk restricted to the a priori time interval.
2- We define an acceptance ratio α = min(1, s), with s =
Pdrawk
Pdrawk−1
.
3- We keep the kth draw if α > u, u being a random value obtained from a uniform
distribution between 0 and 1, and reject it if not.
We stop the chain after N iterations depending on the dataset studied and perform
several chains to better explore the space of possible dates (Gilks et al. 1996a, p 13). The
number of chains is determined by the evolution of the posterior distribution of the dates.
The number of accepted draws in each chain depends on σMCMC. We adjust the latter
parameter so the number of kept draws is between 20 and 60% of all draws. All these
informations are summarized in Appendix B. Each draw k selected by the above Markov
rules consists in a set of dates tky, associated to records y and measurement errors e. From
equations (7.2) and (7.3), we obtain for each dataset a mean model mˆ and its associated
covariances C∗ at the times tm.
Expectations and a posteriori covariance matrices are used to build ensembles of models
consistent with both the observations and the a priori information assumed for model
parameters. To this end, we use the Choleski decomposition U of the a posteriori covariance
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Figure 7.1 – Illustration of equations (7.5) and (7.6) : a) Syrian intensity dataset (black) together with
one draw of random dates (red stars) ; b) Gaussian prior pdf of the measurements (blue curves) and Gaussian
posterior pdf of the model (red curves) for five data from the inset in a) ; c) Gaussian prior pdf of the observation
at 2900 BC (blue curve), Gaussian posterior pdf of the model (red curve), and combined pdf of the two (green
curve).
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matrix, C∗ = UTU, from which we compute an ensemble of model realizations m = mˆ +
UTm˜, with m˜ a random Gaussian vector with zero mean and unit variance. Each draw
selected by the Markov chain is used to build an ensemble of realizations. We put together
all these ensembles to build our final estimate of the probability density function. Note that
this distribution is not necessarily Gaussian.
7.3.3 A priori covariances on geomagnetic series
We detail below how we derive our covariances on geomagnetic series (intensity F,
inclination I, declination D) from a priori covariances on the Gauss spherical harmonic
coefficients. These are chosen to be compatible with the temporal power spectral densities
recorded in ground-based observatories (Gillet et al. 2013).
We assume that all Gauss coefficients (gmn , hmn ), with n and m the spherical harmonic
degrees and orders, result from an auto-regressive (AR) process of order 2, with correlation
function
ρn(τ) =
(
1+
√
3τ
τc(n)
)
exp
(
−
√
3τ
τc(n)
)
. (7.7)
Covariances for Gauss coefficients are then :
Cov(gmn (t), g
m
n (t + τ)) = σ
2
g(n)ρn(τ) = Kn(τ) , (7.8)
with a similar notation for hmn coefficients. The time τc and the variance σ2g are functions of
the degree n only. We assume that there is no cross-correlations between Gauss coefficients
of different degrees and orders, and between g and h as well. Note that this correlation
function is solution of the stochastic differential equation (Yaglom 2004) :
d
dϕ′
dt
+
2
√
3
τc
dϕ′ +
3
τ2c
ϕ′dt = dζ(t) , (7.9)
where ζ(t) is the Brownian motion (or Wiener process).
Variances σ2g(n) for the non-dipole Gauss coefficients are obtained from the variance of
the Gauss coefficients estimated in satellite field models, as in the models COV-OBS (Gillet
et al. 2013) :
σ2g(n) =
1
2n + 1
n
∑
m=0
[
gmn (t)
2 + hmn (t)
2] . (7.10)
Using a similar definition for σ2g˙(n), equation (7.9) imposes the value of the correlation
time :
τc(n) =
√
3
σg(n)
σg˙(n)
. (7.11)
The background model is composed of the axial dipole value g01 = −35µT, and the variance
for the dipole coefficients is chosen as σ2g(1) = 5µT2, the value typically found for the
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past 4000 years (Korte et Constable 2011). Since σ2g˙(n) is not affected by the presence of a
stationary background, we find a correlation time of about 200 years for all coefficients of
degree one.
We have propagated this a priori information on Gauss coefficients to geomagnetic
series of declination D, inclination I and intensity F recorded at the Earth’s surface. Our
approach requires that these quantities have a Gaussian distribution. It has been shown that
the intensity distribution was close to a Gaussian distribution in the limit of small relative
dispersion (Love et Constable 2003). This is indeed the case for archeomagnetic data, since
on centennial to millennial time-scales the standard deviation in the axial dipole is small
compared to the average value. Assuming that Gauss coefficients are the result of a random
stationary process and that they have a zero mean except for the axial dipole g01, we show
in Appendix A how to obtain the mean, covariance and cross-covariance of geomagnetic
series of D, I and F (equations (A.15) and (A.16)). Covariances depend on the colatitude θ
of the sampled site, on g¯01 and on sums over degree n of the correlation function defined in
equation (7.7). Note in particular that we find non-zero covariances between F and I.
Studies carried out on magnetic series from paleomagnetic to archeomagnetic records
suggest a continuous spectrum of the Virtual Axial Dipole Moment (Constable et Johnson
2005, Ziegler et al. 2011), with slope decreasing from about zero on the longest periods
towards about -2 at millennial periods. The analysis of models of Holocene lake sediment
magnetic records (Panovska et al. 2013) has shown that temporal power spectra for decli-
nation, inclination and relative paleointensity from lake sediments data follow a power law
with a slope −2.3± 0.6 for periods between 300 and 4000 years. These findings are in good
agreement with recent results obtained for the dipole moment from geodynamo numerical
simulations (Olson et al. 2012), which also display steeper slopes at higher periods.
The a priori information discussed above presents the advantage to require only a single
parameter per degree (τc). The slope of the temporal power spectrum for a process defined
by equation (7.9) is by construction -4 at periods τ  τc (Gillet et al. 2013), which agrees
with that obtained for observatory series (De Santis et al. 2003). We illustrate in Figure
7.2 that we retrieve the -4 slope for spectra of the auto-correlation functions for F, D and
I, obtained with equation (A.15) – the square of the power spectrum for a series ϕ(t) is
the power spectrum of its covariance function Cov(ϕ(t); ϕ(t + τ)). The choice of a priori
information in the present study is particularly important for periods shorter than a few
hundred of years. Indeed, archeomagnetic data being sparse in time, it is towards high
frequencies that we need to buttress the evidence from observations with prior information.
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Figure 7.2 – Normalized power spectral density of intensity (blue), inclination (black) and declination (red)
calculated at co-latitude θ = 45˚ with a spherical harmonic truncation N = 14. The -4 power law is plotted
for comparison in green. Note that curves are superimposed.
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7.3.4 Dealing with outliers using robust measures of the data errors
The methodology developed hitherto relies on a L2-norm to account for measurement
errors, which makes the approach vulnerable to large errors. Outliers to the L2-norm are
unfortunately a common feature of archeomagnetic data analyses (Suttie et al. 2011). To
decrease the effect of these outliers when using L2-norms, Donadini et al. (2009) assigned
to all data a minimum value for the measurement errors (5µT for intensity data and 4.3∞
for directional data). We can instead modify the measure of the misfit to observations
and replace the L2-norm with the Huber norm, which distribution is defined as : (see
Farquharson et Oldenburg (1998)) :
p(r) =
1
N
 exp(− r
2
2 ) , |r| < c
exp(−c|r|+ c22 ) , |r| ≥ c
, (7.12)
with N = 2.6046 for c = 1.5 in this study and r, the normalized data misfit residuals. To
implement the Huber norm with the previous method, we use the iteratively re-weighting
least-squares algorithm where the matrix Cee is constructed from the residual of the data i,
ri =
|yi − mˆyi|
σyi
, as
Ceeii =

σ2yi , ri < c
riσ2yi
c
, ri ≥ c
. (7.13)
The Huber norm impacts also the joint probability (equation (7.5)). Instead of multiplying
the Gaussian posterior probability density function of the model by the Gaussian prior
probability density function of the measurements, we multiply it by the Huber probability
density function defined in equation (7.12). Few iterations are needed to obtain conver-
gency. The use of the Huber norm rescales the weight in Cee associated with outliers. We
present in the following section synthetic tests for which there is no need to use this norm
since there are no outliers. In section 4 however, we apply the Huber norm to all geophysi-
cal datasets. We compare it with the L2-norm for the Syrian series to show how it reduces
the effect of outliers.
7.4 Synthetic tests
In order to test the Gaussian process regression on observations presenting dating errors
(accounted for with the MCMC method), we build synthetic datasets of D, I and F that are
consistent with an AR process of order 2 as defined in section ??, and that display similar
characteristics to real archeomagnetic datasets in terms of temporal distribution and errors.
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To this end, we first construct series for the period 3000 BC to 2000 AD, sampled every 10
years, using the covariance functions defined in equations (A.15) and (A.16). In these cova-
riance functions, the functions Kn(τ) are defined using the variances and correlation times
defined in equations (7.10) and (7.11), and the sums are performed with a spherical harmo-
nic truncation degree N = 14. We observe that the model is not modified when increasing
further this truncation degree, and that it is already converged with N = 4. We then ran-
domly sub-sample the series and add random measurement and dating errors to each data.
These errors are built using a Gaussian law for measurement errors and a uniform law for
dating errors, to mimic the dating uncertainties from historical constraints. We present for
comparison the results considering Gaussian dating errors. Finally, the measurement and
dating errors used in the modeling phase correspond to the standard deviation and the
half-width of the law used to build them. We report in Appendix B, the parameters used
for MCMC method for all studied series. We use two different datasets consisting of 20
and 50 records respectively with randomly assigned dating and measurement errors. Da-
ting errors are generated from a uniform distribution with a half-width of 25 years, and
measurement errors from a Gaussian distribution with a standard deviation of 1µT.
We report in figures 7.3(a) and 7.3(b) the obtained pdf of the intensity. We first notice
that the distribution always encompasses the true series (black curve). In the case where
20 data only are available, the sharp changes present in the true series are not closely
recovered by the pdf due to the lack of data, and the range of estimates is wide except
during the few time intervals that are well sampled. Increasing the quantity of synthetic
observations dramatically improves the fit of the pdf to the true series and narrows the
distribution (see figure 7.3(b)).
In figure 7.3(c), we invert the same dataset as in figure 7.3(a), here again noised follo-
wing uniform and Gaussian laws with respectively 25 years half-width and 1µT standard
deviation. However, following the strategy used by Donadini et al. (2009), we assign in the
inversion a minimum threshold value for measurement errors, that replaces error estimates
lower than this minimal value, chosen to be 5 µT for intensities. The distribution is signifi-
cantly affected by this process, the dispersion happens to be strongly increased particularly
when data are available. We conclude here that this way of handling small measurement
errors penalizes accurate data and leads to lose information. In figure 7.3(d), we invert the
same dataset as in figure 7.3(a) but after multiplying dating errors by a factor of ten. The
dispersion is then a lot wider for the whole studied period.
For all the precedent cases, the dating errors are supposed uniform what is mostly the
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case for archeomagnetic objects. However, some of them are dated by radiocarbon methods,
which can lead to Gaussian or more complicated error distributions. Figure 7.3(e) presents
the obtained pdf when dating errors are assumed Gaussian for the inversion of the same da-
taset as in figure 7.3(d). We see that the resulting pdf are rather similar, although Gaussian
dating errors slightly increase the pdf when observations are available. These tests illustrate
the importance of assigning realistic error bars for both dating and measurement errors.
Furthermore, it shows that our method, where the posterior covariance matrix is used to
estimate the model error, is capable of accounting for a realistic measure of the informa-
tion contained into geomagnetic observations, and thus avoids reducing the importance of
relatively more accurate records.
We have evaluated the importance of considering covariances between intensity and
inclination within synthetic tests but have not seen significant differences while inverting
jointly or separately these observations. Further on, covariances between F and I are consi-
dered.
7.5 Application to data sets from Syria and France
In this section, we present results for Mari (Syria) and Paris (France), obtained from
intensity data in Syria for epochs between 4000 BC and 0 and from directional and intensity
data in France for epochs between 0 and 1900 AD. For directions, we have converted the
95% cone of confidence (α95) onto declination σD and inclination σI errors (Piper 1989) :
σD =
81
140 cos I
α95; σI =
81
140
α95 (7.14)
7.5.1 Archeointensity data from the Middle-East
The dataset used here comprises 39 intensity values for Syria (Genevey et al. 2003, Gallet
et al. 2006; 2008, Gallet et Al Maqdissi 2010). All data are reduced to Mari in Syria using
the geomagnetic axial dipole (GAD) hypothesis. The error caused by the reduction is small
compared to measurement errors. A priori information is built from a magnetic field model
truncated at spherical harmonic degree N = 4.
Results are displayed in figure 7.4(a) for the Syrian dataset. The distribution is narrow
between 2700 and 1600 BC due to the numerous data present during this period. Local
maxima appear resolved in 2500, 2250, 1450 and 650 BC. The distribution prevents us from
concluding about extrema value around 3200 BC. Next, we have augmented the dataset
with new archeointensity data from Syria (Gallet et Le Goff 2006, Gallet et Butterlin 2014,
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(a) (b)
(c) (d)
(e)
Figure 7.3 – Probability density function of the intensity obtained from a synthetic dataset sampled from
a true series (black). a) 20 data, correct errors used in the inversion ; b) 50 data, correct errors used in the
inversion ; c) same as (a) but all measurement errors smaller than 5µT have been converted to 5µT ; d) same
as (a) but with dating errors multiplied by a factor of ten ; e) Same as d) but assuming Gaussian dating errors.
The half width of the uniform law σu, has been transformed into the standard deviation of the Gaussian law
σg = σu/
√
3 so that the uniform and Gaussian law have the same standard deviation. The standard deviation
of the Gaussian law and the half width of the uniform law used to generate random measurement and dating
errors are set randomly over the dataset with mean values of 1 µT for measurement errors and 25 yrs (a), (b),
and (c) or 250 yrs (d) and (e) for dating uncertainties.
82 Chapitre 7. Article : Stochastic modeling of regional archeomagnetic series
(a) Syrian dataset
(b) Expanded dataset, Huber-norm
(c) Expanded dataset, L2-norm
Figure 7.4 – Probability density function from intensity records a) from Syria alone and from the entire
Levantine region b) using Huber-norm, c) using L2-norm. Remanence intensities have been transferred to the
site of Mari (34N, 40E) via the geomagnetic axial dipole hypothesis.
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Gallet et al. 2014), and data from the southern Levantine region and Iran (Ben-Yosef et al.
2008; 2009, Ertepinar et al. 2012, Shaar et al. 2011). The new data are plotted in blue. Note
that the dataset used here comprises more data than the expanded dataset used by Thébault
et Gallet (2010). Study of the distribution obtained from this expanded dataset confirms the
maxima inferred in 2500 and 2250 BC, figure 7.4(b). Two sharp maxima appear in 1000 and
650 BC. On figure 7.4a), we remark a wide dispersion around 3200 BC. The few data added
between 3500 and 3000 BC, despite very large uncertainties, point to a maximum in 3400 BC
followed by a local minimum in 3200 BC although the distribution is still wide. Increasing
the number of observations refines the distribution. We see that a mean model in Figure
7.4(a), would not predict the behavior observed with the expanded dataset, the reason why
we use probability density functions to represent the results.
Our modeling strategy differs from the iterative inverse method previously developed
by Thébault et Gallet (2010). The latter consists in a projection onto cubic B-splines, pena-
lizing the second time derivative, together with a bootstrap strategy to handle dating and
measurement errors. Our results for the restricted dataset (figure 7.4(a)) present more rapid
variations. Particularly for the two maxima of 2250 and 2500 BC which are well defined in
our study and confirmed by the recent observations, whereas the master curve in Thébault
et Gallet (2010) is flat for this period. In comparison, our distribution presents also a wider
dispersion, particularly when data are sparse.
We show in Figure 7.4(c) the results for the expanded dataset when using the L2-norm.
Sharp local maxima appear now around 800, 1700, 2800 BC which are not apparent in fi-
gure 7.4(b). This behavior illustrates a common issue in archeomagnetic modeling. Even
when the method accounts for all uncertainties present in the dataset, some incompatibi-
lities within the dataset cannot be handled. One record appearing in 1785 BC has small
dating and measurement errors so it forces alone a sharp variation of the model. A rejec-
tion criterium has been used in Thébault et Gallet (2010) to tackle this issue. We see that the
Huber norm alleviates also this difficulty still allowing these data to possibly keep some in-
fluence through the MCMC sampling. Here, we show the importance of assigning realistic
measurement and dating errors to all data.
Note also that the posterior distribution is not necessarily Gaussian. Figure 7.5 shows
three pdf of the intensity estimated in 3700, 1500 and 50 BC. We see that the distributions
can be similar to Laplacian distribution (7.5a), Gaussian distribution (7.5c) or multi-modal
distributions (7.5b). This finding makes awkward the definition of a mean model, the reason
why we only consider pdf and not master curves.
84 Chapitre 7. Article : Stochastic modeling of regional archeomagnetic series
10 20 30 40 50 600
0.05
0.1
0.15
0.2
0.25
intensity (µT)
pd
f
(a) 3700 BC
40 50 60 700
0.05
0.1
0.15
intensity (µT)
pd
f
(b) 1500 BC
20 40 60 800
0.02
0.04
0.06
0.08
intensity (µT)
pd
f
(c) 50 BC
Figure 7.5 – Probability density functions of the intensity of three cross-sections in 3700, 1500 and 50 BC
for the extended dataset.
−4000 −3000 −2000 −1000 00
50
100
time (yrs)
in
te
ns
ity
 (µ
T)
(a)
−3500 −3400 −3300 −3200 −3100 −30000
2
4
6x 10
−3
no
rm
al
iz
ed
 c
ou
nt
s
time (yrs)
(b)
−3500 −3400 −3300 −3200 −3100 −30000
2
4
6
8x 10
−3
no
rm
al
iz
ed
 c
ou
nt
s
time (yrs)
(c)
−1750−1700−1650−1600−1550−15000
0.005
0.01
0.015
no
rm
al
iz
ed
 c
ou
nt
s
time (yrs)
(d)
−1750−1700−1650−1600−1550−15000
0.005
0.01
0.015
no
rm
al
iz
ed
 c
ou
nt
s
time (yrs)
(e)
−1550 −1500 −1450 −1400 −13500
0.005
0.01
0.015
no
rm
al
iz
ed
 c
ou
nt
s
time (yrs)
(f)
Figure 7.6 – b), c), d), e), f) : Distribution of the dates after MCMC colored respectively in a).
Finally, an important result of our method is the posterior probability on dates. These
distributions are very different from their a priori uniform distribution. We focus on five
data of the extended dataset (see colored error bars in Figure 7.6(a)) and show histograms
of the dates preferentially selected in the Markov chains (Figure 7.6(b-f)). The distribution
of dates in figure 7.6(d) is very different from a uniform distribution : very few dates appear
before 1680 BC and the highest probability for this date is for epochs younger than 1650
BC. Figure 7.6(f) displays a multi-modal distribution that makes unlikely epochs around
1450 BC. This methodology can be used to refine the pdf of record dates.
7.5.2 Direction and intensity of the magnetic field in Paris
We use in this section directional data collated by Bucur (1994), and some of the in-
tensity data presented in Genevey et al. (2013) for France. We adopt the quality criteria of
Genevey et al. (2009) and keep only data with age uncertainties lower than 100 years, acqui-
7.6. Conclusion 85
red using the Thellier and Thellier method with pTRM-check and with a minimum of three
results per site. The dataset finally contains 119 directional values and 104 intensity measu-
rements. All of them have been reduced to Paris using virtual geomagnetic poles derived
from the GAD hypothesis. Again, the error caused by the reduction is small compared
to measurement errors. MCMC parameters are summarized in Appendix B. We need less
chains than for the Syrian study due to the smaller dating errors. We display in figure 7.7
the pdf for D, I and F. The intensity series present a general decrease from 850 to 1800 AD,
with a local maximum in 1350 AD. Data coverage is particularly sparse between 500 and
700 AD, which implies a wide dispersion during this period. A maximum close to 80µT
appears clearly defined in 850 AD. Our results present similar features in comparison with
those of Genevey et al. (2013), except for the local maximum around 1600 AD that does not
exist in our study.
Predictions from the ARCH3k global model (Korte et Constable 2011) and from the A-
FM global model (Licht et al. 2013) are superimposed in figure 7.7 for comparison, in blue
and green respectively. The models are in good agreement for declination series except
for periods between 600 and 850 AD. For inclination however, the high values found at
the end of the IXth century are not accounted for by the ARCH3k and the A-FM models.
The intensity minimum found in our study around 1700 AD is not accounted for by the
global models. The intensity maximum appears in both models but is slightly sharper
in our model and delayed towards recent epochs. This can be due to the penalization of
second-time derivatives in the ARCH3k and A-FM models, which may filter out locally
well documented rapid variations in order to avoid spurious oscillations elsewhere or to
the fact that this model incorporates globally distributed data.
The a priori information on the model clearly emerges at epoch for which no data are
available. In this study, it particularly appears at the end of the studied time interval for
declination and inclination. There, the model pdf is controlled by the a priori correlation
function which ensures the continuity of the first time derivative through the AR-2 process.
7.6 Conclusion
In this study, we have developed a new method for the construction of archeomagnetic
pdf from inclination, declination, and intensity data. Our method is based on Gaussian
process regression and it incorporates a priori information consistent with the statistics
obtained from historical geomagnetic data. Markov Chain Monte Carlo applied on the
dates of observations selects random distribution of dates with the highest probabilities.
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(a) Declination
(b) Inclination
(c) Intensity
Figure 7.7 – Probability density functions of declination, inclination and intensity records from France. All
data have been reduced to Paris (48.9˚N, 2.3˚E). The blue curve represents the prediction from ARCH3k and
the green curve the prediction from A-FM with their respective 68% confidence interval (dashed lines).
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The Huber norm is applied to deal efficiently with outliers. This new method has several
advantages : first it avoids the use of arbitrary regularization, and any unspecified filtering
introduced by the projection onto support functions such as cubic B-splines ; it furthermore
allows to account for dating errors in a probabilistic framework.
We first try our method on synthetic datasets constructed from AR-2 process series.
Our tests illustrate the importance of using correct estimates of the dating and measure-
ment errors in the inversion in order to optimally recover the a posteriori errors on model
parameters. They also show that our method is capable of accounting for data displaying
disparate accuracies, without losing information contained into the highest quality records.
The application of this newly developed method to European datasets provides pdf that
display rapid fluctuations. These are less smooth than changes obtained from regularized
global (e.g., Korte et al. 2009) or regional (e.g., Thébault et Gallet 2010) models. The pdf
together with the posterior probability of the record dates may be useful for a purpose of
archeomagnetic dating.
We find particularly interesting the use of the MCMC method in order to efficiently
explore the space of possible record dates, as we observe that naive random sampling
yields largely disparate probabilities for the different sets of dates. We now plan to extend
our method to global models. In this context, efficient sampling is crucial.
In the present study we employ the simplest AR-2 stochastic process that mimics well
high frequency variations of the field. Over longer periods, a -2 slope temporal power spec-
tral density has been put forward (Panovska et al. 2013). Such a slope is consistent with the
identification of archeomagnetic jerks (Gallet et al. 2003). It has motivated the introduc-
tion of AR-1 stochastic process in the modeling of long period changes of the magnetic
field (Brendel et al. 2007, Buffett et al. 2013). Alternative AR-2 processes may be employed
to represent the two behaviors on short (5-100 years) and long (300-10,000 years) periods.
Consider for instance the damped oscillator process (Yaglom 2004, eq 2.155’), governed by
stochastic equations depending on two parameters and of the general form :
d
dϕ
dt
+ 2αdϕ+ω2ϕdt = dζ(t) . (7.15)
The Matérn AR-2 process used in this study corresponds to the case α = ω. Using instead
2α > ω2 one can mimic both the -2 slope temporal power spectral density found for the
dipole moment at periods up to approximately 105 yrs from the analysis of geomagnetic
records (Constable et Johnson 2005), and retrieved in geodynamo simulations (Olson et al.
2012), and the -4 slope observed at shorter periods. This could be an interesting alternative
given the cyclic behavior found for the dipole tilt at millennial periods (Nilsson et al. 2011).

Quatrième partie
Modélisation globale
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8Etat de l’art sur la modélisationglobale
La modélisation globale consiste à reconstruire la variabilité temporelle des coefficients
de Gauss. Contrairement à la modélisation régionale (Partie III), les données d’inclinaison,
de déclinaison ou d’intensité, et les paramètres du modèle sont reliés par des équations
non linéaires (équations 4.24 et 4.26). L’inversion procèdera donc de manière itérative grâce
à un algorithme de Gauss-Newton et aux équations 4.20. En comparaison avec les modèles
construits à partir de mesures directes (depuis 1840), les modèles archéomagnétiques ne dé-
crivent que les grandes échelles spatiales du champ magnétique (jusqu’au degré l = 4, 5).
Néanmoins, ils permettent une description sur des périodes plus longues. On cherche à
observer, par exemple, si le champ moyenné sur de longues périodes de temps s’éloigne
ou non d’un champ dipolaire. Plusieurs phénomènes sont observés sur les modèles cou-
vrant les périodes plus récentes, mais ces périodes sont trop courtes pour comprendre ces
phénomènes dans leur globalité. On pense par exemple à la persistance de lobes quasi-
stationnaires sur les derniers millénaires (e.g. Kelly et Gubbins 1997), à la décroissance
du dipôle observée depuis 1840 (e.g. Finlay 2008), date des premières mesures directes
d’intensité, à la dérive vers l’Ouest de lobes magnétiques à la surface du noyau autour
de l’équateur (e.g. Finlay et Jackson 2003), ou encore à l’anomalie négative d’intensité au
dessus de l’Atlantique Sud observée dans les modèles historiques qui crée un débat sur
une éventuelle future inversion. Que prédisent les modèles archéomagnétiques dans cette
région sur les quatre derniers millénaires ? Au vu de la couverture spatiale et temporelle
de ce type de données, il est intéressant de savoir quels degrés d’harmoniques sphériques
ces observations peuvent contraindre, et quelles réponses elles peuvent apporter. D’autre
part, l’assimilation de données archéomagnétiques offre une perspective intéressante pour
l’étude des écoulements dans le noyau sur une grande échelle de temps (Fournier et al.
2010; 2013). Mais les données assimilées proviennent elles-mêmes de modèles archéoma-
gnétiques et l’assimilation de données requiert une bonne estimation des erreurs sur ces
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modèles. Les modèles développés dans cette étude contiennent des erreurs réalistes, en
accord avec les statistiques temporelles du champ magnétique.
Comme décrit en détails dans la partie II, notre méthode tient son originalité de l’in-
formation que l’on suppose avant estimation du modèle. Nous y avons discuté l’utilisation
de plusieurs de ces a priori en mettant en lumière deux d’entre eux : (i) un processus
de Matérn AR2 pour tous les coefficients et (ii) un processus d’oscillateur amorti pour
le coefficient g01, et Matérn AR2 pour les autres coefficients. Les transformées de Fourier
des fonctions de covariance supposées pour chaque degré sont montrées sur la figure 8.1.
Les fonctions de covariances choisies pour les deux a priori étudiés dans cette partie, ne
diffèrent que pour le coefficient g01.
Figure 8.1 – Transformées de Fourier des fonctions d’auto-covariance de type Matérn AR2 pour les degrés
l allant de 2 à 10 (bleu). Le degré l = 1 est tracé en vert. La transformée de Fourier de la fonction d’auto-
covariance du processus de type oscillateur amorti du coefficient g01 est tracée en magenta.
8.1 Les modèles existants
Les données archéomagnétiques contiennent des erreurs de mesure ou de datation si-
gnificativement plus grandes que les données provenant de mesures directes (historiques,
satellitaires ou d’observatoires). A une échelle globale, des études paléomagnétiques se
sont d’abord intéresser à modéliser le champ moyenné sur de longues périodes de temps
(e.g. Carlut et Courtillot 1998, Johnson et Constable 1997, Kelly et Gubbins 1997, McEl-
hinny et al. 1996, Schneider et Kent 1990, Hatakeyama et Kono 2002). Ces études cherchent
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à évaluer si le champ moyenné sur plusieurs millions d’années a les caractéristiques d’un
dipôle axial, ou si d’autres coefficients entrent dans sa description ; ou encore à savoir si
le champ est axisymétrique. Tous les auteurs s’accordent sur le fait que le dipôle axial (g01)
a l’amplitude la plus forte. Ils s’accordent aussi sur l’importance du quadrupôle axial (g02)
sur ces échelles de temps. La plupart montrent une éventuelle influence de l’octupôle axial
(g03), mais ne concluent pas du fait du nombre limité de données pour contraindre un tel
coefficient. Les autres coefficients ont tendance à s’annuler lorsqu’ils sont moyennés. Ces
modèles présentent des caractéristiques assez différentes de ceux obtenus grâce à des ob-
servations historiques. Constable (2007a) compare certaines de ces études et montre que les
caractéristiques principales, communes aux différents modèles, sont des variations zonales
du champ radial Br, mais que des structures non-zonales semblent persister. Hongre et al.
(1998) ont été les premiers à s’intéresser à la modélisation d’un champ non moyenné sur
les deux derniers millénaires pour des bas degrés d’harmoniques sphériques.
Les modèles Calsxk constituent les modèles de référence depuis l’article de Korte et
Constable (2003). Ils sont construits sur une base d’harmoniques sphériques tronquée au
degré l = 10, et de splines cubiques en temps. Ils s’appuient sur les régularisations clas-
siquement utilisées, à savoir la pénalisation d’une norme de la complexité spatiale et la
minimisation de la dérivée seconde en temps du champ magnétique. Les erreurs de data-
tion et de mesures sont prises en compte grâce à la méthode de bootstrap MAST (Korte
et al. 2009). Depuis, de nombreuses versions ont été proposées. Certaines versions sont
obsolètes comme CALS7k. Les versions récentes sont les modèles Cals3k.3, Arch3k.1 et
Sed3k.1 (Korte et al. 2009), qui permettent de comparer l’influence des différents types de
données archéomagnétiques. Les modèles Cals regroupent toutes les données disponibles
tandis que les modèles Arch et Sed sont construits à partir de bases de données ne conte-
nant que les données archéomagnétiques et volcaniques pour l’une, et sédimentaires pour
l’autre (Donadini et al. 2009). Cals3k.4 et Cals3k.4b sont les deux modèles les plus récents de
cette série. Ils contiennent des données supplémentaires par rapport aux modèles Cals3k.3
et le second modèle consiste en la moyenne de 2000 modèles obtenus par bootstrap, qui
ne garde donc que les caractéristiques spatiales et temporelles les plus robustes, et que les
auteurs conseillent d’utiliser pour l’étude de l’évolution du champ magnétique à la limite
noyau-manteau (CMB). Le modèle Cals10k.1b (Korte et Constable 2011) est aussi dispo-
nible et couvre les 10 derniers millénaires. Il est aussi issu d’une moyenne de milliers de
modèles issus du bootstrap. Nilsson et al. (2014) ont récemment proposé le modèle pfm9k
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couvrant les 9 derniers millénaires. Cette étude s’attarde principalement sur le traitement
des données sédimentaires dans l’inversion.
Une étude récente de Licht et al. (2013) a fourni de nouveaux modèles de référence.
Les modèles A-FM, ASD-FM et ASDI-FM sont des modèles obtenus à partir de données
archéologiques et volcaniques, pour le premier, auxquelles on ajoute des données de pa-
léodirections sédimentaires pour le second et des données de paléointensités sédimentaires
pour le dernier. Ces modèles sont construits sur une base d’harmoniques sphériques tron-
quée au degré 5. Les modèles reposent sur une base de splines cubiques pour l’expansion
temporelle. Les erreurs de mesures et de datation sont prises en compte par bootstrap.
Les régularisations utilisées sont les mêmes que pour la construction des modèles Cals, en
particulier, la pénalisation de la dérivée seconde en temps est utilisée. Les deux modèles
diffèrent par leur degré de troncature et par le fait que Licht et al. (2013) fournissent un
ensemble de modèles et non un modèle moyen et son écart-type. L’éventuel utilisateur a
donc plus d’informations sur les erreurs du modèle.
Ces deux séries de modèles nous serviront de comparaison tout au long de cette étude.
8.2 Les données utilisées
Les données archéomagnétiques peuvent provenir de vestiges archéologiques, de laves,
ou encore de sédiments lacustres ou marins. La modélisation de telles données doit prendre
en compte les caractéristiques de chacun de ces groupes. Les données volcaniques et ar-
chéologiques sont les plus faciles à prendre en compte dès que l’on parvient à considérer
les erreurs de mesures et de datation qui les accompagnent. Les données sédimentaires,
quant à elles, sont des données relatives et doivent être recalibrées avant d’être utilisées
pour la modélisation globale. Nilsson et al. (2014) proposent différentes solutions pour re-
calibrer ces données et leur assigner des erreurs de mesures cohérentes que l’on pourra
utiliser lors d’une étude plus complète. La couverture spatiale et temporelle des données
sédimentaires étant bien plus importante que celle des données archéologiques ou de laves,
une bonne prise en compte de ces données sera cruciale par la suite. Pour le moment, nous
nous intéresserons aux données volcaniques et archéologiques, laissant de côté les données
sédimentaires pour cette étude.
Les données de cette étude correspondent à celles utilisées pour la construction des
modèles A-FM de Licht et al. (2013) et Arch3k.1 de Korte et al. (2009). Leurs répartitions
spatiale et temporelle sont montrées sur la figure 8.2 et leurs erreurs de datation sur la
figure 8.3. Comme ces figures l’illustrent, il y a très peu de données dans l’hémisphère
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Sud et de moins en moins à mesure que l’on considère des époques plus anciennes. Les
données présentent de larges erreurs de datation qui doivent être prises en compte dans
la modélisation. Cette étude préliminaire ne prendra cependant pas en compte ces erreurs
dans un souci de simplicité.
Ce jeu de données regroupe 3723 intensités, 4836 inclinaisons et 3414 déclinaisons. Les
erreurs de mesures pour les directions sont données par le cône de confiance à 95%, appelé
α95, et sont converties en erreurs sur les directions par (Piper 1989) :
σD =
81
140 cos I
α95; σI =
81
140
α95. (8.1)
Les erreurs de mesures seront assignées de différentes façons selon l’étude avec laquelle on
souhaite comparer nos modèles. Pour les modèles Calsxk, les auteurs montrent, grâce à une
comparaison directe avec le modèle historique gufm1 (Jackson et al. 2000), que les résidus
sont souvent plus grands que ceux prédits par les erreurs de mesures fournies dans la base
de données. Ce constat les a conduits à assigner une erreur minimale pour toutes les don-
nées présentant des erreurs plus faibles que cette erreur limite. Plus de 70% des données de
la collection se voient donc assigner les erreurs σF = 5000 nT pour l’intensité et α95 = 4.3˚
pour les directions. Licht et al. (2013) ont choisi de considérer les erreurs telles qu’elles
étaient publiées dans la base de données. Certaines données sont cependant publiées sans
erreurs, or celles-ci sont indispensables à la procédure d’inversion pour construire un mo-
dèle global. Pour palier ce manque d’information, les auteurs calculent la valeur RMS des
erreurs publiées pour chaque type de données et la multiplient par 1.5 pour légèrement
pénaliser les données avec des erreurs inconnues. Ils remplacent donc ces erreurs non pu-
bliées par les valeurs σF = 8250 nT pour l’intensité et α95 = 4.5˚ pour les directions. Le
problème principal lié à ces erreurs est qu’elles peuvent être sous-estimées. Si tel est le cas,
un modèle classique va chercher à reproduire les données mêmes aberrantes, ce qui peut
conduire à un modèle complètement irréaliste.
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(b) intensité (c) inclinaison (d) déclinaison
Figure 8.2 – Répartition spatiale et temporelle des données d’intensité (rouge), d’inclinaison (vert) et de
déclinaison (bleu) utilisées dans cette étude.
Figure 8.3 – Erreurs de datation contenues dans les données archéomagnétiques. La largeur des cellules est
de 50 ans. La cellule rouge représente le nombre de données sans informations sur l’erreur de datation.
9Discussion méthodologique
Ce chapitre vise à mettre en place la méthodologie adoptée pour obtenir les résul-
tats présentés dans le chapitre suivant. Nous présentons plus en détails, la manière dont
on s’est affranchi de l’utilisation des splines pour l’interpolation temporelle (section 9.1).
Nous discutons très rapidement du critère de convergence utilisé pour l’algorithme de
Gauss-Newton (section 9.2). Nous montrons dans la section 9.3 quelques tests synthétiques
nous permettant de valider notre méthode avant de présenter la méthode adoptée pour
considérer de manière robuste les erreurs de mesures (section 9.4). Une discussion sur les
erreurs de modélisation est présentée section 9.5. Nous finissons par une comparaison des
résultats obtenus à partir des deux a priori mis en lumière précédemment (section 9.6).
9.1 S’affranchir des splines
Le code utilisé pour l’inversion des données d’observatoires afin de construire le mo-
dèle COV-OBS (Gillet et al. 2013) repose sur l’information a priori de type Matérn AR2
pour les coefficients de Gauss. Il est interpolé temporellement grâce à des fonctions splines
cubiques, et les matrices de covariances contenant l’information a priori sont projetées sur
ces fonctions supports. L’interpolation via des fonctions splines cubiques d’ordre 4 par dé-
finition, est la courbe la plus lisse que l’on puisse trouver entre deux points, qui minimise
la norme de sa dérivée seconde entre x1 et x2 :∫ x2
x1
[
d2 f
dx2
]2
dx. (9.1)
L’utilisation des splines risque de lisser des variations rapides du champ magnétique appa-
raissant sur les modèles. La première étape de cette étude, dans le cadre de la modélisation
globale, a été de s’affranchir de l’utilisation de ces fonctions supports. Comme déjà discuté
dans la partie II, les matrices de covariance permettent directement d’interpoler un mo-
dèle continu aux temps des observations (équation 4.21). Pour une itération quelconque i
de l’algoritme de Gauss-Newton, l’équation 4.21 permet de calculer le modèle à l’itération
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précédente aux temps des observations afin de calculer les prédictions, puis les résidus, né-
cessaires à la résolution du problème inverse. La matrice de gain de Kalman apparaît aussi
lorsque l’on veut évaluer la matrice des dérivées partielles (équation 4.23). Nicolas Gillet
a remarqué que les splines provoquaient des oscillations non contraintes de la variation
séculaire de périodes de 2 ou 3 ans, pour les modèles issus de données annuelles d’obser-
vatoires, lorsqu’il calculait les modèles avec des nœuds tous les ans. De la même manière,
nous avions constaté en analysant la base de données complète (données archéologiques,
laves et sédiments), que leur répartition montrait une fréquence préférentielle de 150 ans
et que l’utilisation de splines avec des noeuds tous les 50 ans provoquait des oscillations
non contraintes. Nous n’avons pas observé de différences fondamentales entre les deux
interpolations en utilisant uniquement les données archéologiques et de laves, néanmoins,
notre interpolation est régie par un projecteur qui n’est pas arbitraire puisque construit sur
les statistiques temporelles connues du champ magnétique. De plus, cette interpolation,
contrairement aux splines, ne s’appuie pas sur un support compact. Ainsi, elle ne présente
pas d’effets de bords qui peuvent apparaître dans les modèles existants et qui nécessitent
un traitement spécifique (pénalisation arbitraire (e.g. Finlay et al. 2012)).
9.2 Convergence de l’algorithme de Newton
L’algorithme utilisé converge rapidement, en quelques itérations. On considère le critère
suivant en fonction du temps :
e(t) =
√√√√√√∑lm ∆g
m
l (t)
2
∑
lm
gml (t)
2 (9.2)
avec ∆gml la différence entre les coefficients à l’itération i+ 1 et ceux à l’itération i. La figure
9.1 montre l’évolution de ce critère e(t) au fil de 6 itérations pour un modèle avec un a
priori de type Matérn AR2 échantillonné tous les 50 ans. On voit que dès la cinquième
itération, e est en tout temps plus petit que 2%. Par la suite, on impose que e(t) < 2% pour
tout temps.
9.3 Validation de la méthode sur des jeux de données synthé-
tiques
Afin de valider la méthode développée dans cette étude et de la comparer à la méthode
classique des moindres carrés, il est intéressant de partir d’un jeu de données issu d’un
modèle synthétique que l’on connaît parfaitement.
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Figure 9.1 – Evolution de la norme e(t) (en %) au fil de 5 itérations.
9.3.1 Influence de l’information a priori
Le premier jeu de données utilisé ici a été construit à partir d’un modèle synthétique
calculé jusqu’au degré l = 10 avec un pas d’échantillonnage de 50 ans, à partir d’un a priori
de type Matérn AR2 pour tous les coefficients dont les temps de corrélation sont décrits
par l’équation 5.17. Afin de reproduire la répartition spatiale et temporelle des données,
les prédictions de ce modèle ont été calculées aux époques et aux lieux des observations
archéomagnétiques. Ce jeu de données n’a pas été bruité.
Nous souhaitons comparer le résultat après inversion obtenu pour deux a priori diffé-
rents. La figure 9.2 compare les coefficients dipolaires obtenus pour une expérience jumelle
(à gauche), i.e. l’a priori est le même pour la construction du jeu de données synthétique et
pour l’inversion (Matérn AR2 dans les deux cas) ; et pour une expérience où l’a priori pour
l’inversion est différent de celui pour la construction du jeu de données (Matérn AR2 pour
le jeu de données et oscillateur amorti pour g01 et Matérn AR2 pour les autres coefficients
pour l’inversion). Le modèle synthétique est tracé en rouge, le modèle moyen en noir et
son ensemble en gris. Tout d’abord, on peut constater que malgré une répartition très inho-
mogène des mesures archéomagnétiques, le modèle moyen reproduit très bien le modèle
vrai pour les coefficients dipolaires et que la dispersion de l’ensemble de modèles est assez
petite. Ce type de test nous a permis de montrer qu’au delà du degré l = 5, malgré des
données non bruitées, la répartition spatiale et temporelle des données archéomagnétiques
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ne permettait pas de retrouver le modèle vrai. D’autre part, le changement d’a priori pour
le dipôle axial n’influence que très peu le résultat ce qui montre que la méthode n’est pas
trop sensible aux paramètres choisis pour définir l’a priori AR2.
Figure 9.2 – Comparaison du résultat obtenu pour un a priori de type Matérn AR2 à gauche, et pour un a
priori de type oscillateur amorti pour le dipôle axial et Matérn AR2 pour les autres coefficients à droite. Le jeu
de données synthétique est construit jusqu’au degré l = 10 avec un a priori de type Matérn AR2. Le modèle
moyen est tracé en noir, et son ensemble en gris. Le modèle vrai est tracé en rouge.
9.3.2 Comparaison avec une méthode régularisée
De la même manière que précédemment, on construit un jeu de données synthétiques
à partir d’un a priori de type Matérn AR2, aux époques et lieux des données archéoma-
gnétiques.
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Le but est désormais de comparer l’efficacité de notre méthode par rapport à celle d’une
méthode régularisée afin de retrouver le modèle vrai. Les paramètres choisis pour l’inver-
sion par notre méthode sont un a priori de type Matérn AR2 pour tous les coefficients, un
pas d’échantillonnage de 50 ans et une troncature au degré l = 4. Pour les paramètres à
définir pour l’inversion par la méthode régularisée, il convient de se référer à la section 4.1
et particulièrement à l’équation 4.7. On a choisi d’utiliser la norme de dissipation ohmique
de Gubbins (1975) et celle de la pénalisation de la dérivée seconde en temps du champ
radial.
Différents couples des paramètres λ et τ ont été testés et le misfit aux données a été
choisi comme critère de sélection. La figure 9.3 montre les courbes obtenues pour le dipôle
axial pour différents couples de paramètres de régularisation. Le paramètre de régulari-
sation spatial est fixe pour chacune des figures, les courbes bleue, rose et verte montrent
le résultat pour différentes valeurs du paramètre de régularisation temporelle. Ces para-
mètres sont choisis afin de s’approcher le plus près possible d’un misfit aux données de 1.
Ces figures contiennent aussi la courbe vraie tracée en rouge ainsi que le modèle moyen
et son écart-type (3σ) en noir obtenus pour le modèle bayésien. Le misfit obtenu pour le
modèle moyen bayésien est de l’ordre de 0.2. On voit pour la figure du haut que pour une
telle valeur du paramètre de régularisation spatiale et pour un misfit aux données proche
de 1, les courbes issues de la méthode régularisée sont biaisées vers 0 par rapport à la
courbe vraie.
La figure du bas montre les mêmes courbes pour un paramètre de régularisation spa-
tiale réduit d’un facteur 100. On voit alors, que les courbes issues de la méthode régularisée
reproduisent beaucoup mieux le comportement de la courbe vraie. Le misfit aux données
quant à lui est désormais beaucoup plus faible ce qui laisse supposer que les erreurs as-
signées aux données sont sur-évaluées. C’est en effet le cas dans cet exemple, les données
n’ayant pas été bruitées alors que nous leur avons assignés les erreurs de la base de don-
nées archéomagnétiques. Cependant, on voit que le choix des paramètres de régularisation
change drastiquement les résultats obtenus. On voit ici la limite d’un choix des paramètres
de régularisation fondé sur le misfit aux données. La méthode bayésienne limite cet arbi-
traire et en cela nous semble plus robuste qu’une méthode régularisée.
Afin de tester notre méthode sur un jeu de données plus réaliste, on part maintenant
d’un nouveau jeu de données que l’on bruite aléatoirement à l’intérieur des erreurs fournies
par la base de données archéomagnétiques. Les paramètres de régularisation ont été fixés
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Figure 9.3 – Comparaison entre la méthode bayésienne et la méthode régularisée. La courbe vraie est tracée en
rouge, le modèle moyen bayésien et son écart-type (3σ) en noir et traits pointillés. Les courbes bleue, magenta
et cyan représentent les modèles moyens obtenus par la méthode régularisée utilisant différents paramètres de
régularisation, λ et τ répertoriés dans la légende (LS = λ, LT = τ). Le misffit aux données pour chacun des
modèles régularisés est précisé sur chacune des figures.
comme étant λ = 1.10−14 et τ = 9.10−4. Les noeuds des splines cubiques sont tous les 50
ans et le degré de troncature est ici aussi l = 4.
La figure 9.4 montre le résultat obtenu pour les deux méthodes pour différents coef-
ficients. Le premier constat quant à la comparaison de ces deux méthodes, comme on l’a
énoncé auparavant, est que la méthode régularisée ne permet pas d’avoir des statistiques
a posteriori réalistes. C’est pourquoi sur ces figures n’apparaissent que les barres d’erreurs
issues de la méthode bayésienne. De plus, on voit que ces barres d’erreurs englobent pour
tous les coefficients la série vraie. On peut aussi constater que la dispersion de l’ensemble
encadré par les traits pointillés noirs est plus importante pour les époques les plus an-
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ciennes. Ceci s’explique par la faible quantité d’observations disponibles pour ces époques.
Le modèle moyen fourni par la méthode régularisée reproduit assez bien le comporte-
ment de la série vraie pour tous ces coefficients, cependant, nous avons noté en faisant cet
exercice que ce comportement était fortement dépendant des paramètres de régularisation
choisis.
Figure 9.4 – Comparaison du résultat obtenu pour la méthode régularisée (bleu) et pour la méthode bayé-
sienne (modèle moyen en noir et 3σ en pointillés). La série vraie est tracée en rouge.
Ces exercices ont été réalisés avec des jeux de données synthétiques ne contenant pas
de données aberrantes, ce qui est loin d’être le cas des observations archéomagnétiques.
La section suivante s’attache à prendre en compte efficacement ces données aberrantes en
utilisant désormais les observations archéomagnétiques.
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9.4 Etude des données aberrantes
Différentes normes peuvent être utilisées pour prendre en compte les erreurs de me-
sures. La norme la plus couramment utilisée est la norme L2, qui suppose que les erreurs
de mesures suivent une distribution gaussienne, i.e. que la matrice de covariance d’erreurs
s’écrit pour une donnée i, Ceeii = σ2yi, avec σyi l’écart-type de l’erreur de mesure sur la
donnée i. Cette norme est toutefois très sensible aux mesures aberrantes. La norme L1 sup-
pose que les erreurs de mesures ont une distribution laplacienne, la matrice de covariance
d’erreurs s’écrit alors Ceeii = |σyi|. La section 7.3.4 discute de l’utilisation de la norme de
Huber sur les courbes régionales, considérée comme une norme robuste sur les erreurs de
mesures. Nous avons montré que son utilisation dans ce cas était efficace sur les mesures
aberrantes (Section 7.5) et choisissons de l’utiliser pour le modèle global. On rappelle ici
l’écriture de la matrice de covariance d’erreurs lorsque l’on utilise la norme de Huber :
Ceeii =

σ2yi , ri < c
riσ2yi
c
, ri ≥ c
, (9.3)
avec c = 1.5 et ri =
|yi − mˆyi|
σyi
, la différence entre la prédiction du modèle et l’observation
normalisée par l’erreur de mesures. ri est appelé résidu normalisé.
Pour la construction du modèle Arch3k.1, Korte et al. (2009) ont utilisé les erreurs mi-
nimales sur l’intensité et les directions présentées précédemment, ce qui réduit drastique-
ment la présence de données aberrantes dans le jeu de données. La norme L2 peut donc
être utilisée. Cependant, en faisant cela, on perd beaucoup d’informations. En effet, plus
de 70% des erreurs se voient assigner ces valeurs minimales. Pour le modèle A-FM, Licht
et al. (2013) ont choisi de calculer un premier modèle à partir d’un modèle initial constitué
d’un dipôle axial constant au cours du temps, et de calculer les résidus issus de ce pre-
mier modèle. Dans le cas où la différence entre la prédiction du modèle et l’observation
est supérieure à trois fois l’erreur a priori sur la mesure, cette dernière est remplacée par
la valeur du résidu. Ils repartent alors de ce nouveau jeu de données et du modèle initial
constitué du dipôle axial, et utilisent une norme L2 pour calculer leur modèle final. Une
telle procédure présente l’avantage d’éliminer les mesures aberrantes mais l’inconvénient
de dépendre fortement du modèle initial choisi. Pour certains modèles initiaux, cette procé-
dure risque d’assigner la valeur des résidus à la majorité des données et donc de perdre ici
aussi une information précieuse fournie par les études de terrain. En partant d’un modèle
initial considérant un coefficient g01 constant et tous les autres coefficients nuls, 6.6% des
données sont recalibrées.
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Dans cette section, nous avons calculé un modèle à partir d’un a priori oscillateur amorti
sur le coefficient g01 et un a priori Matérn AR2 pour les autres coefficients, avec un pas
d’échantillonnage de 30 ans. Le modèle est tronqué au degré l = 4. Dans les figures de
cette section sont représentés un ensemble de modèles pour le coefficient g01, calculé à
partir de la matrice de covariance a posteriori (en gris) et un modèle moyen (en noir). La
figure 9.5 compare le modèle moyen avec son ensemble calculés avec la norme de Huber,
obtenus en utilisant la même base de données que Korte et al. (2009) (i.e. avec les erreurs
de mesures minimales), aux modèles Arch3k.1 et A-FM, ainsi qu’au modèle moyen obtenu
avec une norme L2. Le traitement des données proposé par Korte et al. (2009) a pour effet
Figure 9.5 – Coefficient g01 moyen obtenu à partir d’une norme de Huber (noir) et son ensemble (gris) et g
0
1
moyen obtenu à partir d’une norme L2 (magenta) pour un jeu de données où les erreurs minimales proposées
par Korte et al. (2009) ont été assignées. Les modèles Arch3k.1 (rouge) et A-FM (vert) sont tracés pour
comparaison.
de beaucoup lisser le modèle moyen, particulièrement lorsque l’on utilise une norme de
Huber qui recalibre en plus les éventuelles mesures aberrantes restantes. L’incertitude sur
le modèle représentée par la largeur de l’ensemble gris est très homogène au cours du
temps, et assez large car les erreurs sur les mesures sont très importantes et ont des valeurs
relativement homogènes.
Nous avons préféré, comme Licht et al. (2013), conserver les erreurs publiées dans les
études, pour la construction de nos modèles. Lorsqu’elles ne sont pas publiées, nous assi-
gnons les mêmes valeurs que ces auteurs. Nous ne procédons cependant pas à la première
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recalibration des erreurs en fonction des résidus obtenus à la première itération. La figure
9.6 montre les résultats obtenus à partir du jeu de données initial pour une norme de Hu-
ber. Le modèle moyen présente des variations beaucoup plus importantes que le modèle
précédent obtenu à partir du jeu de données avec des erreurs recalibrées. Il présente aussi
des variations plus rapides que les deux autres modèles. Ceci est lié à l’a priori utilisé pour
construire ce modèle qui est beaucoup moins restrictif que la norme temporelle utilisée
pour les deux autres (la pénalisation de la dérivée seconde en temps du champ magné-
tique). La dispersion de l’ensemble de modèles varie dans le temps à la différence de la
figure 9.5. L’utilisation de la norme de Huber semble éviter de forts effets des mesures
aberrantes, même si certains pics peuvent y être liés, notamment les 3 pics apparaissant
entre 500 et 1000 AD.
Figure 9.6 – Coefficient g01 moyen obtenu à partir d’une norme de Huber (noir) et son ensemble (gris) à
partir du jeu de données initial. Les modèles Arch3k.1 (rouge) et A-FM (vert) sont tracés pour comparaison.
La figure 9.7 montre le résultat obtenu à partir du jeu de données initial mais en utilisant
une norme L2. Comme prévu, le modèle est très sensible aux mesures aberrantes dans la
collection de données, qui ne sont pas bien contraintes par cette norme. L’utilisation de
cette norme est contre-indiquée lorsque l’on utilise les erreurs publiées par les auteurs. Ce
phénomène se verra grandement augmenté si on considère les données sédimentaires qui
contiennent de nombreuses mesures aberrantes.
La figure 9.8 montre la répartition spatiale et temporelle des données qui, après in-
version, présentent des résidus supérieurs à 10 fois leurs erreurs a priori. Ces données
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Figure 9.7 – Coefficient g01 moyen obtenu à partir d’une norme L2 (noir) et son ensemble (gris) à partir
du jeu de données initial. Le modèle moyen obtenu avec la norme de Huber est tracé à nouveau pour rappel
(magenta). Le modèle Arch3k.1 (rouge) est tracé pour comparaison.
représentent 2% du jeu de données initiales. La carte montre que la majorité de ces don-
nées se situent en Europe, la région contenant la majorité des données initiales (Figure 8.2).
On voit aussi que 5% des données les plus anciennes peuvent être considérées comme des
données aberrantes, les autres époques montrent des pourcentages, en fonction des don-
nées présentes, assez homogènes. La norme de Huber va attribuer un poids très faible à
ces données lors de l’inversion, et réduire ainsi leur impact sur le modèle final.
Figure 9.8 – Carte des données avec des résidus après inversion supérieurs à 10 fois leurs erreurs a priori. Les
mesures d’intensité sont en rouge, celles d’inclinaison en vert et celles de déclinaison en bleu. Histogramme
montrant le pourcentage de ces données par rapport au nombre de données totales, regroupées par périodes de
500 ans.
Assigner des erreurs minimales au jeu de données afin d’éviter l’effet des mesures
aberrantes, comme proposé par Korte et al. (2009), lisse fortement le modèle moyen, et
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représente une perte importante d’informations sur le modèle final et ses erreurs. Nous
montrons que l’utilisation de la norme de Huber réduit considérablement l’effet de ces me-
sures par rapport à une norme L2 classique. Elle ne peut malgré tout résoudre toutes les
difficultés induites par des données aberrantes. Ce constat est une motivation pour avoir
une base de données la plus précise possible comprenant des erreurs de mesures réalistes
et bien contraintes. Notre information a priori autorise plus de variations sur le coefficient
g01 que celle utilisée dans les deux autres modèles (pénalisation de la dérivée seconde en
temps). Notre modèle est donc plus sensible aux effets des mesures, potentiellement aber-
rantes, qui apparaissent malgré la norme de Huber. Cependant, étant construit à partir de
statistiques réalistes du champ magnétique, nous estimons qu’il n’y a pas de raisons de
contraindre notre modèle davantage, les statistiques autorisant ce comportement. Les ré-
sultats seront discutés plus en détails ultérieurement, cette section ne vise qu’à argumenter
l’utilisation d’un jeu de données non recalibrées utilisé avec la norme de Huber.
9.5 Erreurs de modélisation
Les erreurs de modélisation apparaîssent lorsque l’on tronque le modèle à un certain
degré d’harmoniques sphériques. Le potentiel magnétique de l’équation 4.2 n’est en effet
pas écrit pour l allant de un à l’infini mais pour l allant de un à L. L’erreur de modéli-
sation est donc l’erreur que l’on fait en ne modélisant pas les degrés supérieurs à L. Elle
peut être prise en compte en l’ajoutant aux erreurs de mesures dans la matrice de cova-
riance d’erreurs Cee. Les modèles archéomagnétiques sont souvent tronqués à bas degrés
car les données ne permettent pas de résoudre les plus hauts degrés. Le premier modèle
archéomagnétique de Hongre et al. (1998) était tronqué au degré l = 2, avec en plus, les
coefficients g33 et h
3
3. Korte et Constable (2003) ont tronqué leur modèle au degré l = 10
en indiquant que les données ne permettaient pas de résoudre de si hauts degrés mais
qu’ainsi, la complexité de leur modèle ne serait influencée que par les données et la ré-
gularisation, et pas par la troncature. Les erreurs de modélisation n’ont pas été prises en
compte dans cette étude. Licht et al. (2013) ont choisi de tronquer leur modèle au degré
l = 5. Ils prennent en compte les erreurs dues à cette troncature grâce au modèle gufm1
de Jackson et al. (2000), en comparant les prédictions du modèle tronqué au degré l = 5 à
celles du modèle complet (tronqué au degré l = 14). Ils prennent la valeur rms maximale
obtenue parmi tous les points à la surface de la Terre et ajoutent cette erreur de manière
quadratique aux erreurs de mesures dans la matrice Cee. L’erreur de modélisation obtenue
pour l’intensité est de 2µT et le cône de confiance pour les directions est α95 = 3.4˚.
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Nous avons choisi d’évaluer ces erreurs directement sur nos modèles. Nous calculons
pour cela un premier modèle tronqué au degré l = 10 et un second tronqué au degré l = 8.
Les deux modèles que nous présentons ici sont construits à partir d’un a priori Matérn
AR2 pour tous les coefficients et sont échantillonnés tous les 50 ans. La figure 9.9 montre
la différence obtenue pour la prédiction de la composante radiale Br du champ à la surface
de la Terre pour les quatre premiers degrés entre les deux modèles en 2000 BC. Les valeurs
sont très faibles. Afin de comparer ces valeurs aux incertitudes sur le modèle, la figure 9.10
montre l’écart-type de l’ensemble obtenu pour la composante radiale du champ jusqu’au
degré 4 pour le modèle tronqué au degré l = 10 à la même date (le modèle tronqué au
degré l = 8 donne des valeurs très proches). Cette valeur représente l’incertitude sur le
modèle. La valeur minimale de l’écart-type obtenue est de 1400 nT. Nous concluons donc
que les erreurs liées à la troncature sont très faibles devant les erreurs a posteriori sur le
modèle et choisissons de les négliger par la suite.
Figure 9.9 – Différence entre le champ radial à la surface de la Terre en 2000 BC obtenu à partir des quatre
premiers degrés pour le modèle tronqué à l = 10 et le modèle tronqué à l = 8. Les contours sont tous les 5
nT.
9.6 Comparaison des a priori
Les deux modèles comparés dans cette section ne diffèrent que par l’information a
priori utilisée. Ils ont tous deux un pas d’échantillonnage de 50 ans, la norme de Huber est
utilisée dans les deux cas, ils sont tronqués au degré l = 10, couvrent les quatre derniers
millénaires et sont calculés à partir des données archéomagnétiques non recalibrées. L’un
est construit à partir d’un a priori de type Matérn AR2 pour tous les coefficients tandis que
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Figure 9.10 – Ecart-type de l’ensemble de modèles pour le champ radial en 2000 BC représenté jusqu’au
degré l = 4 pour le modèle tronqué au degré l = 10. La valeur minimale est de 1400 nT. Les contours sont
tous les 1000 nT.
l’autre est construit à partir d’un a priori de type oscillateur amorti pour le g01 et de type
Matérn AR2 pour les autres coefficients. La figure 9.11 montre les deux modèles moyens et
leurs ensembles obtenus pour le coefficient g01 et le coefficient g
1
1. Les coefficients provenant
du modèle construit à partir du processus Matérn AR2 sont représentés à gauche de la
figure, ceux venant du modèle construit à partir du processus oscillateur amorti, à droite.
Les coefficients moyens prédits par Arch3k.1 et A-FM sont tracés en rouge et vert pour une
comparaison visuelle. Celle-ci sera discutée dans le chapitre suivant. Les deux modèles
moyens, ainsi que leurs ensembles présentent des différences notables pour le coefficient
g01. Le coefficient obtenu à partir de l’a priori oscillateur amorti est beaucoup moins lisse
que celui obtenu à partir de l’a priori Matérn AR2. Cette différence de comportement est
liée à la forme du spectre des covariances de ces a priori pour le coefficient g01 (c.f. les
spectres verts et magenta de la figure 8.1). On observe à hautes fréquences que le spectre
magenta est plus haut que le vert : cet a priori a une énergie plus forte à hautes fréquences
et autorise donc plus de variations du g01. Pour le coefficient g
1
1 qui résulte lui, dans les
deux cas, d’un processus avec un a priori de type Matérn AR2, les deux figures sont très
semblables. Il en va de même pour la comparaison de tous les autres coefficients, qui ont
eux aussi le même a priori.
La figure 9.12 compare les prédictions d’intensité, d’inclinaison et de déclinaison obte-
nues pour les deux modèles aux coordonnées de Paris (48.9˚N, 2.3˚E). Rappelons que ces
composantes sont obtenues en sommant les coefficients de Gauss sur tous les degrés et
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Figure 9.11 – Coefficients g01 (en haut) et g
1
1 (en bas) moyens (noir), et leurs ensembles (gris), obtenus à
partir d’un a priori de type Matern AR2 (à gauche) et d’un a priori de type oscillateur amorti (à droite). Les
modèles moyens Arch3k.1 (rouge) et A-FM (vert) sont tracés pour comparaison.
tous les ordres (équations 4.24 et 4.26). La différence observée sur le coefficient g01 est donc
modérée par la ressemblance de tous les autres coefficients. L’intensité présente les diffé-
rences les plus notables entre les deux a priori, notamment entre 0 et 1000 AD, où on avait
déjà, dans la section précédente, suspecté la présence de mesures aberrantes. L’a priori de
type oscillateur amorti autorisant des variations plus rapides, les différences apparaissent
ici. La déclinaison et l’inclinaison sont par contre très similaires, la différence observée sur
le coefficient g01 ne semble ici jouer aucun rôle.
Nous avons montré dans ce chapitre que l’utilisation de la norme de Huber était efficace
sur les mesures aberrantes et qu’elle évitait un comportement erroné du modèle. Un jeu de
données avec des erreurs minimales, comme proposé par Korte et al. (2009), réduit drasti-
quement les informations apportées par les observations et conduit à des modèles moyens
très lisses avec des barres d’erreurs très homogènes. Nous avons montré que les erreurs de
modélisation étaient très faibles pour nos modèles décrits jusqu’au degré l = 10, et négli-
geables devant la dispersion de l’ensemble. Pour ce qui est de la comparaison des deux a
priori proposés, le choix reste à faire entre un premier a priori dont tous les paramètres
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Figure 9.12 – En haut : Intensité moyenne (en noir) et son ensemble (en gris) obtenus pour Paris (48.9˚N,
2.3˚E) à partir d’un a priori de type Matern AR2 (à gauche) et d’un a priori de type oscillateur amorti (à
droite). Même chose pour l’inclinaison (au milieu) et la déclinaison (en bas). Les prédictions d’intensité pour
Arch3k.1 (en rouge) et A-FM (en vert) sont tracés pour comparaison.
sont contraints analytiquement grâce aux statistiques du champ récent mais qui n’est pas
en accord avec le spectre géophysique pour les époques archéomagnétiques (Matérn AR2),
et un second, en accord avec le spectre géophysique sur toutes les gammes de fréquences
mais contenant un paramètre que l’on ajuste empiriquement (oscillateur amorti). Nous
ne concluons pas sur un meilleur a priori entre les deux présentés ici, mais notons que
l’oscillateur amorti autorise des variations plus rapides que l’on observe sur les séries géo-
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physique (Figure 5.2). Le cadre est maintenant posé pour aborder une interprétation des
résultats obtenus.

10Interprétation des résultatspréliminaires
Les erreurs de datation n’étant pas prises en compte dans cette partie sur la modélisa-
tion globale, les résultats présentés dans ce chapitre visent à illustrer ce que l’on peut faire
avec les modèles globaux. Tant que les erreurs de datation ne seront pas inclues dans la
modélisation, nous ne pourrons pas approfondir l’interprétation de ces résultats.
Le modèle utilisé dans ce chapitre, que l’on appellera COV-ARCH-tmp, est construit
avec un a priori de type oscillateur amorti sur le dipôle axial et un a priori de type Ma-
térn AR2 sur les autres coefficients. Il couvre les quatre derniers millénaires avec un pas
d’échantillonnage de 50 ans et n’utilise pas de splines. La norme de Huber est utilisée, et
nous négligeons les erreurs de modélisation. Les erreurs de datation ne sont pas prises en
compte dans la modélisation. Le modèle est tronqué au degré l = 10.
10.1 Comportement du champ magnétique global
La figure 10.1 représente des cartes de l’intensité du champ magnétique à la surface
de la Terre observée à différentes périodes entre 2000 BC et 2000 AD. L’anomalie négative
de l’Atlantique Sud, présente sur les modèles récents, apparaît clairement pour le champ
obtenu en 2000 AD. On la voit sur nos modèles, déjà en 1500 AD. On observe aussi une
anomalie négative au Sud-Est du Pacifique pour les époques 2000 BC et 1500 BC. Des cartes
de la répartition des données à ±250 ans autour de la période considérée sont tracées pour
comparaison. Nous indiquons aussi sous ces cartes, le nombre total de données ainsi que
le nombre de données d’intensité pour ces périodes. On observe que la zone proche de
l’Atlantique Sud ne contient que très peu de données, particulièrement pour les époques
les plus anciennes. Des données apparaissent vers les époques récentes, et permettent de
mieux contraindre cette zone. Accroître la collection de données en Amérique du Sud
permettrait de beaucoup mieux contraindre cette anomalie, et de déterminer si ce que l’on
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observe sur les modèles récents, persiste pour des temps plus anciens. Le peu de mesures
existantes permet malgré tout de bien retrouver cette anomalie aux époques récentes.
Les cartes d’intensité, de déclinaison ou d’inclinaison doivent être exploitées ensemble
pour avoir une idée du champ total. La composante radiale Br offre à elle seule cette pos-
sibilité. De plus, considérer le manteau comme isolant nous permet de projeter le champ
obtenu à la surface de la Terre, à la surface du noyau. Ce prolongement vers le bas permet
de se rapprocher des sources et ainsi, d’amplifier les petites échelles que nous ne pouvons
pas voir sur le champ de surface. La figure 10.2 représente plusieurs instantanés du champ
radial moyen (à gauche), et de l’écart-type de l’ensemble (à droite), à la surface du noyau.
La dispersion de l’ensemble constitue un résultat important de notre étude. Nous rappelons
que les erreurs a posteriori sur notre modèle sont en accord avec les statistiques temporelles
du champ magnétique et représentent ainsi une perspective intéressante pour l’assimila-
tion de données archéomagnétiques. Les modèles présentés ici ne prennent cependant pas
en compte les erreurs de datation, l’ensemble de modèles n’est donc pas exploitable pour
le moment. On peut malgré tout remarquer que l’écart-type est maximal dans l’hémisphère
Sud à toutes les époques, en lien avec le faible nombre de données disponibles dans cette
partie du globe (on a tracé en dessous la carte des données à ±250 ans autour de la date
considérée). Comme attendu, plus on remonte dans le temps, moins il y a de données, et,
par voie de conséquence, plus les erreurs a posteriori sont importantes. Si on prend les
valeurs maximales du champ et de la dispersion, l’erreur représente entre 10 et 20% du
champ. A certains endroits cependant, par exemple au niveau du lobe négatif descendant
dans l’hémisphère Sud sur la figure 10.2g, le champ est très faible et la dispersion maxi-
male, l’incertitude représente alors 50% de la valeur du champ. Ce constat montre qu’il
est important d’utiliser conjointement ces deux informations, le champ moyen n’a pas de
sens sans la dispersion de l’ensemble. Le champ moyen présente certaines structures ob-
servées dans d’autres modèles archéomagnétiques. Par exemple, la zone de champ radial
négatif sous l’Atlantique Sud en 1700 AD est observée sur les modèles récents et, à partir
de 1500 AD par Licht et al. (2013). Nous observons aussi les lobes symétriques par rapport
à l’équateur, particulièrement marqués sur l’instantané en 1700 AD, parfois interprétés sur
les modèles récents comme étant liés à un couplage thermique entre le manteau inférieur
et le noyau (e.g. Olson et Christensen 2002). La figure 10.3 montre le champ à la surface du
noyau moyenné sur le dernier millénaire à gauche de la figure, et sur les quatre derniers
millénaires à droite. Les lobes aux hautes latitudes discutés précédemment, apparaissent
très clairement sur le champ moyenné sur 1000 ans, particulièrement dans l’hémisphère
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(a) 2000 BC (b) 80 intensités ; 91 données
(c) 1500 BC (d) 175 intensités ; 224 données
(e) 500 BC (f) 461 intensités ; 818 données
(g) 1000 AD (h) 419 intensités ; 1201 données
(i) 1500 AD (j) 616 intensités ; 1675 données
(k) 2000 AD (l) 363 intensités ; 1002 données
Figure 10.1 – Instantanés de l’intensité moyenne à la surface de la Terre pour différentes époques. Les
contours sont tracés tous les 5000 nT. Répartition des données pour chaque époque prenant les données à
±250 ans autour de l’époque. Les données d’intensité sont en rouge. On précise leur nombre et le nombre
total de données.
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(a) (b)
(c) 1000 BC
(d) (e)
(f) 100 AD
(g) (h)
(i) 1700 AD
Figure 10.2 – Instantanés du champ radial moyen à la surface du noyau (à gauche) et de l’écart-type de
son ensemble (à droite). Carte de répartition des données pour chaque époque prenant les données à ±250
ans autour de l’époque. Les données d’intensité sont en rouge. L’échelle de couleur n’est pas la même pour la
représentation de l’ensemble. Les contours sont par contre tracés tous les 5000 nT pour tous les ensembles et
tous les 50000 nT pour tous les champs moyens.
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Pacifique. Le lobe inverse sous l’Atlantique Sud ressort lui aussi assez nettement dans ce
cas. Moyenné sur 4000 ans, des composantes multipolaires ont encore une influence, parti-
culièrement sous l’Atlantique Sud, mais le champ est plus proche d’un dipôle axial.
Figure 10.3 – Champ radial à la CMB moyenné sur le dernier millénaire à gauche (de 1000 AD à 2000 AD)
et sur les quatre derniers millénaire à droite (de 2000 BC à 2000 AD).
10.2 Comparaison aux autres modèles globaux
On peut regarder plus en détail chacun des coefficients obtenus pour différents mo-
dèles. Nous montrons sur la figure 10.4, les coefficients du degré l = 1, ainsi que le co-
efficient g02. La moyenne de l’ensemble est tracée en noir. Les coefficients obtenus pour le
modèle A-FM (Licht et al. 2013) sont tracés en vert et l’enveloppe du modèle en pointillés.
Nos barres d’erreurs, encore une fois, ne sont pas représentatives des erreurs réelles sur le
modèle sans la prise en compte des erreurs de datation. L’intérêt de l’utilisation de l’oscilla-
teur amorti pour le coefficient g01 est qu’il autorise des variations plus rapides que la plupart
des modèles existants, et que de telles variations apparaissent sur les séries géophysiques
(Figure 5.2). Hormis pour ce coefficient et pour le premier coefficient du quadrupôle, pour
lequel notre modèle prévoit un minimum assez fort autour de 400 AD, les deux modèles
reproduisent des variations assez similaires. Les autres coefficients, jusqu’au degré 4, sont
représentés en Annexe C.
La figure 10.4 représente également les coefficients pour des modèles plus récents. Le
modèle historique gufm1 de Jackson et al. (2000) couvre la période 1590-1990 et est tracé
en rouge, et le modèle COV-OBS de Gillet et al. (2013) est tracé en bleu sur la période 1840-
2010. Le coefficient g01 de ces deux modèles figure à l’intérieur de notre ensemble sur la
période 1840-2010. Pour la période historique en revanche, la dispersion de notre modèle
n’inclut pas le modèle gufm1 pour le début du XVIIIème siècle. Contrairement à ce dernier,
notre modèle prévoit un maximum local en 1700 AD. Avant 1840 et les premières mesures
directes d’intensité, le modèle gufm1 n’est contraint que par des mesures de direction et ne
peut donner que la forme du champ magnétique. Pour fixer l’intensité du champ, le modèle
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gufm1 requiert un facteur d’échelle. Jackson et al. (2000) adoptent le taux de décroissance
du dipôle proposé par Barraclough (1974) et supposent qu’avant 1832, le coefficient g01 dé-
croît linéairement à un rythme de 15 nT.a−1. Plusieurs études traitent de cette question :
Gubbins et al. (2006) ont montré qu’un taux de décroissance du dipôle beaucoup plus lent,
presque constant était compatible avec les observations issues d’échantillons volcaniques ;
Finlay (2008) a utilisé la base de données du modèle CALS7k (Korte et al. 2005) afin de
contraindre le comportement du dipôle axial entre 1590 et 1832, et a montré qu’un dipôle
axial qui ne variait pas sur cette période était le plus probable. La collection de données a
légèrement évolué depuis, et les erreurs de mesures ne sont pas considérées de la même
manière dans notre étude et dans celle de Finlay (2008). De même que Korte et al. (2005),
Finlay (2008) a choisi d’attribuer des erreurs minimales aux mesures archéomagnétiques à
l’origine de son modèle. Cette estimation, comme discuté plus haut, empêche de recouvrir
toute l’information disponible dans les données. Notre modèle ne semble privilégier ni
une décroissance linéaire, ni un dipôle axial constant, mais s’accorde néanmoins avec une
décroissance du dipôle depuis 1500 environ. L’ensemble des autres coefficients dipolaires
de notre modèle contient toujours le modèle COV-OBS. Le modèle gufm1 en revanche,
présente grossièrement la même tendance que notre modèle mais sort des barres d’erreurs
avant 1832. Ses coefficients sont ajustés par l’hypothèse faite sur le dipôle axial dans le cas
du modèle gufm1, puisque sans mesures d’intensité, seule la forme du champ magnétique
peut être retrouvée. Ceci peut expliquer en partie le décalage en amplitude de ces coeffi-
cients. Les décalages temporels peuvent être liés aux erreurs de datation sur les mesures
qui ne sont pas prises en compte dans notre modèle.
Nous comparons dans la figure 10.5, l’intensité du champ à la surface de la Terre en
1990 pour le modèle COV-ARCH-tmp et pour le modèle COV-OBS de Gillet et al. (2013)
construit sur des données d’observatoires et des données satellitaires. Nous montrons sur
la figure 10.5, l’intensité obtenue à la surface de la Terre, en ne prenant en compte que
les quatre premiers degrés de ces deux modèles, ainsi que la différence entre les deux
modèles. Notre modèle est assez similaire au modèle COV-OBS. La différence la plus im-
portante apparaît au Sud de l’Afrique où le modèle COV-ARCH prédit une intensité plus
forte (≈ 15000 nT) que le modèle COV-OBS. La différence est globalement plus impor-
tante dans l’hémisphère Sud en raison de la faible quantité de données archéomagnétiques
(Figure 8.2). La ressemblance générale entre les deux modèles nous démontre qu’il n’est
pas nécessaire de forcer notre modèle à reproduire les modèles récents aux époques qui
se superposent, comme l’ont fait Korte et al. (2009). D’autre part, nous pourrions adapter
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Figure 10.4 – Coefficients dipolaires pour le modèle COV-ARCH-tmp. Mêmes coefficients pour A-FM en
vert avec l’enveloppe de l’ensemble en pointillés. Les coefficients obtenus pour COV-OBS et gufm1 sont tracés
respectivement en bleu et rouge.
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notre approche pour intégrer les données historiques, en utilisant, par exemple, différents
échantillonnages pour nos fonctions d’auto-corrélation.
(a) COV-ARCH-tmp (b) COV-OBS
Figure 10.5 – Intensité du champ à la surface de la Terre en 1990 obtenue pour COV-ARCH-tmp (en haut
à gauche), pour COV-OBS (en haut à droite). Les contours sont tous les 5000nT. Différence entre COV-OBS
et COV-ARCH-tmp (en bas). Les contours sont tous les 1000nT.
10.3 Comparaison aux courbes régionales
Nous présentons sur la figure 10.6, les prédictions de notre modèle global pour la dé-
clinaison, l’inclinaison et l’intensité à Paris en bleu, ainsi que l’écart-type de l’ensemble en
traits pointillés (3σ) sur les courbes de densité de probabilité obtenues pour les modèles
régionaux (Hellio et al. 2014). Les variations sont bien reproduites pour l’inclinaison et la
déclinaison. Les données ayant servi à la construction des courbes régionales d’inclinaison
et de déclinaison proviennent de Bucur (1994) et sont toutes incluses dans les données
utilisées pour construire le modèle global. Les modèles (régionaux et globaux) utilisent
tous les deux la norme de Huber et nous avons montré qu’elle était efficace pour éviter
des oscillations dues à des données aberrantes sur les courbes régionales. Une différence
fondamentale entre ces deux modèles est que la courbe régionale tient compte des erreurs
de datation alors que le modèle global considère que l’on connaît parfaitement la date des
données. D’autre part, l’a priori utilisé pour les courbes régionales ne repose que sur des
processus de type Matérn AR2, et pas de type oscillateur amorti. Nous pensons, et c’est
ce que nous avons observé sur les courbes régionales, que nos modèles globaux vont être
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lissés par la prise en compte des erreurs de datation. Le maximum d’intensité observé sur
les courbes régionales en 850 AD est bien retrouvé par le modèle global mais légèrement
décalé temporellement. De même, pour la courbe d’inclinaison, le maximum apparaissant
autour de 800 AD sur la courbe régionale est décalé sur le modèle global. Ce décalage est
sans doute dû, lui aussi, au fait que nous n’avons pas pris en compte les erreurs de datation
dans le modèle global. Le modèle global montre des variations légèrement plus lisses que
la courbe régionale, mais reproduit bien la plupart des variations observées. Nous mon-
trons sur la figure 10.7 une courbe d’intensité obtenue pour l’hémisphère Sud (55S-25E),
dans une zone où très peu de données sont disponibles et donc où l’erreur a posteriori sur
le modèle est très importante. La dispersion de l’ensemble est légèrement plus importante
que pour la courbe à Paris.
Ces quelques résultats attestent de la validité de la méthode développée dans cette
étude. Le modèle construit s’affranchit désormais des fonctions supports telles que les
splines et des régularisations arbitraires généralement utilisées pour limiter la complexité
spatiale et temporelle du modèle. Dans notre cas, ces régularisations sont remplacées par
l’utilisation de matrices de covariances temporelles construites sur notre connaissance des
statistiques du champ magnétique. Ces covariances présentent les avantages de remplacer
l’utilisation de fonctions supports telles que les splines, d’utiliser lors de l’inversion une
information a priori basée sur les statistiques connues du champ magnétique, et ainsi de
fournir des erreurs a posteriori réalistes sur le modèle. Nous utilisons une norme de Huber
afin de limiter l’effet des données aberrantes. Cette norme évite d’imposer des erreurs mi-
nimales aux données, ce qui évite la perte d’informations contenues dans des données de
qualité. Certains effets de données aberrantes peuvent malgré tout apparaître, ce qui pré-
sente une motivation pour la construction d’une base de données la plus précise possible
comprenant des erreurs de mesures réalistes et bien contraintes. Les cartes de champ ma-
gnétique montrent certaines caractéristiques connues, comme les lobes aux hautes latitudes
ou encore l’anomalie magnétique de l’Atlantique Sud. Ces résultats se veulent uniquement
didactiques et ne doivent pas être interprétés avant d’avoir implémenté, pour les modèles
globaux, la méthode développée sur les courbes régionales pour prendre en compte les
erreurs de datation.
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Figure 10.6 – Densité de probabilité des courbes régionales de déclinaison, d’inclinaison et d’intensité à Paris
(Hellio et al. 2014). L’intensité moyenne obtenue à Paris pour le modèle global est représentée en trait plein
bleu et l’écart-type de l’ensemble en trait pointillé bleu (3σ).
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Figure 10.7 – Intensité obtenue dans l’hémisphère Sud (55S-25E) pour notre modèle (bleu) et son ensemble
(gris), ainsi que l’écart-type (3σ) de l’ensemble (bleu pointillé).
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11Conclusion
11.1 Conclusions générales
Dans cette thèse, nous nous sommes intéressés à la construction de modèles du champ
archéomagnétique sur les quatre derniers millénaires en suivant une logique bayésienne.
Cette approche est fondée sur l’utilisation de processus stochastiques Gaussiens en accord
avec les statistiques observées du champ magnétique. Ces processus constituent une infor-
mation avant estimation du modèle qui pallie la non unicité du problème inverse et évite
l’utilisation de régularisations arbitraires. Cette méthode prédit un ensemble de réalisations
statistiquement cohérentes avec les données et l’information a priori sur les processus. La
dispersion de cet ensemble de réalisations reflète l’incertitude sur notre modèle.
L’information a priori est construite en étudiant le comportement de séries temporelles
d’observations à différentes échelles de temps. Le dipôle axial est le coefficient le mieux
déterminé à basses fréquences et son a priori est construit indépendamment de ceux des
autres coefficients. Nous nous appuyons sur la forme du spectre temporel géophysique du
VADM de Constable et Johnson (2005), qui couvre des périodes allant de la centaine d’an-
nées à la centaine de millions d’années. Les hautes fréquences de ce spectre sont influen-
cées par la régularisation utilisée pour le modèle CALS7k. Les spectres de données d’ob-
servatoires permettent de compléter l’information manquante vers les hautes fréquences
(De Santis et al. 2003). D’autre part, l’étude de données sédimentaires confirme l’allure
du spectre temporel pour les périodes archéomagnétiques (Panovska 2012, Nilsson et al.
2014). Toutes ces observations s’accordent sur un spectre temporel suivant des lois puis-
sances dont la pente dépend de la gamme de fréquences considérée. A hautes fréquences,
les séries d’observatoires montrent que le spectre présente une pente de −4. Pour des fré-
quences plus basses, aux périodes archéomagnétiques, la pente du spectre est de l’ordre
de −2, pour finir par un spectre plat pour des périodes de plusieurs centaines de millions
d’années. Nous montrons qu’un processus stochastique de type oscillateur amorti permet
de bien reproduire le comportement du dipôle axial.
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Cependant, les observations de surface reflètent les statistiques pour une combinaison
linéaire de coefficients de Gauss. Nous faisons l’hypothèse que tous résultent a priori d’un
processus de type Matérn AR2. Il correspond à un spectre de pente −4 à hautes fréquences
et une pente nulle à basses fréquences. Les temps caractéristiques pour chaque degré har-
monique sont déterminés à l’aide des mesures d’observatoires et satellitaires (Gillet et al.
2013). L’analyse de simulations numériques de geodynamo confirme la forme du dipôle
axial. Elle nous fournit par ailleurs une information sur la forme des spectres des autres
coefficients. Nous montrons qu’un processus de type Matérn AR2 convient bien aux coef-
ficients autres que le dipôle axial dans les simulations numériques.
Nous avons commencé par utiliser la méthode bayésienne afin de construire des courbes
régionales (Hellio et al. 2014). L’information a priori définie sur les coefficients de Gauss a
été transposée à des séries temporelles d’inclinaison I, de déclinaison D, et d’intensité F
du champ magnétique. Nous montrons que la somme sur tous les degrés de processus de
type Matérn AR2 reproduit bien le comportement des spectres des séries temporelles de
D, I et F à basses fréquences, là où il est nécessaire de compléter l’information contenue
dans les observations. Nous avons développé une méthode qui permet la prise en compte
des erreurs de datation basée sur les méthodes MCMC (Markov Chain Monte Carlo). Ces
dernières permettent d’explorer efficacement l’espace des dates possibles, et de ne sélec-
tionner que les tirages aléatoires de dates les plus probables. Des données synthétiques ont
servi à valider notre approche qui a permis, par la suite, la construction de deux nouvelles
courbes régionales d’intensité, de déclinaison et d’inclinaison pour l’Europe de l’Ouest et
le Moyen-Orient. Nous utilisons dans cette étude la norme de Huber, qui fournit une dis-
tribution robuste des erreurs de mesures, du fait qu’elle modère l’influence des données
aberrantes. Les courbes obtenues, représentées par leurs densités de probabilités, montrent
des variations rapides, moins lisses que les variations obtenues par d’autres modèles glo-
baux (Korte et al. 2009) ou régionaux (Thébault et Gallet 2010). L’utilisation des méthodes
MCMC permet de ré-évaluer, a posteriori, la probabilité des dates des observations. Ce ré-
sultat, avec la densité de probabilité des courbes régionales, peut être utile pour la datation
archéomagnétique.
Pour finir, nous avons adapté notre méthode pour la construction de modèles globaux.
La méthode bayésienne permet directement d’estimer un modèle continu aux temps des
observations, sans passer par l’utilisation de fonctions supports comme les splines, généra-
lement utilisées dans ce type de problèmes. Nos modèles ne comprennent que les données
archéologiques et de laves, nous n’avons pas pris en compte les données sédimentaires.
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Nous faisons le choix de garder les incertitudes de mesures publiées dans les études de ter-
rain. Nous utilisons une norme de Huber afin de limiter l’influence des données aberrantes.
Notre modèle COV-ARCH-tmp utilise les processus présentés au début de cette conclusion
comme information a priori. Il couvre les quatre derniers millénaires, avec un pas d’échan-
tillonnage de 50 ans et est tronqué au degré l = 10. Nous montrons que les erreurs de
modélisation sont très faibles devant les erreurs de mesures et choisissons de les négliger.
Nous ne tenons pas compte pour l’instant des erreurs de datation pour la construction de
ce modèle. Nous retrouvons certaines caractéristiques observées aux périodes historiques
et plus récentes, notamment, l’anomalie de l’Atlantique Sud, ou les lobes symétriques aux
hautes latitudes. Nous montrons que notre modèle calculé pour des périodes récentes, est
raisonnablement proche des modèles construits à l’aide de mesures satellitaires et d’obser-
vatoires. Nous montrons ainsi que nous n’avons pas besoin de pénaliser notre modèle pour
qu’il s’accorde aux modèles historiques sur les époques récentes. Pour finir, le dipôle axial
montre des variations plus rapides que celui obtenu par d’autres modèles globaux pour le
même jeu de données (Korte et al. 2009, Licht et al. 2013). Une fois les erreurs de datation
intégrées, le modèle COV-ARCH constituera une alternative aux modèles de champ ar-
chéomagnétiques existants. Contrairement aux deux modèles de Korte et al. (2009) et Licht
et al. (2013), la régularisation ne consiste pas en la pénalisation de la complexité spatiale
et temporelle du champ magnétique, mais s’appuie sur les statistiques connues du champ
magnétique. En cela, nous fournissons des erreurs a posteriori réalistes, ce qui peut s’avérer
crucial, notamment dans le cadre de l’assimilation de données archéomagnétiques.
11.2 Perspectives
11.2.1 Considérer les erreurs de datation dans la modélisation globale
La méthode développée pour prendre en compte les erreurs de datation pour la
construction de courbes régionales peut être facilement transférée aux modèles globaux.
Nous avons montré que les méthodes MCMC permettaient d’explorer l’espace des dates
possibles de manière efficace. Néanmoins, le calcul des probabilités des dates, qui permet
la sélection des tirages, nécessite le calcul des modèles issus de chacun des tirages. Ce n’est
qu’après avoir calculé un modèle que les méthodes MCMC permettent de décider s’il faut
le garder ou non. Pour résumer, les méthodes MCMC ne nous évitent pas le calcul des
modèles, mais les modèles sont calculés à partir de tirages de dates efficacement explorées.
Nous avons estimé que 10000 tirages étaient nécessaires à une bonne exploration de l’es-
pace des dates possibles dans le cas régional pour une centaine de données. Les paramètres
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relatifs aux méthodes MCMC appliquées aux courbes régionales sont référencés dans l’an-
nexe B. Un plus grand nombre de tirages sera nécessaire pour les modèles globaux, qui
comprennent environ 10000 données lorsque l’on ne considère que les données archéolo-
giques et de laves contre une centaine pour les courbes régionales. De plus le temps de
calcul pour un problème à une dimension, comme c’est le cas pour la construction de
courbes régionales, est plus important dans le cas d’un modèle global, d’autant plus si l’on
augmente la résolution spatiale en augmentant le degré harmonique. La prise en compte
des erreurs de datation pour le calcul d’un modèle global va nécessiter l’adaptation du
code pour l’utiliser sur des serveurs de calcul plus performants.
11.2.2 Les données
L’intégration des données sédimentaires pour notre modèle global va augmenter consi-
dérablement notre collection de données, notamment pour les périodes les plus anciennes.
Néanmoins la prise en compte de ces données nécessite des précautions particulières (Nils-
son et al. 2014). De nombreuses études ont révélé des inconsistances dans la base de données
sédimentaires actuelle (Donadini et al. 2009). Ces dernières proviennent principalement des
erreurs de datation très importantes, parfois de l’ordre de 1000 ans, mais peuvent prove-
nir aussi d’erreurs systématiques sur la déclinaison ou l’inclinaison liées à des problèmes
lors de l’orientation de l’échantillon, ou encore, à des phénomènes de compaction lors du
dépôt sédimentaire qui tendent à réduire l’inclinaison. Nilsson et al. (2014) proposent un
nouveau traitement de ces données, notamment en attribuant un poids à chaque type de
données pendant l’inversion, et de nouvelles calibrations des mesures relatives. D’autre
part, les auteurs regroupent les données sédimentaires par lot de 50 ans, ce qui a pour
effet de donner plus de poids aux mesures archéologiques et de laves lors de l’inversion.
Pour finir, les âges des échantillons sédimentaires étant corrélés chronologiquement, nous
devrons en tenir compte lors de la modélisation lorsque nous considérerons les erreurs de
datation liées à ces données. Ceci est possible avec les méthodes MCMC, il suffit d’ajouter
la contrainte de la chronologie lors de la sélection des tirages.
Notre méthode pourrait aussi intégrer les données historiques dans la modélisation en
adaptant le pas d’échantillonnage des fonctions d’auto-corrélation selon le type de données
considéré. Le premier avantage serait de mieux contraindre la période historique, notam-
ment de répondre à la question du taux de décroissance du dipôle pour les XVIIème et
XVIIIème siècles, en combinant l’information des données de qualité issues des périodes
historiques aux intensités apportées par les données archéomagnétiques. D’autre part, la
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corrélation temporelle permettrait de propager l’information contenue dans les données
historiques aux époques plus anciennes.
11.2.3 Accès libre aux modèles
Nous envisageons de publier le code nécessaire à la construction de courbes régionales.
A partir d’un jeu de données quelconque de mesures d’intensité, de déclinaison ou d’in-
clinaison, contenant les erreurs de datation et de mesures associées à chaque donnée, le
code fournira la densité de probabilité sur la période demandée, ainsi que la probabilité
des dates de chaque mesure a posteriori. Ces courbes pourront être utilisées notamment
pour la datation archéologique.
Quand les erreurs de datation et les données sédimentaires seront inclues dans notre
méthode de modélisation globale, nous pourrons aussi publier le modèle COV-ARCH qui
en résultera. Le modèle fourni contiendra un ensemble de réalisations représentant les
erreurs a posteriori. Ce modèle pourra ensuite être utilisé pour différentes applications,
notamment comme données d’entrée pour l’assimilation de données archéomagnétiques.
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AD, I and F covariances
In this Appendix, we derive the statistical properties (i.e. mean values and covariances)
of the inclination I, declination D, and intensity F of the magnetic field at a location of lon-
gitude φ and colatitude θ at the surface of the Earth. We assume that the Gauss coefficients
describing the magnetic field are the result of a random stationary process, are characteri-
zed by a null mean value (except for the axial dipole, whose mean value is noted g¯01), are
independent from each other, and have a covariance function that depends only on degree
n :
Cov(gmn (t), g
m
n (t + τ)) = Cov(h
m
n (t), h
m
n (t + τ)) = Kn(τ) (A.1)
Such assumptions amount to impose that the statistical properties of the deviation of the
magnetic field from an axial dipole are invariant over the surface of the Earth (as demons-
trated in (Hulot et Bouligand 2005)).
We first derive the statistical properties of the north X, east Y, and downward Z com-
ponents of the magnetic field. Their expressions (for a truncation degree N) at the surface
of the Earth are (e.g. Langel 1987) :
X(t) =
N
∑
n=1
n
∑
m=0
[gmn (t) cos mφ+ h
m
n (t) sin mφ]
dPmn (cos θ)
dθ
Y(t) =
1
sin θ
N
∑
n=1
n
∑
m=0
m [gmn (t) sin mφ− hmn (t) cos mφ] Pmn (cos θ)
Z(t) = −
N
∑
n=1
(n + 1)
n
∑
m=0
[gmn (t) cos mφ+ h
m
n (t) sin mφ] P
m
n (cos θ)
. (A.2)
Because only g01 has a non-zero mean value, the mean values of X, Y, and Z are simply
X = −g01 sin θ ; Y = 0 ; Z = −2g01 cos θ . (A.3)
Because of the independence of Gauss coefficients, and because their covariance func-
tion depends only on the spherical harmonic degree n, covariances on X, Y and Z simplify
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into : 
Cov(X(t), X(t + τ)) =
N
∑
n=1
Kn(τ)
n
∑
m=0
(
dPmn (cos θ)
dθ
)2
Cov(Y(t), Y(t + τ)) =
1
sin2 θ
N
∑
n=1
Kn(τ)
n
∑
m=0
m2 (Pmn (cos θ))
2
Cov(Z(t), Z(t + τ)) =
N
∑
n=1
(n + 1)2Kn(τ)
n
∑
m=0
(Pmn (cos θ))
2
Cov(X(t), Y(t + τ)) = 0
Cov(Y(t), Z(t + τ)) = 0
Cov(X(t), Z(t + τ)) = −
N
∑
n=1
(n + 1)Kn(τ)
n
∑
m=0
dPmn (cos θ)
dθ
Pmn (cos θ)
. (A.4)
Such expressions can be further simplified using the following relations for Schmidt nor-
malized associated Legendre functions (Winch et Roberts 1995) :
n
∑
m=0
(Pmn (cos θ))
2 = 1
n
∑
m=0
(
dPmn (cos θ)
dθ
)2
=
n(n + 1)
2
n
∑
m=0
( m
sin θ
Pmn (cos θ)
)2
=
n(n + 1)
2
n
∑
m=0
dPmn (cos θ)
dθ
Pmn (cos θ) = 0
. (A.5)
We therefore deduce that :
Cov(X(t), X(t + τ)) =
N
∑
n=1
n(n + 1)
2
Kn(τ)
Cov(Y(t), Y(t + τ)) =
N
∑
n=1
n(n + 1)
2
Kn(τ)
Cov(Z(t), Z(t + τ)) =
N
∑
n=1
(n + 1)2Kn(τ)
, (A.6)
and that the series of X, Y, and Z recorded at a same location are independent from each
other :
Cov(X(t), Y(t + τ)) = Cov(Y(t), Z(t + τ)) = Cov(X(t), Z(t + τ)) = 0 (A.7)
The declination D, inclination I and intensity F of the magnetic field are not linearly
related to the components X, Y, and Z :
D = arctan
Y
X
; I = arctan
Z√
X2 +Y2
; F =
√
X2 +Y2 + Z2 . (A.8)
Let us denote A = (X, Y, Z) and B = (D, I, F). If the vector A does not depart much from
its mean value A (corresponding to the mean axial dipole), the above non-linear relations,
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noted B = ψ(A), can be approximated using a first-order Taylor expansion :
Bk = ψk(A) +∑
i
∂ψk
∂Ai
∣∣∣∣
A
(Ai − A) . (A.9)
The mean value of B is therefore approximated by :
Bk = ψk(A) (A.10)
Combining equations (A.10), (A.3), and (A.8), we obtain the expression for the mean value
of D, I, and F :
D = 0 (pi if g01 > 0) ; I = −sgn(g01) arctan
(
2
tan θ
)
; F = |g01|
√
1+ 3 cos2 θ , (A.11)
and the covariance matrix for B is approximated by :
Cov(Bk(t), Bl(t + τ)) =∑
i
∑
j
∂ψk
∂Ai
∣∣∣∣
A
∂ψl
∂Aj
∣∣∣∣
A
Cov(Ai(t), Aj(t + τ)) . (A.12)
Because the series of X, Y, and Z are independent of each other, this expression can be
simplified into :
Cov(Bk(t), Bl(t + τ)) =∑
i
(
∂ψk
∂Ai
∣∣∣∣
A
)2
Cov(Ai(t), Ai(t + τ)) . (A.13)
This expression involves the partial derivative of D, I, and F with respect to X, Y, and Z
evaluated at (X, Y, Z) :
∂D
∂X
∣∣∣∣
A
= 0 ;
∂D
∂Y
∣∣∣∣
A
= − 1
g01 sin θ
;
∂D
∂Z
∣∣∣∣
A
= 0
∂I
∂X
∣∣∣∣
A
= − 2 cos θ|g01|(1+ 3 cos2 θ)
;
∂I
∂Y
∣∣∣∣
A
= 0 ;
∂I
∂Z
∣∣∣∣
A
=
sin θ
|g01|(1+ 3 cos2 θ)
∂F
∂X
∣∣∣∣
A
= − sgn(g
0
1) sin θ√
1+ 3 cos2 θ
;
∂F
∂Y
∣∣∣∣
A
= 0 ;
∂F
∂Z
∣∣∣∣
A
= −2sgn(g
0
1) cos θ√
1+ 3 cos2 θ
.
(A.14)
Finally, combining equations (A.13), (A.6), and (A.14), we obtain the following approxima-
ted expressions for the covariances of D, I, and F :
Cov(D(t), D(t + τ)) =
1
2(g01)2 sin
2 θ
N
∑
n=1
n(n + 1)Kn(τ)
Cov(I(t), I(t + τ)) =
2 cos2 θ
(g01)2(1+ 3 cos2 θ)2
N
∑
n=1
n(n + 1)Kn(τ) +
sin2 θ
(g01)2(1+ 3 cos2 θ)2
N
∑
n=1
(n + 1)2Kn(τ)
Cov(F(t), F(t + τ)) =
sin2 θ
2(1+ 3 cos2 θ)
N
∑
n=1
n(n + 1)Kn(τ) +
4 cos2 θ
1+ 3 cos2 θ
N
∑
n=1
(n + 1)2Kn(τ)
,
(A.15)
and the cross-covariances within the different quantities :
Cov(D(t), I(t + τ)) = 0
Cov(I(t), F(t + τ)) = 0
Cov(I(t), F(t + τ)) = − cos θ sin θ
g01(1+ 3 cos2 θ)3/2
N
∑
n=1
(n + 1)(n + 2)Kn(τ)
. (A.16)
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Annexe B. Parameters used in the MCMC method. Number N of iterations per chain, σMCMC and
number NMCMC of draws selected by the Markov rules. The number of lines corresponds to the number
of chains used for each figure.
N σMCMC NMCMC N σMCMC NMCMC
Fig. 7.3a 10000 50 6926 10000 5 3348
10000 50 6953 10000 5 3424
Fig. 7.3b 10000 10 3821 Fig. 7.4c 10000 1 3200
10000 10 3820 10000 1 2830
10000 10 3777 10000 1 2050
Fig. 7.3c 1000 100 962 10000 1 3157
1000 100 970 10000 1 2825
1000 100 962 10000 1 3856
Fig. 7.3d 10000 50 4439 10000 1 3812
10000 50 4442 10000 1 3132
10000 50 4437 10000 1 3156
10000 50 4442 10000 1 3166
Fig. 7.3e 10000 50 4351 Fig. 7.7a 10000 2 5000
10000 50 4392 10000 2 5170
10000 50 4268 10000 2 5002
10000 50 4463 10000 2 4718
Fig. 7.4a 10000 30 2980 Figs. 7.7(b and c) 10000 2 3990
10000 30 2950 10000 2 3180
10000 30 3050 10000 2 2480
10000 30 3090 10000 2 3480
10000 30 3010 10000 2 3492
Fig. 7.4b 10000 5 3379
10000 5 3491
10000 5 3576
10000 5 3062
10000 5 3622
10000 5 3593
10000 5 3516
10000 5 3330
10000 5 3132
10000 5 3166
10000 5 3348
10000 5 3424
CCoefficients gml pour l’oscillateuramorti
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