We investigate the newly introduced model of learning with correction queries in the context of query learning. We present necessary and sufficient conditions for a class of languages to be inferable within this setting. We also offer a complete picture of how is the model of learning with corrections related with other well-established learning models, like the model of learning in the limit from positive data, or the one of learning with membership queries. As an application, we show that the class of k-reversible languages is learnable with correction queries.
Introduction
The field of learning formal languages was practically introduced by Gold [1] in 1967, in an attempt to construct a precise model for the notion of ''being able to speak a language''. He imagined language learning as an infinite process in which the learner has access to a growing sequence of positive examples (learning from text) such that all strings in the language are assumed to appear at some point, or to an informant (learning from informant) who can state whether a given string is in the language or not. After each new piece of information is received, the learner must make a guess about the language. A class of languages is said to be learnable in the limit from text (or informant) if, after a finite time, the guesses are all the same and are correct. Note that we never know when the algorithm converges.
In the same paper Gold also introduces the notion of finite identification (from text or informant). The main difference between this model and learning in the limit model is that the learner has to stop the presentation of information at some finite time when he ''feels'' that he has received enough, and state the identity of the target language.
In [2] Angluin gives several necessary and sufficient conditions for a class of languages to be learnable in the limit from positive data. Twelve years later, the class of languages finitely identifiable from text (informant) is independently described by Mukouchi [3] and Lange and Zeugmann [4] in terms of definite finite tell-tales (pairs of definite finite tell-tales, respectively).
All the models mentioned so far are also known in the literature as Gold-style learning. A totally different language learning model is the query learning model, introduced by Angluin in 1987 [5] . In this setting the learner has access to a truthfully oracle which is allowed to answer specific kind of queries. In [5] a polynomial time query learning algorithm for the class of minimal complete deterministic finite automata (DFAs) is given, in which the learner can ask membership queries (MQs) and equivalence queries (EQs). There are though other types of possible queries: subset, superset, disjointness and exhaustive queries [6] , structured MQs [7] , etc.
Although these two learning models seem to be quite different at a first glance, S. Lange and S. Zilles showed that in fact there is a strong correlation between them [8] . They prove, for example, that the class of languages learnable with MQs coincides with the class of languages finitely identifiable from informant, and that learning with EQs is equally powerful as learning in the limit from informant (for more details, see [8] [9] [10] [11] [12] ).
As mentioned previously, the study of formal language learning has its origins in the desire to understand better how children learn so effortlessly their native language. Still, none of these models accurately describes the process of human language learning. Moreover, even the presence of negative information in the process of children language acquisition is subject to a long and still unsolved debate. Clearly, children are not explicitly provided with negative examples (words that are not in the language or ungrammatical sentences). Yet, they are corrected when they make mistakes, and this can be thought of as negative information. Actually, these ideas can be found in Gold's pioneering paper [1] . Although he points out that ''those working in the field generally agree that most children are rarely informed when they make grammatical errors, and those that are informed take little heed'', he suggests that maybe ''the child receives negative instances by being corrected in a way we do not recognize''.
Motivated by these aspects of human language acquisition, L. Becerra-Bonache and T. Yokomori propose replacing MQs with a new type of query, called correction queries (CQs): ''Correction queries are an extension of membership queries. In the case of correction queries, if the answer is ''no'', then a corrected string is returned'' [13] . However, in the above mentioned paper, the formal definition of this new object is left as future research direction.
The idea of extending MQs by providing feedback when the queried string is not in the target language appears also in [14] . S. Jain and E. Kinber motivate the use of a nearest positive example by an observation discussed, in particular, in [15] : ''while learning a language, in addition to overt explicit negative evidence (when a parent points out that a certain statement by a child is grammatically incorrect), a child often receives also covert explicit evidence in form of corrected or rephrased utterances'' [14] .
The first formal definition of CQs appears in a paper by Becerra-Bonache, Dediu and Tîrnăucă [16] , in which the given algorithm -a straightforward modification of Angluin's L * -allows the learner to identify any minimal complete DFA from CQs and EQs in polynomial time. Several other types of CQs have been introduced in the meantime, such as length bounded correction queries [17] or edit distance based correction queries [18, 19] . A comparison between all these models can be found in [17] .
In this paper we focus on the original definition of CQs given in [20] and provide necessary and sufficient conditions for a class of languages to be learnable with this type of CQs (Section 3). We consider only classes of recursive languages, and neglect time complexity issues. Preliminary notions and results are presented in Section 2. In Section 4 we show some relations between the model of learning with CQs and other well-known language learning models. Section 5 contains an example of a language class, namely the class of k-reversible languages, proved to be learnable with CQs by using the conditions introduced in the previous sections. Concluding remarks and future work ideas are presented in Section 6.
Preliminaries
We assume that the reader is familiar with basic notions from formal language theory. A wealth of further information about this area can be found in [21] .
Let Σ be a finite alphabet of symbols. By Σ * we denote the set of all finite strings of symbols from Σ. A language is any set of strings over Σ. The length of a string w is denoted by |w|, and the concatenation of two strings u and v by uv or u · v. Similarly, the concatenation of two sets L 1 and L 2 is
The empty string (i.e., the unique string of length 0) is denoted by λ, and Σ + = Σ * \{λ}. If w = uv for some u, v ∈ Σ * , u is a prefix of w and v is a suffix of w. By Σ ≤k and Σ k we denote the sets {w ∈ Σ * | |w| ≤ k} and {w ∈ Σ * | |w| = k}, respectively. Then Pref (L) is the set {u | ∃v ∈ Σ * such that uv ∈ L} of all prefixes of a language L ⊆ Σ * , and Tail L (u) = {v | uv ∈ L} is the left-quotient of L and u. Thus, Tail L (u) = ∅ if and only if u ∈ Pref (L). Also, we denote by RE and Rec the class of recursively enumerable languages and the class of recursive languages, respectively. Given a language L ⊆ Σ * , one can define the following relation on strings: u 1 ≡ L u 2 if and only if for all u in Σ * ,
It is easy to show that ≡ L is an equivalence relation, and thus it divides the set of all finite strings into one or more equivalence classes. We denote by [u] L (or simply [u] , when there is no confusion) the equivalence class of the string u, i.e., {u | u ≡ L u}, and by Σ * / ≡ L the set of all equivalence classes induced by ≡ L on Σ * . For any regular language L, the number of equivalence classes of ≡ L (also called the index of L) is finite.
Assume that Σ is a totally ordered set, and let ≺ lex be the lexicographical order on Σ * . Then, the lex-length order ≺ on Σ * is defined by: u ≺ v if either |u| < |v|, or else |u| = |v| and u ≺ lex v. In other words, strings are compared first according to length and then lexicographically.
Let C be a class of non-empty recursive languages over Σ * . We say that C is an indexable class if there is an effective enumeration (L i ) i≥1 of all and only the languages in C such that membership is uniformly decidable, i.e., there is a computable function that, for any w ∈ Σ * and i ≥ 1, returns 1 if w ∈ L i , and 0 otherwise. Such an enumeration will subsequently be called an indexing of C. We will use the notation C = (L i ) i≥1 to denote an indexable class.
Learning models
An important aspect when speaking about a learning model is the choice of the hypotheses space [22, 23] . It is clear that the hypotheses space must contain at least one description for each target language. That is why many authors investigated the case where the indexed family itself is the hypotheses space (for example, Angluin [24, 2] , Shinohara [25] , Jantke [26] , Mukouchi [27] ). This model is referred in the literature as exact learning.
One may also choose as hypotheses space for a language class C a sequence H = G 0 , G 1 , . . . of grammars such that each grammar describes a language in the class to be learned (i.e., L(G i ) ∈ C). This model is known in the literature as class preserving. Also, allowing a class comprising hypotheses space (i.e., a hypotheses space H = G 0 , G 1 , . . . such that for every L ∈ C there exists G i ∈ H with L(G i ) = L) might lead to better learnability capabilities. For example, S. Lange and T. Zeugmann show that in the case of conservative learners, class preserving learning is more powerful than exact learning and less powerful than class comprising learning [28] .
For the sake of simplicity, in this paper we follow Angluin [2] and restrict to exact learning.
Query learning
In the query learning model a learner has access to an oracle that truthfully answers queries of a specified kind. A query learner Alg is an algorithmic device that, depending on the reply of the previous queries, either computes a new query, or returns a hypothesis and halts.
More formally, let C = (L i ) i≥1 be an indexable class, L an arbitrary language in C and Alg a query learner. We say that Alg learns L using some type of queries if it eventually halts and its only hypothesis, say i, correctly describes L, i.e., L i = L.
So, Alg returns its unique and correct guess i after only finitely many queries. Moreover, Alg learns C using some type of queries if it learns every L ∈ C using queries of the specified type. Below we consider:
Membership queries. The input is a string w, and the answer is 'yes' or 'no', depending on whether or not w belongs to the target language L.
Correction queries. The input is a string w, and the answer is the smallest string (in lex-length order) w such that ww belongs to the target language L if w ∈ Pref (L), and the special symbol θ ∈ Σ otherwise. We denote the correction of a string w with respect to the language L by C L (w).
Equivalence queries. The input is an index j of some language L j ∈ C. If L = L j , the answer is 'yes'. Otherwise together with the answer 'no', a counterexample from (L j \L) ∪ (L\L j ) is supplied.
The collections of all indexable classes C for which there is a query learner Alg such that Alg learns C using membership, correction, and equivalence queries are denoted by MemQ , CorQ and EquQ , respectively.
In this paper we also investigate those classes of languages for which a teacher can be effectively implemented. More precisely, we look into indexable classes C = (L i ) i≥1 which have the following property (A): there exists a recursive function f :
= v for any w ∈ Σ * and L i ∈ C. Note that for an arbitrary recursive language L, the prefix Pref (L) is not necessary recursive. Moreover, an indexable class C = (L i ) i≥1 has property (A) if and only if Pref (L i ) is recursive for all i ≥ 1.
For this purpose, we denote by CorQ (A) the collection of classes of languages in CorQ for which condition (A) is satisfied.
Similarly, MemQ (A) is defined. Clearly, for the language classes in CorQ (A) the answers to the correction queries can be effectively computed. That is why in this case we speak about a teacher instead of an oracle.
Gold-style learning
In order to present the Gold-style learning models we need some further notions, briefly explained below (for details, see [1, 2, 29] ).
Let L be a non-empty language. A text for L is an infinite
be an indexable class. An inductive inference machine (IIM) is an algorithmic device that reads longer and longer initial segments σ of a text (informant), and outputs numbers as its hypotheses. An IIM returning some i is construed to hypothesize the language L i . Given a text (an informant) σ for a language L ∈ C, Alg learns L from σ if the sequence of hypotheses output by Alg, when fed σ , stabilizes on a number i (i.e., past some point Alg always outputs the hypothesis i) with L i = L. We say that Alg learns C from text (informant) if it identifies each L ∈ C from every corresponding text (informant).
A slightly modified version of the learning in the limit model is the so-called model of conservative learning (see [28, 30] for more details). A conservative IIM is only allowed to change its mind in case its actual guess contradicts the data seen so far.
As above, LimTxt (LimInf ) denotes the collection of all indexable classes C for which there is an IIM Alg such that Alg identifies C from text (informant). One can similarly define ConsvTxt and ConsvInf , for which the inference machines should be conservative IIMs.
Although an IIM is allowed to change its mind finitely many times before returning its final and correct hypothesis, in general it is not decidable whether or not it has already output its final hypothesis. Hence, the learner must go on processing information forever because there is always the possibility that some future information will force him to change his guess. As opposed to that, in the finite identification model, the learner is required to know when his answer is correct, that is, he has to stop the presentation of information at some finite time when he thinks it has received enough, and state the identity of the unknown object (see [1] ). The corresponding models FinTxt and FinInf are defined as above.
Preliminary results
There has been quite a lot of works done for comparing the aforementioned learning methods and finding nice characterizations for the classes of languages inferable within specific settings. We present in what follows only those results that will be needed in our proofs (see [31] for details).
Theorem 2 (Angluin [2] ). The class C = (L i ) i≥1 is in LimTxt if and only if there exists an effective procedure which on any input i ≥ 1 enumerates a finite tell-tale of L i . Theorem 3 (Zeugmann, Lange, Kapur [28] ). The class C = (L i ) i≥1 belongs to ConsvTxt if and only if there exists an uniformly computable family (T j i ) i,j≥1 of finite sets such that (1) for all L ∈ C, there exists i with L i = L and T j i = ∅ for almost all j ≥ 1;
Theorem 5 (Mukouchi [3] ). The class C = (L i ) i≥1 is in FinInf if and only if a pair of definite finite tell-tales of L i is uniformly computable for any i ≥ 1.
Since the class FinInf coincides with MemQ (see [8] , for example), we get the following corollary. There is a strong relation between query learning models and Gold-style learning models [8] :
Necessary and sufficient conditions
In this section we give necessary and sufficient conditions for a class of languages to be learnable with correction queries. For this, we need some further definitions and notations.
We say that a language L is consistent with a triple of sets
(1) T , F and U are finite,
In what follows we will use the notion of convergence in the following way: we say that a series of triples of sets T j , F j , U j j≥1 converges, in the limit, to some triple T * , F * , U * if there exists an N ≥ 1 such that for all n ≥ N, T n , F n , U n = T * , F * , U * . Proposition 7 (Necessary Condition). If the class C = (L i ) i≥1 is in CorQ , then there exists an effective procedure which for any input i ≥ 1 enumerates an infinite series of triples T j , F j , U j j≥1 such that it converges in the limit to a triple of definite finite tell-tales of L i .
Proof. Let C = (L i ) i≥1 be an indexable class in CorQ , and Alg a query learning algorithm that learns C using CQs. Since the class C does not necessarily have property (A), the answers to CQs might not always be computable. But, if L is an arbitrary language in C, then for any finite subset L of L, a teacher who can answer CQs with respect to L can be easily implemented.
We will use this observation to design an effective procedure as described above. So, whenever the oracle is queried with the string w, our teacher will return the value C L (n) (w) where n is a fixed natural number and L (n) = {w ∈ L | |w| ≤ n}. Of course, C L (n) (w) and C L (w) might be different, so Alg is not sure to converge anymore (and even if it does, it might converge to a language that is different from the target one). That is why we only run it for at most a finite number of steps, avoiding possible loops.
Algorithm 1 A series convergent to a triple of definite finite tell-tales 1: Input: the target language L 2: n := 0 3: while TRUE do 4: n := n + 1 5: run Alg on L at most n steps, and collect the sequence of queries and answers from the implemented teacher w.r.t. the language L (n) in QA n 6:
output T n , F n , U n 10: end while Let us show that the sequence of triples produced by Algorithm 1 converges to a triple of definite finite tell-tales. If QA * is the sequence of queries and answers processed by Alg when learning L and m the number of time steps that Alg performs
Since the algorithm Alg is assumed to identify a unique language from the class C, we obtain L i = L. Hence, T * , F * , U * is a triple of definite finite tell-tales of L.
If we take l = max{|wv| | (w, v) ∈ QA * }, where the length of θ is defined as 0, we have that for all n ≥ l and all pairs
Corollary 8. If the class C = (L i ) i≥1 is in CorQ , then a triple of definite finite tell-tales of L i does exist for any index i. Proposition 9 shows that having a way of computing such a triple is a sufficient condition for an indexable class of languages to be in CorQ .
Proof. Let C = (L i ) i≥1 be an indexable class for which a triple of definite finite tell-tales T i , F i , U i is uniformly computable for any index i, and let w 1 , w 2 , . . . be the lex-length enumeration of all words in Σ * . If L is the target language, then the following query learning algorithm identifies L using CQs.
It is not very difficult to see that if Algorithm 2 outputs a hypothesis, then it is the correct one. Indeed, since we constructed
, it is clear that as soon as we have T i ⊆ T , F i ⊆ F and U i ⊆ U for some i ≥ 1, the target language L is consistent with the triple T i , F i , U i , and hence the algorithm outputs i such that L i = L. Now, let us prove that after asking a finite number of queries, the sets T , F and U will be large enough to include T i , F i and U i , respectively, where i is the smallest index such that L i = L. Let k 1 , k 2 , k 3 and k be such that
Consider the sets T , F , U constructed after receiving the corrections for the strings w 1 , w 2 , . . . , w k . 1. If w ∈ T i , then w w k and C L (w) = λ. Hence, w ∈ T . 2. If w ∈ U i , then w w k and C L (w) = θ . Hence, w ∈ U. 3. If w ∈ F i , then w w k and C L (w) = λ. We distinguish two cases. Either C L (w) ∈ Σ + and then w is added to F at line 9 of the algorithm, or C L (w) = θ and w is added to F at line 5 of the algorithm. In both of the cases, w ∈ F .
We have seen that after reading corrections of at most k strings, T i ⊆ T , F i ⊆ F and U i ⊆ U, and since i is smaller than or equal to k, the algorithm outputs the (correct) hypothesis i.
Algorithm 2 A correction query algorithm for the language L in C 1: T := ∅, F := ∅, U := ∅, j := 1 2: while TRUE do 3: get from the oracle the value of C L (w j ) 4: if (C L (w j ) = θ) then 5:
if C L (w j ) = λ then 9:
end if 11: end if 12: for i := 1 to j do 13: if (T i ⊆ T , F i ⊆ F and U i ⊆ U) then 14: output i and halt 15: end if 16: end for 17 :
In what follows, we show that an indexable class with property (A) is learnable with CQs if and only if each language of that class is uniquely characterized by a triple of finite sets.
Proposition 10 (Necessary Condition for CorQ
, then a triple of definite finite tell-tales of L i is uniformly computable for any index i.
Proof. Let C = (L i ) i≥1 be an indexable class in CorQ (A) , and take Alg to be a query learning algorithm that learns C = (L i ) i≥1
using CQs. Notice that in this case the answer to any CQ can be effectively computed. Algorithm 3 computes a triple of definite finite tell-tales for an arbitrary language L in C. Indeed, it is straightforward to show that T , F , U is a triple of definite finite tell-tales for L (a similar argument is used in the proof of Proposition 7).
The following theorem is a direct consequence of Propositions 9 and 10, and provides a characterization for the class CorQ (A) . A question which naturally arises is whether or not CorQ and CorQ (A) are equal. Although intuitively this is not the case, finding a class of languages in CorQ \CorQ (A) is not trivial. It was A. Okhotin who drew our attention to a recursive language L such that Pref (L) is not recursive.
We have the following lemma.
Lemma 12 (Okhotin [32] ). For every Turing machine (TM) M over an input alphabet Σ there exists an alphabet Γ and an encoding of computations Cod M : Σ * → Γ * , such that the language VALC (M) = {w Cod M (w) | w ∈ Σ * and Cod M (w) is an accepting computation} over the alphabet Ω = Σ ∪ Γ ∪ { } is an intersection of two LL(1) linear context-free languages L 1 , L 2 ⊆ Σ * Γ * . Given M, the corresponding LL(1) linear context-free grammars can be effectively constructed.
For the sake of self-containment, we present here the proof in [32] .
Sketch of a proof. Let V ⊃ Σ be the tape alphabet of M, let Q be its set of states, define Γ = V ∪ Q ∪ { }. Encode an instantaneous description of M after i steps of computation on w ∈ Σ * as a word ID i = αqaβ ⊆ V * QV + , where the machine is in the state q and its head scans the symbol a. A computation history of M on w is encoded as Cod M (w) = ID 0 · · ID 1 · · . . . · · ID n−1 · · ID n · · (ID n ) R · · . . . · · (ID 1 ) R · · (ID 0 ) R
where by x R we denote the reverse of the string x.
It remains to construct two LL(k) linear context-free grammars G 1 and G 2 , such that L(G1) ∩ L(G2) = VALC (M). The first grammar specifies the following conditions:
(1) ID R 0 = (q 0 a 1 a 2 . . . a m ) R , i.e., the computation is indeed on the word a 1 a 2 . . . a m . This is an instance of the construct {xcx R | x ∈ {a, b} * }. (2) For all i (0 ≤ i < n), ID i on the left and (ID i+1 ) R on the right are consecutive configurations of the Turing machine. Since M is deterministic, the symbols in (ID i+1 ) R are completely determined by the corresponding symbols in ID i , hence this can be checked using LL(1) rules. (3) ID n is a final configuration of M. The double marker instructs the grammar to simulate a finite automaton that recognizes final configurations.
The second grammar simply verifies that, for every i, ID i on the left and (ID i ) R on the right are indeed reverses of each other. This is another instance of {xcx R | x ∈ {a, b} * }. Corollary 13. For every TM M, the language VALC (M) is recursive.
Let us now take a TM M 0 such that L(M 0 ) ⊆ Σ * for some finite alphabet Σ and L(M 0 ) ∈ RE\Rec. By Corollary 13, VALC (M 0 ) is recursive. On the other hand, Pref (VALC(M 0 )) ∩ Σ * = L(M 0 ) , and hence, Pref (VALC(M 0 )) ∈ RE\Rec. Hence, given a string w in Ω, the answer to C VALC (M 0 ) (w) is not computable because Pref (VALC(M 0 )) is not recursive. Now that we have a language with this property, we can construct a class of languages C 1
where a is any symbol in Σ. It is an easy exercise to construct a CQ algorithm that learns C 1 = (L 1 i ) i≥0 (asking the correcting string of λ suffices).
Comparison between different learning models
Using the results from the previous section, we present in what follows the relations between correction query learning models and other learning models.
MemQ and CorQ (A) are incomparable
Let us first show that MemQ \CorQ (A) is not empty. We define L 2 i = {a n | n ∈ K i } for all i ≥ 1. Then C 2 = (L 2 i ) i≥1 is an indexable class with property (A).
Proof. We first prove that C 2 = (L 2 i ) i≥1 ∈ CorQ (A) by using the characterization of the class CorQ (A) in terms of triples of definite finite tell-tales (see Theorem 11) . For an arbitrary index i ≥ 1, we define T i = L 2 i , l = max{n | n ∈ K i }, F i = {a n | n ∈ {1, . . . , l}\K i } and U i = {a l+1 }. Clearly, the sets T i , F i and U i are all finite, and the language L 2 i is consistent
Putting together these last two results we obtain
for L 2 i , and moreover, it can be uniformly computed.
Let us now assume that C 2
Then, by Corollary 6, a pair of definite finite tell-tales T i , F i of L 2 i is uniformly computable for any i ≥ 1. Let us fix i, take l = max{n | a n ∈ F i }, and set j to be the index for which K j = K i ∪{l+1}.
Then, L 2 j is also consistent with the pair
This last result can be extended to any alphabet Σ = {a 1 , a 2 , . . . , a n }, if we set L 2 i to be {a 1 a 2 . . . a n−1 a m n | m ∈ K i } for any index i.
MemQ is strictly included in CorQ
We have the following theorem.
Theorem 16. MemQ is included in CorQ .
Proof. Assume that C = (L i ) i≥1 is in MemQ . Then by Corollary 6, a pair of definite finite tell-tales T i , F i of L i is uniformly computable for any index i. We show that T i , F i , ∅ is a triple of definite finite tell-tales of L i . Clearly, T i is a finite subset for L i , F i is a finite subset of Σ * \L i , and the empty set is a finite subset of Σ * \Pref (L i ). Let us now take j such that L j is consistent with the triple T i , F i , ∅ . Because T i , F i is a pair of definite finite tell-tales of L i , T i ⊆ L j and F i ⊆ Σ * \L j , we obtain L j = L i , and hence T i , F i , ∅ is a triple of definite finite tell-tales for L i . Using Proposition 9, it follows immediately that C = (L i ) i≥1 is in CorQ .
Notice that the inclusion is strict since C 2 = (L 2 i ) i≥1 ∈ CorQ \MemQ (as a consequence of Lemma 15) .
Because the class MemQ is strictly included in CorQ , we obtain that CQs are more powerful than MQs, and they cannot be simulated by a finite number of MQs.
CorQ (A) is strictly included in ConsvTxt
Proof. If C = (L i ) i≥1 is in CorQ (A) then, by Proposition 10, a triple of definite finite tell-tales
computable for any index i. Moreover, we can assume without loss of generality that for all i ≥ 1, T * i is not empty.
For all i, j ≥ 1, we define T j i to be the set T * i . Clearly, (T j i ) i,j≥1 is a uniformly computable family of finite sets. Let us show that it also satisfies the three conditions of Theorem 3.
(1) for all L ∈ C, there exists i with L i = L and T j i = ∅ for almost all j ≥ 1;
True -they are all non-empty.
(2) for all i, j ≥ 1,
Let us now show that the inclusion is strict. For this, we denote by I(n) the set of all positive integral multiples of n.
Let the collection of all finite non-empty sets of prime positive integers be P 1 , P 2 , P 3 , . . . indexed, for example, in order of increasing p∈P i p. Then, take Σ = {a}, R i = ∪ p∈P i I(p) and
Proof. Let us first notice that one can easily construct a conservative IIM that learns the class C 3 = (L 3 i ) i≥1 : it is enough to update the hypothesis only when in the presentation of information a string a n appears, and n is either a prime number or a power of a prime number that was not seen before.
Now let us assume that
i does exist, for any index i.
For any set S ⊆ Σ * , by Num(S) we denote the set {|w| | w ∈ S}.
Let us now choose a prime number p such that I(p) ∩ Num(F i ) = ∅ and p ∈ P i , and take j such that P j = P i ∪ {p}. Clearly,
The empty set is trivially included in any set, and hence U i ⊆ Σ * \Pref (L 3 j ).
We found an index j such that L 3
As a direct consequence we obtain that C 3
CorQ is strictly included in LimTxt
Theorem 19. CorQ is included in LimTxt.
Proof. Let C = (L i ) i≥1 be in CorQ . To prove this theorem, we use Angluin's characterization for the class of languages identifiable in the limit from positive data. Thus, by Theorem 2, it will be enough to show that there exists an effective procedure that enumerates a finite tell-tale of L i on any input i ≥ 1.
1 The example is taken from [2] .
Let us fix the target language L i , and consider the Algorithm 1 described in the proof of Proposition 7. We can modify it to output, instead of the triple T j , F j , U j , only the elements of the set T j which did not appear previously, for all j ≥ 1 (in order to avoid duplications). We show that the set T := ∪ j≥1 T j is finite, and moreover, it is a finite tell-tale of L i . Indeed, we have seen in the proof of Proposition 7 that for all n ≥ N, T n , F n , U n = T * , F * , U * is a triple of definite finite tell-tales for L i . Clearly, T n = T * is a finite tell-tale of L i (a similar argument was used in the proof of Theorem 17). But T = ∪ j≥1 T j = ∪ N j=1 T j is a finite set included in L i , and hence it is also a finite tell-tale of L i .
Clearly, the inclusion is strict since C 3 = (L 3 i ) i≥1 is in LimTxt and not in CorQ .
CorQ , ConsvTxt and LimTxt
We have seen that both CorQ and ConsvTxt are strictly included in LimTxt. In what follows, we show that there are languages in LimTxt which are not in ConsvTxt ∪ CorQ . For this, consider the class of languages described by Angluin in [2] , pp. 131-132.
Let us fix the alphabet Σ = {a}, and take a standard enumeration M 1 , M 2 , M 3 , . . . of IIMs and some computable pairing function ·, · :
where p k is the kth prime number. Let σ k be the sequence a p k , a p 2 k , a p 3 k , a p 4 k , . . . , of strings of length positive powers of p k . For all j > 1, run the computation of M k on input σ k for j steps. If during this computation, M k guesses k, 1 , then let U k,j be the set of input strings read by M k up to the first time it guesses k, 1 . If M k does not guess k, 1 during the first j steps of its computation on
is an indexed family of non-empty recursive languages.
CorQ . Assume by contrary that it is. Then, since C 4 = (L 4 i ) i≥1 has property (A), it follows by Theorem 11 that
is in ConsvTxt, a contradiction.
Next we give an example of an indexed family of non-empty recursive languages in CorQ \ConsvTxt. We will use as starting point the class C 4 = (L 4 i ) i≥1 , modifying it in order to become learnable with CQs. The key idea is to add some evidence to each language L 4
. . , guesses k, 1 at least once or not. In what follows, whenever we say that a given inference machine guesses k, j , it is with respect to the indexed family of recursive languages (L 5 k,j ) k,j≥1 that is subsequently defined. Proof. To show that C 5 = (L 5 i ) i≥1 is learnable with CQs, we consider the following learning procedure. Assume L is the target language. First, get from the oracle the value of C L (a 2 ). Clearly, if k is such that p k = 2 + |C L (a 2 )| we can conclude that the target language should be from L 5 k,1 , L 5 k,2 , L 5 k,3 , . . . . Next, ask a CQ with ''guess1? ''. There are two cases to consider. (1) If the answer is θ, we know that M k never guesses k, 1 . So, L 5 k,j with j > 1 contains only a p k . Then, ask a CQ with the string a p 2 k . If the answer is not θ , it means that the target language is L 5 k,1 so we can output k, 1 . Otherwise, it can be any language in L 5 k,2 , L 5 k,3 , . . ., but since they are all equal, it is enough to output k, 2 .
(2) If the answer is not θ, we know that M k eventually guesses k, 1 . Then, we run M k on σ k = a p k , a p 2 k , a p 3 k , . . . and wait for the first time M k guesses k, 1 . Let j be the first such step and let T = {a p k , a p 2 k , . . . , a p l k } be the set of initial segment of strings in σ k read by M k up to the step j. Then, we know that:
To differentiate between the three languages, first ask a CQ with the string a p 2 k . If the answer is θ , output k, 2 . Otherwise, ask a CQ with a p l+1 k . If the answer is θ, output k, j . Otherwise, output k, 1 .
This algorithm learns the class C 5 = (L 5 i ) i≥1 with CQs.
We next show that C 5 = (L 5 i ) i≥1 is not in ConsvTxt using the same argument Angluin employed in the proof of Theorem 4 on page 131-132 [2] . Consider the computation of an inference machine M k on σ k = {a p k , a p 2 k , . . .}. There are two cases to consider.
(1) If M k on σ k never guesses k, 1 , then L 4 k,j = {a p k } for all j > 1. Furthermore, since E M k = ∅, L 5 k,j = L 4 k,j holds for every j ≥ 1. Therefore, L 5 k,1 = L 4 k,1 holds, which implies that σ k is a positive presentation of L 5 k,1 . So, we can conclude that M k fails to infer L 5 k,1 from positive data.
(2) If M k on σ k eventually guesses k, 1 , then E M k contains a unique string, say guess1? x. Let j be the first step at which M k on σ k guesses k, 1 . Letσ k be the finite initial segment of σ k read by M k up to step j, followed by the unique string guess1? x and an infinite sequence of a p k 's. Then,σ k is a positive presentation of L 5 k,j . Consider M k on inputσ k . We know that at step j M k guesses k, 1 . If M k never subsequently changes its guess, it fails to infer L 5 k,j from positive data. On the other hand, if M k subsequently changes its guess, it fails to be conservative on L 5 k,1 , L 5 k,2 , . . ., because L 5 k,1 is consistent with every initial segment ofσ k .
Thus in either case M k must either fail to infer L 5 k,1 , L 5 k,2 , . . . from positive data or fail to be conservative on
k,1 , L 5 k,2 , . . .. Hence, the family (L 5 k,j ) k,j≥1 is an indexed family of non-empty recursive languages such that no inference machine can both infer the family from positive data and be conservative on it. Therefore, there is no conservative IIM that
Learning k-reversible languages with correction queries
In this section we show that the conditions previously introduced can be successfully used to prove the learnability of a well-known class of languages, namely the class of k-reversible languages (henceforth denoted by k-Rev). Note that k-Rev is not learnable with MQs (see [33, 34] ). Although the original definition of k-reversible languages uses the notion of k-reversible automata, we give here only a purely language-theoretic characterization.
Theorem 22 (Angluin, [35] ). Let L be a regular language. Then L is in k-Rev if and only if whenever u 1 vw, u 2 vw are in L and |v| = k, Tail L (u 1 v) = Tail L (u 2 v).
We show that for any k-reversible language L, a triple of definite finite tell-tales of L is uniformly computable, and hence by Proposition 9, k-Rev is in CorQ . For this, let us denote by S L the set containing the smallest representative elements in each equivalence class with respect to ≡ L . Clearly, S L has exactly n elements where n is the index of L, and it is computable in polynomial time for any regular language.
The following procedure computes a triple of definite finite tell-tales for L. if (C L (u) = λ) then 5: add u to T 6: else 7: if (C L (u) = θ) then 8: add u to U 9: else 10: add u · C L (u) to T 11: for all v ≺ C L (u) do 12: add uv to F 13: end for 14: end if 15: end if 16 
Proof. Note that for all regular languages L and for any v ∈ Σ * ,
Indeed, suppose there exist u 1 ≡ L u 2 in Σ * such that C L (u 1 v) = C L (u 2 v) for all v in Σ ≤k . Hence, there must exist w ∈ Σ * such that either
Let us assume the former case (the other one is similar).
(1) If |w| ≤ k, then w ∈ Σ ≤k , and hence C L (u 1 w) = C L (u 2 w). But u 1 w ∈ L implies C L (u 1 w) = λ, and so C L (u 2 w) = λ which contradicts u 2 w ∈ L. (2) If |w| > k, then there must exist v, w ∈ Σ * such that w = vw and |v| = k. Moreover by assumption, u 1 vw ∈ L and u 2 vw ∈ L, so u 1 v ≡ L u 2 v. On the other hand since v ∈ Σ ≤k , we have
We showed that if C L (u 1 v) = C L (u 2 v) for all v in Σ ≤k , then u 1 ≡ L u 2 , which concludes our proof.
Lemma 24. Let L be a k-reversible language consistent with T , F , U . For any u in S L Σ ≤k+1 , C L (u) = C L (u).
Proof. Let u be an arbitrary string in S L Σ ≤k+1 . Since L is consistent with T , F , U , we have T ⊆ L , F ⊆ Σ * \L and U ⊆ Σ * \Pref (L ).
One of the following three possible situations may occur.
• C L (u) = λ, so u ∈ T . But T ⊆ L , and hence u ∈ L . We obtain C L (u) = λ = C L (u).
So in all three cases, C L (u) = C L (u) which concludes our proof. Lemma 23) . So, let us choose v in Σ ≤k arbitrarily. Since both u 1 av and Lemma 24) . Keeping in mind that [u 1 a] L = [u 2 ] L and v ∈ Σ ≤k , we obtain C L (u 1 av) = C L (u 2 v), and hence C L (u 1 av) = C L (u 2 v). Lemma 26. If L is a k-reversible language consistent with T , F , U , then the index of L is greater than or equal to the index of L. Lemma 23) . Because both u 1 v and u 2 v are in S L Σ k+1 , we get C L (u 1 v) = C L (u 1 v) and C L (u 2 v) = C L (u 2 v) (by Lemma 24). This implies C L (u 1 v) = C L (u 2 v), and hence u 1 ≡ L u 2 (again by Lemma 23) . So, L has at least as many equivalence classes as the cardinality of the set S L , which means that the index of L is greater than or equal to the index of L.
For any regular language L over Σ and any string u ∈ Σ * , we denote byũ L the unique element v ∈ S L such that [u] L = [v] L .
The following two lemmas hold. Proof. Let us proceed by induction on the length of u. In case of |u| = 0, the claim holds clearly. Assume that the claim holds for the case of |u| ≤ l, and consider the case of |u| = l + 1. We can write u = va for some v ∈ Σ l and a ∈ Σ. Proof. Lemma 28 implies that ≡ L is coarser than ≡ L . Thus by Lemma 27, we can conclude that ≡ L is equivalent to ≡ L which implies thatw L =w L for any w ∈ Σ * . Therefore, we have w ∈ L ⇔ C L (w) = λ ⇔ C L (w L ) = λ ⇔ C L (w L ) = λ (by Lemma 24) ⇔ C L (w L ) = λ ⇔ C L (w) = λ ⇔ w ∈ L .
Concluding remarks
Correction queries have been recently introduced as a linguistically motivated alternative for membership queries. By now, several models of CQs have been investigated (see [17] [18] [19] [20] ). In the present paper we focused on the type of CQs defined in [20] .
We gave necessary and sufficient conditions for an indexable class of recursive languages to be in CorQ (i.e., learnable with CQs), and we characterized a proper subclass of CorQ , namely CorQ (A) (i.e., those language classes in CorQ that have only recursive prefixes), in terms of triples of definite finite tell-tales. More precisely, we showed that if such a triple is uniformly computable for any language in the class, then that class is in CorQ . Moreover, for any class in CorQ there exists a recursive procedure which enumerates, for any language in the class, a series that converges to a triple of definite finite tell-tale for the given language.
Unfortunately, we failed to provide a characterization for the class CorQ (as it has been done for LimTxt or ConsvTxt, for example). We believe that the reason for which it is hard to enumerate a triple of definite finite tell-tale (instead of a convergent series) for language classes in CorQ is that one cannot predict which strings are not prefixes of the target language (recall that membership for recursively enumerable languages is not decidable). Therefore, the ability of the oracle to return Θ in those situations turns out to be a quite powerful feature.
Using the above mentioned necessary and sufficient conditions, we showed which is the position of the class CorQ in the hierarchy formed by other well-known learning models (both Gold-style and query learning models), as one can see in Fig. 1 .
Finally, we showed that the class of k-reversible languages is in CorQ . We would like to stress here that a stronger result concerning the learnability of k-reversible languages have already been proven. The authors of [34] give a polynomial time learning algorithm for this class using CQs. However, we decided to include the proof of its learnability in the general setting (where there are no constraints regarding time complexity) as an illustration of how one can use these conditions to demonstrate that a non-trivial class of languages, which is not artificially manufactured to serve our goals, is learnable with CQs.
