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Abstract We prove that the cyclic inequality
i=n∑
i=1
(
xi
xi+1
)k
≥
i=n∑
i=1
xi
xσ(i)
holds for k in a specific range
dependant on the permutation σ. We also show that the same is not true for the Sahpiro-type gener-
alizations.
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1 Introduction.
This paper is an off-shot of the International Tournament for Young Mathematicians 2019. The
participants were asked to investigate for a natural k a cyclic inequality
n∑
i=1
(
xi
xi+1
)k
≥
n∑
i=1
xi
xi+p−1
(1)
amounting to the assertion that a cyclic shift by 1 is in a sense optimal among all cyclic shifts.
The second author was able to give a broad generalization regarding any permutations of the
indices, thus exhibiting a curious phenomenon: for a fixed permutation σ, the k for which the inequality
n∑
i=1
(
xi
xi+1
)k
≥
n∑
i=1
xi
xσ(i)
(2)
holds is dependant on how much σ displaces elements of {1, . . . , n}. This is described in Theorems 2, 3,
and Theorem 4 below. We chose to present first the special instance of shifts to showcase that the proof
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is significantly simpler, and also to streamline the argument in the general case. With counterexamples
provided after each theorem, the classification of "exponent weights" for which (2) holds is complete.
The same dependency between exponent k and permutation σ does not occur for Shapiro-like
inequalities
n∑
i=1
(
xi
xi+1 + xi+2
)k
≥
n∑
i=1
xi
xσ(i) + xσ2(i)
(3)
which were also suggested for the Tournament participants’ consideration, and which we will discuss
in Section 4. While it is well known that the behaviour of the original Shapiro inequality (inequality
(3) with k = 1 and σ = id) depends on the dimension and is thus substantially different from the
inequality (2), it is still surprising that the inequality (3) does not seem to depend on any relationship
between σ and k (cf. Remark 4 towards the end of the paper).
Throughout this paper n ≥ 1 will be a fixed number of real non-negative variables x1, . . . , xn.
Every shift of indices is cyclic, xi+p := xi+p (mod n).
2 Rearrangement inequality and the case of a shift.
Theorem 1 (Rearrangement inequality, [1] Theorem 368.) Given m increasing sequences of
n non-negative numbers, a(j,1) ≤ a(j,2) ≤ . . . ≤ a(j,n), j ∈ {1, . . . ,m}, we have
n∑
i=1
m∏
j=1
a(j,i) ≥
n∑
i=1
m∏
j=1
a(j,σj(i))
for any collection {σj}m1 of permutations of {1, . . . , n}.
Define ai :=
xi
xi+1
(note that of course
n∏
i=1
ai = 1), bi := a
−1
i . We will keep that notation throughout
the paper.
Consider now the inequality (1) with σ a cyclic shift by p ≤ n and assume that k = u
v
is rational,
k ≥ p− 1. Rewrite:
n∑
i=1
(
xi
xi+1
)k
≥
n∑
i=1
xi
xi+p−1
⇐⇒
n∑
i=1
a
k
i ≥
n∑
i=1
i+p−2∏
j=i
aj ⇐⇒
n∑
i=1
a
k
i ≥
n∑
i=1
i+p−2∏
j=i
aj ·
(
n∏
i=1
ai
) k−p+1
n
⇐⇒
n∑
i=1
(a
1
vn
i )
un ≥
n∑
i=1
i+p−2∏
j=i
(a
1
vn
j )
vn ·
(
n∏
i=1
a
1
vn
i
)u−vp+v
This inequality holds by Theorem 1 for un copies of the sequence (a
1
vn
1 , . . . , a
1
vn
n ): note that its
LHS is invariant when this sequence is sorted to be increasing, and we recognize the LHS of the
Rearrangement Inequality.
Because the LHS of (1) is continuous in k, we can conclude the following.
On a cyclic inequality with exponents and permutations, and its Shapiro-type analogue. 3
Theorem 2 If k ∈ R, k ≥ 0, the inequality (1) holds for k ≥ p− 1. ⊓⊔
In a similar fashion, assume that k = −u
v
is rational, −k ≥ n− p+ 1. Rewrite:
n∑
i=1
(
xi
xi+1
)k
≥
n∑
i=1
xi
xσp(i)
⇐⇒
n∑
i=1
(b
1
vn
i )
un ≥
n∑
i=1
i+n−p∏
j=i
(b
1
vn
j )
vn
( n∏
i=1
b
1
vn
i
)u−vn+vp−v
from which we conclude the following.
Theorem 3 If k ∈ R, k < 0, the inequality (1) holds for −k ≥ n− p+ 1. ⊓⊔
Counterexamples
Suppose that for k > 0, k < p− 1. We show that inequality (1) does not hold in this case.
Fix ǫ > 0, such that p = k + 1 + ǫ. If we find an n-tuple (xi) such that a1 = a2 = ... = an−1 >
ǫ
√
n ≥ 1 (note that we then have an = 1
a
n−1
1
< a1), the following inequalities hold:
n∑
i=1
a
k
i = (n− 1)ak1 + akn < nak1 = nap−1−ǫ1
n
aǫ1
· ap−11 < ap−11 =
p−1∏
j=1
aj <
n∑
i=1
i+p−2∏
j=i
aj
An example of such n-tuple is xn := 2 (or any arbitrary positive constant), xi+1 := xn
(
ǫ
√
n+ 1
)n−i
.
Similarly, the n-tuple x1 := 2 (or again, any arbitrary positive constant), xi := x1
(
ǫ
√
n+ 1
)i−1
, gives
a counterexample for k outside of the range of Theorem 3.
3 The case of an arbitrary permutation
Let α and β be permutations of {1, . . . r} for some natural r. If the sum of r fractions
r∑
i=1
xα(i)
xβ(i)
, with
xi’s pairwise different, can be sorted so that the denominator of the i-th fraction is equal to the
numerator of (i + 1)-th fraction we say the sum is cyclically constructed. This of course happens iff
α(γ(i+ 1)) = β(γ(i)) for some permutation γ (the sorting).
Lemma 1 The cyclically constructed (and accordingly sorted) sum of r fractions
r∑
i=1
xα(r)
xβ(r)
rewritten
as the sum of r products of consecutive ai =
xi
xi+1
in the following manner:
r∑
i=1
xα(i)
xβ(i)
=
r∑
i=1
βi−1+∆r(i)∏
j=α(i)
aj where ∆r(i) =
{
0 for α(i) ≤ β(i)
r for α(i) ≥ β(i)
contains the same number of each a1, . . . , ar.
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Proof Rewriting the sum on the RHS in its expanded form, it starts with aα(1) and afterwards passes
through the consecutive aj ’s up to aβ(1)−1+∆r(1). The next summand picks up at aα(2) = aβ(1)+∆r(1),
by the cyclically constructed condition, and so forth. This condition also implies that the last factor
of the last summand is aα(1)−1, thus ensuring that we passed every aj equal number of times. ⊓⊔
Lemma 2 The sum
n∑
i=1
xi
xσ(i)
can be rewritten as a sum of cyclically constructed sums of fractions
and some integer.
Proof We will describe an algorithm to produce such representation, using the cycle decomposition
of σ.
1. Whenever for i ∈ {1, . . . , n} we have σ(i) = i, xi
xσ(i)
= 1, and sum over all such i’s is an integer.
Exclude such i’s.
2. Take the smallest i not yet excluded, it then lies in a non-trivial cycle {i, σ(i), . . . , σr(i)}, for some
r. Of course
j=r∑
j=1
x
σj (i)
x
σj+1(i)
is cyclically constructed. Exclude this orbit of i.
3. Repeat step 2. until all i’s are excluded.
This terminates and produces a presentation as claimed. ⊓⊔
We are now ready to give the main results of the paper.
Theorem 4 For a fixed σ, the inequality (2) holds if either of the following conditions is satisfied:
1. k ≥ 0, and
{
k ≥ σ(i)− i for every i ≤ σ(i)
k ≥ n+ σ(i)− i for every i > σ(i)
2. k ≤ 0, and
{
−k ≥ n+ i− σ(i) for every i < σ(i)
−k ≥ i− σ(i) for every i ≥ σ(i)
Moreover, the examples below show that either of the conditions is necessary.
Proof Let k = u
v
be a rational non-negative number satisfying the assumptions of the theorem. By a
slight abuse of notation, (re)define ∆n(i) :=
{
0 for i ≤ σ(i)
n for i > σ(i)
. We now rewrite the inequality (2) in
the following way:
n∑
i=1
(
xi
xi+1
)k
≥
n∑
i=1
xi
xσ(i)
⇐⇒
n∑
i=1
a
k
i ≥
n∑
i=1
σ(i)−1+∆n(i)∏
j=i
aj ⇐⇒
n∑
i=1
a
k
i ≥
n∑
i=1

σ(i)−1+∆n(i)∏
j=i
aj ·

 n∏
j=1
aj


k+i−σ(i)−∆n(i)
n

 ⇐⇒
n∑
i=1
(a
1
vn
i )
un ≥
n∑
i=1

σ(i)−1+∆n(i)∏
j=i
(a
1
vn
j )
vn ·

 n∏
j=1
a
1
vn
j


v(u
v
+i−σ(i)−∆n(i))


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This inequality holds by Theorem 1 for un copies of the sequence (a
1
vn
1 , . . . , a
1
vn
n ): note that its
LHS is invariant when this sequence is sorted to be increasing, and we again recognize the LHS of the
Rearrangement Inequality. We claim that the RHS is too in an appropriate form for Theorem 1 to be
applicable. Note that the RHS fulfills conditions of Lemma 1, so it contains the same number of each
a
1
vn
i .
It will be sufficient to find an appropriate section by the Hall’s marriage theorem. Indeed, in a
family {S1i }ni=1 of sets consisting of terms aj used in the product in n-th summand on the RHS of
the last inequality, the marriage condition is satisfied, because each aj occurs in the sum un times
and each summand is a product of exactly un terms. Thus a section (a
1
vn
1 , . . . , a
1
vn
n ) exist. We can now
form the family {S2i }ni=1 of sets of elements aj used in the product in n-th summand divided by the
element previously selected, which again satisfies the marriage condition. Iterating this process, we
manage to present the RHS as claimed. As before, using the continuity in k we end the proof under
the first condition. The considerations under the second condition in the theoren follow in a similar
fashion, as illustrated in Section 2. ⊓⊔
Counterexamples
Suppose that for k ≥ 0, there exist t ∈ {1, 2, .., n} for which ∆n(t) + σ(t)− t > k
Suppose that for k > 0, k < p− 1. We show that inequality (2) does not hold in this case.
Fix ǫ > 0, such that ∆n(t)+σ(t)−t = k+ǫ. If we find an n-tuple (xi) such that ai = aj > ǫ√n ≥ 1,
for i, j ∈ {1, 2, ..., n} \ {t− 1} (note that we then have at−1 = 1
a
n−1
t
< at.), the following inequalities
hold:
n∑
i=1
a
k
i = (n− 1)akt + akt−1 < nakt = naσ(t)−t−ǫ+∆n(t)t
n
aǫt
· aσ(t)−t+∆n(t)t < aσ(t)−t+∆n(t)t =
=
σ(t)−i+∆n(t)∏
j=t
aj <
n∑
i=1
σ(i)−i+∆n(t)∏
j=i
aj
An example of such n-tuple is xt−1 := 2 (or any arbitrary positive constant), xt−1−i := xt−1
(
ǫ
√
n+ 1
)i
.
Similarly, the n-tuple x1 := 2 (or again, any arbitrary positive constant), xt+1+i := xt+1
(
ǫ
√
n+ 1
)i
,
gives a counterexample for k outside of the range of Theorem 3.
4 Shapiro inequality with exponents and permutations
In this section we briefly touch upon Shapiro (or Nesbitt’s) inequality, not only because that was
suggested to participants of the competition mentioned in the introduction. Theorem 4 may be taken
to suggest that sufficiently similar inequalities should exhibit a similar behaviour: the inequality (2)
can be read to mean that the dampening by exponents on the LHS can accommodate for sufficiently
small action of permutation on the RHS. It is not unreasonable to expect that this effect would carry
over in some form to Shapiro-type inequalities
n∑
1
(
xi
xi+1 + xi+2
)k
≥
n∑
1
xi
xσ(i) + xσ2(i)
(3)
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(e.g., because the rational functions involved are of the same degree). We will show when (3) holds,
and observe how there is no interdependence between k and σ.
Example 1 For n = 2 the RHS of (3) is equal to 1 for any (of two) permutation. On the LHS we
see a function of a parameter in the interval [0, 1], tk + (1− t)k which attains a minimum lesser than
1 for k > 1 and is always greater or equal then 1 for every k ≤ 1.
Example 2 For n = 3 on the RHS we get essentially two options:
1. if σ is a 3-cycle, then
– for k = 1 we have equality;
– for k > 1 x1 = x2 = x3 = 1 is a counterexample;
– for any k < 1, a sufficiently large x1 >> 1, and x2 = x3 = 1 we have
(
x1
2
)k
< x12 − 3 and thus
a counterexample;
2. if σ is either a 2-cycle or identity, then the RHS is equal to 32 , and
– for k = 1 we have the Shapiro inequality, which holds in dimension 3;
– for k > 1, x1 = x2 = x3 = 1 is a counterexample;
– for k < 1 the inequality holds by the following proposition.
Proposition 1 For x, y ∈ (0, 1] the inequality(
1
x+ y
)k
+
(
x
y + 1
)k
+
(
y
x+ 1
)k
≥ 3
2
(4)
holds for every k < 1.
Note that one of the variables can indeed be 0 for the LHS to make sense and the inequality still
hold (as xk + x−k ≥ 2). This proposition will complete the discussion in the previous example, as the
LHS of (3) is homogeneous an we can normalize with respect to the largest term in (x1, x2, x3).
Proof This proposition relies on somewhat tedious computation, and we were unable to either find
other proof or to simplify it substantially. Please note the remarks below.
We consider the function F (x, y) := x
y+1 +
y
x+1 in the square [0, 1]× [0, 1]. Note that F is bounded
from above by 1 on the boundary of the square and of course greater than 0 on its whole. Fix k < 1.
If x+y ≥ 1 all terms on LHS of (4) are smaller or equal than 1 and
(
1
x+y
)k
+
(
x
y+1
)k
+
(
y
x+1
)k
≥
1
x+y +
x
y+1 +
y
x+1 ≥ 32 by the Shapiro inequality. Note that both summands in F are always smaller
than 1.
Assume to the contrary that (x, y) is a counterexample to (4), with x+ y < 1. F is symmetric and
smooth, and strictly increasing along the lines (x, x+ c) – the somewhat involved derivative is
−c3 + (−2x− 1)c2 + (2x+ 2)c+ 2(x+ 1)2
(x+ c+ 1)2(x+ 1)2
numerator of which simplifies to (x+ c+1)(2(x+1)− c2)− c2x, greater than 0 since both |c| and
x are smaller than 1. Combining that with the fact that along the lines (x, c − x) the function F is
convex and attains its sole minimum in x = c2 (the differential is now
−(c+ 2)(c+ 1)(c− 2x)
(c− x+ 1)2(x+ 1)2
and changes sign where claimed), we can deduce the following:
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– the level sets of F (x, y) in the square are smooth curves symmetric by the axis (x, x) and intersect-
ing it in a single point (since F (x, x) passes through every value of F and is strictly increasing);
– because f(t) = tk + (d − t)k attains its minimum when t = d2 it follows that the minimum of(
x
y+1
)k
+
(
y
x+1
)k
on each level curve of F is attained in its middle point, on the axis (x, x);
– moreover, by the convexity of F along sections (x, c − x), the level sets intersect these lines in at
most 2 points;
Therefore it follows that the smallest value of
(
1
x+y
)k
+
(
x
y+1
)k
+
(
y
x+1
)k
on each level set of F
is attained in its middle on the axis (x, x), since this is where both the sum of last two terms is
minimized, and the first term is the smallest among all lines x + y = c intersecting this level set (by
all three bullets above). Therefore the smallest possible values of LHS of (3) are attained when x = y
and thus we are led to consider G(x) :=
(
1
2x
)k
+ 2
(
x
x+1
)k
.
We must actually work with g(x, y) =
(
1
2x
)y
+ 2
(
x
x+1
)y
and show that it does not have a local
minimum in the interior (0, 1)× (0, 1), while staying above 32 on the boundary, and thus on the whole
square. On the boundary {(x, y)|x ∈ {0, 1} ∨ y ∈ {0, 1}}, we have
– for y = 0, g ≡ 3, save for x = 0;
– for y = 1, a strictly decreasing function ending in x = 1 with 32 ;
– for x = 1, a sum of strictly decreasing functions ending in y = 1 with 32 ;
– and lim
x→0
g(x, y) for every y 6= 0 is equal to infinity.
The partial differentials in the interior are

∂g(x, y)
∂x
= −
(
−2
(
x
x+1
)y
+
(
1
2x
)y
(x+ 1)
)
y
x(x+ 1)
∂g(x, y)
∂y
=
(
1
2x
)y
ln
(
1
2x
)
+ 2
(
x
x+ 1
)y
ln
(
x
x+ 1
)
and supposing they equal zero somewhere, we get equations


0 = 2
(
x
x+ 1
)y
−
(
1
2x
)y
(x+ 1)
0 = −
(
1
2x
)y
ln2 (x) + 2
(
x
x+ 1
)y
(ln (x)− ln (x+ 1))
that combine to ln2(x) − (x + 1) ln(x) + (x + 1) ln(x + 1) = 0 which solves as a quadratic equation
(where possible) with
ln(x) =
x+ 1±√(x+ 1)2 − 4(x+ 1) ln(x+ 1)
2
where (since x < 1) ln(x) should be negative, but the RHS is positive (that the discriminant is smaller
than 1 is a simple computation), a contradiction. Thus g(x, y) is bounded from below by 32 and the
proposition is proved. ⊓⊔
Remark 1 The function g(1− x, 1− y) seems to be increasing along the rays passing through zero,
which would suffice for the proof – but we were unable to prove it.
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Remark 2 While of course the proof of Proposition 1 cannot be expected to carry over to higher
dimension due to the geometric nature of the argument (e.g., the level sets being curves), note that
such a proposition would not be as useful in higher dimensions – while one can always normalize (3)
with respect to the highest term, the relative sizes of other terms are significantly more complicated
and in particular not as symmetric as in dimension three.
Remark 3 (Nesbitt’s inequality with exponents.) Shapiro inequality in dimension 3, as in
Example 2 is often called Nesbitt’s inequality. A version of that inequality "with exponent weights"
was proven in [2], namely Theorem 3 there states that for positive real numbers x1, . . . , xn and k ≥ 1
the following holds(
x1
x2 + x3 + . . .+ xn
)k
+ . . .+
(
xn
x1 + x2 + . . .+ xn−1
)k
≥ n
(n− 1)k (5)
One might want to extend this inequality to k ≤ 1 at least for n = 3 using Proposition 1 (since the
minima of LHS tend to be attained in the corner x1 = . . . = xn = 1 where (5) does hold). However,
a counterexample exists and for x = 1, y = 0.1, z = 0.1, k = 0.1 we have the opposite inequality(
x
y + z
)k
+
(
y
x+ z
)k
+
(
z
x+ y
)k
<
3
2k
Example 3 Finally, we note that for n ≥ 4 if the RHS of (3) is not uniformly n2 (i.e. assuming that
σ is not a product of disjoint transpositions), then
– for k = 1 and σ(i) = i+ 1, we have equality;
– for k = 1 and σ containing any other cycle, we will have such i that σ(i) and σ2(i) are not two
consecutive numbers mod n (and all three are pairwise different), thus getting a counterexample
with xσ(i) = xσ2(i) = ǫ << 1 with all other xj = 1: all terms on the LHS are then bounded by 1
while there is the unbounded term 12ǫ on the RHS;
– for k > 1 we have the counterexample x1 = . . . = xn = 1;
– for k < 1 taking such i that σ(i) 6= σ2(i) and putting xi >> 1 with all other xj = 1 we again have
a counterexample as in bullet 3 of point 1 of Example 2.
Remark 4 Of course the behaviour of (3) when its RHS is uniformly equal to n2 depends on the
dimension. There is always a counterexample for k > 1 (x1 = . . . = xn = 1), but in the dimensions
where the Shapiro inequality does not hold, neither does (3) for k < 1, sufficiently close to 1. One
should expect some positive results for k < 1 dependent on the Drinfeld constant, but this seems a
hard problem. We feel the same about establishing (3) for every k < 1 in dimensions where Szapiro
inequality does hold.
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