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1. Introduction
In our paper, we consider the following problem
(I): −div(A(x,u)∇u)+ 1
2
A′s(x,u)|∇u|2 +
(
b(x) − λ)u = f (x,u) in RN
where N > 2, λ ∈R and b(·) denotes some continuous function satisfying
b(x) 0 for all x ∈ RN and lim|x|→+∞b(x) = +∞
To explain our result, we introduce some functional space. We denote by E the Hilbert space of all functions u in L2(RN )
such that∫
RN
|∇u|2 dx< +∞ and
∫
RN
b(x)u2 dx< +∞
In preliminaries paragraph we will give most important and useful properties of the space E . For bounded domain, A. Canino
in [6] has found a multiplicity result by employing a variational techniques developed in [8] and [9]. As in [6], to determine
weak solutions of the problem (I), we look for critical points of the functional J : E →R deﬁned by
∀v ∈ E, J (v) = 1
2
∫
RN
A(x, v)|∇v|2 dx+ 1
2
∫
RN
(
b(x)− λ)v2 dx−
∫
RN
F (x, v)dx
where F (x, ξ) = ∫ ξ0 f (x, t)dt . The ﬁrst diﬃculty we have to face is that we cannot work in the classical framework of
critical point theory; indeed, even for smooth functions A(·,·) and under reasonable assumptions on A(·,·) and f (·,·), the
functional J is continuous but not differentiable in whole space E . Nevertheless, the derivatives of J exist along directions
of E ∩ L∞(RN ). For all u ∈ E and v ∈ E ∩ L∞(RN ), we can deﬁne
E-mail address: aouaouisami@yahoo.fr.0022-247X/$ – see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2010.04.052
640 S. Aouaoui / J. Math. Anal. Appl. 370 (2010) 639–648〈
J ′(u), v
〉 = lim
t→0
J (u + tv)− J (u)
t
=
∫
RN
A(x,u)∇u · ∇v dx+ 1
2
∫
RN
A′s(x,u)|∇u|2v dx+
∫
RN
(
b(x) − λ)u · v dx−
∫
RN
f (x,u)v dx
Deﬁnition 1.1. A critical point u of the functional J is deﬁned as a function u ∈ E such that
〈
J ′(u), v
〉 = 0 ∀v ∈ E ∩ L∞(RN), i.e.∫
RN
A(x,u)∇u · ∇v dx+ 1
2
∫
RN
A′s(x,u)|∇u|2v dx+
∫
RN
(
b(x) − λ)u · v dx
−
∫
RN
f (x,u)v dx = 0 ∀v ∈ E ∩ L∞(RN) (1.1)
The natural framework to study our variational problem seems to be the nonsmooth critical point theory developed in [8]
and [9]. For more literature concerning nonsmooth critical point theory approach of quasilinear problems in unbounded
domains, we refer, for example, to [7,11].
2. Nonsmooth critical framework
We begin by introducing some notions from nonsmooth critical point theory (see [6,12]). In the following (X,d) will
denote a metric space.
Deﬁnition 2.1. Let f : X → R be a continuous function and let u ∈ X . We denote by |df |(u) the supremum of the σ ′s in
[0,+∞[ such that there exist δ > 0 and a continuous map H : B(u, δ)× [0, δ] → X such that for all (v, t) ∈ B(u, δ)× [0, δ]
d
(
H(v, t), v
)
 t and f
(
H(v, t)
)
 f (v)− σ t
The extended real number |df |(u) is called the weak slope of f at u.
Deﬁnition 2.2. Let f : X → R be a continuous function and let c ∈ R. We say that f satisﬁes (P–S)c , i.e. the Palais–Smale
condition at level c, if every sequence (un) in X with |df |(un) → 0 and f (un) → c admits a strongly convergent subsequence.
To reach our result of multiplicity of solutions for the problem (I), we shall try to apply the following fundamental
theorem [6, Theorem 1.4] which is an extension of a well-known result for C1 functionals (see [14, Theorem 9.12]).
Theorem 2.1. Let X be an inﬁnite-dimensional Banach space and let f : X → R be continuous, even and satisfying (P–S)c for every
c ∈R. Assume, also, that:
(i) There exist ρ > 0, α > f (0) and a subspace V ⊂ X of ﬁnite codimension such that
∀u ∈ V : ‖u‖ = ρ ⇒ f (u) α
(ii) For every ﬁnite-dimensional subspace W ⊂ E, there exists R > 0 such that
∀u ∈ W : ‖u‖ = R ⇒ f (u) f (0)
Then there exists a sequence (ch) of critical values of f with ch → ∞.
3. Hypotheses
Let N  3 and 2∗ = 2NN−2 .
(H1): A(·,·) :RN ×R → R is such that:
• For each s ∈R, A(x, s) is measurable with respect to x.
• For a.e. x ∈ RN , A(x, s) is of class C1 with respect to s.
We assume, also, the existence of 0<α < β < +∞ such that
α  A(x, s) β a.e. x ∈ RN and ∀s ∈ R (3.1)∣∣A′s(x, s)∣∣ β a.e. x ∈ RN and ∀s ∈ R (3.2)
S. Aouaoui / J. Math. Anal. Appl. 370 (2010) 639–648 641(H2): There exist θ > 2, 1< γ < θ2 and α1 > 0 such that
0 γ
2
A′s(x, s)s
(
θ
2
− γ
)
A(x, s) − α1 a.e. x ∈ RN and ∀s ∈ R (3.3)
(H3): Let θ be as in (H2); we assume that f (·,·) : RN × R → R is a Carathèodory function such that f (x,0) = 0 a.e.
x ∈ RN and
0< θ F (x, s) f (x, s)s a.e. x ∈ RN and ∀s = 0 in R (3.4)
(H4): There exists 1 p < N+2N−2 such that∣∣ f (x, s)∣∣ c0|s|p a.e. x ∈ RN and ∀s ∈ R (3.5)
for some positive constant c0.
4. Preliminaries
We give, here, some fundamentals properties of the functional space E . Recall that E is the space of all the functions
u ∈ L2(RN ) such that∫
RN
|∇u|2 dx< +∞ and
∫
RN
b(x)u2(x)dx< +∞
We point out that E is a Hilbert space with inner product
(u, v)E =
∫
RN
(∇u · ∇v + b(x)u · v)dx, u, v ∈ E
For u ∈ E , we deﬁne
‖u‖ =
[ ∫
RN
(|∇u|2 + b(x)u2)dx
] 1
2
Such a weighted Sobolev space has been used in many previous papers, we refer, for example, to [3,4,15,16].
Observing that by Sobolev inequality, the embedding of E into L2
∗
(RN ) and L2(RN ) are obviously continuous, then
by simple interpolation we deduce the continuity of the embedding E ⊂ Lz(RN ) for 2  z  2∗ . Next, we prove, here,
an important property of the space E playing an essential role in our work: the embedding E ⊂ Lz(RN ) is compact for
2 z < 2∗ . Remark that, by interpolation, it is suﬃcient to prove the result for z = 2.
Let (un) be a sequence weakly convergent to zero in E; we claim that, up to a subsequence, (un) is strongly convergent
to zero in L2(RN ). Let  > 0, then there exists M > 0 such that 1b(x)   ∀|x| > M . Thus, we have
‖un‖2L2(RN ) =
∫
{|x|>M }
1
b(x)
b(x)u2n dx+
∫
{|x|M }
u2n dx
 ‖un‖2 +
∫
{|x|M }
u2n dx
Since (un) is bounded in E and taking into account the Rellich–Kondrachov compactness theorem, we get the claimed result.
On the other hand, we deﬁne the operator L(u) = −u + b(·)u for u ∈ D(L) = {u ∈ E, L(u) ∈ L2(RN )}. We clearly observe
that L−1 : L2(RN ) → L2(RN ) is bounded, linear and self-adjoint. By the compactness of the embedding of E into L2(RN ),
the operator L−1 is compact. From this, we deduce the existence of a sequence (λ j) j1 of eigenvalues of L such that
0< λ1 < λ2 < · · · and λk → +∞ as k → +∞.
The ﬁrst eigenvalue λ1 has the variational characterization
λ1 = inf
{‖u‖2; u ∈ E, ‖u‖L2(RN ) = 1}
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The main result of our paper is given by the following theorem:
Theorem 5.1. Assume (H1)–(H4). Moreover, let A(x,−s) = A(x, s) a.e. x ∈ RN and ∀s ∈ R and f (x,−s) = − f (x, s) a.e. x ∈ RN and
∀s ∈R. Then there exists a sequence (un) ⊂ E ∩ L∞(RN ) of weak solutions of problem (I) with J (un) → +∞.
In all the following, we shall try to prove this last theorem. Now, we reintroduce the functional J for which we are
looking for critical points:
J (v) = 1
2
∫
RN
A(x, v)|∇v|2 dx+ 1
2
∫
RN
(
b(x)− λ)v2 dx−
∫
RN
F (x, v)dx, v ∈ E
Proposition 5.1. Under assumptions (H1)–(H4), we have for J the following assertions:
(i) J : E → R is continuous.
(ii) For every u ∈ E and v ∈ E ∩ L∞(RN ), it holds
〈
J ′(u), v
〉 = lim
t→0
J (u + tv)− J (u)
t
=
∫
RN
A(x,u)∇u · ∇v dx+ 1
2
∫
RN
A′(x,u)|∇u|2v dx+
∫
RN
(
b(x)− λ)u · v dx−
∫
RN
f (x,u)v dx
Moreover, for every v ∈ E ∩ L∞(RN ), the function u → 〈 J ′(u), v〉 is continuous and for every u ∈ E yields
|d J |(u) sup{〈 J ′(u), v〉; v ∈ E ∩ L∞(RN), ‖v‖ 1}
where |d J |(u) denotes the weak slope of J at v.
Proof. We can easily adapt the proof of Proposition 1.2.1 in [12]. 
Now, in order to prove that the functional J satisﬁes the Palais–Smale condition, let us introduce an auxiliary notion.
Deﬁnition 5.1. Let c be a real number. We say that J satisﬁes the concrete Palais–Smale condition at level c (denoted by
(C–P–S)c) if from every sequence (un) ⊂ E satisfying
lim
n→+∞ J (un) = c and
∣∣〈 J ′(un), v〉∣∣ n‖v‖ ∀v ∈ E ∩ L∞(RN)
where (n) is some real number converging to zero, it is possible to extract a subsequence strongly convergent in E .
Proposition 5.2. Let c be a real number. If J satisﬁes (C–P–S)c , then J satisﬁes (P–S)c .
Proof. Let (un) ⊂ E be such that
lim
n→+∞|d J |(un) = 0 and limn→+∞ J (un) = c
Observe that, for v ∈ E ∩ L∞(RN ),∣∣〈 J ′(un), v〉∣∣ (sup{〈 J ′(un), v〉, ‖v‖ 1})‖v‖
Since, by Proposition 5.1, |d J |(un) sup{〈 J ′(un), v〉, ‖v‖ 1}, if we take n = sup{〈 J ′(un), v〉, ‖v‖ 1} then the conclusion
follows. 
Proposition 5.3. Let u ∈ E be a critical point of J , i.e. veriﬁes (1.1), then u ∈ L∞(RN ).
Proof. For k > 1 and M > 0, we deﬁne the following functions
Gk(s) =
{
s − ks|s| if |s| > k,
0 if |s| k, s ∈ R
ΦM(s) = min
(
Gk(s),M
)
, s ∈ R
ΨM(s) = max
(
Gk(s),−M
)
, s ∈ R
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Thus ∫
RN
A(x,u)∇u · ∇(ΦM(u+))dx+ 1
2
∫
RN
A′s(x,u)|∇u|2ΦM
(
u+
)
dx
+
∫
RN
(
b(x)− λ)u ·ΦM(u+)dx =
∫
RN
f
(
x,u+
)
ΦM
(
u+
)
dx
Now, observing that u+ · ΦM(u+) 0 and, by (3.3), A′s(x,u)ΦM(u+) 0, we get∫
RN
A
(
x,u+
)∇u+ · ∇ΦM(u+)dx |λ|
∫
RN
u+ · ∣∣ΦM(u+)∣∣dx+
∫
RN
∣∣ f (x,u+)∣∣ · ∣∣ΦM(u+)∣∣dx
From (3.5) and the fact that |ΦM(u+)| u+, we deduce∫
{u+>k}
A
(
x,u+
)∇u+ · ∇(ΦM(u+))dx c1
∫
{u+>k}
(
u+
)p+1
dx
Tending M to +∞ and taking into account that, as M → +∞, ΦM(u+) → Gk(u+) a.e. in RN and ΦM(u+)⇀ Gk(u+) weakly
in E , it follows∫
{u+>k}
A
(
x,u+
)∣∣∇u+∣∣2 dx c1
∫
{u+>k}
(
u+
)p+1
dx
Denote Ω+k = {x ∈ RN , u+(x) > k}, by (3.1) we obtain∫
Ω+k
∣∣∇u+∣∣2 dx c2
∫
Ω+k
(
u+ − k)p+1 dx+ c2kp+1 mes(Ω+k ) (5.1)
Observing that (
∫
Ω+k
(u+ − k)p+1 dx)1− 2p+1  c3, then
∫
Ω+k
(
u+ − k)p+1 dx c3
( ∫
Ω+k
(
u+ − k)p+1 dx
) 2
p+1
(5.2)
On the other hand, we have∫
Ω+k
k2
∗
dx
∫
Ω+k
|u|2∗ dx = c4
which implies that
k2
∗  c4
mes(Ω+k )
(5.3)
Using (5.3), (5.2) and (5.1), the following inequality holds true
∫
Ω+k
∣∣∇u+∣∣2 dx c5
( ∫
Ω+k
(
u+ − k)p+1 dx
) 2
p+1
+ c5k2 mes
(
Ω+k
)1− p−12∗ ∀k > 1
From Theorem 5.2, Chap. II of [13], we deduce that u+ ∈ L∞(RN ). Replacing ΦM(u+) by Ψ (u−) and following the same
steps we can easily prove that u− ∈ L∞(RN ). Therefore u ∈ L∞(RN ) which is the claimed result. 
Proposition 5.4. For every real number c, the functional J satisﬁes (C–P–S)c .
To prove this proposition, we need some lemmas.
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with (n) being some real number sequence converging to zero. Then there exists u ∈ E such that ∇un → ∇u a.e. in RN and, up to a
subsequence, (un) is weakly convergent to u in E. Moreover, we have〈
J ′(u), v
〉 = 0 ∀v ∈ E ∩ L∞(RN) (5.5)
i.e. u is a critical point of J .
Proof. We argue as in [6, Lemma 2.3] or [10, Lemma 3]. 
We state, in the next lemma a vectorial version of Brezis–Browder’s theorem [5]. The proof of this result can be found
in [17] under easy adapting to our spaces.
Lemma 5.2. Denoting by E∗ the dual of the space E, let v ∈ E and T ∈ E∗ ∩ L1loc(RN ) be such that
T (x) · v(x) η(x) a.e. x ∈ RN for some η ∈ L1(RN)
Then (T · v) ∈ L1(RN ) and 〈T , v〉E∗,E =
∫
RN
T (x) · v(x)dx.
Lemma 5.3. Let (un) be a sequence as in Lemma 5.1. Then (un), up to a subsequence, converges strongly to u in E.
Proof. Since, by (5.4), we have∣∣∣∣12
∫
RN
A′s(x,un)|∇un|2v dx− λ
∫
RN
un · v dx−
∫
RN
f (x,un)v dx
∣∣∣∣
 n‖v‖ + (1+ β)‖un‖‖v‖ ∀v ∈ E ∩ L∞
(
R
N)
Hence Wn = 12 A′s(x,un)|∇un|2 − λun − f (x,un) ∈ E∗ (precisely, Wn can be extended to a continuous linear form on E).
Observe, now, that by (3.3)
Wn(x) · un(x)−λu2n(x) − f
(
x,un(x)
)
un(x) a.e. x ∈ RN
Taking into account that (−λu2n − f (x,un)un) ∈ L1(RN ), we deduce from Lemma 5.2 that Wn · un ∈ L1(RN ) and
〈Wn,un〉E∗,E = 1
2
∫
RN
A′s(x,un)un|∇un|2 dx− λ
∫
RN
u2n dx−
∫
RN
f (x,un)un dx
Hence, the following inequality holds true∣∣∣∣
∫
RN
(
A(x,un)|∇un|2 + 1
2
A′s(x,un)un|∇un|2 +
(
b(x) − λ)u2n − f (x,un)un
)
dx
∣∣∣∣
 n‖un‖ ∀n ∈ N (5.6)
Observe that by Lemma 5.1 we know that u is a critical point of the functional J , then, using Proposition 5.3, we get
u ∈ L∞(RN ) and we can take u as test function in the inequality (5.5):∫
RN
A(x,u)|∇u|2 dx+ 1
2
∫
RN
A′s(x,u)|∇u|2u dx+
∫
RN
(
b(x)− λ)u2 dx =
∫
RN
f (x,u)u dx (5.7)
Since, by Lemma 5.1, ∇un → ∇u a.e. in RN , then in virtue of Fatou lemma, we have∫
RN
A′s(x,u)u|∇u|2 dx lim infn→+∞
∫
RN
A′s(x,un)un|∇un|2 dx (5.8)
Moreover, by the compactness of the embeddings of E into L2(RN ) and Lp+1(RN ), we get
lim
n→+∞
∫
N
f (x,un)un dx =
∫
N
f (x,u)u dx (5.9)R R
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lim
n→+∞
∫
RN
u2n dx =
∫
RN
u2 dx (5.10)
Using (5.7), (5.8), (5.9) and (5.10), we obtain, by passing to limsup in (5.6)
limsup
n→+∞
( ∫
RN
A(x,un)|∇un|2 dx+
∫
RN
b(x)u2n dx
)
= limsup
n→+∞
(
−1
2
∫
RN
A′s(x,un)un|∇un|2 dx+ λ
∫
RN
u2n dx+
∫
RN
f (x,un)un dx
)
−1
2
∫
RN
A′s(x,u)u|∇u|2 dx+ λ
∫
RN
u2 dx+
∫
RN
f (x,u)u dx

∫
RN
A(x,u)|∇u|2 dx+
∫
RN
b(x)u2 dx (5.11)
On the other hand, by Lebesgue’s dominated convergence theorem and the weak convergence of un to u in E , we get
lim
n→+∞
∫
RN
A(x,un)∇un · ∇u dx =
∫
RN
A(x,u)|∇u|2 dx (5.12)
lim
n→+∞
∫
RN
b(x)un · u dx =
∫
RN
b(x)u2 dx (5.13)
lim
n→+∞
∫
RN
A(x,un)|∇u|2 dx =
∫
RN
A(x,u)|∇u|2 dx (5.14)
Combining (5.12), (5.13) and (5.14) with (5.11), it follows
limsup
n→+∞
( ∫
RN
A(x,un)|∇un − ∇u|2 dx+
∫
RN
b(x)(un − u)2 dx
)
 0
By (3.1), we conclude that (un) converges strongly to u in E . 
Lemma 5.4. Let c ∈R and (un) be a sequence satisfying (5.4) and
lim
n→+∞ J (un) = c (5.15)
Then (un) is bounded in E.
Proof. Observe, ﬁrst, that by (5.4), the inequality (5.6) holds true for our sequence (un). Now, from (5.15) and (5.6), we get(
θ
2
− γ
)∫
RN
A(x,un)|∇un|2 dx− γ
2
∫
RN
A′s(x,un)un|∇un|2 dx
+
(
θ
2
− γ
)∫
RN
(
b(x)− λ)u2n dx+
∫
RN
(
γ f (x,un)un − θ F (x,un)
)
dx
 c6
(
1+ ‖un‖
) ∀n ∈ N
From (3.3) and (3.4), it follows
α1
∫
RN
|∇un|2 dx+
(
θ
2
− γ
)∫
RN
(
b(x)− λ)u2n dx+ θ(γ − 1)
∫
RN
F (x,un)dx
 c6
(
1+ ‖un‖
) ∀n ∈ N (5.16)
646 S. Aouaoui / J. Math. Anal. Appl. 370 (2010) 639–648Notice, now, that there exist M > 0 and c7(λ) > 0 such that(
θ
2
− γ
)∫
RN
(
b(x) − λ)u2n dx
(
θ
2
− γ
)∫
RN
b(x)
2
u2n dx− c7
∫
{|x|<M}
u2n dx
Then, denoting BM = {x ∈RN , |x| < M}, we obtain by (5.16)
α1
∫
RN
|∇un|2 dx+
(
θ
4
− γ
2
)∫
RN
b(x)u2n dx+ θ(γ − 1)
∫
RN
F (x,un)dx
 c6
(
1+ ‖un‖
)+ c7‖un‖2L2(BM ) ∀n ∈ N (5.17)
By (3.4), there exist a0 > 0 and b0 > 0 such that
F (x, s) a0|s|θ − b0 a.e. x ∈ BM and ∀s ∈ R (5.18)
From (5.17) and (5.18), it follows
inf
(
α1,
θ
4
− γ
2
)
‖un‖2 + θ(γ − 1)a0‖un‖θLθ (BM )
 c6
(
1+ ‖un‖
)+ c7‖un‖2L2(BM ) + b0θ(γ − 1)mes(BM) (5.19)
On the other hand, by Hölder inequality, we have
c7‖un‖2L2(BM )  c8‖un‖
2
Lθ (BM )
This implies that, for all  > 0, there exists c > 0 such that
c7‖un‖2L2(BM )  c() + ‖un‖
θ
Lθ (BM )
(5.20)
Choosing 0<  < θ(γ − 1)a0 in (5.20), from (5.19) we see that (un) is bounded in E . 
Proof of Proposition 5.4. Let (un) be a sequence on E satisfying (5.4) and (5.15); by Lemma 5.4 (un) is bounded in E . The
conclusion can, therefore, be deduced from Lemma 5.3. 
Proof of Theorem 5.1. The functional J is continuous and even. Moreover, by Propositions 5.2 and 5.4, J satisﬁes (P–S)c
for every c ∈ R. On the other hand, by (3.1) and (3.5), we have for u ∈ E ,
J (u) inf(1,α)
2
‖u‖2 − λ
2
∫
RN
u2 dx− c9‖u‖p+1 (5.21)
• If λinf(1,α) < λ1, then, by (5.21), we get
J (u) inf(1,α)
2
‖u‖2 − c9‖u‖p+1 if λ 0
or
J (u) 1
2
(
inf(1,α) − λ
λ1
)
‖u‖2 − c9‖u‖p+1 if λ > 0
In both cases, there exist ρ > 0 small enough and δ > 0 such that
J (u) δ for ‖u‖ = ρ
Hence, condition (i) of Theorem 2.1 holds with V = E .
• If λinf(1,α) ∈ [λk, λk+1[, for some k  1, we denote by {v j} j1 an orthonormal basis of eigenvectors of the operator
L(u) = −u + b(·)u. Let Vk = (span{v1, . . . , vk})⊥; for u ∈ Vk , we have, by (5.21)
J (u) 1
2
(
inf(1,α) − λ
λk+1
)
‖u‖2 − c9‖u‖p+1
This yields that there exist ρ > 0 and δ > 0 such that
J (u) δ, u ∈ Vk and ‖u‖ = ρ
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W of E . Let u ∈ W such that J (u) 0, then
inf(1, β)‖u‖2 − λ‖u‖2L2(RN ) −
∫
RN
F (x,u)dx 0 (5.22)
By (3.4) and (3.5), there exist m(·) ∈ L∞(RN ) satisfying m(x) > 0 a.e. x ∈ RN and a positive constant c10 such that
F (x, s)m(x)|s|θ − c10s2 a.e. x ∈ RN and ∀s ∈ R
This implies, using (5.22)
inf(1, β)‖u‖2 
∫
RN
m(x)|u|θ dx− c11
∫
RN
u2 dx (5.23)
Observe that u → (∫
RN
m(x)|u|θ ) 1θ is a norm on W and since W is ﬁnite-dimensional, then, by (5.23), there exist c12 > 0
and c13 > 0 such that the following inequality holds true
c12‖u‖θ  c13‖u‖2
Taking into account that θ > 2, we deduce that the set {u ∈ W , J (u)  0} is bounded in E and the condition (ii) of
Theorem 2.1 holds. By Theorem 2.1, the conclusion follows. 
6. Concluding remarks
6.1. In this paper, RN can be replaced by an unbounded domain Ω with enough regularity (e.g. of class C1); in this case
solutions of problem (I) are deﬁned in the space H10(Ω) ∩ L∞(Ω).
6.2. For λ = 0, a generalization to the p-Laplacian in the divergence term of the problem (I) is immediate. That is, the
problem
(Ip): − div
(
A(x,u)|∇u|p−2∇u)+ 1
2
A′s(x,u)|∇u|p + b(x)|u|p−2u = f (x,u) in RN
has inﬁnitely many solutions where 2< p < N . In this case solutions are in W 1,p(RN )∩ L∞(RN ).
6.3. The case of unbounded coeﬃcients can, also, be studied. Indeed, if we suppose that the Carathèodory coeﬃcient A(x, s)
is unbounded from above with respect to s, we can establish a result of existence of solutions for the problem (I). So, let us
take the following weakness of inequality (3.1): there exists α > 0 such that
α  A(x, s) a.e. x ∈ RN and ∀s ∈ R (3.1)′
In this case an additional diﬃculty arises: the functional J is not necessarily deﬁned in all the space E and there exists a
lack of differentiability of J even along directions of E ∩ L∞(RN ). To overcome this problem, we can easily adapt techniques
used by D. Arcoya and L. Boccardo in [1] to study a similar case. The main idea is to consider a suitable sequence of
truncated functionals Jn (by constructing truncated coeﬃcients An(·,·)) for which we can apply Theorem 2.1 and, therefore,
obtain an inﬁnitely many critical points. We refer to [1, Part 4].
6.4. The case of coeﬃcients A(x, s) unbounded from below with respect to s is more diﬃcult. In fact, the principal part of
the functional J , i.e.
v −→ 1
2
∫
RN
A(x, v)|∇v|2 dx+
∫
RN
b(x)v2 dx
has degenerate coerciveness. A model of this irregularity has been studied in [2] in bounded domain. In this last paper, the
authors assumed
c1
(1+ |s|)2α  A(x, s) c2
for some α > 0 and proved the existence of at least one nontrivial solution. The keystone of their approach is to extend the
functional J to a suitable larger space. One can investigate in this direction and can obtain a multiplicity result of entire
solutions. This can be the object of a coming work.
648 S. Aouaoui / J. Math. Anal. Appl. 370 (2010) 639–6486.5. The choice of the weighted Sobolev space E is justiﬁed by compactness consideration. Assume λ = 0 and A(x,u) and
f (x,u) are radially symmetric in x. If b is also radially symmetric satisfying
0< b b(x) b < +∞ ∀x ∈ RN
where b and b are positive constants, one can ﬁnd inﬁnitely many radially symmetric solutions of the problem (I). These
solutions belong to the following space
Er = {u ∈ E: u is radially symmetric}
In fact, in virtue of Strauss compactness arguments (cf. [18]), we have the compact embedding
Er ↪→ Lq
(
R
N) for 2< q < 2∗
6.6. The growth condition (3.4) of the term f (·,·) is essential in the proof of our result. Taking nonlinearity terms not
satisfying this condition (e.g. a combination of a concave and a convex terms) can provides an object of further works
studying more general case of nonlinearities in unbounded domains.
References
[1] D. Arcoya, L. Boccardo, Some remarks on critical point theory for nondifferentiable functionals, NoDEA Nonlinear Differential Equations Appl. 6 (1999)
79–100.
[2] D. Arcoya, L. Boccardo, L. Orsina, Existence of critical points for some noncoercive functionals, Ann. Inst. H. Poincaré Anal. Non Linéaire 18 (4) (2001)
437–457.
[3] T. Bartsch, A. Pankov, Z.-Q. Wang, Nonlinear Schrödinger equations with steep potential well, Commun. Contemp. Math. 3 (4) (2001) 549–569.
[4] T. Bartsch, Z.-Q. Wang, Existence and multiplicity results for some superlinear elliptic problems on RN , Comm. Partial Differential Equations 20 (1995)
1725–1741.
[5] H. Brezis, F.E. Browder, Sur une propriété des espaces de Sobolev, C. R. Math. Acad. Sci. Paris Sér. A–B 287 (1978) 113–115.
[6] A. Canino, Multiplicity of solutions for quasilinear elliptic equations, Topol. Methods Nonlinear Anal. 6 (1995) 357–370.
[7] M. Conti, F. Gazzola, Positive entire solutions of quasilinear elliptic problems via nonsmooth critical point theory, Topol. Methods Nonlinear Anal. 8
(1996) 275–294.
[8] J.N. Corvellac, M. Degiovanni, M. Marzocchi, Deformation properties for continuous functionals and critical point theory, Topol. Methods Nonlinear
Anal. 1 (1993) 151–171.
[9] M. Degiovanni, M. Marzocchi, A critical point theory for nonsmooth functionals, Ann. Mat. Pura Appl. (4) 167 (1994) 73–100.
[10] F. Gazzola, V. Radulescu, A nonsmooth critical point theory approach to some nonlinear elliptic equations in RN , Differential Integral Equations 13 (1–3)
(2000) 47–60.
[11] F. Gazzola, Positive solutions of critical quasilinear elliptic problems in general domains, Abstr. Appl. Anal. 3 (1998) 65–84.
[12] Hamid Douik, Variational methods in nonsmooth analysis and quasilinear equations, Doctoral thesis, Aachen University, 2003.
[13] O.A. Ladyzenskaya, N.N. Uralceva, Equations aux dérivées partielles de type elliptiques, Dunod, Paris, 1968.
[14] P.H. Rabinowitz, Minimax Methods in Critical Point Theory with Applications to Differential Equations, CBMS Reg. Conf. Ser. Math., vol. 65, Amer. Math.
Soc., Providence, RI, 1986.
[15] P.H. Rabinowitz, On a class of nonlinear Schrödinger equations, Z. Angew. Math. Phys. 43 (1992) 270–291.
[16] A. Salvatore, Some multiplicity results for a superlinear elliptic problem in RN , Topol. Methods Nonlinear Anal. 21 (2003) 29–39.
[17] M. Squassina, Existence of multiple solutions for quasilinear diagonal elliptic systems, Electron. J. Differential Equations 1999 (14) (1999) 1–12.
[18] W.A. Strauss, Existence of solitary waves in higher dimensions, Comm. Math. Phys. 55 (1977) 149–162.
