An innocuous sensory event (a prestimulus) briefly preceding a startle-eliciting stimulus (SES) reduces the amplitude of the elicited reflex. This study used signal detection theory (SDT) techniques to quantify the effects of gaps (pauses in otherwise continuous noise) on the rat's acoustic startle reflex. Sixteen rats were given four identical test sessions consisting of the randomized presentation of 150 trials of the SES alone and 150trials ofagap-and-SES combination. Gap duration (1, 2, 4, and 8 msec) varied between sessions. Data analyses based on amplitude, difference scores, percentage scores, and SDTtechniques identified similar patterns. The three longest gaps, but not the shortest, were reliably detected, and differences among these three were identified with percentage and SDTanalyses. Analyses of amplitude changes over test sessions yielded different patterns for each measure. The results demonstrate that an SDTanalysis is a sensitive index of prestirnulus effects.
commonly used techniques that rely either on the cooperation ofthe subject being tested, as in the verbal reports ofhuman subjects following instructions, or on the training of the subject, as in the motivated, operant baseline performance of other species that is maintained as a response measure by appetitive or aversive schedules (e.g., Kelly & Masterton, 1977) .
Sensory assessment using reflex modulation avoids these problems. It does not require training or the cooperation of the subject. It does not require learning; the amplitude of the reflex is reduced on the very first trial on which it is preceded by the prestimulus (Ison, Hammond, & Krauter, 1973) . It is not based on a motivated operant baseline performance as a response measure, eliminating the confounding ofsensory and motivational changes that may be caused by some independent variables as well as the logistical difficulties oftraining large numbers of subjects.
An unresolved issue that has stirred much debate is the mathematical procedure used to quantify the effect of a prestimulus. A common method is simply to see whether the mean amplitude ofthe elicited reflex on trials on which the prestimulus is absent (the baseline reflex amplitude) is reliably larger than the mean of the trials on which the prestimulus is present (see, e.g., Leitner et al., 1993) . This works well as long as other variables do not alter the amplitude of the elicited reflex. If a variable under study results, for example, in an increase in reflex amplitude on the prestimulus trials but the baseline reflex amplitude remains constant, then interpretation is straightforward. Since the variable has disrupted the prestimulus' ability Copyright 1997 Psychonomic Society, Inc. 774 to reduce startle amplitude, the variable has also disrupted the processing of the prestimulus. Unfortunately, many variables tend to alter the amplitude of the baseline startle reflex over the course ofan experiment. Habituation (Geyer & Braff, 1987; Geyer, Swerdlow, Mansbach, & Braff, 1990) , the effects ofdrugs (Crofton, 1992; Geyer et al., 1990) , and aging (Krauter, Wallace, & Campbell, 1981) , to name but three, can alter the amplitude ofa repeatedly elicited reflex over the course of an experiment. In such situations-when baseline reflex amplitude changesat the same time as does the amplitude on trials where on which prestimulus is presentinterpretation becomes difficult. If, for example, one wishes to study a drug that, when administered, may disrupt sensory processing, and if the drug is found to alter both baseline amplitude and the amplitude on prestimulus trials when compared with a placebo, what does this indicate about the drug's effect? Hoffman and Ison (1980) , in reviewing the reflex modulation literature, noted that the "presence of an inhibitory prepulse subtracts the same amount from the small or moderate response to a startle-eliciting stimulus ofweak or medium intensity as it does from the relatively large response to an eliciting stimulus ofgreat intensity. In other words, the amount ofinhibition is independent ofthe intensity ofthe stimulus that elicits the to-be-inhibited response" (p. 179) . This is also the position taken by Davis (1988) .
Thus, if a variable changes baseline reflex amplitude, an appropriate way of quantifying the effects of a prestimulus would be, for each subject, to subtract the mean of the trials on which the prestimulus was present from the mean of the trials on which the SES was presented alone. The resulting difference score would be constant in size and independent of any changes in baseline reflex amplitude. If the administration ofa drug alters both baseline amplitude and the amplitude on prestimulus trials, difference scores should allow one to compare the effectiveness of the prestimulus under drug and placebo conditions, and to infer the drug's effect on the processing of the prestimulus.
More recently, Bowen, Barlow, and Ison (1992) presented data indicating that the situation is not this simple. Consistent with previous research, they found that if reflex amplitude is increased by the use of a more intense SES, the difference between the means of the SES-alone trials and of the prestimulus trials is indeed a constant amount; thus difference scores would seem to be a useful index of prestimulus effects. But their data also demonstrate that when baseline reflex amplitude is altered by the presence offactors that affect the more general state of the organism, such as diurnal rhythmicity, a prestimulus will subtract a larger amount from a large response than from a small response.
This would mean that difference scores may not be the best index ofprestimulus effectiveness in such situations, because these scores would vary with the amplitude ofthe baseline reflex and would therefore be confounded with whatever variable was altering baseline amplitude. In these situations, changes in prestimulus effectiveness quantified with difference scores would be artifacts of a variable's effects on baseline amplitude. Bowen et al. (1992) suggest that because a prestimulus subtracts a larger amount from a large response than from a small response, a better measure of the effectiveness of a prestimulus would be obtained by expressing the amplitude of the prestimulus trials as a ratio ofthe SES-alone trials-that is, as a proportion or a percentage score. Such a measure would be constant in size, and independent of any changes in baseline reflex amplitude.
Thus, there is currently no agreement on the best way to quantify and interpret the effects of a prestimulus. Neither untransformed reflex amplitude nor transformed scores such as difference scores or percentage scores can serve as a "pure" measure of sensory functioning. This controversy has hindered the utility ofthis otherwise powerful and objective tool for sensory assessment.
An alternative approach to analyzing prestimulus effects is the powerful technique of signal detection theory (SDT). In a typical experiment in which a pre stimulus is used in a reflex modulation paradigm, the prestimulus is usually oflow intensity and presented repeatedly, and the research question under study is how the organism's processing of such a hard-to-detect stimulus is altered. This is all very similar to a typical signal detection experiment.
Analysis of prestimulus effects using SDT offers some advantages over analyses ofamplitude data or percentage or difference scores. SDT separates sensory processing into two independent indices: sensitivity, which reflects the acuity of an organism's sensory system; and criterion, which reflects the bias present in the organism's decision about whether or not a stimulus is present (Gescheider, 1985; Macmillan & Creelman, 1991) . Because SDT allows the calculation of a separate, relatively pure index of sensory sensitivity, applying an SDT-based analysis to prestimulus effects would permit an objective assessment of changes in sensory processing.
A further advantage of an SDT-based analysis of prestimulus effectiveness would be that it avoids the necessity of using the mean baseline amplitude in its calculations. As outlined above, this is a major problem when one uses difference or percentage scores. Because of this, an SDT-based analysis would not be as sensitive to fluctuating response baselines and would thus avoid the potential confound inherent in the other approaches.
The research reported here was an attempt at applying SDT techniques to the analysis of pre stimulus effects on the rat's acoustic startle reflex. The purpose was to see whether mathematical analyses of prestimulus effects based on SDT were feasible, and if so, whether the resulting data would parallel the patterns found with the use of more conventional analyses. If successful, it would permit future use ofSDT-based analyses in the study ofvariabies that affect baseline amplitude.
Gaps-brief pauses in otherwise continuous background noise-were used as prestimuli to reduce the amplitude of a subsequently elicited acoustic startle reflex in rats. Gap pre stimuli are effective in reducing startle amplitude and are believed to reflect the ability of the auditory system to detect and process rapidly changing acoustic transients (Ison, 1982; Ison, O'Connor, Bowen, & Bocirnea, 1991; Leitner et a!., 1993; Wecker & Ison, 1984) . As such, they provide an index of the temporal resolution ofthe auditory system, an important factor in human speech comprehension (Buus & Florentine, 1985; Corso, Corso, & Corso, 1981; McCroskey & Kidder, 1980; Trinder, 1979) .
METHOD Subjects
The subjects were 16 male albino Sprague-Dawley rats, approximately 90 days old at the beginning of testing. They were individually housed and allowed ad-lib food and water except during testing. They were maintained on a 1O:14-hreversed dark:light cycle and were tested within a few hours of the midpoint of the "night" portion of the cycle.
Apparatus
An Apple lIe microcomputer was used to control all experimental variables. Two subjects were tested simultaneously. Startle amplitude was assessed for each rat in one oftwo identical startle stations. Each station consisted of a plastic tub (20 X lOX 10 em) fitted with a lid that snapped onto the top, containing the subject. A rectangular section (15 X 7.5 em) cut out of the lid and replaced with an aluminum mesh allowed good acoustic penetration.
The dependent variable was the amplitude of the rat's wholebody acoustic startle reflex. During testing, the tub was placed on a Coulbourn Instruments movement transducer platform (Model E45-12). The voltage from the platform's strain gauge bridge (Coulbourn Instruments, Model S72-25) was filtered, rectified, integrated, and passed to a Computer Continuum 8-bit analogi digitaldigital/analog converter. The microcomputer sampled the incoming voltage at a frequency of 1000 Hz for 150 msec, beginning with the onset of the SES; the peak value during this interval served as the rat's response amplitude on that trial.
The two startle stations were located in a sound-attenuated, anechoic chamber. Located 22.5 em above each platform were three ultra-high-frequency tweeters (Radio Shack, Model 40-13 77). Two of these transducers were used to deliver the SES; the third was used for the white noise in which the gap was embedded.
The white noise was set at 60 dB SPL(A). The rise-fall time ofthe gap was controlled by increasing or decreasing the gain ofa voltagecontrolled amplifier (Coulbourn Instruments, Model S77-05); the controlling voltage was supplied by the digital/analog converter, which varied its output voltage according to a cosine function. The SES was a 120-dB SPL(A) burst of white noise, with a 100-,usec rise-fall time and a duration of 50 msec. Both the background noise and the SES were produced by Coulbourn Instruments white noise generators (Model S81-02), modified so that their output spectra were flat to approximately 100,000 Hz. The stimuli were amplified with a Crown solid-state stereo amplifier (Model DC300).
Procedure
Each rat was exposed to four test sessions, spaced at least 48 h apart. The duration of the gap prestimulus used (I, 2, 4, or 8 msec) was varied between test sessions. They were presented to each rat in a sequence determined by a Latin square matrix. These gap durations were selected because previous research had demonstrated that 2-msec-Iong gaps are close to detection threshold for rats (lson, 1982; Ison et aI., 1991; Leitner et al., 1993) . The time between the end of the gap and the onset of the SES was fixed at 50 msec for all gap durations.
Each 90-min test session consisted of the repeated presentation of the SES, with an intertrial interval that varied randomly among 16, 18,20,22, and 24 sec. Present throughout testing was the background white noise in which the gap, if present, was embedded. A trial consisted of an average of 20 sec of white noise, and ended with the presentation of the gap (if present) and the SES and the assessment of startle amplitude. The next trial began immediately. Each session included 150 trials on which a gap preceded the SES and 150 trials on which the SES was presented alone, in a random sequence.
RESULTS

Analyses of Startle Amplitude
For these analyses, mean startle amplitude was calculated across trials for each subject for each condition, and grand means were then calculated across subjects for each condition. These data are depicted in Figure I . It can be seen that mean startle amplitude on the control trials on which the SES was presented alone are all about the same across test sessions. It can be noted further that the l-msec-long gap did not appreciably reduce startle amplitude, but that the other gap durations did.
The validity of these trends was examined with a 2 (startle-alone trials vs. gap-and-startle trials) X 4 (gap duration) analysis of variance ( test demonstrated that there were no reliable differences among the four conditions in which the SES was presented alone, and that the mean amplitude for the condition with the shortest gap duration, I msec, was not reliably different from the SES-alone trials with which it was paired. Further testing with Tukey's HSD test demonstrated that the mean amplitude for the conditions with the three longest gap durations were reliably different from the SESalone trials with which each was paired (p < .05). The mean amplitude for the condition with the shortest gap was also found to be reliably different from the means of the other three gap conditions (p < .05), which were not reliably different from each other.
These data are consistent with previous research (Ison, 1982; Ison et a!., 1991; Leitner et a!., 1993) in which a l-msec-Iong gap did not reliably reduce startle amplitude, whereas a gap that was 2 msec in duration did. Also, these data are consistent with the findings of Leitner et a!.
(1993) that a 2-msec-long gap was not reliably less inhibitory than longer gaps.
Analyses of Difference Scores
For these analyses, mean startle amplitude was calculated across trials for each subject for each condition. Difference scores were then calculated by subtracting the mean startle amplitude for each of the four gap-and-startle conditions from the corresponding SES-alone condition, for each subject. This method of calculation results in small difference scores representing large responses made on the prestimulus trials (i.e., a lesser prestimulus effect), and large scores representing small responses made on the prestimulus trials (i.e., a greater prestimulus effect). Four grand means were then calculated across these mean difference scores.
These data appear in Table I . It can be seen that the difference score for the I-msec-Iong gap condition is almost zero, indicating that this short gap did not reduce startle amplitude. For the other gap durations, the difference scores are much larger, with the 2-msec-long gap producing somewhat less ofa difference than either ofthe two longer gaps.
Data analysis consisted ofa one-way repeated measures ANaYA, supplemented with post hoc Tukey's HSD tests. The ANaYA revealed a reliable difference among mean difference scores [F(3,45) = 46.85, P < .001]. Post hoc analyses indicated that the mean difference score for the l-msec-long gap was reliably different from that for the other three (p < .05), and that the mean difference scores for the 2-, 4-, and 8-msec-long gaps were not reliably different from each other. Again, these data are consistent with previous research (Ison, 1982; Ison et a\., 1991; Leitner et a\., 1993) .
Analyses of Percent Amplitude Reduction
For these analyses, percent amplitude reduction scores were calculated for each subject by dividing each difference score for each of the four gap conditions (as calculated for the second analysis, above) by the subject's mean amplitude for the corresponding SES-alone trials, and then subtracting the quotient from I. The resultant from this was then multiplied by 100. Four mean percent amplitude reduction scores, one for each of the four gap conditions, were then calculated across subjects. This method of calculation results in small percent amplitude reduction scores representing small responses made on the prestimulus trials (i.e., a greater prestimulus effect), and large scores representing large responses made on the prestimulus trials (i.e., a lesser prestimulus effect).
These data are also presented in Table I . It can be seen that a pattern similar to the second analysis is present; the percent score for the l-msec-long gap condition is virtually 100, indicating that this gap did not reduce startle amplitude. For the other gap durations, the percentage scores are much smaller, with the 2-msec-long gap again not as effective in reducing startle amplitude as either of the two longer gaps.
These data were analyzed with a one-way repeated measures ANaYA, supplemented with post hoc Tukey's HSD tests. The ANaYA revealed a reliable difference among mean percent scores [F(3,45) = 84.87,p < .001]. Post hoc analyses indicated that the mean percent amplitude reduction score for the l-msec-long gap was reliably different from those for the other three (p < .05); that the mean percent amplitude reduction score for the 2-msec-long gap was reliably different from those for the two longer durations (p < .05); and that the mean percent amplitude reduction scores for the 4-and 8msec-Iong gaps were not reliably different from each other. 
Signal Detection Analyses
The data were examined by means of a receiver operating characteristic curve (ROC) rating analysis-the multireader, multicase approach (MRMC, Version 1.55) developed by Dorfman, Berbaum, and Metz (1992) . This approach permits generalizations to the population of readers and cases. Based on the ideas ofSwets and Pickett (1982) , Hanley and McNeil (1983) , and Metz, Wang, and Kronman (1984) , it involves an analysis of variance of the pseudovalues computed by the Quenouille-Tukey version ofthe jackknife (Dorfman et aI., 1992) . Decision accuracy is measured by A z ' the area under the ROC curve. The two underlying distributions are the responses to SES-alone trials and to the gap-and-SES trials. The ability of the subject to detect the gap is reflected in the value of A z ' with an A z of .50 representing no detection and an A z of 1.0 representing perfect detection.
As applied to the gap detection paradigm, the standard response was a large-amplitude startle response, a response typically exhibited when no gap was either available or detected. A low-amplitude startle response represented either inhibition ofthe response due to a detection of a gap or to a failure to respond. Startle amplitude was thus used as a strength ofdecision, with larger amplitudes suggesting more likelihood of gap detection. It was assumed that for each subject in each test session, the startle amplitudes covered a range of magnitudes from the complete amplitude reduction possible for the gap duration used to the maximum startle amplitude demonstrated by the subject within the block of 300 trials.
It has been shown that the amplitude of the startle reflex for rats varies over time (Chabot & Taylor, 1992a , 1992b Davis & Sollberger, 1971; Horlington, 1970; Krauter et aI., 1981) . Furthermore, subject-to-subject variability of reflex amplitude is such that many researchers working with rats in startle paradigms use a matching procedure to roughly equate reflex amplitude between groups ofsubjects (see, e.g., Davis, 1988) . Because ofthis between-and within-subjects variability, and the Latin square design used in the present study in which each condition for each subject occurred on different days, performance was assessed for each block of 300 trials for each rat. In this manner, neither day-to-day variation for each rat nor rat-to-rat variation contributed to estimates of performance. The advantage of this approach is to avoid the comparison of gap trials on one day with baseline data collected on a different day, thus avoiding the dayto-day source of variability. Each estimate of A z is thus calculated for I rat observer on one day of performance.
The 300 trials of each test session were used to create a frequency distribution, and cut points were calculated to divide the distribution into six categories of 50 trials each. Cut points corresponded to the amplitudes defining the 16.7th, 33.3rd, 50th, 66.7th, and 83.3rd percentiles. The startle amplitudes for the 16 subjects in the four conditions were thus transformed into six categories, with I representing the smallest startle amplitudes, and 6 representing the largest startle amplitudes. The categorized responses for each block of 300 trials were further identified as SES-alone (noise) or gap-and-SES (signal). The 150 SES-alone and the 150gap-and-SES trials and the six category designations were used to create a 2 X 6 frequency matrix. Ifthere was no detection of the gap, indicated by no inhibition of startle, then a random arrangement of frequencies would yield an A z estimate near .5. A perfect separation ofSES-alone from gap-and-SES trials would yield an A z of 1.0.
The MRMC program accommodated the 19,200 ratings (16 subjects X 4 conditions X 300 trials) in a single analysis ofA z values. As shown in Table I , on the average, a l-msec-long gap is not detectable, a 2-msec-Iong gap is reliably detected above chance, and detection performance peaks with a 4-msec-Iong gap, which is not different from the 8-msec-Iong gap.
These trends were examined by using A z as the dependent variable in a 4 (gap duration) X 16 (subject) X 300 (trial) ANOVA, with repeated measures on the first and third factors. There was a significant effect for gap duration [F(3,50) = 113.74, p < .001]. Reliable effects were also found for subject [F(l5,4485) = 24.69, P < .001] and trial [F(299,4485) = 7.59,p < .001]. Significant interactions were found for gap duration X subject [F(45,13455) = 5.17,p<.001] and gap duration X trial [F(897,4485) 
Post hoc testing using Tukey's HSD test revealed reliable differences between 1-and 2-msec-Iong gaps (p < .0 I) and between 2-and 4-msec-Iong gaps (p < .0 I), but not between 4-and 8-msec-Iong gaps (p > .05). Other effects of interest included the reliable trial effect. This indicates that habituation, learning, or perhaps fatigue (of either the sensory or motor systems) processes occurred within each block. The reliable subject X trial and gap duration X trial interactions indicate that this process affected each subject differently in each condition tested.
It may be argued that the conversion ofcontinuous data into ordinal data results in a loss of information and precision of measurement. To examine this possibility, three additional analyses were performed on the data. These analyses were identical to the one described above, except that the number of categories created was varied. For the first, 5 categories were created; for the second, 10 categories; and for the third, 20 categories were created.
The mean values ofA z for each gap condition for each of these four analyses were virtually identical, falling within ±.005 of each other, and with SEs that fell within ±.OOI of each other. That no differences were present among these four types ofcategorizations was confirmed by a one-way ANOVA, with number of categories as the factor under test [F(3,12) < 1.00, p > .05]. These results support the conclusion that the findings reported above were not dependent on the number of categories used in the analyses.
Although startle amplitude was not intentionally manipulated in this study, the reliable trial effect noted above indicated that this issue might be examined by analyzing the first 50 trials (25 startle-alone trials and 25 gap-andstartle trials) and the last 50 trials separately for each subject. Ifhabituation or some other trial-correlated variable caused a reduction of startle amplitude over the duration of a test session, then such analyses would allow the assessment of the stability of the several measures in the face of fluctuating baseline startle amplitudes. Figure 2 shows the mean for each condition, calculated across subjects, for each of the four methods used to quantify gap inhibition ofstartle computed for the first 50 (early) and the last 50 (late) of the 300 trials.
To see whether there was a change in startle amplitude from the beginning to the end of a test session, the untransformed startle amplitude data were analyzed in a 2 (early vs.late) X 2 (SES-alone vs. gap-and-SES) X 4 (gap duration) ANOVA, with repeated measures on all factors. These analyses demonstrate that there was a reliable change in startle amplitude from early to late in a test ses-sion. Means computed for only the SES-alone trials across gap durations for the first and last 50 trials demonstrated that the reduction in startle amplitude was 44% (first 25 trials, M = 1.34 V, SE = 0.1 V; last 25 trials, M = 0.75 V, SE = 0.06 V). The reduction in amplitude across test sessions may possibly have been caused by the subjects' habituation to the repeatedly presented SES. Ifso, it is not clear whether this reduction reflects habituation of the sensory or motor systems involved.
The inhibitory effect ofgaps on startle also varied from the early to the late trials, as demonstrated by the reliable interaction found for early/late X SES-alone/gap-and-SES. It is not evident, though, whether this effect is reflective of the subjects' altered perception of the gaps over the course of a test session or merely an artifact of measurement caused by the large change in startle amplitude that occurred across a test session, as discussed above .
Further analyses were conducted on the three transformed measures of startle inhibition. For difference scores, a 2 (early vs.late) X 4 (gap duration) ANOVAwith repeated measures on both factors revealed reliable main effects for early/late [F(1,15) the I-msec-long gap produced a reliably smaller difference score (i.e., a lesser effect of gap) than did the other three gap durations (p < .05), which were not different from each other. Furthermore, for each gap duration except the 8-msec-long gap, the difference score for the early trials was reliably larger than the difference score for the late trials (p < .05), indicating greater gap effectiveness during the early trials. No reliable difference was found between the early and late trials for the 8-msec-long gap.
Analyses identical to those used for the difference scores were conducted for the percent and A z measures. For percent, no reliable main effect was found for earlyllate [F(l, 15 ) < 1,p > .05]. There was a main effect for gap duration [F(3,45) = 39.61, P < .0I], and the interaction was reliable [F(3,45) = 8.33,p < .01]. Post hoc Tukey's HSD tests revealed that for the early trials, the l-msec-long gap produced a reliably larger percent score (i.e., a lesser effect of gap) than did the other three gap durations (p < .05), which were not different from each other. For the late trials, the I -msec-long gap again produced a reliably larger percent score than did the other three gap durations (p < .05), and the 2-msec-long gap resulted in percent scores that were reliably larger (indicating a lesser effect ofgap) than those for the 4-and 8-msec-long gaps (p < .05), which were not different from each other.
The l-msec-long gap resulted in a reliably larger percent score on the late trials than on the early trials (p < .05). The early and late percent scores generated by the 2-msec-long gaps were not reliably different, nor were those for the 4-msec-long gap. For the 8-msec-long gap, the early trials produced reliably larger percent scores than did the late trials (p < .05). Thus, the interaction can be explained by the differences between the early and late trials noted for the 1-and 8-msec-long gaps.
The analyses for A z were based on the values derived from the procedure that used six categories. As was found for percent, no reliable main effect was found for early/ late [F(I, 15) = 3.94, p > .05]. Also as for percent, there was a main effect for gap duration [F(3,45) = 51.49,p <
.01] and a reliable interaction [F(3,45) = 8.28,p < .01] . Post hoc Tukey's HSD tests revealed that, as for percent, for the early trials the I-msec-long gap was reliably less detectable than the other three gap durations (p < .05), which were not different from each other. Also as for percent, for the late trials, the l-msec-long gap was reliably less detectable than the other three gap durations (p < .05), and the 2-msec-long gap was reliably less detectable than the 4-and 8-msec-long gaps, which were not different from each other.
Following the trend noted for the percent scores, the 1msec-long gap had a reliably greater detectability on the early trials than on the late trials (p < .05). This was also true for the 2-msec-long gap (p < .05). The early and late A z scores generated by the 4-msec-long gap were not reliably different, nor were those for the 8-msec-long gap. Thus, the interaction can be explained by the reliable differences between the early and late trials noted for the land 2-msec-long gaps, which were not present for the 4and 8-msec-long gaps.
In summary, gap detectability appears to have changed over the course of a test session, and the three different methods used to quantify startle amplitude reduction resulted in three different patterns. By all three measures, for the first 50 trials a 2-msec-long gap was as detectable as gaps that were 4 and 8 msec long, compared with the l-msec-long gap. This pattern also held for difference scores for the last 50 trials, and, with the exception of the longest gap used, detectability as quantified by this measure worsened over the course ofa test session. The percent scores indicate that late in a test session detectability lessened for the I-msec-long gap and was greater for the 8msec-long gap, and that no change occurred for 2-and 4-msec-long gaps. For A z ' detectability of4-and 8-mseclong gaps during the last 50 trials did not differ from each other or from dectectability for the first 50 trials, and this was superior to that for gaps of I and 2 msec.
All three measures converged on a lessened sensitivity to the I-msec-long gap over a test session, and in addition, difference scores and A z converged on a lessened sensitivity to the 2-msec-long gap over a test session. As indicated by the literature cited above, a I-msec-long gap is not reliably detected and a 2-msec-long gap is probably near threshold. These gaps might therefore be the most susceptible to alterations in sensory processing that may occur over the course ofa test session. Changes in the detectability of the two briefest gaps may explain the trials effect and the interactions noted in the first MRMC analyses.
Explanation of this loss in sensitivity would require another series ofexperiments in order to attribute it to receptor or subject fatigue, response habituation, or an effect of sampling. It is also unclear what might cause the increase in sensitivity noted for the longest gap over a test session when quantified in percent. Further experimentation would be necessary to determine whether this was a real increase in sensitivity or an artifact of measurement.
DISCUSSION
The purposes of the research described here were to see whether an SDT approach would yield results similar to those of more conventional analyses, and whether the SDT analyses would be applicable in situations in which the baseline amplitude might be affected by independent variables. The SDT analyses indicated that rats did not reliably detect l-msec-long gaps in acoustic noise, a finding consistent with the three conventional analyses used and with previous reports. Rats reliably detected 2-msec-long gaps, findings also identified by the other three analyses and consistent with previous research (Ison, 1982; Ison et aI., 1991; Leitner et aI., 1993) . The SDT analyses indicated that detection of these two gaps worsened over the course of a test session, whereas detection ofthe two longer gaps did not. Additional analyses ofthe data indicated that estimates ofA z were not affected by the number of categories used for the MRMC analysis.
These results are also consistent with research using other techniques to characterize the limits ofauditory tem-poral resolution. These experiments have been conducted with humans (e.g., Penner, 1977; Perrott & Williams, 1971; Plomp, 1964; Williams, Elfner, & Howse, 1979) and several other species, including the house finch (Dooling, Zoloth, & Baylis, 1978) and the chinchilla (Giraudi, Salvi, Henderson, & Hamernik, 1980) . Regardless ofthe species studied or the assessment technique used, the bulk of this research indicates that the minimum reliably detected gap is approximately 2-3 msec.
As an example, Giraudi et al. (1980) studied gap detection in the chinchilla by using operant shock-avoidance techniques. They found that detection thresholds varied with the intensity of the noise in which the gap was embedded; the more intense the noise, the briefer the minimum detectable gap. Although traditional statistical analyses were not performed, the psychometric functions generated by this study showed differences in the detectability of the different durations of gaps used. For the condition most similar to the present study, in which 67-dB SPL noise was used, 2-msec-long gaps were below detection threshold (defined as 50% correct responding). Both 4-and 8-msec-long gaps were above detection threshold, and they were not very different from each other (approximately 80% and 95% correct responding, respectively).
Similar conclusions can be inferred from the psychometric functions generated by studies of gap detection in humans (Penner, 1977; Plomp, 1964) . It would appear, therefore, that the reliable difference found between 2and 4-msec-long gaps identified by analyses ofpercentage scores and k is a real one. This difference has not been previously noted, and it demonstrates that the SDT analyses are at least as sensitive in identifying prestimulus effects as the more conventional percent analyses.
The SDT approach used here avoided the necessity of using the mean baseline amplitude in its calculations. As outlined above, fluctuating baseline amplitude is one of the major problems encountered when quantifying prestimulus effects using amplitude, difference scores, or percentage scores. An SDT-based analysis of sensitivity would not be affected by fluctuating response baseline between test sessions because ofthe normalization of the data within each test session. This may allow an objective and unconfounded assessment ofchanges in sensory processing, since effects due to the day-to-day variations in baseline amplitude that have been reported elsewhere (Chabot & Taylor, 1992a , 1992b Davis & Sollberger, 1971; Horlington, 1970; Krauter et aI., 1981) are eliminated.
The SDT approach reduces the potential for confounding sensory processing with changes in reflex amplitude to within-session only. That such changes in reflex amplitude occur over the course of a test session was identified in this study by the reliable effect for trials found in the first SDT analysis conducted. Unlike the other techniques used, the SDT approach called attention to this trialcorrelated effect.
Further analyses demonstrated that startle amplitude decreased over the course ofa test session. The four measures ofgap detectability used also varied over the course of a test session. Although overall a trend toward lesser gap detectability over the course ofa test session was present, each measure displayed a unique pattern of change over time. Because of the differences in trends among measures, it is hard to believe that all are confounded by the within-session variability of the amplitude of the startle reflex. If the within-session changes in gap detectability are real perceptual changes, whether they reflect habituation, learning, fatigue (of either the sensory or motor systems), or some other process also needs to be investigated.
