We study synchronization properties of systems of Kuramoto oscillators. The problem can also be understood as a question about the properties of an energy landscape created by a graph. More formally, let G = (V,
Introduction
We study a simple problem that can be understood from a variety of perspectives. Perhaps its simplest formulation is as follows: let G = (V, E) be a connected graph and (a ij ) n i,j=1 denotes its adjacency matrix. We assume the graph is simple, and thus a ii = 0 for i = 1, . . . , n. We are then interested in the behavior of the energy functional f : T n ∼ = [0, 2π] n → R given by (1) f (θ 1 , . . . , θ n ) = n i,j=1 a ij cos (θ i − θ j ).
Ling, Xu & Bandeira [5] ask the following very interesting Question. What is the relationship between the existence of local maxima and the topology of the network? f assumes its global maximum when θ i ≡ θ is constant and this is the unique global maximum up to rotation. Factoring out the rotation symmetry, there are at least 2 n critical points of the form θ i ∈ {0, π}. The main question is under which condition we can exclude the existence of local maxima that are not global maxima. This is related to the Kuramoto model as follows: suppose we consider the system of ordinary differential equations given by
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We can interpret this system of ODEs as a gradient flow with respect to the energy E(θ 1 , . . . , θ n ) = − n i,j=1 a ij cos (θ i − θ j ).
In this case, local maxima that are not global correspond to stable local minima of the gradient flow. In light of this model, particles on the circle that are connected by springs, it is natural to assume that no spurious local minimizer of this energy exist if there are enough springs. This motivated an existing line of research: Taylor [11] proved that if each vertex i is connected to at least µ(n − 1) vertices for µ ≥ 0.9395, then (1) does not have local maxima that are not global. Ling, Xu & Bandeira [5] improved this to µ ≥ 0.7929. They also showed the existence of a configuration coming from the family of Wiley-Strogatz-Girvan networks [15] where each vertex is connected to 0.68n other vertices that indeed has local maxima that are not global. Townsend, Stillman & Strogatz [14] suggest that the critical value might be µ c = 0.75 and identify networks with µ = 0.75 having interesting spectral properties.
The problem itself arises in a variety of settings. We refer to the surveys [1, 2, 10] for an overview regarding synchronization problems, to [9] for insights into complexities of the Kuramoto model and to [7, 8] for random Kuramoto models. There is also recent interest in the landscape of non-convex loss functionals for which this problem is a natural test case, we refer to [3, 4, 12, 13] .
Theorem. If G = (V, E) is a connected graph such that the degree of every vertex is at least 0.7889(n − 1), then
does not have local maxima that are not global.
The main idea behind the argument is a refinement of the approach of Ling, Xu & Bandeira [5] in a certain parameter range using a new decomposition of the points. We consider the problem a natural benchmark for testing our understanding of the geometry of energy landscapes. We conclude by reiterating the original question from [5] : which kind of assumption on the network (this paper, for example, is only dealing with edge-density assumptions) implies synchronization? 2. Proof 2.1. Ingredients. The purpose of this section is to sketch several of the tools that go into the argument which is a variation on the argument given by Ling, Xu & Bandeira [5] . We first recall their argument. They start by introducing a useful Proposition (precursors of which can be found in Taylor [11] ).
Proposition (Ling, Xu, Bandeira [5] ). Let (θ 1 , . . . , θ n ) ∈ T n be a strict local maximizer of (1). If there exists an angle θ r such that
then all the θ i have the same value.
The idea behind this argument is as follows: if (θ 1 , . . . , θ n ) ∈ T n is a local maximizer, then the quadratic form (corresponding to the negative Hessian) is positive semi-definite. In other words, a necessary condition for being a local maximum (derived in [5] ) is that for all vectors w ∈ R n n i,j=1
We can derive a contradiction by defining a vector w ∈ {−1, 1} n depending on which of the two 'cones' the variable θ i is in. Then the summation only ranges over pairs that are in opposite sides of the cone. The cosine is negative for those values and since the graph is connected, there is at least one connection leading to a contradiction.
The second part in the argument [5] is based on showing that
where the second inequality follows from
The argument in [5] proceeds by writing
and taking imaginary parts to obtain
However, the first order condition in a maximum implies n j=1 a ij sin (θ i − θ j ) = 0 and thus we obtain
As a consequence, we have
The Proposition together with (2) and (3) then imply the result.
2.2. The Proof. Our proof makes use of several new parameters. As will come to no surprise to the reader, we obtain them by working with unspecified coefficients in the beginning and then solving the arising optimization problem to obtain the optimal selection of parameters. For readers who prefer explicit values to have an idea of scales, we will later set ε = 0.5 and δ = 0.88.
Proof. The first part of our proof emulates the argument from [5] with one slight modification. We assume that we are working with a slightly improved bound in (2) . Specifically, we first assume that we have the identity
for some value of α ≥ 0.0537. In that case, running the original Ling-Xu-Bandeira argument again shows that we have
as long as µ ≥ 0.788897. It thus remains to obtain a similar bound in the case where this assumption does not hold. We may thus additionally assume
The first step in our argument is to conclude that, for every given ε ∈ [α, 2], there are at least (1 − α ε )n many values of i such that
Suppose this is false, then the double sum in (4) could be bounded from above by
which is a contradiction to (4). Let us now take a vertex i satisfying (5) . We now argue that, for every given δ ∈ (ε, 2) there are many non-neighbors, indices j such that a ij = 0, for which
Let us assume their number is (1 − µ − c)(n − 1). Then we can bound, using the fact that the total number of non-neighbors is at most ( 
We require, using (5) , that
This shows that the number of non-neighbors for which the cosine quantity exceeds 2 − δ is at least
We summarize our arguments up to this step.
(1) Let us consider the value α as defined in (4). If α ≥ 0.0537, then we get the desired result directly from the argument of Ling, Xu & Bandeira. It thus remains to study the cases where 0 ≤ α ≤ 0.0537. (2) In this case, for each ε ≥ α, there are at least (1 − α ε )n points i ('the good points') for which we have the inequality
(3) For each ε < δ < 2, each of these (1 − α ε )n points has at least (1 − µ)(n − 1)(1 − ε δ ) non-neighbors, a ij = 0, for which
It is an elementary trigonometric fact that if 0 ≤ δ ≤ 1, then
where we introduced the shorthand s δ for simplicity of exposition. Combining these facts, we can show that for at least (1 − α ε )n points, we have
This, in turn, implies
Note that we also have (2) and (4) implying
and this is true for all but α ε n points (which we call 'outliers'). We define ϕ = ϕ(µ, ε, δ, α)
as the positive angle satisfying
.
We will require, further along in the argument, that ε and δ are chosen in such a way that
We now introduce a bit of orientation and assume, without loss of generality after possibly rotating all the points, that r = r e iθr = n j=1 e iθj is a positive real number.
We know that the good points, of which there are at least (1 − α ε )n many, satisfy (6) and are thus contained in one of two cones. We assume that we have γ 1 n good points in the left cone and γ 2 n good points in the right cone. See Figure 1 . This implies that
θ r γ 1 n points here γ 2 n points here ϕ sin 2 (φ) < 1/2 Figure 1 . Introducing orientation: r being a positive real forces all the good points to be in two cones. The outliers can be anywhere (and could also be in the cone).
We note that the (at most) α ε n outliers might also be in the left or the right cone, we do not make any statement about their actual location and will always assume that they are working against us. The inequality
forces some restrictions on γ 1 and γ 2 . Assuming the worst case (where all the outliers are actually working to make r as big as possible), we have r ≤ γ 2 − cos (ϕ)γ 1 + α ε n and therefore
This inequality implies there cannot be too few points inside the right cone for otherwise r could not attain the size it does. More precisely, this forces
We conclude the argument by using that our configuration is a local maximum: this means that the Hessian is definite which in our case implies that for any (w 1 , . . . , w n ) ∈ R n , we have
We pick these numbers as follows: for a constant v ∈ R to be determined
for the ones on the left cone v for the outliers −1 for the ones on the right cone.
Note that, at this point, we do not have precise information on γ 1 and γ 2 (but we do have a lower bound on γ 2 ). We now estimate the quadratic form, which we know to be positive, from above
Now, since | sin(ϕ)| 2 ≤ 1/2 by assumption, we have that the cosine is negative for any pair of points where one is contained in the left cone and one is contained in the right cone. Thus we can bound the quadratic form from above by assuming that the least amount of connections run between them. This requires the assumption (so that all disconnected edges from the left points can be connected to the right points) γ 2 ≥ 1 − µ and results in
As for outliers, we have no control on where they are. Let i be an outlier and consider the quantity that we need to bound
We can increase this contribution by assuming that the outlier is somewhere in ϕ ≤ θ i ≤ π − ϕ and that all the points in the cone are located at angles ϕ and π − ϕ. This leads to the upper bound
We bound expressions of this type via
We note that, by assumption, | sin ϕ| 2 < 1/2 and thus, since A, B are positive reals,
This allows us to bound
Altogether, summing over all the outliers shows
We note that (7) shows that 1 ε
Combining this with (10), we reach a contradiction to (9) if
This clearly requires γ 1 > 0. We first show that if γ 1 = 0, then the only stable configuration that can arise is actually the one where all points are in the same spot.
Then we deal with the more elaborate case that arises when γ 1 > 0. If γ 1 = 0, then there are at least (1 − α ε )n points in the right cone. Since the opening angle is less than 45 • (that this is indeed the case for all parameters is shown in the second part of the argument below), we know that the x−coordinate of e iθj for each good point is at least 1/ √ 2 while the x−coordinate of each outlier is, since γ 1 = 0, at least −1/ √ 2. This shows that
Recalling (3), we have, for any i, that
Recalling our regime of interest, 0 ≤ α ≤ 0.0537 and µ ≥ 0.78 as well as our parameter selection ε = 0.5, we see that
This case thus reduces to the Proposition above and we see that the only possible case is that where all the points are in the same spot.
We can thus assume that γ 1 > 0 in which case the configuration is clearly not the one where all the points are in one spot. We obtain a contradiction to (9) if
Note that cos (π − 2ϕ) = − cos(2ϕ) = −1+2 sin(ϕ) 2 . By assumption, we know that sin(ϕ) 2 < 1/2 and thus the cosine contribution in the above inequality is negative. We reach a contradiction if
The right-hand side is negative; this means that in order to reach a contradiction, we certainly would need to require the quantity in the parentheses to be negative, i.e. cos (π − 2ϕ) + α ε − α < 0 and we require that
Notice that this is a stronger requirement than γ 2 ≥ (1 − µ), and thus the latter will be dropped. However, we already know from (8) that
Altogether, this implies that if
then we have shown that any collection of points with these parameters must necessarily give rise to a Hessian with a negative definite eigenvalue and we have thus obtained a contradiction.
Summary. In order to obtain a contradiction, it suffices to find, for each α ≤ 0.0537 two variables ε and δ α < ε < δ < 1 such that, abbreviating once again,
the following properties hold (1) we have
If so, then this quantity defines a variable ϕ = ϕ(α, µ, ε, δ) corresponding to an angle less than 45 • ; (2) we require that this angle satisfies cos (π − 2ϕ) + α ε − α < 0, and moreover, (3) we also require the angle ϕ satisfies Choice of Parameters. We distinguish the cases α ≤ 0.0537 and α ≥ 0.0537. If α ≥ 0.0537, then we immediately obtain a contradiction if µ ≥ 0.788897.
Let us now assume that α ≤ 0.0537. We set ε = 0.5 and δ = 0.88.
An easy (mathematica) check shows that we obtain a contradiction for the entire range 0 ≤ α ≤ 0.0537 and 0.788897 ≤ µ ≤ 0.794, where 0.794 is the bound proved in [5] . More precisely, the inequalities are true with room to spare: we have, over this entire parameter range It is the last expression which is almost satisfied and does not allow an extension to smaller parameter ranges (the critical values occur when α ∼ 0.0537 and µ ∼ 0.7889), the inequality is satisfied with a much bigger gap away from these parameters.
