We describe three new methods for obtaining superimposed codes in Euclidean spaces. With help of them we construct codes with parameters improving upon known constructions. We also prove that the spherical simplex code is not optimal as superimposed code at least for dimensions greater than 9. ?
Spherical superimposed codes
In [7, 8] , a class of superimposed codes for the Euclidean channel was introduced. In this paper, we consider in detail this type of codes. As usual we shall denote the n-dimensional Euclidean space by R n and its elements will be called vectors or points. The standard inner product (sometimes called correlation) between two vectors x = (x 1 ; x 2 ; : : : ; x n ) and y = (y 1 ; y 2 ; : : : ; y n ) is deÿned as x; y , n i=1 x i y i :
The Euclidean norm of the vector x is x E ,
x; x = n i=1 x 2 i . The distance between x and y is d E (x; y)= x − y E . The induced metric is called Euclidean metric. For an arbitrary ÿnite subset A={a (1) ; a (2) ; : : : ; a (T) } of R n the minimum distance d E (A) of A is d E (A) , min{d E (a (i) ; a (j) ): i; j ∈ {1; : : : ; T }; i = j}:
The space R n can be considered as a linear space over the ÿeld of real numbers R in a natural way. For every subset C = {x n ) | i = 1; 2; : : : T ; } of R n , denote by C * m the multi-set of all sums of at most m di erent vectors from C. It can happen that C * m contains some vectors more than once. In such a case, we obviously have d E (C * m ) = 0. A special subset of R n is the unit sphere n which consists of all vectors x of norm 1, i.e.
n , {x ∈ R n | x E = 1}:
Any subset of n is called spherical code. Every spherical code is characterized by its minimum distance, which is the smallest distance between its di erent points.
Deÿnition 1. The set C is called an (n; T; d)-spherical code if C ⊂ n , |C| = T and d E (C) = d. The parameters n; T and d are called dimension, cardinality and minimum distance of the code C, respectively.
Spherical codes are extensively studied in the literature [12, 4, 6, 10, 11, 15, 2] . The main problem which is considered is ÿnding the largest cardinality of a spherical code with prescribed dimension and minimum distance. Here we impose some stronger conditions on the codes.
Consider the following situation. Suppose that T users use a single channel and the ith user is assigned two codewords, the all-zero vector 0 = (0; 0; : : : ; 0) ∈ R n and x n ) ∈ R n . It can be assumed that all non-zero codewords have a unit energy. Before transmitting over the channel the codewords of the users are added as in R n . Suppose that no more than m users send a non-zero codeword and the channel is disturbed by an additive white Gaussian noise. At the receiver end the decoder has to decide which users have been active, i.e. have sent a non-zero codeword. This model gives rise to the following deÿnition. Sometimes the condition that all code vectors have unit norm can be dropped. Instead of this we require that all code points have to be within the unit sphere n . This simpliÿcation is also suggested from the model given above. As we shall see in most of the constructions of SSCs, the exact determination of the minimum distance is impossible. A lower bound on d is computed instead. Therefore, we shall say that any (n; d; m; T )-SSC is also an (n; d 0 ; m; T )-SSC, where 0 6 d 0 6 d.
Since we want to include as many users in our system, we are interested in (n; d; m; T)-SSC with as high T as possible for given set of parameters (n; d; m). We denote by T (n; d; m) the maximal T for which an (n; d; m; T )-SSC exists. The problem of determining the function T (n; d; m) is a very complicated one. Its exact value is known only for a few sets of parameters.
Asymptotic results
Before proceeding with the constructions, we give some results on the asymptotic behavior of T (n; d; m) as the dimension tends to inÿnity. We deÿne the exponent of increase as
The quantity E(m; d) is also known as the best possible rate of SSC with parameters m and d.
A natural upper bound on T (n; d; m) is the sphere-packing bound [7, 8] which states
Direct consequence of this inequality is the following limitation on the exponent
where o(1) is a function which tends to zero as m tends to inÿnity. A recent signiÿcant improvement of (2) is described in [13] . The authors show that almost all sums of exactly m points of a code C are essentially gathered in a ball of radius √ m around a certain point. This leads to the following result.
Theorem 3 (F uredi and RuszinkÃ o [13, Theorem 3.2]).
The following bound on the rate of SSCs is valid
Unfortunately, this bound does not have its match for upper bounding the function T (n; d; m). Theorem 3 shows that the sphere packing bound (1) is actually very weak. Lower estimations on the rate of SSC are obtained by constructions. As usual in the ÿeld of coding theory, the best-known asymptotic lower bound is given by random code construction. We do not discuss any details of the construction itself and give only the ÿnal result. 
Summary of known constructions
Here we describe in brief some known techniques for constructing SSCs. All these constructions can be found in [1] .
Construction 5. An orthonormal basis of R n forms an (n; 1; n; n)-SSC.
The points that form an orthonormal basis of R n lie on a hyperplane of dimension n − 1. By projecting them onto R n and some rescaling we obtain the so-called simplex code on n−1 . It can be easily checked that the following is true.
Construction 6.
A simplex code on n−1 forms an (n − 1; 1; n − 1; n)-SSC.
Before proceeding with more advanced constructions, we give one way to obtain SSCs in two dimensions.
Construction 7.
A regular n-gon on 2 forms an (2; d; k − 1; n)-SSC, where d ¿ 0 and k is the least non-unit divisor of n.
The drawback of Construction 7 is that the actual minimum distance is di cult to compute.
All methods for deriving SCCs, which we shall give in the end of this section are based on certain mappings from the set {0; 1; : : : ; p − 1} into R or R 2 . They can be deÿned as follows:
The ÿrst more advanced construction of SSCs is described in [7] .
Construction 8 (The EG construction). Let C b be a binary linear [N; K; D]-code which contains the all-one word. Let C b be the set that is obtained from C b by deleting all words starting with 1 and deleting the ÿrst coordinate from the rest. Suppose that
for some d, 0 ¡ d 6 1, where a , min{T; 2m} and n = N − 1. Applying the mapping AM2 to C b , we obtain (n; d; m; T )-SSC.
As we shall see later on, this construction can be somehow generalized. Another approach is to use p-ary representations of so-called A s -and B s -sets. We skip the details given in [1, Chapter 5] and state the result.
Construction 9 (The A construction). Given a primitive polynomial of degree m + 1 over GF(q), we can obtain (n; d; m; T )-SSC with T =q+1 and the following parameters, for any integer r ¿ 2 and for v = (q m+1 − 1)=(q − 1)
;
Another type of superimposed codes considered in [9] can be used for designing SSCs. One possibility of doing this is summarized here.
Construction 10. Let p be a prime number and C p be an (N; D; m; T ) p -superimposed code with m ¡ p. Applying the corresponding mapping and appending D zeroes to every codeword of C p in the last two cases, we obtain (n; d; m; T )-SSC with the following parameters:
where d a is the smallest distance between sums of m vertices of regular p-gon on 2 .
Extensive tables with codes obtained from the above constructions can be found in [1] . We shall refer to those tables when we analyze the parameters of the codes constructed in this paper.
Codes of dimension two
We pay a special attention to superimposed codes on the unit circle. The reason for doing this is twofold. For the ÿrst, it is only Construction 7 that give good codes with n=2 and it does not produce codes with even cardinalities. The second goal is to show some exact values of the function d(n; m; T ) which is deÿned as the maximal possible minimum distance of an SSC of dimension n, order m and cardinality T . Codes with parameters (n; d(n; m; T ); m; T ) will be called d m -optimal. According to our deÿnition, all (n; 1; m; T )-SSCs are d m -optimal since d 6 1 is always satisÿed. We refer to these cases as trivial. The index m is not redundant. Simple examples are the simplex codes of dimension n which are d n -optimal but not d n+1 -optimal.
In order to simplify the descriptions we introduce some notations. First, we identify R 2 with the set of complex numbers C. Every point (a; b) ∈ R 2 is associated with the number a + ib = e i' , where i 2 = −1. Every set on the unit circle can be represented by a set of angles ' ∈ [0; 2 ) corresponding to its points. For example the set C k , {' j = 2j =k, j = 0; 1; : : : ; k − 1} represents a regular k-gon which has vertex (1,0). In fact, all the codes that will be given here can be described as a subsets of C k for some k ∈ N.
A natural way of obtaining codes with even cardinalities is to take away one point from the regular polygon with one more vertex. However, the following construction gives better minimum distances. The exact determination of the minimum distance of the codes B T p is not known in the general case. We have computed it for the case p = 3.
Theorem 12. Let T be a positive integer number divisible by 6. Then the codes B T 3 given in Construction 11 have parameters (n; d; m; T ) = (2; 4 sin =T sin =2T; 2; T ).
Proof. First, we observe that the set (B T 3 ) * 2 is preserved by the rotations through angle 2 =3 and center in the origin. It is also kept by the re ections in the lines along the vectors corresponding to the angles ((2i+1)T −3)=6T , i=0; 1; 2. Thus we can consider the non-zero points of (B It is easy to see that the distance between two points from di erent sets as well as the distance of every point to the origin is at least 2 sin =2T , which is the side-length of the regular 2T -gon. Further, the points of B 3 can be divided in "levels" by their Euclidean norm. The minimum distance between the di erent levels is 2 sin =2T and between the points on the level of radius r is 2r sin =2T . The innermost level with at least 2 points has r = 2 sin =T and thus d E (B 3 ) = 4 sin =T sin =2T . By similar arguments, we can deduce d E (B 2 ) = 4 sin =T sin =2T . Clearly, d E (B 1 ) = 2 sin =2T which concludes our proof.
For the case p ¿ 3, we claim that the minimum distance of the constructed codes is non-zero. Before proceeding with the proof of this fact, we need the following lemma.
Lemma 13. Let T be an even positive number that is not a power of 2 and p be its least odd prime divisor. Then there are no opposite vectors in B 
for some integers i; j; k; l such that i; j ∈ [0; T=p−1] and k; l ∈ [0; p−1]. This is impossible since p is an odd number and |i−j|=T ¡ 1=p. The second part follows directly from the easy observation that all regular p-gons, which are subsets of C 2T are {'
for i = 0; 1; : : : ; 2T=p − 1.
Now we can give the main result concerning Construction 11. Since the angle between any two lines through the origin and the points of a (2; d; m; T )-SSC with m ¿ 2 must be at least 2 arcsin(d=2), we obtain the following upper bound on the minimum distance of such a code. Proof. The only thing we must see is the obvious fact that the minimum angle between T lines through the origin in R 2 is at most =T . For the special case of m = 2, the bound from Proposition 15 is asymptotically better than the sphere packing bound given in (1) as T → ∞. It is not surprising that for larger m we have the opposite situation. A natural explanation is that the limitation on the angles of the lines is quite weak in those cases.
To see the advantages of Construction 11 compared with Construction 7, we have computed the actual minimum distances d for order m = 2 and even cardinalities up to 40. The results are given in Table 1 Another possibilities for choosing some points of C k to obtain (2; d; m; T )-SSCs can be investigated. This idea is promising as we can see from the following example. consisting of vectors corresponding to the angles 0; =5; 4 =5 and 7 =5, which is a subset of C 10 is a (2; 2 sin( =10); 2; 4)-SSC.
It is possible to show that the code in Example 16 satisÿes d(2; 2; 4) = 2 sin( =10). With the aid of the bound from Proposition 15 we are able to determine two more values of the function d(n; m; T ), namely d(2; 2; 3) = 1 and d(2; 2; 6) = 2 sin( =12). The codes achieving these values are C 3 and B 6 3 , respectively. Observe that C 3 is d 2 -optimal, but clearly not d 3 -optimal. Further geometrical reasons reveal that d(2; 2; 5)= d(2; 2; 6) = 2 sin( =12). The known cases of d m -optimal codes with d ¡ 1 are summarized in Table 2 . 
Non-optimality of the simplex codes
Let us denote by S n the simplex code on n . A possible way of obtaining S n is the following. Take the standard basis e (i) , i = 1; : : : ; n + 1 of the space R n+1 , consisting of vectors with one in the ith position and zeros elsewhere. These vectors lie on the intersection of n+1 and the hyperplane in R n+1 deÿned by the equation
− e=(n + 1)), i = 1; : : : ; n + 1, where e = (1; 1; : : : ; 1). The points f (i) lie simultaneously on hyperplane through the origin in R n+1 and n+1 . Thus they can be considered as points on n . We compute the inner product between the di erent vectors to be
The simplex codes are optimal as spherical codes, i.e. they possess the best possible minimum distance among all codes of dimension n and cardinality n + 1. They also represent sets of least cardinality of points for interpolation formula for computing integrals on n which are exact for every n-variable polynomial of total degree 2 or lower. As we mentioned in the previous section, the codes S n are d n -optimal but not d n+1 -optimal since they are (n; 0; n + 1; n + 1)-SSCs. The question we consider here is whether the simplex codes have the best cardinality among all SSCs with parameters (n; d; m) = (n; 1; n), i.e. whether T (n; 1; n) = n + 1 for every integer n ¿ 2. We saw that this is the case when n = 2. However, this is not true in the general case. To prove this fact we shall show that for n ¿ 10 we can add a point to S n so that we preserve its superimposed parameters. We have the following representation of every point on n .
Lemma 17. Let S n = {f (i) ; i = 1; : : : ; n + 1} ⊂ n be the simplex code deÿned above. Then every point x on n can be represented in the form x = Proof. Every point x ∈ n is an image of some point y = (y 1 ; : : : ; y n+1 ) ∈ n+1 , with n+1 i=1 y i = 1 under the transformation deÿning the simplex code. This means that the following holds
: Deÿne x i = y i − 1=(n + 1) for i = 1; : : : ; n + 1. Clearly, n+1 i=1 x i = 0 and for the sum of the squares we have
Throughout this section, we represent a point x ∈ n as in Lemma 17. It is easy to compute that x; f (i) =(n+1)=nx i . Suppose now that the set S n ∪x is an (n; 1; n; n+2)-SSC. Without lost of generality, we assume x 1 6 x 2 6 · · · 6 x n+1 . The next statement gives the conditions which the coordinates x i , i = 1; : : : ; n + 1 must satisfy.
Lemma 18. The set S n ∪ x is an (n; 1; n; n + 2)-SSC if and only if the inequalities
are satisÿed.
Proof. We ÿrst show the su ciency of conditions (6) . Let I and J be subsets of {1; 2; : : : ; n + 1}, such that I ∩ J = ∅, |I | = k 6 n − 1 and |J | = l 6 n. Since S n is an (n; 1; n; n + 1)-SSC we only have to prove that d(x + i∈I f (i) ; j∈J f ( j) ) ¿ 1 for arbitrary choice of the sets I and J having the above properties. Since we chose the point x to have x 1 6 x 2 6 · · · 6 x n+1 we consequently obtain
The necessity of conditions (6) follows in a similar way. This can be shown by using the inequalities
Now we can prove the fact that it is possible to extend the simplex code S n with additional point whenever n ¿ 10.
Theorem 19. Let n ¿ 10 and deÿne the point x=
, where x i = 3=(n + 2)(2i− 2 − n)=(n + 1) for i = 1; 2; : : : ; n + 1. Then we have x ∈ n and the set S n ∪ x is an (n; 1; n; n + 2)-SSC.
Proof. The deÿnition of x is correct since (n + 1) (n + 2)=3
The inequalities x 1 6 x 2 6 · · · 6 x n+1 are obvious. In order to use Lemma 18 we determine
Since the right-hand side of (6) is negative for k = 1; : : : ; n it follows that it is satisÿed for all n ¿ 10 and thus S n ∪ x is an (n; 1; n; n + 2)-SSC.
As a consequence of the previous theorem we get the following lower bound on T (n; 1; n).
Corollary 20. For every n ¿ 10 we have T (n; 1; n) ¿ n + 2.
For the cases n 6 9 it can be shown that it is not possible to add a point to the code S n while preserving its superimposed properties. However, it does not mean that the simplex code is optimal in these cases. We already proved that T (2; 1; 2) = 3 and thus S 2 is optimal. The optimality of S n for n = 3; 4; : : : ; 9 is still an open problem.
Generalization of the EG construction
Now we discuss some necessary conditions for a spherical code to posses certain superimposed properties. Our investigations follow the spirit of the ideas behind the EG construction. If the correlation between the di erent points of certain spherical
(a − 1)(as 1 + 1) 2m(a − m) − s 1 if m = T and a = min{T; 2m};
The function g(m; T; s 1 ; s 2 ) gives actually a lower bound on the minimum distance of a certain spherical code considered as an SSC. The result is given in the next statement.
Theorem 21. Let m ¿ 2 be an integer and C be an (n; T; d 0 )-spherical code such that x; y ∈ [s 1 ; s 2 ] for every x = y in C. Then C is a (n; d = g(m; T; s 1 ; s 2 ); m; T )-SSC.
The proof of Theorem 21 can be found in [5] . Two particular cases of special interest need to be stated here. The ÿrst is when the interval [s 1 ; s 2 ] is symmetric around zero. Another interesting case is when we obtain superimposed codes with d=1 and many points.
Corollary 23. Let C be a (n; T; d 0 )-spherical code with inner products in the interval [s 1 ; s 2 ] and let m 6 T=2 be an integer number. If s 1 ∈ [ − 1=m; 0] and
then C is an (n; 1; m; T )-SSC.
We can use Corollary 22 to see that Construction 8 is a particular case of Theorem 21. The only thing to show is that the mapping AM2 applied on the binary code described in Construction 8 results in a spherical code with inner products in the interval [(2D − n − 2)=n; −(2D − n − 2)=n]. Indeed, if the Hamming distance between two binary vectors of length n is w, then the inner product between their images on n after applying the mapping AM2 will be 1 − 2w=n. It remains to see that the non-zero Hamming distances of the pre-image lie in the interval [D; n + 1 − D]. Condition (5) can be eased a little since the inner products actually lie in a smaller interval
Some applications of Theorem 21 will be given until the end of the section. First, we consider spherical codes obtained from codes in the Grassmannian space G(n; 1) (also known as real projective space PR n−1 ). This space consists of all lines in R n passing through the origin. A spherical code can be obtained from a set of such lines (called code in G(n; 1)) in an obvious way. If L is a code in G(n; 1) of cardinality |L| = M , then by choosing the intersection points of the lines from L with the unit sphere we obtain spherical code C with 2M points. Such a code is called antipodal. This code cannot be used as a superimposed code since the sum of the two points obtained from one line is the all-zero vector. If we choose only one of the points for each line in L in an arbitrary way, we get a spherical code C with M points. The code L is characterized by the minimum angle between its lines. An obvious statement is that for any two points x; y ∈ C we have | x; y | 6 cos . Constructions of codes in G(n; 1) can be found in [3] . The parameters of the best codes known can be retrieved from [16] . Table 3 gives the parameters of some SSCs obtained from these codes with the help of the construction given above. The lower bound on the minimum distance is computed with the help of Corollary 22.
A general construction of sets of equiangular lines is given in [17, Theorem 6.3] . It turns out that these sets are optimal codes in G(n; 1) [3] . We can use them to obtain good SSCs.
Proposition 24. Let n be an odd positive integer number such that conference matrix of order 2n exists. If m is a positive integer number for which n ¿ 2m 2 + 1, then there exists (n; 1; m; 2n)-SSC.
Another approach is a direct use of spherical codes and check their superposition properties with the help of Theorem 21. A table of optimal spherical codes is given in [15, Table 9 .1]. We obtain two series of SSCs.
Proposition 25. If n is a positive integer number and q ¿ 3 is a power of a prime then there exist (n; 1; n; n + 1)-and (q(q 2 − q + 1); 1; q − 1; (q + 1)(q 3 + 1))-SSCs.
The ÿrst sequence is obtained from simplex codes and was already mentioned. The second corresponds to a construction of optimal spherical codes described in [14] . From the other codes in [15, Table 9 .1] we obtain only three other interesting SSCs. They have parameters (21; 1; 2; 162), (22; 1; 2; 100) and (22; 1; 2; 275), respectively.
Tensor product construction
Here we describe one way of combining two SSCs into another and discuss its parameters. The codes that we obtain are not asymptotically "good", but they represent the best codes known for certain small parameters.
Let us consider the Euclidean spaces R n and R k for some positive integer numbers n and k. Denote the standard bases of these spaces by e (i) , i=1; : : : ; n and f ( j) , j=1; : : : ; k, respectively. We consider the linear mapping
deÿned on the basis as
and extended on the whole set R n × R k by linearity. Here {h ij } n; k i=1;j=1 denotes the standard basis of R nk . We shall write x ⊗ y instead of ⊗(x; y). This means that for every two vectors
This mapping is known as tensor product of R n and R k . We give some properties of the tensor product. Let x; z ∈ R n and y; w ∈ R k . Direct consequence of the deÿnitions is the following equality:
x ⊗ y; z ⊗ w = x; z y; w :
Particular case is the property n ⊗ k ⊆ nk . Thus the tensor product of two spherical codes is also a spherical code. Moreover, the inner products of the obtained code can be determined with the help of the inner products of the building codes. This is stated below.
Proposition 26. Let C i ⊂ ni , i = 1; 2 be two spherical codes and let A i = {s We can use Theorem 21 to ÿnd the parameters of C = C 1 ⊗ C 2 as a superimposed code. In order to do this we have to ÿnd the interval where the non-unit inner products of C are situated. We can ÿnd it with the help of Proposition 26. Namely, if [s We cannot expect the tensor product code to have higher order than any of its building codes. Indeed, due to (7) an isometric image, x (1) ⊗ C 2 or C 1 ⊗ x (2) , where x (i) ∈ C i , i = 1; 2, of any of the codes C i , i = 1; 2 is included as a subcode in C = C 1 ⊗ C 2 .
The ÿrst application that we show is combining orthonormal basis from Construction 5 and simplex code S n .
Theorem 27 (Tensor product of orthogonal and simplex code). There exists an (n 1 n 2 ; 1; n 2 ; n 1 (n 2 + 1))-SSC for every n 1 ; n 2 ∈ N.
Proof. If we take the tensor product of an orthonormal basis of R n1 and a simplex code S n2 ⊂ R n2 we obtain a spherical code of dimension n 1 n 2 with inner products in the set {−1=n 2 ; 0; 1}. We can apply Corollary 23 with s 1 = −1=n 2 and s 2 = 0 to see that it is actually an (n 1 n 2 ; 1; n 2 ; n 1 (n 2 + 1))-SSC.
It is natural to consider the tensor product of spherical codes with small number of inner products between their points. The next step is to investigate the parameters of SCCs of type S n1 ⊗ S n2 . We can assume that n 1 6 n 2 . Since the inner products of these codes are in the interval [ − 1=n 1 ; 1=(n 1 n 2 )], Corollary 23 gives the following result.
Lemma 28. For every n 1 ; n 2 ∈ N such that n 2 ¿ 2n 1 there exists an SSCs with parameters (n; d; m; T ) = (n 1 n 2 ; 1; n 1 ; (n 1 + 1)(n 2 + 1)).
It is easy to see that the order of S n1 ⊗ S n1 is less than n 1 since there are two equal sums of the vectors from two di erent sets of cardinality n 1 . If the tensor product consists of the points {a i ⊗ b j | i; j = 1; 2; : : : ; n 1 + 1} then these sets can be deÿned as {a i ⊗ b n 1 +1 | i = 1; : : : ; n 1 } and {a n 1 +1 ⊗ b j | j = 1; : : : ; n 1 }. It is possible to prove that S n1 ⊗ S n1 is an (n 2 1 ; 1; n 1 − 1; (n 1 + 1)
2 )-SSC. The cases not covered by Lemma 28 are given below.
Theorem 29 (Tensor product of simplex codes). Let n 1 ; n 2 ∈ N and n 1 6 n 2 . Then there exists an (n 1 n 2 ; 1; n 1 − n1n2 ; (n 1 + 1)(n 2 + 1))-SSC, where is the Kroneker symbol.
The above codes are with best known cardinality for the corresponding parameters at least in the cases (n 1 ; n 2 ) ∈ {(2; 3); (3; 4); (3; 5); (3; 6); (3; 7); (3; 8); (4; 5); (4; 6); (4; 7); (4; 8); (5; 6); (5; 7); (5; 8)}. For large n 2 − n 1 this construction does not reveal codes with "good" cardinality, but the regular structure can somehow facilitate the decoding procedure.
