We study Label-Smoothing as a means for improving adversarial robustness of supervised deep-learning models. After establishing a thorough and unified framework, we propose several novel Label-Smoothing methods: adversarial, Boltzmann and second-best Label-Smoothing methods. On various datasets (MNIST, CI-FAR10, SVHN) and models (linear models, MLPs, LeNet, ResNet), we show that these methods improve adversarial robustness against a variety of attacks (FGSM, BIM, DeepFool, Carlini-Wargner) by better taking account of the dataset geometry. These proposed Label-Smoothing methods have two main advantages: they can be implemented as a modified cross-entropy loss, thus do not require any modifications of the network architecture nor do they lead to increased training times, and they improve both standard and adversarial accuracy.
Introduction
Neural Networks (NNs) have proved their efficiency in solving classification problems in areas such as computer vision [5] . Despite these successes, recent works have shown that NN are sensitive to adversarial examples (e.g [14] ), which is problematic for critical applications [12] . Many strategies have thus been developed to improve robustness and different attacks have been proposed to test these defenses. Broadly speaking, an adversarial attack succeeds when an image looks to a human like it belongs to a specific class, but a classifier misclassifies it. Despite the number of works on it [4, 3, 15, 16] , there is still no complete understanding of the adversarial phenomenon. Yet, the vulnerability of NN to adversarial attacks suggests a shortcoming in the generalization of the network. As overconfidence in predictions hinders generalization, addressing it can be a good way to tackle adversarial attacks [19] . Label-Smoothing (LS) is a method which creates uncertainty in the labels of a dataset used to train a NN. This uncertainty helps to tackle the over-fitting issue, and thus LS can be an efficient method to address the adversarial attack phenomenon.
Notations and terminology
General. We denote by X the input space of dimension p, and Y = {1, ..., K} the label space, P X,Y denotes the true (unknown) joint distribution of (X, Y ) on X × Y. ∆ K := {q ∈ R K | q ≥ 0, K k=1 q k = 1} is the (K − 1)-dimensional probability simplex ∆ K , identified with the set P(Y) of probability distributions on Y. An iid sample drawn from P X,Y is written S n = {(x 1 , y 1 ), ...(x n , y n )}. To avoid any ambiguity with the label y ∈ [[K]], we use boldface y = (0, . . . , 1, . . . , 0) ∈ ∆ K to denote the one-hot encoding of y. The empirical distribution of the input-label pairs (x, y) is writtenP n X,Y . A classifier is a measurable function h : X → Y depending on a set of real parameters θ, here a NN with several hidden layers, with the last always being a softmax function. The logits of the classifier (pre-softmax) are written z(x, θ), and z (k) (x, θ) is its component for the kth class. The prediction vector of the classifier (post-softmax) is written p(x; θ).
Adversarial attacks. An attacker constructs an adversarial example based on a clean input x by adding a perturbation to it: x adv = x + δ. The goal of the attack is to have h(x adv ) = h(x). The norm of the the perturbation vector δ measures the size of the attack. In this work, we limit ourselves to ∞ -norm attacks, wherein δ ∞ := max p k=1 |δ k |. A tolerance threshold controls the size of the attack: the attacker is only allowed to inflict perturbations of size δ ∞ ≤ .
Related works
Works on adversarial robustness can be mainly divided into three fields: attacks, defenses, and understanding of the adversarial phenomenon.
Our work will focus on untargeted, white-box attacks, i.e. threat models that only seek to fool the NN (as opposed to tricking it into predicting a specific class), and have unlimited access to the NN parameters. State-of-the art attacks include FGSM [4] which is a very simple, fast and popular attack, BIM [6] , an iterative attack based on FGSM, DeepFool [7] and C&W [2] . Note that the tolerance threshold can be explicitely tuned in FGSM and BIM, but not in DeepFool and C&W.
Many idea have been proposed regarding defenses. The main one is adversarial training [4] , which consists in feeding a NN with both clean and adversarially-crafted data during training time. This defense method will be used in this paper as a baseline for comparative purposes. Another important method is defensive distillation [9, 8] , which is quite closely related to LS. This method trains a separate NN algorithm and uses its outputs as the input labels for the main NN algorithm. It was proven to be an efficient defense method until being broken by C&W attack [2] .
LS was first introduced as a regularization method [10, 13] , but was also briefly studied as a defense method in [11] . In this paper, we generalize the idea of LS proposed and used in these three papers and propose three novel methods relevant for the adversarial issue. We develop theoretical as well as empirical results about the defensive potential of LS.
For a more thorough introduction to the field, interested readers can refer to surveys like [1, 18] .
Contributions overview
In section 2, we develop a unified framework for Label-Smoothing (LS), and propose a variety of new LS methods, the main one being Adversarial Label-Smoothing (ALS), and show that these LS methods all induce some kind of logit-squeezing, which results in robustness to adversarial attacks. In section 3, we give a complete mathematical treatment of the effect of LS in a simple case, with regards to robustness to adversarial attacks. Section 4 reports empirical results on real datasets. In section 5, we conclude and provide ideas for future works.
A unified framework for Label-Smoothing
In standard classification datasets, each example x is hard-labeled with exactly one class y. Such overconfidence in the labels can lure a classification algorithm into over-fitting the input distribution [13] . LS [13, 17] is a resampling technique wherein one replaces the vector of probability one on the true class (one-hot encoding) y with a different vector q which is "close" to y. Precisely, LS withdraws a fraction of probability mass from the "real" class label and reallocates it to other classes. As we will see, the choice of redistribution method is quite flexible, and leads to different LS methods.
Let TV(q q) := (1/2) q − q 1 be the Total-Variation distance between two probability vectors q , q ∈ ∆ K . For α ∈ [0, 1], define the uncertainty set of acceptable label distributions U α (P n X,Y ) by
made up of joint distributionsQ n X,Y ∈ P(X × Y) on the dataset S n , for which the conditional label distribution q i :=Q n Y |X=xi ∈ P(Y) = ∆ K is within TV distance less than α of the one-hot encoding of the observed label y i .
By direct computation, one has that TV(q i y i ) = (1/2)
and so the uncertainty set can be rewritten as
Any conditional label distribution q i from the uncertainty set U α (P n X,Y ) can be written
(1) This is why different choices of q i lead to different Label-Smoothing methods, so the training of the NN corresponds to the following optimization problem:
where SmoothCE(x, q; θ) is the smoothed cross-entropy loss (generalizing the standard cross-entropy loss), defined by
It turns out that the optimization problem (2) can be rewritten as the optimization of a usual crossentropy loss, plus a penalty term on the gap between the components of logits (one logit per class) produced by the model on each example x i . Theorem 1 (General Label-Smoothing enforces logit-squeezing). The optimization problem (2) is equivalent to the logit-regularized problem min
where
) is the standard cross-entropy loss, and
where z i := z(x i ; θ) ∈ R K is the logits vector for example x i .
Proof. See Appendix 1.1.
In the next two parts, we present four different LS methods that are relevant to tackle the adversarial robustness issue. A summary of these methods are presented in Table 1 .
Paper Name q i Induced logit penalty R n (θ) [13] standard label-smoothing (SLS)
Our paper second-best label-smoothing (SBLS) y Table 1 : Different of LS methods. They all derive from the general equation (1).
Adversarial Label-Smoothing
Adversarial Label-Smoothing (ALS) arises from the worst possible smooth label q i for each example x i . To this end, consider the two-player game:
The inner problem in (3) has an analytic solution (see Appendix 1.2) given by,
where y
is the index of smallest component of the logits vector z i for input x i , and y worst i is the one-hot encoding thereof.
Interpretation of ALS. α acts as a smoothing parameter: if α = 0, then q i (θ) = y i , and we recover hard labels. If α = 1, the adversarial weights q i (θ) live in the sub-simplex spanned by the smallest components of the predictions vector p(x i ; θ). For 0 < α < 1, q i (θ) is a proper convex combination of the two previous cases. Applying Theorem 1, we have: Corollary 1 (ALS enforces logit-squeezing). The logit-regularized problem equivalent of the ALS problem (3) is given by: min θ L n (θ) + αR n (θ), where
For each data point x i with true label y i , the logit-squeezing penalty term R n (θ) forces the model to refrain from making over-confident predictions, corresponding to large z
, that can lead to overfitting. This means that every class label receive a positive prediction output:
The resulting models are less vulnerable to adversarial perturbations on the input x. One can also see ALS as the label analog of adversarial training [4, 6] . Instead of modyfing the input data x, we modify the label data y. However, unlike adversarial training, ALS is attack-independent: it does not require to choose a specific attack method to be trained on.
ALS implementation. We noted that ALS only consists in redefining a loss, taking the smoothed cross-entropy instead of the classical cross-entropy. It is very simple to implement, and computationally as efficient as a traditional training.
See algorithm 1 for an easy implementation of ALS. [13] . It corresponds to uniformly distributing the mass α removed from the real class over the other classes. That is, the term q i ∈ ∆ K in (1) is given by
Algorithm 1 Adversarial Label-Smoothing (ALS) training
In this case, R n (θ) = n i=1
, an 1 -norm penalty on the logits.
Boltzmann Label-Smoothing. ALS puts weights on only two classes: the true class label (due to the constraint of the model) and the class label which minimizes the logit vector. It thus gives "two-hot" labels rather than "smoothed" labels. Replacing hard-min with a soft-min in (4) leads to the so-called Boltzmann Label-Smoothing (BLS), defined by setting the term q i ∈ ∆ K in (1) to: where Boltz
is the Boltzmann distribution with energy
It interpolates between ALS (corresponding to T = 0), and SLS (corresponding to T = ∞).
Second-Best Label-Smoothing. SLS, ALS and BLS give positive prediction outputs for every label because we add weight to either every label, or the "worst" wrong label. However, in the problem we consider, it does not matter if we fool the classifier by making it predict the "worst" or the "closest" wrong class. Therefore, a completely different approach consists in concentrating our effort and add all the available mass α only on the "closest" class label. This leads to Second Best Label-Smoothing (SBLS) defined by:
The problem can be rewritten as: min
. Note the correspondence with the opposite of the Hinge loss in the second term: this penalty tends to make the margin between the true class prediction and the closest wrong class prediction smaller.
Training with each of these Label-Smoothing methods (SLS, BLS, SBLS) can be implemented via Alg. 1, using Eqn. 5, 6 or 7 respectively, in line 5 of the the Alg. 1 instead of Eqn. 4. We finally obtain four different LS methods: ALS, BLS, SBLS and SLS. The effects of ALS in particular and LS as a general method are investigated in Section 3, and each of the four methods will be tested as defense methods in Section 4.
Understanding the effects of LS
We now explore a simple example illustrating some of the implications of using LS, with regards to standard accuracy and rebustness to adversarial attacks.
Case study: the "triangular" dataset
In a very simple set-up (univariate, linear model, binary classification), we want to show how ALS impacts the decision boundary of a neural network, which improves adversarial robustness. The standard accuracy is then acc(h) = P (x,y) (h(x) = y) = P(y = 1)P(x > 0|y = 1) + P(y = −1)P(x < 0|y = −1) = 1 − γ 2 and the adversarial one (i.e. accuracy for adversarial inputs P (x,y) (h(x adv ) = y))
acc (h) = P(y = 1)P(x − > 0|y = 1) + P(y = −1)P(x + < 0|y = −1)
To derive the optimal value b * for the ALS classifier, we need to compute ∂E X,Y (x,y;b) ∂b and set it to 0, where
To do so, let's explore the different possible values for the loss. The loss for an input (x, y) depends on the value taken by q. With ALS, we will have as much mass as possible on the class corresponding to the smallest prediction value. Thus:
Writing P(1), P(2), P(3), P(4) for the probabilities of each case respectively, we can now separate the integral in Eqn. 8, obtaining:
where c 0 (α) = αP(1) + P(2) + (1 − α)P(4), which depends on b. Thus,
The constant c 0 (α) depends on b, and we can prove that Eqn. (9) admits a unique solution written b(γ, α). The ALS classifier thus predicts class 1 iff x > −b(γ, α).
Analytic formulae for the adversarial robustness accuracy of this ALS classifier as a function of is given in Appendix 1.3. The results of these experiments are presented in Fig. 1b . The boundary between class 1 and 0 shifts from −b * = 0 to −b * = −b(γ, α) < 0. For example, b(2/3, 0.1) ≈ 0.589: this improves the adversarial accuracy without decreasing standard accuracy.
We can see on Figure 1a that unlike the Bayes case, the ALS decision boundary is shifted towards a region of low density for the two laws. Therefore, few points are close to the decision boundary, so few adversarial attacks succeed. Traditional training does not take into account this geometrical aspect of the classification problem, while LS does.
Logit-squeezing and gradient-based method
Applying LS generates a logit-squeezing effect (see Theorem 1) which tends to prevent the model from being over-confident in its predictions. This effect was investigated in [10] and is illustrated in Fig. 2a .
In addition to this impact on the logits and predictions, LS also have an effect on the logits' gradients (with respect to x, see Fig. 2b ) which can help explain why ALS trained models are more robust to adversarial attacks. As described in [11] , using a linear approximation, an attack is successful if 
Why does LS help adversarial robustness ?
Pointwise, the SmoothCE loss induces different costs compared to the traditional CE loss. As discussed in Sec. 3.2, over-confidently classified points are more penalized. Likewise, very badly classified points are also more penalized. The model is thus forced to put the decision boundary in a region with few data points (see Section 3.1). If not, either the penalty term R n (θ) or the general term L n (θ), defined in Sec. 2.1, will be too high. The underlying geometry of the dataset is thus better addressed compared to a traditional training: boundaries are closer to "the middle", i.e the margin between two classes is bigger (similar to how SVM operates), leading to increased robustness. Traditional CE loss, however, induces a direct power relationship: the boundary between two classes is pushed close to the smallest one.
Experiments
We run the four different attacks 1 on different set ups (datasets MNIST, CIFAR10, SVHN and models MLP, LeNet, ResNet18). For comparison purposes, we also run the attacks on reference models: the same models used in the experiments but without any LS or regularization (see black lines in Fig. 3d and α = 0 values for Figs. 3a, 3b, 3c) ; and models trained using adversarial training against FGSM as defined in [4] . The modified loss is given byL(x, y, θ) = (1 − β)CE(x, y, θ) + βCE(x + εsign(∇ x CE(x, y, θ)), y, θ), and here β = 0.5, ε = 0.25 (see purples lines in Fig. 3) . Some results are shown in Fig. 3 , and more numerical results are presented in Tables 2 to 6 (see Appendix 1.4).
One can see that for all attacks but FGSM, at least one of our LS methods perform better than adversarial training (see Figs 3a, 3b, 3c ). This suggests that LS is a general defense method that can perform well on many different attacks (even on FGSM: adversarial training is better but LS still performs well); unlike adversarial training which is excellent but only on one attack. However, the optimal value of α is not universal, and seem to depend both on the set-up (dataset and NN architecture) and on the attack.
On the whole, ALS and BLS give better results than SLS and SBLS, except on one set-up (C&W attack on MNIST LeNet Fig. 3a) . They thus should be preferred when implementing LS. Furthermore, the temperature hyperparameter for BLS method does not seem to have a great impact on the results. T = 0.001 for example is a good default value.
Altogether, we see that LS is a good candidate for improving the adversarial robustness of NNs. 
Conclusion
We have proposed a general framework for Label-Smoothing (LS) as well as a new variety of LS methods (Section 2) as a way to alleviate the vulnerability of Deep learning image classification algorithms. We developed a theoretical understanding of LS (Theorem 1 and Section 3) and our results have been demonstrated empirically via experiments on real datasets (CIFAR10, MNIST, SVHN), neural-network models (MLP, LeNet, ResNet), and SOTA attack models (FGSM, BIM, DeepFool, C&W).
LS improves the adversarial accuracy of neural networks, and can also boost standard accuracy, suggesting a connection between adversarial robustness and generalization. Even though our results (see Section 3) provide evidence that LS classifiers are more robust because they take the dataset geometry into better consideration, better understanding of the adversarial phenomenon and the representations learned by NNs would be desirable.
Moreover, compared to other robustification methods (e.g adversarial training), the ease of implementation of LS is very appealing: it is simple, fast, with one interpretable hyperparameter (α ∈ [0, 1]).
Being costless is one of the major benefits of implementing LS. Experimental results (section 4) could be completed with various NNs and datasets, which is also left for future works.
1 Appendix
LS optimization program
Proof of Theorem 1. Recall that y i ∈ ∆ K is the one-hot encoding of the example x i with label
where z i ∈ R K is the vector logits for example x i .
Analytic solution for ALS formula
, and g ∈ R k . The general solution of the problem
is q * = (1 − α)δ t + αq, whereq is any solution to the problem with 1 − α = 0, namelyq ∈ argmax q∈∆ k q T g
Proof. Consider the invertible change of variable q = h(q) := (1 − α)δ 1 + αq which maps the simplex ∆ k unto itself, with inverseq = h
It follows, that
yielding q * = (1 − α)δ 1 + αq * .
Triangular experiment: formulae for the ALS classifier accuracies
We have, assuming 0 ≤ b ≤ 1:
and thus c 0 (
The ALS classifier predicts 1 iff Assuming 0 < b(γ, α) < 1, the standard accuracy of this ALS classifier is given by:
and the adversarial one by:
Experiments: numerical results
The following tables show the adversarial accuracy for different model set-ups, defenses and attacks.
In each table, we have the adversarial accuracies for one attack (or the standard accuracies in Table  6 ). Accuracies for LS-regularized models are presented for three different choices of α : 0.005, 0.1 and 0.4. For FGSM and BIM ((Tables 2 and 3) , we chose 3 different values of the attack strength : 0.05, 0.2 and 0.4. For example, the adversarial accuracy against FGSM attack with = 0.2 for the BLS-regularized model with α = 0.005 using MNIST LeNet set-up is shown in Table 2 and is equal to 0.838.
Moreover, we highlighted in color the best accuracy for a set-up and a particular attack (or attack and strength in the case of FGSM and BIM). Each set-up corresponds to one color (e.g. light yellow for MNIST Linear and red for SVHN LeNet). If the best accuracy is less than the accuracy obtained with random predictions (i.e. 0.1 in all our set-ups), it is not highlighted. For example, the best accuracy against FGSM of strenght = 0.05 in the CIFAR LeNet set-up is equal to 0.160 and is obtained by both a ALS and BLS-regularized NN with α = 0.1. Overall, adversarial training is better on FGSM (more colors on the adversarial training lines in Table 2 compared to other defenses), but ALS and BLS are better on other attacks. SBLS is better only against C&W. In Table 6 , we see that ALS, BLS and SLS NNs are always better or equivalent to a normal classifier (no regularization, no defense method) in terms of standard accuracy. 
