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INTRODUCTION 
The representation theory of the symmetric group is beautifully related 
with the partition symbols called Young diagrams. G. de. B. Robinson gave 
the decomposition rule of tensor products of the representations of the 
symmetric groups, i.e., an algorithm to calculate the multiplicities of the 
irreducible constituents of tensor product representation of two arbitrary 
irreducible representations of a symmetric group. The representation theory 
of the other classical Weyl groups were studied by Specht, Mayer and others, 
which can be described by means of ‘pairs of partitions. Mayer gave a smart 
construction of the irreducible representations using Weyl subgroups. 
In this paper we shall give the decomposition rules of tensor products of 
the representations of the classical Weyl groups. We usually use character 
instead of representation itself. Our basic method is the following. 
Let W be a classical Weyl group. First we choose a family of subgroups 
called “nice” subgroups, and also choose some characters of the “nice” 
subgroups which we call the “handy” characters of the “nice” subgroups. 
Next we show that the family of “nice” subgroups and the “handy” 
characters satisfy the followng three conditions. 
Condition 1. An arbitrary character of W can be written as an integral 
linear combination of the characters which are induced up from some 
“handy” characters of some “nice” subgroups of W. 
Condition 2. The decomposition of the induced characters from a “nice” 
subgroup of W to W and the restricted characters from W to its “nice” 
subgroups can be calculated using partition methods. 
Condition 3. In a “nice” subgroup the decomposition rule of the tensor 
product of an arbitrary character with a “handy” character is known. 
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Once we show these three conditions, we can show the decomposition rule 
of tensor products of characters (i.e., the characters of the tensor products of 
corresponding representations) as in 1.2. 
We can apply this basic method for each type of the classical Weyl group. 
There are three types of classical Weyl groups: A-type, B-type and D-type. 
The result for A-type is well known and is noted in Section 1, that for B-type 
is stated in Section 2 and that for D-type is stated in Section 3 although it is 
a little complicated. 
One of the motivations of this paper is the work of Mckay and Ford [ 1 ] 
on the decomposition rules of tensor products of the binary polyhedral 
groups. 
1. BASIC METHOD AND DECOMPOSITION RULE OF THE 
SYMMETRIC GROUP 
1.1. Notations and Conventions 
Let G be a finite group. We denote the complete system of its irreducible 
characters over C by 6. 
Let H be a subgroup of G. For a character p of G and p. of H, we denote 
the restricted character of p to H and the induced character of p. to G by 
p 1: and pJg, respectively. We often write & for p 1: and p,,]’ for p. Tz for 
abbreviation. For a fixed subgroup H, x H, x . . . x H, of G, we sometimes 
write p, . pz . ... . pr instead of p, x p2 x ... x prIG, where pi is a character of 
Hi. 
The symbol Z, denotes the non-negative integers. For an element 
y = (y’, y* )..., y”) of z:, we sometimes adopt the convention of writing 
0’7 y*,..., y’) when yi = 0 for all i > r. ] y ] denotes XI=, yi. 
The symbol P(n) denotes the set of partitions of n, which we usually 
regard as a subset of Z: . P(0) is defined as the one element set (0). 
1.2. Basic Method 
Let W be a classical Weyl group. We shall choose a family of its 
subgroups (Hi jiE, 2 1 . . . ..m and characters tY{, j = 1, 2 ,..., ki, of Hi, which we 
call the family of the “nice” subgroups and “handy” characters, respectively. 
We assume that they satisfy the three conditions in the Introduction. Then 
we can get the decomposition of the tensor product of two arbitrary 
characters of W as follows. 
Let p and p’ be characters of W. From Condition 1, we can write 
382 TAKESHITOKUYAMA 
such that u,,~ is an integer which we can calculate using partition methods. 
Now 
W 
POP’=POSUi,je~ 
i,i 
= fJ G ..fj’ 
w 
iel ( 
PI& _ a,,, : 
j= I )I 
from the Frobenius reciprocity law. From Condition 2, we know the decom- 
position of pIHI. Then from Condition 3, we know the decomposition of 
plHI @ 0:. Again from Condition 2, we can calculate the decomposition of 
POP’. 
1.3. 
The Weyl group of type A,-, is isomorphic to G,,, the symmetric group of 
degree n. In this section we shall apply 1.2 to the symmetric group. First, let 
us recall some results on symmetric group, although they are well known. 
See [2] for their details and proofs. 
There is a well-known one-to-one correspondence between P(n) and &, 
called Young correspondence. So we shall write pA and ,I for the represen- 
tation and the character corresponding to J E P(n). 
1.4. 
DEFINITION. For y E H 1 such that 1 y ] = n, we define a group 
G,=G,,xG,x-*x6, (direct product). 
We shall regard G, as a subgroup of 6, naturally. 
N(A,-,) := {G, IL E P(n)). 
This is the family of the “nice” subrgoups of 6,. 
Remark. 6, is called the Young subgroup of type A. The “handy” 
character of G, is lGA, the trivia1 character. 
1.5. Condition 1 
Let A be an irreducible character of 6,. Then we can write A as an 
integral linear combination of the induced characters of “handy” characters 
by the following theorem. 
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THEOREM (cf. [2, 2.3.151). 
for suitable a: E Z. 
Remark. The integer a; can be calculated easily as in Theorem 2.3.15 in 
[21* 
1.6. Condition 2 
The decomposition rule of the induced characters from G,, to G, is called 
the Littlewood-Richardson rule (Theorem 2.8.13 in [2]), which is a 
combinatorial algorithm using partition methods. The decomposition of the 
restricted characters from G, to 6, follows the Littlewood-Richardson rule 
and the Frobenius reciprocity law immediately. Since their actual algorithms 
are rather complicated, we shall only show an example here and refer to [2]. 
EXAMPLE (Murnaghan’s Rule). For an arbitrary irreducible character A 
of G,, 
where ,u a A means ,U E P(n - 1) and there exist an i such that ,u’ = Ai - 1 
and $ = Aj for all other j. 
1.1. Decomposition Rule of Tensor Product 
Condition 3 is trival in this case since the “handy” characters are the 
trivial characters. 
Now we shall apply 1.2 and get the following proposition. 
PROPOSITION (Decompose Rule of Tensor Product). Let A and p be 
irreducible characters of G,, then we have 
1.8. 
To illustrate Proposition 1.7, we shall consider the case ,U = (n - 1, l), the 
natural character of the Weyl group of type A,-, , which is an irreducible 
constituent of the permutation character of the symmetric group. 
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DEFINITION. Let L and ,U be elements of P(n), we define A -,u if there 
exist suitable i and j such that 1’ =pi + 1, Aj =$ - 1 and Ak =,K~ for all 
other k. 
DEFINITION. For a partition A, C, := #{j / Ij # Ai+’ }, i.e., C,{ is the 
number of the right corners of the Young diagram corresponding to A. 
The result is the following. 
EXAMPLE. For any A E G,, 
A@(n- l,l)=(C,- 1>n+ c /f. 
W--A 
Proof: We can see (n- 1, l)= lG,-,XG,lGn- lo,. Then the example 
follows 1.6 and 1.7 immediately. 
2. DECOMPOSITION RULE OF THE WEYL GROUPS OF TYPE B 
In the preceding section we saw an algorithm to calculate the structure 
constants of the character ring of 6,. In this section we shall construct a 
similar algorithm for the Weyl group of type B, using pairs of partitions. 
We denote the Weyl group of type B, by %Jn. %JT, is isomorphic to L2 j’ 6, 
(Wreath product) = (Z,)” XI 6, (semi-direct product) as a group. We shall 
fix its subgroup 6, = ((1,~) 1 u E G,{ c (Z,)” >a 6, and the normal 
subgroup (Z,)“. Then 2.3, is generated by G, and uO = (-1, 1, l,..., 1) E (Z,)“. 
2.1. 
DEFINITION. 
BP(n) := ((A., cl) / A and ,u are partitions such that 1 A 1 + 1~ I= n } 
= m& P(m) x P(n - m). 
We can construct the irreducible representations of 8, as follows. 
2.2. Construction of Irreducible Representations 
Step 1. Let VA be the representation space of the irreducible represen- 
tation pA of 6,. We define a representation p(A, 0) of 23, on V by 
P@, me = P,l(e for any zE G,, 
P@v Qw,) = GA (identity transformation). 
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Step 2. Similarly we define a representation ~(0, A) of B,, on V., by 
P@vI)(7) =/3.1(s) forany 7EG,, 
P@T JMll) = -4y 
Step 3. Let A and ,U be partitions where (AI = n,, IpI= n, and 
n, + n, = n. We define p(A, ,u) by 
Then we get following theorem (cf. [3]). 
THEOREM. &&cl) is an irreducible representation of B,, and 
WV PU) I (k 4 E BP(n) I is a complete representative system of the 
irreducible representations of 23,. 
For abbreviation we write (k,~) for the character of p(l,,~) simply. 
2.3. “Nice” Subgroups 
DEFINITION. For y E Z: , we define a group 
~,:=9,,xB3,,x **-x2$ (direct product). 
If 171 = n, 8, is regarded as a subgroup of 8, naturally. Then we define 
N,(d,):=(d,lyEh:,lyl=n}, 
NP,) := IBn X Bfl I @,~u) E BP(n)} c N,(BJ. 
N(8,) is the family of the “nice” subgroups of B,. 
2.4. “Handy” Character 
1,” denotes the trivial character of 23,, which is written ((n), 0) in the 
notation of 2.2. (-l)%, denotes the character (0, (n)) of ‘B,,, which is also 
one-dimensional. We shall define the “handy” characters of this case. 
DEFINITION. For y E 77; , we define 
1 9’ := $1 x $2x *** x lnj (trivial character of B ,,) 
and 
(-l)p)y:=(-l)ply'x *** x (-l>y. 
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Let (A,p) be an element of BP(n). We define a character (D.\,, of B., X 8u by 
PA., := lq x (-l)q&. 
This is the “handy” character of the “nice” subgroup 8, X 8,. 
2.5. Condition 1 
We shall check the conditions in the Introduction. 
Let (A, ,u) be an irreducible character of ‘8, where )k) = n, and (P ( = n2. 
Using the notation a: in 1.5, we can show the following proposition (i.e., 
Condition 1). 
PROPOSITION. 
ProoJ: By definition, 
(1, P) = ((A 0) x (0, PW” 
= c a; * a; * (I%,. x (-l)e,)l”“. 
L’EP(!l,) 
rEP(n,) 
2.6. Condition 2 
The decomposition 
restricted characters 
of the induced characters from 9, to 9, and the 
from 8, to 8, are stated using the Littlewood- 
Richardson rule as follows. 
Notation. Let p = C.lEP(n,) bi . A and p’ = CIIEPo(I) b:, . y be characters 
of G,, and Gnz; respectively. Then @, p’) denotes the character 
1 6-l . b;, . (A,p) P 
.lEP(tl,) 
ucP(n,) 
OfBj,,+n * 
To state the decomposition rule of the induced characters from by to 23,) 
it suffices to show the case BY,= 8,, x 23”, where n, + n2 = n, because we 
_ can use induction on I = #{i 1 y’ # O}. 
PROPOSITION (Inducing Up Rule). Let (A,,u) and (v, t) be irreducible 
characters of 6,,, and ‘B,,*, respectively, where n = n, + n, . Then 
(139 P) * (VT r) = (4 flu) x (v, w 
= (A - p, v * t). 
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Proof: By definition of (A, p) and (v, r), 
(A P) * (v, 5) = (4 0) * (0, P) - (v, 0) * (0,5) 
=@.v,O)*(O,p-r) 
= (1 * v,,u * 7). 
COROLLARY (Restricting Rule). Let (I, ,u) be an irreducible character of 
9,. Let n, and nz be positive integers such that n, + n, = n. Then, 
where A,, 12, p,, pu, are partitions and ai,.k2 is the multiplicity of A in I, * AZ 
as a character of symmetric group. 
2.1. 
We shall show Condition 3, the property of o.,., about the tensor product 
ind,X23,. 
Foracharacterp=(A,,fl,)X ... ~(&,,,~,)of$~,weset 
P= @,,A,) x *.- x 01*,&J 
LEMMA. ForpEB,, andp’Ef3U, 
ProoJ: By definition, (A, ,u) @ (-l)%, = 01, A). So lemma follows 
immediately. 
2.8. Decomposition Rule of Tensor Product 
We have shown the conditions in the Introduction in the case of the Weyl 
group of type B. So we can state the decomposition rule of tensor product 
for d,, applying 1.2. Let p and p’ be irreducible characters of 8, and %3,, 
respectively, where 1 al + I/?[ = n. Then we set Ck$ is the multiplicity of the 
irreducible character p x p’ of B6. x 8, in (A, P)I~,~~,. We can calculate 
them from 2.6. 
THEOREM (Decomposition Rule of Tensor Product). Let (&,a) and (v, r) 
be irreducible characters of 23, and IAl = n, and l,ul = n,, then we have 
388 TAKESHITOKUYAMA 
Proof. This theorem is a direct application of 1.2. using 2.5, 2.6 and 2.7. 
2.9. 
EXAMPLE. ((n - l), (1)) is called the natural character of the Weyl group 
9,. Applying 2.8 to this character, we have 
3. DECOMPOSITION RULE OF THE WEYL GROUP OF TYPE D 
In this section we shall consider the Weyl group of type D,, which we 
denote by a,,. We shall consider two kinds of characters, one is called 
“good” character and the other is called “half’ character. 
3, is a subgroup of index 2 in 8,. More precisely it is the kernel of 
(0, (n)). So we shall characterize its characters using those of 9,. 
3.1. 
DEFINITION. Let (A, ,u) be an irreducible character of 93,. We define a 
character [n,~] of 3, by 
Notation. We call a character of 3, “good” if it can be written as a 
restricted character of a character of 13,. 
We can get all irreducible characters of 33, as irreducible constituents of 
“good” characters. 
3.2. Complete System of Irreducible Characters 
LEMMA (cf. [5]). (a) [J,,uu] is irreducible if and only if A f p. 
(b) [A, A] is a direct sum of two non-equivalent irreducible characters. 
(cl [LPI = b,~l. 
(d) The complete system of irreducible characters of a, consists of the 
characters constructed as above in (a), (b), (c). 
3.3. 
PROPOSITION. Let [A, p] and [v, t] be characters of a,, then 
This proposition is trivial. If n is odd, any character of a,, is “good.” 
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Therefore we can get the decomposition rule of tensor product from this 
proposition together with the results in Section 2 if n is odd. 
3.4. 
From now on we assume n = 2m is even. 
Let y = (1,2)(3,4) . . . (2m - 1, 2m) be an element of 6,. Then we can 
regard y as an element of 9, naturally. We can see that [A, L](y) = 0 for any 
1 E P(m). So we shall define the irreducible constituents of [A, A], (A), and 
(A)-, such that (A), (y) > 0. We call them “half’ characters of a,. The 
virtual character (A), := (A), - (A)- is called special “half’ charcter. The 
“half’ characters are well defined since (I),(y) > 0, which we shall note 
later in 3.8. 
3.5. “Nice” Subgroups 
DEFINITION. For y E 771, where 1 yI = n, we define the subgroups E, and 
a, of a, by 
TJy:=q,xay2x *a* xa, (direct product), 
E,:= B,nB,. 
And for (A, ,u) E BP(n), 
We set 
N, = {‘D, ] ,l E P(n) and 1’ is even for all i), 
N, = PA,, I (4~) E BJYn)/ 
and N(X),,) = N, U N,. N(B,) is the family of “nice” subgroups of a,. 
3.6. 
We can construct the complete system of the irreducible characters of E, 
using those of 8, similarly. 
DEFINITION. Let y = (y’, y* ,..., y’) and li and pi are partitions such that 
]lzi] + Ipi] = yi. Then we define a character 
[&,PA @*~P2);...; (L/41 
:= @,,P,) x *** x @,dm; of E,. 
A character of E, is called “good” if it can be written as a restricted 
character of a character of 9,. If there is an odd y’, any character of E, is 
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,,good.” If all y’ are even, then E, 3 JJ and [(A,, A,);..., (A,, A,)] is a direct 
sum of two non-equivalent irreducible constituents. We denote them 
(A , ,..-, A,:+ and (A, ,..., A,)_. where we choose them such that 
(A ,,..., A,), (y) > 0. We define (Ai ,..., A,)v := (A ,,..., A,.), - (A ,,..., L,)-. 
3.1. Condition 2 for “Good” Characters 
PROPOSITION (Restriction of “Good” Characters). Using the notations in 
3.2 and 3.6, 
(4 FdllEy= (@4)l~;IE,~ 
(b) [(h,cl,);...; @,~~,,l~~;= P,,P,I x -a. x LP,I. 
Proof is easy. 
The inducing rule can be easily shown from this proposition. 
3.8. 
LEMMA. Let d., be the dimension of the representation p.l of G ,,,, . Then 
(a) (A>, (y) = d, - 2”. 
(b) (4, A,..., h>v 0) = 4, . d,,2 . -.. - d.1,. 2”. 
Proof. It is not difficult to show (A)” (y) > d., . 2” ... (1). From the fact 
bnd; ‘s’7 (2)1(Y) = m and (l), we can show the following claim using 3.3 
. . 
Claim. If (AJ, (y) = d., . 2” for a 1 E P(m), (,u)V (y) = d, . 2” for any 
p-A. 
We can see ((m)), (y) = 2”’ from induction on m. For any A E P(m), 
there exists a sequence of partitions r,, r*,..., TV such that ri = (m), rk = 1 
and ri- rimI for all i = 2, 3,..., k. So we can get (a) from the claim. The 
proof of (b) is a similar one. 
3.9. Condition 2 for “Half’ Characters 
PROPOSITION (Restricting Rule). Let y E Z> such that 1 yI = n. Then we 
have the following. 
(I) If there is an odd yi, a (virtual) character of E, which is the 
restricted character of a special “half’ character of a,, is 0. 
(2) If any y’ is even =26’, then 
where CM means the summation over all the sequences of partitions A4 = A,, 
A 2,..., A, such that (Ai1 = 6’ and ay means the multiplicity of the character A 
of 6, in 1, . A, - ... A,. 
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(3) If any yi is even, 
where e, is an element of the group Z, = {+, -). 
Proof: (1) is trivial. We can prove (2) and (3) by comparing the values 
of the characters of both sides at y. 
The inducing rules can be easily gotten from this proposition together with 
the Frobenius reciprocity law. 
3.10. 
We shall define the “handy” characters of the “nice” subgroups. 
DEFINITION. The “handy” character of E,,, is 
wa.u := Pa,, IE,,.u’ 
DEFINITION. Let A E P(n) such that any A’ is even =2v’. The “handy” 
character of 3, is 
L” := ((v’)), x ((Y?))+ x ((v’)), x a** x ((v’>)+. 
We shall consider Condition 1 next. 
3.11. Condition 1 
PROPOSITION. (1) Let (A, ,u) E BP(n), where IA I= n, and 1,~ I= n,. Using 
the notation in 1.5, 
(2) Let v E P(m). Then, 
(v), = y a;L*lD”. 
rsP(m) 
Proof: (1) is a direct consequence of 2.5, and (2) follows 1.5 and 3.9 
immediately. 
3.12 
Next we shall consider Condition 3 for wA,,. The decomposition of the 
tensor product of wA,, and a “good” character is known from 2.7 easily. So 
it suffices to show the following lemma. 
392 TAKESHI TOKUYAMA 
LEMMA. Let p be a “half’ character of E.,,,. then 
P 0 V.I.. = P. 
Proof. Lemma follows the definition of w.\,, and the fact w.,,~(J) = 1. 
3.13. 
Now we can calculate the decompsition rule of the tensor product of a 
“good” character and a “half’ character of a, from the following theorem 
together with 3.11 and 3.3. 
THEOREM. Let r be a partition of m and (s)~ be the correspondng special 
“half’ charcter of 33,. Then for any (A, ,u) E BP(n), 
(1) (z)r @ (tt~~,, T,“;.,) = 0 ifthere exists an odd 1’ or pi. 
(2) Zf Ai = 2a’ and ,u’ = 2/1’ are even for all i, 
where 51GmX cDIGm = C b:*“, . v as a character of G, . 
This theorem is a direct result of 1.2 applying to this case. 
3.14. 
To calculate the decomposition of the tensor product of two “half’ 
characters, we have yet to show Condition 3 for the “handy” character L,,. 
We set A and v as in 3.10. 
Since the decomposition of the tensor product of L,. and a “good” 
character of a, is known from 3.13, it suffices to show the decomposition of 
the tensor product of L, and an arbitrary special “half’ character p. 
Applying 3.11 for p, we can see that our purpose is attained from 1.2 if 
the decomposition of L, @ L, is known for all partitions a. This is gotten 
from 3.13 and the following proposition. 
PROPOSITION. (1) The irreducible constituents of ((m)), 0 (@I))_ are 
[(tt’,,u’), (r’, t’)] such that ,ul +pz are even, ,u’ +? are odd andp’ +p’ + 
5’ + r2 = 2m. 
(2) The multiplicity of any irreducible constituent of ((m)), 0 ((m))- 
is 1. 
Proof We set &= [(u~,P’), ( r’, r’)]. We can calculate the decom- 
position of ((m)), @ 8, from 3.13. Then we see the multiplicity of ((m))- in 
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((m)), 0 0,, is 1 if iul + j? is even and p’ + r1 is odd, and otherwise 0. On 
the other hand it is easily gotten from 3.3 that 
L(m), @)I 0 f(m), @)I = 7 [olh’), (5’9 r’)l. 
u’+u iseven 
This proves the proposition. 
NOW we have checked the three conditions in the Introduction. So we can 
calculate the decomposition of the tensor product of two arbitrary characters 
of 3, using our basic method. 
3.15. 
EXAMPLE. We shall calculate ((2))+ @ ((1, l)), . We claim the 
following. 
(a) [WV V)lO [CL 11, (1, 111 = 2{[(1, 4 4 1),0] + [P, 1, 1),0] + 
[(Z 2), 01 + [m (19 l)l\ + [(2), (2)l + [CL I>, (1, 111. 
(b) l(2), P)l 0 ((1, l>>v = (W)v + ((1, l,>v. 
Cc) ((2)>” 0 I(19 113 (17 111 = (W)” + ((19 1)). 
Cd) (P))v 0 ((1, l)>v = 2{[(2,2), 01 +[(I, 1, 1, 1),0] - [(2, 1, 1, 01 
- [PI, (13 1)>1/ + [V), @)I + [Cl, I>, (1, 1,l. 
Part (a) comes from 3.3, (b) and (c) from 3.13 and (d) from 3.14. 
Then we can see from these claims that 
C(2))+ 0 ((19 I))+ = I(19 19 1, 1),01 + [(Z 2),01 + ((2))+ 
+ ((19 I))+. 
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