Abstract. We define a safety slice as a subnet of a marked Petri net Σ that approximates Σ's temporal behavior with respect to a set of interesting places Crit. This safety slice can be used to verify and falsify stutter-invariant linear-time safety properties when Crit is the set of places referred to by the safety property. By construction it is guaranteed that the safety slice's state space is at most as big as that of the original net. Results on a benchmark set demonstrate effective reductions on several net instances. Therefore safety slicing as a net preprocessing step may achieve an acceleration for model checking stutter-invariant linear-time safety properties.
Slicing is a technique to syntactically reduce a model in such a way that at best the reduced model contains only those parts that may influence the property the model is analyzed for. It originated as a method for program debugging [16] but has found applications in many other domains. We here introduce a slicing approach tailored to Petri nets as a means to alleviate the state space explosion problem for model checking Petri nets. We present a safety slicing algorithm that determines what parts of a marked Petri net Σ can be sliced away (i.e. discarded) so that the remaining net is equivalent to the original w.r.t. a stutter-invariant linear-time safety property ψ. The remaining net is called safety slice Σ ′ and is built for a so called slicing criterion Crit.
We will formally show that safety slices allow for verification and falsification of stutter-invariant linear-time safety properties. Hence when one wants to examine whether a marked Petri net Σ satisfies a stutter-invariant linear-time safety property ψ, the safety slice may be examined instead. The safety slice may have a substantially smaller state space, yielding an acceleration in model checking. As the safety slicing algorithm is linear in the size of the net Σ (not its state space!), even when slicing does not accelerate model checking, the overhead will usually be insignificant.
In [11] we presented a more conservative slicing algorithm. There we introduced CTL * -X slices, which preserve CTL * -X properties assuming a weak fairness assumption on the original net Σ. By definition a safety slice for Crit is a subnet of the CTL Outline In the next section we introduce the basic notions of this paper. As an introduction to safety slicing, we sketch the algorithm for CTL Sets and Sequences For a set X we denote the union of finite and infinite words over X, X * ∪ X ω , as X ∞ . For a finite sequence γ = x 1 x 2 ...x n ∈ X ∞ , |γ| is n, the length of γ. If γ is infinite, |γ| = ∞. γ(i) denotes the i-th element, 1 ≤ i < |γ| + 1, and γ i denotes the suffix of γ that truncates the first i positions of γ, 0 ≤ i < |γ| + 1. γ ′ = proj X ′ (γ) denotes the projection of γ to X ′ ⊆ X, i.e. γ ′ is derived from γ by omitting every x i ∈ X \ X ′ . Two sequences γ 1 and γ 2 are stutter-equivalent iff unstutter(γ 1 ) = unstutter(γ 2 ), where unstutter merges finitely many successive repetitions of the same sequence element into one. So γ 1 = x 1 x 2 x 3 and γ 2 = x 1 x 2 x 3 x 3 x 3 are stutter-equivalent whereas γ 3 = x 1 x 2 x 3 x 3 .... is not stutter-equivalent to γ 1 or γ 2 . We extend the functions unstutter and proj to sets of sequences in the usual way.
Petri Net Definitions A Petri net N is a triple (P, T, W ) where P and T are disjoint sets and W : ((P × T ) ∪ (T × P )) → N. An element p of P is called a place and t ∈ T is called a transition. The function W defines weighted arcs between places and transitions. A Petri net is finite iff P and T are finite sets. In this paper we consider finite Petri nets only.
The preset of p ∈ P is • p = {t ∈ T | W (t, p) > 0} and the postset of p is p • = {t ∈ T | W (p, t) > 0}, analogously • t and t • are defined. A marking of a net N is a function M : P → N, which assigns a number of tokens to each place. With a given order on the places, p 1 , ..., p n , M can be represented as a vector in N |P | , where the i-th component is M (p i ). A transition t ∈ T is enabled at marking M , M [t , iff ∀p ∈
• t : M (p) ≥ W (p, t). If t is enabled it can fire. The firing of t generates a new marking M ′ , M [t M ′ , which is determined by the firing rule as M ′ (p) = M (p) − W (p, t) + W (t, p), ∀p ∈ P . The definition of [ is extended to transition sequences σ as follows. A marking M always enables the empty firing sequence ε and its firing generates M . M enables a transition sequence σt, M [σt , iff M [σ M ′ and M ′ [t . If M [σ , the transition sequence σ is called a firing sequence from M . The effect of σ on a place p ∈ P , ∆(σ, p) ∈ Z, is defined by ∆(ε, p) = 0 and ∆(σt, p) = ∆(σ, p) + W (t, p) − W (p, t).
Given a firing sequence σ = t 1 t 2 ...
.. we denote the elementwise restriction of M(M, σ) toP ⊆ P . A marking M is called final iff there is no nonempty firing sequence from M . A firing sequence σ from M is maximal iff either σ is of infinite length or σ generates a final marking. A marking sequence M(M, σ) is maximal iff σ is a maximal firing sequence. By convention, we regard a finite maximal marking sequence µ as equivalent to the infinite marking sequence µ ′ that repeats the final marking of µ infinitely often.
A Petri net Σ = (N, M init ) with a designated initial marking M init is called a marked Petri net. A marking of Σ is reachable if there is a firing sequence from M init that generates M , M init [σ M . The set of reachable markings of Σ is denoted as [M init . In the following we will use N synonymous with (P, T, W ) and Σ synonymous with (N, M init ) and subscripts carry over to the components, i.e. we use N 1 synonymous with (P 1 , T 1 , W 1 ). Moreover, we denote a marking generated by firing σ ∈ T * from the initial marking M init as M σ .
Transition System of a Petri Net A transition system is one standard model to describe the behavior of system. We use transition systems here as an intermediate: We define stutter-invariant linear-time safety properties on transition systems and introduce TS Σ the transition system of a Petri net Σ.
Definition 1 (Transition System).
A transition system TS with initial state is a tuple (S, Act, R, AP, L, s init ) where -S is the set of states, -Act is a set of actions, -R ⊆ S × Act × S is the transition relation with ∀s ∈ S : ∃α ∈ Act :
AP is a state labelling function. -s init is a designated initial state of TS Note, that a transition system according to Def. 1 has no terminal states, i.e. every state has a successor via R.
A path π from a state s is a sequence of states such that π(1) = s and ∀i, 1 ≤ i < |π| + 1 : (1))... . Traces TS (s) denotes the set traces of (TS , s). Traces TS(s),fin and Traces TS (s),inf denote the sets of finite and infinite traces of paths of TS starting at s. We use TS and (S, Act, R, AP, L, s init ) synonymously.
Next we define the transition system of a Petri net. We denote the set of places a temporal logic property ϕ refers to as scope(ϕ).
The behavior of a marked Petri net Σ can be captured by a transition system TS Σ . The reachable markings of Σ are the states of TS Σ . If M [t M ′ , then there is also a transition from state M to M ′ via action t in TS Σ . Hence a path µ = M 0 M 1 ... M n in TS Σ corresponds to the firing sequence σ = t 1 t 2 ...t n with marking sequence
A maximal firing sequence may be finite and thus generate a final marking that does not enable any transition, but every state M of TS Σ has to have at least one successor. By convention we therefore introduce a new action symbol τ and define that a final marking M reaches itself via τ . By this extension any marking sequence corresponds to a path and any maximal firing sequence corresponds to an infinite path.
Definition 2 (TS Σ ). Given a Petri net Σ and a set of atomic propositions
Stutter-invariant Safety Properties In the following we introduce the notion of stutter-invariance and characterize safety properties following [1] . For the following we fix a set of atomic propositions AP .
Linear-time properties express constraints on infinite paths or more precisely on infinite traces.
Definition 3 (LT Property).
A linear-time property (LT Property) over the set of atomic propositions AP is a subset of (2 AP ) ω .
TS , s |= P means that all infinite traces starting from s satisfy P. Note, that by Def. 1, a finite trace can always be extended to an infinite trace, since our transition systems have no terminal states. We formally define TS , s |= P by: Definition 4 (Satisfaction Relation for LT Properties). Let P be an LT property over AP and TS a transition system. TS , s |= P ⇔ Traces TS ,inf (s) ⊆ P.
Stutter-invariant linear-time properties do not distinguish between stutterequivalent traces.
Definition 5 (Stutter-invariant [6, 8] ). Let ϑ and ϑ 2 be in (2 AP ) ω . A property P stutter ⊆ (2 AP ) ω is stutter-invariant if whenever ϑ and ϑ 2 are stutter-equivalent then either both ϑ and ϑ 2 satisfy P stutter or both violate P stutter .
We are now ready to define safety properties. A safety property can be thought of as stating that nothing bad will eventually happen [6] . When a safety property P safe is violated, a finite prefix is sufficient to expose the behavior forbidden by P safe . Formally a safety property is an LT property that, if any possible infinite trace ϑ violates P safe , it has a bad finite prefix ϑ pref , such that any other (possible) traceθ with prefix ϑ pref also violates P safe .
Definition 6 (safety property). An LT property P safe over AP is a safety property if for all words ϑ ∈ (2 AP ) ω \ P safe there is a finite prefix ϑ pref of ϑ such that
Any such prefix ϑ pref is called a bad prefix for P safe . The set of all bad prefixes for P safe is denoted by BadPref (P safe ).
This definition allows us to derive a satisfaction relation referring to the finite behaviors of TS only. A transition system satisfies a safety property P safe from state s iff the set of finite traces from s does not have a bad prefix, that means nothing bad happens starting from s.
Proposition 7 (Satisfaction Relation for Safety Properties [1] ). For a transition system TS and safety property P safe it holds that TS , s |= P safe if and only if Traces TS ,fin (s) ∩ BadPref (P safe ) = ∅.
The fact that satisfiability of safety properties can be characterized by the finite behaviors of TS will allow us to define more effective reductions for safety preserving slicing than for CTL * -X slicing, which also preserves liveness properties. If we interpret in the following a temporal property ϕ on a Petri net Σ, we always assume that the set of atomic propositions of ϕ is contained in AP Σ , the set of atomic propositions of TS Σ .
CTL * -X Slicing
If we want to observe the behavior of Σ w.r.t. a set of places Crit -which may for instance be the set of places a CTL * -X property ϕ refers to-, the behavior is dependent on other parts of the net. Following these dependencies backwards starting from Crit will give us the slice. The basic idea for our Petri net slicing algorithms is to define the dependencies based on the locality property of Petri nets: The token count of a place p is determined by the firings of incoming and outgoing transitions of p. Whether such a transition can fire, depends on the token count of its input places.
If we want to observe the marking on a set of places Crit, we can iteratively construct a subnetΣ = (P ,T ,Ŵ ,M init ) of Σ by taking all incoming and outgoing transitions of a place p ∈P together with their input places, starting witĥ P = Crit. The subnetΣ certainly captures every token flow of Σ that influences the token count of a place p ∈ Crit.
We refine the above construction by distinguishing between reading and nonreading transitions. A reading transition of places R cannot change the token count of any place in R. We formally define t to be a reading transition of R ⊆ P iff ∀p ∈ R : W (p, t) = W (t, p). If t is not a reading transition of R, we call t a non-reading transition of R. Let us now iteratively build a subnet
by taking all non-reading transitions of a place p ∈ P ′ together with their input places, starting with P ′ = Crit.
). Let Σ be a marked Petri net and Crit ⊆ P a non-empty set, called slicing criterion. The following algorithm constructs slice CTL * -X (Σ, Crit) of Σ for the slicing criterion Crit.
The algorithm always terminates and always determines a subnet slice CTL * -X (Σ, Crit) for any given slicing criterion Crit. Though, the slice may equal the original net 
The slice slice CTL * -X (Σ, Crit) may be smaller thanΣ, the subnet constructed without considering reading transitions. Even for certain strongly connected nets the algorithm generateSlice might produce a slice Σ ′ that is smaller than Σ, whereasΣ for a strongly connected net is always equals to Σ.
In [11] it was shown, that it holds
for a CTL * -X formula ϕ, scope(ϕ) ⊆ Crit and where T ′ is the set of transitions of slice CTL * -X (Σ, Crit). Basically, a firining sequence σ is fair w.r.t. T ′ , if σ is either maximal or σ is infinite and if σ eventually permanently enables a t ′ ∈ T ′ , a transition t ∈ T ′ will be fired infinitely often-t may or may not equals t ′ . We refer the interested reader to [11] for a formal definition. Σ |= ϕ fairly w.r.t. T ′ holds if all fair firing sequences of Σ -more precisely, their corresponding tracessatisfy ϕ. This kind of weak fairness assumption on Σ guarantees progress within its slices subnet and is necessary when studying liveness properties.
The CTL * -X slicing algorithm is fairly conservative. Assuming a very weak fairness assumption on Σ it approximates the temporal behavior quite accurately by preserving all CTL * -X properties. For safety slicing we focus on the preservation of stutter-invariant linear-time safety properties only. So we need to preserve the temporal behavior of Σ less accurately. This allows us to define a more aggressive slicing algorithm that may generate smaller slices than the CTL * -X slicing algorithm. In the next section we will first characterize in which respect we have more freedom in capturing Σ's behavior, and then formulate the safety slicing algorithm.
Safety Slicing
In this section we will develop the safety slicing algorithm which preserves stutter-invariant linear-time safety properties.
The Ease of Slicing for Safety Properties
The reason why the slicing algorithm can be more aggressive for safety properties is due to the fact that satisfiability of safety properties can already be determined inspecting finite prefixes of traces of TS Σ . A transition system satisfies a safety property P safe iff its set of finite traces does not have a bad prefix (c.f. Prop. 7). Two transition systems satisfy the same stutter-invariant safety-properties if their sets of finite paths are stutterequivalent:
Proposition 9. Let TS 1 and TS 2 be two transition systems with the same set of atomic propositions, AP 1 = AP 2 . Let P safe ⊆ (2 AP 1 ) ω be a stutter-invariant safety property.
If unstutter(Traces TS 1 ,fin (s init1 ))=unstutter(Traces TS 2 ,fin (s init2 )), then TS 1 , s init1 |= P safe if and only if TS 2 , s init2 |= P safe .
Proof. We first show that TS 1 , s init1 |= P safe implies TS 2 , s init2 |= P safe . Let us assume that TS 1 , s init1 |= P safe . Let ϑ 2 be a finite trace of TS 2 from s init2 . By assumption, TS 1 has a stutter-equivalent trace ϑ 1 , unstutter(ϑ 1 ) = unstutter(ϑ 2 ). Since TS 1 , s init1 |= P safe and since there are by Def. 1 no terminal states in TS 1 , ϑ 1 is the prefix of an infinite trace ϑ 1 ϑ suf that satisfies P safe . Since ϑ 1 and ϑ 2 are stutter-equivalent, ϑ 2 ϑ suf |= P safe . This implies that ϑ 2 ∈ BadPref (P safe ). By Prop. 7 it follows that TS 2 , s init2 |= P safe . It follows analogously that
Because marking sequences of Σ correspond to paths of TS Σ , it follows that two Petri nets satisfy the same stutter-invariant safety properties if their (sets of) finite firing sequences generate (sets of) stutter-equivalent marking sequences.
Building the Safety Slice The basic idea for constructing a safety slice is to build a slice for a set of places Crit by taking all non-reading transitions connected to Crit and all their input places, so that we get the exact token count on Crit. But for all other places we are more relaxed: We iteratively take only transitions that increase the token count on places in P ′ and their input places (c.f. Def. 10). Intuitively, that way we can run any "sliced" firing sequence of Σ on its safety slice Σ ′ such that we have in Σ ′ at least as many tokens on the places and the same token count on Crit. This guarantees that we capture "enough" behavior of Σ within Σ ′ . Also we will see that every firing sequence of Σ ′ is also a firing sequence of Σ. Hence the slice does not expose too much behavior.
Definition 10 (safety slice, slice S ). Let Σ be a marked Petri net and let Crit ⊆ P be the slicing criterion. The safety slice of Σ for slicing criterion Crit, slice S (Σ, Crit), is the subnet generated by the following algorithm.
Let p be a place in
This safety slice allows to verify and falsify linear-time stutter-invariant safety properties. Figure 2 illustrates the effect of generateSafetySlice. Whereas slice S (Σ 2 , {s 6 }) does not contain the transition t 4 , the CTL * slice slice CTL * -X (Σ 2 , {s6}) includes it, as t 4 can decrease the token count on s 7 . (Σ, {s 5 }). It omits t 3 and s 0 . Let us consider the liveness property AF(s 5 , 1), meaning that eventually s 5 is marked with one token. Whereas the safety slice eventually places a token on s 5 , the original net and also slice CTL * -X (Σ, {s 5 }) may not, because they may fire t 3 . That is, slice S (Σ, {s 5 }) |= ϕ, whereas Σ fairly |= ϕ. Hence the safety slice does not preserve liveness properties.
Impact of Slicing Let us consider the size of Σ's state space in terms as reachable states and state transitions as an indicator of the impact of slicing, as it usually has a strong influence on time and space needed for model checking.
If slicing removes dead subnets, in which never any transition is enabled, the effect on the state space is void. In contrast, if slicing removes parts of the net that expose highly concurrent behavior, the savings may be huge.
For an example consider the net in Fig. 2 , but let us change its initial marking on Fig. 2 and (c) M init (s 1 ) = 3. The safety slice is the same in all three cases with 9 reachable states and 11 state transitions. The state space sizes of the unsliced nets are (a) (18, 45), (b) (54, 197) and (c) (180, 822) given as pairs of (states, state transitions).
Hence, whether a net is reducible depends on the model structure, whereas the impact of slicing depends on the system dynamics. As the dynamics is difficult to predict by just studying the model structure, the impact of slicing is difficult to predict as well.
Proving Safety Slice's Properties
To show that the safety slice preserves indeed stutter-invariant safety properties, it suffices to show that the sets of finite firing sequences of Σ and Σ ′ generate stutter-equivalent traces, as we have seen.
Correspondence of Firing Sequences
We first show the correspondence of firing sequences. We will show that for a given firing sequence σ of Σ we can fire the projected firing sequence proj T ′ (σ) on the safety slice Σ ′ . We can omit transitions in T \ T ′ , since they do not increase the token count of any place in P ′ , so the token count on all places will be at least as high as it is on Σ firing σ. Further, every firing sequence of a safety slice Σ ′ is a firing sequence of Σ.
Firing Sequences, Marking Sequences, Traces We then show that corresponding firing sequences σ and σ ′ generate corresponding markings,
We consider markings M of Σ and M ′ of Σ ′ as correspondent iff they coincide on Crit, because we assume that scope(ϕ) ⊆ Crit. It thus follows that two marking sequences that are stutter-equivalent w.r.t. their submarkings on Crit represent stutter-equivalent traces, which concludes our proof.
For the following let Crit ⊆ P be a set of places and Σ ′ = slice S (Σ, Crit) be the safety slice of Σ. If we interpret a safety property ϕ on a slice slice S (Σ, Crit), we assume that scope(ϕ) ⊆ Crit.
Preservation of Safety Properties
We start by unveiling basic properties of the safety slice. The algorithm constructs the safety slice, so that any transition, that may increase the token count on a place in P ′ , is element of T ′ .
Lemma 11. Let p be a place and t be a transition of Σ.
Proof. Since at line 12 of generateSafetySlice P done equals P ′ , we show that from line 4 the property p ∈ P done ∧ W (p, t) < W (t,
A transition sequence σ of Σ generates at most as many tokens on P ′ as its projection to T ′ , proj T ′ (σ), because in Σ ′ a place p ′ is connected to all transitions t ∈ T that can potentially increase its token count (Eq. 1a).
As W ′ is the restriction of W to P ′ and T ′ , a transition sequence in T ′ has the same effect on P ′ in Σ and Σ ′ (Eq. 1b). The effect on Crit of a transition sequence σ of Σ is the same as of proj T ′ (σ), because all transitions that may change the token count on Crit are in T ′ (Eq. 1c). For the following equations let σ ∈ T ∞ be a transition sequence of Σ and
Proof. Equation 1a to 1c can easily be shown by induction on the length of σ and σ ′ respectively. We first formally prove Eq. 1a and then sum up the proof arguments for Eq. 1b and 1c.
The induction base |σ| = 0 holds trivially, as the effect ε is always void. l → l + 1: Let σt ∈ T * be a transition sequence of length l + 1. We assume that ∆ Σ (σ, p) ≤ ∆ Σ ′ (proj T ′ (σ), p), ∀p ∈ P ′ holds. For the following let p ′ be an arbitrary place in P ′ . Let us first assume t ∈ T ′ . As
holds. According to Lemma 11, t does not increase the token count on p ′ . Consequently,
′ , ∀p ∈ P ′ holds. The induction proof for Eq. 1c is analogously done to the proof of Eq. 1a. We use that, by line 2 of generateSafetySlice, T ′ includes all transitions that may change the token count on Crit.
⊓ ⊔
We now turn to behavioral correspondences between the original net and its safety slice. By the next proposition the sets of firing sequences of Σ and Σ ′ correspond.
Proposition 12. Let σ be a firing sequence and M be a marking of Σ.
Let σ ′ be a firing sequence and M ′ a marking of Σ ′ .
(
Proof. We show Prop. 12 by induction on the length l of σ and σ ′ , respectively. For the induction base l = 0 its enough to note that by Def. 10,
First we show (i). Let σt be a firing sequence of Σ of length l+1. By the induction hypothesis, σ ′ := proj T ′ (σ) is a firing sequence of Σ ′ and generates a marking M ′ σ ′ with at least as many tokens on
which is a firing sequence of Σ ′ by the induction hypothesis. A transition in T \T ′ can only decrease the token count on
For (ii) let σ ′ t be a firing sequence of Σ ′ with length l + 1. Since M ′ σ ′ enables t and by Eq. 1b, also M σ ′ enables t and the generated markings coincide on
The following proposition implies in combination with Prop. 12 that the sets of finite traces of TS Σ and TS Σ ′ are stutter-equivalent. It states, that given two marking sequences µ, µ ′ generated by corresponding firing sequences, we can find for any finite prefix of µ ′ a stutter-equivalent corresponding finite prefix of µ and vice versa. As we are now assuming that scope(ϕ) ⊆ Crit, we restrict markings to Crit.
At the first glance, Prop. 13 may seem overly complicated by talking about prefixes. But note,
does not necessarily hold, since either just σ or σ ′ may be maximal and hence one marking sequence would be finite whereas the other would be infinite.
Proposition 13. Let σ ∈ T
* be a firing sequence of Σ with σ ′ := proj T ′ (σ).
Let σ ′ ∈ T ′ * be a firing sequence of Σ ′ .
Proof. We only prove (i).
(ii) follows analogously. We show that M(M ′ init , σ ′ )| Crit starts with a stutter-equivalent version of µ| Crit . The proof is by induction on the length l of µ.
First note that the initial markings M init and M ′ init coincide on Crit and hence for a prefix of length 1 the above holds.
l → l+1: Let µM be a prefix of M(M init , σ) of length l+1. Let σ µ t be the firing sequence generating µM . Let σ ′ µ be the projection of σ µ to T ′ , proj T ′ (σ µ ). By the induction hypothesis M(M ′ init , σ ′ µ ) has a prefix µ ′ such that µ| Crit and µ ′ | Crit are stutter-equivalent. The case in which µ| Crit and µM | Crit are stutter-equivalent follows trivially. Otherwise, t changes the submarking on Crit and hence t is an element of T ′ . Let M ′ be the marking generated by σ 
Theorem 14 (Preservation of Safety Properties). Let Σ be a Petri net and
Crit ⊆ P be a set of places. Let Σ ′ be slice S (Σ, Crit) and ϕ a stutter-invariant linear-time safety property with scope(ϕ) ⊆ Crit.
Σ |= ϕ if and only if Σ ′ |= ϕ.
Proof. By Prop. 9 it is sufficient to show that unstutter(Traces
. Let ϑ be a finite trace of TS Σ . Let σ be a corresponding firing sequence of Σ, i.e. σ corresponds to a path µ with L(µ) = ϑ. By Prop. 12, σ ′ = proj T ′ (σ) is also a firing sequence of Σ ′ . Hence it follows by Prop. 13 , that there is a finite path µ ′ in TS ′ Σ such that µ ′ | Crit and µ| Crit are stutter-equivalent. Since scope(ϕ) ⊆ Crit, it follows that µ ′ generates a trace ϑ ′ that is stutter-equivalent to ϑ. Analogously follows that for a finite trace ϑ ′ of TS Σ ′ there is stutter equivalent trace ϑ of TS Σ .
Related Work
The slicing and other reduction approaches are relatively old research areas and have received much attention. In this section we highlight differences and similarities to the most relevant works.
Petri Net Slicing
In [4] C. K. Chang and H. Wang presented a first slicing algorithm on Petri nets for testing. For a given set of communication transitions CS , their algorithm determines the sets of paths in the Petri net graph, called concurrency sets, such that all paths within the same set should be executed concurrently to allow for the execution of all transitions in CS .
Whereas the approach of Chang and Wang does not yield a reduced net, Llorens et. al. developed an algorithm to generate a reduced Petri net [7] . They showed how to use Petri net slicing for reachability analysis and debugging presenting a forward and backward algorithm for Petri nets with maximal arc weight 1, as shown in Fig. 3 . A forward slice is computed for all initially marked places. They presented a second algorithm to compute a backward slice for a slicing criterion Crit based on our CTL * -X slicing algorithm generateSlice as presented in [12, 11] . Their (combined) slice is defined by
Llorens' forward and backward slice according to [7] Obviously the forward slice can also be used as a preprocessing step to model checking and removes dead transitions only. Their slice was considered correct iff for every firing sequence σ of the original net Σ it holds that the restriction σ ′ = proj T ′ (σ) can be performed on Σ ′ and for every place p ′ of the slice it holds that firing σ ′ generates at least as many tokens as σ. We infer that their slice allows falsification but no verification of lower bounds, and their slice allows verification and falsification of upper bounds, but no decision whether a certain submarking is reachable.
The principal difference between the backwardSlice of Llorens et. al. and our CTL * -X slicing algorithm is that backwardSlice includes only those transitions that increase the token count on slice places whereas CTL * -X slicing also includes transitions that decrease the token count. Now our safety slicing algorithm combines the two approaches. It uses CTL * -X slicing on Crit and a refined version of backwardSlice on P ′ \ Crit. By exploiting read arcs and considering arc weights, line 5 in the backwardSlice algorithm (c.f. Fig. 3 ) can be replaced by
Now the backward algorithm adds new transitions only if they might produce additional tokens on interesting places. This principle is used in the safety slicing algorithm of Def. 10.
Let us compare the three algorithms-the algorithm of Llorens for examining bounds, our algorithm preserving CTL safety properties. The idea of forward slicing can be used for our algorithms as well. It can be seen as a preprocessing step applied before the backward slicing. The idea to use read arcs and to extend the algorithm to weighted Petri nets is also applicable to the algorithm of Llorens et al. So let us compare the algorithms for backward slicing considering the version of Llorens et al. extended for weighted Petri nets as discussed above. Our algorithm for slicing of CTL * -X
properties is the least aggressive but most conservative algorithm, that is its slices are bigger or as big as slices generated by the other algorithms but preserves the most properties. The algorithm for slicing of safety properties is more aggressive than that preserving CTL * -X but less aggressive than the algorithm preserving bounds. The algorithm of Llorens is the most aggressive algorithm and is also the least conservative. Note, that all three variants produce the same results on strongly-connected nets.
Petri Net Reductions
Petri net slicing is a structural reduction technique, as slicing constructs a smaller net based on the model structure, i.e. the Petri net graph. There are only a few Petri net reductions that preserve temporal properties. Pre-and postagglomeration [2] are two very powerful structural reduction rules and probably also the most established. In [9] it was shown that they preserve LTL -X properties.
Pre-and postagglomerations merge two transition sets H := • p and F := p
• around a place p into a new one, HF . Applying these rules changes the net structure. So when model checking the reduced net a counterexample needs a translation first to be executable on the original net. Whereas slicing preserves the net structure by taking every place and transition the places in scope(ϕ) causally depends on, agglomerations can also be applied in between to shorten causal dependencies. But agglomerations are not applicable in the following scenarios: (1) Transition sets H := • p and F := p • are not agglomerateable, if place p is marked. (2) Given a place p with more than one input and output transition, if any transition in F := p
• has an input place other than p, H := • p is not postagglomerateable. (3) Given a place p with
• p = {h}, h ∈ T , if h has an output place other than p, F := p
• is not preagglomerateable and (4) if other transitions consume tokens from the input places of h, h is not agglomerateable at all. It is easy to build a net that exposes a lot of these constructs but is nicely sliceable for a given property.
Evaluation
In this section we present evaluation results on the benchmark set of J. C. Corbett [5] . The set of 75 examples consists of real Ada tasking programs as well as standard benchmark examples from the concurrency analysis literature. In the benchmark set there are five non-scalable systems and seventeen systems were scaled and are present in four different sizes. We say that nets belong to the same family if they are scaled up versions of the same system.
We applied a fully automatic evaluation procedure that does not require the specification of temporal properties. For each place of a net, a slice was generated. We belive that not every single place corresponds to a meaningful or relevant temporal property. So, to avoid an overly optimistic evaluation result, we filter out the smallest slices. This clearly is a heuristic, as the smallest slices may or may not be due to a meaningless slicing criterion. We measure the effect of slicing in terms of savings of the reachable state space, as the size of the state space usually has a strong influence on time and space needed for model checking.
We call a slice with a state space smaller than its original's properly effective. When considering uncondensed state spaces (cf. Sect. 5.1), slicing guarantees that the reachable state space of a slice is at most as big as the original's. When we consider state spaces that are condensed using partial order reductions (cf. Sect. 5.2) this is not neccessarily the case. Nevertheless, we demonstrate that slicing may even be an useful preprocessing step when it is daisy chained with partial order reduction techniques. Slices that have a state space greater than the original's are called limited effective.
Effect on the Full State Space
Let us consider the savings in terms of the state space, i.e. in terms of the number of reachable states and state transitions. According to Table 1 Table 2 illustrates the results when only slices are considered that save at least 10% of the state space. A coverage of x% means that for x% of the places in the original nets there is a slice that saves at least 10% of the state space. So for more than a third of all places a safety slice exists with a state space that is at least 10% smaller than the state space of the original net. We already know from the Table 1 that safety slicing gains the greater savings than CTL * -X slicing. Comparing the results of CTL * -X slicing (a) and safety slicing (b) in Fig. 4 shows that safety slicing is able to reduce the same nets more aggressively than CTL * -X slicing and also is able to reduce more nets.
Partial Order Reductions
Partial order reductions (=POR) refer to a family of powerful reduction techniques developed to avoid the blow-up caused by concurrent behaviours. One reason of the state space explosion problem is that the interleaving semantics represents concurrency of actions by interleaving them in all possible ways, whereas the actions' total effect is independent of their ordering. POR condense state spaces by decreasing the number of equivalent interleavings.
In this section we examine the combination of safety slicing and POR by comparing the condensed state space of the original net with the condensed state spaces of its slices. As in Sect. 5.1, we filter out the smallest reducts with respect to the ful state space. The combination of slicing and POR is particularly interesting, because the slicing effect as measured in Sect. 5.1 profits from eleminating concurrent behaviours. We use the stubborn set technique [13] of PROD tool [10] as POR technique. We chose to condense the state space by deadlock preserving stubborn sets as we have built slices for single places not temporal-logical formulas. Usually a state space condensed to preserve deadlocks is expected to be smaller than (or equal to) a state space condensed to preserve safety properties or e.g. LTL -X properties [13] . We hence believe that the results presented in the following allow to study the general effects of combining Petri net graph reductions with stubborn sets.
Results with respect to Condensed State Spaces Since we now measure the results with respect to the condensed state space, we say that we have a saving of x of states (state transitions), if the reduct has factor x less states (state transitions) than the original net has in its condensed state space. Analogously, we use overhead, benefit and cost with respect to the condensed state space.
Of course, the condensed state space of a reduced net generated by the stubborn set technique is smaller than (or equals) the full state space of the reduced net and is hence also smaller than the full state space of the original, but the condensed state space of a reduced net may not be smaller than the condensed state space of the original net if the stubborn set performs worse on the reduced net (cf. Fig. 5 ). It may be counterintuitive that the condensed state space of the reduced net can be bigger than the condensed state space of the unreduced net even when the full state space of the reduced net is substantially smaller than the full state space of the unreduced net. But as POR usually implement a heuristic to determine which transitions can be considered as independent, such a heuristic can work better for one net than for the other so that the stubborn set condensation on the original may be more effective than the condensation on the reduced net. Let us study the results summarised in Table 3. According to Table 3 applying CTL * -X slicing does not yield a great benefit w.r.t. the mean state space, whereas safety slicing significantly decreases the mean state space yielding a benefit of 36.3% of the states and 26.5% of the state transitions with respect to the condensed state space. This benefit is about twice as much as safety slicing could save on the full state space (cf. Table 1 ). This is mainly due to three families that are more effectively condensed by stubborn set reductions when safety sliced. Table 3 shows that there are (also for CTL * -X slicing) many instances where the application of the reductions increases the state space savings and that the majority of reducts improves the state space savings. According to Fig. 6 some nets were reduced so much that they now appear in a higher savings cluster while all other nets remain in the same savings cluster.
Summary and Conclusions
In this section we examined the effect of safety slicing-in comparison with CTL * -X slicing and in combination with POR. To examine the general effects of such a combination we used deadlock preserving stubborn sets of PROD. Safety slicing increased the state space savings on the full state space as well as on the condensed state space considerably.
Conclusion and Future Work
In this paper we introduced Petri net safety slicing in order to alleviate the state space explosion problem for model checking Petri nets. A safety slice slice S (Σ, Crit) satisfies the same stutter-invariant linear-time safety properties ϕ as the original net, given that ϕ refers to the places of the slicing criterion Crit only. Safety slicing can yield more aggressive reductions than CTL * -X slicing but sacrifices the preservation of liveness properties.
It seems worthwhile to develop refined slicing algorithms for certain (classes of) properties that allow to formulate even more aggressive reductions. A good starting point seems antecedent slicing [14, 15] , a form of conditional slicing where information about system input is encoded as antecedent of an LTL formula. If we study a formula of the form ψ := G (ϕ 1 ⇒ F ϕ 2 ), we only need to include transitions that make the antecedent ϕ 1 true, we do not need to include transitions that are fired when ϕ 1 cannot become true [15] . We conjecture that in this setting a safety slicing like algorithm can be used for the antecedent places, scope(ϕ 1 ), whereas CTL * -X slicing has to be applied to places in scope(ϕ 2 ). Since both, safety slicing and CTL * -X slicing, are not able to reduce strongly connected nets, an important aspect is to explore whether the antecedent can be used to eliminate transitions when their firing implies that the antecedent cannot become true. and saftey slicing reduction is applied. The earliest occurrence of a family is marked in black. Nets reduced by the respective reduction are set in bold face. Nets left unchanged by the respective reductions are set in italics.
