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The large amount of datasets that became available in recent years has made it
possible to empirically study humanly-driven, as well as biological complex systems
to an unprecedented extent. In parallel, the prediction and control of epidemic
outbreaks have become very important for public health issues. The rapid growth of
transportation means, frequency of movements, web content as well as online social
platforms has further increased the risk that global emergent diseases will spread
worldwide or enhance fake news dissemination. The underlying networks are usually
scale-free. This implies the absence of the epidemic threshold that allows pathogens
and social content to easily spread in a population of individuals. On the one side,
stochastic simulations of diffusive spreading, as well as more refined metapopulation
models based on reaction-diffusion equations, allows us to build realist data-driven
models that are a powerful tool to make detailed forecasts. On the other hand,
algebraic methods give a solid foundation for drawing general conclusions and in
many cases provide numerical instruments superior to direct simulations.
In this thesis, we investigate some important aspects of diffusion phenomena and
spreading processes unfolding on networks. We study three different problems re-
lated to spreading processes in the supercritical regime. First, we study reaction-
diffusion on ensembles of random networks characterized by the observed Lévy-flight
properties of human mobility. Leveraging effective medium theory, we are able to
quantitatively estimate the diameter of the infected region for a very general trans-
portation system. The second problem is the estimation of the arrival times of
global pandemics. To this end, we derive and identify suitable hidden geometries
of network-driven spreading processes, leveraging on random-walk theory. Through
the definition of network effective distances, the problem of complex spatiotempo-
ral patterns is reduced to simple, homogeneous wave propagation patterns. Third,
by embedding nodes in the hidden space defined by network effective distances, we
introduce a novel network centrality, called ViralRank, which quantifies how close a
node is, on average, to the other nodes. As a case study, we first characterize the
political leanings and, using known heuristic centralities, rumor spreading dynamics
on two networks built on datasets extracted from Twitter on the specific topic of the
2016 constitutional referendum in Italy. Then, we investigate the role of centrality
measures in identifying influential spreaders by comparing the relative performance
with ViralRank in several empirical datasets of social, biological and infrastructure
complex systems. We find that ViralRank can correctly identify influential nodes
in the supercritical regime for both contact networks and metapopulations, as it
systematically outperforms state-of-the-art centrality measures. Our results bring
us closer to the optimal solution to the problem of the influential spreaders identifi-
cation. These three studies constitute a unified framework to characterize diffusion
and spreading processes unfolding on complex networks in very general settings,
and provide new approaches to challenging theoretical problems that can be used
to benchmark future models.
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Zusammenfassung
Die große Menge an Datensätzen, die in den letzten Jahren verfügbar wurden, hat
es ermöglicht, sowohl menschlich-getriebene als auch biologische komplexe Systeme
in einem beispiellosen Ausmaß empirisch zu untersuchen. Parallel dazu ist die Vor-
hersage und Kontrolle epidemischer Ausbrüche für Fragen der öffentlichen Gesund-
heit sehr wichtig geworden. Die Entwicklung schnellerer Transportmittel und deren
häufigere Benutzung sowie ein rasant wachsendes Internet und soziale Online-Medien
haben das Risiko, dass sich Krankheiten sowie Falschmeldungen weltweit verbreiten,
weiter erhöht. Die zugrunde liegenden Netzwerke sind in der Regel scale free. Dies
impliziert das Fehlen der epidemischen Schwelle, was Pathogenen und sozialen In-
halten erlaubt, sich in einer Population von Individuen leicht zu verbreiten. Auf der
einen Seite erlauben uns stochastische Simulationen der diffusiven Ausbreitung sowie
Metapopulationsmodelle auf der Grundlage von Reaktions-Diffusions-Gleichungen,
realistische Datenmodelle zu erstellen, die ein leistungsfähiges Werkzeug für detail-
lierte Vorhersagen sind. Auf der anderen Seite bilden algebraische Methoden eine
solide Grundlage für allgemeine Schlussfolgerungen und liefern in vielen Fällen nu-
merische Instrumente, die direkten Simulationen überlegen sind.
In dieser Arbeit untersuchen wir einige wichtige Aspekte von Diffusionsphänome-
nen und Ausbreitungsprozessen auf Netzwerken. Wir untersuchen drei verschiedene
Probleme im Zusammenhang mit Ausbreitungsprozessen im überkritischen Regime.
Zunächst untersuchen wir die Reaktionsdiffusion auf Ensembles zufälliger Netzwer-
ke, die durch die beobachteten Lévy-Flugeigenschaften der menschlichen Mobilität
charakterisiert sind. Mit Hilfe der Effektive-Medium-Theorie können wir den Durch-
messer der infizierten Region für ein sehr allgemeines Transportsystem quantitativ
abschätzen. Das zweite Problem ist die Schätzung der Ankunftszeiten globaler Pan-
demien. Zu diesem Zweck leiten wir geeignete verborgene Geometrien netzgetrie-
bener Streuprozesse, unter Nutzung der Random-Walk-Theorie, her und identifizie-
ren diese. Durch die Definition von effective distances wird das Problem komplexer
raumzeitlicher Muster auf einfache, homogene Wellenausbreitungsmuster reduziert.
Drittens führen wir durch die Einbettung von Knoten in den verborgenen Raum,
der durch effective distances im Netzwerk definiert ist, eine neuartige Netzwerkzen-
tralität ein, die ViralRank genannt wird und quantifiziert, wie nahe ein Knoten, im
Durchschnitt, den anderen Knoten im Netzwerk ist. Als Fallstudie charakterisieren
wir zunächst die politischen Neigungen und, unter Verwendung bekannter heuristi-
scher Zentralitäten, die Dynamik von Gerüchten in zwei Netzwerken, die auf Daten
basieren, welche aus Twitter zum spezifischen Thema des Verfassungsreferendums
2016 in Italien extrahiert wurden. Anschließend untersuchen wir die Rolle von Zen-
tralitätsmaßen bei der Identifizierung einflussreicher Streuer durch den Vergleich der
relativen Leistung mit ViralRank in mehreren empirischen Datensätzen sozialer, bio-
logischer und infrastruktureller komplexer Systeme. Wir stellen fest, dass ViralRank
sowohl für Kontaktnetzwerke als auch für Metapopulationen einflussreiche Knoten
im überkritischen Regime korrekt identifizieren kann, da systematisch herkömmliche
Zentralitätsmaße übertroffen werden. Unsere Ergebnisse bringen uns der optimalen
Lösung, für das Problem der Identifizierung einflussreicher Streuer, näher. Diese drei
v
Studien bilden einen einheitlichen Rahmen zur Charakterisierung von Diffusions-
und Ausbreitungsprozessen, die sich auf komplexen Netzwerken allgemein abzeich-
nen, und bieten neue Ansätze für herausfordernde theoretische Probleme, die für die
Bewertung künftiger Modelle verwendet werden können.
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1.1. Left panel: Network visualization of the cosmic web produced by a varying
length model, where the length of each connection is proportional to the
size of the connected galaxies [80]. (Credit: Courtesy of Kim Albrecht).
Right panel: Topology of the Internet of autonomous systems at the end of
the 20th century, produced by the Cooperative Association for Internet
Data Analysis (CAIDA) within the Internet Mapping Project (Credit:
Courtesy of William Cheswick). . . . . . . . . . . . . . . . . . . . . . . . . 2
2.1. (a) Degree distribution for an ER graph (top right) with N = 100 and
edge creation probability p = 0.05 , with the best curve fitting of a Poisson
distribution with mean equal to the average degree of the graph 〈k〉 ≈ 5.
(b) The probability P∞ that a node belongs to the largest connected
component of an ER graph with N = 1000 nodes as a function of the
edge creation probability p. The vertical dashed line identifies the critical
probability pc = 1/N . In the inset the average clustering 〈C〉 as a function
of p. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2. The Watts-Strogatz model for N = 20 nodes with 〈k〉 = 4, with node size
proportional to its degree. Starting from a regular lattice (p = 0), with
probability p each link is rewired to a randomly chosen node. The three
panels correspond to the regular lattice (left), small-world (center) and
random configuration (right), respectively. In the latter all edges have
been rewired, so that we recover a Poissonian random graph. Contrary
to the ER model, for values of p smaller than unity the graph maintains
the high clustering found in regular lattices but in addition the random
long-range edges can drastically decrease the distance between nodes. . . 17
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2.3. (a) Degree distribution for a WS graph (top right) consisting of N = 100
nodes, with rewiring probability p = 0.1 and number of connected neigh-
bors m = 3, yielding an average degree 〈k〉 = 6. (b) Average clustering
〈C〉 (dark-red circles) with the analytical estimation (2.14) (solid light-
blue line) and average shortest-path length 〈D〉 (violet squares) as a func-
tion of the edge rewiring probability p for N = 1000 nodes with 〈k〉 = 10.
Both quantities are normalized by the respective values at p = 0. . . . . . 18
2.4. Degree distribution (blue circles) of several real networks, from top left:
(a) sex buyers and their escorts (N = 26836) [234], (b) connections be-
tween autonomous systems of the Internet (N = 34761) [282], (c) Ama-
zon co-purchases (N = 334863) [278], (d) co-appearances of movie actors
(N = 382219) [18], (e) Google in-hyperlinks and out-hyperlinks (inset) of
the directed Web (N = 875713) [177], (f) social network of Youtube users
and their connections (N = 1138499) [196]. In the legend the values of
the power-law exponent γ of the degree distribution obtained from the
numerical fit (red dashed line) using the method described in [69] and the
average degree for the corresponding Poissonian profile (orange solid line). 20
2.5. Random walks in Z2 over 103 time steps with (a) Gaussian jumps cen-
tered at the origin with unitary variance converging to ordinary Brownian
motion and (b) Lévy flights px ∼ |x|−1−α with exponent α = 1.5. . . . . 25
2.6. Distance from the origin for an ordinary random walk with Gaussian
steps (lower trajectory) and Lévy flights with distribution index α = 1
(upper trajectory) as a function of the time step n with color changing
from dark to light accordingly (color maps as in Figure 2.5). The dashed
lines indicate the asymptotic scaling in the respective cases. Clearly, the
random walk with Lévy flights is superdiffusive with distance from the
origin following asymptotically the power law |x| ∼ n1/α. . . . . . . . . . 26
2.7. Upper panel: From left to right three equilibrium configurations of the
Ising model reached after 104 MonteCarlo steps of Metropolis dynamics
[202, 136] on a two-dimensional lattice with N = 2562 spins above, at and
below the critical temperature (in units of the spins interaction energy J)
Tc = 2/ ln(1+
√
2) [209]. Lower panel: from left to right three realizations
over tmax = 103 time steps (vertical axis) of directed percolation in one
dimension (horizontal axis) below, at and above the percolation threshold
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2.8. (a) Average realization of directed percolation over tmax = 103 time steps
(vertical axis) and one dimension (horizontal axis) at the percolation
threshold pc, with color scaling according to the average site occupation.
(b) Average number of occupied sites 〈N(t)〉 as a function of time for
subcritical (orange), critical (green) and supercritical (red) directed per-
colation. The scaling asymptotically valid at criticality 〈N(t)〉 ∼ tΘ from
the numerical fit (dashed blue line) yields Θ ≈ 0.25 (true value is Θ ≈ 0.31). 37
2.9. Epidemic curves for the SI (left) SIS (center) and SIR dynamics (right)
in a population of N = 1000 individuals starting with a single infected
I(0) = 1. Transmission and recovery rates are respectively β = 0.9 and
µ = 0.3 per time step. The dashed black line in the middle panel marks
the stationary state ρI(∞) = (β − µ)/β ≈ 0.66 that correspond to the
stable fixed point of the SIS model. In all three cases the early stage of
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for SIR contact-network averaged over 102 realizations and over all source
seeds for artificial networks (left panel) each consisting ofN = 1000 nodes:
ER (light-blue) with edge-creation probability p = 0.002, WS (orange)
with edge-rewiring probability p = 0.02 and 2m = 〈k〉 = 6 neighbors per
node and BA (dark-red) with m = 5 new edges per time step. In violet
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neous mixing assumption. The vertical dashed lines mark the correspond-
ing epidemic thresholds. For the the contact networks the degree-block
approximation (2.78) yields β̃ERc ≈ 0.48, β̃WSc ≈ 0.20 and β̃BAc ≈ 0.05,
respectively, while (2.73) defines the MF threshold β̃MFc = 1 (dashed violet). 45
3.1. Effective medium for the random resistor network. In the homogeneous
network a resistor G̃ is replaced by a random value Gij and a current Iij
is introduced at node i so that the potential difference Vij between i and
j is restored to the original homogeneous value Ṽ (left panel). The extra
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3.2. Left panel: scheme of the one-dimensional contact process. The dynamics
is regulated by two different time scales, the one of diffusion, correspond-
ing to the subpopulation layer, and the reaction, governed by the SIS
infection dynamics at the individual layer. Right panel: illustration of
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“The central task of theoretical
physicists in our time is no longer
to write down the ultimate equa-
tions but rather to catalog and un-
derstand emergent behavior in its
many guises, including potentially
life itself”
–David Pines, The Theory of
Everything
Network science is a relatively new field of research that has become synonymwith the study of complex systems. Indeed the increasing level of attention that
the study of networks has been receiving is due to their broad applicability in describing
a wide range of different phenomena. Prominent examples are the mapping of the World
Wide Web and structure of the physical Internet [217], economic and financial systems
[27], social and language dynamics [59], transport and human mobility [164], altered
state of consciousness in the human brain [224] and even the cosmic web of galaxies [80],
see Figure 1.1.
Although no definition of complex system is universally accepted and varies across
disciplines, all complex systems are generally characterized by properties emerging from
the interactions between a large number of components. A complex system differs from a
simple system in that microscopic and macroscopic scales cannot be treated separately, in
contrast to the Newtonian paradigm whereby the world is reducible to a few fundamental
elements leading to predictable behavior. Complexity emerges not just as an excellent
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Figure 1.1: Left panel: Network visualization of the cosmic web produced by a varying length model,
where the length of each connection is proportional to the size of the connected galaxies [80]. (Credit:
Courtesy of Kim Albrecht). Right panel: Topology of the Internet of autonomous systems at the end
of the 20th century, produced by the Cooperative Association for Internet Data Analysis (CAIDA)
within the Internet Mapping Project (Credit: Courtesy of William Cheswick).
way to put certain intriguing concepts, but as a phenomenon that is deeply rooted in
the laws of Nature [203].
The fundamental approach to understand how to connect the microscopic to the
macroscopic was formalized in the nineteen century through statistical mechanics and
condensed matter physics. The methods of statistical physics can then be applied to
understand and interpret the qualitative and quantitative behavior of complex systems
such as amorphous materials, strongly disordered systems (glasses), collective animal be-
havior, socioeconomic and biological systems, chaotic oscillations and the human brain
[86, 267, 203, 251].
In his famous article [6], Anderson critically addressed the reductionist hypothesis of
science. The task of reconstructing how the universe works by adding together very
simple physical laws breaks down when confronted with large aggregates, where entirely
new properties appear and different scales of complexity emerge: More is different.
Complex structures arise in Nature even in simple situations and the observed complexity
is very often contrasted with the astonishing simplicity of the basic laws of physics. One
way to define complexity is to identify it by structure with variations [128], as each
complex system is different. Some have also stressed the importance for a complex system
of being out-of-equilibrium and to self-organize [204]. However, the complexity paradigm
is probably best understood in terms of the conceptual problems of critical phenomena
and in particular second order phase transitions. At the critical point, fluctuations
are important on all length scales connecting the microscopic with the macroscopic and
assume a self-similar structure. The same ideas of self-similarity are found in the study of
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fractal growth phenomena [19, 52] and the tendency of complex systems to self-organize
to a critical state with self-similar properties has been the object of many studies, e.g. in
models of diffusion-limited-aggregation (DLA) [277]. In the context of networks it turns
out that, growth together with some simple requirement can give rise to very complex
structures [18], with the same self-similar properties of systems at criticality [250, 248].
As for the critical point of phase transitions, a trademark of complexity is the power-law
behavior of some quantity that characterizes the system.
Power-law distributions are indeed abundant in Nature [199]. Meteorite sizes, city
sizes, income and the number of species per genus follow power-law distributions [244].
In the context of animal movements such power laws have been observed in foraging
movements of many species [269, 26, 190, 268, 230, 10]. Power laws are also found when
analyzing the density distributions and velocity fluctuations of starling flocks [60] and
even in the distribution of connections in the causal network representing the large-scale
structure of spacetime in our accelerating universe [168].
One common misconception is to identify complex with complicated [23]. However,
the distinction between the two is a crucial one and the behavior of a complex system is
generally different and richer than an analogous complicated system. The characteristics
of emergent behavior, self-organization and self-similarity in their structure generally
characterize a complex system as the spontaneous outcome of the interactions among
the many constituent units. Contrary, even very complicated systems made of a large
number of constituents that are engineered and put in place according to a definite
blueprint, lack all these distinctive features [23]. An additional common feature of many
complex systems is resistance to random removals of their components, while this would
lead rapidly to the total failure of merely complicated systems.
In the case of networks, the variation at all scales is statistically encoded in the heavy-
tail distributions characterizing the structural properties. Then, the larger the size of
a system, the more significant its heterogeneity with fluctuations extending over all the
orders of magnitude allowed. With virtually infinite fluctuations, it is then impossible
to define a typical scale in which an average description would be reliable. The evidence
that a complex topology is the ubiquitous outcome of the evolution of networks can be
hardly considered as incidental [23], but rather universal. These ideas are also at the
core of the complexity pyramid in living organisms [208], characterized by the gradual
transition from the particular (at the bottom level) to the universal (at the apex). Indeed,
although the individual components are unique to a given living organism, the topological
properties of different cellular networks share surprising similarities with those of natural
and social networks.
We can argue that behind each complex system there is a network [17]. For this
reason, we will never understand complex systems unless we map out and understand
the networks behind them. This is particularly relevant since in Nature everything is
simple, except, of course, Nature itself [128]. Thus, the missed identification of the proper
network representation impairs our ability to use network theory successfully. Network
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science is powerful because structure determines function and the way we assign the
connections determines how the content of a system manifests itself.
In this work we study dynamical process on complex networks, and in particular we
investigate diffusion and spreading phenomena. Epidemic spreading in humans and
animals as well as social contagion in virtual platforms are ubiquitous phenomena in our
society. The epidemic modeling metaphor has been introduced to describe a wide array
of different phenomena [214]. Among others, the spread of information and cultural
norms, how blackouts spread nationwide or how efficiently memes can spread on social
networks can all be conceptually modeled as a contagion process, whose mathematical
description is built on models similar to classic epidemic models. Although the detailed
mechanisms of each phenomenon can be very different, on a coarse-grained level their
mathematical description is often framed by the constitutive equations of the general
theory of reaction-diffusion processes [262].
From a physicist perspective, spreading processes belong to the class of non-equilibrium
critical phenomena, characterized by a crossover between an active and an absorbing
phase. Contrary to equilibrium phase transitions, the stationary state of the system is
not an equilibrium state and is characterized by lack of reversibility in its dynamics.
This manifests itself as the breaking of detailed balance and prevents us from using the
theoretical framework of equilibrium statistical mechanics, where the statistical weight
depends only on the specific static configuration and not on the whole history.
The standard way to study biological contagion is through compartmental models
where one divides the population into compartments describing the state of each com-
ponent. This simplified approach that assumes homogeneously mixed populations [139],
is generalized to the much more realistic scenario in which the detailed structure of the
interaction network is considered and agents can only spread through the given con-
nections. In social contagion ideas spread along social networks in a manner similar to
biological contagion and can become viral. Further generalizations in the social context
are done considering that unlike biological contagion, ideas spread in a manner that in-
volves social reinforcement, leading to so-called complex contagions [273, 61]. For both
biological and social contagions, the active and absorbing phases are separated by an
absorbing critical point that defines the epidemic threshold of the model. The concept
of epidemic threshold is very general and applies to very different epidemic models [139].
Processes that are in the active phase (above the threshold) are called supercritical, and
subcritical otherwise.
Network-mediated spreading processes are ubiquitous. Online users transmit news
and information to their contacts in online social platforms [14, 219, 284], individuals
form their opinion and make decisions influenced by their contacts in social networks
[88, 114, 112] and infected individuals can transmit infectious diseases to their sexual
partners [97]. Networks constitute the substrate for the spreading of agents as diverse as
computer viruses [156, 157], deadly pathogens [7] and rumors [185, 84]. Crucially, real-
world networks of relevance for epidemic spreading are different from regular lattices.
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Complex networks are hierarchically organized with a few nodes that may act as hubs
and where the vast majority of nodes have few interactions. Fortunately, today we are
able to measure the space of spreading processes through modeling and a great amount of
available data, both for the structures (the interaction networks) on which such processes
evolve, as well as for the specific epidemics on the biological side. Obviously, even a single
infection event is an infinitely complex process which is impossible to model. To obviate
the problem, one usually adopts a coarse-grained description of the dynamical process.
The computer as the “fast abacus” [181] then becomes the laboratory where models can
be run to create in silico experiments that would be infeasible in real systems. Numerical
simulations become the creator of the phenomena that we want to study.
At the end of the last century and especially in very recent years, physicists became in-
terested in socioeconomic problems also driven by the large availability of data. Besides,
the emergence of this “physics of data” [53] led to the development of econophysics [189]
and sociophysics [222]. Very complex phenomena such as economic growth, technolog-
ical development and opinion formation can be understood applying novel approaches
empirically grounded on Big Data analysis, e.g. to unravel the pattern of economic de-
velopment and technological innovation [140]. Prominent examples of the success of this
approach are the theory of economic complexity [141] and the related novel algorithms
for the forecasting of Gross Domestic Product (GDP) growth [254, 83], which explains
how the product space of nations shapes the macroeconomic growth. The recent trends
in sociophysics are related to so-called computational social science, that relies on a data-
driven approach to studying social phenomena [245]. These data contain information on
what people do when using different services on mobile devises such as search engines,
online banking and social networks. The wide availability of user-provided content in
online social media facilitates the aggregation of people around common interests, nar-
ratives and political leanings. Besides, this also allows for the rapid dissemination of
unsubstantiated rumors and conspiracy theories [84, 90].
The common theme of social dynamics is the understanding of the transition from an
initially disordered state, to a configuration that displays order. Modeling the transition
between order and disorder is common in statistical physics and is formalized by the Ising
paradigm [59]. Opinion dynamics in humans or even cooperative transport in groups of
ants [102] can easily be modeled this way. Individuals are assigned an opinion (spin) that
can switch between positive and negative value by interacting with their neighborhood.
A recurrent criticism on this approach is that the entities that represent individuals, such
as the nodes in a network, can barely be captured by up and down spins. Successful
sociophysics models bridge the micro and the macro following principles of data-driven
modeling [245] and are validated by a quantitative comparison of the simulated dynamics
with real observations.
To predict the behavior of a large number of interconnected techno-social systems,
it becomes a necessity to start with the mathematical description of patterns found
in real-world data. The modern approach to epidemic modeling that is evolving by
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the day, both for technology advancement and data acquisition, is becoming close to
weather forecast for diseases. The basic difference with weather forecasting, where we
know the physical laws governing fluids and gasses, is that for techno-social systems the
modeling is inherently made harder by the very limited knowledge of society and human
behavior [264]. Analogously to what happened in physics with the shift from atomic and
molecular physics to condensed matter, today the large amount of available data allows
us to study quantitatively the behavior of large aggregates of “social atoms”.
The goal of epidemiology is to understand the patterns of disease and health dynamics
in populations as well as the causes of these patterns, and to use this understanding to
mitigate and prevent large scale outbreaks. Digital epidemiology [238] has emerged in
the past few years as a new field driven by the increasing data availability and computing
power, as well as by breakthroughs in data analytics methods. The abundance of data
in recent years combined with the network approach is the key ingredient of modern
epidemic modeling. This is changing dramatically our understanding of a wide range of
phenomena emerging from the interplay between epidemic processes and networks [214].
Understanding the spread of emergent infectious diseases in the geographic space is
particularly important in an increasingly interconnected world [133, 239]. In ancient
times, the spreading of epidemics such as the Black Death [197], could be understood in
terms of a spatial diffusion phenomenon [17]. In those cases the disease is spread by the
individuals that can only travel with low velocities bounded by the local connectivity
of the geographical space. This gives rise to a wave-front of infected individuals, which
travels at a finite speed. Contrary, modern transportation networks are characterized
by large fluctuations in the connectivity among densely populated areas and the cor-
respondent urbanization. Furthermore, the complexity of human mobility at all scales
[48, 129], being that urban and inter-urban or world-wide, is reflected in the possibility
for the infection to cross arbitrary distances in close to no time. As a consequence, the
epidemic prevalence quantified by the number of infected sites grows exponentially fast,
as opposed to linearly. Similar phenomena are also discussed in the biological context
[132]. Emergent epidemic threats such as H1N1 [279], SARS [73] or EBOV [226], and
more recently ZIKV [151], make the prediction and control of global epidemic outbreaks
a central task for public health issues [225, 145]. The large amount of traffic data both
at the local and global scale provides a new opportunity to understand such processes.
On the one hand numerical simulations of infection spreading offer a practical tool for
estimating key epidemic quantities such as the infection arrival time [49]. Mathematical
models of spreading can be studied based on two different frameworks. At the local
scale, contact-network models of spreading assume that individuals directly infect the
individuals they are in contact with. The topology of the underlying network of contacts
plays a critical role in determining the size of the infected population [215]. Instead, at
the global scale reaction-diffusion models assume that individuals can infect the individ-
uals that belong to the same population (reaction process), and infected individuals can
move across populations (diffusion process). This metapopulation approach is increas-
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ingly used to forecast the properties of epidemic outbreaks [175, 74, 15, 11, 261], and to
design and understand the systemic impact of disease containment strategies [258]. On
the other hand, algebraic methods give a solid foundation for drawing general conclusions
and in many cases provide numerical instruments superior to direct simulations.
Numerical models allow us to investigate the fundamental problem of identifying those
nodes which, once they initiate a spreading process, maximize the size of the infected
population [159, 85, 29, 228]. Identifying such nodes, commonly referred to as influential
spreaders, is vital for organizations to design effective marketing campaigns in order to
maximize their chances of success [92, 155, 176], for policy-makers to design effective
immunization strategies against infectious diseases [71], for social media companies to
maximize the outreach of a given piece of information, such as a news or a meme [41]. The
identification of influential spreaders is benchmarked by running multiple realizations
of spreading models on real networks, with different “seed” nodes as initiators of the
process. The typical size of the outbreak generated by each seed node quantifies its
ground-truth spreading ability. One can thus compare different strategies for assigning
a score to nodes based on centrality measures, with respect to their ability to identify
the nodes with the largest ground-truth spreading ability [182].
In this thesis we present a throughout investigation of diffusion and spreading processes
on complex networks. Three important aspects of epidemic spreading for both biological
and social contagions are analyzed in detail. First, we consider epidemic spreading on
very general transportation networks at the global scale, by constructing artificial ran-
dom networks with spatial embeddings. The mathematical form of the intensity of each
connection is chosen in order to model the characteristic scale-free motion of observed
human mobility [48, 129]. By leveraging effective medium theory, a framework to evalu-
ate disorder averages of random networks, we extract relevant epidemiological quantities
in spatially embedded metapopulations with long-range connections. Second, we derive
an analytical network-based measure built on random-walk hitting times, called effective
distance. Three different approaches to define effective distances are discussed in detail:
(i) the dominant-path, (ii) the multiple-path and (iii) the random-walk approach. Using
a microscopic description of the spreading process, we are able to bridge concepts of
epidemic spreading in structured populations with random walks on networks, by lever-
aging the mathematical formalism of extreme event statistics [131]. The random-walk
effective distance that we define, which has a clear interpretation and is computationally
feasible for large networks, is able to reduce complex spatiotemporal patterns to simple,
homogeneous wave propagation patterns. Contrary to previous attempts, based on the
dominant-path approach, that can significantly overestimate the numerical infection ar-
rival time, we are able to quantify with very high precision the spreading patterns in
the hidden geometry induced by effective distances. To validate our analytics, we use a
comprehensive dataset of global mobility, obtained from the Official Airline Guide. The
third and last study is devoted to the problem of identification of influential spreaders.
As a case study, we first analyze opinion dynamics and social contagion on the online
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social platform Twitter. For this purpose we download user posts (tweets) on the spe-
cific topic of the 2016 constitutional referendum in Italy. By leveraging machine learning
techniques, we develop an analytical framework to assign dynamical opinions to users
based on the content of their activity in the three months prior to the referendum vote.
From this procedure we construct two temporal networks, one of users mentions and one
of content retweet. We find that, the global opinion averaged over all users is in very
good agreement with official pool statistics and that the final result of the referendum is
well reproduced by the mathematical framework that we chose to assign users’ opinions
during the political debate. Then, we simulate numerically a rumor spreading in the two
networks that we constructed and rank users by their spreading ability. By comparing
heuristic nodes’ centrality measures, we find that the number of connections (mentions
or retweets) of each user can provide an extremely accurate description of the rumor
spreading ability in the political discussion on Twitter. Next, we introduce a new metric
called ViralRank, by embedding the nodes of a network in the hidden space defined by
its random-walk effective distances. By comparing the correlation between scores of the
nodes assigned by the ground-truth spreading ability and state-of-the-art centralities,
we find that ViralRank systematically outperforms known methods in the supercritical
regime, when the spreading process reaches a substantial portion of the network. In ad-
dition we find that our measure can be expressed in terms of a known opinion formation
model, devised for modeling the reach of consensus in real social experiments. Through
the definition of ViralRank in an analogy with statistical mechanics, we also allow for
a new and insightful interpretation of the well known Google web-ranking algorithm
PageRank.
The next Chapters are organized as follows. In Chapter 2, we lay down the mathemat-
ical formalism that stands as the reference for all subsequent Chapters. In Chapter 3,
we study reaction-diffusion processes in ensembles of random networks and provide an
analytical expression for the epidemic growth rate. In Chapter 4, we derive network ef-
fective distances, and use them quantify the infection arrival times of reaction-diffusion
processes on the global mobility network of air-traffic. In Chapter 5, we study the dy-
namics of opinion shifts and political leanings on the social network Twitter and identify
the most influential spreaders of rumors using heuristic centralities. In Chapter 6, we
introduce ViralRank, a novel network measure for nodes that outperforms state-of-the-
art centralities in identifying the influential spreaders. Finally, in Chapter 7 we give a
summary and outline future perspectives.
8
2
Dynamical Processes on Complex
Neworks




2.1. From graphs to complex networks . . . . . . . . . . . . . . . . 10
2.1.1. Graph theory in a nutshell . . . . . . . . . . . . . . . . . . . . 10
2.1.2. Centrality measures . . . . . . . . . . . . . . . . . . . . . . . . 13
2.1.3. Network models . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2. Random walks and diffusion on networks . . . . . . . . . . . . 23
2.2.1. Graph Laplacian . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.2.2. Hitting times . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.3. Spreading processes . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.3.1. Non-equilibrium phase transitions . . . . . . . . . . . . . . . . 33
2.3.2. Mean field theory . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.3.3. Contact networks . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.3.4. Metapopulations . . . . . . . . . . . . . . . . . . . . . . . . . . 46
Dynamical processes unfolding on networked structures are at the very core ofthis work. This Chapter is intended as the general reference and theoretical
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framework for all subsequent Chapters. First, we build the basic language of graph
theory necessary to characterize the properties of random and empirical networks and
the mathematical formalism of dynamical processes on such networks. After defining
the fundamental network models in Section 2.1, we define simple diffusion and random
walks on graphs in Section 2.2. Then we analyze compartmental models of epidemic
spreading in the broader context of non-equilibrium critical phenomena in Section 2.3
and conclude with a description of metapopulation models directly built on reaction-
diffusion equations.
2.1. From graphs to complex networks
In this Section we review the basic notions of graph theory required to understand the
next Chapters and provide a reference point for the reader, if necessary. From a physicist
perspective, a graph can be thought of as a direct generalization of the regular lattice
used to describe the structure and properties of matter [9]. Graph theory in its modern
formulation traces back to Leonhard Euler who introduced for the first time the notion
of graphs. Euler was interested in finding out if from the center of the city of Königsberg
in Russia it would possible to walk crossing all seven bridges of the city only once? The
fundamentally novel step forward made by Euler was to reduce the problem to a map
where the geographical distances do not matter any more. Different parts of the city
are described by points, called nodes, and if they are linked (by a bridge) there is a
line, called an edge, between them. Through this formalism, the original problem now
translates into the request of finding a path that passes through all the edges exactly
once.
2.1.1. Graph theory in a nutshell
A graph consists of a pair of sets G(V,L), the vertices (nodes) V = {i} and the links
(edges) L = {(i, j)}, where (i, j) is the link from i to j. The number of nodes N = |V|
is the order of the graph and the number of edges E = |L| its size. The structure of
G(V,L) is represented by the N ×N adjacency matrix A, defined as
Aij =
{
1 if (i, j) ∈ L
0 if (i, j) /∈ L
(2.1)
For undirected graphs the associated adjacency matrix is symmetric. A simple graph
of order N is an undirected graph with no self-edges and no weights associated to the





is given by half1 the
1For undirected graphs we must neglect the reversed connections to avoid double counting the edges.
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product between any starting point N , with all possible N − 1 remaining destinations,
while Emin = N − 1 is the number of edges present in a close cycle. If one accounts for
self edges these must be added to get Emax = N(N − 1)/2 + N = N(N + 1)/2. For a
directed graph (digraph) we have Emax = N(N − 1) and Emax = N2 without and with
self edges respectively.
If instead of giving only ones and zeros as entries of the adjacency matrix we consider
any non-negative real number2, we obtain a weighted graph described by the weighted
adjacency matrix Wij ≥ 0. This generalization is often useful to characterize systems
where the flow of information needs to be quantitatively taken into account. In this
case the topology is still characterized by the unweighted adjacency matrix Aij , while
the weight Wij represents a physical property of the edges such as the traffic volume,
capacity or intensity of the interaction between pairs. Quite generally every real system
that admits an abstract mathematical description as an unweighted or weighted graph
is a network if the elements of the system (nodes) interact with each other via the edges.
A key issue regarding the structure of networks is the reachability of nodes, i.e. the
possibility of moving from one node to another along the existing edges of the graph. A
simple graph is connected if every node is reachable from any other node. To formalize
this idea we introduce the concept of path Γ of length n(Γ) = |Γ|. On the graph G(V,L)
a path Γi0,in is defined as an ordered collection of n + 1 nodes {i0, i1, . . . , in} ∈ V and
n edges {(i0, i1), (i1, i2), . . . , (in−1, in)} ∈ L. An undirected graph where any two nodes
are connected by exactly only one path is called a tree. Importantly, no node can appear
twice in the sequence of edges constituting a path. When this happens one extends
the previous definition of path Γ to a walk Ξ. In this case a very elegant relation
with the adjacency matrix exists, namely that the matrix element (An)ij equals the
number of walks of length n(Ξ) = |Ξ| existing between node i and node j. We will
always assume, unless otherwise stated, that the graph is connected, i.e. that there
exists a path connecting any two nodes. A graph is disconnected if and only if there
is a permutation of the indices such that the adjacency matrix can be rearranged into
a block diagonal form, such that all nonzero elements in the matrix are contained in
square blocks along the matrix diagonal and all other elements are zero. Each of these
square blocks corresponds to a component. A component of a graph is defined as a
connected subgraph, and the connected giant component is that whose size scales as the
graph order, diverging in in the thermodynamic limit N →∞. For directed networks the
situation is more complicated because some nodes are reachable in one direction (given
by the edges arrows) but the reverse travel may be prohibited. In general the component
structure of a directed network is divided in weakly connected giant component (WCGC)
and strongly connected giant component (SCGC), considering the edges as undirected
and directed respectively.
2In our discussion, although in principle allowed, we will always discard the possibility for negative
weights.
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Given a path Γij connecting node i with node j, the geodesic (or chemical) distance






where the minimum is taken over all possible paths between the node pair. For weighted
graphs we need to replace the adjacency matrix Akl with the weighted adjacency matrix
Wkl or with the reciprocal 1/Wkl, in cases where higher weights correspond to lower
distance. The maximum over all node pairs of (2.2) gives the diameter D = max(i,j)Dij ,
i.e. the largest distance in the graph. Alternatively, the average shortest path length
〈D〉 =
∑
(i,j)Dij/Emax is commonly used as a definition for the linear size of the graph.
Besides the different measures on node pairs, individual nodes can be characterized
by the structure of their local neighborhood. The property that quantifies the tendency
observed in real networks to create local clusters, or simply to form triangles, is the the
clustering coefficient ci defined as the ratio ci = 2ei/ki(ki − 1) between the number of
edges ei =
∑
j,k AijAikAjk of the neighbors of i and the maximum number of those edges.
A graph can then by classified in terms of the global clustering coefficient 〈C〉 =
∑
i ci/N .
As a generalization of the adjacency matrix (2.1) we can consider multiple edges,
yielding a multigraph (or multiplex network [160]), where each entry of the matrix gives
the number of edges (of the same type) between that node pair. A similar idea leads
to the concept of temporal network [143], where we have an ordered set of adjacency
matrices {A(t)}, one for each time snapshot t = 1, . . . , T . A temporal network differs
substantially from a multigraph in that the order in which edges appear in the observa-
tion time matters and is responsible for the very different dynamics that can unfold on
such structures. Although practically all real-world networks are described by a tempo-
ral network we can often disregard the temporal rearrangement of the edges, depending
on the particular dynamical process of interest. Quantitatively, we might define the ratio
τ between the network evolution time scale and the dynamics time scale and be in one of
three scenarios, in analogy with disordered systems nomenclature [194]: (i) the annealed
regime when τ  1, (ii) the intermediate regime τ ≈ 1 and (iii) the quenched regime
τ  1. Only in the quenched regime we can neglect the temporal effects and study the
dynamics using the standard description given by the static adjacency matrix (2.1). In
the annealed regime the network evolves on a much faster time scale and the dynamics






The interesting case is the intermediate regime where, although several attempts have
been put forward, a general analytical framework is still currently lacking.
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2.1.2. Centrality measures
To characterize the importance of individual nodes is one of the most challenging prob-
lems in graph theory. We can define the centrality of a node using different criteria [201].
The most basic centrality is the degree3. For undirected graphs the degree ki of node i









i<j Aij . The
discrete degree distribution4 is the normalized histogram P (k) = Nk/N , where Nk is
the number of nodes with degree equal to k. The average degree 〈k〉 =
∑
k kP (k) of
undirected graphs is 〈k〉 =
∑
i ki/N = 2E/N . Then the graph density, i.e. the fraction
of exiting edges with respect to the full graph, is ρ = E/N2 = 〈k〉 /(2N). For a digraph











where AT is the transposed adjacency matrix. The total number of edges in this case










i,j Aij . The average degree of a directed graph is




i /N = E/N . The weighted degree for undirected graphs, also





where Wij ≥ 0 is the weighted adjacency matrix.
More interesting non-local measures include the betweenness, closeness and eigenvector
centrality. The betweenness centrality cB is a measure of the amount of information
transmitted by shortest paths along each node. It is defined as the fraction of shortest







3Some would argue that this is not really a centrality as it is a local property of the node, contrary to
all other centralities.
4We will often relax the discreteness of the variable k and consider instead of P (k), the probability
density function [103] P(k) as the distribution for the continuous variable, so that P(k)dk gives the
probability that a randomly chosen node in the graph has degree with value in the interval (k, k+dk).
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where Nkl is the total number of shortest paths from node k to node l and Nkl(i) is the
number of these paths that also pass through node i. The closeness centrality cC is the













where λmax is the largest eigenvalue of A.
Finally the k-core centrality [247, 94] is obtained from the maximal connected sub-
graph composed of nodes that have at least k neighbors within the set itself. The k-core
(or k-shell) decomposition of the graph is the iterative procedure that classifies all nodes
in shells of increasing connectivity. Each node is labeled with an integer (the k-core
index kc) that equals the largest k value of k-cores to which the node belongs. The
k-shell is the set of nodes that are part of the k-core but not part of the (k + 1)-core.
Then we say that a node has coreness k if it belongs to the k-shell. The number of cores
using this decomposition gives the degeneracy of the graph [99].
2.1.3. Network models
The functional form of the statistical distributions characterizing large-scale networks
defines two broad network classes. The first refers to the so-called statistically homo-
geneous networks. In this case the distributions characterizing the degree and other
properties such as nodes betweenness or edges weights have functional forms with fast
decaying or “light” tails such as the Poisson distribution. The limiting case of this class
is the regular lattice (RL) in d spatial dimensions, defined in the thermodynamic limit
by Zd. In this case each node has the same number of neighbors ki = 〈k〉 = 2d, ∀i
and the degree distribution P(k) reduces to a Dirac delta centered at 〈k〉. The second
class concerns networks with statistically heterogeneous connectivity and weight pat-
terns usually corresponding to skewed and heavy-tailed distributions. We analyze both
classes by defining the three major models of random networks. The first two models,
the Erdös-Rényi and Watts-Strogatz model, belong to the class of homogeneous or Pois-
son random graphs, with very small fluctuations of the degree. Finally we discuss the
Barabási-Albert model as the reference model for heterogeneous graphs that go beyond
the Poissonian topology with connectivity fluctuations on virtually all scales.
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Figure 2.1: (a) Degree distribution for an ER graph (top right) with N = 100 and edge creation
probability p = 0.05 , with the best curve fitting of a Poisson distribution with mean equal to the
average degree of the graph 〈k〉 ≈ 5. (b) The probability P∞ that a node belongs to the largest
connected component of an ER graph with N = 1000 nodes as a function of the edge creation
probability p. The vertical dashed line identifies the critical probability pc = 1/N . In the inset the
average clustering 〈C〉 as a function of p.
Erdös-Rényi (ER) model
The study of random graphs was started with the discovery of the transition from a
disconnected graph to the birth of a giant component, that corresponds to the percolation
threshold in condensed matter [52]. The simplest model, introduced by Erdös and Rényi
in 1959 [100], is based on the idea that all the edges have the same probability of
existence. The graph is built assuming no knowledge of the principles that guide and
characterize the creation of connections of real networks. Given N nodes we draw an
edge with a certain probability p. This corresponds to sampling every one of the possible
Emax = N(N − 1)/2 edges and drawing the edge with connection probability p. The





The probability to have a node whose degree is k is composed of k times a successful
event whose probability is p and (N−1−k) times an unsuccessful event whose probability
is (1 − p). Then we obtain the binomial distribution which can be approximated by a
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Poisson distribution in the thermodynamic limit N →∞ for fixed 〈k〉 = pN , i.e.
P(k) = (N − 1)!(N − 1− k)!k!p




The ER model describes a network where we have two distinct mutually exclusive out-
comes for each edge and as a consequence the degree distribution decays exponentially
for large k, see Figure 2.1 (a). Crucially, this restricts the allowed degree fluctuations
that are predominant in observed real networks [54]. In particular, the second moment
of the degree distribution is 〈k2〉 = 〈k〉2 + 〈k〉.
The diameter of the ER graph can be estimated by considering the number m(D)i of
D-first neighbors of node i. The number of first neighbors of i is simply its degree ki
and if we approximate ki with its average, then m(1)i = 〈k〉. Analogously for the number
of second-first neighbors, assuming that none of these are also first neighbors of i, we
get m(2)i ≈ m
(1)
i 〈k〉 = 〈k〉
2. In this approximation the general D-first neighbors of i are
simply given by m(D)i ≈ 〈k〉








D, by taking the logarithm we obtain D ≈ lnN/ln 〈k〉.
This fact is a common feature, at least qualitatively, of most if not all graph models
and explains why the diameter of real networks can remain very small when the number
of nodes increases, also known as the small world property. Quantitatively, since the
network diameter D is often dominated by a few extreme paths, the average shortest
path distance 〈D〉 between node pairs is used in place of D, in order to suppress such
fluctuations. Hence a typical formulation of the small world property is
〈D〉 ≈ lnNln 〈k〉 . (2.12)
In the ER model the simple criteria that a connected component appears when the
mean number of second nearest neighbors m(2)i = 〈k〉
2 of a randomly chosen node i
exceeds the mean number of nearest neighbors m(1)i = 〈k〉 gives the condition 〈k〉 > 1
which defines the critical probability pc = 1/N [93]. The probability P∞ that a node
belongs to the connected giant component of the graph (i.e. to the infinite cluster in
the thermodynamic limit) is shown in Figure 2.1 (b). Finally, the clustering coefficient
of the ER model is found by considering that for each node the probability that two
of its neighbors are connected is the same probability that any other two nodes will be
connected and is equal to p. Then for each node i there is a triangle formed with two
neighbors with probability p and averaging over all nodes yields 〈C〉 = p = 〈k〉 /N , see
inset in Figure 2.1 (b). In the thermodynamic limit, at fixed average degree, the ER
graph has vanishing global clustering. This limitation can be taken care of by introducing
an additional mechanism that regulates the position of the edges, as explained next.
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p = 0 p = 0.5 p = 1
Figure 2.2: The Watts-Strogatz model for N = 20 nodes with 〈k〉 = 4, with node size proportional
to its degree. Starting from a regular lattice (p = 0), with probability p each link is rewired to a
randomly chosen node. The three panels correspond to the regular lattice (left), small-world (center)
and random configuration (right), respectively. In the latter all edges have been rewired, so that we
recover a Poissonian random graph. Contrary to the ER model, for values of p smaller than unity the
graph maintains the high clustering found in regular lattices but in addition the random long-range
edges can drastically decrease the distance between nodes.
Watts-Strogatz (WS) model
One of the main drawbacks of the ER model is the absence of clustering in the limit
N →∞, as determined by the exponentially decaying degree distribution. The observed
large clustering in real networks has motivated the introduction of a specific mechanism
in the graph creation in order to tune the global clustering 〈C〉 to a desired value. The
basic idea is to start with a regular lattice with high 〈C〉 and gradually rewire each
connection with probability p to obtain the desired effect as a function of the induced
randomness. The model starts with N nodes disposed on a ring and each of them is
symmetrically connected to its 2m neighbors. Then each edge is rewired with probability
p, from any given node to a randomly selected node by avoiding self-loop formation. This
procedure creates shortcuts in the ordered topology of the first graph by keeping constant
the number of edges, see Figure 2.2. The average degree is therefore fixed to 〈k〉 = 2m.









−pm, k ≥ m. (2.13)
In the trivial case p = 0 one has instead P(k) = δ(k − 〈k〉), where δ(x) is the Dirac
delta, since each node has the same number of neighbors as for the d-dimensional regular
lattice. Although the WS model is not locally equivalent to the ER graph even in the
limit p→ 1, the degree distribution in this case reduces to the Poisson distribution found
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Figure 2.3: (a) Degree distribution for a WS graph (top right) consisting of N = 100 nodes, with
rewiring probability p = 0.1 and number of connected neighbors m = 3, yielding an average degree
〈k〉 = 6. (b) Average clustering 〈C〉 (dark-red circles) with the analytical estimation (2.14) (solid
light-blue line) and average shortest-path length 〈D〉 (violet squares) as a function of the edge rewiring
probability p for N = 1000 nodes with 〈k〉 = 10. Both quantities are normalized by the respective
values at p = 0.
for ER and the two models are statistically equivalent. However, contrary to the ER





This expression accounts for the the high global clustering found in real networks, while
keeping a small average shortest path length as in the ER model, see Figure 2.3.
In summary, the WS model introduces randomness in a substantially different way
from the ER model by allowing for long-range connections starting from a regular topol-
ogy. This makes it possible to maintain a high clustering while also reducing the distance
between nodes. Although the WS model can rarely be used to model real networks, it
is a fundamental building block of the theory of complex networks and is the first suc-
cessful attempt to reconcile an interpolate between the high clustering of nodes with the
characteristic small-world effect. However, as for the ER model the degree distribution
of the WS model is still far from the fat-tailed heterogeneous distributions characterizing
many real networks.
In the next section we will see how the introduction of a new simple ingredient, namely
preferential attachment, leads to a completely new paradigm of random graphs that are
able to correctly describe many networks observed in Nature.
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Barabási-Albert (BA) model
Many real networks display a common statistical property, that is the probability dis-
tribution for the degree follows rather than the Poissonian profile a power law
P(k) ∼ k−γ , γ > 0. (2.15)
This implies that different networks have a common qualitative universality in their be-
havior irrespective of their type or the specific mechanism that leads to their creation
and evolution, see Figure 2.4. In analogy with the theory of critical phenomena [36], such
networks are commonly referred to as scale-free networks, because of their lacking of a
definite characteristic length scale [54]. Because of this interesting property scale-free
networks can be thought of as systems that self-organize into a kind of “critical state”.
It is important to stress that the recurrent criticism found in the literature that focuses
on the poor evidence for power-law behavior in real networks, e.g. see [50], although in
principle technically true as no real finite systems can rigorously satisfy (2.15), is con-
ceptually wrong. As only in the thermodynamic limit a phase transition can occur, in
strict mathematical terms most of the claimed power laws are actually just an approxi-
mation of the actual data that inevitably exhibits upper and lower cutoffs. The power
law (2.15) should then be viewed simply as a conceptual modeling framework, just as the
Ising model [209] cannot be used to describe real magnets. The correct normalization
constant of the distribution implies P(k) = Ak−γ with A(γ) = 1/
∫ kmax
kmin
dk k−γ , where
kmax and kmin are the upper and lower cutoff respectively. For the lower cutoff to avoid
trivial divergences we always restrict to the connected giant component of the graphs so
that kmin ≥ 1. Then the only divergence left is “ultraviolet”, that is encountered when
we take the thermodynamic limit as kmax → ∞. Thus, for P(k) to be integrable, A(γ)
must be finite and therefore the exponent must satisfy γ > 1 for an infinite system. For
the average degree we have 〈k〉 = A(γ)
∫ kmax
kmin
dk k1−γ , and using kmin = 1 yields




Then 〈k〉 is finite and tends to the constant value (1 − γ)/(2 − γ) as kmax grows and
independently on the cutoff as long as γ > 2, while it grows as k2−γmax for γ < 2 or
logarithmically at exactly γ = 2. Analogously for the second moment 〈k2〉 we find




which remains finite whenever γ > 3 and diverges otherwise as the cutoff kmax increases.
The previous two results combined show that there is a narrow range for the exponent
that is satisfied by most real networks [4], namely 2 < γ ≤ 3, where even if it is possible
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Figure 2.4: Degree distribution (blue circles) of several real networks, from top left: (a) sex buyers
and their escorts (N = 26836) [234], (b) connections between autonomous systems of the Internet
(N = 34761) [282], (c) Amazon co-purchases (N = 334863) [278], (d) co-appearances of movie
actors (N = 382219) [18], (e) Google in-hyperlinks and out-hyperlinks (inset) of the directed Web
(N = 875713) [177], (f) social network of Youtube users and their connections (N = 1138499)
[196]. In the legend the values of the power-law exponent γ of the degree distribution obtained from
the numerical fit (red dashed line) using the method described in [69] and the average degree for the
corresponding Poissonian profile (orange solid line).
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to define a finite average degree the standard error for this value is of the order of
magnitude of the size of the system kmax ∼ O(N). The scale-free property of the degree
distribution P(k) implies that each node has a statistically significant probability of
having a very large number of connections compared to the average connectivity 〈k〉 as
well as the implicit divergence of 〈k2〉. This fact has profound implications for dynamical
processes unfolding on scale-free networks, see Section 2.3.3.
The BA model demonstrates how the combination of two simple ingredients is suffi-
cient to reproduce the universal property (2.15) of scale-free networks found in Nature.
These are (i) growth, for which new nodes enter the network at some rate, and (ii) pref-
erential attachment which forces the newcomers to establish connections preferentially
with nodes that already have a large degree [18]. The BA model shows that precisely
this “rich-get-richer” philosophy is at the core of the highly heterogeneous topology of
observed real networks such as the Internet, the World Wide Web (WWW) [5] or the
network representing the large-scale structure of spacetime [168]. The network is built
at initial time t0 = 0 starting with a disconnected set of N0 = N(t0) nodes with no edges
present. Then a new node enters the system at each time step and for each of them m
new edges are drawn. The m (per time step) new edges connect newcomer nodes with






Since at every time step only one node is added, the order N(t) and size E(t) of the
network at time t is given respectively by{
N(t) = N0 + t
E(t) = mt
(2.19)
This simple update rule is sufficient to naturally produce scale-free distributions for
the connectivity given by (2.15). To compute the degree distribution it is convenient to
promote ki to a continuous function of time in order to take its derivative with respect to
t so that the degree probability distribution P (ki) is equivalent to the probability density
function. Since the probability to add an edge to i is proportional to the probability
(2.18) and the change of connectivity in one time step is m, the total derivative of the
degree is
k̇i(t) = mΠ(ki(t)) =
ki(t)
2t , (2.20)
where we have used E(t) =
∑
j kj(t)/2 and the second of (2.19). By separating the
variables we can perform the integration with the initial condition that node i was
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, β = 12 . (2.21)
This shows that the degree of each node grows as the square root of time and is inversely
proportional to its insert time ti, i.e. oldest nodes will have higher degree as time is
increased. By squaring the previous relation, the probability that a node i has degree
lower than k is







By noting that nodes enter at a constant rate we conclude that their distribution is
uniform in time, i.e. P(ti) = A, where the constant A is defined by imposing the
normalization 1 = A
∫N(t)
0 dN . Using the first of (2.19) gives P(ti) = 1/(N0 + t) and
since for a uniform distribution P (ti ≤ a) =
∫ a
0 dξ P(ξ) = aP(ti), the cumulative
probability function becomes








P (ki(t) < k) =
m1/βt
β(N0 + t)
k−γ , γ = 1
β
+ 1. (2.24)
Thus, contrary to the ER and WS random networks, the degree distribution of the
BA model is a pure power law 2.15 with exponent γ = 3. Interestingly, the exponent
is independent of the parameters m and N0, which is a trademark of the universality
found in structures driven by growth and preferential attachment. Different values of the
exponent in the range γ ≥ 2 can be obtained by considering a preferential-attachment
probability Π(ki(t)) ∼ (C+ki(t)), which yields γ = 2 +C/m where C is a constant [95].
A similar result was also obtained using a general ranking measure, opposed to the basic
degree centrality [108]. Generalizations of the preferential attachment rule have been
considered to allow the various nodes to have an intrinsic ability or fitness, to compete
for edges at the expense of other nodes, yielding for the degree distribution a power
law with logarithmic corrections [34]. In general random graphs can be extended in a
variety of ways to make them more realistic. In addition to the BA model, a simple
way to incorporate non-Poisson degree distributions observed in Nature is to consider
the configuration model [31, 33]. The latter generates a network starting from any
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given degree sequence sampled from a chosen degree distribution P(k), such as (2.15).
For scale-free networks the small world effect (2.12) found in random graphs with no
preferential-attachment, becomes even stronger. This ultra-small world effect [70] is
quantified, for values of the degree distribution exponent γ ∈ (2, 3), by a diameter scaling
as 〈D〉 ≈ ln lnN . Note however that the BA model falls into the marginal case with
exponent γ = 3 where the ultra-small world property does not hold and a similar version
of the previous small-world effect is recovered, namely 〈D〉 ≈ lnN/ ln lnN . Finally, the
clustering the BA model is further increased compared to random graph models of same
size to 〈C〉 ∼ (lnN)2/N [17].
In summary, the BA model is the benchmark for complex networks, just as the Ising
model is a reference model for (equilibrium) second order phase transitions [36]. Con-
veniently, we can use the BA model to answer the question: what actually is a complex
network? A possible answer is a (generally large) network with non-trivial topological
properties. Contrary to the expected regular and Poissonian topologies described by
regular lattices and random networks, the large heterogeneity and heavy-tail properties
appear to be common characteristics of a large number of real-world networks, along
with other complex topological features, such as hierarchies and communities [123, 229].
The great amount of evidence that scale-free topologies are ubiquitous and emerge as
the natural outcome of the evolution of networks can be hardly considered as incidental.
This universal behavior is the trademark of general organizing principles that are at the
core of the evolution of natural systems in very different contexts.
2.2. Random walks and diffusion on networks
Random walks [218] are one of (if not) the simplest stochastic process that one can
define. They are widely used in a variety of applications ranging from physics, economy,
mathematical ecology, biology, psychology and even sport statistics [275, 87, 3, 20, 38,
270, 127, 28, 68, 118]. Here, we focus mainly on the category of random walks related to
Markov chains [206], i.e. in discrete time and discrete space, and in particular on their
properties on networks.
Random walks are often used as a model for diffusion. For this reason great effort
has been put into understanding the impact of network architecture on random-walk
dynamics. The navigation and exploration of complex networks are obviously affected by
the underlying connectivity and represent a challenge with many practical applications.
To name a few, information discovery and retrieval rely precisely on understanding the
properties of random walks and diffusion phenomena in complex networks.
A random walk in discrete time n ≥ 0 on the lattice Zd in d dimensions is described
by a sequence of independent, identically distributed random variables {Xn}n≥0 and
by the probability density px(n) that the walker is located at a point x ∈ Zd after n
discrete steps. The process is described by the sum Sn = 〈x〉 +
∑n
i Xi, where 〈x〉 ∈ Zd
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is the initial position, and px(n) can be considered as the distribution of the variable
Sn/
√
n. This is the simplest mathematical model of linear Brownian motion [170] and
also one of the simplest examples of a Markov chain [206]. For simple (unbiased) random
walks the process is symmetric: at each time step the walker makes a jump in one of
the 2d possible directions drawn form the same probability distribution px, e.g. on the
line (d = 1) we have5 px = (δx+1 + δx−1)/2. If one relaxes the assumption of discrete
space to the real numbers Rd then more interesting distributions can be considered, e.g.
Gaussian as shown in Figure 2.5 (a), decreasing exponentials or power laws.
If the first two moments of px are finite, since the jumps are independent in each
direction, there are no cross-correlation terms and the solution converges asymptotically








where D = 〈x2〉/(2dn) is the diffusion coefficient and we have assumed that the walker
started at the origin so that 〈x〉 = 0. For simple random walks in Zd, Pólya’s theorem
[227, 207] states that the trajectory fills the plane densely (the random walk is recurrent)
for d ≤ 2 while large regions of space are never visited if d > 2 (the random walk is
transient) [96]. A simple computation reveals that a random walk is also a discrete
fractal [187]. The fundamental length scale ξ for n-steps random walks, with finite
second moment of px, scales as ξ ∼ n1/2. Instead, the “volume” occupied by the walk is
measured by the number of steps n. Thus the “mass” of the walk scales with its length
as n ∼ ξdf , where df = 2 is the fractal dimension of the random walk [52, 146].
The asymptotic result (2.26) obtained for discrete time steps is a direct application of
the central limit theorem [103] for the sum of the sizes of the moves, which are indepen-
dent random variables6. This asymptotic regime is well-defined because the underlying
space (e.g. the integers Zd) is infinitely large. In situations in which the second moment
of px diverges, the process exhibits superdiffusion and the probability profile deviates
from the Gaussian profile. A generalized central limit theorem [126] for distributions
px with infinite variance shows that the probability profile in this case converges to a
symmetric (α-stable) Lévy distribution [163]. Although an explicit analytical expression
for such distributions is not known in the general case, their characteristic function, i.e.










6The same result applies also to Gaussian distributed jumps and in general for any distribution of
single independent jumps as long as the first and second moments are defined.
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Figure 2.5: Random walks in Z2 over 103 time steps with (a) Gaussian jumps centered at the origin
with unitary variance converging to ordinary Brownian motion and (b) Lévy flights px ∼ |x|−1−α
with exponent α = 1.5.
their Fourier transform, has the form
p̃(k, n) ∼ exp(−a|k|α), (2.27)
where a and α ∈ (0, 2) are the scale parameter and the distribution index, respectively.
As the Fourier transform of the Gaussian profile (2.26) is again a Gaussian p̃(k, n) ∼
exp(−a|k|2), it can be considered as the limiting case of a stable distribution with index
α = 2 and finite variance7.
A particularly interesting case of scale-free random walks that do not possess a sec-
ond moment are the so-called Lévy flights [162] with moves drawn from the power-law
distribution px ∼ |x|−1−α, where α ∈ (0, 2) is the Lévy exponent, which is also the index
of the associated stable distribution. Superdiffusive random motion is widely known in
Nature and it is found in a variety of physical and biological systems, ranging from trans-
port in chaotic systems, human mobility and money circulation, the foraging behavior
of bacteria to hopping processes along a polymer [122, 48, 164].
Interestingly, the Lévy distribution converges asymptotically to the profile of the Lévy
flight, i.e. px(n) ∼ |x|−1−α for x → ±∞ [164]. Due to the divergence of the second
moment, Lévy flights are characterized by the presence of extremely long jumps and
self-similar trajectories, with fractal dimension df = α [52, 146], on all scales with
clusters of shorter jumps intersected by long ones. A realization of a Lévy flight is
shown in Figure 2.5 (b). As it can be seen by comparing with Figure 2.5 (a) the lack of
a finite second moment is reflected by a motion over many different scales. In Figure 2.6
we show the distance from the origin of two random walks with Gaussian steps (lower
7The case with index α = 1 corresponds instead to the Cauchy-Lorentz distribution.
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Figure 2.6: Distance from the origin for an
ordinary random walk with Gaussian steps
(lower trajectory) and Lévy flights with dis-
tribution index α = 1 (upper trajectory) as a
function of the time step n with color chang-
ing from dark to light accordingly (color
maps as in Figure 2.5). The dashed lines in-
dicate the asymptotic scaling in the respec-
tive cases. Clearly, the random walk with
Lévy flights is superdiffusive with distance
from the origin following asymptotically the
power law |x| ∼ n1/α.











trajectory) and Lévy flights (upper trajectory), respectively. For the former we have
ordinary diffusive behavior with distance scaling as |x| ∼ n1/2 with the number of steps
n, while the latter displays superdiffusive behavior |x| ∼ n1/α with α < 2.
Given a graph G(V,L) with adjacency matrix Aij , the countable set V defines the
possible states of a Markov chain [206] with transition matrix given by the conditional
probability




By construction Pij is row stochastic, i.e.
∑
j Pij = 1, and so is every power Pnij which
defines the probability to jump from i to j after n time steps. Being independent on the
time step n, the transition probability matrix is the propagator of a stationary process
defined by the discrete time random walk {Xn}n≥0. We always consider irreducible
chains, also called ergodic, where the graph is composed of a single communicating class.
We can use the transition matrix to evolve the probability density pk(n) for the walker





The asymptotic limit of the previous equation yields the (invariant) stationary density




which satisfies πi =
∑
k πkPki = limn→∞ Pnki, as it can be checked by iteration of (2.29).
Therefore, the stationary density πi and the vector of all ones ei = 1, ∀i, are the left and
right eigenvectors of P with eigenvalue 1, respectively. For an ergodic chain with finite
state space, πi is unique and it is proportional to the degree ki. From the definition
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(2.28) undirected networks satisfy the detailed balance condition
πiPij = πjPji, (2.31)
where πi = ki/
∑
l kl = ki/2E, and the associated Markov chain is reversible. As we will
see next, the famous web-ranking algorithm PageRank [44] is defined as the stationary
density of a modified random-walk with update rule such as (2.29).
Arguably, the most famous centrality measure based on random walks on graphs is
PageRank [210], originally devised for ranking web pages. PageRank has been used and
generalized for numerous applications including ranking of academic journals and pa-
pers, professional sports, disease-gene identification, systemic risk in financial networks,
ordering of functions in Linux, prediction of traffic flow and human movement, recom-
mendation systems in online marketplaces, image search engines, identifying community
structure in networks, and much more [124]. The PageRank vector xi is defined as the
stationary density of a discrete time random walk on a graph that is a modification of
the original graph with occupation probability satisfying (2.29), in order to guarantee
that the stationary density always exists. The node stationary density of the random
walk on the modified graph defines the PageRank score of that node. The modification
consists in allowing the walker to “teleport” to other nodes. The evolution equation for
the modified random walk reads
xi(n+ 1) = α
∑
k
xk(n)Pki + (1− α)gi, (2.32)
where (1 − α) is the teleportation probability, which gives the probability to randomly
relocate during the walk. For practical application one usually assumes that α = 0.85
[124]. In the limit α → 1 we indeed recover the Markov chain equation (2.29). The
preference vector gi, that satisfies the constraint
∑
j gj = 1, determines the conditional
probability that a walker teleports to node i. The standard choice for the preference
vector is the uniform distribution gi = ei/N , where ei = 1 for all i’s. Generalizations to
non-uniform preference vectors have also been studied in [171]. The stationary solution of
(2.32) defines the PageRank score xi. By construction, PageRank is normalized to unity,
i.e.
∑
j xj = 1. Similarly to the eigenvector centrality, defined as the dominant right
eigenvector of the adjacency matrix Aij , the PageRank centrality can also be defined in
terms of the spectra of the Google matrix
Gij = αPij + (1− α)eigj . (2.33)
PageRank can be computed as the left eigenvector of G corresponding to the maximum
eigenvalue λmax = 1, i.e.
xTG = xT . (2.34)
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2.2.1. Graph Laplacian
The continuous-time limit of the process, obtained by replacing the discrete time step
n ∈ N+ with t ∈ R+, is described by a master equation8. First, we expand the time-
dependent transition matrix
P(t) = eQt, (2.35)
for t → 0, where Qij are the transition rates, i.e. the transition probabilities per unit
time, that define the infinitesimal generator of the continuous-time Markov semigroup
[104]. By definition, the forward equation Ṗ(t) = P(t)Q and the adjoint backward
equation Ṗ(t) = QP(t) are satisfied, while P(0) = I. The rate matrix satisfies
∑
kQik =
0 for all i and the diagonal element changed in sign




defines the (non-negative) exit rate of node i. The expansion of P(∆t) up to order
O(∆t2) reads
[P(∆t)]kj ≈ (I + Q∆t)kj =
{
Qkj∆t k 6= j
1−
∑
l 6=j Qjl∆t k = j
(2.37)





after taking the limit ∆t → 0 and using (2.29), yields the master equation of the








The two terms on the right hand side correspond to the in-flux (gain) and out-flux (loss)
of probability respectively, of node i.
The Gaussian profile (2.26) in continuous space x ∈ Rd and continuous time t ∈ R+
is also the formal solution of the diffusion equation that describes Brownian motion
∂tp(x, t) = D∇2p(x, t), (2.40)
8The name stands from the original paper in which it first appears as it was the general equation from
which all others could be derived [205].
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xi is the Laplace opera-
tor9. (2.40) is often interpreted as a continuity equation ∂tp(x, t) +∇J(x, t) = 0, where
the current is assumed to be proportional to the spatial change in concentration i.e. by
Fick’s law [106] J(x, t) = −D∇p(x, t).
The diffusion equation (2.40) can easily be generalized to describe diffusion processes
on networks [201]. Let us suppose we have some concentration of substance ρi(t) on each
node i. Then we allow the substance to move along the edges, flowing from one node i
to an adjacent one j at a rate D. That is, in a small interval of time dt the amount of
substance flowing from i to j is equal to D(ρj(t)− ρi(t))dt. Then the rate at which ρi(t)
is changing is given by ρ̇i(t) = D
∑
j Aij (ρj(t)− ρi(t)). Rearranging, one immediately
finds the analogous of the ordinary diffusion equation (2.40) on the discrete space of






Lij = δijki −Aij (2.42)
is the graph Laplacian that corresponds to the negative of its continuous-space version
∇2. For this reason the matrix (2.42) has a very central role in the characterization of
diffusive processes on networks. It is easy to show that on the infinite lattice Zd one
has indeed L = −∇2 [54, 172]. Since we are considering undirected networks, L = LT
and so all Laplacian eigenvalues {λl} are real and non-negative with 0 = λ1 ≤ λ2 ≤
· · · ≤ λN , where non-negative property comes from the decomposition of the Laplacian
in terms of the incidence matrix of the graph [263]. The eigenvalue λ1 = 0 is always
an eigenvalue because by construction every row and column of L sums to zero. Then
the vector of ones e is the corresponding eigenvector and the Laplacian matrix is always
singular. Interestingly, the second eigenvalue of the graph Laplacian λ2, called the
algebraic connectivity of the network, is non-zero if and only if the network is connected
[263]. The formal solution of (2.41) is obtained by writing the vector ρ(t) as a linear




v(l)cl(t), Lv(l) = λlv(l), (2.43)
where cl(t) are the time-dependent coefficients of the expansion that determine the
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solution ρ(t). The diffusion equation (2.41) then becomes∑
l
(ċl(t) +Dλlcl(t)) v(l) = 0, (2.44)
and the solution follows immediately as
cl(t) = cl(0)e−Dλlt. (2.45)
Another useful quantity for describing diffusion on networks is the rescaled Laplacian
L̃ = K−1L = I−P, (2.46)
where Kij = δijki is the diagonal matrix with the degree vector on the diagonal. By
definition, the stationary density of the discrete-time random walk on the graph πi
satisfies πL̃ = 0. Then πK−1 is an eigenvector of the Laplacian matrix L with eigenvalue
zero. However for connected networks there is only one null eigenvalue corresponding
to the eigenvector proportional to the all-ones vector e while all other eigenvalues are
positive. Hence πK−1 = ce, with c constant and one recovers the stationary density in
the detailed balance (2.31) as πi = cki, with c−1 = 2E.
2.2.2. Hitting times
Given a Markov chain (Xn)n≥0 over the set of states {V}, the hitting time for the state
j is defined as the minimum number of steps nj = minn{n|Xn = j} necessary to enter
j[206]. The probability associated to a finite nj = n, given that the random walker
started in state i, is the hitting time probability
Hij(n) = P (nj = n|X0 = i). (2.47)
The moments 〈nk〉 of the probability distribution Hij(n) can easily be obtained from






k〉 = 〈eλn〉 . (2.48)
Analogously the cumulants 〈nk〉c can be obtained from the logarithm of (2.48), which
defines the cumulant generating function






10For imaginary source λ = iξ this is the discrete characteristic function [170].
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The first moment of Hij(n) defines the mean first passage time (MFPT) matrix Mij ≡





The hitting time probability can be computed recursively by making the target node
j an absorbing state [206] , i.e. a single closed communicating class, for i 6= j as
Hij(n) =
∑
k 6=j PikHkj(n) , while Hij(n) = δn,0 if i = j. It is easy to verify that the
MFPT matrix also satisfies the recursive relation for all i and j




In its first step, a random walker moves from node i to node k, which produces the 1
on the right-hand side of (2.51). If k = j, then the walk terminates at k, resulting in a
first-passage time of 1. Otherwise, we seek the first-passage from node k (with k 6= j) to
node j. This produces the second term on the right-hand side. The previous relation is
also valid when i = j giving the so-called mean recurrence timesMii. In matrix notation,
we can write the MFPT matrix (2.51) as
M = E + P(M−R), (2.52)
where Eij = 1, ∀(i, j) is the matrix of ones and Rij = δijMii is the diagonal matrix whose
entries are the recurrence times. By left-multiplying (2.52) for the stationary density π
and using πE = e, where e is the vector of all ones, and πP = π, we obtain the mean
recurrence times Mii = 1/πi, ∀i, known as the Kac’s formula. Besides iterating (2.51)
one can compute the MFPT (N − 1)-dimensional sub-vector m(j) for i 6= j obtained by
vectorising Mij for fixed target j by removing the jth element. For i 6= j (2.51) becomes
m
(j)






k , where P(j) is the (N − 1 × N − 1)-dimensional transition
sub-matrix with jth row and column removed. This can be solved immediately and
yields
m(j) = (I(j) −P(j))−1e(j), (2.53)
where I(j) = {δij}N−1 is the (N −1×N −1)-dimensional identity matrix, and e(j) is the
vector of all ones of length (N − 1). The matrix (I(j) − P(j)) on the right-hand side is
reminiscent of the rescaled graph Laplacian (2.46) and it is known as grounded Laplacian,
although it is not a Laplacian matrix. Indeed the properties of the true Laplacian are
not satisfied by this matrix since the number of nodes is reduced by one (the jth node)
while the number of edges stays the same as node j would still be part of the graph.
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Contrary to the rescaled Laplacian (2.46), the rescaled grounded Laplacian
L̃(j) = I(j) −P(j), (2.54)
is always invertible because for (strongly) connected networks, by removing one row and
one column we also remove the singularity of L̃. Finally, the MFPT can also be obtained
by differentiating once the moment (2.48) or the cumulant generating function (2.49)












We can describe dynamical processes on networks by assigning a variable σi(t) to each
node characterizing its dynamical state at time t. For small magnets on a graph G(V,L),
the variable σi(t) represents the spin at site i (that can be up or down), while in the
case of epidemic spreading it indicates if the individual is healthy, infected or when it
is the case if he/she has recovered from the disease. The microscopic state of the whole
system is defined by the particular configuration of the network variables at each time
given by the set σ(t) = {σi(t)}. A dynamical process is described by the transition to a
different configuration σ → σ′. The basic dynamical description of the system relies on
the master equation approach that is formalized by replacing in 2.39 the nodes with a




p(σ′, t)Q(σ′ → σ)−
∑
{σ′}
p(σ, t)Q(σ → σ′), (2.56)
Here, the sum is over all allowed system configurations and Q(σ → σ′) are the transi-
tion rates from one configuration to the other. Solving the master equation allows the
calculation of the expectation values of all quantities of interest in the system. Given an
observable function of the state of the system O(σ), its average value at time t is given
by 〈O〉 =
∑
σ O(σ)p(σ, t), where 〈. . .〉 is the phase space average. While in most cases
the formal solution of (2.56) is impossible to find, the average 〈. . .〉 can be obtained
of as an average over different stochastic realizations of the evolution of the system
starting with identical initial conditions. A system with a well-defined asymptotic limit
limt→∞ p(σ, t) = p(σ,∞) is said to be in a (time-independent) stationary state. For
equilibrium systems an explicit form for the stationary distribution p(σ,∞) = p̄(σ) is
given by the Boltzmann distribution [144]
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Here, T is the temperature, kB is the Boltzmann constant, H(σ) is the Hamiltonian
of configuration σ and the normalization Z =
∑
σ exp(−H(σ)/kBT ) is the partition
function. The equilibrium distribution (2.57) defines the solution of the master equation
for equilibrium systems where the detailed balance condition holds
p̄(σ)Q(σ → σ′) = p̄(σ′)Q(σ′ → σ). (2.58)
As for discrete-time random walks on graphs, this relation states that the net probability
current between pairs of configurations is zero when p = p̄.
We can repeat all previous steps by considering instead of the configuration σ of the
whole system a single node label i. By comparing (2.57) with (2.31) we can immediately
identify the Hamiltonian associated to a single node i with H(i) = −kBT ln(ki) and
Z = 2E with the partition function, where E is the number fo edges in the graph. In
this analogy a non-equilibrium system is described by a directed graph with Aij 6= Aji
for some (i, j), so that kiPij = Aij 6= Aji = kjPji and detailed balance is not satisfied.
A wide range of different systems can be found constantly out of the detailed balance
condition. In general many non-equilibrium systems are characterized by the presence
of absorbing states. These are configurations that can only be reached but not left, such
as a node i in a directed graph for which kouti = 0. In this case we always have a non-
zero probability current for some configurations so that the temporal evolution cannot
be described by an equilibrium distribution. As we will see next, this is precisely what
happens in the case of epidemic spreading. With the exception of Chapter 5, we will
always consider the equilibrium description of the underlying networks, i.e. undirected
graphs where the detailed balance condition (2.31) for the degree (or for strengths in
weighted networks) is satisfied. Importantly, the lack of detailed balance does not imply
the absence of a stationary state. Indeed while the detailed balance is sufficient to
achieve ∂tp(σ, t) = 0, it is not a necessary condition.
2.3.1. Non-equilibrium phase transitions
Almost all systems in Nature are open systems coupled to external reservoir such that the
exchange of energy, particles or other conserved quantities between the system and the
reservoir leads to currents through the system [170, 286]. Such non-equilibrium effects
manifest themselves microscopically with the breaking of detailed balance (2.58). Thus
the currents between microstates do not balance and there is in general a non-vanishing
flow of probability from one state to another. Unfortunately, the canonical formalism
of equilibrium statistical mechanics with microstates probability given by (2.57) does
not yet exist for general non-equilibrium systems. In contrast to equilibrium systems,
for non-equilibrium systems time is an essential degree of freedom and the relaxation
toward an equilibrium stationary state may occur only if some ergodicity requirements
and detailed balance are satisfied. On the contrary if detailed balance is not satisfied, a
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much richer collective behavior over large scales can be found in large complex systems.
At equilibrium, the fine tuning of a control parameter (e.g. for a thermodynamic sys-
tem the temperature T ), leads the system to undergo a (second-order) continuous phase
transition [212, 36]. At the critical point Tc dynamically created long-range correlations
emerge, even if the original microscopic interactions are short-ranged. The phase tran-
sition is described by an order parameter [212] having a non-zero value in the ordered
phase whereas it vanishes in the disordered phase when increasing the control parameter
T . The “standard model” for equilibrium (second-order) phase transitions is the Ising
model. The order parameter is the average magnetization density ρ = N−1
∑
i 〈σi〉,
where 〈σi〉 is the thermal average of the spin variable σi = ±1 over the canonical ensem-
ble (2.57) with Hamiltonian H = −J
∑
ij Aijσiσj . Here, J is the interaction energy and
Aij the adjacency matrix, while the thermal average 〈σi〉 coincides with the long-time
average if the system is ergotic [119]. Second-order phase transitions are characterized by
universal long-range correlations that are independent on the microscopic details of the
model. For equilibrium systems these universal properties are now been understood in
the framework given by the renormalization group [152, 276, 56, 253]. At criticality very
different systems might exhibit the same behavior, with the same critical exponents and
scaling functions, thus belonging to the same universality class. Decreasing the control
parameter from high temperature (upper left panel in Figure 2.7), exactly at T = Tc
a ferromagnetic (ordered) cluster spanning the size of the system first appears (upper
central panel in Figure 2.7) and the order parameter increases as T is further decreased
(upper right panel in Figure 2.7).
Much of what is known about equilibrium phase transitions can be extended to the
non-equilibrium case. Luckily, the central concept of universality, which played a central
role at equilibrium, can as well be applied to non-equilibrium systems. A very important
class of non-equilibrium phase transitions happens with irreversible microscopic dynam-
ics so that detailed balance is broken and the stationary states cannot be equilibrium
states. In this situation, one has a second-order phase transition from a fluctuating
ordered state into an absorbing state that, by definition, once reached can never be left.
As for equilibrium phase transitions, such absorbing phase transitions exhibit univer-
sal features that in regular lattices are determined only by the space dimensionality,
the number of components of the order parameter and the symmetry properties of the
system. Any other property is related to irrelevant observables in the sense of the renor-
malization group. The most important class of absorbing phase transitions is directed
percolation (from the Latin percolare = to filter), originally introduced as a model for
directed random connectivity [45], that shares the same type of transition for models
describing the spreading of epidemics following essentially the same reaction-diffusion
scheme. Directed percolation, also known as contact process [134], is widely considered
as the Ising model of non-equilibrium phase transitions.
Reaction-diffusion processes are sometimes referred to as diffusion-limited reactions
[232]. The term diffusion-limited refers to the fact that the reaction itself is fast and
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Figure 2.7: Upper panel: From left to right three equilibrium configurations of the Ising model
reached after 104 MonteCarlo steps of Metropolis dynamics [202, 136] on a two-dimensional lattice
with N = 2562 spins above, at and below the critical temperature (in units of the spins interaction
energy J) Tc = 2/ ln(1+
√
2) [209]. Lower panel: from left to right three realizations over tmax = 103
time steps (vertical axis) of directed percolation in one dimension (horizontal axis) below, at and above
the percolation threshold pc.
the overall kinetics is controlled by the transport mechanism that brings reactive pairs
together. As we discuss in Chapter 4, because the reaction occurs when particles first
meet, first-passage theory provides a useful perspective for understanding the kinetics
for such processes.
Systems that are governed by an interplay of reaction and diffusion processes are rele-
vant to many problems in physics and other disciplines as diverse as chemical reactions,
population evolution, epidemic spreading and many other spatially distributed systems
[74]. The classic example is provided by chemical reactions, in which different molecules
or atoms diffuse in space and may react whenever in close contact. In fact, many different
systems seem to be governed by a set of partial differential equations
∂tρ(x, t) = D∇2ρ(x, t) +R[ρ(x, t)], (2.59)
typically describing the concentration ρ(x, t) of molecules at position x at time t. For
a magnetic system, the field ρ(x, t) is the local average magnetization [212] ρ(x, t) ∼
〈σ(t)〉B(x,r) = r−d
∑
j∈B(x,r) σj(t), where the average is taken over the d-dimensional ball
B(x, r) centered in x of radius r. Then, by approximating the discrete space of the set
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of vertices V = {i} with continuous positions x ∈ Rd, the order parameter ρ(x, t) is the
relevant variable that describes the critical behavior of the magnetic system instead of
discrete field σi(t).
The reaction-diffusion equations (2.59) are obtained simply by adding a reaction term
R[ρ(x, t)] to the diffusion equation (2.40). The first results on reaction-diffusion problems
using partial differential equations were obtained in 1937 with the studies of autocatalytic
reactions A+B → B+B for two species of particles, by Fischer [107] and by Kolmogorov,
Petrovskii, and Piskunov [257]. The particular reaction considered by Fisher corresponds
precisely to the simplest susceptible-infected model of epidemic spreading.
Various model for percolation, both directed or isotropic (i.e. undirected), have been
introduced. In bond percolation models the sites of a lattice represent the pores of a
filter and neighbors pores can be connected with occupation probability p, mimicking
the irregularities of a network. The percolation probability controls the microscopic
connectivity and influences the macroscopic permeability of the filter. As for the Ising
model, there exists a critical threshold pc that marks the onset of a continuous phase
transition from an active phase (p > pc) to an absorbing phase (p < pc). Contrary to
isotropic percolation, which can be mapped exactly to the equilibrium Potts model [138],
directed percolation is not exactly solvable. The model can be conveniently interpreted
as a stochastic many-particle process far from equilibrium, as follows. We label active
(wet/spin up) sites as particles A corresponding to the state variable σ(x, t) = 1 at
time t and inactive (dry/spin down) sites as vacancies ∅, corresponding to σ(x, t) = −1.
Directed percolation is the reaction-diffusion process combining single-particle diffusion
with the three reactions: (i) A → ∅ (particle removal), (ii) A → A + A (offspring
production) and (iii) A + A → A (coalescence). In one spatial dimension the process
starts with a single particle A at the origin (seed). At each time step with probability p
the left site becomes occupied and similarly for the right site. A realization of the process
in the three scenarios below, at and above the critical point pc ≈ 0.6447 is shown in the
lower panel of Figure 2.7. In analogy with equilibrium configurations of the Ising model,
increasing the control parameter from low probability, exactly at pc a cluster spanning
the whole system first appears (lower central panel in Figure 2.7). Exactly at criticality
the number of particles 〈N(t)〉, averaged over many realizations of the process, is found
to grow asymptotically as a power law with universal exponent Θ, see Figure 2.8.
In order to analyze the off-equilibrium dynamics, it is convenient to set up a continuous
description in terms of the coarse-grained probability density (analogous to the magne-
tization density ρ(x, t) = P[σ(x, t) = 1]) which obeys the phenomenological stochastic
Langevin equation [285, 138]
∂tρ(x, t) = −
δH
δρ(x, t) + η(x, t). (2.60)
Here η(x, t) is a white noise with variance 〈η(x, t)η(x′, t′)〉 = κ[ρ(x, t)]δd(x− x′)δ(t− t′),
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Figure 2.8: (a) Average realization of directed percolation over tmax = 103 time steps (vertical
axis) and one dimension (horizontal axis) at the percolation threshold pc, with color scaling according
to the average site occupation. (b) Average number of occupied sites 〈N(t)〉 as a function of
time for subcritical (orange), critical (green) and supercritical (red) directed percolation. The scaling
asymptotically valid at criticality 〈N(t)〉 ∼ tΘ from the numerical fit (dashed blue line) yields Θ ≈ 0.25
(true value is Θ ≈ 0.31).
where κ[ρ(x, t)] = ρ(x, t) ensures that the absorbing state ρ(x, t) = 0 does not fluctuate














The reaction term R[ρ(x, t)] in (2.59) is given by the functional derivative with respect to
ρ of the potential in the functionalH. In Rd, a dimensional analysis reveals that the noise
η(x, t) becomes irrelevant in spatial dimensions d > 4 [138]. Higher order terms in the
order parameter or the noise are also found to be irrelevant under renormalization group
arguments [138]. The coarse-grained description for the particle density ρ(t) that neglects
any spatial information yields ρ̇(t) = R[ρ(t)], where the reaction for directed percolation
11As before here we are assuming that the position x changes smoothly, approximating the node location
i with a continuous variable x in Rd. For a ferromagnetic system κ[ρ(x, t)] = 2T [138] and the















where m2 ∼ (T − Tc). Because of the (reflection) Z2 symmetry, the functional is minimized by the
two equivalent configurations ρ(x, t) = ±
√
−m2/g. In the field theory language, directed percolation
is thus described by a ρ3 theory that is no more invariant under the Ising Z2 symmetry.
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consists of a linear term, combining particle removal and offspring production, plus a
quadratic interaction term accounting for coalescence [138], i.e. R[ρ(t)] = −m2ρ(t) −
gρ(t)2. By taking into account also the spatial dependence that gives rise to diffusion as
well as the density fluctuations, but still in a mean-field picture where the occupancy of
each site is statistically independent, we recover the full Langevin equation (2.60)
∂tρ(x, t) = D∇2ρ(x, t) +R[ρ(x, t)] + η(x, t), (2.63)
where
R[ρ(x, t)] = −m2ρ(x, t)− gρ(x, t)2. (2.64)
As we discuss in Section 2.3.4, the choice −m2 = (β−µ) and g = β, where β and µ are the
transmission and recovery rates respectively, corresponds to the reaction-diffusion model
of epidemic spreading with reaction given by the susceptible-infected-susceptible scheme.
Under the stationary condition ∂tρ(x, t) = 0 and neglecting the spatial distribution of
ρ, such that the diffusion term vanishes, the minimum of the functional (2.62) yields
the inactive or absorbing stationary state ρ(t =∞) = 0 and the active stationary state
ρ(t = ∞) = −m2/g, which is indeed the stable fixed point ρ(∞) = (β − µ)/β of the
susceptible-infected-susceptible model (see next Section). For epidemic spreading we will
always consider the infected occupancy of each site as statistically independent and also,
as for the upper-critical region of regular lattices where the noise is irrelevant, we will
neglect the fluctuations introduced by the noise term η(x, t) in the Langevin equation
(2.60). As a first step we consider a spatially homogeneous order parameter ρ(t) while
in Section 2.3.3 and 2.3.4 we retain spatial inhomogeneity given by the dependence
on the position x and consider the contact-network and the reaction-diffusion dynamics,
respectively. As the critical point in statistical field theory is defined by the point of zero
mass [212]m2 = 0, the critical point of the reaction-diffusion model of epidemic spreading
is defined by the point β = µ in the epidemiological parameters space. Other important
models of non-equilibrium phase transitions that belong to different universality classes
than that of directed percolation include the Manna universality class of sandpile [188]
and forest-fire models [12, 64] displaying self-organized criticality [13] and dynamical
percolation. The latter, also called generalized epidemic process [57, 58], is obtained as a
generalization of directed percolation by including the effect of permanent immunization
and corresponds to the susceptible-infected-removed scheme with diffusive coupling, see
Section 2.3.4.
2.3.2. Mean field theory
Epidemic models generally assume that the population can be divided into different
classes or compartments depending on the stage of the disease [7]. The three basic
compartments are: healthy or susceptible (S), those who can contract the infection,
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infected (I), those who contracted the infection and are contagious, and recovered or
removed (R), those who are removed from the propagation process, either because they
have recovered from the disease or because they have died. Additional compartments
can be introduced to model other intermediate stages of the epidemic. Compartmental
models can be extended to take into account vectors, such as mosquitoes, for diseases
propagating through contact with an external carrier. Epidemic modeling describes the
dynamical evolution of the contagion process within a population.
In order to understand the evolution of the number of infected individuals in the pop-
ulation as a function of time we have to define the basic individual-level processes that
govern the transition of individuals from one compartment to another. Although epi-
demic spreading is best described as a stochastic reaction-diffusion process [262] governed
by (2.63), the classic understanding of epidemic dynamics is based on the continuous-
time limit of difference equations for the evolution of the average number of individuals
in each compartment. This deterministic approach relies on a mean-field (homogeneous
mixing) approximation, which assumes that the individuals in the population are well
mixed and interact with each other completely at random, in such a way that each
member in a compartment is treated similarly and indistinguishably from the others in
that same compartment. Under this approximation, full information about the state
of the epidemics is encoded in the total number X of individuals in the compartment
X ∈ {S, I,R} or, analogously, in the respective density ρX = X/N , where N is the
population size. The time evolution of the epidemic is described by deterministic dif-
ferential equations, which are constructed applying the law of mass action. Neglecting
the recovery process, the average change in the infected population density is given by
the product of the force of infection, i.e. the probability at which one susceptible indi-
vidual may contract the infection in a single time step, times the susceptible population
density. The distribution of the infectious period and the transmission probability can
generally be estimated from clinical data. However, in a simplistic modeling scheme, the
probability of transmission is often assumed to be constant. In this way, a discrete-time
formulation defines a transmission and recovery probability per time step, the rates β
and µ respectively.
Let us consider a constant population of N individuals with infinitely long-range
interactions, i.e. we allow each individual to be able to interact with any other in-
dividual in the population at each time step of length dt. Within this scheme that
neglects any geographical or demographic factor, the simplest compartmental model is
the susceptible-infected (SI) model. The reaction in this case is
S + I β−→ I + I (2.65)
where S(t) and I(t) are the number of susceptible and infected individuals respectively,
satisfying the constraint S(t) + I(t) = N at each time t, while βdt is the probability for
a susceptible individual to become infected in the time interval dt. The force of infection
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Figure 2.9: Epidemic curves for the SI (left) SIS (center) and SIR dynamics (right) in a population
of N = 1000 individuals starting with a single infected I(0) = 1. Transmission and recovery rates
are respectively β = 0.9 and µ = 0.3 per time step. The dashed black line in the middle panel marks
the stationary state ρI(∞) = (β − µ)/β ≈ 0.66 that correspond to the stable fixed point of the SIS
model. In all three cases the early stage of the dynamics is dominated by an exponential increase
of the infection and the dynamics can be considered essentially linear. After the characteristic time
τ = (β − µ)−1 the non-linear effects are non-negligible and the curves rapidly saturate over the
stationary state.
in the continuous-time limit is the product of the transmission rate β with the effective
number of contacts per time step (in this case 1) times the fraction of infectious contacts
I(t)/N , resulting in λ(t) = βI(t)/N . The number of infected individuals grows in time




The last equation can be interpreted as follows. The increment in the infected popula-
tion ∆I(t) = I(t + dt) − I(t) equals the number of infected I(t) times the fraction of
susceptible becoming infected in the time dt, which is obtained multiplying the proba-
bility of becoming infected βdt times the fraction of susceptible S(t)/N . In terms of the
infected density ρI = I/N the dynamics becomes
ρ̇I = β(1− ρI)ρI , (2.67)
which describes a simple unconditioned logistic growth [251] of the infected population.
The epidemic prevalence ρI is shown in the left panel of Figure 2.9. The stationary
state is obtained imposing ρ̇I = 0, and it yields12 a fully infected population ρI = 1 that
corresponds to unitary carrying capacity of the logistic equation for population growth.
A straightforward generalization of the SI model is obtained by allowing temporary
recovery from the disease, leading to the susceptible-infected-susceptible (SIS) model.
12This is the stable fixed point solution fo the active phase, while there is also the trivial unstable fixed
point ρI = 0 of the absorbing phase, see previous Section.
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The reaction in this case is
S + I β−→ I + I (2.68)
I
µ−→ S
The additional transition with respect to the SI model, I → S, occurs when an infected
individual recovers from the disease and returns to the pool of susceptible individuals at
rate µ. The SIS model assumes that the disease does not confer immunity and individuals
can be infected over and over again, undergoing the cycle S → I → S, which, under
some conditions, can be sustained forever. The dynamics of the SIS model reads
ρ̇I = β(1− ρI)ρI − µρI , (2.69)
with the normalization condition ρS(t)+ρI(t) = 1, that implies ρ̇S = −ρ̇I . The epidemic
prevalence ρI for the SIS model is shown in the center panel of Figure 2.9. In this case
the stationary state is an endemic state, characterized by a constant fraction of infected
population ρI(∞) = (β − µ)/β (dashed black line in Figure 2.9) which reduces to the
stable equilibrium of the SI model for µ = 0. By allowing for permanent immunization
leads to the susceptible-infected-removed (SIR) model
S + I β−→ I + I (2.70)
I
µ−→ R
For any value of the transmission rate β and recovery rate µ, the SIR process will always
asymptotically die after affecting a given fraction of the population which depends on
the rates and on the initial condition I(0). The dynamics become two-dimensional and
reads 
ρ̇S = −βρSρI
ρ̇I = βρSρI − µρI
(2.71)
The evolution for the recovered compartment ρ̇R = µρI is decoupled and is obtained from
the constraint ρS(t) + ρI(t) + ρR(t) = 1. The epidemic curves for the SIR model are
shown in the right panel of Figure 2.9. In this case, the recovered density ρR(t) behaves
as the prevalence ρI(t) of the SIS model, increasing logistically up to the stationary state
value ρR(∞).
In both SIS and SIR model we have introduced the time scale µ−1 governing the self-
recovery of individuals. We can think of two limiting cases: if µ−1 is smaller than the
spreading time scale β−1, then the process is dominated by recovery and by the decay
into a healthy state. Instead when β > µ, the spreading time scale is smaller than the
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recovery time scale and the early dynamics reduces to the SI model. At the early stage
of the epidemic we can assume ρI ≈ 0 and we can linearize the equations to obtain for
both the SIS and SIR model
ρ̇I ≈ (β − µ)ρI ⇒ ρI(t) = ρI(0)et/τ . (2.72)
The time scale of disease persistence τ = (β − µ)−1 determines how fast the infected
population grows in terms of the transmission and recovery rates. Contrary to the SI
model, where one has µ = 0 and thus τ > 0 always, the characteristic time scale can
become negative if µ > β. When this happens the epidemic will not spread and will
fade away on the time scale |τ |. In other words the number of infected individuals grows




> β̃c = 1, (2.73)
where R0 is the basic reproductive number, defined as the average number of secondary
infections caused by a primary case introduced in a fully susceptible population [7].
The rescaled transmission rate β̃ = β/µ incorporates the recovery in a compact control
parameter, with a critical value in the homogeneous mixing approximation given by the
epidemic threshold β̃c = 1. If R0 < 1, i.e. if a single infected individual generates
less than one secondary infection, the relative size of the epidemics is negligibly small,
vanishing in the thermodynamic limit of an infinite population. This concept is very
general and the analysis of different epidemic models reveal in general the presence of a
threshold behavior [139].
Spatial effects can be introduced in the above description by adding diffusive continu-
ous terms or by considering patch models, as we will discuss in Section 2.3.4. Although a
correct analysis of epidemic models should consider explicitly its stochastic nature, this is
only important when dealing with small populations when the early stage of the process
is dominated by the induced fluctuations. Finally, the classic deterministic approach
assumes random and homogeneous mixing, where each member in a compartment is
treated similarly and indistinguishably from the others in that same compartment and
each individual is assumed to interact with a single randomly chosen individual per
time step. In reality, however, each individual has his/her own social contact network
over which diseases spread, usually differing from that of other members in a group or
compartment. As we will see next, in a degree-block approximation we can compute
the modified epidemic threshold, leading to a new definition of the basic reproductive
number that depends explicitly on the topology of the underlying contact network.
13While in the deterministic scenario considered here the threshold condition R0 > 1 is both necessary
and sufficient to have an epidemic outbreak, in real systems this is only necessary because of large
fluctuations, that can be modeled introducing stochastic terms, at the early stage of the process.
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2.3.3. Contact networks
Realistic models of epidemic spreading need to take into account the interaction pat-
terns between individuals that can be conveniently modeled with a network. In contact
networks we place single individuals at each node and let the classic compartmental
model run on top of this determined interaction pattern. To each node is assigned the
variable σi(t) ∈ {S, I,R} and depending on the neighboring interaction of site i, its
state might undergo the transition to a different state σ′i(t). As a first approximation
we can assume that each node is in contact with the same number of nodes 〈k〉. This
homogeneous assumption on contact networks, that becomes reasonable for networks
with degree distributions P(k) converging to the Poissonian profile (2.11) and is exact
for regular graphs, yields a simple rescaling of the transmission rate β → β 〈k〉. Then
the basic reproductive number is also rescaled as R0 → 〈k〉−1R0 so that the epidemic
threshold condition (2.73) in this approximation turns into β/µ > β̃c = 〈k〉−1. This
simple rescaling however, does not take into account that many networks exhibit very
heterogeneous topologies. Generally, it is possible to show that R0 gets renormalized by
fluctuations in the transmissibility or contact patterns as
R0 → R′0 = φ (R0) , (2.74)
where φ is a positive and increasing function of the connectivity variance [214]. As we
will see next, for the SIR model a good approximation is φ(R0) = R0
(
〈k2〉 / 〈k〉 − 1
)
.
This means that for heterogeneous networks we expect the fluctuations, and not the
average degree, to play the main role in determining the epidemic properties.
In general it is necessary to go beyond the homogeneous-contact assumption. This
is particularly important when the degree distribution follows a power law of the form
(2.15), and topological fluctuations are present on virtually all scales. We can do this
conveniently by grouping together the dynamical quantities with same degree k [23] as
ρXk for X ∈ {S, I,R}. Then the global averages are simply given by ρX =
∑
k P (k)ρXk .
Within this degree-block approximation, i.e. neglecting correlations between nodes’ de-
grees, all nodes with same degree are statistically equivalent. The evolution equation for
the infected density of the SIR model in this approximation read
ρ̇Ik = βkΘkρSkρIk − µρIk. (2.75)
The quantity Θk =
∑
k′ P (k′|k)ρIk′(k′ − 1)/k′ is the density of infected neighbors14 of
nodes with degree equal to k, which is defined in terms of the conditional probability for
14This expression for Θk valid for the SIR model, takes into account that a node cannot propagate
the disease to the particular neighbor who originally infected it because the latter is necessarily not
susceptible. Instead for the SIS model all neighbors of an infected node can receive the disease from
it, including the one that originally passed the disease in the first place as we must consider also the
possibility that it became susceptible again.
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an edge to connect nodes with different degrees P (k′|k). As the degrees are completely
uncorrelated in this approximation the conditional probability factorizes as P (k′|k) =
k′P (k′)/ 〈k〉 [23], hence Θk = Θ is independent on the degree block k. By redefining Θ















the linearization of the dynamics for the infected compartment yields ρ̇Ik ≈ βkΘ. The
evolution equation Θ̇ =
∑
k′Mkk′βk
′Θ can easily be solved by separation of variables
and gives
Θ(t) = Θ(0)et/τ , τ = 〈k〉
β 〈k2〉 − (β + µ) 〈k〉 . (2.77)
Then for τ > 0 the infected density ρI(t) at the early stage increases exponentially
fast. In networks with very heterogeneous connectivity the second moment 〈k2〉 is very
large and thus the outbreak time scale τ is very small signaling a very fast spreading.
In particular, as we showed in Section 2.1.3, scale-free networks with P (k) ∼ k−γ and
2 < γ ≤ 3 have 〈k2〉 → ∞ in the thermodynamic limit while 〈k〉 stays finite. Therefore
in uncorrelated scale-free networks we face a virtually instantaneous rise of the epidemic
with τ → 0. This fact can be physically explained by the presence in scale-free network
of strong hubs that can spread very rapidly the disease following a cascade process of
decreasing degree classes [23]. In order to ensure an epidemic outbreak the condition







where as before β̃ = β/µ is the control parameter of the epidemic phase transition.











that takes into account the networked interaction between the system components.
Contrary to the mean-field scenario, the critical point (2.78) for contact networks
implies that very heterogeneous networks, such as scale-free networks where 〈k2〉 diverges
with the system size, there is a null epidemic threshold. Importantly, this is a general
result that also holds for real finite networks where the finite size effects introduced by
15For the SIS model an analogous derivation yields β̃c = 〈k〉/〈k2〉.
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Figure 2.10: Final outbreak size ρR(∞) as a function of the control parameter β/µ for SIR contact-
network averaged over 102 realizations and over all source seeds for artificial networks (left panel)
each consisting of N = 1000 nodes: ER (light-blue) with edge-creation probability p = 0.002, WS
(orange) with edge-rewiring probability p = 0.02 and 2m = 〈k〉 = 6 neighbors per node and BA
(dark-red) with m = 5 new edges per time step. In violet (right panel) the curve for the mean
field (MF) model with the homogeneous mixing assumption. The vertical dashed lines mark the
corresponding epidemic thresholds. For the the contact networks the degree-block approximation
(2.78) yields β̃ERc ≈ 0.48, β̃WSc ≈ 0.20 and β̃BAc ≈ 0.05, respectively, while (2.73) defines the MF
threshold β̃MFc = 1 (dashed violet).
the cutoff induce an epidemic threshold that eventually approaches zero at increasing
sizes [216]. This remarkable result obtained in a degree-block approximation is well
confirmed from empirical observation of real networks and has profound implications for
disease eradication making scale-free networks the ideal environment for the spreading
of diseases. In the case of uniform immunization it is easy to show that the introduction
of a density of immune individuals ρR is equivalent to rescale R0 by the probability that
any node is not immune (1−ρR). The critical value ρRc that corresponds to the epidemic
threshold of the model (2.78) must then satisfy (1−ρRc )β/µ = 〈k〉 /(〈k2〉−〈k〉). Then as
the fluctuations increase only the virtually complete immunization of the network, i.e.
ρRc = 1, ensures an infection-free stationary state.
We conclude the Section by highlighting the correspondence between SIR contact
networks and percolation theory. The connection between the static properties of the
SIR model and (isotropic) bond percolation on the lattice was recognized long ago [117,
130, 271, 241]. In the context of epidemics on complex networks, the mapping has been
studied in detail by Newman [198]. Considering a SIR model with uniform infection
time τ , i.e., where infected nodes become recovered at time τ = µ−1 after contracting
the infection, and infection rate β, the transmissibility p is defined as the probability
that the infection will be transmitted from an infected node to a connected susceptible
neighbor before recovery takes place. In the continuous-time limit the transmissibility
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can be computed as
p = 1− lim
δt→0
(1− βδt)τ/δt = 1− e−β/µ. (2.80)
The set of recovered nodes generated by an SIR epidemic outbreak originated from a
single node is nothing else than the cluster of the (isotropic) bond percolation problem
with occupation probability p, to which the initial node belongs. The correspondence
in this case is exact: all late-time static properties of the SIR model can be derived as
direct translations of the geometric properties of the percolation problem. The previous
argument can also be extended to a non-uniform infection time. More realistically,
we assume that infection times τi and transmission rates βij vary between individuals
[271, 241]. This implies that the transmissibility pij depends on the specific edge. One
possible approach, that reduces to the solution of the homogeneous case [198], is to
neglect fluctuations, and replace pij by its mean value 〈pij〉, where the average is taken
over the infection time and transmission rate distributions P(τ) and P(β).
2.3.4. Metapopulations
So far we considered spreading processes without a definite interaction pattern or where
each node of the interaction network corresponds to a single individual of the population.
A different approach consists in considering nodes as patches where multiple individuals
can be located and then eventually move along the links connecting the nodes. Exam-
ples of such systems are provided by mechanistic reaction-diffusion models [262, 191]
(see Section 2.3.1) where particles represent people moving between different locations
or by the routing of information packets in technological networks. This framework is
particularity useful to model the spreading of epidemic in spatially-structured subpop-
ulations [233], such as city locations, urban areas, or geographical regions and defines
the metapopulation model. Individuals are divided into classes denoting their state with
respect to the modelled disease, as for homogeneous mixing compartmental models, and
the reaction processes account for the possibility that individuals in the same location
may get in contact and change their state according to the infection dynamics.
Mathematically, we describe the epidemic process in a metapopulation by consider-
ing N subpopulations (nodes) connected by E weighted edges. The structure of the
metapopulation is then defined by the weighted adjacency matrix Wij (as given from
real data) that gives the number of people traveling from subpopulation i to subpopula-
tion j in a time step. The strength si =
∑
kWik gives the total out-flux of subpopulation
i. In general the subpopulation size Nj is an independent variable and the total num-
ber of individuals in the metapopulation is N =
∑
j Nj . The traveling flux between
subpopulations can be express as Wij = QijNi, where Qij are the traveling rates in a
continuous-time description defined by (2.37) which represent the conditional probabil-
ity per time step of a randomly chosen individual to jump from location i to location j.
46
2. Dynamical Processes on Complex Neworks
In the absence of real data a common approach is to assume a gravity-like interaction
between subpopulations [266, 101] so that Wij ∼ NiNj/Dαij , where α is a free parameter
to be tuned and Dij is the geographical distance between subpopulations i and j.
For the SIR reaction (2.71) we denote by Sj , Ij and Rj the number of individuals
who belong to subpopulation j who are in the susceptible, infected, and removed state,
respectively. The subpopulation size is Nj(t) = Sj(t) + Ij(t) +Rj(t). The correspondent
normalized quantities are denoted as ρXj = Xj/Nj , where X ∈ {S, I,R}. Then, the
quantity ρIj (t) can be viewed as the probability that node j is infected at time t. The
movement of a host between subpopulations is governed by the reaction kinetics Xk
Qki−−→
Xi, i.e. Ẋi =
∑
kXkQki. By splitting the ith term in the sum and using the definition








i.e. the master equation (2.39) for the number of individuals in compartment X. We
always assume that any initial condition for Ni satisfy the stationary state and since




(Wki −Wik) , (2.82)
the stationary condition is equivalent to symmetric travels between subpopulations. The
symmetry of the weighted adjacency matrix is always satisfied in large-scale real trans-
portation networks to a very high degree of accuracy [22]. For symmetric unweighted
networks for which (2.31) holds, this also implies that the system satisfies detailed bal-
ance
Wij = QijNi = QjiNj = Wji, (2.83)
where now Ni/
∑
lNl is the stationary distribution over the set of nodes. Note that the
previous relation holds only for i 6= j, since the diagonal rates Qii = −
∑
k 6=iQik are
negative by construction while we always assume that Wii = 0, i.e. that there are no
self-edges. By inserting (2.83) into the master equation (2.81), we get a generalization


























16The ith term in the sum can be re-included when going from rates to weights since we are assuming
that no self-edges are allowed i.e. Wii = 0 for all i.
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where
Lij = δijsi −Wij (2.85)
is the weighted Laplacian that generalizes (2.42) with si =
∑
kWik.
In the following we show first that there is an equivalent formulation of the above result
that does not require the knowledge of the subpopulation size. Secondly, we combine
the diffusion equation with a reaction term R[ρX(x, t)] from the mean-field theory of
compartmental models to get the full reaction-diffusion scheme of the metapopulation
model. To remove the dependence on Ni we assume that the subpopulation size and the
strength are proportional via a node-independent constant, the diffusion rate α. The












is independent on the particular node i, we can define the diffusion rate as
α = qi, ∀i. (2.87)









iNi. Using that Wki = Wik, multiplying and














is the transition matrix. The full metapopulation model is obtained by combining dif-














+ βρSi ρIi − µρIi
(2.89)
where χ = µ for SIS and χ = 0 for SIR. When the approximation of uniform exit rates
α = qi =
∑
l 6=iQil is not adequate, we simply replace in the previous system of equations,
αPik with the rates Qik, which are obtained from the data or by normalizing the travel
fluxes Wik by the source subpopulation size Ni.
It is important to stress that the metapopulation model (2.89) considers a simplified
mechanistic approach with a Markovian assumption in which individuals are not labeled
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according to their original subpopulation, and where at each time step the same traveling
probability applies to all individuals in each subpopulation, without any memory of
their previous locations. Instead at each time step the movement of individuals is given
according to the matrix Qij that expresses the rate at which any individual in the
subpopulation i is traveling to the subpopulation j. Furthermore the model considered
here is fully deterministic, since it considers only expectation values, while both epidemic
spreading and travel of individuals are inherently stochastic processes. The number of
infected individuals is treated as a continuous variable and, even if the initial condition at
t = 0 consists of one single infected individual in node i0, all other nodes have a non-zero
density of infected at any time t > 0. Given its limitations, this approach is nevertheless
extensively used for large populations where the traffic Wij between subpopulations is
known and the subpopulations are large enough to safely assume homogeneous mixing
without additional stochastic effects.
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The metapopulation model described in Section 2.3.4, has been successfully usedto simulate global epidemic outbreaks in spatially embedded populations, such
as cities and urban areas, interacting with each other [74, 75, 261]. In this Chapter,
we want to characterize the most general mobility profile and model real human motion
using random networks. Although being complicated objects, random networks can often
be characterized by a small number of parameters due to the universal behavior of a
whole ensemble. We therefore demonstrate that knowledge of the universality class of
a transport network, described by some scaling exponent, is enough to extract crucial
information about the infection process. In addition, to properly understand transport
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in real systems it is important to embed the network into the geographic space, i.e. one
has to consider spatial networks [25].
Often, the analytical treatment of an ensemble of random entities is necessary and
more viable than a single representation. Relevant examples include amorphous ma-
terials such as spin glasses [194] and protein secondary structures [211, 137]. Several
methods to deal with disorder in equilibrium systems are known, the most famous of
which is probably the replica method [249] and the theoretical framework to treat dis-
ordered systems at equilibrium is a reach and established field of research [86]. For
such systems, one is interested in computing the quenched average of macroscopic ther-
modynamic quantities such as the free energy (i.e. of the logarithm of the partition
function) over the microscopic disorder realizations (e.g. of some couplings between the
degrees of freedom). As opposed to the annealed average, which is appropriate when
the disorder is not fixed and is allowed to fluctuate with the dynamical degrees of free-
dom, the quenched average is much harder to compute. For a thermodynamic system,
the annealed average is taken directly over the partition function, which is itself a sum
over system configurations of the degrees of freedom (e.g. the spin in a magnet), while
the quenched average is taken on the logarithm of the partition function. Thus, the
quenched average considers the disorder of the system as “frozen” in time.
In the simplified case considered here, the quenched average has to be performed in a
“geometrical” rather than thermodynamical system. In particular, we leverage effective
medium theory (EMT) to replace an ensemble of random networks with a single deter-
ministic representative network that retains, on average, the same macroscopic properties
of the ensemble in a similar fashion to the mean-field approximation in statistical me-
chanics [212]. This deterministic network, called the effective medium, is characterized
by an effective diffusion coefficient that describes transport in the ensemble. EMT is
not a “blind” average of the transition rates, rather it is determined in a self-consistent
manner. Would a link in the effective medium be replaced by its random original, the
transport flux along this particular link would not change on average. Hence EMT is
particularly suited for systems with independent links.
In this Chapter, we employ EMT to characterize epidemic spreading in structured
randommetapopulations. The spatial embedding of the networks is a crucial requirement
to model human mobility, as two topologically adjacent nodes (e.g. airports) may be
geographically very far apart.
Empirical observations have pointed out that human motion lacks a definite scale
[48, 129] and features long-range connections which have been a major limitation for
EMT. Recently [256], EMT has been extended to overcomes this restriction and provides
an analytical technique to deal with random spatial networks with scale-free transition
rates. In the following, we demonstrate that and how EMT can be used to extract
relevant epidemiological quantities, such as the infection prevalence, in random spatial
networks with long-range connections. Contemporary fields where our proposed theory
may become relevant are epidemic spreading in the global mobility network [236, 72, 46],
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or dispersal phenomena in the biological contexts [132].
The Chapter is organized as follows. In Section 3.1 we review effective medium theory
in the broader context of random resistor networks. A description of ballistic spreading
in deterministic metapopulations is outlined in Section 3.2. We leverage the Feynman-
Kac equation to derive a bound for the diameter of the infected cluster of nodes in
the deterministic geographic setting. Then, in Section 3.3 we proceed to show that
this estimate is as well realized in random models, where it can be computed from the
effective medium approximation. The effective medium for the particular case considered
here, i.e. when the transition rates follow a power law is derived analytically. Finally, we
confirm with numerical experiments our theory by direct simulations of global outbreaks
using a metapopulation model with long-range connectivity in the geographic setting of
real human motion. The results presented in this Chapter are discussed in [150].
3.1. Effective medium theory
EMT is an ancient tool, originally developed to determine material properties in contin-
uous and lattice model of heterogeneous media [51, 66, 158]. EMT is routinely applied
in systems with short-range connections, but only recently was generalized to systems
with long-range connections [256]. The latter theory is employed here to a disordered
reaction-diffusion system with long-range connections decaying as power laws with the
geographical distance. This setup serves as a proxy for epidemic spreading for a general
mobility network. In the following we review EMT for the a network of random resistors,
extending the derivation of Kirkpatrick [158] from regular lattices to a general network
topology as done in [256].
Let us consider a network where at each edge is placed a random conductance, defined
as the inverse resistance Gij = 1/Rij , drawn independently from some probability dis-
tribution P(Gij). The relation between the conductance Gij and the current Iij flowing
from i to j is given by Ohm’s law
Iij = GijVij = Gij(vj − vi), (3.1)
where vi is the electric potential between node i and the ground. In terms of the asso-
ciated electric charges qi(t) = Civi(t), where Ci is the (time-independent) capacitance
between node i and the ground, the previous equation summed over all adjacent nodes
{j} to i, gives q̇i(t) =
∑
j Iij . Then, we obtain the master equation of the density (2.84)







where the symmetric conductances Gij correspond to the symmetric flux of individuals
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Figure 3.1: Effective medium for the random resistor network. In the homogeneous network a resistor
G̃ is replaced by a random value Gij and a current Iij is introduced at node i so that the potential
difference Vij between i and j is restored to the original homogeneous value Ṽ (left panel). The
extra voltage Vij = ∆V + Ṽ introduced by the current Iij is computed from the value of the parallel
conductance G′ij of the network between points i and j when Gij is absent (right panel). Note that
the graph in the left panel is a tree only for visualization purposes, and in general there are edges
connecting the neighbors of i with j and with its neighbors.
Wij traveling between i and j, Ci to the (constant) number of individuals Ni at site i
and Gij/Ci is the associated transition rate Qij = Wij/Ni.
Let us now consider an homogeneous medium, for which we have Gij = G̃ for all
edges (i, j) and the respective voltages Vij = Ṽ are also constant. If we replace one of
the homogeneous conductances, say at the edge (i, j), with the conductance Gij , then
the voltage difference amounts to ∆V = Vij − Ṽ . The effective medium is defined as
the value Ṽ such that ∆V = 0, where (· · · ) is the (quenched) average over the disorder
with distribution P(Gij). If we now connect an additional current source (a battery)
to the nodes i and j, we can tune the external current Iij until the potential difference
Vij between i and j gets equal to the original homogeneous value Ṽ , see Figure 3.1.
After introducing the battery, the potentials of all nodes are restored and all currents
through other resistors are equal to Ĩ = G̃Ṽ , as in the case when Gij = G̃. This means
that the whole additional current flows through Gij and does not redistribute over other
resistors. Therefore the total current Iij flowing from i to j (including the background
homogenous current Ĩ) is related to Gij via
Iij = (Gij − G̃)Ṽ . (3.3)
If we switch off this current, i.e. add a current of strength Iij flowing in the opposite
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direction (with a minus sign), we can write down an additional equation in terms of
the parallel circuit to the random conductance Gij . Indeed, since the equivalent circuit
consist of the two conductivities, Gij of the resistor considered and G′ij of the rest
of the system, switched in parallel (right panel in Figure 3.1), the voltage net change
∆V = Vij − Ṽ is equivalent to
∆V = Iij
G′ij +Gij
= Ṽ Gij − G̃
G′ij +Gij
, (3.4)
where we have used (3.3). The self-consistency requirement of EMT then suggests that
∆V has to vanish, on the average, if G̃ is chosen correctly for any value of the homoge-









The remaining task is the calculation of the parallel-circuit conductance G′ij . In the case
of a regular lattice in d dimensions, a simple calculation yields [158] G′ij = (d − 1)G̃
and the self-consistent condition (3.5) can easily be solved for G̃, for a given disorder
distribution P(Gij).
As a next step, let us consider the general scenario with no assumption on the network
topology and with effective medium conductances G̃ij that depend on the particular
edge (i, j). We only assume that both the ensemble of random conductances and the
effective medium conductances are symmetric, so that (3.2) holds. The self-consistency
equations (3.5) can be rewritten in the general case by evaluating G′ij in terms of the
total conductance of the pure effective medium G∗ij = G′ij + G̃ij (obtained as for (3.4)
from switching in parallel G̃ij with the rest of the medium) as [256]
0 = G̃ij −Gij





where R∗ij = 1/G∗ij is the total resistance of the pure effective medium. As shown
in [256], by using the master equation (3.2) for a general effective medium {G̃ij}, the
total resistance R∗ij is a known quanityt in graph theory and is equivalent to the graph
resistance distance [16] defined as







The latter is computed from the (pseudo-)inverse of the Laplacian matrix L̃ij of the
effective medium graph where conductances are replaced with travel fluxes.
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The self-consistent condition (3.6), although it is not exact, has been known and
used successfully for systems far away from the percolation threshold. Importantly, we
made no assumptions on the particular disorder distribution nor on the topology of the
network. The key ingredient to solve (3.6) for G̃ij is in principle only the knowledge
about the total resistance of the effective medium (3.7). A crucial requirement for EMT
to work is that any link that is present in the random networks must also be present in
the effective medium (albeit with possibly different weight) and with the same spatial
scaling. Note that the specific form of the effective medium G̃ij is mostly arbitrary, as
long as the condition given above is respected.
In the thermodynamic limit we can further simplify the self-consistent condition (3.6)
to obtain an asymptotic effective medium which has a simple form. Remembering that
R∗ij = 1/G∗ij is the total effective medium resistance between i and j, while R̃ij = 1/G̃ij
is the single resistor placed on the edge (i, j), we have R∗ij/R̃ij ≤ 1, where the equality
is for a network of two nodes only. Indeed, in general the total resistance consists of R̃ij
and possibly many other parallel resistors so that 1/R∗ij ≈
∑
(i,j) 1/R̃ij  1/R̃ij . The
















Thus, in the limit of high connectivity, i.e. far from the percolation threshold, the
effective medium solution is simply the disorder average of the single conductance
G̃ij = Gij , ∀(i, j). (3.9)
This general result of EMT, that is valid for highly connected networks, constitute
the main ingredient for our analytical derivations that we outline in Section 3.3 in the
context of transport in metapopulation networks, where the random conductances {Gij}
are replaced by the fluxes {Wij}.
3.2. Spreading in deterministic networks
3.2.1. Metapopulation model and Feynman-Kac estimate
We will demonstrate our idea for the contact process (directed percolation) described in
Section 2.3, i.e. using the SIS reaction-diffusion model with transmission and recovery
rates β and µ respectively. We assume that all subpopulations (located at the nodes
of the metapopulation network) have the same amount of individuals1 Nx = N for all
1From here we use the continuous-space notation for the nodes index x, y, z, . . . as opposed to the
standard network notation i, j, k, . . . since it makes clearer the next derivations.
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x and are placed at equal distances on the infinite line Z. We allow individuals to
travel not only from x to adjacent subpopulations located at x ± 1, but also to distant
subpopulations at x ± ξ with ξ ∈ N, in a similar fashion to the WS model (see Section
2.1.3). The number of people traveling from x to y per unit time is the product of the
rate Qxy with the x subpopulation size N . We also assume the rates to be symmetric
Qxy = Qyx, so that the flux of travelers in one direction Wxy = NQxy is balanced by
the flux in the opposite direction, see (2.83). The assumption of symmetric fluxes is well
confirmed from empirical observation in real air-transportation networks [21]. We stress
that in this setting we have a well defined geometry, given by Z and the node index
x denotes a position in Euclidean space. Therefore, a link that stretches only a unit
distance in the topological sense, may connect two very remote nodes in geographical
space. These long-range connections are our model for the fast superdiffusive transport
characteristic of human mobility [48, 129]. In Figure 3.2 we illustrate the interplay
between reaction and diffusion in our model with the embedding of the one-dimensional
array of subpopulations with long-range connections on a two-dimensional surface such
as the geographical space of human mobility at the global scale.
We denote with Ωxy the transport operator, which accounts for diffusion in the metapop-
ulation, defined as the negative weighted Laplacian matrix (2.85) normalized by the
subpopulation size




Let px(t) denote the fraction of the population on site x at time t. In analogy with the
resistor network model, by identifying the nodes potential vx(t) with the distribution
px(t) and the edge conductances Gxy the travel fluxes Wxy, the time evolution of px(t)









The symmetry in the travel fluxes assures that, not only the the total number of individ-
uals in the metapopulation but also the subpopulation size N remains constant during
the dynamics, see (2.82). We denote with ρx(t) the fraction of infected subpopulation x
at time t. The evolution equation for ρx is obtained by adding a reaction term R[ρx(t)]
to the diffusion equation (3.11), where for the contact process defined by (2.64) we have
R[ρx(t)] = β(1− ρx(t))ρx(t)− µρx(t). (3.12)























Figure 3.2: Left panel: scheme of the one-dimensional contact process. The dynamics is regulated
by two different time scales, the one of diffusion, corresponding to the subpopulation layer, and the
reaction, governed by the SIS infection dynamics at the individual layer. Right panel: illustration of
a sample metapopulation network consisting of N = 20 subpopulations with symmetric transition
rates Qxy. The graph is constructed from a one-dimensional ring topology by adding all connections
between nodes. This allows the embedding with a plane surface such as the geographical space of the
global mobility network. The edge color and size scales accordingly with the values of each transition
rate.
with initial condition ρx(t = 0) = c0δx,0, given that a fraction c0 is the initially infected
in the seed subpopulation (node 0).
Our arguments in in what follows go parallel to those of [186]. Using the Feynman-
Kac equation [110], we can write the formal solution ρx(t) as an expectation value in a











Here, X(t) is a random walk on Z, that starts at x = 0 and evolves according to
the master equation (3.11), and the average 〈. . .〉 is taken over all such random-walk
configurations. Hence, the transition probabilities forX(t) are given by (2.37). Although
the expectation value (3.14) is a complicated self-consistent equation that can hardly be




= β − µ− βρx(t) ≤ β − µ. (3.15)
Plugging this inequality into (3.14) and identifying the transition probability 〈ρx+X(t)(0)〉 =
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c0 〈δ0,x+X(t)〉 = c0px(t), we obtain
ρx(t) ≤ c0e(β−µ)tpx(t). (3.16)
This shows that ρx(t) has an exponentially growing profile in time modulated by the
free diffusion2 of agents encoded in px(t). Then, if we can find an analytical solution
px(t) for the free motion of agents, the inequality can be inverted for x to estimate the
infection spreading front. To do so, we consider the level set, i.e. the set of nodes {x},
where the fraction of infected is higher than some threshold value c. The diameter of
the set
ω(t) ≡ diam{x|ρx(t) ≥ c}, (3.17)
determines the largest distance between any two nodes that belong to the level set. The
quantity ω(t) is then the analogous of the epidemic prevalence, as measured with respect
to an empirical precision given by the value c, on the ring with N nodes and metric
|x− y| = min(|x− y|, N − |x− y|) . (3.18)
3.2.2. Ballistic versus exponential spreading
As a first step, let us consider a simple random walk on the line (with equal probability
to jump in the right or on the left) with short-range connections only. We assume
that individuals travel from a subpopulation x to adjacent subpopulations x ± 1 with
a constant transition rate (probability per time step) Qxy = Q, independently on the
node location. Then, Qρx infected individuals will travel from x to x + 1 and to x − 1
per unit time. In this case, as for (2.41), the transport operator Ωx,y that describes
diffusion of simple random walks is equal to the negative (unweighted) Laplacian on the
line multiplied by the diffusion coefficient [262]
Ωx,y = −D (2δx,y − δx,y−1 − δx,y+1) , (3.19)
where D = Q. If one assumes that the free diffusion is Gaussian, with px(t) given by
the continuous-time version of (2.26) and diffusion coefficient Q, plugging this in (3.16)
yields










which, after partially solving for x, gives
x2








2Note that here we are assuming to have an infinite system as only then true free-diffusion makes sense.
58
3. Reaction-Diffusion on Random Networks
For large t the logarithmic term in the inequality can be neglected, and one obtains the
classical ballistic spreading of the infection wave [107, 257]
x ≤ 2v0t, (3.22)
with constant velocity that increases monotonically with the rates [32]
v0 =
√
(β − µ)Q. (3.23)
This shows that, if px(t) is the solution for the standard diffusion problem, then there
is an upper bound for the infection front propagating at constant speed.
The crucial assumption to obtain (3.22) is the “Gaussianity” of px(t) (see also the
discussion in [186]). This is justifiable in the normal diffusive case, when movements
have a finite scale and are in that sense “small”. Their trajectory, being a sum of many
of those small displacements, is Gaussian by virtue of the central limit theorem [103].
However, one of the most prominent features of human mobility is a violation of this
principle.
To model the fast multi-scale human mobility we now introduce long-range connections
in the transport operator (3.19). We expect that adding such links will, by drastically
reducing the topological distance between nodes, change substantially the dynamical
properties of spreading processes. Instead of (3.19) we consider the general expression
for the arbitrary topology (3.10), where the intensity of each rate connecting distant
nodes keeps the information about the geographic location of the nodes. The Gaussian
form of px(t) needs to be replaced with a (α-stable) Lévy distribution [163], which plays
the same role in the generalized central limit theorem, see Section 2.2. An important





where Λ includes the corresponding anomalous diffusion coefficient, and α ∈ (0, 2) char-






Assuming the infection started on the origin, the diameter of the level set (3.17) is given
by twice of above bound, due to (reflection) Z2 symmetry. Hence the diameter ω(t) of













3. Reaction-Diffusion on Random Networks
We see that the infected region grows exponentially fast, contrary to the ballistic growth
(3.22) found for bounded jumps, which is a consequence of our power-law assumption
on px(t). In fact, linear growth of the infection front is only possible in systems where
px(t) decays as a stretched exponential [186].
In the next Section we demonstrate that, the power law (3.24) arises in our system
whenever long-range connections are present. One might argue that, the assumed power-
law decay in the transition rates is rather specific and far off the measured travel rates.
In order to overcome the this problem, we model our ignorance about the actual travel
rates with chance.
3.3. Spreading in random networks
3.3.1. The effective medium for scale-free mobility rates
Consider now the case, that the rates are random variables that define an ensemble of
random networks. We assume that, and this is crucial for EMT to work [158], the rates
of different links are statistically independent of each other. Hence Qxy = Qyx, but both
are independent from Qxz. We will assume that the rates decay like a power-law in the
distance over Z. In particular, we assume
Qxy = Zxy|x− y|−1−α, (3.26)
where Zxy are i.i.d. random variables chosen for each link. In practice we will sample the
Zxy from a uniform distribution, although in principle any distribution with a finite mean
is viable [256]. For example, a distribution for Zxy that mimics a more realistic human
mobility pattern would take into account the scarceness of the long-range connections
(flights), and the abundance of the short-range connections (cars, busses, underground
trains and bicycles).
Using EMT, we can replace the ensemble of the random graphs with a deterministic
graph that exhibits the same qualitative transport behavior, and that enables us to
make quantitative predictions on the propagation speed. Hence, EMT enables us to find
an average transport operator Ω̃ of the random {Ω} in such a way that the average
transport fluxes remain unchanged. The graph corresponding to Ω̃xy with deterministic
transition rates Q̃xy defines the effective medium. The EMT prescription requires that
Ω̃xy is associated to a graph with every edge (x, y) that could be present in the random
networks, which are fully connected in our case. In addition, the spatial scaling of the
random transition rates (3.26) has to be respected so that Q̃xy decays with the same
power law. The self-consistent equation (3.6) for the conductance Gxy = NQxy, that in
the thermodynamic limit leads to (3.9), in our special case yields
Q̃xy = Z|x− y|−1−α, (3.27)
60
3. Reaction-Diffusion on Random Networks
where Z = Zxy for each edge (x, y), is the disorder average over the ensemble of the
random networks, i.e. over the distribution of the Zxy in our case.
In Appendix A we show that, using the transition rates (3.27) in the master equation
(3.11), we get the superdiffusive profile (3.24) with a precise expression for the anomalous





Then, as long as the mean transition rate is finite, the effective medium (3.28) is exactly
the deterministic long-range system (3.24) with Λ = αZ. Recently, it was proven under
certain regularity conditions that this is the correct self-averaging limit of the random
walk in the random network [65]. This result also defines the missing constant Λ = αZ


















The upper bound for the diameter (3.29), determined by the effective medium approx-









Note that, this quantity is independent on the transmission and recovery rates β and µ.
Besides, this implies that the topology encoded in the universal exponent α plays a key
role in identifying the threshold for a global outbreak in the metapopulation.
Although the exponential growth of the infected population is well known in the liter-
ature [186, 89, 47], EMT provides a new way to analytically compute quantities such as
the speed of the infection or the infected diameter. Importantly, the method presented
here is not limited to the considered topology nor to the particular form of the transition
rates (3.26). For more general topologies and different scaling relations, a different effec-
tive medium has to be chosen. In the following Section we validate our prediction (3.29)
with numerical simulations of epidemic spreading on random metapopulations.
3.3.2. Epidemic prevalence in random metapopulations
To validate our theory, we consider a ring of N subpopulations with transition rates
defined by (3.26). As mentioned above, the actual distribution of Zx,y does not matter,
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Figure 3.3: Diameter of the infected pop-
ulation obtained from the simulation of the
metapopulation model (light-blue dots) and
the EMT prediction (dark solid line), given
by the upper bound of (3.29). Results are for
the SI reaction in N = 4000 subpopulations
with transmission rate β = 0.2 and Lévy ex-
ponent α = 1.5. The numerical fit of the
simulation before saturation is shown by the
dashed orange line, yielding Cfit = 0.076 and
consequently αfit = 1.622. Inset: general-
ized velocity (3.30) (blue dots) and the upper





















hence we sampled them uniformly from the interval [0, 1]. Therefore Z = 0.5 in our
simulations.
The metric of the ring (3.18) determines the upper triangle Ωxy, while the lower
triangle is obtained by the symmetry condition of Ωxy = Ωyx. The diagonal elements are
the negative sum of all other elements in the respective row. For each random realization
of Ωxy, equation (3.13) is integrated numerically using a fifth order Runge-Kutta method
to obtain a collection {ρx(t|Ωxy)}. Then we compute the average ρx(t) = ρx(t|Ω) over
50 realizations of Ωxy. Finally, given the infection threshold c = 0.1, we compute the
infection diameter via (3.17).
To begin we consider a simple SI reaction scheme with transmission rate β = 0.2
and scaling exponent α = 1.5 in N = 4000 subpopulations with initial concentration of
infected at the origin c0 = 10−2. A comparison of ω(t) with the upper bound in (3.29) is
given in Figure 3.3 where we also show in the inset the generalized velocity (3.30). The
numerical data respects the bound nicely. However, the time series for ω(t) is truncated
very early, because it saturates soon after (then the infection has reached the other side
of the ring). We find that, also the generalized velocity v(t) is well bounded by the value
(3.31) in this case.
Since the numerical diameter ω(t) shows a nice exponential growth pattern like in (3.29),
we can extract some of the parameters from the exponential fit
ω(t) = AtBeCt. (3.32)
Comparison with (3.29) would give measured values for α, (β − µ) and the anomalous
diffusion coefficient Z. This may however be a hard task, because the non-linear term
62
3. Reaction-Diffusion on Random Networks
Figure 3.4: Prevalence curves (violet) for the
SIS reaction with transmission and recovery
rates β = 0.2 and µ = 0.1 of the N = 8000
fully connected subpopulations with Lévy ex-
ponent α = 1.5. The SIS stationary state
for each subpopulation ρx(∞) = (β − µ)/β,
is marked by the black dashed line while the
concentration threshold c that defines the in-
fection outbreak in each population is marked
in blue. The time gap between the outbreaks
of the first and last subpopulation infected is
124 time steps, and the absolute global infec-














tB is not easy to detect in the exponential fit. The diameter’s growth rate
C = β − µ1 + α , (3.33)
on the other hand is easy to obtain, as it can also be measured from the slope of the tail
of lnω(t). In our simulations of the SI metapopulation model we obtain Cfit = 0.076,
which gives αfit = 1.622. This is a reasonably close value to the Lévy exponent α = 1.5
used for generating the graph realizations in the first place.
We now consider the SIS model in a larger network of N = 8000 subpopulations with
transmission and recovery rates β = 0.2 and µ = 0.1, resulting in a basic reproductive
number R0 = 2. The correct time frame to assess ω(t) is visible in a prevalence plot,
see Figure 3.4. The curves ρx(t) for each x are plotted against time and the stationary
value ρx(∞) = 1−µ/β as well as the time when ρx(t) > c, can be read in the same plot.
For the estimation of the Lévy exponent at this reproductive number we find C = 0.041,
which results in αfit = 1.454, which is off by only 3% of the theoretical value αthe = 1.5.
Varying the basic reproductive number and measuring the growth rate C or the
Lévy exponent α, respectively, leads to good coincidence between theory and numer-
ics, see Figure 3.5 (a). When the theoretical Lévy exponent α is varied and the growth
rate is measured, the agreement appears much worse, see Figure 3.5 (b). This mismatch
is easily explained as a finite size effect, as we show in Figure 3.5 (c). There, we plot the
difference ∆C = |Cthe−Cfit| between the measured growth rate Cfit and its theoretical
prediction Cthe from (3.33) in a double logarithmic fashion against the system size N .
The figure shows that the error decays at least as a power law and will vanish in the
thermodynamic limit N → ∞. As for the SI results, due to the extreme long-range
connections, ρx(t) saturates very quickly. This leads to very short time frame in which
ω(t) grows exponentially, making a correct estimation of C very difficult. The effect
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Figure 3.5: (a) The extrapolated value of the Lévy exponent α with the corresponding error (blue
bars) evaluated from the error propagation of the numerical fit error in C, shown in the inset, as
a function of the basic reproductive number R0 = β/µ for the given theoretical value αthe = 1.5.
(b) Theoretical growth rate Cthe and the simulation fitted value Cfit for the SIS reaction with
transmission and recovery rates β = 0.2 and µ = 0.1, in N = 8000 subpopulations as a function
of the Lévy exponent α ∈ (1, 2]. (c) Absolute value of the difference ∆C = |Cthe − Cfit| between
the theoretical Cthe = (β − µ)/(1 + α) and the simulation fit value Cfit for the SIS reaction as a
function of the subpopulations number N with β = 0.2 and µ = 0.1. Different lines are for different
Lévy exponents from dark to light in the range α ∈ (1, 2). Inset: close-up in doubly logarithmic scale
for α ∈ (1, 1.5). For larger values of α, the error fluctuates around 0.005 which is the numerically
attainable accuracy.
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Figure 3.6: Diameter of the infected population obtained from the simulations (light-blue dots) of
the SIS reaction in N = 8000 subpopulations with transmission and recovery rates β = 0.2 and
µ = 0.1, and the theoretical prediction (dark solid line) given by EMT for various Lévy exponent α.
becomes worse as α decreases, which also explains the slightly worse agreement for small
α in Figure 3.5 (a).
As a final remark, we note that in Figure 3.5 (b) we found Cfit > Cthe in that data
range, which should not be possible as (3.29) represents an upper bound. An overview of
the agreement with the theoretical bound for the probed range in α is shown in Figure 3.6.
We find that for some of these large values of α the numerical data overestimate the
EMT bound. This, however, only happens in an intermediate time regime and not in
the long time limit, in which we derived (3.29). In fact, we find that the upper bound
is respected in the long-time limit for all values of α. The predictions given by EMT
are rigorously valid in the thermodynamic limit N →∞, when the infection propagates
indefinitely and saturation is never reached.
In this Chapter, we have presented a new analytical tool for studying reaction-diffusion
problems in random media. We wanted to advocate the use of EMT that provides a
deterministic representative for an ensemble of random networks. Together with the
Feynman-Kac argument, we provided an upper bound for the infection front using the
SIS model. This way we demonstrated that EMT is still relevant even beyond the
short-range connection paradigm to study epidemic spreading in random networks. In
order to model real human mobility, we used a metapopulation model with random
long-range connections lacking a definite spatial scale. Due to the presence of long-range
connections we found the exponential growth of the infection diameter. The growth rate
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depends on both the infection and recovery rates β and µ, as well as on the topology
encoded in the Lévy exponent α of the statistical decay of the mobility rates (3.26).
Long-range connections with a “weak” power law, i.e. α ≥ 2, would have eventually
lead to a ballistic growth of the infection front [132]. EMT is known to nicely reproduce
the transport behavior of a random system provided it is far away from the percolation
threshold. The random networks we treated here are very well connected (in fact all
connections besides self-loops are present) due to the presence of the long-range links.
Therefore, they are always far from percolation threshold, which partly explains the
success of our approach.
It might seem that the model studied here lacks realism as we considered a one di-
mensional array of subpopulations. However, the long-range connections dominating the
dynamics make our results quite general and applicable to other underlying topologies.
In particular, a measurement of C, available from a simple linear fit of the logarithm
of the infection diameter, can give a rough estimate of the exponent α of the transition
rates. The numerical fit estimation of the EMT parameters becomes reliable for the SIS
model only for sufficiently large networks as finite size effects are quite severe in this case.
We believe that modifications of long-range EMT will remove some restrictions that we
imposed in our treatment. For example, modifications of EMT are necessary to deal
with random networks where the transition rates Qxy are not symmetric and variable
subpopulation sizes can be taken into account. An extension of our argument to d di-
mensions is also possible without major change and would only lead to a different growth
rate of C = (β − µ)/(d + α). Internal dynamics on the nodes (like commuting agents)
could be considered by replacing the subpopulations by small networks themselves. To
overcome the strong finite size effects that we encountered in our simulations, one alter-
native approach is to consider a finite size effective medium instead of an infinite one,
as we did here for simplicity. Finally, when it is possible to deal with correlated links,
more realistic models than a regular lattice can be included such as very heterogeneous
topologies observed in real human-mobility networks [21].
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us, but I have a definite feeling it
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The forecast and control of emergent diseases spreading at the global scale has be-come particularly important in recent years because of the exponential growth in
both the structure and velocity of transportation means. In this Chapter, we introduce
a network-based measure that generalizes the concept of geodesic distance (2.2) and
that provides fundamental insights into the dynamics of disease transmission as well as
an efficient numerical estimation of the infection arrival time. We compare this effective
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distance (ED) with the numerical estimate of the arrival times using the metapopulation
model, see Section 2.3.4. A series of papers have already been devoted to this problem
[43, 120, 121, 46]. However, most of them are based on the assumption that a single
dominant path, associated to maximal traffic probability, is sufficient to estimate accu-
rately the arrival time of a diffusive process. While this is partially true in some specific
cases, when a single path between each pair fo nodes is available, in the general scenario
this assumption can give bad estimates for the arrival time. Effective distances in the
dominant-path approach can be defined, for both directed and undirected networks, as
the geodesic graph distance (2.2) of a weighted graph with edge weights given by the
first moment of a distribution known from extreme events statistics [131], which depends
only on the network topology and on the transmission and recovery rates. This approach
has the disadvantage that it can significantly overestimate the numerical infection ar-
rival time [120, 82]. In addition, in situations where multiple equiprobable paths exist
between node pairs, as in regular lattices, this approach breaks down. A more realistic
scenario takes into account all possible propagation routes [121] yielding a multiple-path
ED, which is supposedly the best possible estimate of infection arrival times. Unfortu-
nately, the computation becomes infeasible as the number of paths between two nodes
grows exponentially with the size of the network. The lack of a practical computational
approach leads back to considering only the dominant path. We introduce a random-walk
approach that generalizes the multiple-path ED and that can be used as a computation-
ally feasible alternative with a clear interpretation, paving the way for future studies on
information transfer in complex networks.
The Chapter is organized as follows. In Section 4.1 we describe the metapopula-
tion model on the global mobility network of air-traffic. This particular dataset, as
provided by the Official Airline Guide [1], is used to simulate real-world scenarios of
global pandemics with different infection seeds. Effective distances in the dominant-
path, multiple-path and random-walk approaches are derived in Section 4.2. We first
define the dominant-path effective distance by considering node-independent exit rates
and then generalize the multiple-path approach to random walks. Finally, in in Sec-
tion 4.3 we perform numerical experiments of epidemic spreading in the global mobility
network, the air-traffic network in the United States and three additional artificial net-
works. The results presented in this Chapter are discussed in [148].
4.1. The global mobility network
As a proxy for global pandemics we perform numerical experiments with the metapopu-
lation model using the global mobility network (GMN). The GMN is constructed from a
dataset provided by Official Airline Guide [1]. The dataset includes a total of N = 3865
airports and the number of seats on scheduled commercial flights between pairs of air-
ports over the three-year period 2004-2006, see Figure 4.1. Assuming that the number
68
4. The Hidden Geometry of Spreading Processes
Figure 4.1: The global mobility network (GMN) of air-traffic as provided from the Official Airline
Guide (OAG Ltd.) [1]. Each edge corresponds to a scheduled commercial flight over the three-year
period 2004-2006, with gradient scaling from dark to light-blue according to the available number of
seats.
of seats on scheduled commercial flights is on average proportional to the number of
passengers traveling, the data can be represented as a weighted network with adjacency
matrix Wij giving the total traffic per day between airport i and Airport j. To each
airport j (a node in the metapopulation) is associated a subpopulation of size Nj so
that Wij = QijNi, where Qij is the transition rate from i to j. Although the network
is directed, the degree of asymmetry in the weighted adjacency matrix Wij is extremely
small. This particular feature is well confirmed also in similar empirical datasets of air-
traffic at the global scale [22, 46]. We estimate quantitatively the degree of asymmetry
by looking at both the topological and weights asymmetry. The former is quantified by
the average number of non-zero elements ε in the corresponding unweighted adjacency
matrix Aij = χ(Wij), where χ is the step function equal to one for positive arguments
and vanishing otherwise. Instead the weight asymmetry εw is defined as the normalized
net difference between travel fluxes in each route and the corresponding reversed travel.
We find ε = 2 · 10−3 and εw = 3.1 · 10−9. Thus, we redefine the a symmetric adjacency
matrix as Wij = (Wij + Wji)/2. Symmetrizing the weights also assures us that the
subpopulation sizes are conserved quantities, see (2.82).
In principle, the matrixWij is provided by traffic data and Ni by census data such that
the rates Qij , for i 6= j, can be computed inverting Wij = QijNi. However, although it
is straightforward to measure Wij , assessing the effective population is more subtle. The
number of individuals that effectively participate in the dispersal Ni is not necessarily
the same as the population data provided by census. As an alternative, see Section
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Figure 4.2: (a) Circular representation of the GMN with nodes color and size scaling according to
the corresponding strength si =
∑
jWij , from black to white. (b) Weights distribution P(W ) ∼
W−δ with scaling exponent δ = 3.60 ± 0.14. Inset: (unweighted) topological degree distribution
P(k) ∼ k−γ with scaling exponent γ = 1.79 ± 0.10. Scaling exponents are obtained using the
method described in [69].
2.3.4 we also assume that the exit rate qi =
∑
l 6=iQil is independent of the node i and
reformulate the diffusion contribution in terms of the transition matrix (2.88) and a
constant diffusion rate (2.87). The latter is given by the ratio α = W/N , between the
total flux (per unit time) W =
∑
ijWij and the total population N =
∑
iNi. In terms
of α we can remove the dependence on the subpopulation size Ni from the reaction-
diffusion equations and use (2.89). The symmetrized GMN consists of N = 3865 nodes
(airports) and E = 26691 undirected edges (routes), with very broad degree and weight
distributions, see Figure 4.2. For the network diameter and global clustering we find
D = 16 (connecting Stuart Island to Narsaq Kujalleq Heliport) and 〈C〉 = 0.26 ± 0.01,
respectively. A summary of the relevant statistical properties of the GMN, along with the
additional networks used in for the numerical analysis in Section 4.3, is given in Table 4.1.
4.2. Effective distances
The fundamental metric in networks is the geodesic distance, i.e. the shortest-path
length over all paths {Γij} connecting node i to node j. For weighted networks, where
the weights are positive numbers identifying the carrying capacity of a certain route,
each edge (k, l) ∈ Γij contributes to the total length with its reciprocal weight. This
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N E D 〈C〉 〈k〉 〈k2〉
GMN 3865 26691 16 0.26 13.81 1032.81
USA 500 2980 7 0.35 11.92 641.12
ER 500 2980 4 0.05 11.92 153.47
BA 500 2485 4 0.05 9.94 181.88
RL 500 1000 30 0 4 16
Table 4.1: Statistical properties of the networks used in the numerics: the global mobility network
(GMN) the air-traffic network of the United States of America (USA), its edge-randomized version
with boolean weights (ER), an unweighted Barabási-Albert network (BA) with m = 5 new edges per
timestep and an unweighted regular lattice (RL). The different quantities are: the number of nodes
N , the number of edges E, the diameter D, the global clustering 〈C〉, the first moment 〈k〉 and the
second moment 〈k2〉 of the degree distribution.








The reciprocal of the weights is used consistently with the fact that a higher flux of
passengers along an edge reduces the distance between the respective nodes.
Starting from the heuristic definition (4.1), it is possible to extend the notion of
distance by replacing the weights with an effective function of the weights f(Wkl) that
quantitatively reproduces the distance as measured by the arrival time of spreading
processes unfolding on a given network. A naive but effective ansatz was proposed in





where Pkl = Wkl/
∑
mWkm is the transition probability to navigate the graph via random
walks. The choice for the logarithm is motivated by the authors simply by requiring the
additivity of the distances (4.2), consistently with multiplying the corresponding prob-
abilities. Although this ED is able to reproduce accurately the infection arrival time
in the GMN, its interpretation remains quite obscure. Indeed, several questions are in
order on the specific form (4.2). Besides serving the function of multiplying the probabil-
ities when distances are added, there is not a transparent explanation for the logarithm.
Furthermore the choice for the constant term equal to unity in its definition is quite
arbitrary and it is not clear a priori why such expression would correctly quantify the
arrival times of reaction-diffusion processes in arbitrary networks. Finally, the defini-
tion (4.2) suffers from the great limitation of considering a single (probability-dominant)
path, neglecting all other routes for information transfer.
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4.2.1. Dominant path
An alternative and refined approach to derive analytically using a detailed kinetic de-
scription of the spreading process is outlined in the following. Interestingly, (4.2) can
be obtained as a special case of a more general quantity. To show this we extend
and generalize the Markovian description presented in [121] and define the ED using
a dominant-path approach, by requiring the maximization of the travel probability be-
tween adjacent subpopulations. With respect to the derivation given in [121], we will
take a step further and assume that the exit rate of each node is independent on that
location to obtain an expression with the same form of (4.2), but with an additional
tunable constant that depends on the model parameters.
Let us first consider the simpler metapopulation model with SI reaction and only two
subpopulations i and j, with initial condition Ii(0) = 1. In a Markovian description at
every time step ∆t, each of the Ii infected individuals in subpopulation i has a probability
p = Qij∆t, to jump to subpopulation j, where Qij = Wij/Ni are the transition rates and
Wij the flux of passengers per time step in the (directed) edge (i, j). The probability
that the first infected arrives from i to j after n time steps nj = n∆t, the infection
arrival time to j, is given by [121]






In this equation (1 − p)Ii(n∆t) is the probability that no infected individual in i moves
to j at exactly time n∆t and in the product all the probabilities of not jumping at all
times before n∆t are multiplied. In the limiting case of low mobility p  1, we can




≈ pk. Then (4.3) can be rewritten as
















yields the probability density function for the first arrival of the infection at time t = n∆t








Finally, assuming the early stage of the epidemic where the linearization of (2.67) gives
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(2.72) for µ = 0, using the initial condition Ii(0) = 1 yields





























where a and b are the scale and location parameter respectively.












where γe ≈ 0.577 is the Euler-Mascheroni constant and the average 〈. . .〉i is taken over
the arrival times of infected individuals with initial condition I(ti) = 1. This can be
rewritten, assuming as in Section 2.3.4 that the exit rates qi =
∑
l 6=iQil = α are node
independent, as
β 〈nj〉i = λ− lnPij , (4.10)
where λ = ln β/α− γe is constant and Pij is the transition matrix (2.88).
The previous derivation based on the Markovian assumption for the diffusion of agents,
can be immediately generalized to arbitrary metapopulation networks with permanent
immunization described by the SIR reaction scheme with recovery rate µ. This yields
the dominant-path ED
DDPij (λ) = min{Γij}
∑
(k,l)∈Γij
(λ− lnPkl) , (4.11)
where
λ = ln β − µ
α
− γe. (4.12)
From (4.11) we can recover the ansatz for the ED (4.2) simply by setting λ = 1. How-
ever, in the dominant-path ED (4.11), the definition of λ as a function of the epidemic
and mobility parameters gives the optimized edge weight that should contribute into the
1The Gumbel maximum distribution is obtained with the substitution (t, b)→ (−t,−b).
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minimization condition over all paths connecting source and target. On the computa-
tional side, one can obtain the full matrix DDPij using the Dijkstra algorithm [91] in a
time O(NE +N2 logN), where E and N are the graph size and order, respectively.
The most important limitation of (4.11) is that only the path that minimizes the topo-
logical length and at same time maximizes the associated probability is considered. It
turns out that because of this limitation, the effective infection arrival time DDPij (λ)/veff,
where veff ≈ β − µ is the linearized effective speed of the infection [46], is overestimated
with respect to the numerical arrival times obtained from direct simulations [82, 120].
4.2.2. Multiple paths
The correct approach is to consider the multiplicity of transmission routes. The frame-
work to include all possible paths of transmission was developed in [121]. In the following
we review and extend their derivation to obtain an expression for the ED that can easily
be generalized to random walks. For simplicity we start by considering only two dis-
tinct paths Γ and Γ′ connecting the same pair of nodes. The two-paths ED D2Pij , that

















is the ED, which is the mean of a Gumbel distribution, associated to a path Γij of
arbitrary length connecting node i to node j. Relation (4.13) can be easily generalized













The previous equation defines the multiple-path ED
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An analogous expression can be obtained by grouping all probabilities associated to
paths of same length into the quantity Fij(n) =
∑
|Γ|=n P (Γij). Then we can replace the
sum over all paths connecting i to j in (4.16) with a sum over the allowed path lengths
n = |Γ| ∈ [1, nmax], to get







where nmax is the maximum path length in the network. If instead of considering all
paths in (4.16) we select the single path Γ∗ij of length n(Γ∗ij) = |Γ∗ij | that is associated to
the dominant contribution, i.e. the path that maximize its associated probability and
minimizes the topological path length, we recover the dominant-path ED (4.11), i.e.
DDPij (λ) = DΓ
∗







Although the multiple-path ED gives the most accurate estimate of the infection arrival
time, as it counts the most probable route as well as all possible alternative transmission
routes, it is computationally not tractable. In fact since the total number of paths
between i and j can scale as O(N !), the measure DMPij becomes useless for large networks
[260]. A trade-off between performance and accuracy can be achived by restricting the
path search algorithm to a maximum path length or more elegantly, as we show in the
next Section, by relaxing the assumption of direct propagation.
4.2.3. Random walks
Both measures introduced in the previous sections DDPij and DMPij rely on the fact that
the epidemic will spread along paths, i.e. routes that do not ever cross. Here we follow
a different approach and introduce an ED that includes all possible random walks from
source to target. Relaxing the assumption of directed spread is equivalent to effectively
erasing the memory from the system at each time step. This is achieved by including in
(4.16) all walks {Ξ} that, contrary to the paths {Γ}, allow also crossing already visited
nodes. We define the random-walk effective distance (RWED) by generalizing (4.16) as





where P (Ξij) =
∏
(k,l)∈Ξij Pkl is the total probability associated to the walk Ξij of length
n(Ξij) = |Ξij |. We note that since {Ξ} is a bigger set than {Γ}, the following inequalities
hold
DRWij ≤ DMPij ≤ DDPij . (4.21)
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As we did in the previous section for paths with probability P (Γ), we can group the prob-
abilities associated to walks of the same length into the quantityHij(n) =
∑
|Ξ|=nHij(Ξij).
The latter is precisely the hitting time probability (2.47) that is also defined recursively
for i 6= j as Hij(n) =
∑
k 6=j PikHkj(n). Contrary to the multiple-path scenario, walks
are unbounded and so becomes the maximum length nmax in (4.18). Substituting, we
rewrite the RWED as






Remarkably, there is a immediate interpretation of the RWED in terms of the hitting-
times generating functions defined in Section 2.2.2. Indeed by definition
DRWij (λ) = − ln 〈e−λnij 〉 , (4.23)
where nij is the random-walk hitting time to node j [154] and the average is taken over
all random walks that start in i and terminate as soon as they hit node j. Comparing
with the definition of cumulant generating function (2.49) of the random-walk hitting








ij〉c = −Ψij(−λ), (4.24)
where 〈nk〉c are the hitting time cumulants. Hence one obtains the cumulants of the
random-walk hitting time by differentiating (4.22) with respect to λ. In particular the
mean-first-passage time (MFPT) from i to j is obtained as Mij = 〈nij〉c = ∂λD
RW
ij |λ=0.
To compute DRWij (λ) we can write Hij(n) in terms of powers of the sub-transition proba-
bility matrix P(j) obtained by removing the jth row and column, as for the computation
of the MFPT in Section 2.2.2. Assuming a positive λ, the expansion in a geometric
series converges2 and we obtain












Here, I(j) is the (N − 1) × (N − 1) sub-identity matrix and p(j) is the jth column of
P with jth component removed that takes into account the last step needed to reach
the target j. Using (4.25), the RWED can be computed in polynomial time O(N3.4)
using e.g. the Coppersmith-Winograd algorithm for matrix inversion [78], making the
2In order to have a converging expression (4.22), we must require λ > 0 and then the determinant
of the matrix e−λP(j) is always smaller than unity. By recalling the definition (4.12), the previous
condition imposes an additional constraint on the model parameters, i.e. β > µ+ αe−γe ≈ µ+ 2α.
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problem of parallel transmission routes feasible even for large networks.
To conclude the Section, we show how we can disentangle the dominant contribution
defined by DDPij in the RWED, by using a path-integral formulation [285] of ED. Indeed,
we can rewrite the RWED (4.20) as





where A(Ξ, λ) is interpreted as the Euclidean action defined as
A(Ξ, λ) = λn(Ξ)− lnP (Ξ). (4.27)
As previously, n(Ξ) is the length of the walk Ξ and P (Ξ) is the associated probability. In
this picture the RWED is the the free energy functional (changed in sign) of an Euclidean
field theory [212, 285]. The dominant-path ED is instead described by (4.19). Contrary
to (4.26), the dominant-path ED neglects contributions of paths other than the one that
maximizes the associated probability. Then, we can think of DDPij as an effective action3
DDPij = Aeff(Γ∗ij , λ) = λn(Γ∗ij)− lnP (Γ∗ij), (4.28)
where Γ∗ij is the (probability) dominant path of length n(Γ∗ij). Expanding the action
around the dominant contribution as




δΞ + . . . (4.29)
and plugging this into (4.26) we find










In the previous equation δΞ quantifies the deviation of the walk Ξ with respect to the
dominant path Γ∗. By comparing with the ansatz Deffij defined by (4.2), we can finally
identify
Deffij = Aeff(Γ∗ij , 1), (4.31)
where the effective action is defined by (4.28). The additional contributions in the RWED
with respect to the effective action, quantified by the logarithmic term on the right-
hand side of (4.30), account for the multiplicity of transmission routes. This logarithmic
term quantifies the net difference between the random-walk and the dominant-path
3Note that our definition differs from the standard effective action of quantum field theory used to
analyze the renormalizability of the theory [223].
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approaches. We expect this contributions to be negligible for network topologies that
are locally tree-like, where a single path connects any pair of nodes. For many real-
world networks this is the case since the degree distribution behaves as a power-law
and the navigation is dominated by the presence of large hubs [54]. However we expect
the dominant-path approach to completely break down when the multiplicity of paths
becomes relevant as in the case of random (Poissonian) networks and regular lattices
where a large number of paths are equally probable. In this case the difference |DRWij −
DDPij | will be non-negligible and the arrival time estimates will substantially decrease
when considering the random-walk approach.
4.3. Hitting times of global pandemics
For the numerical analysis we use the SIR metapopulation model defined by (2.89) for
χ = 0. We denote by Sj , Ij and Rj the number of individuals in subpopulation j
who are susceptible, infected, and removed, respectively. The normalized quantities are
ρXj = Xj/Nj , where X ∈ {S, I,R}, and Nj is the constant subpopulation size, see (2.82).
The key quantity we are interested in estimating is the infection arrival time, defined








where the subscript i implies that the process started in node i at time t = 0, and by
definition Tii = 0. We use Tij as the benchmark of infection arrival times in real-world
pandemic scenarios and compare it to the ED defined by (4.11) and (4.25).
Different definitions than (4.32) for the infection arrival time are obviously possible.
Indeed, a major drawback of the metapopulation model used defined by (2.89), is that it
is fully deterministic and it involves only the averaged diffusive coupling, while in reality
both epidemic spreading and travel of individuals are inherently stochastic processes.
Particularly, when the number of infected are small compared to the subpopulation size,
i.e. when ρIj (t)  1, fluctuations can play a dominant role. A phenomenological mod-
ification of the above dynamics is based on the inclusion of a local invasion threshold
η, assuming that a local epidemic can only take off when ρIj (t) exceeds that fixed small
fraction of the subpopulation. The main idea consists in redefining a node dependent
transmission rate as a threshold function β(ρIj (t)/η) with sigmoid shape, that triggers
smoothly the infection process if the infected exceeds a fixed small fraction of the sub-
population, i.e. if ρIj (t)/η > 1 for some η  1 [46]. The results presented in this Chapter
are robust when adopting this approach of “refined” reaction-diffusion that mimics the
presence of fluctuations.
A qualitative comparison between RWED and infection arrival time is shown in Fig-
ure 4.3. There we show four different time snapshots of a pandemic in the GMN with
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Figure 4.3: Left: Prevalence of a global pandemic with basic reproductive number R0 = 1.5 at
four different observation times, as obtained from numerical integration of (2.89) with χ = 0. The
infection seed is São Paulo Guarulhos International Airport. Right: Corresponding plot in the hidden
space of RWED, where the epidemic spreads as a highly correlated circular wave centered at the
infection seed.
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basic reproductive number R0 = 1.5 originated at São Paulo Guarulhos International
Airport. In the hidden space of ED the epidemic spreads as a simple circular wave cen-
tered at the seed of the process, while in the geographical space there is no clear pattern.
To validate quantitatively the goodness of the ED we use the Pearson correlation coeffi-









We then quantify the accuracy of ED measures normalized by the linearized infection
speed defined by τ−1 = (β−µ) in (2.72), with respect to the infection arrival time (4.32)
for a single infection seed (São Paulo Guarulhos International Airport).
In Figure 4.4, each scatter point corresponds to a target airport (subpopulation) j,
which is labeled infected. The high correlation with the infection arrival time found
in [46], using a dominant-path approach (light-blue) is improved when considering the
RWED (orange). The points on the dashed diagonal indicate a perfect agreement be-
tween the simulation and the ED. The correlation distribution considering all nodes in
the network as infection seed shows that not only the measure proposed here possesses
a higher averaged correlation but it is also more peaked around it, see Figure 4.5. In
the inset of the same Figure we also show the very poor performance of the geographical
distance.
In addition to the GMN, we perform numerical experiments on the air-traffic network
of the United States of America (USA) [74] and three unweighted networks: an ER
network obtained by randomly rewiring the edges of the USA dataset (with weights set
all equal to one), a synthetic BA network created withm = 5 new edges per time step and
a regular lattice (RL) with periodic boundary (i.e. a torus). The USA network includes
the 500 busiest commercial airports in the United States. An edge exists between two
airports if a flight was scheduled between them in 2002. The weights correspond to
the number of seats available on each scheduled flight. A summary of the relevant
statistical properties of the additional networks is given in Table 4.1. In Figure 4.6 (a)
the comparison between the dominant-path and random-walk approach for the USA
network shows that the results obtained for the GMN are robust at the country level
for a single (random) seed of the infection. The correlation coefficients are (rDP, rRW) =
(0.99, 1.00). The overall performance with respect to the GMN is actually improved
when considering all possible seeds of infection {i}, see Figure 4.6 (b) and Figure 4.5.
Analogously, we find (rDP, rRW) = (0.94, 1.00) when rewiring the edges of the USA
network and setting the weights to one, see Figure 4.7 (a). For the other two synthetic
networks, Figure 4.7 (b) and Figure 4.7 (c), we find a comparable performance between
the two approaches for both BA and RL network. The correlation coefficients in this
case are (rDP, rRW) = (0.93, 0.93) and (rDP, rRW) = (0.99, 1.00), respectively.
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Figure 4.4: Correlation of the infection arrival times Tij obtained from numerical integration of
(2.89) with the dominant-path ED (light-blue) and the RWED (orange). The points on the diagonal
(dashed solid line) correspond to perfect correlation. Here the infection seed i is São Paulo Guarulhos
International Airport and each point in the scatter plot corresponds to a target airport j in the GMN,
with size proportional to its strength sj . Parameters are respectively α = 0.028 d−1 (in unit of days),
β = 0.407 d−1 and µ = 0.271 d−1 for diffusion, transmission and recovery rates respectively. Using
(4.12) this results in λ ≈ 1 and a basic reproductive number of “influenza-like” diseases R0 = 1.5.
The Pearson correlation coefficients are rDP = 0.96 and rRW = 0.99, respectively.























Figure 4.5: Distribution of the Pearson coefficients for all seeds {i} and target nodes {j} in the
GMN between arrival time and ED in the dominant-path (DP) and random-walk (RW) approach.
Parameters as in Figure 4.4. Inset: correlation between arrival time and geographical distance (GE).
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Figure 4.6: Results for the USA airport network [74]: (a) Correlation between ED (horizontal axis)
using the dominant-path (light-blue) and random-walk (orange) approaches, with the infection arrival
time (vertical axis). (b) Distribution of the Pearson coefficients for all seeds {i} and target nodes
{j} in the GMN between arrival time and ED in the dominant-path (DP) and random-walk (RW)
approach. Parameters as in Figure 4.4. Inset: correlation between arrival time and geographical
distance (GE).



































Figure 4.7: Results for the artificially constructed networks described in Table 4.1: ER (a), BA
(b) and RL (c). Correlation with the infection arrival time (vertical axis) of (horizontal axis) the
dominant-path ED (light-blue) and RWED (orange). Parameters as in Figure 4.4. In (d), (e) and (f)
the corresponding network visualizations.
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In this Chapter, we have defined the generalization of network effective distances by re-
laxing the assumption of simple-path propagation of spreading processes. The proposed
RWED includes the previously defined dominant-path measure as a particular case.
The almost perfect correlation found with the infection arrival time can be explained
as follows. The contribution of looped trajectories in the propagation of information
is practically all discarded because of the decreasing exponential in the walk length in
(4.20). The latter damps all contributions of very long walks, and in particular allows us
to neglect the contributions of infinite loops. In scenarios where multiple parallel paths
are important, for instance in ER graphs or RL, the assumption of a single dominant
path breaks down and the measure proposed here can be used as an efficient alternative.
The predictive power of the RWED can be used for containment strategies and estima-
tion of arrival times for real global pandemics from the underlying networks topology.
The method can in fact be generally applied to any weighted and directed network be-
sides transportation networks, e.g. social networks. It remain intriguing to test if this is
the case also for rumor spreading dynamics. For unweighted locally tree-like networks
both the dominant-path ED and RWED yield maximum correlation with the simulated
arrival time, as the dominant path tends to dominate.
From a theoretical point of view our results show that the average infection arrival
time in a metapopulation model can be quantified by the cumulant generating function
of the random-walk hitting time. In fact, the generating function approach can also be
used to formally derive ED from the first moment of a Gumbel distribution [120]. The
connection with the cumulant generating function allows us for an interpretation within
statistical physics. In particular, this would explain how the different approaches are
connected in terms of the entropy associated to paths of fixed length [161, 30], see also
Chapter 6. In summary, the RWED serves as a bridge between network-driven spreading
processes and a generic diffusion process. Further developments and extensions include
the generalization to temporal networks by considering a set of transition matrices [174].
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“I believe that whatever we do or
live for has its causality; it is
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In online social platforms, users share content and can transmit news and informationsto their contacts. Individuals form their opinion and make decisions influenced
by their contacts in these social networks. Contrary to networks considered in the
previous Chapters, many social networks, e.g. Twitter, are inherently directed and the
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symmetrization of the adjacency matrix is not viable. This has profound consequences
for dynamical processes and flow of information in such systems as many paths between
nodes do not exist in both directions.
In the last years, on-line social media have reached a fundamental role in the political
discussion as they allow to easily spread a slogan or a political campaign in a large popu-
lation of users. Every time we access a piece of information, share a content or comment
on a news we leave a permanent digital trace, which can be used to infer our opinion
regarding one particular event or topic [77, 76, 67]. Among the variety of social media
services, the micro-blogging platform Twitter is probably the most commonly used for
political debate and by political leaders. This platform had a relatively recent diffusion
in Italy, where it is used by nearly the 10% of the Italian adult population and where
the former prime minister Matteo Renzi was the first Italian politician to substantially
found his public communication on tweets (the 140 characters-long messages published
on Twitter). Also, Twitter stream of data is still available to the public through its
application programming interface (API), making it the best candidate to study and
describe the online political debates in a country.
In fact, previous works (mostly focused on the U.S.) found that the political discussion
on Twitter can be a good proxy for the overall opinion of the population, and that Twitter
data can therefore be used to infer the effects of a political event or to accurately predict
the outcome of a vote [42]. Moreover, several studies have highlighted the non-trivial
dynamics of the opinions on Twitter and within political blogs, showing that politically
active web users tend to aggregate in homogeneous communities, divided by political
ideas, and avoiding discussion with the counterpart [264, 265, 76, 77].
In this Chapter, we analyze the political debate on Twitter regarding the Italian
Referendum Costituzionale (constitutional referendum) held on December the fourth,
2016. To this end, we firstly collected vote-related tweets during the intense political
discussion that took place on social media during the three months before the vote. We
then analyzed these tweets employing machine learning and network theory techniques.
To the best of our knowledge, we are the first to apply sentiment-analysis to the political
discussion on Twitter in the Italian scenario. Additionally, we explore the possibility to
use Twitter data as a reliable opinion poll and we assess their predictive power of the
final outcome of the vote. We found the Italian political discussion to be no different
from the more studied U.S. case: strongly polarized communities act as echo-chambers
and internally speak via retweets. On the other hand, the inter-community discussion
is mainly based on mentions used to report and criticize adversaries’ quotes. We also
found that the temporal network structure generated by such contacts, see Section 2.1.1,
does react to major events happened during the political campaign. Examples include
debates between the two major parties leaders held on TV and political or juridical
events connected to the referendum.
The Chapter is structured as follows. We first describe in Section 5.1 the procedure
adopted to retrieve the tweets and the development of the classifier used to predict the
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leaning of each tweet in the dataset. From this vantage point, we define a procedure to
assign a dynamical opinion to a given user in Section 5.2. These dynamical opinions are
then used to characterize the temporal network of contacts. We further leverage on the
reconstructed users opinion and compare our recreated opinion trend to the empirical
signal given by a large set of official polls, finding a very good agreement between the two.
Finally, by comparing the correlation of standard centrality measures (see Section 2.1.2)
with the ability of an user to spread a rumor to other users, in Section 5.3 we identify
the most influential spreaders in the online political debate. The results presented in
this Chapter are discussed in [35].
5.1. The political discussion network
5.1.1. Data collection and tweets classification
Starting from the midnight of the 30th of August 2016 we collected all the tweets in
Italian containing one or more of the following strings: renzi, iovotono, iovotosi, refer-
endum, referendumcostituzionale, bastaunsi, #NO, #SI, riformacostituzionale, m5s, pd,
costituzione. Some of these strings are the keywords of the political campaign for the
two main opposite formations (iovotono, iovotosi, bastaunsi, #NO, #SI ) or the name
of the two main political parties (m5s, pd), while others may be linked to the political
debate on the referendum. To filter out tweets written in languages other than Italian
we relied on the automatic twitter language detection.
The collected tweets incorporate information on the author, the time of creation,
the location (if available), the text content, the mentions (i.e., users cited in the text by
inserting @username), the links and urls inserted, the hashtags, and the tweet kind. The
latter specifies if the tweet is an original tweet (i.e. a new content generated by the user)
or a retweet, meaning that the user reposted on its account a tweet previously generated
by another user. A retweet contains a unique identifier of the original tweet being
reposted, its original text and author. We did not reconstruct the follower network of
the users (i.e., the network where two users are connected if one of the two is following the
other) as we only use the single retweets/mentions as a proxy for the social interactions
between individuals. Data were recorded until the midnight of December the 4th 2016,
with the exception of three days due to technical reasons, right after the end of the
consultation and the publication of the first exit polls. The resulting data set consists in
6 894 389 tweets, authored by a total ofN = 266 437 users, see Figure 5.1 for the locations
of a representative sample. Note that we did not filtered for accounts possibly associated
to bots, i.e. accounts not run by humans but programmed to automatically post and
share information. These are known to be part of the traffic volume [231, 105, 252], but
here we assume that their net effect on the contact network is negligible.
Given the political event under investigation, tweets need to be classified as belonging
to one of four following classes: irrelevant, pro-no, neutral, and pro-yes. Following [240],
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Figure 5.1: The locations (in red) of the
collected tweets during the period starting
from the midnight of the 30th of August
2016 and ending on midnight of election
day (December the 4th 2016), right after
the end of the consultation and the publi-
cation of the first exit polls. Each red dot
corresponds to a fraction of users activity
at any point in the observation time. The
data shown here is a representative sam-
ple (3764 tweets) of the total collected
tweets corresponding to users that actu-
ally had the Global Positioning System ac-
tivated during the time when the tweet
was generated.
we rely on supervised machine learning techniques to classify the tweets, for which we
first needed an annotated data set to train a classifier. Manual classification was made
by developing a simple web interface, shown in Figure 5.2 (a), that prompts the user to
classify each tweet into one of the four given categories. The information displayed to
the user are: the text of the tweet, the contained hashtags, the author name, and all the
urls included in the tweet.
Because of the sometimes ambiguous inclination of a tweet and the subjective percep-
tion of a tweet being more prone to the pro-yes or pro-no classes, we strengthened the
manual classification of tweets by considering a tweet to be classified when (i) it received
at least 3 votes and (ii) at least two thirds of them are in agreement. At the end of
this procedure we ended up with a fairly balanced training set: out of the 1150 labeled
tweets, 306 have been voted as irrelevant, 375 pro-no, 203 as neutral and the remaining
266 as pro-yes.
5.1.2. Sentiment analysis
While previous works on the Italian political scenario limited their attention to the
volume of tweets containing fixed hashtags as a proxy for the overall volume of political
affiliation [98, 55], we apply for the first time sentiment-analysis to Twitter data of the
Italian political discussion. Although the former approach is certainly pioneering, it
has several counter-effects. For example, a pro-yes tweet containing the official pro-no
hashtag would straightforwardly increase the pro-no volume. Our method, detailed in
the following, overcomes such difficulties.
The features of our model are the low-case words extracted from the text of the
tweets where we removed punctuation and we substituted all the posted urls with their
principal domain name (e.g., a link pointing to http://www.newspaper.it/politics/
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Figure 5.2: (a) The web interface presented to the human voter containing the unique identifier
of the tweet in the database, the author’s nickname and the text of the tweet. If the tweet already
features a preliminary classification, this is shown above the four buttons to classify the current tweet.
Once the user inputs its preference, the system automatically presents a new tweet to be categorized.
(b) The confusion matrix with percentage values for the random forest model with 21 estimators
using the top 200 words and hashtags as features.
news_about_referendum is replaced by newspaper.it). Smileys are left as UTF-8
characters and we leave hashtags as separate entities, i.e. we do not treat them as simple
words. This last choice can be justified a posteriori by observing that the classifiers
accuracy drops significantly when projecting hashtags to words by removing their leading
pond #. We further process the features by stemming (using the WordNetLemmatizer
from the nltk module of Python [37]) and removing the Italian stop-words from the
corpus (using the stopwords collection from nltk.corpus). The resulting dictionary is
composed by 535 different hashtags and 3773 words.
The manually annotated data set is used to train and validate three different classifiers:
logistic regression, naive Bayes, and random forest [240, 2]. Results are then compared to
choose the best-performing model. The performances of each model are evaluated using
a 4-fold cross validation scheme: a fourth of the labeled tweets is randomly selected for
validation and the remaining three fourths for training, and the procedure is repeated
four times. The accuracy of a model is defined as the 4-fold average of the percentage of
tweets in the validation set whose automatic classification correctly matches the manual
one. The three classifiers give relatively similar performances: 80% accuracy for the
random forest model, 82% accuracy for logistic regression and 79% accuracy for the
naive Bayes classifier.
To gain better performances we further improved the random forest classifier by lever-
aging on the weights of the fitted model that naturally measure the importance of each
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word. The procedure is implemented as follows:
(i) we trained a random forest classifier using the 3773 words in our dictionary (hash-
tags excluded) as features. The model fitted in this way has relatively low predic-
tive power, with accuracy ∼ 50%;
(ii) we selected the top 200 words ranked by feature importance (the top 10 most
predictive words are referendum, renzi, no, sì, riforma, m5s, salvini, paese, grillo);
(iii) finally, we trained a random forest model using all the hashtags and the top 200
words as features, obtaining 86% accuracy using 21 estimators and an impurity
split equal to 3.1 · 10−6.
The confusion matrix of the model on the annotated dataset is shown in Figure 5.2
(b). The model was finally used to classify all the remaining tweets, resulting in ≈ 2.6M
irrelevant, ≈ 1.7M pro-no, ≈ 1.1M neutral and ≈ 0.5M pro-yes tweets.
5.2. Opinion dynamics
5.2.1. User dynamical opinion
In this section, we show and discuss the procedure used to define the opinion of each
user in each day of the data collection, based on the users’ classified tweets. We denote
by i ∈ {1, . . . , N} the index identifying a given user, by T = 97 the length of the data
set expressed in days, and by t ∈ {1, . . . , T} a given day (t = 1 corresponds to August
31st and t = 97 to December the 4th, the date of the referendum). Then, we denote by
NYi (t) the number of pro-yes tweets posted at time t by author i, and NNi (t) analogously
for the pro-no tweets. Note that tweets classified as irrelevant are considered equivalent
to those classified as neutral in what follows.




+1 if NYi (t) > NNi (t)
0 if NYi (t) = NNi (t)
−1 if NYi (t) < NNi (t)
(5.1)
Note that this choice also implies that if user i either posts only neutral/irrelevant tweets
or does not tweet at all, then its daily activity is assumed to be neutral.
The daily activity defined in (5.1) is not suitable to represent a user’s opinion, because
it only captures what the user tweeted on a given day. Indeed, it is reasonable to assume
that a person maintains her/his opinion even though she/he does not declare it on
Twitter every single day. For such a reason, we define an opinion function that maps
the daily activity of user i to oi(t), the actual opinion of user i at time t. To include a
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memory effect, the opinion of user i is the projected weighted sum of its daily activity








where the projection function P is discussed below and the w(s, t) are exponentially
decaying weights given by




Here, the characteristic time scale τ gives an approximation of the typical number of
days before time t that are taken into account when determining the opinion of the user.
The intuition behind (5.3) is that the more recent a tweet is, the more it affects the
opinion value of the user.
The function P projects the argument within the parenthesis in (5.2) onto the dis-
crete opinion set {−1, 0,+1}. A natural choice for such projection is therefore the sign
function. However, an undesirable drawback of setting P(x) = sign(x) is that even a
mildly polarized user who tweeted in favor of, say, the yes vote on the very first day
and then always posted neutral tweets for the following three months, would maintain
a +1 opinion forever. Indeed, even though weights w(0, t) rapidly approach zero as t
becomes large, a sign function would still project the resulting small (but positive) sum
on a pro-yes opinion. Then, we consider the projection to be a sign-like function with a
ε-widened preimage of zero, i.e.
Pε(x) =

+1 if x ∈ [ε, 1]
0 if x ∈ (−ε, ε)
−1 if x ∈ [−1, ε]
(5.4)
Overall, two parameters are involved in the definition of the users opinion (5.2): the
decaying time of the weights τ and the widening parameter of the projection function
ε. Since we set the parameter τ to be the typical number of days that a user retains its
opinion, we infer it from the data as follows. We fix τ to be the average number of days
between two coherent tweets authored by the same user which are not separated by a
differently classified tweet. Considering that on average users tweet coherently every 5
days and 7 hours (without showing any different daily activity in between), we deduce
that the personal opinion is preserved for τ = 5.29 days on average. On the other
hand, the role of the parameter ε is less self-evident. We recall that such parameter is
introduced to allow users to return on a neutral position after a period of inactivity,
but it actually has a more complex effect on the time evolution of the users opinion
oi(t) under several aspects. We first observe that ε also has an effect on the memory of
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users’ past tweets. To choose a proper value of ε, we tested the outcome of the global
process considering different values of ε in the interval [0, 0.1]. First, we consider the
percentage of users that forever maintain a polarized opinion after they assume one,
who we name stubborn users. We found that the effect of increasing the parameter ε is,
on the one hand, to reduce the users’ stubbornness (the tendency to maintain a given
opinion once it is assumed). On the other hand, a larger value of ε results in a smaller
number of abrupt jumps between Yes and No, at the cost of larger opinion variability.
However, we still lack a quantitative method to asses the value of ε that produces a good
trade-off between users’ stubbornness and opinion volatility. Indeed, since stubbornness
and opinion retention are related, smaller values of ε result in longer users’ memory. In
order to quantify such memory length, we considered the mean and the mode of the
number of days an opinion is preserved once it is assumed. Such statistics are computed
solely considering those users that acquired an opinion only once in the dataset, and
then lost it. We not consider users that assume and lose an opinion multiple times in
order to focus on the effect of small clusters of Tweets which are frequent enough not to
let the opinion to vanish. Also, the requirement that the opinion has to be abandoned
eventually rules out users that are ideologically polarized and would significantly extend
the memory length statistics. We found that only for 0.07 < ε < 0.08 the memory
length is reasonably close to the chosen value of τ = 5.29 days defined above. Hence, we
analyzed the opinion dynamics of some users who only tweeted sporadically in favor of
either Yes or No, and such analysis corroborated the choice of ε∗ = 0.075. As a synthetic
description of the opinion resulting from the choice of τ = 5.29 days and ε = 0.075, we







exhibits an evident skewness towards negative values (i.e. towards pro-no opinions).
Motivated from the previous discussion we set ε = 0.075.
To illustrate the resulting opinion time course, we plotted the daily activity histograms
of a few users and the resulting opinion time course in Figure 5.3. Here the y-axis
represents the time spanning from t = 1 (31st August 2016) to t = 97 (the date of the
referendum), whereas the z-axis counts the number of tweets authored by the user on a
specific day. Such histograms are subdivided according to how the tweets were classified.
In fact, the x-axis contains the possible tweets classifications: −1 for a tweet supporting
No (in red), 0 for a neutral or irrelevant tweet (gray), and +1 for a tweet supporting Yes
(blue). Figure 5.3 (a) shows the histogram for the daily activity of the official pro-yes
committee’s account @bastaunsi (twitter id 733695386846662657), whereas Figure 5.3
(b) represents one of the official pro-no committees’ account @comitatono (twitter id
696674734969397248). The line lying on the right side of the xy-plane shows the resulting
user’s opinion time course, where blue stays for a pro-yes opinion, gray for a neutral
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Figure 5.3: Histogram of the number
of tweets authored by different users,
subdivided in number of tweets clas-
sified as pro-no (−1, red), neutral or
irrelevant (0, gray), and pro-yes (+1,
blue). The colored line on the right
of each panel shows the resulting opin-
ion of the user as defined in (5.2) with
τ = 5.29 days and ε = 0.075. Panel
(a) refers to the official pro-yes commit-
tee’s account (@bastaunsi), panel (b) to
the official pro-no committee’s account
(@comitatono), and panel (c) to user
@cechidiceno27 that exhibits an opin-
ion switch from a temporary pro-yes to









































































opinion, and red for a pro-no opinion. For both accounts we can observe a continuous
twitting activity supporting the relative pole. As expected, such a sustained activity
results in an opinion which is neutral at the beginning (neither of the accounts twitted
on August 31st) but it changes for good once the first polarized tweet is posted. It is
interesting to remark that the account @bastaunsi produced a much larger number of
tweets than @comitatono, with a maximum of over one hundred tweets per days for the
official pro-yes account versus a maximum of four tweets per day for the official pro-no
account. Moreover note that, although the machine-learning algorithm classified some
of @bastaunsi tweets as pro-no (note the red bars on the left of Figure 5.3 (a), the large
mole of pro-yes tweets allows to overlook what is likely to be a misclassification of the
machine-learning algorithm. Finally, Figure 5.3 (c) shows the daily activity histograms
for account @cechidiceno27 (twitter id 780796377148162048). We observe that such user
only started posting at t = 40 (9th October 2016) with a pro-yes tweet, which resulted in
a pro-yes opinion that lasted three days. Then, because of the repeated pro-no activity,
its opinion returns to be neutral for a couple of days, just to settle definitively on a −1
opinion at t = 45.
Now that we defined the procedure to evaluate the opinion of each user at a given time
we can investigate how the topology of the network of contacts among Twitter users is
shaped by the leaning of the users themselves.
5.2.2. Comparison with official polls
Starting from our dataset of annotated tweets we build two different temporal networks:
the retweet network (RN) and the mention network (MN). For the RN we assign a
directed edge j → i when user i retweets user j. Contrary for the MN we assign
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a directed edge i → j when i mentions j in a tweet. The two conventions on the
edge direction are adopted so as to reproduce in the synthetic system the information
flow found in the empirical social network. The topology of these networks reflects the
structure of the political debate within Twitter. In the following we first detect the
communities present in the system aiming at the analysis of their political polarization
and investigate how the users’ political opinion is distributed within them. Finally, we
characterize the preferred mean of communication between communities with diverse
average opinion.
In order to gain further understanding of the political structure of the networks we
implemented a community detection algorithm, applying the Louvain method [39]. The
Louvain algorithm is a greedy optimization method that finds the optimal division of a
network into communities by iterative optimization of the network modularity, a measure
of the density of edges between nodes within a community with respect to the density
of edges outside that community. The method returns a set of subgraphs more densely
connected to one another than to other nodes, along with a hierarchy of communities at
different scales. Studying the size of the detected communities with respect to the average
opinion inside the community gives an insight on the network political composition. We
measure the average opinion 〈OC〉 inside a community C as the mean value of the opinion
oi(t) among the users belonging to the C community and over the full observation period.
Thus, the community average 〈OC〉 is obtained by averaging (5.5) over the set of nodes







where |C| is the number of nodes in community C. The result of such analysis is shown
in Figure 5.4 (a). In the RN the larger communities are those with a strongly polarized
average opinion, whereas we find the communities in the MN to have a weaker opinion
polarization (the larger MN communities feature 〈OC〉 ≈ 0). Interestingly, we find the
opinion polarization to be stronger for the pro-no communities of the RN, as can be seen
by comparing the relative shift with respect to zero average opinion of the two violet
peaks in Figure 5.4 (a). These communities are generally larger and more polarized (i.e.
with more negative opinion) with respect to the ones supporting the pro-yes faction.
Moreover, we observe also in the MN case a slight shift of the communities opinion toward
the negative pole. This shift is reasonably due to the overall predominance of the pro-no
side which were against the governing party (which was, on the contrary, promoting
the pro-yes side), as can be seen in the distribution of the users time-averaged opinion
shown in Figure 5.4 (b). A visual representation of the SCGC for the mention aggregate
(time-averaged) network with each user average opinion (5.5) is shown in Figure 5.5.
Next, we compare the daily temporal evolution of the average opinion obtained from
the Twitter dataset using the sentiment analysis described in the previous Section and
the opinion trend obtained through the official polls. The sources considered compre-
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Figure 5.4: (a) The size of connected communities plotted as a function of the average opinion
〈OC〉 of users belonging to community C, for MN (orange) and RN (violet). In both cases, we
show the 95th percentile of the community size distribution found for communities with a given
average opinion. (b) Kernel density estimation of the users time-averaged opinion in the SCGC of
MN (orange) and RN (violet).
hend several sets of official polls. These polls are carried out by different statistical
research institutes and commissioned by different customers such as: the official website
of the political and electoral polls of the Italian Government, popular Italian newspapers
such as La Stampa, Il Corriere della Sera, and Il Sole 24 ore, and private monitoring
companies. The sample size of the surveys is heterogeneous but always statistically sig-
nificant, from a minimum of 400 to a maximum of 4000 individuals (about 1100 people
interviewed on average). In addition, the time span of the official polls we considered
goes from the 31th of August (the day we started collecting the data) to the 17th of
November 2016, the day before the pre-election silence started. This is because the Ital-
ian law forces the official polls to stop two weeks before the vote. On the other hand,
the Twitter data were recorded until the midnight of the 4th of December.
In our analysis, we compare the daily average opinion 〈o(t)〉 = N−1
∑N
i=1 oi(t) with the
official polls opinion, defined as the difference between the proportion of pro-yes and pro-
no voters in each poll. In both the Twitter opinion and the official polls we considered
also the undecided users. Moreover, while the average opinion 〈o(t)〉 measured from the
tweets has a daily temporal resolution (as we project the daily user activity), the official
polls do not have a regular frequency as they were generally published every couple of
days.
In Figure 5.6 we show the qualitative comparison, at the maximum temporal reso-
lution, between 〈o(t)〉 and the opinion reported by the official polls. In this plot, zero
represent the perfect equilibrium between the pro-yes and pro-no voters and a positive
or negative value of the average opinion represent respectively a majority of pro-yes or
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Figure 5.5: Circular visualization of
the SCGC aggregated MN. The time-
averaged opinion oi of each user is repre-
sented with color codes as blue (pro-yes)
if oi > 0 and red (pro-no) if ōi < 0, and
analogously for the edges. The node’s
ordering is given by the stochastic block
model [221]. A pattern of segregation be-
tween local pro-yes and pro-no communi-
ties is clearly visible while the overall ex-
change in links between opposite political
opinions is very low, confirming the high
level of segregation found for the commu-
nity average opinion 〈OC〉 in Figure 5.4.
pro-no voters. We observe that, during the first sampling period from August 31th to
September 20th, the average opinion obtained through the official polls fluctuates around
zero, reaching a maximum of 0.09 when the major of Rome, who endorsed the No, was
involved in legal issues (red bar in Figure 5.6). On the other hand, the average opinion
obtained through Twitter data starts near zero and then fundamentally decreases to-
ward negative values. After the 20th of September, when the Italian government fixed
the official voting day, the behavior of the official polls starts to be more stable and
prone to a pro-no vote. On the 5th of October, when the regional administrative court
(tribunale amministrativo regionale, TAR) of region Lazio rejected a petition which had
requested a partial invalidation of the referendum, the trend changes in both cases to-
wards a more pro-yes political orientation. Subsequently, the two opinions approach
more negative values until the 17th of November, when the official polls opinion is equal
to −0.07(±0.03) while 〈o(t)〉 = −0.13. To compare the different trends in a quantitative
way, we further re-sampled the two time series averaging them with a weekly timescale.
The Pearson coefficient (4.33) between the two time series is r = 0.888 with a p-value
equal to p = 10−4, showing a high degree of correlation between the two time series.
Moreover, we find our latest reconstructed opinion value (〈o(t)〉 = −0.15) to outperform
the official polls in predicting the final referendum result. Indeed, given that 65.47% of
the eligible population voted and 40.88% of this percentage voted Yes and the remaining
59.12% voted No, the average opinion on the vote outcome is −0.12.
5.3. Rumor spreading
After the analysis of the networks topology, it is worth considering how the edges ar-
rangement and their activation patterns shape the evolution of rumor spreading in both
MN and RN. Since in directed contact networks each node (user) can receive and spread
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Figure 5.6: The daily comparison between the variable 〈o(t)〉 (red) and the opinion obtained by
official polls (black). The error bars on the official polls data represents the statistical error range
given in each poll. The black dashed line represents the final result of the voting day −0.12. The
vertical bands represent some events that had a significant impact for the referendum debate: (red)
the mayor of Rome, who previously endorsed the No, is involved in legal issues; (green) the Italian
government fixes the referendum day; (black) the regional court of the region Lazio receives an
appeal to invalidate part of the Referendum question formulation; (purple) the public debate about
the referendum reaches the first pages of the main Italian newspapers; (pink) television debate with the
Italian prime minister; (cyan) an important national meeting, Leopolda, organized by the Government
party, is held in Florence.
a rumor only within the SCGC, we restrict our analysis to that subset only.
5.3.1. Causality of the temporal networks
Both MN and RN are temporal networks defined by an ordered set of (unweighted)
adjacency matrices {A(t)} with (t = 1, . . . , T ). A preliminary characterization of rumor
spreading is obtained by considering the aggregate representation. Here we consider the








In Table 5.1 we report some properties for the aggregated networks of the full and
SCGC MN and RN. The high value of the second moment of the out-degree distribution,
observed for both MN and RN, reflects the rapid increase of the topological fluctuations
in the network of interactions between Twitter users. This has important consequences
for epidemic processes unfolding on such networks [215] and we expect it to play a major
role also for rumor spreading.
The temporal feature of the empirical dataset presents many challenges, first and
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N E D 〈C〉 〈kout〉 〈(kout)2〉
MN 80030 643019 ∞ 0.22 8.03 794.17
MN SCGC 15294 367641 6 0.34 24.04 2999.35
RN 179680 1582288 ∞ 0.11 8.81 10771.41
RN SCGC 27437 956101 7 0.28 34.85 24074.57
Table 5.1: Statistical properties of the full and SCGC time-aggregated MN and RN. The various
quantities are: the number of nodes N , the number of edges E, the diameter D and the global
clustering 〈C〉 computed from the corresponding undirected graphs, the first moment 〈kout〉 and the
second moment 〈(kout)2〉 of the out-degree distribution.
foremost, causality. To spread information from node j to node k at time t′ = t + ∆t,
the same information must have already reached node j from node i at a previous time
t < t′. Therefore the time aggregation of the temporal networks can include paths of
rumor propagation that are not present in the causally-ordered temporal sequence of
contacts.
To quantify the impact of causality, we compute the causal fidelity [174] c ∈ [0, 1] of the
SCGC. The latter is defined as the fraction of the number of paths in the time-aggregated




(I + A(t)) (5.8)
is the accessibility matrix of the temporal network obtained with the boolean product∧
(operator AND), while ρ(A) =
∑
ij Aij/N
2 is the density of matrix A, and anal-
ogously for ρ(A). The maximal causal fidelity c = 1 implies that the temporal and
static representations share the same path density. On the contrary, a low value of c
indicates that most of the paths in the static aggregate approximation do not follow
a causal sequence of edges and thus do not belong to the temporal network. We find
c = 0.973 and c = 0.979 for the MN and RN, respectively. These values suggest that
the temporal causality-driven effects in both SCGC networks are negligible. Thus, it
is reasonable to characterize the rumor dynamics only considering the time-aggregated
representations of the SCGC. In Figure 5.7 (a) and (b) we show (left axis) the probabil-
ity ρ(A(t)) − ρ(A(t−1)) to find a path of length t between two randomly chosen nodes,
and the corresponding density of the accessibility graph. In spite of the networks di-
rectness, the density of the accessibility graph (black line) shows that after only half of
the observation period (about 50 days) more than 80% of the network is causally con-
nected. Therefore, the aggregated network representations give a good approximation
of the temporal one. The shortest path length is broadly distributed for both the MN
and RN, while its most frequent value is in both cases attained at a nine-days long path.
This means that the typical spreading time scales are of the order of 10 days.
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Figure 5.7: Distribution of the shortest path duration (color) and the density ρ(A) of the accessibility
matrix (black) for (a) the SCGC of the MN (orange) and (b) the SCGC of the RN (violet). Causal
fidelity values are c = 0.973 and c = 0.979 for the MN and the RN, respectively.
5.3.2. Spreading dynamics
Models for rumor spreading can be formulated as variants of the SIR model for disease
epidemics, see Section 2.3.2, in which the recovery process does not occur spontaneously,
but rather is a consequence of interactions. The basic idea behind this modification is
that it is worth propagating a rumor as long as it is novel for the recipient. If the
spreader finds that the recipient already knows the rumor, he or she might lose interest
in spreading it any further. The formalization of this process is due to Daley and
Kendall [84]. Individuals can be in one of three possible states: ignorant (S, equivalent
to susceptible in SIR), spreader (I, equivalent to infected), and stifler (R, equivalent to
recovered). In a slightly distinct version, introduced by Maki and Thompson [185] when
a spreader contacts another agent and finds it in state I, only the former turns into a
stifler, the latter remaining unchanged. The possible events and the corresponding rates
are
S + I β−→ I + I (5.9)
R+ I µ−→ R+R
I + I µ−→ R+ I
where β and µ are the spreading (transmission) and the stifler (recovery) rates. This
defines the ignorant-spreader-stifler (ISS) model. As for the SIR model, starting from
a single informed individual, the rumor propagates in a population of size N = S(t) +
I(t) + R(t) with an increase in the number of spreaders. Asymptotically, all spreaders
turn into stiflers and in the final state there are only ignorants or stiflers. The order
parameter of the model is the reliability, defined as the fraction of stiflers (removed for
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The mean-field solution where individuals are assumed to be well mixed and to interact
with each other completely at random is given by the transcendental equation [23]










It follows that, ρR(∞) is positive for any β/µ > 0, i.e. the rumor spreads macroscopically
for any value of the spreading parameters, at odds with what happens for the SIR
dynamics, which has the mean-field finite threshold β̃c = 1, where β̃ = β/µ.
In general, models for epidemic spreading are strongly affected by very heterogeneous
topologies, so it is natural to ask what happens for rumor dynamics. When the Maki-
Thompson model is simulated on scale-free networks it turns out that heterogeneity
hinders the propagation dynamics by reducing the final reliability, still without intro-
ducing a finite threshold. Why this happens is easily understood: large hubs are rapidly
reached by the rumor, but then they easily turn into stiflers, thus preventing the further
spreading of the rumor to their many other neighbors. If spontaneous recovery is also
allowed, justified as the effect of forgetting, it turns out that the model behaves exactly
as SIR: macroscopic spreading occurs only above a threshold inversely proportional to
the second moment 〈k2〉, see (2.78).
The directness feature of both MN and RN plays a fundamental role in the correspond-
ing evolution of the ISS dynamics as many users will never be able to spread a rumor
that can reach a substantial portion of the network. In the Twitter case, spreaders cor-
respond to users that have an information (such as specific news about the referendum)
and if one spreader meets an ignorant user, then the latter begins to spread this rumor
as well. On the other hand, stiflers are users that lose interest in the news and persuade
spreaders to stop propagating the rumor. Finally, the presence of two spreaders together
could bring one of them to became a stifler.
5.3.3. Influential spreaders on Twitter
Understanding the impact of individual nodes on the function of a network is one of the
most fundamental and open problem in network science. Several studies have addressed
the question, starting with the seminal work of Kitsak et al. [159], where the authors
showed how the k-shell decomposition of the graph, see Section 2.1.2, can capture how
central a node is with respect to its ability to spread information to the rest of the
network. The lack of a satisfactory understanding of the problem comes from the high
heterogeneity of the role played by the individual nodes in a complex network. Centrality
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measures are then used to quantitatively derive the importance of individual nodes [272].
Here we apply standard heuristic centrality measures: the out-degree kout, betweenness
cB [109], closeness cC [237], eigenvector centrality cE [40] and k-core index kc [246],
defined in Section 2.1.2 and PageRank centrality x [210], defined in Section 2.2. Other
non-heuristics centrality measures (as the non-backtracking centrality [192], which is
supposed to match exactly the spreading ability at criticality for the SIR model [228]),
cannot be used on directed networks. Because of the highly directed nature of both RN
and MN we do not consider such metrics here.
The high causal fidelity values found for the SCGC networks suggests to consider the
topology as frozen during the time evolution of the system. The static assumption allows
us to use standard static centrality measures to rank the users’ influence. Given a set
of initial rumor spreaders (seeds), we are interested in quantifying the dependence of
those seeds’ out-degree kouti =
∑
j Aij on the final outbreak size, varying β and µ. The
natural measure of the nodes outbreak size is the spreading ability qi of node i, defined as
the average number of nodes in the stifler state (recovered) at the end of the spreading
process. Thus, the spreading ability is the average reliability defined in (5.10)
qi ≡ 〈ρR(∞)〉i , (5.12)
where the average 〈. . .〉i is evaluated over 102 different realizations of the stochastic ISS
dynamics described above, with the rumor originated by the seed user i.
Initially all users are ignorant, except the seed i. At each time step, spreaders spread
the rumor to their ignorant neighbors with probability β and turn into a stifler with
probability µ for each stifler neighbor. The dynamics stops when there are no more
spreaders. We choose β = 0.1 and µ = 1.0 as the reference observation point in the
parameter space, because this is the closest at the decimal precision to the epidemic
threshold, assuming that it is vanishing, see (5.11). The top-10 users, ranked in terms
of their spreading ability (5.12), are given in Table 5.2 for the MN and RN, respectively.
Surprisingly, the top spreaders are only low-profile users and no account of important
news agency or political figure is present.
In Figure 5.8 we show the kernel density estimation of the spreading ability with the
relevant network centralities. We find that the best performing measure is the out-degree
kout, followed by the closeness centrality cC and the k-core index kc for both MN and
RN. To compare the rankings obtained by the users spreading ability in the dynamics
and the centrality measures we use the Spearman’s rank correlation coefficient r, defined
for two generic rankings as their covariance normalized by the respective standard devia-
tions, i.e. as the Pearson’ correlation (4.33) for the respective rankings. The correlation
coefficient in the full spreading-probability range with immediate recovery (µ = 1), is
given in Table 5.3. Besides the very bad performance of PageRank for both MN and RN,
the overall best-performing metric to rank users is the out-degree. Our results show also
that all metrics besides PageRank perform better in the MN with respect to the RN. For
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Figure 5.8: Kernel density estimation of the correlation between the distributions of the max-
normalized spreading ability q/max[q] and the max-normalized centralities for the aggregated SCGC
MN (orange) and RN (violet). Parameters are β = 0.1 and µ = 1.0.
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Table 5.2: Top-10 spreaders for the MN (left) and the RN (right), ranked with their spreading
ability (5.12) for transmission and recovery rates β = 0.1 and µ = 1.0, respectively.
the RN all metrics performed very poorly, which could be due to the strong polarization
of the network compared to the MN. For the MN a local quantity such as the out-degree
is the best measure to rank users as it displays an almost perfect correlation with the
ranking of the spreading ability.
In this Chapter, we measured and characterized the discussion about a political event
of national relevance in Italy using data from the Twitter microblogging platform. We
discussed the procedure implemented to collect tweets related to the Italian constitu-
tional referendum, which allowed us to obtain a large amount of data for our analysis
(approximately 7 millions tweets). Using a manually annotated subset of tweets, we
trained a classifier able to predict the leaning of tweets with great accuracy (86% accu-
racy in a 4-fold cross validation). We deployed this classifier to predict the opinion of
each user in the system given the user’s history and activity. Notably, our definition is
dynamical so that the opinion of an user can change in time and it is not bound to a value
computed at the end of the observation period. Thanks to the dynamical opinion, we
performed a characterization of the interaction network topology in terms of the average
opinion. We found strongly polarized communities composed by users sharing the same
opinion that internally interact with retweets, and that interact with other communities
only by mentions. Regarding the opinion trend, we found our estimate to be in good
agreement with official polls. Our method is particularly interesting as it is significantly
cheaper to track twitter activity rather than to finance a poll. Moreover, Italian laws
prohibit companies and parties to perform and publish polls in the two weeks preceding
a vote whereas, to the best of our knowledge, no restriction is currently given on Twitter
data. It is therefore possible to track and characterize the general opinion dynamics in
Twitter up to the date of an election, and for a longer time span with respect to the
official surveys. Besides the opinion trend, our analysis also allows for the identification
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Mentions Network (MN) Retweets Network (RN)
β kout cB cC cE kc x k
out cB cC cE kc x
0.1 0.98 0.63 0.83 0.36 0.83 0.15 0.49 0.38 0.48 0.20 0.45 0.22
0.2 0.97 0.63 0.83 0.35 0.83 0.15 0.48 0.37 0.46 0.20 0.44 0.22
0.3 0.97 0.63 0.83 0.35 0.82 0.15 0.48 0.37 0.46 0.19 0.44 0.21
0.4 0.96 0.62 0.82 0.35 0.82 0.15 0.48 0.37 0.46 0.19 0.44 0.22
0.5 0.96 0.62 0.82 0.36 0.82 0.15 0.48 0.37 0.46 0.19 0.44 0.21
0.6 0.95 0.62 0.81 0.35 0.81 0.15 0.48 0.36 0.46 0.18 0.43 0.21
0.7 0.94 0.61 0.81 0.35 0.80 0.15 0.49 0.37 0.46 0.20 0.44 0.22
0.8 0.93 0.61 0.80 0.35 0.80 0.15 0.49 0.37 0.46 0.19 0.43 0.22
0.9 0.92 0.60 0.79 0.34 0.79 0.15 0.48 0.36 0.45 0.19 0.43 0.21
1.0 0.92 0.60 0.79 0.34 0.78 0.14 0.48 0.36 0.45 0.19 0.43 0.21
Table 5.3: Values of the Spearman’s rank correlation coefficient for the MN (left) and for the RN
(right) in the full β range at µ = 1.0 with the spreading ability of the out-degree kout, betweenness
cB , closeness cC , eigenvector cE , k-core index kc and PageRank centrality x.
of key-events influencing the overall opinion of the system. This can possibly provide for
a real-time investigation of the response of the population to some public declaration or
political events.
The results are twofold: on the one hand they allow us to investigate the influential
spreaders and the relevant nodes of the retweet and mention networks, while on the
other hand they allow for a prediction of the population opinion trend. The former
point is achieved using the temporal network of interactions, thus without collecting the
static network of friendships, an operation that turns out to be unfeasible on such large
networks. It is worth noting that the influential spreaders identified by our method are
private users and not the official pro-yes and pro-no accounts as one would expect, see
Table 5.2. From the ranking correlation of the rumor-spreading ability of the active users,
our analysis shows a clear out-performance of the out-degree over all other measures, in
particular in the mention network where the correlation is almost perfect. Although we
did not perform extensive study of other measures, among the various centralities we
also find the k-core and closeness centrality as relevant for the identification of influential
spreaders in social networks. Differently from previous findings [85], in the social network
of political discussion analyzed in this work, the simplest local measure of connectivity
in the network, the out-degree kout, is sufficient to estimate the correct ranking of users
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Identifying those nodes who, once they initiate a spreading process, maximize theinfected fraction of nodes, is a fundamental and unsolved problem in network science.
In a seminal work [159], the authors showed that the nodes with the largest degree
(“hubs” in the network science literature [17]) are not necessarily the most influential
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spreaders, and nodes with fewer connections but located in strategic network positions
can initiate larger spreading processes. Following that work, several centrality measures
[182, 179], originally aimed at quantifying individuals’ influence and prestige in social
networks [153], have been tested with respect to their ability to identify the influential
spreaders [63, 41, 281, 180, 85, 29, 183, 228, 213, 173]. The results of this massive effort
have been often contradictory. The k-core centrality (based on the k-shell decomposition
of a graph [247, 94]) has been found to outperform other metrics in [159] and subsequently
in [219, 85]. This conclusion has been challenged in a number of studies: in several
datasets, the k-core centrality can lead to sub-optimal performance with respect to
simpler metrics such as the degree and the h-index [183, 182]. Besides, for several
datasets, the eigenvector centrality [40] and LocalRank [63] significantly outperform the
k-core centrality [182].
The current lack of agreement on which metric better quantifies the spreading ability
of the nodes can be ascribed to two main limitations of existing studies. First, most of
the proposed centrality measures do not consider the properties of the specific spreading
process [40, 159, 63, 183], or they are based on analytic arguments that are valid only for
specific types of networks and spreading parameters [228]. As a result, the performance
of these metrics strongly depends on the network topology and on the parameters that
rule the target epidemic process. Second, existing works often restrict the comparison of
the metrics’ performance to a limited number of parameter values [182, 228], which makes
it unclear how the relative performance of the metrics depends on model parameters in
the whole parameter space.
In this Chapter, we present a method to overcome both limitations. After reviewing
in Section 6.1 state-of-the-art centrality measures known to be efficient in identifying
influential spreaders, we define a new centrality in Section 6.2, which we call ViralRank,
directly built on the random-walk effective distance (RWED) defined in Chapter 4. In
particular, the ViralRank score of a node is defined as its average RWED to and from all
the other nodes in the network. The rationale behind this definition is that an influential
spreader should be able to reach and to be reached quickly from the other nodes. As
the RWED quantifies with great precision the infection arrival time for any source and
target node in reaction-diffusion processes, we expect the average distance to accurately
quantify how well a node can reach and be reached by the other nodes. The numer-
ical results presented in Section 6.3 show that ViralRank is the most effective metric
in identifying the influential spreaders for both contact networks in the supercritical
regime, as well as for reaction-diffusion spreading processes. In contact networks, if the
transmission probability is sufficiently large, ViralRank is systematically the best metric
to quantify the spreading ability of a node. We provide evidence that, differently from
what was previously stated [159, 228], values of the transmission probability well above
the critical point are relevant values to real diseases and computer viruses. For network-
driven reaction-diffusion processes, ViralRank is the best-performing metric for almost
all the analyzed parameter values. Besides, we show analytically that ViralRank can be
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written in terms of the classical Friedkin-Johnsen social influence model, introduced in
[114] and recently used to predict individuals’ final opinions in controlled experiments
[113, 112]. We also show that the famous PageRank centrality (2.32) can be interpreted
as the average of a specific function built on the network RWED. Our findings demon-
strate that the RWED can be used, in addition to estimate the infection arrival time, to
quantify the nodes’ spreading ability significantly better than existing metrics, bringing
us closer to the optimal solution to the problem of identifying the influential spreaders
for both contact-network and reaction-diffusion processes. The results presented in this
Chapter are discussed in [149].
6.1. State-of-the-art centrality measures
In this Section we define existing state-of-the-art metrics known to be competitive for
the identification of influential spreaders. In addition to the degree (or strength for
weighted networks) and k-core centrality, that are all defined in Section 2.1.2, we select
three state-of-the-art metrics: the random-walk accessibility ai [85], LocalRank li [63]
and the non-backtracking centrality ni [192]. All metrics considered here are parameter-
independent topological quantities build directly from the networks adjacency matrix A.
Contrary, the new metric that we introduce in Section 6.2 has the possibility for tuning
of an external parameter that depends on the reaction-diffusion spreading dynamics.
Random-walk accessibility, a. The (generalized) random-walk accessibility is a mea-
sure that quantifies the diversity of access of individual nodes via random walks. The






Here Pij is the transition matrix, which is obtained by normalizing the unweighted
adjacency matrix Aij by the degree ki =
∑
lAil, or the weighted adjacency matrix Wij
by the strength si =
∑
lWil for weighted networks. The exponential of the transition
matrix exp(P) is used so that longer walks are penalized. The accessibility has proven
to identify influential spreaders particularly well in geographically embedded networks.
LocalRank, l. LocalRank is a centrality that generalizes the degree (2.4) by considering
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Thus, LocalRank gives high score to nodes that have higher degree neighbors to third
and fourth order. This metric has been shown to be competitive to identify influential
spreaders in [182].
Non-backtracking centrality, n. The non-backtracking centrality [192] can be intro-
duced to overcome the limitation of the eigenvector centrality (2.9), by considering
the Hashimoto or non-backtracking matrix [135, 169]. Given an undirected network
with E edges, we construct a directed version of it with 2E edges, where each origi-
nal edge has been replaced by two directed edges pointing in opposite directions. The
non-backtracking matrix B is the 2E × 2E non-symmetric matrix, where each element
corresponds to a pair of directed edges, defined as
Bi→j,k→l = δjk(1− δil). (6.3)
Thus the only non-zero elements of B are the ones defining non-backtracking paths of
lengths two, from i to l, via j, with j = k and l 6= i. Using (6.3), the non-backtracking





where bi→j is the eigenvector of the non-backtracking matrix B corresponding to the
largest eigenvalue. For the Perron-Frobenius theorem [283], the largest eigenvalue of B is
always real and positive and the the same holds for the components of the corresponding
eigenvector bi→j , which assures that ni > 0, ∀i. A much faster calculation of ni can be
carried out via the Ihara-Bass determinant as the first N elements of the leading left







where Kij = δijki is the diagonal matrix with the degrees ki as entries and (I)ij = δij is
the identity matrix. Radicchi et al. [228] showed that the non-backtracking centrality is
the most competitive metric to identify influential spreaders at criticality.
6.2. ViralRank
6.2.1. Interpretation and small λ expansion
Previous works [145, 120, 121, 46] have pointed out that in order to predict the hitting
time of a spreading process in geographically-embedded systems, the network topology
and the corresponding weight flows play a more fundamental role than the geographical
distance. The main idea behind ViralRank is to give a score to the nodes based on
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Figure 6.1: Illustration of the ViralRank centrality vi in terms of the RWED DRWij for different seed
nodes i (the central red points in the figure). The clouds of nodes around each given seed node
i represent the other nodes {j} in the network. Their graphical distance from the center of the
cloud is proportional to their total RWED (DRWij +DRWji ) from the source node i; their color ranges
from dark-blue (low distance) to white (high distance). The average value of all distances yields the
ViralRank score vi (horizontal axis). The cases depicted here represent examples of source nodes i
with from a low ViralRank score node (left) with the majority of the other nodes grouping around
the central node at low radius, to a high ViralRank score (right) defined by most nodes belonging to
the peripheral sector of effective distances.
the RWED DRWij (λ) defined by (4.22) which quantifies almost perfectly the hitting time
of reaction-diffusion processes on networks. Importantly, the calculation of DRWij (λ) is
computed directly from the network adjacency matrix Aij , whereas λ is the parameter
defined by (4.12) that allows one to input specific epidemic and mobility rates.
We define the ViralRank score of a node i as the average RWED from and to all other







DRWij (λ) +DRWji (λ)
)
. (6.6)
The nodes are therefore ranked in order of increasing ViralRank score: a node is central
if it has, on average, small effective distance from and to the other nodes in the network1.
As the nodes ranked high by ViralRank tend to have small effective distance from the
other nodes, we expect them to generate larger epidemic outbreaks than peripheral nodes
when they are chosen as the seed of a spreading process, see Figure 6.1.
Remarkably, (6.6) can be interpreted in an elegant way within a statistical physics
picture. The RWED (4.22) can indeed be written as
DRWij (λ) = − lnZij(λ), (6.7)
1To compare ViralRank’s performance with that of metrics that rank the nodes in order of decreasing
score (e.g., degree), we use −vi. This way, the nodes are again ranked in order of decreasing (yet
increasing in modulus) score. To keep the terminology simple, we always refer to the correlation
between −vi and node’s spreading ability as ViralRank’s performance.
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elnHij(n)e−λn = 〈e−λnij 〉 , (6.8)
for i 6= j is a function that sums all the random walks that start in i and end when











is the hitting time probability (2.47) of a random walk, with transition matrix Pij , and
P(j) is the (N−1)×(N−1) sub-transition matrix with row and column j removed while
p(j) is the jth column of P with jth component removed. The average 〈. . .〉 in (6.9) is
taken over all random walks of length {n}, weighted by the probabilityHij(n) that selects
only those walks that terminate once j is reached, see also discussion in Section 4.2.3. The
analogy with statistical physics emerges if we interpret λ as the inverse temperature of
a thermodynamical system. Correspondingly, Zij(λ) can be interpreted as the partition
function, so that the RWED corresponds to the reduced free energy per temperature.
In this picture, each walk length n in the summation of the partition function is in one-
to-one correspondence with a single internal energy level; the quantity elnHij(n) is the
relative weight of the configurations of energy n [144], i.e. the walks of length n that
terminate at j. Additionally, since Hij is a probability, the (micorcanonical) entropy
Smicij (n) = lnHij(n) of the energy level n is the self-information [81] (or surprisal [259])
associated to the outcome of a random walker hitting node j for the first time after n steps
starting from i. The total internal energy is then given by the average of the hitting time
dampened by a decreasing exponential, i.e. Uij = ∂λDRWij (λ) = 〈nije−λnij 〉 / 〈e−λnij 〉,
with the partition function at the denominator. The canonical entropy is obtained as
Sij = λUij − λFij , where λFij = DRWij (λ) = − ln 〈e−λnij 〉 is the reduced free energy per




+ ln 〈e−λnij 〉 . (6.10)
Using the expression (4.24) of the effective distance in terms of the cumulants 〈nkij〉c







(Mij +Mji) +O(λ2), (6.11)
whereMij = 〈nij〉 is the MFPT from i to j defined recursively by (2.51). The expansion
for ViralRank (6.11) in this analogy corresponds to the high temperature expansion of
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the free energy [212], averaged over the nodes. In this limit, the internal energy reduces
to the MFPT, whereas the higher-order terms in the expansion (6.8) give a vanishing
contribution and the entropy (6.10) is also vanishing. The truncated expansion to first
order shows that in the limit λ→ 0, besides a uniform factor λ, node i’s ViralRank score




(Mij +Mji) . (6.12)
In the last expression, the quantity summed over the network nodes {j} is known as the
commuting time Cij = (Mij + Mji) [62], that is the expected time for a random walk
to visit node j from i and then come back to node i. The latter is also related to the
graph resistance distance [16] R∗ij defined by (3.7) and appearing in the effective medium
self-consistent equation (3.6), by Cij = 2ER∗ij where E is the number of edges [165, 62].
While for reaction-diffusion processes, the interpretation of DRWij (λ) as a proxy for the
hitting time of the spreading process makes the parameter λ unambiguously determined
by the parameters of the reaction dynamics of interest, the same is not true in general.
Although for contact-networks, a clear-cut criterion to choose λ is lacking, expression
(6.12) shows that in the limit λ → 0, the ViralRank score of a given node i reduces to
the average MFPT needed to reach the other nodes, plus the global MFPT [255], that
is the time needed for a random walk starting in the nodes other than i to reach node
i. In the following, for contact-network spreading, we therefore consider the quantity
vi = vi(λ→ 0), defined by (6.12), as node i’s ViralRank score. With this choice, a node
i is central if a random walk starting at node i is able to reach and to be reached quickly
for the first-time with respect to the other nodes.
In the next sections, we show that (i) there is a mathematical relation between Vi-
ralRank and the Friedkin-Johnsen opinion formation model of social influence [114]; (ii)
Google’s PageRank [210] can also be expressed, as ViralRank, in terms of a specific
partition function.
6.2.2. ViralRank and opinion formation models
Social influence network theory [115] is a mathematical formalization of the social pro-
cess of attitude change as it unfolds in a social network of interpersonal influences. The
influence network construct of the theory is the social structure of the endogenous inter-
personal influences, in which group members are responding to the displayed positions of
the members of the group. Social influence on attitudes can be conceptualized in terms
of three theoretical constructs: (i) the network of interpersonal influences, (ii) persons’
susceptibilities to these interpersonal influences, and (iii) persons’ initial attitudes on an
issue. These three construct mediate the effects of other variables on attitude.
In the Friedkin-Johnsen (FJ) linear model of opinion formation in social networks [114],
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each group member i starts with an opinion fi = yi(t = 1), normalized as
∑
i fi = 1,
and recursively updates it according to the linear iterative equation
y(t+ 1) = αUy(t) + (1− α)f . (6.13)
Here U denotes the endogenous interpersonal influence matrix, such that 0 ≤ Uij ≤ 1 is
the relative influence of j on i, and such that
∑
j Uij = 1. The quantity yi(t) represents
the position of group member (node) i on a given issue, i.e. his/her opinion. The param-
eter2 α ∈ (0, 1) represents the individual susceptibility to interpersonal influence. The
opinion update (6.13) is a generalization of the older and more famous DeGroot model
y(t + 1) = Uy(t), that describes opinion formation towards consensus [88]. The final
opinion yi = yi(∞) of i is linearly determined by the initial opinions fj of all the other
nodes {j} through the linear relation y(α|f) = Vf , where V(α) = (1 − α)(I − αU)−1.
The matrix V can therefore be interpreted as the total interpersonal effects matrix [111].
In the following, we set U = P, i.e. we assume that the interpersonal influence is com-
pletely determined by the transition matrix Pij = Aij/ki, or Pij = Wij/si for weighted
networks. Interestingly, families of centrality measures can be constructed from the ma-
trix V. An important one, referred to as total effects centrality by Friedkin [111], defines
node i’s score as xj =
∑
i Vij/N . As Vij represents the total interpersonal influence of
j on i, xj represents the average effect of node j on the other nodes. Interestingly, as
pointed out by Friedkin and Johnsen [116], in the case of interest here (U = P), this
metric is exactly equivalent to Google’s PageRank [44].
In Appendix B we show that, also ViraRank can be compactly written in terms of the











−λ|f (j)) y(i)j (e−λ|f (i))
)
, (6.14)
where y(j) is the (N − 1)-dimensional vector of opinions obtained by removing the jth
opinion from y and




is the (N−1)-dimensional vector of initial opinions that is proportional to the jth column
of the transition matrix P with element j removed, p(j).
The FJ opinion-formation process that leads to y(j)i can be interpreted as follows:
each node i starts with an “opinion” proportional to p(j)i = Pij (with i 6= j) which
represents the random-walk probability of jumping from i to j in one time step. Each
node iteratively updates its score by summing the probabilities Pim of its neighbors,
2In the “standard model” proposed by Friedkin and Johnsen, α is a diagonal matrix of susceptibilities
set to α = 1− Uii.
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j excluded, based on the FJ dynamics; the stationary state of this iterative process is
y
(j)
i which can be therefore interpreted as a (network-determined) effective transition
probability Pij . The ViralRank score vi therefore depends on all its effective transition
probabilities y(j)i and y
(i)
j .
6.2.3. The relation with Google’s PageRank
The PageRank score of a node is essentially a measure of how easy it is to reach a node
with a random walk that is allowed to teleport. It is thus tempting to try to recover the
PageRank vector of scores by modifying the RWED in order to make it a measure of the
reachability of a node for a diffusion process initiated by another node. Interestingly,
a PageRank vector of scores with non-uniform teleportation [171] can be obtained by
averaging a modification of the partition function (6.8).
The PageRank vector is defined as the stationary density of a random walk in discrete
time on a graph, whose evolution is described by the master equation (2.32). The






where α ∈ (0, 1) is the damping parameter, i.e. the probability to not randomly teleport,
g is the preference vector normalized to unity3 (
∑
i gi = 1), and Pij is the row-stochastic
transition matrix of the graph (2.28). In the most commonly used version of PageRank,
gi = 1/N , ∀i, is the uniform distribution vector and the damping parameter is set
to α = 0.85. Variants that consider a node dependent preference vector have been
considered in [171].
In Appendix B we show that, the PageRank equation can be obtained by averaging
over the source nodes {i} a modification of partition function (6.8) that sums all random
walks including those which cross multiple times the target nodes {j}. This yields the















By contrast, ViralRank is based on the RWED that is the logarithm of a partition
function that only includes the walks that terminate once they hit the target.
3This assures that also x is normalized to unity.
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PageRankViralRankvi
Figure 6.2: A comparison between ViralRank (6.12) and PageRank with standard dumping parameter
α = 0.85 and uniform teleportation, for a toy small-world network [274] with N = 25 nodes. The
network is built from a ring topology where each node has 〈k〉 = 5 neighbors, and by rewiring each
edge with probability p = 0.5, as described in Section 2.1.3. The size of each node is proportional to
the value of the corresponding score normalized by the maximum score in the network, and the color
scale changes accordingly.
Our analytic derivations reveal the main differences between ViralRank and PageR-
ank: (i) differently from the ViralRank score, the PageRank score does not depend
logarithmically on its partition function, but linearly. This means that if a seed node i
is far from a node j in the network, this will result in a small positive contribution to
node i’s PageRank score; by contrast, it will result in a large contribution (penalization)
to its ViralRank score, proportional to DRWij . (ii) The specific partition function used
by PageRank also includes the walks that hit several times the arrival nodes, which
results in a poor estimate of the hitting time of spreading processes. These two factors
can impair PageRank’s ability to identify central nodes. We qualitatively show this by
analyzing a toy small-world WS network with a clear distinction between central and
peripheral nodes, see Figure 6.2. The PageRank score gives a comparable score to pe-
ripheral nodes, located at the end of a branch, and central nodes, whereas ViralRank is
able to clearly identify central nodes.
6.3. Identification of influential spreaders
In this Section we perform the quantitative analysis to validate the newly introduced
centrality ViralRank, by considering both contact-networks and metapopulations. For
contact networks we find that, among the existing metrics, there is no universally best-
performing metric; however for all the analyzed networks, above a dataset-dependent
threshold βu of the transmission probability, ViralRank outperforms all the other met-
rics. For the metapopulation model instaead, we find that ViralRank always outperforms
all the other metrics in virtually the whole parameter space.
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N E D 〈C〉 〈k〉 〈k2〉 β̃c
ER 100 217 6 0.0509 4.34 22.44 0.2398
WS 100 300 5 0.1217 6.00 38.60 0.1840
BA 100 291 4 0.1993 5.82 62.94 0.1019
Table 6.1: Properties of the artificially constructed networks: ER with edge-creation probability
p = 0.04, WS with 〈k〉 = 6 neighbors and edge-rewiring probability p = 0.5 and BA with m = 3
new edges per time step. The different columns are: the number of nodes and edges N and E, the
diameter D, the global clustering 〈C〉, the first and second moment of the degree distribution 〈k〉
and 〈k2〉 and the epidemic threshold β̃c defined by (2.78).
6.3.1. Synthetic contact networks
We first consider artificially constructed networks with SIR dynamics. In contrast to
the metapopulation approach adopted in Chapter 3 and Chapter 4, the spreading agent
is directly transmitted from an infected node to its susceptible neighbors with a given
probability. Each of the N nodes can be in one of three states: susceptible (S), infected
(I), or recovered (R), so that the network is compartmentalized as N = S(t)+I(t)+R(t).
In a time step, each infected node i can infect each of its ki neighbors with transmission
probability β, and infected nodes are removed from the dynamics with probability µ.
The epidemic process terminates when there are no more infected nodes in the network
and the disease cannot propagate anymore. Note that since all real networks are finite,
the process always terminates in a finite time even if the system is the active phase above
the epidemic threshold, see Section 2.3.
We first study three characteristic network topologies using the generation models
described in Section 2.1.3, each consisting of N = 100 nodes. The statistical properties
of these networks are reported in Table 6.1. Within the degree-block approximation, i.e.
assuming no degree correlations, the SIR epidemic threshold β̃ is given by (2.78), such
that for β̃ > β̃c the spreading process affects a significant – i.e. non-vanishing in the
thermodynamic limit– portion of the network. To assess the ability of each metric to
capture the nodes’ influence in the network, we compare the score they produce with
the score of the nodes spreading ability [159, 182]. As for the rumor spreading ability
(5.12), the SIR spreading ability of node i is defined as the average number of nodes in
the removed state at the end of the process
qi ≡ 〈ρR(∞)〉i . (6.19)
Here ρR(∞) = limt→∞ 〈R(t)〉 /N is the stationary state of the removed compartment,
and the average 〈. . .〉i is evaluated over 103 different realizations of the stochastic SIR
dynamics, with the infection originating at node i.
The kernel density estimation of the correlation between the spreading ability (6.19)
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Figure 6.3: Kernel density estimation of the correlation between the max-normalized spreading ability
q/max[q] and the max-normalized centralities for an ER network. The distributions are obtained at
fixed ratio β̃/β̃c = 2. Pearson correlation coefficients are respectively r(k, q) = 0.85, r(kc, q) = 0.91,
r(a, q) = 0.83, r(l, q) = 0.81, r(n, q) = 0.83 and r(−v, q) = 0.96.
and state-of-the-art centrality measures defined in Section 6.1 is shown in Figure 6.3, Fig-
ure 6.4 and Figure 6.5 for a sample point β̃/β̃c = 2 in the parameter space (β, µ) at fixed
µ = 1.0. We find that for the ER and WS topologies, ViralRank gives a higher correla-
tion with respect to all other analyzed metrics, with correlation coefficients respectively
r(−v, q) = 0.96 and r(−v, q) = 0.99. For the BA network, the best performing metric
at β̃/β̃c = 2 is non-backtracking centrality with correlation coefficient r(n, q) = 0.94.
From this preliminary result it is hard to draw a conclusion on the performance of the
different metrics. We indeed expect the distance of β̃ from β̃c to significantly affect the
relative metrics’ performance, an aspect that is typically not extensively investigated in
existing works.
To get a better insight into the relative metrics performance, we analyze a synthetic
scale-free network composed of N = 100 nodes and E = 189 edges generated using the
configuration model [33] with degree distribution following a power-law P(k) ∼ k−γ ,
with exponent γ = 2, with an average degree 〈k〉 = 3.78. To uncover how the network
topology affects the metrics’ performance, we replace a fraction p of its edges with edges
that connects pairs of randomly selected nodes. In this way, we move continuously from
a scale-free network (p = 0) to a random (Poissonian) topology (p = 1). The epidemic
threshold for the scale-free network, as computed within a degree-block approximation,
is β̃c(p = 0) = 0.1412. As the degree fluctuations decrease, the epidemic threshold
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Figure 6.4: Kernel density estimation of the correlation between the max-normalized spreading ability
q/max[q] and the max-normalized centralities for a WS network. The distributions are obtained at
fixed ratio β̃/β̃c = 2. Pearson correlation coefficients are respectively r(k, q) = 0.91, r(kc, q) = 0.72,
r(a, q) = 0.88, r(l, q) = 0.88, r(n, q) = 0.88 and r(−v, q) = 0.99.
increases by subsequently rewiring the edges up to β̃c(p = 1) = 0.2755 ≈ 1/ 〈k〉 for the
Poissonian random network, see Table 6.2.
In the left panel of Figure 6.6 we show the Pearson correlation r(·, q) between nodes’
spreading ability qi and node centralities as a function of the shuffling probability p,
for a fixed value of the ratio β̃/β̃c = 4. We find that, all metrics but the k-core and
ViralRank centrality decrease their correlation with the spreading ability as the network
topology becomes more homogeneous (i.e., as p increases). This reflects the fact that
for a random but homogeneous topology (p = 1), the spreading ability spans a narrower
range of values and, as a consequence, it becomes increasingly harder for the metrics
to accurately estimate qi. ViralRank is the best performing metric for all the p values;
nevertheless, we shall see in the following that the metrics’ relative performance critically
depends on β̃.
The right panel of Figure 6.6 shows the correlation r(·, q) as a function of β̃/β̃c for
the scale-free network (p = 0). First, we note that around the critical point β̃ ≈ β̃c,
all li, ni and ai display a peak of maximum correlation with the spreading ability.
This is in qualitative agreement with the fact that the non-backtracking centrality ni is
expected to match exactly for locally tree-like graphs the size of the percolating cluster
at criticality with bond percolation probability p = β̃/(1 + β̃) [228]; at the same time,
it remains interesting that li and ai display a similar behavior. This result also shows
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Figure 6.5: Kernel density estimation of the correlation between the max-normalized spreading ability
q/max[q] and the max-normalized centralities for a BA network. The distributions are obtained at
fixed ratio β̃/β̃c = 2. Pearson correlation coefficients are respectively r(k, q) = 0.89, r(kc, q) = 0.17,
r(a, q) = 0.92, r(l, q) = 0.91, r(n, q) = 0.94 and r(−v, q) = 0.85.
that above the critical point β̃c, there exists an upper-critical treshold β̃u > β̃c, such that
ViralRank is always the best performing metric for β̃ ≥ β̃u. Real-data analysis shows
that such point β̃u exists for all the analyzed empirical datasets (see next Section). For
the scale-free network we find β̃u = 2.5β̃c. We also note that there is a sensible decrease
in the overall performance of all metrics as β̃ increases. This reflects the fact that as
we approach the saturation value β = 1, the distribution of nodes’ spreading ability
q becomes narrower, making it harder for the metrics to quantify q. Nevertheless, we
emphasize that for values of β̃ as large as β̃ = 7β̃c of this synthetic network, we are still
able to observe significant differences among the metrics’ performance. This indicates
that the influential spreaders identification in the supercritical regime is still a non-trivial
problem, an aspect that will also emerge in real data.
To summarize, the results on synthetic networks show that in general the metrics’
relative performance critically depends on the heterogeneity of the underlying network’s
topology and on the spreading parameters. The previous results also suggest that Vi-
ralRank significantly benefits from the spreading process being supercritical.
6.3.2. Empirical contact networks
We now turn our attention to twelve empirical networks (see Table 6.3 for a summary
of their statistical properties and source) in which we simulate the SIR spreading pro-
117
6. A New Metric for Influencers Identification in Complex Networks
p = 0.0 p = 0.2 p = 0.4 p = 0.6 p = 0.8 p = 1.0
D 6 8 9 7 8 7
〈C〉 0.0775 0.0822 0.0567 0.0272 0.0292 0.0293
〈k2〉 30.56 27.33 24.00 19.44 18.41 17.68
β̃c 0.1412 0.1683 0.1938 0.2507 0.2651 0.2755
Table 6.2: Properties of a sample of the randomized networks consisting of N = 100 nodes and
E = 189 edges, with average degree 〈k〉 = 3.78. Each network is obtained by tuning the edge-
rewiring probability p, starting from a scale-free network (p = 0) with degree distribution following
the power-law P(k) ∼ k−γ , with γ = 2. The different rows are the diameter D, the global clustering
〈C〉, the second moment of the degree distribution 〈k2〉 and the epidemic threshold β̃c.
cess. We provide below a brief description of each dataset and show the corresponding
visualization in Figure 6.7:
Karate This is the “Zachary” karate-club social network. The dataset was collected from
the members of a university karate club in 1977. Each node represents a member
of the club, and each edge represents a tie between two members of the club.
Terrorists The terrorist network includes the terrorists (nodes) who belonged to the terroristic
cell components centered around the 19 dead hijackers involved in the attacks at
the World Trade Center of September 11th, 2001. Each edge identifies a social or
economic interaction between two terrorists.
Dolphins This is the undirected social network of bottlenose dolphins. Each node is a dolphin
(genus Tursiops) of a bottlenose dolphin community living off Doubtful Sound, a
fjord in New Zealand. An edge indicates a frequent association, as measured by
repeated observations between 1994 and 2001.
LesMis This network contains co-occurances of characters in Victor Hugo’s novel “Les Mis-
érables” [147]. A node represents a character and an edge shows that these two
characters appeared in the same chapter of the the book. The edge weight indi-
cating how often such a co-appearance occurred is set to unity in our simulations.
Email In the email network, the nodes represent employees of a mid-sized manufacturing
company. Two employees are connected if they exchanged at least one email in the
year 2010.
Jazz In the jazz network, the nodes represent jazz musicians, and the edges represent
their recorded collaborations between 1912 and 1940.
Celegans This is the neural network of the roundworm Caenorhabditis elegans, which is the
sole example of a completely mapped neural network. Nodes are neurons, and
edges are interactions between them.
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Figure 6.6: Contact-network spreading model: Correlation between nodes’ centrality and nodes’
spreading ability q in synthetic networks composed of 100 nodes. (left) Pearson’s correlation as a
function of the edges rewiring probability p, at fixed β̃/β̃c = 4. The extreme points p = 0 and p = 1
correspond to a scale-free and to a Poissonian topology, respectively. (right) Pearson’s correlation as
a function of β̃/β̃c, at fixed p = 0 (scale-free topology).
NetSci In the network scientists network, we select the connected giant component of the
network whose nodes are the scientists working in network science. Two nodes are
linked if they co-authored at least one paper including publications up until early
2006.
Flights This is the network of the 500 busiest commercial airports in the United States. An
edge exists between two nodes (airports) if a flight was scheduled between them in
2002. The weights, set to unity for the simulations of contact networks, correspond
to the number of seats available on each scheduled flight.
Protein The protein dataset gives the network of protein-protein interactions contained
in yeast. Each node represents a protein, and an edge represents a metabolic
interaction between two proteins.
Facebook In the Facebook dataset, the nodes represent Facebook users, and the edges repre-
sent their friendship relations collected from survey participants using the Facebook
mobile-phone app.
PowerGrid This geographically embedded network is the high-voltage power grid located in
the western United States. An edge represents a high-voltage power supply line.
A node is either a generator, a transformer or a substation.
As in the previous Section, we study how the metrics’ performance depends on β̃/β̃c.
In agreement with the results on synthetic networks, we find that for all the analyzed
datasets, there exists a dataset-dependent value β̃u such that ViralRank is the best-
performing metric for β̃ ≥ β̃u, see Figure 6.8. The value β̃u is always larger than
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Figure 6.7: Visualization of all datasets used in the simulations (from top left): karate club friend-
ships, 9/11 terrorists, dolphin interactions, “Les Misérables” characters co-appearances, emails, jazz
collaborations, C. elegans neural connections, network scientists co-authorships, U.S. flights, protein
interactions, Facebook friendships and U.S. power-grid supply lines. The best network partition is
inferred using a multilevel Markov chain Monte Carlo algorithm [220].
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N E D 〈C〉 〈k〉 〈k2〉 β̃c β̃u/β̃c Ref.
Karate 34 78 5 0.57 4.59 35.65 0.1477 2.50 [280]
Terrorists 62 152 5 0.49 4.90 40.03 0.1396 2.50 [167]
Dolphins 62 159 8 0.26 5.13 34.90 0.1723 2.00 [184]
LesMis 77 254 5 0.57 6.60 79.53 0.0905 3.50 [166]
Email 167 3250 5 0.59 38.92 2508.78 0.0158 6.50 [195]
Jazz 198 2742 6 0.62 27.70 1070.24 0.0266 4.25 [125]
Celegans 297 2148 5 0.29 14.04 365.70 0.0399 5.75 [274]
NetSci 379 914 17 0.74 1.15 9.22 0.1424 2.00 [200]
Flights 500 2980 7 0.62 11.92 641.12 0.0189 8.00 [74]
Protein 1458 1948 19 0.07 2.08 14.85 0.1632 2.25 [79]
Facebook 4039 88234 8 0.61 43.69 4656.14 0.0095 4.75 [178]
PowerGrid 4941 6594 46 0.08 2.67 10.33 0.3483 1.50 [274]
Table 6.3: Properties of all the datasets analyzed. The different columns are the number of nodes
and edges N and E, the diameter D, the global clustering 〈C〉, the first and second moment of
the degree distribution 〈k〉 and 〈k2〉 and the epidemic threshold β̃c; the last two columns are the
upper-critical threshold β̃u in units of β̃c above which ViralRank outperforms all analyzed metrics and
the last column the dataset source.
β̃c, which confirms that ViralRank is the most effective metric for the identification of
influential spreaders in the supercritical regime, see Table 6.3. The largest (β̃u = 8β̃c) and
smallest (β̃u = 1.5β̃c) values of β̃u are observed for the U.S. flights and U.S. power-grid
supply lines, respectively. By contrast, other metrics perform better in the vicinity of
the critical point; which metric performs best in this parameter region critically depends
on the considered dataset. At the critical point β̃c, the best performing metrics are, for
almost all datasets, the non-backtracking centrality ni and LocalRank li. Interestingly,
for all the analyzed datasets, k-core centrality is the second-best performing metric (after
ViralRank) in the supercritical regime.
These results demonstrate that among the existing metrics, there is no universally
best-performing metric; the only consistent conclusion is that ViralRank outperforms
all the other metrics for processes sufficiently far from criticality. Therefore, the optimal
choice of a metric for ranking the nodes critically depends not only on the considered
dataset, but also on the parameters of the particular spreading process in exam. Remark-
ably, in most of the analyzed datasets, not only ViralRank outperforms other metrics
in the β̃ > β̃u range, but it also approaches the perfect correlation with the spreading
ability, r(−v, q) = 1, for a range of β̃ values within the supercritical region.
While ViralRank consistently outperforms the other metrics for β̃ > β̃u, we expect
its performance to dwindle as β approaches the maximum value. Indeed, for β = 1, all
nodes are eventually in the recovered state for any initial condition and, as a result, the
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Figure 6.8: Contact-network spreading model: Comparison between nodes’ centrality and nodes’
spreading ability q in real networks. Pearson’s correlation as a function of β̃/β̃c for (from top
left): karate club friendships, 9/11 terrorists, dolphin interactions, “Les Misérables” characters
co-appearances, emails, jazz collaborations, C. elegans neural connections, network scientists co-
authorships, U.S. flights, protein interactions, Facebook friendships and U.S. power-grid supply lines.
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Figure 6.9: Contact-network spreading: Comparison between node centrality and node spreading
ability q in the whole parameter space, for the email network (βc = 0.0158µ). The heat-map rep-
resents the Pearson’s correlation coefficient r(·, q) between the nodes’ centrality score and spreading
ability in the (β, µ) parameter space; the colors range from black (r = 0.5) to yellow (r = 1).
nodes all have spreading ability equal to one. To quantify the extent of the parameter
region over which we are able to quantify the nodes’ spreading ability, we study the
complete parameter space (β, µ) of transmission and recovery probabilities. We find that
ViralRank is able to quantify the spreading ability for a much larger parameter region
than existing metrics, see Figure 6.9. Remarkably, the correlation between ViralRank
and the spreading ability is still larger than 0.95 for values of β as large as β = 0.9 and
still larger than 0.90 even for β = 0.99. By contrast, for such large values of β, all the
other metrics are essentially uncorrelated with qi. Only at the saturation value β = 1
ViralRank loses its correlation with nodes’ spreading ability.
The optimal performance of ViralRank for β̃ > β̃u motivates the following question:
how far are real spreading processes from criticality? To address this question, we use
publicly available values of the reproductive number R0 of a set of real diseases. More
specifically, the ranges [Rmin0 ,Rmax0 ] of observed reproductive numbers (Table 10.2 in
[17]) and publicly available values of observed transmission probabilities for computer
viruses (Table 2 in [8]). We find that, by assuming the SIR dynamics on the analyzed
datasets, not only real cases fall into the supercritical regime, but a number of them
are in the region β̃ > β̃u where ViralRank outperforms the other metrics in identifying
influential spreaders. Below we provide the details of our analysis. For a given disease,
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Figure 6.10: Transmission probability
β corresponding to real diseases in the
Email and Facebook datasets. The β
ranges (red horizontal bars) match the
ranges [Rmin0 ,Rmax0 ] observed for real
diseases, taken from Table 10.2 in [17].
By assuming µ = 1, the R0 values
are converted into β values according to
(2.79). The continuous and dashed ver-
tical lines represent the epidemic thresh-
old βc and the upper-critical point βu
such that for β > βu ViralRank is the
















the reproductive number R0 is defined as the number of secondary infections caused
by an infected node in an entirely susceptible population [7]. For the SIR model the
heterogeneous mean-field approximation [193] yields the renormalized basic reproductive
number R0 ≈ (〈k2〉 / 〈k〉 − 1)β/µ, defined by (2.79). Therefore, we can use this formula
and the observed ranges [Rmin0 ,Rmax0 ] of reproductive numbers to estimate, for each real
disease and each network of interest, the expected lower and upper bounds (denoted
as β̃min and β̃max, respectively) for realistic values of β̃. We use this procedure to
estimate the interval [β̃min, β̃max] for the ten diseases of Table 10.2 in [17] in two datasets,
Email and Facebook. The underlying assumption is that to some extent, these two
networks can be considered as proxies for the social interactions in real life through
which diseases can be transmitted. We find that, for both datasets real diseases fall in
the supercritical regime, and often in the region β̃ > β̃u where ViralRank outperforms the
other metrics in identifying the influential spreaders, see Figure 6.10. For example, for
the Facebook dataset, the lowest Rmin0 value (Influenza, SARS, HIV/AIDS, Rmin0 = 2)
leads to β̃min = 2β̃c, which lies still below β̃u = 4.75β̃c. On the other hand, the upper
value of β̃ for SARS and HIV/AIDS lies above β̃u (β̃max = 5β̃c). The β̃ ranges for
the diseases with the largest Rmin0 (Measles, Pertussis, Rmin0 = 12) lie well above β̃u
(β̃min = 12β̃c and β̃max = 17β̃c for such diseases). Values of the transmission probability
for some computer viruses [157, 156, 217] can be found in Table 2 from [8]. All the
non-zero values reported in that table lie well above the critical point βc (at µ = 1) for
the Email dataset. The Word Macro Virus (β = 0.7) falls in the region where ViralRank
significantly outperforms the other metrics; the Excel Macro Virus (β = 0.1) falls below
but close to the point βu = 0.103, whereas the Generic.exe Virus falls in the region
where the k-core centrality is the best performing metric.
These examples indicate that, by assuming a SIR dynamics, we expect the propaga-
tion of real diseases and computer viruses to be a supercritical diffusion process. We
124
6. A New Metric for Influencers Identification in Complex Networks
acknowledge that our argument above is simplified, as it assumes a free propagation
of the disease (i.e., no external intervention aimed at limiting the impact of the dis-
ease) on an isolated population, which is unlikely to happen in the propagation of real
diseases. Nevertheless, our assumptions are the same as those of all previous studies
[159, 182, 183, 228] that compared the performance of metrics based on the standard
SIR model. Our argument therefore shows that, in the traditional setting for the bench-
marking of metrics for the influential spreaders identification, the propagation of real
diseases and computer viruses falls in the supercritical regime, and ViralRank is often
the best performing metric in identifying the influential spreaders. A study of the prob-
lem in a more realistic setting goes beyond the scope of this analysis as it would require
a more complex model of propagation, an accurate calibration of model parameters, and
the possibility of external intervention (such as vaccination and travel restriction in the
case of diseases).
6.3.3. Metapopulations
While contact networks can model epidemic spreading in a population where to each
individual corresponds a node, in order to model global contagion processes in structured
populations, we consider the metapopulation model, see Section 2.3.4. Now multiple
individuals, of different epidemiological compartments, can only interact with individuals
that are located in the same geographical location. At each time step of the dynamics,
individuals can (i) interact with individuals located at the same node (reaction); (ii)
travel across locations (diffusion).
In the following we assume again the SIR compartmentalization; the generalization
to arbitrary complicated compartment models is obviously possible, but the SIR model
often provides the sufficient level complexity necessary to describe real epidemic pro-
cesses [73]. We study epidemics spreading through the U.S. air-traffic network (dataset
“Flights” described in the previous Section): each node j is an airport to which is associ-
ated a subpopulation of size Nj ; each airport is connected to the others via the weighted
adjacency matrix Wij . The weight Wij represents the undirected flux of passengers be-
tween airport i and j per day. The probability that an individual located at node i will
travel to node j at a given time is proportional to the matrix element Pij = Wij/
∑
kWik,
and to the diffusion rate α, defined by (2.87). The epidemic is simulated by numerically
integrating the set of equations (2.89) for χ = 0.
Despite the growing interest in reaction-diffusion processes [72, 73, 75, 15, 32, 46], also
spurred by their application in disease forecasting [261], the identification of influential
spreaders for such dynamics has attracted less attention compared to the analogous
problem for contact networks. Here, we fill this gap by comparing different centrality
measures with respect to their ability to identify those subpopulations that are able to
infect a large portion of the metapopulation in a short time.
As discussed in Section 2.3.4, the model defined by (2.89) is built on a Markovian
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assumption and above the epidemic threshold β̃c = 1, all the nodes will eventually
have at least one infected individual after a sufficiently long time independently on the
initial condition. This however, makes it impossible to quantify the nodes’ ground-truth
spreading ability by measuring the asymptotic (stationary) number of subpopulations
with at least one infected individual, in a similar way as we did for contact networks. To
avoid this, we halt the simulations at a given threshold time tmax. The latter is set to
half of the characteristic time for travel, given by the inverse of the diffusion rate which
is set to the value α = 0.003 d−1 (in unit of days), normalized by the basic reproductive
number, i.e. tmax(R0) = (2R0α)−1. We then use the epidemic prevalence ωi(tmax) in
the metapopulation, i.e. the number of infected subopulations at time tmax, for the given
seed i as the initiator of the spreading process, instead of the spreading ability (6.19) as
ground-truth measure of nodes relative importance.
The definition of ViralRank for contact networks (6.12) takes into account a formal
limit of vanishing λ. In this limit, the ViralRank score of a node is equal to the average
MFPT of a random walk. By contrast, for metapopulations, the parameter λ has a
direct relation with the dynamics parameters R0, µ, α given by (4.12), namely








Here, R0 = β/µ is the basic reproductive number in homogeneously mixed populations,
µ and α the recovery and diffusion rates respectively and γe is the Euler-Mascheroni
constant. This relation guarantees that the RWED DRWij is highly correlated with the
infection arrival time, see Section 4.3. As a consequence, for λ = λ(R0, µ, α), the
ViralRank score −vi(λ) is an accurate proxy for the average arrival time from and
to a given subpopulation i. By inverting (6.20), in order to have a positive λ, which
is necessary for the RWED to be well defined, we additionally require that the basic
reproductive number in our simulations always satisfies the condition R0 > 1 + α/µeγe .
However, this additional constraint only excludes a limited interval of values from our
analysis; for example, when µ = 0.2 d−1 (in unit of days), the threshold is given by
R0 ≥ 1.027, a value very close to the actual epidemic threshold R0 = 1.
We compare the performance of all the centrality measures introduced previously,
by replacing the unweighted degree ki =
∑
j Aij with the strength si =
∑
jWij , with
the number of subpopulations ωi(tmax) that contain at least one infected individual at
time tmax, given that the infection seed was subpopulation i. We find that, ViralRank
outperforms by a great margin all the other metrics for the chosen reference pointR0 = 2,
see Figure 6.11 (a). The performance of a metric is quantified by the linear correlation
between the scores it produces and ω(tmax). All metrics besides ViralRank display a
correlation smaller than r = 0.7, with the best performance given by the random-walk
accessibility. Contrary, ViralRank displays an almost perfectly linear relation with the
epidemic prevalence ω(tmax). The comparison yields robust results for the choice of tmax
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Figure 6.11: (a) Scatter plot of the nodes’ centrality scores (vertical axis) as a function of the
epidemic prevalence ω(ttmax) (horizontal axis) at time tmax = (2αR0)−1 for R0 = 2.0 and α =
0.003 d−1 (in unit of days). For each axis, the values are normalized by the maximum value. (b)
Correlation coefficient between epidemic prevalence ω(tmax) and centrality measures as a function of
the observation time tmax. Here tmax is varied by keeping the value of basic reproductive number
R0 = 2.0 fixed as well as the diffusion rate α = 0.003 d−1.
that deviates from the analytical ansatz tmax = (2αR0)−1, see Figure 6.11 (b).
The correlation between the scores by the centrality measures and ω(tmax) as a func-
tion of the basic reproductive number R0 (with fixed µ = 0.2 d−1, in unit of days)
is shown in Figure 6.12 (a). ViralRank is by far the best-performing metric for all
the analyzed R0 values. The second-best performing metric is again the random-walk
accessibility ai, followed by k-core centrality. The observed performance advantage of
ViralRank can be ascribed to the fact that, differently from the other metrics, it builds
directly on an accurate estimate of the infection arrival time. By extending the analysis
to the whole non-trivial parameter space (β > µ), the correlation between ViralRank
and the epidemic prevalence stays larger than r = 0.8 for a large portion of the accessible
space, see Figure 6.12 (b). ViralRank is by far the best-performing metric in the whole
accessible space apart from a confined region close to the epidemic threshold diagonal
β = µ, see Figure 6.12 (c). Importantly, as all real diseases reported in Table 10.2 of
reference [17] have R0 ≥ 2, they all fall into the parameter region, above the dashed line
R0 = 2 in Figure 6.12 (b-c), where ViralRank significantly outperforms all the other
metrics.
In this Chapter, we have introduced a new network centrality, called ViralRank, which
quantifies the spreading ability of single nodes significantly better than existing state-of-
the-art metrics for both contact-networks and reaction-diffusion supercritical spreading.
To the best of our knowledge, ViralRank is the first centrality measure built on analytic
estimates of random-walk hitting times. Besides, we have showed that ViralRank can be
expressed in terms of the Friedkin-Johnsen opinion formation model [114]. Differently
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(c)
Figure 6.12: Metapopulation spreading model: A comparison between nodes’ centrality and epidemic
prevalence ω(tmax) for the U.S. air-traffic network. The subpopulation strength si =
∑
lWil is used
in place of the degree. (a) Pearson’s correlation between nodes’ centrality and ω(tmax) as a function
of the basic reproductive number R0, at fixed recovery rate µ = 0.2 d−1, in unit of days. The inset
shows the known R0 values for some real diseases (from Table 10.2 in [17]). (b) Pearson’s correlation
r(−v(λ), ω(tmax)) between ViralRank score and the epidemic prevalence for the non-trivial section
of the accessible parameter space (β > µ). (c) Ratio r̃ between the correlations of ViralRank and the
score obtained by the best performing metric (random-walk accessibility), ViralRank excluded. The
dashed lines in panels (b-c) mark the lines of constant reproductive number.
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from most existing studies, our analysis involved the study of the whole parameter space
of the target spreading dynamics. We emphasize that, differently from the common
belief, the problem of identifying the influential spreaders in the supercritical regime
is important for two main reasons. First, differently from what was previously stated
[159, 228], there are large differences among the metrics’ performance in this regime that
are revealed by our analysis. Second, and most importantly, if we assume a SIR spreading
dynamics, the propagation of real diseases and computer viruses falls in the supercritical
parameter region. This points out that while studying the spreading at the critical point
remains an important theoretical challenge, supercritical spreading processes are in fact
more likely to be of practical relevance for applications to real spreading processes.
We conclude by outlining future research directions opened by our methodology and
results. It remains open to extend the RWED and ViralRank to temporal networks.
This might be of extreme practical relevance inasmuch real networks exhibit strong
non-Markovian effects which in turn heavily impact the properties of network diffusion
processes [235, 243, 142]. Besides, the SIR model provides a realistic yet simplified model
of real diseases’ spreading. Extending our results to more realistic spreading models is
an important direction for future research; to this end, it will be critical to calibrate
the spreading simulations with the parameters observed in real epidemics. While our
analysis focused on the widely-used SIR model, an extensive validation of the metrics
for social contagion processes [185, 41] remains elusive, and is an important direction for
future research. On this regards for rumor spreading processes, where recovery happens
by direct contact and that are thus believed to be always supercritical (see Chapter 5),
we expect ViralRank to significantly outperform other centralities.
Finally, ViralRank leads us closer to the optimal solution of the influential spreaders
identification in the supercritical regime. While our results suggest that this regime
is relevant for real spreading processes, it remains open to design, if at all possible, a
universally best-performing metric that provides an optimal identification performance
both in the supercritical and in the critical regime. For SIR type of spreading our
findings confirm that the non-backtracking centrality [228] and LocalRank [182] are
highly competitive around the critical point, yet their performance declines quickly in
the supercritical regime, where coreness centrality gives still a good – but poorer with
respect to ViralRank – estimation of influential spreading initiators. Understanding
whether the effective distance can be used to build a centrality measure that is also




“The problem is not to find the an-
swer, it’s to face the answer.”
–Terence McKenna
In this thesis, we have investigated diffusion and spreading processes on networks.As a central result, we have introduced the random-walk effective distance and the
centrality measure ViralRank. The aim of this work was to characterize supercritical
spreading processes unfolding on networks by leveraging on random walks with absorbing
states. We have shown that the resulting hitting times can provide valuable information
that can be used for the characterization of spreading processes that can hardly be
understood in the highly complex space of the underlying networks. In the following,
we summarize the main results within each Chapter.
In Chapter 2 we presented known theoretical results with an overview on dynamical
processes on complex networks, in order to have a compact reference for all subsequent
Chapters. There, we laid down the theoretical framework necessary for simulating in
silico experiments of biological and social contagions on networks. Three benchmark
generation models of random networks, which extend and generalize the standard defi-
nition of discrete space defined by regular lattices, were discussed. These are the Erdös-
Rényi, Watts-Strogatz and Barabási-Albert models. We used them in the subsequent
Chapters as the reference models for synthetic networks that can be used as a proxy
for real networks for the three key topologies: homogeneous, small-world and scale-free,
respectively. Diffusion and spreading processes on networks are discussed in the broader
context of non-equilibrium phase transitions. The latter are the equivalent of continu-
ous phase transitions at equilibrium, associated with spontaneous symmetry breaking.
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This is the natural setting to understand spreading processes, that are characterized
by the two phases: the subcritical regime corresponding to an absorbing phase and the
supercritical regime corresponding to the active phase. In this work, we focused on the
characterization of supercritical spreading process, and the key results were obtained
in the region of parameter space above criticality with fully deterministic dynamics.
Two main classes of epidemic spreading are used: the contact-network model and the
metapopulation model. The latter, directly based on reaction-diffusion equations, is
used to simulate global outbreaks where each node in the network becomes a patch
and is associated with an entire group of individuals in homogenous mixing between
themselves.
In Chapter 3, we studied the transport properties of an ensemble of random networks
with scale-free transition rates, by leveraging on effective medium theory. The latter
allows for a simple and direct, yet effective approach to computing the average transi-
tion rates for the edges in random metapopulations over the disorder realizations. We
use disorder to model our ignorance on the specific transportation network on which
spreading might occur. This allows us to characterize the transport properties of a very
general transportation network. By assuming long-range connections decaying as power
laws in the lattice distance, we are able to reproduce within the disorder average, the
scale-free motion empirically observed in real human mobility. Although we have used
some approximations, such as a one-dimensional lattice defining the geographic space,
by allowing long-range displacements we are able to map our results to realistic mobility
patterns on the two-dimensional surface with Lévy flights as a proxy for the air-traffic
network. Our findings demonstrate the possibility to use effective medium theory to esti-
mate key epidemiological quantities, such as the epidemic prevalence and its exponential
growth rate with high accuracy. Although only an estimate, these results open up for
future research directions on reaction-diffusion spreading processes in random networks.
In Chapter 4, we have investigated the problem of first arrival for epidemic spreading
in metapopulations. For this purpose we used a comprehensive dataset, not publicly
available, that defines the global mobility network of air-traffic as provided by the Of-
ficial Airline Guide. Each node in the corresponding network defines a subpopulation
of an airport, and the edges represent the number of individuals traveling according to
the corresponding weights. Then we simulated global pandemics with numerical exper-
iments, using the metapopulation model. Each epidemic outbreak was simulated with
the initial condition of a single infected individual in a given seed subpopulation, com-
posed of otherwise susceptible individuals. We used the minimum time necessary for an
infected to reach a given subpopulation as the proxy for the infection arrival time of real
pandemics. Through the definition of effective distances, derived from a microscopic de-
scription of reaction-diffusion processes in a network of interconnected subpopulations,
we estimated the infection arrival times. The basic definition of effective distance is
derived from a dominant-path approach where a single probability-maximizing path is
taken into account. By extending this definition to multiple paths and then relaxing the
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assumption of direct propagation to random walks, we defined the random-walk effec-
tive distance. By comparing the numerical arrival time of the infection with the value of
effective distances, the random-walk approach emerged as the most viable and accurate.
Beside the theoretical challenge, our results offer a practical and near-to-optimal solu-
tion to the problem. The practical applicability of the random-walk effective distance
is particularly relevant for public health issues and is a possible ideal candidate for risk
assessment in real outbreak scenarios.
In Chapter 5, we modeled opinion dynamics and social contagion on the online social
network Twitter. To this end, we have constructed our own dataset by downloading
approximately 7 millions user posts of the political debate on Twitter regarding the
Italian constitutional referendum of 2016. Two temporal networks were constructed
with this procedure, one of the users mentions and one of the content retweet. We
developed an analytical framework to assign dynamical opinions to users based on the
content of their activity by employing machine learning techniques. The resulting time
series of the global opinion averaged over all users was found in very good agreement with
official pool statistics. The final result for the global opinion even outperformed official
pools in estimating the real outcome of the referendum. This analysis confirms the
predictive power of data analysis on Twitter in forecasting social dynamics and opinion
formation in large groups of individuals. In the analysis of social contagion, we have
applied a solid method based on the accessibility graph for both mentions and retweets
to determine the accuracy of the respective static representations. Then we were able to
use the annealed static networks as the structure on which to simulate rumor spreading
between users. By using each user as the initiator of the process, we raked Twitter users
in the dataset with respect to their spreading ability. Surprisingly, we found that the
top spreaders are private users and not the official pro-yes and pro-no accounts, nor the
official news profiles or relevant political personalities. Finally, by comparing the ranking
performance of heuristic centrality measures we found that, the out-degree (number of
mentions or retweets) of users reproduces the spreading ability ranking with very high
accuracy outperforming all other analyzed metrics.
In Chapter 6, we have introduced a novel centrality measure called ViralRank, that
predicts the stationary state of supercritical spreading processes for a given initial condi-
tion. We constructed ViralRank by averaging the random-walk effective distance defined
in Chapter 4 over all source and target nodes. This corresponds to averaging over all
nodes the symmetrized effective distance that defines a proper metric on a graph iden-
tifying the minimum average travel time between two nodes in both directions. By
exploiting a correspondence with statistical mechanics, we found that ViralRank can
be defined as the high-temperature expansion of the logarithm of a partition function
that counts all walks that terminate when a target node is reached. Besides, we have
found a connection between our measure and an existent opinion formation model used
to predict the reach of consensus in real social experiments. Based on our definition,
we also reinterpreted the famous PageRank algorithm, devised for ranking web pages
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on the World Wide Web. PageRank differs from ViralRank in that, besides depending
linearly, as opposed to logarithmically, on a specific partition function, it counts contri-
butions of walks that cross multiple times a given target node. We then used ViralRank
to investigate the identification of influential spreaders in real networks. We found that
ViralRank systematically outperforms state-of-the-art centrality measures in correlat-
ing with the nodes’ spreading ability, for both contact-network and reaction-diffusion
spreading processes in the supercritical regime. By highlighting the relevance for real
epidemics of supercritical spreading, our results clarify the role of random walks on net-
works in the identification of influential spreaders and pave the way for new research
in this direction for spreading processes also far from criticality. Given the very high
performance of ViralRank in the supercritical parameter region, an obvious and direct
application of the measure that we have here introduced is in the context of rumor
spreading processes that are believed to be always above criticality. Here, we focused on
the identification of individual influential spreaders, in the sense that the simulated out-
breaks always started from a single seed node. As recently emphasized [182], identifying
a set of multiple influential spreaders might require different methods with respect to
those used to identify individual influential spreaders. Extending our results to spread-
ing processes simultaneously initiated by more than one node is a non-trivial problem for
future studies, yet relevant for real-world applications (such as targeted advertising and
disease immunization) where it is typically more convenient to target a large number of
potential influencers (see [14] for a discussion in the context of marketing strategies).
In conclusion, this work is intended as an additional building block that adds to the
theory of dynamical processes on complex networks. The intimate relation between the
emergent complexity of Nature, manifested by the ubiquitous scale-free networks, and
the physics of diffusion and spreading processes plays a key role in all the results obtained
here. Our results showed that effective medium theory can be used efficiently to extrap-
olate the growth and epidemic prevalence in a very broad class of mobility networks. We
have also provided evidence that random-walk hitting times can give valuable informa-
tion and quantitative estimation of key epidemic quantities that can be measured in real
spreading phenomena. The definition of the new centrality measure ViralRank provides
an insightful and much richer interpretation of PageRank and highlights the connection
between opinion formation models and the influential spreaders problem. The ubiqui-
tous characteristics of spreading processes, especially with the recent development of
online social platforms and transportation networks, makes this work relevant not only
from the theoretical side but also, we believe, on the practical side.
We wish to conclude this thesis with the hope that our work, besides advancing the
present state of the field of network science, will be the trigger for future studies and ex-
citing new scientific research on diffusion and spreading processes on complex networks.
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Lévy flights in the effective medium
Here we derive, following closely [256], the superdiffusive profile (3.24), by combining the
master equation (3.11) with the power-law assumption for the transition rates (3.27). In







where px(t) is the effective medium profile for free diffusion. Let us rewrite (A.1) as an




px+ξ(t) + px−ξ(t)− 2px(t)
ξ1+α
. (A.2)
This equation can be solved easily in Fourier space, i.e. by multiplying eikx on both sides










































n/nν is the polylogarithm function and S(k) is the Fourier symbol






Using the polylogarithm’s expansion around k = 0 (obtained by Mathematica) one finds
the following small wave-vector expression for S(k)






Note that, the sign of S(k) is negative for all α ∈ (0, 2). The solution of (A.3) is given
by
p̃(k; t) = eS(k)t ∼ exp (−a|k|α) , (A.6)





The expansion also shows that px(t) is asymptotically equal to a symmetric stable dis-
tribution whose Fourier transform (2.27) is exactly given by our stretched exponential
(A.6) with scale parameter (A.7). Back-transforming to the position space (A.6), we
















where F−1 denotes the inverse Fourier transform. Using this equation and the definition
of a, with Γ(α+ 1) = αΓ(α), 2 sin(y) cos(y) = sin(2y) and Γ(y) Γ(−y) = π/ sin(πy), we
recover precisely the power law (3.24) as
px(t) ∼ αZt/|x|1+α. (A.9)
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ViralRank, FJ opinion formation and
PageRank
Here we derive the equations that link ViralRank with the FJ opinion formation model
and with Google’s PageRank. By setting U = P, the FJ model (6.13) reads
yi(t+ 1) = α
∑
j





Aijyj(t) + (1− α)fi. (B.1)
The previous equation has a simple interpretation: each node starts with an opinion
fi, and recursively updates it by averaging its neighbors’ opinions. To connect the FJ
model with ViralRank, it is instrumental to consider a (N −1)× (N −1) reduced matrix
P(j) obtained from P by removing the jth row and column. The FJ opinion formation
process associated with the reduced matrix P(j) reads
y
(j)














m (t) + (1− α)f
(j)
i , (B.2)
where y(j) and f (j) are (N − 1)-dimensional vectors obtained by removing element j
from the respective vectors. The last equation has a similar interpretation as (B.1):
each node starts with an opinion f (j)i , and recursively updates it by considering its
neighbors’ opinions. Differently from (B.1), node j’s opinion does not contribute to the
other nodes opinions in (B.2). The stationary opinion y(j)(α|f (j)) of the nodes is solved
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by
y(j)(α|f (j)) = (I(j) − αP(j))−1(1− α)f (j). (B.3)
If α = e−λ, and the initial opinion vector depends on α as








−λ|f (j)(e−λ)) = Zij(λ), (B.5)
where Zij(λ) is the partition function (6.8) for the RWED. Thus, ViralRank centrality











−λ|f (j)) y(i)j (e−λ|f (i))
)
. (B.6)
To illustrate the connection between ViralRank and PageRank, let us substitute (6.9)




















Contrary to the partition function of the RWED (B.7), where only walks that terminate
in j are considered, in (B.8) all walks that can also cross multiple times the target j are
summed over. First, note that by rearranging the sum we obtain

































= Z̃ji(P, λ). (B.9)
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By averaging the modified partition function (B.8) over the source nodes {i} we obtain
the vector x̃j = N−1
∑













Finally, if no self-loops are present Pii = 0 and we can consider the full sum including
















Additionally, we can impose the standard normalization by requiring that
∑
k gk = 1
and rescale the whole PageRank score (B.11) by the normalization factor (1− e−λ)/e−λ,
so that the new quantity is correctly normalized to unity, as in (6.16).
Equation (B.11) therefore shows that PageRank with dumping parameter α = e−λ
and and non-uniform teleportation vector (B.12), builds on a partition function Z̃ij that
also includes walks that hit the target nodes {j} multiple times. By contrast, ViralRank
is built on the partition function of the RWED that only selects the walks that terminate
once they hit the target.
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