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A Teoria do Caos é um ramo avançado da matemática moderna, que se ocupa do estudo de 
sistemas não lineares determinísticos, os quais apresentam comportamento aparentemente 
aleatório. Em ecologia, essa teoria permite abordar questões referentes à dinâmica de 
populações e comunidades de uma perspectiva na qual características como imprevisibilidade 
e complexidade se devem a não linearidades inerentes aos componentes do próprio sistema, 
e não a processos estocásticos que atuam sobre este. Com o desenvolvimento de recentes 
técnicas de análise de séries temporais, é possível distinguir claramente caos e ruído 
nessas séries. De igual modo, novos estudos experimentais em dinâmica caótica e ecologia 
revelam diversas possibilidades teóricas para o entendimento de dinâmica de populações 
e comunidades. O presente artigo é uma revisão conceitual e metodológica dos tópicos 
mais recentes em ecologia, abordados sob a ótica da teoria do caos, incluindo análise de 
séries temporais caóticas, controle de caos em populações, blooms algais, sazonalidade e 
estabilidade de sistemas tróﬁ cos, caos e diversidade, dentre outros.
Palavras-chave: caos, controle de caos, sazonalidade, diversidade, estabilidade, expoentes 
de Lyapunov.
Abstract
Chaos theory is an advanced ﬁ eld of modern mathematics that deals with non-linear 
deterministic systems that present apparently stochastic behavior. In Ecology, this theory 
allows the understanding of issues related to population and community dynamics under 
an alternative framework in which characteristics such as unpredictability and complexity 
are due to non-linearity inherent to such systems, and not to stochastic processes driving 
the system from outside. With the development of recent techniques for time series 
analysis it is possible to distinguish chaos from noise, and recent experimental studies in 
chaotic dynamics reveal several theoretical possibilities for understanding population and 
community dynamics. This article presents a brief conceptual and methodological review 
of the most recent applications of chaotic dynamics in Ecology, including chaotic time 
series analyses, chaos control, algae blooms, seasonality and stability in trophic systems, 
chaos and diversity, among others. 
Key words: chaos, chaos control, seasonality, diversity, stability, Lyapunov exponent.
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Teoria do Caos
A Teoria do Caos é um ramo avançado 
da matemática moderna que se ocu-
pa do estudo de sistemas não lineares 
determinísticos os quais apresentam 
comportamento aparentemente aleató-
rio. Os primeiros lampejos intelectuais 
que culminaram no desenvolvimento 
desta teoria remontam ao século XIX. 
Com o desenvolvimento de programas 
computacionais, a partir da década de 
1960, os estudos de dinâmica caótica 
obtiveram grande avanço. Em 1963, 
um artigo intitulado Deterministic 
nonperiodic ﬂ ow de Edward Lorenz, 
então meteorologista do Instituto Mas-
sachussets de Tecnologia, provocou 
uma onda de crescente interesse pelo 
desenvolvimento do estudo de dinâmi-
ca caótica, fato que se estende até os 
dias atuais (Lorenz, 1963; El-Gohary e 
Sarhan, 2006). É de Lorenz (1963) o 
conhecido Efeito Borboleta, que repre-
senta uma propriedade matemática, de-
nominada sensibilidade às condições 
iniciais, relevante para a deﬁ nição dos 
sistemas caóticos. 
Em ecologia, o grande marco no es-
tudo de dinâmica caótica foi o artigo 
de May (1974), biólogo que demons-
trou claramente que um modelo sim-
ples de crescimento populacional, de 
gerações discretas sem sobreposição, 
para uma única população sob limita-
ção de recursos e com efeito depen-
dente de densidade, possui uma com-
plexidade dinâmica que varia desde 
os pontos de equilíbrio estáveis até o 
caos. O modelo denomina-se mapa 
logístico, ou equação logística e é re-
presentado por
Xn+1=rXn(1-Xn/k)             (1).
Em (1), r representa a taxa de cresci-
mento intrínseca da população X, n é 
uma geração discreta, e k, a capacida-
de de suporte do ambiente.
O estudo do mapa logístico chamou 
a atenção dos ecólogos para o fato de 
que as populações biológicas podem 
apresentar uma dinâmica complexa, 
por fatores intrínsecos, sem a neces-
sidade de ruídos estocásticos externos 
agindo sobre aqueles seres biológicos. 
Desde então, são milhares os trabalhos 
em ecologia que investigam questões 
por meio da utilização do paradigma 
de dinâmica caótica (Hastings et al., 
1993; McCann e Yodzis, 1994; Sua-
rez, 1999; Sprott et al., 2005).
A Teoria do Caos permite abordar, 
de uma nova perspectiva, questões 
referentes à dinâmica de populações 
e comunidades. A partir desse novo 
ponto de vista, as características como 
imprevisibilidade e complexidade se 
devem a não linearidades inerentes 
aos componentes do próprio sistema, 
e não a processos estocásticos que 
atuam neste. Em ecologia, houve uma 
onda de euforia nas décadas de 80 e 
90, a despeito das possibilidades de 
dinâmica caótica em populações e sis-
temas tróﬁ cos. No entanto, a carência 
de técnicas adequadas para a distin-
ção entre caos e ruídos estocásticos 
em séries temporais impossibilitou a 
comprovação experimental de caos 
em sistemas ecológicos. Como se 
veriﬁ cará, ao longo deste artigo, nos 
dias de hoje, importantes avanços te-
óricos e conceituais permitem as aná-
lises minuciosas de séries temporais, 
a reconstrução de atratores caóticos a 
partir destas e a distinção clara entre 
ruído e caos. Avanços recentes mos-
tram que a dinâmica caótica é uma 
possibilidade teórica promissora para 
se pensar em biodiversidade, para a 
compreensão de fenômenos de ex-
plosão populacional, como blooms 
algais, e até mesmo para serem ide-
alizados e concretizados manejos de 
populações de pragas e minimizados 
os problemas de conservação.
Assim, o objetivo deste trabalho é 
apresentar uma revisão concisa dos 
principais conceitos subjacentes à di-
nâmica caótica, demonstrando como 
os avanços recentes neste campo de 
conhecimento, obtidos de maneira 
técnica e abstrata, podem ser úteis 
para a compreensão de sistemas eco-
lógicos. Focalizam-se os principais 
tópicos em ecologia investigados nos 
últimos anos, à luz desta teoria, tais 
como: o controle de caos em popu-
lações, a dinâmica de blooms algais, 
o caos e a biodiversidade, e sazona-
lidade e a dinâmica caótica. Por ﬁ m, 
apresentam-se algumas perspectivas 
para avanços futuros.
O conceito 
cientíﬁ co de caos
Caos é um fenômeno cuja evolução 
temporal se processa de maneira 
aparentemente aleatória, porém re-
gida por uma lei determinística. De 
uma perspectiva mais formal, um 
mapa f em um espaço métrico X é 
dito ser caótico em um conjunto in-
variante Y, ou é dito exibir caos em 
Y, desde que:
(i) f seja topologicamente transiti-
vo em Y;
(ii) f apresente sensibilidade às con-
dições iniciais (Robinson, 1998).
Espaço métrico é um conjunto onde 
se podem deﬁ nir distâncias entre pon-
tos, também chamadas métricas. Um 
conjunto é caracterizado invariante se 
órbitas que iniciam nele permanecem 
nele. 
As órbitas se explicam da seguinte 
forma: para uma função f contínua 
que admite inversa a órbita de um 
ponto a é o conjunto O(a)= {f k(a): 
-∞ < k < +∞}, onde f k representa a 
k-ésima iteração da função f. Iteração 
(do latim iteratione, repetir) nada 
mais é do que a aplicação recursi-
va de uma regra (neste caso, a fun-
ção f, chamada também de mapa), e 
consiste basicamente na utilização 
de resultados anteriores como dados 
de entrada para a obtenção de novos 
resultados. Um exemplo simples de 
iteração é obtido quando se digita um 
número em uma calculadora de bolso 
e se pressiona repetidamente o botão 
raiz quadrada (o mapa é a expressão 
raiz quadrada, e o ponto a é o valor 
digitado antes de se pressionar o bo-
tão pela primeira vez). Cada vez que 
o botão raiz quadrada é pressionado, 
tem-se uma iteração.
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Um mapa f em um espaço métrico X 
é dito topologicamente transitivo se, 
dados dois conjuntos abertos quais-
quer, U e V em X, existe k∈N tal que 
f k(U)∩V≠∅, onde f k representa a k-
ésima iteração do mapa.
Por ﬁ m, seja d(x,y) a distância entre 
dois pontos x e y, um mapa f em um 
espaço métrico X possui sensibilida-
de às condições iniciais, se existe um 
número δ>0 tal que, para todo x∈X e 
todo ε>0 existe y∈X com d(x,y)< ε e 
existe um n tal que d (f n(x), f n(y))>δ.
Às características citadas acima, po-
de-se acrescentar ainda uma terceira 
condição (Robinson, 1998): 
(iii) f possui pontos periódicos 
densos em Y.
Essa última condição signiﬁ ca que, 
para qualquer subconjunto aberto em 
Y, sempre haverá um ponto periódico. 
Assim, as três características citadas 
(transitividade, sensibilidade às con-
dições iniciais e pontos periódicos 
densos) são suﬁ cientes para que um 
sistema seja denominado de caótico. 
A primeira dessas características refe-
re-se à unicidade de um sistema caó-
tico, isto é, um mapa topologicamente 
transitivo não pode ser decomposto 
em partes menores independentes não 
triviais. A segunda característica re-
presenta o aspecto imprevisibilidade, 
pois a evolução de estados iniciais 
arbitrariamente próximos culmina em 
resultados que divergem exponencial-
mente com o tempo. Por ﬁ m, a tercei-
ra característica confere certa regula-
ridade a um sistema caótico. 
Mapas, que são fundamentalmente sis-
temas discretos, e grupos de equações 
diferenciais que deﬁ nem ﬂ uxos (traje-
tórias do sistema cuja dinâmica é espe-
ciﬁ cada pelas equações diferenciais) 
podem apresentar comportamento ca-
ótico (Schaffer, 1985). Mesmo mapas 
unidimensionais, isto é, aqueles que 
possuem apenas uma única variável 
de estado, como, por exemplo, o mapa 
logístico descrito em (1), podem ter 
dinâmica caótica. Diversamente, para 
as equações diferenciais, somente sis-
temas de equações com, no mínimo, 
três dimensões demonstram comporta-
mento caótico; sistemas com este nú-
mero mínimo de dimensões surgem na 
modelagem de interações tróﬁ cas ou 
competitivas (Ferrara e Prado, 1994). 
De maneira bastante geral, podem-se 
modelar fenômenos ecológicos e evo-
lutivos com dois grupos de modelos: 
modelos lineares, aqueles em que a 
resposta do sistema é proporcional à 
entrada; e modelos não lineares, aque-
les cuja resposta do sistema não é pro-
porcional à entrada. Quando se trata 
de modelos lineares, tem-se basica-
mente três tipos de comportamento: (i) 
crescimento o tempo todo a uma taxa 
constante; (ii) decrescimento o tempo 
todo a uma taxa constante; (iii) com-
portamento constante. Nada mais com-
plexo que isso pode ser extraído do 
comportamento de um modelo linear. 
Um exemplo é o modelo discreto para 
crescimento populacional sem efeito 
dependente de densidade, denotado por 
Xn+1=rXn                         (2).
Nessa representação modelar, o tama-
nho da população X permanece cons-
tante para r=1 (quando a taxa de repo-
sição é 1), cresce para r>1, e decresce 
para r<1. Os modelos não lineares 
podem apresentar comportamento 
periódico, quase periódico e caótico. 
Um exemplo de modelo não linear é o 
mapa logístico descrito em (1).
Nesse contexto de sistemas não line-
ares, a teoria do caos pode ser pen-
sada como uma abordagem teórica 
complementar ou como alternativa à 
teoria das probabilidades, no tocante à 
modelagem e ao entendimento de sis-
temas cujas séries temporais sugiram 
comportamento aparentemente alea-
tório (González et al., 2003; Stone e 
Ezrati, 1996). 
Quantiﬁ cando o caos
Provido de um conceito cientiﬁ ca-
mente preciso, o caos pode ser men-
surado. A principal métrica utilizada 
para tal ﬁ m denomina-se expoente 
de Lyapunov e consiste basicamente 
numa medida da divergência expo-
nencial de duas condições iniciais ar-
bitrariamente próximas. Os expoentes 
de Lyapunov são uma quantiﬁ cação 
do Efeito Borboleta de Lorenz (1963). 
Expoentes de Lyapunov positivos in-
dicam comportamento caótico; expo-
entes negativos ou nulos representam 
estabilidade (comportamento cíclico).
Formalizando-se a deﬁ nição de Ex-
poentes de Lyapunov, chega-se às se-
guintes orientações: seja um sistema 
dinâmico representado por um mapa 
f(x); admitam-se x1 e x2 como dois va-
lores arbitrariamente próximos da va-
riável x; considere-se Δx = x2 - x1 a dis-
tância inicial entre estes dois valores. 
Assim f(x1+Δx) = f(x2), e a distância 
inicial entre os dois estados do siste-
ma (em x1 e x2) é dada por f(x1+Δ x) 
- f(x1). A esta distância inicial, chama-
se, aqui, de δ. Assim,
δ= f(x1+Δ x) - f(x1)(3).
Após uma iteração do mapa f(x), pode-
se expressar a nova distância das órbi-
tas de x1 e x2 por δ=δeλ; portanto, após 
n iterações do mapa f(x), a distância 
entre as duas órbitas será dada por 
δn=δenλ                        (4).
Isolando-se λ e substituindo (3) em 
(4), chega-se a
Nessa equação, f n representa a n-ési-
ma iteração do mapa f(x) (Figura 1). 
Ao se fazer com que a distância inicial 
tenda a zero, busca-se, com isso, que 
as duas condições iniciais diﬁ ram por 
uma distância inﬁ nitesimal. Faz-se 
também o número de iterações tender 
ao inﬁ nito. Assim, 
O valor de λ, conforme dado em (6), 

























= >−Δ∞>−λ  (6). 
128 Volume 4 number 3 september - december 2009
Heury Sousa Ferreira
associado ao mapa f(x) e signiﬁ ca a 
taxa de divergência exponencial das 
duas condições iniciais f(x1) e f(x2). 
Pela regra da cadeia, a expressão (6) 
pode, ainda, ser representada por 
onde                representa a derivada da 
i-ésima iteração do mapa f(x). 
Uma visão geométrica do conceito de 
expoentes de Lyapunov tem base na 
taxa de expansão dos eixos de uma 
hiperesfera especiﬁ cada sobre uma 
base ortonormal (base vetorial orto-
gonal e com vetores de comprimento 
unitário), que se desenvolve segundo 
as especiﬁ cações de um ﬂ uxo. Cada 
eixo representa uma dimensão do 
sistema, e o ﬂ uxo deforma o com-
primento dos eixos, alterando, des-
sa maneira, o volume da hiperesfera 
com o passar do tempo (Figura 2). 
Seja ci (0) o comprimento do i-ésimo 
eixo de uma hiperesfera num tempo 
inicial t=0, o expoente de Lyapunov, 
associado com a deformação causada 
por um ﬂ uxo, é dado por
Por vezes, não interessa saber qual o 
expoente de Lyapunov de cada uma 
das dimensões do sistema, mas impor-
ta veriﬁ car se este apresenta expoente 
positivo para, ao menos, uma delas. 
Neste caso, é suﬁ ciente seguir qualquer 
par de condições iniciais arbitraria-
mente próximas, embora não se possa 
indicar exatamente qual a dimensão do 
sistema que está se expandindo.
Caos em séries 
temporais
A simples inspeção visual de séries 
temporais de dados coletados não é 
um método suﬁ cientemente rigoroso 
para identiﬁ car comportamento caóti-
co num sistema, já que é impossível 
distinguir visualmente uma série tem-
poral caótica de uma série temporal 
estocástica. Os métodos tradicionais 
de análises de séries temporais que 
se baseiam em análises do espectro 
de potência, ou da função de auto-
correlação, também não permitem 
essa distinção. Por isso, é necessário 
o uso de técnicas especiais de análi-
ses de séries temporais construídas 
especiﬁ camente para tal ﬁ nalidade. 
É possível, em princípio, reconstruir 
um atrator multidimensional a partir 
de uma série temporal que correspon-
da a apenas uma de suas dimensões, 
mesmo sem se ter conhecimento das 
equações que deﬁ nem o sistema. O 
método mais utilizado para esta ﬁ na-
lidade denomina-se Reconstrução de 
Takens. Este método permite recons-
truir certas propriedades topológicas 
de um atrator desconhecido, a partir 
de vetores ξi m-dimensionais, gerados 
com base em uma série temporal que 
representa apenas uma das dimen-
sões do atrator (Wang, 2003). Assim, 
com fundamento em uma série tem-
poral de um atrator desconhecido, 
constroem-se outro espaço de fases 
e outro atrator, que terá propriedades 
topológicas semelhantes ao primei-
Figura 1. Divergência exponencial após n iterações de duas órbitas inicialmente próximas 
de um sistema especiﬁ cado por um mapa f(x). Abreviações: f n(x), n-ésima iteração do 
mapa; δn, distância após n iterações.
Figure 1. Exponential divergence after n iterations of two initially close orbits of a system 
speciﬁ ed by a map f(x). Abbreviations: f n(x), n interactions of the map; δn, distance after 
n interactions.
Figura 2. Deformação no tempo (t) do comprimento dos eixos (c1 e c2) de uma hiperes-
fera por um ﬂ uxo.
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ro. O atrator reconstruído não terá 
forma idêntica ao original, mas uma 
topologia semelhante, o que é suﬁ -
ciente para caracterizá-lo. Como não 
se conhece o número de dimensões do 
atrator original, é necessário escolher 
de maneira arbitrária uma dimensão 
e, só assim, proceder-se à reconstru-
ção. Essa dimensão arbitrariamente 
escolhida é chamada de Dimensão de 
Imersão (embbeding dimension, ED) 
(Kugiumtzis e Christophersen, 1997). 
Uma vez reconstruído o atrator, pode-
se estimar sua densidade no espaço 
de fases; tal estimativa denomina-se 
dimensão de correlação DC, e consis-
te, basicamente, em uma medida da 
dispersão dos pontos que compõem 
o atrator no espaço de fases, estima-
da por um algoritmo denominado 
Algoritmo de Grassberger-Procaria. 
Tratando-se de sistemas estocásticos, 
DC cresce indeﬁ nidamente com o au-
mento de ED. No entanto, se o sistema 
for caótico, DC atinge um valor cons-
tante com o aumento de ED (Ferrara e 
Prado 1994). 
Por meio do mesmo algoritmo, pode-
se estimar a entropia de Kolmogo-
rov-Sinai (taxa média de criação de 
informação do sistema), que também 
fornece um critério claro de distin-
ção entre um sinal caótico e um sinal 
estocástico. Este último produz uma 
quantidade inﬁ nita de entropia, quan-
do o tempo tende ao inﬁ nito, enquan-
to sistemas caóticos produzem uma 
quantidade ﬁ nita, correspondente à 
soma dos expoentes de Lyapunov po-
sitivos do sistema, que também po-
dem ser estimados a partir dos dados 
de séries temporais (Ferrara e Prado, 
1994). 
Atualmente, conﬁ rma-se claramente a 
existência de caos, por meio de dados 
experimentais em sistemas planctôni-
cos (Beninca et al., 2008), em popu-
lações de insetos (Desharnais et al., 
2001; Dennis et al., 2001); com dados 
coletados em campo, as evidências 
são muito fortes para população de 
linces (Gamarra e Solé, 2000) e de al-




e ﬂ orações algais
Dos muitos sistemas que podem ser 
pensados como modelos para estudos 
experimentais e teóricos em dinâmica 
caótica, os sistemas planctônicos ﬁ gu-
ram como um dos mais promissores. 
Isto se deve a características como seu 
curto ciclo de vida, a alta taxa reproduti-
va e a baixa relação superfície/área, que 
os predispõem teórica e naturalmente à 
instabilidade. De fato, alguns autores ar-
gumentam que a dinâmica caótica pos-
sivelmente seja a solução para o parado-
xo do plâncton proposto por Hutchinson 
(Hutchinson, 1961; Scheffer et al., 
2003). A ideia fundamental é a de que 
a dinâmica caótica impede o sistema de 
atingir um estado no qual há exclusão 
competitiva, o que permite maior bio-
diversidade nos sistemas planctônicos 
(Huisman e Weissing, 1999).
Nesse contexto de instabilidade de 
populações planctônicas, devido a 
não linearidades do próprio sistema, 
alcança-se uma nova forma de entendi-
mento para fenômenos como ﬂ orações 
ou blooms algais (Huppert et al., 2005; 
Scheffer et al., 1997; Stone e Ezra-
ti, 1996), tanto para blooms naturais 
quanto para aqueles provocados por 
ação antrópica mediante a eutroﬁ zação 
de corpos d’água. Se, de fato, blooms 
resultam da não linearidade pertinente 
ao próprio sistema, então é possível que 
o horizonte de previsibilidade de tais 
fenômenos seja inerentemente estreito, 
não devido à estocasticidade ambiental, 
mas a uma imprevisibilidade que lhe é 
própria, característica fundamental de 
qualquer sistema caótico decorrente da 
sensibilidade às condições iniciais. En-
tretanto, considerando-se o aspecto de 
que sistemas caóticos são controláveis, 
o manejo de lagos e mananciais pode 
ser pensado dentro desta ótica.
Sistemas caóticos 
são controláveis
Apesar de imprevisíveis a longo pra-
zo, sistemas caóticos são controláveis. 
A ideia básica é a de que sistemas caó-
ticos podem ser perturbados de modo 
especíﬁ co a ﬁ m de se obter um estado 
estável do sistema. Há um número in-
ﬁ nito de órbitas periódicas instáveis 
entrelaçadas no espaço de fases que 
representa um sistema caótico. Devi-
do à propriedade de sensibilidade às 
condições iniciais, pequenas pertur-
bações podem manter o sistema em 
uma dessas órbitas periódicas, fazen-
do com que ele se comporte como se 
fosse periódico, controlando-se, as-
sim, o caos deste sistema. 
Os métodos de estabilização se di-
videm basicamente em dois grandes 
grupos: métodos de perturbações in-
ternas ou paramétricos (afetam-se pa-
râmetros do sistema) e métodos de 
perturbações externas (afeta-se o sis-
tema como um todo) (Sole et al., 
1999; Gomes et al., 2008). Como um 
primeiro exemplo de método de per-
turbação interna, pode-se citar o mé-
todo OGY (Ott et al., 1990). Este mé-
todo requer um conhecimento prévio 
da trajetória do sistema a ser estabili-
zado, o que implica em uma necessi-
dade de obtenção de séries temporais 
muito longas, inviáveis na grande 
maioria dos estudos em ecologia. Um 
protocolo mais plausível envolve a 
perturbação periódica de algum parâ-
metro controle do sistema, como, por 
exemplo, a taxa de crescimento popu-
lacional. Toma-se, novamente, o clás-
sico modelo logístico como exemplo: 
Xn+1=rXn(1-Xn). Quando r>3.57, a po-
pulação se comporta de forma caótica; 
para valores de r<3.57 aparecem com-
portamentos cíclicos. Uma maneira 
bastante intuitiva de se controlar caos, 
nesse caso, é por meio de aplicações 
de perturbações periódicas sobre o pa-
râmetro controle r, de modo que ele 
atinja valores menores que 3.57. 
Assim,
Xn+1=fr(Xn)
Xn+p=fμ( Xn-(p-1))                 (9).
Conforme (9), f representa a função 
quadrática de parâmetro controle r 
que deﬁ ne o mapa logístico, p repre-
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senta o período de perturbação, e μ=rk 
representa a perturbação, sendo k a in-
tensidade dessa perturbação. 
Como exemplo de um método de 
perturbação externa, cita-se o mé-
todo GM (Guemez e Matias, 1993): 
procede-se por meio de perturbações 
periódicas do sistema, que são propor-
cionais ao presente estado desse siste-
ma. Toma-se novamente a equação lo-
gística como exemplo. Aplicando-se o 
método GM, tem-se:
Xn+1=fr(Xn)
Xn+p=fr( Xn-(p-1) )(1+ψ)               (10).
Nessa representação do método, p é 
período de perturbação e ψ indica a 
intensidade desta. Repare que o pa-
râmetro controle r é mantido cons-
tante, e a perturbação ocorre no siste-
ma como um todo. Ecologicamente, 
pode-se pensar ψ>0 como imigração 
e ψ<0 como emigração sazonal de-
pendente de densidade, para o caso de 
indivíduos de distribuição agrupada 
ou territorial, respectivamente. 
Embora, à primeira vista, o controle do 
caos soe como uma abstração demasia-
da, já se conﬁ rmou experimentalmente 
tal controle em populações do besouro 
de farinha Tribolium castaneum, por 
meio de pequenas perturbações perió-
dicas na taxa de recrutamento de adul-
tos (Desharnais et al., 2001). É inte-
ressante notar que todas essas distintas 
formas de perturbação implicam sem-
pre em pequenas perturbações, não em 
perturbações drásticas. Assim, se uma 
população de pragas em uma lavoura 
se comportar de maneira caótica, seu 
controle não implica, necessariamente, 
num grande extermínio em massa de 
seus membros, mas, isto sim, em es-
tratégias que desencadeiem pequenas 
perturbações em parâmetros popula-
cionais especíﬁ cos (Suarez, 1999).
Sazonalidade e 
dinâmica caótica
Modelos matemáticos de equações 
diferenciais que representam sistemas 
tróﬁ cos podem apresentar comporta-
mento caótico devido à ação de efeito 
sazonal, geralmente representado em 
tais modelos por adição de uma fun-
ção senoidal (Upadhyay e Iyengar, 
2005). A intensidade da sazonalida-
de e o período do efeito são os dois 
principais parâmetros capazes de ge-
rar dinâmica caótica nesses sistemas 
(Gakkhar e Naji, 2003a). 
De maneira geral, o aumento da sazo-
nalidade implica em maior instabili-
dade do sistema, com um cenário de 
duplicação de período até surgimento 
de caos (Gakkhar e Naji, 2003b). No 
entanto, a natureza fractal de proces-
sos caóticos faz com que não haja um 
contínuo perfeito de caos e estabilida-
de, ou seja, caso se interpretem distin-
tas sazonalidades como implicando 
em distintas localidades, então os mo-
delos indicam que pode haver locais 
com intensidades de sazonalidade 
muito próximas, porém com compor-
tamentos dinâmicos muito distintos: 
alguns caóticos, outros estáveis. 
Variação explicada 
A estocasticidade é uma realidade em 
sistemas ecológicos, em maior ou me-
nor grau, dependendo da escala e do 
sistema. Considerando tal assertiva, 
por que usar modelos determinísti-
cos? É possível que um “esqueleto de-
terminístico” caótico explique a maior 
parte da variação de um conjunto de 
dados aparentemente aleatório, o que 
acarreta uma ruptura epistemológica 
drástica. O sistema seria imprevisível 
e complexo por si só, e não por conse-
quência das inﬂ uências externas, em-
bora estas também contribuam para 
parte de sua variação. Nesse contexto, 
a dinâmica caótica e a teoria das pro-
babilidades surgem como abordagens 
complementares (Dennis et al., 2003; 
Ellner e Turchin, 2005). 
Frequentemente, busca-se, em estudos 
de ecologia, uma correlação entre va-
riação de comunidades ou populações 
e variáveis ambientais explanatórias 
que teoricamente tenham poder de 
predição. Quando se encontra muita 
variação não explicada pelas variáveis 
preditoras, é comum acreditar-se que 
alguma variável importante deixou de 
ser medida. No entanto, caso exista um 
esqueleto determinístico não linear que 
rege a dinâmica do sistema, a variação 
pode dever-se a não linearidades ine-
rentes ao próprio sistema, à dinâmica 
caótica, e não à inﬂ uência de variáveis 
externas. A compreensão desse siste-
ma não implica, portanto, em coletar 
novas variáveis ambientais, mas em 
entender os processos intrínsecos que 
geram tal comportamento.
Avanços futuros
Muitos modelos matemáticos em eco-
logia deﬁ nem sistemas não lineares, 
que demonstram comportamento ca-
ótico para algumas combinações de 
parâmetros. Se o caos é ou não uma 
realidade em populações biológicas, é 
algo que só pode ser respondido com 
dados coletados e analisados de ma-
neira adequada. Estudos experimentais 
que envolvem organismos de curto ci-
clo de vida e alta taxa reprodutiva, tais 
como organismos planctônicos e diver-
sos grupos de insetos, parecem ser um 
caminho adequado para confrontar as 
previsões dos modelos caóticos com 
dados experimentais. Uma maior inte-
gração de esforços entre proﬁ ssionais 
teóricos e experimentais surge como 
ação necessária para os avanços neste 
sentido (Kareiva, 1989).
É possível que, para muitos organis-
mos, a estabilidade das populações 
não se dê por ausência de caos, mas 
por controle deste, por meio de meca-
nismos endógenos de autorregulação 
(Doebeli, 1993). Isso se alia ao fato de 
que, se o caos pode manter a diversi-
dade, a comprovação dessa hipótese 
implica em novas formas de se pensar 
manejo e conservação.
A possível integração entre modelos 
ecológicos e evolutivos também levan-
ta questões bastante interessantes, já 
que boa parte dos modelos matemáti-
cos, tanto em ecologia como em gené-
tica de populações, são não lineares e 
apresentam dinâmica caótica para mui-
tas combinações de parâmetros. Dados 
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os aspectos teóricos que envolvem sin-
cronia e acoplamento de sistemas caó-
ticos, é possível que novas descobertas 
e insights surjam nessa direção. 
Conclusões
A teoria do caos fornece uma aborda-
gem alternativa à teoria das probabi-
lidades no entendimento de sistemas 
ecológicos que apresentam comporta-
mento complexo. O comportamento ca-
ótico surge em uma série de modelos ma-
temáticos, descrevendo interações tró-
ﬁ cas em ecologia. Estes modelos apon-
tam para o fato de que o caos pode ser 
não somente uma realidade em contex-
tos especíﬁ cos, mas também responsá-
vel pela manutenção da diversidade. 
A concepção de que ﬂ utuações popula-
cionais implicam necessariamente em 
ação forte de fatores externos é posta 
em cheque pelos princípios de não li-
nearidade que regem sistemas caóti-
cos. E, por mais abstrato que pareça, 
estudos experimentais recentes com-
provam caos e controle de caos em po-
pulações sob condições de laboratório. 
A teoria do caos propicia um novo en-
tendimento para questões práticas e te-
óricas interessantes em dinâmica de co-
munidades e dinâmica populacional, tais 
como o controle de pragas, o entendi-
mento de ﬂ orações algais, de padrões de 
diversidade, da extinção de espécies, e do 
papel da sazonalidade sobre a estabilida-
de de sistemas tróﬁ cos. Por essas razões 
e possibilidades que se abrem, são neces-
sários estudos experimentais mais claros, 
munidos de novas técnicas de análises 
de séries temporais, a ﬁ m de testar, de 
maneira mais concisa, as predições ge-
radas pelo contexto de dinâmica caótica. 
As perspectivas parecem promissoras, e 
a conciliação entre rigor experimental e 
predição acurada de bons modelos pode 
propiciar um entendimento mais profun-
do em diversas questões de dinâmica 
complexa em ecologia.
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