We establish explicit formulae for canonical factorizations of extended solutions corresponding to harmonic maps of finite uniton number into the exceptional Lie group G 2 in terms of the Grassmannian model for the group of based algebraic loops in G 2 . A description of the "Frenet frame data" for such harmonic maps is given. In particular, we show that harmonic spheres into G 2 correspond to solutions of certain algebraic systems of quadratic and cubic equations.
Introduction
In the seminal paper [10] , Uhlenbeck observed that harmonic maps from a Riemann surface into a Lie group G correspond to certain holomorphic maps, the extended solutions, into the loop group ΩG = {γ : S 1 → G (smooth) | γ(1) = e}.
When the Fourier series associated to an extended solution has finitely many terms, the corresponding harmonic map is said to have finite uniton number. Such harmonic maps can be obtained from a constant by applying a finite number of "Bäcklund-type transforms". In terms of loop groups, this means that extended solutions corresponding to harmonic maps of finite uniton number into the unitary group admit factorizations into linear factors. Subsequently, Burstall and Guest [1] generalized this to other Lie groups and gave "Weierstrass-type formulae", by means of which harmonic maps of finite uniton number can be described in terms of certain meromorphic functions on M . This was accomplished by using a method inspired by the Morse theoretic interpretation of the Bruhat decomposition of the loop subgroup Ω alg G = {γ ∈ ΩG | γ and γ −1 have finite Fourier series}.
More precisely: Consider the energy functional E : ΩG → R given by E(γ) = S 1 |γ ′ | 2 . This is a Morse-Bott function on the Kähler manifold ΩG and its critical manifolds are precisely the conjugacy classes of homomorphisms S 1 → G. If Ω ξ is such a class and U ξ is the unstable manifold of Ω ξ with respect to the flow of the gradient vector field −∇E, then the Bruhat decomposition corresponds to the decomposition Ω alg G = ξ U ξ . Moreover, U ξ carries a structure of vector bundle over Ω ξ and, given a finite uniton number harmonic map ϕ : M → G, it can be proven that it admits an extended solution Φ : M → Ω alg G which takes values in some U ξ off a discrete subset D of M . The unstable manifolds U ξ admit a suitable Lie theoretic description, which can therefore be applied to the study of harmonic maps.
In the present paper, we explore further this point of view. For certain pairs of elements ξ, ξ ′ , we introduce natural holomorphic fibre bundle morphisms U ξ,ξ ′ : U ξ → U ξ ′ , which we use later to construct canonical factorizations for loops in Ω alg G 2 . These morphisms transform extended solutions in new extended solutions, that is, if Φ : M \ D → U ξ is an extended solution, then U ξ,ξ ′ • Φ : M \ D → U ξ ′ is a new extended solution. Hence the canonical factorizations for loops induce canonical factorizations for extended solutions. In the case of the exceptional Lie group G 2 , our factorizations are finer than those constructed in [1] . Explicit formulae for these factorizations are given in terms of the Grassmannian model for Ω alg G 2 .
The Grassmannian model for loop groups was exploited for the first time in the study of harmonic maps by Segal [8] . In this setting, as observed by Guest [4] , the "holomorphic data" producing harmonic maps can be organized in terms of "Frenet frames". More recently, the Grassmannian model was used by the second author [6] and Svensson and Wood [9] in the study of harmonic maps into classical Lie groups and their inner symmetric spaces.
In this paper, we give a description of the "Frenet frame data" for harmonic maps of finite uniton number into G 2 and its inner symmetric space G 2 /SO(4), the Grassmannian of associative 3-planes. In particular, we show that each harmonic sphere into G 2 can be obtained from a solution of a certain algebraic system of quadratic and cubic equations.
The fundamental representation of G 2
We start by reviewing some aspects concerning the fundamental representation of G 2 . For more details we refer the reader to [5] , Lecture 22.
It is well known that the exceptional compact simple Lie group G 2 is exactly the automorphism group of O, the real 8-dimensional division algebra of octonions. Equip O with the natural inner product x, y R = Re(x ·ȳ) = 1 2 (x ·ȳ + y ·x). Since this metric is defined as the multiplication, we get G 2 ⊂ SO(O). Every automorphism of the octonions fixes the subspace R·1 ⊂ O and thus preserves the subspace of octonions orthogonal to the identity, that is, the 7-dimensional subspace consisting of all imaginary octonions, Im(O). So, if we identify Im(O) = R 7 , we get exactly the fundamental representation G 2 ⊂ SO (7), which is the smallest non-trivial representation of G 2 . If we fix a maximal torus T ⊂ G 2 , which is known to be 2-dimensional, and a Weyl chamber W in t, the Lie algebra of T , the corresponding weight diagram looks like: 
The octonionic-imaginary part of the product of x, y ∈ C 7 = Im(O) ⊗ C will be denoted by x · y ∈ C 7 and consider the orthogonal decomposition of C 7 into one-dimensional weight subspaces:
is the weight space for ω i + ω j , if this is a weight, and zero otherwise. Hence, we obtain from the weight diagram the following octonionic multiplication table:
The positive roots associated to the pair (T, W) are given by:
with the simple roots α 1 , α 2 dual to the elements H 1 , H 2 ∈ t defined by
in the following sense:
The weights of the fundamental representation can be written in terms of the simple roots as follows:
Given an isotropic subspace D ⊂ C 7 , we denote by D 0 its stabilizer and by D a its annihilator:
We have:
Proof. Since G 2 acts transitively on the one-dimensional isotropic subspaces, we can take D = L 1 . From the octonionic multiplication table we see that
If D is an complex coassociative 2-plane, then we have an orthogonal decomposition:
Grassmannian model for loop groups
Fix on C n the standard complex inner product ·, · and let e 1 , . . . , e n be the standard basis vectors for C n . Given a complex subspace V ⊂ C n , we denote by π V the orthogonal projection onto V . Let H be the Hilbert space of square-summable C n -valued functions on the circle and ·, · H the induced complex inner product. This is the closed space generated by the functions λ → λ i e j , with i ∈ Z and j = 1, . . . , n:
Consider the closed subspace H + of H defined by
Let Grass(H) denote the set of all closed vector subspaces W ⊂ H such that: the projection map W → H + is Fredholm, and the projection map W → H ⊥ + is Hilbert-Schmidt; the images of the projections maps
Pressley and Segal [7] showed that the action of the infinite-dimensional Lie group
on Gr defined by γW = {γf | f ∈ W } is transitive. By considering Fourier series, it is easy to see that the isotropy subgroup at H + is precisely U (n). Hence
This homogeneous space carries a natural invariant structure of Kähler manifold [7] .
Remark 3.1. Given W ∈ Gr, it is known [7] that dim W ⊖ λW = n, where W ⊖ λW denotes the orthogonal complement of λW in W . If we choose an orthonormal basis for W ⊖ λW , {w 1 , . . . , w n }, we can put the vector-valued functions w i side by side to form an (n × n)-matrix valued function γ on S 1 , that is, a loop γ ∈ ΛU (n). It can be shown [7] that W = γH + .
If G is a subgroup of U (n), we shall denote by Gr(G) the subspace of Gr that corresponds to ΩG.
Grassmannian model for ΩSO(n)
We consider the special orthogonal group SO(n) as a subgroup of U (n). For each X in C n denote by X its complex conjugate. The Grassmannian model of ΩSO(n) is given by:
and only if, it belongs to
Gr SO(n) = W ∈ Gr | W ⊥ = λW .
Grassmannian model for ΩG 2
Take the complex bilinear extension to C 7 of the octonionic product on R 7 and use it to define a product on the Hilbert space H of square-summable C 7 -valued functions on the circle: if
The Grassmannian model of ΩG 2 is given by:
and only if, it belongs to
(here W sm denotes the subspace of smooth functions in W , which is dense [7] ).
Proof. we know that dim W ⊖ λW = 7 and W ⊖ λW consists of smooth functions. Hence W ∩ W is a 7-dimensional subalgebra of H with respect to the product induced by the octonionic product on R 7 ; consequently, for any λ ∈ S 1 , the evaluation map at λ, ev λ :
1 . Since ev λ commutes with complex conjugation and, as we have seen, ev λ is an isomorphism for any λ ∈ S 1 , then the loop γ belongs to ΩG 2 . By Remark 3.1, we have W = γH + .
The algebraic Grassmannian
A loop γ ∈ ΩU (n) is said to be algebraic if both γ and γ −1 have finite Fourier series. Denote by Ω alg U (n) the subgroup of algebraic loops. This subgroup acts on
and we have Gr alg ∼ = Ω alg U (n) (see [7] for details).
The Bruhat Decomposition of Gr alg (G)
Consider now a compact matrix semi-simple Lie group G. Fix a maximal torus T of G with Lie algebra t ⊂ g, let ∆ ⊂ √ −1t * be the corresponding set of roots and, for any α ∈ ∆, denote by g α the corresponding root space. The integer lattice I = (2π) −1 exp −1 (e) ∩ t may be identified with the group of homomorphisms S 1 → T , by associating to ξ ∈ I the homomorphism γ ξ defined by γ ξ (λ) = exp (− √ −1 ln(λ)ξ). Denote by g ξ i the √ −1 i-eigenspace of adξ, with i ∈ Z. We have on g C a structure of graded Lie algebra:
where r(ξ) = max{i | g ξ i = 0}. Moreover:
The adjoint action of γ ξ on g C is given by:
Proof. Taking account the well known formula Ad exp(η) = exp ad(η) , for all η ∈ g C , we have:
For each ξ ∈ I, we write Ω ξ = {gγ ξ g −1 | g ∈ G}, the conjugacy class of homomorphisms S 1 → G which contains γ ξ . This is a complex homogeneous space [1] :
ξ . Taking account Lemma 4.1, one can easily check that the Lie algebra of the isotropic subgroup
ξ is precisely the parabolic subalgebra induced by ξ: p ξ = i≤0 g ξ i . Now, choose a fundamental Weyl chamber W in t. The intersection of I with this will be denoted by I ′ . We have:
This is a complex homogeneous space of the group Λ + alg G C , and the isotropy subgroup at γ ξ is the subgroup Λ
ξ . Moreover, U ξ carries a structure of holomorphic vector bundle over Ω ξ and the bundle map u ξ : U ξ → Ω ξ is precisely the natural map
Remark 4.1. As explained in [7] (see also [1] ), the Bruhat decomposition admits a nice Morse theoretic approach. Consider the usual energy functional on paths E : ΩG → R. This is a MorseBott function and its critical manifolds are precisely the conjugacy classes of homomorphisms S 1 → G. For each ξ ∈ I, U ξ is the unstable manifold of Ω ξ with respect to the flow of the gradient vector field −∇E defined by the natural Kähler structure on ΩG, and each γ ∈ U ξ flows to the homomorphism u ξ (γ).
Take γ ∈ U ξ ⊂ Ω alg G and W = γH + ∈ Gr alg (G), with
where the subspaces A ξ i define a flag
In terms of the grassmannian model, the bundle map u ξ : U ξ → Ω ξ can be described as follows:
where
Remark 4.2. Consider the mutually orthogonal subspaces E −s , . . . , E r defined by
Canonical fibre-bundle holomorphic morphisms between unstable manifolds
In this section we show that, under some conditions on a pair of elements ξ, ξ ′ ∈ I, one can construct a canonical holomorphic morphism between the fibre bundles U ξ → Ω ξ and U ξ ′ → Ω ξ ′ . Later we shall use these morphisms to construct canonical factorizations of algebraic loops and harmonic maps. Define a partial order over I by:
for all i ≥ 0, where
Since ξ and ξ ′ are simultaneously diagonalizable, this condition is equivalent to g
for all j ≥ 0.
Lemma 4.2. Take two elements ξ, ξ ′ ∈ I such that ξ ξ ′ . Then
Proof. Since these subgroups are connected, it is sufficient to prove the inclusion at the Lie algebra level. Now, Lemma 4.1 yields
From (6) and (8) we conclude that
This lemma allows us to define a Λ
whenever ξ ξ ′ . Since the holomorphic structures on U ξ and U ξ ′ are induced by the holomorphic structure on Λ + alg G C , the fibre-bundle morphism U ξ,ξ ′ is holomorphic. Moreover: For each ξ ∈ I define the subbundle
of the holomorphic tangent bundle
Proof. Start to observe that
Hence, by (6) , Λ
On the other hand, the derivative DU ξ,ξ ′ :
, and the lemma follows from inclusion (12).
Similarly, the derivative Du ξ :
and u ξ is super-horizontal as well. In fact:
Factorizations of algebraic loops
For each integer k ≥ 0, define
By a factorization of a loop γ ∈ Ω k G 2 of length N and type (k 1 , k 2 , . . . , k N ) we mean a sequence of loops
Since each element ξ ∈ I is diagonalizable and its eigenvalues are of the form √ −1k i (ξ),
Consider γ ∈ U ξ and a sequence of elements ξ = ξ N , ξ N −1 , . . . , ξ 2 , ξ 1 , ξ 0 = 0 in the integer lattice I such that ξ ξ i for each i = 0, . . . , N . Set k i = κ(ξ i ) − κ(ξ i−1 ). Thus, the sequence of loops γ N = γ, . . . , γ i = U ξ,ξ i (γ N ), . . . , γ 0 = e induces a factorization β 1 , . . . , β N of γ, with β i = γ 
Canonical factorizations of algebraic loops in G 2
Fix a non-zero element ξ such that exp(2πξ) = e. According to the notations of Section 2, for some choice of a maximal torus T of G 2 and a Weyl chamber W, ξ is given by
where k, l are non-negative integers such that 2l ≤ k. For each γ ∈ U ξ we define the canonical factorization of γ as follows:
All the eigenspaces of ξ are 1-dimensional; consequently, there is a unique pair (T, W) for which (13) holds. Define η 1 , η 2 ∈ I by:
We have ξ = (k − l)η 1 + lη 2 and κ(η 1 ) = κ(η 2 ) = 1.
Lemma 5.1. Consider the following sequence of elements in the integer lattice I:
where 0 ≤ i ≤ k − 2l and 0 ≤ j ≤ l − 1. Then ξ ξ r for each r = 0, . . . , k.
Proof. Consider the elements H 1 , H 2 ∈ I defined by (2). We have: η 1 = H 2 and η 2 = H 1 − H 2 . Taking account (3) and (7), by direct evaluation of the positive roots (1) at each ξ i , one can conclude that p ξ ⊂ p ξ ′ , i.e. ξ ξ ′ .
Hence, the sequence (14) defines a factorization of γ of length k and type (1, 1, . . . , 1). Set W = γH + and W ξ = γ ξ H + . Take Ψ ∈ Λ + alg G C such that W = Ψγ ξ H + = ΨW ξ . Next we describe the canonical factorization of γ in terms of the Grassmanian model for loops groups.
First observe that
Consider now the sequence (14). We have γ ξ k−1 = γ k−l−1 η 1 γ l η 2 , and it is easy to check that
Set γ i = U ξ,ξ i (γ) and W i = γ i H + . Taking account definition (9), we deduce from (16) that:
Each element of the sequence of subspaces
can be obtained out of W by iterating this procedure. Explicitly:
where 0 ≤ i ≤ k − 2l and 0 ≤ j ≤ l − 1.
Case l = k 2
Define η = ξ/l ∈ I. In this case, κ(η) = 2 and the sequence of elements (20) is given by
Case l = 0
Define η = ξ/k. Clearly κ(η) = 1 and the sequence of elements
is such that ξ ξ k−i for each i. Hence (22) defines a factorization of γ of length k and type (1, 1, . . . , 1) . The corresponding sequence of subspaces W = W k , . . . , W k−i , . . . , W 1 , W 0 = H + is given by
Harmonic maps into a Lie group
Let M be a Riemann surface and ϕ : M → G a map into a compact matrix Lie group. Equip G with a bi-invariant metric. Define α = ϕ −1 dϕ and let α = α ′ + α ′′ be the type decomposition of α into (1, 0) and (0, 1)-forms. It is well known [10] that ϕ : M → G is harmonic if and only if the loop of 1-forms given by 
Proposition 4.4 in [1] establishes that Φ is an extended solution if, and only if,
Taking account (10) and (11), this means that:
is an extended solution if, and only if Φ is holomorphic and super-horizontal (that is, the derivative of
Since each fiber bundle morphisms U ξ,ξ ′ : U ξ → U ξ ′ is holomorphic and super-horizontal, we have the following generalization of Theorem 4.11 in [1] :
On the other hand, since the bundle map u ξ : U ξ → Ω ξ is holomorphic and super-horizontal, we see that:
The following lemma will be used later:
, with respect to the decomposition g C = g ξ j .
Proof. Since Φ = Ψγ ξ b −1 ,
It is clear that b z b −1 takes values in Λ + g C . Hence, taking account (25), (26) and Lemma 4.1, the λ −1 -coefficient of Φ −1 Φ z is given by:
The lemma follows now from (24).
Harmonic maps from the Grassmannian point of view
Let W : M → Gr(G) correspond to a smooth map Φ : M → ΩG under the identification ΩG ∼ = Gr(G), that is W = ΦH + . Segal [8] has observed that Φ is an extended solution if, and only if, W is a solution of equations:
The first condition means that ∂s ∂z (z) is contained in the subspace λ −1 W (z) of H, for every (smooth) map s : M → H such that s(z) ∈ W (z), and it is equivalent to the super-horizontality of Φ. The second condition is interpreted in a similar way and it is equivalent to the holomorphicity of Φ.
Remark 6.1. Consider some discrete set D ⊂ M , an element ξ ∈ I and an extended solution Φ : M \ D → U ξ . As explained in Remark 3 of [2] , the bundle W = ΦH + can be extended holomorphically to M , and, consequently, Φ defines a global extended solution from M to Ω alg G.
If Φ : M \ D → U ξ is an extended solution and W = ΦH + , then u ξ (W ) = u ξ • ΦH + is given pointwise by (4) and we get holomorphic subbundles A i of the trivial bundle
Normalization of harmonic maps
The next two propositions will be used in Section 7 to estimate the uniton number of harmonic maps M → G 2 . The first one is a generalization of Theorem 4.5 in [1] :
, for all i ≥ 0. In fact:
, and, consequently,
, that is,
On the other hand, by taking the conjugate of (27), we see that
Finally, from (27), (28) and (29), we conclude that
is also holomorphic, we conclude that it is constant. Hence Ψγ ξ−ξ ′ = γ −1 b for some constant loop γ −1 ∈ Ω alg G and some b :
and (for j > 1)
is an extended solution. Hence, taking account Lemma 6.1, we only have to check that the component of X ′ i over g
vanishes for all i ≥ 0. We know, by (26), that X ′ 0 takes values in p
On the other hand, g
vanishes for all i ≥ 1. The argument used in the proof of Proposition 6.3 can also be applied here to prove the existence of a constant loop γ ∈ ΩG such that γΦ : M \ D → U ξ−ξ ′ .
Harmonic maps into inner G-symmetric spaces
Let G be a compact (connected) Lie group. It is well known [1] that each connected component of √ e = {g ∈ G : g 2 = e} is a compact inner symmetric space. Moreover, the embedding of , that we shall also denote by I, and Ω I G can be identified with
Corresponding to the extended solution Φ : M → Ω I G, consider W = ΦH + : M → Gr I (G). We write W = W even ⊕ W odd , where W even and W odd are the +1 and −1 eigenspaces of I, respectively. Denote U I ξ = U ξ ∩ Ω I G. We have:
Proof. For Φ ∈ U ξ , write ΦH + = Ψγ ξ H + , with Ψ ∈ Λ + alg G C , andΨ(λ) = Ψ(−λ). Start to observe that Φ ∈ U I ξ if, and only if,Ψ = Ψγ ξ bγ
Since Ψ,Ψ ∈ Λ + alg G C , we also have γ ξ bγ
Hence, by Lemma 4.2,
and from here we conclude that U ξ,ξ ′ (Φ) ∈ U I ξ ′ . Then, our previous results concerning factorizations and normalizations also hold for the symmetric case. 
Estimation of the uniton number and factorization formulae
Next we estimate the uniton number of ϕ and we give factorization formulae for the correspondig normalized extended solution in terms of the Grassmannian model. In particular, we will see that r(ϕ) ≤ 6.
= t C and ξ ξ n , which implies, by Proposition 6.3, that exists a constant loop γ ∈ ΩG 2 such that Φ n = γΦ : M \ D → U ξ n . In terms of the Grassmannian model, γ is obtained as follows:
Since
Hence, taking account (15), we have
By applying pointwise the algebraic results of Section 5, the sequence
which, by Lemma 5.1, satisfies ξ n ξ i for i = 0, 1, 2, 3, gives a factorization of Φ n :
This is a factorization of length 3 and type (1, 1, 1). By Proposition 6.1, each
In terms of the Grassmanian model, (17), (18) and (19) give:
Remark 7.1. The factorization associated to Proposition 4.13 in [1] is the factorization of length 2 and type (1, 2) defined by the sequence ξ = H 1 + H 2 H 1 0. Hence, our factorization gives a refinement of this.
Case
and ξ ξ n , by Proposition 6.3, there exists a constant loop γ ∈ ΩG 2 such that Φ n = γΦ : M \ D → U ξ n . In terms of the Grassmannian model, γ can be obtained as above:
In this case, we have λ 2 H + ⊂ W n (z) ⊂ λ −2 H + , for each z ∈ M \ D, and r(ϕ) ≤ 4. The canonical factorization of Φ n given by (21) is trivial, that is, has length 1.
The canonical factorization of Φ n given by (23) also has length 1.
Frenet frame data for harmonic maps into G 2
As Guest [4] has observed, any smooth map W : M → Gr corresponding to an extended solution Φ : M → Ω k alg U (n) is generated by a certain holomorphic subbundle X of the trivial bundle
where X (i) denotes the subbundle spanned by the local holomorphic sections of X and their derivatives up to i.
Remark 7.2. Recall the well known classification of harmonic maps S 2 → CP n−1 by Eells and Wood [3] : let φ : S 2 → CP n−1 be any holomorphic map and f a C n -valued meromorphic function on S 2 such that φ = Span{f }; let i ∈ {0, 1, . . . , n − 1} and define ϕ : S 2 → CP n−1 by
then ϕ is harmonic; conversely, all harmonic maps S 2 → CP n−1 arise this way; in other words, every harmonic map S 2 → CP n−1 is an element of the Frenet frame of a rational curve. Now, if {u 1 , . . . , u r } is a meromorphic spanning set of X, these meromorphic function u i are analogous to the meromorphic function f of Eells and Wood. For this reason, and following [4] , we call {u 1 , . . . , u r } a Frenet frame data for the corresponding harmonic map.
Let ϕ : M → G 2 be an harmonic map of finite uniton number with extended solution Φ : M \ D → U ξ ⊂ Ω alg G 2 , for some discrete subset D and ξ ∈ I. Define W = ΦH + , which satisfies W ⊥ = λW and W · W ⊂ W . As we have seen above, we may suppose that
for all i, j, k = 0, 1, . . . , 5 and all meromorphic sections s, u and w of X.
Remark 7.3. Since all meromorphic functions on the Riemann sphere S 2 are rational functions, we can always choose a meromorphic spanning set {u 1 , . . . , u r } of X formed by polynomials in
In this case, (33) becomes an algebraic system of quadratic and cubic equations for the coefficients in C 7 of the λ, λ −1 -polynomials P j i . On the other hand, all harmonic maps from S 2 into a compact Lie group have finite uniton number. Hence, all harmonic maps from S 2 into G 2 can be obtained by solving a algebraic system of quadratic and cubic equations.
Consider the holomorphic subbundles A i = p i (W ∩ λ i H + ). Next we give a description of the Frenet frame data associated to such extended solutions. Again, we have to distinguish three cases: k = 3 and l = 1; k = 2 and l = 1; k = 1 and l = 0. 
where, for each z ∈ M , A(z) = A −3 (z) is an isotropic line, D(z) = A −2 (z) is a complex coassociative 2-plane containing A(z), and A a (z) = A −1 (z) is the annihilator of A(z).
Recall that a subbundle of C n is said to be full if it is not contained in a subspace V C n . So, let us suppose that A is full. In this case, W is generated by a line bundle On the other hand, taking account (3),
Hence, since ξ H 1 , by Proposition 6.4, there exists a constant loop γ ∈ ΩG 2 such that γΦ : M \ D → U H 2 . This γ is given by γ −1 = U ξ,H 1 (Φ) and
In this case, we take ξ n = H 2 , which means that κ(ξ n ) = 1. If D is constant, the same argument can be used to prove the existence of a constant loop γ ∈ ΩG 2 such that γΦ : M \ D → U H 1 . In this case, we take ξ n = H 1 , which means that κ(ξ n ) = 2.
7.3.2 Case k = 2 and l = 1
We have ξ = H 1 and
where, for each z ∈ M , A(z) = A −2 (z) is an isotropic line. At most, we have to take twelve C 7 -valued meromorphic functions as follows: take four meromorphic sections of the form 
Harmonic maps into the Grassmannian of 3-associative planes
The exceptional Lie group G 2 acts transitively on the the Grassamannian of 3-associative planes Gr a 3 (Im O) with isotropy subgroup at a fixed point isomorphic to SO(4). This is an inner symmetric space with totally geodesic embedding ι : Gr a 3 (Im O) → G 2 given by ι(A) = π A − π ⊥ A . Hence, harmonic maps into such inner symmetric spaces can be viewed as special harmonic maps into G 2 .
Consider an harmonic map ϕ : M → Gr a 3 (Im O) of finite uniton number with extended solution Φ and set W = ΦH + : M → Gr I (G 2 ). If W (z) ⊖ λW (z) is identified with C 7 by evaluating at λ = 1, then the element of order 2 in G 2 corresponding to W (z) is given by the decomposition:
even ⊕ (W (z) ⊖ λW (z)) odd .
Since ι(A) = π A − π ⊥ A , we must have dim C (W (z) ⊖ λW (z)) even = 3. The harmonic map ϕ is recovered by evaluating (W (z) ⊖ λW (z)) odd at λ = 1.
