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Abstract—5G is being designed as a common platform where
multiple vertical applications will be able to co-exist and grow
in a seamless manner. The diversity of the vertical requirements
as well as the particular features of the 5G network itself, make
it a real challenge to be able to assess or predict applications
performance for those verticals. In this paper we motivate the
fact that because of the very nature of verticals and 5G infras-
tructure, measurements alone will not be sufficient for application
performance monitoring and prediction. We then propose a
comprehensive framework to integrate those measurements in
a simulation setting, presenting the key features and current
roadblocks for an end-to-end wide-spread implementation.
Index Terms—5G, KPIs, verticals, end-to-end simulation, per-
formance assessment, performance prediction
I. INTRODUCTION
Smart-cities deployment enable emerging applications and
services in many verticals such as intelligent transportation
systems (ITS) and utility systems [1]–[3]. Current 4G mo-
bile technologies such as Long-Term Evolution (LTE) have
been used as the telecommunication infrastructure for IoT
applications. However, 4G technologies are not suitable for
massive IoT applications [4]. 5G is therefore the technology
of choice for next generation enhanced Mobile Broadband
(eMBB), ultra-reliable low latency communications (URLLC)
and massive machine-type communications (mMTC), com-
monly refered to as 5G triangle [5]–[9].
Many smart-city vertical applications are geographically
distributed in nature. They depend not only on the immediate
access features, but also on the behaviour of other, often
remote, applications that share the same 5G infrastructure.
Another important role for a successful application deploy-
ment is played by the flexibility features of the 5G, such as
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the mapping of slices, their physical routing and the access
adaptive functions (cell zooming, antenna tilting, on-off oper-
ation, etc.) Alongside the diversity of the applications, their
geographically distributed nature and the adaptability of the
infrastructure, comes the uncertain 5G propagation behavior
in the mmWave spectrum [10], [11].
As a result, 5G operators will be facing the problem of
having to deliver highly reliable applications, often mission
critical in nature, in a largely distributed system with high vari-
ability both in terms of traffic and signal reception. It is clear
then that network and application performance assessment can
no longer be confined to local measurements. Operators will
need comprehensive tools to be able to detect, infer or predict
how applications are doing. Moreover, they will also need to
be able to determine the impact that adaptive features changes
bring to network and application performance.
In our view, large-scale measurement campaigns will not
be enough to capture network adaptability in such a complex
technological setting. We propose, instead a framework in
which a geographically distributed network simulator along-
side measurement campaigns enable machine learning algo-
rithms to assess application behaviour, evaluate the impact of
operational changes, detect network or applications anomalies
and predict performance enhancement or deterioration.
Network simulators are generally small scale and can rarely
capture the end-to-end performance of a city network. A
notable exception is the city-wide 4G simulator developed by
our group [12]–[14] where end-to-end smart-city applications
performance can be evaluated and failures can be detected
[15]. However, extending the same ideas to the 5G context
presents some interesting challenges that deal with the very
nature of the new applications and infrastructure, in particular
scalability and propagation modelling.
In the remainder of the paper, the following material is
covered. In Section II , we review the State of the art on
5G physical layer challenges, propagation models, current
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5G simulators and particular 5G and vertical features. The
proposed framework is introduced in Section III. Concluding
remarks are presented in Section IV
II. STATE OF THE ART
A. 5G physical layer challenges and propagation models
To increase wireless communications capacity, 5G relies
on previously unused frequencies in cellular networks. These
frequencies, are the upper centimetre-wave band (3-30 GHz)
and the mmWave band (30-300 GHz) [16]. Higher frequencies
change the way propagation channels must be modelled, in
part due to higher path loss, but also because they enable the
use of new technologies.
By the Friss law, we know that the path loss in free space
is proportional to the square of the frequency, which makes
the mmWaves isotropic range lower than the frequencies used
in 4G. The trends of 4G Networks is densification due to lack
of capacity. So even if the 5G requires a higher density, the
magnitude of cell radius needed is familiar to 4G [17].
With antennas range decreasing, a need to agglomerate
emerges. To achieve this goal, multiple transmission and
reception points (TRP) can be grouped to form a single cell
[18]. This single cell is an abstraction for the network layer
(L3) making handover between TRP of a same cell handled at
lower layer (L1 and L2), which would be otherwise handled
up to the network layer.
The main issue for channel modelling is the high penetration
loss. Attenuation for common building surfaces such as tinted
glass and brick is 40.1 dB for the first and 28.3 dB for the
second [19]. With this much path loss, the chance of outage is
significantly higher. Obstacles such as building, vegetation and
people have important impact on the received power. Outages
are a main concern for designing cellular networks [20], [21].
To mitigate this problem, dual-connectivity with legacy 4G
could be used to stay connected [22], with reduced perfor-
mance. The fast channel changes should also be considered in
the scheduling, as mentioned by [23]. They not only affect
the MAC layer (L2), but the TCP protocol, which cannot
manage fast variation of throughput [22]. Also, outdoor to
indoor communication will be quite limited. On the flip side,
the high penetration loss makes it possible to isolate outdoor
and indoor networks [19].
As [24] mentioned, the channel is highly dependant on
the environment, even in similar contexts (e.g: urban micro
cell). This makes statistical/empirical models hard to trans-
pose without actually taking field data of the region to be
modelled. In the case of deterministic models, the higher the
frequency, the more detailed must be the environment [25].
Furthermore, as the environment model resolution increases,
the computation time also increases making them unfit for
large scale modelling.
Because the minimal size of an antenna is proportional
to the wavelength, massive multiple input, multiple output
(MIMO) antenna technology can be used to its full potential.
This technology is crucial for 5G. In conjunction with beam-
forming, path loss gain can be mitigated by antennas gain [21],
without increasing the actual antenna size. On the other hand,
it adds a degree of complexity to properly align beams, in par-
ticular during connections. To establish connections, a process
of beam-sweeping is used to synchronize the transmitter and
receiver [18].
With higher frequencies comes higher path loss in rain and
in the atmosphere in general, but these attenuations can be
considered negligible compared to other path loss in cellular
network. Indeed, considering a rainfall of 1 inch/hour, for an
RX at 200 m (edge of the cell), the attenuation is 1.4 dB at
28 GHz. As for the atmospheric attenuation, most frequencies
between 10 and 100 GHz have an attenuation of less than
1 dB/km [19], the only exception begin the frequency band
around 60 GHz, which is researched for WLAN [21].
The frequencies used for 4G and before are now well
studied and tested. Multiple models have been used to estimate
the path loss like the Hata model and its extension COST Hata.
The Hata model, which was developed in 1980, proposes a
path loss equation for a frequency range of 100-1500 MHz,
a distance of 1-20km and antenna height of 30-200m [26].
It was later extended (COST-Hata) to cover frequencies up
2 GHz. These models are clearly not fit for 5G modelling,
considering the high frequency, low distance and low height
of the antennas.
Path loss models only consider the losses due to distance
and shadowing. To consider the effect of multipath (small scale
fading), statistical distributions such as Rayleigh, for non-line-
of-sight (NLOS), or Rice, for line-of-sight (LOS), have been
used to model the received gain [20]. By combining the path
loss models with the multipath statistical distribution gain/loss,
a satisfying estimation of the propagation can be established.
As for the 5G, mmWave are already used in some applica-
tions such as cellular backhaul and satellite communications
[17], but not in a mobile NLOS context. Also, research has
been done on 60GHz in indoor environment for WLAN pur-
pose. For outdoor urban uses, many data collection campaigns
published results [24], [27], such as the New York city data
collection by the NYU Polytechnic where a single unknown
variable model is developed [28]:
PL(d)[dB] = PL(d0) + 10nlog10
(
d
d0
)
+Xσ (1)
where:
• d0 is an arbitrary distance
• PL(d0) is the free space path loss (FSPL) at d0 and
depends on the frequency
• n is the path loss exponent (PLE)
• d is the evaluated distance
• Xσ is random shadowing variable following a Gaussian
distribution
The model is based on urban microcells experiments based
in New York city and Austin.
Another, approach consists of using two variables, α and β
(AB model), to build the model instead of a single variable
(n) like the previous model. The α parameter is the equivalent
of the FSPL, but it is not based on physical characteristics of
the channel, and β is the equivalent of n [28], [29] which
represent the path loss exponent. In essence, the model is a
linear regression fit with added noise. Because the former takes
into account the frequency, it is more flexible an can be used
on a wider range of frequencies, compared to the AB model,
which is highly dependant of measurement settings, but gives
a more exact fitting.
Other studies such as [27] concentrate on different environ-
ments, in this specific case, urban macrocells. The AB model
was used and the results were that, for LOS, the 3D distance
between the TX and RX was the main source of path loss.
On the other hand, for NLOS, the antenna height had a major
effect on the result. By placing the antenna below the height
of buildings (15m), the path loss was 23.4 dB higher than a
54m TX.
Two main models have been generalized based on the
previous models: NYUSIM and 3GPP. Even though both use a
similar approach, there are many variation between the models.
In [20], the two models are compared with each other.
B. 5G Simulators and measures
To deploy new technologies, simulators are crucial. Because
of the differences between 4G and 5G networks and in
particular the channel model, as mention in the earlier sections,
4G simulators can’t be directly used to model 5G networks.
Some low level simulators where made from the ground up,
such as the NYUSIM. The NYUSIM is an open-source 5G
channel simulator written in MATLAB based on the close-in
free space reference distance (CI) propagation model [30].
Others based their simulator on ns-3, such as [22] in which
an extension for ns is described. The extension implements
a custom PHY and MAC layer as well as a custom channel
model. It is used in conjunction with the ns-3 LTE simulator
(LENA) to simulate end-to-end traffic. In [31] a multi-part
simulator is presented with each part having a different level
of abstraction. The higher level part, K-SimSys, used for end-
to-end simulation, is also based on ns-3.
All the previous mentioned simulators present an in depth
simulation of the channel and/or a detailed MAC layer. This
level of details makes the simulation precise, but at the same
time, computer intensive. These simulation approaches are
unsuitable for large scale simulation and traffic analysis with
mobility.
Most of these simulatiors are based on purely theoretical
models or LTE models. An exception is the NYUSIM, which
uses the CI model, based on (1) which was developed with
data obtained during data collection campaigns in Manhattan
and Austin where steerable horn antennas with 24.5 dBi were
used both as transmitters and receivers [24]. Even in this
case, the experience made abstraction of many 5G aspects
to concentrate only on mmWaves. As mentionned in [32],
testings in 5G environment bring complications, in particular
concerning beam forming and steering.
III. SIMULATION-BASED VERTICAL ASSESSMENT
A. Smart City Verticals
A vertical in a smart city is a set of technologies whose
goal is to satisfy a type of human needs. Examples of verticals
are the Intelligent Transportation Systems (ITSs), smart waste
management systems and the smart grids. We define three
layers in a vertical:
1 Human interaction layer: this is a layer where humans
(users, owners, administrators, clients or operators) in-
teract with a system of the vertical.
2 Applications layer: a vertical may have one or more
applications or functionalities. In smart-grid applications
for example, some applications are permanently detect-
ing the topology of the power network, while other
applications might be in charge of protection.
3 Machines layer: each application’s task may depend on
one or more types of devices. These may be geographi-
cally distributed along the city, have different traffic pro-
files and use different telecommunication technologies.
The 5G infrastructure might be used in any of the vertical
layers, from human interaction to the communications between
devices.
To assess the performance of a vertical in a smart city, we
define three types of Key Performance Indicators (KPIs):
1 User KPI: this kind of indicator is designed to assess
the experience of a user. For example, in the case of an
ITS application, error on the estimated arrival time of a
bus might be considered a User KPI. These indicators
may involve time scales in the order of several seconds
or minutes.
2 Network KPI: these are the performance measurements
available to the network infrastructure operator (delay,
jitter, packet loss, throughput, etc). The relevant time
scales for these indicators are typically in the order of
milliseconds.
3 Vertical KPI: at a system-level, the relevant indicators
will be related to the extent to which the system is being
able to achieve its goal. In the example of ITS applica-
tions, the percentage of users of the bus application that
have a “bad experience” in a specific day is relevant.
The time scale may be in the order of days.
The network KPIs may be used by an operator to infer
problems in user KPIs, in cases where specific performance
thresholds have been identified. Vertical KPIs, however, might
be difficult to infer to the operator. User and vertical KPIs
might have to be inferred by using simulation and Machine
Learning (ML) techniques, or considering user surveys. In
many applications, the network requirements and KPIs are
extremely specialized. As an example, synchrophasor devices
in a smart grid, have requirements that depend on their
reporting rate.
B. Multi-vertical large-scale simulation approach
The strategy we propose to deal with the immense com-
putational burden that would be involved in implementing
a city-wide 5G simulator is to avoid simulating in detail
(physical layer, propagation and protocols) at the city scale.
This relevant specially in presence of verticals with massive
Internet of Things (IoT) applications. The approach is to create
a simulator based on cell-level simulators using “realistic”
random generation of KPIs for each packet.
The biggest issue with simulating without considering phys-
ical and protocols details at millisecond level for each packet,
is potential lack of realism. In order to obtain “realistic” KPIs
the statistical distributions used to generate the data should be
similar to the variability patterns these KPIs really have, given
the conditions in the 5G cell, such as number of devices and
traffic patterns.
In order to estimate the Probability Density Functions
(PDFs) of the KPIs of the packets generated in each cell,
our simulator uses several components which will now be
described.
1) Detailed cell-level 5G simulator: A detailed simulator,
considering the modelling of the physical layer, and 5G
protocols, needs to be implemented, considering only one
cell. This simulator should be run in a wide multidimensional
parameter-sweep, gathering packet-level KPIs in each experi-
mental condition. In each one, a PDF should be fitted, to be
later used to describe the variability of the KPIs under these
cell conditions (see Fig. 1a).
Cell Conditions
Cell-level
detailled
simulator
Fitting of
KPI PDF
KPI PDF
Parameters
(a) Detailed simulator.
Cell Conditions
Regression
model
KPI PDF
Parameters
(b) Regression model.
Fig. 1: Detailled simulator abstraction (data in white, process
in grey).
2) Random KPI generator: Having pairs of sets of cell
conditions and the parameters of the PDFs of the resulting
KPIs allows the use of regression techniques to estimate the
PDFs parameters (see Fig. 1b). This is an essential step to be
able to have a realistic random generation of the KPIs. The
random generator will use these parameters to evaluate for
each packet in the simulation the inverse of the cumulative
probability density function (CPDF), in a rather standard way:
a random value distributed uniformly in the [0, 1] range has
to be generated and evaluated in the CPDF to obtain values
whose distribution matches the PDF with the same parameters.
The similitude between the generated data variability and that
of those generated by the detailed simulator will depend on
the quality of the regression model.
3) Urban activity simulator: In a realistic city model,
conditions in each cell are variable (number of sources of
traffic and their traffic profiles), specially if we consider
devices with mobility, which is essential when modelling
verticals like the ITS. The question arises: how to generate a
dynamic system, when the data generation assumes constant
conditions?. Our proposed answer is the use of a one-way
urban activity simulator.
By urban activity, we refer to the activities undertaken in
the city, which may affect the generation of packets, or the
location of the sources of traffic. If we consider cars connected
to the 5G network, the urban activity simulator will model
each car in the city in their trajectory. The design of the
simulation models needs to be focused on the behaviors that
can be associated to changes in cell conditions, for example,
the events of handover. We refer to this simulator as a one-
way process, as it is assumed to be unaffected by the telecom
system. There is no feedback between the urban activities and
the telecom system events.
The output of the urban simulator should consist on a list of
time intervals of constant conditions for each cell in the city.
Each interval should be accompanied with the cell conditions
present along the time interval. These, in general, may be
different across cells, as during one interval one cell may have
a constant condition, while another one experiences several
events in which its conditions change.
The urban simulator is important as its output allows the
integration of the cell-level random-generation of the KPIs
into a city-level simulation, considering in a coherent way
the condition changes of each cell. If a car’s connection
experiences a handover from one cell to another, this involves
an increase in the number of traffic sources in the destination
cell, and a decrease in its origin cell. Both cells change in the
same event, in different ways.
Parameters based on real information and statistics related
to the urban activity should be used to run the urban simulator.
As an example, real bus schedules and trajectories can be used
to make a simulation of an application related to the public
transportation system.
During the implementation of the urban activity simulator,
some slack can be used to decide when the condition changes
in a cell are big enough to be accounted for. This is a
decision that should be addressed during the development of
the simulator, depending on the goals of the researcher.
Each interval for each cell, defines the domain in which
the PDF parameters evaluated for the cell conditions can be
used in the random generation of the packets produced during
said interval. The number of packets to be generated can be
determined using the urban simulation modeling. Let us have
20 cars in a cell during an interval of 5 seconds. Let us have
a packet generation rate of one packet per second in each
car. Under this situation we would have a total of 100 packets
being generated by the ITS application. For each one, the KPIs
are generated using the random generator.
The time in which packets are generated can also be
modeled, by assuming a traffic regime (a Poisson process,
periodic synchronous or asynchronous generation, etc.). This
way we can generate the time-stamps for each packet in the
system, if it is an important aspect to take into account in the
research.
Cell-level
Detailed
simulator
Training data
(cell conditions, KPI PDF parameters)
Training data
(cell conditions, KPI PDF parameters)
Regression
model
Training data
(cell conditions, KPI PDF parameters)
Cell
conditions
Cell
conditions
Urban activity
simulator
Cell
conditions
Cell KPI
PDF parameters
Cell KPI
PDF parameters
Random KPI
generator
Cell KPI
PDF parameters
Randomly generated
packet KPIsCity-level simulator
experiments
time
time
Fig. 2: Interplay of city-wide simulator elements.
The city-wide simulation process is depicted in Fig. 2. The
simulation starts with the urban system, which generates the
intervals of constant conditions for each cell. The regression
model is used in each interval to obtain the PDF parameters
required to run the random generator under the conditions of
each interval and cell. The generator is run once per each
packet generated to assign them their KPIs.
4) Model validation: For a simulator to be useful, it is
necessary to validate its results. In this framework validation
is needed in two aspects: (a) the simulation of urban activity,
and (b) of KPI generation. The validation of the model of
urban activity should be carried out with focus on the way the
simulated activity changes cell conditions. The KPI generation
should be validated by performing measurements in a real
5G base station, and running the detailed simulator under the
conditions of the real cell to evaluate how similar they are.
How similar these should be, is a modeling decision to be
taken by the designer of the specific simulator.
For urban activity, real urban activity should be monitored in
an area covered by real 5G cells, and the changes in conditions
should resemble those showin in the simulator under similar
urban activity simulation parameters. In the case of handovers,
for example, the size of the intervals of constant number
of devices should be similar to those observed in the real
area served by 5G cells. In any case, meassurements and
experimentation with a real 5G infrastructure is an essential
need.
C. Simulation-based what-if analysis
Once such a large-scale city-wide simulator is built, it can
be used to pose experiments that may help in the decision
making processes involving both from the infrastructure oper-
ator point of view, and the “owner” of an IoT enabled smart-
city application. Following a “what if” strategy, the analyst
would consider the parameters of the experimental scenario,
and introduce it into the 5G large-scale simulator, obtaining
KPIs which will need to be analyzed. Depending on the goals
of the analyst, adjustments to the infrastructure, the traffic
profiles, or the urban activity patterns can be introduced to
evaluate the system in a new simulation.
D. Use cases in decision making
The simulation experimental framework can be used in
tasks relevant for operators and “owners” of verticals, in the
decision making processes involved in the design, adjustment
and optimization of their systems, as well the evaluation of
hypothetical scenarios to design proper contingencies that may
allow their systems to maximize their continuity. We present
here some examples of potential uses of the framework:
1 Wireless infrastructure design: operators may be able to
modify the power, orientation, frequency and location of
the antennas of their Base Stations (BSs) as well as add
or remove BSs, and study the coverage and quality of
the services offered.
2 Contingencies for catastrophic events: Via simulation,
random or deterministic outages or failures assumed as
consequences of a large-scale environmental catastrophe
in the city can help predict the severity of the event
effects, as well as the impact of possible compensation
adjustments.
3 Flood cyber-attacks: It is possible to evaluate vulnera-
bility analysis as well as fast-response detection models
in face of flooding attacks. These kinds of attacks can
be simulated by adding new traffic sources with traffic
profiles that designed to stress the system enough to
generate degradation on the KPIs of the IoT-enabled
application targeted by the attack.
4 Failure detection: By simulating different kinds and
profiles of failures, applications KPIs sensitivity and
robustness can be studied. This can be also be helpful
in designing compensation strategies.
5 Application design: the “owners” of IoT applications
can evaluate, given a real (or hypothetical) wireless
infrastructure, the ways in which network performance
may affect the ability of the applications to achieve
their goals. The analyst may test different communica-
tions strategies and traffic profiles until the application’s
communications have been adapted to coexist with the
assumed congestion levels and infrastructure.
IV. CONCLUSION
In this paper, we propose a comprehensive and scalable
framework blending measurements and simulations for vertical
applications performance assessment in a 5G-based smart-
city context. This framework would assist the infrastructure
stakeholders (owners, operators and users) in monitoring and
predicting the performances of the widespread applications us-
ing the infrastructure while relieving them from conducting ex-
pensive large-scale measurements. Furthermore, the proposed
framework would also support the stakeholders in decision
making for designing, adjusting and optimizing their systems
and applications.
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