The dynamic effect in two-phase flow in porous media indicated by a dynamic coefficient τ depends on a number of factors (e.g. medium and fluid properties). Varying these parameters parametrically in mathematical models to compute τ incurs significant time and computational costs. To circumvent this issue, we present an artificial neural network (ANN)-based technique for predicting τ over a range of physical parameters of porous media and fluid that affect the flow. The data employed for training the ANN algorithm have been acquired from previous modeling studies. It is observed that ANN modeling can appropriately characterize the relationship between the changes in the media and fluid properties, thereby ensuring a reliable prediction of the dynamic coefficient as a function of water saturation. Our results indicate that a double-hidden-layer ANN network performs better in comparison to the single-hidden-layer ANN models for the majority of the performance tests carried out. While single-hidden-layer ANN models can reliably predict complex dynamic coefficients (e.g. water saturation relationships) at high water saturation content, the double-hidden-layer neural network model outperforms at low water saturation content. In all the cases, the single-and doublehidden-layer ANN models are better predictors in comparison to the regression models attempted in this work.
INTRODUCTION
Determining flow and transport behavior of non-aqueous phase liquids (NAPLs) (e.g. tetrachloroethene or PCE, polychlorinated biphenyl or PCB, trichloroethene or TCE, creosote, soltrol) is of enormous importance in solving many subsurface contamination problems. Characterization of the flow processes involving these chemicals depends upon the flow hydrodynamics (dynamic/static), capillary/ viscous forces, mobility ratios, temperature, grain size distribution, fluid properties and length scales of observation. In general, modeling the two-phase flow processes requires the solution of equations for conservation of mass and momentum in conjunction with constitutive equations for capillary pressure P c , saturation S and relative permeability K r .
An extended version of Darcy's law is most commonly used as the governing equation of motion for the fluid phases. The conservation of mass in the two-phase system is given by an equation for conservation of phase saturation, that is, the ratio of the volume of the fluid phase to the total pore volume in the domain. As the constitutive P c -S relationship, models such as the Brooks-Corey (Brooks & initially saturated with a wetting fluid (e.g. water), and then letting it gradually drain off by increasing the capillary pressure at the domain boundary and displacing the wetting fluid by a non-wetting fluid (e.g. air or oil). The main theoretical definition currently used to quantify the capillary pressure is an empirical relationship obtained under equilibrium conditions between individual phase pressures, defined:
where P nw and P w are the average pressures of non-wetting and wetting phases, respectively, and S w is the wetting phase saturation.
A number of recent studies (Tsakiroglou et Hanspal & Das ). In order to circumvent these difficulties, we present an artificial neural network (ANN) model that can be effectively used to determine the dynamic coefficients τ for two-phase flow in porous media; in this particular study, PCE and water are the fluid components.
The motivation to develop and apply an ANN model for two-phase flow computations results from the ability of ANNs to impose fewer constraints on the functional form of the relationships between input and output variables when the complexity of the systems is difficult to anticipate (Johnson & Rogers ) . In the following section we discuss the background in more detail.
Artificial neural networks (ANNs)
An ANN is a computational tool composed of simple 
ANN MODELING AND IMPLEMENTATION
The input or the reference data used for the ANN model Table 1 .
In this work, a multilayer feed-forward network trained using a back-propagation training algorithm was implemented 
Data assimilation
The data described above were imported to MatLab by using calling functions to ensure that while one independent variable was changed others remained constant, resulting in variations in the dynamic coefficient values. This procedure was repeated to train the network on each of the independent variables in order to produce an output close enough to the target (dependent variable). The input (independent) variables are denoted p while the output (dependent) variables are represented by the target t.
Network object creation
MatLab's ANN toolbox was utilized to create a feed-forward network requiring three arguments before returning the network object. The network object was created after providing the input and output parameters which then initialized the weight and bias values to determine the size of the output layer. In addition, the input data were segregated into three different sets, namely the training, validation and test data in a split of 60, 20 and 20%, respectively.
Two-layer (single-hidden) and three-layer (two-hidden) feed-forward networks were developed and investigated in this study. The two-layer network has the typical format of the input variables, the target and the number of hidden neurons {p, t, 3} while the three-layer network is characterized by two sets of hidden layer neurons {p, t, [3 5]}.
Network training
After the network weights and biases were initialized, the network was trained for function approximation 
t). The training was carried out in
MatLab by segregating the available data into three datasets:
60% for training, 20% for validation and 20% for testing.
Training was conducted multiple times in conjunction with using five-fold cross-validation to ensure each of the data points in the 150-point dataset was a part of 60% test dataset. The network training data were then utilized to recognize the behavioral patterns in the data, validated in order to assess the network generalization and tested to provide an independent evaluation of network generalization for new data that the network had not experienced previously.
The process parameters, goal and epoch were used to determine the stopping criteria for the network training. Although, the training was carried out in MatLab by segregating the available data randomly into three datasets (i.e.
60% for training, 20% for validation and 20% for testing), the well-known measure of stratified sampling was applied to ensure that the statistics of the testing and training data are in close vicinity.
Network response simulation
After the network was trained, it was re-applied to the original vectors. Network outputs were produced by incorporating the network input and the network object, and finally applied to simulate dynamic coefficient values for a range of input parameters.
PRE-AND POST-PROCESSING PROCEDURES: ANN MODEL TRAINING
Specific pre-and post-processing steps discussed in the subsequent section were required to train the ANN model effectively, as described in the following sections.
Pre-processing procedure
When the network is created using MatLab's ANN toolbox, default processing functions are automatically assigned to the network inputs and outputs. These functions were overridden by adjusting the network parameters. User-defined functions were used to scale up the network where the epoch limit was set to be 200 iterations. The {mapstd} function was utilized in the scale-up operation by normalizing the mean and standard deviation of the training set to be 0 and 1, respectively. No other scaling functions or correction factors for the inputs and outputs were utilized in this work.
It was also important that we did not use too much over-fitting of the data. This was ensured as follows.
First of all, we used a relatively large dataset as compared with the number of points needed to plot the τ-S curve. In our case, the dataset was about 30-35 times greater than the typical number of points (five to six points) needed to plot a τ-S curve. Secondly, we used a relatively simple ANN structure. This ensures that there is no artificial over-fitting of the data, as may be observed in complex ANN structures.
Post-processing analysis
As an additional measure, regression analysis was carried out using the network outputs and the corresponding targets to validate the network performance.
ANN MODEL PERFORMANCE TESTING AND CALIBRATION
The performance of various ANN models developed in this work were analyzed against standard performance parameters and criteria (Jain et al. ), described in the following sections. The performances were calculated using the entire dataset.
Sum squared error (SSE)
The summed square of residuals (SSE) represents the total deviation of the simulated values in comparison to the observed values. This is defined:
where N is total number of data points predicted; S obs is the observed value of dynamic coefficient τ; and S cal is the calculated value of dynamic coefficient τ.
Average absolute relative error (AARE)
The average of the relative errors (AARE) commonly expressed as a percentage were calculated via:
Lower values of AARE indicate better model performance.
Nash-Sutcliffe efficiency coefficient E
The Nash-Sutcliffe efficiency coefficient E is defined:
where S obs is the average observed dynamic coefficient τ.
Values of E nearing 1.0 indicate a perfect match between the observed data and outputs, signifying high model accuracy.
Pearson product moment coefficient of correlation R
The Pearson product moment coefficient R is defined:
where S cal is the average calculated dynamic coefficient τ.
Equation (5) 
Threshold statistics (TS)
The threshold statistics for a level of absolute relative error (ARE) of x% are defined:
where N x is the number of data points predicted for which the average relative error (ARE) is less than x%. Equation (6) 
REGRESSION MODELING OF DYNAMIC COEFFICIENT
Linear and non-linear regression models were also developed as a part of this study to make comparisons with the predictions obtained using the ANN model. MatLab was utilized for all the regression modeling work carried out, described in the following sections. The regressions were calculated using the entire dataset.
Linear multiple regression
The dynamic coefficient τ was regressed against the independent variables, i.e. water saturation, viscosity ratio, density ratio, permeability and temperature:
where τ is the dynamic coefficient; β 0 ! β 5 are the regression coefficients to be estimated; and x 1 ! x 5 are the independent variables.
Since the resulting system of equations was over-determined (William ), the left division method (based on Gauss elimination and least-square techniques) was used to determine the matrix coefficients which best fit the datasets. Using this technique, the data are arranged in a matrix:
where x 1i ! x 5i and τ i represent the data, and i ¼ 1,…, N where N is the number of data points. The solution for the coefficients is computed:
where the backslash operator performs matrix left division.
x minimizes norm XÃβ À τ ð Þ , the length of the vector Xβ À τ (Demuth et al. ).
Non-linear multiple regression
Using similar variables as in the case of linear regression, polynomials of various orders ( Jain & Indurthy ) represented by Equations (10) and (12) were used to regress the dynamic coefficient against water saturation, viscosity ratio, density ratio, permeability and temperature: 
RESULTS AND DISCUSSION
The reference data used in developing and training various neural network models for predictive modeling of dynamic coefficients through incorporation of dynamic effects are described in Das et al. () , Mirzaei & Das () and Hanspal & Das () . As described in the 'Data assimilation' section, the data comprise five independent and one dependent output parameter.
ANN models
Two different types of ANN models were developed in this work: (1) single-hidden-layer model, and (2) Table 2 lists the performance values of the ANN models on the basis of post-training line regression plots used in the determination of the number of hidden neurons which produce the most accurate fit.
From the slopes and the correlation coefficients listed in 
Regression models
The values of the regression coefficients for the linear and non-linear regression models used in this work are listed in Table 3 . The performances of the regression models were further evaluated and compared with the ANN model performances, enlisted in the subsequent section using the criteria described in the 'ANN model performance testing and calibration' section.
Model performance criteria evaluation
Model performance parameters (AARE, SSE, R, E and TS)
were computed to determine the performance of the ANN and regression models. Plots depicted in ] performs more reliably. In most cases, however, the differences in the model predictions were small and it can be concluded that, for most practical work, a well-trained and validated single-layer ANN structure should suffice.
Results from this work demonstrate that ANN models operating within a hybrid framework of both single-and double-hidden-layer neurons for a range of water saturation contents provide a boost to parameter estimation and simulation. hidden layer and one output neuron.
