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Abstract
The International Telecommunication Union (ITU) Regional Radio Conference
(RRC06) established in 2006 a new frequency plan for the introduction of digital
broadcasting in European, African, Arab , CIS countries and Iran. The preparation
of the plan involved complex calculations under short deadline and required depend-
able and efficient computing capability. The ITU designed and deployed in-situ a
dedicated PC farm, in parallel to the European Organization for Nuclear Research
(CERN) which provided and supported a system based on the EGEE Grid. The
planning cycle at the RRC06 required a periodic execution in the order of 200,000
short jobs, using several hundreds of CPU hours, in a period of less than 12 hours.
The nature of the problem required dynamic workload-balancing and low-latency ac-
cess to the computing resources. We present the strategy and key technical choices
that delivered a reliable service to the RRC06.
1 Introduction1
The RRC06 is the second session of the Regional Radiocommunication Confer-2
ence (RRC) for the planning of the digital terrestrial broadcasting service (in3
band III and IV/V) in European, African, Arab, CIS countries and Iran(Fig.4
1). Delegations from 104 Member States of the International Telecommuni-5
cation Union (ITU [1]) gathered in Geneva to negotiate the frequency plan,6
from the 15th of May to the 15th of June 2006.7
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The preparation and the organization of this planning conference was man-8
aged by the ITU-R, the Radiocommunication Sector of the ITU. The RRC069
Final Acts [2] signed by the RRC06 participants constitute a new international10
agreement, which comprises the new frequency plan and the procedures for11
its modification.12
Analogue broadcasting has been regulated since 1961 by the Stockholm Agree-13
ment in Europe (ST61) and since 1989 by the Geneva Agreement for Africa14
(GE89). The introduction of digital technologies called for a re-planning pro-15
cess in order to optimize the usage of those frequency bands. The new GE0616
plan was designed for DVB-T (television) and T-DAB (radio) standards, but17
is flexible enough to accommodate future developments in digital broadcasting18
technologies.19
The technical basis for this planning conference, such as the planning criteria20
and parameters, were established in the first session of the RRC ( RRC0421
[3]), which was held in Geneva in May 2004. During the RRC06 preparatory22
activities [4] it became evident that one component of the planning process, the23
compatibility analysis, was very CPU intensive. The goal of the compatibility24
analysis is to evaluate the interference between broadcasting requirements to25
identify those that can share the same channel. The analysis includes several26
parameters of the broadcasting requirements such as the geographic location,27
the signal strength and other technical characteristics.28
The total capacity required for the compatibility analysis corresponds to sev-29
eral hundred CPU-days on a high-end 2006 PC. The compatibility analysis30
was performed in several iterations. For each iteration the RRC06 required the31
output of the compatibility analysis to be delivered within 12 hours. To sup-32
port this requirement the compatibility analysis was split in a large number33
of parallel calculations. The ITU-R implemented a distributed client-server34
infrastructure and deployed at its headquarters a dedicated farm consisting of35
84 high-end PCs. A distributed system based on the EGEE Grid (Enabling36
Grids for e-ScienE, [5]) and supported by the IT department of the European37
Organization for Nuclear Research (CERN) was deployed, which extended the38
computing capacity and improved dependability,39
The nature of the problem required dynamic workload-balancing and low-40
latency access to the computing resources. This fundamental requirement was41
satisfied both by the ITU system, with its dedicated resources, and by the42
Grid system, by using high-level tools and appropriate customization of its43
infrastructure.44
In this paper, we describe in section 2 the RRC06 planning process and in45
section 3 the computational aspects of the compatibility analysis. The imple-46
mentation of the ITU system is presented in section 4. The Grid-based system47
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Figure 1. The extent of the geographical area regulated by the GE06 Agreement.
is analyzed in section 5 and the integration of the two systems is discussed in48
section 6.49
2 The RRC06 planning process50
The ITU Constitution 1 states that the radio-frequency spectrum is a limited51
natural resource that must be used rationally, efficiently and economically, in52
conformity with the provisions of the Radio Regulations, so that countries or53
groups of countries may have equitable access to it[6].54
The Radio Regulations stipulate that Member States undertake that in as-55
signing frequencies to stations which are capable of causing harmful interfer-56
ence to the services rendered by the stations of another country, such assign-57
ments are to be made in accordance with the Table of Frequency Allocations58
(where the frequency blocks are allocated to different radiocommunication ser-59
vices and to different countries) and other provisions of these Regulations[7].60
2.1 Frequency Planning61
A frequency plan represents a key mechanism for preserving the rights of all62
Member States in the context of equitable access to this limited resource.63
Regional Radiocommunication Conferences (RRC) establish agreements con-64
cerning a particular radiocommunication service in specified frequency bands65
1 The ITU Constitution, the ITU Convention and the Radio Regulations are the
international treaties which define the rights and obligations of ITU Member States
in the domain of the international management of the frequency spectrum.
3
amongst participating countries. The last RRC, the RRC06, established the66
frequency plans (digital and analogue) for terrestrial broadcasting service (in67
band III and IV/V) in European, African, Arab, CIS countries and Iran. The68
analogue broadcasting Plan will apply only during the transition period from69
analogue to digital broadcasting (up to the 17 June 2015 for most Member70
States). After this period the broadcasting in this band will be regulated only71
by the digital broadcasting Plan.72
Some parts of the frequency bands to be planned at the RRC06 are shared73
between broadcasting and other primary services (like fixed and mobile ser-74
vices). The planning process therefore had to take into account all services75
which share those bands with equal rights to operate in an interference-free76
environment.77
2.2 The input data78
Member States submitted the input data to the ITU-R in the form of the79
so-called digital broadcasting requirements. The digital broadcasting require-80
ments were notified as electronic files containing a set of administrative and81
technical parameters representing the broadcasting requirements. In addition82
to the digital broadcasting requirements (about 70K), the planning process83
had to take into account assignments to analogue television stations (about84
95K) and assignments to other stations (about 10K). A fourth type of data,85
the so-called administrative declarations (a few million), declared that incom-86
patibilities between digital broadcasting requirements, analogue television and87
other services stations may be ignored in the frequency synthesis procedure88
that followed the compatibilities analysis.89
Radio communication services are described by administrative and techni-90
cal parameters. For example, administrative parameters include the notifying91
administration, site name, geographic location, site altitude. Technical para-92
maters include the power levels, assigned frequency, network topology, etc.93
The digital broadcasting requirements could be submitted at the RRC06 as94
T-DAB (radio) or DVB-T (television) standards. Suitable data elements were95
provided to accommodate expected development in digital broadcasting tech-96
nologies. Reference Planning Configurations served as simplified models to97
represent the many system variants (which differ for example in data capacity98
and reception modes) of the requirements. Requirements were submitted as99
assignments (known location and transmitter features) or as allotments (only100
service area known). Allotments were modeled using Reference Networks (with101
different number, location and power of transmitters) to approximate real net-102
works.103
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The RRC06 planning approach was based on the protection of service areas104
for assignments and allotments and used the statistical model outlined in the105
ITU-R Recommendation P1546-1[8] to model the signal propagation.106
2.3 The planning process107
The ITU-R performed two planning exercises after the RRC04 and prior to108
the RRC06. The first planning exercise was run in June 2005 and the second109
in February 2006. The second planning exercise established a draft plan which110
served as input to the RRC06.111
The ITU-R and the European Broadcasting Union (EBU)[9] developed the112
RRC06-related software. The ITU-R developed the software for data-capture,113
data-validation and for the display of the input data and calculation results,114
while the EBU developed the planning software (compatibility analysis, plan115
synthesis and complementary analysis). The ITU-R was also responsible for116
running the planning software (partly on a distributed infrastructure), pro-117
ducing and delivering results in due time.118
At the RRC06 the frequency plan was established in an iterative way, as119
outlined in Fig.2 The delegations engaged in bilateral and multilateral coor-120
dination and negotiation efforts which resulted in a new set of refined digital121
broadcasting requirements at the end of every week. Over the weekends the122
ITU-R performed the validation of the data and the compatibility analysis123
and synthesis calculations. The output of these calculations and the refined124
frequency plan were the input for the negotiations in subsequent week, with125
the last (fourth) iteration constituting the basis for the final frequency plan.126
In order to assist groups of negotiating Member States, partial calculations127
were performed for parts of the planning area in between two global iterations.128
The compatibility analysis consisted of the calculation of the interference be-129
tween digital broadcasting requirements and other primary services stations.130
For each requirement the compatibility assessment produces a list of incompat-131
ible requirements and a list of available channels. Three types of compatibility132
analyses were needed, for both UHF and VHF frequency bands: digital versus133
digital (d2dUHF and d2dVHF), digital versus other services (d2oUHF and134
d2oVHF) and other services versus digital (o2dUHF and o2dVHF).135
These lists were the input to the plan synthesis process, which determined a136
suitable frequency for each requirement in order to avoid harmful interference137
and to maximize the number of requirements satisfied. The RRC06 decided138
to protect analogue broadcasting services during the implementation of the139
digital broadcasting requirements rather than during the establishment of the140
plan to maximize the number of requirements satisfied. For this reason each it-141
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Figure 2. ITU negotiation workflow.
eration included a complementary analysis, which determined which analogue142
television assignments may suffer interference from the implementation of a143
given digital broadcasting assignment or allotment.144
During pre-conference preparatory planning activities only 34% of require-145
ments were satisfied. For the first iteration of the RRC06 the percentage in-146
creased to 64% (UHF) and 74% (VHF), to reach a satisfactory 93% (UHF)147
and 98% (VHF) for the final plan.148
3 The computational challenge149
The compatibility assessment is CPU-intensive. In the compatibility analyses150
each requirement must be run against all the others, for six different types of151
analysis (d2dUHF, d2dVHF, d2oUHF, d2oVHF, o2dUHF, o2dVHF). In this152
paper we use the term atomic calculations to refer to individual, indivisible153
calculations defined in compatibility analysis datasets. The term task refers a154
unit of work which corresponds to a set of atomic calculations. The term job155
is used in the context of Grid job submission only.156
For the first planning exercise the atomic calculations were clustered in tasks157
of 100 for all types of analyses. With the limited resources available at that158
time, that exercise took about one week (elapsed time), for an integrated 90159
CPU days.160
The detailed study revealed an exponential distribution of the requirement161
processing time which spans almost three orders of magnitude (Fig. 3). The162
huge variation in running time depends, among other parameters, on the num-163
ber of acceptable channels specified in the digital broadcasting requirement,164
the requirement type (assignment versus allotment), the network topology165
and signal propagation zones specific to the geographical area of the Member166
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Figure 3. Distribution of the number of processed requirements per hour for the
d2dUHF analysis as a function of the Member State. Data for the first planning
exercise.
iteration d2dUHF d2dVHF d2oUHF d2oVHF o2dUHF o2dVHF
1 3(3) 5(5) 100(100) 100(100) 100(100) 100(100)
2 4(3) 4(10) 50(100) 50(100) 100(100) 100(100)
3 2(3) 2(5) 50(100) 50(100) 50(100) 50(100)
4 2(3) 2(10) 50(100) 50(100) 50(100) 50(100)
Table 1
Compatibility analysis granularity for the RRC06 iterations for Grid and ITU (in
parenthesis) system.
State.167
Further investigation showed that a complete static optimization of the load168
2 was not possible due to the unpredictable nature of the data as the Mem-169
ber States could change their requirements before each RRC06 iteration. On170
the other hand, there was clearly a need to create smaller clusters for the171
most CPU demanding type of analysis d2dUHF and d2dVHF, minimizing the172
spread between the shortest and longest tasks. Table 1 shows the granular-173
ity chosen for the different types of analysis in the RRC06 iterations for the174
Grid and ITU systems. The granularity was adjusted manually in between the175
iterations. The load balancing was handled dynamically at runtime.176
The workload for each compatibility analysis run at the RRC06 corresponded177
2 The static optimization of the load is an ability to a priori cluster the requirements,
so that the execution time of each cluster is equal.
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Figure 4. Architecture of the ITU dedicated system.
to some several hundred CPU hours. Additionally the workload was to be178
completed within a deadline of a few hours. The time constraints were critical:179
an hypothetical problem with timely delivery of analysis results could have180
resulted in a failure of international negotiations.181
The total CPU demand decreased with each RRC06 iteration. Member States182
decreased the number of requirements and the number of acceptable channels183
for each requirement, reducing therefore the total workload at each analysis184
iteration. Finally, as the frequency plan was refined during successful negotia-185
tions between the Member States, the number of conflicting requirements also186
decreased. The CPU demands for the ITU and Grid systems is presented in187
the next sections.188
4 ITU system189
The ITU system consisted of a client-server distributed system running on a190
dedicated PC farm. The farm resources evolved in time. Initially it consisted of191
six high-end dedicated PCs complemented by some tens of ITU staff desktop192
PCs, available only overnight and during weekends. Using this configuration,193
the calculations for the first planning exercise required about one week, show-194
ing that the running time was an outstanding issue in preparation for the195
RRC06. The ITU-R therefore decided to buy a PC farm, which was deployed196
within ITU headquarters by the ITU Infrastructure Services department (ITU197
IS).In its final configuration at the RRC06 the farm was composed of 84 high-198
end dedicated 3.6 GHz hyper threading PCs. Accurate measurements showed199
that hyper threading permits to gain about 30% in computing time by running200
two tasks in parallel on one PC with respect to the situation when the same201
tasks are run sequentially.202
To cope with redundancy and logistic issues (available space, power and cool-203
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Iteration Ncalc Ntask ttotal tclients
1 173K 26K 5.9h 621h
2 168K 23K 4.1h 463h
3 154K 23K 3.4h 300h
4 155K 21K 2.6h 205h
Table 2
Performance of the ITU system (84*2 simultaneous processes) during compatibily
analysis calculations
Figure 5. Distribution of the elapsed time for the ITU system during RRC06 iteration
2.
ing consideration), ITU-IS decided to deploy the farm into two separate clus-204
ters. The first cluster consisted of 47 PCs and was equipped with optical fibers205
and a 1Gb/s network switch, while the second cluster consisted of 37 PCs with206
a slower 200Mb/s network switch. This configuration did not significantly im-207
pact on the performance of the system.208
The architecture layout is presented in Fig. 4. The system was implemented209
with Perl scripts installed as Windows services and a custom communication210
protocol based on UDP/IP. The UDP packets carried information on the exe-211
cutable to be run and on the relevant input parameters. In the reliable internal212
network of the ITU farm the packet loss was not a problem. The server im-213
plemented two Windows services, a Listener and a Dispatcher, responsible214
for task submission, task management and workload balancing. To cope with215
high-load, the TaskQueue file ensured asynchronous operation of the system216
and prevented packet lost. The system automatically managed the task status217
and resubmitted the ones which were not completed.218
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Figure 6. Number of running processes as a function of time during RRC06 iteration
2.
The clients implemented two Windows services, the TaskManager responsible219
for running tasks according to Dispatcher requests and the TaskController220
responsible for monitoring and control operations. A web application (imple-221
mented with ASP.NET and C#) running on a dedicated machine (WebInter-222
face), provided monitoring and control interfaces to operate the system.223
In the first phase, the client installation on non-dedicated resources (desktop224
PCs) was implemented using a MSI-compatible installation procedure man-225
aged by Windows Systems Management Server (SMS). In the dedicated farm,226
the software and data were deployed on a shared folder and copied directly227
to the client PCs. MD5 checksums were performed to insure data consistency.228
At system startup the server automatically triggered the software and data229
installation at the client.230
The system supported 2*84 simultaneous tasks most of the time with negligible231
job loss. Software and data installation involved 350 MB to be deployed in232
2*84 folders and took on average 15 minutes for the entire farm.233
The performance of the ITU system is reported in Table 2, where the total234
workload of atomic calculations Ncalc, the number of tasks Ntask, the total time235
to complete the iteration ttotal and the integrated elapsed time on the clients236
tclients are shown for each iteration. The distribution of the tasks processing237
time for the ITU system during iteration 2 of the RRC06 is shown in Fig. 5.238
The evolution of the number of running processes as a function of time dur-239
ing RRC06 iteration is shown in Fig. 6.This last figure illustrates interesting240
features of the ITU system: the dynamic load balancing (about 96% of the241
clients complete processing tasks practically at the same time) and limited242
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submission latency (about 15 minutes, the time necessary for the clients to243
download the latest version of software and data at server start-up).244
Taking into consideration also the four runs of complementary analysis and the245
partial runs during multilateral negotiations, the ITU system at the RRC06246
ran more than 180 thousand tasks for an overall integrated elapsed time of247
4500 CPU/hours, i.e. more than half a CPU year.248
5 Grid system249
Enabling Grids for E-sciencE (EGEE) is a globally distributed system for250
large-scale batch job processing. At present it consists of around 300 sites in 50251
countries and offers more than 80 thousand CPU cores and 20 PB of storage252
to 10 thousand users around the globe. EGEE is a multidisciplinary Grid,253
supporting users in both academia and business, in many areas of physics,254
biomedical applications, theoretical fundamental research and earth sciences.255
The largest user communities come from the High-Energy Physics, and in256
particular the experiments active at the CERN Large Hadron Collider (LHC).257
The EGEE Grid has been designed and operated for non-interactive processing258
of very long jobs. A set of complex middleware services integrate computing259
farms and the batch queues into a single, globally distributed system. The ac-260
cess to the distributed resources is typically controlled by the fair-share mech-261
anisms, ensuring usage of resources by groups of users according to predefined262
policies. In typical configurations a large number of users share individual263
computing resources across multiple Virtual Organizations (VOs) 3 This ar-264
chitecture is suitable for high-throughput computing but is not efficient for265
high-performance, short-deadline, dependable computing which is stipulated266
by the RRC06 compatibility analysis application.267
In the EGEE Grid environment and on a short time-scale these requirements268
may only be implemented if high-level tools are used to control the job work-269
load and the Grid infrastructure is appropriately customized.270
5.1 The tools271
To run RRC06 compatibility analysis application Ganga and DIANE tools272
were used.273
3 Virtual Organization is a group of users sharing the same resources. Members of
one Virtual Organization may belong to different institutions.
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Figure 7. Overview of the Grid system based on Ganga/DIANE.
Ganga provides a uniform and flexible interface to submit, track and manip-274
ulate jobs [18]. DIANE is an agent-based job scheduler which provides fault-275
tolerant execution of jobs, dynamic workload-balancing and reduced overhead276
in accessing the computational resources [19].277
The outline of the architecture is presented in Fig.7. Worker agents are sub-278
mitted to the Grid and pull the tasks from the Master server which controls279
the distribution of the workload. The system is fault-tolerant and may run280
autonomously: a Worker agent which fails to complete the assigned calcula-281
tions is replaced by another Worker agent. The overhead of scheduling the282
calculations is negligible in comparison with the overhead of classic Grid job283
submission. The system dynamically reacts to changing workload and provides284
dynamic load-balancing. The results of the compatibility analysis of the re-285
quirements are directly uploaded to the Master server. The implementation of286
the RRC06 system on the EGEE Grid was based on DIANE 1.5.0 and Ganga287
4.1.288
The input data, including the specification of the digital broadcasting require-289
ments and the tuned compatibility analysis application, were distributed to the290
collaborating Grid sites shortly before the analysis was launched. The 100MB291
installation package was deployed into the directory mounted on a shared file292
system accessible by all worker nodes of a collaborating Grid site (so called293
software areas). The installation was managed by separate grid jobs running294
with the credentials of the VO manager and using MD5 check-sums to assure295
consistency of the installation tarballs. The installation was automated and296
the installation jobs checked periodically to download the installation pack-297
ages available in a central repository at CERN. This allowed to automatically298
distribute the new installation packages in 15 minutes after the ITU-R made299
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iteration Ncalc Ntask ttotal tworker Nworker rfail
1 243K 26K 6h40m 425h 190 <3 e−4
2 237K 23K 6h30m 332h 125 4 e−5
3 224K 40K 1h35m 192h 210 0
4 218K 39K 1h5m 151h 320 0
Table 3
Summary of RRC06 compatibility analysis iterations.
them available.300
The ITU personnel updated the software packages with 2 hours' notice. In this301
time window the grid system had to be up and ready to start the computation302
at full speed, as soon as the update was available.303
5.2 The infrastructure304
The access to the computing resources on the Grid for the RRC06 use was im-305
plemented using the GEAR Virtual Organization (vo.gear.cern.ch). The CPU306
demand for RRC06 was much smaller than typical Grid applications which307
require huge throughput over very long periods of time. However, conversely308
to many other Grid applications, availability of resources within well-defined309
and strict time constraints was critical. Therefore a number of high-availability310
centres in the EGEE Grid 4 were involved. The resources at these centres were311
not dedicated to the RRC06 activity, however the job priority parameters were312
adjusted during short periods of intensive processing of the RRC06 compat-313
ibility analysis (the weekends between the major conference iterations). On314
average 300 CPUs were observed to be available at all times with occasional315
peaks of c.a. 600 CPUs.316
Redundant deployment of key services, such as the Master servers, Grid User317
Interfaces and Resource Brokers [15] allowed for fail-over in case of problems.318
For storing the application output the AFS and local filesystem were used319
simultaneously.320
5.3 Analysis of the system321
The summary of RRC06 iterations is presented in Table 3. For each anal-322
ysis iteration the total workload consisted of Ncalc atomic calculations. The323
4 CERN, CNAF+few other sites(I), PIC(E), DESY(D), MSU(RU) ,
CYFRONET(PL)
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Figure 8. Run 3 workload. Resolution=60s.
calculations were executed in bunches according to previously defined static324
clustering (section 3). The Ntask tasks were distributed dynamically to the325
Nworker Worker agents. The Worker agents were submitted as jobs and exe-326
cuted on the Grid worker nodes. ttotal is the makespan or the total time to327
complete the compatibility analysis. tworker is the integrated elapsed time on328
the worker nodes. rfail is the reliability of the system and corresponds to the329
number of failed tasks which could not automatically recover. With fewer than330
10 lost tasks in run 1 and one lost task in run 2 the reliability of the system331
exceeded by few orders of magnitude the reliability of the Grid infrastructure.332
Contrary to the ITU system which used a fixed set of resources, in the Grid333
resources are dynamic: a different set of worker nodes is used at each iteration.334
The worker node characteristics such as the CPU and memory also show335
large variations. Therefore a direct comparison of ttotal and tworker parameters336
between ITU and Grid runs is not possible.337
The efficiency of the system depends on the Grid job submission latency, effi-338
ciency of task scheduling and workload balancing. Fig. 8,9 show the workload339
distribution for selected runs. Nw worker agents are submitted at t0 = 0. In340
the submission phase, t < t1, the throughput of the system is limited by the341
submission latency. As the pool of worker nodes increases the target of Nw342
workers is reached at time t1. In the main processing phase, t1 < t < t2,343
the pool of worker nodes remains stable and the system throughput mainly344
depends on the efficiency of scheduling. At time t2 the number of remaining345
tasks becomes smaller than the number of processors in the pool. In this phase346
the execution time is dominated by the workload-balancing effects from few347
slowest tasks.348
14
Figure 9. Run 4 workload. Resolution=60s. The point t1 was selected arbitrarily. In
run 4 two parallel master servers were used and this figure corresponds to one of the
masters and half of the total workload.
Figure 10. Run 3 profile. Figure 11. Run 4 profile.
The number of available worker nodes may vary significantly in the Grid from349
one run to another. The contribution of the job submission latency to the total350
execution time may be approximated by the area between the target line and351
the worker pool size curve. In run 3 the latency of job submission corresponded352
to 12% of the total execution time, whereas in run 4 it corresponded to 48%:353
33% in the submission phase and 15% in the main processing phase.354
The integrated difference between the worker pool size and the number of355
busy workers corresponds to the scheduling overhead. This overhead includes356
the network latency and throughput as well as the task handling efficiency357
of the master server. In run 3 the scheduling overhead in the submission and358
processing phases corresponded to 2-3%. In run 4 the 30% scheduling overhead359
in the submission phase was observed and 10% in the processing phase.360
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The unbalanced execution of the slowest tasks in the last phase contributes361
26% of the total execution time in run 3 and to 5% in run 4. In this phase the362
utilization of available resources was very low, 5% in run 3 and 20% in run 4.363
The majority of the workers in the pool remained idle while the few remaining364
tasks were being finished.365
The striking difference of scheduling and workload-balancing efficiency be-366
tween runs 3 and 4 may be explained by the task scheduling order which367
reflects the internal input data structure. The run profile plots are shown in368
Fig. 10, 11. Point (t,w) in the run profile represents a task completed by worker369
w at time t. In run 4 the tasks are drawn directly from the input data in the370
natural order and clusters of very short tasks created a very high load on the371
server. The long tasks were processed in the middle of the run and did not372
affect the overall load-balancing. In run 3 the tasks were selected in a random373
order by the scheduler. The momentary load on the server was reduced. The374
tasks were scheduled more uniformly across the entire run. There were a few375
long tasks at the end of the run that resulted in poor load-balancing.376
The intrinsic job submission latency in the Grid prevents the running of a large377
number of short jobs in a short time, unless user-level tools such as DIANE378
are used. For RRC06 using DIANE allowed to reduce the Grid overheads379
and provided efficient management of a large number of tasks. Additionally a380
runtime workload balancing allowed to evenly distribute a workload without381
precise, a priori knowledge of the task execution times in the dataset. The382
overhead reduction and workload balancing were the crucial factors of the383
successful usage of the Grid for the RRC06.384
6 System Integration385
The Grid and ITU systems were integrated at the monitoring level using the386
MonALISA framework (Monitoring Agents in A Large Integrated Services387
Architecture, developed by Caltech University [20]). MonALISA provides a388
set of pluggable distributed services for monitoring, control, management and389
global optimization for large scale distributed systems.390
To collect and combine monitoring information from both ITU and Grid sys-391
tems, the following software components were deployed: instances of MonAL-392
ISA collector service, web-enabled data visualization repository and custom393
ApMon monitoring sensors on worker nodes (Fig. 12).ApMon, the monitoring394
API, allows to send fine-grained custom monitoring parameters into the Mon-395
ALISA collector service. The ApMon uses UDP datagrams to transport the396
XDR-encoded information [21] and includes a sequence number to verify the397
integrity of all monitoring reports. In addition, ApMon provides out-of-the-398
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Figure 12. System integration via Mona Lisa monitoring.
box system monitoring of the host, including usage of system resources such399
as memory or CPU. Monitoring parameters of ApMon, such as monitoring fre-400
quency and collector destination, may be dynamically configured by remote401
services. ApMon implementations are provided for different programming lan-402
guages, including C, C++, Java, Perl and Python. The cross-language support403
has proven to be useful in the case of RRC06 as the ITU system was built in404
Perl while the Grid used Python.405
Using pluggable modules, the MonALISA collector has been customized to406
aggregate fine-grained data from Grid worker nodes and ITU farm nodes to407
produce in real-time, higher level reports and charts. Fig.13 shows the total408
workload executed by ITU clusters and the EGEE sites. The ITU clusters are409
reported as RRC06-1.itu.org and RRC06-2.itu.org.410
The complementary usage of Grid Unix-based and Windows-based resources411
for numerical computations, required compilation of application software on412
both platforms and verification of output in terms of numerical accuracy.413
7 Conclusions and Outlook414
The dual system presented in this paper contributed to the success of the415
RRC06 Conference which resulted in a new international treaty.416
Seamless access to resources from Grid and corporate infrastructures demon-417
strated in this paper may be beneficial for other user communities. A typical418
use-case could include dedicated in-situ resources for fast response and Grid419
resources when facing peak demand. In such a scenario the Grid could provide420
a competitive alternative to traditional procurement of resources. At RRC06421
the Grid delivered dependable peak capacity to an organization which nor-422
mally does not require a large permanent computing infrastructure. The Grid423
17
Figure 13. Total workload executed in Grid and ITU clusters.
was successfully used in a new area to provide a dependable just-in-time ser-424
vice. ITU personnel needed limited support and training to adopt the Grid425
technology for RRC06. This demonstrates the maturity of Grid technology for426
usage in new scientific communities and technical activities.427
The outcome of RRC06 was the GE06 frequency plan which is a part of428
an international agreement. Modifications to the GE06 Plan may require a429
coordination examination to determine Member States potentially affected. To430
bring into use a new broadcasting station a conformity examination is required431
to verify that the proposed implementation does not cause more interference432
than foreseen by the GE06 Plan. Both examinations may require intensive433
calculations. In addition, some Member States have already expressed the434
possible need for re-planning parts of the GE06 planned bands, a process435
which would imply a similar (smaller scale) approach to the one adopted at436
the RRC06.437
In order to prepare for future events which may require even more comput-438
ing capabilities than the RRC06, paradigms such as Cloud computing could439
be investigated, where dynamically scalable resources are provided as a ser-440
vice over the Internet. A system integrating local, grid and cloud resources441
would allow Member States to submit via an existing ITU web portal time-442
consuming calculation requests and, at the back-end, to schedule and execute443
jobs transparently on the integrated infrastructure. Such a pilot project could444
be a continuation of the system accomplished for the RRC06 and a potential445
area of future collaboration between ITU and CERN.446
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