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Abstract
In this paper we apply the optimal control theory to a linear elasticity problem.
An iterative method based on the optimality system characterizing the correspond-
ing minimization of a cost functional is proposed. Convergence of the approximate
solutions is proved provided that a parameter of penalization is not too small. Nu-
merical solutions are presented to emphasize the role of this parameter. It is shown
that the results are far from being good approximations of the expected ones, be-
cause the parameter can not be taken small enough in the iteration method. On
the other hand, numerical results from a spectral analysis are shown without this
limitation by the use of eigenfunction representations.
Keywords: Optimal control; Linear elasticity; finite element method; Iterative
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1 Introduction
The theory of optimal control of systems governed by partial differential equations was
essentially developed by Lions [6]. Many different type of control problems ha.ve been
considered a.nd solutions by numerical methods have been widely studied in the literature
(see for exa.mples, [4, 5, 6, 7]).
Theory of optimal control governed by a scalar equation of elliptic type, such as
those involving heat conduction, are well-known in the literature. The problem is usually
formulated as a. minimization problem of a cost functiona.l, involving a positive para.meter
for technical reasons. For the practical objective of the optimal control solution this
para.meter should be taken as small as possible.
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In this paper we shall apply the theory of optimal control to equi1ibrium problems
of 1inear elasticity, governed by an elliptic system of partial differential equations. An
iterative method for the optima1ity system equivalent to the minimization problem is
proposed and it is shown that the convergence of the iterative solutions is guaranteed if
the technical parameter is not too small. The role of this parameter will be examined
in the numerical solutions with finite elements based on the iterative method proposed.
It is found that such solutions are quite unsatisfactory even with the smallest allowable
parameter and hence the iterative method which does not allow the parameter to go to
zero may hardly be able to deliver a satisfactory optimal solution as expected. However ,
this unpleasant situation seems to have been overlooked in many similar problems in the
1iterature [5, 7, 9], where the convergence of the numerical solution is ensured by simply
taking this parameter as 1 or a fixed convenient positive number. Therefore apparently
those results may just as unsatisfactory as ours in this respect.
One may raise the question of whether the optima1ity system admits a solution in
the 1imit when the parameter tends to zero. In order to see that a spectral analysis is
considered and an explicit solution in Fourier series expansion is obtained, which clearly
answers the question positively at least for the problem considered in this paper .
A bold-faced letter stands for a vector quantity and its components are represented
by the corresponding normalletter with subindices ranging from 1 to n, the dimension
of the physical space. The usual summation convention will be used to the component
indices, i.e., the repeated component indices indicate a sum over its range from 1 to n.
2 An Optimal Control Problem in Elasticity
We consider the following boundary value problem of Dirichlet type in 1inear elasticity:
{ â ( âUk ) . --Cijkl- = fi, m n
âxj ÔXl (1)
Ui = o, in ân
where the elasticity tensor Cijkl and the external force fi are given functions of ~ = (Xi)
in a smooth region n c R" with smooth boundary ôn. The problem is to determine the
displacement field u = ( Ui) satisfying the system (1 ). It is usually assumed that ([1, 3])
a) The elasticity tensor Cijkl satisfy the condition:
Cijkl = Cjikl = Cijlk = Cklij. (2)
b) There are positive constants C and C, such that for any symmetric matrices Sij ,
CSijSij ~ CijklSijSkl ~ CSijSij. (3)
The assumption (a) follows from the existence of stored-energy function and the symme-
try of stress and strain tensors, while the assumption (b) states that the elasticity tensor
is bounded and strictly positive definite.
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By virtue of these assumptions, the bilinear function O' defined by
( ) 1 aUi ÔVk 1 )) n O' U,V = Cijkl- a -
ô dx, Vu,v E (Ho(n (4)
n Xj xl
is an inner product in (HJ(n))n, called the energy inner product. The energy norm
1111.11(1' = O'(u, U)1/2 is equivalent to the standard norm Ilulll of the space (Hl(n))n for
u E (HJ(n))n. Indeed, from (3) we have
Cllulll .$: Ilull(1' .$: Cllulll. (5)
We denote the inner product in (L2(n))n by
(u,v)o = ku .vdv, Vu,v E (L2(n))n,
where u .v = UiVi is the usual inner product in Rn. The usual norm in (L2(n))n will be
denoted by Ilullo = ( u, u )5/2.
The weak form of the problem (1) can now be stated as follows: For a given function
f E (L2(n))n, find the solution u E (HJ(n))n such that
O'(u,v)=(f,v)o, VvE(HÓ(n))n. (6)
We can verify easily that the bilinear function O'( .) is continuous and coercive in.(HJ(n))n.
Therefore, according to Lax-Milgram Theorem ([3, 8]) and by the use of elliptical regu-
larity, for any f E (L2(n))n, there is a unique solution u E (HJ(n))n n (H2(n))n. The
unique solution for the given f will be denoted by u(f).
Now let us turn to the formulation of an optimal control problem to obtain a pre-
scribed displacement by means of externally applied forces qn the body. Suppose that
the equi1ibrium position of the body has some prescribed form given by a function
ZO(z) E (L2(n))n, ca1led an objective function. We can ask the question of how to
determine the function f such that u(f) is as close to the objective function ZO as
possible in (L2(n))n.
We introduce the CO8t functional defined by
J(f) = Ilu(f) -zoll~ + Nllfll~, (7)
where the terrn with a positive constant N has been added for technical reasons. But
for optimal result in approaching the objective function the constant N is to be taken as
small as possible.
We can formulate the optimal control problem as a minimization problem of the cost
functional:
Determine a function 9 E U ad such that
J(g) = inf{J(f); f E Uad}, (8)
where Uad is a convex and closed set of(L2(n))n.
The existence and uniqueness of the optimal control 9 E Uad is a consequence of the
following classical theorem ([6]):
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Theorem. Let J be a functionaJ deiined on Hilbert space H, and suppose tbat it is
lower semi-continuous and strictly convex, satisfying J(f) -t 00 as Ilfllo -t 00, f E Uad,
tben tbere is only one element tbat minimize J in Uad, wbere Uad is a closed and convex
set in H.
Since the norm of the Hilbert space is strictly convex and continuous, hence the above
theorem applies, therefore, there exists a unique function 9 of the problem.
3 Optimality System
For numerical calculation of the optimal control we shall establish a more convenient
formulation in terms of a system of differential equations. By the use of the Gateaux-
differential of the cost functional J, the the problem (8) can be characterized by
k ( u(g ) -ZO) .( u( v) -u(g) ) dx + N k 9 .( v -g) dx ;::: O, V v E Uad. (9)
In order to obtain a more convenient form for the numerical calculation of the function 9 ,
we shal1 reformulate the problem through the adjoint system. Let the operator defined
on the left hand side of the system (1) be denoted by A: (HJ(n))n -t (V(n))n,
a ( aUk )AUi = -~ Cijkla;; .(10)
Since by assumption, the elasticity Cijkl is symmetric, the operator A is self-adjoint, i.e.,
(Au,v)o = ('U,Av)o, V'U,v E (H6(n))n.
If we define the adjoint system by
f Ap = u(g) -ZO ~n n, (11)
1 p = 0 m an,
then by substituting ( u(g) -ZO) from (11) into (9), we have
r Ap. (u(v) -u(g)) + N r 9 .(v -g)dx ;::: 0.
Jn Jn
Since A is self-adjoint and Au(f) = f from the system (1), we have
k(p+Ng).(v-g)dx;:::O, VVEUad. (12)
Therefore, we can define the optimality system by
{ A'U = 9 in n
Ap = u -ZO ~n n (13)
'U = p = 0 m an,
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where the function 9 must satisfy the restriction (12). We sha1l consider two examples
for which the restriction can be determined explicitly.
Example 1: Let Uad = (L2(n))n. In this case the relation (12) is equivalent to






Example 2: Let Uad = (L2(n)+)n. In this case the relation (12) is equivalent to
k(p+ Ng) .(v -g)dx ~ 0, \fv ~ 0 E (L2(n))n,
which implies that
9 = max{ -N,o} = ~.
where p- stands for the negative part of the function p.
An a1gorithm to solve the optima1 control problem for both examples is given below.
In the first example the problem is linear and in the second example the problem is
non-linear. In genera1 for an arbitrary convex set the problem is a1ways non-linear.
4 Iterative Method
In order to get a numerica1 solution for the problem, the optima1ity system is uncoupled
in the following way: Given pO = 0 then the values of um and pm are iteratively ca1culated
from the following a1gorithm:
{ Aum = F(pm-l) in n,
Apm = um -ZO in n, (14)
um = pm = 0 in ân,
where F(p) stands for -p/N or p- /N. In both cases F is a Lipschitz function, with
constant 1/ N .We sha1l prove in the following theorem that the algorithm above is
convergent if N is not too small.
Theorem 1. Tbere exists a positive constant J, sucb tbat for N > J,
{pm, um} -+ {p, u} strongly in (HJ(n))n n (H2(S1))n,
wbere p and u are solutions of tbe optimality system (13).
Proof. With the notation,
pm = pm -p and Um = um -u,
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from (13) a.nd (14) we have
{ AUm = F(pm-1) -F(p) in n,
Apm = Um in n, (15)
Um = pm = O in ôn.
Taking inner product of the first equation with Um a.nd the second with pm a.nd inte-
grating over n, we obtain
InAUm .Um dx = In (F(pm-1) -F(p)) .Um dx,
InAPm .pmdx = InUm .pmdx.
After integration by parts, we get by the use of (4)
O"(Um, Um) = k (F(pm-1) -F(p)) .Um dx, (16)
O"(pm,pm) = k Um. pm dx. (17)
Since F is a Lipschitz function, it follows from (16) that
k ( (F(pm-1) -F(p) ) .Um dx ~ -iN {k (lpm-112 + IUmI2) } dx,
a.nd by applying the elementary inequality, ab ~ !(aa2 + b2/a), where a is real positive
number, we obtain from (17) that
kum .pmdx ~ ~ {ak luml2 + ~klPmI2}dx.
Substituting the above relations respectively into (16) a.nd (17) a.nd taking the energy
norm, we have
Ilumll; ~ -iN {IIPm-111~ + lIumll~} ,
IIPmll; ~ ~{allumll~+ ~IIPmll~} .
Since the norms II .110" a.nd II. 111 are equivalent in (HJ(n))n, by (5) we have
c2l1umll~ ~ -iN {IIPm-111~ + lIumll~} ~ fN {IIPm-111~ + lIumll~} ,
c2l1Pmll~ ~ ~ { a Ilumll~ + ~ I1Pmll~ } ~ f { a lIumll~ + ~ IIPmll~ } .
In the second part of the above relations, we have used the Poincaré inequality, where
the consta.nt K depends on n only. Hence we have
(2NC2 -K)IIUmll~ ~ Kllpm-111~,
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(2QC2 -K)IIPmIli ~ KQ2l1Umlli.
Suppose that {N, Q} ~ r/2, where r = K/C2, then by combining the above two inequal-
ities we obtain





The inequality (18) is valid for m = 1,2, ..., so we have
IJPmIli ~ "YmIlPOIli. (19)
Since pO E (HJ(n))n, if"Y < 1 we conclude that as m -+ 00, the sequence {pm}converges
strongly to zero in (HJ(n))nn(H2(n))n, by the use of elliptic regularity. The convergence
of the sequence {Um} also follows in exactly the same argument.
To conclude the proof of the theorem, we need to determine the constants Q and N
so that the condition "Y < 1 is satisfied. Moreover, the value of a will be chosen in such
a way that the lower bound for N is as smal1 as possible. Since Q > r /2, let a = r /2 + c:
for c: > O, then the condition "Y < 1 is equivalent to
r ( r r 2)N>- 1+-(-+c:) .
2 2c: 2
Let the right hand side be denoted by 'S, which takes its minimal value at c: = r/2. With
this choice, we have Q = r and
r 2 K
)N > ,s = 2(1 + r ), r = C2' (20
which ensures the condition "Y < 1 and the theorem is proved. O
Remark. On the value of'S :
By the assumptions (2) and (3) on the elasticity tensor Cijkl, the elliptic operator A
defined in (10) is self-adjoint and positive definite. Hence by the spectral theorem, the
eigenvectors of A form an orthonormal basis of the Hilbert space (HJ(n))n n (H2(n))n,
and the eigenvalues {'\m} form an increasing sequence of positive real numbers, i.e.,
0 < '\m ~ '\m+l for m = 1,2, Moreover, one can show that
\ .nf lIull;;\1 = 1 11 112 .
u#o u o
Hence, it follows from (5) that
212 C 2
()Ilullo ~ ~llull.,. ~ ~llull1. 21
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In order words, the consta.nt K in the Poincaré inequality ca.n be taken as C / À1 , a.nd we
arrive at a.n estimated value of J,
C ( C
N>J=~ 1+~).
In particular, for A = -~, the Laplace operator, a.nd n = (0,1) x (0,1), we have
C = C = 1 a.nd À1 = 27r2, hence the consta.nt N ca.n be chosen as small as 0.0254 a.nd
since the above estimate is not optimal the lower limit of J ca.n be even smaller tha.n this
value as we shall see in the numerical example later .
4.1 Finite Element Approximation
Let Vh be the finite dimensional subspace of ( HJ ( n ) )n in the finite element approximation
with maximum mesh size h. The Galerkin formulation of the iterative problem (14) is
given as follows:
Given zO E (L2(n))n and pg = 0, find uh E Vh and ph E Vh such that for all
Vh E Vh, t O"(Uh,Vh) = (F(ph-1),Vh)0,
( m ) ( m o ) (22) O" Ph , Vh = Uh -Z , Vh O.
By employing finite element basis functions in Vh, (22) are systems of linear algebraic
equations.
In Theorem 1, we ha.ve proved for N > J that the numerical solution {um,pm} for
uncoupled system (14) converges to the solution {u,p} of the optimality system. In
the next theorem, we shall prove that the numerical solution of system (22), { uh ,ph},
obtained by the finite element method also converges to { u, p} .
Theorem 2. Let N > J, then for m -+ 00 a.nd h-+ 0,
{uh ,ph} --+ {u,p} in (HJ(n))n n (H2(n))n,
where J is the consta.nt denned in Theorem 1.
Proof. Using a tria.ngular inequality, we have
Iluh -ulll ~ Ilum -ulll + Iluh -umlll, (23)
Ilph -plll ~ IIpm -plll + Ilph -pmlll. (24)
For the last two terms of the right ha.nd side of ( 23) a.nd ( 24) , it is known in numerical
analysis [2, 8, 10] that since um a.nd pm are solutions in (HJ(n))n n (H2(n))n of the
optimality system, we have as a consequence that
lIum -Uhlll ~ C1hllumll2 ~ C2hIlF(pm-l)lIo ~ C3hIIF(p)110, (25)
Ilpm -phlll ~ C1hllpml12 ~ (;2h{llum -Ullo + lIu -zOllo}, (26)
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where C1, C2, C3, C1 and C2 are positive constants and independent from h and F .
Substituting (25) and (26) into (23) and (24) respectively, and applying Theorem 1, we
conclude that
{'Uh,ph} --+ {'U,p} in (HJ(n))n n (H2(n))n.
for m -+ 00 and h-+ o. D
5 Eigenfunction Expansion Method
In the previous section, we have proposed an iterative method for which the approximate
solution {'Uh,ph} converges strongly to the solution {'U,p} in (HJ(n))n n (H2(n))n,
provided that the constant N > <5 , meaning, N is not al1owed to be arbitrary small.
In our numerical calculations, we have found that such a restriction on N could be
quite unsatisfactory in practical solutions. In order to find the solution of the optimality
system free from such a restriction, in the fol1owing, we shall analyze the problem via
the eigenfunction expansion method for the case Uad = (V(n))n.
Since the operator A is positive-definite and se1f-adjoint defined in the Hilbert space
H = (HJ(n))n n (H2(n))n. By the spectral theorem, H admits a complete orthonormal
basis of eigenfunctions { tp m } of A and the corresponding eigenvalues >.m can be arranged
in ascending order ,
0 < >.m ~ >.m+ 1, m = 1, 2, 3 Consequently, {'U,p} E H can be expressed in an eigenfunction expansion of the form:
00 00




Au(x) = L Um>.mtPm(X), Ap(x) = L Pm>.mtPm(X). (28)
m=l m=l
Substituting into the equation (13)1, we obtain
00 1 00
L Um>.mtPm(X) = -N L PmtPm(X),
m=l m=l
or
00 ( Pm)L Um>.m + N tPm(X) = 0,
m=l
which implies that
Pm = -um>.mN. (29)
Similarly, from the equation (13)2, we obtain
00 00




L (Pm).m -(Um -Zm))f1'm(X) = o,
m=l
where Zm are the Fourier coeflicients in the eigenfunction expansion of the given objective
function zO E (L2(n))n:
00
zO(x) = L Zmf1'm(X). (30)
m=l
Hence, we have
um = zm + Pm'\m. (31)
From (29) and (31), we obtain the Fourier coeflicients Um and Pm,
Zm N,\mzmUm = N'\2 + l' Pm = -N'\2 + l'
m m
and the solutions u(x) and p(x) of the optimality system (13) are given explicitly by
00 Zm
U(x) = L m;---If1'm(x), (32)
m=l m +
( ) ~ N,\mzm
)p x = -L,.. m;---If1'm(x .(33)
m=l m +
From these solutions we can easily see that when N -t 0 the function p( x) tends to zero,
while the solution u(x) converges to the objective function zO(x). Moreover, by (32) it
follows that lIullo < IIzollo for any N > 0.
On the other hand, the optimal control 9 E (L2(n))n admits a representation in
Fourier series, and since 9 = -p/N we obtain
( ) ~ '\mZm (9 x = ;;;;;: 1 N:\1:""+l f1' m X) , ( 34 )
which tends to the expected solution given by the eigenfunction expansion of AzO( x) in
the limit as N -t 0.
6 N umerical Results
Due to the difliculties in the determination of eigenvalues '\m and eigenfunctions f1' m for
the operator A, for simplicity, we shal1 consider the Laplace operator
A=-~
in the unit square n = (0.1) x (0.1) as an example. Mathematically, it is a very spe-
cial case of the linear elasticity operator, in which the components of the equilibrium
equation become independent of each other and the problem ( 1) can be regarded as two
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independent problems of scalar equations for the individual components. But for the
purpose of examining the qualitative behavior of the optimal control solutions, our nu-
merical calculation, both in finite element iterative approximation and in Fourier series
expansion, will be illustrated for the case of Laplace operator. For more general ellip-
tic operators or more general domains, a numerical construction of eigenfunctions for
spectral representations will be presented in the future.
Since u = p = O on an the eigenvalues and the eigenfunctions of the Laplace operator
are well-known and they are given by
\ ( 2 2 ) 2 ..Amn = n + m 7r , <pmn = smm7rx smn7ry.
The objective function can then be represented by
00
zO(x,y) = L Zmn sinm7rx sinn11'y.
m,n=l
Substituting into (32) and (34), we have the approximation of the objective function,
00( ) ~ Zmn ..
U X, y = L... N ( 2 2 )2 4 1 smm11'x smn11'y,
m,n=l m + n 7r +
and the function of optimal control,
00 (m2 + n2)7r2Zmn ..
g(x, y) = L N( 2 2 )2 4 1 smm7rx smn7ry.
m,n=l m + n 7r +
The exact solution of optimal control is then given by the function in the limit when
N -+ O,
00
g(x,y) = L (m2+n2)11'2zmnsinm11'x sinn11'y.
m,n=l
For numerical calculations, we consider a prescribed objective function given by
zO(x,y) = (16xy(1- x)(l- y)(x -y2))3.
In Fig. 1 and Fig. 2, the objective function zO(x, y) and the exact optimal control g(x, y)
given above are shown. In finite element approximation, we have taken a mesh of 15 x 15
square elements. Remember that there is a lower limit of the parameter N. In the present
case we have found that this limit is approximately equal to 5 x 10-3 (Note that it is
much smaller than the estimated value given before) for which convergence is ensured in
20 iterations. Convergence is much faster for greater values of N. However, from Fig. 3
and Fig. 4, we can see that with this smallest allowable value of N, the numerical results
are still quite far from a good approximation to the exact solutions by comparing the
scales shown in the graphics. It is obvious from the graphics that Ilullo is much too small
compared to the expected value Ilzollo.
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0.08 ~ 5
~O 1.0 0 1.0
0 .5 0 .5
0. 0 0. 0
Fig. 1. Objective function ZO(X,y) Fig. 2. Exact optimal control g(x,y)
o.o:~ o.:~1.0 1.0
0 .5 0 .5
.o 0 0
Fig. 3. u(x, y) for N = 0.005 Fig.4. g(x, y) for N = 0.005
.o.o: ~ 3: ~1.0 1.0
0 .5 0 .5
0. 0 0. 0
Fig. 5. u(x, y) for N = 0.00005 Fig. 6. g(x, y) for N = 0.00005
0.08~ 7
~0 1.0 0 1.0
0 .5 0 .5
0. 0 0. 0
Fig.7. u(x, y) for N = 0 Fig. 8. g(x, y) for N = 0
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On the other hand, there is no restriction on the value of N for the method of Fourier
series expansion. Approximation by Fourier series is calculated by a sum of 22 terms
in eigenfunctions r.pmn for m2 + n2 < 62. Numerical solutions are obtained for values of
N = 5 x 10-3, 5 x 10-5 and also for N = 0. which represents the exact solution to the
problem. The figures for N = 5 x 10-3 are not shown here because they are practically
identical to Figures 3 and 4 for the results of iterative approximation. Fig. 5, Fig. 6 and
Fig. 7, Fig. 8 show the graphics for N = 5 x 10-5 and N = 0 respectively. We can see the
gradual improvement of the approximation for decreasing values of N and an excellent
agreement with the exact solutions shown in Fig. 1 and Fig. 2 for the case of N = 0, for
which the series are calculated with a finite sum of the first 22 terms only.
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