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The 2-surface characterization of special classical radiative Higgs-, Yang–Mills and linear zero-rest-mass
fields with any spin is investigated. We determine all the zero quasi-local mass Higgs- and Yang–Mills field
configurations with compact semisimple gauge groups, and show that they are plane waves (provided the
Higgs field is massless and linear) and appropriate generalizations of plane waves (‘Yang–Mills pp-waves’),
respectively. A tensor field (generalizing the energy-momentum tensor for the Maxwell field and of the Bel–
Robinson tensor for the linearized gravitational field) is found by means of which the pp-wave nature of the
solutions of the linear zero-rest-mass field equations with any spin can be characterized equivalently. It is
shown that these radiative Yang–Mills and linear zero-rest-mass fields, given on a finite globally hyperbolic
domain D, are determined completely by certain unconstrained data set on a closed spacelike 2-surface, the
‘edge of D’. These pure radiative solutions are shown to determine a dense subset in the set of solutions of
various (Yang–Mills and linear zero-rest-mass) field equations. Thus for these fields some ‘classical quasi-local
holography’ holds.
1 Introduction
By combining the basic principles of quantum theory and general relativity ’t Hooft [1] argued that the
number of the physical degrees of freedom of a localized system surrounded by a closed 2-surface S should
be bounded from above by C Area(S)/4L2P , where C is constant of order one and L2P := h¯G, the Planck area.
This bound appears to be quite robust, and a similar bound can be derived for the number N of quantum
particles in a box bounded by a spherical S of radius R by requiring that the sum of the zero-point energy of
the quantum particles be less than or equal to the Schwarzschild mass 12GR corresponding to R. Indeed, by
the localization of the particles in the box the zero-point energy of one particle is h¯ω = C pih¯
R
for some constant
C of order one, and hence 2pi2C N ≤ Area(S)/4L2P . (This inequality can also be interpreted as an upper
bound for the number N of the possible quantum states of a single localized particle with energy not greater
than the Schwarzschild mass.) Moreover, combining Bekenstein’s entropy-to-energy bound [2] for weakly
gravitating systems, S/E ≤ k√piArea(S)/h¯, and the requirement that E should not be greater than the
corresponding Schwarzschild mass, Bousso [3] got S/k ≤ Area(S)/4L2P . (Here k is Boltzmann’s constant.)
By the statistical interpretation of the entropy this is essentially the previous inequality. Therefore, the
physical degrees of freedom in a domain of the 3-space grow with the area of the boundary of the domain,
rather than with its volume. This observation lead ’t Hooft to the so-called holographic hypothesis [1]: The
physical state of a system bounded by S must be possible to be characterized by degrees of freedom on S
with information density not greater than one bit per Planck area.
Susskind [4] implemented this principle mathematically by assuming the existence of a map from the
3-space to the 2-surface using light rays arriving orthogonally at S, the so-called ‘screen’. However, the space
in general relativity is a spacelike hypersurface Σ, and if the screen is its boundary, S := ∂Σ, then Σ may
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be mapped by null geodesics to the world tube of S, which is a timelike submanifold, but certainly not to
the screen itself. Nevertheless, in a spacetime admitting a preferred timelike vector field (e.g. a hypersurface
orthogonal timelike Killing field) the null geodesics can be projected to Σ, and these could be used to define
the map Σ→ S. Corley and Jacobson refined this idea of Susskind, and they clarified the global properties
of such maps [5]. The recent formulations of the holographic principle (and of the covariant entropy bounds)
are also based on this view [3,6].
Here we suggest another mathematical formulation of the holographic principle. The overall picture is
based on that we preferred in looking at the various quasi-local energy-momentum expressions [7]: S is the
common boundary of all the spacelike hypersurfaces that are Cauchy surfaces for the domain of dependence
D(Σ) of Σ. Thus, S can be considered as being associated with D(Σ) rather than only to an individual
Cauchy surface: S is the ‘edge’ of D(Σ). Then, according to the holographic principle, the state of the
matter+gravity system on the four dimensional D(Σ) should be able to be characterized by appropriate
data on the two dimensional screen S. This formulation of the holographic hypothesis is, in some sense,
causally complement to the previous ones [3-6] based on the use of null geodesics. Indeed, by I±[S]∩D(Σ) = ∅
and ∂I±[S] ∩ intD(Σ) = ∅ the screen S is causally disjoint from the interior of D(Σ). This would be a field
theoretical formulation of the principle, using certain ‘elementary solutions’ of the field equations on D(Σ)
to ‘scan’ the space Σ, in contrast to the previous, basically (general relativistic) geometric optical approach.
The motivation of this picture came from the results of the investigations of the Dougan–Mason quasi-
local energy-momentum and mass [8]: The energy-momentum, associated with a spacelike 2-surface S with
spherical topology, is vanishing iff D(Σ) is flat; and the energy-momentum is null (i.e. the mass is zero) iff
D(Σ) has a pp-wave geometry and the matter is pure radiation [9,10]. Furthermore, it has been demonstrated
that in the latter case the geometry (and also the matter fields in the form of linear massless scalar or Maxwell
fields) on D(Σ) are completely determined by the spinor geometry of (and, in the presence of matter fields,
by an additional complex function on) S [11]. Thus the state of the special radiative gravitational field inside
S, specified by the vanishing of a basic quasi-local observable, the mass, can be fully characterized by an
appropriate data set on S.
The aim of the present paper is to investigate the validity of the present formulation of the holographic
principle for certain classical matter fields in Minkowski spacetime. In particular, we discuss the connection
between the following three concepts:
1. The quasi-local mass of the matter fields, associated with a closed spacelike 2-surface S in Minkowski
spacetime,
2. The pure radiative solutions of specific matter field equations (Higgs, Yang–Mills, linear zero-rest-mass
fields with any spin) on the globally hyperbolic domain D(Σ) for which the common boundary of the
Cauchy surfaces Σ is just S,
3. The complete characterization of these radiative solutions in terms of data specified on the 2-surface S
rather than the familiar Cauchy data on Σ.
Since the 2-surface S will be assumed to be a topological 2-sphere (i.e. the ‘screen’ is finite, two dimensional,
and it is at finite distance from the physical system), the holography that we study here will be called
‘classical quasi-local holography’. We show that the vanishing of the quasi-local mass is equivalent to the
pure radiative nature of the matter fields, these special radiative solutions can be characterized by data
sets on the screen, and that they determine a dense subset in the space of regular matter fields. Thus,
ironically enough, while the holographic hypothesis came from the combination of the basic principles of
the gravitational and quantum physics, some form of the holographic hypothesis could be shown to work
at the classical level in the absence of gravitation. Though the results depend on the flatness of spacetime,
many of them can be generalized for curved spacetimes e.g. by considering the Dougan–Mason quasi-local
mass of the matter+gravity system in Section 3. (Indeed, the Dougan–Mason energy-momentum is based on
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the 2-surface integral of the Nester-Witten 2-form, the 3-surface integral of whose exterior derivative could
be written as the sum of the energy-momentum for the matter fields [via Einstein’s equations] and of the
so-called Sparling 3-form. The latter can be interpreted as the energy-momentum of the gravitational ‘field’
itself.) On the other hand, it is not quite clear how all the results can be generalized. Nevertheless, we hope
that the present investigations could be instructive for an analysis in more general spacetimes.
In the second section we recall some facts about the geometry of closed spacelike 2-surfaces, compact
spacelike hypersurfaces with boundary, and the ‘finite’ globally hyperbolic domains. The role of this section
is to fix the notations and present the geometric background to make the present paper essentially self-
contained. Next, in Section 3, we briefly recall the notion of quasi-local mass for general matter fields and
study its properties. First we show that the quasi-local mass is zero precisely when the matter fields on D(Σ)
are of pure radiative in the sense that TabL
b = 0 for some constant null vector field La on D(Σ), provided Tab
satisfies the dominant energy condition. Then we consider special matter fields. According to the standard
model the basic building blocks of Nature are the fermions and the gauge fields, represented by genuine
spinor and (non-Abelian) Yang–Mills fields, respectively, and by an additional scalar field, called the Higgs
field. Thus we determine all the solutions of the Higgs and Yang–Mills field equations (with any compact
semisimple gauge groups) for which the quasi-local mass is zero. These are all plane waves (provided the
Higgs field is massless and linear, i.e. non-self-interacting) and appropriate generalizations of plane waves
(‘Yang–Mills pp-waves’), respectively.
Since the spinor fields in general do not satisfy the dominant energy condition, the general results above
cannot be applied to characterize the spinor pp-waves by the vanishing of the quasi-local mass. However, a
totally symmetric, trace-free tensor field Ta1...a2s is found, which is a natural generalization of the energy-
momentum tensor of the Maxwell field and of the Bel–Robinson tensor for the linearized gravitational field,
by means of which the pp-wave character of the solutions of the linear zero-rest-mass field equations with
spin s on D(Σ) can be characterized equivalently. All these solutions are represented by a constant spinor
field OA and a complex function φ(u, ζ) on D(Σ), where OA is the spinor constituent of the null wave vector
La = OAO¯A
′
(and hence we call it the ‘wave spinor’) and φ(u, ζ) is C2 in the coordinate u, labeling the
wave-fronts, and complex analytic in ζ, the anti-holomorphic coordinate in the intersection of the wave-fronts
and Σ. These results are presented in Section 4.
In Section 5 we determine those data sets on S by means of which the pp-waves on D(Σ) can be fully
characterized: Provided a convexity condition for the 2-surface S is satisfied, it is shown that a pair (OA, φ)
on D(Σ) is completely determined by a constant spinor field OA on the 2-surface S and two real valued
functions (f(u,w), g(u)) of two and one variables, respectively, where w is a coordinate on the intersection of
S and the wave-fronts. The data set (OA, f(u,w), g(u)) on S is unconstrained, and the field φ at any point
p ∈ D(Σ) is expressed as an appropriate contour integral on S. Finally, we show that the pp-wave solutions
of the Weyl equation with a given, fixed wave spinor OA form so large a space Φ(OA) that any spinor field
(with arbitrary spin s) on Σ can be uniformly approximated with arbitrary accuracy by the elements of the
tensor product Φ(OA) ⊗ Φ¯(OA), where Φ¯(OA) is the complex conjugate of Φ(OA). Therefore, this tensor
product is a dense subspace in the space of all continuous spinor fields. The consequences of this result are
also discussed. The Stone–Weierstrass theorem that we use in the proof is stated in the Appendix.
Throughout this paper the abstract index formalism of [12] will be used, and only the underlined and
boldface indices take numerical values. The signature of the spacetime metric is −2, and we use units in
which the speed of light is c = 1.
2 Finite Cauchy developments with constant null vector field
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Although in the present paper primarily we are interested in the quasi-local characterization of fields in
Minkowski spacetime, in the present section we do not restrict our attention to flat spacetimes. It is enough
to be only a pp-wave spacetime, and, for later use, in the subsequent discussion we assume only this.
• The geometry of closed spacelike 2-surfaces
Let S be a closed, orientable spacelike 2-surface in M . Let ta and va be a future pointing timelike and an
outward directed spacelike unit normal of S, respectively, such that tava = 0. Then Πab := δab − tatb + vavb
is the orthogonal projection to S and qab := ΠcaΠdbgcd is the induced metric on S. Then the corresponding
induced area 2-form is εcd := t
avbεabcd. The extrinsic curvatures corresponding to the normals t
a and va
are defined, respectively, by τab := Π
c
aΠ
d
b∇ctd and νab := ΠcaΠdb∇cvd. The expansion tensor of the standard
outgoing and ingoing null normals la := ta + va and na := 12 (t
a − va), respectively, are θab = τab + νab and
θ′ab =
1
2 (τab − νab). Then the 2-surface S will be called convex [13,11] if S is homeomorphic to S2 and the
outgoing null normals are expanding (qabθab > 0), the ingoing null normals are contracting (q
abθ′ab < 0) and,
in addition, 2 det ‖θab‖ = (θabθcd−θacθbd)qabqcd > 0 and 2 det ‖θ′ab‖ = (θ′abθ′cd−θ′acθ′bd)qabqcd > 0 also hold.
Note that because of the scaling freedom la 7→ αla, na 7→ α−1na the normals la and na (or ta and va) are
not uniquely determined by S, and the expansion tensors θab and θ′ab depend on the choice for the normals
la and na, the convexity of S is well defined.
If La is any nowhere vanishing null vector field on S, then za := ΠbaLb is vanishing at a point of S
precisely when La is orthogonal to S. If La is constant on S in the sense that Πca∇cLb = 0, then by the
definitions we have δazb = νabv
cLc − τabtcLc, where δa is the intrinsic Levi-Civita derivative operator on
(S, qab). This implies that δ[azb] = 0, i.e. za is a closed 1-form on S. If S is homeomorphic to S2, then by
H1(S2) = 0 it follows the existence of a smooth function u : S → R such that za = δau. Clearly, sa := εabzb
is a vector field tangent to the u = const level sets of S.
• The geometry of compact spacelike hypersurfaces with boundary
Let Σ be a smooth, compact orientable spacelike hypersurface with smooth 2-boundary S. Let ta be the
future pointing unit timelike normal of Σ, and P ab := δ
a
b − tatb, the orthogonal projection to Σ. Then the
induced metric is hab := P
c
aP
d
b gcd and the extrinsic curvature of Σ inM is defined by χab := P
c
aP
d
b ∇ctd (and
hence on its boundary τab = Π
c
aΠ
d
bχcd holds). If L
a is any nowhere zero null vector field, then since Σ is
spacelike, Za := P ab L
b is nowhere vanishing on Σ. Hence it can be decomposed as La = Za + ‖Z‖ta, where
‖Z‖2 := −habZaZb is the (everywhere positive) norm of Za. If La is null and constant on Σ in the sense
that P ba∇bLc = 0, then DaZb = −‖Z‖χab, where Da is the intrinsic Levi-Civita derivative operator on Σ.
This implies that D[aZb] = 0, and hence Za = Dau for some (in general only locally defined) function u on
Σ. If, in addition, La is constant in the spacetime in the sense that ∇bLa = 0, then La = ∇au for some
real valued function u. We assume that the domain of dependence D(Σ) is contained in the domain of this
function u, and hence u on Σ is globally defined. Since Za is nowhere vanishing, u defines a foliation of Σ by
its level surfaces Su := {p ∈ Σ|u(p) = u}. These are smooth spacelike 2-surfaces. The induced Riemannian
metric determines a unique complex structure on the surfaces Su; i.e. they are Riemann surfaces.
Let {Ea1 , Ea2 , Ea3} be an orthonormal frame field on Σ such that Ea3 := 1‖Z‖Za, i.e. La = ‖Z‖(ta + Ea3 ).
Then Ea3 is globally well defined on Σ, and the (locally defined) complex null vectors
√
2Ma := Ea1 − iEa2 and
M¯a are (1,0) and (0,1) type vectors in the complex structure of the Riemann surfaces Su, respectively. The
vectors La,Ma and M¯a can be completed to be a Newman–Penrose complex null tetrad on Σ by introducing
the future pointing null vector field Na such that Na be orthogonal to the 2-surfaces Su and normalized
according to LaNa = 1. Explicitly, it is given by 2‖Z‖Na = ta−Ea3 . The lapse function of the foliation {Su}
of Σ is just ‖Z‖−1. Thus the ‘acceleration’ of {Su} in Σ is Ea3DaE3b = (δab +‖Z‖−2ZaZb)‖Z‖Da( 1‖Z‖ ), while
its extrinsic curvature in Σ is ukab := (δ
e
a+E
e
3E3a)(δ
f
b +E
f
3E3b)De(−E3f ) = (δea+Ee3E3a)(δfb +Ef3E3b)χef .
(It is −Ea3 along that u is increasing, thus it seems natural to choose −Ea3 to be the normal of Su in Σ.) Then
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by the Gauss equation the integrability condition of LaLa = 0, ∇aLb = 0 implies that the scalar curvature
uR of the surfaces Su is zero; i.e. Su are locally flat Riemann geometries.
Without further restrictions the topology of the Riemann surfaces may be very complicated. If, however,
S is convex in the sense above, then by Proposition 4.6 of [11]
i. Σ is homeomorphic to the closed three-ball B3;
ii. each Riemann surface Su is homeomorphic to R
2; and
iii. each Su intersects the 2-boundary S in a single smooth closed curve γu := S ∩ Su, u has a single
minimum p− and a maximum point p+ on S, and hence {za, sa} on S − {p+, p−} can be normalized
with respect to qab (or to gab) to form an orthonormal dyad.
This proposition implies that the Riemann surfaces Su are connected, simply connected subsets of a flat
plane, and globally defined complex coordinates (ζ, ζ¯) can be introduced on one of the leaves, e.g. on S0,
which can be extended to the other leaves (e.g. by XaDaζ = 0 for some vector field X
a on Σ which is
transversal to the leaves) to obtain a coordinate system (u, ζ, ζ¯) on Σ. These coordinates are not unique:
By appropriate coordinate transformation Ma = (∂/∂ζ¯)a can be achieved. Hence, in particular, Ma and
M¯a are globally well defined on Su and their Lie bracket is zero. Thus ζ is the anti-holomorphic coordinate
on the Riemann surfaces Su. The complex coordinates (ζ, ζ¯) are still not unique: The remaining allowed
transformation of them is ζ = exp(ia(u))ζ′+A(u) for real a(u) and complex A(u). In the rest of the present
paper we will assume that these convexity conditions are satisfied.
• The geometry of the domain of dependence D(Σ)
Obviously the previous constructions can be repeated on the leaves Σt of a foliation of intD(Σ). If α is
the lapse of this foliation, i.e. αta∇at = 1, then the acceleration of Σt is ab := ta∇atb = −Db(lnα).
Since Σ is compact with boundary, each of the leaves Σt of the foliation of D(Σ) has the same 2-boundary:
∂Σt = S. Thus, in particular, the lapse α is vanishing and the acceleration ae is diverging on S. The
general time derivative (of tensor fields) is defined as the projected Lie derivative along a vector field ξa
for which ξa∇at = 1. Such a ξa necessarily has the form ξa = αta + βa (‘evolution vector field’), where
βa = P ab β
b. Clearly, then the 1-parameter family of transformations generated by such a ξa preserves the
globally hyperbolic domain D(Σ) precisely when βb, the shift vector, is tangent to S on S. The 2-surface S
can be interpreted as the edge of the globally hyperbolic domain D(Σ).
Since La is null it has the form OAO¯A
′
for some spinor field OA, and if La is constant then there
exists a phase exp(iψ) for which exp(iψ)OA is also constant. Thus we can (and will) assume that the spinor
constituent OA of the constant null La is constant.
Using the single, fixed hypersurface Σ and the constant null vector field La one can introduce another
coordinate system on intD(Σ) in a natural way. Since the u = const hypersurfaces are null, the integral
curves of La are geodesics. Let r be the affine parameter along these geodesics measured from Σ. Then any
p ∈ intD(Σ) sits on a uniquely determined integral curve of La which intersects Σ at a well defined point q.
Then we label p by the coordinates (u, r, ζ, ζ¯) if the affine distance of p from q is r and the coordinates of q
on Σ are (u, ζ, ζ¯).
Analogously, the Newman–Penrose complex null tetrad {La, Na,Ma, M¯a} introduced on the single
hypersurface Σ can be extended to a tetrad field on the whole D(Σ) by Lie propagating the vectors Na
and Ma along the integral curves of La. Since, however, La is constant, this propagation implies that
Le∇eNa = [L,N ]a = 0 and Le∇eMa = [L,M ]a = 0, furthermore [M, M¯ ]a = 0 still holds. Clearly,
La, Ma and M¯a are coordinate vectors: La = (∂/∂r)a, Ma = (∂/∂ζ¯)a and M¯a = (∂/∂ζ)a, but in general
Na = (∂/∂u)a−(H+GG¯)(∂/∂r)a+G¯(∂/∂ζ)a+G(∂/∂ζ¯)a for some real and complex functionsH = H(u, ζ, ζ¯)
and G = G(u, ζ, ζ¯), respectively. Then the metric of D(Σ) in these coordinates takes the form ds2 =
2du dr− 2dζ dζ¯ + 2(Gdζ + G¯ dζ¯) du+ 2H du2. By an appropriate allowed transformation of the coordinates
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(ζ, ζ¯) the function G can be ensured to satisfy (∂G/∂ζ¯) = (∂G¯/∂ζ), whenever the constant spinor field OA
can be completed by another spinor IA such that OAI
A = 1, Na = IAI¯A
′
and OAI¯A
′
=Ma hold (see [11]).
The remaining allowed transformations of the complex coordinates are ζ = exp(ia)ζ′ + A(u) for some real
constant a and complex function A(u). The spinor field IA can be given explicitly as IA = ‖Z‖−1tAA′O¯A′ ,
and, conversely, OA = −2‖Z‖tAA′ I¯A′ . This spin frame is uniquely determined and constant along the
integral curves of La, i.e. La∇aOB = La∇aIB = 0.
As an illustration consider the standard Cartesian coordinate system (t, x, y, z) in Minkowski spacetime,
let Σ be the ball of radius R in the t = 0 hyperplane and S its boundary, a 2-sphere of radius R, which
is clearly convex. La := ∇au, u := t − z, is constant and null, and the Riemann surfaces Su in Σ are the
z = const 2-planes, in which ζ := 1√
2
(x − iy) are the complex anti-holomorphic coordinates. The boundary
γu of the Riemann surface Su is a circle in the 2-plane orthogonal to the z-axis with radius
√
R2 − u2.
The affine parameter along the integral curves of La, measured from Σ, is r = t. In these coordinates the
spacetime metric takes the form ds2 = 2du dr − 2dζ dζ¯ − du2.
3 Zero quasi-local mass configurations of matter fields
3.1 Zero quasi-local energy-momentum and zero quasi-local mass configurations
Let Σ be any smooth, compact spacelike hypersurface with smooth boundary S := ∂Σ. Then for any vector
field Ka we can form the integral QΣ[K
a] :=
∫
Σ
KaT
abtbdΣ, where t
a is the future pointing unit timelike
normal to Σ and dΣ := 13! t
eεeabc is the induced volume element 3-form on Σ. (Here εabcd is the spacetime
volume 4-form.) In general QΣ[K
a] depends on Σ, but if Ka is a Killing vector of the spacetime, then it
depends only on the homology class of Σ modulo its boundary S: If Σ′ is another smooth compact spacelike
hypersurface with the same boundary S, then QΣ[Ka] and QΣ′ [Ka], defined on Σ and Σ′, coincide. Hence the
integral depends only on S and can be denoted by QS [Ka]. In fact, QS [Ka] can be rewritten as the 2-surface
integral of some ‘superpotential 2-form’ 12 ∪ [Ka]ab on S, where KeT efεfabc = 3∇[a ∪ [Ke]bc].
Thus suppose that M is the Minkowski spacetime, fix a Cartesian coordinate system {xa }, a = 0, ..., 3,
and write the general Killing 1-form as Ka = Ta∇axa + Ma b (xa∇axb − xb∇axa ) for some constant
coefficients Ta andMa b = −Mb a . Being QS [Ke] linear inKa, it has the structure QS [Ke] = Ta Pa+Ma b Ja b ,
and the coefficients of Ta andMa b define the quasi-local energy-momentum P
a and angular momentum Ja b
of the matter fields, respectively, associated with the closed spacelike 2-surface S. In fact, Pa and Ja b
are elements of the dual space of the space of the translation and boost-rotation Killing vectors of the
Minkowski spacetime, respectively, and under the Poincare´ transformations of the Cartesian coordinates,
xa 7→ xbΛb a + Ca , they transform just in the expected way. (For a more detailed discussion see [7].)
Next suppose that the energy-momentum tensor satisfies the dominant energy condition: T abVb is future
pointing and non-spacelike for any future pointing and non-spacelike vector V a, and clarify the positivity
properties of the energy-momentum. Then Pa is future pointing and non-spacelike with respect to the
natural Lorentz metric ηa b := diag(1,−1,−1,−1) on the space of translations, i.e. both the quasi-local
mass m, defined by m2 := Pa Pb ηa b , and the quasi-local energy P
0 are non-negative. If P0 = 0, then by the
dominant energy condition the energy-momentum tensor must be vanishing on every spacelike hypersurface
Σ with the fixed 2-boundary S, implying the vanishing of the whole energy-momentum vector Pa as well.
Thus the quasi-local energy-momentum Pa is vanishing if and only if the energy-momentum tensor of the
matter fields is vanishing on the whole domain of dependence D(Σ) of Σ with the given 2-boundary S.
Similarly, let us consider the zero quasi-local mass configurations of the matter fields. If m = 0, then let
La := Pa∇axa , which is a constant null 1-form field on M ; and if P0 is positive, then La is future pointing.
Then
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0 = m2 := Pa Pb ηa b =
∫
Σ
LaT
abtbdΣ. (3.1.1)
Since by the dominant energy condition the integrand on the right is non-negative, this implies that LaT
ab =
0. Therefore, the energy-momentum tensor has a constant null eigenvector with zero eigenvalue, i.e. its
algebraic type is pure radiation. Hence, again by the dominant energy condition, it has the form T ab = τLaLb
for some non-negative function τ on M . This implies that Pa = eLa and Ja b = La eb − Lb ea , where
e :=
∫
Σ τL
atadΣ and e
a :=
∫
Σ τx
aLatadΣ. Conversely, if T
ab is of pure radiation with constant null
eigenvector La with zero eigenvalue, then obviously Pa is null, and hence m = 0. Therefore, the quasi-local
mass m is vanishing if and only if the energy-momentum tensor of the matter fields is of pure radiation with
constant null eigenvector La = Pa∇axa on the whole domain of dependence D(Σ).
In the next three subsections we discuss the consequences of these general results for specific matter
fields. In particular, we determine the zero quasi-local mass configurations of the Higgs and Yang–Mills
fields, which turn out to be special radiative solutions of the field equations.
3.2 Zero quasi-local mass configurations of the Higgs fields
Let φi , i = 1, ..., n, be finite number of real scalar fields, Gi j a symmetric constant n × n matrix, V (φ) an
algebraic function of the fields, and consider the Lagrangian density LH :=
1
2Gi j g
ab∇aφi∇bφj − V (φ). The
multiplet φi of fields subject to the dynamics governed by this Lagrangian is called a Higgs field. (The fields
φi can be considered as the components of a section in some frame field of a real vector bundle H(M) of
rank n overM associated with a principal G-bundle. But then they can be globally defined only if the frame
field is globally defined, i.e. when H(M) is globally trivializable. However, the section of H(M) that {φi }
represents can be globally defined and the whole analysis can be carried out even if H(M) is not globally
trivializable. In that case the small boldface Latin indices can be considered as abstract indices referring
to the fiber space and Gi j as a fiber metric, but its components can be chosen to be constant only on the
domain of the trivializations of H(M). In the presence of a gauge field Aiak , coupled minimally to the Higgs
field, the spacetime covariant derivative ∇aφi is replaced by the spacetime and gauge-covariant derivative
∇aφi + eAiakφk for some coupling constant e. The complex Higgs fields are considered as pairs of real ones.
In particular, for a single complex scalar field ϕ = φ1+iφ2 the metric Gi j = δi j , i , j = 1,2, gives the familiar
real scalar product ϕϕ¯.) The corresponding field equations areGj i∇a∇aφi +2(∂V/∂φj ) = 0. The symmetric
energy-momentum tensor is Tab = Gi j (∇aφi )(∇bφj )− 12gabgcdGi j (∇cφi )(∇dφj )+ gabV (φ). For the sake of
concreteness we assume that the ‘potential term’ V (φ) has the form V = 12m
2Gi j φ
i φj + 14λ(Gi j φ
i φj )2, i.e.
the fields are of rest-mass m and if λ 6= 0 then they are self-interacting.
The energy-momentum tensor with this potential satisfies the dominant energy condition precisely when
λ ≥ 0 and Gi j is positive semi-definite, and then Tab = 0 is equivalent to φi = 0 provided Gi j is positive
definite. (In contrast to quantum gauge theoretical investigations, in the present paper we assume that m
is real, and hence m2 ≥ 0. The positive definiteness of Gi j is equivalent to that the actual representation
of the gauge group G is homomorphic to a subgroup of the compact O(n).) Next suppose that TabL
b = 0
for some null vector field La. Then, if Gi j is positive definite, TabL
aLb = 0 implies that La∇aφi = 0.
Completing La to a Newman–Penrose complex null tetrad {La, Na,Ma, M¯a} as e.g. in Section 2, this implies
∇aφi = f iLa+giMa+ g¯i M¯a for some real valued field f i and complex gi . Substituting La∇aφi = 0 back to
TabL
b = 0 we obtain that 2V (φ) = Gi j∇aφi∇aφj = −2Gi j gi g¯j . Since its left hand side is non-negative and
the right hand side is non-positive, this implies that gi = 0, and if at least one of m and λ is non-zero then
φi = 0. Therefore, for positive definite Gi j non-trivial, zero quasi-local mass configurations exist only for
zero-rest-mass, non-self-interacting Higgs fields. In this case ∇aφi = f iLa and Tab = Gi j f i f jLaLb, and the
zero quasi-local mass configurations are precisely those fields φi that are constant in the directions La,Ma and
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M¯a: La∇aφi = 0 and Ma∇aφi = M¯a∇aφi = 0. Thus the energy-momentum tensor of the zero quasi-local
mass configurations of the Higgs field is the sum of the energy-momentum tensor of the decoupled, individual
components of φi for each i . The directional derivatives of f i = Na∇aφi are La∇af i = 0 and Ma∇af i =
[M,N ]a∇aφi +Na∇a(M b∇bφi ) = [M,N ]a(LaN b+NaLb−MaM¯ b−M¯aM b)∇bφi = [M,N ]aLaf i = 0. Thus
in the coordinate system (u, r, ζ, ζ¯) of Section 2 this means that φi = φi (u) and f i = f i (u). In particular,
if ϕ is a zero-rest-mass complex scalar field with zero quasi-local mass, then ∇aϕ = fLa for some complex
f , and La∇aϕ =Ma∇aϕ = M¯a∇aϕ = 0 and Tab = f f¯LaLb hold.
3.3 Zero quasi-local mass configurations of the Yang–Mills fields
Let the Yang–Mills field be represented on a real vector bundle F (M) of rank N , associated with a principal
G-bundle, in a fixed frame field by the familiar connection 1-forms (or gauge potentials) AKaL and the
corresponding curvature 2-forms (or field strengths) FK L cd := ∇cAKdL−∇dAKcL+AKcMAMdL−AKdMAMcL . Thus
the indices K ,L , ... = 1, ..., N are referring to a fixed (maybe only locally defined) frame field in F (M), and
AKaL and F
K
L ab are 1 and 2-forms, respectively. They take their value in the matrix Lie algebra representing
the Lie algebra G of the gauge group G, by means of which representation the vector bundle F (M) was
associated with the principal G-bundle. The dynamics of the Yang–Mills fields is governed by the Lagrangian
LYM := − 14FK L cdFL K cd. The corresponding field equations are∇bFK L ab+AKbM FM L ab−FK M abAMbL =
0, and the symmetric energy-momentum tensor is Tab = −(FK L caFL K cb − 14gabFK L cdFL K cd). If {eKαL },
α, β, ... = 1, ..., dimG, is a fixed basis of the Lie algebra in the given representation, then we can write
FK L ab =: e
K
αL F
α
ab and A
K
aL =: e
K
αLA
α
a , and the real 2-forms F
α
ab can be represented by the symmetric
spinors φαAB = φ
α
(AB) defined by F
α
ab = εA′B′φ
α
AB+εABφ¯
α
A′B′ . (Of course, there is absolutely no connection
between the spacetime spinor indices A, B, ... and the boldface bundle indices K , L , ... .) Defining the
structure constants cαβγ of the Lie algebra of the gauge group by e
K
βM e
M
γL − eKγM eMβL =: cαβγeKαL , the Bianchi
identities and the Yang–Mills field equations can be rewritten as εCD(∇CA′φαDA+cαβγAβCA′φγDA) = 0. It might
be interesting to note that the expression between the parentheses is just the spacetime and gauge covariant
derivative of φαAB , where the latter is defined on the vector bundle based on the adjoint representation of the
gauge group. The energy-momentum tensor of the Yang–Mills fields takes the form Tab = 2Gαβφ
α
ABφ¯
β
A′B′ ,
where we introduced the notation Gαβ := e
K
αL e
L
βK = G(αβ). In particular, if the representation of the gauge
group on which the definition of the vector bundle F (M) is based is the adjoint representation, then the
frame field eKαL can be chosen to be the structure constants c
γ
αβ , and the metric Gαβ will be the familiar
Cartan–Killing metric on the Lie algebra G. This metric is well known to be positive definite precisely for
compact semisimple Lie groups.
The energy-momentum tensor satisfies the dominant energy condition if Gαβ is positive semi-definite,
and in this case Tab = 0 is equivalent to the flatness of the connection A
K
aL provided Gαβ is positive
definite. Next suppose that La = OAO¯A
′
is an eigenvector of Tab with zero eigenvalue. If Gαβ is positive
definite then this implies that φαABO
B = 0, and hence that φαAB = φ
αOAOB for some complex functions
φα. Then by the results of subsection 3.1, OAO¯A
′
is constant, and hence OA can be (and, in fact, will
be) chosen to be constant. Thus, in particular, the algebraic type of the spinors φαAB is N (see subsection
4.1 below) and Tab = 2Gαβφ
αφ¯βLaLb. Substituting this form of φ
α
AB into the field equations we find
OA(∇AA′φα + cαβγAβAA′φγ) = 0, i.e.
La∇aφα = cαβγφβAγaLa, (3.3.1a)
Ma∇aφα = cαβγφβAγaMa. (3.3.1b)
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To solve these equations we should use the expression of the curvature Fαab in terms of the gauge potential
Aαa . However, to simplify the calculations, it seems reasonable to use the maximal, allowed gauge fixing.
Let ΛK L be a gauge transformation in F (M), i.e. a function on M taking its value in the matrix Lie
group representing the gauge group. Then under the action of this gauge transformation the gauge potential
is well known to transform according to AKaL 7→ A¯KaL := ΛM KAMaNΛN L + ΛM K (∇aΛM L ), where ΛMN
is defined by ΛMRΛM
N = δNR . We want to use this freedom to make as many components of the gauge
potential zero as it is possible. Thus suppose that Xa and Y a are vector fields on M whose contraction
with the transformed gauge potential are vanishing, XaA¯RaS = Y
aA¯RaS = 0, and clarify the conditions of the
existence of such gauge transformations. Then by the transformation formula these conditions take the form
Xa∇aΛK L = −XaAKaMΛM L , Y a∇aΛK L = −Y aAKaMΛM L . (3.3.2)
This is a system of partial differential equations for ΛK L , and it is a direct calculation to check that its
integrability condition is
FK L abX
aY b = −
(
AKaMΛ
M
L +∇aΛK L
)[
X,Y
]a
. (3.3.3)
Thus, if Xa and Y a form an involutive distribution, this is equivalent to FK L abX
aY b = 0.
Next let us fix a spacelike hypersurface Σ and a complex null tetrad {La, Na,Ma, M¯a} which is adapted
to the foliation of Σ by Su and Lie propagated along the integral curves of L
a, as in the last point of Section
2. Then the result that the anti-self-dual part of the field strength has the structure φαAB = φ
αOAOB is
equivalent to
FK L abL
aM b = 0, FK L abM
aM¯ b = 0, (3.3.4a)
FK L abL
aN b = 0, FK L abN
aM¯ b = −φαeKαL . (3.3.4b)
Since for the vectors of the null tetrad [L,M ]a = [M, M¯ ]a = 0 holds, by (3.3.3) and (3.3.4a) we can
impose the gauge conditions MaAKaL = L
aAKaL = 0. Then (3.3.4b) reduces to L
a∇a(N bAKbL ) = 0 and
M¯a∇a(N bAKbL ) = −φαeKαL ; while the field equations (3.3.1a) and (3.3.1b) reduce to the linear equations
La∇aφα = 0, Ma∇aφα = 0. (3.3.5)
Thus the functions φα are constant in the directions La andMa, i.e. in particular, they are anti-holomorphic
on the Riemann surfaces Su. Then, however, it is straightforward to write down the general solution of
(3.3.4b)-(3.3.5) for the gauge potentials too. It is gauge equivalent to the gauge potential given by
LaAαa =M
aAαa = 0, (3.3.6a)
NaAαa = Φ
α(u, ζ) + Φα(u, ζ¯), (3.3.6b)
where Φα(u, ζ), α = 1, ..., dimG, are arbitrary complex valued functions being smooth (in fact C2 is enough)
in u and complex analytic in ζ. Essentially this Φα is a complex primitive function of the only independent
component of the corresponding field strength: φα(u, ζ) = −(∂Φα(u, ζ)/∂ζ). The gauge potential Aαa satisfies
the Lorenz gauge condition ∇aAαa = 0, and the transformations preserving the gauge conditions (3.3.6a)
are of the form ΛK L = Λ
K
L (u). We call (3.3.6) a pp–wave solution of the Yang–Mills equations, though
these solutions, discovered by Coleman [14], are known as ‘non-Abelian plane waves’. Indeed, these are
genuine generalizations of the familiar plane wave solutions: For the latter the functions φα are bounded
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in the whole Minkowski spacetime, and hence are independent of ζ. However, quasi-locally φα may be any
anti-holomorphic function. Therefore, the zero quasi-local mass configurations of the Yang–Mills equations
with positive definite metric Gαβ are the pp–waves (3.3.6), and, conversely, any pp-wave configuration has
zero quasi-local mass. The energy-momentum tensor for the pp-wave solutions is the sum of the energy-
momentum tensors of the components of the gauge fields for each α. The expression (3.3.6) provides an
exact solution of the Yang–Mills field equations for arbitrary gauge group (i.e. even if the metric Gαβ is
not positive definite) even on a curved background spacetime admitting La as a constant null vector field,
but in these more general cases the solution (3.3.6) cannot be characterized as the zero quasi-local mass
configurations: The quasi-local mass is zero for the pp–wave solutions, but there might be other solutions
too giving zero quasi-local mass. The solution (3.3.6) is completely analogous to the pp-wave solutions of
general relativity, which are known to be precisely the zero Dougan–Mason quasi-local mass configurations
[10,11]. This result for the non-Abelian Yang–Mills fields gives further support to the claim [7] that any
reasonable quasi-local energy-momentum expression in general relativity should be such that the zero-mass
configurations be precisely the pp-waves.
In the analogous representation of the electromagnetic field by the symmetric spinor φAB , defined
as the anti-self-dual part of the field strength by Fab = εA′B′φAB + εABφ¯A′B′ , the energy-momentum
tensor is Tab = 2φAB φ¯A′B′ , while the source-free Maxwell equations take the form ∇A′AφAB = 0. This
Tab satisfies the dominant energy condition, and hence for the zero quasi-local mass configurations of the
electromagnetic field one has φAB = φOAOB for some constant spinor field OA. Then the Maxwell equations
yield OA∇AA′φ = 0. Therefore, if IA is another (not necessarily constant) spinor field on M for which
OAI
A = 1 and {La, Na,Ma, M¯a} is the corresponding Newman–Penrose complex null tetrad, then φ is
constant in the directions La and Ma.
The zero quasi-local mass configuration of the minimally coupled Yang–Mills–Higgs fields, formulated
on the Whitney sum H(M) ⊕ F (M) of the vector bundles above with the Lagrangian LH + LYM , can be
treated analogously. These configurations are again pp-wave like solutions of the coupled Yang–Mills–Higgs
field equations with a common (constant, null) wave vector La of the Higgs and Yang–Mills fields.
Finally, it could perhaps be worth noting that the overall picture remains the same for the coupled
Einstein–Yang–Mills system. In fact, the general analysis of [9,10] can be completed by the analysis above
to show that, under the conditions given there, the Dougan–Mason quasi-local mass is vanishing if and only
if the geometry of D(Σ) is given by the pp-wave solutions of the Einstein–Yang–Mills equations found by
Gu¨ven [15].
3.4 On the zero quasi-local mass configurations of spinor fields
The Lagrangian of the Weyl spinor field φA is LW =
i
2 (φ¯
A′∇AA′φA − φA∇AA′ φ¯A′), and the corresponding
field equation and energy-momentum tensor, respectively, is ∇A′AφA = 0 and Tab = i4 (φ¯A′∇BB′φA −
φA∇BB′ φ¯A′ + φ¯B′∇AA′φB − φB∇AA′ φ¯B′ ). Clearly, for the solutions of the form φA = φOA for some
constant spinor field OA the energy-momentum tensor has La = OAO¯A
′
as a null eigenvector with zero
eigenvalue, and hence the corresponding quasi-local mass is zero. In this case OA∇AA′φ = 0, and hence
La∇aφ = 0 and Ma∇aφ = 0, i.e. φ = φ(u, ζ). However, since this energy-momentum tensor does not satisfy
even the weak energy condition, the vanishing of the quasi-local mass for the Weyl neutrino field does not
imply TabL
a = 0 for some null La, and that the zero quasi-local mass configurations would necessarily be
some wave–type solutions.
Similarly, the energy-momentum tensor for the zero-rest-mass (or simply z.r.m.) spinor fields with
index structure φ
B′1...B
′
m
A1...Am+1
= φ
(B′1...B
′
m
)
(A1...Am+1)
, m = 0, 1, 2, ... and 2s = 2m+ 1, does not satisfy the week energy
condition (see [16]). Non-zero rest mass for the spinor fields does not improve the positivity properties of
the energy-momentum tensor: For the Dirac spinor Ψα, represented by the pair (φA, ψ¯A
′
) of Weyl spinors,
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the energy-momentum tensor is the sum of the energy-momentum tensors for the constituent spinors φA and
ψ¯A
′
above, independently of the rest-mass parameter in the Lagrangian for Ψα.
Since the energy-momentum tensor for other higher (i.e. s ≥ 32 ) spin fields (e.g. with the index
structure φA1...A2s = φ(A1...A2s), including the Weyl spinor φABCD for the linearized gravity [12]) cannot
even be defined, their special ‘pure radiative configurations’ does not seem to be connected with a special
value of some quasi-local observable, e.g. with the vanishing of the quasi-local mass. Nevertheless, as we
will see in the next section, their pure radiative modes can in fact be characterized quasi-locally just in an
analogous way.
4 Linear zero-rest-mass fields with any spin
4.1 Generalities
We learnt in the previous section that the vanishing of the quasi-local mass is equivalent to special radiative
solutions of the z.r.m. scalar and Yang–Mills field equations, whenever the field equations became linear. As
we will see, these are special linear zero-rest-mass field equations. A particularly interesting special case of
the linear z.r.m. field equations is the field equations for the gravitational perturbations of the Minkowski
spacetime. These motivate us to consider these equations in general rather than only e.g. Weyl spinors, the
classical representatives of fermionic matter.
If φA1...A2s , 2s = 0, 1, 2, ..., is a completely symmetric spinor field, then let αA, βA, ..., ζA be the
principal spinors of φA1...A2s , i.e. for which φA1...A2s = α(A1βA2 ...ζA2s) holds (see e.g. [12,17]). If all
these principal spinors coincide, then φA1...A2s is called null or of type N, and hence it has the structure
φA1...A2s = αA1 ...αA2s . The linear z.r.m. field equation for any 2s ∈ N is ∇A′AφAA2...A2s = 0, which in
Minkowski spacetime implies the wave equation ∇BB′∇BB′φA1...A2s = 0. By linear z.r.m. field equation for
s = 0 one usually means the wave equation, the field equation that we got in subsection 3.2. for the Higgs
field in the special case m = λ = 0.
If Σ is a spacelike hypersurface with normal ta, then the unitary spinor form of the differential operator
P ba∇b, acting on the unprimed spinor fields defined on Σ, is well known [18] to be DAB :=
√
2tA
′
(A∇B)A′ .
Then the 3+1 form of the linear z.r.m. field equations for non-zero spin takes the form
1√
2
te∇eφA1...A2s +DB(A1φBA2...A2s) = 0, (4.1.1)
DBCφBCA3...A2s = 0. (4.1.2)
The first expresses the time derivative of the spinor field in terms of its spatial derivative, while the second
is a restriction on the spinor field on the spacelike hypersurface. Thus, foliating D(Σ) by smooth spacelike
Cauchy surfaces Σt with normal t
a and lapse α, and multiplying both sides of (4.1.1) by α, we find that it
is the evolution equation in D(Σ) along the special ‘evolution vector field’ αta; and (4.1.2) is a constraint.
Hence the Weyl spinor field (s = 12 ) is unconstrained, but for s ≥ 1 equation (4.1.2) gives 2s− 1 restrictions
on the 2s+1 components of the spinor field, yielding two complex unconstrained degrees of freedom at each
point of Σ. In particular, for the Maxwell field the familiar electric and magnetic field strengths are given
by Ea + iBa = 2εA′B′φABt
BB′ , thus by Da(E
a + iBa) = 2tBB
′
(∇B′AφAB) =
√
2DABφAB the constraint
(4.1.2) is nothing but the conditions that the field strengths be divergence free, and hence the unconstrained
degrees of freedom are the two components of such Eas and the two components of such Bas. (For a complex
scalar field φ satisfying the wave equation the freely specifiable initial data on Σ consists of φ and ta∇aφ,
thus we have two complex degrees of freedom at each point of Σ for s = 0 too.)
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Let C∞(Σ,S(A1...A2s)) denote the infinite dimensional complex vector space of the smooth totally sym-
metric spinor fields with indices 2s on Σ, and, for any φA1...A2s , ψA1...A2s ∈ C∞(Σ,S(A1...A2s)), define the
Hermitian scalar product
〈φA1...A2s , ψA1...A2s〉s :=
∫
Σ
φA1...A2sψ¯A′1...A′2s2
stA1A
′
1 ...tA2sA
′
2sdΣ. (4.1.3)
Clearly, this is positive definite and let Γs denote the metric completion of C
∞(Σ,S(A1...A2s)) in the corre-
sponding L2-norm ‖φA1...A2s‖2 := 〈φA1...A2s , φA1...A2s〉s. Thus Γs is a Hilbert space. The differential operator
D : C∞(Σ,S(A1...A2s)) → C∞(Σ,S(A1...A2s−2)) : φA1...A2s 7→ DBCφBCA1...A2s−2 is a linear, underdetermined
elliptic operator, and the closure of the space of the solutions of (4.1.2), Γˆs := kerD, can be interpreted as
the ‘constraint surface’ in Γs. It might be interesting to note that the formal adjoint of D is just the complex
conjugate 3-surface twistor operator.
4.2 pp-wave and plane wave solutions
The significance of type N solutions is that they are thought of as purely radiative configurations. In the
present section, however, we consider only a special subclass of null fields, especially since the zero quasi-local
mass configurations of the Yang–Mills fields belong to this.
Thus suppose that φA1...A2s is not only null, but also a pp-wave as well in the sense that its 2s-fold
principal spinor is proportional to a constant spinor OA, i.e. φA1...A2s = φOA1 ...OA2s . (For the Yang–Mills
field this structure of the anti-self-dual curvature φαAB for some constant OA also was a consequence of
m = 0.) Note that the pp-wave solutions can exist precisely when the spacetime geometry is also a pp-wave,
i.e. admits a constant null vector field, e.g. in Minkowski spacetime. (Indeed, if (M, gab) admits a constant
spinor field OA, then La := OAO¯A
′
is a constant null vector field, and, conversely, if OAO¯A
′
is constant, then
there exists a phase exp(iψ) for which exp(iψ)OA is constant. If (M, gab) admits two independent pp-waves
[in the sense that the two constant spinors are not proportional to each other], then (M, gab) is flat.) Then
the field equations yield that OA∇AA′φ = 0, which, in the Newman–Penrose complex null frame considered
in Section 2, gives La∇aφ = 0 and MaDaφ = 0. These are precisely the field equations (3.3.5) for the
quasi-local mass configurations of the Yang–Mills fields in a special gauge. Therefore, in the coordinates
introduced at the end of Section 2, we have that φ is independent of the coordinates r and ζ¯ (i.e. in particular
it is anti-holomorphic on the Riemann surfaces Su), and hence φ = φ(u, ζ). Substituting φOA1 ...OA2s into
(4.1.2) we find that, for pp-waves, (4.1.2) is equivalent toMa∇aφ = 0, but (4.1.1) is to bothMa∇aφ = 0 and
La∇aφ = 0. In particular, for the Maxwell field (and for the components of the Yang–Mills fields for each
value of the index α) Ea + iBa = −2φ‖Z‖Ma, implying that EaEa = BaBa, EaBa = 0, (Ea + iBa)Za = 0,
the well known characteristic properties of the null Maxwell fields, and that EaE
a +BaB
a = −4|φ|2‖Z‖2.
As we saw in subsection 3.2, in the zero quasi-local mass configurations of the (real or complex) massless
scalar fields the field variable φ was not only anti-holomorphic, but constant on the u = const ‘wave fronts’.
Thus it is natural to consider this special case too. We call the pp-wave solution φOA1 ...OA2s a plane
wave if φ is constant on the ‘wave-fronts’, i.e. when φ = φ(u). The familiar Fourier modes in Minkowski
spacetime, indexed by the future pointing constant null vector field La, have the form φA1...A2s(L, x) :=
ΦA1...A2s(L) exp(−iLa xa ). Here ΦA1...A2s(L) is a constant spinor depending on La, xa are the Cartesian
coordinates and La are the components of La in the Cartesian basis: La = La∇axa . This is a solution of
the linear z.r.m. field equations precisely when LA
′AΦAA2...A2s(L) = 0, and, if we write L
AA′ = OAO¯A
′
,
then ΦA1...A2s(L) = c(L
e)OA1 ...OA2s for some constant c(L
e). Furthermore, in the coordinates (u, r, ζ, ζ¯)
adapted to a constant complex null tetrad {La, Na,Ma, M¯a} one has exp(−iLa xa ) = exp(−iu), i.e. the
Fourier mode φA1...A2s(L, x) is a special plane wave.
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4.3 pp-wave spinor fields and quasi-local observables
Although we do not have any energy-momentum tensor for a general spinor field, on a given spacelike
hypersurface Σ we can define the ‘strength’ of the fields by the integral of their pointwise positive definite
Hermitian norm that we used to define the L2 scalar product (4.1.3) above. This norm motivates us to
introduce, for totally symmetric unprimed spinor fields, the tensor field Ta1...a2s := 2
sφA1...A2s φ¯A′1...A′2s ,
2s ∈ N. This is totally symmetric and trace free, and if φA1...A2s is a solution of the linear z.r.m. field equation
then it is divergence-free. For s = 1 it coincides with the physical energy-momentum tensor for the Maxwell
field above, and for s = 2 with the Bel–Robinson (or, according to the convention of [12], four times the
Bel–Robinson) tensor for the linearized Weyl tensor of the weak gravitational field. Furthermore, it satisfies
an analog of the dominant energy condition: The proof of the analogous statement for the energy-momentum
tensor of the Maxwell field given in [12] can be applied directly to Ta1...a2s . Indeed, since any future pointing
nonspacelike vector is a sum of two future pointing null vectors, it is enough to prove that T aa2...a2sX
a2
2 ...X
a2s
2s
is future pointing and non-spacelike only for future pointing null vectors Xa2 , ..., X
a
2s. Thus let X
a
i = ξ
A
i ξ¯
A′
i ,
i = 2, ..., 2s. Then T aa2...a2sX
a2
2 ...X
a2s
2s = 2
s(φAA2...A2sξ
A2
2 ...ξ
A2s
2s )(φ¯
A′
A′
2
...A′
2s
ξ¯
A′2
2 ...ξ¯
A′2s
2s ), which is future
pointing and null. Hence for any vector field Ka it is natural to define the quasi-local norm of the totally
symmetric spinor fields with respect to Ka on Σ as the flux integral of the current Kata2 ...ta2s−1Taa2...a2s−1
e
on Σ:
NΣ
[
Ka
]
:=
∫
Σ
KaTaa2...a2st
a2 ...ta2sdΣ. (4.3.1)
Clearly, for Ka = ta this reduces to the L2 norm ‖φA1...A2s‖2. In contrast to QS [Ka] of subsection 3.1, in
general it depends not only on ∂Σ but on Σ as well (i.e. not ‘conserved’), even for a Killing vector Ka.
Obviously, NΣ[K
a] is non-negative for any future pointing non-spacelike Ka.
In spite of the fact that NΣ[K
a] is not conserved, it can be used to characterize the identically vanishing
and the pp-wave spinor fields on the globally hyperbolic domain D(Σ):
Theorem 4.3.2:
The linear z.r.m. field φA1...A2s is vanishing on D(Σ) if and only if NΣ0 [K
a] = 0 for some (and hence for
every) future pointing timelike Ka on some (and hence on every) Cauchy surface Σ0 for D(Σ). In particular,
φA1...A2s = 0 on D(Σ) iff ‖φA1...A2s‖ = 0 on Σ.
Proof:
If NΣ0 [K
a] = 0 for some future pointing timelike Ka, then, since T aa2...a2st
a2 ...ta2s is future pointing
and non-spacelike, by (4.3.1) Taa2...a2st
a2 ...ta2s = 0 must hold. But then, contracting with ta, we obtain
that φA1...A2s = 0 on Σ0. However, foliating the domain of dependence D(Σ) of Σ by a family Σt of
Cauchy surfaces such that e.g. Σ = Σ0, by (4.1.1) this implies that φA1...A2s = 0 on the whole D(Σ). To
see this it is enough to recall that any C2 solution φA1...A2s of the linear z.r.m. field equation solves the
wave equation, for which a well posed initial value problem can be formulated. However, its solution is
causal in the sense that the vanishing of the field and its first time derivative on the initial hypersurface
Σ implies the vanishing of the field on the whole D(Σ). But by (4.1.1) the vanishing of φA1...A2s on Σ
implies the vanishing of te∇eφA1...A2s as well, and hence φA1...A2s = 0 on D(Σ). (For a more detailed
discussion of the initial value problem for the wave equation see e.g. [19].) The proof in the other
direction is trivial.
Theorem 4.3.3:
The linear z.r.m. field φA1...A2s is a pp-wave on D(Σ) if and only if NΣ0 [L
a] = 0 for some future pointing
constant null La on some (and hence on any) Cauchy surface Σ0 in D(Σ).
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Proof:
Suppose that NΣ0 [L
a] = 0 for some future pointing non-spacelike La on Σ0, but φA1...A2s is not identically
zero on D(Σ). Then, since both La and T aa2...a2st
a2 ...ta2s are future pointing and non-spacelike, by
(4.3.1) they must be null and proportional to each other. Thus let La = OAO¯A
′
. Then
0 = LaTaa2...a2st
a2 ...ta2s = 2s
(
OAφAA2...A2s
)(
O¯A
′
φ¯A′A′
2
...A′
2s
)
tA2A
′
2 ...tA2sA
′
2s . (4.3.4)
This implies that OAφAA2...A2s = 0 on Σ0. Hence φA1...A2s is null and O
A is (proportional to) its
2s-fold principal spinor on Σ0. Thus it has the form φA1...A2s = φOA1 ...OA2s for some complex function
φ. Since by our assumption OA is constant on Σ0, φA1...A2s is a pp-wave on Σ0. Next we show that
it is a pp-wave on the whole D(Σ) as well. Let us extend OA from Σ0 to D(Σ) as a constant spinor
field, denoted also by OA, and let the corresponding null vector field on D(Σ) be denoted also by La.
Obviously, this extension is unique. Finally, let us extend the complex function φ from Σ0 to D(Σ) to
be constant along the integral curves of La, i.e. by La∇aφ = 0, and define φA1...A2s = φOA1 ...O2s. This
solves the linear z.r.m. field equations on D(Σ) if Ma∇aφ = 0 as well. Thus we should show that this
solution is unique, and hence that φA1...A2s on D(Σ) is a pp-wave. Since, however, every solution of the
linear z.r.m. field equations is a solution of the wave equation on D(Σ) as well, and the solution of the
initial value problem for the wave equation on a globally hyperbolic domain is unique, the uniqueness
of the solution φA1...A2s = φOA1 ...O2s follows.
Conversely, if φA1...A2s is null with 2s-fold principal spinor α
A, in particular if it is a pp-wave, then
obviously NΣ0 [α
Aα¯A
′
] = 0 on any Cauchy surface Σ0 for D(Σ).
If NΣ[K
a] = 0 for two independent future pointing and nonspacelike vector fields Ka1 and K
a
2 on Σ, then
Ka1 +K
a
2 is timelike and NΣ[K
a
1 +K
a
2 ] = 0, and hence by Theorem 4.3.2 φA1...A2s = 0 on D(Σ). In Minkowski
spacetime the space of the constant spacetime vector fields on the spacelike hypersurface Σ is isomorphic to
the Lorentzian vector space of the translation Killing fields: The restriction to Σ of a translation Killing field
is constant on Σ, and, conversely, every such constant vector field is the restriction to Σ of some uniquely
determined translation. Therefore, restricting the vector field Ka in the argument of NΣ[K
a] to be a constant
vector field on Σ, Ka has the form Ta∇axa for some constants Ta and the Cartesian coordinates xa in M .
Consequently, (4.3.1) takes the form NΣ[K
a] = N
a
ΣTa . The coefficient N
a
Σ, being an element of the dual of
the space of the constant spacetime vector fields on Σ, can be interpreted as some form of the quasi-local
energy-momentum, and we call it the ‘norm-energy-momentum’. Its length with respect to the Lorentzian
metric on the space of the constant vector fields, ηa b N
a
ΣN
b
Σ, might be called the ‘norm-mass’. Indeed, by
theorems 4.3.2 and 4.3.3 the role that they play in the characterization of the special z.r.m. configurations on
D(Σ) is analogous to that of the physical quasi-local energy-momentum and mass. In particular, for pp-wave
configurations with non-zero spin, characterized by (OA, φ) on Σ, the quasi-local norm-energy-momentum
takes the form
N
a
Σ = L
a 2s
∫
Σ
|φ|2‖Z‖2s−1dΣ, (4.3.5)
where La are the components of La = OAO¯A
′
in the Cartesian coordinate system. Interestingly enough,
QS [Ka], built from the physical energy-momentum tensor of the scalar field, can also be recovered from
(4.3.5) for s = 0 provided the φ 7→ f‖Z‖ substitution is made, where the function f measures the gradient
of φ: It is given by ∇aφ = fLa.
On the other hand, in general N
a
Σ depends on Σ (i.e. ‘non-conserved’) and its physical dimension is
different from that of energy-momentum. In particular, for the gravitational perturbations described by
a spin-two field φABCD, the spinor form of the linearized Weyl tensor of the weak gravitational field, the
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‘norm-energy-density’ Tabcdt
atbtctd has dimension cm−4, and hence there are no powers A and B for which
GAcBTabcdt
atbtctd would have the correct dimension g cm−1sec−2 of the energy density in the traditional
units. (Here c is the speed of light in vacuum.)
Clearly, the norm (4.1.3) and the tensor field Ta1...a2s can be defined for any spinor field φA1...AkB′1...B′l
for which k + l = 2s. Then, however, Ta1...a2s does not share the desirable properties that we have for
totally symmetric purely primed or unprimed spinor fields. Another, potentially interesting generalization
NΣ[K
a
1 , ...,K
a
k ] of the norm may be introduced using a given collection K
a
1 , ..., K
a
k , k ≤ (2s − 1), of vector
fields as the integral of Ka11 ...K
ak
k Ta1...akbk+1...b2st
bk+1 ...tt2s . A remarkable property of this expression for
k = 2s− 1, s ≥ 1, is that it is conserved if Ka1 , ..., Kak are conformal Killing fields.
5 Two-surface characterization of classical fields
5.1 The holographic data for the pp-waves
Since the function φ = φ(u, ζ) in the pp-wave solutions of the linear z.r.m. field equations with any spin
was complex analytic in the variable ζ, any pp-wave solution on Σ, and hence on the whole domain of
dependence D(Σ) too, is completely determined by the constant spinor field OA and the value ϕ of φ on
S, i.e. by the pair (OA, ϕ). The aim of the present subsection is to clarify whether or not such a pair can
be characterized in terms of structures and objects defined only on the 2-surface S, and to determine the
independent unconstrained 2-surface data on S corresponding to a pp-wave on D(Σ). We call such a data
set the holographic data for the pp-wave.
Let us discuss first the spinor field OA. The restriction to S of the constant spinor fields of the Minkowski
spacetime can be recovered as the constant spinor fields on S, where λA is called constant on S if Πbc∇bλA = 0.
In fact, in a general spacetime there are no constant spinor fields on S, but in Minkowski spacetime the
space of the constant spinor fields is two complex dimensional and inherits a natural symplectic metric.
Thus they form an SL(2,C) spin space (SA0 , εAB). Since the restriction to S of the two linearly independent
constant spinor fields of the Minkowski spacetime are constant on S too, the solutions of Πbc∇bλA = 0 are
precisely these restrictions. Thus if OA is constant on S, then OAO¯A′ determines a unique constant null
spacetime vector field (the ‘null wave vector’), and hence a foliation of S by the level sets of the function
u : S → R for which ΠbaOBO¯B′ = δau. By the convexity of S the vector field za = ΠabOBO¯B
′
is vanishing
precisely at two points, p− and p+. Thus the function u is strictly monotonically increasing along its integral
curves from u− to u+. (Since za is vanishing at p±, actually these integral curves never reach the points
p±. Using the coordinate freedom ζ = ζ′ + A(u), where A(u) is an arbitrary complex valued function, the
origin of the complex coordinates (ζ, ζ¯) in Su can be shifted to a point of the boundary ∂Su = S ∩ Su. In
particular, for appropriately chosen A(u) the one-parameter family of the origins of the coordinates (ζ, ζ¯),
i.e. in the coordinate system (u, ζ, ζ¯) the curve u 7→ (u, 0, 0), can be chosen to be an integral curve of
za.) Again by the convexity of S the boundaries ∂Su = S ∩ Su are closed smooth curves, denoted by γu,
which are the integral curves of the vector field sa = εabOBO¯B′ . However, instead of the natural arch
length parameter s of the integral curves γu it seems more convenient to use the parameter w ∈ [0, 2pi)
defined by w Length(γu) := 2pis, measured in each Su from the intersection point of Su and an integral
curve of za, e.g. from the origin of the complex coordinates (ζ, ζ¯). Thus (u,w) is a coordinate system on
S − {p−, p+} ≈ (u−, u+)× S1, and the coordinate lines u = const, i.e. the curves γu, can be specified in the
complex coordinates as S1 → Su : w 7→ (zu(w), z¯u(w)).
Next consider the restriction of the functions φ to S. If ϕ : S → C is the restriction to S of the type N
solution φ of the linear z.r.m. equation with the constant wave co-vector OAO¯A′ = ∇au, then this is not an
arbitrary, general smooth complex valued function on S. Indeed, on γu = S ∩ Su it is the restriction from
Su to γu of a function which is anti-holomorphic on Su. Hence we should characterize these special complex
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valued functions on S. We show that the real and the imaginary parts of such a ϕ are not quite independent.
Thus let F := Reφ, the real part of φ. This is harmonic w.r.t. the flat metric Laplace operator on the
Riemann surfaces Su (and hence, in particular, F is real analytic). Therefore, it is completely determined
by its restriction f := F |S to S via the Dirichlet problem on each of the leaves Su. Using the fact that
each Su is connected and simply connected, standard theorems of complex analysis guarantee the existence
of a real valued function G on Σ such that G is harmonic and F + iG is anti-holomorphic on each Su.
Thus, in particular, G is real analytic on the Riemann surfaces Su. This G is uniquely determined by F
up to an additive constant on each Su, i.e. G is unique up to addition of a function of u only. Thus the
free, unconstrained part of the boundary value ϕ is e.g. the real part f = Reϕ = Reφ|S and the value of
its imaginary part g := Imϕ = Imφ|S on the integral curve of za representing the origin of the complex
coordinates. Therefore, in the coordinates (u,w) above, the unconstrained part of ϕ is equivalent to the pair
(f(u,w), g(u, 0)) of real functions. (Another, obviously equivalent, representation of the same ϕ is given by
the imaginary part of ϕ and the value of its real part on the ‘origin curve’.) Finally, by Cauchy’s integral
formula the field φ at the point (u, r, ζ, ζ¯) of intD(Σ) can be recovered as
φ(u, r, ζ, ζ¯) = φ(u, ζ) =
1
2pii
∫ 2pi
0
f(u,w) + ig(u,w)
zu(w) − ζ z˙u(w)dw, (5.1.1)
where the complex contour is γu : S
1 → Su : w 7→ (zu(w), z¯u(w)), as above, and the dot denotes derivative
with respect to the parameter w. For plane waves f is independent of w, and hence the right hand side of
(5.1.1) reduces to f(u) + ig(u). For linear z.r.m. fields with spin zero, for which the pp-waves are always
plane waves, this is always the case.
If Σ is flat then the linear z.r.m. field equations take a simple, coupled system of linear equations for
the various components of the spinor field. Penrose gave both algebraically general and special solutions
to them in terms of complex contour integrals of appropriately chosen meromorphic functions [20], which
contour integrals could be reformulated in the projective twistor space [21,17,22]. These contour integrals are
similar to (5.1.1), but the contour here is in the spacetime. For special meromorphic functions the solutions
of the linear z.r.m. field equations are called elementary states [21,17,22]. These are special solutions that
are singular on the light cone of a point of the (compactified) Minkowski spacetime. The significance of these
elementary states is that they form a dense subset in the space of all fields [17,23]. This raises the question
as whether the pp-wave solutions play similar role in the space of all fields.
5.2 The density of the pp-wave modes in Γs
Because of the rather special nature of the pp-waves the significance of the previous investigations and the
results may appear at first sight to be quite limited. If Σ were a complete flat Euclidean 3-space, then the
solutions φA1...A2s of the linear z.r.m. field equations that have finite L2–norm (and hence bounded on the
whole Σ) could be expanded as a Fourier integral of plane wave modes. The restriction of φA1...A2s to a
compact piece of Σ would, of course, be a solution there. However, quasi-locally there are much more solutions
of the field equations: For example, the pp-wave solutions which are not plane waves are not bounded on an
infinite Σ. Similarly, if Σ were closed (i.e. compact with no boundary, e.g. a flat torus Σ ≈ S1 × S1 × S1),
then any solution on Σ would be periodic in the spatial directions, and could be expanded as a Fourier
series of plane wave solutions. Thus, again, the space of solutions in the closed case is definitely ‘smaller’
than in the quasi-local case. On the other hand, as we mentioned at the end of the previous subsection, the
elementary states do form a dense subset in the space of all fields, and, in particular, in the space of solutions
of the linear z.r.m. field equations. Moreover, quasi-locally there are much more ‘elementary’ solutions, the
pp-waves, that could be used as a basis to expand the elements of the much larger solution space. Therefore,
the question arises naturally as whether or not the plane wave (or at least the pp-wave) solutions span the
16
space of solutions in the quasi-local case too. The main goal of the present subsection is to show that every
spinor field on Σ can be uniformly approximated with arbitrary accuracy in an appropriate way by pp-wave
solutions. The precise statement is the following theorem.
Theorem 5.2.1:
Let OA be a fixed constant spinor field. Then for any continuous totally symmetric spinor field ψA1...A2s ,
s > 0, on Σ and ε > 0 there exist finitely many pp-wave solutions φiOA, χ
iOA, i = 1, ..., N , of the Weyl
equation and totally symmetric constant spinor fields CiA1...A2s such that
|ψA1...A2s(p)−
N∑
i=1
φi(p)χ¯i(p)CiA1...A2s | < ε
at each point p ∈ Σ. Here | . | is the pointwise Hermitian norm defined by |ψA1...A2s |2 := 2sψA1...A2sψ¯A′1...A′2s
tA1A
′
1 ...tA2sA
′
2s .
Proof:
Let us fix a globally defined spin frame {EAA }, A = 0, 1, on Σ, and denote the components of any spinor
field ψA1...A2s in this basis by ψA 1...A 2s , or simply by ψ. Thus ψ is a typical component of the spinor
field, which is a continuous complex valued function for continuous ψA1...A2s . The logic of our proof
follows that of the proof of the Stone–Weierstrass theorem for real functions given in [24] and certain
points of the proof for complex functions given in [25]. (We quote the Stone–Weierstrass theorem in the
real case in the Appendix from [24].)
Let (u, ζ, ζ¯) be the globally defined coordinate system on Σ determined by OA, and let Φ(OA)
denote the set of complex valued functions φ = φ(u, ζ) that are smooth in their u variable and complex
analytic in their ζ variable. If cm1...mk ∈ C, mj = 0, ...,Mj, j = 1, ..., k and
P
(
z1, ..., zk
)
:=
M1∑
m1=0
...
Mk∑
mk=0
cm1...mk
(
z1
)m1
...
(
zk
)mk ,
a k complex variable polynomial, then for any φ1, ..., φk ∈ Φ(OA) the function P (u, ζ) := P (φ1(u, ζ), ...,
φk(u, ζ)) is smooth in u and complex analytic in ζ. Thus Φ(OA) is an algebra with respect to the usual
vector space operations and the pointwise multiplication, and clearly it is unital. Furthermore, Φ(OA)
separates points of Σ in the sense that for any two different points p, q ∈ Σ there exists a function φ in
Φ(OA) such that φ(p) 6= φ(q). In fact, if p and q are in the same Riemann surface Su, then e.g. φ = ζ,
while if u(p) 6= u(q) then any strictly monotonic real function φ = φ(u) separates them.
Let Π(OA) denote the set of the complex valued functions of the form pi(u, ζ, ζ¯) := φ1(u, ζ)χ¯1(u, ζ¯)+
... + φn(u, ζ)χ¯n(u, ζ¯) on Σ, where φi, χi ∈ Φ(OA). Obviously, the functions pi are continuous. Clearly,
Π(OA) is the unital *–algebra generated by Φ(OA), where the *–operation is the complex conjugation:
The pointwise multiplication and the linear combination of any two functions pi1 and pi2 from Π(O
A)
by complex numbers belong to Π(OA), and if pi ∈ Π(OA) then its complex conjugate p¯i also belongs to
Π(OA). Φ(OA) is a complex subalgebra in Π(OA).
Finally, let Π(OA) denote the uniform closure of Π(OA), i.e. let Π(OA) be the set of those functions
ρ : Σ→ C such that for any ε > 0 there exists a function pi ∈ Π(OA) for which |ρ(p)−pi(p)| < ε ∀p ∈ Σ.
(For functions or complex numbers | . | means, of course, absolute value.) Our claim is to show that
Π(OA) is the space C0(Σ,C) of the continuous complex functions on Σ. To prove this, we need the
following lemma.
Lemma 5.2.2:
i. Any function ρ ∈ Π(OA) is continuous;
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ii. Π(OA) is closed with respect to the uniform closure;
iii. Π(OA) is a unital *–algebra.
Proof of Lemma 5.2.2:
i. If ρ ∈ Π(OA), then for any ε > 0 ∃pi ∈ Π(OA) such that |ρ(p) − pi(p)| < ε for any p ∈ Σ. Since pi is
continuous, p has an open neighbourhood Up ⊂ Σ such that |pi(p) − pi(q)| < ε for any q ∈ Up. Then,
however, |ρ(p)−ρ(q)| = |ρ(p)−pi(p)+pi(p)−pi(q)+pi(q)−ρ(q)| ≤ |ρ(p)−pi(p)|+|pi(p)−pi(q)|+|pi(q)−ρ(q)| <
3ε, i.e. ρ is continuous.
ii. If ψ : Σ → C is a function such that for any ε > 0 there exists a function ρ ∈ Π(OA) satisfying
|ψ(p)− ρ(p)| < ε ∀ p ∈ Σ, then by the definition of Π(OA) there exists a function pi ∈ Π(OA) satisfying
|pi(p)−ρ(p)| < ε ∀ p ∈ Σ. Therefore, |ψ(p)−pi(p)| = |ψ(p)−ρ(p)+ρ(p)−pi(p)| ≤ |ψ(p)−ρ(p)|+ |ρ(p)−
pi(p)| < 2ε, i.e. ψ ∈ Π(OA).
iii. Let ρ1, ρ2 ∈ Π(OA) and pi1, pi2 ∈ Π(OA) the corresponding functions approximating them better than
ε > 0. Then |ρ¯1(p)− p¯i1(p)| = |ρ1(p)− pi1(p)| < ε ∀ p ∈ Σ, i.e. Π(OA) is closed with respect to complex
conjugation: ρ1 ∈ Π(OA) implies ρ¯1 ∈ Π(OA). If c1, c2 ∈ C, then |(c1ρ1+ c2ρ2)(p)− (c1pi1+ c2pi2)(p)| ≤
(|c1| + |c2|)ε, i.e. Π(OA) is a complex vector space. Finally, |(ρ1ρ2)(p) − (pi1pi2)(p)| = |ρ1(p)(ρ2(p) −
pi2(p)) + (ρ1(p)− pi1(p))pi2(p)| ≤ (supp∈Σ |ρ1(p)|+ supp∈Σ |pi2(p)|)ε, i.e. Π(OA) is an algebra. Since the
constant functions belong to Φ(OA) ⊂ Π(OA) ⊂ Π(OA), Π(OA) is unital.
Continuation of the proof of Theorem 5.2.1:
By the first statement of Lemma 5.2.2 Π(OA) ⊂ C0(Σ,C), and by the third statement Π(OA) has the
structure Π(OA) = Πre(O
A) + iΠre(O
A), where Πre(O
A) := {ρ ∈ Π(OA)| ρ¯ = ρ }, the set of the real
elements of Π(OA). Πre(O
A) is a real, unital subalgebra, it is closed with respect to the uniform closure,
and by the first statement of Lemma 5.2.2 Πre(O
A) ⊂ C0(Σ,R). We show that C0(Σ,R) ⊂ Πre(OA)
holds as well, and hence that C0(Σ,C) = Π(OA). The rest of the proof is essentially that given in [24],
but for the sake of completeness we briefly repeat it here. This is based on the following two lemmas.
Lemma 5.2.3:
i. For any two different points p and q of Σ and real numbers α and β there exists a function ρ ∈ Πre(OA)
such that ρ(p) = α and ρ(q) = β;
ii. If ρ1, ..., ρk ∈ Πre(OA), then the upper and lower enveloping functions of {ρ1, ..., ρk}, defined pointwise
by ρ1 ∪ ... ∪ ρk(p) := max{ρ1(p), ..., ρk(p)} and ρ1 ∩ ... ∩ ρk(p) := min{ρ1(p), ..., ρk(p)}, respectively, are
elements of Πre(O
A).
Proof of Lemma 5.2.3:
i. Since Φ(OA) separates points of Σ, there exists a function φ ∈ Φ(OA) ⊂ Π(OA) such that φ(p) 6= φ(q),
and hence Reφ(p) 6= Reφ(q) or Imφ(p) 6= Imφ(q). Since Π(OA) is a *–algebra and Reφ = 12 (φ+ φ¯) and
Imφ = 12i (φ − φ¯), both Reφ and Imφ belong to Πre(OA). Let σ denote either Reφ or Imφ for which
σ(p) 6= σ(q). Since Πre(OA) is unital, the function ρ(s) := ((σ(s)−σ(q))α+(σ(p)−σ(s))β)/(σ(p)−σ(q)),
s ∈ Σ, belongs to Πre(OA) and has the desired properties.
ii. It is enough to show the statement for k = 2, whenever ρ1 ∪ ρ2 = 12 (ρ1 + ρ2 + |ρ1 − ρ2|) and ρ1 ∩ ρ2 =
1
2 (ρ1 + ρ2 − |ρ1 − ρ2|). Thus it is enough to show that |ρ| ∈ Πre(OA) for any ρ ∈ Πre(OA). For, let
M := supp∈Σ |ρ(p)|, which is finite. Then by the classical Weierstrass theorem (see Appendix) the real
function y 7→ |y| on [−M,M ] can be approximated uniformly by a polynomial P (y) with accuracy ε,
and hence with y = ρ(p) one has |P ◦ ρ(p)− |ρ(p)| | = |P (y)− |y| | < ε. Thus |ρ| can be approximated
uniformly on Σ by the polynomial P ◦ ρ of ρ, which belongs to Πre(OA). Therefore, |ρ| ∈ Πre(OA).
Lemma 5.2.4:
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Let f : Σ→ R be any continuous function and F a set of continuous functions F : Σ→ R such that for any
p ∈ Σ there is a function F ∈ F satisfying F (p) > f(p). Then there are finitely many functions F1,...,Fk ∈ F
such that F1 ∪ ... ∪ Fk(p) > f(p) for all p ∈ Σ. Similarly, if G is a set of functions such that for any p ∈ Σ
∃G ∈ G such that G(p) < f(p), then ∃G1, ..., Gl ∈ G such that G1 ∩ ... ∩Gl(p) < f(p) for all p ∈ Σ.
Proof of Lemma 5.2.4:
Let p ∈ Σ and Fp ∈ F such that Fp(p) > f(p). Since both f and Fp are continuous, p has an
open neighbourhood Up ⊂ Σ such that Fp(q) > f(q) for all q ∈ Up. But these neighbourhoods form
an open covering {Up| p ∈ Σ } of the compact Σ, thus there are finitely many points p1, ..., pk such
that {Up1 , ..., Upk} already covers Σ. Then, however, Fpi(q) > f(q) ∀q ∈ Upi , i = 1, ..., k, implies
Fp1 ∪ ... ∪ Fpk(q) > f(q) for all q ∈ Σ. The proof of the second part of this lemma is similar.
Continuation of the proof of Theorem 5.2.1:
Returning to the proof of C0(Σ,R) ⊂ Πre(OA), let f : Σ → R be any continuous function and
ε > 0. Then by the first statement of Lemma 5.2.3 for any two points p, q ∈ Σ there exists a function
ρpq ∈ Πre(OA) such that
ρpq
(
p
)
> f
(
p
)− ε, (a)
ρpq
(
q
)
< f
(
q
)
+ ε. (b)
Now fix q and consider Fq := {ρpq| p ∈ Σ }. Then the function f − ε and Fq satisfy the conditions
of Lemma 5.2.4, and hence for some finitely many points p1,...,pk and the corresponding functions
ρp1q, ..., ρpkq ∈ Fq one has
ρq
(
p
)
:= ρp1q ∪ ... ∪ ρpkq
(
p
)
> f
(
p
)− ε ∀p ∈ Σ. (c)
Then by the second statement of Lemma 5.2.3 ρq ∈ Πre(OA), and by inequality (b)
ρq
(
q
)
= max{ρp1q
(
q
)
, ..., ρpkq
(
q
)} < f(q)+ ε. (d)
Let G := {ρq| q ∈ Σ }. Then the function f +ε and G satisfy the conditions of Lemma 5.2.4 for the lower
enveloping case, i.e. for any p ∈ Σ there exists a function ρp ∈ G such ρp(p) < f(p)+ ε, and hence there
exist functions ρp1 , ..., ρpl ∈ G such that
ρ
(
p
)
:= ρp1 ∩ ... ∩ ρpl
(
p
)
< f
(
p
)
+ ε ∀p ∈ Σ.
By the second statement of Lemma 5.2.3 ρ ∈ Πre(OA) and, by inequality (c), ρ satisfies
ρ
(
p
)
= min{ρp1
(
p
)
, ..., ρpl
(
p
)} > f(p)− ε ∀p ∈ Σ.
Thus, to summarize the last two inequalities, we obtain |f(p) − ρ(p)| < ε for all p ∈ Σ, and hence
f ∈ Πre(OA). Therefore, C0(Σ,C) = Π(OA).
Thus we have proven that for any ψ ∈ C0(Σ,C) and any ε > 0 there exist functions φ1, ..., φn, χ1, ...,
χn ∈ Φ(OA) such that |ψ(p) − (φ1(p)χ¯1(p) + ... + φn(p)χ¯n(p))| < ε for all p ∈ Σ, i.e. each component
ψA
1
...A
2s
of a continuous spinor field ψA1...A2s can be approximated uniformly on Σ by a function of
the form
∑n
i=1 φ
iχ¯i with arbitrary accuracy. But ψA1...A2s has only finite number of components, thus
there is a collection of functions φi, χi ∈ Φ(OA), i = 1, ..., N , and constants CiA
1
...A
2s
(with value 0 or
1 depending on the indices i and A 1, ..., A 2s) such that for any set of spinor name indices A 1, ..., A 2s
|ψA
1
...A
2s
(
p
)−
N∑
i=1
φi
(
p
)
χ¯i
(
p
)
CiA
1
...A
2s
| < ε ∀p ∈ Σ. (e)
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Let the spinor basis {EAA } be chosen to be constant on Σ, whenever CiA1...A2s := CiA 1...A 2sE
A
1
A1
...EA 2sA2s
are constant spinor fields. Then inequality (e) is almost the statement of Theorem 5.2.1 to be proven.
The only difference between them is that | . | has different meaning in Theorem 5.2.1 and in inequality
(e): In the former it is the pointwise Hermitian norm defined with respect to the normal ta of Σ, while in
(e) it is the absolute value of the components of the spinor fields in a given spinor basis {EAA }. However,
since the two norms are equivalent at each point p ∈ Σ and Σ is compact, the two norms are equivalent
on Σ too. This completes the proof of Theorem 5.2.1.
Though at first sight this theorem is simply the Stone–Weierstrass theorem applied to spinor fields, it is
slightly more than this. It tells us that the pp-wave solutions e.g. of the Weyl equation, even with a given
single common constant wave spinor OA, provide a family Φ(OA) of functions which is rich enough to be able
to approximate uniformly any spinor field by spinor fields of the structure piA1...A2s =
∑N
i=1 φ
iχ¯iCiA1...A2s .
Here the combination φ1χ¯1+ ...+φnχ¯n is an element of Φ(OA)⊗Φ¯(OA), the tensor product of Φ(OA) and its
complex conjugate. However, χ¯(u, ζ¯) can also be interpreted as the profile function in the pp-wave solution of
the complex conjugate Weyl equation ∇AA′σA′ = 0. Its constant wave spinor is just the complex conjugate
of OA, and hence its wave vector is still that of the solution φ(u, ζ)OA. Obviously, the two helicities of these
solutions are just the opposite of each other. Therefore, the expansion that Theorem 5.2.1 provides is based
on the pp-wave solutions both of the Weyl and the complex conjugate Weyl equations with a given constant,
common wave vector. Clearly, Φ(OA) in itself with a single, fixed constant spinor field OA is not dense in
C0(Σ,C), it is only the space Φ(OA) ⊗ Φ¯(OA) of the homogeneous Hermitian quadratic expressions of the
functions φ that is dense.
Clearly, it is irrelevant which z.r.m. field equation (for strictly non-zero spin) is used to define the
pp-waves: The structure of the pp-waves for any non-zero spin is similar. On the other hand, the pp-wave
solutions of the scalar wave equation are plane waves, which for one given wave vector La do not provide a
big enough set Φ(La). Thus if we wanted to use only plane waves as a basis of approximation, then, by the
Stone–Weierstrass theorem (see Appendix), we would have to take plane waves with three independent wave
vectors La1 , L
a
2 and L
a
3 , and it would be Φ(L
a
1)⊗Φ(La2)⊗Φ(La3) whose density in C0(Σ,C) could be proven.
The standard plane wave expansions in physics are such, and, as a consequence, the approximation is made
by a cubic (rather than a quadratic) expression of the plane waves. The advantage of the approximation
based on the pp-waves (rather than only plane waves) is that we should use solutions with only one constant
spinor field OA and its complex conjugate O¯A
′
. Although Φ(OA) with fixed OA is not dense in C0(Σ,C), the
set of the pp-waves with all the constant spinor fields can be proven to be dense. Note that the approximation
based on the genuine pp-waves is possible only quasi-locally: Both in the asymptotically flat and the closed
cases, discussed at the beginning of this subsections, the pp-waves reduce to plane waves.
As is well known, uniform convergence in a space of continuous functions can be characterized by
convergence with respect to the L∞ (or supremum) norm. Since by Theorem 5.2.1 the space C0(Σ,S(A1...A2s))
of the continuous, totally symmetric spinor fields on Σ is closed with respect to the uniform closure, it is
complete with respect to the norm ‖ψA1...A2s‖∞ := supp∈Σ |ψA1...A2s(p)|, where | . | is the pointwise Hermitian
norm used in Theorem 5.2.1. However, by the compactness of Σ, C0(Σ,S(A1...A2s)) ⊂ Γs is a subspace and,
as a simple consequence of the definitions, ‖ψA1...A2s‖ ≤
√
Vol(Σ)‖ψA1...A2s‖∞ holds, where Vol(Σ) is the
metric volume of Σ. Consequently, Theorem 5.2.1 implies that any square-integrable totally symmetric
spinor field can also be approximated by the spinor fields piA1...A2s above with arbitrary accuracy in the L2
norm. Or, in other words, the spinor fields piA1...A2s built from the pp-wave solutions of the Weyl and the
complex conjugate Weyl equations even with fixed constant spinor field OA form a dense subspace in Γs.
The spinor field ψA1...A2s in Theorem 5.2.1 is not required to satisfy any field equation. If, for example,
it is a solution of the linear constraint equation (4.1.2), then Theorem 5.2.1 implies that the spinor fields of
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the form piA1...A2s above form a dense subspace in the ‘constraint surface’ Γˆs ⊂ Γs. An even more interesting
case is when φαAB is the spinor form of the Yang–Mills field strength with a non-Abelian gauge group, and
hence satisfies a nonlinear spinor field equation on Σ. Then the set of the solutions is a subset of Γ1× ...×Γ1
(dimG-times), in which the spinor fields piαAB form a dense subset. Thus the solutions of nonlinear field
equations on Σ can be uniformly approximated by spinor fields built from the pp-wave solutions of linear
equations.
The fact that the algebra Φ(OA) is not only a class of functions that separates points of Σ but it
is essentially the set of the pp-wave solutions is crucial from the point of view of holography. We saw
in subsection 5.1 that each pp-wave solution can be characterized completely by the holographic data on
S = ∂Σ. Since by Theorem 5.2.1 every solution of the field equations can be approximated by finitely many
pp-waves with arbitrary accuracy, it follows that every solution can also be approximated by the holographic
data for finitely many pp-waves as well. Hence the ‘screen map’ Σ → S of the Introduction is replaced by
Φ(OA)→ ‘the set of the holographic data on S ′, providing a rather non-local representation of the fields on
Σ in terms of fields on S. Thus Φ(OA) is similar to a spider’s web, where the space Σ is ‘scanned’ by the
pp-waves and the information gained is encoded into the holographic data on S. Finally, if we fix a foliation
{Σt} of D(Σ) by smooth spacelike hypersurfaces, then by mapping the fields induced on each of the leaves
Σt from D(Σ) to the corresponding holographic data on S, we can represent every continuous spinor field on
D(Σ) by a 1-parameter family of holographic data. Therefore, quasi-local holography for the classical fields
considered here works in Minkowski spacetime.
Appendix: The Stone–Weierstrass theorem
The form of the Stone–Weierstrass theorem that motivated Theorem 5.2.1, quoted from [23], is
Theorem: Let X be a compact Hausdorff space and f : X → R be continuous. If Φ is a set of continuous
functions φ : X → R such that Φ separates the points of X (in the sense that for any two different points
p, q ∈ X there exists a function φ ∈ Φ such that φ(p) 6= φ(q)), then for any ε > there exist finitely
many functions φ1, ..., φk ∈ Φ and a real polynomial P = P (x1, ..., xk) with k variables such that |f(p) −
P (φ1(p), ..., φk(p))| < ε for all p ∈ X .
Thus the role of Φ is to provide a ‘coordinate system’ on the space of continuous real functions on X , and
if it is ‘rich enough’ then the elements of the unital algebra generated by Φ is uniformly dense in the space
C0(X,R) of the continuous real functions endowed with the supremum norm.
The classical Weierstrass approximation theorem that we used in the proof of Theorem 5.2.1 is its simple
consequence: If f : [a, b] ⊂ R→ R is continuous, then for any ε > 0 there exists a polynomial P such that
|f(x)− P (x)| < ε for all x ∈ [a, b].
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