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Der Bedarf an mikromechanischen Inertialsensoren für zukünftige Systemkonzepte zur
Messung von Drehgeschwindigkeiten und Beschleunigungen ist stark ansteigend. Die
Technologie für mikroelektromechanische Systeme (MEMS)1 bietet hierbei im Gegen-
satz zu makroskopischen mechanischen und optischen Technologien den Vorteil einer
hohen Packungsdichte. Die Herstellung von MEMS-Sensoren erfolgt mittels Silizium-
wafern bei sehr geringen Fertigungskosten. In automobilen Anwendungen, wie Elec-
tronic Stability Program (ESP), Roll Over Mitigation (ROM) und GPS-Navigation sind
mikromechanische Inertialsensoren aufgrund ihrer Integrationsfähigkeit seit Jahren eta-
bliert. Abgesehen von diesem erschlossenen Gebiet zeigt sich ein neues, stark wach-
sendes Segment für MEMS-Inertialsensoren im Bereich mobiler Endanwendungen zur
Bewegungserkennung und Navigation. Hierzu gehören Anwendungen, wie Bildstabili-
sierung in Video- und Digitalkameras, Mensch-Maschine-Schnittstelle, Videospiele und
Robotik. Während bei automobilen Anwendungen Robustheit, Zuverlässigkeit und Leis-
tungsfähigkeit im Vordergrund stehen, fokussieren sich die Anforderungen bei mobilen
Anwendungen zunehmend auf niedrige Herstellungskosten, eine geringe Sensorgröße
und minimalen Leistungsbedarf des Gesamtsensorsystems.
Die vorliegende Arbeit befasst sich mit Ansätzen zur Reduktion der Leistungsaufnah-
me kapazitiver mikromechanischer Drehratensensoren. Um den Gesamtleistungsbedarf
der Signalverarbeitung eines mikromechanischen Drehratensensorsystems zu senken,
gibt es Ansätze auf technologischer, schaltungstechnischer und systemtechnischer Ebe-
ne. Um ein Gesamtsystem mit minimalem Leistungsbedarf zu entwickeln, ist es wich-
tig auf allen zuvor genannten Ebenen Lösungsstrategien zu verfolgen. Bedingt durch
die starke Nachfrage nach leistungseffizienten Mixed-Signal-Schaltungen sind in den
vergangenen Jahren auf technologischer und schaltungstechnischer Ebene Low-Power
Design-Techniken [4, 24, 54] entstanden, mit welchen ein leistungsoptimierter Entwurf
1engl. Micro-Electro-Mechanical System: Integriertes Mikrosystem bestehend aus Sensoren, Aktoren
und Auswerteelektronik auf einem Siliziumsubstrat
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realisiert werden kann. In der hier vorliegenden Arbeit werden Ansätze für eine leis-
tungsoptimierte Realisierung der Signalverarbeitung eines kapazitiven mikromechani-
schen Drehratensensors auf Systemebene vorgestellt. Die präsentierte Systemrealisie-
rung ermöglicht die Nutzung eines intelligenten Power Managements durch Power-
Down der Vorverstärkerelektronik zur Sensorsignalverarbeitung. Hierbei wird während
der Signalauswertung der Sensorsignale eine Leistungsreduktion durch Unterabtastung
der Sensorsignale in Kombination mit dem Power-Down der Vorverstärkerelektronik er-
möglicht. In diesem Bereich grenzt sich das hier vorgestellte Verfahren von Implemen-
tierungen ab, bei denen die Signalauswertung während des Power-Down Modus inaktiv
ist [7].
Die Arbeit gliedert sich wie folgt: Zunächst werden im zweiten Kapitel die Grund-
lagen zur Funktionsweise des mikromechanischen Drehratensensorelements vorgestellt,
welches in dieser Arbeit verwendet wurde, um die Systemansätze zu verifizieren. Die
erforderliche Signalverarbeitung zur Auswertung der kapazitiven Signale des mikro-
mechanischen Drehratensensors wird im dritten Kapitel diskutiert. Desweiteren wird
eine Entwicklungsumgebung mit einer ebenfalls aus dieser Arbeit entstandenen modu-
laren Hardwareplattform, basierend auf FPGA-Technologie, präsentiert. Anhand dieser
Hardwareplattform können analoge sowie digitale Auswertekonzepte für mikromecha-
nische Sensoren bewertet werden. Im vierten Kapitel wird ein neuartiges energieeffizi-
entes Auswertekonzept, basierend auf Unterabtastung und Power-Down der Vorverstär-
kungselektronik vorgestellt, mit welchem der Gesamtleistungsbedarf der Auswerteelek-
tronik des kapazitiven MEMS-Drehratensensors deutlich reduziert werden kann. Mittels
Messungen an einem realen Drehratensensor erfolgt eine Bewertung des neuartigen An-
triebskonzepts. Das fünfte Kapitel umfasst einen neuen Ansatz zur Leistungseinsparung,
umgesetzt durch Unterabtastung der Drehratendetektionssignale. Messungen an einer
programmierbaren integrierten Vorverstärkerschaltung zeigen die Reduktion des Strom-
bedarfs durch Power-Down im sechsten Kapitel. Die Zusammenfassung mit Ausblick
im siebten Kapitel schließen die Arbeit ab.
2
2. Mikromechanisches Drehratensensorelement
2.1. Technologie der Mikromechanik
Um mikromechanische Sensoren zu fertigen werden Prozesse benötigt, die es ermögli-
chen, Elemente im Bereich von wenigen Mikrometern bis Nanometern zu strukturieren.
Hierfür haben sich besonders die Prozesse der Oberflächen- und Bulk-Mikromechanik
etabliert. Durch stetige technologische Weiterentwicklung sowie der Erarbeitung theore-
tischer Grundlagen stehen heute Photolithographie, Schichtabscheidungsprozesse, Ätz-
techniken, aber auch fundierte Simulationswerkzeuge zur Herstellung zwei- und dreidi-
mensionaler mechanischer Funktionselemente in Silizium Wafermaterial zur Verfügung.





Im Gegensatz zur Bulk-Mikromechanik, bei der Strukturen von mehreren 100 μm di-
rekt in das Wafermaterial geätzt werden, bietet die Oberflächenmikromechanik die Mög-
lichkeit Strukturen von unter 1 μm auf einkristallinen oder polykristallinen Siliziumwa-
fern durch mehrere Ätz- und Abscheidungsvorgänge zu realisieren. Die Herausforde-
rung bei der Herstellung dieser mikromechanischen Strukturen besteht vor allem in dem
Erreichen sehr hoher Ätzgeschwindigkeiten, in der Verwirklichung großer Aspektver-
hältnisse und bei der Umsetzung senkrechter Wände bei gleichzeitig hoher Oberflächen-
qualität. Ein Durchbruch bei der Massenfertigung dieser mikromechanischen Strukturen
gelang mit der Entwicklung eines speziellen Plasmaätzverfahrens, aus der Literatur als
Deep Reactive Ion Etching (DRIE) bekannt [29]. Dieses Verfahren löste das bis dahin
3
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Abb. 2.1.: REM-Aufnahme der Teilstruktur des Drehratensensors CMG-074 hergestellt bei der
Robert Bosch GmbH durch den oberflächenmikromechanischen Fertigungsprozess
DRIE [39].
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angewandte, sehr aufwendige und teure LIGA 1 Verfahren ab, bei dem die Mikrostruk-
turen auf Metallbasis hergestellt werden. Abbildung 2.1 zeigt einen Teilausschnitt des
in dieser Arbeit verwendeten MEMS-Drehratensensors CMG-074, hergestellt in Ober-
flächenmikromechanik mittels DRIE.
2.2. Dynamik des Sensorelements
Der innerhalb dieser Arbeit, zum experimentellen Nachweis des energieeffizienten Be-
triebs eines kapazitiven mikromechanischen Drehratensensors, verwendete Drehraten-
sensor ist der CMG-074 [39]. Dieser in Oberflächenmikromechanik gefertigte Drehra-
tensensor basiert auf dem Corioliseffekt und besteht aus zwei identischen Teilstrukturen
mit einer jeweils dreiteiligen Rahmenstruktur, schematisch in Abbildung 2.2 dargestellt.
Die einzelnen Rahmen sind mittels U-Federn miteinander verbunden, um Bewegungs-
abläufe der Rahmen untereinander zu entkoppeln. Damit Corioliskräfte FC an der Rah-
menstruktur auftreten können, wird der Antriebsrahmen mittels Kammelektroden konti-
nuierlich in Bewegung versetzt. Allgemein ergibt sich die Corioliskraft FC [62] zu
FC =−2m(Ω×v). [2.1]
In (2.1) bezeichnet m die schwingungsfähige Masse des Systems, Ω die vorhandene
Drehrate und v die vektorielle Geschwindigkeit des Systems. Bedingt durch die Tatsa-
che, dass es sich bei dem vorliegenden Drehratensensor um einen Ωz-Sensor 2 handelt,
der Antriebsrahmen vom Detektionsrahmen über U-Federn entkoppelt ist und die An-



















1LIGA steht für die Verfahrensschritte Lithographie, Galvanik und Abformung und bezeichnet ein Ver-
fahren zur Herstellung von Mikrostrukturen, welches auf einer Kombination von Tiefenlithographie,
Galvanik und Mikroabformung basiert.
2Ein Ωz-Drehratensensor ist ein Sensor, welcher externe Drehraten um seine Hochachse detektiert.
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Abb. 2.2.: Teilstruktur des mikromechanischen Drehratensensors CMG-074 [50] bestehend aus
Antriebs-, Coriolis- und Detektionsrahmen.
bei sinusförmiger Anregung des Antriebsrahmens. In (2.2) bezeichnet m die schwin-
gungsfähige Masse des Sensors, XA die Antriebsamplitude, ωA die Antriebskreisfre-
quenz und Ωz die vorhandene Drehrate um die z-Achse.
Um ein besseres Verständnis für die Funktionsweise des Drehratensensors zu erhalten,
kann dieser mittels eines Feder-Masse-Dämpfer Systems mit zwei Bewegungsfreiheits-
graden modelliert werden. Das Bewegungsmodell ist idealisiert und vereinfacht in Ab-
bildung 2.3 dargestellt. Es besteht aus der Coriolismasse m, den Federkonstanten kx,ky
sowie den Dämpfungskonstanten Dx,Dy ebenfalls in x- und y-Richtung.
Die Bewegungsgleichungen für die Antriebs- und Detektionsbewegung ergeben sich
damit zu
mxẍ+Dxẋ+ kxx = Fx [2.3]
myÿ+Dyẏ+ kyy = Fy. [2.4]
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Abb. 2.3.: Drehratensensormodell bestehend, aus Feder-Masse-Dämpfer System mit zwei
Freiheitsgraden
Fx und Fy bezeichnen externe Kräfte, welche an der schwingungsfähigen Masse des
Sensors angreifen. Dies können sowohl Kräfte zur Antriebsstimulation, als auch Corio-
liskräfte innerhalb der Detektionsrichtung sein. Die oben angeführten Differentialglei-
chungen lassen sich mittels Laplace Transformation lösen. Hierbei ergeben sich folgen-






















k/m die Resonanzfrequenz und Q =
√
km/D die Güte des schwingungs-
fähigen Systems zweiter Ordnung bezeichnet. Amplitudengang |Hx(s)| und Phasengang







Amplitudengang |Hy(s)| und Phasengang ∠Hy(s) für die Detektionsbewegung sind ana-
log zu den Übertragungsfunktionen des Antriebskreises in (2.8) zu betrachten. |H( jω)|
Abbildung 2.4 zeigt das Übertragungsverhalten des Antriebskreises des Sensorele-
ments, aufgeteilt in Amplituden- und Phasengang. Hierbei wurde mit einer Resonanzfre-
quenz fxres = 16kHz und Güten des Systems von Qx1 = 10 und Qx2 = 1000 gerechnet. Zu
beachten ist, dass die Anregungsfrequenz nicht exakt mit der Resonanzfrequenz im Ma-
ximum des Amplitudengangs übereinstimmt, sondern leicht davon abweicht. Für Güten
in der Größenordnung 102...103 beträgt dieser Effekt mit dem formalen Zusammenhang
ω = ω0 ·
√
1−1/2Q2, [2.9]
maximal das 0,025 ·10−3 -fache der Resonanzfrequenz und kann somit vernachlässigt
werden.
2.3. Grundlagen der Elektrostatik
Elektrostatische Kräfte und Potentiale sind essentiell für die Funktionsweise eines ka-
pazitiven mikromechanischen Drehratensensors. Durch Anlegen elektrischer Potentiale
an die mikromechanische Struktur entstehen elektrische Felder, welche wiederum Kräf-
te generieren. Diese ermöglichen es, die Masse des Sensors in Bewegung zu versetzen.
Umgekehrt können durch äußere Krafteinwirkung Änderungen von Spannungspoten-
tialen auf Verschiebungen der Sensorstruktur zurückgeführt werden. Die Elektrostatik
wird hierbei vor allem genutzt, um mechanische Antriebskräfte zu generieren, mechani-
sche Federkonstanten zu kompensieren sowie Unsymmetrien während des Betriebs des
8
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(a) Amplitudengang des Antriebsschwingers
(b) Phasengang des Antriebsschwingers
Abb. 2.4.: Amplituden- und Phasengang der Sensorübertragungsfunktion des Antriebskreises für
die Güten Q = 10 und Q = 1000
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Abb. 2.5.: Allgemeiner Plattenkondensator
Sensors auszugleichen. Hierbei wird die elektrostatische Kraft Fel zwischen zwei Kon-
densatorplatten durch den Gradienten der auf dem Kondensator vorhandenen Energie W





bestimmt. Für eine allgemeine Konfiguration eines Plattenkondensators wie in Abbil-
dung 2.5 dargestellt, ergibt sich die Gesamtkapazität
C(x,y,z) = ε0εr
(z0 − z)(x0 − x)
(y0 − y) , [2.11]
wobei ε0 = 8,854187 ·10−12 AsV m die Permitivität des Vakuums und εr die Permitivi-
tätszahl angibt. In kapazitiven mikromechanischen Drehratenstrukturen kommen aus-
schließlich laterale und parallele Plattenkonfigurationen zum Einsatz. Im Folgenden
wird die Elektrostatik für die laterale Kammstruktur zur Schwingungserregung und die
parallele Plattenstruktur zur Signaldetektion betrachtet.
2.3.1. Elektrostatik der lateralen Kammstruktur
Um eine Drehrate messen zu können, muss die kontinuierliche Erregung des Sensor-
elementes gewährleistet sein. Diese Erregung erfolgt über einen elektrostatischen Kam-
mantrieb mittels mehrerer Kammelektroden wie schematisch in Abbildung 2.6 darge-
stellt.
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Abb. 2.6.: Teilausschnitt eines lateralen Antriebskammes zur Stimulation des Antriebsrahmens
Werden die Streufelder an den Kanten des Kammes vernachlässigt, ergibt sich die




(x0 − x) [2.12]
wobei t die Dicke der Struktur in z-Richtung, d den Plattenabstand und NK die Anzahl
der Elektrodenkämme bezeichnet. Die nominale Überlappung der Elektroden ist mit x0
angegeben. Werden nun an die Mittelmasse der Struktur sowie an den stationären An-















Wie anhand von (2.13) zu erkennen ist, ist die Amplitude der resultierenden Kraft Fx
zwischen der ortsfesten Antriebselektrode und der Mittelmassenelektrode unabhängig
von der lateralen Verschiebung in x-Richtung. Um eine Kraftwirkung auf die Masse des
Schwingers zu erzielen, sollten die Strukturtiefe und die Anzahl der Elektroden maxi-
miert und der Abstand zwischen den Elektroden minimiert werden. Die laterale Kamm-
struktur findet bevorzugt bei Sensoranregung in der Ebene Verwendung.
11
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Abb. 2.7.: Parallele Plattenkonfiguration zur Detektion von Verschiebungen
2.3.2. Elektrostatik der parallelen Plattenstruktur
Um die sehr kleinen Auslenkungen des Sensors in Detektionsrichtung aufgrund von Co-
riolisbeschleunigungen zu detektieren, wird eine parallele Plattenkonfiguration genutzt.
Sie hat gegenüber einer Detektion mittels lateraler Konfiguration der Kapazitätsstruktur
den Vorteil einer höheren Empfindlichkeit.













(y0 − y)2 ,
[2.14]
wobei Np die Anzahl der parallelen Kondensatorplatten bezeichnet. (2.14) zeigt deut-
lich die nichtlineare Abhängigkeit der Empfindlichkeit von einer Verschiebung in y-
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Hierbei ist erkennbar, dass bei gleichem Abstand von paralleler und lateraler Platten-
struktur die Empfindlichkeit einer parallelen Plattenstruktur, abhängig von den gegebe-
nen Geometrieparametern, etwa um eine Größenordnung höher ist. Die kapazitive Emp-
findlichkeit in Abhängigkeit von der Verschiebung ist ein zentraler Parameter bei der
Entwicklung von mikromechanischen Drehratensensoren. Sofern die Verschiebungen in
Bezug auf die Ruhelage der Sensormasse klein gehalten werden, kann die Nichtlinearität
der kapazitiven Empfindlichkeit als vernachlässigbar betrachtet werden.
2.3.3. Elektrostatische Federkonstante
Die elektrostatische Kraft auf eine Plattenstruktur nach Abbildung 2.7 ist mit
Fel,P =
ε0x0z0U2
2(y0 − y)2 [2.16]
gegeben. Wie bereits erwähnt, ist diese Kraft nichtlinear bezüglich der Verschiebung in
y-Richtung. Diese Nichtlinearität kann nun mittels einer Taylorentwicklung linearisiert
werden, um eine für kleine Verschiebungen entlang der y-Achse gültige Näherung zu








= F0,P + kel ·y.
[2.17]
Daraus folgt ein konstanter Kraftbeitrag, welcher von der Plattengeometrie abhängig ist
sowie ein Kraftbeitrag proportional zur Auslenkung in y-Richtung. Dieser zweite Term,
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welcher proportional zur Auslenkung der Coriolismasse ist, kann als elektrische Feder-
konstante kel interpretiert werden. Betrachtet man nun den Detektionskreis eines kapazi-
tiven mikromechanischen Drehratensensors mit einer Plattenkondensatorkonfiguration,
so kann dieses System physikalisch als Feder-Masse System zweiter Ordnung beschrie-
ben werden. Die Differentialgleichung hierzu lautet
myẏ(t)+Dyÿ(t)+ kyy(t) = Fy, [2.18]
wobei my die Masse, Dy die Dämpfungskonstante und ky die Federkonstante des Systems
bezeichnet. Durch Anlegen einer elektrischen Spannung an die Kondensatorplatten er-
gibt sich ein neues Kräfteverhältnis.







y(t) = Fy − ε0x0z0U
2
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als negative Federkonstante aufgefasst werden und es ergibt sich eine effektive Feder-
konstante des Systems von ke f f = ky−kel . Da die Federkonstante ke f f direkten Einfluss
auf die Resonanzfrequenz des Systems hat, ist es möglich, diese durch externe Auf-
schaltung einer elektrischen Spannung geeignet zu beeinflussen. Dieser Vorgang wird
bei kapazitiven mikromechanischen Drehratensensoren als Mode-Matching [61, 5, 72]
bezeichnet. Durch das Mode-Matching wird erreicht, dass die Resonanzfrequenz des
Detektionsschwingers, welche normalerweise mehrere hundert Hertz oberhalb der des
Antriebsschwingers festgelegt wird, genau mit der Frequenz des Antriebsschwingers
übereinstimmt. Durch diesen Anpassvorgang kann die maximale Verstärkung des De-
tektionsschwingers genutzt und somit ein Drehratensignal mit maximalem Signalgewinn
erzielt werden.
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3.1. Echtzeitsimulation
Die Entwicklung mikromechanischer Sensoren sowie deren ganzheitliche Betrachtung
erfordert einen hohen simulativen und analytischen Berechnungsaufwand, um die Wir-
kungsweise und Zusammenhänge in einem Gesamtsystem beschreiben zu können. Der
klassische Entwurfsprozess für mikromechanische Drehratensensoren ist hierbei mit ei-
nem hohen Entwicklungsaufwand, langen Entwicklungszeiten und erheblichen Kosten
verbunden. Bedingt durch den hohen Marktdruck bei mikromechanischen Sensoren im
Bereich der Automobil- und Verbrauchsgüterindustrie durch immer kürzer werdende
Entwicklungszeiten und höhere Kostenanforderungen sind neue Methodiken für einen
effizienten und kostengünstigen Entwurf solcher Sensoren gefordert.
In herkömmlichen Entwicklungsprozessen wird zunächst, ausgehend von dem tech-
nologischen Know-how, die mikromechanische Sensorkomponente anhand der vorge-
gebenen Spezifikation entwickelt und die grundlegende Verhaltensweise simulativ ana-
lysiert. Anschließend erfolgt die simulative Verknüpfung des mikromechanischen Sen-
sorelements mit dem Auswertesystem. Ist dieser Schritt erfolgreich, so kann die ASIC-
(Application Specific Integrated Circuit) Entwicklung für dieses Sensorelement gestartet
werden. Hierbei wird zunächst auf analytische Berechnungen und Simulationen zurück-
gegriffen. Die ersten aus diesem Entwicklungsprozess entstehenden ASIC-Prototypen
sind aufgrund nicht berücksichtigter Effekte nach der Verknüpfung mit dem realen Sen-
sorelement noch sehr fehleranfällig. Häufig ist deshalb die Herstellung mehrerer ASIC-
Prototypen notwendig. Da diese Rekursionen bei der Verifikation des Gesamtsystems
zu einem sehr späten Entwicklungszeitpunkt erfolgen können und diese mitunter Än-
derungen hinein in sehr frühe Designphasen erfordern, ist dieser konventionelle Ent-
wurfsprozess mit sehr großen Kosten, zeitaufwendigen Verifikationszyklen und einem
hohen Risiko verbunden.
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Die in dieser Arbeit vorgestellte Entwicklungsmethodik mit Unterstützung des ASIC-
Entwurfs durch FPGA (Field Programmable Gate Array) Technologie [50], wie im Fol-
genden beschrieben, bietet hierbei ein sehr großes Potential an Effizienz zur Kostensen-
kung und Reduktion des Entwicklungsaufwands. Ermöglicht wird dies dadurch, dass
zu einem sehr frühen Zeitpunkt die Verifikation des realen Sensors mit einem FPGA-
Prototypen in Echtzeit erfolgen kann. Nicht simulativ erfasste Effekte des Sensorele-
mentes können frühzeitig wahrgenommen und entsprechende Korrektur- und Optimie-
rungsaßnahmen eingeleitet werden. Die Anwendung eines FPGAs anstelle eines ASIC
ermöglicht zudem eine schnelle und flexible Umsetzung von Rekursionen bei der Ve-
rifikation des Gesamtsystems. Der Einsatz von FPGA-Prototypen wie das nachfolgend
vorgestellte CIEB 1 ersetzen hierbei nicht den ASIC-Entwurf, tragen aber sehr deutlich
zur einem effizienten, kostengünstigen, flexiblen und weniger risikobehafteten Entwick-
lungsprozess einer Auswerteelektronik für mikromechanische Sensoren bei.
3.1.1. Entwicklungsmethodik
Die Existenz von IEEE (Institute of Electrical and Electronics Engineers) Standards för-
derte eine breite Akzeptanz der Hardwarebeschreibungssprachen und forcierte damit die
Entwicklung von leistungsstarken CAD (Computer Added Design) Werkzeugen im Be-
reich der Mikroelektronik. Bedingt durch die steigende Komplexität der Designs sowie
immer kürzer werdenden Entwicklungszeiten, war man gezwungen, eine zielführende
Entwurfsmethodik für den digitalen Systementwurf zu entwickeln. Hierbei hat sich die
Top-Down-Methode als leistungsstarke Entwurfsmethodik, ausgehend von der Syste-
mebene bis hin zur Transistorebene, erfolgreich in industriellen Anwendungen [38, 37]
etabliert. Somit ist heute dem Systementwickler auf einem sehr breitbandigen Spek-
trum von Hardwareplattformen die Möglichkeit gegeben, eigene Schaltkreise in einer
gewünschten HDL (Hardware Description Language) zu erzeugen. Abbildung 3.1 zeigt
allgemein die Gliederung der einzelnen Entwurfsbereiche anhand der Top-Down Ent-
wurfsmethodik. In jeder dieser Abstraktionsebenen wird der zu entwerfende Schaltkreis
in HDL, wie z.B. funktionalem VHDL oder synthesefähigem VHDL (Very High speed
integrated circuit Hardware Description Language) beschrieben. Die unterste Ebene, die
1Compact Inertial Evaluation Board: Im Rahmen dieser Arbeit entwickelte modulare Auswerteelektro-
nik zur Verifikation von MEMS Drehratensensoren mit Unterstützung von FPGA-Technologie
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Abb. 3.1.: Gliederung des Entwurfsprozesses von DSV-Systemen in einzelne Entwurfsbereiche;
Dem Entwurfsprozess liegt die Top-Down Methodik von der übergeordneten Syste-
mebene bis hin zur Gatterebene zugrunde.
Gatterebene, gibt eine exakte Beschreibung der Operatoren und Variablen des endgülti-
gen Schaltkreises auf Transistorlevel wieder. Die deutliche Zunahme der Komplexität,
von dem abstrakten Modellierungsbereich, in dem die Systemebene und algorithmische
Ebene angegliedert sind, über den strukturellen und logischen Modellierungsbereich bis
hin zu dem physikalischen Modellierungsbereich, vertreten durch das endgültige Lay-
out, ist deutlich erkennbar.
Die in dieser Arbeit angewandte Methodik ermöglicht durch die Nutzung einer Soft-
ware zur generischen VHDL-Implementierung nach dem Entwurf der Systemebene das
strukturelle, logische und Layout Design automatisch zu generieren. Der Entwickler
kann sich hierbei auf den architekturiellen Entwurf auf Systemebene und algorithmi-
scher Ebene in Abbildung 3.1 mit (1) gekennzeichnet fokussieren. Durch diese Auf-
teilung des methodischen Top-Down Ablaufs wird sowohl eine deutliche Zeitersparnis
bei der Implementierung eines Systemmodells als auch bei der Verifikation und den
damit verbundenen Rekursionen erzielt. Ein weiterer entscheidender Vorteil der hier
vorgestellten Methodik ist, dass die komplette Systementwicklung bis hin zur Imple-
mentierung und Verifikation in der Zielhardware in wenigen Stunden bis Tagen erfolgen
kann, wo zuvor ein Team mit mehreren Entwicklungsingenieuren mehrere Wochen bis
Monate benötigte. Abbildung 3.2 zeigt das übergeordnete Ablaufschema bei der Top-
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Abb. 3.2.: Entwurfsabfolge bei der DSV-Systementwicklung mit dem in dieser Arbeit entwi-
ckelten Compact Inertial Evaluation Board; Die grau hinterlegten Bereiche können
automatisiert durch die Softwarewerkzeuge ISE und Xilinx System Generator erstellt
werden.
Down-Modellierung mit dem in dieser Arbeit entwickelten CIEB, ausgehend von der
systemtheoretischen Beschreibung bis hin zur Messung und Verifikation in der FPGA-
Zielhardware. Die komplette Modellierung des DSV (digitale Signalverarbeitungs)-Sys-
tems findet innerhalb der MATLAB Simulink Umgebung statt, in der eine Bibliothek
mit speziellen synthesefähigen digitalen Hardwarebausteinen in Verbindung mit dem
Xilinx System Generator (XSG) angeboten wird. Die Hardware Code Generierung er-
folgt ebenfalls ausgehend von XSG, welches zunächst eine HDL-Projektdatei erstellt.
Aus diesem HDL-Projekt kann dann über das weitere Softwaretool, Integrated System
Environment (ISE) [68] ein PROM-File erzeugt werden. Dieses PROM (Programmable
Read Only Memory)-File bildet nun das ursprünglich in Matlab Simulink entworfe-
ne DSV-System gemäß Abbildung 3.3 direkt auf das FPGA und die damit verknüpfte
Hardware ab. Nach diesem Implementierungsschritt sind weitreichende Messungen und
Verifikationen mit dem FPGA-Prototypen möglich. Da bei diesem Ablauf der Syste-
mentwickler von detailliertem Fachwissen der Hardwarebeschreibungssprache VHDL
entkoppelt ist, kann er sich primär der Systemmodellierung zuwenden. Somit bietet die-
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Abb. 3.3.: Synthesefähige Modellbausteine des XSG unter Matlab Simulink
se Entwicklungsmethodik die Möglichkeit zur effizienten Entwicklung und Verifikation
selbst komplexer DSV-Systeme auf Systemebene mit graphischer Benutzeroberfläche.
3.1.2. Software
Ausgehend von einer systemtheoretischen Beschreibung besteht bei der Modellierung
die Aufgabe, diese über die in Abbildung 3.1 aufgezeigten Abstraktionslevel in eine
geeignete Hardwarelösung zu transferieren. XSG stellt hierbei eine funktionale Erwei-
terung von Matlab Simulink dar, in der eine spezielle Bibliothek von digitalen syn-
thesefähigen Hardwarebausteinen zur Verfügung gestellt wird. Die Software unterstützt
die Entwicklung von hierarchischen und modularen Modellen, wobei komplexe digitale
Systeme auf hohem Abstraktionslevel entworfen werden können. Die traditionelle Hard-
warebeschreibungssprache wird dadurch auf graphische Module erweitert, welche eine
detaillierte Kenntnis dieser komplexen Sprache nur bedingt erfordern. Diese Abstraktion
reduziert sehr deutlich den Zeitaufwand, der für die Entwicklung des Designs und der
Hardwareimplementierung notwendig ist. Zusätzlich werden Hardware-Simulation und
hardware-in-the-loop Verifikation in dieser Umgebung unterstützt.
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In der vorliegenden Arbeit wurde MATLAB 2006b, System Generator 9.2 und ISE
9.2. Integrated Software Environment (ISE) der Firma Xilinx verwendet. ISE ist ei-
ne Entwurfsumgebung, bestehend aus mehreren Modulen in HDL, die zur Erfassung,
Generierung, Simulation und Implementierung des digitalen Designs in die FPGA Ziel-
hardware benötigt wird. Die Synthese dieser Module erstellt Netzlisten, die dem Imple-
mentierungsmodul als Eingangsdaten dienen. Nach der Generierung dieser Daten wird
das Logik-Design in eine Bitdatei umgewandelt, um in das PROM des FPGA geschrie-
ben werden zu können. Ist die physikalische Implementierung des digitalen Systemmo-
dells erfolgt, kann die Verifikation durchgeführt werden. Hierzu wurde LabWindows
CVI [18] genutzt. LabWindows CVI bietet eine frei programmierbare virtuelle Messo-
berfläche zur Steuerung der Systemparameter innerhalb des FPGA während der Lauf-
zeit, Visualisierung von Messdaten sowie Durchführung von automatisierten Messzy-
klen. Über eine bereitgestellte USB (Universal Serial Bus) Schnittstelle lassen sich sehr
komfortabel Daten aus dem FPGA bidirektional verarbeiten und somit Sensormessdaten
innerhalb eines PC analysieren und weiterverarbeiten.
3.1.3. Hardware
Um die einzelnen digitalen Algorithmen und Modelle auf einen realen mikromecha-
nischen Drehratensensor anwenden zu können, wird eine hierfür geeignete Hardware-
plattform benötigt. Die Hardwareplattform ermöglicht es, den analogen Systembereich
des Sensors mit dem digitalen Systembereich zur Signalverarbeitung zu verknüpfen. Die
Umsetzung dieser Hardware erfolgte in dem innerhalb dieser Arbeit entwickelten CIEB.
Das CIEB besteht aus drei modularen Teilkomponenten, um eine hohe Flexibilität und
Designfreiheit zu gewährleisten.
Abbildung 3.4 zeigt das CIEB, welches zur Verifikation der neuartigen Systemal-
gorithmen in Verbindung mit einem FPGA genutzt wurde. Die oberste Platine ist die
so genannte Sensorplatine. Auf ihr befindet sich die mechanische Aufnahme für den
Drehratensensor sowie die diskreten Elektronikbausteine für die analoge Vorverstärkung
der Sensormesssignale. Diese Platine wurde so entworfen, dass sie jederzeit durch ei-
ne Änderung des Layouts auf unterschiedliche Mess- und Sensoranwendungen flexibel
adaptiert werden kann. Durch den modularen Aufbau der Hardware ist die Nutzung
unterschiedlicher Sensorplatinen in Verbindung mit einer Wandlerplatine möglich. Die
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Abb. 3.4.: In dieser Arbeit entwickeltes Compact Inertial Evaluation Board (CIEB) zur Verifika-
tion von Systemkonzepten für mikromechanische Inertialsensoren; Das Board besteht
aus drei modularen Komponenten: oben: Sensorboard, mitte: Wandlerplatine, unten:
FPGA-Modul.
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Abb. 3.5.: Schematische Gliederung des Compact Inertial Evaluation Boards in die drei modula-
ren Teilbereiche; Über eine USB-Schnittstelle ist die Kommunikation zu einem Rech-
ner gewährleistet.
Verbindung zur Wandlerplatine wird über zwei 120-polige Platinensteckverbinder her-
gestellt, welche Signale für die Spannungsversorgung, D/A (Digital / Analog)- und A/D
(Analog / Digital)-Wandlung sowie Ein- und Ausgänge zum FPGA bereitstellen.
Auf der Wandlerplatine befinden sich die Elektronikkomponenten zur D/A- und A/D-
Wandlung. Dabei handelt es sich um einen dualen 14 bit Wandler mit einer maximalen
Samplerate von 125 MSPS pro Kanal. Der duale A/D-Wandler, hat eine Auflösung von
14 bit und eine maximale Abtastrate von 20 MSPS pro Kanal. Weiter befindet sich auf
der Wandlerplatine ein Elektronikbaustein, welcher die USB Kommunikation mit einem
Rechner über USB 2.0 gewährleistet. Auf der Wandlerplatine sind ebenfalls zweistufige
Operationsverstärkerschaltungen pro Ausgangskanal der D/A Wandler vorgesehen. Die-
se sind zum einen ein rauscharmer Operationsverstärker sowie ein Hochvoltausgangs-
verstärker zur Generierung von analogen Ausgangssignalen, mit denen die Mikrome-
chanik elektrostatisch stimuliert werden kann. Auf der Unterseite der Wandlerplatine
befindet sich die Aufnahme für das FPGA-Modul, realisiert durch hochdichte Platinen-
steckverbinder. Für die Untersuchung der Konzepte innerhalb dieser Arbeit wurde ein
Baustein der Virtex-II Familie [67] verwendet.
Eine Übersicht über die schematische Gliederung der modularen Hardware ist in Ab-
bildung 3.5 dargestellt. Über die USB-Schnittstelle und einer bei der Robert Bosch
GmbH entwickelten Kommunikationsplattform [28] ist es möglich, interne Daten des
FPGA auszulesen sowie Systemparameter zur Signalverarbeitung der Sensordaten in
Echtzeit zu verändern. Diese echtzeitfähige Datenkommunikation, zwischen dem FPGA
22
3.2. Auswerteverfahren zur Signaldetektion
und einem PC über USB bietet somit eine kostengünstige Alternative zu teuren digitalen
Speicheroszilloskopen, Spektrum- und Logik-Analysatoren.
In Kombination des CIEB mit den zuvor vorgestellten Softwarekomponenten ergibt
sich eine effiziente, leistungsstarke und flexible Entwicklungsumgebung zur Charak-
terisierung und Verifikation von digitalen aber auch analogen Auswertekonzepten für
kapazitive mikromechanische Inertialsensoren.
3.2. Auswerteverfahren zur Signaldetektion
Zahlreiche technische Realisierungen zur Signaldetektion unterschiedlicher physikali-
scher Effekte bei mikromechanischen Inertialsensoren sind bereits entwickelt und un-
tersucht worden. Hierzu zählen piezoresistive [45, 31, 65], piezoelektrische [65, 44],
auf dem Tunneleffekt [33, 70] basierende und kapazitive Sensor-Interfaces [30, 39].
Die kapazitiven Sensor-Interfaces sind in industriellen Anwendungen weit verbreitet,
da diese eine hohe Kompatibilität zu den vorhandenen Fertigungsprozessen, hohe Ro-
bustheit und bessere Leistungsfähigkeit als vergleichbare Interface-Lösungen aufzeigen.
Im Folgenden werden Auswertekonzepte zur Messung von kapazitiven Sensorsignalen
mikromechanischer Systeme vorgestellt.
3.2.1. Kapazitive Signalwandlung
Bei kapazitiven MEMS-Inertialsensoren sind Kapazitätsänderungen im Bereich von we-
nigen aF 2 elektronisch zu detektieren. Die zu detektierenden Kapazitätsänderungen sind
oft um Größenordnungen kleiner als die Eingangskapazität des detektierenden Transis-
tors. Somit werden sehr hohe Anforderungen an die Signalverarbeitung gestellt. Die zu
detektierenden Signale können niederfrequent, bei mikromechanischen Druck- und Be-
schleunigungssensoren oder hochfrequent, bei mikromechanischen Drehratensensoren,
sein. In Abbildung 3.6 wird die Signalwandlung, ausgehend vom MEMS Sensorelement
hin zu einem elektrischen Signal, aufgezeigt. Die Sensitivität der Signalwandlung ist
abhängig von der Übertragungsfunktion H(s) des Sensors, der damit verbundenen me-
chanischen Empfindlichkeit dydΩz , der Empfindlichkeit der Detektionskapazität bei me-
chanischer Auslenkung in y-Richtung dCdy sowie der Empfindlichkeit des CU-Wandlers
21aF = 1 Atto Farad =1 · 10−18F
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Abb. 3.6.: Signalwandlungskette von der mechanischen Auslenkung bis hin zu einem elektri-
schen Spannungssignal
Abb. 3.7.: Einpolige und differentielle Signalauswertung zur Detektion der Kapazitätsänderun-
gen an den Detektionselektroden der mikromechanischen Sensorstruktur
duout












Abhängig von den technologischen Möglichkeiten ergeben sich unterschiedliche Konfi-
gurationen für die Detektion der Kapazitätssignale. Hierzu gehört die Auswertung einer
einzelnen Kapazität sowie kapazitive Halb- und Vollbrücken. Die in Abbildung 3.7 dar-
gestellten Auswertekonfigurationen wie die kapazitive Halbbrücke in einpoliger und dif-
ferentieller Auswertung, sind gängige technische Umsetzungen bei mikromechanischen
Drehratensensoren. Für die einpolige und differentielle Auswertung ergibt sich jeweils
die Möglichkeit der Basisbandauswertung oder Modulation des Messsignals mit einer
Trägerfrequenz. Die parasitären Kapazitäten, zusammengefasst zu einer Gesamtkapazi-
tät CP in Abbildung 3.7, können hierbei das Übertragungsverhalten der Signalauswerte-
schaltung stark limitieren.
Zahlreiche kapazitive Auswertekonzepte zur Messung von Kapazitätsänderungen bei
mikromechanischen Drehratensensoren, Beschleunigungssensoren und Drucksensoren
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Abb. 3.8.: Spannungsfolger zur Signalwandlung der Kapazitätsänderung einer einpoligen Detek-
tionskapazität; Durch eine Schirmung des Signaleingangs kann die Empfindlichkeit
gegenüber parasitären Eingangskapazitäten abgesenkt werden.
sind bereits etabliert [69, 47]. Im Folgenden werden diese Auswertekonzepte in zeitkon-
tinuierliche und zeitdiskrete Konzepte unterschieden.
3.2.2. Zeitkontinuierliche C/U-Wandlung
In Abbildung 3.8 ist die kapazitive Wandlung durch einen Spannungsfolger, auch Im-
pedanzwandler genannt, realisiert. Diese Schaltungsart ist für das Auswerten einer ein-
zelnen veränderbaren Kapazität geeignet. Die Ausgangsspannung Uout =Vout −VGND in





In (3.2) ist die Abhängigkeit der Ausgangsspannung Uout von der Größe der Detek-
tionsruhekapazität CD0 und der parasitären Kapazität CP erkennbar. Bei der Messung
sehr kleiner Kapazitätsänderungen ΔCD kann eine sehr starke Beeinflussung durch CP
und CD0 bestehen und so die Empfindlichkeit der Signalübertragung um Größenordnun-
gen herabgesetzt werden. Durch eine Abschirmung des Messeingangs mit dem Aus-
gang des Impedanzwandlers kann die effektiv am Eingang wirkende parasitäre kapa-
zitive Last herabgesetzt und der Empfindlichkeitsverlust verringert werden. Bei der in
Abbildung 3.8 dargestellten Schaltung mit statischem Spannungspotential VM bestehen
zusätzliche Störeinträge auf das Messsignal, bedingt durch Offset, Drift und der 1/f-
Eingangsrauschcharakteristik des Operationsverstärkers. Durch Modulation der Refe-
renzspannung UM = (VM −VGND) können wie später gezeigt wird, diese Störeinflüsse
beseitigt werden.
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Abb. 3.9.: Transimpedanzverstärker zur Signalwandlung der Kapazitätsänderung einer einpoli-
gen Detektionskapazität
Ein weiteres weit verbreitetes Prinzip zur C/U-Wandlung bei mikromechanischen
Sensoren ist die Anwendung eines Transimpedanzverstärkers. Der Vorteil des in Ab-
bildung 3.9 dargestellten Transimpedanzverstärkers ist, dass sich das Potential am Ein-
gangsknoten des Verstärkers auf virtueller Masse befindet. Dies hat zur Folge, dass die
parasitäre Kapazität CP kurzgeschlossen ist und somit einen geringeren Einfluss auf das
Übertragungsverhalten ausübt. Dennoch verstärkt die parasitäre Kapazität das Messrau-
schen und beeinflusst die Bandbreite des Messverstärkers. Die Übertragungsfunktion
der in Abbildung 3.9 dargestellten Schaltung ergibt sich zu
Uout =−UM · jωR f (CD0 +ΔCD)
(1+ jωCf R f )
[3.3]
Bei der zuvor genannten Basisbandauswertung können die Sensorsignale stark von dem
(1/f)-Rauschen der aktiven Komponenten beeinträchtigt sein. Weiterhin ist ein sehr großer
Biaswiderstand, in der Größenordnung von mehreren MΩ notwendig. Zum einen, um
eine hohe Zeitkonstante zu erzielen, damit das Messsignal durch die Hochpasscharakte-
ristik der Übertragungsfunktion nicht zu stark gedämpft wird und zum anderen, um den
widerstandsbedingten Rauscheintrag gering zu halten.
Um den Effekten von Offset und 1/f-Rauschen der Eingangsverstärker entgegenzu-
wirken, kann als Auswertekonzept die sogenannte Chopperstabilisierung [20, 66, 34]
verwendet werden. Dies ist ein Verfahren, bei dem das Messsignal zusätzlich auf eine
Trägerfrequenz moduliert wird. Die Trägerfrequenz befindet sich im Bereich von meh-
reren 10 kHz bis 10 MHz. In Abbildung 3.10 sind die einzelnen Signalbereiche bei der
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Abb. 3.10.: Trägerfrequente Auswertung des Drehratendetektionssignals mit dem Chopper-
Messverfahren; a)Analoges Drehratensignal moduliert mit der Antriebsfrequenz
b)Mit der Trägerfrequenz moduliertes Drehratendetektionssignal c) Demoduliert und
tiefpassgefiltertes Drehratensignal
Modulation dargestellt. Das Drehratendetektionssignal ist hierbei ein moduliertes Si-
gnal, bestehend aus dem eigentlichen Drehratensignal moduliert mit dem Antriebssignal
des Sensorelements. Nach der Modulation des Drehratendetektionssignals mit der Trä-
gerfrequenz fM resultiert ein Spektrum, bei dem sich das Detektionssignal moduliert mit
dem Trägersignal außerhalb des Störspektrums befindet. Das Störspektrum wird durch
Offsetfehler verursacht und liegt oberhalb der Eckfrequenz des 1/f-Rauschens. Um das
modulierte und verstärkte Signal nun im Basisband zurückzugewinnen, ist eine zusätz-
liche Demodulation mit der Trägerfrequenz fM, sowie eine Tiefpassfilterung erforder-
lich. Durch eine trägerfrequent Auswertung können die oben genannten Störeinflüsse
minimiert und C/U-Wandler mit sehr geringem Eingangsrauschen realisiert werden. Al-
lerdings ist die Implementierung des sehr hochohmigen Widerstandes R f innerhalb des
Rückkoppelzweiges gemäß Abbildung 3.9 in integrierter Form für eine entsprechende
Zieltechnologie häufig sehr problematisch und erfordert eine beträchtliche Chipfläche.
Aufgrund dieses Sachverhalts ist diese Schaltungsarchitektur eher für eine diskrete Im-
plementierung geeignet.
3.2.3. Zeitdiskrete C/U-Wandlung
Bisher sind analoge kapazitive Messverfahren zur CU-Wandlung vorgestellt worden.
Zu diesen gibt es die Möglichkeit der zeitdiskreten Messwerterfassung. Die zeitdiskrete
Implementierung eines Interfaces zur Messung von Kapazitätswerten erfolgt typischer-
weise in einer SC (Switched Capacitor)-Implementierung [47, 63]. Die Idee bei der
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Abb. 3.11.: Signalwandlung der Detektionskapazitätsänderung durch einen Switched-Capacitor
Spannungsverstärker
SC-Technik ist, die Widerstände, ausgehend von der zeitkontinuierlichen Realisierung,
innerhalb des Schaltkreises durch Schalter zu ersetzen. Dadurch werden sehr kompak-
te Layouts erzielt. Zeitdiskrete C/U-Wandlerstufen haben eine hohe Kompatibilität zu
Standard CMOS (Complementary Metal Oxide Semiconductors) Prozessen und besit-
zen zudem den Vorteil, dass das Ausgangssignal direkt digital weiterverarbeitet werden
kann. Weiterhin hat die SC-Technologie Vorteile bei der Realisierung von Filteropera-
tionen. Mit SC-Filtern kann die Genauigkeit der Filterzeitkonstanten präziser eingestellt
werden und es lassen sich dadurch weitaus genauere Filtercharakteristiken erzielen als
mit RC-Komponenten. Durch geeignete Wahl der Schaltfrequenz können in SC Techno-
logie auch bedeutend höhere Zeitkonstanten bei gleicher Layoutfläche umgesetzt wer-
den, als es in einer RC-Realisierung möglich wäre. Bei der zeitdiskreten Implementie-
rung ist die richtige Wahl der Abtastfrequenz fA entscheidend. Bei der Abtastung von
zeitkontinuierlichen Signalen liegt das Abtasttheorem von Nyquist zu Grunde. Es be-
sagt, dass die Abtastfrequenz fA = 1/TA mit der ein zeitkontinuierliches Signal abgetas-
tet wird, mehr als doppelt so hoch sein muss, wie die höchste im Signal vorkommende
Frequenz fmax, um Aliasing-Effekte zu vermeiden. Wird dieses Theorem verletzt, so
werden Störsignale mit höheren Frequenzkomponenten in das Basisband [0.. fA/2] ge-
faltet.
In Abbildung 3.11 ist eine grundlegende Schaltung eines CU-Wandlers in SC-Technik
mit Ablaufdiagramm dargestellt. Bei der ersten Taktphase Φ1 wird die Eingangsspan-
nung UM auf den Kondensator CD1 abgebildet und die Ladung auf dem Kondensator C1
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wird zurückgesetzt. Hierbei kann das Eingangssignal zeitdiskret oder zeitkontinuierlich
beschaffen sein. Während der zweiten Taktphase Φ2 wird die gespeicherte Ladung von






wobei n für einen definierten Abtastschritt steht. Öffnet der Schalter S4, kann das Span-
nungspotential Vout für die weitere Signalverarbeitung genutzt werden.
Der Nachteil der in Abbildung 3.11 dargestellten einpoligen Realisierung ist, dass
der statische Anteil der Detektionskapazität CD1 einen Offset im Ausgangssignal Uout
verursacht. Dieser Offset kann mehrere Größenordnungen höher als die zu detektieren-
den Kapazitätsänderungen sein und schränkt somit sehr stark den Dynamikbereich der
Auswerteschaltung ein. Dieses Problem kann durch einen parallel zu CD1 eingebrach-
ten Kondensator, der mit negativem Referenzpotential −VM aufgeladen wird, beseitigt
werden. Eine weitere Möglichkeit zur Offsetkompensation ist die Verwendung einer
differentiellen CU-Wandler-Lösung wie bereits in Abbildung 3.7 aufgezeigt. In Abbil-
dung 3.11 besteht nicht nur eine Offsetproblematik, sondern zudem eine weitere Ein-
schränkung des Dynamikbereiches bedingt durch das 1/f-Rauschen des Operationsver-
stärkers. Da sich die Signalfrequenzen des Drehratensensors im kHz-Bereich befinden,
hat das 1/f-Rauschen entscheidenden Einfluss auf die Qualität des Messsignals.
Um diese Störeinflüsse zu unterdrücken hat sich in der SC-Technik die korrelierte
Zweifachabtastung 3, dargestellt in Abbildung 3.12, etabliert. Am Ende der Taktphasen
Φ1,Φ2 = High werden der Offset und das 1/f-Rauschen des Operationsverstärkers abge-
tastet und auf CCDS geladen. Mit dem Übergang auf Φ3 wird die durch den Messzyklus
tatsächlich gespeicherte Ladung um die Störeffekte vermindert und auf dem Konden-
sator CCDS gespeichert. Anschließend steht das Messsignal als Spannungspotential Vout
am Ausgang zur Verfügung. Zeitdiskrete CDS-Interfaces sind zur kapazitiven Detek-
tion bei MEMS Drehratensensoren weit verbreitet, jedoch besitzen sie, bedingt durch
Rauschfaltung und Schaltrauschen, einen höheren Rauschanteil als zeitkontinuierliche
Vorverstärkerschaltungen mit gleicher Leistungsaufnahme [20].
3engl. correlated double sampling: Verfahren zur Reduktion von Offsetfehler und 1/f-Rauschen in SC-
Verstärkern
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Abb. 3.12.: Signalwandlung, Rausch- und Offsetunterdrückung durch einen Switched-Capacitor
Spannungsverstärker mit korrelierter Zweifachabtastung
3.3. C/U-Wandlung des Referenzsystems
Das in dieser Arbeit genutzte Verfahren zur C/U-Wandlung basiert auf einem zeitkonti-
nuierlichen trägerfrequenzmodulierten Kapazitäts-Spannungswandler wie zuvor anhand
von Abbildung 3.10 diskutiert. Die Auswertung der Detektionssignale erfolgt differen-
tiell. Die C/U-Wandlerschaltung lässt sich sehr einfach mit diskreten Bauelementen rea-
lisieren und ist für die Auswertung differentieller Kapazitätsstrukturen geeignet. Das
Schaltbild des trägerfrequenten differentiellen C/U-Wandlers ist schematisch in Abbil-
dung 3.13 dargestellt. Der C/U-Wandler ist vollsymmetrisch aufgebaut und besteht aus
zwei kapazitiven Halbbrücken mit jeweils einem Transimpedanzverstärker. Nach der
Modulation des Messsignals erfolgt die Gleichtaktsignalunterdrückung mittels eines In-
strumentensverstärkers. Die Mittelelektrode der variablen Messelektrode der differenti-
ellen Sensorkapazität CD ist mit dem trägerfrequenten Spannungspotential VM verbun-
den. Die Modulation des Messsignals erfolgt mit einer Frequenz von fM = 340 kHz.
Die Elektroden der differentiellen Ausgänge des Drehratensensors sind jeweils mit dem
negativen Eingang des Transimpedanzverstärkers verbunden.
Abbildung 3.14 zeigt das Ersatzschaltbild der parasitären Widerstände und Kapazi-
täten der Sensorkapazität [34]. Die parasitären Kapazitäten CP1,CP2 sind parallel zur
Modulationsquelle und an den auf virtuellem Massepotential befindlichen negativen
Eingang des Transimpedanzverstärkers geschaltet. Aufgrund der geringen Eingangsim-
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Abb. 3.13.: Differentieller trägerfrequenter C/U-Wandler

Abb. 3.14.: Ersatzschaltbild der parasitären Widerstände und Kapazitäten der Kapazitätsstruktur
des Detektionsschwingers
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pedanz der Operationsverstärkerschaltung haben diese parasitären Kapazitäten keinen
Einfluss auf den Stromfluss durch das Sensorelement und können vernachlässigt wer-
den. Der Beitrag der parallelen parasitären Kapazität CP3 kann durch eine Offsetanpas-
sung bzw. differentielle Messung beseitigt werden, sofern der Betrag konstant und in
beiden differentiellen Teilschaltungen gleich ist. Die parasitären Widerstände RPs und
RPp bewirken eine untere und obere Grenzfrequenz in der Übertragungsfunktion des
C/U-Wandlers. Sofern sich die Modulationsfrequenz fM betragsmäßig zwischen der un-
teren und oberen Grenzfrequenz befindet, ist die Messung nicht von den Einflüssen der
parasitären Widerstände der Sensorkapazität beeinträchtigt. Die Übertragungsfunktion





· 1+ jωRPp(CD1 +CP3)
(1+ jωR fCf )
(
1+ jω RPpRPsRPp+RPs (CD1 +CP3)
) [3.5]
und sofern die Trägerfrequenz fM zwischen den in [34] berechneten Grenzfrequenzen






vereinfacht werden. Die Kapazität CD1, welche zur Drehratendetektion genutzt wird, va-





) · cos(ωsignalt) · cos(ωAntrt). [3.7]
Da das Drehratensignal mit der Antriebsfrequenz des Drehratensensors auftritt, ergibt
sich, bedingt durch die trägerfrequente Modulation des C/U-Wandlers, ein zweifach am-












Dabei ist vorausgesetzt, dass ein cosinusförmiges Antriebssignal der Form cos(ωAntrt)
vorliegt. Um das gewünschte Drehratensignal aus dem Detektionssignal zu extrahieren,
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Abb. 3.15.: Realisierung der trägerfrequenten Amplitudenmodulation durch Mittelmassenein-
speisung am mikromechanischen Sensorelement
muss eine zweifache Demodulation zunächst mit der Trägerfrequenz des Modulationssi-
gnal fM und anschließend mit der Antriebsfrequenz fAntr des Drehratensensors erfolgen.
3.3.1. Amplitudenmodulation
Bei der Verwendung eines trägermodulierten C/U-Wandlers resultiert ein zweifach mo-
duliertes Detektionssignal. Das Blockschaltbild in Abbildung 3.15 zeigt die Verknüp-
fung der einzelnen Teilkomponenten und Operationen der Signalverarbeitung. Die Er-
zeugung des hochfrequenten Modulationssignals erfolgt innerhalb des digitalen System-
teils des FPGA. Mittels eines Signalgenerators, welcher nach der DDS (Direct Digital
Sythesis) 4 Methode in Abbildung 3.16 realisiert ist, kann die Trägerfrequenz digital
in einer Frequenzauflösung bis zu 32 bit bereitgestellt werden. Das Phaseninkrement
sowie der Phasenoffset können konstant definiert oder dynamisch durch optionale Ein-
gänge gesetzt werden. Über eine look-up Tabelle kann der zum Phaseninkrement korre-
spondierende Amplitudenwert ausgelesen und dann an einen D/A-Wandlerbaustein zur
Konvertierung in ein analoges Ausgangssignal weitergegeben werden. An dem Mittel-
abgriff des Drehratensensors, auch Mittelmasse genannt, wird das digital erzeugte und
als quasianalog zu betrachtende trägerfrequente Spannungssignal sM(t)
sM(t) =UM cos(2π fMt) [3.9]
4Die direkte digitale Synthese stellt ein Verfahren der digitalen Signalverarbeitung dar, mit welchem
periodisch bandbegrenzte Signale in praktisch beliebig kleiner Frequenzauflösung erzeugt werden
können.
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Abb. 3.16.: Implementierung des DDS Sinusgenerators innerhalb des FPGA [67]
mit der Trägerfrequenz fM eingespeist.
Nach der C/U-Wandlung wird das modulierte Spannungssignal sAM mittels eines A/D-
Wandlers digitalisiert.





+ cos((ωM +ωAntr)t +Φ)]
[3.10]
Die Demodulation der amplitudenmodulierten Signale erfolgt digital. Hierzu wird zu-
nächst das digitalisierte Signal mit dem trägerfrequenten Modulationssignal sM demo-
duliert und tiefpassgefiltert, um das Antriebssignal des Drehratensensors zu erhalten.
Möchte man die Drehrate des Drehratendetektionssignals extrahieren, so muss zunächst
die Demodulation des digitalisierten Signals sAM,D mit sM und anschließend eine wei-
tere Demodulation mit dem Antriebssignal sAntr, welches ebenfalls digital erzeugt wird,
erfolgen.
3.3.2. Synchrone Demodulation
Durch die synchrone Demodulation wird aus dem Drehratendetektionssignal das Drehr-
atensignal extrahiert. Die Demodulation erfolgt digital innerhalb des FPGA. Eine wichti-
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Abb. 3.17.: Zeitsignale mit zugehörigen Spektren bei Amplitudenmodulation des Antriebssi-
gnals mit einer Trägerfrequenz
ge Voraussetzung bei der synchronen Demodulation ist die Bereitstellung eines frequenz-
und phasenrichtigen Demodulationssignals konstanter Amplitude. In Abbildung 3.17
sind das Antriebssignal sAntr mit der Frequenz fAntr = 16kHz, jeweils nach Modulati-
on und Demodulation mit dem Trägersignal sM der Frequenz fM = 340kHz sowie die
zugehörigen Spektren dargestellt.
Nach der Demodulation werden der Gleichanteil und die hochfrequenten Anteile des
Signals bei 2ωM durch digitale Filterung beseitigt.
sDM,A(t) = sAM,A(t) ·sM(t)








[cos(−ωAntrt −Φ)+ cos(ωAntrt +Φ)]
[3.11]
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Abb. 3.18.: Spektrum bei nichtidealer Amplitudenmodulation mit Phasenfehler und Offset des
Demodulationsträgers
In Drehratensensoranwendungen hat sich die Nutzung einer PLL (Phase-Locked Loop)
zur Demodulation bewährt. Mit Hilfe des Phasenregelkreises ist es möglich, einen zu
dem detektierten Signal phasenrichtigen und somit frequenzrichtigen sowie rauschar-
men Demodulationsträger zu erzeugen.
3.3.3. Nichtidealitäten bei der Amplitudenmodulation
Bei einer idealen Amplitudenmodulation ist das Drehratensignal mit der Antriebsfre-
quenz und dem Modulationsträger gefaltet, so dass innerhalb des Spektrums nur Fre-
quenzkomponenten bei der Trägerfrequenz fM und um die Trägerfrequenz fM ±( fAntr±
Bsensor) auftreten. Bedingt durch Offset und Phasenfehler des Modulationsträgersignals,
dargestellt in Abbildung 3.18 sowie Kopplung der Antriebsfrequenz und Frequenzantei-
len zweifacher Antriebsfrequenz (2f-Signal), kann das Spektrum weitere störende Spek-
tralanteile besitzen. Diese weitern spektralen Anteile wirken störend auf das Nutzsignal




Wie bereits im vorherigen Kapitel erläutert, ist es für den ordentlichen Betrieb des Drehr-
atensensors notwendig, dass die schwingungsfähige Masse des Sensors kontinuierlich
und mit konstanter Amplitude oszilliert. Hierzu wird der Antriebsrahmen der Sensor-
struktur über Kammelektrodenpaare elektrostatisch angeregt. Die Anregungsspannung
UAntr besteht aus einem statischen Anteil UDC und einem Wechselspannungsanteil UAC
und ergibt sich zu
UAntr(t) =UDC +UAC · sin(ωAntrt). [3.13]
Aus (2.13) ist zu entnehmen, dass sich die elektrostatische Kraft auf den Antriebsrahmen
des Sensors proportional zum Quadrat der Potentialdifferenz zwischen beweglicher und
fester Antriebsstruktur verhält. Bei differentieller Krafteinspeisung sind die Antriebss-
pannungen für die linken und rechten Antriebskammelektroden zu
UAl(t) = +UDC +UAC · sin(ωAntrt) [3.14]
UAr(t) =−UDC +UAC · sin(ωAntrt) [3.15]
gewählt. Für die resultierende Kraft auf den Antriebsrahmen des Drehratensensors folgt
FAntr ∝ FAl −FAr
= (UDC +UAC · sin(ωAntrt))2
− (−UDC +UAC · sin(ωAntrt))2
= 4UDCUAC · sin(ωAntrt),
[3.16]
wobei sich die statischen Kraftanteile sowie die Kraftanteile bei 2ωAntr kompensieren.
Da die resultierenden elektrostatischen Kräfte zur Anregung sehr gering sind, wird die
Resonanzüberhöhung des Antriebskreises abhängig von dessen Güte Qx genutzt. Die
Erhöhung der elektrostatischen Kraft durch die Antriebsspannung UAntr ist limitiert, da
bei hohen Spannungen spezielle Hochvolt-Halbleitertechnologien erforderlich werden.
Dennoch kann die Kraftwirkung durch Verringerung des Abstandes zwischen den Elek-
trodenkämmen und Erweiterung der Anzahl der Elektrodenkämme verstärkt werden.
Da die Amplitude der Antriebsschwingung des Drehratensensorelements direkt mit
dem Drehratendetektionssignal verknüpft ist, ist eine sehr stabile und rauscharme Schwin-
gungserregung erforderlich, um nicht zusätzliche Störsignale in das Drehratensignal
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Abb. 3.19.: Varianten zur Schwingungserregung des Drehratensensorelements: (1) gesteuerter
Antrieb, (2) mikromechanischer Oszillator, (3) digitaler Phasenregelkreis
einzustreuen. Die Bereitstellung der Antriebsschwingung kann in gesteuerter Form, als
mikromechanischer Oszillator oder mittels eines Phasenregelkreises erfolgen [50]. Der
gesteuerte Antrieb lässt sich sehr einfach implementieren, ist jedoch für einen stabilen
Betrieb des Drehratensensors nicht geeignet. Parameter der Sensorstruktur, wie die Güte
Qx, Federsteifigkeit kx und Dämpfungsverhalten der Antriebsstruktur können aufgrund
von Temperatur- und Innendruckschwankungen variieren. Die Resonanzfrequenz des
Antriebskreises kann so im Betrieb um mehrere Hertz variieren und bei einem gesteuer-
ten Sensorantrieb aufgrund der fest vorgegebenen Anregungsfrequenz zu einem fehler-
haften Ausgangssignal bei der Demodulation führen. Die in Abbildung 3.19 dargestellte
Antriebsvariante als mikromechanischer Oszillator ermöglicht einen amplituden- und
phasenstabilen Betrieb. Die Übertragungsfunktion des Antriebskreises, welche nähe-
rungsweise PT2-Verhalten aufweist, wird in Kombination mit der AGC (Automatic Gain
Control) und dem Allpass so angesteuert, dass ein bei der Resonanzfrequenz des Antrie-
bes schwingendes System resultiert. Die Schwingungsbedingung für den Antriebskreis
ist dann erfüllt, wenn die Phasendrehung am rückgekoppelten Zweig, einstellbar durch
den Allpass, ϕ = 360◦ und die Schleifenverstärkung des Antriebskreises VS,Antr = 1 be-
tragen. Die Realisierung der Ansteuerung des Antriebskreises als mikromechanischer















Abb. 3.20.: Automatische Amplitudenregelung mit Betragsbildung, Tiefpassfilter und PI-Regler
zur Gewährleistung einer Antriebsschwingung bei Resonanzfrequenz mit konstanter
Amplitude
Sensorelements anschwingen kann. Die dritte hier vorgestellte Antriebsvariante ist die
Antriebsansteuerung über einen digitalen Phasenregelkreis. Die PLL bietet die Mög-
lichkeit, die Phase bezüglich des Antriebsdetektionssignals sehr genau einzustellen und
so das Sensorelement mit einer Phasenverschiebung von ϕ = 90◦ zwischen Antriebs-
und Antriebsdetektionssignal in Resonanz zu halten. Die Verwendung einer digitalen
PLL bietet den Vorteil eines rauscharmen Sensorantriebs sowie die Bereitstellung eines
rauscharmen Demodulationssignals.
Die Anregung der Antriebsstruktur kann breitbandig über Rechtecksignale oder schmal-
bandig über die Bereitstellung eines sinusförmigen Anregungssignals erfolgen. Die breit-
bandige Anregung lässt sich in der Praxis sehr einfach durch das Schalten eines Span-
nungspotentials realisieren. Sie beinhaltet jedoch gegenüber der schmalbandigen Anre-
gung den Nachteil, dass auch Schwingungsmoden höherer Frequenzen der Sensorstruk-
tur angeregt werden, die sich störend auf das Messsignal auswirken können.
3.4.1. Automatische Amplitudenregelung
Die AGC (Automatic Gain Control) gewährleistet eine auf einen vorgebenden Amplitu-
denwert konstant geregelte Auslenkung des Antriebsschwingers. Die Implementierung
der AGC erfolgt in digitaler Form innerhalb des FPGA. Die AGC besteht aus einem
Absolutwertbildner, einem Tiefpassfilter sowie einem PI-Regler als Regelglied. Als Re-
gelgröße fungiert die Einhüllende des mit der Trägerfrequenz demodulierten Antriebsde-
tektionssignals. Um den Betrag der Einhüllenden zu bestimmen, wird das demodulierte
sinusförmige Antriebsdetektionssignal einer Betragsbildung unterworfen. Durch die Be-
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tragsbildung ergeben sich, erkennbar durch die Fourierreihe, Frequenzkomponenten bei
2k Vielfachen der Kreisfrequenz ωx













In (3.17) ist der konstante Anteil von Interesse, da dieser den Amplitudenwert der Ein-
hüllenden repräsentiert. Durch anschließende Tiefpassfilterung mit einem digitalen Tsche-
byscheff Filter 4. Ordnung werden die höheren Frequenzkomponenten aus dem Si-
gnal gefiltert. Der erhaltene Amplitudenwert der Einhüllenden wird mit dem Ampli-
tudenvorgabewert verglichen und die Regelabweichung mittels eines PI Reglers, be-
stehend aus Akkumulator-, Multiplizierer- und Addiererbaustein ausgeglichen. Die so
berechnete Eingangsamplitude des Erregungssignals wird mit dem Ausgangswert ei-
nes NCO (Numerically Controlled Oscillator) 5 multipliziert und mittels eines D/A-
Wandlerbausteins auf die Antriebskammelektroden des Drehratensensors appliziert.
3.4.2. Phasenregelkreis
Ein Phasenregelkreis ist ein zentraler Baustein der Signalverarbeitung bei mikromecha-
nischen Drehratensensoren und wird hierbei für unterschiedliche Zwecke eingesetzt.
Aufgrund der Bereitstellung einer sehr genauen Phaseninformation wird die PLL in vie-
len Applikationen genutzt, um den Takt für den gesamten Auswerte-ASIC zur Verfü-
gung zu stellen. Weiterhin kann die PLL innerhalb des Antriebskreises zur Generierung
der Antriebsstimulation und Bereitstellung eines rauscharmen Demodulationsantriebs-
signals sowie innerhalb des Detektionskreises zur Inphasen- und Quadraturkomponen-
tenzerlegung des Detektionssignals genutzt werden.
In der Literatur sind rein analoge, hybride und rein digitale PLL-Implementierungen
[14, 2] zu finden. Für die Untersuchungen innerhalb dieser Arbeit wurde eine rein di-
gitale Implementierung einer PLL, in der Literatur auch ADPLL (All Digital Phase-
Locked Loop) genannt, gewählt. Die rein digitale Implementierung hat gegenüber einer
analogen und hybriden PLL den Vorteil, dass Filtercharakteristiken durch erneute Pro-
grammierung einfach angepasst werden können. Weiter sind digitale Implementierungen
5Der numerisch gesteuerte Oszillator basiert auf einem fest vorgegebenen Referenztakt, welcher inner-
halb des FPGA erzeugt wird. Der in dieser Arbeit verwendete NCO nutzt das DDS-Verfahren.
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Abb. 3.21.: Blockschaltbild eines Phasenregelkreises, bestehend aus Phasendetektor, Schleifen-
filter und numerisch gesteuertem Oszillator
nicht wie analoge von Kriechströmen, thermischem Rauschen, Drift und Alterungser-
scheinungen betroffen [12, 57]. Mit ADPLLs kann die Implementierung innerhalb der
Zieltechnologie ebenfalls energieeffizient und mit reduziertem Flächenbedarf im Ver-
gleich zu rein analogen oder hybriden PLLs erfolgen.
Die Arbeitsweise der digitalen PLL in Abbildung 3.21, bestehend aus Phasendetektor
PD, Schleifenfilter SF und numerisch gesteuertem Oszillator NCO, lässt sich wie folgt
beschreiben:
Mittels des Phasendetektors PD wird die Phasendifferenz zwischen dem Eingangssi-
gnal der Frequenz fin und der aktuellen Frequenz fNCO des digital gesteuerten Oszil-
lators, in dieser Arbeit als DDS Sinusgenerator implementiert, gebildet. Der Phasende-
tektor der PLL kann allgemein als Multiplizierer oder sequentieller Baustein ausgeführt
werden [14, 2]. Multiplizierer nutzen den Gleichanteil des Produkts aus Eingangssi-
gnal und Oszillatorsignal des PD als Fehlersignal. Bei sequentiellen Phasendetektoren
ist das Fehlersignal ausschließlich von der Zeitdifferenz der Eingangssignale des PDs
abhängig. Sequentielle PD werden gewöhnlich digital aus Flipflops und Logikgattern
aufgebaut. In dieser Arbeit wurde ein Phasenfrequenzdetektor (PFD) verwendet. Im
eingerasteten Zustand des PFD ist dessen Ausgangssignal vom Phasenfehler und im
ausgerasteten Zustand vom Frequenzfehler des Eingangssignals abhängig. Diese Eigen-
schaft macht den aus zwei D-Flipflops bestehenden PFD im Vergleich zu anderen Pha-
sendetektoren sehr robust und schnell, unabhängig von dem verwendeten Schleifenfilter
[2]. Als Ausgangssignal liefert der PFD eine Impulsfolge, deren Impulsbreite propor-
tional zur Phasen- bzw. Frequenzverschiebung der Eingangssignale ist. Der PFD kann
je nach Ein- und Ausgangssignalkonfiguration die drei logischen Zustände ’UP’, ’DN’
oder Reset ’R’ annehmen. In dem Taktschema in Abbildung 3.22 sind beispielhaft die
Signale des PFD einer zufälligen Signalkonfiguration aufgezeigt. Die pulsweitenmo-
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Abb. 3.22.: Blockschaltbild und Signalschema des digitalen Phasen-Frequenz-Detektors (PFD)
dulierten Ausgangssignale des PFD werden dem Schleifenfilter SF zugeführt, welches
eine Glättung bzw. Mittelwertbildung durchführt. Das Schleifenfilter ist als digitaler PI-
Regler innerhalb des FPGA abgebildet. Der Ausgangswert des PI-Reglers wird einem
DDS-Sinusgenerator als numerisches Phaseninkrement vorgegeben und damit wird das
Ausgangssignal entsprechender Frequenz am Ausgang der PLL zur Verfügung gestellt.
3.5. Coriolisdetektion
Bis jetzt sind der Antriebskreis und dessen funktionale Bausteine der Signalverarbeitung
betrachtet worden. Im Folgenden wird die Signalverarbeitung des Detektionskreises dis-
kutiert, innerhalb dessen die Coriolisbeschleunigung und damit das eigentliche Drehr-
atensignal verarbeitet wird. Generell gibt es die Möglichkeit, den mechanischen De-
tektionsschwinger in Bezug auf den Antriebsschwinger vollresonant, teilresonant oder
offresonant zu betreiben. Die Lage der Detektionsresonanzfrequenz ω0y zur Antriebsre-
sonanzfrequenz ω0x hat starken Einfluss auf das Gesamtsystemverhalten. Durch elektro-
statische Mitkopplung, unter Nutzung der in (2.20) diskutierten negativen Federkonstan-
ten kel , lässt sich die Resonanzfrequenz des Detektionsschwingers, in Abhängigkeit von
der zur Verfügung stehenden Spannung, über einen weiten Frequenzbereich einstellen.
3.5.1. Elektrostatische Mitkopplung
Wie zu Beginn in Kapitel 2 diskutiert, ist die Coriolisbeschleunigung ein amplituden-
moduliertes Signal mit der Modulationsfrequenz ωx des Antriebskreises. Ein maximales
Drehratensignal wird erreicht, wenn die Resonanzfrequenz des Detektionskreises mit
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Abb. 3.23.: Durch die Mitkoppelspannung einstellbarer Arbeitsbereich der Detektionsübertra-
gungsfunktion; Es wird zwischen offresonanter, teilresonanter und vollresonanter
Arbeitsweise unterschieden.
der des Antriebskreises übereinstimmt. In Abbildung 3.23 sind die Übertragungsfunk-
tionen unterschiedlicher Resonanzfrequenzen ωy des Detektionskreises dargestellt. Bei
Übereinstimmung von ωx und ωy wird von vollresonantem Betrieb gesprochen. Gilt
ωx < ωy spricht man von teilresonantem Betrieb und sofern ωx << ωy gilt, ist von offre-
sonantem Betrieb die Rede. Da mikromechanische Drehratensensorstrukturen bei der
Herstellung Prozessschwankungen unterliegen, wird in der Praxis das Design des De-
tektionsschwingers so ausgelegt, dass sich dessen Resonanzfrequenz ωy oberhalb der
Resonanzfrequenz ωx des Antriebsschwingers befindet. Durch Anlegen einer Mitkop-
pelspannung UMit kann durch elektrostatische Mitkopplung die Übertragungsfunktion
des Detektionskreises so abgeglichen werden, dass ωx = ωy gilt. Dieser Vorgang wird
in der Literatur als Mode-Matching oder Vollresonanzabgleich bezeichnet. Abhängig
davon, ob der Detektionskreis als offener Regelkreis (engl. open loop) oder geschlos-
sener Regelkreis (engl. closed loop) betrieben wird, ergeben sich Vor- bzw. Nachteile
hinsichtlich der Auswertung des Drehratensignals, welche nachstehend kurz diskutiert
werden.
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Abb. 3.24.: Offener Regelkreis zur Auswertung des Drehratendetektionssignals
3.5.2. Detektion mit offenem Regelkreis
Die Anwendung als offener Regelkreis lässt sich sehr einfach und kostengünstig rea-
lisieren. Im Vergleich zu einer Anwendung mit geschlossenem Regelkreis sind keine
elektronischen Komponenten, welche zusätzliche Chipfläche benötigen, zur Signalrück-
kopplung notwendig. In Abbildung 3.24 ist das Blockschaltbild der Realisierung als
offener Regelkreis, wie sie auch in dieser Arbeit angewandt wurde, dargestellt. Die
grau hinterlegten Blöcke sind digital innerhalb des FPGA implementiert. Das Drehraten-
detektionssignal wird zunächst dem analogen trägerfrequenten C/U-Wandler zugeführt
und anschließend direkt digitalisiert. Das digitalisierte Signal wird, um das Drehraten-
signal zu extrahieren, einer zweifachen Demodulation mit Filterung unterzogen. Wie
anhand der Topologie der einzelnen Blöcke erkennbar ist, ergibt sich ein offener Regel-
kreis. Trotz der einfachen Realisierung ist eine vollresonante Abstimmung eines open
loop Detektionskreises problematisch. Im Bereich um die Resonanzfrequenz variieren
die Amplitudenverstärkung und die Phase sehr stark, so dass eine Verschiebung der
Resonanzfrequenz ω0y, bedingt durch Temperaturänderungen, sehr große Sensitivitäts-
und Phasenänderungen der Messgröße zur Folge hat. Ein weiteres Problem ist die sehr
schmale Bandbreite, innerhalb der die Sensitivität konstant ist. Sind Antriebsresonanz-
frequenz und Detektionsresonanzfrequenz identisch, so kann bei entsprechend hoher
Güte des Detektionskreises die Bandbreite, innerhalb welcher der Skalenfaktor konstant
ist, infinitesimal klein sein. Dieser Sachverhalt führt zu Empfindlichkeitsschwankungen
und limitiert so die Übereinstimmung der Resonanzfrequenzen bei Vollresonanzabstim-
mung auf 5-10 Prozent [21]. Da eine sehr genaue vollresonante Abstimmung der Re-
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Abb. 3.25.: Geschlossene kraftrückgekoppelte Regelschleife des Detektionskreises
sonanzfrequenzen sehr großes Potential hinsichtlich Leistung und Rauschverhalten der
Auswertung des Drehratensignals beinhaltet, sind Konzepte zum Vollresonanzabgleich
(engl. Mode-Matching) gegenwärtig Gegenstand der Forschung [5, 56, 21].
3.5.3. Detektion mit geschlossenem Regelkreis
Während in einem offen Regelkreis das Übertragungsverhalten des Sensorsystems durch
die Übertragungsfunktion HmechD(s) des Detektionskreises festgelegt ist, hat man bei ei-
nem geschlossenen Regelkreis die Möglichkeit, die Übertragungsfunktion des Gesamt-
systems durch den Rückkoppelzweig zu beeinflussen. Durch elektrostatische Kraftrück-
kopplung kann die mechanische Kennlinie des Detektionskreises in ein lineares und un-
empfindlicheres System hinsichtlich Herstellungstoleranzen, Alterung und Temperatur





Für HmechDHelDHF f b >> 1 gilt
HKreis ≈ 1HF f b . [3.19]
Die Realisierung der Rückkopplung innerhalb dieser Arbeit wurde mittels eines di-
gitalen PT2-Gliedes, wie in Abbildung 3.26 dargestellt, umgesetzt. Die Parameter des
digitalen PT2-Gliedes, welches als digitales IIR-Filter implementiert wurde, sind so ge-
wählt, dass dessen Resonanzfrequenz mit der des Detektionsschwingers übereinstimmt,
die Güte jedoch deutlich geringer gewählt ist. Dadurch, dass der Detektionsschwinger
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Abb. 3.26.: Verschaltung des Detektionskreises als geschlossener kraftrückgekoppelter Regel-
kreis; Die Kraftrückkopplung auf den Detektionsschwinger des Sensorelements er-
folgt über ein digitales PT2-Glied.
und das PT2-Glied bei der Resonanzfrequenz eine Phasenverschiebung von 90◦ besit-
zen, ergibt sich für den Detektionsschwinger eine Kraft die seiner Auslenkung entgegen
wirkt und ihn dämpft. Durch Wahl eines geeigneten Rückkoppelfaktors kann die Cha-
rakteristik des Detektionsschwingers so verändert werden, dass eine flachere Übertra-
gungsfunktion mit erhöhter Bandbreite und flacherem Phasengang resultiert. Die flache-
re Übertragungsfunktion führt zu einer verringerten Sensitivität gegenüber einer Reali-
sierung als offener Regelkreis. Da jedoch bei der elektrostatischen Kraftrückkopplung
eine Formung des Rauschens an der Resonanzfrequenz ω0y erfolgt, wirkt sich dies nicht
auf den Signalrauschabstand aus.
3.5.4. Demodulation des Coriolissignals
Wird die Drehrate Ωz nicht konstant, sondern als cosinusförmiges Signal mit
Ωz(t) = cos(ωΩt +ϕ) [3.20]
gewählt, so ergibt sich für das modulierte Drehratensignal unter der Annahme, dass sich










Abb. 3.27.: Digitale I/Q-Demodulation mit anschließender Ausgangssignalfilterung des Rate-
und Quadratur-Kanals
Das modulierte Spannungssignal UMod , nach der Demodulation und Tiefpassfilterung
mit dem Trägersignal sM, ergibt sich mit der elektrischen GV/y und mechanischen Ver-
stärkung Gy/Ω zu
UMod = GV/yGy/ΩΩz · [cos((ω0x −ωΩ)t +(Φ−ϕ))
+ cos((ω0x +ωΩ)t +(Φ+ϕ))] .
[3.22]
Nach der digitalen I/Q-Demodulation erhält man für die Inphasenkomponente
IDet(t) = GV/yGy/ΩΩz · cos(ωΩt +(Φ+ϕ)). [3.23]
Die Demodulation des Drehratensignals erfolgt digital innerhalb des FPGA, siehe Ab-
bildung 3.27.
3.5.5. Nichtidealitäten bei der Drehratendetektion
Der MEMS-Drehratensensor ist bisher idealisiert betrachtet worden. In der Praxis je-
doch sind diese idealen Bedingungen nicht anzutreffen. Bedingt durch den Herstellungs-
prozess sind die Massen, Federkonstanten, Steifigkeiten und Geometrien toleranzbehaf-
tet. Diese Nichtidealitäten beeinflussen die Dynamik des Sensorelements und führen
so bei der Signalverarbeitung zu einer Limitierung der Leistungsfähigkeit der Sensor-
signalauswertung. Das sogenannte Quadratursignal und der Coriolisoffset sind nicht zu
vernachlässigende Fehler aufgrund der zuvor genannten Nichtidealitäten. Das Quadra-
tursignal tritt aufgrund des Quadraturfehlers, dargestellt in Abbildung 3.28, auf. Idealer-
weise besitzt die Auslenkung des Antriebsrahmens nur eine Komponente in x-Richtung.
Da diese idealen Bedingungen, verursacht durch nichtidealitäten der Koppelfeder, in der
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Abb. 3.28.: Quadratur- und Coriolisoffsetfehler, verursacht durch Nichtidealitäten innerhalb der
mikromechanischen Sensorstruktur
Realität nicht erreicht werden, resultiert neben der Antriebsauslenkung in x-Richtung
auch eine Komponente in y-Richtung der Detektionsrichtung. Das Quadratursignal ist
proportional zur Auslenkung der Antriebserregung und weist somit eine Phasenverschie-
bung von 90◦ bezüglich des zu detektierenden Coriolissignals auf, welches proportional
zu Antriebsgeschwindigkeit vx ist. Durch Demodulation des Detektionssignals mit dem
phasenrichtigen Antriebssignal kann das Quadratursignal am Ausgang der Signalverar-
beitung vollständig eliminiert werden. Da das Quadratursignal jedoch mehrere Größen-







sein kann, führen schon kleine Phasenverschiebungen zu einem sehr großen Fehler im
Messsignal. Der Quadraturfehler kann durch ein sorgfältiges Design der mechanischen
Koppelfedern, das Anlegen elektrostatische Kräfte sowie adaptive Regelstrategien mini-
miert werden [61, 9, 3].
Ein weiteres auftretendes Störsignal bei der Drehratensignalauswertung ist der Corio-
lisoffset, dargestellt in Abbildung 3.28. Ähnlich wie das Quadratursignal tritt es bei der
Demodulation mit der Antriebsfrequenz ωx auf. Wird der Antriebsrahmen in Resonanz
betrieben, ist die auf ihn wirkende Kraft proportional zu seiner Geschwindigkeit. Liegt
nun ein Teil der Antriebskraftkomponente in Richtung der sensitiven Achse, so wird
diese irrtümlicherweise als Drehratensignal interpretiert. Da der Coriolisoffset aufgrund
48
3.5. Coriolisdetektion
einer Kraftkomponente auf den Detektionsrahmen in y-Richtung auftritt, ist er somit







Der Coriolisoffset ist in Hochgütesystemen deutlich geringer als der Quadraturfehler





Mikromechanische Drehratensensoren sind zunächst für den Automobilbereich entwi-
ckelt worden. Dort bilden sie für das ESP (Elektronisches Stabilitäts- Programm) eine
wichtige sensorielle Basis, um die aktuelle Fahrsituation zu bewerten und falls notwen-
dig stabilisierend auf das Fahrzeug einzuwirken. Der Fokus der Entwicklung lag hierbei
auf der Steigerung der Leistungsfähigkeit, Sicherheits- und Plausibilitäts- sowie Kos-
tensenkungsaspekten. Da mikromechanische Drehratensensoren zunehmend in mobilen
Anwendungen wie Bildstabilisierung in Camcorder und Kameras, mobile Navigation,
Body-Monitoring und Videospiele [25, 52, 71] zum Einsatz kommen, sind veränder-
te Spezifikationen zu erfüllen. Ein wichtiges Kriterium in mobilen Anwendungen ist
der Stromverbrauch der Applikation, welcher direkt mit der Batteriestandzeit verknüpft
ist. Um eine lange Batteriestandzeit der mobilen Anwendungen unter Verwendung mi-
kromechanischer Inertialsensoren zu ermöglichen, ist die Entwicklung von Low-Power
Schaltungen notwendig. Im Folgenden wird ein neuartiges Auswertekonzept für kapa-
zitive mikromechanische Drehratensensoren vorgestellt und diskutiert, mit dem sich die
Stromaufnahme elektronischer Auswertekonzepte für mikromechanische Drehratensen-
soren signifikant reduzieren lässt.
4.1. Reduktion des Leistungsbedarfs
Die Wirkleistung ist der zeitunabhängige Anteil des Momentanwerts der Leistung. Er
wird der Energiequelle entnommen und in eine andere Energieform umgewandelt. Die
Wirkleistung ist von der Blindleistung, welche in idealen Energiespeichern wie dem
Kondensator oder der Spule auftritt, zu unterscheiden. In idealen Energiespeichern wird
keine Wirkleistung verbraucht, sondern die Energie wird zwischen Quelle und Verbrau-




Abb. 4.1.: CMOS Inverter mit den Hauptanteilen des Stromverbrauchs
4.1.1. Leistungsaufnahme in Digitalschaltungen
Die digitale Leistungsaufnahme lässt sich in einen statischen Psta und dynamischen Pdyn
Leistungsanteil untergliedern. Bei dem statischen Leistungsanteil wird dem System auch
ein sich änderndes Eingangssignals Energie zugeführt. Der dynamische Leistungsan-
teil beruht dagegen auf Laden und Entladen von Kondensatoren. Die beiden Leistungs-
anteile sind technologiespezifisch unterschiedlich. In der Bipolartechnik überwiegt der
statische Verlustleistungsanteil, während in der CMOS-Technologie die dynamisch ver-
brauchte Leistung vorrangig ist [1]. Die Verlustleistung einer digitalen Schaltung setzt
sich demzufolge aus einem statischen und einem dynamischem Leistungsanteil sowie
einem Leistungsanteil bedingt durch Kurzschluss- Pk und Leckströme Pl zusammen
Pdigital = Pdyn +Psta +Pk +Pl. [4.1]
Den größten Verlustleistungsanteil bei Digitalschaltungen steuert hier der dynamische
Leistungsanteil Pdyn, verursacht durch logische Umschaltvorgänge der NMOS (N-Type
Metal Oxide Semiconductor) und PMOS (P-Type Metal Oxide Semiconductor) Netz-
werke des CMOS Gatters, dargestellt in Abbildung 4.1, bei. Innerhalb jedes Taktzyklus,








P(t)dt =CL ·U2DD · fclk. [4.2]
Die dynamische Verlustleistung einer digitalen CMOS Schaltung kann durch Verrin-
gerung der Gesamtkapazitäten CL, der Versorgungsspannung UDD und der Frequenz
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fclk minimiert werden. Eine weitere Komponente der Leistung resultiert aus der Kurz-
schlussleistung Pk, sofern die Anstiegszeit bzw. Abfallzeit am Eingang des Inverters grö-
ßer ist als am Ausgang und so beide Transistoren leitend sind. Dies kann jedoch dadurch
verhindert werden, dass die Versorgungsspannung kleiner als die Summe der Schwell-
spannungen der einzelnen Transistoren gewählt wird [1]. Die Verlustleistung Pl , bedingt
durch Leckströme und statische Ströme Psta, ist technologieabhängig und im Vergleich
zu der dynamischen Verlustleitung vernachlässigbar.
4.1.2. Leistungsaufnahme in Analogschaltungen
Bei analogen Schaltungen ist im Gegensatz zu digitalen Schaltungen immer eine ge-
wisse Leistung notwendig, um die Signalenergie oberhalb des thermischen Rauschens
für ein vorgegebenes SNR (Signal to Noise Ratio) aufrecht zu erhalten [11]. Während
bei digitalen Schaltungen die Reduktion der Versorgungsspannung der effizienteste Weg
ist, den Leistungsbedarf der Gesamtschaltung zu reduzieren, ist dies bei einer analogen
Schaltung nicht der Fall. Bei analogen Schaltungen ist der Leistungsbedarf für eine be-
stimmte Temperatur T durch das vorgegebene SNR und die erforderliche Bandbreite der
Schaltung festgelegt. Eine zweckmäßige Größe für den Leistungsvergleich von digitalen
und analogen Systemen ist die Leistungsaufnahme eines einpoligen Filters innerhalb des
jeweiligen Systems. Die minimale Leistungsaufnahme einer analogen Schaltung, welche
einen rail-to-rail 1 Aussteuerbereich besitzt, ist [11]
Pmin,analog = 8kBT · f ·SNR, [4.3]
sofern die Signalamplitude den vollen Versorgungsspannungsbereich aussteuert. In (4.3)
bezeichnet kB die Boltzmann-Konstante und f die Frequenz des analogen Signals. In
Abbildung 4.2 ist die analoge Verlustleistung eines einpoligen Systems auf das Verstär-
kungsbandbreiteprodukt ωGBW normiert und in Abhängigkeit des SNR dargestellt. Zum
Vergleich ist die Leistung eines digitalen einpoligen Filters, normiert auf dessen Takt-
frequenz fclk, gegenübergestellt. Die Kurvenschar des digitalen Systems repräsentiert
unterschiedliche Energien Etr, welche der Quelle bei einem Umschaltvorgang von lo-
gisch 0 nach 1 entnommen werden. Es ist zu erkennen, dass analoge Systeme bis zu
1Aussteuerbereich eines Operationsverstärkers, der idealer Weise von der negativen bis hin zur positi-
ven Versorgungsspannung möglich ist
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Abb. 4.2.: Normierter Leistungsvergleich digitaler und analoger Schaltungen [11]; Ab einem be-
stimmten SNR benötigt eine digitale einpolige Implementierung weniger Leistung als
eine dazu vergleichbare analoge Realisierung.
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einem bestimmten SNR deutlich weniger Energie benötigen als ein damit vergleich-
bares digitales System. Ab einem bestimmten SNR wird jedoch eine analoge System-
realisierung leistungsineffizient, da die digitale Systemrealisierung eine geringere Leis-
tung pro Pol benötigt. Somit ermöglicht nach [11, 12] die digitale Systemrealisierung
zum Erzielen hoher SNR-Werte eine leistungseffizientere Implementierung. Eine analo-
ge Systemrealisierung bietet hingegen Vorteile bei Low-Power Implementierungen und
Hochfrequenzanwendungen [17].
Weitere Möglichkeiten zur Reduktion des Leistungsbedarfs, abgesehen von den tech-
nologischen Möglichkeiten, sind Ansätze auf Systemebene, wie sie in dieser Arbeit ver-
folgt werden. Ein sehr effektiver Ansatz zur Reduktion der Leistung ist, bestimmte, nicht
benötigte Schaltungsteile in diesen Zeiträumen in einen Power-Down-Modus zu ver-
setzen. Dieser Ansatz zur Reduktion des analogen Strombedarfs in analogen Frontend-
Schaltungen für kapazitive mikromechanische Drehratensensoren wurde in dieser Arbeit
gewählt und wird im Folgenden diskutiert.
4.1.3. Energieeffizienter Frontendbetrieb
Die Frontends kommerziell erhältlicher mikromechanischer Drehratensensoren haben
eine Leistungsaufnahme im Bereich von wenigen mA bis in den zweistelligen mA
Bereich. Die Leistungsaufnahme ist abhängig vom Rauschverhalten, von der Ausgangs-
bandbreite und dem Interface der Sensorsignalauswertung. Üblicher Weise wird dem
analogen Frontend während der Signalverarbeitung permanent Energie zugeführt. Es
gibt auch Ansätze für Power-Down der Sensorsignalverarbeitung, jedoch wird die Drehr-
atenmessung in diesem Betriebsmodus erst durch ein weiters Wake-Up nach einer ge-
wissen Latenzzeit funktional [7]. Das in dieser Arbeit vorgestellte Verfahren ermöglicht
einen energieeffizienten Power-Down Betrieb des analogen Frontends, bei dem gleich-
zeitig die Auswertung von Drehratensignalen gewährleistet ist. Auf diese Weise kann
die mittlere Stromaufnahme des analogen Frontends deutlich reduziert werden.
In Abbildung 4.3 sind die Abtastung des Antriebsdetektionssignals des Drehraten-
sensors und die Leistungsaufnahme des analogen Frontends dargestellt. Es ist deutlich
zu erkennen, dass die mittlere Stromaufnahme des analogen Frontends bei Anwen-
dung von Power-Down signifikant reduziert werden kann. Wird zudem die Abtastfre-
quenz des folgenden digitalen abtastenden Systems abgesenkt, kann ein noch effizi-
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Abb. 4.3.: Energieeffizienter Frontendbetrieb durch Power-Down der analogen
Vorverstärkerschaltung
enteres Power-Down umgesetzt werden. In Abbildung 4.4 ist der Leistungsbedarf bei
reduzierter Abtastrate dargestellt. Durch Verringerung der Abtastfrequenz kann die Ver-
lustleistung des analogen Frontends weiter abgesenkt werden. Weiter ist zu erkennen,
dass das Nyquist-Theorem bei der Abtastung des Signals eingehalten wurde, da mehr
als zwei Abtastwerte pro Signalperiode vorhanden sind. Das in dieser Arbeit vorge-
stellte neuartige Auswertekonzept verletzt jedoch durch die reduzierte Abtastrate der
ADCs bewusst das Nyquist-Theorem innerhalb des Antriebskreises. Durch die Abtast-
frequenz des ADC, die geringer als die zweifache Sensorresonanzfrequenz gewählt ist,
treten Aliasing-Signalkomponenten innerhalb des resultierenden unterabgetasteten Ny-
quistbandes auf. Die Information dieser Signalkomponenten wird ausgewertet und soll
den sicheren und energieeffizienten Betrieb des Drehratensensors bei Resonanzfrequenz
gewährleisten. Der Leistungsaufnahme des analogen Frontends im Power-Down Betrieb
ist proportional zu dem Verhältnis von Einschaltdauer Tein zur Periodendauer T . Mit der
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Abb. 4.4.: Energieeffizienter Frontendbetrieb mit reduzierter Abtastrate
Abtastzeit TA die sich nach (4.4) zu TA = Tein +Taus ergibt, resultiert für die Leistungs-
aufnahme des analogen Frontends folgende Beziehung




Da bei hohen Frequenzen ein effizienter Duty-Cycle 2 τ , bedingt durch Einschwingzei-
ten der Systemkomponenten nur schwer umzusetzen ist, ermöglicht der in dieser Arbeit
vorgestellte unterabgetastete Betrieb des Drehratensensors, durch die stark reduzierte
Abtastrate, die Realisierung höchsteffizienter Duty-Cycles bei moderaten Anforderun-
gen an die Einschwingzeiten der Systemkomponenten des analogen Frontends.
4.2. Abtastung zeitkontinuierlicher Signale
Die Detektionssignale, basierend auf Kapazitätsänderung der mikromechanischen Sen-
sorstruktur sind, wie viele andere Signale in unserer Umwelt wert- und zeitkontinu-
ierlicher Natur. Da die Verarbeitung von Signalen in digitaler Form sehr große Mög-
lichkeiten zur Filterung, Rauschunterdrückung und Manipulation des Signals bietet, ist




die Wandlung der zeitkontinuierlichen Signale in eine zeitdiskrete Form erforderlich.
Die zwei Basisoperationen zur Digitalisierung eines zeitkontinuierlichen Signals bei der
A/D-Wandlung sind hierbei die Abtastung und Quantisierung.
Die ideale Abtastung eines zeitkontinuierlichen Signals x(t) kann hierbei durch die





δ (t −nTA) [4.5]















δ (t −nTA), [4.7]
die aufzeigt, dass nur Signalwerte an den Stellen t = nTA herausgegriffen werden. Im
Frequenzbereich entspricht die Multiplikation des Impulskammes p(t) mit dem Signal
x(t) einer Faltung der jeweiligen Fouriertransformierten. Somit ergibt sich das Spektrum
allgemein zu
Xid( f ) = X( f )∗P( f )


















Das Abtasttheorem [41, 55] besagt, dass die Abtastfrequenz fA eines zeitkontinuierli-
chen bandbegrenzten Signals mit einer Minimalfrequenz fmin und einer Maximalfre-
quenz fmax mehr als doppelt so hoch wie die höchste im Signal vorkommende Frequenz
fmax sein muss, um aus dem erhaltenen zeitdiskreten Signal das Ursprungssignal oh-
ne Informationsverlust exakt zu rekonstruieren. Wird das Abtasttheorem verletzt, tritt
Aliasing auf und das Signal kann nicht mehr vollständig aus der abgetasteten Folge re-
konstruiert werden, da es innerhalb des resultierenden Nyquistbandes zu Überlappung
von Frequenzkomponenten kommt. Das Verhalten bei Auftreten von Aliasing ist in Ab-
bildung 4.5 dargestellt. In dem mittleren mit a) gekennzeichneten Graphen liegt ein
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Abb. 4.5.: a) Spektrum des überabgetasteten Signals mit ωA > 2ωg; b) Spektrum des unterabge-
tasteten Signals mit auftretendem Aliasing ωA < 2ωg
Spektrum nach Überabtastung des zeitkontinuierlichen bandbegrenzten Signals mit ei-
ner Frequenz von fA > 2 fg vor. Wird die Abtastfrequenz auf einen Wert von fA < 2 fg
reduziert, kommt es wie in Schaubild b) aufgezeigt zu spektralen Überlappungen. Der
nun folgende Ansatz nutzt bewusst diese Aliasing-Signalkomponenten und extrahiert
aus diesen die relevanten Informationen, um den resonanten Betrieb des Sensorantriebs-
kreises zu gewährleisten.
4.3. Unterabtastung des Antriebsdetektionssignals
Die Digitalisierung des Antriebsdetektionssignals erfolgt nach Stand der Technik über-
abgetastet. Das Antriebssignal, welches bei diesem Sensortyp eine Frequenz von fAntr =
16 kHz aufweist, wird mit einer Abtastfrequenz von mehreren 100 kHz abgetastet. Wird
die Abtastfrequenz reduziert, so kommt es ab einer unteren kritischen Frequenz zu spek-
tralen Überlappungen innerhalb des Basisbandes. In Abbildung 4.6 ist die Abtastung des
Antriebsdetektionssignals sA,Det mit unterschiedlichen Abtastfrequenzen fA1... fA3 dar-
gestellt. Die oberste Grafik zeigt die gewöhnliche Abtastung nach Stand der Technik
von sA,Det mit einer Frequenz von fA1 = 500 kHz. Bei der mittleren Grafik ist die Ab-
tastfrequenz fA2 zu 100 kHz gewählt. Das Frequenzspektrum zeigt jeweils wie erwartet
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Abb. 4.6.: Abtastung des Antriebsdetektionssignals mit unterschiedlichen Abtastfrequenzen
bei der Frequenz von fA,Det = 16 kHz einen Spitzenwert. Wird nun die Abtastfrequenz
fA3 zu 24 kHz gewählt ergibt sich eine Nyquistfrequenz von
fA3
2 = 12 kHz. Da das Ab-
tasttheorem verletzt ist, tritt Aliasing innerhalb des Nyquistbandes auf. Das Antriebs-
detektionssignal, welches die Frequenz fA,Det aufweist, wird nun auf eine Frequenz von
8 kHz abgebildet. Zu beachten ist, dass sich bei einem reellwertigen Signal das Spektrum
X( f ) des zeitkontinuierlichen Signals aus einem positiven und negativen Frequenzband
zusammensetzt [27]
XA,Det( f ) = X+A,Det( f )+X
−
A,Det( f ). [4.9]
Für das zeitkontinuierliche Signal sA,Det ergeben sich nach Abtastung mit fA die zeitdis-
kreten Spektren zu




XA,Det(+ f − f0,x + k fA)




XA,Det(− f − f0,x + k fA).
[4.10]
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Abb. 4.7.: Zeitdiskretes Spektrum nach Abtastung des Antriebsdetektionssignals von fAntr =
16 kHz mit einer Abtastfrequenz von fA = 24 kHz
Das Spektrum des in Abbildung 4.6 mit einer Frequenz von fA3 abgetasteten Signals ist
in Abbildung 4.7 dargestellt. Hierbei sind die Verschiebungen der positiven und nega-
tiven spektralen Komponenten für die Werte k = 0,k = −1,k = 1 aufgezeigt. Die Ny-
quistfrequenz fN ergibt sich bei einer Abtastfrequenz von fA3 = 24 kHz zu fN = 12 kHz.
X+A,Det,d( f ) |k=−1 = fA ·XA,Det(+ f −40,0kHz)
X+A,Det,d( f ) |k= 0 = fA ·XA,Det(+ f −16,0kHz)
X+A,Det,d( f ) |k=+1 = fA ·XA,Det(+ f +8,0kHz)
[4.11]
X−A,Det,d( f ) |k=−1 = fA ·XA,Det(− f −40,0kHz)
X−A,Det,d( f ) |k= 0 = fA ·XA,Det(− f −16,0kHz)
X−A,Det,d( f ) |k=+1 = fA ·XA,Det(− f +8,0kHz)
[4.12]
Bei einem cosinusförmigen Antriebsdetektionssignal
sA,Det(t) = x0 · cos(2π fAntrt) [4.13]
mit gegebener Fouriertransformierten XA,Det( f )
XA,Det( f ) =
x0
2
· [δ ( f + fAntr)+δ ( f − fAntr)] , [4.14]
resultiert nach Abtastung das in Abbildung 4.7 dargestellte Spektrum
∣∣XA,Det,d( f )∣∣. In
Abbildung 4.7 ist zu erkennen, dass die negative Spiegelfrequenz innerhalb des positiven
Nyquistbandes auf eine Frequenz von fsub = 8 kHz abgebildet wird.
Bei der Unterabtastung von sA,Det(t) geht ein Teil der dynamischen Information des
Ursprungssignals verloren. Das ursprüngliche Signal kann aus dem unterabgetasteten Si-
gnal nicht wieder vollständig rekonstruiert werden. Dennoch enthält das unterabgetaste-
te Antriebsdetektionssignal sA,sub(n) Informationen des zeitkontinuierlichen Ursprungs-
signals, die ausreichend sind, eine adäquate Antriebskreisregelung umzusetzen.
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Abb. 4.8.: 3dB-Bandbreite der Amplitudenübertragungsfunktion des Antriebskreises für unter-
schiedliche Güten
4.4. Amplitudenabhängige Resonanzregelung
Die Hauptaufgabe der Antriebskreisregelung ist es, die Amplitude des Antriebsschwin-
gers bei dessen Resonanzfrequenz konstant zu halten. Nach dem Stand der Technik sind
in Abbildung 3.19 Realisierungsmöglichkeiten der Antriebskreisregelung wiedergege-
ben. Der nun hier vorgestellte Ansatz zur Antriebskreisregelung nutzt die Amplituden-
information des unterabgetasteten Antriebsdetektionssignals als Messgröße. Durch die
Unterabtastung des Antriebsdetektionssignals lässt sich zusammen mit dem in Abbil-
dung 4.4 vorgestellten Power-Down ein sehr energieeffizientes analoges Frontend zur
Antriebskreisregelung realisieren.
In Abbildung 4.8 sind die Übertragungsfunktionen des Antriebskreises für unter-
schiedliche Güten bei gleicher Resonanzfrequenz dargestellt. Die Übertragungscharak-
teristik hat bei der Unterabtastung des Antriebsdetektionssignals entscheidenden Ein-
fluss auf das resultierende Aliasing-Spektrum im Nyquistband. Da der Antriebskreis
eines Drehratensensors idealer Weise ein System 2. Ordnung mit einem Bewegungs-
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freiheitsgrad darstellt, ist dementsprechend nur eine Resonanzüberhöhung zu erwarten.
Dies bedeutet wiederum, dass wenn der Antriebskreis des Sensors mit der Resonanz-
frequenz angeregt wird und anschließend das Antriebsdetektionssignal unterabgetastet
wird, sich nur die Frequenzanteile bei der Resonanzfrequenz in das Nyquistband falten.
Die Frequenzanteile, welche in das Nyquistband bei Unterabtastung gefaltet werden,
sind wiederum abhängig von der Art der Anregung. Bei einer schmalbandigen Anre-
gung mit nur einer Frequenz, wird idealer Weise diese Frequenz entsprechend (4.10)
in das resultierende Nyquistband gefaltet. Wird der Antriebskreis breitbandig angeregt,
so sind die Frequenzanteile, welche in das resultierende Nyquistband gefaltet werden,






Bei Unterabtastung des Antriebsdetektionssignals ist hierbei eine hohe Güte des An-
triebskreises von Vorteil und bei breitbandiger Anregung des Antriebsschwingers auf-
grund spektraler Überlappungen notwendig.
In herkömmlichen Systemen zur Antriebskreisregelung wird die Phaseninformation
zwischen dem Antriebssignal und dem Antriebsdetektionssignal genutzt, um den siche-
ren Betrieb bei Resonanzfrequenz des Antriebskreises zu ermöglichen. Diese Methode
ist bei einem unterabgetasteten Signal jedoch nicht praktikabel, da sich die Frequenzen
der beiden Signale sehr stark unterscheiden und im Allgemeinen keine ganzzahligen
Vielfachen voneinander darstellen. Ein weiterer Ansatz, über zwei gekoppelte numeri-
sche Oszillatoren [42], welcher ebenfalls im Rahmen dieser Arbeit verfolgt wurde, war
zunächst vielversprechend. Nach weiteren Analysen und Messungen erwies sich dieser
Ansatz jedoch instabil bezüglich äußerer Temperatureinflüsse [43].
In Abbildung 4.9 ist das Spektrum nach Unterabtastung, bei Anregung mit einem
Sinussignal, schematisch dargestellt. Entsprechend der gewählten Abtastfrequenz er-
scheint die k-te Verschiebung des abgetasteten Signals entsprechend (4.10) innerhalb
des resultierenden Nyquistbandes. Die Position des unterabgetasteten Signals innerhalb










Abb. 4.9.: Schematische Darstellung des resultierenden Spektrums bei Unterabtastung des An-
triebsdetektionssignals sA,Det mit unterschiedlichen Abtastfrequenzen
für positive und negative Spiegelfrequenzen. Der Parameter k gibt hierbei die Verschie-
bung des abzutastenden Signals an.
Da bei der Unterabtastung die Amplitudeninformation des Signals sehr einfach aus-
zuwerten ist, wird diese genutzt, um die Arbeitsweise bei Resonanzfrequenz sicherzu-
stellen. Die Phaseninformation bezüglich des Ursprungssignals könnte ebenfalls genutzt
werden, jedoch stellt diese eine komplexere Funktion zusätzlicher Abhängigkeit der
Frequenz dar. Die Resonanzfrequenz ω0x kann hierbei nicht nur durch die Phasenver-
schiebung Φx = 90◦, sondern auch dadurch beschrieben werden, dass bei Resonanz ei-
ne maximale Energieübertragung von der Erregenden Kraft hin zu dem schwingenden
System stattfindet. Somit ist bei der Resonanzfrequenz ωx0 ein Minimum an Energie
aufzuwenden, um die Schwingung des Antriebsschwingers aufrecht zu erhalten. Dieser
Sachverhalt, ein Minimum an Energie in das System einzuspeisen, wird genutzt, um

























Abb. 4.10.: Auswertekonzept der digitalen Resonanzregelung bei unterabgetastetem Antriebsde-
tektionssignal; Die Unterabtastung erfolgt innerhalb des digitalen Schaltungsteils.
4.4.1. Systemrealisierung der digitalen Antriebskreisregelung
Das Auswertesystem, an welchem das neuartige Auswertekonzept verifiziert wurde, ist
in Abbildung 4.10 dargestellt. Zu beachten ist hierbei, dass die Unterabtastung des An-
triebsdetektionssignals nicht direkt am A/D-Wandler der Antriebsdetektion erfolgt, son-
dern innerhalb des FPGA. Das amplitudenmodulierte Antriebsdetektionssignal wird zu-
nächst demoduliert und anschließend gefiltert, um das eigentliche Antriebsdetektions-
signal zu erhalten. Dieses wird dann mittels eines digitalen Downsampling-Bausteins
unterabgetastet. Die Verfahrensweise wurde so gewählt, da zunächst die Unterabtastung
direkt angewandt auf das nichtmodulierte Antriebsdetektionssignal untersucht werden
soll. Die Unterabtastung durch den Downsampling-Baustein kann hierbei der Abtastung
des ADC mit reduzierter Abtastrate gleichgesetzt werden [59]. Das mit der Frequenz
fADC abgetastete Antriebsdetektionssignal sA,Det(n) wird dem Dezimierungsbaustein zu-
geführt und abhängig von dem Unterabtastungsfaktor NDown abgetastet. Die Frequenz





wobei die Dezimierung mit dem Index nsub jeden NDown’ten Wert des Signals sA,Det(n)
übernimmt und die restlichen Werte verwirft. Mit dieser Methode ist es möglich, bei fest
vorgegebener Abtastrate des A/D-Wandlers das Systemverhalten für unterschiedliche
Unterabtastraten innerhalb des FPGA-Modells zu untersuchen.
Das unterabgetastete Signal sA,sub(n) wird daraufhin der digitalen AGC, dargestellt in
Abbildung 4.12, zugeführt. Innerhalb der AGC finden die Amplitudenmessung sowie die
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Abb. 4.11.: Baustein zur Unterabtastung bzw. Dezimierung des Einganssignals sA,Det(n) durch
Selektion jedes NDown’ten Werts
Abb. 4.12.: Digitale Implementierung der AGC und Bereitstellung des Amplitudenstellwerts als
Messgröße
Regelung der Antriebsamplitude des unterabgetasteten Signals statt. Die Amplituden-
messung erfolgt durch Absolutwertbildung und Filterung des Gleichanteils, wie zuvor
in Kapitel 3 diskutiert. Die Absolutwertbildung erfolgt durch Invertierung des negati-
ven Signalwerts am Eingang des Absolutwertbildners mittels einer Multiplikation mit
-1. Zur Filterung des Gleichanteils des unterabgetasteten Betragssignals
∣∣sA,sub(n)∣∣ wird
ein digitales Tschebyscheff-Filter vom Typ 2 mit 4. Ordnung verwendet. Die Grenz-
frequenz des Filters ist entsprechend der Signalfrequenz fA,sub des unterabgetasteten
Signals anzupassen. Der Ausgang der AGC liefert den aktuellen Amplitudenstellwert,
der als Messgröße für den Resonanzregler fungiert. In Abbildung 4.13 ist die Abhän-
gigkeit des Amplitudenstellwerts von der Anregefrequenz fAntr bzw. fNCO des DDS-
Sinusgenerators in einer Messung mit dem realen Sensor dargestellt. Die Messung zeigt,
dass die Anregungsfrequenz auf wenige Zehntel Hertz genau eingestellt werden muss,
um den Antriebskreis des Sensors genau bei der Resonanzfrequenz anzuregen. Diese
sehr genaue und feine Frequenzauflösung wird durch den DDS-Sinusgenerator und dem
damit verknüpften digitalen Resonanzregler ermöglicht. Der DDS Sinusgenerator arbei-
tet mit Bitbreite des Akkumulators von 32 bit und unterstützt somit eine Frequenzauflö-
sung Δ fNCO,min von 0,73 mHz bei einer internen Systemtaktrate fclk von 3,125 MHz.
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Abb. 4.14.: Allgemeiner Extremwertregler
4.4.2. Digitaler Resonanzregler
In Abbildung 4.15 sind die einzelnen Elemente des Resonanzreglers dargestellt. Die Re-
sonanzregelung hat die Aufgabe, das Minimum des PI-Regler-Amplitudenstellwerts zu
finden und dieses auch unter dem Einfluss von äußeren Störungen oder Drifterscheinun-
gen zu halten. Für diese Regelaufgabe wird ein Extremwertregler nach Abbildung 4.14
genutzt, der den nichtlinearen Prozess optimiert [53, 16, 63]. Die Extremwertregelung,
dargestellt in Abbildung 4.14, arbeitet mit einem periodischen Testsignal n, welches auf
den Arbeitspunkt des Stellwertes x0 addiert wird und damit den Stellwert x ergibt. Da
die Regelstrecke nichtlineares Verhalten aufweist, wird diese um den Arbeitspunkt x0
linearisiert, so dass sich für den Wert y






für das Kleinsignalverhalten ergibt. In dem Block P werden dann das Testsignal und das
Messsignal miteinander verknüpft. Der neue Stellwert x0 errechnet sich durch Integrati-
on des Ausgangssignals des Blocks P.
Die in dieser Arbeit genutzte Resonanzregelung arbeitet nach einem ähnlichen Prin-
zip. Das Eingangssignal der Resonanzregelung ist der aktuelle Amplitudenstellwert des
PI-Reglers der AGC. Als Ausgangssignal liefert der Resonanzregler den aktuell, entspre-
chend der Gradientenauswertung f (Δx,Δy) berechneten Wert für das Phaseninkrement
des DDS-Sinusgenerators. Die Arbeitsweise der Resonanzregelung lässt sich anhand
der Skizze in Abbildung 4.16 verdeutlichen. Die Funktion zeigt den Zusammenhang
zwischen dem Amplitudenstellwert des PI-Reglers als Messwert und dem Phaseninkre-
ment des NCO als Stellgröße. Die Verknüpfung zwischen diesen beiden Größen ist in
68
4.4. Amplitudenabhängige Resonanzregelung
Abb. 4.15.: Blockschaltbild der digitalen Resonanzregelung
der Skizze als quadratisch angenommen. Das Testsignal mit der Amplitude m ändert
sich periodisch um den Arbeitspunkt x0. Das Testsignal wird hierbei durch einen bi-
polaren Modulator, welcher ausschließlich die Werte +1 und -1 annimmt, erzeugt. Die
bipolaren Werte des Testsignalgenerators werden anschließend mit dem Verstärkungs-
faktor GNCO multipliziert, um mit dem daraus resultierenden Phaseninkrement PINCO
den notwendigen Frequenzsprung innerhalb des DDS-Sinusgenerators zu erzeugen. Das
Phaseninkrement des DDS-Sinusgenerators berechnet sich zu










Entsprechend der Modulation des Phaseninkrements und der Amplitudenübertragungs-
funktion des Antriebskreises ergibt sich der Amplitudenstellwert des PI-Reglers. Um
innerhalb des Regelalgorithmus für die weitere Regelung entscheiden zu können, ob
sich der Arbeitspunkt x0 links oder rechts des Minimums befindet, ist die Bildung und
Auswertung der Gradienten Δx und Δy notwendig.
Δx = xn+1 − xn = (x0 ±m)− (x0 ∓m)
Δy = yn+1 − yn = y±m(x0 ±m)− y∓m(x0 ∓m)
[4.21]
Für den in Abbildung 4.16 oben dargestellten Fall ergeben sich bei der Änderung des
Phaseninkrements PINCO, von x0−m nach x0+m, die Gradienten zu Δx > 0 und Δy < 0.
Mit diesen Gradienten kann nun eine Entscheidung innerhalb des Prioritätsdekoders P
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Abb. 4.16.: Funktionsweise der Resonanzregelung: Das Phaseninkrement des NCO wird auf-
grund der Gradientenmessung schrittweise erhöht (oben) wenn das Optimum ober-
halb des aktuellen Arbeitspunktes liegt oder konstant gehalten (unten), sofern der
aktuelle Arbeitspunkt dem Optimum entspricht.
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Abb. 4.17.: Tabelle der Funktionswerte des Prioritätsdekoders
über die Lage des Minimums getroffen werden. Voraussetzung für die Optimierung des
Phaseninkrements ist, dass innerhalb des Suchbereichs nur ein Optimum des Amplitu-
denstellwerts vorhanden ist und somit die Gütefunktion linksseitig und rechtsseitig vom
Optimum streng monoton wachsend, bzw. fallend ist. Das Ergebnis des Prioritätsdeko-
ders ist entsprechend den Eingangsgradienten
p = f (Δx,Δy) =
{
−sign(Δx)sign(Δy) , fallsΔx = 0∧Δy = 0
0 ,sonst
. [4.22]
Die Funktion (4.22) kann durch logische Operatoren gemäß Abbildung 4.17 realisiert





bleiben soll und werden innerhalb des Akkumulators aufaddiert. Der Stand des Akku-
mulators gibt daraufhin, abhängig von der Arbeitsschrittweite INCO, den aktuellen Ar-
beitspunkt
x0(nc +1) = x0(nc)± INCO [4.23]
des Phaseninkrements des NCO an. Die zuvor beschriebenen Vorgänge werden inner-
halb des Regelalgorithmus in 5 Schritten abgearbeitet:
1. Frequenzsprung des NCO
2. Messung der Gütefunktion
3. Berechnung der Gradienten
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4. Auswertung des Prioritätsdekoders
5. Ausgabe des neuen Stellwerts
Sofern ein Wert des Prioritätsdekoderausgangssignal überwiegt, bedeutet dies, dass sich
der aktuelle Arbeitspunkt außerhalb des Optimums befindet. Sind die Werte +1 und -1
gleichverteilt, befindet sich der aktuelle Arbeitspunkt im gesuchten Optimum der Gü-
tefunktion. Die Regelgeschwindigkeit der Resonanzregelung ist hierbei abhängig von
Ausregelzeit des PI-Reglers der AGC. Die Arbeitsfrequenz des Resonanzreglers wur-
de empirisch, durch das Aufschalten eines Frequenzsprungs der Antriebsfrequenz, zu
einem maximalen Wert von 2,6 Hz festgestellt.
4.4.3. Adaption der Arbeitsschrittweite
Mit jeder Ausgabe des neuen Stellwertes x0 wird der Akkumulator mit einer fest vor-
gegebenen Schrittweite INCO, entsprechend dem Ausgangswert des Prioritätsdekoders
p(Δx,Δy), inkrementiert.
x0(nc +1) = x0(nc)+ INCO · p(Δx,Δy) [4.24]
Dieser Inkrementierungsschritt INCO kann durch einen festen Wert vorgegeben sein. Die
Problematik für eine feste Vorgabe der Arbeitsschrittweite ist nachfolgend dargestellt.
In Abbildung 4.18 ist die Schrittweite des Resonanzreglers fest auf INCO = 2Hz ein-
gestellt. Die Simulation zeigt das Phaseninkrement bzw. die Frequenz fNCO des DDS
Sinusgenerators, das Ausgangssignal p(Δx,Δy) des Prioritätsdekoders sowie die Schritt-
weite m. Der Startwert des Reglers ist zu x0 = 15580 Hz gewählt. Die Resonanzfrequenz
des Antriebsschwingers beträgt 16,0 kHz. Die Simulation zeigt, dass der Regler relativ
schnell das Minimum des PI-Regler Stellwerts bei der vorgegebenen Resonanzfrequenz
findet. Sofern das Optimum erreicht ist, pendelt der Regler jedoch mit fest vorgege-
bener Schrittweite um das Optimum. Bei einer vorgegebenen Schrittweite von 2,0 Hz
verursacht dies nicht tolerierbare Störungen bei der nachfolgenden Demodulation des
Drehratensignals. Eine Alternative zu der großen Schrittweite ist, diese auf einen Mi-
nimalwert festzusetzen, so dass bei Erreichen des Optimums die Abweichung des ak-
tuellen Arbeitspunktes x0 von der realen Resonanzfrequenz des Sensors minimal wird.
In Abbildung 4.19 ist die Arbeitsschrittweite zu INCO = 0,1 Hz festgelegt. Die klei-
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Abb. 4.18.: Simulationsergebnisse der digitalen Resonanzregelung mit einer fest vorgegebenen
Arbeitsschrittweite von m = 2Hz
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Abb. 4.19.: Simulationsergebnisse der digitalen Resonanzregelung mit einer fest vorgegebene
Arbeitsschrittweite von INCO = 0,1 Hz
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Abb. 4.20.: Blockschaltbild der digitalen Resonanzregelung mit Adaption der Integrationszeit-
konstanten bzw. der Arbeitsschrittweite
nere Schrittweite verursacht bei der Demodulation deutlich geringere Störungen inner-
halb des Drehratensignals. Jedoch wird aufgrund der kleineren Arbeitsschrittweite von
INCO = 0,1 Hz die Zeitdauer bis zum Erreichen des Optimums sehr groß.
Diese Problematik kann durch Adaption der Arbeitsschrittweite m des Akkumula-
tors wie in Abbildung 4.20 dargestellt entschärft werden. Der Grundgedanke bei der
Adaption besteht darin, die Arbeitsschrittweite m des Akkumulators bei großer Entfer-
nung vom Optimum zu einem Maximalwert INCO,max und bei sehr kleiner Entfernung
vom Optimum zu einem Minimalwert INCO,min, zu wählen. Als Maß für die Entfernung
vom Optimum kann der Mittelwert des Prioritätsdekodersignals p(Δx,Δy), welcher ei-
ne qualitative Aussage über die Entfernung zum Minimum liefert, genutzt werden. Die
Werte zwischen der minimalen und maximalen Arbeitsschrittweite können gemäß Ab-
bildung 4.21 linear interpoliert werden. Das Resultat mit Adaption der Arbeitsschritt-
weite INCO ist in Abbildung 4.22 simulativ dargestellt. Die adaptive Anpassung der Ar-
beitsschrittweite vereinigt die Vorteile der beiden vorhergehenden Beispiele. Zum einen
wird durch die maximale Schrittweite INCO,max ein rasches Annähern an das Optimum
aus weiter Entfernung ermöglicht. Zum anderen wird bei Erreichen des Optimums, dies




Abb. 4.21.: Kennlinie der adaptiven Arbeitsschrittweite













































Abb. 4.23.: Messaufbau mit Drehtisch zur Verifikation des unterabgetasteten Systemansatzes
4.5. Messergebnisse bei Unterabtastung des Antriebsdetektionssignals
Im folgenden Abschnitt werden die Messergebnisse des unterabgetasteten Antriebskon-
zepts vorgestellt. Es soll die Auswirkung der Unterabtastung des Antriebs sowie der neu-
artigen Antriebsresonanzregelung auf das Drehratenausgangssignal untersucht werden.
In Abbildung 4.23 ist der Messaufbau zur Charakterisierung des neuen Systemansatzes
dargestellt.
4.5.1. Messergebnisse bei Unterabtastung des Antriebsdetektionssignals
innerhalb des digitalen Schaltungsteils
Das Detektionssignal wurde bei dieser Messreihe nicht unterabgetastet. Die Abtastfre-
quenz des ADC des Detektionskreises ist auf einen Wert von 3,125 MHz gesetzt und der
Detektionsschwinger ist als offener Regelkreis betrieben. Die Filterausgangsstufe der
CIC-Ausgangsfilter ist auf eine Bandbreite von 50 Hz begrenzt. Das Blockschaltbild der
Messschaltung ist in Abbildung 4.24 dargestellt. Durch geeignete Wahl des Unterabtas-
tungsfaktors NDown lassen sich unterschiedliche Abtastfrequenzen realisieren. Die PLL






























Abb. 4.24.: Blockschaltbild des digitalen Auswertekonzepts zur Untersuchung des Systemver-
haltens bei unterschiedlichen Abtastraten
phase. In Tabelle 4.1 sind die Unterabtastungsfaktoren NDown, die daraus resultierenden
Abtastfrequenzen fA,NDown sowie die nach Unterabtastung des bei Resonanzfrequenz f0x
betrieben Sensors entstehende Spiegelfrequenz fsub,A aufgelistet. Eine weitere wichtige
Größe für das Systemverhalten ist das Verhältnis zwischen der Abtastfrequenz fA,NDown
und der resultierenden Spiegelfrequenz fsub,A. Die Spiegelfrequenz fsub,A wird, abhängig
von dem gewählten Unterabtastungsfaktor NDown, in das resultierende Nyquistband
fN,sub =
[





abgebildet. Je höher dieser Quotient ist, desto geringer ist das Amplitudenrauschen bei
der Amplitudenbestimmung des unterabgetasteten Signals. Dieses Verhalten ist jedoch
konzeptbedingt und abhängig von dem verwendeten Verfahren zur Amplitudenbestim-
mung. Die folgenden Messergebnisse beruhen auf der Konfiguration Nr.4 in Tabelle
4.1. In Abbildung 4.25 ist das gemessene Prioritätsdekodersignal dargestellt. Wie er-
wartet, hat es einen Mittelwert von Null, da das System eingeschwungen ist und die
aktuelle Frequenz fNCO des DDS-Sinusgenerators mit der Resonanzfrequenz des Sen-
sorelements übereinstimmt. Von Interesse ist nun, wie sich die Modulation des Test-
signals mit der Modulationsschrittweite GNCO auf das Drehratensignal auswirkt. Bei
einem Frequenzsprung von mehreren Zehntel Hertz werden Störungen innerhalb des
Drehratensignals erwartet, da die Amplitudenänderung durch das Testsignal nicht zu
vernachlässigen ist. Die Mitkoppelspannung ist so gewählt, dass eine möglichst hohe
Empfindlichkeit durch Vollresonanzabgleich des Detektionsschwingers erzielt wird. Bei
dem verwendeten Sensorelement ist der Vollresonanzabgleich gemäß der dargestellten
Messreihe in Abbildung 4.26, bei einer Spannung von UMit = 3,9V gewährleistet. Bei
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Nr. f0x NDown fA,NDown fsub,A
fA,NDown
fsub,A
1 15424 Hz 190 16447,4 Hz 1023,4 Hz 16,1
2 15424 Hz 381 8202,1 Hz 980,2 Hz 8,4
3 15424 Hz 761 4106,4 Hz 1001,8 Hz 4,1
4 15424 Hz 400 7812,5 Hz 201,0 Hz 38,9
5 15424 Hz 800 3906,3 Hz 201,0 Hz 19,4
6 15424 Hz 1600 1953,1 Hz 201,0 Hz 9,7
7 15424 Hz 2416 1293,5 Hz 97,5 Hz 13,3
8 15424 Hz 3221 970,2 Hz 99,1 Hz 9,8
9 15424 Hz 4831 646,9 Hz 100,7 Hz 6,4
10 15424 Hz 6442 485,1 Hz 99,1 Hz 4,9
Tab. 4.1.: Messreihe zur Verifikation des Ausgangsrauschens des Drehratensignals bei unter-
schiedlichen Abtastfrequenzen fA,NDown
Abb. 4.25.: Messwerte des Prioritätsdekoderausgangssignals bei unterabgetastetem Betrieb
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Abb. 4.26.: Empfindlichkeit des Drehraten-Inphasen-Kanals in Abhängigkeit von der Mitkop-
pelspannung, dargestellt als Effektivwert
Mitkoppelspannungen ober- bzw. unterhalb UMit = 3,9V nimmt die Empfindlichkeit der
Drehratensignalauswertung stark ab.
In Abbildung 4.27 ist das Rauschverhalten des Drehratensignals innerhalb des In-
phasen-Kanals 3 in Abhängigkeit des Testsignalfrequenzsprungs der Resonanzregelung
dargestellt. Die Höhe des Testsignalfrequenzsprungs wurde hierbei von 0,005 Hz bis
0,2 Hz in einer Auflösung von 0,005 Hz variiert. Bis zu einer Höhe des Testsignal-
frequenzsprungs von 0,06 Hz ist der Effektivwert des Rauschens des Drehratensignals
unter einem Wert von 0,1◦/s. Die Höhe des Ausgangsrauschens ist jedoch abhängig von
der analogen Vorverstärkung der C/U-Wandler des analogen Frontends und dem damit
verknüpften maximalen Aussteuerbereich der A/D-Wandler.
Abbildung 4.28 und 4.29 zeigen Messergebnisse, bei denen die analoge Vorverstär-
kung so gewählt wurde, dass der Aussteuerbereich der A/D-Wandler nahezu voll ge-
nutzt wurde. Hierbei ist in Abbildung 4.28 das Drehratensignal bei zwei unterschiedlich
großen Frequenzsprüngen des Testsignals dargestellt. Die Anregung des Sensors erfolgt
auf einem Drehtisch durch ein sinusförmiges Anregungssignal mit einer Drehrate von
3Der Inphasen-Kanal nach der I/Q-Demodulation des Drehratendetektionssignals wird auch Rate-
Kanal genannt. Das 90◦ dazu verschobene Signal wird als Quadratursignal bezeichnet.
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Abb. 4.27.: Effektivwert des Störsignals innerhalb des Drehratenkanals in Abhängigkeit von un-
terschiedlich hohen Frequenzsprüngen des Testsignals
Abb. 4.28.: Messung des Drehratenausgangssignals bei unterschiedlichen Frequenzsprüngen des
Testsignals; Oben: sinusförmige Anregung von 1◦/s Effektivwert; Mitte: Drehraten-
ausgangssignal bei einem Testsignalfrequenzsprung von 0,1 Hz; unten: Drehraten-
ausgangssignal bei einem Testsignalfrequenzsprung von 0,05 Hz
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1◦/s Effektivwert und einer Anregungsfrequenz von 2 Hz. In der obersten Messung ist
das Drehratensignal mit einer Frequenz von 2 Hz und einer Amplitude von 1,41◦/s kor-
rekt wiedergegeben. Bei der mittleren und unteren Messung wurde der Drehtisch in
Ruhe gehalten. In der mittleren Messung ist das Testsignal zur Resonanzregelung bei
unterabgetastetem Betrieb deutlich zu erkennen. Die Störung, verursacht durch die Fre-
quenzsprünge von 0,1 Hz des Testsignals, resultieren in einem fehlerhaft interpretierten
Drehratensignal mit einem Effektivwert von 0,092◦/s. Wird die Höhe der Frequenz-
sprünge des Testsignals auf einen Wert von 0,03 Hz verringert, ergibt sich das Messer-
gebnis nach Abbildung 4.28 unten. Durch die Reduktion der Testsignalfrequenzsprünge
ist das Störsignal auf einen Effektivwert von 0,041◦/s bei ruhendem Drehtisch abge-
sunken. Diese Messergebnisse zeigen, dass die Qualität des Drehratensignals bei unter-
abgetastetem Betrieb stark von der Höhe des gewählten Testsignalfrequenzsprungs der
Resonanzregelung abhängt. Um die Störungen zu minimieren, sollte ein möglichst klei-
ner Frequenzsprung gewählt werden. Die minimale Höhe des Frequenzsprungs richtet
sich allerdings nach dem Rauschen des PI-Regler-Stellsignals. Durch die nachfolgende
Berechnung des Differenzsignals Δy sollte die Möglichkeit gegeben sein, diesen Fre-
quenzsprung zu detektieren, da ansonsten der reguläre Betrieb der Resonanzregelung
nicht mehr gewährleistet ist.
In Abbildung 4.29 ist die Abhängigkeit des Effektivwerts des Störsignals innerhalb
des Rate-Kanals nach Demodulation und Ausgangsfilterung dargestellt. Durch geeigne-
te Wahl der Höhe des Frequenzsprungs des Testsignals kann die Störung bei noch funk-
tionaler Resonanzregelung bis auf einen Effektivwert von 0,022◦/s reduziert werden.
Somit bietet das Systemkonzept mit unterabgetastetem Antriebssignal großes Potenti-
al, die Abtastrate der A/D-Wandler zur Digitalisierung des Antriebsdetektionssignals
signifikant zu reduzieren und dennoch aktuell geforderte Spezifikationen hinsichtlich
des Systemrauschens zu erfüllen. In Verbindung mit einem Power-Down des analogen
Frontends kann so die Stromaufnahme des Sensorsystems erheblich reduziert werden.
4.5.2. Messergebnisse bei Unterabtastung des trägermodulierten
Antriebsdetektionssignals direkt durch den A/D-Wandler
Bisher erfolgte die Unterabtastung innerhalb des digitalen Schaltungsteils des FPGA.
Das unterabgetastete Signal wurde nach der Demodulation mit dem Trägersignal durch
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Abb. 4.29.: Effektivwert des Störsignals innerhalb des Drehratenkanals in Abhängigkeit von un-
terschiedlich hohen Frequenzsprüngen des Testsignals
einen Downsampling-Baustein, welcher nur jeden NDown’ten Abtastungswert des höher-
frequenten Eingangssignal behält und die restlichen Werte verwirft, erzeugt.
Abbildung 4.30 zeigt den Schaltungsaufbau einer Systemrealisierung, bei der die Un-
terabtastung direkt bei der A/D-Wandlung erfolgt. Hierzu wird die Abtastrate des A/D-
Wandlers entsprechend der gewünschten Abtastfrequenz angepasst. Das Spektrum des
resultierenden Nyquistbandes ist in diesem Fall komplexer, da das unterabzutastende
Signal aus der Trägerfrequenz und den zwei modulierten Seitenbändern besteht. So-





























Abb. 4.30.: Blockschaltbild der Systemrealisierung bei Unterabtastung des trägermodulierten
Antriebsdetektionssignals direkt durch den A/D-Wandler
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Abb. 4.31.: Resultierendes Spektrum bei Unterabtastung des gegebenen analogen
Bandpasssignals
quistbandes. Durch die direkte Abtastung des A/D-Wandlers mit einer reduzierten Ab-
tastrate erfolgt eine Frequenzverschiebung der hochfrequenten Bandpasssignale in den
Basisbandbereich, so dass bei dieser Systemrealisierung die Demodulation mit der Trä-
gerfrequenz nicht erforderlich ist und dementsprechende Hardwarebausteine eingespart
werden können. Jedoch ist die Abtastfrequenz so zu wählen, dass sich die einzelnen Fre-
quenzkomponenten innerhalb des resultierenden Nyquistbandes nicht überlappen. Ge-
mäß Abbildung 4.31 ist die Trägerfrequenz zu 340 kHz gewählt. Der Antriebskreis des
Sensors wird mit der Resonanzfrequenz von fx0 = 15424 Hz angeregt. Abbildung 4.31
gibt das diesbezügliche Spektrum schematisch dargestellt wieder. In der Teildarstellung
a) ist das ideale Spektrum als Bandpasssignal mit der Trägerfrequenz fT und den bei-
den dazugehörigen Seitenbändern dargestellt. Die Frequenzkomponenten außerhalb des
Bandpasssignals sind in der gezeigten Darstellung zu Null angenommen. Das so darge-
stellte Spektrum zeigt die spektrale Situation des analogen abzutastenden Signals. Wird
nun eine Abtastfrequenz gewählt, die deutlich geringer als die Resonanzfrequenz des
Sensors ist, resultiert das in Abbildung 4.31 b) dargestellte Spektrum. Die Abtastfre-
quenz des A/D-Wandlers ist in diesem Fall zu fA = 3,125 MHz/211 ≈ 1525,9 Hz ge-
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Abb. 4.32.: Spektrum nach analoger C/U-Wandlung der Antriebsdetektion
wählt. Durch die geringe Abtastrate werden die einzelnen Frequenzkomponenten des
Bandpasssignals in das resultierende Nyquistband gefaltet. Das positive Nyquistband
enthält somit die gemäß (4.10) spektrale Verschiebung des Wertes k = 233 des negati-
ven oberen Seitenbands, die spektrale Verschiebung des Wertes k = 213 des negativen
unteren Seitenbands sowie die spektrale Verschiebung des Wertes k = 223 des Trägersi-
gnals der Bandpasskomponenten. Als relevante Frequenzkomponente wird die spektrale
Verschiebung des Wertes k = 233 des negativen oberen Seitenbands bei 105,8 Hz durch
ein digitales Bandpassfilter extrahiert. Das digitale Spektrum nach Bandpassfilterung ist
in der Teilabbildung c) dargestellt. Das digitale bandpassgefilterte Signal wird darauf-
hin der Amplitudenmessung des Resonanzreglers zugeführt. Ab diesem Punkt ist die
Signalverarbeitung identisch zu der in Abbildung 4.24.
In Abbildung 4.32 ist die spektrale Messung des analogen Antriebsdetektionssignals
nach der C/U-Wandlung dargestellt. Das Spektrum zeigt das Trägersignal bei einer Fre-
quenz von 340 kHz. Weiterhin sind das obere und untere modulierte Seitenband der
Antriebsstimulation bei einer Frequenz von 340 kHz±15424 Hz zu erkennen. Das C/U-
Wandler Detektionssignal des Antriebs enthält außerdem die einfache Frequenzkompo-
nente des Anregungssignals bei fAntr = 15424 Hz. Anders als in Abbildung 4.31 an-
genommen liegt nun kein reines Bandpasssignal zur Unterabtastung vor. Bei der Wahl
der Abtastfrequenz muss darauf geachtet werden, dass die Resonanzfrequenzkompo-
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Abb. 4.33.: Messung des unterabgetasteten analogen C/U-Wandler Detektionssignals des An-
triebs mit dazugehörigem Spektrum. a) vor digitaler Bandpassfilterung, b) nach digi-
taler Bandpassfilterung
nente nicht in das relevante Signalband bei 105,8 Hz gefaltet wird. In Abbildung 4.33
ist das unterabgetastete Signal mit zugehörigem Spektrum dargestellt. Die Einheit des
Spektrums ist in dBFS 4 gegeben. Die Lage der spektralen Komponenten ist bis auf die
k = 10 Verschiebung des Antriebssignals wie in Abbildung 4.31 erwartet. Die relevante
Information des Signals bei 105,8 Hz wird durch ein digitales Bandpassfilter extrahiert
und kann zur Resonanzregelung des Antriebskreises genutzt werden. Die Messergeb-
nisse zum Ausgangsrauschen innerhalb des Drehratenkanals in Abbildung 4.34 zeigen
nahezu identisches Verhalten bezüglich des Rauschens, verursacht durch die Testsignal-
frequenzsprünge des Resonanzreglers zu den in Abbildung 4.27. Aus diesem Ergebnis
lässt sich folgern, dass für die Bewertung des Systemverhaltens des Resonanzreglers
bei unterschiedlichen Abtastraten, die in Abbildung 4.24 dargestellte Systemrealisierung
eine gültige Methode darstellt. Die Unterabtastung eines trägerfrequenten Bandpasssi-
gnals bietet in einer praktischen Realisierung die Möglichkeit, das Eingangsrauschen,
4dBFS, engl. Abkürzung für „dezibels relative to full scale“; dBFS beschreibt die Amplitude in Dezibel
eines digitalen Systems, wobei 0 dBFS der Vollaussteuerung des A/D-Wandlers entspricht.
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Abb. 4.34.: Effektivwert des Störsignals innerhalb des Drehratenkanals in Abhängigkeit von un-
terschiedlich hohen Frequenzsprüngen des Testsignals bei der Systemrealisierung
mit direkter Unterabtastung durch den A/D-Wandler
wie z.B. das 1/f-Rauschen der Operationsverstärker vor der Abtastung durch einen ge-




Bis zu diesem Kapitel wurde ein Ansatz mit Systemrealisierung für den leistungseffi-
zienten Betrieb der analogen Vorverstärkung des Antriebskreises des Drehratensensors
vorgestellt. Die Energieeinsparung wird hierbei hauptsächlich durch Power-Down der
analogen Vorverstärkungselektronik bei stark reduzierter Abtastrate erzielt. Die vorran-
gigen Leistungsverbraucher sind die Operationsverstärker zur Kapazitäts-Spannungs-
wandlung in der analogen Vorverstärkerschaltung. Die Auswerteelektronik des Drehr-
atendetektionskreises ist hierbei ähnlich des Antriebskreises. Die Drehratendetektion
beruht auf der Auswertung der Kapazitätsänderungen aufgrund der Coriolisbeschleu-
nigung des Detektionsschwingers. Auch hier kann, wie zuvor bei der energieeffizien-
ten Antriebskreisregelung, eine sehr deutliche Leistungsreduktion durch Power-Down
der analogen Vorverstärkung, in Verbindung mit einer stark reduzierten Abtastrate des
A/D-Wandlers des Detektionskreises realisiert werden. Im Folgenden wird ein Auswer-
tekonzept zur energieeffizienten Drehratendetektion eines kapazitiven mikromechani-
schen Drehratensensors vorgestellt.
5.1. Unterabtastung von Bandpasssignalen
Die Abtastung von Bandpasssignalen ist von hoher Relevanz auf dem Gebiet der digita-
len Signalverarbeitung. Dort ist das Verfahren der Bandpassabtastung in Bereichen wie
Optik, Radar- und Ultraschallanwendungen, Kommunikationstechnik, Messtechnik und
Biomedizin erfolgreich etabliert [64, 36, 19, 40]. In der Literatur wird die Unterabtas-
tung von Bandpasssignalen auch, Sub-Nyquist-Abtastung, Bandpassabtastung oder ZF
(Zwischenfrequenz)-Abtastung genannt.
Die Bandpasssituation ist in Abbildung 5.1 dargestellt. Die Mittenfrequenz des reel-
wertigen zeitkontinuierlichen Bandpasssignals mit der Bandbreite B ist mit fc gekenn-
zeichnet. Würde man das Bandpasssignal als Tiefpasssignal interpretieren, müsste die
Abtastfrequenz nach Nyquist mindestens zu fA > 2 · fc+ B2 gewählt werden, um Aliasing
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Abb. 5.1.: Unterabtastung eines analogen Bandpasssignals. a) Spektrum des zeitkontinuierlichen
Signals, b) Spektrum des zeitdiskreten Signals nach Abtastung mit der Abtastfrequenz
fA = fc − B2
bei der Abtastung zu verhindern. Wird das Bandpasssignal jedoch als solches aufgefasst
und vorausgesetzt, dass sich keine weiteren spektralen Anteile außerhalb des Signal-
bands mit der Bandbreite B befinden, wie es in Abbildung 5.1 dargestellt ist, kann eine
deutlich geringere Abtastrate als bei einer Tiefpassinterpretation gewählt werden, ohne
dass Aliasing auftritt. Bei der dargestellten Situation in Abbildung 5.1 wurde die Abtast-
frequenz zu fA = fc − B2 gewählt. Das analoge Bandpasssignal verschiebt sich nun bei
der Abtastung um Vielfache der Abtastfrequenz fA, so dass das Bandpasssignal mit der
Mittenfrequenz fc in das Basisband auf eine Frequenz von B2 gespiegelt wird. Das origi-
näre Bandpasssignal bei der Frequenz fc bleibt nach der Abtastung erhalten. Hier zeigt
sich der entscheidende Vorteil der Bandpassabtastung. Sie ermöglicht die Digitalisie-
rung und Frequenzverschiebung des Bandpasssignals in einem Prozessschritt bei deut-
lich geringeren Abtastfrequenzen. Somit wird es möglich, durch die A/D-Wandlung, ein
zeitkontinuierliches und moduliertes Bandpasssignal bei der Abtastung zu digitalisieren
und gleichzeitig eine Demodulation ohne den zusätzlichen Aufwand eines Demodula-
tors und Filters durchzuführen. Die Bedingung für die Abtastfrequenz ist hierbei, dass
fA ≥ 2 B [5.1]
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gilt [64, 35], um keine Information des modulierten Nutzsignals zu verlieren. Diese
Bedingung beinhaltet das Theorem von Nyquist und gibt somit die minimal wählbare
Abtastfrequenz der Bandpassinformation vor. Diese untere Grenze zeigt, dass weitaus
geringere Abtastfrequenzen bei der Interpretation als Bandpasssignal im Vergleich zu
einer Tiefpassinterpretation möglich sind.
Dennoch können bei der Abtastung von Bandpasssignalen spektrale Überlappungen
auftreten, so dass weitere Bedingungen bei der Wahl einer Abtastfrequenz zu berück-
sichtigen sind. Sofern r die Anzahl der Replikationen des Bandpasssignals mit der Band-
breite B innerhalb des Frequenzbereichs [2 fc −B] angibt, darf die Abtastfrequenz nicht
größer sein als
fA ≤ 2 fc −Br , und r ∈ N, [5.2]
um die Überlappung von Spektralanteilen innerhalb des resultierenden Nyquistbandes
zu verhindern [35, 64]. In Abbildung 5.1 ist r zu r = 1 gewählt. Bei dieser Wahl von
r berühren sich das negative und positive Band bei 0 Hz. Würde die Abtastfrequenz
größer gewählt, so käme es zur Überlappung der beiden Teilspektren und Aliasing wäre
nicht mehr vermeidbar. Für eine Bandpassabtastung stellt (5.2) die obere Grenze der
Abtastfrequenz dar.
Die Wahl der Abtastfrequenz ist allerdings auch nach unten hin beschränkt. Mit größer
werdendem r werden die Abstände zwischen den einzelnen Spektren immer kleiner, bis
ab einem bestimmten r sich einzelne Bandbereiche überlappen. Um dies zu verhindern,
muss die Abtastfrequenz, abhängig von der Bandbreite B und für ein gegebenes r immer
größer sein als
fA ≥ 2 fc +Br+1 , und r ∈ N, [5.3]
um die Überlappung der Spektralanteile des Bandpasssignals zu vermeiden. Fasst man




≥ fA ≥ 2 fc +Br+1 , und r ∈ N [5.4]
für ein fest vorgegebenes r, bei der Bandbreite B [35]. Alle Abtastfrequenzen, welche
die Bedingung in (5.4) erfüllen und für die fA ≥ 2B gilt, sind bei Unterabtastung eines
Bandpasssignals mit der Bandbreite B gültig, so dass keine Aliasing-Effekte bei den
oben genannten Voraussetzungen auftreten.
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r (2 fc −B/r) (2 fc +B)/(r+1) gültig
1 30000 Hz 17000 Hz ja
2 15000 Hz 11333 Hz ja
3 10000 Hz 8500 Hz ja
4 7500 Hz 6800 Hz ja
5 6000 Hz 5666 Hz ja
6 5000 Hz 4857 Hz ja
7 4286 Hz 4250 Hz ja
8 3750 Hz 3777 Hz nein
9 3333 Hz 3400 Hz nein
10 3000 Hz 3091 Hz nein
Tab. 5.1.: Mögliche Abtastfrequenzen für die Bandbreite B = 2000 Hz und eine Mittenfrequenz
von fc = 16000 Hz; Die Gültigkeit der Abtastfrequenz, so dass kein Aliasing bei der
Unterabtastung des Bandpasssignals auftritt, ist in der letzten Spalte vermerkt.
Legt man beispielsweise die Bandbreite zu B = 2000 Hz und die Mittenfrequenz des
Bandpasssignals zu fc = 16kHz fest, so ergeben sich die möglichen Abtastfrequenzen
nach Tabelle 5.1. In Tabelle 5.1 ist zu jedem r die maximale und minimale Abtastfre-
quenz berechnet. Bei der gegebenen Bandbreite B und Mittenfrequenz fc ist zu erkennen,
dass (5.4) ab r = 8 nicht mehr erfüllt wird und somit spektrale Überlappungen auftre-
ten. Als Abtastfrequenz darf demnach nur eine Frequenz aus den Bereichen bis r = 7
gewählt werden. Die Wahl der richtigen Abtastfrequenz ist weiterhin abhängig vom An-
wendungsfall und der Charakteristik des analogen Anti-Aliasing-Filters.
Eine weitere, nützliche Darstellungsform ist, die gültigen und ungültigen Abtastfre-
quenzen graphisch in einzelne Bereiche zu gliedern. Hierbei wird vorzugsweise eine








und auf der Ordinate die Abtastfrequenz fA, normiert auf die Bandbreite B, aufgetra-
gen ist. In Abbildung 5.2 ist diese Darstellungsform gewählt. Die Bereiche für gültige
Abtastfrequenzen ergeben sich anhand von (5.4) und sind durch weiße Flächen gekenn-
zeichnet. Die grau schraffierten Flächen sind Bereiche, in denen sich spektrale Anteile
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Abb. 5.2.: Graphische Darstellung der gültigen und ungültigen Abtastfrequenzen bei der Band-
passabtastung unter Verwendung von (5.4); Die ungültigen Bereiche, bei denen Ali-
asing auftritt, sind grau eingefärbt. Die oberen und unteren Grenzenbereiche sind je-
weils durch (5.2) und (5.3) definiert.
bei Unterabtastung des Bandpasssignals überlappen, weshalb Abtastfrequenzen in die-
sem Bereich vermieden werden sollten. In Abbildung 5.3 ist das Verhältnis R, entspre-
chend dem Beispiel aus Tabelle 5.1, in das Diagramm eingezeichnet. Die Schnittpunkte
der Senkrechten bei R = 8,5 geben für jeden Bereich von r die maximale und minimale
Abtastfrequenz fA an. Da die Senkrechte bei R = 8,5 nur Geraden bis r = 7 schnei-
det, sind Abtastfrequenzen ab r > 7 ungültig. Dies korrespondiert zu mit (5.4) und den
Ergebnissen aus Tabelle 5.1.
Mit größer werdendem r werden die Bereiche für gültige Abtastfrequenzen immer
kleiner. Theoretisch sind auch noch Abtastfrequenzen auf den Grenzflächen gültig, doch
in der Praxis kann dieser Bereich durch Nichtidealitäten der Bandpassfilter, System-
taktungenauigkeiten und Nichtidealitäten der A/D-Wandler unmöglich exakt gehalten
werden. Um die richtige Wahl der Abtastfrequenz unter der Berücksichtigung von Nich-
tidealitäten sicherzustellen, wird die Abtastfrequenz in einem Sicherheitsabstand zu den
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Abb. 5.3.: Die Senkrechte bei R = 17 kHz2 kHz = 8,5 schneidet alle Grenzbereiche zu gültigen Abtast-
frequenzen bis zu einem Wert von r = 7.
grau schraffierten Gebieten gewählt. Somit ist bei entsprechendem Abstand zu den un-
gültigen Gebieten ein robuster Betrieb auch bei eventuellen Nichtidealitäten gewährleis-
tet. In Abbildung 5.4 ist der in der Praxis gewählte Arbeitspunkt unter Berücksichtigung
nichtidealer Hardwarekomponenten dargestellt. Um sicherzustellen, dass die gewähl-
te Abtastfrequenz nicht zu nahe an einer Grenzfläche zu ungültigen Abtastfrequenzen













Ein weitere in der digitalen Kommunikationstechnik verbreitete Lösung ist die Abtast-





gilt. Die einfachste Wahl der Abtastfrequenz wäre somit fA,iq = 4 fc. Bei dieser Wahl
wird die Mittenfrequenz fc genau auf 1/4 fA,iq abgebildet und kann anschließend durch
eine sehr einfache Sequenz von cos(πn/2) = 1,0,−1,0, und −sin(πn/2) = 0,−1,0,1,
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5.1. Unterabtastung von Bandpasssignalen
Abb. 5.4.: Abtastfrequenz unter Berücksichtigung eines Sicherheitsbandabstandes innerhalb ei-
nes gültigen Bereichs [35]
in das Basisband gefaltet werden. Dieses Verfahren wird in der Kommunikationstechnik
als Quadratur-Abtastung [48, 10, 23] bezeichnet.
Ein weiterer Effekt, der bei Unterabtastung von Bandpasssignalen auftreten kann, ist
die spektrale Inversion. Die spektrale Inversion tritt immer dann auf, wenn r eine un-
gerade natürliche Zahl ist. Sofern die spektralen Bandkomponenten symmetrisch zu der
Mittenfrequenz fc sind, ist die spektrale Inversion unkritisch. Ist jedoch ein einziges





, und r ∈ N [5.8]
definiert. Sofern die spektrale Inversion für eine entsprechende Anwendung keine Rolle







Abb. 5.5.: Gemessenes Ausgangssignal des C/U-Wandlers innerhalb des Detektionskreises mit
dazugehörigem Spektrum (oben: keine externe Drehrate vorhanden; unten: externe
sinusförmige Drehrate mit einer Frequenz von 25 Hz)
gewählt werden, wobei die maximale Anzahl der spektralen Replikationen des Band-
passsignals zwischen der negativen und positiven Mittenfrequenz mit
Rmin ≤ fc +B/2B < Rmin +1, und Rmin ∈ N [5.10]
gegeben ist.
5.2. Unterabtastung des Drehratendetektionssignals
Wie bereits in Kapitel 3 aufgezeigt, ist das Drehratensignal mit der Antriebsfrequenz
moduliert. Dabei kann das modulierte Drehratensignal bei vollresonantem Betrieb idea-
lisiert als Bandpasssignal mit der Mittenfrequenz fc = f0,x = fAntr und der Bandbreite
BD aufgefasst werden. In Abbildung 5.5 ist ein nach dem A/D-Wandler gemessenes
Drehratendetektionssignal mit und ohne Erregung durch eine externe Drehrate darge-
stellt. Für die Übertragungsfunktion des Detektionspfades sei ferner angenommen, dass
keine störenden spektralen Anteile außerhalb des Bandpasssignals bei Resonanz auftre-
ten, die bei Unterabtastung in das Nutzband gefaltet werden könnten. Weiter muss bei
96
5.2. Unterabtastung des Drehratendetektionssignals
r (2 fAntr −BD/r) (2 fAntr +BD)/(r+1)
1 31950,0 Hz 16025,0 Hz
2 15975,0 Hz 10683,3 Hz
3 10650,0 Hz 8012,5 Hz
4 7987,8 Hz 6410,0 Hz
5 6390,0 Hz 5341,7 Hz
6 5325,0 Hz 4578,6 Hz
7 4564,3 Hz 4006,3 Hz
8 3993,8 Hz 3561,1 Hz
... ... ...
310 103,06 Hz 103,05 Hz
Tab. 5.2.: Mögliche Abtastfrequenzen des Drehratendetektionssignals für die Bandbreite BD =
50 Hz und eine Mittenfrequenz fAntr = 16000 Hz
der Unterabtastung des Drehratendetektionssignals die Bandbreite des Drehratensignals
bei der Wahl der Abtastfrequenz berücksichtigt werden. Während bei der Unterabtas-
tung des Antriebsdetektionssignals nur die Amplitudeninformation eines sinusförmigen
Signals bei einer definierten Frequenz ausgewertet wurde, ist nun sicherzustellen, dass
die Signale innerhalb der definierte Bandbreite BD ohne Informationsverlust und mit
möglichst geringer Störeinstreuung sicher detektiert werden. Um Aliasing zu vermeiden
sind die Abtastfrequenzen entsprechend den Anforderungen des vorhergehenden Teilka-
pitels festzusetzen. Bei einer Resonanzfrequenz von fAntr = 16 kHz und einer Bandbreite
von BD = 50 Hz ergeben sich gültige Abtastfrequenzen nach Tabelle 5.2.
Je größer der Parameter r gewählt wird, desto geringer ist der spektrale Abstand zwi-
schen den einzelnen Replikationen. Theoretisch sind Abtastfrequenzen bis zu r = 310,
was einer Frequenz von fA ≈ 103 Hz entspricht, möglich. Praktisch lassen sich jedoch
derart niedrige Abtastfrequenzen nicht realisieren, da bei der Wahl einer gültigen Abtast-
frequenz ein genügend großer Abstand zu den ungültigen Bereichen der Abtastfrequen-




Abb. 5.6.: Systemrealisierung zur Verifikation der Unterabtastung des
Drehratendetektionssignals
Abb. 5.7.: Die Tiefpassabtastung (TPA) mit hoher Abtastfrequenz fA,ADCD , gefolgt von der Dezi-
mation NDown ist äquivalent zu einer Bandpassabtastung (BPA) mit der Abtastfrequenz
fA,Ndown .
5.3. Systemrealisierung
Die Systemrealisierung zur Unterabtastung des Drehratendetektionssignals ist ähnlich
zu der des Antriebskreises und in Abbildung 5.6 dargestellt. Das Drehratendetektionssi-
gnal wird bei der C/U-Wandlung ebenfalls mit einem HF-Trägersignal moduliert. Auch
innerhalb des Detektionskreises arbeitet der A/D-Wandler mit einer höheren Taktrate.
Die Unterabtastung des Drehratendetektionssignals erfolgt durch den Downsampling-
Baustein nach der Demodulation mit dem HF-Trägersignal. Hierbei wird die gewünsch-
te Abtastfrequenz durch den Unterabtastungsfaktor NDown festgelegt. Diese Vorgehens-
weise, dargestellt in Abbildung 5.7, ist die Dezimation eines hochfrequent abgetasteten
Signals mit der Abtastfrequenz fA,ADCD nach der Tiefpassfilterung und ist äquivalent zu
einer Bandpassabtastung mit der Abtastfrequenz fA,Ndown [59].
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Abb. 5.8.: Spektrum bei Unterabtastung des Drehratendetektionssignals; a) Analoges Bandpass-
signal mit der Mittenfrequenz fc b) Resultierendes Spektrum nach Unterabtastung mit
der neuen Mittenfrequenz fc,sub
Wird die Abtastfrequenz entsprechend (5.7) zu fA =
4 fc
(2r+1) gewählt, ist es möglich,
das Bandpasssignal in das Basisband um die Frequenz 0 Hz zu transferieren und eine
Quadraturabtastung durch einfache Demodulation mit Sinus- und Cosinuswerten von
+1,-1,0, wie zuvor beschrieben, durchzuführen.
Bei der in dieser Arbeit vorgestellten Systemrealisierung zur Unterabtastung des Drehr-
atendetektionssignals wird die Mittenfrequenz des Drehratendetektionssignals in das
sich ergebende Nyquistband gefaltet. Die Position innerhalb des resultierenden Nyquist-
bandes ergibt sich durch den Unterabtastungsfaktor NDown. Abbildung 5.8 stellt diese
Situation dar. Durch die Wahl der Abtastfrequenz unterhalb der Mittenfrequenz fc des
analogen modulierten Drehratensignals wird dieses Bandpasssignal auf die neue Mit-
tenfrequenz fc,sub abgebildet. Eine digitale PLL, welche sich auf die resultierende Mit-
tenfrequenz fc,sub synchronisiert, ermöglicht die Erzeugung eines phasenrichtigen De-
modulationsträgers. Eine weitere Möglichkeit, einen phasenrichtigen Demodulations-
träger zu generieren, besteht darin, das Antriebsdetektionssignal mit dem identischen
Unterabtastungsfaktor wie das Drehratendetektionssignal abzutasten. Da bei der in Ab-
bildung 5.6 dargestellten Systemrealisierung die Generierung des Antriebssignals in-
nerhalb des FPGA durch einen DDS-Sinusgenerator erfolgt, kann diese Unterabtastung
auch innerhalb des digitalen Schaltungsteils erfolgen. Die abschließende Filterung er-
folgt durch ein CIC-Ausgangsfilter mit FIR-Kompensationsfilter, welches die Abtastra-
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Abb. 5.9.: Einstufiges CIC-Dezimationsfilter mit Integrator- und Kammstufe zur Reduktion der
Abtastrate um den Faktor R
te reduziert und die Bandbreite auf die gewünschte Ausgangsbandbreite BD begrenzt.
Durch die Verwendung des CIC-Kompensationsfilters wird der Amplitudengang bis zu
der gewünschten Ausgangsbandbreite flach.
5.3.1. Ausgangsfilter
Ein sehr wichtiger Bestandteil der Signalverarbeitung des Drehratendetektionskreises
ist das Ausgangsfilter. In ihm erfolgt die Festlegung der Ausgangsbandbreite BD so-
wie die Dezimation des Signals von der internen hohen zu einer gewünschten Aus-
gangstaktrate. Die Realisierung des Ausgangsfilters erfolgt in dieser Arbeit mittels ei-
nes CIC (Cascaded Intergator Comb)- Filters. Das CIC-Filter gehört zu der Klasse der
linearen Phasenfilter mit endlicher Impulsantwort. Dieses spezielle hardwareeffizien-
te FIR (Finite Impulse Response)-Filter ermöglicht Abtastratenreduktion (Dezimation)
und Abtastratenerhöhung (Interpolation) ohne die Verwendung von Multiplizierern. In
Abbildung 5.9 ist das Blockschaltbild eines einstufigen CIC-Dezimationsfilters darge-
stellt. Das CIC-Filter führt eine Abtastratenreduktion mit dem Faktor R durch, wobei
die entstehenden Spiegelfrequenzen höherer Frequenzkomponenten durch die Filter-
charakteristik des CIC-Filters gedämpft werden. Als Ausgangsfiltercharakteristik der
Drehratensensorsignalverarbeitung ist ein Filter mit einem scharf begrenzten Durch-
lassbandbereich und einer hohen Sperrbanddämpfung erwünscht. Da das CIC-Filter
selbst keinen Durchlassbandbereich konstanter Verstärkung besitzt, wird ein weiteres
FIR-Filter nachgeschaltet, mit welchem sich die gewünschte Übertragungscharakterisik
realisieren lässt. Die Übertragungsfunktion des CIC-Filters fällt zu höheren Frequen-
zen stark ab. Mittels des FIR-Filters, auch CIC-Kompensationsfilter genannt, kann der
Amplitudenverlust kompensiert und ein flacher Amplitudengang bis zur gewünschten
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Abb. 5.10.: Übertragungsverhalten des CIC-Ausgangsfilters mit Kompensationsfilter; Die Ab-
bildung stellt eine nichtideale Auslegung der Eckfrequenz des Kompensationsfilters
dar. Innerhalb des Stoppbandbereichs kommt es zu Rauschspitzen, bedingt durch die
Verstärkung des Kompensationsfilters.
Ausgangsbandbreite BD realisiert werden. Um dies umzusetzen, besitzt das FIR-Filter
eine zu dem CIC-Filter inverse Amplitudenübertragungsfunktion. In Abbildung 5.10
sind die Charakteristiken des CIC-Filters, des FIR-Kompensationsfilters und der resul-
tierenden Gesamtübertragungsfunktion dargestellt. Bei der Auslegung des CIC-Filters
ist darauf zu achten, dass die Eckfrequenz des Durchlassbereichs des Kompensations-
filters nicht zu nahe an einer Nullstelle des CIC-Filters liegt. Je näher die gewählte
Eckfrequenz an einer Nullstelle des CIC-Filters liegt, desto stärker muss die Korrek-
tur des CIC-Kompensationsfilters sein. Diese Korrektur verursacht eine Verstärkung des
Rauschens innerhalb des Stoppbandes. In Abbildung 5.10 sind der Anstieg dieses Rau-
schens und die Entstehung von Spitzen (durch Rauten gekennzeichnet) zu sehen. Um
diesen Effekt zu vermeiden, ist eine sorgfältige Auslegung des CIC-Filters mit FIR-
Kompensationsfilter erforderlich.
Abbildung 5.11 zeigt den Durchlassbereich des Ausgangsfilters, welcher bis zu ei-
ner Eckfrequenz von 50 Hz gewählt wurde. Wie die Abbildung 5.11 zeigt, wird durch
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Abb. 5.11.: Die Kompensation der Übertragungsfunktion des CIC-Filters durch ein FIR-Filter
ermöglicht die Realisierung eines flachen Übertragungsverhaltens bis hin zur Eck-
frequenz des Ausgangsfilters.
das Kompensationsfilter innerhalb des Durchlassbereichs ein flacher Amplitudengang
ermöglicht.
In Abbildung 5.12 sind Messungen des Drehratenausgangssignals für unterschiedli-
che Anwendungsfälle sowie deren Spektren aufgezeigt. Weiter ist der untere Rauschtep-
pich des Quantisierungsrauschens,
SNRq[dB]≈ (6,02 ·b+1,76), [5.11]
bedingt durch die endliche Wortbreite, mit einer Quantisierung innerhalb des Ausgangs-
filters von 24 bit, zu 146,24 dB zu erkennen. Der mikromechanische Drehratensensor
ist hierbei auf einem Drehtisch mit einer sinusförmigen und rechteckförmigen externen
Drehrate angeregt. Die Messdaten wurden mittels eines echtzeitfähigen USB-Interfaces
während des Betriebs aus dem FPGA ausgelesen.
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Abb. 5.12.: Drehratensignal und zugehöriges Leistungsdichtespektrum nach dem Ausgangsfilter;
a) Ruhender Drehtisch, b) Anregung mit sinusförmiger Drehrate 1◦/s effektiv, c)
Anregung mit rechteckförmiger Drehrate 1◦/s effektiv
5.4. Messergebnisse bei Unterabtastung des Drehratendetektionssignals
Die Messungen, welche in diesem Kapitel vorgestellt werden, fokussieren sich auf die
Signalverarbeitung des Detektionskreises. Der Antrieb ist hierbei durch das in dieser
Arbeit entwickelte neuartige Antriebskonzept unterabgetastet und mit dem vorgestellten
Resonanzregler betrieben. Somit ist die Möglichkeit gegeben, das Gesamtsystemverhal-
ten bei Unterabtastung des Antriebskreises und des Detektionskreises zu untersuchen.
5.4.1. Systemrealisierung zur Unterabtastung des Detektionskreises
innerhalb des digitalen Schaltungsteils
Bei der Unterabtastung im Detektionskreis wird das gleiche Verfahren angewandt wie
zuvor bei der neuartigen Antriebskreisregelung. Dies bedeutet, dass die Unterabtastung
nicht mittels des A/D-Wandlers, sondern digital innerhalb des FPGA durch Dezimation
realisiert wird. In Abbildung 5.13 ist das Blockschaltbild der Versuchsschaltung darge-
stellt. Die C/U-Wandlung erfolgt ebenfalls, wie bei der Antriebsdetektion trägerfrequent,
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Abb. 5.13.: Messaufbau zur Verifikation der Unterabtastung des Drehratendetektionssignals;
Die Unterabtastung des Drehratendetektionssignals erfolgt innerhalb des digitalen
Schaltungsteils.
mit einer Trägerfrequenz von 340 kHz. Das Drehratendetektionssignal wird nach der
C/U-Wandlung einer A/D-Wandlung mit einer Abtastrate von 3,125 MHz unterzogen.
Nach dieser regulären Abtastung erfolgt die Demodulation des zweifach modulierten
Drehratensignals mit anschließender Tiefpass- oder Bandpassfilterung. Daraufhin kann
die eigentliche Unterabtastung des Drehratendetektionssignals innerhalb des digitalen
Schaltungsteils erfolgen. Zu beachten ist hierbei, dass das Drehratendetektionssignal
mit der Resonanzfrequenz fx,0 bzw. der Antriebsfrequenz des Sensors fAntr moduliert
ist. Durch unterschiedliche Werte von NDown kann die gewünschte Abtastrate des modu-






lässt sich sehr einfach durch die Wahl des ganzzahligen Werts NDown über einen wei-
ten Bereich festlegen. Da die hieraus resultierende Abtastfrequenz im Allgemeinen kein
ganzzahliges Vielfaches der Sensorresonanzfrequenz ist 1, wird die Mittenfrequenz fc
auf eine Frequenz fc,sub, innerhalb des sich ergebenden Nyquistbandes gefaltet. Die
Aufgabe der digitalen PLL ist es, sich auf die Mittenfrequenz fc,sub des unterabgetas-
teten Drehratendetektionssignals phasenrichtig zu synchronisieren. Ist diese Synchroni-
sierung erfolgt, kann die Drehrateninformation auf den Seitenbändern in das Basisband
demoduliert werden. Die höheren Demodulationsprodukte werden durch das Ausgangs-
filter herausgefiltert.
1Hierzu ist eine taktsynchrone Auswertung erforderlich, bei der die Taktfrequenz des Systems aus der
Resonanzfrequenz des Sensors abgeleitet wird
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Abb. 5.14.: Spektrum des analogen Drehratendetektionssignals nach der trägerfrequenten C/U-
Wandlung
5.4.2. Spektrale Betrachtung des Drehratendetektionssignals bei
Unterabtastung
Abbildung 5.14 zeigt das Spektrum des analogen Drehratendetektionssignals nach der
trägerfrequenten C/U-Wandlung. Das Spektrum zeigt die Resonanzmode zur Detektion
von Drehtratensignalen bei einer Frequenz von 14,424 kHz sowie das Trägersignal zur
trägerfrequenten C/U-Wandlung mit einer Frequenz von 340 kHz. Das Spektrum bein-
haltet jedoch noch weitere Komponenten, bedingt durch höhere Resonanzmoden der
Detektionssensorstruktur und elektrisches Übersprechen zwischen den Signalleitungen.
Diese spektralen Störkomponenten können bei Unterabtastung des Drehratendetektions-
signals störend auf das eigentliche Informationssignal wirken oder dieses durch Aliasing
mit höheren Frequenzkomponenten unbrauchbar machen. Um dies zu verhindern, soll-
te das Bandpasssignal vor der Unterabtastung durch ein geeignetes Anti-Aliasing-Filter
bandbegrenzt werden.
Diese Bandbegrenzung erfolgt in diesem System zur Verifikation der Unterabtas-
tung des Drehratendetektionssignals nach der hochfrequenten Abtastung durch den A/D-
Wandler. Durch ein digitales Filter wird das hochfrequent abgetastete Drehratendetekti-
onssignal bandbegrenzt. In Abbildung 5.15 ist diese Bandbegrenzung, welche in einem
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Abb. 5.15.: Durch einen digitalen Tiefpass mit einer Grenzfrequenz von 170 kHz bandbegrenztes
Spektrum des Drehratendetektionssignals
realen System innerhalb des analogen Schaltungsbereichs erfolgen würde, durch ein
digitales Tiefpassfilter mit einer Grenzfrequenz von 170 kHz dargestellt. Das bandbe-
grenzte Drehratendetektionssignal wird nun durch den zuvor genannten Dezimierungs-
baustein mit dem Unterabtastungsfaktor NDown unterabgetastet. Durch die Unterabtas-
tung wird der relevante Drehratenbandbereich, entsprechend der gewählten Abtastfre-
quenz, in das resultierende Nyquistband verschoben. Die digitale PLL der Signalverar-
beitung des Detektionskreises synchronisiert sich auf die Mittenfrequenz des unterabge-
tasteten Drehtatendetektionssignals fc,sub und das Drehratensignal kann durch Demodu-
lation im Basisband erhalten werden. Die Spektren nach Unterabtastung für unterschied-
liche Abtastfrequenzen fD,NDown sind in Abbildung 5.16 dargestellt.
5.4.3. Rauschmessung bei Unterabtastung des
Drehratendetektionssignals
Da die Unterabtastung innerhalb des digitalen Schaltungsteils des FPGA erfolgt, hat
die Filterung bei der Demodulation mit der Trägerfrequenz Einfluss auf das Ausgangs-
rauschspektrum. Die Eckfrequenz des Tiefpassfilters bei der Demodulation begrenzt die
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Abb. 5.16.: Digitales Spektrum des Drehratendetektionssignals nach digitaler Unterabtastung
mit unterschiedlichen Abtastraten
effektive Bandbreite des Rauschspektrums und damit den Rauschanteil, der bei Unter-
abtastung in das Basisband gefaltet wird. In Abbildung 5.17 ist die Begrenzung des Aus-
gangsrauschens bei Verwendung unterschiedlicher Filtercharakteristiken dargestellt. Die
Sperrfrequenz des Tiefpassfilters wurde mit einer Dämpfung von 80 dB zu den Werten
fstop = 340 kHz, fstop = 170 kHz und fstop = 80 kHz variiert. Diese digitale Filterung
nach der Demodulation mit der HF-Trägerfrequenz entspricht in einem unterabgetaste-
ten System, innerhalb dessen die Unterabtastung direkt bei der A/D-Wandlung erfolgt,
einer analogen Antialiasingfilterung. Diese Vorfilterung erweist sich wie erwartet als
eine sehr effiziente und teilweise notwendige Methode, um die Rauschfaltung zu mini-
mieren sowie die Faltung von Störspektren in das Nutzband zu verhindern. In Abbil-
dung 5.18 ist der Effektivwert des Rauschens in Abhängigkeit von der Abtastrate und
von unterschiedlichen Grenzfrequenzen der Tiefpassfilter dargestellt. Die Messergebnis-
se in Abbildung 5.18 zeigen, dass mit geringerer Grenzfrequenz des Tiefpassfilters auch
das effektive Rauschen innerhalb des Drehratenkanals reduziert wird. Durch geeignete
Wahl eines Antialiasing-Filters lassen sich trotz der stark reduzierten Abtastrate gute
Ergebnisse für das Ausgangsrauschen des Drehratensignals erzielen. Für die Auslegung
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Abb. 5.17.: Unterschiedliche Realisierungen des Tiefpassfilters zur Demodulation des HF-
Trägersignals begrenzen durch ihre Eckfrequenz das Rauschspektrum bei
Unterabtastung.
der Signalverarbeitung des Detektionskreises ist hierbei ein akzeptabler Kompromiss
zwischen dem Ausgangsrauschen des Drehratensignals und der minimalen Abtastra-
te zu wählen. Weiterhin müssen bei der Auslegung des Anti-Aliasingfilters eventuelle
Störspektren berücksichtigt werden, die bei einer Unterabtastung in das Nutzsignalband
gefaltet werden könnten und so die Signalqualität erheblich beeinflussen würden. In
Abbildung 5.18 ist diese Situation mit ∗) gekennzeichnet und bei einer Abtastrate von
16,34 kHz bis zu einer unteren Grenzfrequenz des Tiefpassfilters von 170 kHz aufgetre-
ten.
Die Messergebnisse zur Unterabtastung des Detektionskreises zeigen, dass die Abta-
strate des A/D-Wandlers deutlich reduziert werden kann und dennoch effektive Rausch-
werte des Drehratenausgangssignals von unter 0,3◦/s erzielt werden können. Bei dem
Entwurf eines solchen Systems sind jedoch die Abtastfrequenz und das dazugehörige
Antialiasing-Filter sorgfältig auszulegen, um eine hohe Zuverlässigkeit des Gesamtsys-
tems zu gewährleisten. Der Systemansatz zur Unterabtastung erweist sich somit als trag-
fähiges Konzept zur Reduktion der Abtastrate der A/D-Wandler. In Verbindung mit ei-
nem Power-Down der analogen Elektronik kann der Systemansatz weiter zur Reduktion
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Abb. 5.18.: Gemessene Effektivwerte des Rauschens innerhalb des Inphasen-Drehratenkanals
mit kompensiertem CIC-Ausgangsfilter bei einer Ausgangsbandbreite von B= 50 Hz




6. Reduktion von Leistungsaufnahme und Rauschverhalten bei
Unterabtastung
In diesem Kapitel wird anhand einer integrierten Vorverstärkerschaltung, die Leistungs-
einsparung durch das in dieser Arbeit vorgestellte Konzept zur Unterabtastung in Ver-
bindung mit einem Power-Down [46, 49] der Vorverstärkungselektronik mit Messergeb-
nissen nachgewiesen. Die integrierte Vorverstärkerschaltung besteht aus einem zeitdis-
kreten C/U-Wandler, jeweils für den Antriebs- und Detektionspfad der Sensorsignalaus-
wertung. Weiterhin wird eine neuartige Methode zur Reduktion der Rauschfaltung in
das resultierende Nyquistband bei Unterabtastung diskutiert.
6.1. Power-Down Betrieb mit integrierter Vorverstärkerschaltung
In Abbildung 6.1 ist das Blockschaltbild des Versuchsaufbaus zum Nachweis der Leis-
tungsreduktion durch Power-Down der C/U-Wandler innerhalb des Antriebs- und Detek-
tionskreises dargestellt. Der Auswertechip, welcher die integrierte Vorverstärkerschal-
tung für kapazitive mikromechanische Sensoren enthält, ist eine Eigenentwicklung der
Robert Bosch GmbH.
Die Ansteuerung des Chips erfolgt über eine separat in dieser Arbeit entwickelte Sen-
sorplatine, welche es ermöglicht, diesen durch Ausgangssignale des FPGA anzusteu-
ern. Die Ansteuerung der Antriebsstruktur des MEMS-Drehratensensors erfolgt eben-
falls durch den FPGA in Verbindung mit dem CIEB. Abbildung 6.2 zeigt die Sen-
sorplatine mit Auswertechip und MEMS-Drehratensensor. Der Auswertechip arbeitet
mit einer internen Taktrate von 20 MHz. Die Stromaufnahme bei permanenter Leis-
tungszufuhr beträgt ca. 22 mA. Da dieser Chip nicht für die Unterabtastung und ein
Power-Down der Vorverstärkungselektronik im laufenden Betrieb entwickelt worden ist,
musste die Signalverarbeitung zur Ansteuerung des Chips modifiziert werden, um die
Leistungsersparnis nachweisen zu können. Das Power-Down der Vorverstärkungselek-
tronik des Auswerte-Chips beinhaltet die Operationsverstärker für die C/U-Wandlung
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Abb. 6.1.: Ansteuerung des integrierten C/U-Wandlers mit Power-Down durch das CIEB




Nr. fstatic fA fsub Duty-Cycle
1 4,27 kHz 2,14 kHz 527,8 Hz 50,0%
2 4,27 kHz 1,42 kHz 183,0 Hz 33,3%
3 4,27 kHz 0,85 kHz 101,2 Hz 20,0%
4 4,27 kHz 0,53 kHz 85,8 Hz 12,5%
5 4,27 kHz 0,39 kHz 57,1 Hz 9,1%
6 4,27 kHz 0,33 kHz 32,5 Hz 7,7%
7 4,27 kHz 0,27 kHz 8,6 Hz 6,3%
8 4,27 kHz 0,18 kHz 8,6 Hz 4,2%
9 4,27 kHz 0,15 kHz 9,8 Hz 3,5%
10 4,27 kHz 0,09 kHz 8,6 Hz 2,1%
Tab. 6.1.: Messreihe zur Messung der Gesamtstromaufnahme des integrierten Vorverstärker-
Chips mit Power-Down bei unterschiedlichen Abtastraten der C/U-Wandler
der Antriebs- und Drehratendetektion. Ein Power-Down bedeutet hierbei, dass der Bi-
asstrom der Transimpedanzverstärker der C/U-Wandler von 20 μA auf 5 μA abgesenkt
wird. Diese Reduktion des Biasstroms reduziert die Gesamtstromaufnahme der jeweili-
gen Operationsverstärker und ermöglicht so eine signifikante Leistungseinsparung. Die
maximale Abtastfrequenz bei Unterabtastung richtet sich hierbei nach der Schreib- und
Lesegeschwindigkeit, der Register des integrierten Vorverstärker-Chips. Diese Register
müssen zur Laufzeit geändert werden, um die Eingangsstufen zur Antriebs- und Drehr-
atendetektion nach der Abtastung in den Power-Down-Modus zu überführen. Für die
integrierte Vorverstärkerschaltung beträgt die Übertragungsfrequenz zur Kommunika-
tion mit dem internen Register der Vorverstärkerschaltung fstatic = 4,27 kHz. Tabelle
6.1 gibt die Daten der Konfiguration zu der im Folgenden präsentierten Messreihe wie-
der. Durch unterschiedliche Wahl der Abtastfrequenz fA, welche geringer als die zuvor
genannte Zugriffsfrequenz fstatic des internen Registers sein muss, resultieren verschie-
dene Duty-Cycles. Der Duty-Cycle τ ergibt sich hierbei anhand des Tastverhältnisses
fA/ fstatic.
In Abbildung 6.3 und 6.4 sind die Stromaufnahme des integrierten Vorverstärker-
Chips und das abgetastete Antriebsdetektionssignal dargestellt. Die C/U-Wandler des
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Abb. 6.3.: Stromaufnahme der integrierten Vorverstärkerschaltung bei normaler Abtastung des
Antriebsdetektionssignals mit fA = 520 kHz und ohne Power-Down
Antriebskreises sind hierbei mit einer Abtastrate von 520 kHz und bei Unterabtastung
mit einer reduzierten Abtastrate von 388 Hz, entsprechend Nr.5 in Tabelle 6.1, getaktet.
Die Messung der Stromaufnahme des integrierten Vorverstärker-Chips erfolgt über einen
Shunt-Widerstand bei einer digitalen Versorgungsspannung von UDD = 3,3 V. Bei der
Messung in Abbildung 6.4 ist deutlich zu erkennen, dass die effektive Stromaufnahme
des Chips bei Unterabtastung und Power-Down signifikant reduziert werden kann.
Die Reduktion des Gesamtstrombedarfs der integrierten Vorverstärkerschaltung ist
in Abbildung 6.6 dargestellt. Wird zusätzlich zu dem C/U-Wandler des Antriebskrei-
ses auch der C/U-Wandler des Detektionskreises mit einem Power-Down versehen, so
ergibt sich eine Reduktion des Gesamtstrombedarfs von 22 mA auf 14 mA. Diese deut-
liche Reduktion der Gesamtstromaufnahme des integrierten Vorverstärkungschips durch
Power-Down der Operationsverstärker des Antriebes und der Drehratendetektion zeigt
das hohe Potential der energieeffizienten Vorverstärkungselektronik durch Unterabtas-
tung. Wird das Power-Down bei Unterabtastung nicht nur auf die C/U-Wandler zur
Antriebs- und Drehratendetektion beschränkt, sondern auf die gesamte Vorverstärkungs-
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6.1. Power-Down Betrieb
Abb. 6.4.: Stromaufnahme der integrierten Vorverstärkerschaltung bei Unterabtastung des An-
triebsdetektionssignals mit fA = 388 Hz und Power-Down des C/U-Wandlers des
Antriebskreises
Abb. 6.5.: Gesamtstromaufnahme der integrierten Vorverstärkerschaltung bei fest vorgegebener
Abtastrate und resultierendem Duty-Cycle nach Tabelle 6.1.
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Abb. 6.6.: Resultierende Stromersparnis in Bezug auf den Gesamtstrombedarf
elektronik angewandt, lässt sich eine weitere signifikante Reduktion des Gesamtleis-
tungsbedarfs erzielen.
6.2. Rauschverhalten bei Unterabtastung
In einem Abtastsystem setzt sich das Ausgangsrauschen hauptsächlich aus zwei Kom-
ponenten zusammen. Die erste Komponente beinhaltet das Rauschen der Signalquelle,
welches bei der Abtastung geformt wird und die zweite Komponente entsteht aufgrund
des Rauscheintrags durch das abtastende System selbst.
In dem Abtastsystem nach Abbildung 6.7 ist bekannt, dass sich das thermische Rau-
schen am Ausgang der Schaltung mit einer absoluten Rauschleistung von kT/C, durch
den Einschaltwiderstand des schaltenden Transistors erhöht. Das Rauschsignal wird
hierbei beim Ausschaltvorgang des Transistors auf der Kapazität C zusammen mit dem
Eingangssignal gespeichert. Der Einschaltwiderstand Rein und die Kapazität C bilden
hierbei ein Tiefpassfilter mit
H( f ) =
1
1+ j2π f ReinC
[6.1]
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Abb. 6.7.: a) System zur Abtastung in Switched Capacitor (SC)-Technologie, b) Modell der ef-
fektiven Rauschbandbreite eines Tiefpasses
als Übertragungsfunktion [58]. Die spektrale Rauschleistungsdichte bedingt durch den
Widerstand Rein beträgt
Sein( f ) = 2kT Rein, [6.2]
wobei k die Boltzmann-Konstante und T die absolute Temperatur bezeichnet. Die ge-
samte Rauschleistungsdichte am Ausgang des linearen zeitinvarianten Systems ergibt
sich damit zu
Saus( f ) = Sein |H( f )|2 = 2kT Rein 1
1+4π2 f 2R2einC2
. [6.3]









Um diesen Sachverhalt zu vereinfachen, kann mit einer effektiven Rauschbandbreite von







als Modell, wie in Abbildung 6.7 dargestellt, gerechnet werden. Die absolute Rauschleis-
tung ist hierbei unabhängig von dem Widerstand Rein. Dies ist darauf zurückzuführen,
dass ein größerer Widerstand Rein zwar zu einer erhöhten Rauschleistung führt, diese
jedoch durch eine geringere effektive Rauschbandbreite des Systems zu




limitiert wird [51]. Wie (6.5) aufzeigt, ist die effektive Rauschbandbreite abhängig von
Rein und C und üblicherweise deutlich größer als die maximale Frequenz des Eingangs-
signals. Für die folgende Betrachtung wird davon ausgegangen, dass das kT/C-Rauschen
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neben dem Breitbandrauschen und dem 1/f-Rauschen der Operationsverstärker die do-
minante Rauschquelle des dargestellten Abtastsystems in SC-Technologie ist.
Wird die Bandpassabtastung einem Tiefpasssystem, bestehend aus idealem Mischer
gefolgt von einem Tiefpassfilter, gegenübergestellt, so ist die Verschlechterung des SNR
durch Rauschfaltung in das resultierende Nyquistband [− fA/2, fA/2] bei der Bandpass-
abtastung mit
SNRdeg[dB]≈ 10 log10 2Be f ffA [6.7]
gegeben [60]. In praktischen Anwendungen wird deshalb dem abtastenden System ein
Antialiasing-Filter, bestehend aus einem analogen Tiefpass- oder Bandpassfilter, voran-
gestellt, um das Rauschen außerhalb des Signalbandes zu reduzieren.
Neben dem Rauscheintrag durch Aliasing sind zusätzliche Fehler, welche eine ideale
Abtastung beeinflussen, zu beachten [26]. Hierzu gehört das Quantisierungsrauschen,
bedingt durch eine endliche Anzahl von Bits der diskretisierten Werte. Damit ergibt sich
ein SNR für das Quantisierungsrauschen [27] von
SNRqnt [dB] = 10 log1022N ·1,5 ≈ 6,02 ·N +1,76 [6.8]
unter der Annahme eines gleichverteilten Quantisierungsfehlers. Weiterhin bewirken
zeitliche Abtastfehler (Jitter) eine Abweichung von der äquidistanten Abtastung. Durch
diese Jitter-Fehler kommt es zu einer Verfälschung des ursprünglichen Signals, welche
sich durch den Signal-Rauschabstand von




bei einer zeitlichen Fehlervarianz von σ2τ abbilden lässt.
6.3. Reduktion der Rauschfaltung durch gesteuerten
Transkonduktanzverstärker
Neben etablierten Methoden zur Reduktion des kT/C- und 1/ f -Rauschens wie die kor-
relierte Zweifachabtastung sind zur Unterdrückung der Rauschfaltung bei Unterabtas-
tung weitere Maßnahmen erforderlich. Um die Rauschfaltung bei Abtastung zu vermei-
den, muss die Abtasfrequenz fA zu fA ≥ 2Be f f gewählt werden. Diese Wahl der Ab-
tastfrequenz ist bei der Unterabtastung eines Bandpasssignals jedoch nicht gegeben, da
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Abb. 6.8.: Gesteuerter Transkonduktanzverstärker zur Reduktion der Rauschleistung bei
Unterabtastung
fA < Be f f gilt. Somit lässt sich die Rauschfaltung des thermischen Breitbandrauschens
in das Nyquistband nicht vermeiden. Es gibt jedoch spezielle Implementierungen von
Abtastsystemen, mit welchen es möglich ist, einen Teil dieses thermischen Breitban-
drauschens bei der Abtastung zu unterdrücken.
Hierzu gehören abtastende Systeme, basierend auf Ladungs-/ Stromintegration sowie
basierend auf Spannungsabtastung mit integrierter FIR- bzw. IIR-Filterung [22, 13, 8,
32]. Während die Übertragungsfunktion bei der Spannungsabtastung einem Tiefpass-
filter 1. Ordnung entspricht, ist diese bei der Ladungs-/ Stromintegration eine sin(x)/x-
Funktion. Somit besitzt im Vergleich zu der Spannungsabtastung nach Abbildung 6.7 die
Abtastung durch Ladungsintegration den Vorteil, dass die unterschiedlichen Nyquist-
bänder bei der Abtastung mit dieser sin(x)/x-Funktion gewichtet werden. Durch die
Formung des Rauschens bei der Abtastung wird ein verbesserter Signal-Rauschabstand
am Ausgang des abtastenden Systems erzielt.
Ein weiterer Ansatz zur Rauschunterdrückung ist es, den Eingangsstrom iein(t) mit
einer Fensterfunktion w(t) zu gewichten. Durch diese Gewichtung des Eingangsstromes






ergibt. Die gewichtete Fensterfunktion kann hierbei durch einen gesteuerten Transkon-
duktanzverstärker realisiert werden. Das schematische Blockschaltbild dieses Abtast-
systems mit Filterfunktion ist in Abbildung 6.8 dargestellt. Wird der Biasstrom iBias
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Abb. 6.9.: Resultierende Filterfunktion bei Abtastung mit gesteuertem Transkonduktanzverstär-
ker und unterteilten Abtastintervallen
des Transkonduktanzverstärkers nicht konstant gehalten, sondern innerhalb des Zeit-
intervalls zur Stromintegration mit der Fensterfunktion w(t) gewichtet, so lassen sich
hierdurch unterschiedliche Filtercharakteristiken abbilden. In Abbildung 6.9 sind Simu-
lationsergebnisse resultierender Filterfunktionen in Abhängigkeit von der gewichteten
Fensterfunktion dargestellt. Das Abtastintervall ist hierbei in drei Teilbereiche unter-
gliedert. Als Fensterfunktion wurde ein Rechteckfenster zugrunde gelegt. Die Simulati-
onsergebnisse zeigen, dass sich die Charakteristik der Filterfunktion beträchtlich mit der
Gewichtung der einzelnen Abtastintervalle unterscheidet und so das Potential bietet, den
Einfluss der Rauschfaltung bei Unterabtastung zu minimieren. Dieser vielversprechende
Ansatz ist als alternative Lösungsmöglichkeit zur Rauschunterdrückung bei Unterabtas-
tung in dieser Arbeit entstanden und bedarf weiterer Studien zur Bewertung.
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Ziel dieser Arbeit war es, den Gesamtleistungsbedarf kapazitiver mikromechanischer
Drehratensensoren, für den Einsatz bevorzugt in mobilen, aber auch fahrzeugtechni-
schen Anwendungen, zu minimieren. Um dieses Ziel zu erreichen, wurde ein Ansatz
auf Systemebene gewählt. Durch eine intelligente Logik innerhalb des digitalen Schal-
tungsteils, in Verbindung mit einer Reduktion der Abtastrate zur Sensorsignaldetektion,
konnte eine Leistungsminimierung der analogen Vorverstärkerschaltung erzielt werden.
Dazu wurde zunächst eine modulare Hardwareplattform entwickelt, welche die Fä-
higkeit besitzt, die unterschiedlichen Systemansätze zu verifizieren. Die Plattform be-
steht aus drei Teilmodulen, deren Hauptbestandteil ein FPGA-Modul ist, welches eine
hohe Flexibilität bezüglich der digitalen Signalverarbeitung bietet. Durch den modula-
ren und kompakten Aufbau stellt das sogenannte CIEB (Compact Inertial Evaluation
Board) eine zukunftsfähige Hardwareplattform dar, in welcher die einzelnen Kompo-
nenten nach Bedarf kostengünstig modifiziert und erweitert werden können. Zusammen
mit der vorgestellten Softwareumgebung zur generischen VHDL-Implementierung aus
Matlab Simulink und dem echtzeitfähigen USB-Interface resultiert eine leistungsstarke
und flexible Entwicklungsumgebung für allgemeine Auswertekonzepte mikromechani-
scher Sensorelemente. Insbesondere durch die Anbindung des CIEB an einen PC via
USB können Daten in Echtzeit aus dem FPGA ausgelesen und so kostenintensive Mess-
geräte wie etwa ein digitales Speicheroszilloskop, ein Spektrum-Analysator oder ein
Logik-Analysator zur Systemanalyse ersetzt werden.
Mit dieser Grundlage ist die Entwicklung des neuartigen Antriebskonzepts zur Leis-
tungseinsparung der Signalverarbeitung kapazitiver mikromechanischer Drehratensen-
soren ermöglicht worden. Das Antriebskonzept basiert auf der Unterabtastung des An-
triebsdetektionssignals durch den darauf folgenden C/U-Wandler. Es konnte erstmals
gezeigt werden, dass die Abtastfrequenz des Antriebsdetektionssignals deutlich unter
der Nyquistbedingung gewählt werden kann und dennoch eine adäquate Regelung des
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Antriebskreises erfolgt. Dabei wird die Amplitudeninformation des unterabgetasteten
Antriebsdetektionssignals zur Resonanzregelung genutzt. Der interne Stellwert des PI-
Reglers der AGC ist hierbei eine Messgröße, welche Auskunft über die relative La-
ge der Antriebsfrequenz bezüglich der Resonanzfrequenz des Drehratensensorelements
gibt. Die Messergebnisse zu der neuartigen Antriebskreisregelung zeigen, dass sich die
Störungen, bedingt durch die Frequenzsprünge der Resonanzregelung bei der Drehra-
tensignalauswertung, unter einen Effektivwert des Rauschens von 0,02◦/s auswirken.
In Verbindung mit einem Power-Down der Vorverstärkungselektronik des Antriebskrei-
ses, insbesondere der CU-Wandlung, ist diese neuartige Antriebskreisregelung fähig,
den Leistungsbedarf der Signalverarbeitung des Antriebskreises signifikant zu reduzie-
ren. Die Regelgeschwindigkeit des entwickelten Resonanzreglers kann momentan bis zu
2,6 Hz betragen und ist für den Ausgleich langsamer temperaturbedingter Störeinflüsse
ausreichend. Um jedoch auch ein Anschwingen des Drehratensensors in sehr kurzer Zeit
zu ermöglichen, besteht hier noch weiterer Bedarf an der Erhöhung der Regelgeschwin-
digkeit.
In der vorliegenden Arbeit wurde weiter ein Systemkonzept zur Reduktion des Leis-
tungsbedarfs der Signalverarbeitung des Detektionskreises vorgestellt. Dieses neuartige
Systemkonzept zur Auswertung des Drehratendetektionssignals basiert auf der Band-
passabtastung des mit der Antriebsfrequenz des Drehratensensors modulierten Drehr-
atensignals. Durch die Unterabtastung des Drehratendetektionssignals durch die nach-
folgende C/U-Wandler- und A/D-Wandlerstufe kann in Verbindung mit einem Power-
Down der Vorverstärkungselektronik ein leistungseffizienter Betrieb des Gesamtsystems
realisiert werden. In dieser Arbeit erfolgte die Unterabtastung der Drehratendetektions-
signale mit einer Abtastfrequenz bis unter 2 kHz. Bei dieser Abtastfrequenz konnten
effektive Rauschwerte von unter 0,25◦/s erzielt werden, ohne dass besondere Anforde-
rungen an ein Anti-Aliasing-Filter gestellt wurden. Durch Anti-Aliasing-Filter niedri-
ger Ordnung, in dieser Arbeit bedingt durch die Systemrealisierung digital ausgeführt,
konnten erstmals effektive Rauschwerte bis zu 0,07◦/s bei einer unteren Abtastfrequenz
von 2 kHz erzielt werden. Diese Ergebnisse zeigen auf, dass die Bandpassabtastung des
Drehratendetektionssignals bei kapazitiven mikromechanischen Drehratensensoren eine
vielversprechende Alternative zu gegenwärtigen Konzepten ist, um die Leistungseffizi-
enz der Signalverarbeitung des Detektionskreises zu erhöhen. Bei der Auslegung eines
Systems mit Bandpassabtastung sind jedoch die Wahl der Abtastfrequenz und die Anti-
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Aliasing-Filterauslegung entscheidend, um die Faltung störender Frequenzkomponenten
in das Basisband zu verhindern.
Weitere Messergebnisse mit einer integrierten Vorverstärkungselektronik bestätigen
die Leistungseinsparung des hier vorgestellten Antriebs- und Detektionskonzepts. Die
Stromaufnahme des gesamten Chips konnte durch ein Power-Down der C/U-Wandler
des Antriebs- und Detektionskreises von 22 mA auf 13,6 mA, was einer Stromerspar-
nis von 38,1% entspricht, gesenkt werden. Auch diese Ergebnisse bestätigen das hier
vorgestellte Konzept und zeigen weiter das hohe Potential zur Leistungseinsparung auf.
Für die Betrachtung des Stromverbrauchs wurden nicht alle Komponenten der elektro-
nischen Vorverstärkerschaltung in einem Power-Down betrieben, sondern nur die Ope-
rationsverstärker zur C/U-Wandlung.
Zukünftige Schritte beinhalten die Erweiterung und Verifikation des hier vorgestell-
ten Systemansatzes auf zusätzliche Komponenten der Vorverstärkungselektronik. Dabei
sollten die im Rahmen dieser Arbeit entstandenen leistungseffizienten Systemansätze
durch Unterabtastung in einem realen ASIC umgesetzt und verifiziert werden. Hierbei ist
das System so auszulegen, dass es fähig ist, auf Fertigungstoleranzen der mikromecha-
nischen Drehratensensorstruktur robust zu reagieren und spektrale Störanteile höherer
Frequenzen sicher zu unterdrücken. Mit dem erhöhten Bedarf an multiaxialer Drehra-
tenerfassung steigt auch der Aufwand der Signalverarbeitung. Der Ansatz zur Unterab-
tastung mit Power-Down liefert eine flächen- und leistungseffiziente Lösung, da meh-
rere Drehachsen über eine einkanalige Signalverarbeitung ausgewertet werden können.
Zu dieser Realisierung bedarf es der Umsetzung der hier vorgestellten Systemansätze in
Kombination mit einem Zeitmultiplexbetrieb. Um möglichst geringe Abtastfrequenzen
zu realisieren und dabei die Rauschfaltung durch Unterabtastung weiter zu minimie-
ren, sollte die Rauschreduktion durch einen gesteuerten Transkonduktanzverstärker in
zukünftigen Forschungsarbeiten weiter verfolgt werden.
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Φ1,Φ2,Φ3 Schaltphasen einzelner Schalter in SC-Technik
Ω Vektorielle Drehrate
Ωsignal Allgemeines Drehratensignal
Ωz Drehratenkomponente in z-Richtung
ω0x,ω0y Resonanzfrequenz des Antriebs- bzw. Detektionsschwingers
ωAntr Kreisfrequenz des Antriebsschwingers




CD Detektionskapazität des Detektionskreises des Drehraten-
sensors
CD0 Ruhekapazität
CD1,CD2 Teilkapazitäten der differentiellen Detektionskapazität
Cf Rückkoppelkapazität
CK Kapazität der Kondensatorkammstruktur
CPara Kapazität der parallelen Kondensatorplattenstruktur
CP Parasitäre Kapazitäten
Dx,Dy Dämpfungskonstanten des Antriebs- bzw. Detektions-
schwingers
d Abstand der Kondensatorplatten
FC Kraftvektor der Corioliskraft
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FAntr Kraft auf die Antriebskammstruktur
FC,o f f Kraftwirkung Coriolisoffset
Fel,P Elektrostatische Kraftkomponente auf eine parallele Kon-
densatorplattenstruktur
Fquad Kraftwirkung der Quadratur
Fx,Fy Kraftkomponente in Antriebs- bzw. Detektionsrichtung
fA Abtastfrequenz
fADC,A Abtastfrequenz des A/D-Wandlers des Antriebskreises
fADC,d Abtastfrequenz des A/D-Wandlers des Detektionsskreises
fAntr Frequenz der Antriebsstimulation




fsub Frequenz des unterabgetasteten Signals
GNCO Verstärkungsfaktor des NCO
GV/y Elektrische Verstärkung des Detektionskreises
Gy/Ω Mechanische Verstärkung des Detektionskreises
Hel,D Elektrische Übertragungsfunktion des Detektionskreises
HF f b Übertragungsfunktion bei Kraftrückkopplung
Hmech,D Mechanische Übertragungsfunktion des Detektionskreises
Hx(s),Hy(s) Übertragungsfunktionen des Antriebs- bzw. Detektionskrei-
ses
|Hx(s)| , |Hx(s)| Amplitudengang des Antriebs- bzw. Detektionskreises
∠Hy(s),∠Hy(s) Phasengang des Antriebs- bzw. Detektionskreises
INCO Arbeitsschrittweite des NCO
IDet(t) Inphasenkomponente des Drehratendetektionssignals
kB Boltzmannkonstante
ke f f Effektive Federkonstante
kel Elektrostatische Federkonstante
kx,ky Federkonstanten des Antriebs- bzw. Detektionsschwingers
m Schwingungsfähige Masse des Drehratensensors
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mx,my Masse des Antriebs- bzw. Detektionsschwingers
NDown Dezimierungsfaktor zur Unterabtastung
Nk Anzahl der lateralen Kammstrukturen
Np Anzahl der parallelen Plattenstrukturen
PINCO Phaseninkrement des NCO
Panalog Analoge Verlustleistung
Pdigital Digitale Verlustleistung
Pdyn Digitaler dynamischer Verlustleistungsanteil
Pk Digitaler Verlustleistungsanteil, bedingt durch Kurzschlüsse
Pl Digitaler Verlustleistungsanteil, bedingt durch Leckströme
Psta Digitaler statischer Verlustleistungsanteil
Qx,Qy Güte des Antriebs- bzw. Detektionsschwingers
R f Rückkoppelwiderstand
RPs, RPp Parasitäre parallele und serielle Widerstände
SK Empfindlichkeit der Kondensatorkammstruktur




sAM,A(t) Amplitudenmoduliertes Spannungssignal des Antriebskrei-
ses
sDM,A(t) Demoduliertes Spannungssignal des Antriebskreises
TA Abtastzeit
Tein Einschaltdauer
U Spannung zwischen zwei Kondensatorplatten
UAC Wechselspannungsanteil der Antriebsspannung
UAl,UAr Spannung an der linken bzw. rechten Antriebskammelektro-
de
UAntr Antriebsspannung der Kondensatorstruktur
UDC Gleichspannungsanteil der Antriebsspannung
UDD Digitale Spannungsversorgung










xid Ideal abgetastetes Signal
XA Antriebsamplitude des Antriebsschwingers
XA,Det Spektrum des Detektionssignals
Abkürzung Erklärung
ADPLL All Digital Phase-Locked Loop
AGC Automatic Gain Control
ASIC Application Specific Integrated Circuit
CDS Correlated Double Sampling
CIC Cascaded Integrator Comb
CIEB Compact Inertial Evaluation Board
CMOS Complementary Metal Oxide Semiconductor
DDS Direct Digital Synthesizer
DRIE Deep Reactive Ion Etching
DSV Digitale Signalverarbeitung
ESP Elektronisches Stabilitätsprogramm
FIR Finite Impulse Response
FPGA Field Programmable Gate Array
HDL Hardware Description Language
IEEE Institute of Electrical and Electronic Engineers
IIR Infinite Impulse Response
NCO Numerically Controlled Oscillator
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NMOS N-Type Metal Oxide Semiconductor
PFD Phasen Frequenz Dekoder
PLL Phase-Locked Loop
PMOS P-Type Metal Oxide Semiconductor
PROM Programmable Read Only Memory
SC Switched Capacitor
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