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We present the application of the spherically averaged continuum model to the evaluation of molecular
photoelectron and resonant Auger electron spectra. In this model, the continuum wave function is obtained in
a numerically efficient way by solving the radial Schrödinger equation with a spherically averaged molecular
potential. Different approximations to the Auger transition matrix element and, in particular, the one-
center approximation are thoroughly tested against experimental data for the CH4, O2, NO2, and pyrimidine
molecules. In general, this approach appears to estimate the shape of the photoelectron and autoionization
spectra as well as the total Auger decay rates with reasonable accuracy, allowing for the interpretation of
experimental results.
I. INTRODUCTION
Photoionization and (resonant) autoionization pro-
cesses encode the system’s electronic structure into the
kinetic energy of the ejected electrons, producing a Pho-
toelectron Spectrum (PES) or a Resonant Auger Electron
Spectrum (RAES), respectively. A particular advantage
of these electron-out spectroscopies is that they map
bound to continuum states and thus are not subject to se-
lection rule suppression and are more flexible than optical
spectroscopy.1–3 For instance, the combination of X-ray
valence PES and RAES has been used to unravel specific
solute-solvent interactions of transition metal complexes
in solutions.4–6 In addition, these processes can probe,
initiate, and couple to complex electronic and nuclear
dynamics.7–11 Moreover, they can cause biological radia-
tion damage by a cascade of autoionization events.12,13
Often the resulting spectra are feature-rich and dif-
ficult to interpret based on the experimental data
alone.6,14 Hence, the development of theoretical methods
for the simulation of PES and RAES has accompanied
the experimental advancement during the last decades.
Notably, modelling ionization processes remains challeng-
ing until today, although the fundamental theory is been
known for decades.15–18
Here, the most general framework is the multi-channel
scattering formalism,17 treating continuum and bound
states on the same level and including correlation effects
between them.19,20 At this level of accuracy, solving the
bound and continuum problems in a B-spline basis,21
specialized Gaussian basis sets,22,23 or combination of
both24 has proven to be a versatile approach for atoms,
diatomics, and first-row hydrides.23,25–27
More approximate approaches are usually obtained
in the single-channel scattering formalism.20 For exam-
ple, the multi-centered B-spline static-exchange Density
Functional Theory (DFT) method28,29 has been applied
a)gilbert.grell@uni-rostock.de
to molecules reaching the size of small organometallic
complexes.29–32 Further, methods that project the molec-
ular problem on a one-center expansion allow to evalu-
ate PES and RAES of small molecular systems with re-
markable accuracy.33–35 A particular efficient scheme is
obtained, if the molecular continuum orbital problem is
approximated by an atomic one.36–41 Here, the simplest
approach is to model the outgoing electron as a free par-
ticle or a distorted wave corresponding to an effective
Coulomb potential,42–44 which has been in particular ap-
plied to PES studies of rather large molecules.45–49 Fi-
nally, an entirely different set of methods relies on an
implicit continuum representation with Stieltjes imag-
ing50–53 or a Green’s operator formalism.54 However, en-
ergies of several hundreds of eV, targeted in X-ray PES
and RAES necessitate large basis sets leading to demand-
ing computations.
In all these methods, there is a certain trade-off be-
tween the accuracy that can be afforded for modelling
the bound states and the continuum part on the one side
and the size of the system on the other. On the one pole,
the multi-channel methods are residing which are highly
accurate but computationally expensive and, thus, allow
for treatment of only small systems. The other extreme
is to neglect the multi-center molecular potential and use
simplistic representations like the free-particle approach,
sacrificing the accuracy in favor of computational feasibil-
ity. Moreover, most of the methods described above have
a single reference character and are not suited to treat
systems possessing multi-configurational wave functions,
e.g., open-shell and transition metal compounds or dy-
namics near conical intersections.
In this article, we employ a multi-reference Quantum
Chemistry (QC) protocol and present the Spherical Con-
tinuum for Ionization (SCI) approach for the evaluation
of photoionization cross sections and partial Auger de-
cay rates for the case of molecules. The central approx-
imation in the protocol is that the angular structure of
the molecular potential is averaged out, leading to spher-
ically symmetric continuum orbitals that are obtained
by numerically solving the radial Schrödinger equation.
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2Thus, it represents a compromise between the two ex-
treme cases mentioned above. This work is a logical con-
tinuation of our previous benchmark of the protocol for
the atomic case of RAES of the neon 1s−13p resonance,
where it was shown to yield spectra and total decay rates
in good agreement with experimental references.55 Such
an approach, being natural for atoms, requires a numeri-
cal justification for the non-spherically symmetric molec-
ular case. As is demonstrated here, the SCI method in-
deed provides a valuable insight into the character of pho-
toionization and autoionization molecular spectral fea-
tures. In addition, we investigate the performance of the
popular One-Center Approximation (1CA) to Auger de-
cay,36,39,40,56 neglecting contributions from atoms other
than the core-hole bearing one.
Concerning the applicability of the SCI ansatz, the cru-
cial role is expected to be played by the deviations of the
molecular point symmetry from the spherical one. In this
respect, highly symmetric molecules should in general
be more suitable objects for SCI representation, whereas
for highly non-spherical systems, e.g., linear or planar,
SCI model might represent a quite crude approximation.
Therefore, we start the discussion with the K-edge spec-
tra of CH4, being isoelectronic to neon studied previ-
ously,55 which is the simplest system out of the selected
series as it contains only one heavy atom and possesses
a high symmetry. Increasing the complexity, we con-
tinue with the open shell molecules O2 and NO2, allowing
for ionization channels corresponding to different spins of
ionic remainder, and address the K-edges of oxygen and
nitrogen, respectively. The largest object studied herein
is the pyrimidine (C4H4N2) which is an aromatic hete-
rocyclic system, where we aim at description of nitrogen
K-edge. For O2 and pyrimidine, there is ambiguity in
selecting the origin of the spherically symmetric contin-
uum orbital because of presence of two equivalent atoms,
which makes them also interesting objects for testing.
One should note that for such small molecules vibra-
tional effects, showing up as, e.g. vibronic progressions
in the (auto)ionization spectra, are of importance and al-
ter the measured experimental spectrum.56 Furthermore,
they can lead to emergence of a measurable signal, even if
a purely electronic transition is forbidden, due to vibronic
interactions57 or show up in new features appearing due
to the ultrafast dissociation.58 In this work, we consid-
ered only electronic effects since the main goal is to test
our multi-reference protocol for the case of molecules.
The full treatment, however, would require the inclusion
of the nuclear motion into the consideration.
The article is organized as follows. First, we briefly re-
capitulate the theory behind our approach in Section II,
which is presented in detail elsewhere,55 and give the de-
tails of our computational setup in Section III. The X-ray
Absorption Spectrum (XAS), RAES, and valence PES
are discussed on a case to case basis for each molecule
separately in Section IV. The overall summary across the
series of molecules under study is given in Conclusions,
Section V.
II. THEORY
In this section, we briefly present theory behind our
method; the detailed description can be found in our re-
cent article.55 Atomic units (a.u.) are employed through-
out this article, if not stated otherwise. We restrict our-
selves to the limits of first order perturbation theory,
dipole approximation, and length gauge for the absorp-
tion and photoionization cross sections σgi and σgα. Fur-
ther, the average over the molecular orientation with re-
spect to the polarization vector of the incoming light is
taken. Finally, the nonradiative decay rates Γiα are es-
timated within the two-step model,59 neglecting the ex-
citation process and the interference of decay and direct
ionization pathways. The resulting expressions for XAS,
PES, and RAES read
σgi =
4pi2
3c
ω
∣∣ 〈Ψi∣∣µ∣∣Ψg〉∣∣2 , (1)
σgα =
4pi2
3c
ωk
∣∣ 〈Ψα∣∣µ∣∣Ψg〉∣∣2 , (2)
Γiα = 2pi | 〈Ψα|H − Ei|Ψi〉|2 , (3)
respectively.16,19,60 Here,
∣∣Ψg〉 denote the ground state,
|Ψi〉 are intermediate core-excited states (resonances),
and |Ψα〉 are ionized continuum states (autoionization
channels) of the system. Further, µ = −∑Nu=1 ru is the
N -electron dipole operator, H = ∑u hu + ∑u<v 1/ruv
is the molecular Hamiltonian, containing one-electron hu
and two-electron 1/ruv parts respectively, and Ei, ω, and
k are the energies of |Ψi〉, of the incoming radiation as
well as the wavenumber of the ionized electron, respec-
tively. To ensure that the total spin and its projection
onto the quantization axis for the unionized system, S
and M , are conserved, the continuum states are con-
structed as
|Ψα〉 =
S
+∑
M
+
=−S+
∑
σ=− 12 , 12
CS,M
S
+
,M
+
;σ
∣∣∣ΥσM+α 〉 , (4)
where
∣∣∣ΥσM+α 〉 = a†α,σ ∣∣∣Ψ+f,M+〉 are channel functions
corresponding to the bound cationic states
∣∣∣Ψ+
f,M
+
〉
with
an additional electron, created by a†α,σ, in the continuum
orbital
∣∣ψα,σ〉. The CS,MS+,M+;σ are the Clebsch-Gordan
coefficients; note that S+ and M+ correspond to the to-
tal spin and its quantization axis projection of the ionic
remainder.
The central approximation of the SCI approach is to
employ the spherically averaged molecular potential of
the ion and thus spherically symmetric continuum or-
bitals
ψα,σ(r,Ω) =
1
r
wfkl (r)Y
m
l (Ω)ζ(σ), (5)
where spherical harmonics Y ml (Ω), ζ(σ), and w
fk
l (r) cor-
respond to the angular, spin, and radial parts of the
3wave function, respectively. The compound channel in-
dex α = (f, l,m, k) contains the index of the ionic bound
state f , the angular and magnetic quantum numbers l
and m, and the wave number k =
√
2εα of the outgoing
electron. For the evaluation of the spectra, one needs to
sum over all decay channels α and in particular l and m.
The energy of the outgoing electron is
εα =
{
ω + Eg − Ef , direct ionization
Ei − Ef , Auger decay . (6)
In contrast to the atomic case,55 for a molecule the ori-
gin of the continuum orbital, rc, and the molecular co-
ordinate system in general differ. In fact, the location
of rc is often ambiguous. Thus rs = r − rc defines the
reference frame for Eq. (5). The functions wfkl (r) are
numerical solutions to the radial Schrödinger equation
with the spherically averaged direct Coulomb potential
V Jf (r) = V
nuc(r) + Jf (r) of the cationic state
∣∣∣Ψ+
f,M
+
〉
defined in spherical coordinates rs = (r,Ω) and contain-
ing nuclear V nuc(r) and electronic Jf (r) parts. They
are computed using Numerov’s method on a radial grid.
Asymptotically the solutions are constructed such as to
fulfill the conditions
wfkl (r → 0) = nrl+1, (7a)
wfkl (r →∞) =
√
2
pik
(
cos δfl (k)Fl(η, kr)
+ sin δfl (k)Gl(η, kr)
)
. (7b)
Therein δfl (k) are the scattering phases and Fl and Gl
are the regular and irregular Coulomb functions,61 re-
spectively.
The nuclear part of V Jf (r), corresponding to the nu-
clear charges being smeared out over a sphere around the
photoelectron origin, resembles the classical potential of
charged hollow spheres with the radii RcA = |rc − RA|
and charge ZA
V nuc(r) =
∑
A
{
− ZARcA , r < RcA
−ZAr , r ≥ RcA
. (8)
The electronic part Jf (r), however, is the electrostatic
potential of the spherically averaged electron density of
the respective ionized state, which has to be determined
numerically within the rs reference frame.
55
To keep this approach flexible with respect to the elec-
tronic structure method, we only require that the bound
state wave functions are expressed as Configuration In-
teraction (CI) expansions built on the Molecular orbitals
(MOs) expressed in terms of conventional Gaussian type
orbital basis sets. Further, it is assumed that the neutral
and cationic states have been obtained in separate cal-
culations, comprising different relaxed sets of Norb spin
orbitals {ϕi} and {ϕ+i }, respectively. Finally, the Strong
Orthogonality (SO) approximation is employed through-
out this work, since previous investigations55 have shown
that quite reliable results can be obtained with it. Hence,
the overlap between the continuum and bound orbitals
is neglected.
For a particular ionization channel function this yields〈
ΥσM
+
α
∣∣∣µ∣∣∣Ψg〉 SO= −〈ψα,σ∣∣∣r∣∣∣ΦM+gα 〉 , (9)
and the Auger decay matrix element reads〈
ΥσM
+
α
∣∣∣H− Ei∣∣∣Ψi〉 (10)
SO
=
〈
ψα,σ
∣∣∣h∣∣∣ΦM+iα 〉+ Norb∑
q=1
〈
ψα,σϕ
+
q
∣∣∣ 1
r12
∣∣∣ΞM+,qiα 〉︸ ︷︷ ︸
r
−1 coupling
.
Here, the matrix elements have been transformed to
one and two-body integrals in terms of the correspond-
ing Dyson orbitals
∣∣∣ΦM+nα 〉 (n = i, g) and two-electron
reduced transition densities
∣∣∣ΞM+,qiα 〉. Formal details
and the numerical procedure to evaluate the continuum-
bound matrix elements are elucidated in Ref. 55. A pop-
ular approximation to the full Auger matrix element (H
coupling) is to disregard the one-electron terms, only
accounting for the electronic Coulomb interaction (r−1
coupling). Further, the 1CA can be applied on top of
the r−1 coupling to reduce the computational demands.
Therein, the continuum orbital is placed on the core va-
cancy bearing atom and non-local contributions from all
other atoms to the matrix element in Eq. 10 are ne-
glected. The performance of the H and r−1 couplings
as well as of the 1CA has been investigated here.
III. COMPUTATIONAL DETAILS
For the molecules apart from oxygen, the geometries
have been obtained with the Gaussian0966 program at
the B3LYP/aug-cc-pVTZ level. For oxygen, we have em-
ployed the experimentally determined equilibruum dis-
tance of r = 1.208 Å.67 The molecular symmetry has
been restricted to the Td (CH4) and C2v (NO2 and pyrim-
idine) point groups.
For the joint discussion of the XAS, PES and RAES
on equal footing, the underlying electronic structure cal-
culation needs to satisfy all the demands for the involved
electronic states. In fact, this requires accurate predic-
tions of the ground and core-excited states of the neutral
species, as well as of the cationic valence-excited states.
For this purpose we have selected the Restricted Active
Space Self-Consistent Field (RASSCF)/Restricted Active
Space Second Order Perturbation Theory (RASPT2)68,69
approach. The active space is subdivided into the RAS1,
RAS2, and RAS3 subspaces. The RAS1 contains o fully
occupied orbitals, allowing for h holes at maximum. The
occupation of the c orbitals within RAS2 is not restricted,
corresponding to a full CI treatment within this subspace.
4Table I. QC schemes used for the bound electronic structure calculations of the depicted molecules: employed basis set, active
space, imaginary shift used in the respective PT2 calculation, and number of electronic states per charge/multiplicity of the
molecule. The number of electrons in the active space corresponds to the neutral species. ANO-L62 basis functions have been
used in all cases.
Basis Set Active Space δPT2 [a.u.] Nr. of States Comment
CH4 C: [7s5p3d2f ]
a RAS(10, 1, 1; 1, 4, 19) 0.01 1CH4: 96 SupSym
c
H: [3s2p1d] RAS1: 1a1, RAS2: 2a1, 1t2
2CH+4 : 308
RAS3: 3s(a1), 3p(t2), 3d(t2), 3d(e),
4s(a1), 4p(t2), 4d(t2), 4d(e), 5s(a1)
O2 [5s4p2d1f ] RAS(16, 2, 0; 2, 8, 0) 0.1
3O2: 826 Linear
c
RAS1: 1σu, 1σg
2O+2 : 1008
RAS2: 2-3σg, 2-3σu, 1piu, 1pig
4O+2 : 504
NO2 N: [5s4p2d1f ] CAS(19; 11) 0.3
2NO2: 430 O(1s) frozen
O: [5s4p2d1f ] CAS: 2-6a1, 1a2, 1-2b1, 2-4b2
1NO+2 : 825
3NO+2 : 990
C4H4N2 N: [4s3p2d1f ] RAS(34, 1, 1; 2, 15, 8) 0.2
1C4H4N2: 137 SupSym
c
C: [4s3p2d1f ] RAS1: σ(1a1), σ(1b2)
2C4H4N
+
2 : 2297 C(1s) frozen
H: [3s2p1d] RAS2: σ(5-10a1), σ(3-6b2), pi1(1b1),
pi2(1a2), pi3(2b1), nN−(7b2), nN+(11a1)
RAS3: pi∗(2a2), pi
∗
(3-4b1),
σ
Ryd
(12-13a1), pi
Ryd
(5-6b1), pi
Ryd
(3a2)
a ANO-L exponents62 have been supplemented by (8s6p6d4f) Rydberg exponents generated according to the procedure in Ref. 63. The
(22s15p10d7f)/[7s5p3d2f ] contractions have been obtained with the Genano module64 of openMolcas.65, see
Supplement: Section III.
c Keyword used in the RASSCF calculation in MOLCAS 8.0 to prevent mixing of orbitals from different symmetries during the
Self-Consistent Field (SCF) procedure.
RAS3, however, contains v virtual orbitals occupied by
at most p electrons. Herein, we denote the total number
of active electrons as a, which allows to uniquely specify
each active space as RAS(a, h, p; o, c, v). If only the RAS2
space is used, it corresponds to the Complete Active
Space Self-Consistent Field (CASSCF)70 calculation. In
this case, the active space is denoted as CAS(a; c). Due to
the restricted configuration space central to these meth-
ods, the wave functions are often lacking dynamic cor-
relation effects. This is corrected to the second order of
perturbation theory with the RASPT269 and CASPT271
methods. All calculations have been conducted with a
locally modified version of MOLCAS 8.0.72 The QC
setups, i.e., the used basis sets, active spaces, number
of states included in the state averaged SCF procedure,
special keywords, and imaginary shifts within the PT2
correction are detailed for each system in Table I.
The Dyson orbitals and two-electron reduced transi-
tion densities in Eqs. (9) and (10) have been estimated
using the biorthonormally transformed orbital and CI co-
efficients73 for the neutral and cationic states.
IV. RESULTS AND DISCUSSION
We have chosen to present all ionization spectra with
respect to the electronic binding energies rather than the
kinetic energies. This introduces a common reference
for PES and RAES irrespective of the photon energy at
which they have been obtained, simplifying the analysis.
To allow for a uniform comparison, both the simulated
results and the digitized experimental spectra have been
aligned with respect to the lowest vertical Ionization Po-
tentials (IPs) of each molecule, taken from Refs. 74–77.
In case of methane, the 2a−11 IP has been used because
the respective bands are narrower than the lowest 1t−12
ones. Note that for the open shell systems O2 and NO2
each ionization branch differing in the spin of the final ion
was shifted individually in our simulated spectra. The
calculated XAS have been shifted as well. All applied
shifts are summarized in Table II. The broadening pa-
rameters for the XAS, PES, and RAES of all molecules,
tuned for the best agreement between our theory and the
reference, are detailed in Supplement: Section II.
A. Methane
CH4 has been chosen because it is isoelectronic to the
previously investigated neon atom55 and thorough stud-
ies regarding its XAS, PES and RAES have been carried
out both experimentally57,78,79 and theoretically.80,81 In
addition, its tetrahedral symmetry with the central car-
bon atom closely resembles spherical symmetry, indicat-
ing that the SCI approach could be well suited to study
ionization processes in this case. In Fig. 1, we compare
our theoretical results for the XAS, PES, and RAES
from various resonances to experimental reference data
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Figure 1. (a) Calculated XAS of methane at the carbon K-edge (green, solid) compared to the experimental result (black,
dotted). The position of the dipole-forbidden excitation to the 3s(a1) orbital at 286.6 eV is indicated by a single stick. The
assignment of the experimental data follows Refs. 78 and 79 and has been connected to the corresponding core-excited states
in our calculation (dashed). (b) RAES obtained with our method using the SCI model together with the respective measured
spectra. The key for the coupling types is given under panel (a). All simulated spectra for one resonance have been normalized
with the same constants to underline their differences. Dominant Rydberg contributions obtained in our calculation (in
paranthesis) as well as the excitation energies used in the experiment are given for guidance. The experimental and theoretical
valence PES taken at a photon energy of 282.2 eV are shown at the bottom as well. Note that all experimental data in this
figure have been digitized from Kivimaeki et al.57 Shifts and broadening parameters are detailed in Table II and the main text.
digitized from Kivimäki et al.57 Therein, the ionization
spectra have been recorded using a magic angle geom-
etry,82 eliminating angular anisotropy effects that have
not been covered in our angle-integrated spectra.
a. XAS Fig. 1(a) contains the experimental57 and
calculated XAS. Both spectra are normalized to the
D(3p) peak and the experimental data are shifted by 2
units of intensity for clarity. Below we use the notation
of bands from Ref. 57. Note that we always omit the
core orbital from the labeling of resonances here and in
the following, unless explicitly required.
The experimental spectrum comprises a wealth of fea-
tures. The assignment of them is complicated by the
strong vibronic coupling especially for higher transition
energies,78,79 which is not included in our consideration.
For instance, the B(3s) peak is due to the dipole forbid-
den 3s(a1) core excitation which becomes allowed due
to a coupling to t2 vibrational modes with a frequency
of 0.374 eV.79 This fits well to the offset of -0.4 eV in
the resonance position predicted in our calculation. The
remaining peaks have been assigned as follows. D(3p)
corresponds to the 3p(t2) resonance and according to
the literature78,79 should be free of vibrational effects.
H(3d) is a 3d(t2) resonance in accordance with Ref. 78
and is shifted by 0.3 eV with respect to the experi-
ment. However, it may also be ascribed to a mixed
3d(t2)/vibrationally excited 3p(t2) character which might
explain the obtained shift.57 Finally, L(4p) calculated
with a slight offset of 0.1 eV is assigned to the 4p(t2)
6Table II. The respective reference IPs and shifts (in eV) for
the alignment of the theoretical and experimental ionization
and absorption spectra. The experimental shifts have been
applied to the indicated properties (see respective footnotes),
whereas the theoretical ones have been uniformly applied to
all PES and RAES for each system.
vertical IPa ∆IonTheory ∆
Ion
Exp ∆
XAS
Theory
CH4 22.90
74 (2a−11 ) -0.670 0.110
b -0.850
-0.260c (B)
-0.300c (D)
0.200c (H)
0.060c (L)
O2 12.33
75 (2O+2 ) -0.120 -0.100
b 0.294
16.7075 (4O+2 ) -0.110 –
c
NO2 11.25
76 (1NO+2 ) -0.056 0.125
b -0.938
13.0276 (3NO+2 ) -0.245 0.100
c
C4H4N2 9.81
77 0.200 – 2.680
a The final state of the ion is given in parentheses.
b PES
c RAES
resonance.78,79 However, because of the aforementioned
strong vibronic coupling other electronic states might
contribute to this peak as well.79 Generally, taking into
account the absence of vibrational effects in our calcu-
lations, the relative energetic positions of the Rydberg
resonances and their XAS intensities are in good agree-
ment with the experiments.
b. PES and RAES Panel (b) of Fig. 1 shows the the-
oretical and experimental57 RAES taken at the indicated
resonance energies. Further, the valence PES, recorded
at 282.20 eV are depicted. Complete, H, and approxi-
mate, r−1, couplings as well as the 1CA of the r−1 cou-
pling were employed to evaluate the partial decay rates.
To ensure convergence of the spectral intensities with re-
spect to the continuum orbital angular momentum l, we
took into account partial waves up to lmax = 5 (1CA
RAES) and lmax = 12 (PES, H, and r−1 RAES. This
is natural, since the 1CA results correspond to matrix
elements centered at one atom and thus converge faster
in l.
Finally, the PES and RAES have been normalized to
the a−11 and t
−2
2 features, respectively. Note that the
normalization constants determined for the r−1 RAES
have been used for the 1CA and H spectra as well to
underline their relative differences.
The valence PES contains two peaks corresponding to
electron emission from the 2a1 and 1t2 valence orbitals,
leading to single hole states depicted as a−11 and t
−1
2 . Ap-
parently, our model can not reproduce the relative PES
intensities of these peaks correctly at this excitation en-
ergy and overestimates the intensity of the t−12 feature by
a factor of 4. A study of the PES with different model po-
tentials (Supplement: Fig. S1) has revealed that the spec-
trum depicted in Fig. 1, employing V Jf (r), yields in fact
the best agreement possible within our present model. A
further improvement would require a non-spherical con-
tinuum model that accounts for the true molecular sym-
metry. However, the a−11 : t
−1
2 intensity ratio is quite
sensitive to the photon energy,83,84 which suggests that
this is a somewhat difficult case.
The RAES can roughly be divided into the participa-
tor and spectator decay regions, below and above 25 eV
binding energy. Participator decay involves the excited
electron in the decay process, leading to single hole states
that are the main PES features as well. Here, the corre-
sponding states are a−11 and t
−1
2 , indicated by the dashed
lines. Spectator decay, in contrast, leaves the excited
electron intact and leads to states with two holes in the
valence shell. Similar states result from normal Auger
decay as well, albeit the additional electron introduces
energetic shifts in the resonant case. The dominant char-
acter of the respective two hole states obtained in our
calculation is indicated at the top of panel (b). Clearly
the spectator decay is dominating the RAES. The main
peak located in the range 25 − 40 eV is due to t−22 tar-
get states for all resonances. The high energy tail how-
ever generally comprises three features for all but the H
resonance, where vibrational effects lead to a stronger
broadening that hides the detailed structure in the ex-
perimental data. With decreasing binding energy, the
first feature may be assigned to a−21 states, while the lat-
ter two can be assigned to states of a−11 t
−1
2 character.
The participator region is most prominent for the B(3s)
resonance.
Fig. 1 (b) demonstrates that the theoretical spectra
obtained with H and r−1 coupling reproduce the exper-
imental RAES for all resonances with good accuracy.
Note that using a simple effective Coulomb potential
−1/r to obtain the continuum orbitals leads to consider-
ably worse agreement, see Supplement: Fig. S2. Further,
employing an additional radial Slater exchange term into
the potential does not improve the results, see Supple-
ment: Fig. S3. With respect to the r−1 results, the H
coupling introduces just a slight redistribution of inten-
sity from the high energy flank of the t−22 peak to the
center of the high energy tail (about 45-50 eV). In con-
trast, employing the 1CA leads to an overestimation of
the tail (>40 eV) and participator regions, whereas the
main feature is underestimated. Thus, it seems that non-
local contributions from the hydrogen atoms can not be
disregarded and the 1CA is not a suitable approxima-
tion when evaluating RAES of methane with the SCI
approach. In the remainder of this section, we will only
refer to the results obtained with H and r−1 coupling.
While the overall agreement for the H and r−1 cou-
plings is very good, the following differences remain. For
all resonances, the a−21 and a
−1
1 t
−1
2 regions are slightly
overestimated with respect to the main t−22 feature. Fur-
ther, the features in the tail region are blue shifted by
roughly 3.0 eV and 2.0 eV for the B(3s) and D(3p) res-
onances, while for the H(3d) resonance the whole spec-
trum appears to be blue shifted by 1.0 eV. In contrast
for L(4p), the t−22 feature appears red shifted by 2.0 eV,
7which decreases towards higher binding energies to 0.5 eV
for the a−21 peak. We attribute these shifts to the fact
that our active space does not allow to include enough
electron correlation to represent the highly excited states
of CH+4 with the same accuracy as the lower ones. In
addition, the lack of nuclear effects prohibits the descrip-
tion of shifts due to vibronic coupling in the resonances
as well as the ionized states. Finally, the a−11 and t
−1
2
participator peaks are barely present for the H(3d) and
D(3p) resonances and the a−11 peak seems to be generally
underestimated with respect to the t−12 one. This dis-
crepancy is most probably due to the two-step approach
to resonant Auger emission employed herein, disregard-
ing the excitation process and the interference between
photoionization and the Auger decay terms. Further, the
deficiencies of our SCI model to describe the correct a−11
: t−12 intensity ratio in the PES, might translate to the
participator decay as well.
We conclude this discussion with the observation that
the relative energetic positions and intensities of the fea-
tures in the methane B(3s), D(3p), H(3d), and L(4p)
RAES can be reproduced quite well with the SCI ap-
proach, using the V Jf (r) potential together with H or r−1
coupling, while vibrational effects can be disregarded in a
first approximation. The 1CA, however, is not enough to
reproduce the relative intensities. Further, an improved
model of the continuum orbital seems to be required to
recover the a−11 : t
−1
2 intensity ratio in the PES at this
energy.
B. Molecular oxygen
Being a biradical open shell system with triplet ground
state multiplicity, molecular oxygen is an intriguing sys-
tem, allowing for ionization into doublet and quartet
spin states and being targeted by many studies. Es-
pecially the core-hole decay of O2 has been subject to
frequent investigation, since it is a textbook example of
strong lifetime-vibrational interference effects.86–88 The
plethora of available experimental data regarding its
XAS85,89,90, PES58,86 and RAES58,86,90,91 allows for a
detailed test of our approach.
The homonuclear linear geometry of O2 suits to test
the applicability of the spherically symmetric continuum
orbital model that is central to our protocol. For in-
stance, the 1s core hole might be delocalized over both
atoms, whereas we expect our method to be more ap-
propriate in the case of a localized hole. Further, it in-
troduces some ambiguity regarding the coordinate origin
of the continuum wave functions, see Section II, which
might be placed either on one atom, RO, or at the inter-
atomic center RO2 . Both approaches have been tested
here with respect to their ability to reproduce the PES
and RAES of O2.
a. XAS The comparison of the theoretical K-edge
XAS of O2 against experimental data that has been
digitized from Ma et al.85 is presented in Fig. 2 (a).
Both spectra were normalized to the dominating peak
at 531 eV that corresponds to core excitations to the
1pig orbitals.
85 The structured double peak at 539-545 eV
has been assigned to two broad 3σu resonances that are
exchange split by 2.3 eV and a series of Rydberg exci-
tations.85 We recover this characteristic in our theory,
however the splitting is smaller being about 1.4 eV, which
can be attributed to the missing Rydberg orbitals in our
active space. In agreement with Ref. 85, we find the fol-
lowing assignment. The lower energy feature at 539.3 eV
predominantly corresponds to the promotion of a spin-up
(α) electron to the 3σu orbital, i.e., quartet spin coupling
in the valence shell, which we denote as q-3σu in the fol-
lowing. The higher energy peak at 540.7 eV comprises
doublet spin coupling in the valence shell, labeled anal-
ogously as d-3σu. Further, a small feature at 535.5 eV
is not found in the experimental data, while the one at
547.5 eV is already above the core ionization threshold.92
The former corresponds to the shake-up excitation of 1.0
core and 0.6 valence electrons to the 1pig orbitals, while
the latter is due to states involving simultaneous excita-
tions to the 1pig and 3σu orbitals.
The photon energy of 530.8 eV at which Caldwell
et al.58 have recorded the RAES has been assigned
to the 1pig resonance. However, due to the band-
width of ∼ 2.7 eV in the experimental setup, the excita-
tion at 540.0 eV involves both exchange-split q-3σu and
d-3σu resonances. Notably, the evaluated core holes are
1σ−0.3g 1σ
−0.7
u and 1σ
−0.65
g 1σ
−0.35
u for the 1pig and both
3σu resonances, respectively, i.e., they are delocalized in
our calculation.
b. PES and RAES In Fig. 2(b), the computed PES
and 1pig as well as q-3σu and d-3σu RAES of O2 are
compared to the experimental data recorded under the
pseudo magic angle of 57◦ by Caldwell et al.58 The re-
spective spectra have been normalized to the the heights
of the features P1, R4, and S3. The continuum orbitals
have been generated with the V Jf (r) potential, centered
either at RO or RO2 . Further, the partial decay rates
have been estimated using the complete, H, and approx-
imate, r−1, couplings. Results obtained with the 1CA
for the RO origin are shown as well. Note the remark-
ably different convergence of the results with respect to
highest angular momentum included in the photoelectron
representation: it was necessary to include waves up to
lmax = 12 for the PES, lmax = 15 for the RAES with H
and r−1 couplings, and lmax = 5 in case of 1CA RAES.
The experimental RAES and PES are quite structured
and feature-rich. Remarkably, the energetic positions of
experimental PES features are reproduced almost ex-
actly. Using the SCI approach we have been able to
achieve quite good overall agreement with the experi-
mental 1pig RAES. Reproducing the 3σu spectrum is
more problematic, because the q-3σu, d-3σu and under-
lying Rydberg resonances,85 which are not included here,
are simultaneously excited in the experiment.
In the PES, P1 and P3 correspond to the 21pi−1g
and 23σ−1g ionic final states, respectively. P2, hav-
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Figure 2. (a) Calculated K-edge XAS of O2 (solid) compared against experimental results from Ma et al.
85 (dotted). The
experimental excitation energies are connected to the theoretically found 1pig, q-3σu, and d-3σu resonances in the XAS, as
well as to the respective RAES in (b). Therein, the theoretical RAES and PES obtained with the SCI approach are presented
together with the respective experimental data that has been digitized from Caldwell et al58 (dotted). Note that due to the
high bandwidth of ∼ 2.5 eV, the whole exchange split 3σu double peak is excited by the incoming radiation at 540 eV. Hence,
the theoretical RAES for the q-3σu (dashed) and d-3σu (solid) resonances are depicted in this case. The theoretical results
have been obtained with continuum orbitals corresponding to the V Jf (r) potential originating either at one atom, RO, or at
the molecular center, RO2 , as well as with the indicated coupling approaches. All spectra have been normalized. The applied
shifts and broadenings are detailed in Table II and Supplement: Table S2, respectively.
ing a double peak structure, is due to primarily quar-
tet cationic states: 41pi−1u at 17 eV and
43σ−1g with a
smaller contribution from 2pi−1u at 18 eV, respectively.
P4 contains already combination transitions with the
leading states 21pi−1u and
42σ−0.5u 3σ
−0.5
g which are ac-
companied by exciations to the σ and pi orbitals. P5
corresponds to the double hole states 43σ−1g 1pi
−0.75
u 1pi
1
g
and 22σ−0.3u 3σ
−0.6
g 1pi
−0.5
u 1pi
0.5
g . The higher binding en-
ergy features increasingly correspond to states carrying
multiple excitations that can hardly be assigned in the
orbital picture. Note that our analysis is in accord with
that of Ref. 75.
The calculated PES intensities quite well reproduce the
experiment for P1-P3. However, P4-P8, involving multi-
ple excitations become increasingly underestimated with
rising binding energy. This might be due to the lack of
combination transitions in this energy region because of
the limited active space. The integrated total cross sec-
tions, however, are considerably affected, being 0.30 and
0.14 a.u. for RO and RO2 , respectively.
The oxygen molecule represents a convenient object to
discuss the dependence of total decay rates on the con-
tinuum origin. Moreover, it demonstrates the largest de-
pendence of this kind among the molecules studied here
and this comparison is supported by the available exper-
imental value. The total decay rates of the 1pig, q-3σu,
and d-3σu resonances obtained with all approaches are
compiled in Table III together with the experimentally
determined lifetime width of the 1pig resonance.
89 In the
literature, it has been assumed that the 1pig and 3σu
resonances have approximately the same decay rate.90,91
The computed total decay rates support this assump-
tion for the results obtained within each model. Notably,
9Table III. Computed total, doublet, and quartet autoioniza-
tion rates in meV for the 1pig, q-3σu, and d-3σu resonances of
O2 obtained with the indicated approaches. The experimen-
tal reference for the total decay width of the 1pig resonance
has been taken from Ref. 89.
RO RO2
1pig q-3σu d-3σu 1pig q-3σu d-3σu
H
Total 126.0 125.9 125.0 120.2 122.5 121.2
Quartet 25.2 104.8 30.2 35.7 95.6 40.6
Doublet 100.7 21.1 94.8 84.5 26.9 80.6
r
−1
Total 169.0 167.8 165.2 186.6 187.9 184.4
Quartet 48.9 132.4 52.8 69.4 140.1 73.6
Doublet 120.1 35.4 112.4 117.2 47.8 110.8
1CA
Total 69.7 65.1 65.5
Quartet 7.5 57.5 56.0
Doublet 62.2 7.6 9.5
Exp. Total 149.5± 10
the total decay rates of the q-3σu and d-3σu resonances
demonstrate the expected preferential decay into quartet
and doublet target states, respectively, corresponding to
their valence spin coupling. The 1pig resonance, however,
favors decay into doublet states. Interestingly, this spin
selectivity is less pronounced if the RO2 origin is used.
In absolute terms, the H coupling results recover ap-
proximately 80% of the experimental value.89 The r−1
coupling in turn produces total decay rates larger than
the reference by 13% and 25% for the RO and RO2 ori-
gins, respectively. However, the 1CA decay rates are the
smallest, providing only about 45% of the experimen-
tal result. This suggests that the 1CA misses important
contributions in this case. The delocalization of the core
hole, that we discussed earlier, could be an explanation
for this behavior, since the 1CA excludes all contribu-
tions from one atom. Still, doubling the 1CA results
recovers only about 80% of the full r−1 coupling result
at the RO origin, which is why we ascribe the remain-
der to non-local contributions. Although the H and r−1
couplings reproduce the experimental reference with sim-
ilar absolute deviations, see Table III, we consider the H
results to be in general more reliable. This is because
our method does not include nuclear effects and there-
fore has less open decay channels. Thus it is rather likely
that the present model indeed should underestimate the
experimentally determined total decay rate. Further, the
spectra obtained with H coupling agree better with the
experimental 1pig RAES and the r
−1 results are more
sensitive to the placement of the continuum origin, see
Supplement: Fig. S4.
For the 1pig resonance (Fig. 2(b)), the computed spec-
trum is in an overall good agreement with experiment,
with the low binding energy features R1-4 being bet-
ter reproduced. This region of the spectrum corre-
sponds predominantly to participator decay into single
hole states that constitute the PES as well. The follow-
ing PES and participator RAES features can be assigned
to the same single hole states: P1 and R1, the high en-
ergy part of P2 and R2, P3 and R4 ( 30% of participa-
tor character), and P4 constitutes the rising flank of R5.
The remainder of the RAES is due to spectator decay
to double hole and higher excited states, the representa-
tion of which might benefit from a larger active space.
For O2, the 1CA RAES agree quite well with those ob-
tained with H coupling, in contrast to the behavior that
we found for CH4 in Fig. 1. Further, the choice of the
continuum orbital origin only weakly affects the q-3σu
and d-3σu spectra and the overall shape of the 1pig one.
Similar to the PES spectrum, the agreement gets worse
for higher binding energies. For instance, the intensity
of R5 is overestimated, it is less structured, and its onset
is shifted to higher energies by 1.5 eV. The atom cen-
tered approach (RO) performs better, and moreover the
best agreement especially for high-energy features is ob-
tained within the 1CA. The R6 peak behaves similar,
albeit the relative overestimation by the H coupling ap-
proaches, especially with RO2 is stronger. R7, however,
is reproduced well with all approaches. Finally R8, i.e.
the beginning of the tail region appears blue shifted by
2.5 eV. The intensity overestimation with the RO2 origin
is due to the enhancement of the quartet decay branch,
as indiciated by the total decay rates in Table III.
For the 3σu resonance the agreement with the experi-
ment is worse than for the 1pig resonance. The q-3σu and
d-3σu RAES appear to be shifted with respect to each
other both due to exchange splitting in the core-excited
states and preferential decay to different spin manifolds
of O+2 . In particular, the q-3σu spectrum is shifted to
lower binding energies by ∼ 2.5 eV relative to the ex-
periment even after the alignment of all spectra to the
reference IPs, see Table II. Further, the intensity of the
features with a binding energy above 35 eV (S4-6) are
considerably underestimated. This discrepancy may be
attributed mainly to two reasons as discussed previously
in experimental works.85,90,91,93 As mentioned before, the
3σu band is overlaid by a manifold of Rydberg transitions
in addition to the exchange splitting between q-3σu and
d-3σu resonances.
85 Namely, within the excitation band-
width of 2.7 eV,58 Rydberg states of np(piu), n = 3–7
and ns(σg), n = 3–5 character have been identified by
Ma et al.85 around 540 eV. This indicates that the mea-
sured spectrum contains contributions from all these res-
onances and in our calculation we consider only one at a
time. Further, the 3σu states are dissociative and a fast
bond elongation is expected to occur on the timescale
of the Auger decay that has been claimed to lead to
appearence of atomic features.58,90,91 Our test calcula-
tions with a bond distance of 1.26 Å (0.05 Å elongation)
show for q-3σu an almost doubled energetic mismatch
between theory and experiment of 4.5 eV (compare with
2.5 eV), indicating that a simple bond elongation might
not explain the effect. To close this question, the one-step
model for resonant Auger decay19 has to be employed to-
gether with a larger active space that includes excitations
to Rydberg orbitals. Finally, varying the excitation ra-
tio of all these resonances might strongly influence the
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result.
Summarizing, the total Auger decay rates, the 1pig
RAES as well as the PES are in quite good agree-
ment with the experiment, whereas the 3σu RAES agrees
slightly worse calling for more sophisticated treatment.
In general, the full H coupling seems to yield the most
stable spectra and total decay rates and the 1CA pre-
dicts spectra of the same quality as the full approaches,
although the overall decay rates are underestimated. Fi-
nally, the choice of the continuum origin has no strong
effect on the spectra and total decay rates, although the
total photoionization cross sections vary by a factor of
two.
C. Nitrogen dioxide
NO2, being a radical with multi-configurational char-
acter of the ground doublet state, represents an increase
of complexity with respect to O2. This fact makes it a
convenient object to study the performance of our multi-
reference protocol. Moreover, recent reference data for
its XAS94,96, PES95, and RAES95 taken at the nitrogen
and oxygen K-edges are available for comparison. In this
article, we focus on the nitrogen K-edge. This takes ad-
vantage of the fact that the origin of the spherically sym-
metric continuum functions can be unambiguously put
on the nitrogen atom RN.
a. XAS The calculated XAS at the nitrogen K-edge
of NO2 is presented in Fig. 3 panel (a), together with the
experimental reference that has been digitized from Gejo
et al.94 Both spectra have been normalized to the height
of the 2b1 peak. The relative intensities of the 6a1 and
2b1 resonances are reproduced almost exactly, although
the 6a1 peak is predicted slightly by 0.2 eV too high in
energy. The features at higher energies correspond to
excitations to the 7a1, 5b2, and Rydberg orbitals
94 that
are not included in our active space. Thus, they are
reproduced herein only to some extent.
The excitation energies of 402.86 eV and 403.73 eV
used to obtain the RAES from the low and high energy
flank of the 2b1 resonance
95 are indicated by the arrows.
We have connected them to the positions of two core-
excited states predicted by our calculations that corre-
spond to the 2b1 resonance. Our calculation predicts a
splitting of 0.34 eV for these states. Further, the os-
cillator strength obtained for the lower state is a factor
of ∼ 20 smaller than the one of the higher state. An
analysis in terms of the occupation numbers of the state
averaged orbitals obtained from the CASSCF procedure
shows that both states are quite similar in character,
bearing the N(1s) core hole and the excitation to the 2b1
orbital. However, the analysis of the core-hole spin in
our calculations does not support the assignment of this
splitting to an exchange mechanism, in contrast to the
experimental results for the O(1s)→ 2b1 resonance.95
b. PES and RAES Panel (b) comprises the RAES
corresponding to the low and high energy flanks of the
2b1 resonance, as well as the direct PES taken at 399 eV
below the edge. The experimental data has been digitized
from Ref. 95. The PES and RAES have been normalized
to the peaks 4 and 3, respectively. To converge the par-
tial decay rates and the ionization cross sections it was
necessary to include partial waves up to lmax = 9 (r
−1
coupling) and lmax = 4 (1CA) as well as lmax = 15 (PES),
respectively. Note that we have used a Lorentzian line-
shape with an Full Width at Half Maximum (FWHM)
of 0.1 eV for peak 6 in the calculated PES. To have a
common reference, the theoretical and experimental data
have been aligned to reference values for the lowest sin-
glet and triplet IPs as detailed in Table II. For the sake
of clarity a common set of identifiers 1-7 is used for fea-
tures in all spectra. The dashed lines denote features or
groups thereof that predominantly correspond to direct
photoionization, whereas those that are found in both,
PES and RAES, are indicated with solid lines.
PES is found to be in fairly good agreement with ex-
periment, although the feature 2 is overestimated by an
approximate factor of 2. Further, the peak 4 is slightly
overestimated and around 23.6 eV our simulation yields
a feature that has no correspondence in the experimental
data. Some of this deviations might be due to anisotropy
effects present in the experimental data95 which are not
recovered in our angle integrated spectra. In addition,
the valence PES is a rather non-local probe and thus
might be more sensitive to the quality of the continuum
orbital than RAES, which in this case seems to be an
almost purely local process. An improvement could thus
require a more elaborate model for the continuum elec-
tron, possibly involving a multi-centered approach.24
We address here different flanks of the 2b1 resonance
which exhibits an exchange splitting of ∼ 0.5 eV for the
O(1s) hole94,95. Piancastelli et al.95 found that the low
energy side of the O(1s) → 2b1 resonance favors decay
to triplet ionized states whereas the higher energy side
favors decay to singlet states, which is a trace of this
splitting. A similar behavior can be expected for the
N(1s)→ 2b1 resonance, although the splitting is assumed
to be smaller95. However, to the best of our knowledge no
data regarding the splitting has been published yet and
the experimental RAES results in Ref. 95 are inconclusive
in this case. We attempt to shed light on this question
in the following.
The results of the r−1 coupling are presented in Fig. 3
assuming the full molecular treatment and 1CA. Note-
worthy, the RAES obtained within the 1CA closely re-
semble the ones that have been obtained by taking into
account non-local contributions from the oxygen atoms as
well. Adding to that, the calculated total decay widths
of 92 meV and 98 meV corresponding to the 1CA and
the full r−1 couplings agree with each other as opposed
to oxygen case. Thus it seems that the decay of the 1b2
resonance can be described quite well as a purely local
phenomenon, in contrast to our findings for CH4 and O2.
To unravel the relative contribution of the triplet and
singlet decay pathways, we found T:S ratios of 1.0 and
11
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Figure 3. (a) Theoretical nitrogen K-edge XAS of NO2 (green, solid) and the experimental reference digitized from Gejo et
al.94 (black, dotted). The arrows indicate the excitation energies used by Piancastelli et al.95 to obtain the experimental RAES
in panel (b). In addition, the dashed lines link the experimental excitations to the respective core-excited states predicted in
our calculation and the corresponding RAES in (b). Therein, the decay spectra measured at the low and high energy sides of
the 2b1 resonance as well as the PES taken at 399 eV below the edge
95 (dotted) are compared against our theoretical results
(solid). The partial decay rates have been obtained using r−1 coupling and the 1CA. The vertical lines indicate corresponding
features that are predominantly found in PES (dashed) and RAES (solid), respectively. The applied shifts and broadenings
are detailed in Table II and in Supplement: Table S3.
1.2 for the the low and high energy 1b2 RAES. Thus
there is no appreciable difference in the spin coupling of
the respective core-excited states, supporting the result
from the analysis of the respective core-hole spins, see
the discussion of the XAS above. In contrast, the total
photoionization cross section yields a T:S ratio of 2.5,
i.e., the PES at this energy is dominated by the triplet
branch. This behavior fits well with the fact that the 6a1
orbital is occupied in the NO2 ground state, as well as in
a large part of the triplet ionized states but only to lesser
extent in the singlet states.
Concerning the analysis of the spectra, the comparison
against the reference data95 yields a very good agree-
ment regarding the energetic positions of all features in
the high energy RAES and the PES. The peaks 2, 4,
and 6 are predominant PES features and their presence
in the experimental RAES indicates that a considerable
portion of the absorbed photon flux leads to a direct
ionization rather than to a resonant excitation of the
molecule. To reproduce these effects theoretically, the
one-step model19 for resonant Auger decay must be em-
ployed.
The frontier orbital configurations for NO2 as well as
singlet and triplet NO+2 are 4b
2
21a
2
26a
1
1, 4b
2
2a
2
26a
0
1, and
1a224b
1
26a
1
1, respectively. The 2b1 orbital however, is un-
occupied in all ground states with given charge and mul-
tiplicity. Hence, core excitations to the 2b1 orbital can be
expected to have a considerable participator decay con-
tribution. In contrast, the peaks 3, 5, and 7 are predom-
inant spectator Auger decay contributions having only
small counterparts in the PES. Finally, the lowest en-
ergy peak, 1, corresponds to the singlet NO+2 ground
state, i.e. the 16a−11 ionization. It can be reached via
direct ionization and participator decay of the 2b1 reso-
nance and contributes equally to both, PES and RAES.
In opposite to that, participator decay into the higher
12
lying single hole states contained in feature 2, i.e., 34b−12 ,
31a−12 ,
11a−12 , and
14b−12 at 13 eV, 13.6 eV, 14.2 eV, and
14.6 eV, is suppressed, although this states contribute to
the PES. We can confirm the statement of Ref. 95 that
this is most likely due to the localization of the 1a2 and
4b2 orbitals on the oxygen atoms, whereas the 2b1 exci-
tation is primarily localized on the nitrogen. Hence, the
main part of the Auger decay of the 2b1 resonance at the
N K-edge of NO2 can be ascribed to spectator decay into
double-hole or higher excited states, which appear only
as satellites in the PES. This is a common situation and
underlines the importance of the joint analysis of PES
and RAES. The strong configuration mixing in the elec-
tronic structure calculation hinders a clear assignment of
the remaining features, thus, we refer to the assignments
in Refs. 97 and 76.
One can expect the Auger features to shift on the bind-
ing energy scale when changing the photon energy, the
energetic position of the direct ionization PES features,
however, should stay intact. The theoretically obtained
RAES taken at the low-energy flank is rather similar to
our high-energy result and does not recover the shift of
the decay features 3, 5, and 7 by approximately 0.6 eV
observed in the experimental spectrum. Judging by the
relative contribution of the direct ionization (PES) fea-
tures 2, 4, and 6 to the measured data, the resonant de-
cay contribution is here much weaker than in the RAES
taken at high-energy flank. In turn, feature 1 can be
ascribed exclusively to direct photoionization that does
not appear red-shifted in contrast to its participator de-
cay counterpart that could be concealed within the noise
due to its small intensity. Since our preliminary stud-
ies with a larger active space and basis set have not led
to an improvement here, we tend to attribute this shift
to difference in exciting photon energies and vibrational
effects. Nevertheless, we do not exclude other possible
explanations.
Finally, concerning the relative intensities. The overall
agreement is good, with some exclusions. For instance in
the high energy flank RAES, the relative intensities of the
features 1, 3, and 5 are reproduced quite well, while the
peak 7 is underestimated considerably and is less struc-
tured than in experiment. The situation is more delicate
concerning the low energy RAES. In this case, the overall
small magnitude of the decay features in the experimen-
tal spectrum could be due to the low oscillator strength
of the corresponding core-excited state, as discussed in
the XAS part. Further, the red shift of the resonant
decay features by 0.6 eV increases the overlap between
the direct photoionization peaks 4 and 6 with the decay
features 5 and 7, respectively. Thus a disentanglement
of direct and resonant contributions is hardly possible for
these peaks. It seems that for a better reproduction of the
experimental results for the low energy RAES, the one-
step ansatz to RAES, allowing for interference between
multiple resonant decay and direct ionization channels19
as well as the inclusion of vibrational effects have to be
considered.
In summary, the comparison to the experimental XAS
has verified that our electronic structure is suitable to de-
scribe the 2b1 resonance at the nitrogen K-edge. Further,
our theoretical data agree well with the experimental ref-
erence for the PES and the RAES recorded at the high
energy flank of the resonance. In addition, the 1CA re-
sults closely resemble the spectra and total decay rates
obtained when all atomic centers are included. However,
the RAES stemming from the low energy side of the res-
onance probably requires a more involved treatment of
the resonance decay within the one-step model as well as
the inclusion of nuclear effects. Finally, our results do
not indicate a difference in the spin coupling on the low
and high energy flank of the N(1s) → 2b1 resonance, in
contrast to previous findings for the O(1s) → 2b1 reso-
nance.95
D. Pyrimidine
Finally, we benchmark the SCI approach for the pyrim-
idine molecule (C4H4N2). Having six heavy atoms ar-
ranged in a C2v symmetric ring, the theoretical study of
its PES and RAES is considerably more involved than
for the previous examples. Moreover, pyrimidine is in-
teresting on its own, since the structures of the nucleic
acids uracil, cytosine, and thymine are derived from it.
Its ionization spectra are thus an important landmark
on the route towards a better understanding of DNA ra-
diation damage. Due to this, a number of experimen-
tal and theoretical investigations regarding its XAS77,98,
PES77,99–102, normal103 and resonant77 Auger emission
have been published during the last 20 years. Bolog-
nesi et al.77 have recently reported complete sets of XAS,
PES, and RAES measurements at the carbon and nitro-
gen K-edges of pyrimidine, making this work a suitable
reference for our simulations. Conveniently, the electrons
have been collected at the pseudo magic angle, suppress-
ing angular anisotropy effects.
We have chosen to focus on the nitrogen K-edge of
pyrimidine, since the corresponding RAES are quite
structured and it allows to incorporate only two instead
of four core orbitals into the active space. However, the
symmetric arrangement of the nitrogen atoms, Fig. 4,
might lead to core-hole delocalization effects. Similar to
the O2 case, see Sec. IVB, the continuum orbital origin is
also not well defined. Here, two options seem reasonable.
First, it might be placed on one of the nitrogen atoms,
denoted as RN, or in the geometric center of the ring,
RC4N2 , which might be the most balanced choice if all
atoms contribute to the continuum orbital.
a. XAS The calculated nitrogen K-edge XAS of
pyrimidine is depicted in panel (a) of Fig. 4 together with
the experimental reference;77 the band labels are taken
from this experiment. In case of pyrimidine, the agree-
ment with the experimental XAS is less satisfactory than
for the other molecules. In accord with previous find-
ings,77,104 we assign the main features to a pi∗(a2) core
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Figure 4. (a) Theoretical nitrogen K-edge XAS of pyrimidie (solid green) and the respective experimental measurement taken
from Bolognesi et al.77 (black dotted). (b) Theoretical and experimental77 (black) RAES of the E6 resonance and the pre-edge
PES obtained at the indicated energies. The continuum orbitals have been evealuated using the V Jf (r) potential centered at
one nitrogen atom, RN, or at the geometric center of the ring, RC4N2 . The RAES have been evaluated in the 1CA and 2CA,
see text. The applied shifts and broadenings are detailed in Table II and Supplement: Table S4, respectively.
excitation (E6) and to transitions to the pi - Rydberg
mixed piRyd(b1) orbitals (∼ 406 eV; E7). In contrast, the
shoulder of E6 at 399.9 eV that has been attributed to
pi∗(b1) excitations
104 is missing in our results. In fact, the
corresponding core-excited state is present at 400.4 eV,
but its absorption is by a factor of ∼ 500 lower than
for the E6 one. A different theoretical study,98 however,
found this feature to be underestimated as well, but per-
ceivable. Finally, the structure around 401 eV has been
attributed to a contamination with N2 molecules
104 and
can be neglected in the discussion.
The energetic spacing between E6 and E7 is overesti-
mated by about 2.8 eV in our calculations. This is an
indication of the lack of electron correlation as well as
Rydberg character in the active orbitals. However, in-
cluding a higher level of CI and employing much larger
Rydberg bases has not been feasible.
b. PES and RAES The predicted PES at 397 eV
and the RAES obtained at the E6 resonance together
with experimental data digitized from Bolognesi et al.77
are compiled in Fig. 4 (b). All spectra have been nor-
malized to their respective highest peaks. We focus here
solely on the E6 resonance, because its spectrum yields
more structure than the E7 one77 and we deem our core-
excited states to be more reliable for this lower lying res-
onance. The continuum orbitals used in the calculations
have been constructed based on the V Jf (r) potential cen-
tered at the RN and RC4N2 origins, as depicted in Fig. 4.
Due to the computational costs, the RAES have only
been obtained in the nitrogen centered 1CA, as well as
the Two-Center Approximation (2CA). For the latter
spectrum contributions from at most two different atoms
of the C4N2 ring have been included in a two-center ap-
proximate fashion with the continuum orbitals being cen-
tered at RC4N2 . We have included partial waves up to
lmax = 15 for the PES and 2CA RAES, which is the
current maximum supported by our code. However, the
contributions of the l = 15 term can for some transitions
reach up to 15% and 25% for the RC4N2 (PES and 2CA
RAES) and RN (PES) origins, respectively. Hence, par-
tial waves with higher angular momenta might be needed
to ensure complete convergence of the respective band
intensities. However, for the 1CA decay spectrum, cor-
responding to the autoionization contribution from one
nitrogen atom embedded in the molecular potential, the
intensities converged already for l = 4, although lmax = 9
has been used.
At first glance, our simulations reproduce the experi-
mental PES results very well, whereas the RAES inten-
sities are matched to a lesser extent. For the detailed
discussion, we follow Bolognesi et al.77 in dividing the
spectra into three regions, spanning binding energies up
to 13 eV (1), 20 eV (2), and > 20 eV (3). We begin
the discussion with the PES. Region (1) contains clearly
distinguishable single hole states with the leading con-
figurations nN−(7b2)
−1 at 9.8 eV, pi3(2b1)
−1 at 10.5 eV,
nN+(11a1)
−1 at 11.2 eV and pi2(1a2)
−1 at 11.5 eV in
Fig. 4 (b). This assignment agrees with the one obtained
in Refs. 99,100, regarding the still controversial question
of the ordering of the nN+(11a1)
−1 and pi2(1a2)
−1 fea-
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tures77 that are difficult to resolve experimentally. The
region (2), marks the transition from single to double
hole states. The feature around 14.5 eV comprises three
states of dominant pi1(1b1)
−1, σ(10a1)
−1 and σ(6b2) na-
ture with an admixture of up to 20% pi∗ character. The
other two peaks, correspond dominantly to lower lying
σ−1 states with up to 30% pi∗ character. Finally, in region
(3), the density of the ionized states increases consider-
ably and they are predominantly of two hole character.
Here, multiple transitions contribute to each peak and an
assignment in terms of orbitals is not possible anymore.
Concerning the intensities, in region (1), the height ra-
tio of the double peak is not symmetric. The low and
high energy parts are enhanced with the RN and RC4N2
origins, respectively. In region (2), RC4N2 leads to a bet-
ter agreement for the first two peaks, whereas using RN
resembles the part around 17.5 eV better. The exper-
imental data in region (3) yields four distinct features
around 21 eV, 25 eV, 26.5 eV, and 29.5 eV as well as
an unresolved tail at higher energies. Our data repro-
duces the general structure, albeit the features appear
blue shifted by 1.3 eV, 0.5 eV, 1.1 eV, and 0.8 eV, respec-
tively. Further, the relative intensity of this region tends
to be underestimated, in particular with the RC4N2 ori-
gin. Especially the feature around 27.5 eV appears only
as a small shoulder. Since the PES of O2 demonstrated
only minor variations for different origins, one might at-
tribute the deviations observed here to the fact that the
angular momentum expansion is not fully converged in
this case.
Now concerning the RAES of the E6 resonance, Fig. 4
(b). Both, the 1CA and 2CA spectra show only a very
approximate correspondence to the experimental data.
In region (1) the theoretical RAES resembles the shape
of the experimental reference. It can be assigned to pure
participator decay into the single hole states that consti-
tute the PES in this region as well. Already in region (2),
we find that spectator decay is dominating and the num-
ber of final states increases to around 40 for the whole
region. Here, our data yields two distinct peaks simi-
lar to the experimental result, but blue shifted by about
0.7 eV. The relative intensity of the one at 17.5 eV, which
is the most prominent feature in the experimental data,
however, is underestimated by a factor of 2.5 in the 1CA.
Finally, region (3) comprises more than 250 mainly spec-
tator transitions with appreciable intensities that in to-
tal constitute the spectrum. Here, the experimental data
comprises 4 features. A broad one (19.0 − 24.0 eV) is
only partially reproduced in the theoretical spectrum. It
is too narrow, spanning only 21.5 − 23.5 eV and its ris-
ing edge is blue shifted by approximately 3.0 eV. Next, a
narrower peak around 26.0 eV is found in our data with
a blue shift of 0.5 eV but too large in intensity. Further-
more, the two broad features around 29.0 eV and 37.0 eV
in the experiment are represented with respective blue
shifts of 3.0 eV and 5.0 eV. Generally, the tail region,
> 25.0 eV carries too much intensity in our calculation,
especially in the 2CA variant.
In comparison to our RAES results for O2 and NO2, we
find the extent of the disagreement between the theoreti-
cal and experimental decay spectra surprising. This is es-
pecially striking, since the PES is represented quite well
by our approach, indicating that the valence electronic
structure of the cation is well described with the present
active space and that the employed continuum model
captures the most important effects. Unfortunately, a
detailed scrutinization of this deviation is difficult since,
to the best of our knowledge, references obtained on a
higher level of theory are not available. Tentatively, the
disagreement can be assigned to the exclusion of the hy-
drogen atoms within both, 1CA and 2CA, which might
induce a similar characteristic as for methane, see Fig. 1.
This line of argumentation is supported by the fact that
region (2), with the greatest mismatch to the experimen-
tal reference, comprises ionized states bearing holes in
the σ valence orbitals which contain a considerable hy-
drogen character. Further, the 2CA ansatz, that includes
all “heavy” atoms does not improve the agreement with
the experimental data in this region, although the total
decay rates increase by a factor of 3.5 from 32.5 meV
(1CA) to 114.7 meV (2CA). While this indicates that
non-local contributions from the C and N atoms play a
considerable role for the decay of the E6 resonance, it also
shows that the inclusion of the hydrogen atoms might
be necessary, to further improve the spectrum. Another
reason could be that the active space used herein does in
fact not describe the core-excited states well enough, as
pointed out in the discussion of the XAS.
We conclude the discussion of this system with the
following recapitulation. The pyrimidine molecule has
been studied with a large active space, allowing one elec-
tron to be removed from the N(1s) orbitals, as well as
a single electron to be excited into 8 valence orbitals.
With this active space not all prominent XAS features
can be be reproduced. However, irrespective of the con-
tinuum orbital origin, the experimental PES has been
reproduced quite well with the SCI approach, although
it is not fully converged at lmax = 15. This also indicates
that the valence electronic structure is described suffi-
ciently accurate. Still, the simulated RAES of the E6
resonance obtained with our approach yield notable dif-
ferences to the experimental reference77 in the spectator
decay region. We tentatively ascribe this to the exclu-
sion of the hydrogen atoms within the employed 1CA
and 2CA schemes, which might influence different spec-
tral regions to a varying degree, thus altering the shape
of the spectrum. Further studies including the hydrogen
orbitals as well as involving an active space that covers
more core-hole correlation need to be carried out to rule
out these remaining uncertainties.
V. CONCLUSIONS AND OUTLOOK
In this article, we have presented the SCI approach
for the evaluation of photoionization cross sections and
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partial Auger decay rates for the case of molecules. It is
a logical continuation of our previous benchmark of the
protocol for the atomic case of RAES of the neon 1s−13p
resonance, where it was shown to yield spectra and total
decay rates in good agreement with experimental refer-
ences.55 The central approximation in the protocol is that
the angular structure of the molecular potential is av-
eraged out, leading to spherically symmetric continuum
orbitals that are obtained by numerically solving the ra-
dial Schrödinger equation. As has been shown here, such
an approach, being natural for atoms, in fact provides a
valuable insight into the nature of molecular photoion-
ization and autoionization spectral features as well.
The investigated molecules have been selected to rep-
resent different classes. To perform a thorough test of
the protocol, the XAS, PES, and RAES at the carbon,
oxygen and nitrogen K-edges of CH4, O2, and NO2 as
well as pyrimidine, respectively, have been evaluated and
compared to the experimental data. Of course, accurate
calculations of these molecules in the gas phase require
the inclusion of vibrational effects, with the O2 3σu res-
onance being an extreme case. Here, they have been
excluded and the discussion is focused on the purely elec-
tronic effects.
From the viewpoint of electronic structure calculations,
this protocol can be applied together with any quantum
chemistry method, allowing for a CI-like representation
of the wave function. In particular, in the present ar-
ticle the bound electronic structure is obtained at the
RASSCF/RASPT2 level. The analysis of the XAS has
shown that this method with the respective active spaces
is capable of capturing the most important effects in core-
excited states of neutral systems with the exception of
pyrimidine, possibly requiring a larger active space. Fur-
ther, the energetic positions of lines in PES and RAES,
characterizing the structure of the valence levels of the
ionized system could be reproduced with an overall high
accuracy. However, there is a tendency to overestimate
the binding energies towards high-energy parts of the
spectra.
Regarding the PES intensities, the SCI approach has
lead to fairly good agreement with experiments for NO2,
pyrimidine, and the lower binding energy region of O2,
but in some cases discrepancies have been observed. For
example, the high binding energy region of the O2 PES
bears too few intensity, which we attribute to the lack of
combination transitions to Rydberg orbitals in the active
space. In CH4, the relative intensities of the a
−1
1 and t
−1
2
peaks PES at 282.2 eV can not be correctly described
using our approach.
The SCI approach appears to produce in general rea-
sonable RAES, for all resonances in methane, the 1pig
resonance of O2, and the high-energy flank of the 2b1
resonance in NO2. Those spectra which cannot be ac-
curately reproduced generally correspond to cases when
either vibronic effects are important, several resonances
are overlaying, or the active space is too small. Nev-
ertheless, this information can be still valuable for the
assignment of experimental spectra.
The H coupling has been applied only to CH4 and O2,
where it has led to the best agreement. However, the
approximate r−1 coupling produces very similar spectra
for CH4, whereas for O2 the differences between both
couplings are larger. Overall, the origin dependence of
the spectra in both O2 and pyrimidine cases has been
found to be relatively small, especially when H coupling
is applied. The One-Center Approximation (1CA) seems
to be not applicable in all cases for the present method.
Although it is very attractive from the computational
viewpoint as it substantially reduces the numerical effort.
For example, the CH4 1CA results do not agree well to
experiment, while for NO2 they closely resemble the r
−1
ones. However, for pyrimidine only the 1CA and 2CA, in-
cluding two-center contributions from only heavy atoms,
were feasible. Unfortunately, these approximations do
not lead to good agreement with experiment in this case;
we suppose that the deviations can be rather attributed
to deficiencies of the quantum chemistry setup, exclusion
of hydrogen contributions, or the SCI model itself.
Finally, some of the deviations between calculations
and experiment can be mitigated if the one-step model
is applied. This might be especially needed to describe
spectral regions with notable participator decay charac-
ter and cases with strong interference between different
ionization pathways. Taking into account nuclear motion
might also be highly advisable.
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