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Abstract
PETRO BORYSOV: Statistical methods in chemoinformatics.
(Under the direction of Dr. Jan Hannig and Dr. J.S. Marron.)
Prediction of the activity of the compound, or its class label, based on the chemical
structure is known as Quantitative Structure-Activity Relationship (QSAR) modeling.
In the first chapter of this dissertation we propose a method that is able to identify
subregions of the full chemistry space where linear classification will work significantly
better than on the full space. The performance of the proposed method is illustrated
in the simulated examples and on the real data.
In the second chapter of the dissertation we study the asymptotic behavior of hier-
archical clustering in situations where both sample size and dimension grow to infinity.
We derive explicit signal vs noise boundaries between different types of clustering be-
haviors. We also show that the clustering behavior within the boundaries is the same
across a wide spectrum of asymptotic settings.
In the final chapter we study variables with low variance, which are often removed
from the analysis. We show that some of them contain significant amounts of useful
information and can be helpful for prediction. For example, they are seen to help with
identification of possibly mislabeled compounds.
iii
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Chapter 1
Introduction
1.1 Introduction to Quantitative Structure-Activity Relation-
ship modeling
In the modern world, development of a new drug is a very long, expensive and challeng-
ing process. A successful result of this process is a drug that is not only active against
a desired disease and has superior performance to other drugs, but also has little or
no side effects. The typical process of a drug discovery begins with identification of a
drug target, which can be new or existing. The next key step in this process is identifi-
cation of the compounds (called either hits or hit compounds) that show desirable and
reproducible behavior against the identified target. A chemical compound is a chemical
substance that is composed of a particular set of molecules. There are automated meth-
ods called high-throughput screening (HTS) that allow performance of biological assays
and the screening of a large number of compounds. The problem that arises is that, on
one hand, the number of compounds that can be screened is still small in comparison
to the number of available compounds or those that can be synthesized. On the other
hand, the time and cost to screen even small portions of known compounds using HTS
methods can be quite significant. Therefore, computational methods have to be used
to build models that will assign compounds to various classes and will help to filter out
compounds that belong to undesirable classes. The filtering step is supposed to reduce
the number of test compounds and increase the effectiveness of further testing of the
selected compounds. Such computational methods are used extensively in practice to
replace and/or supplement HTS approaches.
Prediction of the activity of the compound or its class label based on the chemical
structure is known as Quantitative Structure-Activity Relationship (QSAR) model-
ing. The descriptive variables that will play the role of the covariates in the model
are called descriptors. According to Todeschini and Consonni (2000), a chemical de-
scriptor is “the final result of a logical and mathematical procedure which transforms
chemical information encoded within a symbolic representation of a molecule into a
useful number or the result of some standardized experiment”. Currently there are
more then 3000 descriptors available to capture molecular properties. A standard data
set in QSAR modeling has a small number of compounds compared to the number of
descriptors available, i.e. dimension of the data d is much larger then the sample size
n. This type of data is often called High Dimension Low Sample Size (HDLSS) data.
In HDLSS settings classical multivariate analysis is not very useful because there is not
enough data to estimate the covariance matrix properly.
There are methods that can deal with HDLSS data. Some of them are used to reduce
the high dimension of the data to a lower dimension so that classical multivariate
techniques can be applied, others are able to deal with all dimensions. One of the
most widely used dimension reduction techniques is based on the Principal Component
Analysis (PCA) developed by Pearson (1901) and Hotelling (1933). It can be defined
as an orthogonal transformation that transforms data to a new coordinate system so
that the direction with greatest variance of the projection (first principal component)
coincides with the first basis vector. Similarly, the second basis vector is the orthogonal
direction with the second greatest variance of the projection. This procedure can obtain
2
d principal components that explain all variation. In classical dimension reduction one
stops the process after selecting k principal components that explain a predetermined
portion of the variation in the data.
One of the basic assumptions of QSAR is that similar molecules have similar ac-
tivities. We further assume the possibility of existence of several local clusters in the
chemistry space. This allows us to handle situations when application of a linear clas-
sification rule to the full data set is not able to accurately discriminate between two
classes.
In the first chapter of this dissertation we propose a local classification method
that employs the DWD classifier (described in Section 1.2.3), designed for HDLSS data
which requires minimal dimension reduction. The proposed method is able to identify
regions in the chemistry space where the linear classification will work significantly
better than on the full space. This can be done by finding appropriate clusters and
applying classification models to each cluster. To classify a set of new points in the
described setting, the first step is to identify which local model should be used and
then that model is used to make the prediction.
Data quality is also a very important challenge in QSAR. It has been shown that
if the training data are significantly corrupted, generalization properties as well as
interpretability of the resulting QSAR model will suffer. Additionally, descriptors with
low variance and strongly correlated descriptors are often viewed as a problem in QSAR
modeling and removed from the analysis. In the second chapter of the dissertation we
show that such descriptors can be used for prediction, and also for identification of
mislabeled compounds.
Another major challenge to modern data analysis is the increasing commonality of
very large (in both number of observations and number of dimensions) data sets. There
are databases that contains thousands or even millions of observations. For example, in
3
the field of drug discovery, such databases are created by modern automated methods
that allow performance of biological assays of a large number of compounds. At the
same time each chemical compound is represented by thousands of variables (descrip-
tors). In the third chapter of this dissertation we study the behavior of hierarchical
clustering in situations where both sample size and dimension grow to infinity. We show
important insights about the well known differences between linkage functions and gain
new understanding as to how distances between clusters compare asymptotically.
The rest of this chapter will introduce some linear classification methods that are
used throughout the paper, such as Fisher’s Linear Discrimination (Section 1.2.1),
Support Vector Machine (Section 1.2.2) and Distance Weighted Discrimination (Section
1.2.3).
1.2 Linear classification
Since the main goal in QSAR modeling is the activity prediction of the compound,
classification (discrimination) techniques are of keen interest. Classification is the field
of machine learning where the main goal is to assign the object to one of the available
classes based on its characteristics. In the QSAR setting the object of classification
is chemical compound and its characteristics are descriptors. A useful mathematical
structure for keeping track of a large number of the proposed classification techniques
is discriminating function
y = sign[f(x)] (1.1)
where x is a vector of descriptors and y is the class label. In the case of binary
classification, discriminating function has a property of assigning new data vector w to
Class 1 if f(w) > 0 or y = +1.
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The classifier (1.1) is called linear (nonlinear) if the discriminating function f(x) is
a linear (nonlinear) function of the set of d dimensional descriptors x. In this paper
we concentrate only on binary linear classifiers since it is a very simple classification
method and has a good performance especially in the HDLSS situations. A general
form of a linear classifier can be written as
f(x) = a′x+ b, (1.2)
where d dimensional vector a is a normal vector of the hyperplane that separates two
classes, and b is threshold parameter that determines the offset of the hyperplane along
the normal vector a.
Suppose the training data is given by the set of points
D = {(xi, yi)|xi ∈ Rd, yi ∈ {−1,+1}, i = 1, . . . , n} (1.3)
where xi is the descriptor vector of the ith compound and yi is its class label. Let
X
(1)
d×n1 and X
(2)
d×n2 be sets of d dimensional samples from Class 1 and Class 2 and let
n = n1+n2 be the total sample size. Define the combined sample as Z = [X
(1)
d×n1 X
(2)
d×n2 ],
the d×n matrix, obtained by horizontal concatenation of the matrices X(1)d×n1 and X
(2)
d×n2 .
The parameters a and b of the linear classifier in (1.2) that determine the separating
hyperplane are estimated from the training sample Z.
1.2.1 Fisher’s Linear Discrimination
The idea of linear discrimination goes back to the Fisher’s Linear Discrimination pro-
posed by Fisher (1936), also known as Linear Discriminant Analysis. The idea is to
find a projection Z ′ = aZ on the direction vector a such that the between class variance
of Z ′ is maximized relative to the within class variance of Z ′. The resulting direction
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vector is given by
a = Σˆ−(X¯(1) − X¯(2)) (1.4)
where Σˆ− is the generalized inverse of the pooled sample covariance matrix
Σˆ =
1
n− 2
(
(X(1) − X¯(1))(X(1) − X¯(1))′ + (X(2) − X¯(2))(X(2) − X¯(2))′) (1.5)
The threshold parameter b is obtained by
b = − a
′
||a||
(
X¯(1) + X¯(2)
2
)
. (1.6)
While FLD is a classical classification method, there are more recent methods avail-
able called Support Vector Machines and Distance Weighted Discrimination. They will
be introduced in Sections 1.2.2 and 1.2.3 respectively.
1.2.2 Support Vector Machine
Suppose that the training data D defined in (1.3) are linearly separable, i.e. there exists
linear classifier (1.2) that has zero training classification error. Define the margin as
the shortest distance between the classes. The method proposed by Vapnik (1982) that
finds a hyperplane which maximizes margin between classes is called Support Vector
Machine (SVM). The maximum-margin hyperplane can be obtained by solving the
following optimization problem
min
a,b
1
2
||a||2
subject to yi(a
′xi + b) ≥ 1, i = 1, . . . , n. (1.7)
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Since the scenario when the training data D is completely separable might not be
the case in many applications, Cortes and Vapnik (1995) proposed a modified version
of the SVM that allows classes to overlap which can happen due to the noise in the
data or misclassification. This method is often called Soft Margin SVM. It introduces
the variable ξi that permits some violations on the margin boundary and measures
the degree of misclassification of xi. In the Soft Margin SVM the total amount of
misclassification is limited by a constant C. Then the optimization problem changes to
min
a,b,ξ
1
2
||a||2
subject to yi(a
′xi + b) ≥ 1− ξi, i = 1, . . . , n, (1.8)
ξi ≥ 0,
n∑
i=1
ξi ≤ constant.
To make computations more convenient expression (1.8) can be rewritten as
min
a,b,ξ
1
2
||a||2 + C
n∑
i=1
ξi
subject to yi(a
′xi + b) ≥ 1− ξi, i = 1, . . . , n, (1.9)
ξi ≥ 0.
where C is a penalty parameter that replaces the constant in (1.8). The problem (1.9)
is quadratic optimization problem with linear inequality constraints and can be solved
using Lagrange multipliers. While the SVM classification method is very clever and
powerful, it only uses several data points (support vectors) to determine the normal
vector of the separating hyperplane. It is one of the properties that differentiates SVM
from the FDA classification described in Section 1.2.1, where the decision boundary
is determined by the estimated covariance matix and the class centroids. Another
drawback of the SVM in the HDLSS context is substantial data piling when data
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is projected onto the normal vector of the separating hyperplane. It may affect the
accuracy of the discrimination of new data. Examples and detailed discussion of this
phenomena can be found in Marron, Todd and Ahn (2007).
1.2.3 Distance Weighted Discrimination
There are linear classification techniques that consider all data vectors to find a hy-
perplane that separates two classes. The Distance Weighted Discrimination (DWD)
(Marron, Todd and Ahn, 2007) is a classification method that was developed to over-
come the data piling problem of the SVM in HDLSS setting discussed in Section 1.2.2.
Given linear classifier (1.2) and training data D defined in (1.3), denote the residual of
the ith data point by
r¯i = yi(a
′xi + b). (1.10)
In the situation when the classes are perfectly separable, the normal vector and thresh-
old parameters can be found by solving the optimization problem of minimizing the
sum of the inverse residuals, i.e.
∑
1/r¯i. From here it is possible to see that in the
definition of the DWD separating hyperplane all data points are taken into the consid-
eration, while in the definition of the SVM hyperplane only a few support vectors are
used. This is another advantage of the DWD over the SVM.
However, in some situations the data is not perfectly separable into two classes.
Therefore, the slack variable ξ is introduced and the new residuals are defined by
ri = r¯i + ξi = yi(a
′xi + b) + ξi. (1.11)
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Hence, the DWD hyperplane can be found by solving the optimization problem formu-
lated as follows
min
a,b,ξ
n∑
i=1
(r−1i + Cξi)
subject to ri ≥ 0, ξi ≥ 0, a′a ≤ 1 i = 1, . . . , n. (1.12)
where C > 0 is a penalty parameter. This problem can be reformulated as a second-
order programming (SOCP) problem. The Matlab software package SDP3 developed
by Tutuncu, Toh and Todd (2003) for solving SOCP is available under the GNU General
Public License 2.0 and can be downloaded along with the user’s guide from the website
http://www.math.nus.edu.sg/∼mattohkc.
The DWD classifier proposed by Marron, Todd and Ahn (2007) was designed using
the assumption that the data is balanced, i.e. there are equal number of observations
in both classes. Qiao et al. (2010) pointed out that the DWD classifier obtained from
the data with uneven class proportions can completely ignore the minority class. They
propose weighted DWD (wDWD) classifier, which minimizes the weighted sum of the
inverse residuals, i.e.
∑
wi/r¯i. Optimization problem becomes
min
a,b,ξ
n∑
i=1
W (yi)(r
−1
i + Cξi)
subject to ri ≥ 0, ξi ≥ 0, a′a ≤ 1 i = 1, . . . , n, (1.13)
where W (yi) is the weight of the ith training data point. For more information about
the selection of weights W (yi) and properties of the wDWD see Qiao et al. (2010).
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Chapter 2
Local Classification
2.1 Local linear classification and proposed method
The basic assumption of QSAR is that similar molecules have similar activities. We
further assume the possibility of the existence of several local clusters in the chemistry
space. This allows us to handle the situations when application of a linear classification
rule to the full data set is not able to accurately discriminate between two classes. Such
a situation is demonstrated in the following example on a toy data set. In Figure 2.1
the red points belong to Class 1, the blue points belong to Class 2 and the solid line
shows a discrimination rule. Clearly, using this linear classifier on the full data will
produce a high misclassification rate.
Hand and Vinciotti (2003) showed that if the global model does not reflect the data
generating process, it can have a good fit in one part of the space, but significantly
worse fit in another part. Additionally, in many cases the predictive accuracy might not
be equally important for all parts of the data space. In this case the natural solution
is to improve the fit in the relevant regions even if it will decrease the effectiveness of
the model elsewhere.
Several local classification methods were proposed in the past. The main idea of
most of them is to assign weights to every observation in the training data set based on
Figure 2.1: DWD classifier of Class 1 (red) versus Class 2(blue) applied to the full data
set.
the distance to the test compound. For example see Tutz and Binder (2005), Loader
(1999), Hastie and Tibshirani (1996). The major challenge faced by localization ap-
proaches is the high dimensionality of QSAR data. Since any local approach will reduce
the effective sample size, it will be even more difficult to use standard multivariate
methods without dimensionality reduction.
We propose a local classification method that employs the DWD classifier designed
for HDLSS data which requires minimal dimension reduction. The proposed method is
able to identify regions in the chemistry space where the linear classification will work
significantly better than on the full space. This can be done by finding appropriate
clusters and applying classification models to each cluster. Figure 2.2 shows the example
of such sub-regions in the same toy data set. To classify a set of new points in the
11
Figure 2.2: Local DWD classifiers of Class 1 (red) versus Class 2(blue).
described setting, the first step is to identify which local model should be used and
then that model is used to make the prediction.
Section 2.2 describes the dendrogram as a tool for visualization of not only the rel-
ative distances between data points, but also their class labels. A coloring scheme that
provides good visual representation is discussed there as well. Finally, a classification
algorithm, which is able to identify local clusters where local linear classification works
better than on the full data, is proposed. The application of the proposed algorithm
to a real chemical data set is discussed in Section 2.4.
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2.2 Dendrogram with class information
2.2.1 Motivation
Clustering is another machine learning method which separates data into subsets (clus-
ters) in a way that data points from the same cluster are similar to each other. There are
two main types of clustering: hierarchical and partitional (Tan, Steinbach and Kumar,
2006). Partitional clustering methods simply divide a dataset into non-overlapping
subsets so that each data point will be in one of the subsets. The example of the
partitional clustering is K-means clustering method (MacQueen, 1967), where data is
partitioned into K clusters such that each observation is assigned to the cluster with
the nearest center. Hierarchical clustering (Hastie, Tibshirani and Friedman, 2009) al-
gorithms group the data by creating a cluster tree (dendrogram) based on the specific
distances between points and similarity or dissimilarity measures. Detailed discussion
about distance functions and similarity measures see in Section 2.3.1.
A standard dendrogram consists of vertical and horizontal line segments that create
a tree by connecting clusters into successively larger clusters. The height of each vertical
line segment is determined by the distance between clusters that are connected.
Figure 2.3 illustrates the process of creating a dendrogram for a toy dataset. Ini-
tially, each point is treated as a singleton cluster. First, the two closest points (clusters)
1 and 2 are joined into the cluster 6. The operation of joining those points is reflected
on the right panel of Figure 2.3 in terms of first two vertical lines connected by hori-
zontal line with label 6. After that, the next closest points 3 and 4 are joined into the
cluster 7. At this point the distance between cluster 6 and 7 is smaller then the distance
between either cluster and cluster 5. Therefore, clusters 6 and 7 are joined into cluster
8. During this step vertical lines on right panel of the Figure 2.3 that correspond to
the clusters 6 and 7 start from the horizontal lines labeled 6 and 7 and connected by
13
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Figure 2.3: Plot and dendrogram for the toy dataset. The locations of data points
are shown on the left hand panel. The dendrogram is shown on the right hand panel.
Labels of the data points on the left panel correspond to the labels of the singleton
clusters on the right panel displayed on the x axis.
horizontal line with label 8. Finally, cluster 8 and singleton cluster 5 are jointed into
the cluster 9.
Distance between clusters is determined by the linkage function. There are several
standard linkage functions, but in this particular example the distance between clusters
is defined as a distance between two closest members of each cluster, which is also known
as single linkage. It is defined by expression
Dsingle(X, Y ) = min
x∈X,y∈Y
d(x, y), (2.1)
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where X and Y are clusters, d(x, y) is distance between points x and y.
A standard dendrogram contains only the information about the distances and
similarities between the points. But if every data point has a class label, such as
male/female, sick/healthy, active/inactive, then it is possible to incorporate this infor-
mation into the dendrogram. This is illustrated in Figure 2.4 which shows a labeling of
the points in Figure 2.3 where red points belong to Class 1 and blue points belong to
Class 2. The corresponding dendrogram in figure 2.4 will have the cluster nodes that
are colored by the proportion of the points that belong to each class. In the right panel
of Figure 2.4 the lower vertical segments of the dendrogram have appropriate color that
correspond to the color and class label of the singleton cluster it represents. As points
are merged into clusters, the average color is used for the vertical segments. The more
detailed discussion of the coloring scheme for clusters that have points of both classes
is available in Section 2.2.1.
Color scheme
Assume a Red, Green, Blue (RGB) color model where each color is represented by a
three dimensional vector (r, g, b) where r, g and b are the intensities on the 0 to 255
scale of red, green and blue colors respectively. Using this color model clusters that
consist only of Class 1 points will have the red (255, 0, 0) color and clusters that consist
only of Class 2 points will have the blue (0, 0, 255) color. Clusters that have a mixture
of labels will have color (255α1, 0, 255α2) where αi = pi which is the proportion of Class
i points in the cluster. With this scheme the intensity of one color will increase and the
intensity of the other color will decrease when the proportion of points changes from
one class to another. This is illustrated in Figure 2.5. One of the drawbacks of this
scheme is that when there are equal number of points from each class in the cluster the
overall intensity is somewhat lacking.
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Figure 2.4: Plot and dendrogram for the toy dataset. The locations of data points
are shown on the left hand panel. The dendrogram is shown on the right hand panel.
Colors and labels of the data points on the left panel correspond to the colors of the
singleton clusters on the right panel and labels displayed on the x axis. Colors of the
dendrogram nodes that represent clusters with points from both classes are calculated
as described in Section 2.2.1.
A better visual impression follows from a color scheme where the intensities of both
colors are maximum when the proportion of each class is 0.5. This is achieved by setting
αi =
 2pi pi ∈ [0, 0.5)1 pi ∈ [0.5, 1].
This scheme is illustrated in Figure 2.2.1.Note that when the majority of the points
in the cluster belongs to Class1, then the color is more reddish, when the majority
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Figure 2.5: Proposed Color scheme 1 for the dendrogram nodes with points from both
classes. Color of the cluster node is determined by the sum of the intensities of red and
blue color.
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Figure 2.6: Proposed Color scheme 2 is modification of Color Scheme 1. Note that the
Color scheme 2 is better then Color scheme 1 because it will make it easier to visually
determine the approximate proportion of points from each class in the cluster especially
when the proportion is around 0.5.
belongs to Class 2, then the color is more blue, and when the proportion of the points
is approximately equal, then the color is bright magenta.
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2.2.2 Proposed classification algorithm
If the information about the clusters and the class labels is known one could try to find
the cluster that has the most significant separation between two classes. One way to
do this is to use the DWD direction as classification rule and permutation test p-value
as a measure of the separation significance. Details of the permutation test are given
in Section 2.2.3.
The proposed algorithm follows:
1. Cluster the data using a hierarchical clustering procedure. Clustering also could
be done by some other clustering method, for example, k-means, but since the
number of clusters is unknown,a hierarchical tree provides a better picture of
similarities between points in the data set and their relative locations.
2. For every cluster in the tree that has more then 2 data points in each class find the
DWD direction, that separates the two classes and the corresponding DiProPerm
test p-value which defined in Section 2.2.3.
3. Identify the cluster that has the most significant separation represented by the
smallest DiProPerm test p-value.
4. Remove the identified cluster and treat the truncated data as a new dataset.
5. Repeat steps 1 - 4 until there are no clusters that have significant separation
between classes or there are no clusters that have more then 2 points in each
class.
6. Given a new point with unknown class label choose the closest cluster from those
that were found in steps 1 - 5. Use the DWD direction that separates class 1 and
class 2 in that cluster and use it to classify that point.
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2.2.3 DiProPerm test p-value and variability of the DiProP-
erm z-score
In the HDLSS setting it is always possible to find the direction that perfectly separates
the data. One example of such direction is the Maximal Data Piling (MDP) direction
proposed by Ahn and Marron (2010). But in some cases the separation may not be
statistically significant if both classes are members of one population. To quantify the
significance of the separation of two classes Wichers et al. (2007) proposed a Direction-
Projection-Permutation (DiProPerm) test.
A hypothesis test of the significance of the separation is performed as follows. First,
the DWD direction that separates the two classes is computed and the data is projected
on the normal vector of the DWD direction. Next, a test statistic t0 is calculated for the
projection of the data. This statistic could be the two sample t statistic, the difference
of the means of Class 1 and Class 2, etc. However, since the standard assumptions
of the traditional null hypothesis are not satisfied (for example, the normality of the
underling distributions for the two sample t-test), the permutation test is considered.
The following steps describe the idea of the permutation test:
1. Find the DWD direction that separates two classes;
2. Project the data onto the normal normal vector of the DWD direction obtained
in Step 1;
3. Compute one-dimensional test statistic t0 that describes the separation between
two classes in the original data;
4. Permute the class labels k times and for each permutation repeat Steps 1–3. This
process creates the simulated population of test statistics {t1, . . . , tk};
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5. Assess the significance of the separation by comparing the original test statistic
t0 with the simulated population.
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Figure 2.7: Projection on the DWD direction (left) and corresponding permutation test
(right). On the left panel red pluses belong to Class 1 and blue circles belong to Class
2. Solid red and blue lines show kernel density estimates for the projections of Class 1
and Class 2 respectively. In the right panel the black solid line shows the kernel density
estimate for the sample of 300 test statistics. The green line shows the value of the test
statistic t0. The separation between the two classes is strongly significant.
The standard measure of significance in the hypothesis test is p-value. The empirical
p-value for the permutation test is defined as the proportion of the test statistics ti that
are greater than or equal to t0. The result of the DiProPerm test on the data that has
significant separation between the two classes is illustrated in in Figure 2.7. The left
plot shows the projection of the data on the DWD direction that separates the two
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classes, and right plot shows the result of the corresponding permutation test where
each black dot is a test statistic ti calculated for the data with a realization of the
permuted class labels.
Assess significance using the z-score
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Figure 2.8: These plots are similar to the plots in Figure 2.7 and show projection of
the data on the DWD direction and corresponding permutation test. The separation
is also significant, but the permutation test has a smaller z-score, than in Figure 2.7.
There are situations when the empirical p-value of the permutation test equals zero.
In this case there is a need for another measure of the separation significance which will
give the opportunity to compare two clusters and to identify the cluster with the most
significant separation. One way to do it is to use parametric distribution, for example
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normal distribution with estimated mean and variance. Another nonparametric way
to capture the difference between clusters, that both have a permutation test empirical
p-value equal to zero, is z-score. It is defined as
z =
t0 − t¯
s
(2.2)
where t¯ and s are sample mean and standard deviation of the simulated test statistics
for the particular cluster. Among two clusters with the same p-value one should choose
the cluster with the larger z-score because the larger z-score indicates higher statistical
significance. For example, clusters 1 and 2 in Figures 2.7 and 2.8 both have p-value
equal to zero, but cluster 1 has the mean difference test statistic tcl10 = 34.13 and the
z-score of about 45 compared to the mean difference test statistic tcl20 = 25.6 and the
z-score of 7 for the cluster 2, and, therefore it has more significant separation.
2.2.4 Variability of the z-score
Since the z-score for every cluster is calculated based on the simulated population of
test statistics, it will have some natural variability. Therefore, in order to tell that
two z-scores are significantly different, one would need to know the distribution of the
z-scores. This distribution can be estimated using basic principles of fiducial inference.
For details about fiducial inference see Hannig (2009).
For a given cluster assume that the sample of observed test statistics t1, . . . , tk came
from a normal distribution N(µ, σ2), where µ and σ2 are the population mean and
variance of the distribution of the test statistics ti. Define the true value of the z-score
to be
z∗ =
t0 − µ
σ
(2.3)
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Then estimators
t¯ =
1
k
k∑
i=1
ti and s
2 =
1
k − 1
k∑
i=1
(ti − t¯)2
can be written as
t¯ = µ+
σ√
k
U and s2 =
σ2V
k − 1 (2.4)
where U has the N(0, 1) and V has the χ2k−1 distributions with U ⊥ V . Solving
equations (2.4) for µ and σ will yield
µ = t¯− s√
k
U and σ2 =
s2(k − 1)
V
. (2.5)
Substitution of the solutions (2.5) into equation (2.3) gives
z∗ =
t0 − t¯
s
√
V
k − 1 +
U√
k
. (2.6)
Noting (2.2), equation (2.6) can be rewritten as
z∗ = z
√
V
k − 1 +
U√
k
. (2.7)
The relationship (2.7) can be used to estimate the distribution of the z-score for the
particular cluster and, hence, estimate the α-level confidence interval for the true value
of the z-score. This can be done by generating m independent observations from
each of normal the N(0, 1) and χ2k−1 distributions, where k is the number of observed
test statistics. The appropriate empirical quantiles will give the estimated confidence
interval for the true value of z-score.
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2.3 Simulated examples
In this section a series of simulated examples will demonstrate the performance of the
method proposed in Section 2.2.2. Three linkage functions will be used to construct
the dendrogram described in Section 2.2.
2.3.1 Distance and linkage functions
One of the most important aspects in the clustering is the choice of the distance mea-
sure and similarity function. This choice will influence the clustering since some data
points could be closer to each other if one distance measure is used, but farther away
for another. Common choices of distance measures in clustering are Euclidian (L2),
Manhattan (L1), maximum (L∞) and Mahalanobis distances. For details and more
distances see Deza and Deza (2009). In this paper we only considered Euclidian dis-
tance, where distance between points a, b ∈ Rd is given by
dab = ||a− b||2 =
√√√√ d∑
i=1
(ai − bi)2. (2.8)
The linkage function determines the distance between clusters as a function of pair-
wise distances between data points. Once the distance between all clusters is computed,
then the two closest clusters are merged together to form a bigger cluster. There are
many linkage functions available, but in this paper we investigate the performance of
the proposed method with three common linkage functions: single, average and Ward’s.
Suppose X and Y are two clusters of size NX and NY , d(x, y) is distance between data
points x ∈ X and y ∈ Y . Then the linkage functions can be defined as follows:
1. Single linkage (McQuitty, 1957). Define distance Dsingle(X, Y ) between clusters
X and Y as the minimum distance between a point in cluster X and a point in
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cluster Y , i.e.
Dsingle(X, Y ) = min
x∈X,y∈Y
d(x, y) (2.9)
By using only the two closest points single linkage sometimes fails to recover
compact clusters, but in return it has the ability to isolate outliers as singleton
clusters on the dendrogram since these data points will be far from their nearest
neighbor. For properties and performance in Monte Carlo Studies see Fisher and
Van Ness (1971), Hartigan (1981) and Milligan (1980).
2. Average linkage (Sokal and Michener, 1958). In this linkage the distance between
two clusters is the average distance between pairs of observations from each clus-
ter. More formally
Daverage(X, Y ) =
1
NXNY
∑
x∈X
∑
y∈Y
d(x, y). (2.10)
The clusters are merged based on the distances between all members of two
clusters and, in comparison to the single linkage, the the two data points can not
cause the clusters to merge if other data points are not similar enough.
3. Ward’s linkage (Ward, 1963). The distance between two clusters for this linkage
is the increase in the total within-cluster sum of squares as the result of joining
two clusters. It is given by
Dward(X, Y ) = (2 [SS(X ∪ Y )− (SS(X) + SS(Y ))])1/2 (2.11)
where SS of a set of values is the sum of squared deviations from the centroid
of the cluster. For a cluster X with NX points the SS(X) is described by the
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following expression:
SS(X) =
NX∑
i=1
||Xi(d)− 1
NX
NX∑
j=1
Xj(d)||22
where || · ||2 is Euclidean distance. Equivalent expression to (2.11) is given by
Dward =
√
2NXNY
NX +NY
||X¯ − Y¯ ||2, (2.12)
where X¯, Y¯ are the centroids of the clusters X and Y . As noted in Milligan (1980),
the tree produced by Ward’s linkage tends to be influenced by outliers and tends
to produce clusters with approximately the same number of observations. Given
two pairs of clusters whose centers are equally apart, Ward’s linkage will merge
the smaller ones.
2.3.2 Two clusters example
In this example the two dimensional toy dataset has two clusters where each of them is
created by joining another two clusters that represent active and inactive compounds.
This example has been designed so that the natural separation of active and inactive
compounds in the first cluster is the vertical line, and the natural separation in the
second cluster is horizontal line. Those two lines are incompatible, and it will be more
difficult to use linear methods globally.
All clusters are generated from bivariate normal distributions with different mean
vectors and covariance matrices. The idea is illustrated in Figure 2.9. Distributions for
the first “active” cluster (shown by red squares) and the first “inactive” cluster (shown
by blue triangles) have the same covariance matrix Σc1, but different mean vectors µ
act
c1
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and µinactc1 where
µactc1 = (−11, 0)′, µinactc1 = (−8, 0)′, Σc1 =
 1 0
0 3
 .
Similarly, distributions of the second “active” (shown by red pluses) and the second
“inactive” (shown by blue circles) clusters also have the same covariance matrix as each
other Σc2, but different mean vectors µ
act
c2 and µ
inact
c2 where
µactc2 = (0, 1.5)
′, µinactc2 = (0,−1.5)′, Σc2 =
 2 0
0 1
 .
Figure 2.9 also illustrates the idea of doing classification on the first cluster rather
then on the full data. The solid green line is the DWD classifier that separates active
and inactive compounds only within the first cluster. The dashed cyan line is the
DWD hyperplane that separates compounds from two classes using the full dataset.
Clearly, the local classifier has lower misclassification rate in the first cluster. A similar
conclusion is obtained from Figure 2.10, where the solid magenta line is the DWD
classifier that separates compounds only within the second cluster. It also, within the
second, cluster has smaller misclassification rate compared to the dashed cyan line.
The real chemical data has several hundreds descriptors and, hence, the example
with the data that has 500 dimensions is more realistic. It is done by concatenation
of the two dimensional data described earlier and 498 dimensional realization of noise
from the multivariate normal distribution with zero mean vector and identity covariance
matrix. The resulting dataset has 500 dimensions and 120 data points, where real
separation between classes exists only in the first two dimensions.
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Figure 2.9: Example of the two dimensional dataset with two clusters, where the green
vertical line separates active and inactive compounds in the first cluster. It has smaller
misclassification rate than the global DWD classifier, represented by dashed cyan line.
Red squares and blue triangles represent active and inactive compounds in the first
cluster. Red crosses and blue circles represent active and inactive compounds that
belong to the second cluster.
There are two main steps in the proposed method: clustering and classification.
First we construct three dendrograms using color scheme from Section 2.2.1 and linkage
functions discussed in Section 2.3.1. They are shown on the top panels in Figures 2.11,
2.12 and 2.13. The color of each line segment that represent a cluster is determined by
the proportion of the active and inactive compounds in the cluster. If the majority of
the compounds is active, then the line segment will have red color, if inactive – blue
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Figure 2.10: Example of the two dimensional dataset with two clusters shown in Fig-
ure 2.9. Solid magenta line is the DWD classifier that separates active and inactive
compounds only within the second cluster.
color and if the number of active and inactive compounds is about the same, then the
line segment will have magenta color.
It is possible to see from Figures 2.12 and 2.13 that average and Ward’s linkage
functions are able to show that the data has two clusters, but the single linkage in
Figure 2.11 fails to do that.
Next we try to find the cluster that has the most significant separation, considering
the variability of the z-score discussed in Section 2.2.4. The bottom panel in Figures
2.11, 2.12 and 2.13 show the DiProPerm z-scores for every cluster that has a significant
separation between classes. Details about the DiProPerm test are given in Section 2.2.3.
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Figure 2.11: The top panel displays the dendrogram of the toy data set from the Section
2.3.2 using single linkage function. Red clusters are active, blue clusters are inactive.
The bottom panel displays the DiProPerm z-score for every mildly significant cluster.
Dotted black line shows the cluster that have the most significant separation between
the two classes.
Using z-score as a measure of the significance of the separation, proposed method is able
to find the cluster with the most significant separation using all three linkage function,
but only average and Ward’s linkages resulted in the selection of correct cluster. The
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Figure 2.12: Similar to the Figure 2.11. Average linkage functions was used in the
classification algorithm.
most significant cluster selected by the proposed method using single, average and
Ward’s linkage functions is shown in Figures 2.14, 2.15 and 2.16. The data points that
belong to the selected cluster are colored red and blue, while the rest of the points are
colored gray. One can see in Figure 2.14 that the cluster identified by proposed with
single linkage function consists of the compounds that belong to both original clusters.
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Figure 2.13: Similar to the Figure 2.11 and Figure 2.12. Ward’s linkage functions was
used in the classification algorithm.
On contrary, if the average or Ward’s linkage function is used, the resulting cluster is a
subcluster (Figure 2.15) of one of the original clusters or original cluster (Figure 2.16)
by itself.
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Figure 2.14: Plot of the first two directions of the toy dataset with two clusters from
Section 2.3.2. Squares and triangles represent active and inactive compounds in the
first cluster. Pluses and circles represent active and inactive compounds that belong
to the second cluster. Red and blue compounds show the cluster that has the most
significant separation using single linkage in the proposed method.
2.3.3 One cluster example
In this section an example where the single linkage function performs better than either
the average or Ward’s linkage is demonstrated. The analysis is similar to the example
in Section 2.3.2. The main difference is that in this section the dataset will have
one central cluster where there is significant separation between active and inactive
compounds.
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Figure 2.15: Similar to the Figure 2.14. Average linkage functions was used in the
classification algorithm. Majority of the compounds in the first cluster were selected.
As illustrated in Figure 2.17 the dataset has 100 compounds such that 60 of them,
shown as red squares and blue triangles, belong to the central cluster, and there are
40 exterior compounds, shown as red and blue pluses, all outside the cluster. These
exterior compounds are added to the dataset in such a way that the DWD direction
which separates active and inactive compounds only within the cluster is different from
the DWD direction obtained from the full data. The solid magenta line shows the
DWD separating hyperplane that trained on only active and inactive compounds that
belong to the central cluster. The DWD classifier obtained from the full dataset is
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Figure 2.16: Similar to the Figure 2.14 and Figure 2.15. Ward’s linkage functions was
used in the classification algorithm. All compounds in the first cluster were selected.
shown by dashed cyan line. Clearly, the DWD classifier from the full data has a greater
misclassification rate than the local DWD classifier.
Active and inactive compounds within the central cluster (30 red squares and 30
blue triangles) were generated from the bivariate normal distribution with the same
covariance matrix Σ and mean vectors µact and µinact where
µact = (0, 5)
′, µinact = (0,−5)′, Σ =
 15 0
0 2
 .
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Figure 2.17: Example of the dataset with one cluster. Red squares and blue triangles
represent active and inactive compounds that belong to the cluster. Red and blue
pluses represent 40 external “noise” active and inactive compounds. Solid magenta
line is the DWD classifier that separates active and inactive compounds only within
the cluster. Dashed cyan line is the DWD hyperplane that separates compounds from
two classes using the full dataset.
All 20 active and 20 inactive exterior compounds (red and blue pluses) were gener-
ated using the rejection method from a conditional bivariate normal distribution where
the norm of each two dimensional vector is greater than 10, and smaller than 20. This
conditioning operation creates the belt of the exterior compounds around the cluster
that affects the DWD classifier.
Similarly to the two cluster example in Section 2.3.2, we concatenate a 498 dimen-
sional realization of noise from the standard normal distribution to the two dimensional
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Figure 2.18: The top panel displays the dendrogram of the toy data set with one clus-
ter from Section 2.3.3 using single linkage function. Red line segments represent active
clusters, blue line segments represent inactive clusters and purple line segments corre-
spond to the clusters with the mixture of active and inactive compounds.The bottom
panel displays the DiProPerm z-score for every mildly significant cluster. Dotted black
line shows the cluster that have the most significant separation between two classes.
dataset. Hence, this data with one cluster has 100 observations and 500 dimensions,
where the true underlying separation exists only in the first two dimensions.
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Figure 2.19: Figure 2.19 corresponds to the Figure 2.18, but the dendrogram is con-
structed using average linkage function.
Next, we apply the proposed method. Three dendrograms created with single,
average and Ward’s linkage functions are shown in the top panel in Figure 2.18, Figure
2.19 and Figure 2.20 respectively. The bottom panel in each figure shows the z-scores
of the DiProPerm test for each cluster that has a mildly significant (empirical p-value <
0.1) separation between active and inactive compounds. It is possible to see that all
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Figure 2.20: Figure 2.20 corresponds to the Figure 2.18, but the dendrogram is con-
structed using Ward’s linkage function.
methods were able to identify subclusters with significant separation between active
and inactive compounds, but the method with single linkage has the highest z-score
among them, i.e. it seems to offer the cluster with best classification. More details
about the choice of the linkage function is given in Section 2.3.4.
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The interesting result was produced by the dendrogram with the single linkage. It
was able to identify the interior cluster that was shown in Figure 2.17. It is possible
to see that the cluster on the left side of the dendrogram in Figure 2.18 was combined
from one active and one inactive cluster. And this particular cluster was selected as a
cluster with the most significant separation. When more data are joined together into
the bigger clusters, the significance of the separation decreases to the point, where the
separation is not significant if all data points are included. The dendrograms with the
average and Ward’s linkage functions also were able to find clusters with significant
separation, but the z-score was lower than using the single linkage. Additionally, the
selected clusters with average and Ward’s linkage functions contained portions of the
exterior clusters.
The next three figures show projections of the data on the first two dimensions. The
cluster with the most significant separation between active and inactive compounds is
highlighted. The points that does not belong to the selected cluster are colored gray.
In each plot the red squares and blue triangles represent active and inactive compounds
that belong to the identified cluster. The solid magenta line is local DWD classifier.
The rest of the compounds are grey. In Figure 2.21 the single linkage was used in the
proposed method. The method was able to identify the correct cluster, even though the
resulting cluster is missing several compounds that originally were included. In Figure
2.22 and Figure 2.23 the average and Ward’s linkage functions were used. In these cases
the DWD separating hyperplane that separates active and inactive compounds from
the cluster with the most significant separation was not able to identify the central
cluster.
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Figure 2.21: Plot of the first two directions of the toy dataset with one cluster from
the Section 2.3.3. Squares and triangles represent active and inactive compounds that
belong to the cluster. Pluses s represent “noise” compounds. Red and blue compounds
show the cluster that has the most significant separation using single linkage in the
proposed method.
2.3.4 Choice of the linkage function
Sections 2.3.2 and 2.3.3 discussed two artificial examples and performance of the pro-
posed method. By looking at the plots in Figures 2.9 – 2.23 one can make the conclusion
that proposed method with Ward’s linkage function performs better than others on the
data that has two clusters. Alternatively, the proposed method with the single linkage
is the best on the data that has one cluster with “noise”. Since different clustering
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Figure 2.22: Plot of the first two directions of the toy dataset with one cluster from
the Section 2.3.3. Squares and triangles represent active and inactive compounds that
belong to the cluster. Pluses s represent “noise” compounds. Red and blue compounds
show the cluster that has the most significant separation using average linkage in the
proposed method.
Linkage Single Average Ward’s
z-score 3.05 4.17 4.99
Table 2.1: Values of the z-score for the single, average and Ward’s linkage functions
applied to the two clusters example from Section 2.3.2
methods produce different results, some objective rule is required to choose among
three linkage functions.
Table 2.1 contains DiProPerm z-scores from the clusters with the most significant
separation identified by the proposed method with single, average and Ward’s linkage
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Figure 2.23: Plot of the first two directions of the toy dataset with one cluster from
the Section 2.3.3. Squares and triangles represent active and inactive compounds that
belong to the cluster. Pluses s represent “noise” compounds. Red and blue compounds
show the cluster that has the most significant separation using Ward’s linkage in the
proposed method.
functions using simulated data from Section 2.3.2. The largest z-score in the table was
obtained using the Ward’s linkage and the Ward’s linkage was able to identify cluster
better then single or average linkages as demonstrated in Figures 2.14, 2.15 and 2.16.
Table 2.2 contains the DiProPerm z-scores for three linkage function using one
cluster data described in Section 2.3.3. Here the largest z-score corresponds to the
single linkage in the proposed method. Singe linkage also was able to identify cluster
of active and inactive compounds as shown in Figures 2.21, 2.22 and 2.23.
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Linkage Single Average Ward’s
z-score 13.24 12.52 11.05
Table 2.2: Values of the z-score for the single, average and Ward’s linkage functions
applied to the one cluster example from Section 2.3.3
In other simulated examples the best performing linkage function also corresponds
to the largest DiProPerm z-score. Therefore, to identify the cluster that has the most
significant separation between active and inactive compounds, it is reasonable to choose
a linkage function that produces the largest z-score. In case if one would need to find
second cluster with the most significant separation, all three linkage functions should
be considered again.
2.4 Classification of the chemical compounds
2.4.1 AmpC dataset
The following dataset consists of 149 compounds (observations) and 1053 descriptors
(variables). Each compound corresponds to either AmpC β-lactamase inhibitor (active)
or binding decoy (inactive). AmpC β-lactamase is the bacterial enzyme that is able
to destroy antibiotics like penicillin. The portion of this data set, that contained 101
compounds (21 inhibitor and 80 decoys), was successfully modeled by Hsieh et al.
(2008). Descriptors are calculated using Dragon software. There were 83 pairs of
descriptors that were so redundant that they had correlation coefficient r such that
1 − |r| < 10−5. In every such pair one of the two correlated descriptors was selected
randomly and excluded from the analysis. Also there were two pairs of compounds
that have identical sets of descriptor values. One pair of the compounds had the same
activity, hence, one of them was randomly removed. Another pair of the compounds
had different activities. One of the possible reasons could be that the Dragon software
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calculated descriptors based on the 2 dimensional structures, when it is possible that
the 3 dimensional structures are different. Both compounds from this pair were from
the analysis. The final dataset has 146 compounds and 970 descriptors.
2.4.2 Descriptor distributions
Dragon software is capable of calculating more than 3000 descriptors that measure a
wide variety of properties of the chemical compounds such as molecular weight, num-
ber of atoms, total positive and negative charge. The marginal distributions of these
descriptors vary greatly. Some of the descriptors should be modeled using discrete
distributions while others should be modeled by continuous distributions.
Figure 2.24 demonstrates the wide variety of the descriptor distributions. The
descriptor distributions are first summarized by skewness. The first plot shows the
sorted values of the skewness for each descriptor. The other 8 plots show representative
marginal distributions of the descriptors that were selected based on quantiles in the
first plot. The red crosses and blue circles represent active and inactive compounds.
Kernel density estimates for active and inactive compounds as well as for the full dataset
are also shown on the plot as solid red, blue and black lines.
2.4.3 Data transformation
Since most statistical procedures, including those used here, are sensitive to gross
changes in scale and skewness of marginal distributions, as seen in Figure 2.24, predic-
tor transformation is important. We propose a transformation called MinSkewness to
make the descriptors more amenable to statistical analysis, i.e. closer to Gaussian.
The algorithm for the proposed transformation follows:
1. For every descriptor x decide if it is binary.
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Figure 2.24: Selected marginal distributions of the descriptors for the AmpC dataset.
The first panel illustrates the ordered values of the skewness calculated for each de-
scriptor. The remaining eight panels show marginal distributions of the descriptors
that have skewness corresponding to every 12.5 percentile of the statistic displayed on
the first panel. Red pluses represent compounds that belong to Class 1 and blue cir-
cles represent compounds that belong to Class 2. Solid red and blue lines show kernel
density estimates for the projections of Class 1 and Class 2 respectively.
(a) For every non-binary descriptor x ∈ Rn calculate the sample skewness
g(x) =
1
n
∑n
i=1(xi − x¯)3
( 1
n
∑n
i=1(xi − x¯)2)3/2
.
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Then apply the family of shifted log transformations
x′i =

log (xi −min(xi) + αri) g(xi) > 0,
log (max(xi)− xi + αri) g(xi) < 0,
xi g(xi) = 0,
where ri = max(xi)−min(xi) and i = 1, . . . , n. Choose the parameter α to
minimize the absolute sample skewness of g(x′) is minimized.
(b) If the descriptor xi is binary no transformations is applied since it will not
change the skewness, i.e. x′ = x.
2. Standardize every descriptor x′ in the following way:
x′′ =
x′ − x¯′
s
where x¯′ and s are sample mean and standard deviation of the transformed de-
scriptor x′ respectively.
Truncation of descriptor values
There are binary descriptors that have very small sample standard deviation due to the
majority of the compounds sharing the same value for that descriptor. Standardization
of such descriptor by the sample standard deviation as part of the transformation
proposed in Section 2.4.3 will significantly magnify its values. One possible remedy is
truncation of the descriptor values.
Let x = (xT1 , . . . , x
T
m)
T be the column vector of stacked descriptor values, where
xi = (xi1, . . . , xin)
T is the ith standardized descriptor with zero mean. If the absolute
value of the element of x is greater then certain threshold, i.e. |xij| > L, then set that
value x′ij = sign(xij)L.
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A reasonable value of the threshold L is based upon the the following fact. Let
X1, X2, . . . be independent, identically distributed standard normal random variables.
Define the maximum of k random variables by Mk = max(X1, . . . , Xk). By the re-
sult from the extreme value theory (see de Haan and Ferreira (2006)) there exist real
constants ak > 0 and bk such that
Mk − bk
ak
D−→ Y as k →∞ (2.13)
where Y has the standard Gumbel distribution and
bk = (2 log k)
1/2 − log log k + log(4pi)
(2 log k)1/2
, (2.14)
ak = (2 log k)
−1/2. (2.15)
A reasonable large value is thus based on the 95th percentile of the standard Gumbel
distribution p95. Take the corresponding threshold to be
L = p95ak + bk (2.16)
where k = mn. Figure 2.25 shows the result of the proposed transformation applied
to the descriptors of the AmpC dataset. Similarly to the Figure 2.24, the first plot
shows the sorted values of the skewness for each transformed descriptor. The middle
part of the plot is flat since the parameter of the transformation is chosen to minimize
absolute sample skewness of each descriptor. Since the transformation was applied, the
descriptors that appear in the remaining eight plots might be different. Descriptors
with sample skewness that differ from zero significantly are discrete and in the most
cases binary or trinary and were not affected by the transformation.
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Figure 2.25: Selected marginal distributions of the descriptors for the transformed
AmpC dataset. The first panel illustrates the ordered values of the skewness calculated
for each transformed descriptor. The remaining eight panels show plots marginal dis-
tributions of the descriptors that have skewness corresponding to every 12.5 percentile
of the statistic displayed on the first panel. Red pluses represent compounds that be-
long to Class 1 and blue circles represent compounds that belong to Class 2. Solid red
and blue lines show kernel density estimates for the projections of Class 1 and Class 2
respectively.
Performance of the proposed transformation
In this section we compare the performance of the proposed transformation with an-
other data transformation technique commonly used in QSAR called Range scale. This
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transformation involves the extreme values of the descriptors and defined as
x′ =
x−min(x)
max(x)−min(x) .
To compare the MinSkewness and Range scale transformations we use 4 standard
classification methods. All methods are applied with default set of parameters. Since
we want to compare the performance of the data transformation (oppose to the per-
formance of the classification method) variable selection step is skipped here. The
following is the list of the classification methods considered here:
Support Vector Machine (SVM). It was originally proposed by Vapnik (1982).
SVM method finds a hyperplane so that the distance between the hyperplane
and data points closest to it is maximized. See Section 1.2.2 for more details.
Distance Weighted Discrimination (DWD). It was developed to overcome some
problems of the SVM classifier Marron, Todd and Ahn (2007). The separating
hyperplane is a solution of the optimization problem where the sum of inverse
residuals is minimized. Note, the objective functions uses all data points com-
pared to the SVM, where only the points that are close to the hyperplane are
used. Details are in Section 1.2.3.
k-Nearest Neighbors. This method assigns a class label to a particular data point
based on the class labels of the k closest points. In the simplest case the label
is assigned based on the majority vote of the neighbors, but more sophisticated
weighting techniques are often used as well. For a good overview of the kNN
method see Shakhnarovich, Darrell and Indyk (2006).
Random Forest. This is another ensemble classifier. The prediction of the class label
is based on the prediction of many decision trees was proposed by Breiman (2001).
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Random forest works really well on large data sets, but the results and decision
rules produced by the method are difficult to interpret.
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Figure 2.26: Performance comparison of the MinSkewness and Range scale transfor-
mations. Each data set is represented by a number. Right hand side of the plot
shows combinations of classification method and data set that produced higher correct
classification rates with MinSkewness transformation.
To study the performance of MinSkewness and Range scale transformations we
used 10 different chemical data sets. To estimate correct classification rate (CCR) we
applied standard 5-fold cross validation procedure. All training sets were transformed
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with both methods. For every combination of the data set and transformation SVM,
DWD, kNN and Random Forest classifiers were estimated. The comparison results are
presented in Figure 2.26. In this plot numbers from 1 to 10 represent the data sets
and colors represent classification methods. Blue, red, green and magenta show the
performance of the DWD, SVM, Random Forest and kNN respectively. The difference
between correct classification rates is plotted along the horizontal axis and the actual
CCR is shown on the vertical axis. If a particular combination of the data set and
classification method is located on the left hand side of the plot, then the CCR for
the MinSkewness transformation was lower than for the Range scale transformation.
For example, consider data set 1. The best CCR for this data set was achieved by
combination of Range scale transformation and kNN classifier (increase from 66% for
MinSkewness to 76% for Range scale transformation). On the other hand, data sets
with the CCR higher for the MinSkewness transformation are displayed on the right
side of the plot. For example, the largest increase of 10% in favor of MinSkewness
transformation was obtained by kNN method with data set 8. Note, that there are
several interesting relations between the transformation and classification methods can
be observed here. The differences between CCRs for two transformations are very small
for the Random Forest classifier, but the increases are in the favor of the MinSkewness
transformation for higher CCR. Next, most of the CCR differences for the DWD are on
the right side of the plot (blue) and for SVM are on the right (red). This means that
the CCRs tends to be higher if data is transformed with Range scale for SVM classifier,
but with MinSkewness for DWD. To see if the increase is significant we applied non-
parametric Wilcoxon signedrank test to the differences of CCRs. The corresponding
p-values are shown in the legend of the plot. The difference is only significant for DWD
and SVM classifiers.
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In general, across 10 data sets, 4 classification and 2 transformation methods, the
best combination of the transformation and classification methods can not be observed
in Figure 2.26. For example, for the data set 10, the best CCR is produced by Random
Forest with MinSkewness transformation. At the same time for the data set 9 the best
CCR is obtained by SVM with Range scale transformation, etc. It means that the best
combination is data dependent. Hence, the following strategy is recommended:
• If several classification methods are used, then both transformations should be
applied.
• If the classification method is SVM, then Range scale transformation should be
applied.
• If the classification method is DWD, then MinSkewness transformation should
be applied.
The study performed here is limited to the 10 data set and does not include data
pre-processing steps, i.e. removal of outliers and noise variables. Also during the
modeling process the variable selection was not performed. Analysis of more data sets
and the effect of the MinSkewness transformation on the variable selection are left for
the future research.
2.4.4 Classification results
The next step after transformation of descriptors (see Section 2.4.3) is identification of
the cluster with the most significant separation.
In order to validate the proposed method, we used cross-validation. This is a tech-
nique that estimates the generalization properties of the algorythm. To do that it uses
a part of the original data set as an independent data set. In our analysis we applied
5-fold cross-validation, where in each fold 20% of the compounds from both classes were
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Figure 2.27: The top panel displays the denrogram with the proposed color scheme
of the AmpC compounds. Red clusters are active, blue clusters are inactive, gray
compounds have unknown activity. The bottom panel displays the DiProPerm z-score
for every mildly significant cluster. Green square shows the largest z-score and the
green dotted line shows the corresponding cluster. Dotted black line shows the smallest
cluster that have the most significant separation between two classes.
set aside as a test set. These compounds are still used in the clustering, but they do
not have a class label and colored gray on the dendrogram. The model was trained on
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the remaining 80 % of the data and then compounds from the test set were classified.
Assigned label was compared to the “true” class label.
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Figure 2.28: Remaining data after the first cluster with the most significant separation
(gray) is removed.
To find a cluster with the most significant separation we applied method proposed
in Section 2.2. We created a collection of dendrograms using single, average and Ward’s
linkage functions. Dendrogram with the single linkage produced the cluster with the
most significant separation. It is shown in Figure 2.27 on the top panel. The color of the
each cluster is determined by the coloring scheme described in Section 2.2.1. Clusters
with the majority of active compounds have red color and cluster in which majority are
inactive compounds have blue color. This coloring also can be used as a tool to visualize
class label information on the standard dendrogram. It will show the process of joining
compounds into the clusters based on their chemical structures, as well as how active
and inactive compounds are located in the chemistry space with respect to each other.
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Figure 2.29: Second cluster with the most significant separation. The description is
similar to Figure 2.27.
One the dendrogram for the AmpC dataset first “active” and “inactive” clusters are
joined together, then the resulting cluster is combined with another “active” cluster.
After that, several individual inactive compounds are added. This clearly suggest the
existence of local subregions described in Section 2.1.
For each cluster of the dendrogram in Figure 2.27 z-score is computed as described
in Section 2.2.2. The bottom panel in Figure 2.27 shows z-score values for all cluster
that have at least mildly significant separation between active and inactive compounds.
Cluster with the most significant separation has the largest z-score (green square). The
cluster that corresponds to the largest z-score identified by a green dotted line. Since
our goal is to find compact subsets of data, we will choose a smallest cluster with
the z-score that is not significantly different from the largest z-score. This is done by
constructing confidence intervals for every z-score, then identifying confidence intervals
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that overlap with the confidence interval for the largest z-score and then choosing
the smallest cluster among them. See Section 2.2.4 for details about the confidence
intervals for z-scores. The identified cluster and corresponding z-score are shown by
the black dotted line on the top and bottom panels respectively. The DWD direction
that separated two classes in this cluster is used to classify all compounds that have
unknown activity (colored gray on the dendrogram) and belong to the identified cluster.
The compounds that remain after removing all data points that belong to the second
most significant cluster do not contain any active compounds, and, therefore, further
modeling is not required. All remaining unlabeled compounds are easily classified as
inactive.
Prediction results for the AmpC data
The process of identification of clusters with the most significant separation was re-
peated for all 5 folds. Therefore, each compounds was predicted exactly one time.
Table 2.3 summarizes prediction for local and global classification models across active
and inactive compounds. It is possible to see that the performance of the proposed
method is slightly better then the global DWD classifier. For example, the accuracy of
the collection of local classifiers constructed on the subsets of the data with the most sig-
nificant separation has a 8% higher accuracy for the prediction of inactive compounds.
At the same time the prediction accuracy of inactive compounds was independent of the
modeling approach. The AmpC data have subsets with significant separation between
active and inactive compounds, but it was difficult to achieve significant improvement
over the global model, since the classification accuracy was already high.
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Table 2.3: Classification accuracy of AmpC data.
Active Compounds Inactive Compounds
Accuracy of Local Model 0.92 0.96
Accuracy of Global Model 0.92 0.88
2.4.5 Anticonvulsant data
The second data set that we considered consists of 91 compounds. Portion of this
dataset with 48 known anticonvulsant compounds was successfully modeled in the past
by Shen et al. (2002) and Shen et al. (2004), but to our knowledge no acceptable models
were developed for the extended version of the data. Epilepsy is a brain disorder, that
often can be controlled, but can not be cured with medications. The main symptoms are
recurrent and unprovoked seizures (convulsions) caused by abnormal brain activity. The
main treatment for this disorder is consistent long term administration of anticonvulsant
drugs. However, even the best medications are not just ineffective for more than a third
of patients, but also cause serious side effect. Therefore, there is a clear need for new
compounds.
For this anticonvulsant data set with 91 compounds we performed steps similar to
those described in Section 2.4.4. We obtained the predictions for all compounds. In
order to assess the variability of the estimates of Correct Classification Rate (CCR) we
created 500 test and training datasets randomly allocating 20% and 80% respectively
from each class. The CCR value is defined as in de Cerqueira Lima et al. (2006) by
CCR =
1
2
(TP/N1 + TN/N2) ,
whereN1 andN2 are number of active and inactive compounds in the data set, TP (TN)
are the number of known active (inactive) compounds predicted as active (inactive).
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Figure 2.30: Summary of CCRs from preliminary study. Box plots represent samples
of 500 CCRs based on local DWD, global DWD, SVM with AD, global SVM models
respectively.
Using the proposed method we identified two regions with the most significant
separation between the active and inactive compounds. On average those two regions
contain 45% of all compounds in the data set. Figure 2.30 displays the summary of
the results from our study. Using the DWD classification model based on identified
sub-regions the average CCR across 500 samples for the test compounds was around
85%. We also created SVM models that were trained on all the data, but applied only
to the 45% of the data nearest to the training set. The corresponding average CCR was
74%. The global DWD and SVM models produced CCR of 62% and 65% respectively.
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2.5 Conclusions
The proposed approach that identifies regions of the data simultaneously addresses
several issues. It has desirable properties for HDLSS data without descriptor selection,
which reduces computational time. By considering only one cluster at a time, it au-
tomatically determines the applicability domain for the model, i.e. the set of the test
compounds that are predicted by local model. Additionally, it ranks the local regions
by significance of the separation between two classes. The proposed method also incor-
porates information about the structures of the test compounds. This information is
used during the clustering step and helps to identify the cluster to which particular test
compounds correspond. Finally, since every cluster can be considered independently,
the proposed method is highly parallelizable, which is a very nice property for modern
computing environments.
2.6 Future research on local classification method with a large
number of unknown compounds
Due to the nature of the chemistry space, it is quite heterogeneous, i.e. compounds
are not uniformly distributed in that space. In most situations in QSAR modeling the
structures and, hence, descriptors of new compounds are known in advance, but often
ignored in the current research. We propose to use it in the clustering step. There are
several large publicly available databases of the chemical compounds, and in the case of
virtual screening studies, knowledge about the unlabeled compounds can help to learn
the structure of the descriptor space. We are going to use all available information and
incorporate it in the clustering and selection of the feasible subsets of descriptors. The
idea of heterogeneity of the chemistry space is illustrated in Figure 2, where the only a
small number of compounds have a known class label. The figure shows the dendrogram
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where red and blue line segments represent active and inactive compounds and the
grey line segments represent unlabeled compounds from an external database. The
underlying dataset was obtained by concatenation of 146 AmpC -lactamase inhibitors
(active) or binding decoys (inactive) described in Section 2.4.1 and 4235 unlabeled
compounds from the DrugBank database (Wishart et al., 2008; Knox et al., 2011).
It is possible to see, that the right side of the dendrogram does not contain active
compounds, hence, it is highly possible that prediction of the compounds from that
subspace will have lower accuracy. On the other hand, unlabeled compounds that
belong to the clusters with larger number of training data should be classified with
higher confidence.
For future work we are planning to investigate the following questions. First, how
the addition of a large number of unlabeled compounds will affect the performance of
the local classification method described in Section 2.2.2. Second, how will it affect the
transformed and not-transformed marginal distributions of the descriptors. See Section
2.4.3 for details about the proposed transformations. The dendrogram in Figure 2.31
has several large clusters that consist only of compounds that do not have a label. We
will investigate handling of clusters with a large number of unlabeled compounds.
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Figure 2.31: Figure shows the dendrogram with the coloring scheme described in the
Section 2.2.1. Red line segments represent active clusters, blue line segments represent
inactive clusters. If the cluster does not have a class label, it is displayed using the
gray line segment.
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Chapter 3
Identification of miss-annotated
chemical compounds using extreme
descriptors
3.1 Introduction
Data quality is a very important challenge in QSAR (Fourches, Muratov and Tropsha,
2010). If the training data are significantly corrupted, generalization properties as well
as interpretability of the resulting model will suffer. Olah Olah et al. (2007) showed
that on average there are two errors per each medicinal chemistry publication with
an overall error rate for compounds present in the WOMBAT database (Olah et al.,
2004) as high as 8%. Also recent investigations by Zhu et al. (2008) demonstrated
that chemical descriptors have much greater influence on the prediction performance
of QSAR models than the nature of model optimization techniques.
The quality of the data set mainly depends on the choice of chemical descriptors and
on the correctness of labels. Due to the nature of modern chemical data sets, the repre-
sentation of each compound uses thousands of descriptors. But for modeling purposes
many descriptors do not contain any useful information and reduce generalizability and
interpretability of models based on them.
The standard first step in QSAR modeling is data preprocessing, which generally
includes removal of descriptors with low variance and strongly correlated descriptors,
which is often viewed as a problem in QSAR modeling (Faulon and Bender, 2010). Also
it is common to keep only one representative from the set of correlated descriptors. On
the other hand, as noted above, this approach could lead to under-representation of
relevant descriptors and potentially affect the accuracy of the predictions. Removal of
descriptors based on their variance is a standard step and used by many researchers. But
in this case selection of a threshold is subjective and often is not based on the modeling
data set. Also, it is possible that descriptors with variance below a selected threshold
still contain useful information that should be used in the modeling process. There
several methods that can reduce the high dimension of the data to a lower dimension,
e.g. PCA (Jolliffe, 2005), so that classical multivariate techniques can be applied. In
recent years there was a lot of attention paid to regularized sparse regression methods,
e.g. lasso (Tibshirani, 1994). Sparse methods were also developed for classification
problems, e.g. sparse SVM (Bi, Bennett and Embrechts, 2003). A weakness of the first
sparse methods was in situations where a group of predictors worked together, they
would tend to only find a single, often inadequate, representative. This challenge has
been addressed by methods such as group lasso (Meier, Van De Geer and Bu¨hlmann,
2008). It was designed with a goal of finding important explanatory factors which may
be represented by a group of variables. Even though all these methods are very powerful,
they all often applied to the preprocessed data where many descriptors, especially with
low variance, are removed. In this chapter we use the term extreme descriptors for
variables that have small overall variance. We will show that such descriptors not only
can be used for prediction but also for identification of mislabeled compounds.
The situation is different for the quality of labels since the errors are completely con-
tained in the training set and are not extended to new data points. Brodley and Friedl
64
(1999) identified several sources of the labeling errors, such as subjectivity, data-entry
errors and inadequacy of the information used to label each observation. These errors
potentially lead to contradictory labels, where the same observations appear more than
once and belong to different classes. They also may lead to misclassifications, where
observations are assigned to incorrect classes. Contrary to the variable selection, the
identification and removal of the misclassified observations in many situations substan-
tially improves the generalization performance of the model. See Brodley and Friedl
(1996) for details.
The problem of misclassification was addressed previously by researchers in several
areas, especially in genetics and medicine. For example, Zhang, Rekaya and Bertrand
(2006) proposed the procedure for handling potential mislabeling among training sam-
ples based on gene expression data in human breast cancer study. Joseph et al. (2008)
analyzed and validated the reclassification of several subjects that were misdiagnosed
with Alzheimer’s disease. Gamberger, Lavracˇ and Dzˇeroski (1996) studied mislabeling
in early diagnosis of rheumatic diseases. Brodley and Friedl (1999) investigated the
mislabeling problem in areas of automated land cover mapping and credit approval.
Many of the proposed methods rely on the idea of outlier removal in regression analy-
sis. Wilson and Martinez (1997) used various versions of the kNN classifier as a filter
to identify and eliminate suspect observations. Brodley and Friedl (1996) applied an
ensemble of classifiers with several voting strategies. Zeng and Martinez (2001) pro-
posed an automatic data enhancement approach based on the mechanisms of neural
networks to correct mislabeled data points. Teng (1999) developed a two stage decision
tree classifier designed to correct noise both in labels and variables. Gamberger, Lavracˇ
and Dzˇeroski (1996) proposed a noise detection and elimination method based on the
Minimum Description Principle.
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Descriptor selection and pre-processing should be done with caution. Quinlan (1986)
showed that attempts at removing noise from the variables decrease the predictive
performance of the classifier when the same noise level is present in the data to be
predicted. In this chapter we study the predictive power of extreme descriptors. These
features have very low variance, hence are often removed during the pre-processing step.
We show that those descriptors not only contain a significant amount of information
about the class label, but also can be used to identify mislabeled compounds.
The rest of the chapter is organized as follows. Section 3.2 describes the proposed
method. Upper bound on the original label confidence is introduced in Section 3.3.
The real data example is in Section 3.4. Theoretical derivations and selection process
of extreme descriptors are presented in Sections 3.6 and 3.7.
3.2 Description of the proposed method
This section describes the proposed method for identification of a set of compounds that
are possibly misclassified. To predict the labels of chemical compounds the proposed
method uses extreme descriptors introduced in Section 3.1. First we will describe
how the predictions are made for each compound and then how possibly misclassified
compounds are identified. An algorithm for identification of extreme descriptors is
presented in the 3.7.
We define extreme descriptors to have almost all values the same, and all different
values in just one class, as illustrated in Figure 3.1. It illustrates two special cases of
extreme descriptors (with zero variance in one of the classes) from the M2 muscarinic
receptors data set. More details about this data set can be found in Section 3.4. The
left panel of Figure 3.1 shows the distribution of the descriptor, which takes the value
of -0.5 for all active compounds (red circles) and almost all inactive compounds (blue
crosses) except a few inactive that take the value 2. Note that the variance of the active
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Figure 3.1: Distributions of extreme descriptors. Red circles and blue crosses represent
active and inactive compounds. Test compounds are shown as magenta squares. In
the left panel the active class has zero variance and the test compound is predicted as
inactive. In the right panel the inactive class has zero variance and the predicted label
of the test compound is active.
class (red circles) for this descriptor is zero. If a new compound has a value near 2 then
this descriptor provides evidence that the new compound is inactive (blue). If the value
is closer to -0.5, then we drop this descriptor from consideration. For example, consider
the new compound shown as a magenta square. Since the value of the descriptor of this
new compound is taken on only by inactive class members, it appears to be inactive.
In this case there are 7 inactive compounds that support this prediction. Clearly, the
larger the number of compounds that support the prediction, the higher the confidence
that the prediction is correct. This concept will be made more precise in Section 3.3.
The right panel illustrates a similar case where there is zero variance this time within
the inactive class. An important difference is that the value of the descriptor for a new
compound (magenta square) is close to (but not exactly the same as) the group of 5
active compounds. In this case, the predicted label of the new compound is taken to
be active, and the number of compounds that support the label assignment is 5.
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Figure 3.2: Example illustrates prediction of chemical compounds with DWD classifi-
cation model and with extreme descriptors. Compounds that are predicted as active
and inactive by DWD model are denoted as red and blue vertical lines. Predictions by
extreme descriptors are denoted by small horizontal bars. Green dots show the number
of compounds in the training set that support the prediction.
In the first step of the proposed method we divide the data into training and test
sets. Using compounds only from the training set we identify extreme descriptors. The
information about the predictions from all extreme descriptors identified in the training
set can be combined and used to assign a class label to some compounds in the test
set. If the predicted class label for a particular compound does not match the original
label and if the number of compounds that support the prediction is greater than the
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specified threshold, then this compound is a candidate for being misclassified. The
estimation of the threshold is described in Section 3.3.
The idea of how the predictions from the individual extreme descriptors can be
combined is illustrated in Figure 3.2. It gives a simultaneous view of the classification
results produced by two different methods. It shows the predictions of inactive com-
pounds from the test set by the Distance Weighted Discrimination (Marron, Todd and
Ahn, 2007) classifier (DWD) and the set of extreme descriptors. The data illustrated in
Figure 3.2 is a small subset of M2 data (described in Section 3.4), chosen for illustrative
purposes. The MinSkew transformation (introduced in Section 2.4.3) was applied to
each descriptor in the data set. In Figure 3.2 the horizontal axis represents compounds
from the test set and the vertical axis represents extreme descriptors identified in the
training set. If the DWD alone predicts a compound as active (inactive) it will be
shown as a red (blue) vertical line. Ideally all compounds in Figure 3.2 should be
predicted as inactive and represented by blue vertical lines. For example, compound
number 5 is predicted as inactive (correct), hence colored blue. On the other hand,
compound 13 is predicted as active (incorrect prediction) and colored red. The second
set of predictions is based only on the set of extreme descriptors. Those predictions are
represented by short horizontal bars of appropriate color. The number of compounds
from the training set that support the prediction is shown by green dots. Consider, for
example, compound 12. It has 4 extreme descriptors (short blue lines) that assign the
inactive label and 18 green dots (inactive compounds that support the inactive label
assignment). Therefore, there are no reasons to dispute the DWD model and classify
this compound as inactive. There are also compounds that can not be predicted by ex-
treme descriptors. For example, compounds 1 - 4 do not have extreme descriptors that
contain useful information. At the same time compound 15 has 2 extreme descriptors,
but they make opposite predictions supported by the same number of compounds in
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the training set. In this case the prediction by extreme descriptors does not provide
useful information.
3.2.1 Extreme descriptors with mislabeling
The definition of extreme descriptors from Section 3.2 states that almost all compounds
have the same value and only compounds from one of the classes have the value that is
different from the common median. This definition can be extended to the case where
compounds that have values different from the common median are not required to be
from the same class.
Suppose p is the percentage of the compounds that are mislabeled. It is reasonable
to assume (see Olah Olah et al. (2007) for details) that this proportion can be as
high as 8%. We define a more general version of extreme descriptors as predictors
that have one value shared by most of the compounds. The remaining values have
almost all compounds in one class, with at most p% in the other class. This definition
allows us to use these descriptors and also handle situations where the training data
set contains potentially mislabeled compounds. Similar to Section 3.2 the prediction
by each generalized extreme descriptor will be supported by the set of compounds that
belong to both classes. In such cases the label is assigned by the majority vote. The
existence of the majority is guaranteed by the selection process of extreme descriptors
described in the Section 3.7.
Note that extreme descriptors described in Section 3.2 and illustrated in Figure 3.1
are special cases of generalized extreme descriptors with 0% of mislabeling. In the rest
of this chapter we will use the term extreme descriptor to denote the general version
that allows for mislabeling and will specify the mislabeling percentage when necessary.
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3.3 Cutoff
This section describes the estimation of the cutoff on the number of compounds that
support predictions by extreme descriptors introduced in Section 3.2. If the number of
compounds that disqualify the current label is large enough, it is reasonable to suspect
that there is a mismatch between the label and the chemical structure represented by
the set of descriptors.
To illustrate the main idea of the cutoff estimation, without loss of generality, we
only consider “true” inactive compounds that potentially could be mislabeled. The
estimation for active compounds is done similarly.
Suppose that θ is the population proportion of inactive compounds that are pre-
dicted as active by extreme descriptors, i.e. the probability that the proposed method
will make an incorrect prediction. For every compound in the test set that has extreme
descriptors identified in the training set we can construct a confidence interval for θ.
The confidence interval will depend on two parameters, n and k. The first parameter n
represents the total number of compounds in the training set that support prediction of
any label across all extreme descriptors present in the test compound. The second pa-
rameter represents the number of compounds k ∈ [0, n] in the training set that support
only the active label. Consider, for example compound 15 in Figure 3.2. It has only
2 extreme descriptors (horizontal bars) and k = 2 active compounds from the training
set that support a prediction of active label (2 green dots on the red horizontal bar) by
extreme descriptors. At the same time compound 15 has n = 4 compounds from the
training set that support both labels (2 active compounds that support an active label
and 2 inactive compounds that support an inactive label). Similarly, for compound
12 k = 0 and n = 18. Using observed n and k one can construct a 1 − α confidence
interval (0, u) for the proportion θ. The upper bound u is the upper confidence limit
for the original label. Naturally it is also possible to find the number of compounds n
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required to guarantee that the misclassification probability is below the selected upper
bound u with confidence level 1− α.
Remark 1. Described probability model only allows estimation of the confidence in the
original label for those compounds that do not have contradicting predictions by extreme
descriptors. Compounds that have very few descriptors with opposite predictions should
be examined on a case by case basis.
The confidence interval for the parameter θ can be constructed using ideas of piv-
oting a discrete pdf (see Casella and Berger (2001) for details) or Generalized Fiducial
Inference (Efron, 1998; Schweder and Hjort, 2002; Hannig and Xie, 2012). For different
values of k the relationship between parameter will be different. Please see Section 3.6
for details. For example, the upper bound of the confidence interval for k = 0 can be
obtained from the following equation
1− α = 1
2
+
1
2
∫ u
0
(1− t)n−1dt,
which yields
u = 1− (2α)1/n. (3.1)
This equation can be also solved for n to get the number of compounds n required to
achieve upper bound u with confidence 1 − α. For example, to achieve a 10% upper
bound on the probability that extreme descriptors made incorrect prediction with 95%
confidence it is required to observe n = 22.
To estimate the upper bound u on the confidence of the original label using (3.1) it is
necessary count only unique compounds observed across all extreme descriptors. But it
is very possible that the same compound from the training set will support predictions
made by several extreme descriptors. If this happens for many extreme descriptors, it
means that the test compound is similar (has the same values of extreme descriptors) to
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the compounds in the training set. Therefore, such situations also should be carefully
considered.
3.4 Analysis of Chemical Data
In this section we present the results of the analysis of 3 chemical data sets. In order
to test the class label of all compounds, we use a cross-validation with every data set.
There are several types of cross-validation. In general N -fold cross-validation the data
is randomly separated into N parts. One of those parts is used as a test set and the
remaining N − 1 parts are used for model development. In QSAR it is common to
use 5-fold cross validation, while in the misclassification literature the leave-one-out
type (N = sample size) is often used. In this chapter we adopt the idea of leave-
one-out cross-validation with the proposed classifier based on the extreme descriptors
described in Section 3.2, where in each fold one compound is set aside. The collection
of extreme descriptors as well as the classification model were developed based on the
remaining data. Every compound is classified using extreme descriptors and the DWD
classifier. For each compound that was classified using extreme descriptors the original
label confidence u was computed as described in Section 3.3. The predicted label was
compared with the originally assigned class label. If for a particular compound the
predicted label did not match the original label and its label upper confidence limit u
was low then those compounds were selected to be checked for mislabeling.
Remark 2. In this work we consider two versions of extreme descriptors: with no
mislabeling (these descriptors have zero variance in one of the classes) and with 8 % of
possible mislabeling.
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Remark 3. Note that during the preprocessing step we did not remove descriptors with
low variance. Only descriptors with zero total variance and all except one identical
descriptors were removed from the data set.
For each data set we create a table that contains the list of compounds suspected
to be mislabeled. Consider, for example, Table 3.1. The first column in the table
contains the number of the compound in the data set. The second column contains
the original label of each compound. The confidence based on the extreme descriptors
that the original label is correct is in the third column. The original label confidence is
based on the upper bound of the 90% confidence interval for probability of mislabeling
by extreme descriptors. Finally, the last column reports if the mislabeling has been
verified or not.
There are two main types of error that affect the label of each compound. The
first corresponds to typographical or data entry errors. This type of error can be
eliminated by confirming the label reported in the description of the original or repeated
experiments. The second type comes from errors in the experiment and can be removed
from the data set by repeating the experiment. Data entry errors are the easiest to
confirm, but it is possible that the label reported in the original experiment is not
correct.
A full list of mislabeled suspects, based on extreme descriptors without mislabeling,
has 6 compounds from the Skin sensitization data (Section 3.4.1), 3 compounds from
the M2 muscarinic receptors data (Section 3.4.2) and 5 compounds from the Ames
data (Section 3.4.3). Out of 14 suspects, 2 compounds were verified to be mislabeled
(1 out of 6 compounds from the Skin sensitization data and 1 out of 3 compounds
from the M2 muscarinic receptors data) due to data entry errors. Extreme descriptors
with mislabeling produce similar lists for two of these data sets. There are 5 additional
suspects in the M2 muscarinic receptors data described in Section 3.4.2.
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Compound Original Label Verified
number label Confidence mislabeling
246 Active 0.06
43 Active 0.06
85 Active 0.07 Yes
212 Inactive 0.08
82 Active 0.08
258 Active 0.10
Table 3.1: Mislabeled suspects from the Skin sensitization data set. Label confidence is
based on the upper bound of 90% confidence interval for misclassification probability.
3.4.1 Skin sensitization data
The data set used in this study was retrieved from the ICCVAM (Interagency Coordi-
nating Committee on the Validation of Alternative Methods) report Reduced Murine
Local Lymph Node Assay: An Alternative Test Method Using Fewer Animals to As-
sess the Allergic Contact Dermatitis Potential of Chemicals and Products (2009). In
this report each chemical was designated as sensitizer/non-sensitizer. The compounds
were tested in multiple settings to achieve optimal solubility and skin penetration. If
for any compound conflicting classification results were found, then such compounds
were removed from the data set. This process resulted in 381 (253 sensitizers, 128
non-sensitizers) unique data points that were further employed for modeling. This
data set was unbalanced and, in order to avoid QSAR models with biased predictivity,
we balanced it before starting the modeling. Instead of randomly removing a certain
proportion of sensitizers from the data set, we performed a similarity search relying on
non-sensitizers as a starting point to search the active pool for structurally similar com-
pounds. This exercise was carried out in two main steps. In the first step we computed
the Euclidean distance matrix based on descriptors of non-sensitizers. In the second
step we selected structurally similar sensitizers based on Euclidean distance between
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Figure 3.3: Example illustrates prediction of chemical compounds from the Skin sen-
sitization data. Prediction is based on the DWD classification model and descriptors
with low variance. Compounds that are predicted as active and inactive by the DWD
classifier are denoted as red and blue vertical lines. Predictions of low variance descrip-
tors are denoted by small horizontal bars. Green dots show the number of compounds
in the training set that support the prediction.
each sensitizer to the center of the chemical space defined by the non-sensitizers. The
final data set consisted of 262 compounds: 134 sensitizers and 128 non-sensitizers.
Figure 3.3 summarizes results over 51 randomly selected (25 inactive, left panel,
and 26 active, right panel) leave-one-out-folds. The format and interpretation of this
display is the same as developed in Section 3.2. Consider the left panel. Some of the
compounds are predicted as active by the DWD classifier (red horizontal lines). At
the same time it is possible to see that the predictions of all inactive compounds by
extreme descriptors correspond to their original labels. The situation is different for
active compounds (right panel). In this fold there are 7 compounds that are predicted
as inactive by the DWD classifier. Out of these only compounds 5, 9 and 24 have a
reasonable number of compounds from the training set (green dots) that support the
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Compound Original Label Verified
number label Confidence mislabeling
426 Active 0.06 Yes
317 Active 0.11
347 Active 0.11
Table 3.2: Mislabeled suspects from M2 data set. Label confidence is based on the
upper bound of 90% confidence interval for misclassification probability.
inactive label prediction. The list of total 6 mislabeled suspects is presented in Table
3.1. All suspects were checked for data entry errors and compound 85 (compound 9 in
the right panel of Figure 3.3) was verified to be mislabeled.
3.4.2 M2 muscarinic receptors data
M2 muscarinic receptors are located in the heart. Their function is to slow down the
heart rate to normal rhythm after stimulation by the sympathetic nervous system. M2
muscarinic receptors also reduce contractile forces of the atrial cardiac muscle, however,
they have no effect on the contractile forces of the ventricular muscle.
The M2 data set that we considered contains 444 compounds (179 active inhibitors
and 265 inactive decoys) and 1116 descriptors. Table 3.2 contains the list of 3 ac-
tive compounds that are predicted as inactive with a significant amount of support.
Compound 426 was confirmed to be mislabeled due to a data entry error.
An interesting phenomena happens when we allow mislabeling during the selection
process of extreme descriptors. There is a group of six active compounds (9, 26, 333,
395, 409 and 426) that are predicted as inactive by extreme descriptors and each of them
has five active compounds that disqualify the prediction. Further investigation showed
that compounds from this group are very similar to each other in the subspace generated
by selected extreme descriptors. Additionally, active compounds that disqualify the
prediction for each of the six compounds are remaining compounds from the group.
In another words, they disqualify each other. The next logical step was to put the
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Compound Original Label Verified
number label Confidence mislabeling
893 Inactive 0.11
1124 Active 0.12
4446 Active 0.12
1783 Active 0.15
3183 Active 0.15
Table 3.3: Mislabeled suspects from Ames data set. Label confidence is based on the
upper bound of 90% confidence interval for misclassification probability.
whole group into the test set and predict all of them at the same time. When all six
compounds were predicted at the same time only active compound 64 disqualified the
prediction. Also confidence of the original label decreased approximately from 12%
to 5%. This fact makes them good candidates for being mislabeled, especially since
compound 426 was verified to be mislabeled.
3.4.3 Ames data
The Ames Mutagenicity data set Schwaighofer et al. (2008), consisted of 7090 com-
pounds classified as mutagenic or non-mutagenic. A compound is classified mutagenic
(active) if it significantly induces revertant colony growth at least in one strain, either
in the presence or absence of S9 activator. A compound is labeled non-mutagenic (in-
active) if it does not induce revertant colony growth in any strain tested, both in the
presence and absence of the S9 enzyme. In general, the reproducibility of the Ames
test is affected by the purity of the test compound, the bacterial strains and metabolic
activation mixtures used, the experimental procedure, nonspecific effects such as cy-
totoxicity, and the interpretation of results. Still, the experimental reproducibility of
the Ames test was determined to be 85% (Benigni and Giuliani, 1988; Hansen et al.,
2009). During the pre-processing step all structural duplicates were removed. If both
molecules had the same mutagenicity effect, then one of them was removed and if
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both molecules had different mutagenicity effects, then both were deleted. Also all
inorganic compounds were excluded. The remaining structures were cleaned using the
ChemAxon Standardizer and HiT QSAR software and careful manual checking. Fi-
nally, only 6542 compounds remained. The data set is relatively well balanced: 3516
mutagenic compounds versus 3026 non-mutagenic ones.
Table 3.3 contains 6 mislabeled candidates from Ames data set. For this set of
compounds the confidence that the original label is correct is not very low. None of
the compounds were re-tested or checked for data entry errors.
3.5 Conclusions
In this chapter we studied the descriptor selection process and standard pre-processing
steps in QSAR. In particular we analyzed descriptors that have very low total variance
and are often discarded before modeling and analysis. We showed that these extreme
descriptors alone contain significant amounts of information and can be used for pre-
diction. We also showed that this information can be aggregated across all extreme
descriptors and used, in addition to any other modeling process, to identify compounds
that are possibly mislabeled. modeling process, to identify compounds that are possibly
mislabeled.
3.6 Derivation of the original label confidence
Let X1, . . . , Xn be a sample from a Bernoulli distribution with parameter θ. Then
X =
∑
Xi is a Binomial random variable with parameters n and θ and with distribution
function F (x|θ). We can construct a confidence interval (0, u) for the parameter θ,
where u is defined by
F (x|u) = α. (3.2)
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Using the fact that
k∑
i=0
(
n
i
)
ui(1− u)n−i = (n− k)
(
n
k
) 1−u∫
0
tn−k−1(1− t)kdt,
equation (3.2) can be written as
α =
1
B(n− k, k + 1)
1−u∫
0
tn−k−1(1− t)kdt, (3.3)
where k is the observed value of X and B(·, ·) is the Beta function. Relationship (3.3)
can be simplified for particular values of k. For example,
α =

(1− u)n, if k = 0,
1 + (1− u)n−1(u− 1− nu), if k = 1,
2(u−1)2−(1−u)n(2−4u+2nu+2u2−3nu2+n2u2)
2(u−1)2 if k = 2.
(3.4)
Solving equation (3.4) for the unknown u produces the upper bound of the 1 − α
confidence interval for the parameter θ.
This idea can be directly applied to the situation where we use extreme descriptors to
predict the label of a chemical compound. For example, to construct a 95% confidence
interval (0,0.1) we would have to observe n = 29 compounds that support an active
label and k = 0 compounds that support an inactive label. This also means that if we
observe n = 29 and k = 0, then the original label confidence is bounded by 10%.
The estimate of the threshold n or the upper bound u of the confidence interval
might be too conservative. We can use ideas of Generalized Fiducial Inference (Hannig,
2009) to find a 1 − α confidence interval for θ based on the half corrected confidence
distribution (Efron, 1998; Schweder and Hjort, 2002; Hannig and Xie, 2012), which has
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good small and large sample properties (Hannig, 2009). For observed k and n the half
corrected confidence distribution is given by
H(θ, k) +H(θ, k − 1)
2
(3.5)
where H(θ, k) = P (X > k|θ) and X has a Binomial(n, θ) distribution. Note that the
distribution (3.5) is the 50-50 mixture of the Beta(k, n− k + 1) and Beta(k + 1, n− k)
distributions. In the case where k = 0, distribution (3.5) becomes a mixture with
components that take a value zero and Beta(1, n) with equal probabilities. The upper
bound of the confidence interval for k = 0 can be obtained from the following equation
1− α = 1
2
+
1
2
∫ u
0
(1− t)n−1dt,
which yields
u = 1− (2α)1/n. (3.6)
This equation can be also solved for n to get the number of compounds n required to
achieve upper bound u with confidence 1 − α. For example, to achieve a 10% upper
bound on the probability that extreme descriptors made incorrect prediction with 95%
confidence it is required to observe n = 22.
The upper bound obtained using (3.1) is less conservative than the bound obtained
from (3.4) and will be used in the analysis of real chemical data in Section 3.4.
3.7 Selection of extreme descriptors
This section describes the algorithm of the selection process of the extreme descriptors.
The algorithm is designed for the general version of extreme descriptors that allows for
a certain level of mislabeling in the data. In this work we consider 8% of mislabeling
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as suggested by Olah et al. (2004). Note, that descriptors with zero variance in one of
the classes are the special case of extreme descriptors with no mislabeling.
The following algorithm produces the list of extreme descriptors. A descriptor that
satisfies all conditions is called an extreme descriptor. The conditions are structured
as a sequential filter, where the input for each step is output of the previous step.
1. The median should be the same for both classes.
2. All compounds should have the value of the descriptor on one side of the median,
i.e. greater or equal (smaller or equal) than the median.
3. Proportion of possibly mislabeled compounds pMiss should be smaller than 8%.
The calculation of pMiss is done in the following way:
• For each class calculate the number of compounds that are different from
the median (Ndiffact and N
diff
inact).
• Calculate the proportion pMiss of possibly mislabeled compounds
pMiss =
min
(
Ndiffact , N
diff
inact
)
Ndiffact +N
diff
inact
4. Values of possibly mislabeled compounds should be within the range of the other
class. For example if Ndiffact > N
diff
inact, then values of inactive compounds that are
different from the median should be within minimum and maximum of the values
of active compounds that are different from the median.
5. Prediction is made only if the value of the new compound is also within the same
range as in step 4.
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Chapter 4
Asymptotics of hierarchical
clustering for growing dimension
4.1 Introduction
A major challenge to modern data analysis is the increasing commonality of very large
(in both number of observations and number of dimensions) data sets. There are
databases that contains thousands or even millions of observations. For example, in
the field of drug discovery, such databases are created by modern automated methods
called high-throughput screening that allow performance of biological assays of a large
number of compounds. At the same time each chemical compound is represented by
thousands of variables (descriptors). Another important example of data with high
dimension comes from gene expression measurements. It is possible to capture gene
expression levels for thousands of genes per subject. But the measurements made for
each subject can be expensive which constrains the sample size to low hundreds. In this
paper we use the term sample size to represent the number of observations (subjects) in
the data, and the term dimension to represent the number of variables (measurements)
for each observation.
In many areas of data analysis there exist natural separation of data in homoge-
neous groups, i.e. clusters. For example, one of the basic assumptions of Quantitative
Structure-Activity Relationship modeling, which is one of the key computational drug
discovery approaches, is that similar molecules have similar activities. Due to the na-
ture of the synthesis and testing, many chemical compounds in the data set tend to
belong to several local clusters in the chemistry space. See Tropsha (2010) for details.
In this paper we will study the behavior of the hierarchical clustering in situations
where both sample size and dimension grow to infinity. We will show important insights
about the well known differences between linkage functions and will gain new under-
standing as to how distances between clusters compare asymptotically. In particular
we will study the behavior of the clusters in a wide array of contexts. We will develop
theory which explicitly finds signal vs noise boundaries between different types of clus-
tering behaviors. Also we will show that the clustering behavior within the boundaries
is the same across the wide spectrum of asymptotic settings.
The rest of the chapter is organized as follows. Section 4.2 introduces hierarchical
clustering and defines distances between clusters. Section 4.3 demonstrates the major
points using a simple two cluster example for clarity. General asymptotic settings are
introduced in Section 4.4. The main results with examples are presented in Section 4.5.
Mathematical proofs are in Section 4.8.
4.2 Clustering
Clustering process separates data into subsets (clusters) so that data points from the
same cluster are similar to each other. There are two main types of clustering: hi-
erarchical and partitional (Tan, Steinbach and Kumar, 2006). Partitional clustering
methods simply divide a data set into non-overlapping subsets so that each data point
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will be in one of the subsets. One of the most popular partitional clustering proce-
dures is the K-means clustering method (MacQueen, 1967). It partitions data into a
pre-specified number K of clusters such that each observation is assigned to the clus-
ter with the nearest center. Hierarchical clustering (Hastie, Tibshirani and Friedman,
2009) algorithms group the data by creating a cluster tree (dendrogram) based on the
specific distances between points and similarity or dissimilarity measures. For a de-
tailed discussion about distance functions and similarity measures see Section 2.3.1. In
the rest of the paper the focus will be on hierarchical clustering.
A standard dendrogram consists of vertical and horizontal line segments that create
a tree by connecting clusters into successively larger clusters. The height of each hori-
zontal line segment is determined by the distance between clusters that are connected.
Each level of the dendrogram provides a grouping of the data points into disjoint clus-
ters. The dendrogram also provides useful graphical representation of the grouping
hierarchy which highly increases interpretability. See Hastie, Tibshirani and Friedman
(2009) for a good review of hierarchical clustering and some examples of dendrograms.
4.2.1 Linkage functions
The result of hierarchical clustering is usually impacted by the choice of distance mea-
sure between the points and clusters. This choice will influence the clustering since
some data points could be closer to each other if one distance measure is used, but far-
ther away for another. There are many standard choices for a distance between points,
such as L1, L2, L∞, etc. In this paper we only consider Euclidean (L2) distance.
Once a distance between points is selected, distance between clusters is determined
by the linkage function. In many cases it is a function of the pairwise distances between
data points. After the distances between all clusters are computed, then the two closest
clusters are merged together to form a bigger cluster. There are many linkage functions
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available, but in this paper we investigate three common linkage functions: single,
average and Ward’s. For detailed discussion about the main linkage functions and
their properties see Section 2.3.1.
4.3 Motivating example
The following example illuminates the asymptotic behavior of hierarchical clustering
in case of growing dimension and fixed sample size. In this example the data set is
obtained by joining two samples from different distributions together. The example
has been designed so that the ability of hierarchical clustering procedure to identify
clusters will increase when the dimension of the data grows.
Both samples are generated from d-dimensional multivariate normal distribution
with zero mean vector, but different covariance matrices. The first sample has 20 data
points and identity covariance matrix Σcl1 = Id. The second sample has 10 data points
and diagonal covariance matrix Σcl2 = 1.45Id.
Panels (a), (b), (c) and (d) in Figure 4.1 display dendrograms based on 30 obser-
vations with d = 2, 20, 200 and 4000 dimensions respectively, using the average linkage
function. Data points that belong to the first sample are colored gray, points that
belong to the second sample are colored black. Panel (a) shows the dendrogam based
on two-dimensional data. In this case the clustering algorithm did not create homo-
geneous clusters. In panel (b) the dimension of the data is increased to d = 20. Now
it is possible to see a group of 9 observations from the first sample (gray) that are
joined together before the resulting cluster is combined with observation from the sec-
ond sample (black). The case of data with d = 200 dimensions is shown in panel (c).
Now the two samples are almost perfectly separated, except one observation from the
first sample is combined with the observations from the second sample. In panel (d)
the dendrogram is constructed with data that has d = 4000 dimensions. Note that
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(a)
d = 2
(b)
d = 20
(c)
d = 200
(d)
d = 4000
Figure 4.1: Example based on the mixture of n = 20 observations (gray) from N(0, 1)
and m = 10 observations (black) from N(0, 1.45) distributions with increasing dimen-
sion: (a) d = 2; (b) d = 20; (c) d = 200; (d) d = 4000 and average linkage function.
This illustrates asymptotic clustering behavior when number of dimensions d→∞.
there is a perfect separation between the two samples. All observations from the first
sample are combined before any observation from the second sample is added to them.
In addition, the distances between data points and between clusters converge. This
happens because in the case of high dimension both samples have a special geometric
representation that was described in Hall, Marron and Neeman (2005). They showed
that the distances between black data points converge to (2.9d)1/2, distances between
just gray points converge to (2d)1/2 and distances between gray and black data points
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converge to (3.9d)1/2 as the dimension d→∞. Hence in the last case of the toy exam-
ple, the distances between data points in the second cluster are larger than all other
distances. Finally, one can see that all points from the second sample are added to the
cluster of points from the first sample one by one and none of the black subclusters are
created in the process.
Overall comparison of four cases of data with different dimensions shown in Figure
4.1 helps to build the intuition and understanding of clustering behavior as a function
of signal vs noise and dimension.
4.4 Asymptotics
In statistics, asymptotic theory is a framework under which the properties of estimators
and statistical procedures are evaluated. It has been very useful over the years for
revealing underling structure in complicated settings.
There are several general asymptotic settings:
(A1) Classical Asymptotics. Results in the classical asymptotic setting are derived
under the assumption that sample size n → ∞, while dimension of the data
remains fixed. Two well known examples are the Law of Large Numbers (LLN)
and the Central Limit Theorem (CLT). See Van Der Vaart (2000) for overview
of general results in the classical asymptotic setting.
(A2) Moderate Dimension Asymptotics. In this setting asymptotic results address the
case where n → ∞ with d also growing, but at a slower rate, d/n → 0. This
setting was investigated by Huber (1973), Yohai and Maronna (1979), Portnoy
(1984) and Portnoy (1985).
(A3) Random Matrix Theory Asymptotics. In this setting the number of observations
n → ∞ and number of dimensions d → ∞ grows at the same rate, i.e. d/n →
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γ ∈ (0,∞). Random matrix theory gained attention in the 1950s due to work
of Eugene Wigner. In Wigner (1955, 1958) he derived Wigner’s semicircle law
which states the limiting distribution of the eigenvalues of the square random
matrix. In the case of a large sample covariance matrix the Marcˇenko-Pastur law
developed by Marcˇenko and Pastur (1967) gives the limiting distribution of the
eigenvalues.
(A4) High Dimension Moderate Sample Size Asymptotics (HDMSS). In this setting
both n→∞ and d→∞, but d grows at a faster rate than n, i.e. d/n→∞. For
example, a special case of HDMSS asymptotic setting was studied by Fan and Lv
(2008), where n → ∞ and d ∼ en. Other recent papers in this are include Yata
and Aoshima (2009), Yata and Aoshima (2010) and Yata and Aoshima (2012).
(A5) High Dimension Low Sample Size Asymptotics (HDMSS). In this setting asymp-
totic results are obtained by letting the number of dimensions d → ∞ while
keeping the sample size n fixed. An early paper that studied this setting was
Casella and Hwang (1982). In recent years this area has been studied by Hall,
Marron and Neeman (2005), Ahn et al. (2007), Jung and Marron (2009) and Qiao
et al. (2010). For example, Hall, Marron and Neeman (2005) showed that under
the appropriate assumptions after proper rescaling the points in the sample are
asymptotically located at the vertices of a deterministic simplex where each edge
has fixed length. Thus, the randomness in the HDLSS data only comes from the
random rotation of the hyperplane that is generated by the data.
In Section 4.5 we explore clustering behavior across the asymptotic settings (A2),
(A3), (A4) and (A5).
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4.5 Asymptotic boundaries in clustering behavior
In this section we present the main results of this paper such as properties of asymptotic
behavior of hierarchical clustering algorithms. We consider data generated from a
mixture of two Gaussian distributions. Theorem 1 presents asymptotic bounds for the
single and average linkages, and Theorem 2 for Ward’s linkage.
Suppose for d = 1, 2, . . . , we have N = n + m observations from the mixture of
two d-dimensional Gaussian distributions Nd(~µ1, σ
2
1Id) and Nd(~µ2, σ
2
2Id), where Id is
the d-dimensional identity matrix, and
~µi =
(
µ
(1)
i , µ
(2)
i , . . . , µ
(d)
i
)
, i = 1, 2,
are population mean vectors. The first mixture component has n observations and is
denoted by
X(d) = {X1(d), X2(d), . . . , Xn(d)}.
The second mixture component
Y(d) = {Y1(d), Y2(d), . . . , Ym(d)},
has m observations. Note, that the clustering algorithms do not use mixture labels and
treat all data as one sample.
Additionally, assume that the mean vector of the difference Xi(d) − Yj(d) is not
dominated by a few large values in the sense that for some  > 0
d∑
k=1
(
µ
(k)
1 − µ(k)2
)4
= o(d2−), as d→∞. (4.1)
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(a) Behavior (A)
µ = 3.5
(b) Behavior (B)
µ = 1.5
(a) Behavior (A)
N = 50, d = 4000
(b) Behavior (AB)
N = 30, d = 4000
(c) Behavior (B)
N = 30, d = 30000Figure 4.2: Example based on the mixture of n = 10 observations from the 4000-
dimensional N(~0, I4000) (X(d) in gray on the left) and m = 20 observations from the
N(µ14000, 10I4000) (Y(d) in black on the right) distributions with single linkage function:
(a) Behavior (A), µ = 3.5; (b) Behavior (B), µ = 1.5. This illustrates the difference
between the clustering behaviors (A) and (B).
We consider two main asymptotic clustering behaviors, labeled (A) and (B), for
single and average linkage and three, also including (AB), for Ward’s linkage.
(A) In this clustering behavior the algorithm will combine points from X(d) during
the first n steps. During the next m steps it will combine all points from Y(d)
with each other, and finally join the two clusters of size n and m together.
An example of behavior (A) is shown in panel (a) of Figure 4.2. This behavior
happens because asymptotically all distances within X(d) are smaller than all other
distances. At the same time the distances between points within Y(d) are also smaller
than distances between points in X(d) and Y(d).
(B) In this clustering behavior points from X(d) will be joined first and after that
points from Y(d) will be added sequentially one by one.
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This behavior is illustrated in panel (b) of Figure 4.2. Now the distances between
points within X(d) are still smaller than any distance in Y(d) and any distance be-
tween X(d) and Y(d). Also the distances between points within Y(d) are bigger than
distances between points in X(d) and Y(d).
(AB) In this clustering behavior points from X(d) will be joined first and after that
some points from Y(d) will be added sequentially one by one. Before all points
are added at least one subclsuter of Y(d) will be created.
This behavior is between (A) and (B) and is shown in Figure 4.3 panel (b). In this
case the distances between some subclusters of Y(d) become smaller than distances
between the mixed cluster and points in Y(d).
The following theorems provide asymptotic signal vs noise boundaries for the hier-
archical clustering behaviors (A) and (B).
Theorem 1 (Single and Average linkage functions). Suppose σ21 < σ
2
2, N = o(e
d/2)
and the assumption (4.1) is satisfied. Also suppose the hierarchical tree is constructed
using either the single or the average linkage functions.
(a) If lim inf ||~µ1−~µ2||2/d > (σ22−σ21), then the probability of the clustering behavior
(A) converges to 1 when N →∞ and d→∞.
(b) If lim sup ||~µ1−~µ2||2/d < (σ22−σ21), then the probability of the clustering behavior
(B) converges to 1 when N →∞ and d→∞.
It follows from Theorem 1 that the threshold between behaviors of clustering algo-
rithms for single and average linkage functions depends on the distance between the
centers of the sample components and their variability. The behavior (A) will happen
when the mean vectors are far apart relative to the difference of the variances. The
difference is illustrated in Figure 4.2. Clustering behaviors of single and average linkage
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functions are identical asymptotically, therefore, only single linkage is presented. The
asymptotic behavior of the hierarchical tree changes from (A) to (B) as the distance
between the centroids of the mixture components decreases. The boundary that sepa-
rates the behaviors (A) and (B) is sharp and the gap between them is of lower order,
i.e. the probability of behavior (AB) converges to zero.
The asymptotic behavior of hierarchical clustering with single and average linkage
functions requires only that d/ logN grows to infinity, i.e. m and n can be much larger
than the number of dimensions d. This means that the results of Theorem 1 are valid
across the spectrum of asymptotic settings (A2) – (A5) discussed in Section 4.4. This
phenomena is very different from the asymptotic results for PCA (Shen, Shen and
Marron, 2012).
The proof of this theorem uses concentration inequalities with different versions of
Chernoff bounds Hoeffding (1963). The bounds are applied to the distances between
points, which have the χ2d distribution if points are from the same sample components
and non-central χ2d otherwise. Detailed proof is in Section 4.8.
Remark 4. The assumption that the data comes from the mixture of two Gaussian
distributions can be relaxed. The bounds for the clustering behavior can be derived if
the moment generating function of each mixture component is bounded. In this case the
analogous proof would go through.
The situation is much different for Ward’s linkage function as shown in the next
theorem. The conditions for clustering behaviors are more complex compared to the
single and average linkages because clustering behavior using Ward’s distance depends
much more critically on the sizes of the subclusters. The clustering behavior (AB)
which lies between (A) and (B) now plays an important role.
Theorem 2 (Ward’s linkage function). Suppose σ21 < σ
2
2, the assumption (4.1) is
satisfied and the hierarchical tree is constructed using Ward’s linkage function. Let n
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(a) Behavior (A)
µ = 3.5
(b) Behavior (B)
µ = 1.5
(a) Behavior (A)
N = 50, d = 4000
(b) Behavior (AB)
N = 30, d = 4000
(c) Behavior (B)
N = 30, d = 30000
Figure 4.3: Example, similar to Figure 4.2, based on the mixture of n observations
from the d-dimensional Nd(~0, Id) and m = 20 observations from the Nd(0.71d, 10Id)
distributions and Ward’s linkage function: (a) Behavior (A), n = 30, d = 4000; (b)
Behavior (AB), n = 10, d = 4000; (c) Behavior (B), n = 10, d = 30000. This highlights
how behaviors (A), (AB) and (B) compare.
and m be the number of data points that are generated from the first and second sample
component respectively. Additionally, suppose that n = dα + o(dα) and m = dβ + o(dβ)
with α < 1, β < 1.
(a) If lim inf [n||~µ1 − ~µ2||2] /[d(σ22 − σ21)] > 1, then the probability of the clustering
behavior (A) converges to 1 when n,m→∞ and d→∞.
(b) If lim sup [n||~µ1 − ~µ2||2] /[d(σ22 −σ21)] < 1 and if either max(5β− 2α, 2α+β) < 1
when ~µ1 = ~µ2, or 3β−2α < 1 when ~µ1 6= ~µ2, then the probability of the clustering
behavior (B) converges to 1 when n,m→∞ and d→∞.
(c) If lim sup [n||~µ1 − ~µ2||2] /[d(σ22 − σ21)] < 1 and if either max(4β − 2α, 2α) > 1
when ~µ1 = ~µ2, or 2β−2α > 1 when ~µ1 6= ~µ2, then the probability of the clustering
behavior (AB) converges to 1 when n,m→∞ and d→∞.
The proof of Theorem 2 uses techniques similar to the proof of Theorem 1 and is
relegated to Section 4.8.
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Figure 4.4: Probability convergence regions for asymptotic clustering behaviors (B) and
(AB), assuming lim sup [n||~µ1 − ~µ2||2] / [d(σ22−σ21)] < 1, when ~µ1 = ~µ2 and ~µ1 6= ~µ2 for
n = dα + o(dα), m = dβ + o(dβ) and d→∞.
Note, that in the case of Ward’s linkage function, the threshold that separates the
asymptotic behaviors (A) from (B) and (AB) also depends on the size of the cluster
with smaller variance. This fact makes the behavior (A) more prevalent than in the
single and average linkage cases, because the distance between centroids is magnified.
Behavior (B) is now less prevalent compared to the single and average linkages and
also splits between (B) and (AB) in a complicated way. Conditions that separate (B)
and (AB) depend on the relative rates of growth of m,n and d. These relationships
are illustrated in Figure 4.4. The first and second panels correspond to the cases
when ~µ1 = ~µ2 and ~µ1 6= ~µ2 respectively. Contrary to the single and average linkages,
where the sample size and the number of dimensions grows such that d/ logN → ∞
(asymptotic domains (A2) – (A5)), our proof for Ward’s linkage requires that d/n→∞
and d/m→∞ (asymptotic domains (A4) – (A5)). Additionally, there is a gap between
the behaviors (B) and (AB). For example, if ~µ1 = ~µ2, the number of dimensions for
behavior (B) has to be larger compared to behavior (AB). If the number of points in
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the first cluster is constant and ~µ1 = ~µ2, then the condition is m = o(d
1/5) for (B) and
d = o(m4) for (AB). The gap between (B) and (AB) is created due to the techniques
used in the proof and we conjecture that this gap is occupied by behavior (B).
The hierarchical trees with behaviors (A), (AB) and (B) are illustrated in Figure 4.3
in panels (a), (b) and (c) respectively. The three panels show the change in clustering
behaviors of Ward’s linkage caused by the number of dimensions and the increase in
the number of data points in the cluster with smaller variance. Since the distance
between the centroids is magnified, it is difficult to observe behavior (B) when the size
of the cluster with smaller variance is large. To show the difference between (A) and
(AB) it was enough to reduce the number of observations sampled from X(d) from
30 to 10. Also behavior (AB) is much more prevalent compared to (B). In order to
observe behavior (B) we had to increase the number of dimensions to 30000 from 4000
for behavior (AB).
4.6 Conclusions
In this paper we studied the behavior of hierarchical clustering in situations where
both sample size and dimension grow to infinity. We developed theory which explicitly
identifies signal vs noise boundaries between different types of clustering behaviors.
In particular, we found that clustering behaviors of single and average linkage func-
tions are asymptotically identical. The threshold that separates the two main behaviors
depends on the distance between the population means of the two sample components
and the difference between the variances. Additionally, the number of data points in
both sample components is allowed to grow much faster than the number of dimensions,
i.e., d/ logN → ∞. This setting includes asymptotic domains (A2) – (A5) described
in Section 4.4.
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The situation is more complicated for Ward’s linkage function. Now the behavior
(B) of the single and average linkage functions is divided into behaviors (AB) and (B)
of Ward’s linkage. Also, the threshold that separates behaviors (A) from (AB) and (B)
depends on the size of the cluster with the smaller variance, and the behavior (A) is
more prevalent. Finally, our proof requires that the number of dimensions has to grow
faster than the sample size when m,n and d→∞, which is the case for the asymptotic
settings (A4) – (A5).
4.7 Future work
The proofs in Section 4.8 use concentration inequalities with different versions of Cher-
noff bounds. All results are developed under the assumptions that data is generated
from the mixture of two Gaussian distributions and that all observations are indepen-
dent and identically distributed. We plan to continue to investigate the asymptotic
behavior of hierarchical clustering. There are several interesting directions for future
research in this area. First, since the bounds for the clustering behavior can be derived
if the moment generating function of each mixture component is bounded, other distri-
butions can be considered. Second, assumption that the data point are independent is
often not realistic and can be relaxed. Finally, an interesting question is what happens
on the boundary of two main behaviors described in Section 4.5.
4.8 Proofs
Lemma 1. Let X1, . . . , Xn be non-negative random variables with finite second mo-
ments. Define S =
∑n
i=1(Xi − EXi) and v =
∑n
i=1EX
2
i . Then for t > 0
P (S ≤ −t) ≤ exp
(−t2
2v
)
(4.2)
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Proof. a. Let f(u) = 1− u+ u2/2− e−u. The goal is to show that f(u) ≥ 0.
Note that
• f(0) = 0;
• f ′(u) = −1 + u+ e−u, f ′(0) = 0;
• f ′′(u) = 1− e−u ≥ 0 for u > 0.
Therefore f(u) ≥ 0⇔ e−u ≤ 1− u+ u2/2.
b. Using the part(a) and the inequality 1 + x ≤ ex for all x
E
[
e−λ(X−EX)
]
= eλEXE
[
e−λX
] ≤ eλEXE [1− λX + λ2X2
2
]
= eλEXE
[
1 +
(
λ2X2
2
− λX
)]
= eλEX
[
1 +
(
λ2EX2
2
− λEX
)]
≤ eλEXe(λ2EX2)/2−λEX = e(λ2EX2)/2
c. Using result from part (b), idea for the Chernoff bound Hoeffding (1963) with λ > 0
and independence of Xi
P (S ≤ −t) = P (−λS ≥ λt) = P (e−λS ≥ eλt) = E
[
e−λ
∑n
i=1(Xi−EXi)
]
e−λt
=
n∏
i=1
E
[
e−λ(Xi−EXi)
]
e−λt ≤
n∏
i=1
e(λ
2EX2i )/2e−λt = eλ
2v/2−λt.
So it means that for any λ > 0
P (S ≤ −t) ≤ exp
[
λ2v
2
− λt
]
.
and, therefore,
P (S ≤ −t) ≤ inf
λ>0
exp
[
λ2v
2
− λt
]
.
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Let function g(λ) = λ
2v
2
− λt. Assuming v ≥ 0 (the case when v = 0 is trivial)
the function g is convex (quadratic) for λ > 0 and hence achieves minimum at
λ = t/v. Then
P (S ≤ −t) ≤ exp
[
t2v
2v2
− t
v
t
]
= exp
(
− t
2
2v
)
.
Upper and lower concentration inequalities
Suppose Xi(d) = (X
(1)
i , . . . , X
(d)
i )
T are independent data vectors from the sample
X(d) = {X1(d), X2(d), . . . , Xn(d)}. Also suppose that sample X(d) is drawn from
multivariate d-dimensional normal distribution Nd(~µ, σ
2Id), where Id is d-dimensional
identity matrix, and ~µ = (µ1, µ2, . . . , µd)
T is population mean vector.
Lemma 2 (Lower Tail). Define scalar µ2 = ||~µ||2/d. Let 0 < a < σ2 + µ2. Then, for
any 0 < i ≤ n,
P
(||Xi(d)||2 < ad) ≤ e−dC (4.3)
where
C = − (a− σ
2 − µ2)2
6σ4 + 12σ2µ2 + 2
∑d
k=1 µ
4
k/d
.
Proof. Define Zk =
(
X
(k)
i
)2
. Then the ratio Zk/σ
2 has χ2-distribution with 1 degree
of freedom and noncentrality parameter λ = µ2k/σ
2. Therefore,
EZk = (1 + λ)σ
2 = σ2 + µ2k
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and
EZ2k = V arZk + (EZk)
2 = 2(1 + 2λ)σ4 + (1 + λ)2σ4 = 3σ4 + 6µ2kσ
2 + µ4k.
Let
S =
d∑
k=1
(Zk − EZk) =
d∑
k=1
(
X
(k)
i
)2
− σ2d−
d∑
k=1
µ2k = ||Xi(d)||2 − σ2d− µ2d
and
v =
d∑
k=1
EZ2k =
d∑
k=1
[
3σ4 + 6µ2kσ
2 + µ4k
]
= 3σ4d+ 6σ2µ2d+
d∑
k=1
µ4k.
Applying Lemma 11 we get
P
(||Xi(d)||2 < ad) ≤= P (||Xi(d)||2 − σ2d− µ2d < ad− σ2d− µ2d)
= P
(
S < ad− σ2d− µ2d) ≤ exp[−d2 (a− σ2 − µ2)2
2v
]
Lemma 3 (Upper Tail). Define scalar µ2 = ||~µ||2/d and let a > σ2 + µ2. Then, for
any 0 < i ≤ n,
P
(||Xi(d)||2 > ad) ≤ e−dC (4.4)
where
C =
a+ µ2 −√σ4 + 4µ2a+ σ2 log(σ2+√σ4+4µ2a
2a
)
2σ2
.
Proof. Define Zi =
(
X
(i)
j
)2
and Z = ||Xj(d)||2 =
∑d
i=1 Zi. Since each X
(i)
j ∼ N(µi, σ2),
the ratio Z/σ2 has noncentral χ2-distribution with d degrees of freedom and noncen-
trality parameter λ = ||~µ||2/σ2 = µ2d/σ2.
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Therefore, the moment generating function of Z is given by
MZ(t) = exp
(
λσ2t
1− 2σ2t
)(
1− 2σ2t)−d/2
= exp
(
µ2dt
1− 2σ2t
)(
1− 2σ2t)−d/2 (4.5)
Let t > 0. Then using idea of Chernoff bound,
P (Z > ad) = P
(
etZ > etad
) ≤ min
t>0
MZ(t)
etad
= min
t>0
exp
(
µ2dt
1−2σ2t − tad
)
(1− 2σ2t)d/2 = mint>0 g(t)
(4.6)
log g(t) =
µ2dt
1− 2σ2t − tad−
d
2
log(1− 2σ2t),
∂ log g(t)
∂t
=
dσ2
1− 2σ2t +
2σ2tµ2d
(1− 2σ2t)2 +
µ2d
1− 2σ2t − da = 0
This equation has two solutions
t∗1 = −
σ2 − 2a+√σ4 + 4µ2a
4σ2a
and t∗2 =
−σ2 + 2a+√σ4 + 4µ2a
4σ2a
. (4.7)
Moment generating function of Z in (4.5) is defined for 0 < t < 1/(2σ2). The second
solution t∗2 will not satisfy this condition:
t∗2 −
1
2σ2
=
−σ2 + 2a+√σ4 + 4µ2a
4σ2a
− 1
2σ2
=
−σ2 +√σ4 + 4µ2a
4σ2a
≥ 0.
At the same time, the restriction on t for the MGF for the first solution t∗1 in (4.7) will
hold:
t∗1 −
1
2σ2
= −σ
2 − 2a+√σ4 + 4µ2a
4σ2a
− 1
2σ2
= −σ
2 +
√
σ4 + 4µ2a
4σ2a
< 0.
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Plugging in solution t∗1 from (4.7) into (4.6) will give the result. The only condition that
have to be satisfied is σ2−2a+√σ4 + 4µ2a ≤ 0, which can be simplified to a > σ2+µ2.
Proof of Theorem 1 (b). The proof consist of two parts. In the first part we derive
conditions for the clustering behavior described in Section 4.5. In the second part of the
proof we show that under the provided conditions the probability of clustering behavior
converges to 1 for single and average linkage functions.
Let 0 < a1 < a2 < a3 < a4 and define the following events:
Ad = {maxi,j ||Xi(d)−Xj(d)||2 < mini,j ||Yi(d)− Yj(d)||2},
Bd = {maxi,j ||Xi(d)−Xj(d)||2 < mini,j ||Xi(d)− Yj(d)||2},
Cd = {maxi,j ||Xi(d)− Yj(d)||2 < mini,j ||Yi(d)− Yj(d)||2}
and
E1d = {maxi,j ||Xi(d)−Xj(d)||2 < a1d},
E2d = {mini,j ||Xi(d)− Yj(d)||2 > a2d},
E3d = {maxi,j ||Xi(d)− Yj(d)||2 < a3d},
E4d = {mini,j ||Yi(d)− Yj(d)||2 > a4d}.
In this case
P [(B)] ≥ P (Ad ∩Bd ∩ Cd).
Hence, convergence in Theorem 1 can be shown by considering the complement of the
event Ad ∩Bd ∩ Cd.
P (Ad ∩Bd ∩ Cd)c = 1− P (Ad ∩Bd ∩ Cd) ≤ 1− P
(
E1d ∩ E2d ∩ E3d ∩ E4d
)
= P
(
E1d ∩ E2d ∩ E3d ∩ E4d
)c
= P
(
E1cd ∪ E2cd ∪ E3cd ∪ E4cd
)
≤ P (E1cd )+ P (E2cd )+ P (E3cd )+ P (E4cd )→ 0
(4.8)
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as n, d→∞.
Each probability P (E1cd ) , P (E
2c
d ) , P (E
3c
d ), and P (E
4c
d ) can be bounded using re-
sults of Lemma 3 and Lemma 2 and the following facts:
1. Xi(d)−Xj(d) ∼ N(~0, 2σ21I) for i 6= j, 1 ≤ i, j ≤ n
2. Xi(d)− Yj(d) ∼ N(~µ1 − ~µ2, (σ21 + σ22)I) for all 1 ≤ i ≤ n and 1 ≤ i ≤ m,
3. Yi(d)− Yj(d) ∼ N(~0, 2σ22I) for i 6= j, 1 ≤ i, j ≤ m.
4. For any random variables Z1, . . . , Zk and any b, P (maxn(Z1, . . . , Zn) > b) ≤∑
n P (Zi > b) and P (minn(Z1, . . . , Zn) < b) ≤
∑
n P (Zi < b).
Therefore,
P
(
E1cd
) ≤ [(n(n− 1)/2)] e−d(a1−2σ21+2σ21 log[ 2σ21a1 ])/(4σ21)
≤ e−d
(
a1−2σ21+2σ21 log
[
2σ21
a1
])
/(4σ21)+2 logn
,
P
(
E2cd
) ≤ e−d(a2−σ2−µ2)2/(6σ4+12σ2µ2+µ˜)+lognm,
P
(
E3cd
) ≤ e−d
(
a3+µ2−
√
σ4+4µ2a3+σ2 log
(
σ2+
√
σ4+4µ2a3
2a3
))
/(2σ2)+lognm
,
P
(
E4cd
) ≤ e−d(a4−2σ22)2/(24σ42)+2 logm,
(4.9)
where µ2 = ||~µ1 − ~µ2||2/d, µ˜ =
d∑
k=1
(
µ
(k)
1 − µ(k)2
)4
/d and σ2 = σ21 + σ
2
2.
Lemma 3 and Lemma 2 also provide conditions that have to be satisfied for expo-
nential bound to converge to zero: a1 > 2σ
2
1, a2 < σ
2
1 + σ
2
2 + µ
2, a3 > σ
2
1 + σ
2
2 + µ
2, and
a4 < 2σ
2
2. Since 0 < a1 < a2 < a3 < a4, these conditions can be simplified to σ
2
1 < σ
2
2
and µ2 < σ22 − σ21.
The condition
∑d
k=1 µ
4
k = o(d
2−) for  > 0 is necessary so that the denominator in
(4.3) does not grow faster than numerator.
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Now suppose that all probabilities in (4.9) converge to zero. It follows that there
exist 0 < a1 < a2 such that both probabilities P (maxi,j ||Xi(d)−Xj(d)||2 < a1d) → 1
and P (mini,j ||Xi(d)− Yj(d)||2 > a2d) → 1. Hence, with probability converging to 1,
the average distance between any point from Y and any sub-cluster of X is larger than
mini,j ||Xi(d) − Yj(d)||2 which in turn is larger than maxi,j ||Xi(d) − Xj(d)||2. This
means that during the first n steps of the hierarchical clustering procedure it is not
possible to join any point from Y with any sub-cluster of X before all points from
X are combined. Similarly, since by (4.9) P (mini,j ||Yi(d)− Yj(d)||2 > a4d) → 1 and
a1 < a4, it is not possible to join any two points from Y before all points from X are
combined together. Therefore, with probability converging to 1, all points from X are
joined first.
Finally, the points from Y will be added one by one to the large cluster, i.e. no
homogeneous sub-clusters of Y will be created. It is not possible to join two points
from Y because with probability converging to 1, the smallest distance between points
in Y is larger than average distance between points from X and Y . The proof for
the single linkage function,where only the smallest distance between points is used, is
analogous.
Proof of Theorem 1 (a). The flow of the proof is similar to the proof of Part 1 and
Part 2 of Theorem 1. Define events:
A˜d = {maxi,j ||Xi(d)−Xj(d)||2 < mini,j ||Yi(d)− Yj(d)||2},
B˜d = {maxi,j ||Xi(d)−Xj(d)||2 < mini,j ||Xi(d)− Yj(d)||2},
C˜d = {maxi,j ||Yi(d)− Yj(d)||2 < mini,j ||Xi(d)− Yj(d)||2}
and
E1d = {maxi,j ||Xi(d)−Xj(d)||2 < a1d},
E2d = {mini,j ||Yi(d)− Yj(d)||2 > a2d},
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E3d = {maxi,j ||Yi(d)− Yj(d)||2 < a3d},
E4d = {mini,j ||Xi(d)− Yj(d)||2 > a4d}.
for 0 < a1 < a2 < a3 < a4 <∞. Then P [(A)] ≥ P (A˜d ∩ B˜d ∩ C˜d) and
P
(
A˜d ∩ B˜d ∩ C˜d
)c
≤ P (E1cd )+ P (E2cd )+ P (E3cd )+ P (E4cd )→ 0
as n, d→∞. The bounds on P (E1cd ) , P (E2cd ) , P (E3cd ), and P (E4cd ) are given by
P
(
E1cd
) ≤ e−d(a1−2σ21+2σ21 log[ 2σ21a1 ])/(4σ21)+2 logn,
P
(
E2cd
) ≤ e−d(a2−2σ22)2/(24σ42)+2 logm,
P
(
E3cd
) ≤ e−d(a3−2σ22+2σ22 log[ 2σ22a3 ])/(4σ22)+2 logm
P
(
E4cd
) ≤ e−d(a4−σ2−µ2)2/(6σ4+12σ2µ2+µ˜)−lognm.
(4.10)
where µ2 = ||~µ1 − ~µ2||2/d, µ˜ =
d∑
k=1
(
µ
(k)
1 − µ(k)2
)4
/d and σ2 = σ21 + σ
2
2. In order
for the exponential bounds to converge to zero the following conditions have to be
satisfied: a1 > 2σ
2
1,a2 < 2σ
2
2, a3 > 2σ
2
2, and a4 < σ
2
1 + σ
2
2 + µ
2. Using the fact that
0 < a1 < a2 < a3 < a4 <∞ conditions are simplified to σ21 < σ22 and µ2 < σ22 − σ21.
The second part of the proof which shows that the probability of hierarchical clus-
tering behavior (A) converges to 1 is almost identical to the second part of the proof
of Theorem 1 (a).
Lemma 4. Suppose σ21 < σ
2
2, the assumption (4.1) is satisfied and the hierarchical tree
is constructed using Ward’s linkage function. Let n and m be the number of data points
that are generated from the first and second sample component respectively. Addition-
ally, suppose that n = dα + o(dα) and m = dβ + o(dβ) for 0 < α < 1 and 0 < β < 1.
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Under the constraints,
max(5β − 2α, 2α + β) < 1 when ||~µ1 − ~µ2|| = 0, or,
3β − 2α < 1 when ||~µ1 − ~µ2|| > 0.
the following probabilities converge to zero, i.e.
P (Ec1) = P (maxD
w(X1,X2) > a1d)→ 0, (4.11)
P (Ec2) = P (minD
w(X, Yj) < a2d)→ 0, (4.12)
P (Ec3) = P (maxD
w(M, Yj) > a3d)→ 0, (4.13)
P (Ec4) = P (minD
w(Y1,Y2) < a4d)→ 0, (4.14)
where Dw(·, ·) is Ward’s distance function, X1,X2,X are subclusters of X(d), Y1,Y2,Y
are subclusters of Y(d) and cluster M is a union of cluster X(d) and some points from
cluster Y(d).
Proof. The convergence in (4.11) is proved directly. Suppose that n1 is size of X1 and
n2 is size of X2. Then W = [2n1n2/(n1+n2)]
1/2(X¯1−X¯2) are i.i.d. Multivariate Normal
with zero mean vector and covariance 2σ21Id. Also each point of X(d) can be assigned
to X1 or X2, or none of them, which leads to at most 3
n ways to create such clusters.
Then,
P (maxDw(X1,X2) > a1d) = P
(
max
2n1n2
n1 + n2
||X¯1 − X¯2||2 > a1d
)
≤ 3nP (||W ||2 > a1d) ≤ e−C1d+n log 3. (4.15)
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Similarly, if m1 is size of Y1 and m2 is size of Y2, then the bound (4.14) is given by
P (minDw(Y1,Y2) < a4d) = P
(
min
2m1m2
m1 +m2
||Y¯1 − Y¯2||2 < a4d
)
≤ 3mP (||W ||2 < a4d) ≤ e−C4d+m log 3,
where a1 > 2σ
2
1 and a4 < 2σ
2
2. The constants C1 and C4 are defined in (4.4) and (4.3)
respectively.
Next we will show convergence of probability (4.12). In this case for any fixed n1
the random variables [2n1/(n1 + 1)]
1/2(X¯ −Yj) will have the same normal distribution.
Hence,
P (minDw(X, Yj) < a2d) ≤
n∑
n1=1
(
n
n1
)
mP
(
2n1
n1 + 1
||X¯ − Y1||2 < a2d
)
≤ 2nmmax
n1
P
(
2n1
n1 + 1
||X¯ − Y1||2 < a2d
)
.
Suppose that n1 is fixed, then using result of Lemma 2 one can show that the bound
converges to zero and it does not depend on n1, i.e.
P
(
2n1
n1 + 1
||X¯ − Y1||2 < a2d
)
≤ e−C2d+logm+n log 2.
Therefore,
P (minDw(X, Yj) < a2d) ≤ e−C2d+logm+n log 2, (4.16)
where
a2 <
2n
n+ 1
(
σ21/n+ σ
2
2 + µ
2
)
.
Now we will prove convergence (4.13) of the probability of the event that involves
the distance between full cluster X(d) that was combined with m1 points Y(d) and any
remaining point from Y(d).
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Suppose cluster M is a union of cluster X(d) and m1 points from cluster Y(d) and
has a size n + m1. If number of points m1 is fixed, then all
(
m
m1
)
(m − m1) random
variables [2(n+m1)/(n+m1 + 1)]
1/2(M¯ − Yj) are normally distributed with the same
mean and variance.
P (maxDw(M, Yj) > a3d) ≤
m−1∑
m1=0
(
m
m1
)
(m−m1)P
(
2(n+m1)
n+m1 + 1
||M¯ − Y1||2 > a3d
)
≤
2mmmax
m1
P
(
2(n+m1)
n+m1 + 1
||M¯ − Y1||2 > a3d
)
.
(4.17)
For any fixed m1 the probability in (4.17) can be bounded using Lemma 3:
P
(
2(n+m1)
n+m1 + 1
||M¯ − Y1||2 > a3d
)
≤ e−dC(n,m1), (4.18)
where C(n,m1) is defined in (4.4) with
µ2 =
2(n+m1)n
2
(n+m1 + 1)(n+m1)2
||~µ1 − ~µ2||2/d,
σ2 =
2(n+m1)
n+m1 + 1
[
nσ21 +m1σ
2
2
(n+m1)2
+ σ22
]
.
and is positive for σ2+µ2 < a3 < 2σ
2
2. Define n = d
α+o(dα) andm1 = d
β+o(dβ). Taylor
series expansion of C(n,m1) suggests that dC(n,m1)→∞ when max(4β − 2α, 2α) <
1 for ||~µ1 − ~µ2|| = 0 or 2β − 2α < 1 for ||~µ1 − ~µ2|| > 0. If these conditions are
satisfied for m1 = m, then they will be satisfied for all 0 ≤ m1 ≤ m. Therefore,
for any m1, probability bound in (4.18), and, hence, in (4.17) will converge to zero
if max(5β − 2α, 2α + β) < 1 when ||~µ1 − ~µ2|| = 0, or max(3β − 2α, β) < 1 when
||~µ1 − ~µ2|| > 0.
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Proof of Theorem 2. First we show that under the certain set of conditions the
probability of clustering behavior (B) for Ward’s linkage function converges to one.
The idea of the proof is similar to the proof of Theorem 1. Define events
Ad = {maxDw(X1,X2) < minDw(Y1,Y2)} ,
Bd = {maxDw(X1,X2) < minDw(X, Yj)} ,
Cd = {maxDw(M, Yj) < minDw(Y1,Y2)} ,
(4.19)
where Dw(·, ·) is Ward’s distance between two subclusters, X1,X2,X are some sub-
clusters of X(d) and Y1,Y2,Y are some subclusters of Y(d). Subcluster M is a mixed
cluster that contains all n points from X(d) and some number of points from Y(d).
Event Ad means that the largest Ward’s distance between any two subclusters of X(d)
is smaller than the minimum Ward’s distance between any two subclusters of Y(d).
Event Bd makes the maximum Ward’s distance between subclusters of X(d) smaller
than the minimum distance between any subcluster of X(d) and any data point from
Y(d). Finally, event Cd is equivalent to the statement that the largest Ward’s distance
between any mixed cluster and any remaining point from Y(d).
Similarly to the proof of Theorem 1, for any 0 < a1 < a2 < a3 < a4 <∞, P [(B)] ≥
P (Ad ∩Bd ∩ Cd) and
P (Ad ∩Bd ∩ Cd)c ≤ P
(
E1cd
)
+ P
(
E2cd
)
+ P
(
E3cd
)
+ P
(
E4cd
)→ 0
where the conditions for the convergence of probabilities and events E1, E2, E3 and E4
are provided in Lemma 4. Using simple algebra, conditions on a1, a2, a3 and a4 derived
in Lemma 4 are simplified to σ21 < σ
2
2 and µ
2 < (σ22 − σ21)/n.
The proof of the fact that the probability of the clustering behavior (A) converges
to 1 follows the steps of the second part of the proof of Theorem 1 and uses results
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of Lemma 4. Note, that in this case the relationships between n,m and d are simply
α, β ∈ (0, 1) or d/n → ∞ and d/m → ∞ and conditions for clustering behavior (A)
are σ21 < σ
2
2 and µ
2 > (σ22 − σ21)/n.
To prove that the probability of clustering behavior (AB) converges to 1 one has to
show that the probability of the following events converges to one: D1 ={During the
first n steps only points from X(d) are joined},D2 ={During the (n + 1)th step one
point from Y(d) is combined with cluster X} and D3 ={The Ward’s distance between
some two points from Y(d) is smaller than the Ward’s distance between some point
from Y(d) and mixed cluster M}. It was shown in the proof of part (a) of Theorem
2 and Lemma 4 that the P (D1 ∩ D2) → 1. Also, it was shown that P (Dc3) → 0 in
more general setting. Now, event D3 does not require maximum or minimum distance.
This fact makes the behavior (AB) easier to achieve than behavior (B). In particular,
in addition to α < 1 and β < 1, the required conditions are: max(4β− 2α, 2α+ β) < 1
when ||~µ1 − ~µ2|| = 0, or max(2β − 2α, β) < 1 when ||~µ1 − ~µ2|| > 0.
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