The field of modern data compression has been in development since the 1940's with the advent of Information Theory. Since then it has come to encompass a wide variety of techniques, almost all of which have been the subject of extensive research. Despite this level of effort, our theoretical understanding of the relationships between many of these compression techniques is only now beginning to blossom. However, storing the data is only half of the battle. We also need to be able to perform computations over this compressed data quickly in order for it to be effectively utilized. In this respect the Burrows-Wheeler Transform (BWT) has been the shining star of text compression/indexing. First introduced in 1994, it went on to provide the backbone for the first encoding of the classic suffix tree data structure in space close to entropy based lower bound. Within the last decade it has seen its role further enhanced with the development of suffix trees in space proportional to "r", the number of runs in the BWT of the text. While r would superficially appear to be only a measure of space complexity, it is actually appearing increasingly often in the time complexity of new algorithms as well. Obviously, having the smallest value of r is advantageous. Unlike other popular measures of compression, the parameter r is sensitive to the lexicographic ordering given to the text's alphabet. Despite several past attempts, a provably efficient algorithm for finding, or approximating, an optimal alphabet ordering which minimizes r has been a vexing open problem for many years.
Introduction and Related Work
The field of data compression has been undergoing a profound transformation within the last few years. The underlying mechanisms which enable various compression techniques to work effectively and the relationships between these techniques have been revealed to us. For example, the recent breakthrough of String Attractors from STOC'18 provides a unified theory for many popular forms of compression which both explains why many compression techniques are effective and provides a lower bound for their space requirements [22] . From the standpoint of data structures, there have been major innovations in text indexing as well. We have recently discovered how the suffix tree of a string can effectively be encoded in space proportional to the number of runs of the Burrows-Wheeler Transform of a text (i.e., BWT-runs), enabling powerful new text indexes. Despite these successes there remain many unanswered questions, particularly around the Burrows-Wheeler Transform.
The Burrows-Wheeler Transform is an essential building block in the fields of text compression and succinct/compressed data structures with a myriad of applications in bioinformatics and information retrieval. Since it first arose in 1994 [7] , it has been utilized to provide the popular compression algorithm bzip2 and has been adapted to provide powerful text indexing structures [12] which allow for pattern matching in compressed text space [24, 26, 27, 33] . The number of runs in transformed text has become an integral part of the effectiveness of these techniques thanks to the most recent advancements made by the data-structure community [4, 6, 14, 22, 23, 35] .
The history of BWT based indexes goes back over two decades [34] , but only recently has the property that the BWT of text (especially highly repetitive texts) frequently contains long runs been well utilized. The first Run-Length FM-index was developed by Mäkinen and Navarro in 2005 [28] . However, this index lacked the ability to locate the occurrences of a pattern within space bounded in terms of the number of runs. Another serious attempt in this direction is by Mäkinen et al. in RECOMB'09 [29] . In SODA'18 the problem was remedied by the more functional Run-Length FM-index developed by Gagie, Navarro, and Prezza [14] . It is among the most powerful new results, providing most of the functionality of the traditional FM-index with space bounded in terms of the number of runs. The theory of such indexes has been further developed in [13] . The complexity of a recent almost-optimal BWT construction algorithm from SODA'19 is parameterized on the number of BWT-runs [19] . A technique reducing the value of this parameter would therefore have a significant impact on a large body of work.
A natural way to try to minimize the number of runs in the BWT of a text is to change the lexicographic ordering assigned to symbols from its alphabet. To demonstrate that this can have an impact on the number of runs in the BWT of text T [1, n], consider as an example the string mississippi with the usual ordering (i < m < p < s). In this case, its BWT has eight runs. But, with the order s < i < p < m, its BWT has only six. Infact, there exist string families in which the number of BWT-runs differ by a factor of Ω(log n) for different orderings. This problem of reordering the alphabet is clearly fixed-parameter tractable in alphabet size σ and has a trivial O(σ! n) time solution. This may be adequate for strings over small alphabets, e.g., DNA sequences. However, this is not satisfactory from a theoretical point of view, or from a practical point when the alphabet is even slightly larger, such as in protein sequences, natural language texts, ascii texts, etc.
A related work in 2018 on block sorting based transformations by Giancarlo et al. gives theoretical treatment of alphabet ordering in the context of the Generalized Burrows Wheeler Transform [15] . It was shown that for any alphabet ordering the number of runs in the transformed text is at most twice the number of runs in the original text, a result which then holds for the normal BWT as well.
Note however that this gives no lower bound on the number of runs in the BWT of the text and thus gives no results on the approximability of the run minimization problem. There have been multiple previous attempts to develop other approaches to alphabet ordering. In the context of bioinformatics the role of the ordering on the proteins was considered in [39] , with approaches evaluated experimentally. Similar heuristic approaches evaluated through experiments were done in [1] . Researchers have also consider more restricted versions of this problem. For example, one can try to order a restricted subset of the alphabet, or limit where in the ordering symbols can be placed. On this problem heuristics have been utilized. In the field of bioinformatics, software tools like BEETL utilize these techniques to handle collections of billions of reads [9] . Given the lack of success with attacking this problem from the upper bound side, perhaps it is best to approach the problem from the perspective of lower bounds and hardness. To this end, we show why multiple previous attempts to design a provably efficiently algorithm which solves this problem have proven ineffective. In what follows, we formally define the problems under consideration and give our results. To the best of our knowledge, our inapproximability results are the first ones of their kind pertaining to the BWT.
Problem Definitions and Our Results
For the following problems we consider all strings to be over an alphabet Σ = {0, 1, . . . , σ − 1}. A run in a string T is a maximal unary sub-string. Let ρ(T ) be the number of runs in a string T . Problem 1 (Alphabet Ordering (AO)). Given a string T [1, n] and an integer t, decide whether there exists an ordering of the symbols in its alphabet Σ = {0, 1, . . . , σ − 1} such that ρ(BW T (T )) ≤ t.
The problem can be solved in n · σ! = n · 2 O(σ log σ) time naively. However, any significant improvement seems unlikely as per the Exponential Time Hypothesis (ETH).
Corollary 1.
Under the Exponential Time Hypothesis, AO cannot be solved in time 2 o(σ) n.
We now turn our attention to the minimization variants of AO, denoted as AO k for some parameter k. For AO k we consider the cost function to be c AO k = ρ(BW T (T )) − kσ, the number of runs ρ(BW T (T )) minus k times the alphabet size σ. Note that σ provides a natural lower bound on the number of runs. Therefore c AO 1 denotes the number of extra runs.
It is known that the number of runs in the BWT of a text can be lower bounded by the size of string attractor γ, a recently proposed compressibilty measure [38] . Very recently Kempa and Kociumaka showed that the number of runs in BWT can be upper bounded by O(γ log 2 n) [20] . However, γ is independent of the alphabet ordering, therefore any ordering on the alphabet provides a Θ(log 2 n)-approximation to AO and the following result is immediate. Considering the NP-hardness result and the approximation algorithm given above, the next natural question is about inapproximability. We have the following results. Theorem 2. There exists a constant ε > 0 such that it is NP-hard to approximate the solution to AO 1 (i.e., extra runs) within a factor of (1 + ε).
By varying the parameter k in the cost function c AO k we get further insight into the hardness of the optimization problem. The techniques used for the reductions in this paper may be of independent interest. They make (as far as the authors are aware) novel use of a parameter k within the minimization problems. This implies that every problem in the complexity class APX can be reduced to AO 1+δ . One consequence is that no polynomial-time approximation scheme (PTAS) is possible, assuming P = N P . In fact, we can prove an even stronger result regarding the inapproximability of AO 1+δ .
Theorem 4. For any constant δ > 0 there exists some constant ε > 0 such that there does not exist a polynomial time εn 1/2 -approximation algorithm for AO 1+δ , assuming P = N P .
We now introduce two more variants of this problem. One is a specialization of AO where we impose more constraints on the ordering, suitable for the BWT of a set of strings. Here we present an interesting use-case in bioinformatics where the algorithm is optimal. The second is a generalization to the class of graphs known as Wheeler graphs which allow for BWT based indexing.
Problem 2 (Constrained Alphabet Ordering (CAO)). Given a set of d strings T 0 , . . . , T d−1 each of length most n, append each string T i with the new symbol $ i (0 ≤ i ≤ d − 1) and find a ordering π on the symbols $ i such that $ π(0) ≺ $ π (1) 
We call these symbols $ i (0 ≤ i ≤ d − 1) special symbols. In Section 5, we provide an example where an optimal ordering of special symbols removes a factor of Ω(log σ d) in the number of runs, demonstrating that this can be a worthwhile preprocessing step. Note that our algorithm runs in optimal linear time when all strings are of length roughly the same and σ = O( √ n). Therefore, we refer to [9] for an immediate use case of our result in bioinformatics, where the input is a large collection of short DNA fragments called reads. Also, we note that if we modify Problem 2 to have the objective of minimizing the number of runs in the extended-BWT defined in [30] , that is eBW T (T 0 , . . . , T d−1 ), we obtain the same time bounds for that transformation as well.
As an extension of CAO we consider the Source Ordering Problem (SO) on Wheeler graphs. Here the goal is to order the source vertices of a Wheeler graph G in order to minimize the number of runs in the induced string denoted by BW T (G) (the exact definition of BW T (G) is deferred to Section 4 and Appendix A). In contrast to the Constrained Alphabet Ordering on the BWT, Source Ordering on Wheeler graphs is computationally difficult. Problem 3 (Source Ordering(SO)). Given a Wheeler graph G and an integer t, decide whether there exists an ordering of the sources such that ρ(BW T (G)) ≤ t.
Roadmap. We start with preliminaries in Section 3. We prove Theorems 1, 2, 3, 4, 6 and Corollary 1 in Section 4. In Section 5 we provide an algorithm proving Theorem 5. Finally, in Section 6 we discuss some open problems related to Alphabet Ordering.
Preliminaries

The BWT
The BWT of a string T is a reversible transformation which can be defined as follows: sort the circular shifts of T in lexicographical order and place the sorted circular shifts in a matrix. By reading the last column of this matrix from top to bottom we obtain BW T (T ). See Figure 3 .1 for an example. To make the transformation invertible a new symbol $ is appended to T prior to sorting the circular shift. Historically, the BWT was introduced by Burrows and Wheeler for the purposes of compression [7] . It was later adapted into a full-text index in the seminal work of Ferragina and Manzini [12] and has since become an essential tool in bioinformatics.
The key observation which makes the FM-index possible is the LF-mapping. The LF-mapping maps a symbol in the column L to its corresponding position in the column F . By exploiting the property that the range of rows becomes smaller as we match a pattern from right to left, a full-text index of size (in bits) proportional to n log σ [12] or even ρ(BW T (T )) can be obtained [14] . Both the BWT of a string and the FM-index can be constructed in time linear or even faster [5, 19, 21, 32] .
One observation we make now is that if we were to write out the directed path obtained by following the LF-mapping from row to row, creating a vertex for each row, and marking each vertex with the symbol seen in the L column, we would get a directed path with vertices labeled with the reverse of the string T . For example, in Figure 3 .1 if we start from the first row, we obtain the path
This view of the LF-mapping will be used throughout, as all LF-mappings will be illustrated as directed paths labeled in this fashion.
L-reductions
Many of the hardness results on approximation use L-reductions [10] . For the optimization problems, the goal is to minimize the cost of the solution. We will use the following notation:
• OPT A (x) denotes the cost of an optimal solution to the instance x of Problem A.
• c A (y) denotes the cost of a solution y to an instance x of Problem A (suppressing the x in the notation c A (x, y)).
• Since all problems presented here are minimization problems the approximation ratio can be written as
• Letting y be a solution to problem instance x = f A (x), we let g B (y ) = y denote the mapping of a solution y to a solution y for instance x.
Taking x, y, x y as above, an L-reduction is defined by the pair of functions (f A , g B ) such that there exist constants α, β > 0 with conditions
As a result, R B (x , y ) = 1 + r implies R A (x, y) ≤ 1 + αβr = 1 + O(r). The L-reductions preserve APX-hardness [36] . Note that if c A (y) = c B (y ) then Conditions (i) and (ii) are satisfied.
Hardness of Alphabet Ordering
Technical Overview: The hardness results are rooted at hardness of Minimum Path Cover (MPC). We start by showing that the decision version of MPC is NP-complete, and the minimization variant is APX-hard and inapproxiable. Using a modified version of problem called Column Ordering † (CO † ) as an intermediate step, we develop an L-reduction from MPC to AO 1+δ . The NP-completeness, APX-hardness and inapproxiability results all follow from this reduction.
Before going into details, we wish to point out how the hardness results starting at MPC are effected as we move through the series of reductions. Ultimately, the hardness result for AO 1 requires strong initial inapproxiability on MPC due to the shift in the lower bounds of the solutions caused by intermediate reductions. The hardness result for AO 1+δ on the other hand manages to maintain a stronger level of inapproxiability by utilizing the alphabet size σ to reshift the lower bound of the solutions back towards the initial value.
Minimum Path Cover Hardness
Problem 4 (Minimum Path Cover (MPC)). Given an undirected graph G = (V, E) find a minimum sized set of vertex-disjoint paths such that every vertex of G is in some path.
We begin by proving some hardness results related to MPC. The NP-completeness of MPC is immediate from a simple reduction from the Hamiltonian Path Problem. The cost function c M P C for MPC is the number of paths in the path cover. Throughout this section, |V | = n, and |E| = m. Lemma 1. MPC is APX-hard, even when restricted to graphs of maximum degree at most four.
Proof. By a result by Papadimitriou and Yannakakis, the Traveling Salesperson Problem on an undirected graph with edge weights 1 and 2 (known as (1,2)-TSP) is Max-SNP-hard on graphs of maximum degree at most four [37] . Being Max-SNP-hard implies being APX-hard [31] . Let c T SP be the sum of edge weights in the Traveling Salesperson tour. Given an instance x of (1,2)-TSP in a complete graph G = (V, E), we construct a graph G * by deleting the edges with weight 2. We consider the graph G * as an instance f T SP (x) of MPC. We transform a solution y of f T SP (x) to a solution g M P C (y ) of (1,2)-TSP by connecting the solution's paths with edges of weight 2 to obtain a tour. Then f T SP and g M P C form an L-reduction since letting p * = OPT M P C (f T SP (x)) and p = c M P C (y ) we obtain
The next lemma will be used to prove Theorems 2 and 4.
Lemma 2. (From correspondence with Chandra Chekuri [8] ) For some ε > 0, there exists no polynomial time εn-approximation for MPC, even on graphs of bounded degree, given P = N P .
Proof. As observed in the proof for Lemma 1, (1,2)-TSP is APX-hard on graphs of maximum degree at most four. This implies the (1,2)-TSP-Path problem of finding the minimum cost path through all vertex is APX-hard as well. As a consequence, for some ε > 0 the problem of determining whether there is a path of weight n − 1 or all Ham-paths are of weight at least n − 1 + ε n is NP-hard [17] .
Now consider the graph G as the input for (1,2)-TSP-Path with all edges of weight 2 removed. Suppose for the sake of contradiction that for all ε > 0 we have a polytime εn-approximation for MPC. Set ε < ε . Then in the case where there is a path of weight n − 1 there is a Ham-path in G and our approximation gives us a solution with at most εn paths, which results in a solution for (1,2)-TSP-Path with value at most n − εn + 2(εn − 1) < n − 1 + ε n. On the other hand, if all TSP paths are of weight at least n − 1 + ε n then the resulting approximation for MPC in G will have at least ε n + 1 > εn paths. In other words, the εn-approximation for MPC allows us to distinguish the two cases for (1,2)-TSP-Path in polytime. Proof. It can be easily verified that if G can be covered by p paths then G can also be covered by p paths, and vice versa. Therefore OPT M P C (x) = OPT M P C † (x ). Also, in all scenarios we have that c M P C (y) ≤ c M P C † (y ). Therefore, setting α = β = 1 completes the L-reduction.
Minimum Path Cover to Column Ordering †
Let G = (V , E ) be an instance of MPC † . We construct an incidence matrix of G with m = |E | rows and n = |V | columns (m and n refer to these values throughout this section's remaining proofs). Let c s and c t refer to the columns for vertices s and t. Fix = 5m. Add to this matrix rows with only 1's in c s and rows with only 1's in c t , The other entries in each of these rows are each 0. We arrange the rows of the matrix such that the added 2 rows are the bottom-most and alternate between 1's in column c s and 1's in column c t . Additionally, we ensure that the alternation begins with a row containing 0 in c s . Also, we arrange the rows of the matrix such that the first row and the second row are for the edges (s, s ) and (t, t ) respectively. We call this matrix M . See Figure 2 for an illustration. We have constructed the input to a special instance of the problem we call Column Ordering.
Problem 5 (Column Ordering (CO)). Find an ordering π of the columns of matrix M such that ρ(L(M π )) is minimized.
We call a special instance of Column Ordering constructed from an instance of MPC † as Column Ordering † (CO † ) and assume in addition to M that we know the parameters m, n and . Let x be an instance of MPC † and let f M P C † (x) be the reduction to an instance of CO † as described above. We say an entry in M contributes a run if it is the start of a run in L(M π ). A solution y of f M P C † (x) is mapped to a solution g CO † (y ) of MPC † by taking adjacent columns which contain two 1's in the same row as indicating vertices adjacent in a path. The cost function c CO † is defined as 1 2 (ρ(L(M π )) − 4m − 2 + 2n). This is possible only because we know an instance of CO † is derived from an instance of MPC † so that m, n, and are defined. We now employ a similar tack to [25] . Proof. We divide this into two cases.
Case: c s and c t are on the boundaries of M . For a column ordering y = π with c M P C † (g CO † (y )) = p paths, each edge belonging to a path causes its row to contribute two runs (except the second row has one fewer contribution and another row has an additional contribution). Each edge not belonging to a path causes its row to contribute four runs. Each of the 2 added rows contribute one run. This gives ρ(L(M π )) = 2(n − p) + 4(m − (n − p)) + 2 = 2 − 2n + 4m + 2p, implying that c CO † (y ) = p = c M P C † (g CO † (y )).
Case: at least one of c s or c t are not on the boundary of M . There are at least 3 > 2 + 4m runs (recall = 5m), implying a cost that exceeds n, the maximum number of paths in any path cover of G . Hence, OPT M P C † (x) = OPT CO † (f M P C † (x)) (with an optimal solution having c s and c t on the boundaries) and
Column Ordering † to Alphabet Ordering
The transformation f CO † from an instance x of CO † to an instance f CO † (x) of AO 1+δ is described next. Given a modified m × n matrix M , where m = m + 2 , we will output a string T . We describe T in terms of its sub-strings. The substrings are created by iterating through the matrix M by column then row and outputting substrings as follows:
• For 1 ≤ j ≤ n, 1 ≤ i ≤ m : if M i,j = 1 output the substring 10 i+2 2C j • For 1 ≤ j ≤ n: output the substring 0 m +2 2C j • Append to each substring created above a unique $ i symbol (1 ≤ i ≤ 2m + 2 + n).
• Create new symbols b 1 , b 2 , . . . , b z (z to be specified later).
The string T is the concatenation of these substrings and symbols in any order. The alphabet set Σ is {0, 1, 2}∪{C 1 , C 2 , . . . , C n }∪{$ 1 , $ 2 , . . . , $ 2m+2 +n }∪{b 1 , b 2 , . . . , b z } and its size σ = 3+2n+2m+2 +z. The idea behind this reduction is that the symbol C j corresponds to the j th column of M . In an optimal ordering of Σ the ordering given to the symbols C 1 , C 2 , . . ., C n gives an optimal ordering of the columns of M . This establishes Theorem 1, the NP-completeness of AO. For inapproximability we establish Lemma 5 using the mapping g AO 1+δ from a solution y of CO † (x) to a solution y of x which takes the relative ordering given to the symbols C j as the ordering on the columns of M .
Lemma 5. For any constant δ > 0, the functions f CO † and g AO 1+δ form an L-reduction, i.e., CO † is L-reducible to AO 1+δ .
Proof. The following terminology is used within the proof (see Figure 3 for an illustration).
• We refer to the portion of the L column where the corresponding rows of F contain all of the 'a' symbols as the a-block.
• Let C s and C t be the symbols in Σ corresponding to the columns c s and c t . We say that C s , C t are extremal (in the alphabet ordering) if for all j either C s ≤ C j ≤ C t or C t ≤ C j ≤ C s .
• A simulated row refers to the portion of the L column which corresponds to a row of M . This is equivalent to the row of M , with the same number of runs but differing in the lengths of runs of 0. Alternatively, it can be seen as all 0 and 1 symbols (across all substrings as defined above) which have the same distance from the next $ symbol on the right.
We will show that the following properties can be assumed about a solution y to f CO † (x): In general, we only need to consider solutions y with the following properties:
• For a fixed j, all C j are placed adjacently in BW T (T );
• All 2's are placed adjacently in BW T (T );
• The symbol 2 is ordered as the character preceding 0;
• For any ordering on the column symbols C j , the distinct $ symbols are ordered in such a way as to minimize the number of runs of 1 in the 0-block.
Suppose there's some solution y where one of the above properties does not hold. Then we can replace the arbitrary solution y with some better solution y (w.r.t the cost function c AO 1+δ ) while maintaining that g AO 1+δ (y ) = g AO 1+δ (y ). Therefore these conditions always hold in an optimal solution of f CO † (x). Also, if the L-reduction Condition (ii) holds on y it holds on y as well.
We consider each of the properties mentioned above and show that this is the case. If y is a solution where for a fixed j the symbols C j are not placed adjacently, by reordering the 
We consider the b symbols as 'pumping' the alphabet and the symbol 2 as forcing the simulated rows to move in the same direction across the 0-block. Note that in an optimal solution $ 3 and $ 4 would switch their relative order to create a single run of 1's in the row simulation. unique $ symbols we can obtain y that has matching C j symbols placed adjacently in the BWT while at least maintaining the same number of runs elsewhere, causing c AO 1+δ (y ) > c AO 1+δ (y ) ≥ OPT AO 1+δ (f CO † (x)). By similar reasoning, we can assume all 2's in the BWT are placed adjacently. We may assume that symbol 2 is ordered adjacent to 0 in the alphabet ordering due to the run of 0's occurring at the corresponding side of the 0-block. The final property can be assumed since each $ symbol contributes one run regardless of its place in the ordering. Observation 1. The Column Ordering problem on arbitrary binary matrices cannot be reduced to Alphabet Ordering using the techniques presented here, because the simulated rows cannot simulate arbitrarily long runs of 1. However, the specifically designed instances of Column Ordering, CO † , given here circumvent this issue. When C s and C t are extremal with C s < C t , our matrix linearization will only have 1-runs of length two or less; hence, the only difference between the 0-block and L(M π ) are the lengths of the 0-runs. Suppose we have a solution y with C s , C t extremal and C t ordered before C S . Then there also exists a solution y where C s , C t are extremal, C s is ordered before C t , c AO 1+δ (y ) ≤ c AO 1+δ (y ) and g AO 1+δ (y ) = g AO 1+δ (y ). This ordering can be found by reversing the ordering given to the alphabet in the solution y . This follows because the first two rows may create a (non-simulatable) run of four 1's in L(M π ) with C t at the beginning, whereas no such run can exist with C s at the beginning. The remaining number of runs is maintained. Hence, we can always consider C s < C t whenever C s and C t are extremal.
Cost function: Let r 0 be the number of runs created in the 0-block with a solution y . By the properties established above we can assume every solution y to AO 1+δ that we will consider has ρ(BW T (T )) = r 0 + σ − 1. This is since every character except 1 contributes exactly once to the run count outside the 0-block. This implies
Condition (i) of L-reductions: Let π * be an optimal solution to the instance x of CO † and ρ * = ρ(L(M π * )). In an optimal solution of f CO † (x) the symbols C s and C t must be extremal. Otherwise the 2 bottom simulated rows contribute at least 3 runs to r 0 which is more than the worst case 2 + 4m contributed otherwise. Observation 1 then implies
We need to show that there exists a constant α > 0 such that ρ * − δσ − 1 ≤ α OPT CO † (x) = (α/2)(ρ * − 4m − 2 + 2n). Set α = 2 and 'pump' the alphabet size by making z > (4m + 2 )/δ. Then it holds that 4m + 2 − 2n − 1 ≤ δσ = δ(3 + 2n + 2m + 2 + z).
Condition (ii) of L-reductions: Let π = g AO 1+δ (y ) and ρ = ρ(L(M π )). When C s and C t are not extremal in y the number runs r 0 created in a simulated row layout in the 0-block for y is at least ρ. When C s and C t are extremal in y , by Observation 1 r 0 is equal to ρ. Therefore,
This completes the proof of Lemma 5.
Wrapping Up
Having established the relationship between MPC and AO many of the remaining hardness results follow easily. Since Lemmas 1 and 2 hold even in the case where the original graph G has max degree at most four and the modified graph G only adds a linear number of edges, we can assume m = Θ(n) and so = Θ(n) as well. Note that n still denotes the number of vertices in G, not the length of text.
• Proof of Corollary 1: AO cannot be solved in time 2 o(σ) · |T |, unless the ETH fails. Proof. Assuming the exponential time hypothesis (ETH), there exists no 2 o(n+m) time algorithm for Hamiltonian Path Problem [11] , and hence no 2 o(n+m) time algorithm for MPC.
Since the alphabet size σ used in our reduction to AO 1+δ is linear in n + m, an 2 o(σ) n time algorithm for AO 1+δ would imply an 2 o(n+m) time algorithm for Hamiltonian Path.
• Proof of Theorem 2: There exists a constant ε > 0 such that it is NP-hard to approximate the solution to AO 1 (i.e., extra runs) within a factor of (1 + ε).
Proof. Let ε be a small constant such that it is NP-hard to obtain a ε n-approximation for MPC (refer to Lemma 2) . As in the reduction used for Lemma 5 we can consider the cost function for AO 1 as (r
) and the first equality follows from Observation 1. Recall that ρ = 4m + 2 − 2n + 2p = 2p + cn, where p is the number of paths the solution for in MPC and c is a constant. Choose any ε such that εc < ε . Suppose (for the sake of contradiction) that we have an (1 + ε)-approximation for AO 1 . Then we can find ρ such that ρ − 1 ≤ (1 + ε)(ρ * − 1), where ρ * is optimal. This gives us a solution for MPC where 2p + cn − 1 ≤ (1 + ε)(2p * + cn − 1). Rearranging, we obtain p < (1 + ε)p * + εcn/2 < ε np * for n large enough, giving an ε n-approximation to MPC, a contradiction.
• Proof of Theorem 3: AO 1+δ is APX-hard for any constant δ > 0.
Proof. An L-reduction from MPC to AO 1+δ combined with the APX-hardness of MPC given in Lemma 1 completes the proof of Theorem 3.
• Proof of Theorem 4: For any constant δ > 0 there exists some ε > 0 such that there does not exist a polynomial time ε|T | 1/2 -approximation algorithm for AO 1+δ , assuming P = N P . Proof. Recall in the proof of Lemma 5 we create a string T of length Θ(mn + m/δ) which is Θ(n 2 ). By Lemma 2 having a polynomial time εn-approximation for MPC for ε small enough is not possible (if P = N P ). It follows then from the L-reduction that having a polynomial time ε n-approximation algorithm for AO 1+δ for all ε > 0 is not possible as well. Since |T | = Θ(n 2 ), for some ε small enough a ((ε ) 2 |T |) 1/2 -approximation for AO 1+δ also provides a ε n-approximation for AO 1+δ . This completes the proof of Theorem 4.
Source Ordering on Wheeler Graphs
We present a brief overview here and details are deferred to Appendix A. To define the BWT transform from a Wheeler graph G to a string, BW T (G), we assume a proper ordering on the vertices. We label each vertex in G by its departing edge labels. If a vertex has multiple edge labels leaving it, we consider all possible orderings of its labels and take the one which gives the minimal number of runs. In the proof of Lemma 5, by replacing the C i symbols with sources and constructing the same paths leaving each source as the paths leaving C i we can obtain Theorem 6. An optimal ordering on the sources provides a minimum ordering of the columns of M .
Constrained Alphabet Ordering
Recall that we wish to find an ordering on the special symbols $ 0 , . . . , $ d−1 such that the number of runs in the BWT of T = T 0 $ 0 . . . T d−1 $ d−1 is minimized. We transform this problem into the problem of ordering a set of paths. This is done by creating a directed path for each substring, T i , and placing these paths in a tree structure where the vertices are grouped into 'blocks' which are determined by the labels on their incoming path. The CAO problem then becomes equivalent to finding the starting position of these paths in the root block of the tree. See Figure 4 for an example of such a tree. We wish for the ordering given to the paths to minimize the number of runs within blocks, as well as the number of runs between adjacent blocks. We formally define these ideas.
For the string T i = t 1 t 2 . . . t n we consider the directed path P i with vertices labeled from beginning to end with symbols t n → t n−1 . . . → t 1 → $ i−1 , where $ i−1 = $ d−1 when i = 0. For a vertex v in P i , let str(v) denote the string formed by concatenating labels on path P i from beginning up to, but excluding v (the empty string is possible). The block with label s, or B s is defined as B s = {v ∈ V : str(v) = s}. We consider a block B s as having a block child B sa which consists of all the vertex being mapped to B sa from B s with the label a. The root of the tree is the block with the empty string as a label. The blocks are ordered by the lexicographic order of the reverse of their strings. The blocks of T = T 0 $ 0 . . . T d−1 $ d−1 can be determined in linear time. This can be done by (i) choosing an arbitrary order on the special symbols, (ii) constructing the BWT while maintaining the original text position in T for each entry, and (iv) constructing the longest common extension structure for T . A longest common extension query takes as arguments two indices i and j and returns the length of the longest common substring of T starting at i and j. The data structure can be constructed in linear time and performs queries in constant time [18] . In a linear scan of BW T (T ), we can identify where blocks begin using the longest common extension structure. Lemma 6. For any tree as constructed above with d paths, the number of blocks with multiple block children is at most d − 1.
Notice that within each block we may permute the ordering of the vertices so that vertices with the same label are consecutive within a block with no effect on the ordering of vertices in the rest of the tree. Therefore, in finding the optimal ordering, we may view each block as a "tuple", each holding a subset of alphabet symbols appearing only once per tuple. The order in which the tuples are listed is determined by the ordering on the blocks. For example, in Figure 4 the resulting tuples are (0, 1, 2)(0, 1)($ 5 )($ 3 )(0)(0, 2)($ 2 )(1, 2)($ 0 )($ 1 )(0)($ 4 )(0). We define a new problem:
Problem 6 (Tuple Ordering (TO)). Given a list of tuples t 1 , . . . , t q in a fixed order, each containing a subset of symbols from Σ, order the elements in each tuple such the total number of runs in the string formed by their concatenation t 1 · t 2 · . . . · t q is minimized. Figure 5 : The tuple graph for the tuples (0, 1, 2)(0, 1)(2) (1, 2, 3) Clearly, the problem of minimizing the total number of runs in BW T (T ) is equivalent to maximizing the total number of adjacent matches between the tuples formed as above. To maximize the number of adjacent matches we start by constructing a DAG G which we call the tuple graph. We construct G as follows: for each tuple t i , create two identical sets of vertices L i and R i . Both L i and R i contain vertices corresponding to all of the symbols in t i . If t i has more than one element we create a directed edge between a vertex in L i and a vertex in R i if their labels are distinct. If t i has only one element, then we create an edge between the corresponding vertex on both sides. We call these consistency edges. Between tuples R i and L i+1 for 1 ≤ i ≤ q − 1 we create edges between the vertices in R i and L i+1 if they represent the same symbols. We call these adjacency edges. The aim is now to maximize the number of adjacency edges possible in a set of paths whose union contains exactly one element from every L i and R i . Once such a set of paths is found we obtain the ordering for each tuple by observing which vertex is taken for each L i and R i . The vertex taken for L i (R i resp.) corresponds with the tuple element which should be placed on the far left (far right resp) of t i . See Figure 5 .
The algorithm to find such a set of paths is as follows. Find the longest path, Q 1 , starting from L 1 . Notice that this path must end at some R j , otherwise we could always expand it with a consistency edge. If j < q, we find the next longest path Q 2 starting from L j+1 . We continue this process until a vertex from every L i and R i is contained in some path. It is easy to see that this algorithm does indeed return a set of paths maximizing the number of adjacency edges.
Complexity: By Lemma 6 there are at most d tuples consisting of more than one element. Each of these contributes O(σ 2 ) edges to the tuple graph. The remaining tuples contribute at most three edges. Since there are at most nd blocks in total, the total number of edges and vertices in the graph is O(σ 2 d + nd). The tuple graph is a DAG so finding these longest paths can be done in linear time.
An Example: We will now show an example where the special symbol ordering greatly reduces the number of runs in the BWT. Let d be the number of strings and n the length of the strings. It is possible for a set of special symbols to be ordered such that the number of runs is Ω(nd). Let n = log σ d and consider the σ n distinct binary strings concatenated with special symbols in lexicographic order. For example, with n = 3 we would have T = 000$ 0 001$ 1 010$ 2 011$ 3 100$ 4 101$ 5 110$ 6 111$ 7 with $ 0 < $ 1 . . . < $ 7 . The string BW T (T ) alternates between the $'s, 0's, and 1's yielding Ω(nd) runs. On the other hand, for this same case, arranging the $'s in the optimal ordering allows for at most two runs per block giving O(d) runs in total.
Discussion and Open Problems
The following generalization of the Constrained Alphabet Ordering Problem is interesting and has unknown computational complexity. Like CAO, the following problem seems to be of more significance when the number of strings d is far more than the length of strings n. Problem 7 (Constrained Alphabet Ordering with arbitrary placement). Given a string T and set of a set of symbols $ i (0 ≤ i ≤ d − 1) each occurring at most once in T find a ordering π on the symbols $ i such that π is compatible with the natural ordering given on 0, . . . , σ − 1, and the number of runs in BW T (T 0 $ 0 T 1 $ 1 , . . . T d−1 $ d−1 ) is minimized.
The constraints placed on the symbol ordering in this problem lie somewhere between the constraints in AO and CAO. Letting ρ(T π * CAO ) be the number of runs in T = T 0 $ 0 . . . T d−1 $ d−1 in an optimal CAO ordering, ρ(T π * CAO † ) the number of runs in an optimal CAO with arbitrary placement ordering, and ρ(T π * AO ) the number of runs in an optimal alphabet ordering, we have ρ(T π * AO ) ≤ ρ(T π * CAO † ) ≤ ρ(T π * CAO ). However, AO is NP-hard while CAO is solvable in polynomial time. The key element in the reductions used for AO k is having multiple strings containing the same symbol a, where a's order needs to be determined in the alphabet. This no longer holds in CAO with arbitrary placement, but still no polynomial time algorithm is evident.
The problem of ordering the alphabet so as to maximize the value ρ(BW T (T )) is also an interesting problem. Its direct applicability to compression is less obvious, but understanding this problem would likely help in understanding the complexity of approximation for the problems presented in this paper. Having stronger results on the upper bound of ρ(BW T (T )) for a string T will allow for stronger statements regarding approximability.
The most significant open questions made evident in this work are those of finding approximation algorithms which have approximation factors matching the lower bounds given for AO 1 and AO k when k > 1. At the same time, for AO we would like to know what is the best approximation factor possible in polytime. Figure 6 : Reduction from CO † to SO. We use sources to bind together paths needed for each column.
directed path with labels 0 i+1 again rooted at s j . See Figure 6 for an illustration. Note that this graph is a forest and hence a Wheeler graph.
