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†Department of Mathematics and ‡Department of Electrical and Computer Engineering, Michigan State University, East Lansing, MichiganABSTRACT The Poisson equation is a widely accepted model for electrostatic analysis. However, the Poisson equation is
derived based on electric polarizations in a linear, isotropic, and homogeneous dielectric medium. This article introduces
a nonlinear Poisson equation to take into consideration of hyperpolarization effects due to intensive charges and possible
nonlinear, anisotropic, and heterogeneous media. Variational principle is utilized to derive the nonlinear Poisson model from
an electrostatic energy functional. To apply the proposed nonlinear Poisson equation for the solvation analysis, we also
construct a nonpolar solvation energy functional based on the nonlinear Poisson equation by using the geometric measure
theory. At a fixed temperature, the proposed nonlinear Poisson theory is extensively validated by the electrostatic analysis of
the Kirkwood model and a set of 20 proteins, and the solvation analysis of a set of 17 small molecules whose experimental
measurements are also available for a comparison. Moreover, the nonlinear Poisson equation is further applied to the solvation
analysis of 21 compounds at different temperatures. Numerical results are compared to theoretical prediction, experimental
measurements, and those obtained from other theoretical methods in the literature. A good agreement between our results
and experimental data as well as theoretical results suggests that the proposed nonlinear Poisson model is a potentially useful
model for electrostatic analysis involving hyperpolarization effects.INTRODUCTIONElectrostatic interactions are ubiquitous in nature and funda-
mental for chemical, biological, and material sciences.
Among the various components of molecular interactions,
electrostatic interactions deserve special attention because
of their high strength, long range, and significant influence
on charged and/or polar molecules, including water,
aqueous ions, lipid bilayers, neuron transmitters, and amino
or nucleic acids. Electrostatic analysis is of paramount
importance in basic sciences. A wide variety of theoretical
approaches, ranging from quantum mechanical ab initio
methods, classic Maxwell’s theory of electromagnetism,
generalized Born algorithms, to phenomenological modifi-
cations of Coulomb’s law, have been used for electrostatic
analysis. Quantum mechanical methods are generally accu-
rate, but are too expensive to be used for large chemical and
biological systems. Generalized Born algorithms are fast,
but depend on other methods for calibrations. The Poisson
equation, derived by using Gauss’s law and linear polariza-
tion, provides a relatively simple and accurate, while much
less expensive description of electrostatic interactions for
a given charge source density. It works quite well for moder-
ately charged small molecules such as single amino
acids (1).
However, the Poisson equation is strictly valid for the
linear polarization in an isotropic and homogeneous dielec-
tric medium. In contrast, one frequently encounters heavily
charged, nonlinear, anisotropic, and inhomogeneous mate-
rials and strong electric fields in real-world problems, for
which hyperpolarizations become significant. For example,Submitted December 6, 2011, and accepted for publication July 3, 2012.
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effect and/or the Kerr effect (2–6). Nonlinear dielectric
response is important for highly charged molecules such
as DNA or in protein active sites. It has also been found
in composite ferroelectric materials (7–9). Nevertheless,
for most complex materials and devices, such as nanoflui-
dics, fuel and solar cells, electronic transistors, ion channels,
molecular motors, etc., the hyperpolarizability is usually ne-
glected in their electrostatic analysis.
One of most important applications of the Poisson equa-
tion is the solvation analysis in the framework of implicit
solvent models (10–13). Solvation involves interactions
between solute molecules and solvent molecules or ions in
the aqueous environment. Because 65–90% of cellular
mass is water, all important biological processes, such as
protein ligand binding, ion transport, signal transduction,
gene regulation, transcription, and translation, occur in
aqueous environments under physiological conditions.
Therefore, one cannot overemphasize the importance of
solvation analysis to chemical and biological sciences.
The Poisson equation, or the Poisson-Boltzmann equation
when the salt is present, is a main workhorse in the electro-
static free energy estimation of solvation because of its
balance of model accuracy and computational cost.
In the solvation analysis using the Poisson model or the
Poisson-Boltzmann model in the presence of salt, the solute
is described in molecular or atomic detail, whereas the
solvent is described by a dielectric continuum, or a mean
field approximation. The media in this problem are
described by variable coefficients and regarded as heteroge-
neous. The solvent-solute boundary is often prescribed by
solvent-accessible, solvent-excluded, or van der Waals
surfaces, which gives rise to an unphysically sharp jumphttp://dx.doi.org/10.1016/j.bpj.2012.07.006
Nonlinear Poisson Equation 759in the dielectric profile. Various modifications of the Pois-
son-Boltzmann model have been considered in the litera-
ture, including dipolar solvents (14–16), multipole effects
(17,18), multiple dielectric constants and multivalent ions
(19), solvent-solute interaction (13,20,21), and steric effects
(22). Warshel and A˚qvist (23) presented a protein-dipole
Langevin-dipole model, and Gong and Freed (24) offered
a Langevin-Debye theory. The emphasis in most of the
earlier work is on the solvent, whereas nonlinear effects in
the vicinity of the solute boundary, and their impact on
heterogeneous and/or anisotropic media, have received rela-
tively less attention. This article introduces a nonlinear Pois-
son equation to model nonlinear effects in solvent-solute
systems in the absence of salt.THEORY AND MODEL
Electrostatic free energy functional
Biomolecules are typically dielectric materials that do not conduct electric
current, whereas their electrons redistributes in response to an applied elec-
tric field. The charge redistribution leads to so-called dielectric polarization.
The polarization density P is proportional to the electric field E and can be
measured by susceptibility ce,
P ¼ ε0ceE; (1)
where ε0 is the electric permittivity of free space. The susceptibility of
a medium is related to its relative permittivity ε by ce ¼ ε  1, which is
set to 0 at vacuum where there is nothing to be polarized. The electric
displacement D is related to the polarization density P by
D ¼ ε0Eþ P ¼ ε0ð1þ ceÞE ¼ ε0εE: (2)
By Gauss’s law, one has the Poisson equation
V$D ¼ V$ε0εE ¼ V$ε0εVfðrÞ ¼ rðrÞ; (3)
where f(r) is the electrostatic potential and r(r) is the charge density. The
relation of E ¼ Vf(r) has been used.
An essential assumption in the above derivation of the Poisson equation
is that the polarization density is linearly proportional to the electric field E.
However, this is not true for highly charged nonlinear materials under
a strong electric field or in an inhomogeneous medium with a complex
interface geometry (3,4). Note that according to Coulomb’s law, the electric
field diverges in the close vicinity of a point charge. In general, the polar-
ization density is of the form
P ¼ ε0cð1Þ1ð1ÞEþ ε0cð2Þ1ð2ÞEEþ ε0cð3Þ1ð3ÞEEEþ/;
(4)
where c(n) is an nth-order susceptibility and is an (n þ 1)th-order hyperpo-
larizability tensor and1(n) is an nth order inner product for appropriate ten-
sorial contraction. The second-order susceptibility describes the second-
order harmonic generation and Pockels effect, whereas the third-order
susceptibility represents the Kerr effect (2). As a vector in R3, the compo-
nents of P are given by
Pa ¼ ε0cð1ÞabEb þ ε0cð2ÞabgEbEg þ ε0cð3ÞabgdEbEgEd þ/; (5)where the Einstein summation convention is used, i.e., repeated indices are
summed over all of its possible values. A major difficulty in the application
of Eq. 5 is that there are too many tensorial components in dealing with
high-order tensors. Symmetry of the material can be utilized to reduce
the number of independent parameters. However, for complex molecules,
such as proteins, their symmetry is normally very low and there is little
simplification.
The polarization density described in Eq. 5 suggests that the linear Pois-
son equation is a first-order approximation. In general, the Poisson equation
should be nonlinear in E or Vf(r) so as to partially account for the effect of
hyperpolarizations in solvation analysis.
To derive a nonlinear Poisson equation, we consider an energy functional
of the form
Gp ¼
Z
LðVfðrÞÞ þ gðfðrÞÞdr; (6)
where g(f (r)) is a source term andL() is an appropriate function to repre-
sent nonlinear material properties. Related free energy functionals for elec-trostatic analysis were discussed in the literature (25–27). Energy
functionals and variational approaches are now being widely used to derive
new and more sophisticated models of solvation (13,27–29).
In general, one may set L() as a polynomial of the form
LðVfðrÞÞ ¼ aj;k
VkfðrÞj;
j; k ¼ 1; 2;/: (7)
In this expression, the high-order electric-field effects are included.
However, similar to Eq. 5, to use Eq. 7, one faces the difficulty of deter-
mining parameters aj,k. The lack of detailed information about chemical
and physical properties of a molecule in solvent limits the usage of Eq. 7.
In this article, we consider part of the nonlinear polarization effect in the
solvation analysis. To avoid the involvement of susceptibility parameters
and maintain the simplicity of the implicit solvent model, while to still
account for the major hyperpolarizability impact to the solvation, we
propose a simple form,
LðjVfðrÞjÞ ¼ εm
2
jVfðrÞj2þkBT
a
ðεs  εmÞ
 ln

1þ a
2kBT
jVfðrÞj2

;
(8)
andgðfðrÞÞ ¼ rmðrÞfðrÞ; (9)
where εs and εm are the permittivities, i.e., dielectric constants, of the
solvent and solute respectively, kB is the Boltzmann constant, T is the
temperature, a is a parameter to adjust the strength of the hyperpolarizabil-
ity, and rm(r) is the molecular charge density,
rmðrÞ ¼
XNm
i
Qidðr riÞ; (10)
with Qi being the partial charge on an atom located at position ri and Nm is
the total number of atoms in the molecule. The first term in Eq. 8 and the
choice of g(f (r)) in Eq. 9 are standard for the classic electrostatic theory,
whereas the second term in Eq. 8 represents the partial effect of the hyper-
polarizability near the solvent-solute boundary.
Certainly, the free energy functional given in Eq. 8 is not unique. For
example, two alternative forms are given byBiophysical Journal 103(4) 758–766
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2
jVfðrÞj2kBT
a
ðεs  εmÞ

2
64 1
1þ a
2kBT
jVfðrÞj2
 1
3
75; (11)
and
LðjVfðrÞjÞ ¼ εm
2
jVfðrÞj2kBT
a
ðεs  εmÞ

e
ajVfðrÞj2
2kBT  1

:
(12)
These energy functionals describe the a and temperature dependence of the
hyperpolarizability. The impact of the hyperpolarization decays as the
temperature increases (5,6).0
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Due to the simple form in Eqs. 8, 11, and 12, the energy functional in Eq. 8
can be optimized with respect to the electrostatic potential f by using the
Euler-Lagrange equation,
V$ vL
vVf
þ vg
vf
¼ 0: (13)
Based on the energy functionals in Eqs. 8 and 11 and Euler-Lagrange equa-
tion (Eq. 13), we obtain the nonlinear Poisson equation (NLPE),
V$ðεðjVfðrÞjÞVfðrÞÞ ¼ rmðrÞ; (14)
where the nonlinear dielectric function is given by
εðjVfðrÞjÞ ¼ εm þ εs  εm 
1þ a jVfðrÞj
2
2kBT
!n; (15)
with n ¼ 1 and 2 for energy functionals in Eqs. 8 and 11, respectively. For
Eq. 12, the nonlinear dielectric function is given by
εðjVfðrÞjÞ ¼ εm þ ðεs  εmÞea
jVfðrÞj2
2kBT : (16)
It has been shown in Majles Ara et al. (6) that the hyperpolarization decays
exponentially as the temperature increases.
The NLPE in Eq. 14 has the same structure as the classic Poisson equa-
tion (Eq. 3). However, the dielectric functions in Eqs. 15 and 16 are no
longer discontinuous. To understand the behavior of ε(jVfj), we first
analyze two extreme cases,
lim
jVfj/0
εðjVfjÞ/εs; (17)
lim εðjVfjÞ/εm: (18)
−6 −4 −2 0 2 4 6
Y (angstrom)
FIGURE 1 Cross-section profiles of ε(jVfj) along the y axis at x ¼ 0 and
z ¼ 0 at different a-values for a one-atom system.jVfj/N
Obviously, Eqs. 17 and 18 give rise to desirable asymptotic dielectric values
in the solvent and the solute domains, respectively. It is easy to see that εm<
ε(jVfj) < εs for intermediate jVfj values. In fact, the dielectric functions
ε(jVfj) in Eqs. 17 and 18 undergo a continuous transition from εm to εsBiophysical Journal 103(4) 758–766at the solvent-solute interface when jVfj is continuous. An interesting issue
is the transition length scale of ε(jVfj). By Coulomb’s law, the electrostatic
potential f resulting from a point charge, supposed at the origin, decays as
1/r. Therefore, the influence of jVfj2 decays as 1/r4, which is much faster
than the decay of the electrostatic potential and leads to a relatively short
transition region of the dielectric function.
Fig. 1 illustrates the smooth transition of ε(jVfj) from εs to εm. Here, εs
and εm are set to their conventional values, i.e., 80 and 1, respectively. To
understand the impact of the hyperpolarizability, we plot ε(jVfj) with
respect to a fewa-values in Fig. 1. Largera-values lead to a slower transition
of ε(jVfj) to its asymptotic value εs. When there is little hyperpolarization,
i.e., a/ 0, then ε(jVfj) undergoes a sharp jump from its molecular value εm
to its solvent value εs. We therefore recover the classic Poisson equation
model for the solvation analysis. However, the classic Poisson equation is
ill posed, unless appropriate interface jump conditions are enforced (30).
Mathematically, the classic Poisson equation is very different from the
proposed nonlinear Poisson equation. In fact, physically, it is also very
different as demonstrated in the solvation energy calculation. In general,
to provide proper prediction of experimental data, the nonlinear Poisson
equation, as well as other smooth dielectric Poisson equations, should
have its own force field parameters (13,31,32). Note that it is possible to
set a ¼ 1 so as to arrive at a parameter-free NLPE.Nonpolar energy
The nonlinear Poisson equation provides a tool for electrostatic analysis. In
general, the electrostatic free energy of solvation is complemented by the
nonpolar contribution. In this article, we adopt a popular nonpolar solvation
model (13,33,34)
Gnp ¼ gAreaþ pVolþ
Z
Us
rsU
attðrÞdr; (19)
where g is the surface tension, Area represents the surface area of the mole-
cule of interest, p is the hydrodynamic pressure, Vol represents the volume
Nonlinear Poisson Equation 761occupied by the molecule, rs is the solvent bulk density, Us denotes the
solvent-accessible region, and Uatt(r) is the solute-solvent van der Waals
interaction potential at point r. The first term gArea is the surface energy,
which describes the disruption of intermolecular and/or intramolecular
bonds that occurs when the surface of a molecule is created in the solvent.
The second term pVol measures the mechanical work of creating the
vacuum of a biomolecular size in the solvent. The hydrophobic effect in
the first two terms is partially compensated by the third termR
Us
rsU
attðrÞdr, which describes the attractive dispersion effects near the
solvent-solute interface.
The nonpolar energy in Eq. 19 can be easily computed if the solvent-
solute boundary is explicitly given. However, in our nonlinear Poisson
model, there is no sharp interface between the solvent and the solute, which
avoids the surface singularity and numerical instability. To obtain a solvent-
solute boundary, we define a linear mapping
SðεÞ ¼ 1
εs  εm ðεs  εðjVfðrÞjÞÞ; (20)
where S(ε) is a solute characteristic function such that the solute domain Um
is defined by S(ε)R 0. Similarly, 1  S(ε) is a solvent characteristic func-
tion such that the solvent domain Us is defined as 1  S(ε)R 0. Obviously,
in the region εm < ε(jVfj) < εs, the solvent domain Us overlaps the solute
domain Um. Fig. 2 illustrates the profile of S(ε) and 1  S(ε) computed
from Eq. 20. The impact of solvent polarity to the solvent cavity or volume
was discussed by Papazyan and Warshel (35).
To evaluate the nonpolar energy according to Eq. 19, one still needs to
compute the surface area and its enclosed volume. Once the surface profile
S is provided, it is obvious that the volume of the solute can be expressed as
Vol ¼
Z
Um
dr ¼
Z
U
SðεÞdr; (21)
where U is the total domain of the solvation problem. Additionally, we
rewrite the surface energy term as a function of the surface profile S, which−6 −4 −2 0 2 4 6
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FIGURE 2 Cross-line profiles of S and 1 S along the y axis at x¼ 0 and
z ¼ 0 for one-atom system.embeds a two-dimensional surface in the R3. By using the co-area formula
of the geometric measure theory (27,36), the surface area can also be ex-
pressed as a volume integral
Area ¼
Z
U
jVSðεÞjdr: (22)
It is noted that Area only has contribution from VS s 0, where there is
a transition region of the solvent-solute boundary. Finally, the van derWaalsdispersion term can be reformulated asZ
Us
rsU
attðrÞdr ¼
Z
U
rsð1 SðεÞÞUattðrÞdr: (23)
We adopted the Weeks-Chandler-Andersen decomposition based on the
original Weeks-Chandler-Andersen theory (37). Therefore, the nonpolar
solvation free energy Gnp can be defined via the surface profile S(ε) given
in Eq. 20,
Gnp ¼
Z
U
gjVSðεÞj þ pSðεÞ þ rsð1 SðεÞÞUattðrÞdr: (24)
The above expression provides a practical way to compute the nonpolar
solvation free energy based on the proposed NLPE (14).RESULTS AND DISCUSSION
The Poisson equation has been extensively applied in
implicit solvent models to the solvation analysis, which
provides a computationally less expensive alternative to
the integral equation theory (38,39), nonlocal dielectric
theories (40), and density functional theory models (41).
In the rest of this article, we consider solvation applications
of our nonlinear Poisson equation.Validation by a one-atom system
We first consider an atom of unit van der Waals radius and
unit charge in the solvent. The atomic center and the charge
are both located at the origin. We set εm ¼ 1 and εs ¼ 80 for
dielectric constants in the solute and the solvent, respec-
tively. A fine mesh size of h ¼ 0.25 A˚ is used in our compu-
tation. The convergence of our computational algorithm
with respect to the number of iteration as well as the grid
size h is validated as shown in the Supporting Material.
In general, the dielectric function ε has a smooth profile
as shown in Fig. 1. It is interesting to note that as a/ 0,
the dielectric profile converges to the discontinuous dielec-
tric constants of the classic linear Poisson model. It is worth-
while to further explore the impact of the hyperpolarization
by using scaling factor a. To this end, we compute the en-
closed volume of the atom by Eq. 21 under a wide range
of a-values. In general, the enclosed volume is larger than
that of the linear Poisson model as shown in Fig. 3. Indeed,
the volume converges to that of the linear Poisson model
asymptotically a/ 0. In fact, the surface area computed
with Eq. 22 converges to that of the linear Poisson model
as a/0.Biophysical Journal 103(4) 758–766
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FIGURE 3 Volume of the nonlinear Poisson model at a wide range of a-
values for a one-atom system with atomic radius 1 A˚, εm ¼ 1, and εm ¼ 80.
762 Hu and WeiHaving established the recovery of the linear Poisson
model in terms of dielectric function, surface area, and en-
closed volume, we now investigate polar solvation energy
DGp of the nonlinear Poisson model. Fig. 4 plots the
behavior of DGp for various a-values. Unlike other quanti-
ties, the solvation energy does not recover that of the linear
Poisson model, i.e., the Kirkwood model (42), as a/ 0.0 2 4 6 8 10
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FIGURE 4 Electrostatic solvation energy of the nonlinear Poisson model
at a wide range of a-values for a one-atom system with atomic radius 1 A˚,
εm ¼ 1, and εs ¼ 80.
Biophysical Journal 103(4) 758–766The plot shows that the Kirkwood model gives DGp ¼
163.85 kcal/mol, whereas the nonlinear Poisson model
under discussion predicts –183.65 kcal/mol. This behavior
reminds us that the nonlinear Poisson model is inherently
a smooth-permittivity model. It is well known that without
appropriate reparameterization, smooth-permittivity or
smooth dielectric models lead to an underestimation of the
polar solvation energy (13,31,32). It has been shown that
the solvation energy of sharp dielectric models can be recov-
ered by reparameterizing atomic radii with a common factor
(13,32). This, in fact, defines their own force-field parame-
ters. In this article, we perform a similar parameter fitting by
adjusting the atomic radii so that the DGp of nonlinear Pois-
son model is the same as that of the Kirkwood model at the
limit of a/ 0.
In this manner, we can systematically determine the
radii of commonly used atoms for our model. Table 1 lists
the result of our radius set. We present both the enlarged
radii as wells as the ratios for the radius enlargement.
Here the original radii are from the ZAP-9 force field by
Nicholls et al. (43). It should be noted that values of atomic
radius from different models may differ significantly. For
example, the radius for Hydrogen is 1.20 A˚ from the Bondi’s
compilation but is adjusted to 1.10 A˚ by Nicholls et al. (43).
Furthermore, because the ratios in Table 1 vary from 1.06 to
1.12, it is more convenient to apply a common ratio to
obtain our parameter set. Fig. S4 in the Supporting Material
shows that a common ratio of 1.09 fits well with all data.
This is consistent with our earlier finding in the differen-
tial-geometry-based solvation model (13) that a common
scaling factor of 1.1 gives rise to a good parameterization.Application to a set of 17 small molecules
To further validate the proposed nonlinear Poisson model,
we apply it to the solvation analysis of a set of 17 small
compounds. Various approaches, including quantum
mechanics and Poisson-Boltzmann theory, have been
applied to this test set by Nicholls et al. (43). This test set
has also been employed in our earlier work to validate our
differential geometry-based solvation models (DGSMs)
(13,28). This test set is frequently used because its experi-
mental data of solvation free energies are available. Further-
more, this set was found to be quite challenging to
theoretical models because of its hyperpolarization and theTABLE 1 Comparison of atomic radii and adjusted values (A˚)
Atom-type Radius (43) Adjusted radius Ratio
H 1.10 1.23 1.12
N 1.40 1.54 1.10
O 1.76 1.88 1.07
Cl 1.82 1.95 1.07
O 1.87 2.00 1.07
S 2.15 2.30 1.07
F 2.40 2.54 1.06
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FIGURE 5 Correlation of total solvation free energies of 17 compounds
between the nonlinear dielectric model and different data. (a) Nonlinear
dielectric model and experimental data; (b) nonlinear dielectric model
and DGSM.
TABLE 2 Errors of solvation free energies for a set of 17 small
compounds obtained from three nonlinear models based on
adjusted radius in Table 1
n ¼ 1
Model
n ¼ 2
Model
Exponential
model
RMSE (kcal/mol) 1.7505 1.7565 1.7531
Average error (kcal/mol) 1.4011 1.4051 1.4035
Nonlinear Poisson Equation 763existence of polyfunctional or interacting polar groups,
which causes strong solvent-solute interactions.
To compare with experimental data of solvation, both
polar and nonpolar solvation energies are required. We
utilize the nonlinear Poisson equation (Eq. 14) with the
anisotropic coefficients given in Eqs. 15 and 16 for the elec-
trostatic analysis. The nonpolar energy is computed accord-
ing to Eq. 24, which in turn depends on the nonlinear
Poisson model for the evaluation of surface function S,
volume, and surface area.
The structure and charge parameters of 17 compounds are
taken from those of Nicholls et al. (43). In particular, atomic
charges are adopted from the OpenEye-AM1-BCC v1
parameters (44). Atomic coordinates and radii are based
on ZAP-9 parameters (43), in which certain types of radii
are revised from Bondi radii to improve the agreement
with experimental free energy. In our computation, we carry
out the smooth-dielectric reparameterization of atomic radii
by using individual radii listed in Table 1. Fig. 5 a depicts
the correlation between our results and experimental data.
The root mean-square error (RMSE) of computation results
is 1.75 kcal/mol and the average error is 1.40 kcal/mol when
the radii in Table 1 are used. In comparison, the linear Pois-
son model offers a RMSE of 1.87 kcal/mol by Nicholls et al.
(43). Their explicit solvent approach, which is much more
expensive, reduces the RMSE to 1.71 5 0.05 kcal/mol
(43). Therefore, the nonlinear Poisson model under discus-
sion here provides a relatively good prediction of solvation
energies for this set of molecules.
It is interesting to further compare the performance of this
nonlinear Poisson model with the more complicated DGSM
(13), which relies on the Laplace-Beltrami equation to
provide the surface function and dielectric profile. The
RMSE of the DGSM is 1.76 kcal/mol, which is very close
to our result. Indeed, because both models admit smooth
dielectric profiles and employ similar nonpolar energy func-
tionals, there is a very good correlation between their solva-
tion predictions as shown in Fig. 5 b.
Table S2 in the Supporting Material gives a summary of
the computation results by this nonlinear model with
a comparison to the experimental data. From Table S1, it
is seen that the error for this set of 17 molecules varies
from –2.41 to 3.86 kcal/mol. However, the major errors
are from the calculation of two benzamide molecules. The
RMSE will drop from 1.75 kcal/mol to 1.25 kcal/mol
without these benzamide compounds. The error with benza-
mides may be related to the charges of the carbonyl oxygens
and tertiary nitrogens in the OpenEye-AM1-BCC v1. This
issue will be further explored in our future work.
Similar to the linear Poisson model, the proposed
nonlinear Poisson model is also capable of providing
surface electrostatic analysis. Fig. S5 depicts surface elec-
trostatic potentials of four compounds obtained at a given
isosurface value S ¼ 0.5. This information can be used in
various practical applications.Finally, we test the solvation predictions of alternative
nonlinear dielectric functions. As shown in Table 2, three
nonlinear Poisson models based on different dielectric func-
tions provide essentially the same prediction of solvation
free energies. Therefore, the proposed nonlinear PoissonBiophysical Journal 103(4) 758–766
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FIGURE 6 Correlation between the results obtained by the MIBPB-III
(30) and the nonlinear dielectric model for electrostatic solvation free ener-
gies of 20 proteins.Application to a set of 20 proteins
After demonstrating the success in the validation and appli-
cation in small compounds, we examine our nonlinear Pois-
son model for the electrostatic solvation of biomolecules.
Here we chose 20 proteins that are frequently used in
previous studies (13,30). The number of atoms for this set
of proteins ranges from 519 to 2809.
The initial structure data of all proteins are taken from the
Protein Data Bank (PDB) at http://www.pdb.org/. Based on
the initial structure data, the hydrogen atoms that are typi-
cally missing from the x-ray data are added to the structures
and extra water molecules that are attached to proteins are
excluded so as to obtain full all-atom models. Partial
charges at atomic sites as well as atomic radii in Angstroms
are assigned from the CHARMM27 force field (45). Note
that a common radius-scaling factor of 1.1 is used in this
computation.
The results for 20 proteins are summarized in Table S3.
The magnitude of electrostatic solvation free energies for
these proteins is much larger than that of the previous set
of 17 small compounds due to multiple charges. Because
the experimental data for the total solvation free energy
for this set of proteins are not available yet, we compare
the electrostatic solvation free energies with those from
the DGSM (13) and from the MIBPB-III (30). It is seen
that the results are close to each other. An illustration of
the correlation between the nonlinear model under discus-
sion and the DGSM is depicted in Fig. 6. The results of three
models are quite close. Fig. S5 displays the profile of elec-
trostatic potential on the isosurface value S ¼ 0.50 for two
proteins, i.e., PDB:1VJW and PDB:2PDE, which suggests
that our nonlinear Poisson model is also robust for the visu-
alization of electrostatic surface potentials.Application to temperature effects
It is well known that solvation free energies are temperature-
dependent (46). Although most implicit solvation models
are developed for room temperature, temperature effects
were considered in the SM6T model (47) and by Elcock
and McCammon (48). In this work, we demonstrate the
ability of the NLPE for modeling the temperature effect
on solvation free energies. To begin, one notes that the
NLPE explicitly depends on the temperature as shown in
Eq. 15. Additionally, dielectric constants, εm and εs, are
known to vary with temperature (49). The dielectric
constant of water reduces from 80.10 at 298 K to 55.58 at
373 K, and its values at other temperatures can be well
approximated by a cubic polynomial (49). In implicit solva-
tion models, εm is known to increase as the temperature
increases because of atomic fluctuation (50). In our model,Biophysical Journal 103(4) 758–766we set εm ¼ 1 at 298 K and εm ¼ 2 at 373 K, with a linear
interpolation for other temperatures. It should also be noted
that one may need to carefully investigate temperature
effects on other parameters, namely, the atomic radius and
charge, in the NLPE to fully explore our model. For
simplicity, atomic radius and charge are treated as tempera-
ture-independent because their change with respect to
temperatures is neglectable (47).
To validate the NLPE model for temperature effects, we
consider a set of compounds whose free energies of
solvation at different temperatures are available from
experimental measurement (47). The structural data of
these compounds can be computed by using the PubChem
database (http://pubchem.ncbi.nlm.nih.gov/). However, the
corresponding electronic charge densities are obtained
from a quantum approach developed by Chen and
Wei (29).
Two different temperatures are considered to illustrate
temperature effects on solvation free energies of 21
compounds. Due to the availability of experimental data,
considered temperatures are not the same for all the
compounds, as shown in Table S4. As the temperature
increases, the average increase in solvation energies is
1.13 kcal/mol in experimental data whereas that predicted
by the NLPE model is 1.05 kcal/mol. The RMSE of
solvation free energies predicted by the NLPE model is
1.23 kcal/mol at low temperatures and 1.20 kcal/mol at
high temperatures. Fig. 7 illustrates the correlation between
predicted solvation free energies and experimental data at
all temperatures. Obviously, the proposed NLPE model
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FIGURE 7 Correlation of solvation free energies predicted by the NLPE
model and experimental data for 21 compounds.
Nonlinear Poisson Equation 765does a good job in modeling the temperature effect on the
solvation free energy.
Note that by adjusting the dielectric constants, the clas-
sical Poisson equation can also be used to model the temper-
ature effect. Table 3 shows the RMSE and average DDG of
two models at low and high temperatures for 21 compounds.
It is seen that our NLPE model performs much better than
the classical Poisson equation.CONCLUSION
The classic Poisson theory neglects hyperpolarizations,
which are important under a strong electrical field, or
involving highly charged nonlinear inhomogeneous media.
We propose what to our knowledge is a new electrostatic
solvation free-energy functional to partially account for the
effect of hyperpolarizations to solvation analysis. A
nonlinear Poisson equation is derived from the Euler-La-
grange equation. The nonlinear Poisson equation under
discussion in this article gives rise to a smooth dielectric
function, which bypasses both conceptual and computational
difficulty of employing a sharp solvent-solute boundary.TABLE 3 Comparison of RMSE and DDG predicted by the
classical Poisson model and the NLPE model for 21
compounds
Model Classical Poisson NLPE (n ¼ 1)
RMSE (kcal/mol) at low T 1.56 1.23
RMSE (kcal/mol) at high T 1.65 1.20
Average DDG (kcal/mol) 0.86 1.05
The average DDG of experimental data is 1.13 kcal/mol.By using geometric measure theory, we also formulate
a nonpolar solvation model based on the dielectric profile
obtained from the nonlinear Poisson model. The proposed
solvation models are extensively validated with the Kirk-
wood model and experimental measurements of 17 mole-
cules. Our solvation models outperform the classic
Poisson-equation-based solvation model. In fact, its perfor-
mance is very close to the explicit solvation model, which is
much more computationally expensive. Application of the
proposed nonlinear Poisson model is considered for electro-
static analysis of 20 proteins. Additionally, the test results
for the set of 21 compounds at different temperatures further
validate our model.SUPPORTING MATERIAL
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