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Abstract
Caching is a commonly used technique in content-delivery networks which aims to deliver
information from hosting servers to users in the most efficient way. In 2014, Maddah-Ali
and Niessen [7] formulated caching into a formal information theoretic problem and it has
gained a lot of attention since then. It is known that the caching schemes proposed in [7]
and [16] are optimal, that is, they require the least number of transmissions from the server
to satisfy all users’ demands. However for these schemes to work, each file needs to be
partitioned into F ∗ subfiles (F ∗ is called the subpacketization level of files) with F ∗ growing
exponentially in the number K of users. As a result, it is problematic to apply these schemes
in practical situations, where K tends to be very large. There rise the following questions:
(1) are there optimal schemes in which each file is partitioned into F subfiles, where F is
not exponential, say polynomial for example, in K? (2) if the answer to this question is
no, is there a near-optimal scheme, a scheme which is as asymptotically good as the one in
[7, 16], with F polynomial in K? Both these questions are open.
Our main contribution in this paper is to provide answers to above questions. Firstly, we
prove that under some mild restriction on user’s cache rate, there are no optimal schemes
with F smaller than F ∗. Moreover, we give necessary and sufficient conditions for the
existence of optimal schemes in this case. Secondly, we provide an affirmative answer to
the second question raised above by an explicit construction and a detailed performance
analysis.
1 Introduction
Caching is a common strategy used in data management in order to reduce network traffic
congestion in peak times. This technique was studied since as early as 1982 by Dowdy and
Foster [6]. In the caching setting, there is a placement phase and a deliver phase which are
performed during off-peak times and peak times, respectively. In the placement phase, each
user stores some data from the database in its cache. These pre-stored data allow the server
to reduce the amount of information distributed over the network during peak times (delivery
phase). At the early stage of research on caching [1, 2, 4, 6], the gain by the server (or the
reduction in the amount of information sent) merely comes from local duplication of the files in
users’ caches. This gain becomes negligible if the cache sizes are small compared to the amount
of content stored in the server. There is a need for a more systematic method to study the
problem.
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In 2014, Maddah-Ali and Niessen [7] formulated caching into a formal information theoretic
problem which has gained considerable attention from researchers in information theory. As-
sume that there is a network consisting of one server with a database of N files and there are
K users which are connected to the server through an error-free shared link. Each user has a
cache memory big enough to store M of the files, where M ≤ N is a non-negative integer.
A caching scheme consists of two phases, placement phase and delivery phase.
1. Placement phase
• Each file is partitioned into F subfiles, where F is a positive integer. The number
F is called subpacketization level of the scheme. Note that there are totally NF
subfiles stored in the database.
• Each user stores MF linear combinations of these NF subfiles in its cache.
2. Delivery phase
Each user requests one file and the server sends information to the users through the
shared link to satisfy all users’ requests.
We define the rate R of a caching scheme to be the smallest positive real number such that any
users’ demand can be met by RF transmissions from the server. Given the values of K,M,N ,
the caching problem reduces to finding suitable values of F so that we can design a scheme with
the rate R as smallest as possible.
Since the formal definition of the caching problem by Maddah-Ali and Niessen [7], there is
an increasing interest in this line of research [3, 5, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17]. Among
these works, the schemes proposed in [7] and [16] are known to be optimal schemes.
1.1 Known optimal schemes and open questions
It took a while, from 2014 to 2016, for Piantanida et. al. [9] to prove that if N ≥ K, then
the scheme in [7] is optimal under the so-called uncoded caching requirement. In an uncoded
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caching scheme, each user caches directly MF subfiles from the NF subfiles in the database.
In a coded caching scheme, each user is allowed stored MF linear combinations of those NF
subfiles. We will only focus on uncoded caching schemes in this paper.
Continuing further on the work by Maddah-Ali and Niesen, Yu et. al. [16], in 2018, con-
structed an uncoded caching scheme which is optimal for any values of K and N . This scheme
has rate
R∗ =
K −KM/N
1 +KM/N
−
(K−min{K,N}
KM/N+1
)(
K
KM/N
) . (1)
We have used the term optimal many times but have not justified it clearly until this point. From
now on, we call an uncoded caching scheme with K users, N files and cache size M optimal
if it has rate R = R∗, where R∗ is defined by (1). Despite new constructions of numerous
caching schemes (see [3, 5, 10, 11, 14, 15] for examples) since Maddah-Ali and Niesen’s formal
formulation of the caching problem, the scheme proposed by Yu et. al. remains the only known
uncoded caching scheme which attains the rate R∗.
Nevertheless, there is an unpleasant problem which arises from both schemes proposed in
[7] and in [16]. For these schemes to work, each file needs to be partitioned into
F ∗ =
(
K
KM/N
)
(2)
subfiles. As F ∗ grows exponentially in K, these schemes may not be relevant for many practical
implementations which require K to be large. There has been considerable effort, starting from
2016 by Shanmugam at. el. [12], to remedy this problem by constructing new schemes which
have subpacketization level F smaller than F ∗ while not increasing the value of R∗ by too much,
see [3, 5, 10, 11, 14, 15]. On the other hand, an obvious better solution to this problem is to find
an optimal scheme with subpacketization level F smaller than F ∗, or even better, F polynomial
in K. Though there is clear suggestion on a trade-off between R and F , that is, R is small if F
is large and vice versa, an understanding on this trade-off remains vague. We summarize our
discussion in this paragraph into the following questions.
Question 1.1. Let K and N be fixed positive integers. Let M be a nonnegative integer such that
M ≤ N . Define R∗ and F ∗ as in (1) and (2), respectively. Is there an uncoded caching scheme
with K users, N files and cache size M whose rate is R = R∗ and whose subpacketization
level F is smaller than F ∗? Furthermore if it is possible, classify the subpacketization levels of
optimal uncoded caching schemes.
Question 1.2. If the answer to Question 1 is no, is there an uncoded caching scheme with
rate R asymptotically close to R∗ and subpacketization level F polynomial in the number K of
users?
1.2 Best known results and our results
We remark that both Question 1.1 and Question 1.2 are open and Question 1.2 was asked by the
authors in [10] and [11]. The best known results toward Question 1.2 are the ones by Yan et. al.
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[14] in 2017 and Shangguan et. al. [11] in 2018. In [14], the authors constructed two uncoded
caching schemes with R asymptotically close to R∗ and F smaller than F ∗ by a factor which is
exponential in K. However in these schemes, we still have F exponentially large compared to
K. In [11], the authors made a further improvement by proposing two new schemes which have
F sub-exponential in K.
On the other hand, there is not much progress on Question 1.1, as no optimal scheme with
F < F ∗ has been found. The best known work on Question 1.1 is done in [14] where the authors
showed that F ∗ is the smallest subpacketization level of an optimal scheme. However, this result
is only applied to a special class of uncoded caching schemes, called Placement Delivery Arrays
(PDAs), and it does not provide us an insight on sufficient conditions for the existence of optimal
uncoded caching schemes. In summary, do the scarcity of optimal schemes with F < F ∗ and
the result on PDAs suggest that these schemes simply do not exist?
Our main contribution in this paper is to provide answers to both Question 1.1 and Question
1.2. Our results are obtained under the restrictions of a symmetric uncoded caching scheme, a
natural property which is present in all currently known uncoded caching schemes (see Definition
2.2 for definition). In these schemes, each user caches the same fraction of each file and each
subfile is cached by the same number of users. Our first main result is the following.
Theorem 1.3. Let K and N be positive integers. Let M be a non-negative integer such that
M ≤ N . In any symmetric uncoded caching scheme with K users, N files, cache size M , and
rate R, we have
R ≥ R∗.
Furthermore if MN ≤ min{K,N}K , then there exists a symmetric uncoded caching scheme with rate
R = R∗ if and only if F ≡ 0 (mod F ∗).
For Theorem 1.3 to work, the user’s cache rate MN need to not exceed
min{K,N}
K . Under this
condition, we prove that the necessary and sufficient condition for the existence of an optimal
scheme is F ≡ 0 (mod F ∗), which implies the non-existence of an optimal scheme with F < F ∗.
We note that if N ≥ K, then the inequality MN ≤ 1 = min{K,N}K holds automatically and our
result confirms that in this case, there is no optimal scheme with F < F ∗. Nevertheless, there
is a minor open case in Theorem 1.3, which is the case K > N and MN >
N
K . Despite this
open case, our result strongly hints towards the suggestion that there is no symmetric uncoded
caching scheme with rate R = R∗ and subpacketization level F < F ∗. In order to find an
uncoded caching scheme with R = R∗ and F < F ∗, one may need look to the direction of
non-symmetric schemes, which is still a completely open land.
Our second main result of this paper is the following.
Theorem 1.4. Let n be a positive integer. Let a and b be non-negative integers such that
a+b ≤ n. Then there exists a symmetric uncoded caching scheme with the following parameters.
K =
(
n
a
)
, F =
(
n
b
)
,
M
N
=
(
n
b
)− (n−ab )(
n
b
) , R = ( na+b)(n
b
) .
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Furthermore, let  > 0 be a positive real number. The above scheme, with suitable choices of
a, b, n, has parameters R,K and F satisfying the following conditions.
(i) R∗ ≤ R ≤ R∗(1 + ),
(ii) K ≤ F ≤ K1+, and
(iii) F ∗ ≥ F (logF )1/.
The conditions (i)-(iii) clearly imply that the scheme in Theorem 1.4 has rate R asymptotically
close to R∗ and subpacketization level F polynomial in K. Moreover F is sub-exponentially
smaller than F ∗. Thus, Theorem 1.4 settles Question 1.2 completely. However, after discovering
the scheme in Theorem 1.4, we noticed, in the process of literature review for this paper, that
our scheme was already known by Shangguan et. al. [11] in 2018 via the language of hypergraph.
The reason that Question 1.2 is still open lies in the complexity of analyzing this scheme, as the
authors in [11] also commented. While our merit for solving Question 1.2 is a detailed analysis
on the performance of the mentioned scheme, the construction of the scheme is fully credited
to Shangguan et. al. [11].
1.3 Organization
The remaining of this paper is organized as follows. In Section 2, we provide some definitions
and technical lemmas which will be used throughout the paper. In Section 3 and Section 4, we
prove Theorem 1.3 and Theorem 1.4. In Section 5, we conclude the paper with several open
questions in this research direction.
2 Preliminaries
In this section, we state definitions and introduce notations which will be used throughout the
rest of the paper. Let k and n be positive integers such that k ≤ n. We use the following
notations.
• We denote the set {1, . . . , n} by [n].
• We call A a k-subset of [n] if |A| = k.
• We call A an ordered k-subset of [n] if there are k distinct elements a1, . . . , ak ∈ [n] such
that A = (a1, . . . , ak).
Next, we define uncoded caching schemes.
Definition 2.1. Let K,N and F be positive integers. Let M be a non-negative integer such that
M ≤ N . We call a caching scheme uncoded caching scheme with parameters K,M,N,F,R
if it has the following properties.
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(i) There are K users and N files.
Denote the files by W1, . . . ,WN . Each file Wi is partitioned into F subfiles Wi,1, . . . ,Wi,F .
We call F the subpacketization level of the scheme.
(ii) In the placement phase, each user is allowed to store MF subfiles Wi,j in its cache. We
call M/N the user’s cache rate, that is, each user caches on average MF/N subfiles
from a file.
(iii) In the delivery phase
– Each user requests one file and the server sends transmissions to the users, each as
a linear combination of Wi,j’s, to satisfy all users’ requests.
– The number R called the rate of the scheme. It is the smallest positive real number
such that any demand of the users can be met by RF transmissions from the server.
By our knowledge, all existing uncoded caching schemes are symmetric in the following
sense.
Definition 2.2. We call an uncoded caching scheme symmetric if
(i) Each user caches the same fraction of each file. That is, if a user caches Wi,j, then he or
she also caches Wk,j for any k = 1, . . . , N .
(ii) Each subfile Wi,j is cached by the same number of users.
We will only focus on symmetric uncoded caching schemes in this paper. We conclude this
section with a simple observation on symmetric uncoded caching schemes which will be used
repeatedly in Section 3 and Section 4.
Lemma 2.3. In a symmetric uncoded caching scheme with parameters K,M,N,R, F , we have
the following.
(a) For each fixed i ∈ [N ], each user stores exactly Z = MF/N subfiles Wi,j from the file Wi.
(b) For each i ∈ [N ] and j ∈ [F ], the subfile Wi,j is in the caches of exactly t = KM/N users.
Proof.
(a) Fix an user U . By Definition 2.2.(i), there exists a positive integer Z such that U stores
exactly Z subfiles of any file in its cache. Hence the cache of U has NZ subfiles. We obtain
NZ = MF by Definition 2.1.(ii), which implies Z = MF/N .
(b) By Definition 2.2.(ii), there exists a positive integer t such that each subfile is cached by
exactly t users. Counting the number of pairs (U, S), where U is an user and S is a subfile
contained in the cache of U , in two ways, we obtain KMF = tNF , which implies t = KM/N .
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3 Subpacketization levels of optimal schemes
In this section, we prove Theorem 1.3. First, we recall the theorem for the convenience of the
readers.
Theorem 3.1. Let K and N be positive integers. Let M be a non-negative integer such that
M ≤ N . Consider any symmetric uncoded caching scheme with K users, N files, user’s cache
rate MN and rate R. We have
R ≥ K −KM/N
1 +KM/N
−
(K−min{K,N}
KM/N+1
)(
K
KM/N
) . (3)
Furthermore if MN ≤ min{K,N}K , then there exists a symmetric uncoded caching scheme with rate
R = K−KM/N1+KM/N −
(K−min{K,N}KM/N+1 )
( KKM/N)
if and only if F ≡ 0 (mod ( KKM/N)).
We remark that the authors in [16] proved (3) by showing that
RF ≥ K −KM/N
1 +KM/N
−
(K−min{K,N}
KM/N+1
)(
K
KM/N
) − c0
F
,
where RF denotes the rate of a symmetric uncoded caching scheme with subpacketization level
F and c0 is a constant independent of F . By letting F tend to infinity, they obtain (3).
In this section, we give another proof for (3) from which we can draw a conclusion on F in
the case of equality in (3), or in other words, classify the subpacketization level of an optimal
scheme. Our proof for Theorem 3.1 is divided into two lemmas. In the first lemma, we prove
(3). In the second lemma, we classify F in the case of equality in (3).
Lemma 3.2. In a symmetric uncoded caching scheme with K users, N files, user’s cache rate
M
N and rate R, we have
R ≥ K −KM/N
1 +KM/N
−
(K−min{K,N}
KM/N+1
)(
K
KM/N
) .
Proof. The proof is divided into two cases, K ≥ N and K < N .
Case 1. Assume K ≥ N . In this case, we need to prove that
R ≥ K −KM/N
1 +KM/N
−
(
K−N
KM/N+1
)(
K
KM/N
) . (4)
Let W1, . . . ,WN denote N files and let 1, . . . ,K denote K users of the scheme. Let D =
(d1, . . . , dN ) be any ordered N -subset of [K]. Assume that user di requests file Wi, i = 1, . . . , N .
Consider a virtual user VD whose cache is filled as follows.
• Step 1. Add all subfiles of Wi, i = 1, . . . , N, which are in the cache of user d1 to VD.
• Step 2. Add all subfiles of Wi, i = 2, . . . , N, which are in the cache of user d2 to VD.
. . . . . . . . . . . .
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• Step k. Add all subfiles of Wi, i = k, . . . , N, which are in the cache of user dk to VD.
. . . . . . . . . . . .
• Step N . All all subfiles of WN which are in the cache of user dN to VD.
After receiving RF transmissions from the server, user VD can proceed inductively to decode
W1, . . . ,WN . Next, we look at the cache size of VD.
Assume that each file Wi is partitioned into F subfiles Wi,j , j = 1, . . . , F . Let Ui denote the
set of indices j such that the subfiles W1,j are in the cache of user i, that is,
Ui = {j ∈ [F ] : W1,j is in the cache of user i}.
Note that |Ui| = Z = MFN for any i ∈ [K] by Lemma 2.3. Moreover due to the symmetry of the
scheme, the subfiles which are in the cache of user i, i ∈ [K], are {Wl,j : l ∈ [N ], j ∈ Ui}. The
cache of VD includes the following subfiles.
• |Ud1 | subfiles of W1.
• |Ud1 ∪ Ud2 | subfiles of W2.
• |Ud1 ∪ Ud2 ∪ Ud3 | subfiles of W3.
. . . . . . . . . . . .
• |Ud1 ∪ · · · ∪ UdN | subfiles of WN .
The number of subfiles in the cache of VD is CD =
∑N
k=1 |Ud1 ∪ · · · ∪ Udk |. As VD is able to
decode all NF subfiles of W1, . . . ,WN , the server needs to send at least NF −CD transmissions.
Hence
RF ≥ NF −
N∑
k=1
|Ud1 ∪ · · · ∪ Udk |. (5)
Taking (5) over all ordered N -subsets D = (d1, . . . , dN ) of [K], we obtain
K!
(K −N)!RF ≥
K!
(K −N)!NF −
∑
(d1,...,dN )
N∑
k=1
|Ud1 ∪ · · · ∪ Udk |
=
K!
(K −N)!NF −
N∑
k=1
∑
(d1,...,dN )
|Ud1 ∪ · · · ∪ Udk |
Note that each term |Ud1 ∪ · · · ∪ Udk | appears exactly k!(K−k)!(K−N)! times in the sum above. So
K!
(K −N)!RF ≥
K!
(K −N)!NF −
N∑
k=1
k!(K − k)!
(K −N)!
∑
{d1,...,dk}⊂[K]
|{d1,...,dk}|=k
|Ud1 ∪ · · · ∪ Udk |. (6)
Note that for each j ∈ [F ], there are t = KMN sets Ui which contain j (see Lemma 2.3). By
counting the number of (k + 1)-sets {d1, . . . , dk, j} in which di ∈ [K] for all i and j ∈ [F ] such
8
that j ∈ (Ud1 ∪ · · · ∪ Udk), we obtain∑
{d1,...,dk}⊂[K]
|{d1,...,dk}|=k
|Ud1 ∪ · · · ∪ Udk | = F
((
K
k
)
−
(
K − t
k
))
. (7)
By (6) and (7), we obtain
K!
(K −N)!RF ≥
K!
(K −N)!NF −
N∑
k=1
k!(K − k)!
(K −N)! F
((
K
k
)
−
(
K − t
k
))
=
K!
(K −N)!NF −
K!
(K −N)!NF +
F
(K −N)!
N∑
k=1
(K − t)!(K − k)!
(K − k − t)! ,
which implies
R ≥
N∑
k=1
(K − t)!(K − k)!
K!(K − k − t)! =
∑N
k=1
(
K−k
t
)(
K
t
) = ( Kt+1)− (K−Nt+1 )(
K
t
) ,
where in the last equality, we use
n∑
k=m+1
(
k
l
)
=
n∑
k=1
(
k
l
)
−
m∑
k=1
(
k
l
)
=
(
n+ 1
l + 1
)
−
(
m+ 1
l + 1
)
for any positive integers l,m, n with m < n. Continuing on the last inequality on R and noting
that t = KM/N , we obtain
R ≥ K −KM/N
1 +KM/N
−
(
K−N
KM/N+1
)(
K
KM/N
) ,
proving (4).
Case 2. Assume K < N . In this case, we need to show that
R ≥ K −KM/N
1 +KM/N
. (8)
The idea for the proof of this case is similar to that of the last case, but with a little switch.
Let D = (d1, . . . , dK) be any permutation of the set [K]. Assume that user di requests file Wi,
i = 1, . . . ,K. We also consider a virtual user VD whose cache is filled as follows.
• Step 1. Add all subfiles of Wi, i = 1, . . . , N, which are in the cache of user d1 to VD.
• Step 2. Add all subfiles of Wi, i = 2, . . . , N, which are in the cache of user d2 to VD.
. . . . . . . . . . . .
• Step k. Add all subfiles of Wi, i = k, . . . , N, which are in the cache of user dk to VD.
. . . . . . . . . . . .
• Step K. All all subfiles of Wi, i = K, . . . , N, which are in the cache of user dK to VD.
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After receivingRF transmissions from the server, VD can proceed inductively to decodeW1, . . . ,WK .
Define the sets Ui, i = 1, . . . ,K, as in the last case. The cache of user VD contains the following.
• |Ud1 | subfiles of W1.
• |Ud1 ∪ Ud2 | subfiles of W2.
. . . . . . . . . . . .
• |Ud1 ∪ · · · ∪ UdK | subfiles of WK .
• |Ud1 ∪ · · · ∪ UdK | subfiles of WK+1.
. . . . . . . . . . . .
• |Ud1 ∪ · · · ∪ UdK | subfiles of WN .
The additional switch we mentioned is the following. For each file Wi, i = K + 1, . . . , N , we
send the missing F − |Ud1 ∪ · · · ∪ UdK | subfiles of Wi to VD. After receiving RF transmissions
from the server and the extra (N −K)(F − |Ud1 ∪ · · · ∪ UdK |) missing subfiles, VD can decode
all N files W1, . . . ,WN . By similar reasoning as the last case, we have
RF+(N−K)(F−|Ud1∪· · ·∪UdK |) ≥ NF−
(
K∑
k=1
|Ud1 ∪ · · · ∪ Udk |+ (N −K)|Ud1 ∪ · · · ∪ UdK |
)
,
which implies
RF ≥ KF −
K∑
k=1
|Ud1 ∪ · · · ∪ Udk |. (9)
Taking (9) over all permutations D = (d1, . . . , dK) of [K], we obtain
K!RF ≥ K!KF −
K∑
k=1
∑
(d1,...,dK)
|Ud1 ∪ · · · ∪ Udk |
= K!KF −
K∑
k=1
k!(K − k)!
∑
{d1,...,dk}⊂[K]
|{d1,...,dk}|=k
|Ud1 ∪ · · · ∪ Udk |
= K!KF −
K∑
k=1
k!(K − k)!
((
K
k
)
−
(
K − t
k
))
F,
where the last equality follows from (7). Continuing on the last inequality on R, we obtain
R ≥
K∑
k=1
(K − t)!(K − k)!
K!(K − k − t)! =
K∑
k=1
(
K−k
t
)(
K
t
) = ( Kt+1)(
K
t
) = K − t
1 + t
,
proving (8).
In the next lemma, we classify the case of equality in (3) to complete the proof of Theorem
3.1.
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Lemma 3.3. There exists a symmetric uncoded caching scheme with K users, N files, user’s
cache rate MN and rate R satisfying
R =
K −KM/N
1 +KM/N
−
(K−min{K,N}
KM/N+1
)(
K
KM/N
) and M
N
≤ min{N,K}
K
(10)
if and only if
F ≡ 0 (mod
(
K
KM/N
)
). (11)
Proof. First, we consider the case K ≥ N . Recall that for any i ∈ [K], we define
Ui = {1 ≤ j ≤ F : W1,j is in the cache of user i}.
By the proof of Lemma 3.2, the equality
R =
K −KM/N
1 +KM/N
−
(
K−N
KM/N+1
)(
K
KM/N
)
implies that all inequalities (5) become equalities, that is, all sums
S(d1,...,dN ) = |Ud1 |+ |Ud1 ∪ Ud2 |+ · · ·+ |Ud1 ∪ · · · ∪ UdN | (12)
are the same over all ordered N -subsets (d1, . . . , dN ) of [K].
Claim. For any fixed k ∈ [N ], the terms TIk = | ∪i∈Ik Ui| are the same over all choices of
k-subsets Ik of [K].
Proof of Claim. If k = 1, then it is clear that the claims holds because |Ui| = Z for any i. From
now on, we assume k ≥ 2. Let Ik and Jk be any two k-subsets of [K]. We prove TIk = TJk by
induction on the intersection size |Ik ∩ Jk|.
If |Ik∩Jk| = k, then Ik = Jk and it is clear that TIk = TJk . Next, assume that |Ik∩Jk| = k−1.
Write Ik = {i1, . . . , ik−1, i} and Jk = {i1, . . . , ik−1, j}. If k = N , then using S(i1,...,ik−1,i) =
S(i1,...,ik−1,j) from (12), we obtain TIk = TJk . Assume k < N . Let {dk+2, . . . , dN} be any subset
[K] which has empty intersection with Ik ∪ Jk. This set is empty if N = k + 1. Using
S(i1,...,ik−1,i,j,dk+2,...,dN ) = S(i1,...,ik−1,j,i,dk+2,...,dN ),
from (12), we obtain TIk = TJk . Thus TIk = TJk in the case |Ik ∩ Jk| = k − 1.
Assume TIk = TJk for |Ik ∩ Jk| ∈ {l, l+ 1, . . . , k}, where l ≤ k− 1 is a positive integer. Now,
suppose that Ik and Jk are any two k-subsets of [K] such that |Ik ∩ Jk| = l − 1. Write
Ik = {c1, . . . , cl−1, il, . . . , ik}, Jk = {c1, . . . , cl−1, jl, . . . , jk}.
Define I = {c1, . . . , cl−1, il, . . . , ik−1, jk}. Note that |I ∩ Ik| = k− 1 ≥ l and |I ∩ Jk| = l. By the
inductive assumption, we obtain
TIk = TI = TJk ,
proving the claim.
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Now, we use the claim to finish the proof for the case K ≥ N . By the claim, it is clear (by
induction on k) that for any k ∈ [N ], all intersections |Ud1 ∩ · · · ∩ Udk | are the same over all
choices of k-subsets {d1, . . . , dk} of [K]. Next, note that t = KM/N ≤ N , as M/N ≤ N/K by
(10). Fix a positive integer k ≤ t. Counting the number of (k + 1)-sets {d1, . . . , dk, j} in which
di ∈ [K] for all i and j ∈ [F ] such that j ∈ (Ud1 ∩ · · · ∩ Udk), we obtain∑
{d1,...,dk}⊂[K]
|{d1,...,dk}|=k
|Ud1 ∩ · · · ∩ Udk | =
(
t
k
)
F. (13)
In (13), letting k = t and noting that all terms |Ud1 ∩ · · · ∩Udt | have the same value (this holds
because t ≤ N), we obtain
F ≡ 0 (mod
(
K
t
)
),
proving (11) in the case K ≥ N .
The case K < N is proved in the exact same way as the last case. In this case, all inequalities
(9) become equalities. Thus all sums
S(d1,...,dK) =
K∑
k=1
|Ud1 ∪ · · · ∪ Udk |
are the same over all choices of permutations (d1, . . . , dK) of [K]. Using this property, we obtain
that for each k ∈ [K], all terms TIk = | ∪i∈Ik Ui| are the same over all choices of k-subsets Ik
of [K]. Hence the intersections |Ud1 ∩ · · · ∩ Udk | are the same over all choices of k-subsets
{d1, . . . , dk} of [K]. We obtain equation (13) and the congruence F ≡ 0 (mod
(
K
t
)
) is achieved
by letting k = t in this equation. Note that we always have t = KM/N ≤ K in this case and
it is safe to let k = t in (13). The details are left to the readers.
Lastly, it remains to prove that if F ≡ 0 (mod ( KKM/N)), then there exists a symmetric
uncoded caching scheme with rate R = K−KM/N1+KM/N −
(K−min{K,N}KM/N+1 )
( KKM/N)
. In fact, the proposed scheme
does not require MN ≤ min{N,K}K . This scheme is a slight modification of the scheme in [16,
Section III.B] and is presented in the appendix.
Remark 3.4. In Theorem 3.1, we prove that there is no symmetric uncoded caching scheme
with rate R = R∗ and subpacketization level F < F ∗ if the user’s cache rate MN does not
exceed min{K,N}K . The remaining open case is K > N and
M
N >
N
K . In this case, we have
t = KM/N > N and the equation (13) implies∑
{d1,...,dk}⊂{1,...,K}
|{d1,...,dk}|=k
|Ud1 ∩ · · · ∩ Udk | =
(
t
k
)
F for any k = 1, . . . , N. (14)
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Note that for each k ≤ N , all terms on the left-hand side of (14) are the same, which implies
F ≡ 0 mod
(
K
k
)
gcd
((
K
k
)
,
(
t
k
)) for k = 1, . . . , N.
An open question is whether these congruence equations imply either F ≡ 0 (mod F ∗) or
F > F ∗.
4 A near-optimal scheme
In this section, we give a detailed analysis on the performance of the scheme [11, Construction
I] in order to provide an affirmative answer to Question 1.2 proposed in the introduction. The
authors in [11] proposed this scheme via the language of hypergraph. We will not use this
graph theoretic approach in our study. To make our result self-contained, we include both a
description of the scheme and a simple proof for its implementability. We recall Theorem 1.4
for the convenience of the readers.
Theorem 4.1. Let n be a positive integer. Let a and b be non-negative integers such that
a+b ≤ n. Then there exists a symmetric uncoded caching scheme with the following parameters.
K =
(
n
a
)
, F =
(
n
b
)
,
M
N
=
(
n
b
)− (n−ab )(
n
b
) , R = ( na+b)(n
b
) . (15)
Furthermore, let  > 0 be a positive real number. The above scheme, with suitable choices of
a, b, n, has parameters R,K and F satisfying the following conditions.
(i) R∗ ≤ R ≤ R∗(1 + ),
(ii) K ≤ F ≤ K1+, and
(iii) F ∗ ≥ F (logF )1/.
In preparation for the proof of Theorem 4.1, we prove the following lemma on the approxi-
mation of binomial coefficients which will be used repeatedly later.
Lemma 4.2. Let f(n) and g(n) be positive integers which are functions of n such that
lim
n→∞
f(n)
g(n)
= lim
n→∞
f(n)2
g(n)
= 0.
Then
lim
n→∞
(
g(n)
f(n)
)
× f(n)!
g(n)f(n)
= 1. (16)
Proof. We have
(g(n)− f(n))f(n)
f(n)!
≤
(
g(n)
f(n)
)
=
g(n)(g(n)− 1) . . . (g(n)− f(n) + 1)
f(n)!
≤ g(n)
f(n)
f(n)!
,
13
so (
1− f(n)
g(n)
)f(n)
≤
(
g(n)
f(n)
)
f(n)!
g(n)f(n)
≤ 1. (17)
Note that
lim
n→∞
(
1− f(n)
g(n)
)f(n)
= lim
n→∞
(
1− f(n)
g(n)
) g(n)
f(n)
f(n)2
g(n)
= lim
n→∞ e
− f(n)2
g(n) = 1. (18)
The equation (16) follows from (17) and (18).
Now we are ready for the proof of Theorem 4.1.
Proof of Theorem 4.1. We define a scheme as follows.
1. Each user is labeled by a subset A of [n] such that |A| = a. The number of users is
K =
(
n
a
)
.
2. Assume that N files are W1, . . . ,WN . Each file Wi is partitioned into F =
(
n
b
)
subfiles
{Wi,B : B ⊂ [n], |B| = b}.
3. In the placement phase, user A caches subfile Wi,B, 1 ≤ i ≤ N , if and only if A ∩B 6= ∅.
In this way, user A caches
MF = N
((
n
b
)
−
(
n− a
b
))
subfiles. The user cache rate M/N is
M
N
=
(
n
b
)− (n−ab )(
n
b
) .
4. In the delivery phase, assume that user A requests file WdA . For each subset C of [n] of
size |C| = a+ b, the server sends
YC =
∑
A′⊂C:|A′|=a
WdA′ ,C\A′ .
Note that the server needs to send RF =
(
n
a+b
)
messages, so R =
(
n
a+b
)(
n
b
)−1
.
It is clear that the above scheme has parameters as in (15). We claim that any user A can
decode its requested file WdA . First, all subfiles WdA,B with A∩B 6= ∅ are already in the cache
of A, so A needs only to retrieve missing subfiles WdA,B with A ∩ B = ∅. Fix such a subfile
WdA,B. Put C = A ∪ B. In the message YC =
∑
A′⊂C:|A′|=aWdA′ ,C\A′ sent to A by the server,
all subfiles WdA′ ,C\A′ , A
′ 6= A, are already in the cache of A, as (C \A′) ∩A 6= ∅. Hence A can
retrieve the subfile WdA,C\A = WdA,B.
Next, we prove that there is a choice of parameters a, b, n such that the proposed scheme
satisfies the conditions (i)-(iii). Put
c = d1 + 1/e, a = d(log n)ce, b = n− a− c. (19)
The integer n will be chosen to be big enough and its value is specified later. Note that c ≥ 1+1/
and limn→∞ n−ba = 1. To prove (i)-(iii), it suffices to show the following.
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(a) R ≥ R∗ and limn→∞ RR∗ = 1,
(b) F ≥ K for n large enough and limn→∞ FK(n−b)/a < 1.
(c) limn→∞ logF
∗
(logF )c =∞.
The proof of (a)-(c) is divided into three claims.
Claim 1. R ≥ R∗ and limn→∞ RR∗ = 1.
By (15), we have KM/N =
(
n
a
)− (n−ba ). Define
R0 =
K −KM/N
1 +KM/N
=
(
n−b
a
)
1 +
(
n
a
)− (n−ba ) . (20)
Note that by the definition of R∗, see (1), we have R0 ≥ R∗. Hence to prove R ≥ R∗, it suffices
to show that R ≥ R0. We have
R
R0
=
(
n
a+b
) (
1 +
(
n
a
)− (n−ba ))(
n
b
)(
n−b
a
) = (na)− (n−ba )+ 1(
a+b
a
) . (21)
The inequality R ≥ R0 is equivalent to(
a+ b
a
)
+
(
n− b
a
)
≤
(
n
a
)
+ 1. (22)
Viewing g(b) =
(
a+b
a
)
+
(
n−b
a
)
as a function of b on the interval [0, n− a], we observe that
g(b) ≤ g(b+ 1)⇔ b ≥ (n− a− 1)/2.
The function g(b) decreases on the interval [0, (n−a−1)/2] and increases on [(n−a−1)/2, n−a].
Thus its maximum is either g(0) or g(n− a). As g(0) = g(n− a) = (na)+ 1, the inequality (22)
follows and we obtain R ≥ R∗.
Next, we prove limn→∞ R
∗
R = 1 by showing that limn→∞
R∗
R ≥ 1 (note that we already have
R∗
R ≤ 1 by the previous paragraph). By (1), we have
R∗ ≥ K −KM/N
1 +KM/N
−
(
K−1
KM/N+1
)(
K
KM/N
) = K −KM/N
1 +KM/N
(
1
K
+
M
N
)
= R0
(
1
K
+
M
N
)
.
It is clear that limn→∞ 1K = limn→∞
(
n
a
)−1
= 0. Moreover, note that MN = 1 −
(
n−a
b
)(
n
b
)−1
by
(15) and R0R ≥
(
a+b
a
)(
n
a
)−1
by (21). We obtain
lim
n→∞
R∗
R
≥ lim
n→∞
(
a+b
a
)(
n
a
) (1− (n−ab )(n
b
) ) = lim
n→∞
(
a+b
a
)(
n
a
) (1− (n−ac )( n
a+c
)) , (23)
On the other hand, by (19) we have
lim
n→∞
a2
a+ b
= lim
n→∞
a2
n
= lim
n→∞
c2
n− a = limn→∞
(a+ c)2
n
= 0.
Using (16), we obtain
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lim
n→∞
(
a+b
a
)(
n
a
) = lim
n→∞
(a+ b)a/a!
na/a!
= lim
n→∞
(
1− c
n
)a
= lim
n→∞ e
−ac
n = 1 (24)
and
lim
n→∞
(
n−a
c
)(
n
a+c
) = lim
n→∞
(n− a)c/c!
na+c/(a+ c)!
= lim
n→∞
(
1− a
n
)c (c+ 1) · · · (c+ a)
na
= 0, (25)
where in the last equality, we use
lim
n→∞
(
1− a
n
)c
= lim
n→∞ e
−ac/n = 1
and
lim
n→∞
(c+ 1) · · · (c+ a)
na
≤ lim
n→∞
(
a+ c
n
)a
= lim
n→∞ e
−ab/n = 0.
By (23), (24) and (25), we obtain
lim
n→∞
R∗
R
≥ 1,
finishing the proof of Claim 1.
Claim 2. F ≥ K for n large enough and limn→∞ FK(n−b)/a < 1.
Note that F =
(
n
b
)
=
(
n
n−b
)
and K =
(
n
a
)
. As a ≤ n − b < n/2 for n large enough, we have
F ≥ K for n large enough. Using Lemma 4.2, we obtain
lim
n→∞
F
K(n−b)/a
= lim
n→∞
nn−b/(n− b)!
(na/a!)(n−b)/a
= lim
n→∞
(
(a!)a+c
((a+ c)!)a
)1/a
.
Note that
(a!)a+c
((a+ c)!)a
=
(a!)c
((a+ 1) · · · (a+ c))a <
(a!)c
aca
,
so
lim
n→∞
F
K(n−b)/a
≤ lim
n→∞
(
(a!)1/a
a
)c
. (26)
By Stirling’s approximation formula, we have limn→∞m!
(
e
m
)m
(2pim)−1/2 = 1, som! < 2
√
2pim
(
m
e
)m
for m large enough, which implies
(m!)1/m
m
<
m
1
2m
e
(2
√
2pi)
1
m (27)
for m large enough. Note that limn→∞ a =∞. By (26) and (27), we obtain
lim
n→∞
F
K(n−b)/a
≤ lim
n→∞
(
a
1
2a (2
√
2pi)
1
a
e
)c
=
1
ec
< 1,
proving Claim 2.
Claim 3. limn→∞ logF
∗
(logF )c = 0.
Note that F =
(
n
b
)
and F ∗ =
(
K
KM/N
)
=
( (na)
(n−ba )
)
. We will use Lemma 4.2 to approximate the
fraction logF
∗
(logF )c . For the approximation of logF
∗, observe that
0 <
(
n−b
a
)2(
n
a
) = (n− b)2 · · · (n− b− a+ 1)2
n · · · (n− a+ 1)a! ≤
(
(n− b)2
n− a+ 1
)a
1
a!
≤ 1
a
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for n large enough (in the last inequality, we use limn→∞
(n−b)2
n−a+1 = 0). Hence limn→∞
(
n−b
a
)2(n
a
)−1
=
0. By Lemma 4.2, we have
lim
n→∞
logF ∗
(logF )c
= lim
n→∞
log
(na)
(n−ba )
(n−ba )!(
log n
n−b
(n−b)!
)c = lim
n→∞
(
n−b
a
)
log
(
n
a
)− log (n−ba )!
((n− b) log n− log(n− b)!)c . (28)
Next, we compute the limit in (28) by finding dominating terms in both numerator and denom-
inator, then calculating the ratio of these two terms. First, considering the denominator, we
see that
0 <
log(n− b)!
(n− b) log n <
log(n− b)
log n
=
log(a+ c)
log n
≤ log ((log n)
c + 1 + c)
log n
.
So
lim
n→∞
log(n− b)!
(n− b) log n = 0. (29)
Next, considering the numerator in (28), we see that
log
(
n−b
a
)
!(
n−b
a
)
log
(
n
a
) ≤ log (n−ba )
log
(
n
a
) = ∑a−1i=0 log n−b−ia−i∑a−1
i=0 log
n−i
a−i
,
which implies
0 <
log
(
n−b
a
)
!(
n−b
a
)
log
(
n
a
) ≤ a log(n− b− a+ 1)
a log na
=
log(c+ 1)
log nd(logn)ce
≤ log(c+ 1)
log n(logn)c+1
.
As c is a fixed integer, we have
lim
n→∞
log
(
n−b
a
)
!(
n−b
a
)
log
(
n
a
) = 0. (30)
By (28), (29) and (30), we obtain
lim
n→∞
logF ∗
(logF )c
= lim
n→∞
(
n−b
a
)
log
(
n
a
)
(n− b)c(log n)c = limn→∞
log na − log a!
c!(log n)c
, (31)
where in the last equality, we use (16) to approximate
(
n−b
a
)
by (n− b)c/c! and approximate (na)
by na/a!. Note that a = d(log n)ce ≤ (log n)c + 1, so 0 < log a!logna ≤ log alogn ≤ log((logn)
c+1)
logn , which
implies limn→∞ log a!logna = 0. By (31), we obtain
lim
n→∞
logF ∗
(logF )c
= lim
n→∞
log na
c!(log n)c
= lim
n→∞
d(log n)ce
c!(log n)c−1
=∞,
proving Claim 3.
17
5 Conclusion
In this paper, we study symmetric uncoded caching schemes with low subpacketization levels.
Let K,M,N be parameters of a symmetric uncoded caching scheme, that is, a scheme with K
users, N files and user’s cache rate MN . We focus on understanding the trade-off between the
rate R and the subpacketization level F of these schemes. It is known [16] that the optimal rate
R∗ = K−KM/N1+KM/N −
(K−min{K,N}KM/N+1 )
( KKM/N)
can be obtained using the subpacketization level F ∗ =
(
K
KM/N
)
.
However, it is unknown whether we can obtain the same rate with a smaller subpacketization
level. In the case that the answer is no, it is desirable to have a scheme with rate R asymptot-
ically close to R∗ and subpaketization level F polynomially large compared to K.
Our contribution in this paper is to provide answers for the above questions. Firstly, we
prove that if MN ≤ min{K,N}K , then there is no symmetric uncoded caching scheme with rate
R = R∗ and subpacketization level F < F ∗. We also show that in this case, F ≡ 0 (mod F ∗) is
the necessary and sufficient condition for the existence of a symmetric uncoded caching scheme
with rate R = R∗. Secondly, we give a detailed analysis for the scheme in [11, Construction
I] to show that this scheme has rate R asymptotically close to R∗, subpacketization level F
polynomial in K and F ∗ sub-exponential in F . To conclude this paper, we propose several open
questions in this research direction.
Question 5.1. Construct other schemes with parameters R,F,K satisfying the following con-
ditions.
(i) R is asymptotically close to R∗,
(ii) F ∗ is sub-exponentially large compared to F , and
(iii) F is polynomially large compared to K.
Question 5.2. The scheme proposed in Theorem 4.1 has rate R asymptotically close to R∗ and
F = K1+o(1). Prove or disprove the following statement: There exists a symmetric uncoded
caching scheme with R asymptotically close to R∗ and F linear in K.
Question 5.3. In Theorem 3.1, we proved that there is no symmetric uncoded caching scheme
with R = R∗ and F < F ∗, given that the parameters K,M,N satisfy the constraint MN ≤
min{K,N}
K . The remaining open case is the case of schemes with K > N and
M
N >
N
K . Is it true
that these schemes also cannot have R = R∗ and F < F ∗?
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Appendix: Optimal scheme
In this section, we provide construction for a symmetric uncoded caching scheme with subpack-
etization level F = h
(
K
KM/N
)
, where h is a positive integer, and rate
R =
K −KM/N
1 +KM/N
−
(K−min{K,N}
KM/N+1
)(
K
KM/N
) .
The scheme is designed as follows.
1. Let W1, . . . ,WN denote N files. Put t = KM/N . Each Wi is partitioned into F subfiles
Wi,j,S , where j ∈ [h] and S is a subset of [K] with |S| = t.
2. The users are denoted by numbers 1, . . . ,K. User u stores Wi,j,S in its cache if and only
if u ∈ S. In this way, each user u stores Z = h(K−1t−1 ) subfiles of each file Wi.
3. Let d = (d1, . . . , dK) be a demand from the users such that user u requests Wdu . The
delivery proceeds as follows.
• Let e be the number of distinct files from the set {Wd1 , . . . ,WdK} and assume U =
{i1, . . . , ie} ⊂ [K] is a set of users requesting these e files.
• For any j ∈ [h] and any A ⊂ [K] with |A| = t+ 1 and A ∩ U 6= ∅, the server sends
Yj,A =
∑
i∈A
Wdi,j,A\{i}.
The number of files sent in the above scheme is
h
((
K
t+ 1
)
−
(
K − e
t+ 1
))
≤ h
((
K
t+ 1
)
−
(
K −min{K,N}
t+ 1
))
,
as e ≤ min{K,N}. The equality happens when the users request e = min{K,N} distinct files.
Thus the scheme has rate
R =
h
((
K
t+1
)− (K−min{K,N}t+1 ))
F
=
K −KM/N
1 +KM/N
−
(K−min{K,N}
KM/N+1
)(
K
KM/N
) .
It remains to show that any user u can decode its requested message Wdu . As u already has
the subfiles Wdu,j,S with S 3 u in its cache, it only needs to recover the missing subfiles Wdu,j,S
with u 6∈ S. This can be done if user u knows all messages
Yj,B =
∑
i∈B
Wdi,j,B\{i}, B ⊂ {1, . . . ,K} and |B| = t+ 1.
Indeed, let Wdu,j,S , S 63 u, is a subfile not in the cache of u. Put B = S ∪{u}. As user u knows
Yj,B and has all subfiles Wdi,j,B\{i}, i 6= u, in its cache (note that B \ {i} 3 u for any i 6= u),
user u can retrieve the subfile Wdu,j,S .
Now we prove that all Yj,B are known by all users. As the server sends directly all Yj,B with
B ∩U 6= ∅ to the users, the unsent ones are Yj,B with B ∩U = ∅. Fix B ⊂ {1, . . . ,K} such that
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|B| = t+ 1 and B ∩ U = ∅. Put C = B ∪ U . Let V be the set of all e-subsets V of C such that
the users in V request all e distinct files from {Wd1 , . . . ,WdK}. Note that U ∈ V. The message
Yj,B is obtained by the following equation whose proof is from [16, Lemma 1].
⊕V ∈V Yj,C\V = 0. (32)
For any V 6= U , we have (C \ V ) ∩ U 6= ∅, so the message Yj,C\V is sent directly by the server.
Thus Yj,B is the only unknown component in (32) and its value can be obtained from (32).
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