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ON THE REGULARITY OF EDGE IDEAL OF GRAPHS
S. A. SEYED FAKHARI AND S. YASSEMI
Abstract. Let G be a graph with n vertices, S = K[x1, . . . , xn] be the poly-
nomial ring in n variables over a field K and I(G) denote the edge ideal of G.
For every collection H of connected graphs with K2 ∈ H, we introduce the no-
tions of ind-matchH(G) and min-matchH(G). It will be proved that the inequali-
ties ind-match{K2,C5}(G) ≤ reg(S/I(G)) ≤ min-match{K2,C5}(G) are true. More-
over, we show that if G is a Cohen–Macaulay graph with girth at least five, then
reg(S/I(G)) = ind-match{K2,C5}(G). Furthermore, we prove that if G is a paw–
free and doubly Cohen–Macaulay graph, then reg(S/I(G)) = ind-match{K2,C5}(G)
if and only if every connected component of G is either a complete graph or a 5-
cycle graph. Among other results, we show that for every doubly Cohen–Macaulay
simplicial complex, the equality reg(K[∆]) = dim(K[∆]) holds.
1. Introduction
Let K be a field and S = K[x1, . . . , xn] be the polynomial ring in n variables over
K. Suppose that M is a graded S-module with minimal free resolution
0 −→ · · · −→
⊕
j
S(−j)β1,j(M) −→
⊕
j
S(−j)β0,j(M) −→M −→ 0.
The Castelnuovo–Mumford regularity (or simply, regularity) ofM , denote by reg(M),
is defined as follows:
reg(M) = max{j − i| βi,j(M) 6= 0}.
The regularity of M is an important invariant in commutative algebra and algebraic
geometry.
There is a natural correspondence between quadratic squarefree monomial ideals of
S and finite simple graphs with n vertices. To every simple graph G with vertex set
V (G) = {v1, . . . , vn} and edge set E(G), we associate its edge ideal I = I(G) defined
by
I(G) =
(
xixj : vivj ∈ E(G)
)
⊆ S.
The quotient S/I(G) is the edge ring of G. Computing and finding bounds for the
regularity of edge ideals have been studied by a number of researchers (see for example
[3], [5], [8], [9], [12], [16], [17] and [23]).
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Let G be a graph. A subset M ⊆ E(G) is a matching if e ∩ e′ = ∅, for every
pair of edges e, e′ ∈ M . The cardinality of the largest matching of G is called the
matching number of G and is denoted by match(G). The minimum cardinality of the
maximal matchings of G is the minimum matching number of G and is denoted by
min-match(G). A matching M of G is an induced matching of G if for every pair of
edges e, e′ ∈ M , there is no edge f ∈ E(G) \M with f ⊂ e ∪ e′. The cardinality of
the largest induced matching of G is called the induced matching number of G and is
denoted by ind-match(G).
By [16] and [23], we know that for every graph G,
(∗) ind-match(G) ≤ reg(S/I(G)) ≤ min-match(G).
The first goal of this paper is to improve the above inequalities. Indeed, Let H be
a collection of connected graphs with K2 ∈ H. In Definition 3.1, for every graph
G, we introduce the notions of ind-matchH(G) and min-matchH(G). It turns out
that ind-matchH(G) is an upper bound for the induced matching number of G and
min-matchH(G) is a lower bound for minimum matching number ofG. Our first result,
Theorem 3.5 is less or more known. However, we formulate it and provide its proof
for the sake of completeness. It states that if every graph H ∈ H has the property
that reg(S/I(H)) = match(H), then ind-matchH(G) ≤ reg(S/I(G)), for every graph
G. Next, in Theorem 3.7 we provide an upper bound for the regularity of S/I(G).
It will be proven that if every member of H other than K2 is a cycle graph, then for
every graph G we have reg(S/I(G)) ≤ min-matchH(G). Of particular interest is the
case H = {K2, C5}. As a consequence of Theorems 3.5 and 3.7, we conclude that
ind-match{K2,C5}(G) ≤ reg(S/I(G)) ≤ min-match{K2,C5}(G),
for every graph G (see Corollary 3.8). Notice that the above inequalities are improve-
ment of inequalities (∗). We then concentrate on the left hand side inequality. It will
be shown in Theorem 4.3 that for every Cohen–Macaulay graph with girth at least
five the equality reg(S/I(G)) = ind-match{K2,C5}(G) holds. Our proof of Theorem
4.3 is based on the characterization of Cohen–Macaulay graphs with girth at least
five, given in [13], which states that every such graph belongs to the class PC, i.e.,
its vertex set admits a particular kind of interesting partition (see Definition 4.1 for
more details).
In Section 5, we strengthen the inequality ind-match{K2,C5}(G) ≤ reg(S/I(G)) in
a special case. More precisely, we consider the paw–free graphs (see Definition 5.1)
and prove in Theorem 5.6 that for every connected paw–free doubly Cohen–Macaulay
graph G other than C5 and complete graphs, we have
ind-match{K2,C5}(G) + 1 ≤ reg(S/I(G)).
To prove Theorem 5.6, we first show in Theorem 5.3 that the regularity of the Stanley–
Reisner ring a doubly Cohen–Macaulay simplicial complex is equal to its dimension.
This result looks interesting by itself and we believe that it can be useful in the study of
doubly Cohen–Macaulay simplicial complexes. As a consequence of Theorem 5.6, we
show that a paw–free graph G with reg(S/I(G)) = ind-match{K2,C5}(G) is Gorenstein
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if and only if its connected components are isomorphic to K1, K2 or C5 (see Corollary
5.7). This result can be seen as a generalization of the following know result: K1, K2
and C5 are the only connected Gorenstein graphs with girth at least five.
2. Preliminaries
In this section, we provide the definitions and basic facts which will be used in the
next sections.
Let G be a simple graph with vertex set V (G) =
{
v1, . . . , vn
}
and edge set E(G).
For a vertex vi, the neighbor set of vi is NG(vi) = {vj | vivj ∈ E(G)} and we set
NG[vi] = NG(vi) ∪ {vi} and call it the closed neighborhood of vi. The cardinality of
NG(vi) is called the degree of vi. For every subset U ⊂ V (G), the graph G \ U has
vertex set V (G \U) = V (G) \U and edge set E(G \U) = {e ∈ E(G) | e∩U = ∅}. A
subgraph H of G is called induced provided that two vertices of H are adjacent if and
only if they are adjacent in G. A cycle graph with n vertices is called an n-cycle graph
an is denoted by Cn. The girth of G, denoted by girth(G) is the length of the shortest
cycle in G. A subset A of V (G) is called an independent subset of G if there are no
edges among the vertices of A. The graph G is unmixed if all its maximal independent
sets have the same cardinality. The cardinality of the largest independent subset of
vertices of G is called the independence number of G and is denoted by α(G). A subset
C of V (G) is a vertex cover of the graph G if every edge of G is incident to at least
one vertex of C. Adding a whisker to G at a vertex vi means adding a new vertex u
and the edge uvi to G. The graph which is obtained from G by adding a whisker to
all of its vertices is denoted by W (G).
A simplicial complex ∆ on the set of vertices V (∆) = {v1, . . . , vn} is a collection of
subsets of ∆ which is closed under taking subsets; that is, if F ∈ ∆ and F ′ ⊆ F , then
also F ′ ∈ ∆. Every element F ∈ ∆ is called a face of ∆, the dimension of a face F
is defined to be |F | − 1. The dimension of ∆ which is denoted by dim∆, is defined
to be d − 1, where d = max{|F | | F ∈ ∆}. The link of ∆ with respect to a vertex
v ∈ V (∆) is the simplicial complex
lk∆v =
{
G ⊆ V (∆) \ {v} | G ∪ {v} ∈ ∆
}
and the deletion of v is the simplicial complex
del∆v = {G ∈ ∆ | v /∈ G}.
Let ∆1 and ∆2 be two simplicial complexes with disjoint set of vertices. The join of
∆1 and ∆2 is defined to be
∆1 ∗∆2 = {F1 ∪ F2 | F1 ∈ ∆1, F2 ∈ ∆2}.
Let ∆ be a simplicial complex with vertex set V (∆) = {v1, . . . , vn}. For every subset
F ⊆ V (∆), we set xF =
∏
vi∈F
xi. The Stanley–Reisner ideal of ∆ over K is the ideal
I∆ of S which is generated by those squarefree monomials xF with F /∈ ∆. The
Stanley–Reisner ring of ∆ over K is defined to be K[∆] = S/I∆. It is not difficult to
check that dimK[∆] = dim∆+1. A simplicial complex is said to be Cohen–Macaulay
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(resp. Gorenstein) if its Stanley–Reisner ring is Cohen–Macaulay (resp. Gorenstein).
Also, a simplicial complex ∆ is doubly Cohen–Macaulay if ∆ is Cohen–Macaulay and
for every vertex v of ∆, the simplicial complex del∆v is Cohen–Macaulay of the same
dimension as ∆.
Let G be a graph. The independence simplicial complex of G is defined by
∆(G) = {A ⊆ V (G) | A is an independent set in G}.
Note that dim∆(G) = α(G)− 1 and the Stanley–Reisner ideal of ∆(G) is the same
as the edge ideal of G. One can easily check that ∆(G) is the join of the inde-
pendence simplicial complex of connected components of G. A graph is said to be
Cohen–Macaulay, Gorenstein or doubly Cohen–Macaulay if its independence simplicial
complex satisfies the same property.
Let ∆ be a simplicial complex with dim∆ = d − 1. The number of faces of ∆ of
dimension i is denoted by fi. The sequence f(∆) = (f0, f1, . . . , fd−1) is called the
f -vector of ∆. Letting f−1 = 1, the h-vector h(∆) = (h0, h1, . . . , hd) of ∆ is defined
by the formula
d∑
i=0
fi−1(t− 1)
d−i =
d∑
i=0
hit
d−i.
We close this section by reminding the concept of the Hilbert series. Assume that
M = ⊕i∈ZMi is a graded S-module. The Hilbert series of M is defined to be
HilbM(z) =
∑
i∈Z
(dimKMi)z
i.
It is well-known that for a (d − 1)-dimensional simplicial complex ∆, with h-vector
h(∆) = (h0, h1, . . . , hd), we have
HilbK[∆](z) =
hdz
d + hd−1z
d−1 + . . .+ h1z + h0
(1− z)d
.
3. Bounds for the regularity of edge ideals
In this section, we provide a lower bound and an upper bound for the regularity
of the edge ring of graphs. We first need the following definition which has a central
role in our results.
Definition 3.1. Let G be a graph with at least one edge and let H be a collection of
connected graphs with K2 ∈ H. We say that a subgraph H of G, is an H–subgraph if
every connected component of H belongs to H. If moreover H is an induced subgraph
of G, then we say that it is an induced H–subgraph of G. Since K2 ∈ H, every graph
with at least one edge has an induced H–subgraph. An H–subgraph H of G is called
maximal if G \ V (H) has no H–subgraph. We set
ind-matchH(G) := max
{
match(H) | H is an induced H–subgraph of G
}
,
and
min-matchH(G) := min
{
match(H) | H is a maximal H–subgraph of G
}
,
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and call them the induced H–matching number and theminimum H–matching number
of G, respectively. We set ind-matchH(G) = min-matchH(G) = 0, when G has no
edge.
Remark 3.2. It is clear that for H = {K2}, every (induced) H–subgraph of G is
indeed a (induced) matching of G. Thus,
ind-match{K2}(G) = ind-match(G) and min-match{K2}(G) = min-match(G).
We could also define the notion of matchH(G) to be the maximum matching number
of H–subgraphs of G. But it follows from K2 ∈ H that matchH(G) would be equal
to the usual matching number of G.
Let H be a collection of connected graphs with K2 ∈ H. It is obvious that for every
graph G we have
ind-match(G) ≤ ind-matchH(G) and min-matchH(G) ≤ min-match(G).
The following examples show that the above inequalities can be strict.
Example 3.3. Let G be a connected graph with ind-match(G) < match(G) (for
example consider a cycle of length at least 4) and set H = {K2, G}. Then clearly we
have ind-matchH(G) = match(G) and thus, ind-match(G) < ind-matchH(G).
Example 3.4. Let k ≥ 1 be a positive integer and set H = {K2, C2k+1}. Consider
the whiskered graph G = W (C2k+1). As C2k+1 is an induced H–subgraph of G, we
conclude that k = min-matchH(G) < min-match(G) = k + 1.
In the following theorem, we determine a lower bound for the regularity of the edge
ring of graphs. It in fact improves the inequality ind-match(G) ≤ reg(S/I(G)). We
believe that this result is less or more known. However, we formulate it and provide
its proof for the sake of completeness.
Theorem 3.5. Let H be a subset of
G = {H | H is aconnected graph with reg(S/I(H)) = match(H)},
with K2 ∈ H. Then for every graph G we have
ind-matchH(G) ≤ reg(S/I(G)).
In particular ind-match{K2,C5}(G) ≤ reg(S/I(G)).
Proof. Assume thatH is an inducedH–subgraph ofG with ind-matchH(G) = match(H).
Suppose that H1, . . . , Ht ∈ H are the connected components of H . Then
reg(S/I(H)) =
t∑
i=1
reg(S/I(Hi)) =
t∑
i=1
match(Hi) = match(H),
where the first equality follows from the fact that the minimal free resolution of
S/I(H) is the tensor product of the minimal free resolution of S/I(Hi)’s. Hence, we
conclude from [10, Lemma 2.5] that
ind-matchH(G) = match(H) = reg(S/I(H)) ≤ reg(S/I(G)).
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The last part of the theorem is an immediate consequence of the first part. 
Our next goal is to provide an upper bound for the regularity of the edge ring of
graphs. This is the content of Theorem 3.7, whose proof is based on the following
lemma.
Lemma 3.6. Let k ≥ 3 be a positive integer. Assume that G is a graph and H ∼= Ck
is a subgraph of G. If V (H) is a vertex cover of G, then
reg(S/I(G)) ≤ ⌊
k
2
⌋.
Proof. Assume that V (H) = {v1, v2, . . . , vk} and E(H) = {v1v2, v2v3, . . . , vk−1vk, vkv1}.
If k is even, then the assumption implies that the set of edges {v1v2, v3v4, . . . , vk−1vk}
is a maximal matching of G. Therefore by the second inequality in (∗), we conclude
that
reg(S/I(G)) ≤
k
2
.
Thus, assume that k is odd. Consider the graphG\NG[v1]. It is clear that G\NG[v1]
is an induced subgraph of the graph G′ = G \ {v1, v2, vk}. One can easily see that
{v3, . . . , vk−1} is a vertex cover of G
′. Thus, the set of edges {v3v4, v5v6, . . . , vk−2vk−1}
is a maximal matching of G′. It follows from [8, Lemma 3.1] and the second inequality
in (∗) that
reg(S/I(G \NG[v1])) ≤ reg(S/I(G
′)) ≤
k − 3
2
.
We now consider the graph G \ v1. It is clear that {v2, . . . , vk} is a vertex cover of
G \ v1. Thus, the set of edges {v2v3, v4v5, . . . , vk−1vk} is a maximal matching of G \ v1
and the second inequality in (∗) implies that reg(S/I(G \ v1)) ≤
k−1
2
.
It now follows from [5, Lemma 3.2] that
reg(S/I(G)) ≤ max{reg(S/I(G \NG[v1])) + 1, reg(S/I(G \ v1))} ≤
k − 1
2
= ⌊
k
2
⌋.

We are now ready to prove the following theorem. It improves the inequality
reg(S/I(G)) ≤ min-match(G).
Theorem 3.7. Let H be a subset of
G = {Ck | k ≥ 3} ∪ {K2},
with K2 ∈ H. Then for every graph G we have
reg(S/I(G)) ≤ min-matchH(G).
In particular, reg(S/I(G)) ≤ min-match{K2,C5}(G).
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Proof. Assume thatH is a maximalH–subgraph ofG with min-matchH(G) = match(H).
Suppose that H1, . . . , Ht ∈ H are the connected components of H . Since K2 ∈ H and
H is a maximal H–subgraph of G, we conclude that V (G) \ V (H) is an independent
subset of vertices of G. In other words, V (H) is a vertex cover of G. For every integer
i with 1 ≤ i ≤ t, let Gi be the graph with vertex set V (Gi) = V (G) and edge set
E(Gi) = {e ∈ E(G) | at least one end point of e belongs to V (Hi)}.
Then I(G) =
∑t
i=1 I(Gi) and it follows from [11, Corollary 3.2] (see also [15, Theorem
1.2]) that
reg(S/I(G)) ≤
t∑
i=1
reg(S/I(Gi)).
Thus we only need to prove that for every integer i with 1 ≤ i ≤ t, the inequality
reg(S/I(Gi)) ≤ match(Hi) holds.
It is clear that for every i with 1 ≤ i ≤ t, the vertex set of Hi is a vertex cover of
Gi. Hence, if Hi is a cycle, then Lemma 3.6 shows that
reg(S/I(Gi)) ≤
⌊ | V (Hi) |
2
⌋
= match(Hi).
If Hi = K2, then the single edge of Hi forms a maximal matching for Gi. Thus
reg(S/I(Gi)) ≤ min-match(Gi) = 1 = match(Hi),
and the proof is complete.
The last part of the theorem is an immediate consequence of the first part. 
We close this section by summarizing the particular cases of Theorems 3.5 and 3.7.
Corollary 3.8. For every graph G, we have
ind-match{K2,C5}(G) ≤ reg(S/I(G)) ≤ min-match{K2,C5}(G).
4. Cohen–Macaulay graphs with girth at least five
We proved in Theorem 3.5 that for every graph G we have ind-match{K2,C5}(G) ≤
reg(S/I(G)). A natural question is to determine the graphs for which the equality
reg(S/I(G)) = ind-match{K2,C5}(G) holds. There are several classes of graphs with
reg(S/I(G)) = ind-match(G). They include
• chordal graphs (see [9, Corollary 6.9]),
• sequentially Cohen–Macaulay bipartite graphs (see [21, Theorem 3.3]),
• unmixed bipartite graphs (see [18, Theorem 1.1]),
• very well–covered graphs (see [19, Theorem 1.3]),
• vertex decomposable graphs which have no C5–subgraph (see [17, Theorem 2.4]).
As ind-match(G) is a lower bound for ind-match{K2,C5}(G), Corollary 3.8 implies
that for every graph G in the above classes, reg(S/I(G)) = ind-match{K2,C5}(G). In
Theorem 4.3, we determine a new class of graphs, namely Cohen–Macaulay graphs
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with girth at least five, for which the equality reg(S/I(G)) = ind-match{K2,C5}(G)
holds. The proof of Theorem 4.3 is based on the characterization of Cohen–Macaulay
graphs with girth at least five, given in [13].
Let G be a graph. A 5-cycle of G is said to be basic if it does not contain two
adjacent vertices of degree three or more in G. An edge of G which is incident to a
vertex of degree 1 is called a pendant edge. Let C(G) denote the set of all vertices
which belong to basic 5-cycles and let P (G) denote the set of vertices which are
incident to pendant edges of G.
Definition 4.1. A graph G is said to belong to the class PC if
(1) V (G) can be partitioned as V (G) = P (G) ∪ C(G) and
(2) the pendant edges form a perfect matching of P (G) and
(3) the vertices of basic 5-cycles form a partition of C(G).
Proposition 4.2. For every graph G in the class PC, we have
reg(S/I(G)) = ind-match{K2,C5}(G).
Proof. Assume that G1, . . . , Gt are the connected components of G. As the mini-
mal free resolution of S/I(G) is the tensor product of the minimal free resolution of
S/I(Gi)’s, it follows that reg(S/I(G)) =
∑t
i=1 reg(S/I(Gi)). On the other hand,
ind-match{K2,C5}(G) =
t∑
i=1
ind-match{K2,C5}(Gi).
Thus it is sufficient to prove the theorem for connected graphs.
Assume that G is a connected graph in the class PC. We use induction on the
number of edges of G. If G has one edge, then G ∼= K2 and there is nothing to prove.
Thus, assume that G has at least two edges. The vertex set of G can be partitioned
as V (G) = P (G) ∪ C(G), where C(G) is the set of all vertices which belong to basic
5-cycles and P (G) is the set of vertices which are incident to pendant edges of G. If
C(G) = ∅, then V (G) = P (G). As the pendant edges form a perfect matching of
P (G), it follows that G is a whiskered graph and by [2, Theorem 13] and Corollary
3.8, we have
ind-match{K2,C5}(G) ≤ reg(S/I(G)) = ind-match(G) ≤ ind-match{K2,C5}(G)
and hence reg(S/I(G)) = ind-match{K2,C5}(G).
Therefore suppose that C(G) 6= ∅ and let L ∼= C5 be a basic 5-cycle of G. Assume
that V (L) = {x, y, z, u, v} is the vertex set of L and E(L) = {xy, yz, zu, uv, vx} is its
edge set. If G = L, then reg(S/I(G)) = 2 = ind-match{K2,C5}(G) and there is nothing
to prove. Thus assume that G 6= L. Since G is connected, L has a vertex of degree
at least three in G. Without loss of generality, we may assume that degG(x) ≥ 3.
Set G′ = G \ x. As L is a basic 5-cycles, degG(v) = degG(y) = 2. Therefore the
edges yz and uv are pendant edges in G′. This shows that the vertex set of G′ can be
partitioned as V (G′) = P (G′) ∪ C(G′), where
P (G′) = P (G) ∪ {u, v, y, z}
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and C(G′) = C(G) \ V (L). Hence G′ belongs to the class PC and by induction
hypothesis, we conclude that
reg(S/I(G′)) = ind-match{K2,C5}(G
′) ≤ ind-match{K2,C5}(G),
where the inequality follows from the fact that G′ is an induced subgraph of G.
We now set G′′ = G \ NG[x]. By the definition of basic 5-cycles, at least one of
the vertices u and z has degree two in G. Without loss of generality, assume that
degG(u) = 2. It follows that degG′′(u) ≤ 1.
Claim 1. The graph obtained from G′′ by deleting the isolated vertices belongs to
the class PC.
Proof of Claim 1. Let C ∈ C(G) be a basic 5-cycle of G. In order to prove Claim 1,
it is sufficient to prove that either C \NG[x] is a basic 5-cycle of G
′′ or its non-isolated
vertices can be partitioned to pendant edges of G′′, where the pendant edges form a
perfect matching for non-isolated vertices of C \NG[x]. As C has at most two vertices
of degree at least three, we have | V (C) ∩ NG[x] |≤ 2, if C 6= L. We consider the
following cases.
Case 1. Assume that C = L. If xz ∈ E(G), then L \NG[x] has only one vertex,
namely u which is an isolated vertex in G′′. Thus, assume that xz /∈ E(G). Then
L \NG[x] = uz, which is a pendant edge of G
′′.
Case 2. If V (C) ∩NG[x] = ∅, then C \NG[x] = C, which is a basic 5-cycle.
Case 3. Assume that | V (C) ∩ NG[x] |= 1. Let V (C) = {w1, w2, w3, w4, w5}
be the vertex set of C and E(C) = {w1w2, w2w3, w3w4, w4w5, w1w5} be its edge set.
Without loss of generality, assume that V (C) ∩NG[x] = {w1}. Then it follows from
the definition of basic 5-cycles that w2 and w5 have degree one in G
′′. Thus, the
edges w2w3 and w4w5 are the pendant edges of G
′′ which form a perfect matching for
C \NG[x].
Case 4. Assume that | V (C)∩NG[x] |= 2. Similar to Case 3, suppose that V (C) =
{w1, w2, w3, w4, w5} is the vertex set of C and E(C) = {w1w2, w2w3, w3w4, w4w5, w1w5}
is its edge set. Since C has no adjacent vertices of degree at least three, we may as-
sume that V (C)∩NG[x] = {w1, w3}. As degG(w2) = 2, it follows that w2 is an isolated
vertex of G′′. On the other hand degG(w4) = degG(w5) = 2, which implies that the
edge w4w5 is a pendant edge in G
′′, which forms a perfect matching for the graph
obtained from C \NG[x] by ignoring its isolated vertices.
The proof of Claim 1 is thus complete.
Claim 2. ind-match{K2,C5}(G
′′) ≤ ind-match{K2,C5}(G)− 1.
Proof of Claim 2. Let H be an induced {K2, C5}-subgraph of G
′′ with
ind-match{K2,C5}(G
′′) = match(H).
Assume thatH1, . . . , Hℓ are the connected components ofH . By relabeling the Hi’s (if
necessary), we may assume that there exists an integer 0 ≤ s ≤ ℓ such that H1, . . . , Hs
are isomorphic to K2 and Hs+1, . . . , Hℓ are isomorphic to C5. Since degG′′(u) ≤ 1, the
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edge uz does not belong to ∪ℓi=s+1E(Hi). Remind that the degree of v and y in G is
equal to two. If uz = Hi, for some 1 ≤ i ≤ s, then
H1 ⊔ . . . ⊔Hi−1 ⊔Hi+1 ⊔ . . . ⊔Hs ⊔Hs+1 . . . ⊔Hℓ ⊔ L
is an induced {K2, C5}-subgraph of G whose matching number is one more than the
matching number of H . This implies the claimed inequality. Therefore, assume that
uz does not belong to ∪ℓi=1E(Hi). This together with degG′′(u) ≤ 1, implies that
u /∈ V (H). Since NG(v) = {u, x}, we conclude that the (disjoint) union of H and the
edge vx is an induced {K2, C5}-subgraph of G whose matching number is one more
than the matching number of H . This completes the proof of Claim 2.
Since the isolated vertices have no effect on the edge ideal, it follows from Claims
1, 2 and the induction hypothesis that
reg(S/I(G′′)) = ind-match{K2,C5}(G
′′) ≤ ind-match{K2,C5}(G)− 1.
Finally by [5, Lemma 3.2], we conclude that
reg(S/I(G)) ≤ max{reg(S/I(G′′)) + 1, reg(S/I(G′))} ≤ ind-match{K2,C5}(G),
which together with Corollary 3.8 implies that reg(S/I(G)) = ind-match{K2,C5}(G).

We are now ready to prove the main result of this section.
Theorem 4.3. Let G be a Cohen–Macaulay graph with girth(G) ≥ 5. Then
reg(S/I(G)) = ind-match{K2,C5}(G).
Proof. Without loss of generality, we may assume that G has no isolated vertex.
Let G1, . . . , Gm be the connected components of G. By [7], we know that a graph is
Cohen–Macaulay if and only if its connected components are Cohen–Macaulay. Thus,
G1, . . . , Gm are Cohen–Macaulay graphs and it follows from [13, Theorem 2.4] that
they belong to the class PC. Hence by Proposition 4.2, we have
reg(S/I(G)) =
m∑
i=1
reg(S/I(Gi)) =
m∑
i=1
ind-match{K2,C5}(Gi) = ind-match{K2,C5}(G),
where the first equality follows from the fact that the minimal free resolution of S/I(G)
is the tensor product of the minimal free resolution of S/I(Gi)’s. 
5. Paw–free graphs
In this section, we study the regularity of edge ideal of paw–free graphs. These
graphs are defined as follows.
Definition 5.1. A graph with vertices v, x, y, z and edges xy, yz, xz, vx is called a
paw. The graph G is said to be paw–free if it has no paw as an induced subgraph.
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We prove in Theorem 5.6 that for every connected paw–free doubly Cohen–Macaulay
graph other than complete graphs and 5-cycle graph, we have
ind-match{K2,C5}(G) + 1 ≤ reg(S/I(G)).
To prove Theorem 5.6, we first show in Theorem 5.3 that the regularity of the Stanley–
Reisner ring of a doubly Cohen–Macaulay simplicial complex is equal to its dimension.
This result looks to be interesting by itself. In order to prove Theorem 5.3, we need
the following lemma which states that the entries of the h-vector of a doubly Cohen–
Macaulay simplicial complex are strictly positive.
Lemma 5.2. Let ∆ be a (d−1)-dimensional doubly Cohen–Macaulay simplicial com-
plex with h(∆) = (h0, h1, . . . , hd). Then for every integer 0 ≤ i ≤ d, we have hi ≥ 1.
Proof. We use induction on d. There is nothing to prove for d = 0, as h0 = 1.
Thus assume that d ≥ 1. The equality h0 = 1 is true for every simplicial complex.
Therefore, we must prove that h1, . . . , hd are positive. Suppose that v is an arbitrary
vertex of ∆. Set
h(del∆v) = (h
′
0, h
′
1, . . . , h
′
d) and h(lk∆v) = (h
′′
0, h
′′
1, . . . , h
′′
d−1).
By [22, Proposition 9.7], we know that lk∆v is a (d − 2)-dimensional doubly Cohen–
Macaulay simplicial complex. Therefore, the induction hypothesis implies that the
integers h′′0, h
′′
1, . . . , h
′′
d−1 are strictly positive. On the other hand, del∆v is a Cohen–
Macaulay simplicial complex and it follows from Macaulay’s Theorem [4, Corollary
4.1.10] that h′0, h
′
1, . . . , h
′
d are nonnegative integers. Finally, using [1, Lemma 4.1], we
deduce that for every i = 1, . . . , d,
hi = h
′
i + h
′′
i−1 ≥ 1.

Theorem 5.3. Let ∆ be a doubly Cohen–Macaulay simplicial complex. Then reg(K[∆]) =
dim(K[∆]).
Proof. Without loss of generality, we may assume that K is an infinite field. Suppose
that dim∆ = d − 1 and h(∆) = (h0, h1, . . . , hd) is the h-vector of ∆. Therefore the
Hilbert series of K[∆] is
HilbK[∆](z) =
hdz
d + hd−1z
d−1 + . . .+ h1z + h0
(1− z)d
.
As ∆ is Cohen-Macaulay and K is infinite, we can choose a K[∆]-regular sequence of
linear forms u = u1, u2, . . . , ud in S. Then
HilbK[∆]/(u)K[∆](z) = hdz
d + hd−1z
d−1 + . . .+ h1z + h0.
By [20, Theorem 20.2], we have reg(K[∆]) = reg(K[∆]/(u)K[∆]). SinceK[∆]/(u)K[∆]
is Artinian, [6, Exercise 20.18] implies that
reg(K[∆]/(u)K[∆]) = max{i | hi 6= 0}.
The assertion now follows from Lemma 5.2. 
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Theorem 5.6 is essentially a combination of Theorem 5.3 and the following structural
lemma.
Lemma 5.4. Let G be a paw–free graph without isolated vertices and assume that
α(G) = ind-match{K2,C5}(G). Then every connected component of G is either a com-
plete graph or a 5-cycle graph.
Proof. We use induction on n :=| V (G) |. If n = 2, then G ∼= K2 and there is nothing
to prove. Therefore, assume that G is a graph with at least three vertices. Let H
be an induced {K2, C5}-subgraph of G with ind-match{K2,C5}(G) = match(H). Since
the connected components of H are K2 and C5, we conclude that
α(H) = match(H) = ind-match{K2,C5}(G) = α(G).
If V (H) = V (G), then G = H and the assertion follows. Therefore, suppose that
V (H) 6= V (G). Hence, there is a vertex v ∈ V (G) \ V (H). Set G′ = G \ v. As G′ is
an induced subgraph of G which contains H , it follows from the above equalities that
α(G′) = α(G) = α(H). Also, it is clear that
ind-match{K2,C5}(G
′) = match(H).
Therefore, α(G′) = ind-match{K2,C5}(G
′). Assume that G′ has an isolated vertex,
say u. Then H is an induced subgraph of G′ \ u and therefore, G′ \ u has an in-
dependent set of cardinality α(H) = α(G). This implies that α(G′) ≥ α(G) + 1, a
contradiction. Thus G′ has no isolated vertex. It then follows from the induction hy-
pothesis that every connected component of G′ is either a complete graph or a 5-cycle
graph. Assume that H1, . . . , Hℓ are the connected components of G
′. By relabeling
the Hi’s (if necessary), we may assume that there exists an integer 0 ≤ s ≤ ℓ such
that H1, . . . , Hs are isomorphic to C5 and Hs+1, . . . , Hℓ are complete graphs. Thus,
α(G) = α(G′) = ℓ+ s. First assume that there is an integer i with s+1 ≤ i ≤ ℓ such
that v is adjacent to every vertex of Hi. Since Hi has at least two vertices and G is
paw–free, v is adjacent to no vertex in H1, . . . , Hi−1, Hi+1, . . . , Hℓ. This shows that
the connected components are G are H1, . . . , Hi−1, H
′
i, Hi+1, . . . , Hℓ, where H
′
i is the
complete graph with vertex set V (Hi) ∪ {v}. Hence, every connected component of
G is either a complete graph or a 5-cycle graph. Thus, assume that for every integer
i with s+ 1 ≤ i ≤ ℓ, there is a vertex, say ui ∈ V (Hi), such that vui /∈ E(G).
Suppose now that for every integer 1 ≤ i ≤ s, there are two vertices wi, vi ∈ V (Hi),
with wivi, vwi, vvi /∈ E(G). Then the set
{v, v1, . . . , vs, w1, . . . , ws, us+1, . . . , uℓ}
is an independent subset of vertices of G with cardinality ℓ+ s+ 1. This contradicts
α(G) = ℓ + s. Thus, there is an integer 1 ≤ i ≤ s such that for every non-adjacent
vertices x, y ∈ V (Hi), we have either vx ∈ E(G) or vy ∈ E(G). Assume that V (Hi) =
{z1, z2, z3, z4, z5} is the vertex set of Hi and E(Hi) = {z1z2, z2z3, z3z4, z4z5, z1z5} is its
edge set. By the above argument at least one of z1 and z3 must be adjacent to v.
Without lose of generality assume that vz1 ∈ E(G). Similarly. at least on of z2 and
z5 must be adjacent to v. Without lose of generality assume that vz2 ∈ E(G). If
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vz3 /∈ E(G), then the induced subgraph of G on the vertices z1, z2, z3, v is a paw
which is a contradiction. Thus, vz3 ∈ E(G). If vz4 /∈ E(G), then the induced
subgraph of G on the vertices z2, z3, z4, v is a paw which is again a contradiction.
Thus, vz4 ∈ E(G). But then the induced subgraph of G on the vertices z1, z3, z4, v is
a paw. This contradiction completes our proof. 
Let ∆1 and ∆2 be two simplicial complexes with disjoint set of variables. Fro¨berg [7]
proves that ∆1∗∆2 is Cohen–Macaulay if and only if ∆1 and ∆2 are Cohen–Macaulay.
Using this result, one can easily prove the following proposition.
Proposition 5.5. Let ∆1 and ∆2 be two simplicial complexes with disjoint set of
variables. Then ∆1 ∗ ∆2 is doubly Cohen–Macaulay if and only if ∆1 and ∆2 are
doubly Cohen–Macaulay.
We are now ready to prove the following theorem.
Theorem 5.6. Let G be a paw–free graph. Then the following statements are equiv-
alent.
(i) G is doubly Cohen–Macaulay and reg(S/I(G)) = ind-match{K2,C5}(G).
(ii) Every connected component of G is either a complete graph with at least two
vertices or a 5-cycle graph.
Proof. Doubly Cohen–Macaulay graphs have not isolated vertices. Thus, the impli-
cation (i)⇒(ii) follows immediately from Theorem 5.3 and Lemma 5.4.
For (ii)⇒(i), notice that the complete graphs with at least two vertices and 5-cycle
graph are doubly Cohen–Macaulay. Thus, Proposition 5.5 implies that G is doubly
Cohen–Macaulay. The equality reg(S/I(G)) = ind-match{K2,C5}(G) follows from the
following facts
(1) The regularity of the edge ring of a graph is equal to the sum of the regularity
of the edge ring of its connected components.
(2) The regularity of the edge ring of a complete graph is one.
(3) The regularity of the edge ring of a 5-cycle graph is two.

Corollary 5.7. Let G be a paw–free graph. Then the following statements are equiv-
alent.
(i) G is Gorenstein and reg(S/I(G)) = ind-match{K2,C5}(G).
(ii) The connected components of G are K1, K2 or C5.
Proof. (i)⇒(ii) Let G′ be the graph obtained from G by deleting the isolated vertices.
We know from [14, Lemma 1.3] that G′ is a doubly Cohen–Macaulay graph. Thus it
follows from Theorem 5.6 that every connected component of G′ is either a complete
graph or a 5-cycle graph. On the other hand, by [7], a graph is Gorenstein if and
only if its connected components are Gorenstein. One can easily check that the
complete graphs with at least three vertices are not Gorenstein. Thus, every connected
component of G′ is either a complete graph K2 or a 5-cycle graph.
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(ii)⇒(i) The equality reg(S/I(G)) = ind-match{K2,C5}(G) follows immediately from
Theorem 5.6, by noticing that the isolated vertices have no effect on regularity. Since
K1, K2 and C5 are Gorenstein graphs, we conclude from [7] that their disjoint union
is Gorenstein too. 
As an immediate consequence of Theorem 4.3 and Corollary 5.7, we obtain the
following know result (see [13, Page 10]).
Corollary 5.8. Let G be a graph. Assume that the girth of G is at least 5. Then G
is Gorenstein if and only if G is the disjoint union of copies of K1, K2 and C5.
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