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INTRODUCTION 
The high-strength alloys used in the aerospace industry for rotating parts are 
inspected ultrasonically for material anomalies which may have resulted from the 
manufacturing process. These materials, such as titanium alloys, often have a large 
macro-grain structure which limits the sensitivity of the ultrasonic inspection to material 
anomalies. An improved inspection for cylindrical titanium alloy billet was implemented 
in production in 1995. This inspection, also called the multizone inspection, utilizes bi-
cylindrically focused transducers to inspect the billet using multiple zones. It also features 
digital C-scan image acquisition and a dual acceptance criterion based on both amplitude 
relative to a 2/64" flat-bottom hole (FBH) calibration target and C-scan signal-to-noise 
ratio (SNR).[l] The SNR was calculated manually by the operators using graphical user 
interface based image analysis software. The SNR-based criterion has proved to be a more 
effective detector of material anomalies than the amplitude criterion.[2] It is, however, 
susceptible to operator variability. The operator variability was leading to a larger than 
expected number offalse positive indications during production inspections. A false 
positive indication is one which did not meet the acceptance criterion of the test, but no 
corresponding material anomaly was found on metalography. To resolve this problem, a 
dynamic threshold algorithm for ultrasonic C-scan images is applied to the images to 
automatically identify indications which exceed either the amplitude or the SNR 
acceptance criterion. 
MANUAL C-SCAN SIGNAL-TO-NOISE RATIO CALCULATION 
The image analysis software uses the following equation, 
(1) 
where Ps is the peak amplitude value of the signal, Pn is the peak amplitude value of a 
surrounding area of homogeneous grain noise, and ~n is the mean value ofthe 
surrounding noise to calculate signal-to-noise ratio (SNR). This definition requires the 
operator to select two regions of interest (ROn in the image, one to define the signal and 
the other to define the surrounding noise, before the SNR can be calculated. Examples of 
such regions are shown in Fig. 1a where the white box illustrates the signal ROI and the 
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black box indicates a typical surrounding noise ROJ. A 8NR ofless than or equal to 2.50 is 
required for material acceptance. 
Most of the variability in the SNR calculation is caused by the operator's selection of 
the surrounding noise ROI in images with inhomogeneous grain noise. Consider the 
image shown in Fig. 1a. This image features a 61% amplitude signal generated by a 
tungsten-carbide inclusion located at approximately 0.5" metal travel in an 8" diameter Ti-
Al5-Sn2-Zr2-M04-Cr4 (Ti17) billet. The signal is in a low grain noise area of the billet 
which is bordered by two high grain noise areas. There is approximately a 10 dB 
difference in the peak grain noise values between the low and the high grain noise areas. 
Such grain noise "banding" is very common in Ti17 billet. Using the signal and 
surrounding noise ROIs shown in Fig. 1a results in a SNR of 4.46 as shown in Table 1. It 
is also possible for the operator to select the surrounding noise ROI illustrated in Fig. lb. 
When this happens, a SNR of2.70 results for the same indication as detailed in Table 1. 
Variability such as this indicated the need for an improved method for SNR calculation. 
SNR-BASED DYNAMIC THRESHOLD FOR C-SCAN IMAGES 
Based on the results shown in Table 1 and similar results, it was apparent that to 
reduce the variability of the SNR calculation a more robust method to determine the peak 
and the mean value of the surrounding noise was needed. One method to improve the 
robustness is to replace Pn in equation 1 with a statistical estimatePn using techniques 
developed in [3]. This technique could only go so far in eliminating variability as it would 
still be biased by the operator's selection of the surrounding noise ROJ. A more complete 
approach would also incorporate the automatic selection of the surrounding noise ROI 
which is difficult in images such as that shown in Fig. 1. This approach is a natural fit for 
the dynamic (spatially varying) threshold algorithm for C-scan images first described by 
Howard and Gilmore in [4]. If this algorithm could be applied to produce a dynamic 
threshold that identifies all pixels in the image exceed either the amplitude or the SNR 
acceptance criterion, operator variability in the image analysis would be essentially 
eliminated. The modified algorithm for the billet inspection problem is broken down into 
key steps and described below. 
(a) (b) 
Figure 1. Multizone titanium alloy billet images with example signal and surrounding 
noise regions-of-interest. 
Table 1. Details of signal-to-noise ratio calculation for Fig. 1. 
Figure Ps Po ~o SNR 
1a 61% 20% 8% 4.46 
1b 61% 29% 9% 2.70 
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Image Subdivision 
An ultrasonic C-scan image, denoted F, is a spatially distributed collection of gated 
peak amplitude values. The horizontal direction of the images is usually referred to as the 
x-direction and the vertical the y-direction. The image will be defined to have X pixels in 
the x direction and Y pixels in the y-direction. The first step in the algorithm is to break the 
larger image down into subimages as shown in Fig. 2. If this is done such that there are N, 
subimages in the x-direction and Ny subimages in the y-direction then there is a grand total 
ofN,Ny subimages. Then each subimage has dimension nx x n y where nx = XI Nx and ny is 
calculated in a similar manner. The set of subimages ofF can then be referred to as F(i,j), 
i=l, ... ,Nx and j=l, ... ,Ny. Notice that Nx does not necessarily equal Ny nor does nx necessarily 
equal ny. In fact, in most practical applications they are not equal. The parameters nx and 
ny are design parameters which greatly affect the performance ofthe dynamic thresholding 
algorithm. In general, the smaller nx and ny, the lower the amplitude ofthe indication that 
will be detected by the algorithm. 
In multizone billet images, the x-direction is along the axis of the billet and the y-
direction along the circumference. The billet is typically inspected with 0.040" axial 
increments. Billets inspected by the multizone system range anywhere from 20" to 250" in 
length. This provides a range on X of anywhere between 500 and 6250 pixels. A 2048 
pulses per revolution encoder is used to encode circumferential position. The multizone 
electronics have a divide by 2n~1 circuit on the encoder output, and the settings of n=2, 3, and 
4 are currently used in the inspection process. (Fewer ppr are used for smaller 
circumferences such as small diameter billets and the interior zones of billets.) This gives 
values for Y of 1024, 512, and 256. Testing on a set of multizone inspection data which 
included all real defects to date and several false calls was used to determine values for Nx, 
Ny, nx and ny. The value for nx was selected to be 128. The images from billet tend to have 
eight distinct noise bands (four high and four low) which are a result of how the billet was 
forged. In order to sample this noise pattern completely, Ny was chosen to be 16. This 
results in the values of ny being 64, 32 and 16. 
Dynamic Threshold Calculation 
For each subimage, F(m) m=l, ... ,NxNy, a set of parameters which describes the grain 
noise must be calculated. The parameters used are the log of the peak value of the 
subimage, P(m), the log-mean of the subimage, ~(m), the log-standard deviation, arm), and a 
fourth parameter, k(m), derived from these three 
k(m) = P(m)- ~(m) 
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Figure 2. Illustration of the subdivision of image F into Nx x Ny subimages. 
(2) 
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Next, the algorithm steps through each subimages in the modified raster format shown in 
Fig. 2 to determine a threshold value, Ps(m), for each subimage. This threshold is 
calculated such that it represents the amplitude value which would produce a SNR of 
greater than 2.50 for that subimage. First, a moving-average estimate ofk(m), k(m), is 
determined using 
kim) = k(m-l) + ak (k(m) - k(m-l)) 
where ak has a value of 0.1. Then this estimate is used to determine an estimate for the 
peak value of the noise for the subimage, P n (m), using 
Pn (m) = lO(J.ICm) + kCm) a(m» . 
This value and !lim) are then used in a rearranged version of (1) to solve for Ps(m), 
where SNR is equal to 2.51. 
Two-Dimensional Threshold Smoothing 
(3) 
(4) 
(5) 
Currently, there exists a two-dimensional set ofthreshold values, Ps(m). These 
threshold values were, however, determined using only information from only one 
dimension due to the difficulty of computing a two-dimensional moving average estimate. 
At this point, the subimage threshold values are rearranged into image format, Ps(i,j) 
i=l'oO.,Nxj=l'oO.,Ny , so they can be processed using a spatial filter, R, to take full advantage 
of the spatial correlation in the noise. The filter, R, is defined as 
R = s x r 
where 
a(l-ai a(l-a)2 a (I-a) a (I_a)2 a (I_a)3 
r = a(I-a)2 a (I-a) a a(1-a) a (l_a)2 , 
a(l-a)3 a (l_a)2 a (I-a) a(l-a)2 a (I_a)3 
0.1 0 0 ---
Ir(l,i) 
0 0.8 0 s I r(2,i) 
i 
0 0 0.1 
Ir(3,i) 
i 
a has the value 0.15, and 'x' denotes the matrix multiplication operator. The filtered 
threshold values, t(ij), are found using 
t(i,j) = R ® Ps(i,j) 
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(6) 
(7) 
(8) 
(9) 
where '(8)' denotes the convolution operator. This two-dimensional filtering operation has 
the effect of smoothing the transition between bands of high and low noise which often run 
axially along the billet. 
Image Segmentation 
At this point, there is still only a threshold values, t(ij), for each subimage. It would be 
possible at this point to apply the threshold values to the original image. For most 
applications, however, this may result in undesirable results at the point where subimages 
join together. This problem can be eliminated by using the subimage threshold values as 
interpolation points and then applying a standard interpolation algorithm to create a 
threshold image, T, which has a threshold value for each point in the original image. The 
interpolation method will produce results which are more reliable and consistent than those 
produced without the interpolation step. Before the SNR-based dynamic threshold is 
applied to the image, it is combined with an amplitude threshold generated from the 
amplitude material acceptance limits and the scan index (i.e. the 'evaluation' level). This 
combination occurs on a pixel by pixel basis by making the final threshold equal to the 
lesser of the dynamic threshold value for that pixel or the amplitude threshold value. After 
this combined threshold has been determined, it is applied to the image data to create a 
binary image. This is also done on a pixel by pixel basis where a pixel in the binary image is 
set ifthe value ofthat pixel equals or exceeds the corresponding pixel in the combined 
threshold image. 
Once the binary image has been formed, the pixels in the image that have been 
identified as not meeting the specification must be grouped together to form indications and 
identified for the operators. Due to the spatial correlation provided by the transducer point 
spread function, it does not make sense to treat each isolated group of pixels as a discrete 
indication. As a result, some simple morphological processing is done on the binary image. 
Based on the beam diameter of the transducer and the sampling rate, it was decided that set 
pixels in the binary image that are approximately less than 10 pixels apart should be 
considered as part of the same indication. This size criterion was implemented by 
performing a dilation on the binary image using an 11x11 pixel kernel. This operation will 
join together any pixels which are separated by less than 11 pixels. At this point, each 
discrete indication in the binary image is numbered displayed for the operator along with its 
amplitude value and SNR. 
ALGORITHM VALIDATION AND PERFORMANCE 
The algorithm was validated using historical inspection data and a month long 
industrial beta test before being released into production. The historical data consisted of 
a set of 37 images. In this set there were indications from 10 anomalies which were 
confirmed to be material anomalies by metalography. In this set of 10 there were 2 Type I 
(hard-alpha) inclusions, 1 Type II inclusion, 5 tungsten rich inclusions and 2 voids. The 
data also contained 27 rejectable indications where there was no defect found in the 
metalography (false positives). These false positive indications were selected to represent 
the noise patterns generated by different billet melters, titanium alloys, and billet 
diameters. The results from the algorithm on the historical data can be found in Table 2. 
The algorithm clearly demonstrated a reduction in false positive indications with no loss of 
sensitivity to real material anomalies. 
During the one month industrial beta test, each image was evaluated twice for each 
inspection. The first evaluation was performed by the operator using the manual method. 
After that evaluation was completed, the operator applied the dynamic threshold 
algorithm to the image and recorded the result. The beta test covered 42 heats of material 
and included three multizone inspection sources. (A heat of material is approximately 
10,000Ibs. of material in 5 billets.) Results of the beta test are shown in Table 3 and all 
were confirmed by metalography. 
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Table 2. SNR-based dynamic threshold performance on historical data set. 
Method Real Anomalies False Positives 
Manual SNR 9 27 
Dynamic Threshold 10 10 
Table 3. SNR-based dynamic threshold performance during industrial beta test. 
Method Real Anomalies False Positives 
ManualSNR 6 35 
Dynamic Threshold 6 25 
Although the algorithm did not perform as well in the beta test as it did on the 
historical data, it still provided a significant advantage and was implemented in 
production in August of 1996. Since March of 1996, GE has been monitoring the false 
positive rate for the Multizone inspection at the three inspection facilities. The results in 
expressed in terms offalse positives per heat of material are shown in Fig. 3. During the 
period of March to August 1996, the inspection averaged a false positive rate of 0.79 per 
heat of material. That rate dropped to 0.3 per heat of material since the introduction of 
the thresholding algorithm. 
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Figure 3. False positive indication rate for Multizone inspection at the three inspection 
sources. 
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CONCLUSION 
An improved material acceptance criterion was developed for titanium alloy billet 
inspection based on both signal amplitude relative to a calibration target and C-scan image 
signal-to-noise ratio. The SNR criterion has proved more effective in detecting real 
material anomalies, but is susceptible to operator variability which results in a higher 
than necessary false positive rate for the inspection. To solve this problem, a spatially 
varying (or dynamic) threshold based on the SNR was developed and implement for the C-
scan images. This dynamic threshold automatically identifies signals in the image which 
exceed the material acceptance criterion for the test and minimizes the operator 
dependency. The algorithm demonstrates no reduction in the detection of real material 
anomalies based on historical data and a one month industrial beta test. It has been 
implemented in production for over one year and has reduced the false positive rate for the 
inspection by over a factor of 2. 
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