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Abstract
Embedded mean-field theory (EMFT) provides a simple, flexible framework for de-
scribing subsystems at different levels of mean-field theory. Subsystems are defined
by partitioning a one-particle basis set, with a natural choice being the atomic orbital
(AO) basis. Although generally well behaved, EMFT with AO partitioning can exhibit
unphysical collapse of the self-consistent solution. To avoid this issue, we introduce
subsystem partitioning of a block-orthogonalized (BO) basis set; this eliminates the
unphysical collapse without significantly increasing computational cost. We also inves-
tigate a non-self-consistent implementation of EMFT, in which the density matrix is
obtained using BO partitioning, and the final energy evaluated using AO partitioning;
this density-corrected EMFT approach is found to yield more accurate energies than
BO partitioning while also avoiding issues of unphysical collapse. Using these refined
implementations of EMFT, previously proposed descriptions of the exact-exchange cou-
pling between subsystems are compared: although the EX1 coupling scheme is slightly
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more accurate than EX0, the small improvement does not merit its substantially greater
computational cost.
Introduction
A central challenge in theoretical chemistry is the development of efficient electronic
structure methods to enable the accurate description of properties and dynamics for
complex systems. Quantum embedding has emerged as a powerful strategy in which
the total system is divided into a small, chemically active region described by a high
level of theory, while the surrounding region is treated at a lower level of theory. Pop-
ular realizations of the approach include QM/MM,1–4 ONIOM,5–8 fragment molecular
orbital,9–14 and density-based embedding methods.15–30 Despite their successes, em-
bedding methods can exhibit drawbacks that include the need to specify fixed particle
number and spin-state for each subsystem and uncontrolled errors associated with sub-
system interactions, which has inspired the recent development of embedding strategies
that are formally exact in the description of subsystem interactions24–36 and allow for
particle-number fluctuations between subystems via their description as open quantum
systems.34–36
Recently, we introduced embedded mean-field theory (EMFT),36 which achieves
these goals by describing embedded subsystems at different levels of mean-field theory,
without the need to specify or fix the particle number or spin-state for each subsystem.
EMFT is simple, parameter-free, and yields straightforward formulations of nuclear
gradients and response properties. Moreover, the method was demonstrated to be
accurate over a wide range of benchmark systems and chemical applications, including
applications that involve subsystem partitioning across conjugated bonding networks.
A key aspect of EMFT is that subsystems are partitioned at the level of a one-
particle basis, and the method was originally implemented with partitioning in terms
of the atomic orbital (AO) basis.36 Although in many cases this works well, we show here
that it can also lead to unphysical collapse of the self-consistent EMFT solution, which
2
is associated with mismatch in the functional form of the energy expressions between
the high- and low-level theories. To address this issue, we introduce an alternative
partitioning scheme based on a basis set that is block orthogonalized (BO) with respect
to the two subsystems. EMFT with BO partitioning is tested on a range of systems for
which AO partitioning fails, and the new choice of partitioning is shown to eliminate
the problem of unphysical collapse of the EMFT solution while retaining the appealing
features of the original method. We additionally introduce a "density corrected EMFT"
scheme in which the energy is evaluated using AO partitioning with the density matrix
optimized using BO partitioning. This generally yields better accuracy than EMFT
with BO partitioning while avoiding the unphysical collapse of AO partitioning. These
refined implementations of EMFT are used to investigate various schemes for describing
exact-exchange coupling between the embedded subsystems.
Embedded Mean-Field Theory
We first review the embedded mean-field theory (EMFT),36 which allows for the em-
bedding of one mean-field theory in another. EMFT employs a partitioning of the
one-particle density matrix in terms of a one-particle basis set, such as the AO basis,
D =

DAA DAB
DBA DBB

, (1)
where DAA and DBB denote the density-matrix blocks that belong to subsystems A
and B, respectively.
Given two different mean-field theories for describing subsystems A and B, the
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EMFT ground-state energy is obtained by minimizing the energy functional
E[D] = ELow[D] + EHigh[DAA]− ELow[DAA]
= Tr(DH0) +GLow[D] + (GHigh[DAA]−GLow[DAA]), (2)
while enforcing the idempotency and normalization constraints for the total density
matrix, such that for closed-shell systems,
DSD = 2D, (3)
Tr(DS) = Ne. (4)
Here, GHigh and GLow represent the two-electron energy calculated at the high- and
low-level of the mean-field theories, respectively; H0 is the one-electron Hamiltonian,
S is the basis overlap matrix, and Ne is the total number of electrons. This functional
minimization leads to the usual self-consistent field (SCF) equation
FC = SCε, (5)
where F is the EMFT Fock matrix and is defined in the usual way as the derivative of
the EMFT energy given in Eq. (2),
F =
∂E[D]
∂D
, (6)
C is the molecular orbital (MO) coefficient matrix, and ε is the diagonal matrix con-
taining the canonical MO eigenvalues.
Because EMFT is itself a mean-field theory, gradients and other response theories
retain their usual mean-field form. For example, the gradient with respect to nuclear
displacements is given by
∂E[D]
∂x
= Tr(DF(x))− Tr(WS(x)), (7)
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where W is the energy-weighted density and F(x) and S(x) are the nuclear derivatives
of the Fock and overlap matrices, respectively.
Additional advantages of EMFT emerge from the fact that the number of electrons
in each subsystem is determined directly from minimization of the energy functional
in Eq. (2). The first is that charge flow between the subsystems is naturally included,
and the second is that there is no need for the user to specify the number of electrons
or spin state for each subsystem; beyond the definition of the two mean-field theories
and the list of atomic orbitals in each subsystem, there are no additional parameters.
Finally, we note that the individual subsystems in EMFT are treated as open quantum
systems, such that the entanglement between them is fully included at the mean-field
level.36
The EMFT framework is general, enabling the embedding of any mean-field the-
ory in any other. Natural choices for the description of subsystem A might include
DFT with hybrid, double-hybrid, or range-separated hybrid functionals, as well as self-
consistent random-phase approximations. Subsystem B might be described by more
computationally efficient DFT methods or tight-binding.37 The efficiency of EMFT
depends on the relative cost of the high- and low-level method and the relative size
of subsystems A and B. Assuming that the low-level theory is negligible in cost with
respect to the high-level theory, the cost of the combined EMFT calculation will be
comparable to the cost of the high-level calculation on subsystem A; alternatively, in
the limiting case for which subsystem B is very large and the cost of the low-level
method is not negligible, the cost of the combined EMFT calculation will be compara-
ble to the cost of the low-level calculation on subsystem B. In both of these regimes,
the cost of ONIOM calculations behave similarly.
EMFT with exact exchange
For applications of EMFT in which the two mean-field theories are DFT, with a hybrid
exchange-correlation (xc) functional corresponding to the high-level theory (labeled as
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E
(1)
xc ) and a pure functional corresponding to the low-level theory (labeled as E
(2)
xc ), the
energy expression is
E[D] = Tr[DH0] + EH[D] + E(2)xc [D] + E
(1)
xc [D
AA] + cxEEX[D
AA]− E(2)xc [DAA], (8)
where EH[D] is the Coulomb energy, EEX[DAA] is the exact exchange (EX) energy for
the high-level region, and cx is the fraction of the exact exchange used to define the
hybrid functional.
The exact exchange energy EEX[DAA] can be expressed in three different schemes,
depending on the amount of the subsystem exchange interaction to be included. The
simplest one is the EX0 scheme, where only exchange interaction within subsystem A
is considered. For a closed-shell system, the EX0 energy is expressed as
EEX0 = −1
4
∑
µνλκ∈A
(µκ|νλ)DAAµν DAAκλ . (9)
A slightly more complicated model for the exact exchange (EX1) symmetrically averages
the exchange interaction between the two subsystems, such that
EEX1 = −1
4
∑
µνλκ∈A
(µκ|νλ)DAAµν DAAκλ −
1
4
∑
µν∈A;λκ/∈A
(µκ|νλ)DAAµν Dκλ. (10)
A third model, EX2, includes the full exchange interaction between the subsystems,
such that
EEX2 = −1
4
∑
µνλκ∈A
(µκ|νλ)DAAµν DAAκλ −
1
2
∑
µν∈A;λκ/∈A
(µκ|νλ)DAAµν Dκλ. (11)
In terms of the computational efficiency, the formal scaling of evaluating the ex-
change energy and Fock matrix contribution for the EX0 scheme is O(N4A), compared
to the formal scaling of O(N2AN2) for the EX1 and EX2 schemes, where NA and N are
the number of the basis functions for subsystem A and for the whole system. For the
test cases considered in this work, we find that the EX2 model consistently performs
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worse than either EX0 or EX1 (see Figures S1-S4 in Supporting Information), but at
a cost that is similar to EX1 (and much higher than EX0). Therefore, in the following
discussion we do not include the results of EX2, and only focus on the comparison
between the EX0 and EX1 schemes.
Collapse of the self-consistent EMFT solution with
AO partitioning
The (non-orthogonal) AO basis is a natural and convenient choice of one-particle basis
sets to employ for subsystem partitioning in EMFT.36 However, for applications of
EMFT that employ AO partitioning, we have identified cases in which a mismatch
between the high- and low-level theories can lead to an unphysical collapse of the self-
consistent EMFT solution.
n  =  2
n  =  6
Figure 1: Schematic representation for the partitioning of pentacene.
For two different choices for the size of subsystem A (n = 2, 6), the
atoms in the highlighted region represent subsystem A, while the
remaining atoms constitute subsystem B.
To illustrate this effect, Table 1 presents the EMFT results for pentacene using
AO partitioning (columns labeled "AO"). Two different sizes of subsystem A (i.e., two-
carbon and six-carbon embedding, see Figure 1) are shown to yield qualitatively similar
results. The B3LYP/6-31G* is used as the high-level DFT method, and the LDA/6-
7
31G* is used as the low-level DFT method. The EX0 scheme is used for modeling exact
exchange interactions. As seen from Table 1, EMFT with AO partitioning converges
to an unphysical solution with a much lower energy than either the high- or low-level
DFT energies for the whole system. Population analysis reveals that the trace of the
diagonal blocks of the density matrix, Tr(DAASAA) and Tr(DBBSBB), are unphysically
large. Since the total number of electrons is conserved by the normalization condition,
Ne = Tr(DS) = Tr(DAASAA) + Tr(DABSBA) + Tr(DBASAB) + Tr(DBBSBB), (12)
the large population in subsystems A and B is accompanied by large, negative values
in the coupling terms of the population, Tr(DABSBA) = Tr(DBASAB). The magnitude
of the dipole moment obtained using AO partitioning (which should be zero due to the
symmetry of the molecule) is also unphysically large.
Table 1: Comparison of EMFT results for pentacene obtained using AO partitioning ("AO"),
BO partitioning ("BO"), and the density-corrected ("DC") implementation.a The labels
n = 2 and n = 6 indicate the number of carbon atoms in subsystem A, as illustrated in
Figure 1.
n = 2 n = 6
AO BO DC AO BO DC
Energy (hartree) -7726.239013 -839.600160 -839.675588 -32043.3204269 -840.873472 -841.006871
Populationb
Tr(DAASAA) 779.3 18.9 13.2 1639.7 46.0 39.3
Tr(DBBSBB) 875.9 127.1 131.2 1681.7 100.0 105.7
Tr(DABSBA) -754.6 0.0 0.8 -1587.7 0.0 0.5
Dipole (debye) 162.0 0.4 0.4 53.2 0.6 0.6
a DFT with the B3LYP functional is used as the high-level method, and DFT with the LDA functional is used as the low-level
method. The 6-31G* basis is used for both subsystems A and B. The EX0 scheme is used for modeling the exact exchange
interactions. The DFT energy for the full system is -846.243261 hartree at the B3LYP/6-31G* level of theory and -828.829653
hartree at the LDA/6-31G* level of theory. The dipole moment from both high- and low-level calculations is zero.
b The electron populations are computed via partitioning of the density and overlap matrices in the AO basis for AO partitioning
and density-corrected EMFT. For EMFT with BO partitioning, the populations are obtained by partitioning the corresponding
matrices in the BO basis. The subsystem A overlap matrix SAA is the same in both AO and BO bases.
In general, it is found that unphysical collapse of the self-consistent EMFT solution
with AO partitioning can occur when there is a mismatch between the functional forms
for the high- and low-level theories, such as when a DFT functional (e.g. PBE) is used
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as the high-level theory and the crude Hartree method is used as the low-level theory,
E[D] = Tr(DH0) + EH[D] + EPBExc [D
AA], (13)
or when DFT with a hybrid exchange-correlation functional (e.g. B3LYP) is used as
the high-level theory and DFT with an exchange-correlation functional without HF
exchange (e.g. LDA) is used as the low-level theory,
E[D] = Tr[DH0] + EH[D] + ELDAxc [D] + E
B3LYP
xc [D
AA] + 0.2EEX[D
AA]− ELDAxc [DAA].
(14)
In these cases, each high-level energy term associated with subsystem A is not
matched by a low-level counterpart, and these uncompensated energy terms can assume
large negative values during the energy minimization. Because of the normalization
constraint (Eq. (12)), this process is accompanied by collapse of the density into the
off-diagonal blocks, as indicated by the large negative values in the coupling terms in
the population expression, i.e. Tr(DABSBA) and Tr(DBASAB).
To further illustrate the manner in which mismatch in the high- and low-level the-
ories leads to the unphysical collapse of the self-consistent EMFT solution, Figure 2
presents a series of EMFT calculations on pentacene with two carbons included in
subsystem A, using the calculation details from Table 1. However, in Figure 2, the
high-level method corresponds to a modified version of the B3LYP functional in which
the fraction of HF exchange (cx) increases from 0 to 0.2 (the value used in B3LYP).
As seen in Figure 2a, the EMFT solution with AO partitioning behaves well for small
fractions of the HF exchange, for which there is a relatively small mismatch in the
high- and low-level energy functionals. The unphysical collapse in the energy occurs
at approximately cx = 0.04 (Figure 2a) and is accompanied by distortion of the den-
sity matrix to exhibit unphysically large values of the population associated with the
off-diagonal blocks of the density matrix (Figure 2b).
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Figure 2: The self-consistent EMFT energy (a) and off-diagonal population Tr(DABSBA)
(b) for pentacene as the function of the amount of HF exchange used in the high-level
subsystem. The calculations are performed with two carbons included in subsystem A,
using the calculation details from Table 1. For the high-level theory, a modified version of
the B3LYP functional is employed, with the fraction of HF exchange varying between 0 and
0.2.
We also note that for some cases that exhibit unphysical collapse of the self-consistent
EMFT solution, there exists a meta-stable local minimum that gives physically reason-
able energies and densities, which can be converged to with the use of a good initial
guess and a small SCF step size. Indeed, this strategy was employed for the EMFT
results involving hybrid exchange-correlation functionals in Ref. 36.
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Block-orthogonalized partitioning
Accompaniment of the unphysical collapse by large values of Tr(DABSBA) and Tr(DBASAB)
suggests an alternative approach, in which the density matrix is partitioned with re-
spect to a one-particle basis for which the off-diagonal blocks of the overlap matrix are
strictly zero, i.e. S˜AB = S˜BA = 0. One such choice would be the fully orthogonalized
AO basis, but this would defeat the efficiency gains of EMFT; since the subsystem A
basis functions in the fully orthogonal basis generally have contributions from the entire
set of non-orthogonal AO basis functions, evaluation of the integrals for subsystem A
in the orthogonal basis would require the computation of the integrals for the entire
system in the non-orthogonal AO basis.
As an alternative, we investigate partitioning with respect to a basis for which sub-
system A remains unchanged from the non-orthogonal AO basis, while the remaining
Hilbert space is block-orthogonalized with respect to subsystem A basis using the pro-
jection operator
Pˆ =
∑
µν∈A
|φAµ 〉(SAA)−1µν 〈φAν |, (15)
such that
|φ˜Bλ 〉 = (1− Pˆ )|φBλ 〉. (16)
Here {|φAµ 〉} and {|φBλ 〉} are the non-orthogonal AO basis functions for subsystems A
and B, respectively, |φ˜Bλ 〉 are basis functions for subsystem B that are orthogonal to AO
basis functions for subsystem A, and (SAA)−1 is the inverse of the AO-basis overlap
matrix for subsystem A.
Eq. (16) defines a transformation from the non-orthogonal AO basis set {|φα〉} ≡
{|φAµ 〉} ∪ {|φBλ 〉} to the block-orthogonalized (BO) basis set {|φ˜α〉} ≡ {|φAµ 〉} ∪ {|φ˜Bλ 〉},
such that
|φ˜α〉 =
∑
β
|φβ〉Uβα, (17)
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where U is the transformation matrix with blocked structure,
U =

IAA −PAB
0 IBB

. (18)
Here, IAA and IBB are identity matrices with the same dimension as the numbers of
basis functions in subsystems A and B, respectively, and PAB is the projection matrix
PAB = (SAA)−1SAB, (19)
where SAB is the overlap of the AO basis functions between subsystems A and B. It
is straightforward to confirm that this transformation matrix block-diagonalizes the
overlap matrix,
S˜ = UTSU =

SAA 0
0 S˜BB

. (20)
Note that SAA is the same in both AO and BO bases.
Subsystem partitioning with respect to the BO basis ensures that Tr(D˜ABS˜BA)
and Tr(D˜BAS˜AB) are strictly zero, such that the normalization condition, Eq. (12),
simplifies to
Ne = Tr(D˜S˜) = Tr(D˜AASAA) + Tr(D˜BBS˜BB). (21)
All electrons are thus associated with the diagonal blocks of the density matrix. Ac-
cording to the idempotency condition, Eq. (3), the total density matrix must be positive
semi-definite, which also implies that the diagonal blocks of the density matrix are pos-
itive semi-definite.38 This result, along with the normalization condition in Eq. (21),
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leads to the following implicit constraints on the density matrix,
0 ≤ Tr(D˜AASAA) ≤ Ne, and 0 ≤ Tr(D˜BBS˜BB) ≤ Ne. (22)
Using BO partitioning, the EMFT energy functional is
E[D˜] = Tr(D˜H˜0) +GLow[D˜] + (GHigh[D˜AA]−GLow[D˜AA]), (23)
where D˜AA is the subsystem A block of the total density matrix D˜ in the BO basis.
The EMFT solution can be obtained by minimizing this energy functional with the
idempotency (Eq. (3)) and normalization (Eq. (4)) constraints. Unlike EMFT with AO
partitioning, unphysical collapse of the self-consistent EMFT solution is avoided with
BO partitioning, because of the implicit constraints on the density matrix in Eq. (22).
The energy expression in Eq. (23) still exhibits an unbalanced cancellation of terms
between GHigh[D˜AA] and GLow[D˜AA], which will be seen in the calculated results to
still cause minor artifacts in both the energies and the densities (Table 1); however, the
BO partitioning prevents the massive flow of population into the off-diagonal matrix
elements, which is the hallmark of the dramatic unphysical collapse observed with AO
partitioning.
We emphasize that for conventional SCF calculations performed over the full system
(such as full DFT or HF calculations), the BO basis and the AO basis yield identical
results. However, for EMFT calculations, the BO basis ensures that Eq. (22) is obeyed,
such that the trace of the diagonal blocks of the density matrix assume physically
reasonable ranges of values for the embedded subsystems.
With the optimized density obtained from the minimization of the EMFT energy
functional in the BO basis, Eq. (23), two methods can be employed for the evaluation
of the final EMFT energy. The most straightforward method is to simply evaluate the
energy using the functional expression in the BO basis (Eq. (23)). Alternatively, akin
to the density-corrected DFT approach,39–46 the EMFT energy can be calculated using
Eq. (2) after transforming the density matrix back to the original, non-orthogonal AO
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basis. We call the second alternative the "density-corrected EMFT" approach.
Implementation details for BO partitioning
The major difference between AO and BO partitioning lies in the construction of the
EMFT Fock matrix, which in the BO basis is expressed as
F˜[D˜] = H˜0 + G˜
Low[D˜] + G˜High[D˜AA]− G˜Low[D˜AA], (24)
where G˜High and G˜Low represent the two-electron contributions to the Fock matrix
from the high- and low-level of theories. Naive calculation of Eq. (24), however, would
require the transformation of the two-electron integrals, which formally scales as O(N5).
To avoid this, we employ the following strategy to construct the Fock matrix in the BO
basis.
First, all matrices associated with the full system (i.e. H˜0 and G˜Low[D] in Eq. (24))
are computed in the original, non-orthogonal AO basis, and then transformed back to
the BO basis, using
H˜0 = U
TH0U, and G˜Low[D˜] = UTGLow[D]U. (25)
The density matrix D used in Eq. (25) is obtained by transforming the density matrix
from the BO basis to the AO basis, using
D = UD˜UT . (26)
Second, all matrices associated with subsystem A (i.e. G˜High[D˜AA] and G˜Low[D˜AA]
in Eq. (24)) are computed directly in the original, non-orthogonal AO basis in sub-
system A, but using the subsystem A block of the density matrix in the BO basis.
For example, for the embedding case in which a local density approximation (LDA)
exchange-correlation functional is employed for the low-level of theory, G˜Low[D˜AA] is
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defined as
G˜Lowµν [D˜
AA] =

∫
φµ(r)φν(r)v
LDA
xc [ρ˜A(r)]dr, µ, ν ∈ A
0, otherwise
, (27)
where φµ(r) and φν(r) are the BO basis functions in subsystem A (which are the same
as the AO basis functions in subsystem A); vLDAxc is the exchange-correlation potential
for the LDA functional; ρ˜A(r) is defined as
ρ˜A(r) =
∑
µν∈A
D˜AAµν φµ(r)φν(r). (28)
As seen in Eq. (27) and Eq. (28), the evaluation of G˜Low[D˜AA] only involves the basis
functions in subsystem A; since these subsystem A basis functions are the same in both
AO and BO representations, no transformation of G˜Low[D˜AA] from the AO basis to
the BO basis is required. The same simplification holds for G˜High[D˜AA].
Once the Fock matrix in the BO basis is constructed, the same SCF procedure as
used in EMFT with AO partitioning can be employed to achieve convergence of the
density matrix,
F˜[D˜]C˜ = S˜C˜ε˜, (29)
where tildes indicate quantities in the BO basis that correspond to the terms in Eq. (5).
As discussed earlier, for EMFT with BO partitioning, the final total energy is evaluated
in the BO basis according to Eq. (23); for density-corrected EMFT, the total energy is
computed using AO partitioning (Eq. (2)), after transforming the density matrix that
was obtained with BO partitioning back to the AO basis.
In terms of efficiency, EMFT with BO partitioning (or with the density-corrected
scheme) involves essentially the same computational cost as EMFT with AO partition-
ing. The additional operations include the one-time construction of the transformation
matrix defined in Eq. (18), and the matrix transformations, Eqs. (25) and (26), dur-
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ing the SCF iterations. The cost of these operation is negligible compared to that of
the two-electron integral calculations and the numerical quadrature for the exchange-
correlation potential, which dominate the EMFT calculations.
Results
Computational details
All calculations reported here are performed using the entos molecular simulation pack-
age.47 EMFT calculations with both AO and BO partitioning are performed using the
standard SCF algorithms, including the use of the superposition of atomic densities
as the initial guess, and the direct inversion in the iterative subspace (DIIS) tech-
niques48–50 for accelerating the SCF convergence. The convergence criteria are chosen
such that the SCF stops when the change in energy is below 10−8 hartree and the
norm of the orbital gradient is smaller than 10−6 hartree. Calculations are reported
for benchmark reactions (Figure 3), including the terminal hydrogenation of pentacene,
the Diels-Alder reaction between the 1,3-butadiene and conjugated octadecanonene ,
and the deprotonation of decanoic acid, as well as the formation of a Stone-Wales de-
fect in a graphene sheet. For all test cases, we use the same geometries and subsystem
definitions as in Ref. 36.
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(a) (c)
(b)
Figure 3: Geometry and schematic representation of the subsystem
partitioning for the reactants in (a) the terminal hydrogenation of
pentacene, (b) the Diels-Alder reaction between the 1,3-butadiene and
conjugated octadecanonene, and (c) the deprotonation of decanoic
acid. The atoms in the highlighted region are described by the high-
level mean-field method, and the remaining atoms are described by
the low-level mean-field method.
All EMFT calculations reported here describe DFT-in-DFT embedding, in which
both the high- and low-level mean-field theories correspond to DFT. The notation
"PBE-in-LDA" indicates that the PBE exchange-correlation functional is employed
for the high-level subsystem, while the local density approximation is used for the
low-level subsystem; likewise, "B3LYP-in-LDA" indicates the use of the hybrid B3LYP
functional for the high-level subsystem. Density fitting is employed in all calculations for
the evaluation of the Coulomb and exact exchange integrals.51 The Ahlrichs Coulomb
Fitting basis52,53 is used for the PBE-in-LDA calculations, and the cc-pVDZ/JKFIT
basis54 is used for the B3LYP-in-LDA embedding. When both the high- and low-level
regions are described with the same AO basis in EMFT (i.e., "same-basis embedding"),
we employ the 6-31G* basis set and the full density-fitting basis. Alternatively, for
"mixed-basis embedding", the high-level subsystem is described with the 6-31G* basis
set and the full density-fitting basis, while the low-level subsystem is described using the
minimal STO-3G basis set and only the s-type functions of the corresponding density-
fitting basis. Both the AO and density-fitting functions are implemented as spherical
Gaussians. All calculations are closed shell and employ spin-restricted orbitals. No
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linear dependencies in the basis sets are observed for the calculations reported here;
for applications of EMFT to larger systems, any numerical issues related to linear
dependencies in the basis set may be handled in the usual way, for example, using the
canonical orthogonalization of the AO basis.55
Elimination of the unphysical collapse
We now return to the case of pentacene (Table 1 and Figure 2) that illustrated the un-
physical collapse of the self-consistent EMFT solution with AO partitioning. Columns
labeled "BO" in Table 1 show the results of EMFT with BO partitioning, which avoids
the unphysical collapse and provides a total energy that lies in between the high-
and low-level DFT energies. For both cases with two and six carbon atoms included
in subsystem A, the calculated dipole moments are close to zero (though not com-
pletely vanishing due to the unbalanced description of different mean-field methods
for subsystems A and B). Elimination of the unphysical collapse using BO partition-
ing is further demonstrated by the population analysis, where both Tr(D˜AASAA) and
Tr(D˜BBS˜BB) assume values within the range of [0, Ne], in contrast with the catastrophic
results obtained with AO partitioning. Nonetheless, the populations obtained from BO
partitioning significantly deviate from the conventional DFT results at the high level
(B3LYP/6-31G*) of theory. For example, at the subsystem size n = 2, EMFT with
BO partitioning gives the trace of the subsystem A density, Tr(D˜AASAA) = 18.9, com-
pared to Tr(DAASAA) = 13.2 obtained from partitioning the conventional DFT density
matrix in the AO basis. This discrepancy will be discussed below. For the case with
two carbon atoms included in subsystem A, Figure 2 illustrates that EMFT with BO
partitioning avoids unphysical collapse upon increasing the fraction of HF exchange in
the high-level functional.
Columns labeled "DC" in Table 1 show the results of density-corrected EMFT, which
also produces reasonable values for the total energy. The dipole moments obtained using
density-corrected EMFT are unchanged from those obtained with BO partitioning, since
the same total density is used to calculate the dipole in both cases. Compared to EMFT
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with BO partitioning, density-corrected EMFT provides an improved description of
the subsystem populations. Specifically, the subsystem A population obtained using
density-corrected EMFT is 13.2 for n = 2 and 39.3 for n = 6, both of which are
essentially identical to the results obtained using conventional DFT at the high level
(B3LYP/6-31G*) of theory.
The discrepancy for the subsystem A population obtained from EMFT with BO
partitioning reflects the fact that the subsystem A block of the density matrix in the
BO basis differs from that in the AO basis. This can be seen from the relation of the
subsystem A block of the density matrix between the BO basis and the AO basis (from
the inverse of the transformation in Eq. (26)),
D˜AA = DAA +PABDBB(PAB)T +DAB(PAB)T +PABDBA, (30)
where PAB is defined in Eq. (19). The subsystem A block of the density matrix in
the BO basis, D˜AA, includes not only the subsystem A block, but also contributions
from the subsystem B block and off-diagonal blocks of the density matrix in the AO
basis. This "contamination" of the subsystem A density using BO partitioning leads
to the qualitative discrepancy for the subsystem populations (Table 1, "BO" columns).
Density-corrected EMFT, on the other hand, purifies the contamination by transform-
ing the density matrix in the BO basis back to the AO basis and then directly applying
the partitioning in the AO basis, thus producing subsystem populations that are consis-
tent with the conventional DFT results (Table 1, "DC" columns). In later examples, we
see that this contamination of the subsystem A density using BO partitioning can also
manifest as larger errors for the calculated reaction energies, particularly in strongly
conjugated systems. In the absence of the catastrophic errors associated with the un-
physical collapse of the self-consistent EMFT solution, other sources of embedding error
have been described previously,36 such as basis-set mismatch, spurious charge flow, and
the scheme for modeling the exact exchange interactions; these errors typically decrease
as a function of the size of subsystem A.
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Hydrogenation of pentacene
We now compare the various EMFT partitioning schemes for a series of chemical reac-
tions. The first test case is the terminal hydrogenation reaction of pentacene (Fig. 3a).
This is a challenging case for embedding methods because the partitioning of the sub-
systems occurs across aromatic conjugation. For example, the ONIOM method requires
a priori specification of "link atoms" and the spin state for subsystems A and B; and
for both singlet and triplet spin specifications, ONIOM exhibits large errors for this
reaction that do not significantly decay with the increase of the subsystem A size.36
EMFT avoids such a priori specifications and gives much better performance than
ONIOM, although EMFT with AO partitioning can lead to unphysical collapse of the
self-consistent solution (Table 1).
Figure 4 presents the errors in the reaction energy obtained using EMFT with
AO and BO partitioning and the density-corrected implementation. For PBE-in-LDA
with both same-basis (Fig. 4a) and mixed-basis (Fig. 4b) embedding, EMFT with AO
partitioning does not exhibit the unphysical collapse, and all three implementations of
EMFT (AO partitioning, BO partitioning and density-corrected) give almost identical
results.
For B3LYP-in-LDA with same-basis embedding (Fig. 4c and d), EMFT with AO
partitioning does exhibit the unphysical collapse. For cases using the EX1 (Fig. 4d)
exact exchange scheme, the collapse can be prevented with the use of a good initial guess
and a small SCF step, and physically reasonable meta-stable stationary solutions can be
found, although they still exhibit substantial errors. For cases with either EX0 or EX1
scheme, EMFT with BO partitioning and density-corrected EMFT avoid the unphysical
collapse and show rapid decay of errors with the increase of the subsystem A size,
though density-corrected EMFT is more accurate than EMFT with BO partitioning.
Additionally, using density-corrected EMFT (black curves in Fig. 4c and d), EX0 and
EX1 give similar performance; the most substantial difference appears for the case with
the smallest subsystem A size (n = 2), which can be attributed to the lack of subsystem
exchange interactions in EX0.
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For B3LYP-in-LDA with mixed-basis embedding (Fig. 4e and f), EMFT with AO
partitioning does not exhibit the unphysical collapse, and density-corrected EMFT
shows performance almost identical to EMFT with AO partitioning. EMFT with BO
partitioning shows mildly slower convergence of error using the EX0 scheme (Fig. 4e).
The two exact exchange schemes (EX0 and EX1) perform similarly, when used with
the density-corrected EMFT implementation (Fig. 4e and f).
To summarize the results for the hydrogenation of pentacene (Figure 4), the unphysi-
cal collapse is only seen for EMFT with AO partitioning for the case of B3LYP-in-LDA
with same-basis embedding. For cases where EMFT with AO partitioning does not
exhibit the unphysical collapse, all three partitioning schemes of EMFT show simi-
lar performance. Using density-corrected EMFT, the EX0 exact exchange scheme is
comparable in accuracy to EX1.
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Figure 4: Performance of EMFT with AO partitioning (dashed blue lines), BO partitioning
(dotted red lines) and the density-corrected implementation (solid black lines), in terms of
the error in the reaction energy for the terminal hydrogenation of pentacene, as a function
of the size of subsystem A for various embedding scenarios: (a) PBE-in-LDA with same-
basis; (b) PBE-in-LDA with mixed-basis; (c) B3LYP-in-LDA with same-basis using EX0;
(d) B3LYP-in-LDA with same-basis using EX1; (e) B3LYP-in-LDA with mixed-basis using
EX0; and (f) B3LYP-in-LDA with mixed-basis using EX1. For B3LYP-in-LDA with same-
basis embedding using EX0 (panel c), the AO partitioning leads to unphysical collapse of
the EMFT solution and thus the results are not shown. For B3LYP-in-LDA with same-basis
embedding using EX01 (panel d), the unphysical collapse can be prevented with the use of
a good initial guess and a small SCF step, and physically reasonable meta-stable solutions
can be found. All errors are plotted relative to the high-level DFT results: 32.5 kcal/mol for
B3LYP/6-31G*, and 22.3 kcal/mol for PBE/6-31G*. See Figure S5 in Supporting Informa-
tion for the plot with smaller y-axis ranges.
22
The Diels-Alder reaction involving a conjugated polyene
We next consider the Diels-Alder reaction between 1,3-butadiene and conjugated oc-
tadecanonene (Fig. 3b), which also involves partitioning across a conjugated bonding
network. Figure 5 presents the error in the reaction energy obtained using EMFT
with AO and BO partitioning and the density-corrected implementation. For PBE-in-
LDA with both same-basis (Fig. 5a) and mixed-basis embedding (Fig. 5b), EMFT with
AO partitioning does not exhibit the unphysical collapse, and density-corrected EMFT
gives essentially the same results as EMFT with AO partitioning. For cases in which
subsystem A is small, EMFT with BO partitioning differs somewhat from the other
two partitioning schemes.
For B3LYP-in-LDA with same-basis embedding (Fig. 5c and d), EMFT with AO
partitioning again leads to unphysical collapse of the EMFT solutions. For cases using
the EX1 scheme (Fig. 5d), the unphysical collapse can be prevented and physically
reasonable meta-stable solutions can be found with the use of a good initial guess and
a small SCF step, leading to small errors for all subsystem sizes. Both EMFT with BO
partitioning and the density-corrected implementation avoid the unphysical collapse,
and using EX0 (Fig. 5c), give comparable error for cases in which subsystem A includes
four or more carbon atoms. Using EX1, density-corrected EMFT is more accurate than
EMFT with BO partitioning for small subsystem sizes.
For B3LYP-in-LDA with mixed-basis embedding (Fig. 5e and f), EMFT with AO
partitioning does not exhibit the unphysical collapse. In these cases, density-corrected
EMFT gives almost identical results to EMFT with AO partitioning, whereas EMFT
with BO partitioning gives large errors for cases with two and four carbons in subsystem
A.
To summarize the results for this reaction, the unphysical collapse is again only seen
for EMFT with AO partitioning for the case of B3LYP-in-LDA with same-basis embed-
ding. For cases in which EMFT with AO partitioning does not exhibit the unphysical
collapse, density-corrected EMFT performs as well as EMFT with AO partitioning; and
for cases in which EMFT in which AO partitioning does lead to unphysical collapse,
23
the performance of density-corrected EMFT remains very good. In general, for small
subsystem sizes, EMFT with BO partitioning gives larger errors, due to the contamina-
tion of the subsystem A density, as described in section Elimination of the unphysical
collapse; comparison of the results for this reaction and the hydrogenation of pentacene
indicates that the magnitude of the errors for BO partitioning with small subsystem A
sizes vary somewhat with the specific reaction, perhaps due to fortuitous cancellation
of errors. Using density-corrected EMFT, the EX0 scheme performs similarly to EX1.
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Figure 5: Performance of EMFT with AO partitioning (dashed blue lines), BO partitioning
(dotted red lines) and the density-corrected implementation (solid black lines), in terms of
the error in the reaction energy for the Diels-Alder reaction between the 1,3-butadiene and
conjugated octadecanonene , as a function of the size of subsystem A. The x-axis indicates
the number of carbon atoms from the octadecanonene chain that are included in subsystem
A. Errors are obtained from the following embedding scenarios: (a) PBE-in-LDA with same-
basis; (b) PBE-in-LDA with mixed-basis; (c) B3LYP-in-LDA with same-basis using EX0;
(d) B3LYP-in-LDA with same-basis using EX1; (e) B3LYP-in-LDA with mixed-basis using
EX0; and (f) B3LYP-in-LDA with mixed-basis using EX1. For B3LYP-in-LDA with same-
basis embedding using EX0 (panel c), the AO partitioning leads to unphysical collapse of
the EMFT solution and thus the results are not shown. For B3LYP-in-LDA with same-basis
embedding using EX01 (panel d), the unphysical collapse can be prevented with the use of
a good initial guess and a small SCF step, and physically reasonable meta-stable solutions
can be found. All errors are plotted relative to the high-level DFT results: 21.1 kcal/mol for
B3LYP/6-31G*, and 27.4 kcal/mol for PBE/6-31G*. See Figure S6 in Supporting Informa-
tion for the plot with smaller y-axis ranges.
Deprotonation of decanoic acid
As a third example, we consider the deprotonation reaction of decanoic acid (Figure 3c).
Unlike the previous examples, the subsystems are partitioned across a single covalent
bond in this case. Figure 6 shows the error in the reaction energy obtained using EMFT
with AO and BO partitioning and the density-corrected implementation. For this
25
reaction, EMFT with mixed-basis embedding (Fig. 6b, e and f) converges significantly
more slowly than EMFT with same-basis embedding (Fig. 6a, c, and d), which has been
identified previously.36 For PBE-in-LDA with both same-basis (Fig. 6a) and mixed-
basis (Fig. 6b) embedding, where AO partitioning does not exhibit the unphysical
collapse, all three implementations (AO and BO partitioning, and density-corrected) of
EMFT give essentially the same results in terms of the reaction energies.
For B3LYP-in-LDA with same-basis embedding (Fig. 6c and d), EMFT with AO
partitioning again exhibits the unphysical collapse. Using EX1 (Fig. 6d), this collapse
can be prevented and physically reasonable meta-stable solutions can be found with the
use of a good initial guess and a small SCF step. EMFT with BO partitioning and the
density-corrected implementation avoid the unphysical collapse and give very similar re-
sults to EMFT with AO partitioning, when available. Interestingly, using EX0, EMFT
with BO partitioning is somewhat more accurate for this system, although density-
corrected EMFT also gives reasonable accuracy. For B3LYP-in-LDA with mixed-basis
embedding (Fig. 6e and f), EMFT with AO partitioning does not exhibit the unphysical
collapse, and all three implementations of EMFT show nearly identical performance.
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Figure 6: Performance of EMFT with AO partitioning (dashed blue lines), BO partitioning
(dotted red lines) and the density-corrected implementation (solid black lines), in terms of the
error in the reaction energy for the deprotonation of decanoic acid, as a function of the size of
subsystem A for various embedding scenarios: (a) PBE-in-LDA with same-basis; (b) PBE-in-
LDA with mixed-basis; (c) B3LYP-in-LDA with same-basis using EX0; (d) B3LYP-in-LDA
with same-basis using EX1; (e) B3LYP-in-LDA with mixed-basis using EX0; and (f) B3LYP-
in-LDA with mixed-basis using EX1. For B3LYP-in-LDA with same-basis embedding using
EX0 (panel c), the AO partitioning leads to unphysical collapse of the EMFT solution and
thus the results are not shown. For B3LYP-in-LDA with same-basis embedding using EX01
(panel d), the unphysical collapse can be prevented with the use of a good initial guess and
a small SCF step, and physically reasonable meta-stable solutions can be found. All errors
are plotted relative to the high-level DFT results: 363.4 kcal/mol for B3LYP/6-31G*, and
363.1 kcal/mol for PBE/6-31G*. See Figure S7 in Supporting Information for the plot with
smaller y-axis ranges.
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Stone-Wales defects in a graphene sheet
We finally apply the EMFT partitioning schemes to the formation of a Stone-Wales
defect in a graphene sheet (Figure 7). It was previously shown that EMFT is a promising
method for studying carbon nanomaterials,36 consistently providing improved accuracy
over the ONIOM method for such systems.
Reactant Transition  Structure Product
Figure 7: Partitioning of the graphene sheet for EMFT calculations
for the formation of Stone-Wales defects. The atoms inside the red
and blue boxes correspond to the high-level subsystems (subsystem
A) with 6 and 16 carbon atoms, respectively.
Figure 8 presents EMFT results for the reaction and activation energies associated
with the Stone-Wales defect formation, using B3LYP-in-LDA with mixed-basis em-
bedding and either EX0 or EX1 for the exact-exchange coupling. As seen previously,
EMFT with AO partitioning and mixed-basis embedding does not exhibit the unphys-
ical collapse, and the resulting errors are small for both the activation and reaction
energies; even with only a one-carbon-wide border around the reaction site (i.e., with
only six carbon atoms in subsystem A), EMFT with AO partitioning yields results that
are within a few kcal/mol of the full high-level calculation. Also as seen before, for such
cases in which EMFT with AO partitioning does not exhibit the unphysical collapse, the
density-corrected EMFT yields very similar results. In this highly-conjugated system,
EMFT with BO partitioning exhibits larger errors, particularly when used with EX1;
this is again attributed to the contamination of the subsystem A density using BO par-
titioning, as described in section Elimination of the unphysical collapse. Nonetheless,
for EX0, EMFT with BO partitioning yields comparable results to the other partition-
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ing schemes when a two-carbon-wide border is included around the reaction site (i.e.,
with sixteen carbon atoms in subsystem A).
Taken together, the various numerical examples indicate that EMFT with AO par-
titioning can exhibit unphysical collapse when same-basis embedding is used along with
a pair of exchange-correlation functionals that differ substantially in functional form.
However, the more likely employment of EMFT with AO partitioning and mixed-basis
embedding (i.e., when a smaller basis set is used for the environment) appears to be
far less susceptible to this problem. Moreover, the unphysical collapse can be strictly
eliminated with the use of either EMFT with BO partitioning or with density-corrected
EMFT; the former has the advantage of remaining fully self-consistent, while the latter
appears to be more accurate in strongly conjugated applications, such as the Stone-
Wales application shown here and in the previously discussed examples of the hydro-
genation of pentacene and the Diels-Alder reaction.
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Figure 8: Performance of EMFT with AO partitioning (dashed blue lines), BO par-
titioning (dotted red lines) and the density-corrected implementation (solid black
lines) for the defect formation in a graphene sheet, as a function of the size of sub-
system A, in terms of: (a) error in the reaction energy using EX0; (b) error in the
activation energy using EX0; (c) error in the reaction energy using EX1; and (d)
error in the activation energy using EX1. All calculations are carried out within the
framework of B3LYP-in-LDA with mixed-basis embedding. 6-31G* is used as the
high-level AO basis and STO-3G is employed as the low-level AO basis. All errors
are plotted relative to the high-level (B3LYP/6-31G*) DFT results: 71.7 kcal/mol
for the reaction energy, and 215.1 kcal/mol for the activation energy.
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Conclusions
In this work, we demonstrate that EMFT with atomic-orbital (AO) partitioning can
exhibit unphysical collapse of the self-consistent solution, particularly when same-basis
embedding is combined with a substantial mismatch in the functional form of the high-
and low-level mean-field energy expressions. To address this issue, we introduce the
alternative block-orthogonalized (BO) partitioning scheme that eliminates this prob-
lem, at negligible additional computational cost. Additionally, we introduce a non-
self-consistent implementation of EMFT, akin to density-corrected density functional
theory,39–46 in which the density matrix is obtained via minimization of the EMFT
energy with BO partitioning and then used for evaluating the EMFT energy with AO
partitioning.
A diverse set of numerical tests reveals that EMFT with BO partitioning offers an
advantage over AO partitioning by strictly avoiding the unphysical collapse, but for
cases in which AO partitioning does not exhibit collapse, it typically provides reaction
energies that are more accurate than BO partitioning. Density-corrected EMFT is seen
to also avoid the problem of unphysical collapse while yielding reaction energies that
are generally better than BO partitioning, especially for strongly conjugated systems;
however, it should be noted that this non-self-consistent implementation of EMFT is
less convenient for the calculation of gradients and other response properties.
Although the current work confirms that EMFT with AO and BO partitioning is
promising for many molecular applications, future work will seek to develop partitioning
schemes to achieve the combined stability and accuracy of density-corrected EMFT
within a fully self-consistent EMFT framework. Additionally, we note that employment
of BO partitioning is not specific to EMFT, and it may prove useful for other subsystem
embedding approaches that require partitioning with respect to a one-particle basis set.
A final advantage of the refined partitioning schemes introduced here is to enable
comparison of the previously introduced EX0 and EX1 descriptions of exact exchange
coupling between subsystems in EMFT. Over a broad range of systems, the EX0 scheme
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is generally comparable in accuracy to the EX1 scheme, but at a much lower computa-
tional cost.
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