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Magnetic ordering of three-component ultracold fermionic mixtures in optical lattices
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We study finite-temperature magnetic phases of three-component mixtures of ultracold fermions
with repulsive interactions in optical lattices with simple cubic or square geometry by means of
dynamical mean-field theory (DMFT). We focus on the case of one particle per site (1/3 band
filling) at moderate interaction strength, where we observe a sequence of thermal phase transitions
into two- and three-sublattice ordered states by means of the unrestricted real-space generalization
of DMFT. From our quantitative analysis we conclude that long-range ordering in three-component
mixtures should be observable at comparable temperatures as in two-component mixtures.
PACS numbers: 71.10.Fd, 67.85.-d, 11.30.-j, 75.10.Jm
I. INTRODUCTION
Multicomponent mixtures of ultracold fermions in op-
tical lattices are novel and highly promising many-body
systems that draw our attention to fundamental open
questions such as collective excitations in the presence
of high symmetries, color superfluidity, high-spin mag-
netism, and non-magnetic ground states as well as effects
of breaking particular symmetries in the highly symmet-
ric models. Due to the impressive experimental progress
made in the past few years, a number of interesting phe-
nomena peculiar to these systems have been already ob-
served [1–5]. For the purpose of observation of ground-
state magnetic properties in multicomponent mixtures,
one requires additional cooling in these systems. In this
direction, important progress was recently achieved to-
wards understanding cooling mechanisms [6–9] and ob-
serving short-range magnetic correlations [10] in optical
lattices. In order to combine the progress in both direc-
tions and proceed further, quantitative predictions are
needed concerning magnetic phases in ultracold mixtures
of three and more components in optical lattices.
A number of theoretical studies have been performed
in order to investigate ground-state phases in large-spin
fermionic mixtures; in particular, on three-component
mixtures in the context of color superfluidity and trionic
phases [11–14]. For repulsive interactions, a multitude
of magnetic ground states at different fillings has been
predicted at zero temperature both in the case of full
[15] and broken [16] SU(3) symmetry in the Hubbard
Hamiltonian. At a filling of one particle per site (1/3
band filling) and strong interactions these mixtures can
be described by the corresponding Heisenberg model. As
it was argued in Ref. [17], the system described by an
SU(3) Heisenberg model undergoes transitions between
different sublattice orderings in simple lattice geometries
at finite temperature.
As for higher-symmetry models, there is an ongoing
debate about the ground states of the SU(4) Hubbard
and corresponding Heisenberg models because of differ-
ent and sometimes controversial predictions [18–21]. As
for SU(N ≥ 5) models, most studies agree that long-
range magnetic order is suppressed even at zero temper-
ature [18, 22–25].
In this paper, we focus on finite-temperature magnetic-
ordering properties in three-component mixtures de-
scribed by the Fermi-Hubbard Hamiltonian at moder-
ately strong interactions.
II. MODEL
Since the physics of three-component fermionic mix-
tures is very rich, here we restrict ourselves to the tight-
binding approximation valid for sufficiently strong opti-
cal lattices and low filling. In particular, we consider a
Fermi-Hubbard Hamiltonian of the following type
Hˆ =−
∑
〈ij〉
∑
α
tα
(
cˆ†iαcˆjα +H.c.
)
+
∑
i
∑
β>α
Uαβnˆiαnˆiβ
+
∑
i
∑
α
(Vi − µα)nˆiα, (1)
where tα is the hopping amplitude of fermionic species
α = {a, b, c}, cˆ†iα (cˆiα) is the corresponding creation
(annihilation) operator of atoms α at the lattice site i,
the notation 〈ij〉 indicates a summation over nearest-
neighbor sites, and Uαβ is the magnitude of the on-site
repulsive (Uαβ > 0 ∀α, β) interaction of the two dif-
ferent species with corresponding densities nˆiα and nˆiβ
(nˆiα = cˆ
†
iαcˆiα). In the last term, Vi is the external (e.g.,
harmonic) potential at lattice site i, and µα is the chem-
ical potential of species α. Note that we have taken
the harmonic potential to be independent of the atomic
species. The Hamiltonian (1) implies a single-band ap-
proximation; in other words, we consider the case of a
sufficiently strong lattice potential, Vlat & 5Er, where Er
is the recoil energy of atoms.
By using the Schrieffer-Wolff transformation [26] in the
limit tα ≪ Uαβ close to 1/3 band filling,
∑
α niα ≈ 1, one
can map the Hamiltonian (1) to an effective spin model.
For the system under study, this transformation results
2in
Hˆeff = −
∑
〈ij〉
∑
β>α
(
J
‖
αβnˆiαnˆjβ − J⊥αβ cˆ†iαcˆiβ cˆ†jβ cˆjα
)
+(µa − µb)
∑
i
Sˆ3i +
1√
3
(µa + µb − 2µc)
∑
i
Sˆ8i , (2)
where Sˆk is the pseudospin projection operator [the gen-
erator of the SU(3) group] to the kth axis in the effec-
tive eight-dimensional spin space. It can be expressed
through Gell-Mann matrices [27] λk = {λ1, . . . ,λ8} in
a way analogous to the spin-1/2 case, Sˆk =
1
2
cˆ†αλkαβ cˆβ
(see Appendix A for details). The effective magnetic cou-
plings are J
‖
αβ = 2(t
2
α + t
2
β)/Uαβ and J
⊥
αβ = 4tαtβ/Uαβ.
Analogously to the spin-1/2 XXZ model, these couplings
determine the relative strength of the easy-axis (Ising-
type, J‖) or easy-plane (XY type, J⊥) magnetic cor-
relations that influence the choice of the corresponding
magnetic ground states in the system (see Appendices B
and C for details).
III. METHOD
We use dynamical mean-field theory (DMFT) [28] and
its real-space generalization (R-DMFT) [29, 30] to study
magnetic ordering properties in the system under consid-
eration. DMFT maps the lattice problem to an impurity
problem, thus substituting the full action with an effec-
tive one. Despite the fact that it is a nonperturbative ap-
proach, it is still an approximate method, since it treats
the lattice self-energy as a local quantity, thus neglecting
nonlocal quantum fluctuations. DMFT becomes exact in
the limit of infinite spatial dimensionality, d = ∞ (i.e.,
large coordination number z ≫ 1). Although it is not an
exact method in the case of square and cubic lattice ge-
ometries (z = 4 and z = 6, respectively), results obtained
by DMFT are a reference point both for experiments and
for more sophisticated methods, such as quantum Monte
Carlo simulations, which are computationally rather de-
manding due to the generic presence of a sign problem
for fermionic mixtures with an odd number of spin com-
ponents [31].
For solving the effective quantum impurity problem
we choose the continuous-time Monte-Carlo hybridiza-
tion expansion solver (CT-HYB) [32, 33], since it allows
a rather straightforward generalization to the case of an
arbitrary number of spin components in the system. Here
we restrict ourselves to measuring observables that are di-
agonal in spin space, but the approach can be generalized
to off-diagonal quantities as well.
Since we are interested in predictions for experimen-
tally relevant lattice geometries (e.g., square or cubic),
after solving the impurity problem it is necessary to
express all relevant quantities in Matsubara-frequency
space (this procedure can be avoided only for the infinite-
dimensional Bethe lattice due to its loopless structure
[34]). To reduce the noise in the self-energy, we use
a Legendre-polynomial representation [35] and calculate
both two- and four-point Green’s functions [36]. Then,
one can generalize the expression for the self-energy
[36, 37] and write it as follows
Σα(iωn) =
∑
β>α
UαβFαβ(iωn)/Gα(iωn), (3)
where Fαβ(iωn) is the Fourier transform of the cor-
responding four-point Green’s function Fαβ(τ − τ ′) =
−〈Tτ cˆα(τ)cˆ†α(τ ′)nˆβ(τ ′)〉.
Within R-DMFT, the obtained self-energies are input
into the real-space matrix (lattice Dyson equation)
(G−1α )ij = (iωn + µα − Vi − Σαi)δij + tαij , (4)
where tαij is the hopping matrix element (i and j are
site indices). Inversion of Eq. (4) results in a matrix
containing the local lattice Green’s functions along the
main diagonal. Then, we use the local Dyson equation
G−1αi (iωn) = G−1αii(iωn) + Σαi(iωn), (5)
where Gαi is the Weiss function (i.e., the dynamical mean
field) of the effective impurity model at site i, and ex-
press the corresponding hybridization function for the
new DMFT iteration
Γαi(−iωn) = iωn + µα − G−1αi (iωn). (6)
To reduce the error in the new hybridization function
on the imaginary-time axis Γ(τ) originating from the nu-
merical inverse Fourier transformation (IFT), we use the
knowledge about its asymptotic behavior at large fre-
quencies [34][
Γαi(−iωn)− 〈ǫ
2〉
iωn
]
IFT−−−→
[
Γαi(τ) +
〈ǫ2〉
2
]
. (7)
The quantity 〈ǫ2〉 can be obtained by using the non-
interacting density of states D(ǫ) for the considered lat-
tice geometry, 〈ǫ2〉 = ∫ D(ǫ)ǫ2dǫ.
IV. RESULTS
In our studies we focus on the case of 1/3 band filling.
It should be mentioned that there is no exact expres-
sion for the chemical potential value as for the case of
half filling. For the SU(N)-symmetric mixture at half
filling one can derive a general relation µ = U
2
(N − 1),
which is due to the particle-hole symmetry in the Hub-
bard Hamiltonian. Evidently, for other fillings there is no
such symmetry, and effects originating from Pauli block-
ing can have a strong impact. In particular, from Fig. 1
we conclude that the approximate condition µ = U/2
guarantees occupation of one particle per site only deep
inside the insulator region. At weak and moderate in-
teraction strength, the chemical potentials must be addi-
tionally adjusted in order to have a proper filling in the
system.
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FIG. 1. (color online) Dependence of the filling per site on
the chemical potential for an SU(3)-symmetric mixture in the
cubic lattice at U = 10t and T = 0.5t (paramagnetic region).
(Inset) Dependence of the chemical potential µ/U on the in-
teraction strength U/t at filling n = 1 for different tempera-
tures, which shows that the shift is proportional to t/U .
To resolve different sublattice orderings in a three-
component mixture at low temperatures, as was argued
in Ref. [17] for the Heisenberg model, we apply the R-
DMFT method for the system described by Eq. (1).
We use periodic boundary conditions, which enter our
numerical analysis through the matrix elements tαij in
Eq. (4), and system sizes with numbers of sites in each
direction that are integer multiples of spatial periods of
the ordering structure in the system, e.g. 63 and 123 sites.
Depending on the Hubbard parameters and tempera-
ture, we observe several magnetic ground states which
are sketched in Fig. 2 (here and below we use numbers
for the spin indices). We identify three-sublattice order
corresponding to the color density wave (CDW1) with
the ordering wave vector Q = (±2π/3,±2π/3,±2π/3)
(all ± signs are independent of each other) and two-
sublattice order characterized by Q = (π, π, π) with two
distinct antiferromagnetic states: a second type of color
density wave (CDW2) or color-selective antiferromagnet
(CSAF).
To study transitions between these states, we perform
calculations at different temperatures. We analyze the
hybridization functions (6) on each lattice site i for every
DMFT iteration and in case of successful convergence of
the program we collect output data from the impurity
solver, in particular, expectation values of the number
operator 〈nˆiα〉 for each spin component α. The spatial
periodicity and values of these quantities allow us to di-
rectly identify the phases sketched in Fig. 2 and the cor-
responding critical temperatures. In Fig. 3 we show the
observed magnetic phases both in the presence of the full
SU(3) symmetry and in the case of broken symmetry due
to different interspecies interactions.
From Fig. 3 one can analyze critical temperatures for
different sublattice orderings. It shows, in particular,
that the ordering phenomenon should be observed at
moderate temperatures of the order of the superexchange
amplitude t2/U as in the spin-1/2 case. As we see,
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FIG. 2. (color online) Sketch of two types of sublattice or-
dering (above) and the corresponding three types of magnetic
phases (below) observed in our R-DMFT analysis at 1/3 band
filling for a three-component fermionic mixture. The depicted
main two-sublattice ordered states (right) can be understood
in the following way: CDW2 – “1” and “2” team up against
“3”, CSAF – “3” is left out of AF correlations.
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FIG. 3. (color online) Transitions between sublattice or-
derings at finite temperature obtained by R-DMFT for a
cubic lattice (123 sites). Parameters are U12 = U + ∆12,
U13 = U23 = U −∆12/2, U = 12t.
the two-sublattice phases (CDW2 and CSAF) are pre-
ferred by thermal fluctuations, while three-sublattice or-
der (CDW1) is preferred by quantum fluctuations, which
is in perfect agreement with the reasoning in [17] based
on a semiclassical analysis. Note that we also performed
the R-DMFT analysis for the square lattice, which shows
the same structure of the phases as shown in Fig. 3 with
lower numerical values for all critical temperatures due
to the lower coordination number of the square lattice.
We can also make some important statements about
magnetic phases in the presence of different interspecies
interactions that can be realized in alkali atoms by means
of Feshbach resonances. First, it should be mentioned
that this asymmetry in interaction removes the degener-
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FIG. 4. (color online) Real-space total density and spin
density profiles obtained by DMFT in a cubic lattice for
anisotropic interaction strengths. Parameters are T = 4t,
Vi = 0.04t(ri/a)
2, where a is the lattice spacing; (a)–(b):
U12 = U13 = 20t, U23 = 40t, µ1 = 45t, µ2 = µ3 = 60t; (c)–
(d): U12 = U13 = 40t, U23 = 20t, µ1 = 60t, µ2 = µ3 = 45t.
acy in the two-sublattice ground states in the same way
as in the case of half filling studied in Ref. [16] (here,
the choice of the particular ground state is determined
by the ratio between different magnetic couplings J
‖
αβ).
Second, the observed suppression of critical temperatures
for magnetic ordering can be explained from the analysis
of the effective spin model described by Eq. (2). Note
that the CDW1 order involves all three magnetic cou-
plings J
‖
αβ , thus the critical temperature strongly de-
pends on the minimal magnetic coupling, which in the
asymmetric cases shown in Fig. 3 is lower than in the
SU(3)-symmetric case. The additional suppression of the
two-sublattice phases in the asymmetric regimes can be
explained by energetic arguments based on the analysis of
the term HˆU =
∑
i
∑
β>α Uαβnˆiαnˆiβ in Eq. (1). In fact,
the change of the interaction asymmetry by tuning only
the parameter ∆12 as in Fig. 3 leaves the eigenvalues of
HˆU unchanged in the paramagnetic region independently
of the ∆12 value (assuming that all the resulting Uαβ re-
main positive). But in the ordered region (CDW2 or
CSAF), the eigenvalues of HˆU are different for different
values of ∆12. In particular, the state CDW2 becomes
energetically penalized with an increase of ∆12 > 0 and
the state CSAF becomes less energetically favorable with
a decrease of ∆12 < 0.
Here, we note one more experimentally relevant ef-
fect originating from the asymmetry in the interaction
strengths Uαβ . The above-mentioned breaking of SU(3)
symmetry by means of Feshbach resonances can lead to
a strong separation of spin components in a harmonic
trap. In Fig. 4 we show this effect for a range of temper-
atures and asymmetries higher than considered above.
This choice is motivated by the current experimental
possibilities for the temperatures achievable in ultracold
fermionic mixtures. Furthermore, it allows us to exclude
any effects based on the superexchange processes. Nat-
urally, the mentioned spin separation also takes place at
lower temperatures with an even more pronounced sepa-
ration effect.
The asymmetry in the interaction strengths effectively
results in an additional spin-dependent trapping poten-
tial. Due to this mechanism, colorful Mott-shell struc-
tures consisting of a single or multiple components arise.
These structures are also interesting with respect to
spin-dependent dynamical properties and possible appli-
cations to many-body cooling, since they contain sig-
nificantly less entropy per particle than in the SU(3)-
symmetric case [6, 8]. The latter fact, in particular, could
help in experiments to reach and observe the ground-
state magnetic phases described above.
V. CONCLUSIONS
We studied finite-temperature properties of magnetic
long-range order in three-component mixtures of ultra-
cold fermions with repulsive interactions in optical lat-
tices by means of real-space dynamical mean-field the-
ory. We showed that at 1/3 band filling with increasing
temperature the system undergoes a sequence of thermal
phase transitions between different sublattice orderings,
which agrees in the limit U ≫ t with previous predic-
tions for the SU(3) Heisenberg model. We also studied
magnetic ordering in three-component mixtures with dif-
ferent interspecies interactions that can be realized in al-
kali atoms by means of Feshbach resonances. It is shown
that an asymmetric interaction of this type removes de-
generacy in two-sublattice orderings and leads to a sup-
pression of critical temperatures for both two- and three-
sublattice ordering.
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5Appendix A: Gell-Mann matrices and SU(3)
generators
The Gell-Mann matrices introduced in the main part
of the paper are defined as follows:
λ1 =

 0 1 01 0 0
0 0 0

 , λ2 =

 0 −i 0i 0 0
0 0 0

 ,
λ4 =

 0 0 10 0 0
1 0 0

 , λ5 =

 0 0 −i0 0 0
i 0 0

 ,
λ6 =

 0 0 00 0 1
0 1 0

 , λ7 =

 0 0 00 0 −i
0 i 0

 ,
λ3 =

 1 0 00 −1 0
0 0 0

 , λ8 = 1√
3

 1 0 00 1 0
0 0 −2

 .
Therefore, the introduced pseudospin operators Sˆk =
1
2
cˆ†αλkαβ cˆβ can be considered as the generators of the
SU(3) group, since the operator
Uˆ = exp
(
i
8∑
k=1
ϕkSˆk
)
performs special (detU = 1) unitary rotations in the cor-
responding space (ϕk are real numbers).
The pseudospin operators obey the commutation rela-
tions
[Sˆi, Sˆj ] = i
8∑
k=1
f ijkSˆk,
where the structure constants f ijk are completely anti-
symmetric in the three indices and have values
f123 = 1, f458 = f678 =
√
3/2,
f147 = f165 = f246 = f257 = f345 = f376 = 1/2,
while all other f ijk not related to these by permutation
are zero.
Appendix B: Effective pseudospin Hamiltonian
The effective pseudospin Hamiltonian given by Eq. (2)
provides important information about possible ground-
state magnetic phases in the system. For example, from
the first term with J
‖
αβ we note that, in order to minimize
the energy, the system prefers to have nearest-neighbor
sites occupied by different components (this corresponds
to easy-axis antiferromagnetic ordering). For complete-
ness, here we show the form of this Hamiltonian solely in
terms of the pseudospin operators Sˆk.
Using the expressions for the number operators at fill-
ing n ≡ ∑α nα = 1 (1/3 band filling) at given lattice
site i (a, b, c are the spin indices)
nˆa + nˆb =
2
3
nˆ+
2√
3
Sˆ8, nˆa − nˆb = 2Sˆ3,
nˆa + nˆc =
2
3
nˆ+ Sˆ3 − 1√
3
Sˆ8, nˆa − nˆc =
√
3Sˆ8 + Sˆ3,
nˆb + nˆc =
2
3
nˆ− Sˆ3 − 1√
3
Sˆ8, nˆb − nˆc =
√
3Sˆ8 − Sˆ3,
we can write Eq. (2) in the form
Hˆeff
=
∑
〈ij〉
[
J
‖
ab
(
Sˆ3iSˆ3j − 1
3
Sˆ8iSˆ8j
)
+ J⊥ab
(
Sˆ1iSˆ1j + Sˆ2iSˆ2j
)
+J‖ac
(
2
3
Sˆ8iSˆ8j +
2√
3
Sˆ3iSˆ8j
)
+ J⊥ac
(
Sˆ4iSˆ4j + Sˆ5iSˆ5j
)
+J
‖
bc
(
2
3
Sˆ8iSˆ8j − 2√
3
Sˆ3iSˆ8j
)
+ J⊥bc
(
Sˆ6iSˆ6j + Sˆ7iSˆ7j
)]
+
[
(µa − µb)− (J‖ac − J‖bc)/3
]∑
i
Sˆ3i
+
1√
3
[
(µa + µb − 2µc)− (2J‖ab − J‖ac − J‖bc)/3
]∑
i
Sˆ8i ,
(B1)
where J
‖
αβ = 2(t
2
α+t
2
β)/Uαβ and J
⊥
αβ = 4tαtβ/Uαβ. From
here we note that the asymmetry in interactions can addi-
tionally induce the effective magnetic field in the system
under study. This situation differs from two-component
mixtures, where the effective magnetic field can be in-
duced only by a finite chemical potential difference. In
numerical calculations for asymmetric cases, in order to
have balanced average occupation by each spin compo-
nent (n¯iα = 1/3 ∀α), we compensate the magnetic field
induced in this way by the corresponding difference in
chemical potentials.
In the case of complete SU(3) symmetry (tα = t, Uαβ =
U , µα = µ ∀α, β) it is easy to verify that the above
Hamiltonian reduces to the SU(3) Heisenberg model
Hˆeff = J
∑
〈ij〉
8∑
k=1
SˆkiSˆkj (B2)
with positive (antiferromagnetic) exchange coupling J =
4t2/U .
Appendix C: Experimental possibilities and
symmetry breakings in the Hamiltonian
From the effective Hamiltonians (2), (B1), and (B2)
we can draw several important conclusions about symme-
tries that are present or can be broken if one introduces
different interspecies interactions, imbalances in hopping
amplitudes, or chemical potentials.
6In the case of complete SU(3) symmetry one arrives at
the Heisenberg model without anisotropies in the mag-
netic couplings or effective magnetic fields induced by
differences in chemical potentials. The spontaneous sym-
metry breaking, which corresponds to the transition to
a magnetically-ordered (antiferromagnetic) state, gives
rise to six Goldstone modes in the system. With the
three-component mixtures of ultracold fermions in opti-
cal lattices one can reduce the SU(3) symmetry in the
Hamiltonian (thus suppressing the number of gapless ex-
citations) by three different mechanisms that can be ap-
plied independently or in a combination, if necessary.
First, if one introduces different chemical potentials
µα 6= µβ ∀α, β, but keeps all other parameters symmet-
ric, the system may prefer a canted configuration: the
net (non-staggered) magnetizations point along the direc-
tions λ3 and λ8. The easy-axis antiferromagnetic corre-
lations [described by the terms J
‖
αβ in Eqs. (2) and (B1)]
are thus suppressed and the system develops antiferro-
magnetic order along other quantization axes. There are
in general two gapless excitations [two continuous sym-
metries U(1)×U(1) generated by Sˆ3 and Sˆ8] in this state.
Note that in the special case when one effective magnetic
field is zero, e.g., µa = µb 6= µc, there are four continu-
ous symmetries [the corresponding group SU(2) × U(1)
generated by Sˆ1, Sˆ2, Sˆ3, and Sˆ8] in the Hamiltonian.
Second, the initial symmetry of the model can be bro-
ken by different hopping amplitudes tα 6= tβ ∀α, β (“com-
plete mass imbalance”). This reduces the symmetry of
the Hamiltonian in the same way as different chemical po-
tentials, leaving two (or four in the case of tα = tβ 6= tγ)
continuous symmetries. Here, the important difference is
in the ground states, since in the case of absence or suffi-
ciently weak effective magnetic fields the system prefers
easy-axis (“natural color”) antiferromagnetic order (note
that J
‖
αβ > J
⊥
αβ due to mass imbalance and the interac-
tion strengths are assumed symmetric, Uα,β = U ∀α, β).
These states may have significant advantages at finite
temperatures [38, 39], since in the case of complete mass
imbalance they have no gapless long-wave excitations.
Third, the interaction strengths Uαβ can be tuned by
Feshbach resonances or (and) using mixtures of different
atoms, isotopes, or metastable excited states of the same
atom. The symmetry breaking caused by asymmetric
interactions reduces the initial symmetry of the Hamil-
tonian to the same continuous groups as in the above
cases (here we consider µα = µβ ∀α, β). Note that the
asymmetry in interactions generates additional effective
magnetic fields [see Eq. (B1)]. Therefore, to make the
easy-axis antiferromagnetic correlations dominating (in
the case J
‖
αβ > J
⊥
αβ) or, at least, the same (in the case
J
‖
αβ = J
⊥
αβ), these fields must be compensated by the
corresponding differences in chemical potentials.
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