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The interplay of topology and interactions is at the heart of current condensed matter research.
In particular, intensive efforts are being directed towards engineering artificial systems displaying
topological excitations. Most of these efforts focus on single-particle properties neglecting possible
engineering routes via the modifications to the fundamental many-body interactions. Here we
propose a simple platform in which topologically non-trivial many-body states emerge solely from
dielectrically-engineered Coulomb interactions in an otherwise topologically trivial single-particle
band structure. We demonstrate how our proposal can be realized in one-dimensional systems, such
as quantum-dot chains, by exploiting Coulomb engineering, which has recently been applied to a
variety of two-dimensional materials. Our results put forward Coulomb engineering as a powerful
tool to create topological states of matter, with potential applications in a variety of solid-state
platforms.
Topology represents one of the most fertile fields in
modern condensed matter physics,[1–3] boosted by the
prediction and experimental realization of topological in-
sulators, ranging from quantum spin Hall insulators,[4]
to Chern insulators, topological superconductors,[5–7]
and topological crystalline insulators.[8, 9] Besides their
fundamental interest, these states are nowadays widely
discussed due to their potential impact to solid-state
technology, including low consumption electronics,[10]
spintronics[11] and topological quantum computing.[12]
The topological classification of non-interacting systems
continues to grow in recent years, with the recent exam-
ples of higher order topological insulators,[13, 14] non-
Hermitian topology,[15–17] fragile topological phases,[18,
19] quasi-periodic topology[20, 21] and random topologi-
cal systems.[22, 23] Remarkably, all these unconventional
states stem from single-particle phenomena, relying only
on properly engineered free-particle Hamiltonians.
Some of the most ground-breaking discoveries in con-
densed matter physics have been intimately related with
strong interactions, with the paradigmatic examples of
high-temperature superconductivity[24] and fractional
quantum Hall physics.[25, 26] Thus, it is not surprising
that the interplay of topology and correlation effects is
raising as one of the most enigmatic fields in modern con-
densed matter physics. Topological states associated to
interactions in topological Mott insulators[27] and Kondo
insulators[28, 29] represent first examples in this context.
In many instances, the role of interactions in generat-
ing topology is reduced to a mean-field single-particle
effect.[27–30] However, the potential genuine role of inter-
actions in topological systems, going beyond mean-field
single particle effects is still at a very early stage.
Here, we demonstrate that Coulomb-engineered lo-
cal interactions allow to induce a many-body topolog-
ical state of matter. Our mechanism puts forward a
paradigm to generate topological states purely driven by
electronic interactions without relying on conventional
FIG. 1. (a) Sketch of the proposed system: a linear chain of
quantum dots is deposited on a substrate that modulates the
local electronic interactions. The spatial modulation of the
substrate permitivity results in a spatially dependent environ-
mental screening, giving rise to site-dependent local Coulomb
interactions within the otherwise homogeneous quantum-dot
chain (b).
single-particle properties. Ultimately, we demonstrate
that this procedure allows to generate topological states
of matter that cannot be captured at the mean-field
electronic level, yielding a genuine many-body topologi-
cal state. These topological states result from imprint-
ing quasi-periodic structures to the local Coulomb in-
teractions Un only, without requiring modifications to
the topologically trivial single-particle dispersions. We
show how such a spatial structuring of the local interac-
tions can be achieved in experimentally realistic setups
based on quantum-dot arrays and by exploiting Coulomb
engineering[31–34] via structuring the substrate, as de-
picted in Fig. 1.
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2FIG. 2. Screening-induced mean-field topology: (a)
Bulk spectra as a function of the modulation frequency Ω,
and evolution of the spectra as a function of U˜ (b). (c,d) Full
spectra as a function of the pumping parameter φ for Ω = 0.4pi
(c) and Ω = 0.5pi (d). Panel (a) shows the emergence of
topological gaps, and panel (b) shows the emergence edge
states pumping through the gap. Red/blue denotes left/right
edge, the Fermi level is at E = 0.0 and the system half filled.
We choose U˜ = 6t, λ = 0.5 in (a,c,d), a chain length of 80
sites in (a-d), and Ω = 0.4pi in (b).
Screening-Induced Single-Particle Topology : To exem-
plify our proposal, we start with a model in which in-
teractions generate a topological state that can be un-
derstood on the single-particle level within a mean-field
framework. To this end, we consider a linear array of
quantum dots (QDs) with a single level per dot and spa-
tially modulated local Coulomb interactions. The corre-
sponding Hamiltonian reads
H =
∑
n,s
t c†n,scn+1,s +
∑
n
Un c
†
n,↑cn,↑c
†
n,↓cn,↓, (1)
where n is the QD site index, t the hopping amplitude
between neighbouring QDs and Un a spatially varying
local Coulomb repulsion of the form
Un = U˜ [1 + λ cos(Ωn+ φ)], (2)
which is periodically modulated around a constant U˜ .
Ω, φ, and λ are the modulation wavelength, phase, and
strength, respectively, which can be effectively controlled
by means of Coulomb engineering via spatially structured
substrates as we demonstrate later in the manuscript.
With these parameters, we are able to explore the full
phase space of possible Coulomb pattern-induced topo-
logical effects. We solve this model via a mean field
decoupling leading to the mean-field Hamiltonian H =
∑
n,s c
†
n,scn+1,s+
∑
n Un〈c†n,scn,s〉c†n,s¯cn,s¯. Assuming time
reversal symmetry, i.e. 〈c†n,↑cn,↑〉 = 〈c†n,↓cn,↓〉, the inter-
actions Un locally renormalize the onsite energies, fol-
lowing the modulation profile defined in Eq. 2. This
mean-field Hamiltonian is of the same form as a diagonal
Aubry-Andre-Harper model[35, 36] for electrons with a
non-zero charge average per site, that is known to have
edge states stemming from a parent two-dimensional Hall
state[37, 38]. In Fig. 1 a) we show the full bulk energy
spectrum of a QD chain with 80 sites as a function of Ω at
half-filling and using U˜ = 6t and λ = 0.5, which is clearly
gapped in certain regions. As shown in Fig. 1 b) for
Ω = 0.4pi, those gaps increase as U˜ is ramped up. These
gaps are of topological origin,[39] as depicted in Figs. 2
c) and d), where we show the mean-field spectrum as a
function of φ for Ω = 0.4pi and Ω = 0.6pi. In particular,
we see two edge modes (red/blue) that cross the gap as
φ is changed. Those states are topological modes of the
system, and stem from the non-trivial topological invari-
ant of the single-particle band-structure.[39] Thus, the
spatially modulated onsite Hubbard interactions are ca-
pable of generating topological non-trivial edge modes by
modulating the effective single-particle mean-field Hamil-
tonian. While this is a rather simple mechanism on the
effective single-particle level, it exemplifies that interac-
tions alone are able to induce non-trivial topology.
Screening-Induced Many-Body Topology: Another
more sophisticated scenario refers to the possibility to in-
duce non-trivial topological behaviour via dielectric engi-
neering in a regime with a topologically trivial mean-field
Hamiltonian. To this end, we propose a similar interact-
ing Hamiltonian as before, but with exactly one electron
per site:
H =
∑
n,s
t c†n,scn+1,s (3)
+
∑
n
Un
(
c†n,↑cn,↑ −
1
2
)(
c†n,↓cn,↓ −
1
2
)
.
This Hamiltonian can be understood as a non-uniform
Hubbard QD chain, in which each QD is biased so that
it is half filled. The corresponding mean-field decou-
pled Hamiltonian is by construction uniform Hmf =∑
n,s tc
†
n,scn+1,s and thus topologically trivial. To ex-
actly solve the interacting many-body problem defined
by the Hamiltonian in Eq. 3, we use the tensor network
formalism. For all φ the system remains non-magnetic
and half filled in every site 〈n〉 = 1. In the following we
analyze the dynamical spin response S(ω, n) defined by
S(ω, n) = 〈GS|Sznδ(ω − H + EGS)Szn|GS〉, that can be
measured with inelastic spectroscopy.[40] The resulting
spin responses at an edge of a chain with 30 sites are
shown in Figs. 3 a) and c) as a function of φ for different
Ω. In both situations we find modes pumping through
bulk excitation gaps. The latter are visible in the bulk
spin responses shown in Figs. 3 b) and d). These finite
3FIG. 3. Screening-induced many-body topology: spin
spectral function in the edge (a) and in the bulk (b) for Ω =
pi/
√
3. Spectral function in the edge (c) and in the bulk (d)
for Ω = pi/2. (e) Bulk spectral function as a function of
Ω, showing gaps at generic values of Ω. (f) Scaling of the
topological gap as a function of λ, showing an approximate
linear scaling. We took λ = 0.5 in (a-e) and U˜ = 6t (a-f) and
Ω = 0.4pi in (f).
spectral gaps are present for arbitrary modulation fre-
quencies Ω, as depicted in Fig. 3 e), leading to in-gap
edge excitations for generic Ω. In particular, the gap
in the bulk spin-spectral function is proportional to the
Hubbard modulation strength λ, as shown in Fig. 3 f).
We verified that such in-gap edge modes are robust to-
wards the presence of random disorder in the modulated
local Coulomb interaction Un or second neighbor inter-
dot hopping t′.
Many-body Origin of the Topological States: The
model of Eq. 3 is a many-body version of the Aubry-
Andre-Harper model as introduced in the previous sec-
tion. However, a mapping to the parent electronic two-
dimensional quantum Hall state cannot be performed due
to its genuine many-body nature. To anyway understand
how the engineered interactions are capable of creating
topological edge modes here, we explore the model in
the strong coupling limit, i.e. U˜  t. In this strongly
interacting limit, spin and charge degrees of freedom are
separated while every QD is still hosting one electron,
giving rise to gaped charge excitations decoupled from
the spin sector. This can be explicitly shown by per-
forming a Schrieffer-Wolff transformation of the Hamil-
tonian from Eq. 3 into spin operators yielding the ef-
fective Hamiltonian Heff =
∑
n Jn,n+1Sn · Sn+1, where
Sn are the S = 1/2 operators on each site, and Jn,n+1
is the effective exchange interaction that takes the form
Jn,n+1 = 2t
2
(
1
Un
+ 1Un+1
)
≈ 4t2
U˜
[1 − λ cos (Ωn+ φ)].
[41] This Hamiltonian realizes a quasi-periodic anti-
ferromagnetic S = 1/2 Heisenberg model,[42, 43] whose
ground state is a time-reversal symmetric singlet state.
Such a ground state is an entangled many-body state
that cannot be described as a classical symmetry bro-
ken anti-ferromagnetic state due to strong quantum fluc-
tuations. Its low-energy excitations have S = 1/2, in
contrast to S = 1 of classical magnets. A common ap-
proach to characterize these low-energy excitations is to
use a so-called parton Abrikosov fermion transformation
of the form Sαn =
∑
s,s′
1
2σ
α
s,s′f
†
n,sfn,s, where f
†
n,s and fn,s
are the creation and annihilation spinon operators.[44]
Using this to transform the operators in Heff followed
by a mean-field decoupling for the Abrokosov fermions,
we obtain an effective Hamiltonian of the form HeffP =∑
n,s γn,n+1f
†
n,sfn,s.[45] This effective Hamiltonian H
eff
P
describes fractionalized particles with S = 1/2 and no
charge, where the effective hoppings are proportional to
the exchange coupling of the parent Heisenberg model,
i.e. γn,n+1 ∼ Jn,n+1. HeffP thus again resembles an
off-diagonal spinon Aubry-Andre-Harper model, that can
be mapped to a two-dimensional quantum Hall state for
spinons. As a result, the effective Hamiltonian Heff
hosts non-trivial edge excitations, and so does the origi-
nal Hamiltonian from Eq. 3 in the strong-coupling limit,
resulting from the spatially patterned local interactions.
Local Coulomb Engineering: After establishing the
concept of Coulomb-engineered topology in 1D systems,
we now turn to the question about its feasibility. While
1D tight-binding like chains have been regularly created,
analysed, and studied in the past using, e.g., metallic
nano spheres [46, 47], quantum dots [48, 49], and even
single atoms [50, 51], spatially pattered Hubbard models
with local Coulomb interactions of the form defined in
Eq. 2 have not been created yet. Thus, we will focus in
the following on how this structure of Un can be achieved
using substrate-screening effects.
The local Coulomb interactions used in the Hubbard
models from above are (partially screened) Coulomb
operator matrix elements evaluated in a single-orbital
Wannier basis ψ(r) given by Un =
∫ ∫
dr dr′ |ψ(r −
rn)|2|ψ(r′ − rn)|2 U(r, r′). In the following, we will ap-
proximate these elements by Un ≈ eΦn(~δ), where Φn(~x)
is the classical electrostatic potential of an electron (point
charge) with charge e localized at the Wannier state n
felt by a second electron in its close vicinity at distance
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FIG. 4. Local Coulomb engineering. Local Coulomb in-
teraction Un controlled by (a) homogeneous and (b) hetero-
geneous dielectric substrates. (c)-(d) Upper and lower limits
of the Coulomb modulation strength λmax estimated from
homogeneous and heterogeneous substrates for different δ/h
ratios and εmin = 3. (g) Example Un profile corresponding
to U˜ = 3 eV, λ = 0.25, Ω = φ = 0.4pi which could be realized
with a patterned substrate as illustrated in the sketch below.
~δ, as depicted in Fig. 4 a). Note, that this kind of clas-
sical modeling can also be utilized in a multi-orbital sce-
nario using the Wannier Function Continuum Electro-
statics approach from Ref. 52. Here the screening effects
of a homogeneous substrate can readily be calculated us-
ing the concept of image charges, as described in the
Methods section. Doing so, Uhomn is fully defined by the
effective Wannier-orbital spread δ and the dot-substrate
separation h. In Fig. 4 a) we show a single Uhom(εsub) for
different δ and h as a function of the substrate screening
constant εsub and for a background ε0 = 2. The un-
screened (bare) value of the local Coulomb interaction is
defined by δ, whereas h controls its vulnerability to εsub.
[53] We see that the local Coulomb interaction can be
significantly modulated by changes to the homogeneous
substrate screening.
As shown in the previous section, the key element of
our Coulomb-engineered topology proposal is, however,
a spatial modulation of the local interactions Un. To
achieve this, we propose to spatially structure the sub-
strate screening. A corresponding heterogeneous setup
with just one dielectric interface in the substrate is de-
picted in Fig. 4 b). Here, we we approximate the result-
ing potential Φ(~x) with a multi-image-charge ansatz to
fulfill the necessary boundary conditions (see Methods
for more details). Fig. 4 b) shows a corresponding ex-
ample in form of Uhet(εLsub, ε
R
sub) for δ/h = 1. [54] We
present data for εRsub = ε
L
sub (homogeneous substrate),
εRsub = 2, and ε
R
sub = 10, from which we we see that the
homogeneous solution smoothly interpolates between the
two heterogeneous situations for εLsub ∈ [2, 10]. As ex-
pected, Uhet(εLsub, ε
R
sub = 2) is always the largest due
to the reduced screening from the right side of the sub-
strate, while Uhet(εLsub, ε
R
sub = 10) is the smallest for
εLsub ∈ [2, 10]. Most importantly, we find that there are
just minor quantitative changes to the local Coulomb in-
teraction screened by εLsub with ε
R
sub being different in
the close vicinity. We can thus conclude that periodi-
cally patterned substrate screening functions with addi-
tional dielectric interfaces will not qualitatively affect the
local substrate screening properties from the immediate
surrounding.
Estimate of the Coulomb Modulation Strength: As de-
scribed above and shown in Fig. 3 f), the topological gap
in the spin spectral function is proportional to t2λ/U˜ .
The Coulomb modulation strength λ thus plays a signifi-
cant role for our proposal as it maximizes the topological
gap and thus protects the topological character of the sys-
tem against perturbations. To estimate the maximal pos-
sible modulation strength we set Ω and φ to 0 in Eq. 2 and
define λmax =
Umax
Uave
− 1 = ∆UUave with ∆U = Umax−Umin
and Uave = (Umax + Umin)/2. I.e., λmax is defined
by the the maximally and minimally achievable local
interactions. For the homogeneous substrate we can
calculate λhommax by defining Umax = U
hom(εmin) and
Umin = U
hom(εmax) with εmin < εmax. In Fig. 4 c)
we show the resulting values for fixed εmin = 3. λ
hom
max
steadily increases with the dielectric contrast ∆ε, which
is driven by the enhacement of ∆U (due to the reduc-
tion of Umin) upon increasing εmax. Additionally, λ
hom
max
increases with the δ/h ratio, which results from a de-
creased Uave for increased δ and the enhanced substrate-
screening vulnerability of Uhom upon decreasing h. λhommax
is thus maximized by a large dielectric contrasts and large
δ/h ratios.
These homogeneous λhommax are, however, just upper
limits. In a more realistic setting, Umax and Umin
might result from a heterogeneous substrate with addi-
tional dielectric interfaces as depicted in the sketch of
Fig. 4 e). To estimate λhetmax in such a setting we imag-
ine the transition from Umax to Umin taking place within
three lattice sites and set Umax = U
het(εmin, εmid) and
Umin = U
het(εmax, εmid) with εmid = εmin + ∆ε/2. The
5resulting values are shown in Fig. 4 d). Due to the ad-
ditional dielectric interface in the substrate, ∆U is de-
creased so that λhetmax is overall smaller than λ
hom
max, but
behaves otherwise similar. For δ = 2 A˚ (orange and red
dots) λhetmax represents the lower limit since the interface
is positioned here at y0 = δ = 2 A˚. By increasing y0
λhetmax approaches the upper limit λ
hom
max. The optimal pa-
rameter regime to realize screening-induced many-body
topology is thus defined by small QD heights h, large QD
diameters δ, large QD separations y0, and large dielectric
contrasts ∆ε to increase λmax (and thus the topological
gap).
Defining the Coulomb Modulation Period and Phase:
One possibility to define Ω and φ is to discretize the sub-
strate screening function according to the lattice spacing
and to choose the piece-wise defined εn so that a cosine-
like pattern is generated, as illustrated for Ω = 0.4pi
and φ = 0.4pi in Fig. 4 d). Although it is certainly a
non-trivial task to create such dielectric patterns, we ex-
pect that lithographic approaches, atomically controlled
grown materials using epitaxy techniques, or moire´ pat-
terns are capable of doing so. Importantly, due to the
topological protection of the induced non-trivial states,
perturbations to this screening-induced Un patterns by
defects or impurities or from smeared-out dielectric in-
terfaces in the structured substrate, will not affect the
result. Thus, we expect the proposed screening-induced
topological states to be rather stable.
Conclusions: We have demonstrated that topological
states of matter can be induced by engineering the screen-
ing environment of an electronic system. Our proposal
compares with conventional schemes that rely on engi-
neering single-particle physics, demonstrating that en-
gineered electronic interactions are a powerful comple-
mentary tool for exploring novel quantum states. Our
Coulomb-engineered topological states can emerge from
both situations, those which can be fully understood on
a mean-field level and those which must be explained in
a pure many-body framework. We verify our proposal
with the help of exact numerical calculations based on
mean-field models for the former, and many-body tensor
network techniques for the latter. Finally, we find from
approximate solutions of the Poisson equation in realis-
tic settings that the substrate screening can be strong
enough to observe the proposed screening-induced states
in experiments. Our results put forward a new method to
create topological states of matter based on engineered
interactions, providing a stepping stone to exploit dielec-
tric engineering to realize exotic quantum states and to
bring many-body physics closer to the fascinating field of
topology.
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Methods:
Tensor Network: We exactly solve the many-body
FIG. 5. Robustness of the edge modes: a) Spectral func-
tion of the edge for a finite second neighbor hopping, and b)
with a finite random disorder in the local interactions, show-
ing that the topological edge modes survive those perturba-
tions. We took U˜ = 6t and Ω = pi/
√
3.
problems from the main text with the help of the ker-
nel polynomial tensor network formalism.[55–60] Within
the latter we expand the spectral function in terms of
Chebyshev polynomials, whose coefficients can be effi-
ciently computed using a recursion relation between ten-
sor network wave functions. S(n, ω) is subsequently rep-
resented in terms of N Chebyshev polynomials Tk(ω)
as S(ω, n) = 1
pi
√
1−ω2
(
µ0 + 2
∑N
k=1 µkTk(ω)
)
. The co-
efficients µk are defined by µk = 〈GS|SznTk(H)Szn|GS〉,
which can be efficiently computed using the Chebyshev
recursion relations. Once the first N/2 moments are
computed, we use an autoregressive algorithm[61] to pre-
dict the next N/2 moments and reconstruct the spectral
function using a Jackson kernel.[62] The autoregressive
model halve the calculation costs and the Jackson ker-
nel quenches Gibbs oscillations. This formalism allows to
compute dynamical response functions of the many-body
system directly in frequency space, without requiring any
time evolution.
Robustness of the Edge Modes: Here we show how the
topological edge modes are found to be robust against
perturbations of the many-body Hamiltonian from Eq. 3.
In particular we explore two different perturbations that
are especially relevant for the experimental realization:
second neighbor hopping and disorder in the interactions.
First, the nearest neighbor hopping model from Eq. 3 is
expected to be an approximation to the real system, as a
finite overlap between second neighbor sites is expected.
We capture this by adding a perturbation of the form
HNNN = tNNN
∑
n,s c
†
i,sci+2,s + h.c.. In Fig. 5 a) we
show the spectral function at the edge under the influence
of this additional perturbation for tNNN = 0.1t, showing
that the in-gap modes survive. Second, as our proposal
requires to engineer different dielectric environments for
each dot, defects in the fabrication are expected giving
rise to imperfect interaction profiles. This can be cap-
tured by adding to the Hamiltonian from Eq. 3 a term
6of the form HW =
∑
nWn
(
c†n,↑cn,↑ − 12
)(
c†n,↓cn,↓ − 12
)
where Wn are site-dependent random numbers. We show
in Fig. 5 b) the spectral function at the edge includ-
ing this onsite Coulomb disorder for Wn ∈ (−0.3t, 0.3t),
showing that the in-gap edge modes again survive disor-
der. These results highlight the robustness of the edge
modes towards perturbations that are likely to present in
the experimental setup.
Poisson Solver: To calculate the substrate-screened lo-
cal Coulomb interactions Un = eΦ(δ) we use the concept
of image charges. In the case of a simple homogeneous
substrate, as depicted in Fig. 4 a), we can choose an
ansatz of the form
Φ(~x) =
{
1
ε0
q00
|~q00−~x| +
1
ε0
q01
|~q01−~x| for y ≥ 0
1
εsub
q11
|~q11−~x| for y < 0
, (4)
where q00 and ~q00 are the charge and position of the
source charge, and q01, q11, ~q01, and ~q11 are the charges
and positions of the image charges. This potential needs
to solve the Poisson equation in each εi region, i.e.
∆Φ(~x) =
{
ρ(~x)
ε0
for y ≥ 0
0 for y < 0
, (5)
where ρ(~x) is the point-charge density of the source
charge q00, and must full fill the boundary conditions
Φ(~xy+) = Φ(~xy−) (6)
ε0
∂Φ(~xy+)
∂y
= εsub
∂Φ(~xy−)
∂y
(7)
at the dielectric interface defined by y = 0. By exploiting
the full rotational symmetry around the y-axis (through
the source charge), we can readily fix ~q01 to the y = 0-
plane mirrored position of ~q00 and choose ~q11 = ~q00. Sub-
sequently q01 and q11 are fixed by the boundary condi-
tions yielding
q01 =
ε0 − εsub
ε0 + εsub
q00, (8)
q11 = q01 − q00. (9)
Thus, in the case of a homogeneous substrate the influ-
ence of εsub to the local Coulomb interaction Un can be
calculated analytically. As soon as there is an additional
dielectric interface in the substrate, as in the heteroge-
neous case depicted in Fig. 4 b), we cannot find an ana-
lytic solution any more. In order to estimate the impact
of this heterogeneous substrate screening, we construct
an approximate solution from a multiple image charge
ansatz of the form
Φ(~x) =

1
ε0
q00
|~q00−~x| +
1
ε0
∑2N
i
q0i
|~q0i−~x| , y ≥ 0
1
εLsub
∑N
i
q1i
|~q1i−~x| , y < 0, x ≤ 0
1
εRsub
∑N
i
q2i
|~q2i−~x| , y < 0, x > 0
,
(10)
which is supposed to solve the Poisson equation given
in Eq. (5) with the boundary conditions at the y = 0
interfaces
Φ(~xy+) = Φ(~xy−) y = 0 (11)
ε0
∂Φ(~xy+)
∂y
= εLsub
∂Φ(~xy−)
∂y
y = 0, x ≤ 0 (12)
ε0
∂Φ(~xy+)
∂y
= εRsub
∂Φ(~xy−)
∂y
y = 0, x > 0 (13)
and at the x = 0 interface in the substrate
Φ(~xx+) = Φ(~xx−) y < 0, x = 0 (14)
εLsub
∂Φ(~xx+)
∂x
= εRsub
∂Φ(~xx−)
∂x
y < 0, x = 0. (15)
If we fix all image charge positions we can use the 4N
image charges q(0,1,2)i to fulfill 4N boundary conditions
at discrete interface positions ~xi. The resulting linear
equation system is well defined and has a unique solution.
Here, however, we reformulate the Poisson equation into
a minimization problem of the form
minq(0,1,2)i
∥∥∥∥ ∆Φ(~x)− ρ(~x)ε0 for y ≥ 0.0∆Φ(~x) for y < 0.0
∥∥∥∥ , (16)
using the boundary conditions from Eqs. (11-15) to define
constraints for the minimization. This relaxes the one-to-
one correspondence between the number of image charges
and the number of discrete boundary conditions.
Numerically, we use the Sequential Least SQuares Pro-
gramming (SLSQP) algorithm [63] as implemented in the
Scipy minimization package. We use 5 × 2 × 5 image
charges per substrate region (i.e. 100 in total), separated
by (dx, dy, dz) = (4, 4, 4) A˚ and distributed as indicated
in Fig. 6, and 182 boundary condition points at the y = 0
interface and 130 points at the x = 0 interface distributed
as also indicated in Fig. 6. To minimize the function de-
fined in Eq. (16) we evaluate the Poisson equation on a
discrete grid of 18 points in the x/z plane slightly below
the source charge (see Fig. 6). The source charge is po-
sitioned at ~q00 = (h, y0 = −2, 0) (with variable distance
h to the y = 0 interface and fixed position relative to the
vertical interface in the substrate) and its potential is ap-
proximated using a three-dimensional Gauss function of
the form
ρ(~x) =
q00
σ3(2pi)3/2
exp
(
− (~q00 − ~x)
2
σ2
)
(17)
with σ = 0.15 A˚. Finally, Un = eΦ(~δ) is evaluated using
eq00 ≈ 14.39 eVA˚ and ~δ = ~q00 + (δ, 0, 0) with variable δ.
In Fig. 6 we show a corresponding example result for
ε0 = 2, ε
L
sub = 4, ε
R
sub = 10, h = 2 A˚ , and δ = |y0| = 2 A˚.
In this situation we would a priori expect to see equipo-
tential lines with small kinks at the ε0/ε
L
sub boundary
and with enhanced kinks at the interfaces to the εRsub
7area, which is approximately the case in our numeri-
cal estimate. Furthermore, we see that these boundary
conditions are also approximately full filled between the
discrete boundary positions in the vicinity of the source
charge (red dot). Further away, we, however, also find de-
viations to this. We thus expect our numerical solution
to by approximately valid in the vicinity of the source
charge, which is enough to estimate the local Coulomb
interaction.
As an important benchmark for the chosen numerical
parameters and as a sanity check, we need to reproduce
the analytical potential in the case of a homogeneous
substrate, i.e. εLsub = ε
R
sub, which is approximately the
case as we can see from Fig. 4 b) at εRsub = 2 (dotted
line) and εRsub = 10 (dashed line).
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