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Abstract
We develop the exact WKB analysis of an M2P1T (merging two sim-
ple poles and one simple turning point) Schrodinger equation. In Part II,
using a WKB-theoretic transformation to the algebraic Mathieu equation
constructed in Part I, we calculate the alien derivative of its Borel trans-
formed WKB solutions at each xed singular point relevant to the simple
poles through the analysis of Borel transformed WKB solutions of the Leg-
endre equations. In the course of the calculation of the alien derivative we
make full use of microdierential operators whose symbols are given by the
innite series that appear in the coecients of the algebraic Mathieu equation
and the Legendre equation.
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0. Introduction
As is mentioned in Part I, our purpose is to develop the exact WKB







 = 0 ( : a large parameter)
when the potential Q contains merging two simple poles and one turning
point. The primary aim is to study the analytic structure of its Borel trans-
formed WKB solutions near xed singular points relevant to the two simple
poles contained in the potential Q. In Part I, we have shown that an M2P1T
equation can be transformed to the Mathieu equation. In this Part II, using
the transformation to the Mathieu equation constructed in Part I, we calcu-
late the alien derivative of Borel transformed WKB solutions of an M2P1T
equation at each xed singular point relevant to the two simple poles. Note
that the Mathieu equation discussed in Part I contains two innite series in
its coecients. The appearance of these innite series connotes the necessity
of employing microdierential operators and the growth order conditions on
them given in Part I guarantee the existence of such microdierential oper-
ators.
In addition to the transformation constructed in Part I, to separate out
the simple turning point of the Mathieu equation from the simple poles so
that we may make use of the results of Koike ([Ko]), we consider a WKB-




















 k with  k(a;A;B) satisfying ap-
propriate growth order conditions
and
(0.4) (a) are holomorphic functions at a = 0,
near two simple poles and we let the parameter B contained in the Mathieu
equation suciently small. (Note that the parameter B corresponds to the
2
parameter  contained in the potential of an M2P1T equation; see [Part I,
Denition 1.1].) As its consequence, we will obtain our main theorem (Theo-
rem 4.2 in Section 4), which explicitly describes the alien derivative of Borel
transformed WKB solutions of an M2P1T equation at each xed singular
point relevant to merging two simple poles.
The main results in this article were announced in [KKT].
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1. Reduction of the Mathieu equation to the Legendre equation
near its simple poles
The main purpose of this section is to construct a transformation that































on a neighborhood of the line segment connecting two simple poles at x = a.
We note that introducing the large parameter  as in (1.2) to the classical
Legendre equation is a natural one from the WKB-theoretic viewpoint; an
elementary evidence for the naturalness is given by the fact that the WKB





















([Er, vol.I, p.150])). This naturalness seems to have enabled Koike ([Ko])
to nd the explicit form of the Voros coecient for (1.2), of which we will
make essential use in Section 3. However, there is one technical problem
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with the equation (1.2); it contains a term with degree 1 in . Although the
appearance of degree 1 (or, more generally, an odd degree part) in  is natural
from the viewpoint of the general theory of simple-pole type operators (cf.
e.g. [KKoT]), it is somewhat unhandy in this paper; the equations we are
dealing with in this paper contain only even degree terms in . Hence, as an















which can be smoothly related with (1.1). We will show the WKB-theoretic
equivalence of (1.2) and (1.4) later in Proposition 1.1. Thus our rst task is
to construct the transformation series











so that they satisfy
aA+ xB


























In order to attain the required reduction of the Mathieu equation to the
Legendre equation near its simple poles, we need several delicate properties
of the series including their domains of denition and estimates. Hence the
precise target is to prove the following








for some constants r1 > 1 and r2 > 0 such that z(x; a; A;B; ) and  (a;A;B; )
respectively given by (1.5) and (1.6) satisfy (1.7) and the following conditions
there:
(1.9) the function z0(x; a; A;B) of x is injective on Dr1jaj = fx 2 C :
jxj < r1jajg for xed a;A and B,




(x; a; A;B) 6= 0:
Furthermore they satisfy the following estimates: for any h > 0 we can take
suciently small  > 0 so that
jz2n(x; a; A;B)j  (2n)!hnjaAj n;(1.12)
j 2n(a;A;B)j  (2n)!hnjaAj n(1.13)
hold on E2r1; for n  1.
In order to explain the geometric meaning of Theorem 1.1, we give some
remarks before beginning its proof.
Remark 1.1. Since the two simple poles of (1.1) are contained in Dr1jaj, The-
orem 1.1 guarantees that the reduction of (1.1) to (1.4) is successful on a
full neighborhood of the line segment joining these two poles. On the other
hand, Theorem 1.1 does not say anything about the simple turning point of
(1.1).
Remark 1.2. Two simple poles at x = a and the simple turning point at
x =  aA=B all merge at the origin when a tends to 0. But, by taking B=A
suciently small, we can regard that the turning point is suciently far away
from the two simple poles in the scale of a.













1 + ~x ~B









Hence if we construct











so that they satisfy
1 + ~x ~B


































Therefore it suces to show the following properties of ~z and ~ :





(~x; ~B) 2 C2 :
j~xj  r1; j ~Bj  r2
	
for some positive constants r1 > 1 and r2 > 0,
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(1.25) the function ~z0(~x; ~B) of ~x is injective on Dr1 = f~x 2 C : j~xj  r1g
for xed ~B with j ~Bj  r2,




(~x; ~B) 6= 0 on Dr1
and they satisfy the following estimates: for any h > 0 we can take suciently
small  > 0 so that
j~ 2n( ~B)j  (2n)!hn;(1.28)
j~z2n(~x; ~B)j  (2n)!hn(1.29)
hold on ~E2r1; for n  1.
We rst show (1.25), (1.26) and (1.27). Comparing the coecients of ~0
of (1.21), we nd that ~z0 and ~ 0 satisfy








Therefore we take ~z0 and ~ 0 as follows:
















1 + ~x ~B
1  ~x2 d~x:(1.32)
From (1.31) and (1.32), we immediately nd that
~z0(~x; 0) = ~x;(1.33) q
~ 0(0) = 1(1.34)
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and (1.26) hold. Let r1 > 1 be a constant. Then, for any positive constant ",










 ; j~ 0( ~B)  1j < ":(1.35)
Therefore, for any y 2 ~z0( ~E2r1;), we nd j~x  yj > " holds on f~x 2 C : j~xj =
r1+2"g and hence, appealing to Rouche's theorem, we nd that (1.25) holds
for r2 < . Note that (1.27) follows also from (1.35).
Next we show (1.24). Comparing the coecients of ~ 2n (n  1) of (1.21),






























k  n   1). Multiplying both sides of (1.36) by (~z20   1)=(2~ 0@~z0=@~x), we











































Then, to simplify the expression of 2n (n  2) and also the discussion given
below, we introduce y2k(~x; ~B) (k = 0; 1;    ) by
y0(~x; ~B) =
~z20(~x; ~B)  1







~z2l(~x; ~B)~z2(k l)(~x; ~B) (k  1):(1.40)




~ 2ny2n(~x; ~B) = ~z2(~x; ~B; ~)  1:(1.41)
Further we use the following notation: for a multi-index ~ = (1; 2;    ; )








X1   X =
8><>:
1 for  = 0X
j~j=k
j1
X1   X for   1:




































































































































































( 1)(+ 1) ~z21    ~z2
(~z0 + 1)
:































Now we inductively conrm that (~z2n(~x; ~B); ~ 2n( ~B)) (n  1) satisfy (1.24),
(1.37) and
~z2n(1; ~B) = 0:(1.50)
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We rst conrm that (~z2(~x; ~B); ~ 2( ~B)) satises (1.24) and (1.50). From (1.27)
we immediately see that f~z0; ~xg is holomorphic on ~E2r1;r2 . Furthermore, using

























is holomorphic at ~x = 1 and hence on ~E2r1;r2 . By the same reasoning, the


























is also holomorphic on ~E2r1;r2 . In conclusion 2 is holomorphic on
~E2r1;r2 . It is
clear from the representation (1.48) (resp. (1.49)) of ~ 2 (resp. ~z2) that they
are holomorphic and satisfy (1.37) and (1.50) on ~E2r1;r2 .
Next we conrm that (~z2n; ~ 2n) satises (1.24), (1.37) and (1.50) under
the assumption that (~z2k; ~ 2k) (1  k  n   1) satisfy these properties. By
the same reasoning as the case of n = 1, it suces to show that 2n is
holomorphic on ~E2r1;r2 . We rst note that, since ~z0 satises (1.25) and (1.26),
y0 is holomorphic and satises
y0(~x; ~B) 6= 0 on ~E2r1;r2 :(1.53)
Further the holomorphy of y2k (1  k  n   1) follows from the induction





from the induction hypothesis also. On the other hand the seeming poles at
~x = a that appear in (1.47) are cancelled out thanks to [Part I, Lemma
C.1], and hence 
(3)
2n is holomorphic on ~E
2
r1;r2
. (Indeed, we can apply [Part I,
Lemma C.1] with w0 = ~z01 and wk = ~z2k (k = 1; 2;    ) in this case.) Thus,
we nd that 2n is holomorphic on ~E
2
r1;r2
. Then the induction proceeds, and
hence we obtain (1.24) and (1.50) for n  1.
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Now we embark on the proof of the estimates (1.28) and (1.29). Let N
be an arbitrarily large natural number. In order to derive these estimates,









and we consider a holomorphic function g(~x) on DN = f~x 2 C : j~xj  Ng as
a holomorphic function g(NN) on f 2 C : jj  1g.
Remark 1.3. As we will see below, to obtain (1.28) and (1.29) for arbitrarily
small h, we will let N suciently large so that (1.65) holds. Then DN
becomes larger and larger as N increases. Still, the same reasoning as in the
proof of (1.24), (1.25) and (1.27) guarantee that,
(1.55) for arbitrary large N , we can take  > 0 suciently small so that
~z2n(~x; ~B) (n = 0; 1; 2;    ) are holomorphic on ~E2N;.
In what follows, we use the following notation: for a holomorphic function




for 0 < " < 1. Then our task is to show the following
Lemma 1.1. There exist positive constants C0(< 1) and C1 such that, for
arbitrarily large natural number N , we can take a suciently small positive
constant  (depending on N) so that the following estimates hold for j ~Bj  
and 0 < "  (2N) 1 logN : for 1  k  N   1,
j~ 2kj  C0Nk N("N) 2k(2k)!(C1 logN)k;(1.57)
k~z2kkf"g  C0Nk+1 N("N) 2k(2k)!(C1 logN)k;(1.58) d~z2kd~x

f"g




and for k  N ,
j~ 2kj  C0N 1("N) 2k(2k)!(C1 logN)k;(1.61)
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k~z2kkf"g  C0("N) 2k(2k)!(C1 logN)k;(1.62) d~z2kd~x

f"g




As the proof of Lemma 1.1 is delicate and lengthy, we describe its role in
our whole reasoning before proving it; the proof of Lemma 1.1 will be given
after we explain its role. Now a crucial point is that the estimate (1.28)
(resp. (1.29)) we want to prove follows from (1.57) and (1.61) (resp. (1.58)
and (1.62)). This can be conrmed in the following manner: Let h > 0 be




By taking " = (2N) 1 logN , we obtain the following estimates from (1.57)
and (1.61) for n  1:





for j ~Bj  , where  is a positive constant appearing in Lemma 1.1. By the
same way, we obtain the following estimates from (1.58) and (1.62):





for jj  1   (2N) 1 logN and j ~Bj  . Here we note that, for suciently
large N ,
(1.68) j~xj  N1=2=2 holds when jj = 1  (2N) 1 logN .


















holds for suciently large N . Thus we can assume that (1.67) holds for
j~xj  N1=2=2. Hence, by taking N so that it satises r1  N1=2=2 and (1.65),
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we obtain (1.28) and (1.29). In conclusion, we obtain Theorem 1.1. Thus
the proof of Theorem 1.1 will be completed if we verify Lemma 1.1.
Proof of Lemma 1.1. To begin with we conrm that (1.57)  (1.60) hold for
k = 1. We rst show that 2 satises the following estimates: there exists a
positive constant ~C0 such that, for an arbitrary positive constant p > 1, we
can take a positive constant  so that
sup
j~xjN
j2(~x; ~B)j  ~C0N p+1(1.70)
holds for j ~Bj  .
Remark 1.4. As (1.33) and (1.34) indicate, we readily nd
(1.71) 2n(~x; 0) = 0 for n  1:
Therefore it is natural to expect that (1.70) holds by taking  suciently
small depending on N and p.
Indeed, by taking  > 0 suciently small, we may assume that ~ 0; y0 and
d~z0=d~x are holomorphic on ~E
2
N+Np;. Furthermore, since
~ 0(0) = y0(~x; 0) =










holds. We x ~B in the disc f ~B : j ~Bj  g. Then we obtain the following




  2(j   1)!N (j 1)p:(1.73)








on DN . In what follows, we x p at N + 2 and take  suciently small so
that (1.70) holds.
Next we derive the estimates of (1.51) on DN . Since (1.51) is holomorphic
on DN , appealing to the maximum modulus principle, it suces to estimate
(1.51) on the boundary @DN of DN . Further, since g(x) is holomorphic at
the origin, we can assume that
jg(a)j  ~C1(1.75)
holds for some positive constant ~C1. From the representation








































Here we note that it follows from (1.73) that the following estimates hold on







  2(N + 1)2N   1 N p:(1.78)
Further, by taking  suciently small, we may assume that (1.35) holds with
" = 1=2 on DN , and hence,
N   3
2
 j~z0  1j  N + 3
2
(1.79)
holds on @DN . Then, combining (1.75), (1.78) and (1.79), we obtain the
following estimates of (1.51):
sup
j~xj=N














N   1 N
 p +
2(N + 1)2





By the same reasoning, we obtain the same estimates with (1.80) for (1.52).
Therefore, combining (1.72), (1.74), (1.79) and (1.80), we obtain (1.70).
Now we derive (1.57)  (1.60) from (1.70) for k = 1. Since 0 < " 
(2N) 1 logN , (1.57) for k = 1 immediately follows from the representation
(1.48) of ~ 2, (1.70) for C1  (C0) 1 ~C0 as follows:














 C0N p+2("N) 22!(C0) 1 ~C0 logN:
Next we consider the estimates of ~z2. Since ~z2 is holomorphic on DN , it
suces to estimate it for ~x 2 @DN . We obtain the following estimates from
(1.49) and (1.70) for ~x 2 @DN \ fRe~x  0g:
j~z2(~x; ~B)j(1.82)










 5(2N + 3) ~C0N p+1 ~C2 logN
 20 ~C0 ~C2N p+2 logN
 C0N p+4("N) 22!(C0) 15 ~C0 ~C2 logN;
where the integration path is taken as a straight line segment that connects 1
and ~x; thus this choice of the integration path together with the assumption






j1  ~z20 j 1=2jd~z0j  ~C2 logN;(1.83)
where ~C2 is a positive constant that is independent of N . Using the second
representation of (1.49), we nd that ~z2 satises the same estimates with
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(1.82) for ~x 2 @DN\f Re~x  0g. Therefore (1.82) holds onDN . Then, since
jNN j  N for jj  1   ", by taking C1  (C0) 15 ~C0 ~C2, we immediately
have (1.58) for k = 1. Further, from (1.37), (1.70), (1.81) and (1.82), we
obtain the following estimates on DN :@~z2@~x




 N + 1=2
(N   3=2)240
~C0 ~C2N
 p+2 logN + 16 ~C0N p+1 + ~C0N p+1
 ~C0(320 ~C2 logN + 17)N p+1
 C0N p+3("N) 22!(2C0) 1 ~C0(320 ~C2 + 17) logN:
Therefore, by taking C1  (2C0) 1 ~C0(320 ~C2+17), we obtain (1.59) for k = 1.
Finally, from (1.40) and (1.82), we obtain the following estimates on DN :
jy2j 
 2~z0~x2   1
 j~z2j(1.85)




 C0N p+3("N) 22!(C0) 1 ~C0160 ~C2 logN:
Hence we obtain (1.60) for k = 1 with C1  (C0) 1 ~C0160 ~C2. In conclusion,
we obtain (1.57)  (1.60) for k = 1. Here we remark that, from the discussion
above,
(1.86) we can take C0 > 0 arbitrarily small by taking C1 suciently
large.
Next we show (1.57)  (1.60) for k = n (2  n  N   1) under the
assumption that these estimates hold for 1  k  n   1. We rst conrm
the following estimates:
k2nkf"g  ~C0C20Nn N("N) 2n(2n)!Cn1 (logN)n 1;(1.87)
where ~C0 is a positive constant that is independent of n, N and ". Let us
consider the rst term of 
(1)
2n . From [Part I, Lemma 1.2.2] and the induction
17







































(2n  + 1)!Nn N("N) 2n(C1 logN)n






 16e4C0C20Nn 2N("N) 2n(2n  1)!(C1 logN)n:
Here we note that the same reasoning as in (1.88) entails the following esti-











Next we consider the second term of 
(1)
2n . Since at least two of kj's are non-
zero, the factor C0N
 N appears at least twice in the estimation of the term.
For example, the following part of the term with k2 = k3 = 0 is one of the














 8e4C0C20Nn 2N("N) 2n(2n  1)!(C1 logN)n:
On the other hand, when at least three of k1;    ; k4 are non-zero, the factor
C0N
 N appears at least three times. Then, since C0N N  1, we obtain
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better estimates than (1.90) for these terms. Therefore the second term of

(1)






















 ~C0C20Nn 2N("N) 2n(2n  1)!(C1 logN)n:
Finally, since j~z20   1j  (j~xj   3=2)2  N=8 holds for jj = 1   " (0 < " 
(2N) 1 logN) (cf. (1.68) and (1.79)), the estimates of the third term of (1)2n













 8C20Nn+1 2N("N) 2n(2n  1)!(C1 logN)n:
We thus obtain the following estimates of 
(1)
2n from (1.88), (1.91) and (1.92)
for some positive constant ~C0:
k(1)2n kf"g  ~C0C20Nn+1 2N("N) 2n(2n  1)!(C1 logN)n(1.93)
 ~C0C20Nn N("N) 2n(2n  1)!Cn1 (logN)n 1
Now we consider the estimation of 
(2)
2n . We rst show the following
















("N) 2k 2(2k + 2)!(C1 logN)k:
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Proof. Appealing to the maximum modulus principle, it is enough to show











































(~   )j+1 :(1.98)
We immediately nd that the integral path of (1.98) is contained in j~j  1 ~"




















 j!(k + 1)j" je2C0Nk N("N) 2k(2k)!(C1 logN)k:(1.100)



























 e2(1  ") 2NC0Nk 2 N("N) 2k 2(2k + 2)!(C1 logN)k
+ 2e2(1  ") 2NC0Nk 2 N("N) 2k 1(2k + 1)!(C1 logN)k:
Since "N  2 1 logN , (1.94) and (1.95) immediately follow from (1.101) and
(1.102).
We return to the estimation of 
(2)
2n . Let us consider the rst term of 
(2)
2n .



















By the discussion similar to the estimation of (1.91), we nd that the terms
with k1 = 0 or k2 = 0 are essential in the estimation. In particular, since
(1.73) holds, we see that the following term with k2 = 0 is the worst contri-



















Therefore, having (1.73) in mind, we obtain the following estimates for some





























By the same reasoning, we nd that the following estimates for the second
term of 
(2)





























 ~C0C0Nn 1 2N("N) 2n(2n  1)!(C1 logN)n 1:
Thus we see that the following estimates hold for some positive constant ~C0:
k(2)2n kf"g  ~C0C0Nn N("N) 2n(2n)!(C1 logN)n 1:(1.107)
Finally we consider the estimation of 
(3)
2n . Let us consider the rst term
of 
(3)
2n . Since it is holomorphic on jj < 1, it suces to estimate it for
jj = 1  ". We rst note that, since j~z0   1j  4 1
p
N holds on jj = 1  ",











By the same discussion as the estimation of (1.91), we nd that the terms
with one of kj's being n   1 are essential in the estimation. In particular,
since 32e32C0N 1=2  1, comparison of (1.108) and (1.59) entails that the


























 45 ~C1e32C0C0Nn N("N) 2n(2n)!(C1 logN)n 1;
where ~C1 is a positive constant that satises (1.75). In this way, we can obtain
the estimates of the rst term of 
(3)
2n . On the other hand, we immediately
nd that the second term also satises the same estimates with the rst term.
Therefore we nd that the following estimates hold for 
(3)
2n with a positive
constant ~C0:
k(3)2n kf"g  ~C0C0Nn N("N) 2n(2n)!(C1 logN)n 1:(1.110)
By taking C 11  C0 and summing up (1.93), (1.107) and (1.110), we obtain
(1.87).
Now we conrm (1.57)  (1.60) for k = n. We rst note that the following
estimates follow from (1.48) and (1.87):






 8 ~C0C20Nn N("N) 2n(2n)!Cn1 (logN)n 1:
Then, by taking C0 suciently small so that they satisfy 8 ~C0C0 < 1, we
obtain (1.57). Next, from (1.49), (1.87) and (1.111), we obtain the following
estimates on fj~xj = N(1  ")Ng \ fRe~x  0g:










 20(1  ")N ~C0 ~C2C20Nn+1 N("N) 2n(2n)!(C1 logN)n;
where ~C2 is a positive constant appearing in (1.83). By the same discussion,
we nd from the second representation of (1.49) that (1.112) also holds on
fj~xj = N(1   ")Ng \ f Re~x  0g: Since ~z2n is holomorphic on fj~xj 
N(1   ")Ng; we see that (1.112) holds there. Hence, by taking C0 so that
20 ~C0 ~C2C0 < 1 holds, we obtain (1.58) for k = n. Then, using the relation




 2 N(1  ")
N + 1=2
(N(1  ")N   3=2)2k~z2nkf"g + 2j
~ 2nj+ k2nkf"g(1.113)
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 (320 ~C0 ~C2 + 9 ~C0)C20Nn N("N) 2n(2n)!(C1 logN)n:
Therefore, by taking C0 so that (320 ~C0 ~C2 + 9 ~C0)C0 < 1 holds, we nd that
~z2n satises (1.59). Furthermore, by the maximum modulus principle, we
obtain the following estimates from (1.40), (1.58), (1.69) and (1.112):
ky2nkf"g(1.114)
 1










80N(1  ")2N ~C0 ~C2 + 2n 1N1 N

 C20Nn+1 N("N) 2n(2n)!(C1 logN)n
 4(80 ~C0 ~C2 + 1)C20Nn N("N) 2n(2n)!(C1 logN)n:
Therefore, by taking C0 so that it satises 4(80 ~C0 ~C2 + 1)C0 < 1, we obtain
(1.60) for k = n. Thus the induction proceeds and we obtain (1.57)  (1.60)
for 1  k  N   1.
Now, we conrm (1.61)  (1.64) for k  N . We rst remark that, from
(1.57)  (1.60), we nd that (1.61)  (1.64) also hold for 1  k  N   1.
Hence we show (1.61)  (1.64) for k = n (n  N) under the assumption
that these estimates hold for 1  k  n   1. By the same discussion with
the derivation of (1.57)  (1.60) from (1.87), it suces to show the following
estimates:
k2nkf"g  ~C0C20N 1("N) 2n(2n)!Cn1 (logN)n 1;(1.115)
where ~C0 is some positive constant. We rst conrm the following estimates:
k(1)2n kf"g  ~C0C20N 1("N) 2n(2n  1)!(C1 logN)n:(1.116)
Then, since logN  n, we nd that (1)2n satises (1.115). As in the derivation



















 32C20N 1("N) 2n(2n  1)!(C1 logN)n:
Here we used the fact that j~z20   1j  N=8 holds for jj = 1  ". In this way,
we can show that the rst and the second term of 
(1)
2n also satisfy (1.116) by
the same discussion with the estimation of (1.88) and (1.91).
Next, we show the following estimates:
k(2)2n kf"g  ~C0C0N 1("N) 2n(2n)!(C1 logN)n 1:(1.118)
We rst note that, by the same discussion with the proof of Lemma 1.2, we
















("N) 2k 2(2k + 2)!(C1 logN)k:
Let us consider the rst term of 
(2)
2n , which is essential in the estimation of

(2)








And, since logN  N , we nd the following estimates from (1.120) for




 e2(1  ") 2NC0N 2("N) 2k(2k)!(C1 logN)k 1:(1.122)
Then, by the same reasoning with the estimates of (1.105), we obtain the
following estimates for the rst term of 
(2)












































 8N2(1  ")2Nfe2(1  ") 2NC0N 3("N) 2n(2n)!(C1 logN)n 1




 fe2 + 8e8C0+2C0 + e8C0N p+2n 2(logN)2g:
Since p  N + 2, we immediately nd that the rst term of (2)2n satises





























 ~C0C0N 2("N) 2n(2n  1)!(C1 logN)n 1:
Hence, from (1.123) and (1.124), we obtain (1.118).
Finally, by the same discussion with the estimation of (1.109), we obtain
the following estimates:
k(3)2n kf"g  ~C0C0N 3=2("N) 2n+2(2n  2)!(C1 logN)n 1:(1.125)
Then, since N1=2  n and ("N)2  n, we nd that (3)2n satises (1.115).
Summing up, we have conrmed (1.61)  (1.64) for k = n. Thus the
induction proceeds. This completes the proof of Lemma 1.1, completing the
proof of Theorem 1.1.

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As is shown in [KT], we can deduce the following Theorem 1.2 from
Theorem 1.1:





































S 1(z0(x; a; A;B); a; 0(a;A;B))

(1.128)
holds. Then they satisfy






Sodd(z(x; a; A;B; ); a; (a;A;B; ); )
on E2r1;r2, where
~Sodd and Sodd respectively denote the odd part of ~S and S.
We also have the following
Theorem 1.3. Let ~ (x; a; A;B; ) be WKB solutions of the generic (i.e.,
a 6= 0) Mathieu equation (1.1) that are normalized at a simple pole x = a as











and  (z; a; ; ) be WKB solutions of the Legendre equation (1.4) that is
normalized at a simple pole z = a as












Then they satisfy the following relation (1.132) on an open set E2r1;r2 given
by (1.8):






 (z(x; a; A;B; ); a; (a;A;B; ); );
where z(x; a; A;B; ) and  (a;A;B; ) are the series constructed in Theorem
1.1.
We have so far discussed how WKB solutions of (1.1) are related to WKB
solutions of (1.4). But we need in Section 2 the Legendre equation in the
form (1.2). Here we discuss how WKB solutions of (1.4) and those of (1.2)
are related; as we will see below the relation can be found in a straightforward
manner. For the sake of simplicity of description we consider the situation
when the parameter   in (1.4) is a genuine constant; this restriction does not
cause any problems in our later discussion, as appropriate use of microdier-
ential operators will enable us to relate (1.4) with   being a genuine constant
and (1.4) with   being innite series. (See Proposition 3.3.) To relate (1.4)























1 + 2(g+(a) + g ( a));(1.135)
 = 2(g+(a)  g ( a)):(1.136)
Since (a; ; ) satisfy
a  = a2 +  1
p
a   2(g+(a) + g ( a));(1.137)
we immediately obtain (1.4) from (1.2) by choosing ;  and  in (1.2) re-
spectively by (1.134),(1.135) and (1.136). Therefore we nd the following
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Proposition 1.1. Let Todd(z; a;; ; ; ) and (z; a;; ; ; ) respectively

















and WKB solutions of (1.2) that are normalized at a simple pole z = a as











Then the following relations hold:
Sodd(z; a; ; ) = Todd(z; a;(a; ; ); (a); (a); );(1.140)
 (z; a; ; ) = (z; a;(a; ; ); (a); (a); );(1.141)
where the innite series (a; ; ) and the functions (a) and (a) are those
given by (1.134), (1.135) and (1.136) respectively.
Remark 1.5. Since (a; ; ) given by (1.134) is a convergent power series in
, n(a; ) (n  1) satisfy the following estimates: There exists a positive








holds for a  6= 0 and n  1.
2. Analytic properties of Borel transformed WKB solutions of the
Legendre equation with a large parameter
The main purpose of this section is to present analytic properties of Borel
transformed WKB solutions of (1.2) with genuine constants a;;  and . To
begin with, we show the following important
Proposition 2.1. Let Todd(z; a;; ) be the odd part of the solution of (1.138)
whose top degree part T 1(z; a;) is chosen so that it is positive for positive
a, z(> a) and . Then we haveI

Todd(z; a;; )dz = 2i
p
a + i;(2.1)




T ()(z; a;; ) =
1X
n= 1
T ()n (z; a;)
 n(2.2)
be the solutions of (1.138) whose top degree parts T
()




 1 (z; a;) = 
r
a2





















4az + a2(42   1)
8
p
a(z2   a2)3=2 :(2.5)
Further we can inductively conrm that T
()
















p;n are constants. Hence, by noting thatI

dzp
z2   a2 = 2i(2.7)
and I

T ()n dz = 0(2.8)
hold for n  1, we immediately obtain (2.1).
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Now we consider the Voros coecient





of (1.2), which is, by denition, given byZ 1
a





(cf. [DP], [AKT]). Let 
(1)


























Then WKB solutions (1.139) of (1.2) that are normalized at z = a as (1.139)
are written by V and 
(1)
 as follows:
 = a1=2 exp (V )(1) :(2.13)
An important property of 
(1)
 is that they are Borel summable when
(2.14) the path of integration of (2.11) from1 to z can be deformed so
that it does not intersect Stokes curves of (1.2).
See [KoS] for the proof of the Borel summability of 
(1)
 . Hence the repre-
sentation (2.13) of  entails that the calculation of the alien derivative of
 is reduced to that of V . Fortunately the explicit form of V has been given

















  2l+   2l 
oi(2.15)
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for n  1, where Bn (n = 0; 1; 2;    ) are Bernoulli numbers dened by
t









2 p4   2
2
:(2.17)
In [Ko] the derivation of (2.15) is done in a parallel way to the computation of
the Voros coecient of the Weber equation and the Whittaker equation. See
[SS] and [T] (resp., [KoT]) for the computation of the Voros coecient of the
Weber equation (resp., the Whittaker equation). Hence the Borel transform



































  (2+ + 2 )

+O(y)(2.19)
near y = 0 and
VB =
1 + ( 1)m   cosh (2mi+)  cosh (2mi )
2mi(y   2mipa) +O(1)(2.20)
near y = 2mi
p
a for m 2 Z nf0g. Therefore VB is singular at y =
2mi
p
a (m 2 Z nf0g) and it has simple poles there.





of the Voros coecient V by using the alien calculus initiated by [Ec] and
developed by [P], [DP] and [Sa]. Since VB is single-valued and only has
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1 + ( 1)m   cosh (2mi+)  cosh (2mi )
m
:(2.22)
Then, by employing the alien calculus, we nd
y=2mipa exp(V )(2.23)
= 1 + ( 1)
m   cosh (2mi+)  cosh (2mi )
m
exp(V ):






hold form  1 under the condition (2.14), we nd (2.13) entails the following










= ey+a1=2(1) y=2mipa (exp(V ))
= 1 + ( 1)
m   cosh (2mi+)  cosh (2mi )
m
 ey+a1=2(1) exp(V )
= 1 + ( 1)
m   cosh (2mi+)  cosh (2mi )
m
ey+:
Summing up all these, we obtain the following
Theorem 2.1. Let (z; ) denote the WKB solutions of the Legendre equa-
tion (1.2) that are normalized at a simple pole z = a as in (1.139). Then
their Borel transform ;B(z; y) are singular at
y = y+(z) + 2mi
p
a (m = 0;1;2;    );(2.26)
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where y+(z) is the function given by (2.12), and its alien derivative there
satises the following relation (2.27) for z that can be connected with z =1























2  p4   2
2
1A9=; :
3. Analytic properties of Borel transformed WKB solutions of the
Mathieu equation | properties relevant to simple poles
The principal aim of this section is to deduce analytic properties of Borel
transformed WKB solutions of the Mathieu equation (1.1) for a 6= 0 and A 6=
0 that are relevant to its two simple poles from those of the Legendre equation
(1.2) through the transformation obtained in Section 1. To begin with, we
show a result corresponding to Proposition 2.1 for the Mathieu equation.
First, combining Proposition 1.1 and Proposition 2.1 we immediately ndI

Sodd(z; a; ; )dz = 2i
p
a(a; ; ) + i;(3.1)
where  is the path given in Proposition 2.1. Therefore Proposition 3.1 below
follows from Theorem 1.2.
Proposition 3.1. Let ~Sodd(x; a; A;B; ) be the odd part of the solution of
(1.126) whose top degree part ~S 1(x; a; A;B) is chosen so that it satises
(1.128). Then we haveI

~Sodd(x; a; A;B; )dx = 2i
p
a(a; (a;A;B; ); ) + i;(3.2)
where the innite series (a; ; ) and  (a;A;B; ) are those given in Propo-
sition 1.1 and Theorem 1.2 respectively and  is a closed curve that encircles
two simple poles counterclockwise.
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Let us now employ the relation (1.141) between  and   to deduce
analytic properties of  ;B from those of ;B. Here we make full use of
microlocal analysis, which has been made possible by the estimation (1.142)
that n satises. The concrete procedure is as follows: rst, by the Taylor







(z; a;0(a; ); (a); (a); );(3.3)
where
~(a; ; ) = (a; ; )  0(a; ):(3.4)
Then, taking into account the estimates (1.142) of n, we can rewrite (3.3)






upon ;B through the Borel transformation. Here :  : designates the normal
ordered product (cf.[A1]) and  is the symbol of @, i.e., :  := @. More
concretely, we can write the action of L as an action of an integro-dierential
operator so that (3.3) can be rewritten as follows:
Proposition 3.2. Suppose that the constants a 6= 0 and  in (1.2) are dier-
ent from 0. Let ;B (resp.,  ;B) be the Borel transformed WKB solutions
of (1.2) (resp., (1.4)) and suppose that they are both normalized at a simple
pole z = a. Then they satisfy the following relation:








where K(a; ; y; @) is a dierential operator of innite order that is dened
on f(; y) 2 C2g; which analytically depends on a and   with the exception










Here (a) and (a) are functions that are respectively given by (1.135) and
(1.136).
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See [K] and [SKK] for the notion of dierential operators of innite order.
Remark 3.1. The dierential operator K is locally dened for a;  6= 0.
However, as (1.134) implies, K is multivalued on f(a; ;; y) 2 C4 : a;  6=
0g:






z2   a2 dz:(3.9)
Therefore, comparing (2.12) and (3.9), we nd that y+ is preserved by a
change of parameters from (; ; ) to ( ; g+(a); g ( a)).
Combining Theorem 2.1 and Proposition 3.2, we obtain the following
Lemma 3.1. Let  (z; a; ; ) denote the WKB solutions of the Legendre
equation (1.4) that are normalized at a simple pole z = a as in (1.131). Then
their Borel transform  ;B(z; a; ; y) are singular at
y = y+(z; a; ) + 2mi
p
a  (m = 0;1;2;    );(3.10)
where y+(z) is the function given by (3.7). Furthermore their alien deriva-
tives there satisfy the following relation (3.11) on the condition that z can be
connected with z =1 by a path that is contained in the interior of a Stokes












(z; a; ; y   2mi
p
a );
where  = (a) and  = (a) are functions that are given by (1.135) and
(1.136) respectively and ~(a; ; ) is a formal power series given by (1.134)
and (3.4).




















holds, where Ly0 is the integro-dierential operator obtained by taking y = y0
as the end point of integration instead of y = y+ in (3.6) and (0) =
ey+. Therefore it follows from Theorem 2.1 that the right hand side of











Let us introduce the following coordinate transformation from (y;) to (y0;0):
(3.14)
(
y0 = y   2mipa
0 = :
We now prepare the following general lemma:








where f(1;    ;p) is a holomorphic function of  = (1;    ;p) 2 Cp
at  =

. Let ~1;    ; ~p be symbols of microdierential operators of the
following form:
~j(1;    ;p; ) =
1X
n=1
 nj;n(1;    ;p) (j = 1;    ; p):(3.16)
Then the following relation holds:
: exp
 







f(0 + ~)  f(0) :: exp  ~(0; 0)  0 :;
where 0 = (@=@y0), 1 = (@=@1);    ,  = (1 ;    ; p), etc., and  is
the inner product.
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Proof. Let P (; ; ) denote the symbol of the left-hand side of (3.17), i.e.,
P (; ; ) = exp
 
~(; )  

:(3.18)
We rst note the following equality:
: P (; ; ) :=: P
0(0; 0 ; 0) :;(3.19)
where P 0 is given by
P 0(0; 0 ; 0)(3.20)
= exp
  F (y;)  (0; 0) exp(@^  @y^ + @^  @^)
 P (; ^; ^) exp

F (y^; ^)  (0; 0)
(y;)=(y^;^)=F 1(y0;0)
^=^=0
= exp(@^  @y^ + @^  @^)P (; ^; ^)
 exp (F (y + y^; + ^)  F (y;))  (0; 0)(y;)=F 1(y0;0)
^=y^=^=^=0
:
(Cf. [SKK, Chapter 2, Theorem 1.5.5]. See also the proof of [AKY, Propo-
sition 1.2.13].) Since
(F (y + y^; + ^)  F (y;))  (0; 0)(3.21)
= y^0 + (f( + ^)  f())0 + ^  0
and
e z^ exp(@^  @z^)ez^f(^) = f(^ + )(3.22)
holds for a holomorphic function f(), we nd
P 0(0; 0 ; 0)(3.23)
= exp(@^  @^)P (; ^; ^ + 0)
 exp (f( + ^)  f())0 + ^  0(y;)=F 1(y0;0)
^=y^=^=^=0




    exp  ~p(; 0)^p







f(0 + ~)  f(0)+ ~  0:
Thus we obtain (3.17) from (3.19).
We resume the proof of Lemma 3.1. It follows from (3.17) that
L =: exp  ~(a; ; ) :(3.24)
=: exp












   2mipa(1 + 20 1 +    ) :  L0(0);B(z; a;0; y0);
where the action of : 0 1 : is xed by taking y0 = 0 as the end point of






(z; a; ; y   2mi
p
a ):
Then (3.11) follows from (3.12), (3.13), (3.25) and (3.26).
















Now, we will study the singularity structure of Borel transformed WKB
solutions of the Mathieu equation (1.1) using the transformation obtained
in Theorem 1.1. To begin with, to simplify the notation, we restate the
estimates (1.12) and (1.13) in the following form: there exists
(3.28) a continuous increasing function h : R>0 ! R>0 that satises
h()! 0 when  ! 0
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such that z2n and  2n (n  1) given in Theorem 1.1 satisfy the following
estimates on E2r1; for 0 <  < r2:
jz2n(x; a; A;B)j  (2n)!hn()jaAj n;(3.29)
j 2n(a;A;B)j  (2n)!hn()jaAj n:(3.30)














 y = 0:(3.31)
We immediately see that WKB solutions  y(z; a; A;B; ) of (3.31) that are
normalized at its simple pole z = a are given by
 y(z; a; A;B; ) =  (z; a; (a;A;B; ); ):(3.32)
Similarly to the relation between ;B and  ;B discussed in Proposition 3.2,
by applying the Taylor expansion and the Borel transformation successively
to (3.32), we can relate the Borel transform of  y with that of   through
the action of a microdierential operator dened by
G =: exp(~  ) :;(3.33)
where
~ (a;A;B; ) =  (a;A;B; )   0(a;A;B)(3.34)
and   is the symbol of @ . To be more specic, we nd the following thanks
to (3.30):
Proposition 3.3. Let  ;B (resp.  
y
;B) be the Borel transformed WKB
solutions of (1.4) (resp. (3.31)) for a 6= 0 (resp. A 6= 0) that are normalized
at a simple pole z = a. Then  ;B and  
y
;B satisfy the following relation:








where K (a;A;B; y; @ ) is a dierential operator of innite order that is de-
ned on




















x2   a2 dx:(3.38)
In view of Lemma 3.1, we expect that  y;B have singularities at y =
y++2mi
p
a 0 (m = 0;1;2;    ): This is the case if the representation
(3.35) holds there, that is, they actually have the singularities there that
correspond to those of  ;B. Let us conrm this fact when these singularities
are contained in the domain of denition of the integro-dierential operator
given in Proposition 3.3. We rst note that  0 is independent of a. Indeed,









~x2   1 d~x:(3.39)
Therefore, by taking r2 suciently small, we can assume that
1
2
jAj <  0(a;A;B) < 2jAj(3.40)




them-th singular point is in the domain of denition of the integro-dierential
operator. For each m 2 Z, this condition is satised by taking jB=Aj su-
ciently small. Further, through the representation (3.35), we can derive from
Lemma 3.1 the following
Lemma 3.3. Let  y(z; a; A;B; ) denote the WKB solutions of the 1-
Legendre equation (3.31) that are normalized at a simple pole z = a. Then,
when (3.41) holds, its Borel transform  y;B(z; a; A;B; y) is singular at
y = y+(z; a; A;B) + 2mi
p
a 0(a;A;B)(3.42)




















(z; a; A;B; y);
where  = (a) and  = (a) are functions that are given by (1.135) and
(1.136) respectively and Syodd is the odd part of the solutions of the Riccati
equation associated with (3.31).





















(z; a; A;B; y);
where Gy0 is the integro-dierential operator obtained by taking y = y0 as the
end point of integration instead of y = y+ in (3.35) and  (0) = ey+ . Let
us introduce the following coordinate transformation from (y; ) to (y0; 0):
(3.45)
(




Then, from Lemma 3.2, we obtain
G =: exp  ~ (a;A;B; )  :(3.46)
=: exp













  2mipa0 p 0 + ~  p 0 :
 : exp  ~ (a;A;B; 0) 0 :   exp( 2mipa~0) (0) B(z; a; 0; y0)
=: exp
  2mipa0 p 0 + ~  p 0 :
   exp( 2mipa0~(a; 0 + ~ ; 0)) (0) (z; a; 0 + ~ ; 0)B
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where the action of : 0 1 : is xed by taking y0 = 0 as the end point of inte-
gration. From (3.8) and (3.32), we nd that, by replacing   with  0(a;A;B),
the rightmost term of (3.47) equals to
: exp
  2mipa (a; (a;A;B; ); ) p 0(a;A;B) :(3.48)
  ey+ yB z; a; A;B; y   2mipa 0:
Then (3.43) follows from the following equality:I

Syodd(z; a; A;B; )dz = 2i
p
a(a; (a;A;B; ); ) + i:(3.49)
Now, we derive the singularity structure of Borel transformed WKB so-
lutions of the Mathieu equation (1.1) from Lemma 3.3. We rst remark that
the Mathieu equation has two simple poles and one simple turning point.
On the other hand, the (1-)Legendre equation has only two simple poles.
Therefore, if we want to relate the Mathieu equation with the Legendre equa-
tion, in other words, if we want to focus our attention on the two simple poles
of the Mathieu equation, we have to remove the eect of the simple turn-
ing point. This can be attained by controlling the merging velocity of the
turning point, that is, jA=Bj. Indeed, since the turning point is located at
x =  aA=B, it is distant enough from the poles located at x = a if jA=Bj
is large. The existence of the function h() that satises (3.28)  (3.30)
enables us to ignore the eect of the simple turning point and to derive the
structure of Borel transformed WKB solutions of the Mathieu equation at
the (xed) singularities related only to the two simple poles from that of the
Legendre equation as is discussed below (especially in Theorem 3.2).
Let ~  be WKB solutions of the Mathieu equation (1.1). Then, from
(1.132), we obtain the following relation:




 y(z(x; a; A;B; ); a; A;B; ):(3.50)
For the simplicity of discussion, we take z0(x; a; A;B) as a new coordinate
variable instead of x. This is guaranteed by Theorem 1.1. Let M and
L1 respectively be the Borel transformed Mathieu operator expressed in
43




































Then, we nd the following




(z0; y; a;A;B; 0; ) 2 T Cz0  _T CyC3 :(3.54)
jz0j < r1jaj; a 6= 0; A 6= 0; jBj < r2jAj
	
for some positive constants r1 and r2 with the exception of z
2
0   a2 = 0. The




























~z(z0; a; A;B; ) = z(x(z0; a; A;B); a; A;B; )  z0:(3.57)
Theorem 3.1 follows from the following proposition (cf. [AY]):
Proposition 3.4. Let x(t) be a holomorphic change of variables at the origin
from Ct to Cx satisfying





and suppose that the following microdierential operators P and Q are given:






















where p (resp., q) are microdierential operators of order 0 dened near t = 0
(resp., x = 0) except for  = 0. Furthermore let r(x; ) be the symbol of a
microdierential operator of order  1 and suppose that the total symbols








and z(x; ) = x + r(x; )
satisfy the following relation:




q(z(x(t); ); )  1
2
 2fz(x(t); ); tg:
Then the following relation holds:
(3.62) PX = YQ;



















and  = (@=@x).
Proof. Let P (x; ; ), Q(x; ; ), X(x; ; ) and Y (x; ; ) respectively be total
symbols of P , Q, X and Y in (x; y)-coordinate. For example, P (x; ; ) and
Q(x; ; ) are respectively given by









   2p(t(x); )
and
(3.66) Q(x; ; ) = 2   2q(x; );
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where t(x) is the inverse function of x(t). Then it suces to show
P X(x; ; ) = Y Q(x; ; );(3.67)
where the composition  is dened by
P X(x; ; ) = exp  @^@x^P (x; ^; )X(x^; ; ) x^=x
^=
:(3.68)
(Cf. [A2, Proposition 2.5].) We rst note that P (x; ; ) is expressed in terms
of the total symbol
(3.69) ~P (t; ; ) =  2   2p(t; )
of P in (t; y)-coordinate, where  = (@=@t), as follows:









Combining (3.68) and (3.70), we nd






















Therefore it follows from the concrete form of ~P (t; ; ) and (3.71) that









On the other hand, since Y satises @k Y = r
k(x; )Y , we nd
Y Q(x; ; )(3.73)












= Y (x; ; )Q(x; ; ) + 2Y (x; ; )q(x; )
  2Y (x; ; )q(x+ r(x; ); )
= Y (x; ; )2   2Y (x; ; )q(z(x; ); ):
Then, since Y = (dz=dt)2X, it follows from (3.61) and (3.73) that
Y Q(x; ; ) = Y (x; ; )2   2X(x; ; )p(t(x); )(3.74)
  1
2
fz; tgX(x; ; ):
Thus, comparing (3.72) and (3.74), we nd that (3.67) immediately follows







= Y (x; ; )2   1
2
fz; tgX(x; ; ):(3.75)






























we nd that (3.75) is an immediate consequence of









This completes the proof.
Remark 3.3. In the situation of Theorem 3.1, P and Q correspond to M and
L1 respectively.
In view of (3.29), we obtain the following
Proposition 3.5. Let  ;B and ~ ;B respectively be the Borel transformed
WKB solutions of (1.4) and (1.1) for a 6= 0 and A 6= 0 that are normalized
at their simple poles as (1.131) and (1.130). Then they satisfy the following
relation:




Kz(z0; a; A;B; y   y0; @z0) ;B(z0; a; A;B; y0)dy0;
where Kz(z0; a; A;B; y; @z0) is a dierential operator of innite order that is
dened on




with some positive constants r1 > 1 and r2 > 0 and







In conclusion, by employing similar discussions to Lemma 3.3 and Propo-
sition 3.1, we obtain
Theorem 3.2. Let ~ (x; a; A;B; ) be WKB solutions of the Mathieu equa-
tion (1.1) with a 6= 0 and A 6= 0 that is normalized at a simple pole x = a.
Then, for each integer m we can take some positive constant  so that the fol-
lowing holds when jB=Aj <  is satised: The Borel transform ~ ;B(x; a; A;B; y)
of ~ (x; a; A;B; ) is singular at
y = y+(x; a; A;B) + 2mi
p
a 0(a;A;B)(3.81)




































 = (a) =
p
1 + 2(g+(a) + g ( a));(3.84)
 = (a) = 2(g+(a)  g ( a));(3.85)
















x2   a2 dx:(3.87)
Here  is a closed curve that encircles two simple poles counterclockwise.
Remark 3.4. In Theorem 3.2, the positive constant  should be taken so small
that (3.41) is satised for jB=Aj <  for an arbitrarily given m 2 Z.
Remark 3.5. In (x; a; A;B)-coordinate, y+(x; a; A;B) is given by (3.86). How-
ever, since





















we nd (3.80) is equivalent to (3.86).
4. Analytic properties of Borel transformed WKB solutions of an
M2P1T equation




  2Q(t; a; ; )

 ^ = 0;
where the potential Q(t; a; ) is given in [Part I, Denition 1.1]. We con-
structed transformation series x(t; a; ; ); A(a; ; ) and B(a; ; ) in [Part I,
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aA(a; ; ) + xB(a; ; )







~ y = 0:
(4.2)
As the following discussion shows, (4.2) behaves as the WKB theoretic canon-
ical form of an M2P1T equation.
Let  ^ and ~ 
y
 respectively be WKB solutions of (4.1) and (4.2) that
are normalized at their simple poles t = a and x = a. Then, from [Part I,
Theorem 1.3.3], we nd the following relation holds:




~ y(x(t; a; ; ); a; ; ):(4.3)
For the simplicity of discussion, we take x0(t; a; ) as a new coordinate
variable instead of t. This is guaranteed by [Part I, Theorem 1.3.1]. Let N
andM1 respectively be the Borel transformed M2P1T operator expressed in






























Then, from [Part I, Theorem 1.3.1] and Proposition 3.4, we obtain the fol-
lowing
Theorem 4.1. There exist invertible microdierential operators X and Y
that satisfy
(4.6) NX = YM1
on 
(x0; y; a; ; 0; ) 2T Cx0  _T CyC2 :(4.7)
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jx0j < r; 0 < jj < r;R0jaj < jj
	
for some positive constants r and R0 with the exception of x
2
0   a2 = 0. The




























~x(x0; a; ; ) = x(t(x0; a; ); a; ; )  x0:(4.10)
For the correspondence of Borel transformed WKB solutions, we have the
following
Proposition 4.1. Let  ^;B and ~ 
y
;B respectively be Borel transformed WKB
solutions of a generic M2P1T equation (i.e. a;  6= 0) and the 1-Mathieu
equation that are normalized at their simple poles t = a and x = a. Then
they satisfy the following relation:
 ^;B(x0; a; ; y) =
Z y
y+
Kx(x0; a; ; y   y0; @x0) ~ y;B(x0; a; ; y0)dy0;(4.11)
where Kx(x0; a; ; y; @x0) is a dierential operator of innite order that is
dened on
~E1r;R0;R1 = f(x0; a; ; y) 2 C4 :jx0j < r; 0 < jj < r;(4.12)








aA(a; ) + x0B(a; )
x20   a2
dx0:(4.13)
Thus, the analysis of the singularity structure of Borel transformed WKB
solutions of an M2P1T equation should be reduced to that of the1-Mathieu
equation. However the complete singularity structure of Borel transformed
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WKB solutions of the (1-)Mathieu equation is too complicated to be ana-
lyzed directly. Fortunately, as the discussion in Section 3 shows, the singu-
larity structure of Borel transformed WKB solutions of the Mathieu equation
that is relevant to its two simple poles is now claried. Using this knowl-
edge for the Mathieu equation, we discuss the singularity structure of Borel
transformed WKB solutions of an M2P1T equation in what follows.
We rst relate the 1-Mathieu equation with the Mathieu equation. To
this end we use the following relation:
~ y(x; a; ; ) = ~ (x; a; A(a; ; ); B(a; ; ); ):(4.14)
Applying the Borel transformation to (4.14), we can relate the Borel trans-
form ~ y;B of ~ 
y
 with ~ ;B through the action of a microdierential operator
AB =: exp   ~AA + ~BB :;(4.15)
where
~A(a; ; ) = A(a; ; )  A0(a; );(4.16)
~B(a; ; ) = B(a; ; ) B0(a; )(4.17)
and A (resp. B) is the symbol of @A (resp. @B). Thanks to the estimates
(1.3.12) and (1.3.13) in [Part I, Theorem 1.3.1], we obtain the following
Proposition 4.2. Let ~ y;B and ~ ;B respectively be Borel transformed WKB
solutions of the 1-Mathieu equation and the Mathieu equation that are nor-
malized at their simple poles x = a. Then they satisfy the following relation:









where KA;B(a; ; y  y0; @A; @B) is a dierential operator of innite order that
is dened on
f(a; ; A;B; y) 2 C5 : 0 < jj < r;R0jaj < jj; R1jyj <
p
jjg(4.19)
with some positive constants r; R0 and R1 and




aA(a; ) + xB(a; )
x2   a2 dx:(4.20)
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Now we study the singularity structure of ~ y;B using Theorem 3.2. Let
us focus on the m-th singular point of ~ ;B located at (3.81). Evidently,
from (3.41), the following condition should be satised:
(4.21) 2
p
2jmjh(jB0(a; )=A0(a; )j) < 1;
where h() is a function that satises (3.28)  (3.30). Since A0(0; 0) =
f (1)(0; 0) 6= 0 and B0(0; ) = , [Part I, Lemma 1.2.3] tells us that, by taking
R0 suciently large, we can assume that A0(a; ) and B0(a; ) satisfy
1
2





jj B0(a; )  3
2
jj(4.23)




2jmjh(3jj=jf (1)(0; 0)j) < 1:
Therefore, by taking  suciently small with keeping the relation R0jaj < jj,




ja 0(a;A0(a; ); B0(a; ))j <
p
jj(4.25)
is satised, the m-th singular point is contained in the domain of denition
of the integro-dierential operator in (4.18). Hence, in view of (3.40) and










holds. Then, using Theorem 3.2 and Proposition 4.2, we can show the fol-
lowing
Lemma 4.1. Let ~ y denote the WKB solutions of the 1-Mathieu equation
(4.2) that are normalized at a simple pole x = a. Then, when (4.24) and
(4.26) hold, its Borel transform ~ y;B(x; a; A;B; y) is singular at
y = y+(x; a; ) +mp(a; )(4.27)
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t2   a2 dt(4.29)
and m(; ), (a) and (a) are functions that are given by (3.83), (3.84)
and (3.85) respectively.
Proof. We rst note the following relation, which is an immediate conse-
quence of Proposition 3.1:I

~Syodd(x; a; ; )dx(4.30)
= 2i
p
a(a; (a;A(a; ; ); B(a; ; ); ); ) + i;
where  and   are formal power series given in Section 1, ~Syodd is the odd part
of a solution of the Riccati equation associated with the1-Mathieu equation
and  is a contour that encircles two simple poles of the1-Mathieu equation
counterclockwise avoiding its simple turning point. Especially, we nd
p(a; ) = 2i
p
a 0(a;A0(a; ); B0(a; )):(4.31)
Then, in a way parallel to the proof of Lemma 3.3, applying Lemma 3.2
to the symbol of AB and using a coordinate transformation F : (y; A;B)!
(y0; A0; B0) dened by
(4.32)
8><>:





instead of (3.45), we obtain Lemma 4.1.
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Remark 4.1. From (3.40), (4.22) and (4.31), we nd
jp(a; )j = O(
p
jaj)(4.33)
when a tends to 0.
Now, from [Part I, Theorem 1.3.2] and (4.30), we obtain the following
Proposition 4.3. Let S^odd be the odd part of a solution of the Riccati equa-
tion associated with an M2P1T equation. ThenI

S^odd(t; a; ; )dt(4.34)
= 2i
p
a(a; (a;A(a; ; ); B(a; ; ); ); ) + i
holds, where  is a contour that encircles two simple poles of the M2P1T
equation counterclockwise avoiding its simple turning point.
In conclusion, combining Proposition 4.1, Lemma 4.1 and Proposition
4.3, we obtain
Theorem 4.2. Let  ^(t; a; ; ) be WKB solutions of a generic (i.e. a 6= 0,
 6= 0) M2P1T equation that is normalized at a simple pole t = a. Then,
for each integer m we can take some positive constants 1 and 2 so that the
following holds when jj < 1 and 0 < jaj < 2jj are satised: The Borel
transform  ^;B(t; a; ; y) of  ^(t; a; ; ) is singular at
y = y+(t; a; ) +mp(a; )(4.35)






























2  p4   2
2
1A9=; ;
 = (a) =
p
1 + 2(g+(a) + g ( a));(4.38)
 = (a) = 2(g+(a)  g ( a));(4.39)












t2   a2 dt:(4.41)
Here  is a contour that encircles two simple poles of the M2P1T equation
counterclockwise avoiding its simple turning point.
Remark 4.2. In Theorem 4.2, the positive constants 1 and 2 should be taken
so small that (4.24) and (4.26) are satised for jj < 1 and 0 < jaj < 2jj
for an arbitrarily given m 2 Z.
Remark 4.3. In (t; a; )-coordinate, y+(t; a; ) is given by (4.40). However,
since x0(t; a; ) satises
f(t; a; 








we nd (4.40) is equivalent to (4.13).
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