Quantitative Susceptibility Mapping in the Human Brain by Khabipova, Diana
POUR L'OBTENTION DU GRADE DE DOCTEUR ÈS SCIENCES
acceptée sur proposition du jury:
Prof. C. Hébert, présidente du jury
Prof. R. Gruetter, Dr J. P. Rebelo Ferreira Marques, directeurs de thèse
Prof. Y. Wiaux, rapporteur
Prof. C. Langkammer, rapporteur
Prof. J.-Ph. Thiran, rapporteur
Quantitative Susceptibility Mapping in the Human Brain
THÈSE NO 7050 (2016)
ÉCOLE POLYTECHNIQUE FÉDÉRALE DE LAUSANNE
PRÉSENTÉE LE 7 OCTOBRE 2016
 À LA FACULTÉ DES SCIENCES DE BASE
LABORATOIRE LEENAARDS-JEANTET D'IMAGERIE FONCTIONNELLE ET MÉTABOLIQUE
PROGRAMME DOCTORAL EN PHYSIQUE 
Suisse
2016
PAR
Diana KHABIPOVA

iAcknowledgement
Many, many people aﬀected me during my PhD thesis.In order to not go
beyond the scope of this section I would like to shortly mention the main
contributors.
First of all I would like to thank my thesis advisor Rolf Gruetter for providing
such a great atmosphere and the research facility, which is the backbone of
the research. Without your commitment and response I would not been able
to ﬁnish my PhD.
Jose´, my direct supervisor, thank you sooooo much! During the last years
you provided me not only with many great ideas, but you also made sure
I do well at conferences and lab meetings. I’ll never forget how you im-
proved almost all of my images (starting with size, alignment and position)
few days before my very ﬁrst ESMRMB presentation. You also took care of
my drafts, so my confusingly long sentences became more understandable for
the research community. Thank you a lot for being the supervisor you are!
I was blessed with a co-supervisor, Yves Wiaux. You and your BASP group
(Gilles, Rafael, Anna) took care of me during my ﬁrst project not only by
providing me your optimization knowledgement, but also by explaining me
the theoretical background. Also you introduced me to the delicious Belgian
Beer for drinks in the Satelite and snowshoeing in Les Diablerets.
David Norris I would like to thank for giving me the opportunity to be
a researcher in your MR group in the Donders Institutes during my SNF
Doc.Mobility year. You made me feel great by showing interest in my re-
search and you gave me excellent ideas and feedback not only during our
weekly meetings, which resulted in three ISMRM abstracts.
To my collegues from the CIBM (Dan, Emine, Andrea, Joao, Masoumeh, Jes-
sika, Benoir, Bernard, Martin, Chems, Joao the great, Francisca, Dan, Lali,
Florent, Mayur, Lijing, Jessica, Martin, Bernard, Rajika, Natalie, Hongxia,
Nathalie, Mor, Christina): I spend so many lunch beaks with you, trying to
decide which cafeteria has the best food of the day (taking the weather into
account). We discussed not only work relevant problems but had also a great
time beside it. With you I learned how to snowboard, although my back was
hurting the next week and stairs were a torture. Also the snow ﬁght during
our 7km sledging run in Les Diablerets will always be a nice memory in the
winter time and the nice barbeques in the summer time.
Another huge thank goes to the Donders people (Rita, Zahra the small, Zahra
the tall, Jenny, Irati, Tim, Bart, Daniel, Marcel and so many more). It was a
pleasure to spend the SNF Mobility year with you. You made me feel a part
ii
of the group from the very beginning. Our lunch breaks were a special part
of the day, sitting in the cafeteria or later in the black room . Also our group
drinks were always great, not to forget our dinners and sleepovers. A special
thank to Rita, my Master student, to supervise you was just a pleasure!!!
I would also like to thank both Zahras for everything, your very delicious
dishes, your soul, your kindness, your “being you”!
Not to forget all my friends, who accompanied me on my road of the thesis:
Special thanks to my “worst movie” companions Konstantin and Dimitri
with whom we watched the worst, but also a few surprisingly nice movies
together with the pimped up pizzas and in the winter time the tasty raclettes
evenings.
I would like to thank my Russian friends (Natalia, Alexandra, Katharina,
Valeria, Alexander, Sergey) for all the uncountable coﬀee breaks und sup-
port.
I will always remember the tango midi for the nice break during lunch-time
on Tuesdays which made the week very pleasant and also the Sunday evening
Milongas on the BH-terrace with the incredible view over the lake Leman and
the mountains. And especially my Tango friends, here only very few but I
would like to thank all of them; Lilia with whom I was a pleasure to dance,
Pablo for the great Tango moves, especially when Nuevo Tango was played
and who took me to so many Milongas, you showed me the real Spanish
paella and improved my snowboard skills. Also a huge thanks to my dancing
partner Andres, my dear friend. With you I had the most interesting adven-
tures and seen Lausanne from a completely diﬀerent view. Thank you for
the many crazy moments with you!!!
My starting doc girls, Christina and Nancy, who make me realize I like the
problems of my own PhD the most. The nice lunch breaks and picnics by
the lake. The coﬀee breaks in the evening. The nice cooking diners together.
Nancy, you with your wisdom made me realize that in some years I will look
back at my problems and smile how serious I took them. Christina, you
showed me so many things I have never heard about and opened my mind.
Our talks and meetings meant a lot to me, especially your sympathy!
I would also like to thank the many house mates I met while living in the
nice house in Ecublens. Each and every one contributed to my life in its
special way! The nice meals we cooked together and the diﬀerent dishes I
never heard of and were able to try out! Specially to Patric, my best friend.
Having you as my room- and later on housemate enlightened my life!
Zum Schluss ein ganz besonders großes Dankescho¨n an meine Familie! Die
Berliner Familie (Heikki, Manfred, Michi, Marko, Nicole, Leon, Dennis,
Sophia, Janik, Renate, Edith, Gerd), die mich so unterstu¨tzt hat und mir so
oft in den Hintern getreten hat, ich solle mal gefa¨lligst bald fertig machen.
iii
Danke besonders an Heikki fu¨r die seelische Unterstu¨tzung und die unza¨hli-
gen Mittagessen, die ich bekommen habe, du bist wie eine zweite Mama fu¨r
mich.
Und natu¨rlich ein riesengroßes Danke meiner Familie! Papa, der mich immer
unterstu¨tzt hat, komme was wolle. Dein unglaubliches Wissen und deine
unendliche Geduld, auf meine nicht enden wollenden Fragen zu antworten,
haben zu meiner Liebe zum Wissen, der Wissenschaft und wohl auch der
Physik gefu¨hrt. Mama, ich kann dir gar nicht genug danken. Du warst
immer fu¨r mich da, hattest immer ein Ohr oﬀen fu¨r mich und hast mich
motiviert nicht aufzugeben. Meinen Kleinen danke ich dafu¨r, dass ich immer
die schlaue, kluge große Schwester bin, wie ha¨tte ich da nicht fertig schreiben
ko¨nnen?
And the most my husband without whom this work would have never been
ﬁnished. You motivated and encouraged me to stay on track and not to give
up. Thanks for the morning skype calls, you’re the reason I was early at
work and you not being around was also the reason I worked late. I don’t
want to know how much money we spent ﬂying to each other, at the end
we almost knew the Berlin-Geneva crew from easyjet. You always supported
and encouraged me and dried my tears, you motivated me to stick to this
PhD, to not change and not to give up. Ich danke dir fu¨r deine Liebe und
Geduld, einfach fu¨r alles mein Liebster!
iv
Summary
Magnetic resonance imaging (MRI) oﬀers a good tissue contrast and the abil-
ity to visualize many disease related morphologies. The work presented in
this thesis investigates the study of underlying structure of the brain using
quantitative methods with a special emphasis on quantitative susceptibility
mapping (QSM). Magnetic susceptibility reﬂects the interaction of a mate-
rial to the magnetic ﬁeld and measures in biological tissues the magnetic
susceptibility of inclusions. The properties of paramagnetic and diamagnetic
entities (iron and myelin) have opposing eﬀects allowing QSM to distinguish
the origin of the resulting dephasing.
The reconstruction of QSM requires further processing steps as the mag-
netic ﬁeld produced by the sources needs to be disentangled from the orders
of magnitude bigger background ﬁeld. The produced ﬁeld also depends not
only on the shape and the orientation, but also on the anisotropy of suscepti-
bility and the microstructural compartmentalization of the biological source.
For this reason, reconstruction methods need to be capable to calculate ac-
curate values for diﬀerent brain regions as well as applicable in the everyday
clinical diagnosis.
Within the framework of the thesis a data acquisition protocol based on
a multiple-echo gradient echo sequence as well as a post-processing proto-
col was implemented. One of the processing steps, the background removal
method, was applied to preserve the brain regions close to the cerebrospinal
ﬂuid (CSF). This method outperforms state of the art methods in this re-
gions but is computationally intensive.
Diﬀerent brain regions were studied using quantitative methods with special
emphasis on the QSM. A new method, the modulated closed form solution,
with extremely fast computational time is proposed. The comparison with
other single orientation methods revealed similar results and the highest cor-
relation to the state-of-the-art method (COSMOS) in the deep gray matter.
The R∗2 maps calculated from the same dataset are also able to distinguish
the deep gray matter structures with a similar quality. However, QSM shows
a higher sensitivity in early stage multiple sclerosis lesions as well as white
matter-gray matter structures.
In the human cortex the obtained cortical maps show enhancement of the
primary sensory cortex, which is known to be highly myelinated, on three
evaluated quantitative contrasts R1, R
∗
2 and susceptibility. The contrasts
based on the relaxation rates, R1 and R
∗
2, show a monotonically decrease
from the white matter to the CSF imitating the decrease in iron and myelin.
The susceptibility behaviour is more complex as iron and myelin content in-
troduce an opposing sensitivity, allowing to study iron and myelin content
vwhen combining the three contrasts.
The microstructural organization of white matter inﬂuences the R∗2, R2 as
well as ﬁeld map from which QSM is calculated. This structure leads to an
orientation dependence of the studied contrasts and for QSM the spherical as-
sumption is not valid anymore. Therefore a new QSM method is introduced,
which includes the Lorentzian correction in white matter. Main ﬁbres such
as forceps major and minor and the cortical spinal tract were analysed for the
three diﬀerent quantitative contrasts. The anisotropic component associated
with susceptibility is similar for the relaxation rates whereas the isotropic
component of R∗2 shows a higher variability. The resulting deep gray matter
structure of the new QSM method remained similar to the state-of-the-art
method when comparing the isotropic component but calculates physically
meaningful susceptibility maps with improved contrast between known ﬁbre
bundles.
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Zusammenfassung
Die Magnetresonanztomographie (MRT) bietet nicht nur einen guten Gewe-
bekontrast, sondern auch die Mo¨glichkeit, viele Krankheitsbilder zu visual-
isieren. Die Arbeit, die in dieser Dissertation vorgestellt wird, untersucht die
zugrunde liegenden Struktur des Gehirns mit Hilfe quantitativer Methoden
mit einem besonderen Schwerpunkt auf dem so genannten
”
quantitative sus-
ceptibility mapping” (QSM). Die Magnetische Suszeptibilita¨t reﬂektiert die
Wechselwirkung zwischen einem Material und dem anliegenden Magnetfeld
und stellt in biologischen Geweben die magnetische Suszeptibilita¨t von Ein-
schlu¨ssen dar. Paramagnetische und diamagnetische Objekte (wie Eisen und
Myelin) haben entgegengesetzte Wirkungen und ermo¨glichen mittels QSM
den Ursprung der Dephasierung zu unterscheiden.
Die Rekonstruktion von QSM erfordert weitere Verarbeitungsschritte wie die
Diﬀerenzierung des Magnetfeld der gesuchten Objekte von dem umGro¨ßenord-
nungen gro¨ßeren Hintergrundmagnetfeld. Das erzeugte Feld ha¨ngt zudem
nicht nur von der Form und Ausrichtung, sondern auch von der Anisotropie
der Suszeptibilita¨t und der mikrostrukturellen Kompartimentierung der bi-
ologischen Quelle ab. Aus diesem Grund muss bei der QSM-Berechnung
nicht nur die verschiedenen Hirnregionen beru¨cksichtigt werden, sondern
diese muss auch in der ta¨glichen klinischen Diagnose anwendbar sein.
Im Rahmen dieser Dissertation wurde die Datenakquise auf Basis einer Multi-
Echo-Gradientenechosequenz implementiert sowie ein Protokoll zu deren Nach-
bearbeitung entwickelt. Einer der Verarbeitungsschritte ist das Verfahren
zur Entfernung des Hintergrundmagnetfeldes, welches speziell im Hinblick
auf das Erhalten der Hirnregionen in der Na¨he des Liquor cerebrospinalis
(CSF) angewendet wurde. Dieses Verfahren u¨bertriﬀt den Stand der Tech-
nik in diesen Regionen, ist jedoch rechenintensiv.
Verschiedene Gehirnregionen wurden mit quantitativen Methoden mit beson-
derem Schwerpunkt auf der QSM untersucht. Ein neues Verfahren wurde en-
twickelt, die Modulated Closed Form Solution, mit extrem schneller Rechen-
zeit. Der Vergleich mit anderen auf einer Orientierung des Kopfes basieren-
den Verfahren erzielte a¨hnliche Ergebnisse, wobei die ho¨chste Korrelation
mit dem Stand der Technik (COSMOS-Methode) in der tiefen grauen Sub-
stanz erreicht wurde. Die aus dem gleichen Datenbestand berechneten R∗2-
Werte unterscheiden auch die tiefen grauen Substanz-Strukturen mit a¨hn-
licher Qualita¨t. Allerdings zeigt QSM eine ho¨here Empﬁndlichkeit in einem
fru¨hen Stadium der durch Multiple Sklerose hervorgerufenen La¨sionen sowie
bezu¨glich der weißen Substanz-graue Substanz Strukturen.
Im menschlichen Kortex zeigen die erhaltenen kortikalen Karten der drei un-
tersuchten quantitative Kontraste R1, R
∗
2 sowie der Suszeptibilita¨t erho¨hte
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Werte des prima¨ren sensorischen Kortex, der eine versta¨rkte Myelinisierung
aufweist. Die auf der Relaxationsgeschwindigkeit basierenden Kontraste, R1
und R∗2, zeigen ein monoton abfallendes Verhalten von der weißen Substanz
zu der CSF, was auf einer Abnahme der Eisenkonzentration und der Myelin-
isierung zuru¨ckzufu¨hren ist. Das Verhalten der Suszeptibilita¨t ist komplexer,
da Eisen und Myelingehalt eine entgegengesetzte Wirkung ausu¨ben. Daher
kann durch das Kombinieren dieser drei quantitativen Methoden der Eisen-
und Myelingehalt untersucht werden.
Die mikrostrukturelle Organisation der weißen Substanz beeinﬂusst die R∗2
und R2-Werte sowie das induzierte Magnetfeld, aus dem QSM berechnet
wird. Diese organisierte Struktur fu¨hrt zu einer Orientierungsabha¨ngigkeit
der untersuchten Kontraste, so dassfu¨r QSM die Annahme einer spha¨rischen
Quelle nicht mehr gu¨ltig ist. Daher wurde im Rahmen der Dissertation eine
neue QSM-Methode vorgestellt, welche die Lorentz-Korrektur in der weißen
Substanz entha¨lt. Hauptfasern wie der Forceps minor und major als auch
corpus callosum wurden fu¨r die drei verschiedenen quantitativen Kontraste
analysiert. Die anisotrope Komponente der Relaxationsraten, die auf die
Suszeptibilita¨t zuru¨ckzufu¨hren ist, zeigte sich a¨hnlich, wa¨hrend die isotrope
Komponente von R∗2 eine ho¨here Variabilita¨t zeigte. Die isotrope Kompo-
nente der tiefen grauen Substanz der neuen QSM-Methode blieb a¨hnlich dem
Stand der Technik und es konnten physikalisch sinnvolle QSM-Karten mit
verbessertem Kontrast zwischen bekannten Faserbu¨ndel berechnet werden.
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2 CHAPTER 1. INTRODUCTION
1.1 Historical background and MRI in a nut-
shell
This chapter contains a short summary of the history of the magnetic res-
onance imaging (MRI) and the inventions which lead to the MRI concept
followed by the motivation of this thesis and its outline.
In the beginning of the 20th century the model of the atoms was thought
to be a plum pudding model proposed 1904 by Thomson [1]. In this model
the atom is composed of negatively charged “raisins” (electrons) surrounded
by a positively charged “pudding”, a cloud of positive charge. This model
was overturned 1911 by Rutherford’s interpretation of the unexpected result
of his well-known experiment of alpha particle scattering on a gold foil [2].
The Rutherford model described the atom as a central positive charge con-
centrated into a very small volume in the centre containing the majority of
the atomic mass, the nucleus, surrounded by orbiting electrons. However,
this planetary like model predicts that the electrons emit radiation during
their circulation which leads to an unstable atom. Also the resulting contin-
uous frequency contradicts the experimentally shown light emission of atoms
at discrete frequencies. In order to overcome these discrepancies Bohr pro-
posed 1913 his model in which the electrons orbit stable without radiation
in certain discrete energy levels and are only able to emit or absorb electro-
magnetic radiation which frequency is determined by the energy diﬀerence
of the levels [3]. The discrete spectral emission lines of the hydrogen atom
which were empirically described by the Rydberg formula, are theoretically
explained by the Bohr model including fundamental constants of nature like
the electron charge and the Planck constant.
Although the ﬁrst measurement of the electron spin was performed already
1922 with silver atoms by Stern and Gerlach, their actual intention was to
test the quantization of the angular momentum in the Bohr and Sommer-
feld hypothesis [4]. Later it turned out, that due to the speciﬁc electron
distribution of silver only the electron spin contributed to the angular mo-
mentum. The electron spin itself was theoretically introduced by Uhlenbeck
and Goudsmit [5]. After the discovery of the hyperﬁne structure of the
atomic spectrum of hydrogen Pauli postulated the existence of the nuclear
spin 1924 [6] and received the Nobel price in 1945 similar to the previously
suggested electron spin. Rabi and colleagues used an extended version of the
Stern-Gerlach measurement by applying a varying magnetic ﬁeld to mod-
ify the quantized magnetic moment [7]. The transitions from one quantum
state to another were induced using a radio frequency ﬁeld (RF ﬁeld) ﬁrst in
1937 [8], this work was granted the Nobel price in 1944. Independently, Felix
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Bloch [9] and Edward M. Purcell [10] found a way to study the magnetic
nuclear spin in liquids and solids instead of individual atoms and molecules.
They shared 1952 the Nobel price for the discovery of the nuclear magnetic
resonance (NMR). With this method the material properties like the chemi-
cal structure can be determined, which is the basis for MRI.
The origin of this method is the magnetic spin of the hydrogen atom. The
magnetic spin can be described as an angular momentum with a magnetic
moment. In a magnetic ﬁeld this magnetic moment with a given spin quan-
tum number of 1/2 orients parallel or antiparallel with respect to the applied
ﬁeld. This alignment results in an energy diﬀerence of these two states with
the parallel orientation being the favourable condition, due to the lower en-
ergy state. Because of the favourable energy state more spins are aligned
parallel to the ﬁeld than antiparallel which leads to a formation of a lon-
gitudinal nuclear magnetization. A distortion from the parallel alignment
leads to a precession of the nuclear magnetization with the so called Larmor
frequency. When the longitudinal nuclear magnetization is ﬂipped to the
transverse plane it takes time until the excited state relax into the ground
state limiting the transversal component of the magnetization, which also
decays exponentially. This induces a current to the receiver coil, due to the
Faraday-Lenz-Law, this signal is called the free induction decay (FID). The
relaxation time was called by Bloch the longitudinal T1 relaxation time and
the transverse magnetization decays with the transversal T2 relaxation time.
The tissue speciﬁc relaxation rates were measured in NMR studies on liv-
ing cells and animal tissues. The discovery of diﬀerent relaxation times in
healthy and cancerous tissues by Damadian oﬀered a good framework for
cancer diagnosis [11], although no application to in-vivo measurements was
possible at that time. In 1973 Lauterbur suggested to superimpose the static
magnetic ﬁeld with a magnetic gradient ﬁeld in order to retrieve spatial in-
formation [12]. As the above mentioned resonance frequency is a function
of the ﬁeld strength, the gradually varying magnetic ﬁeld results in the res-
onance frequency being a function of the location and thus can be used to
collect spatial information. This method was applied to measure 1973 the
ﬁrst nuclear spin slice images by Paul C. Lauterbur with a projection recon-
struction method similar to the computed tomography (CT) image recon-
struction, where the gradients were rotated around the object. This imaging
technique, dubbed magnetic resonance zeugmatoraphy [13], moved the sin-
gle dimension NMR to the second dimension of spatial orientation creating
an in-vivo cross-sectional mouse image, the basis of MRI . The back pro-
jection was replaced by Ernst in 1975 [14] who was granted the Nobel prize
in 1991 for his contribution to NMR spectroscopy. The reconstruction of
the ﬁnal image was performed using the two dimensional Fourier transfor-
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mation in a rectangular (cartesian) grid. Mansﬁeld proposed at the same
time a method to study the spatial structures in solids [15] and a slice selec-
tion technique [16]. 1977 he suggested a special technique, the echo-planar
imaging (EPI), [17] for MRI to be reconstructed rapidly, which theoretically
would decrease the scanning time from hours down to a fraction of seconds.
It took another decade to implement his suggestion due to gradient and com-
putation requirements. He shared the Nobel price in 2003 with Lauterbur
for their discoveries concerning the MRI. After this period of basic research
for MRI the clinical application developed very fast from the mid 80s´ with
the MRI performance still improving in terms of scanning time as well as its
capability up to this days.
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1.2 Motivation and Thesis Outline
Magnetic resonance imaging (MRI) has become a workhorse in the medical
diagnostics due to the good tissue contrast and the ability to visualize many
disease related morphologies. Qualitative contrasts are able to diagnose e.g.
vascular malformations (arteriovenous or cerebral cavernous malformations),
strokes (ischemic and haemorrhagic) and tumors (active and nectrotic), but
the reproducibility of these contrasts is not provided. Quantitative contrasts
are independent on the facility as they depend on the underlying structures
which are the origin to these contrasts. However, the speciﬁc eﬀect of the
structures to the contrasts are the topic of various research studies.
The R1 contrast measures the longitudinal relaxation rate and has been
shown to directly correlate with the myelin content, yet also the impact
of the iron content should not be neglected. The apparent relaxation rate
R∗2 has a linear relationship with the iron content in deep gray matter, but
is also increased by the myelin content when white matter is studied. This
increase of R∗2 is caused by para- or diamagnetic inclusions (like iron and
myelin), which lead to a dephasing of the protons close to the perturbers.
Quantitative susceptibility mapping (QSM) measures the magnetic suscepti-
bility of the inclusions and therefore paramagnetic and diamagnetic entities
(iron and myelin) have opposing eﬀects, enabling to disentangle the origin
of the dephasing. Susceptibility is a magnetic property which reﬂects the
interaction between the source and magnetic ﬁeld and induces an additional
local magnetic ﬁeld with a long range spatially varying dipole distribution.
The reconstruction of QSM from the measured MRI data is therefore not
trivial and some processing steps are need to be done. In a ﬁrst step, the
small magnetic ﬁeld produced by the sources needs to be disentangled from
the orders of magnitude bigger background ﬁeld. This large ﬁeld is caused by
imperfect shimming as well as the surrounding air-tissue interfaces. In order
to preserve the relevant information as much of as possible while obtaining
reliable values, an appropriate background removal method is needed, espe-
cially when studying the human cortex.
After the background removal the actual susceptibility can be reconstructed.
However, the magnetic ﬁeld produced by the susceptibility does not funda-
mentally describe the underlying source. The ﬁeld depends not only on the
shape and the orientation, but also on the anisotropy of susceptibility and
the microstructural compartmentalization of the biological source. Therefore
methods to reconstruct the susceptibility from the measured ﬁeld are needed
that are applicable in the everyday clinical diagnosis and are capable to cal-
culate accurate values for diﬀerent brain regions.
The ﬁrst two chapters of this thesis provide a short overview of the basics of
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MRI and quantitative susceptibility mapping. The following chapters present
work produced in this thesis:
1. Step by step processing pipeline for multi-channel multi-echo
acquisition
Chapter 3 presents a short description of the diﬀerent steps needed to be
taken in order to obtain quantitative susceptibility maps when multi-
channel, multi-echo data is acquired; i) coil combination and phase
unwrapping of 2π phase aliasing, ii) background removal to disentan-
gle the desired susceptibility eﬀect from other phase variations based on
e.g. imperfect shimming of external ﬁeld or air-tissue boundary suscep-
tibility eﬀects, iii) quantitative susceptibility reconstruction methods to
solve the ill-posed problem.
2. Modulated closed form solution (MCF), comparison of diﬀer-
ent QSM methods and R2*
Chapter 4 proposes a new method to calculate QSM and performs a
thorough comparison of the newly presented method with three state-
of-the-art QSM techniques: over-determined multiple orientation method
(COSMOS) and two single orientation minimization methodologies based
on the l2 and l1 TV norm of prior knowledge. For all four QSM meth-
ods the relevant parameters were evaluated to determine the optimal
reconstruction in dependence of the relevant regularization and prior-
knowledge parameters which were systematically changed. Addition-
ally, R∗2 maps obtained from the same gradient recalled echo (GRE)
dataset were compared to the QSM contrast.
3. Quantitative mapping in the human cortex
Chapter 5 deals with the ability of three quantitative contrasts to study
cyto- and myelo-architecture of the human cortex; i) longitudinal re-
laxation rate (R1), ii) apparent transverse relaxation rate (R
∗
2), iii)
quantitative susceptibility mapping (QSM). The diﬀerent quantitative
methods were compared based on their contrast of the main primary
Brodmann regions and remaining cortex. Furthermore, the transition
from the inner to the outer layers (white matter to cerebrospinal ﬂuid),
which varies its cyto- and myelo-architecture, was evaluated. As in the
process of susceptibility mapping the background removal traditionally
removes the cortex, various methods were systematically compared in
order to preserve cortical regions close to the brain surface.
4. (An)isotropy of white matter for relaxation rates: R2 and
R2star
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Chapter 6 presents the combination of two methodologies: diﬀusion
tensor imaging (DTI) and quantitative contrasts (R∗2 and R2). Hereby
the ﬁbre orientation information retrieved from the DTI acquisition was
used as prior information for the ﬁtting problem of R∗2 and R2. The dif-
ferent retrieved myelin related parameters were evaluated throughout
the brain with a particular focus on major white matter ﬁbre bundles.
5. Introduction of Lorentzian correction in the white matter for
QSM
Chapter 7 proposes a new QSM method, which implements the Lorent-
zian correction in a COSMOS like reconstruction. The white matter
ﬁbre orientation was retrieved from DTI acquisition and the eﬀect of
implementation of only the primary and additionally the secondary
diﬀusion orientation was evaluated. The Lorentzian correction impact
on the susceptibility maps was analyzed in the deep gray matter as well
as main white matter ﬁbres.
The ﬁnal conclusion chapter summarises the obtained results during the the-
sis and presents future directions.

Chapter 2
Basics of MRI
The basics of MRI: from quantum mechanics
to image reconstruction
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2.1 Magnetic Resonance Physics
The spin is a quantum mechanical property which has no classical (macro-
scopic) analogy. Generally, atomic nuclei with an odd number of nucleons
have a spin. When an external magnetic ﬁeld is applied the spins will ori-
ent parallel to the magnetic ﬁeld producing a net magnetization (2.1.2) and
precess with the Larmor frequency (2.1.1). Considered classically, it can be
compared to an object rotating around its own axis, r, like a spinning top,
which precesses once it’s tilted, 2.1b. Because every system tends to be in
its minimum energy state, the net magnetization will relaxe with a given
relaxation rate to its equilibrium state along the magnetic ﬁeld (2.1.3). The
time dependent behaviour of the net magnetization is characterized by the
Bloch equations (2.1.4).
2.1.1 Nuclear spin in an applied magnetic ﬁeld
Generally, the total angular momentum I of a charged particle is proportional
to its magnetic moment, μ
μ = γ · I (2.1.1)
where the proportional factor γ is described by the gyromagnetic ratio:
γ = g · μN/ (2.1.2)
with g being the g-factor and μN(= e/2mp) the so called nuclear magneton.
The latter is the natural unit for expressing magnetic dipole moments of Dirac
particles (heavy particles such as nucleons and atomic nuclei), with mp being
proton rest mass, e the elementary electron charge and  the reduced Planck
constant.
The g-Factor or Lande´-Factor of an atom, nucleus or a fundamental particle
describes the ratio between the measured magnetic moment and the expected
theoretical magnetic moment taking into account the angular momentum
from the classical physics. As the measured magnetic moment depends on the
total angular momentum, I which consists of the orbital angular momentum
L and the spin angular momentum S, the g-factor depends on the particle.
When only the orbital angular momentum is involved in the total angular
momentum the resulting angular momentum of the measured and classical
physics is the same and the g-factor g = gl = 1. The total angular moment
of the spin angular momentum has characteristic values for each particle,
e.g. electron ge ≈ −2, proton gp ≈ 5.6, neutron gn ≈ −3.8 [18]. When
the total angular momentum of the system consists of both the orbital and
spin angular momentum, the g-factor is a combination of gl and gs using the
2.1. MAGNETIC RESONANCE PHYSICS 11
Lande´-equation. By placing a particle with a magnetic moment in a magnetic
ﬁeld the resulting eﬀect is described by the Hamiltonian and is given by:
H = −μB = −γIB, (2.1.3)
and in the case of the magnetic ﬁeld being in the z-direction (
−→
B = Bêz):
H = −γIzBz. (2.1.4)
As the system is usually non-static, the time-dependent probability of the
eigenstates is of great interest. The time evolution operator is
Uˆ = e(−i/Hˆt) = e−i/αIz) (2.1.5)
with the time dependent angle
α = −γBzt = ωLt,
with ωL is the Larmor frequency given by
ωL = −γBz. (2.1.6)
Magnetic resonance imaging is based mainly on hydrogen nuclei (charged
protons) of water molecules. Therefore the total angular momentum is re-
duced to the proton spin Iz = Sz and the g-Factor is g = gs ≈ 5.6. Moreover,
the important ratio between the magnetic ﬁeld and the Larmor frequency
reduces to the value:
γ = gse/2mp ≈ 267.513 · 106[s−1T−1] (2.1.7)
or, more practically 42MHzT−1. The dynamic of such magnetic moments
in external magnetic ﬁelds can be described using quantum mechanics. The
starting state can be assumed as a linear combination of two spin states;
spin-up and spin-down, at start time t=0
|ψ(t = 0)〉 = 1√
2
((
1
0
)
+
(
0
1
))
=
1√
2
(
1
1
)
, (2.1.8)
the time dependent behaviour is expressed with the time evolution operator
Uˆ = e(−i/αIz)
Iz=±/2
= e(−i/2ωLt), (2.1.9)
Applying the spin operator
Sx,y,z = /2σx,y,z
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with σx,y,z being the Pauli-Spin matrices the time dependant expectation
value becomes
〈Sx(t)〉 = 〈ψ(0)|Uˆ+SxUˆ |ψ(0)〉
=

2
· 1
2
(
e(+i1/2ωLt)e(−i1/2ωLt)
)(0 1
1 0
)(
e(+i1/2ωLt)
e(−i1/2ωLt)
)
=

2
· 1
2
(
e(+iωLt) + e(−iωLt)
)
=

2
· cosωL (2.1.10)
〈Sy(t)〉 = 〈ψ(0)|Uˆ+SyUˆ |ψ(0)〉
=

2
· 1
2
(
e(+i1/2ωLt)e(−i1/2ωLt)
)(0 −i
i 0
)(
e(+i1/2ωLt)
e(−i1/2ωLt)
)
=

2
· 1
2
i
(−e(+iωLt) + e(−iωLt))
=

2
· sinωL (2.1.11)
〈Sz(t)〉 = 〈ψ(0)|Uˆ+SzUˆ |ψ(0)〉
=

2
· 1
2
(
e(+i1/2ωLt)e(−i1/2ωLt)
)(1 0
0 −1
)(
e(+i1/2ωLt)
e(−i1/2ωLt)
)
=

2
· 1
2
(
e(+iωLt) − e(−iωLt))
= 0 (2.1.12)
The expectation value of the starting state can be interpreted as a vector
rotating in the x-y plane at the Larmor frequency ωL, see ﬁgure 2.1a.
2.1.2 Spin statistics
In the quantum mechanics formalism for a particle with the spin 1/2 only
two diﬀerent energy states exist in the presence of an external magnetic ﬁeld
B. The spins are oriented parallel or antiparallel to the ﬁeld leading to two
diﬀerent energy levels
E± = ±1
2
ωL. (2.1.13)
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Figure 2.1: a) presession od magnetic spin in presence of an applied magnetic
ﬁeld, b) mechanical analogon of tilted spinning top in presence of gravity, [19].
The propability p for such an energy level can be described by the Bolzmann
equation:
p± ∼ e−βE± . (2.1.14)
Assuming the temperature being the normal room temperature and the mag-
netic ﬁeld strength being few Tesla we notice that the thermal inﬂuence is
much bigger than the magnetic energy diﬀerence β−1 = kBT >> E, with
kB being the Bolzmann constant. Therefore the Bolzmann factor can be
assumed as p± (1− βE±). The calculation of the net magnetization, the dif-
ference between the spins oriented along and opposite to the magnetic ﬁeld
direction is given by:
p− − p+
p− + p+
=
(1 + βE)–(1− βE)
(1 + βE) + (1− βE)
= βE =
gSe
2kBTmp
B
≈ 6.6 · 10−6B (2.1.15)
It means that by applying an external magnetic ﬁeld of 1 Tesla, among the
1 million spins the two energy levels are almost equally distributed and only
7 spins out of this million are unpaired. These spins are in the lower energy
state and are the origin of the net magnetization, see ﬁgure 2.2. This is
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the reason for the low signal to noise ratio (SNR) of MRI. Moreover, the
net magnetization is proportional to the applied magnetic ﬁeld and anti-
proportional to the temperature. This suggests some methods to improve
the signal like: to apply higher magnetic ﬁelds (known as Ultra High ﬁelds)
or to use lower temperature.
Figure 2.2: a) bulk magnetization in the presence of an applied magnetic ﬁeld
and resulting net magnetization, b) 2 energy states for spin 1/2 system, [19].
2.1.3 Relaxation times
The relaxation times describe the return to equilibrium of the net magneti-
zation in the presence of a strong magnetic ﬁeld.
The protons within a tissue are in constant translational, vibrational and
rotational motion. Therefore, many interaction possibilities are available
between a spin and its surrounding e.g. either through direct interaction,
Raman or Orbach processes. When the spin population interacts with the
surrounding, it releases the energy obtained from the RF pulse and relaxes
to the equilibrium. This process is called spin-lattice relaxation because of
its origin in the solid state physics and is described with the longitudinal
time T1 or longitudinal rate R1(= 1/T1). It means T1 characterizes the rate
at which the longitudinal magnetization vector Mz of the spins recovers ex-
ponentially towards the equilibrium. In dense tissues the complex lattice
consists of more contributers, oﬀering more interaction partners and there-
fore leading to a fast recovering of the longitudinal component Mz of the
magnetization. Because of this relationship, denser tissues, like fat, have a
shorter T1 compared to the cerebrospinal ﬂuid (CSF) that has longer T1, see
ﬁgure 2.3a.
Another eﬀect is the so called transversal relaxation. In this process no en-
ergy is transferred, it is an entropic process. Instead, its origin lies in the
interaction between the spins themself. Every spin can be seen as a small
magnet which creates a small magnetic ﬁeld. When taking into account all
spins they generate ﬂuctuation ﬁelds which are interacting with a certain
single spin. Therefore some of the spins speed up due to higher local ﬁeld
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strength and some slow down due to lower local ﬁeld strength. Because of
this ﬂuctuation the phase of the translational component Mx,y of the ro-
tating spins varies and the spins dephase. This process is called spin-spin
relaxation and is described by the transversal relaxation time T2 or transver-
sal rate R2(= 1/T2), see ﬁgure 2.3b.
Besides the spin-spin interaction from the same particles, an additional ef-
Figure 2.3: relaxation of diﬀerent brain tissues over time for a) longitudinal
relaxation T1 and b) transversal relaxation T2, c) shortening of T2 leads to
apparent transversal relaxation T ∗2 due to inhomogeneous ﬁelds, [19].
fect which leads to the dephasing is caused by any inhomogeneous ﬁeld δB.
This inhomogeneity can be created by the non-perfect external magnetic ﬁeld
as by the substances with diﬀerent magnetic susceptibility. This additional
process leads to a faster decay of the transversal magnetization and is referred
to by T ′2. The ﬁnal dephasing consists of the dephasing caused by spin-spin
interaction and the additional ﬁeld inhomogeneities. The ﬁnal transversal
relaxation time is therefore called the apparent transversal relaxation time,
which is shorter, see ﬁgure 2.3c and is denoted as:
1
T ∗2
=
1
T2
+ δB
=
1
T2
+
1
T ′2
(2.1.16)
Its notation as apparent transversal relaxation rate is given by
R∗2 = R2 +R
′
2.
The presence of many interaction partners as in dense tissues leads to a faster
dephasing compared to tissues with lower molecular density. Therefore ﬂuids
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have the longest transversal relaxation time while tissues with paramagnetic
impurities have a much faster decay.
2.1.4 Bloch equations
The magnetization M of a system is composed of the sum of all magnetic
moments of each component μn of the system
M =
∑
n
μn.
The equilibrium magnetization is parallel to the magnetic ﬁeld in z-direction
and can be written as
M =
⎛⎝ 00
M0
⎞⎠ . (2.1.17)
A magnetization vector which is not in its equilibrium will relax in order
to return to equilibrium. These relaxations can be termed using a common
approach with diﬀerential equations as:
d
dt
Mz =
M0−Mz
T1
(2.1.18)
d
dt
Mx,y =
Mx,y
T2
(2.1.19)
The equation 2.1.19 describes the relaxation of the whole system, the “spin-
lattice” or “longitudinal” relaxation where T1 refers to the mean time for
the spin ensamble to return to 63% of the steady state. The equation 2.1.19
describes the “spin-spin” or “transversal” relaxation where T2 refers to the
mean time for the transverse magnetization to be attenuated by 63%. The
relaxation rates depend on the tissue and are thoroughly discussed in sub-
section 2.1.3.
An applied external ﬁeld, B, leads to a torque moment, T , acting on the
magnetization
T = M × B,
which interlinks with a change of the total angular momentum I:
T =
d
dt
I
The magnetic moment itself also depends on the total angular momentum
M =
∑
μn = γ
∑
In = γI,
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which leads to the resulting equation
d
dt
M = γ(M × B) = ω ×M
of a rotation of the magnetization with the angular speed ω = −γB. This is
the same result as the microscopic quantum mechanical expectation value.
Taking into account rotation as well as the relaxation rates the diﬀerential
equations for the magnetization become:
d
dt
Mz = γ(M × B)z + M0 −Mz
T1
d
dt
Mx,y = γ(M × B)x,y–Mx,y
T2
(2.1.20)
In the case of a circular polarized radiofrequency (RF) ﬁeld in the xy-plane
with frequency ωL and amplitude B1 is applied for the excitation with the
resulting magnetic ﬁeld being
B(t) =
⎛⎝B1 cos(ωlt)B1 sin(ωlt)
B0
⎞⎠ . (2.1.21)
In order to simplify the equations a transformation to a rotating frame can
be done.
For the transformation of a general vector V into a rotating frame with the
angular speed ωrot circulating around the origin the following expression is
used:
(
d
dt
V )rot = (
d
dt
V )stable–(ωrot × V ).
The new rotating coordinate system has hence the same frequency as the RF
pulse:
ω =
⎛⎝ 00
ωl
⎞⎠ (2.1.22)
The Bloch-equation in the rotating frame denoted with V˜ , with
ωL,0 = −γB0, ωL,l = −γBl( = ωl)
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can be written as
d
dt
M˜x = (ωl − ωL,0)M˜y–M˜x
T2
d
dt
M˜y = −(ωl − ωL,0)M˜x − ωL,1Mz–M˜y
T2
d
dt
M˜z = ωL,1M˜y +
M˜0 − M˜z
T1
(2.1.23)
The natural rotating frame frequency is the same as the precessional fre-
quency or Larmor frequency ωl = ωL,0 and the equation system simpliﬁes
to
d
dt
M˜x =
M˜x
T2
d
dt
M˜y = −ωL,1Mz–M˜y
T2
d
dt
M˜z = ωL,1M˜y +
M˜0 − M˜z
T1
(2.1.24)
When the amplitude of the applied pulse is much bigger than the relaxation
ωL,1 >> 1/T1 and ωL,1 >> 1/T2 the inﬂuence of the relaxation towards
the steady state can be neglected and the Bloch equation can be further
simpliﬁed to
d
dt
M˜x = 0 (2.1.25)
d
dt
M˜y = −ωL,1Mz
d
dt
M˜z = ωL,1M˜y (2.1.26)
These Bloch equation can be interpreted as a rotation around the x-axis in
the rotating frame. In the non-rotating frame the magnetization vector is
tilted away from the z-axis towards the xy-plane during its precession.
By regulating the amplitude and the duration of the applied RF-pulse, the
ﬁnal magnetization vector can be adjusted. The angle between the original
steady state magnetization and the ﬁnal ﬂipped magnetization, is called ﬂip
angle α, see ﬁgure 2.4a. Two speciﬁc cases are the application of 90◦ pulse
ﬂipping the magnetization to the xy-plane and 180◦ causing the magnetiza-
tion vector to be in the -z-axis as shown in ﬁgure 2.4b.
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Figure 2.4: a) ﬂipping movement of magnetization vector in case of applied
RF-pulse, where Mz is the projection to z-axis, longitudinal magnetization,
Mxy is the projection to xy-plane, transversal magnetization and α is the
ﬂip angle, b) resulting ﬂipping of the magnetization vector for two RF-pulses
α = 180◦ and α = 90◦, c) generation of free induction decay (FID) signal, [19].
After the application of the 90◦ RF-pulse, the magnetization is ﬂipped
to the xy-plane. At the end of the RF-pulse (ωL,l = 0), the magnetization
driven by the relaxation rates can be written as:
d
dt
M˜x =
M˜x
T2
d
dt
M˜y =
M˜x
T2
d
dt
M˜z =
M˜0 − M˜z
T1
(2.1.27)
This leads to the very simple solution in the rotating frame of the diﬀerential
equation being the exponential decay.
M˜x(t) = Mx(0) · e
−t
T2
M˜y(y) = My(0) · e
−t
T2
M˜z(t) = Mz(0) · e
−t
T1 + (1−M0) · e
−t
T1 (2.1.28)
This leads to the generation of the FID signal. The transverse magnetization
can be measured with the receiver coil via Faraday induction. Because of the
spin-spin interactions this signal decays dependant of the T2 time of the
measured object, as shown in ﬁgure 2.4. To take into account the additional
dephasing caused by ﬁeld inhomogeneities, the T2 relaxation time needs to
be substituted and the FID decays with the T ∗2 relaxation time.
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2.2 Image generation
After having presented the fundamental basics of MRI this section will focus
on what is needed to create a MR image. In order to achieve a MR signal
an external homogeneous magnetic ﬁeld is applied (subsection 2.2.1). The
magnetization is brought to the x-y plane by application of a rotating ﬁeld
emitted by a RF coil. The precessing magnetization in this plane induce a
voltage diﬀerence in the RF coil which is used for signal detection. In order
to retrieve the spatial distribution of this signal gradient ﬁelds are used (sub-
section 2.2.2). Finally the measured information needs to be transformed to
the spatial domain to create an anatomical image subsection (2.2.3). Hereby
a short overview of the used Fourier Transform is given in subsection 2.2.4.
2.2.1 Magnetic ﬁeld and shimming
The main properties of a magnetic ﬁeld are described by the Maxwell equa-
tions. As there are no single magnetic ﬁeld sources, the following equation
is valid:
∇B = 0
In the absence of a static magnetic ﬁeld, which means no current ﬂoss exists
and no magnetic eddy currents are available, the second Maxwell equation
becomes:
∇× B = 0.
The application of (∇×) to the equation∇×(∇×B) = ∇(∇B)−(∇∇)B and
taking into account ∇∇ = Δ results in the Laplacian diﬀerential equation
ΔB = 0.
The direction of the static main magnetic ﬁeld in MR imaging is usually
deﬁned to be along the z-axis. Thus, the Laplacian can be simpliﬁed to
ΔBz = 0.
Functions which solve the Laplacian equations are called harmonic and can be
written as spherical functions that are by themselve solutions of the laplacian
equation. To solve this equation usually spherical coordinates (r, ϕ, θ) are
used instead of the Cartesian coordinates (x, y, z). The spherical coordinate
r is the radial distance to the origin, φ the azimuthal angle and θ the polar
angle. While using the spherical coordinates the Laplacian equation becomes:
ΔBz =
1
r2
∂
∂r
(r2
∂Bz
∂r
) +
1
r2 sin(θ)
∂
∂θ
(sin2(θ)
∂Bz
∂θ
) +
1
r2 sin2(θ)
∂2Bz
∂φ2
(2.2.1)
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To ﬁnd the spherical functions, the variables separation method is used ﬁrst
to untangle the radial from the angular dependencies and then to separate
the polar from the azimutal. Taking into account boundary conditions and
changing some variables leads to the Legendre equation, whose solution are
the multiples of the Legendre Polynomials Pml (cos(θ)). Therefore, the solu-
tion of the Laplacian equation is the description of Bz as a linear combination
of spherical harmonic functions as follows:
Bz =
∞∑
l=0
l∑
m=0
Pml (cos(ϑ)) · rl · (al,m cos(mϕ) + bl,m sin(mϕ)) (2.2.2)
For each value of l there are 2l+1 sums and Pml are the associated legendre
polynomials which can be expressed as
Pml (z) =
(z2 − 1)m/2dl+m
2ll
d(l +m)
zdl +m
(z2 − 1)l. (2.2.3)
Similar to other concepts of representing a function as an inﬁnite sum, like
the Taylor series, the most important terms are the very ﬁrst ones and its
expression and interpretation can be written as:
l m Pml term interpretation
0 0 P 00 (cos(ϑ)) = 1 a0,0 = const = B0
1 0 P 01 (cos(ϑ)) = cos(ϑ) a1,0r cos(ϑ) = a1,0z
1 1 P 11 (cos(ϑ)) = sin(ϑ) a1,1r sin(ϑ) cos(ϕ) +
b1,1r sin(ϑ) sin(ϕ)
= a1,1x+ b1,1y
The constant term describes the constant main magnetic ﬁeld, the ﬁrst order
terms (l = 1) represent the linear gradients and the coeﬃcients a1,0, a1,1 and
b1, 1 of the gradients z-gradient, x-gradient and y-gradient, respectively.
This concept of decomposing a function into a subset of known functions is
used for shimming, to produce a homogeneous magnetic ﬁeld in a certain vol-
ume. This volume is a theoretical sphere in the centre of the magnetic ﬁeld,
the isocenter inside the MR scanner. The diameter of this sphere denotes the
theoretical maximal distortion free ﬁeld of view (FOV) for the image acqui-
sition. As the Laplacian equation forbids extrema (minima and/or maxima)
inside the sphere, the main deviations from homogeneity occur on the edge of
the sphere. The magnetic ﬁeld on the surface of this sphere can be measured
and deviations from the harmonic behaviour can be corrected by usage of
active shimming coils. These produce ﬁeld corrections, for several ﬁrst order
terms of the spherical harmonics, which replicate the inhomogeneities with
the opposite eﬀect and thus compensate the inhomogeneities. However, once
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an object is placed inside the MR scanner the main magnetic ﬁeld is dis-
torted by the objects susceptibility eﬀects. For humans the distortion caused
by the susceptibility is particularly noticeable at air-tissue boundaries like
the sinuses as the oxygen in the air is paramagnetic. This leads to image
artefacts especially in the frontal lobe. By shimming, currents in the shim
coils are adjusted such that the homogeneity is restored.
2.2.2 Gradients
The spatial encoding of the object is achieved by the use of so called mag-
netic gradient ﬁelds in the z-direction. The main magnetic ﬁeld is highly
homogeneous along the z-direction and weak on x and y. Therefore the ﬁeld
along z-direction is reported as Bz and the gradient ﬁeld is meant as gradient
of the scalar ﬁeld
Bz = (
∂Bz
∂x
∂Bz
∂y
∂Bz
∂z
) = (GxGyGz). (2.2.4)
The MR-scanner contains gradient coils with which such modiﬁcations of the
main magnetic ﬁeld can be created. To create a gradient along each cartesian
direction a separate gradient coils exist. The main property of such generated
ﬁeld changes is its linearity. With the homogeneous main magnetic ﬁeld B0
and its linear change the resulting magnetic ﬁeld, as in ﬁgure 2.5 can be
described as
B = B0 +G · r
Therefore, by combination of the three gradient coils a ﬁeld gradient along
any direction can be generated. 2.5.
Figure 2.5: magnetic ﬁeld and the resulting Larmor frequency when a) no
and b) an gradient ﬁeld is applied, [19].
The gradient ﬁeld is physically not possible, as the Maxwell equation for-
bids a non-zero gradient of the magnetic ﬁeld. Therefore, such gradient coils
produce also other magnetic ﬁeld components as required by the Maxwell
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equation
∇B = ∂
∂x
Bx +
∂
∂y
By +
∂
∂z
Bz = 0
therefore
∂
∂z
Bz = 0 ⇒ ∂
∂x
Bx +
∂
∂y
By = 0
Which means a non-zero component of z-Gradient leads to non-zero x- and-
y-Gradients. The diﬀerence to the strong main magnetic ﬁeld B0 is therefore
as follows:
δB = Bnew − B0 =
√
B2x,y + B
2
0–B0
Because B0 (∼ T) is much bigger than Bx,y (∼ mT) the relative change of
the Bz component approximates to
δB
B0
=
1
B0
(
√
B2x,y + B
2
0–B0) ≈
B2x,y
2B20
.
The ﬁeld distortions from the x- and y-Gradient are therefore negligible.
2.2.3 Image encoding
2.2.3.1 Slice selection
The main magnetic ﬁeld leads to a precession of the spins around the z-
axis with a certain frequency ω. When an additional ﬁeld gradient along z-
direction Gz is added to the main magnetic ﬁeld B0, the precession frequency
depends on the localization of the spins within the MR scanner. When a radio
frequency is applied, only the spins which have a Larmor frequency (produced
by this magnetic ﬁeld) that matches the radio frequency, are excited. Thus a
speciﬁc xy-plane is excited whose plane thickness depends on the bandwidth
of the excitation pulse and the strength of the gradient ﬁeld, see ﬁgure 2.6a.
The relationship between the excitation slice thickness Δz, the gradient ﬁeld
Gz and the bandwidth of the excitation pulse leads to:
ω = −γ · B = −γ · (B0 +GzΔz)
And thus to
⇒ Δω = −γ ·Gz ·Δz.
For thinner slice proﬁles steeper gradient ﬁelds are needed, as shown in ﬁgure
2.6b. The slice proﬁle should be as sharp as possible to avoid signal from
the surrounding spins of other slices. Hence, the frequency spectrum of the
excitation pulse should have rectangle function characteristics as it can be
achieved by the sinc-function, sinc(x) = sin(x)
x
. The slice selection reduces
the image encoding problem to a two dimensional problem.
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Figure 2.6: a) slice selection with thickness Δz0 using frequency Δω0 in the
xy plane, b) steeper gradient ﬁeld a produces thinner slice Δza compared to
gradient b, [19].
2.2.3.2 Frequency and phase encoding
The slice selection was achieved by the application of a gradient ﬁeld in the z-
direction and an excitation pulse with a slice speciﬁc frequency. The resulting
signal from the selected slice now needs to be further spatially encoded to
get a three dimensional image.
This is achieved by using the eﬀect of the gradient ﬁelds along the other
directions Gy and Gx on the phase of the slice selected spins. The resonance
frequency ω inside a magnetic ﬁeld with the presence of a gradient ﬁeld is
ω = −γ · B = −γ(B0 +−→G · −→r )Δω = −−→G−→r , (2.2.5)
with Δω being the spatially dependent Larmor frequency. The application
of a gradient during a certain time T leads to a phase diﬀerence ΔΦ of the
spin orientation which depends on its localization.
ΔΦ = ΔωT = −γGrT.
The resulting emitted signal is now further encoded by the phase diﬀerence
of the spins of the excited x-y plane. This phase encoding depends on the
localization of the spins in respect to the gradient ﬁeld strength at a certain
line along the selected plane. Therefore, this phase diﬀerence leads to a
spatially dependent complex phase factor
e−iγGrT
The explicit application of the gradients is explained for several contrasts in
section 2.3.
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When detecting with a RF coil the spatially dependent signal density with
its phase factors is integrated over the excited slice A:
S =
∫
A
dx dy σ(x, y) · e−iγGxxTx+GyyTy .
Deﬁning kx = γGxTx and ky = γGyTy the equations simpliﬁes to
S =
∫
dx dy σ(x, y) · e−ikxx+kyy = S(kx, ky)
This describes the Fourier transformation of the function σ(x, y) itself. It
means for each slice the k-space needs to be sampled at all kx and ky coordi-
nates and by applying a Fourier transformation the ﬁnal MR image can be
retrieved.
2.2.4 Fourier Transform
The Fourier Transform is not unique to MRI, however this mathematical
formulation is essential for the understanding of MR and its artefacts. The
formal connection between the measured spatially dependent signal density
and the Fourier Transformation is crucial. The data acquired with MR is
localized in the k-space and can be converted into the image space by the
application of the inverse Fourier transformation [20] [21] [22]. The Fourier
Transform is a complex integral transformation of arbitrary number of di-
mensions, n, and is given by the following expression:
F (k) =
1
(
√
2π)n
∫
∞
−∞
dnx e−ikxf(x) (2.2.6)
Where x is the coordinate in the image space and k is the reciprocal variable
wavenumber in frequency space, k-space. Under similar conditions its inverse
transformation is given by:
f(x) =
1
(
√
2π)n
∫
∞
−∞
dnk e+ikxF (k) (2.2.7)
The Fourier Transform describes the transition of the data from the image
space (spatial domain) to the k-space, which contains the information of the
spatial frequencies of the object.
The complex exponential eikx in equation 2.2.6 can be interpreted as a com-
plex wave in the direction of k with the spatial frequency ‖k‖ and the complex
values of F (k) describe its amplitude and phase. The sum of all those waves
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retrieves the MR image. A point k = kx far away from (0, 0) represents a
wave along the x-direction with a high frequency, whereas k = ky describes
a wave with longer wavelength in y-direction. Any k = (kx, ky) in k-space is
a wave superposition in the image-space as shown in ﬁgure 2.7.
On the image space each (x, y) point contains the intensity on a certain
Figure 2.7: points in the k-space and their corresponding image space wave
representation, [19].
position whereas in the k-space (kx, ky) point represents the amplitude and
phase of the spatial frequency. These two representations can be converted
to each other by using the Fourier Transformation, see ﬁgure 2.8a and d.
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The (x, y) and (kx, ky) points are not corresponding to each other in a bijec-
tive, meaning one-to-one, way. In the image space every single (x, y) point
maps to every (kx, ky) point and contrariwise, every point in the k-space
contains spatial frequency and also phase information about every point in
the image space. Manipulations in the k-space result in a non-local eﬀect on
the image space. Despite the absence of a direct correspondence between the
location of a point in k-space and the location in the image, diﬀerent parts
of k-space correspond topologically to spatial frequencies in the MR image.
Data near the centre of the k-space (k = (0, 0)) corresponds to low spatial
frequencies. Therefore the reduction of the non-zero values to the centre
of k-space leads to loss of details but preservation of the contrast and gen-
eral shapes and corresponds to an application of a low-pass ﬁlter, see ﬁgure
2.8b and e. On the contrary, data from the periphery relates to high-spatial
frequencies. When the centre of k-space is eliminated but the remaining pe-
riphery preserved it results in a loss of contrast but preserved details on the
image like edges, compareable to high-pass ﬁlter, see ﬁgure 2.8c and f.
2.2.4.1 Speciﬁc characteristics in data acquisition
The continuous and inﬁnite number of frequency components of the k-space
as in 2.2.6 can clearly not be met in the MR imaging due to limited computer
memory and acquisition time. Moreover, the number of samples of the signal
is limited by the digitizing rate.
The Fourier series describes any signal, in given interval, as a sum of an
inﬁnite number of waves with discrete diﬀerent frequencies. The series in the
interval of the length L can be written as:
F (x) =
∞∑
n=−∞
cne
i2π(n/L)x =
∞∑
n=−∞
fL(k)e
ikx, (2.2.8)
where the nth coeﬃcient of the Fourier series is given by:
Cn =
1
L
∫ 1
L
−
1
L
f(x)e−i(2π·n/L)r. (2.2.9)
The Fourier series is also limited to a ﬁnite number of frequencies and
the measured interval deﬁnes the ﬁeld of view (FOV). The periodicity of
the Fourier transform results in an artefact called “phase wrap-around”.
Analysing the coeﬃcient of a point located outside the FOV at the position
xL = x+L leads to a phase shift of 2π which is exactly 1(e
i2πn/L·L = 1). Thus
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Figure 2.8: shows the data representation in the k-space and the correspond-
ing image space with the whole k-space (a and d), when non-zero k-space
points are restricted to the centre (b and e) and the centre of the k-space is
removed (c and f), [19].
points outside the FOV, which are shifted by L, contribute to the Fourier co-
eﬃcient as if they were inside the FOV. Therefore, anatomical parts outside
the FOV are folded into the area of interest. As an example, the nose of the
patient’s head will therefore be wrapped around and spatially mismatched
to the opposite side of the image, the back of the head and vice versa, see
ﬁgure 2.9b.
As the Fourier series representation of an MR image is not unlimited at
some point it must be cut short (truncated) which leads to characteristic
errors in its reconstruction. The exclusion of the higher order summands is
equivalent to only low frequency sampling in the k-space and a rectangular
window sampling in the frequency domain. As the inverse Fourier Transform
of a rectangular window corresponds to the sinc function it results in its
convolution in the image space. Therefore the undershoot and overshoot os-
cillations of the sinc function appear as multiple ﬁne parallel lines especially
in high contrast interfaces like the dura and brain surface. The physicist
Gibbs studied the Fourier series behaviour at discontinuities and described
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ripples arising at sharp edges, therefore this artefact is called “Gibbs” or
“truncation” artefact, see ﬁgure 2.9a. To reduce this problem a smoothly
decreasing window like the Hamming window can be applied to the k-space
prior to further processing or higher resolution data can be aquired.
Figure 2.9: a) shows the Gibbs artefact on the border between dura and
cortex shows, b) shows the wrap-around artefact in the human brain, [19].
2.2.5 Parallel acquisition technique
The parallel data acquisition aims at using information from signal acquired
with diﬀerent, simultaneously acquired, coils to fullﬁll the Nyquist criteria,
while reduce the number of measurements. This is done by sampling only
a limited number of k-space lines, which means phase encoding steps. This
phase undersampling reduces the scanning time but also results in aliasing of
the signal. This aliasing occurs when an insuﬃcient number of k-space com-
ponents have been sampled, which results in a wrap-around of the image.
One option for untangling of the image is the measurement with diﬀerent
receiver coils. Each coil has its own coil sensitivity and therefore the mea-
sured signal is weighted and depends on the location of the coil as well as
the signal origin. The correction of the aliasing artefacts can be performed
either on the k-space or in the image-space.
The method performing the correction in the k-space is called GRAPPA
(GeneRalized Autocalibrating Partial Parallel Acquisition) [23]. In this ap-
proach the lines through the centre of k-space (reference lines) are fully sam-
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pled, but k-space lines away from the center are missing because multiple
phase-encoding steps have been skipped, which deﬁnes the acceleration fac-
tor. The estimation of the missing points is the critical step in the GRAPPA
method. The missing k-space points are estimated using the known acquired
reference lines. Using a kernel weights can be calculated for each coil (using
all coils) on how to interpolate the missing k-space points. When each coil
the k-space is fully sampled, the Fourier transformation of the k-space of
each coil results in an individual image with no aliasing artefacts. Finally,
the individual coil images are combined to obtain the ﬁnal image.
An alternative method which performs the correction for the aliasing af-
ter the fourier transformation is called SENSE (SENSitivity Encoding) [24].
From the undersampled k-space the image is reconstructed, which contains
the aliasing artefacts. The crucial and important step is to calculate the
sensitivity of each coil. Once this processing step is performed a matrix in-
version is used to combine and unfold the aliased images acquired for each
coil, resulting in one unaliased image.
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2.3 Image contrast
Right after the pulse excitation the signal response of the spins reﬂects its
density distribution, the proton density. However, this signal decays with
the tissue speciﬁc relaxation times.
This tissue dependant signal decay can be used to enhance the signal con-
trast and retrieve information of the underlying structure. Many parameters
inﬂuence the signal behaviour, application of gradient pulses, the time points
and strength of RF pulses or the time point of signal measurement. For this
reason many diﬀerent sets of parameters are available which deﬁne diﬀerent
sequences. Some of these sequences used in the thesis are described in the
following subsections.
2.3.1 GRE - gradient recalled echo
In order to illustrate an MR imaging sequence, a pulse diagram is used as
shown in ﬁgure 2.10
In this diagram the application of the RF pulse, the diﬀerent gradient
amplitude as well as the resulting signal acquisition are shown (y-axis) as a
function of time (x-axis). This diagram can be interpreted as follows:
First the gradient ﬁeld along z, GS is switched on to create a position de-
pendent frequency oﬀset. To excite a slice, slice selective excitation RF pulse
is applied with the frequency of the desired slice. By adjusting its time du-
ration and amplitude the ﬂip angle is chosen. The dephasing from the slice
selective gradient ﬁeld, Gz, is rephased by the refocusing gradient, shown as
opposite sign, with half its area.
After the slice selection the gradient ﬁeld in y-direction GP is applied and
leads to a phase diﬀerence of the rotating spins in y-direction (phase encod-
ing gradient), see the y-axis in ﬁgure 2.11. During the signal measurement
the gradient in x-direction GF is applied, causing diﬀerent frequencies of the
spins in x-direction (frequency encoding gradient), as in ﬁgure 2.11. First,
this gradient is applied in the opposite direction in order to induce spin de-
phasing and signal suppression. When this gradient is reversed, the spins
that are precessing at diﬀerent frequencies will refocus, which leads to a sig-
nal rephasing, a gradient recalled echo (GRE). The echo time denotes the
time between the excitation and the signal maximum.
The signal measurement of a selected slice is S =
∫
dxdyσ(x, y)·e−ikxx+kyy =
S(kx, ky) as shown in section 2.2.3. Therefore the whole k-space needs to be
sampled if the inverse Fourier Transform is to be used to create an image
free of artefacts. This can be achieved by varying the amplitude and du-
ration of the gradient ﬁelds, because the position in k-space is given by
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Figure 2.10: Puls diagram for gradient recalled echo sequence (GRE): from
the top to the bottom: applied excitation pulse with ﬂip angle α, slice se-
lection gradient ﬁeld GS along z-direction, frequency encoding gradient ﬁeld
GF in x-direction and phase encoding gradient ﬁeld GP in y-direction. TE
denotes the time between exitation and signal measurement, echo time, and
TR the time of two successive exitations, repetition time, [19].
ki = γ
∫
T
Gi(t)dt. When applying the Gy gradient a certain point in y-
direction of the k-space is set and by then acquiring the signal during the
application of Gx, the kx line is read. To summarize the gradient ﬁeld eﬀects:
1. slice selection with slice selective gradient ﬁeld Gz (slice encoding di-
rection, GS)
2. phase diﬀerence with phase encoding gradient ﬁeld Gy (phase encoding
direction, GP )
3. frequency diﬀerence with read out gradient Gx (frequency encoding
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Figure 2.11: Application of gradient along y and x results in location depen-
dent phase and frequency diﬀerences, [19].
direction, GF )
With this process only one kx line at a certain ky coordinate is acquired. The
magnetization then recovers towards its equilibrium and this excitation and
encoding procedure needs to be repeated to ﬁll the whole k-space. In the case
of multiple slice imaging, the multiple slices are acquired in an interleaved
fashion (remaining slices are excited in between two successive excitations
of a given slice) taking advantage of the recovery time needed. The time
between two successive RF pulse of the same frequency (excitation of the
same slice) is named repetition time, TR.
Three additional parameters can be adjusted:
1. duration and/or amplitude of the RF pulse tunes the angle of the spins
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in respect to the main magnetic ﬁeld B0, called the ﬂip angle α
2. time between the applied RF pulse and the signal measurement, called
the echo time TE
3. time between two successive RF pulses, called repetition time TR.
The measured signal intensity is proportional to the transversal magneti-
zation Mxy after ﬂipping the z-magnetization with a certain angle α using
the RF pulse, ∼ Mz · sin(α). The decay of the signal, due to the dephas-
ing of spins (T2 relaxation) during the measurement with echo time TE, is
considered with the term
e
−
TE
T∗2 .
Another term proportional to the signal intensity is the proton density ρ.
Moreover, the exponentional recovery of the longitudinal magnetization Mz
towards the equilibrium during two successive RF pulses (TR):
M0(1− e−
TR
T1 ).
Finally, the signal intensity after the application of multiple RF pulses is
given by:
Sss ∼ ρ 1− e
−
TR
T1
1− cos(α) · e− TRT10
· sin(α) · e
TE
T∗2 .
In the clinical environment the acquisition of a MR image is preferable as
fast as possible in order to minimize motion artefacts and maximize patient
comfort, therefore a short TR is selected. In order to retrieve the highest
signal intensity for a given TR the optimal ﬂip angle has to be calculated.
This is based on the computation of the maximum of the signal intensity.
Therefore the ﬁrst derivative of the signal intensity in respect to the variable
ﬂip angle needs to be zero. The solution is given by
αE = arccos(e
−
TR
T1 )
and is known as the Ernst-angle [25].
The diﬀerent parameters α, TE and TR are inﬂuencing the signal behaviour
and the signal intensity depends on tissue speciﬁc properties T1, T
∗
2 , as de-
scribed in ﬁgure 2.12.
When using T1-weighted contrast the signal response for the white matter
(shorterT1) is brighter than gray matter. The T1 - weighting is suitable for
the morphological assessment of normal anatomy.
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Figure 2.12: For the illustration of weighting contrast two tissues are chosen:
fatty tissue and the CSF. The fatty tissue has a higher density and therefore
a short longitudinal as well as short apparent transversal relaxation time T1
and T ∗2 (line 1). On the other hand the CSF, which is a ﬂuid, has a long
longitudinal and transversal relaxation time T1 and T
∗
2 (line 3). Tissues like
white or gray matter have relaxation times in between, [19].
When applying the RF pulse, the spins of fatty tissue and CSF are ﬂipped to
the xy-plane. The net magnetization of fat tissue along z, Mz, relaxes very
fast to its equlibrium reaching a steady state Mz,ss. By applying the next
RF pulse shortly after, so that the repetition time TR is smaller than the T1,
the spins are ﬂipped again towards the xy-plane. Within this time Mz of fat
tissue is almost recovered, leading to a high transversal signal Mxy, whereas
CSF shows only small Mz. In T1 - weighting the echo time TE is selected to
be short. For this reason the dephasing of the transversal magnetization for
both tissues is rather small. After the image acquisition, fatty tissue appears
bright and the CSF dark.
For T2 - weighting the inﬂuence of the signal recovery after the excitation is
avoided. For this reason the TR is kept long, which implies that the longitu-
dinal net magnetization of both tissues reaches Mz,ss. The spin ﬂipping by
the next RF pulse results in a similar transversal magnetization. The T2 -
weighting reveals diﬀerences in the T2 time, which inﬂuences the dephasing
of the spins and therefore also the decay of the Mxy. By selecting a long echo
time, TE, the transversal magnetization of the fatty tissue is decreased due
to the fast dephasing property of dense tissues. While the CSF transversal
magnetization is almost persistent. For this reason the CSF appears in this
contrast bright and fatty tissues dark.
The T ∗2 - weighted contrast enhances ﬂuids which makes it useful in the de-
tection of abnormal ﬂuids like bruises or cerebral hemorrhage after stroke.
Hence this contrast is helpful when analysing pathologies. The gradient re-
versal process used to create a single gradient echo can be repeated multiple
times in order to produce additional GRE signals after a single RF-pulse.
This sequence is called multi-echo GRE.
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The gradient reversal rephases only those spins which have been dephased by
the gradient itself (magnetic ﬁeld inhomogeneities or tissue related artefacts
like susceptibility are not aﬀected by the gradient switches). The image con-
trast is therefore still inﬂuenced by the T ∗2 time unlike its cancellation when
applying a spin echo (SE) sequence, see 2.3.2.
The multiple GRE signal decreases exponentially as a function of T ∗2 time,
see ﬁgure 2.13. Hence, the generation of multiple GREs is possible as long as
the complete loss of the transverse magnetization due to the T ∗2 relaxation
has not yet occurred. The corresponding echo times to each measured GRE
are commonly denoted as TE1, . . . , TEEND.
Not only the apparent transversal relaxation rate can be measured with the
multiple echo GRE but also the phase, see ﬁgure 2.13.
Figure 2.13: magnitude and phase maps acquired with multiple GRE for
diﬀerent echo times show a decrease on magnitude contrast and increase in
phase shift and phase wraps on phase contrast, [26].
2.3.2 SE - spin echo
In gradient echo the signal evolution is not only due to transversal relaxation
time T2 from the spin-spin interaction but also to the dephasing arising from
magnetic ﬁeld inhomogeneities. This can be caused either from the system
or tissue components. In order to retrieve the spin-spin interaction the spin
echo (SE) sequence should be used.
SE sequence takes the advantage of the eﬀect, that the static inhomogeities
that create the transversal net magnetization dephasing are reversible. On
the contrary, the dephasing due to the spin-spin interaction cannot be re-
versed.
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First the precessing spins are ﬂipped to the xy-plane with a 90◦ RF pulse,
Figure 2.14: Puls diagram for spin echo sequence (SE): from the top to the
bottom: applied 90◦ excitation pulse, slice selection gradient ﬁeld GS along
z-direction, frequency encoding gradient ﬁeld GF in x-direction and phase
encoding gradient ﬁeld GP in y-direction. TE denotes the time between exi-
tation and signal measurement, echo time, and TR the time of two successive
exitations, repetition time, [19].
see ﬁgure 2.14. Due to local inhomogeneities as well as spin-spin interac-
tion the spins dephase and the transversal magnetisation Mxy decays. The
application of an additional π RF pulse at time TE/2 rotates the spins by
180◦ and brings them to the xy-plane with a reversed phase. This leads to
a full rephasing of the spins and hence the recovery of the signal after an
additional time TE. The π RF pulses enables the disentanglement of the
dephasing based on spin-spin interaction from the dephasing caused by local
static ﬁeld inhomogeneities.
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Analogous to the steady state signal intensity for the gradient echo, the
equation assuming explicitly a 90◦ RF pulse is as follows:
Sss ≈ ρ(1− e−TR/T1) · e
TE
T∗2 .
This allows diﬀerent contrast weighting depending on the used parameter
set.
The successive application of these π pulses and measurement of the Mxy
Figure 2.15: Application of successive 180◦ pulses enables the calculation of
the T2 relaxation time, [19].
generates a signal decay due to the spin-spin interaction. The acquisition
of the transversal magnetization at diﬀerent echo times TEi provides the
opportunity to measure the tissue dependent T2 time as in ﬁgure 2.15 when
ﬁtting a mono-exponential signal decay:
S(r, t) = ρ(r) · e
−TEi
T2(r) .
In order to accelerate the aquisition time, a method dubbed GRAPPATINI
can be used [27]. Hereby, the parallel aquisition method GRAPPA [23] is
combined with the model-based reconstruction MARTINI [28] allowing high
acceleration rates when using multiple receiver coils. The T2 time is retrieved
with an iterative reconstruction method minimizing the l2 norm of the sim-
ulated and measured undersampled data in the k-space, see ﬁgure 2.16.
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Figure 2.16: GRAPPATINI: First guess of the contrasts is made (1) and with
the signal model the T2 is calculated for each TEi (2). Their k-space repre-
sentation (3) is artiﬁcially undersampled (4) and by minimizing the l2 norm
of the measured and estimated T2 (4,5) the ﬁnal T2 contrast is iteratively
improved (7), [29].
2.3.3 DTI - Diﬀusion tensor imaging
So far the water spins have been assumed to be static and not moving dur-
ing the acquisition time. However, each molecule has thermal energy and
interacts with its environment and therefore diﬀuses randomly, performing a
random walk. The mean diﬀusion distance is given by:
S =
√
〈x2〉 =
√
2 ·D0 · t
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With the walking time t and diﬀusion constant D0. In order to describe
the diﬀusion of a free, randomly moving molecule the probability density
function of the normal distribution is:
P =
1√
4πD0t
e
−x2
4D0t
This equation deﬁnes the probability of a free molecule to move within the
given time t a certain distance x. Analysing this function reveals that for
small times the distribution is very sharp and small distances are more likely
than larger ones. When setting a longer diﬀusion time the Gaussian dis-
tribution becomes broader and shallower. The molecule has likely moved
further away from the initial positions with a diﬀusion distance around 1-15
μm during 50-100ms [30].
However, the movement in some biological tissues is restricted as it is the
case in the neuronal axon ﬁbers, whose diameter is of the same range as the
free diﬀusion distance. Therefore the diﬀusivity model needs to be corrected
for this restriction with a time dependent diﬀusion:
D(t) =
〈x2tissue〉
2t
.
The cell restrictions imply a smaller diﬀusivity whereas in the case of small
restriction the diﬀusivity is approximately that of free water.
Diﬀusion imaging measures the amount of the water diﬀusivity and enables
to measure the orientation dependence of this diﬀusion constraint. Thus, it
enables to retrieve microstructural tissue information.
The diﬀusion weighted sequence (DWI) ﬁrst ﬂips the net magnetization to
the xy-plane. In order to retrieve the diﬀusion information ﬁrst a dephasing
gradient ﬁeld is applied. The spins lose their coherence and their phase
is spatially encoded. When applying the reversal gradient the dephasing
is withdrawn. However, in case of diﬀusion the spins are displaced and the
reverse gradient doesn’t lead to their total rephasing. Therefore the measured
signal is reduced in respect to the static case and is proportional not only
to the strength and duration of the gradient pulse but also to the diﬀusion
coeﬃcient and diﬀusion time.
This model assumes a Gaussian distribution of the diﬀusion. However, the
diﬀusion in the myelinated neuronal axons is less restricted along the ﬁber
than in the directions perpendicular to it. Therefore a more complex model
is used which takes into account the non-uniform diﬀusion inside a voxel,
mathematically estimated as a tensor. With this method, called diﬀusion
tensor imaging (DTI), for each voxel the orientation dependent tensor is
measured. The tensor consists of 9 diﬀerent parameters, but as the model is
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Figure 2.17: a) In presence of restrictions the diﬀusion is non-uniform and
modeled as a tensor, b) transition of spherical shape (isotropic diﬀusion) to
narrow ellipsoid (difusion in one direction) when the anisotropy increases, [31]
and [30].
symmetrical the tensor contains only 6 independent components. The tensor
can be interpreted as an ellipsoid, which is oriented along the main diﬀusion
direction, see ﬁgure 2.17a. This ellipsolid takes a spherical shape in case of
low anisotropy (isotropic diﬀusion), see ﬁgure 2.17b. In order to calculate
the tensor, at least 6 measurements with the gradients in diﬀerent directions
need to be acquired additional to one measurement without any gradients,
resulting in diﬀerent contrasts, see ﬁgure 2.18a-c and e-g. From the tensor,
its eigenvalues and eigenvectors, quantities can be measured, the two most
popular properties being:
the mean diﬀusivity (trace of the tensor)
MD =
λ1 + λ2 + λ3
3
,
the fractional anisotropy
FA =
√
3√
2
·
√
(λ1 −MD)2 + (λ2 −MD)2 + (λ3 −MD)2
λ21 + λ
2
2 + λ
2
3
.
The mean diﬀusivity is the mean of all of the three eigenvalues and there-
fore the orientation independent mean of the diﬀusivity for each voxel. The
fractional anisotropy on the other hand is a measure for the variation of the
diﬀusion along diﬀerent orientations and is maximal in case of diﬀusivity in
only one direction as present in white matter ﬁbres, see ﬁgure 2.18d. More-
over, the main direction of the ﬁbres can be visualized using the color-coded
FA maps, see the green-red-gren transition of the forceps minor in ﬁgure 2.18.
Regions with isotropic diﬀusion like gray matter or cortex remain dark on
the FA maps.
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Figure 2.18: a)-c) and e)-g) signal acquired with diﬀerent gradient directions,
d) fractional anisotropy (FA) map highlighting regions with high directional
diﬀusivity, h) color-coded FA map reﬂects the diﬀusion direction, [30].
DTI enables the usage of the orientation information for tractography, where
the neuronal ﬁber bundle connections can be calculated using the orienta-
tion information of the neighbouring tensors, see ﬁgure 2.19. However, DTI
allows only a simpliﬁed reconstruction of the tissue structure as only average
ﬁber orientation in this voxel is computed. Therefore crossing ﬁbers can’t be
disentangled. To have a better tissue estimation more sophisticated methods
need to be used like the Q-ball imaging which allows more complex diﬀusion
orientation models. This technique requires the measurement with the gra-
dients at many directions (64 and more) and high b-values.
Tractography allows to make assumptions about the connectivity of the brain
and is a topic of research. The loss of axons or restrictions, like demyelina-
tion, induce a decrease in the fractional anisotropy. Therefore, the knowledge
of the fractional anisotropy gives the opportunity to study, e.g. degenerative
diseases like multiple sclerosis or Alzheimer disease, or other eﬀects on the
fractional anisotropy like brain tumor.
2.3.4 SWI - susceptibility weighted imaging
The magnitude of the GRE image contains the signal decay information,
which is aﬀected by the signal inhomogeneity inside the voxel. The phase of
the GRE image has the information of the ﬁeld shift of the voxel due to the
local ﬁeld inhomogeneities.
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Figure 2.19: diﬀusion tensor imaging tracktography: streamlines of ﬁber
bundle connections of a human brain, [30].
One method which includes the information present in the phase image is
susceptibility weighted imaging (SWI).
In order to increase susceptibility eﬀects, the magnitude image can be com-
bined with the phase image, as was ﬁrst suggested by [32]. This combination
can be used to increase the contrast from the paramagnetic haemoglobin
present in small vessels [33]. In SWI, see ﬁgure 2.20, the phase image is ﬁrst
highpass-ﬁltered and a mask is created from the phase image such as: all
radians above 0 are set to 1 and the values from −π to 0 are mapped linearly
from 0 to 1 [34]. These mask is multiplied multiple times to the magnitude
image (often set to four). Therefore the contrast is increased in respect to the
magnitude image in tissues with a negative phase such as iron rich regions,
veins and hemorrhages.
SWI has become an important imaging method for diagnostics, especially in
the ﬁeld of clinical neuro imaging. The application of this method enhances
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Figure 2.20: Processing steps of susceptibility weighted imaging (SWI). After
unwrapping and high-pass ﬁltering of the phase image a speciﬁc function is
applied to retieve the phase mask. The combination of the magnitude image
and phase mask results in SWI image. To highlight the veins minimum
intensity projection (MIP) is applied, , [26].
contrasts due to strong susceptibility changes in respect to its surround-
ing and pathologic mechanisms in the brain which exhibit those variations.
As the magnetic properties of oxygenated and deoxygenated haemoglobin
changes, SWI is used to image small vessels in the brain [33]. Generally,
diseases which include a cerebral vascular pathology can be diagnosed with
SWI. For vascular malformations like arteriovenous or cerebral cavernous
malformations SWI is used for diagnosis and for some special cases even out-
performs imaging techniques like the CT angiography, T2 fast spin echo or
T ∗2 GRE [35] [36]. Also restrictions in the blood ﬂow like the developmental
venous anomaly are well detected on SWI contrast [37]. SWI is also able to
distinguish the two main types of stroke, due to lack of blood ﬂow (ischemic)
and due to bleeding haemorrhagic stroke with having the advantage of be-
ing more sensitive than CT [38] [39]. Not only stroke but also other kinds of
haemorrhages can be visualized using SWI such as caused by cerebral amyloid
angiopathy or traumatic brain injury [40] [41] [42]. As the tissue magnetic
properties diﬀers between normal and pathologized tissues, this method is
also applied in the visualization of tumors, and can be used to characterize
active or necrotic tumors and to monitor treatment eﬀects [43] [44] [45].
However, the SWI fails to provide information of the contrast origin. Al-
though the sources producing the inhomogeneities are highlighted in SWI,
no information can be gained about its magnetic susceptibility (diamagnetic
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or paramagnetic), as shown for active and calciﬁed lesions in ﬁgure 2.21.
In order to gain quantitative information of the magnetic susceptibility of
the source quantitative susceptibility mapping, QSM, is used. The origin of
this contrast as well as its calculation and application is the main content of
this thesis and the following chapters.
Figure 2.21: Four contrasts are shown for a patient with neurocysticercosis;
T ∗2 weighted, phase, SWI and QSM. Calciﬁed lesions with negative suscepti-
bility (yellow arrows) are visible on all contrasts with better performance on
phase and QSM contrast, whereas active lesion with positive susceptibility
is delineated only on QSM, [46].

Chapter 3
Susceptibility
Magnetic susceptibility of tissue and its
quantitative mapping in MRI
47
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3.1 Theory
Magnetic susceptibility, χ, describes the reaction of a material to the presence
of an external magnetic ﬁeld H. Generally, the magnetic susceptibility is a
tensor that describes the change of magnetization of the material, M , when
the magnetic ﬁeld strength, H, varies and can be written as:
χij =
∂Mi
∂Hj
. (3.1.1)
This is the general case, when the induced magnetisation and the magnetic
ﬁeld are not necessarily aligned. However, for most liquid and biological tis-
sues the magnetic susceptibility can be described as a scalar. Therefore, the
induced magnetization of most materials, which includes biological tissues,
is proportional to the applied external magnetic ﬁeld. Hence, an applied
magnetization induces a magnetic induction, B, which depends on the scalar
susceptibility. Based in the response to an external magnetic ﬁeld, materials
can be separated in two main material groups:
i. Diamagnetic materials, χ < 0,
have no net intrinsic magnetic moment, in the abscence of an external
magnetic ﬁeld. Due to the Lenz’s law circulating charged particles gen-
erate a magnetic moment with an orientation aligned opposite to that of
the applied ﬁeld. The material is repelled by the external magnetic ﬁeld
and expels the magnetic ﬁeld from its inside. The diamagnetic materi-
als generate opposing ﬁeld which leads to a resulting weaker magnetic
ﬁeld. This magnetization disappears once the external magnetic ﬁeld
is removed.
ii. Paramagnetic materials, χ > 0,
have an independent intrinsic magnetic moment, which originates from
spins of unpaired charged particles. These moments are randomly dis-
tributed in all directions, hence their summed magnetic moment is
zero. In the presence of the applied external magnetic ﬁeld the mag-
netic moments align themselves along this ﬁeld, which results in the
ﬁeld ampliﬁcation. The material is attracted by the external applied
ﬁeld. However, this property is not maintained when the external ﬁeld
is removed. The paramagnetic materials amplify the magnetic ﬁeld.
Special cases are these of superconductors (χ = −1) which are perfect dia-
magnets, who expel all ﬁelds, or the ferromagnetic materials (χ  0) with
a non-linear and much stronger interaction with the external ﬁeld compared
to paramagnetic materials that persists even in the abscence of this ﬁeld.
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A distribution of magnetic susceptibility generates, under a constant external
magnetic ﬁeld, a magnetic ﬁeld perturbation ΔB. This induced magnetic
ﬁeld ﬂuctuations cause not only the transversal magnetization decay but
also phase changes. For a homogeneous medium, so there is no surrounding
medium, this phase diﬀerence in respect to the surrounding tissue is given
by:
Δϕ = −γ ·ΔB · TE (3.1.2)
with ΔB being the diﬀerence between the induced magnetic ﬁeld, Bint, from
the susceptibility eﬀect and the external magnetic ﬁeld, Bext. The relation-
ship between the tissue speciﬁc induced magnetic ﬁeld and the resulting
measured phase diﬀerence is linear. In order to connect the measured phase
with the underlying tissue a relationship between the susceptibility and the
induced magnetic ﬁeld needs to be provided.
In the case of a spatially varying distribution of magnetic susceptibility this
relationship becomes more complex and the magnetic Maxwell equations
need to be analyzed when assuming magneto-statics, [47]
∇×H = j
∇B = 0 (3.1.3)
A magnetic potential, Φ, exists with the given equation, as no whirls are
present
H = −∇Φ (3.1.4)
This potential is associated with the susceptibility through equation 3.1.4:
∇B = ∇(μ0μrH) = μ0∇[(1 + χ)H]
= μ0∇[(1 + χ)(−∇Φ)] = 0 (3.1.5)
Here μr is the relative magnetic permeability and μ0 the permeability of free
space (magnetic constant). The magnetic constant is considered 1 in the
following calculations for convenience.
(1 + χ)∇2Φ + (∇χ)∇Φ = 0. (3.1.6)
This equation should be valid in the biological tissue where the suscceptibility
is very small and therefore, 1 + χ ≈ 1:
∇2Φ = −∇χ∇Φ (3.1.7)
The main magnetic ﬁeld is assumed to be oriented along the z-axis, thus only
this component is non-zero for the potential (∂zΦ = H0) and the equation
simpliﬁes to
∇2Φ = H0 · ∂χ
∂z
(3.1.8)
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The Fourier Transform, FT , has the property that a spatial derivative in
the image space is represented by a multiplication with the k vector in the
k-space. Applying the FT to both sides of this equation leads to:
FT (∇2Φ) = FT (H0 · ∂χ
∂z
)
ı2k2 · FT (Φ) = ıkzH0 · FT (χ)
FT (Φ) = −ıkz
k2
H0 · FT (χ) (3.1.9)
The projection on the z-axis of the magnetic ﬁeld is the searched static
component of the magnetic ﬁeld as this is the only that will aﬀect signal
evolution. Introducing the Inverce Fourier Transform, IFT of the equality
obtained in 3.1.4 and inserting 3.1.9 leads to:
Hz = −∂zΦ
= −IFT [ıkzFT (Φ)]
= −IFT [ıkz · −ıkz
k2
H0 · FT (χ)]
= −H0 · IFT [k
2
z
k2
FT (χ)]] (3.1.10)
Hence, the induced magnetic ﬁeld at a certain position depends on both the
spatial distribution of the bulk susceptibility and on the applied external
magnetic ﬁeld. The ﬁeld experienced by any given spin is considered by
including a Lorentz sphere correction where the water spins are expected to
freely move around this pertubation and are assumed to be point-like sources.
Bsource = (1− 2
3
χ)B
= (1− 2
3
χ)(1 + χ)H0
≈ (1 + 1
3
χ)H (3.1.11)
Finally, combining equation 3.1.10 and 3.1.11 results in an expression for the
induced magnetic ﬁeld experienced by the spins
Bsource = (1 +
1
3
χ)H
= (1 +
1
3
χ) · (−H0) · IFT [k
2
z
k2
FT (χ)]
= H0 +H0 · IFT [(1
3
− k
2
z
k2
)FT (χ)] (3.1.12)
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The magnetic ﬁeld pertubation induced by the susceptibility distribution is
therefore given by
δB =
Bsource–B0
B0
= IFT [(
1
3
− k
2
z
k2
)FT (χ)] (3.1.13)
By deﬁning the magnetic dipole kernel in k-space D(k) = (1
3
− k2z
k2
) the equa-
tion simpliﬁes to
δB = IFT [D · FT (χ)]. (3.1.14)
The induced magnetic ﬁeld is given by a convolution of χ with the projection
of the dipole ﬁeld along the z-direction.
During the derivation of this equation the applied external magnetic ﬁeld
Figure 3.1: a) the magnetic dipole ﬁeld as produced by magnetic suscepti-
bility (green), b) dipole kernel in the k-space and its cone of zero values for
k = 3k2z , [26].
was considered to be along the z-axis of the susceptibility distribution. For
the more general case assuming the magnetic ﬁeld located at an arbitrary
direction the magnetic dipole kernel can be written in k-space as
D(k) =
−kx sin(θ)− ky cos(θ) sin(ϕ)− kz cos(θ) cos(ϕ)
‖k‖ + 1/3 (3.1.15)
Where θ and ϕ are the angles that characterize the orientation of the exter-
nally applied magnetic ﬁeld to the reference frame and k = (kx, ky, kz) are
the k-space coordinates.
The calculation of such susceptibility from the measured frequency diﬀer-
ence is called quantitative susceptibility mapping (QSM) and the diﬀerent
processing steps are further explained in chapter 4
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3.2 Susceptibility in biological tissues
The eﬀect of the biological tissue susceptibility on the MR GRE image is
complex. The atomic magnetization properties are based on unpaired elec-
trons for the paramagnetic susceptibility and absence of an intrinsic magnetic
moment for the diamagnetic susceptibility. However, analysing the biological
tissue, the atoms are bond to larger complexes. In molecules, the unpaired
electrons are interacting with these of other atoms generating electron clouds
with a certain distribution. Moreover the opposite nature of the unpaired
electrons and the induced currents that counteract the external ﬁeld appear
together in the molecules. All these eﬀects contribute to the ﬁnal magnetic
susceptibility of the molecule. Not only the molecule’s susceptibility but also
its spatial orientation and distribution determines the ﬁnal magnetic ﬁeld
change. Despite this complexity, when analysing the phase or susceptibility
maps, some properties of the tissue in the healthy human brain can be ac-
cessed.
Most of the human brain tissue is diamagnetic and has values around
Figure 3.2: sources of susceptibility in the human brain: diamagnetic myelin
as insulator of neurons (violet) in white matter (white), iron bound as com-
plex in ferritin in deep gray matter (red), [46].
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10−6 [48] [49]. Myelin, which is wrapped around the axons and forms nerve
ﬁbres is a main diamagnetic origin, see violet white matter ﬁbers in ﬁgure
3.2. For the paramagnetic component iron is the main contributor. The iron
concentration in the human brain varies between diﬀerent regions, as e.g.
ferritin in red deep gray matter in ﬁgure 3.2. In the human cortex (gray in
ﬁgure 3.2) the concentration amounts varies from 30 μg per gram of tissue
up to 210 μg in the deep gray matter (Substantia nigra, Globus pallidus,
Putamen, Nucleus Caudatus) [50] [51].
The susceptibility values as measured by QSM range from −0.1ppm for the
diamagnetic white matter, WM, up to 0.1ppm for the deep gray matter, GM,
regions [52] [53] [54] [55] [56] [57].
3.2.1 Iron
The iron in the human brain is bound as a complex in hemosiderin and
ferritin [51] [48], see ﬁgure 3.3. Although the haemoglobin in the blood
is the main iron source, it has diamagnetic properties in the oxygenated
state but paramagnetic in the deoxygenated state [58]. The iron in the
blood is located in the haemoglobin, the oxygen transporter, more speciﬁc
as Fe2+ in the heme molecule. The deoxyhemoglobin has four unpaired
electrons and therefore is paramagnetic, whereas for the oxyhemoglobin the
oxygen atoms binds to the heme leading to no unpaired electrons left [58]
[59], see 3.3b. Hence, only the protein shell contributes to the susceptibility
of the oxyhemoglobin and results in its diamagnetic nature [60] [58]. This
change of magnetic property allows the visualization of veins and vessels in
susceptibility weighted imaging (SWI) [33] as described in section 2.3.4 and
is the basis of the BOLD contrast used in functional MRI.
Figure 3.3: a) iron stored as Fe3+ in ferritin complex, released as Fe2+,
b) diamagnetic oxyhemoglobin (left) and paramagnetic deoxyhemoglobin
(right). The bounded, paired electrons of Fe become unpaired, once the
oxygen, O2 is released, [46].
Many QSM studies show that the paramagnetic susceptibility contrast in
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deep gray matter is associated with iron depositions and a linear relationship
exists between susceptibility and iron quantiﬁcation, see ﬁgure 3.4, as has
been demonstrated using x-ray based methods or mass spectrometry in post
mortem samples [61] [53] [62] [55] [63] [64].
Moreover, an iron concentration increase during the lifespan in humans was
shown in QSM studies [52] [65].
Figure 3.4: a) iron concentration in deep gray matter structures, b) linear
relationship between measured quantitative susceptibility and iron concen-
tration in deep gray matter structures, [53].
3.2.2 Myelin sheath
Although a paramagnetic phase shift can be seen in the human cortex, which
was often attributed to iron [66], an extraction of iron in post-mortem tissues
did not aﬀected the present strong gray and white matter contrast [67]. Also
haemoglobin is not able to generate such stron contrast [68].
This leads to the conclusion, that in white matter the origin of the suscepti-
bility eﬀect is myelin.
In order to form an electrically insulating layer for the axons of the ner-
vous system a myelin sheath is wrapped around them, see 3.5a and b. It
covers the axons in white matter and consists of cylindrically aligned lipid
molecules, see ﬁgure 3.5c. Most lipids and proteins have diamagnetic suscep-
tibility, myelin due to its high volume fraction is expected to be the origin of
the diamagnetic susceptibility of white matter. The contrast between gray
and white matter was shown to disappear in the shiverer mice which was
genetically modiﬁed to not develop properly the myelin sheath [69] [70]. In
another experiment a mice on cuprizone diet resulted not only on the de-
myelination of the axons but also of the decreased phase contrast between
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gray and white matter [71]. The myelination of the brain increases with
Figure 3.5: a) white matter structure, b) axon (yellow) is wrapped by myelin
sheath (purple) zoom-in of black square shows in c) proteins form a lipid
bilayer, [72] and [46].
the age, persists into adolescence and follows a continuous demyelination as
the brain ages [73]. The phase contrast between gray and white matter has
been shown to correlate myelin content, assessed by myelin stained histo-
logical tissues during mouse brain development [70], whereas iron extraction
lead to an unchanged contrast. Also in human neonates, whose brains are
known to be not well myelinated, a reduced phase contrast compared to the
adults was shown [74]. In white matter, the susceptibility ﬁrst became more
diamagnetic with the brain development during childhood and adolescence,
followed by a continuous decrease in the diamagnetic properties as the brain
ages, as shown by [65]. In mouse a high correlation was found between the
diamagnetic susceptibility and the intensity of the myelin stain as well as an
increased anisotropy of the susceptibility with age [75].
Particularily interesting is the case of the evolution of white matter lesions in
Multiple Sclerosis, MS, which leads to the loss of macromolecules and there-
fore also to the loss of the myelin sheaths wrapped around the white matter
axons. This decrease results in a reduction of the R∗2 relaxation rate [76]. The
changes on the phase however depend on the underlying structural change.
Damage on the myelination leads to a susceptibility which is less diamag-
netic and results in hyper-intensities on the susceptibility contrast,whereas
the axonal damage leads to hypo-intensities [76]. This competing eﬀects of
R∗2 reduction due to demyelination and R
∗
2 increase due to iron deposition
results in the better sensitivity of QSM when analysing the basal ganglia in
MS patients [77]. Lesions with damage of the myelin sheet, without loss of
the tissue, are visible in the phase contrast map without being visible neither
on the R∗2 nor on the magnitude [76]. In the presence of demyelination the
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susceptibility of myelin in white matter can be similar to that of gray mat-
ter [71] [69]. As theoretically suggested [76] the evaluation of the magnetic
susceptibility of some MS lesion reveals a gradual change from enhanced to
nonenhanced contrast compared to the normal-appearing white matter. Dur-
ing the initial few years the lesion shows a high susceptibility value, whereas
as the lesion ages further gradually dissipates to values similar to that of
normal white matter [78]. Therefore, QSM has been suggested as a method
for myelin loss measurement in white matter in the brain [75] [70] [71] [69].
The evaluation of the subtle myelination changes induced by prenatal alcohol
exposure in mice have shown signiﬁcant reduction of the susceptibility con-
trast and susceptibility anisotropy of white matter. QSM was suggested to be
more sensitive than DTI for detecting these subtle myelination changes [79].
3.2.3 Microstructure
The tissue structure on the cellular and subcellular level as well as its geomet-
rical arrangement within the tissue also aﬀects its susceptibility, see ﬁgure
3.6a and b. The axons are covered by the myelin sheath in the white matter.
The susceptibility from all the separated compartments contributes to the
resulting phase and T ∗2 behaviour [80] [81] [82] [83] [84]. When analysing
white matter two main eﬀects should be separated; the structural anisotropy
and the anisotropy of the magnetic susceptibility.
The structural anisotropy refers to the fact that the magnetic ﬁeld generated
by elongated structures depends on the orientation in respect to the applied
magnetic ﬁeld. This orientation dependent phase change occurs also when
isotropic susceptibility of the tissue is present due to the elongated geomet-
ric shape of this tissue. This eﬀect was shown for the angular dependence of
vessels [85] as well as axons [86]. Its description is discussed in section 3.3.1.
The anisotropic susceptibility takes into account the response of the suscep-
tibility itself which changes with the magnetic ﬁeld orientation [87] [88] in
which case the susceptibility needs to be described as a tensor. The sus-
ceptibility calculation modeling this property is called susceptibility tensor
imaging (STI) [88] and is discussed in section 3.3.2.
The compartmentalization of white matter describing the origin of the pro-
tons from three components; axonal space, myelin space, and extracellu-
lar space, see ﬁgure 3.6c. Each compartment contributes to the MR sig-
nal [86] [89] [90] [91] and cause a nonlinear dependence of the phase as shown
experimentally by [89] [91]. As a results a multicompartment model of the
tissue properties was established [83] [84] and is further explained in section
3.3.3.
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Figure 3.6: a) myelin sheath wrapped around the axon, b) lipid bilayer forms
restrictive structures, c) myelin consists of several layers of lipid bilayer re-
sulting in the compartment model for white matter including the axonal
space (A), myelin space (myelin layer and myelin water) and extracellular
space (e), [72] and [84].
3.2.4 Further inﬂuences
Calciﬁcations in the brain tissue have the opposite eﬀect on the phase com-
pared to iron depositions. Pathologic tissues like tumors are diamagnetic and
this property is used to distinguish the calciﬁed lesions from iron loaded tis-
sue. This delineation of lesions was conﬁrmed with a computed tomography,
CT [92]. As calciﬁcations are diamagnetic they can be diﬀerentiated from
microbleeds and iron deposition [92].
In patients with glioblastoma more accurate diﬀerentiation of calciﬁcation
from haemorrhage was achieved with QSM having the beneﬁt of radiation
absence in the case of CT imaging [93].
Also copper accumulation due to abnormal copper metabolism in Wilson’s
disease has been demonstrated to result in signiﬁcantly increased suscepti-
bility values in the basal ganglia compared to healthy controls [94].
The human brain is more complex and consists not only of many diﬀerent
components but also the interaction between them contributes to the sus-
ceptibility contrast. The chemical exchange of macromolecules with mobile
protons contributes to the gray and white matter contrast on the phase im-
age and decreases the susceptibility contrast [95] [96] [97].
The ability to measure quantitative values of susceptibility with QSM en-
ables the direct comparison of diﬀerent clinical conditions. Patients with a
blood disorder leading to a reduced haemoglobin production had higher sus-
ceptibility values than controls in red nucleus and choroid plexus suggesting
iron loading [98] on the other hand in the globus pallidus and substantia
nigra lower susceptibility values were reported in respect to normal contols.
Hence potentially making QSM a valuable method for brain iron assessment
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and oﬀering the study of iron related disease such as sickle cell disease and
Parkinson’s disease [99].
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3.3 Advanced descriptions of the susceptibil-
ity
In a ﬁrst approximation the susceptibility sources can be assumed to be
point-like spheres with the measured molecule water able to freely move
around those structures. In that formulation, the Lorentz Sphere correction
is used to correctly estimate the ﬁeld shift δBz experienced by the protons.
These assumptions are valid only for some brain tissues and more speciﬁc
susceptibility calculations are required when describing the myelin content
and microstructure. This is discussed in the following subsections.
3.3.1 Generalized Lorentzian Approach: account for
anisotropic structure
As the cellular structure is expected to be close to isotropic throughout the
gray matter and the water molecules are able to diﬀuse randomly in the
cerebro-spinal ﬂuid (CSF) the Lorentz sphere correction is valid in these brain
tissues. However, considering the susceptibility origin in proteins aligned
along the axon in the white matter, better descriptions are needed. White
matter is a bundle like structure, in which water does not have access to
myelin compartment. In this case the angle of the axon to the applied mag-
netic ﬁeld should be taken into account. The Lorentz correction for some
tissues within the brain, namely white matter (WM), gray matter (GM) and
the cerebro-spinal ﬂuid (CSF) was proposed to be given by [86]
ΔBGM = 1/3B0 · χGM
ΔBCSF = 1/3B0 · χCSF
ΔBWM = 1/3B0 · χWM − 1/2χa(cos2(ϕ)–1/3) (3.3.1)
with χa beeing the susceptibility within the bundles/axons and χWM is the
average susceptibility in the WM including the bundles. The additional part
1/2χa(cos
2(ϕ)–1/3) denotes the orientation dependency.
However, this model includes only the assumption of the bundle wise struc-
ture of the WM and its divergence from the point-like nature. This model
accounts for the structural anisotropy in the generalized Lorentzian approach
(GLA) and the resulting frequency shift is given by [100]
δf
f0
= (
1
3
χsphere +
1
2
χlong) · sin2(ϕ) (3.3.2)
With χsphere and χlong being the susceptibility from uniformly distributed
sources which are spherical or oriented longitudinally, respectivetly. This
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description can be interpreted as a ﬁrst order correction.
3.3.2 Susceptibility tensor: account for anisotropic mag-
netic susceptibility
The myelin sheath, which covers the WM axons consists of cylindrically
aligned lipid molecules. This structure leads to an anisotropic susceptibil-
ity. Hence, the induced magnetization and magnetic ﬁeld generated by the
magnetic susceptibility depends on its orientation in respect to the applied
external magnetic ﬁeld [68] [88], see ﬁgure 3.7a and c.
In order to measure the anisotropic susceptibility the susceptibility tensor
imaging (STI) is used, see 3.7b and d. This method describes the orientation
dependent susceptibility as a second order tensor with six independent entries
due to the symmetry of the problem and in the case of isotropic susceptibility
only the diagonal entries of this tensor are non-zero [88]. The magnetic ﬁeld
perturbation generated by the anisotropic susceptibility can be expressed as
δB = IFT (
1
3
FT (χ) ·H − kk
T · FT (χ) ·H
k2
) (3.3.3)
with k beeing the spatial frequency vector, H the applied magnetic ﬁeld vec-
tor.
As the susceptibility tensor consists of six independent variables at least six
diﬀerent measurements are necessary for the reconstruction of the anisotropic
susceptibility. The independent measurements can be achieved by acquiring
the susceptibility response to magnetic ﬁelds at diﬀerent rotations. In case
of the brain, the head of the subject needs to be rotated to diﬀerent positions
in respect to the main magnetic ﬁeld, e.g tilting. When the number of mea-
surements is less than the number of the independent variables to determine,
the problem is ill-posed and further information is needed. Using the prior
knowledge ﬁber orientation of the white matter, as estimated by DTI, allows
to reduce the number of unknowns and the susceptibility tensor can be re-
constructed with fewer than six diﬀerent orientations [101] [102]. Another
approach applies a regularization with a morphology constrain on the mean
magnetic susceptibility and improves the susceptibility tensor estimation in
WM [103].
The STI enables to reconstruct ﬁber tractography based on the susceptibil-
ity tensor similar to DTI. This ﬁber tracking method was demonstrated on
mouse brains [104].
Moreover, this technique can also be applied to other tissues outside the
brain as long as an anisotropic susceptibility is present. One example is the
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Figure 3.7: susceptibility maps for three diﬀerent orientations and color-
coded eigenvector maps calculated by STI for mouse brain at 9.4T(a,b) and
human brain at 3T. For QSM the intensity scale is ﬂipped (diamagnetic
susceptibility-bright), [26].
tracing of renal tubules was possible throughout the mouse kidney using the
STI, whereas the DTI was limited to the inner medulla [105].
3.3.3 Generalized Lorentzian Tensor Approach: account
for anisotropic structure and magnetic suscepti-
bility
The generalized Lorentzian shows that the magnetic ﬁeld is created by the
bulk magnetic susceptibility, which is assumed to result from inclusions out-
side the cavity with a homogeneous distribution, whereas inclusions inside
this certain cavity are not contributing to it. The inclusions are considered
as any kind of biological structures, whose susceptibility value diﬀers in com-
parison to water, i.e. iron compartments, myelin layers, cell membranes, but
have reduced or no water content.
To further specify the problem three diﬀerent magnetic ﬁelds are diﬀeren-
tiated:the static magnetic ﬁeld, H; the magnetic ﬁeld outside of the inclu-
sion, He, when the inclusion does not contain any water; and the magnetic
ﬁeld Hi, when averaging inside the inclusion. The occupied volume fraction
62 CHAPTER 3. SUSCEPTIBILITY
within the measured voxel connects these magnetic ﬁelds. The inclusion is
inﬂuenced, additionally to the externally applied magnetic ﬁeld, also by the
induced magnetic ﬁeld from other inclusions as well as the magnetic ﬁeld
created by itself. The shape of the inclusion aﬀects the resulting magnetic
ﬁeld with the so called demagnetization tensor (which assumes an ellipsoid
shape). Therefore not only the common induced magnetic ﬁeld contributes
to the frequency shift, but there are also anisotropic eﬀects dependant on the
shape of the inclusion. The structural anisotropy is accounted for by the de-
magnetization tensor and the magnetic susceptibility anisotropy is described
by the susceptibility tensor. The ﬁnal ﬁeld perturbation can be expressed
as [84]
δB = IFT [nT · Lk · n(n · k)(k
T · χk · n)
k2
] (3.3.4)
With n being the vector along the magnetic ﬁeld. Assuming isotropic and
longitudinal inclusions in the WM the susceptibility tensor in the referencing
system of the axon is given by
χ = χiso ·
⎛⎝1 0 00 1 0
0 0 1
⎞⎠+
⎛⎝χr 0 00 χr 0
0 0 χa
⎞⎠ (3.3.5)
and the Lorentzian tensor is described as
L =
1
3
χiso ·
⎛⎝1 0 00 1 0
0 0 1
⎞⎠+ 1
2
·
⎛⎝χr 0 00 χr 0
0 0 0
⎞⎠ (3.3.6)
In the Generalized Lorentzain Approach it was assumed, that no water
molecules were present inside the inclusions and the MR signal resulted from
water molecules located only outside the susceptibility sources. Analysing
the biological structure of the WM ﬁbers results in a more complex descrip-
tion of the water molecule localization.
As axons are covered by several layers of the myelin sheath, water is present
in the intra- and extracellular space as well as inbetween the myelin layers and
restricted in its movement. These diﬀerent water components contribute to
the MR signal [86] [89] [90] [91] and cause a nonlinear echo time dependence
of the phase of WM as shown experimentally by [89] [91]. Therefore an even
more general frequency shift expression can be derived which includes the
apparent component in the Lorentzian tensor. These apparent components
take into account the original susceptibility components but also the mul-
ticompartment tissue properties as well as sequence parameters as deﬁned
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in [84]. Some of the susceptibility components calculated with the general-
ized Lorentzian approach using the data published by [106], are similar to
the ones calculated by [83].

Chapter 4
QSM step-by-step
Magnetic susceptibility of tissue in MRI and
its resulting quantitative mapping
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The ﬁrst step to compute QSM data is the aquisition of gradient recalled
multi-echo datasets and keeping both, the magnitude and phase information.
After the data acquisition further processing steps need to be taken in order
to retrieve the ﬁnal QSM image. The ﬁrst processing step is the unwrapping
of the 2π phase aliasing, see section 4.1. The next step is the disentanglement
of phase variation due to the desired susceptibility eﬀects from phase vari-
ations due to imperfect shimming and ﬁeld inhomogeneities from air-tissue
boundary susceptibility eﬀects. Some of the background removal methods
are explained in section 4.2. Finally, the ﬁeld map represents only the in-
duced ﬁeld variations due to the magnetic susceptibility of the tissue, the
QSM images can be reconstructed. However, this this problem is ill-posed
and many methods have been developped to overcome this limitaion, which
are further referred to in section 4.3.
4.1 Phase combination and unwrapping
When studying phase images acquired with a multi-channel multi-echo ac-
quisition a proper channel combination is required. The reconstruction of
phase images suﬀers from two main artefacts.
The ﬁrst eﬀect originates from the intrinsic spatial phase variation of each
coil, which have its own spatially varying phase oﬀset.
The second artefact, phase wraps, is due to phase 2π periodicity (phase=
θ = 2π ·n+θ). The phase values can only be attributed in the range [−π, π].
These phase wraps occur in the images as isocontours.
When these artefacts are not taken into account, the combined phase images
will show signal cancellation and (open-ended) fringe lines.
”When phase data is acquired at multiple echo times, the temporal evo-
lution of the signal over the echoes can be used to retrieve the phase oﬀset.
Methods found in literature to compute phase images can be classiﬁed into
two groups: those which reconstruct phase diﬀerence images and those which
reconstruct phase images for each echo.
4.1.1 Phase diﬀerence methods
One approach is to eliminate the channel dependent phase oﬀsets, ϕ0j(
−→r ),
is to calculate a phase diﬀerence for each coil using the phase from one or
more pairs of echoes [107] [108] [109] acquired at two diﬀerent echo times
TEn and TEm. These can be combined over channels in the Hermitian inner
product Θd(−→r , n,m) using the complex images for a given coil Ij(−→r , TEn) =
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mj · e−iϕj(−→r ,TEn). To consider the SNR of the individual coil-dependent noise
factors, σ2j , the phase diﬀerence is magnitude squared weighted according to
Θd(−→r , n,m) =∠[
∑
j
σ−2j · Ij(−→r , TEn) · I+j (−→r , TEn)]
=∠[
∑
j
σ−2j · |mj(−→r , TEn)| · |mj(−→r , TEm)| · e−i(ϕj(
−→r ,TEn)−ϕj(
−→r ,TEm))]
(4.1.1)
This method can be performed without the requirement of unwrapping the
phase image for each channel, but the SNR is reduced as the optimal combi-
nation is not obtained because the individual weights are retrieved from the
images themselves and contain noise. When applying a low-pass ﬁlter and
therefore smoothing the weights, the noise can be decreased as long as the
coil sensitivities are not corrupted [110].
When data is acquired with multiple echoes, the singular value decomposi-
tion (SVD) method can be applied to the data from all echoes to calculate
the coil sensitivities, resulting in an optimum SNR both for the magnitude
and phase [111]. This approach has been shown to be eﬀective for spec-
troscopy data [112]. The pixel by pixel SVD factorization of the channel vs.
echo time matrix combines the data from the diﬀerent coils. Hereby, the ﬁrst
singular value is the maximal coherently constructed signal from all channels
and echoes, S1, and the eigenvectors contain the coil sensitivity estimations
as well as the complex signal, SE, of the acquired echoes. The phase of
the complex data has an arbitrary oﬀset due to the pixel by pixel nature of
the method, but not the phase diﬀerences, ΔSE, between the ﬁrst echo and
each subsequent echo. The complex signal evolution diﬀerence is given by
ΔSEd = abs(SE) ·e−i(ϑn−ϑi)] and the phase diﬀerence and magnitude are cal-
culated as Θd(−→r , n) = ∠[ΔSEd] and Md(−→r , n) = abs[ΔSEd], respectively.
The ﬁeld map is calculated using the unwrapped phase diﬀerence between
each diﬀerent echo acquired at TEn and the ﬁrst echo TE1. The ﬁnal ﬁeld
map is obtained by a weighting
W d(r, n) =
Md(r, n)2
Md(r, n)2 +Md(r, 1)2
(4.1.2)
as in [113], where Md is the absolute value of the signal evolution between
echo 1 and echo k. This results in the ﬁeld map:
ΔB =
1
2πγ
∑
nΘ
d(r, n) · (TEn − TE1) ·W d(r, n)∑
n(TEn − TE1)2 ·W d(r, n)
(4.1.3)
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4.1.2 Phase imaging methods
Instead of cancelling the phase oﬀsets, ϕ0j(
−→r ), by using the phase diﬀerence,
an alternative method calculates them, for each channel using a dual echo
scan [114]. This has the advantage of the HiP approach that ϕ0j(
−→r ) can be
smoothed before it is subtracted from the phase at each echo time, leading
to a higher SNR result. This method is computationally intensive as the
phase data from all echoes and channels needs to be unwrapped to retrieve
the phase oﬀset. This can be mitigated either by using a low resolution
multi-echo scan to calculated the phase oﬀsets (applying MCPC-3D-II to the
multi-echo data) or by downsampling the high resolution data for the phase
oﬀset calculation step, but it is nonetheless subject to the shortcomings of
spatial phase unwrapping.
In the MAGPI approach (Maximum AmbiGuity distance for Phase Imaging)
[115] the measured phase ϕj(
−→r , TEk) = ϕ0j(−→r ) + 2πγTEkΔB0 is extended
to
ϕj(
−→r , TEk) = ϕ0j(−→r ) + 2πγTEkΔB0 + ϕnoisejk + ϕwrapjk (4.1.4)
where ϕ0j denotes the phase oﬀset for each coil j, ϕ
noise
jk the additive noise for
each coil j and echo time TEk and ϕ
wrap
jk attributes to the 2π phase wraps.
This method uses the likelihood function resulting in an increase of the SNR
in case of a three echo measurement. The reconstruction of the corrected
phase image is performed in three steps. In the ﬁrst step an estimation of the
most likely tissue based frequency, which describes the phase diﬀerence be-
tween echoes, is calculated and removed from the original data. The angle dif-
ference is assumed to be: Θd(r, n,m) = 2πΔB(TE2−TE1)+(ϕ2j−ϕ1j)+2πR,
where the phase wrapping is attributed by the integer R, which forces the
angle diﬀerence to be in the range (−π, π]. The remaining data is associ-
ated with random noise, ϕnoisejk , as well as the phase oﬀset ϕ
0
j(
−→r ), which are
separated in the second step. Finally the most likely tissue frequency that
explains the three echoes is calculated. This method estimates the underly-
ing phase without phase unwrapping or denoising and outperforms previous
methods especially for measurements with low SNR, with the drawback of
being computationally intensive.
In summary, the phase diﬀerence method using the HiP approach can be
used to combine the phase images from multiple channels. This can be per-
formed very fast without the need of phase unwrapping, although the SNR
of the combined phase image is reduced by the voxel-by-voxel subtraction.
Using the 3D correction of the coil sensitivities improves the reconstructed
phase image at the cost of computationally intensive phase unwrapping for
each channel and the two echoes. The whole dataset is used for the cal-
culation of the complex signal evaluation for the SVD method resulting in
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optimal SNR. Both phase unwrapping and phase oﬀset are incorporated in
the maximal likelihood (MAGPI) calculation, which performs better at low
SNR measurements.” (own contribution of the NMR in Biomedicine review
paper from Robinson and Schweser [116]).
Many phase unwrapping algorithms are available and can be separated
regarding their operating domain in two groups: the spatial and temporal do-
main. As examples of phase unwrapping methods in the spatial domain are
the 3D best path phase unwrapping image [117], the quality guided phase un-
wrapping [118] and phase unwrapping based on optimization [119] or Lapla-
cian algorithms [120]. The phase diﬀerence of successive echos is used for
temporal domain algorithms which allow a fast pixel-wise unwrapping with
the drawback of failure in regions with steep phase gradients [121]. When
selecting the phase unwrapping method a compromise between running time
and robustness needs to be taken into account.
4.2 Background removal
The small magnetic ﬁeld variations generated by the magnetic susceptibility
of the tissue sources are overlaid by the strong background ﬁelds due to sur-
rounding tissue-air interfaces as well as imperfect shimming.
A simple approach to remove the background is the application of high-pass
ﬁltering like the homodyne ﬁltering successfully applied in SWI [34]. How-
ever, its performance depends on the selected parameters. A small ﬁlter size
can fail to remove the entire background ﬁeld, especially close to the sinuses.
On the other hand, a large ﬁlter size performs well in the background re-
moval, but results in the removal of low-frequency components of the phase
induced by the local tissue leading to an underestimation of the susceptibility
quantiﬁcation. This underestimation depends, among other parameters, on
the size of the tissue structure of interest.
While high pass ﬁltering is purely phenomenological, more complex methods
rely on the identiﬁcation of region of interest (ROI). They remove only the
ﬁeld that can be physically expected to be generated from sources outside
this ROI. There are two main types of methods: the sophisticated harmonic
artefact reduction for phase data (SHARP) [55] and its further improve-
ments [122] [123]; projection onto dipole ﬁelds (PDF) [124].
SHARP methods are based on the mean value property of harmonic func-
tions. They exploit the non-harmonic property of the ﬁeld generated by the
local susceptibility distribution, whereas sources outside the ROI are har-
monic and satisfy the Laplace equation.
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PDF uses the orthogonality of the dipole magnetic ﬁeld generated by sources
inside and outside of the ROI. This method ﬁts the background ﬁeld inside
the ROI generated by sources outside of the ROI. Although these methods
perform well in the centre of the brain, they give unreliable values close to
the borders or erode the ROI.
Various methods have been proposed which preserve the data near the bound-
ary such as the eﬃcient and automated harmonic ﬁeld pre-ﬁltering (EAHF)
[125] and the Laplacian boundary value (LBV) method [126].
All these methods are based on the Maxwell equations and similar assump-
tions are made. Therefore the background removal techniques provide a
similar performance far from the boundary and their impact on the quan-
tiﬁcation of the susceptibility of deep gray matter structures is minimal, see
ﬁgure 4.1. The performance in regions close to the boundary of some of these
methods, based on SHARP, PDF and EAHF, is compared in section 6.
Figure 4.1: Five methods for background removal; HPF-high-pass ﬁltering,
LBV-Laplacian boundary value, SHARP-sophisticated harmonic artifact re-
duction on phase data, RESHARP-regularization enabled SHARP, PDF-
projection onto dipole ﬁelds, [46].
4.3 Reconstruction of QSM
After the phase unwrapping and the background ﬁeld removal, the resulting
ﬁeld map δB is assumed to originate from the susceptibility distribution
χ in the tissue. The correlation between the measured ﬁeld map δB and
susceptibility is given in the k-space as a simple multiplication [127] [47]:
δB(k) = D(k) · χ(k) (4.3.1)
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with D(k) being the general dipole kernel in k-space
D(k) =
(−kx sin(θ)− ky cos(θ) sin(ϕ)− kz cos(θ) cos(ϕ))2
‖k‖2 + 1/3 (4.3.2)
The angles θ and ϕ denote the orientation of the externally applied magnetic
ﬁeld in respect to the measured reference frame. The dipole kernel becomes
zero on a cone surface in k-space (k2 = 3k2z for θ = 0), hence the same
ﬁeld perturbation can be generated by a large number of diﬀerent suscepti-
bility distributions. As a consequence, the inversion of equation 4.3.1 being
χ(k) = 1/D(k) · δB(k) is problematic in regions close to this cone surface.
Noise in the measured ﬁeld is signiﬁcantly ampliﬁed resulting in streaking
artefacts in the reconstructed susceptibility maps. Many techniques have
been suggested in order to overcome this ill-posed problem.
One method to eliminate the undetermined points covers the whole k-space
Figure 4.2: shows the head orientation (ﬁrst column), the aquired signal (sec-
ond column) and resulting dipole kernel after co-registration (third column).
by measuring the ﬁeld distribution within the object at several orientations in
respect to the main magnetic ﬁeld and hence providing an over-determination
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of the ill-posed problem [128] [54]. Hereby the χ map is calculated iter-
atively minimizing distance between the measured, δB and the estimated
ﬁeld FHDi(k)Fχ(r) for all orientations,
minχ
N∑
i=1
‖M(FHDi(k)Fχ(r)− δBi(r))‖22 (4.3.3)
Where Di and δBi(r) are the dipole kernel and measured ﬁeld perturbation
for a speciﬁc object position, F denotes the Fourier Transform and M repre-
sents the ROI (e.g. brain). The number of measured orientations is indexed
by i. The head position, aquired magnitude data and resulting dipole kernel
are shown for three diﬀerent orientations in ﬁgure 4.2. A measurement at
three orientations was shown to be suﬃcient for the k-space coverage [54].
Although this procedure is the current state of the art method, it is not
practical for clinical studies due to the increased scanning time as well as the
limited mobility of some patient populations.
For these reasons many methods were proposed using additional regulariza-
tion. Generally, the susceptibility reconstruction techniques can be separated
into two groups relating to their operating space. One group exploits the
prior knowledge in k-space (either with direct or iteratice methods), while
the other group applies the prior knowledge in the image space, see ﬁgure
4.3.
4.3.1 k-space based reconstruction
The noise ampliﬁcation artefacts can be reduced by application of a ﬁxed
threshold on the k-space positions, which are responsible for the ill-conditioned
nature of QSM [129] [130] [131] [132]. The susceptibility distribution is cal-
culated as
χ = IFT (
FT (δB)
D(k)
)) (4.3.4)
where the dipole kernel D(k) is set to a constant value when D(k) is below
a chosen threshold. However, these methods tend to underestimate the sus-
ceptibility.
Iterative k-space methods improve on this by the application of an additional
regularization on the region of the ill-conditioned points. One method uses
the structural information from a masked approximation of QSM to iter-
atively replace the ill-conditioned k-space points [133]. Another approach
deals with the ill-conditioned cone surface as missing points and iterative
compressed sensing is used to retrieve them. In these methods a ﬁrst ap-
proximation QSM is calculated and its k-space points far from the cone sur-
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Figure 4.3: prior knowledge applied either on the image space (top) or k-
space (bottom) in order to solve the inverse problem.
face are assumed to be well-conditioned. In a second step the l1 TV norm
minimization is performed on the ill-conditioned points while preserving the
well-behaved [122] or well-behaved and transitional k-space points [134].
4.3.2 Image space based reconstruction
Methods acting on the image space use iterative regularization. The distance
between the measured ﬁeld and the estimated ﬁeld caused by the underlying
susceptibility is minimized using the l2 norm while using additional prior
knowledge.
minχ ‖M(FHDi(k)Fχ(r)− δBi(r))‖22︸ ︷︷ ︸
data consistency
+α‖MM∇∇χ(r)‖21,2︸ ︷︷ ︸
regularization
(4.3.5)
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Hence, susceptibility reconstruction is regularized by minimizing the error on
the data consistency and an additional regularization term that enforces prior
knowledge with either the l2 norm [135] or the l1 norm [136] [137]. Here, the
prior information is extracted from the phase and/or magnitude maps that
one expect to have similar anatomical edges of the underlying brain structure.
Another minmization method, in order to account for unreliable phase changes,
assumes the data constraint to be complex exponential functions consisting
of susceptibility and ﬁeld while prior knowledge regularization is performed
with l1 TV norm [138].
4.3.3 Direct reconstruction
Analytically, a direct inversion formulation for the susceptibility map in the
k-space can be used assuming smoothness of the susceptibility map. This
formulation relies on l2 norm minimization of the data consistency and an
additional non-iterative regularization based on l2 norm of the susceptibility
gradient [139]. The eﬃcient computation of the closed-form was used to
propose a fast l1 TV iterative regularized QSM [140]. To counterbalance the
smoothness of the susceptibility maps induced by the closed-form a weighting
in the k-space was introduced [111].
Some of the mentioned methods are evaluated and the performance of QSM
reconstructions is more thorougly analysed in the next chapter.
Chapter 5
Modulated Closed Form
A Modulated Closed Form solution for
Quantitative Susceptibility Mapping - a
thorough evaluation and comparison to
iterative methods based on edge prior
knowledge
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Abstract
The aim of this study is to perform a thorough comparison of quantita-
tive susceptibility mapping (QSM) techniques and their dependence on the
assumptions made. The compared methodologies were: two iterative single
orientation methodologies minimizing the l2, l1 TV norm of the prior knowl-
edge of the edges of the object, one over-determined multiple orientation
method (COSMOS) and anewly proposed modulated closed-form solution
(MCF).
The performance of these methods was compared using a numerical phan-
tom and in-vivo high resolution (0.65mm isotropic) brain data acquired at
7T using a new coil combination method. For all QSM methods, the relevant
regularization and prior-knowledge parameters were systematically changed
in order to evaluate the optimal reconstruction in the presence and absence
of a ground truth. Additionally, the QSM contrast was compared to conven-
tional gradient recalled echo (GRE) magnitude and R∗2 maps obtained from
the same dataset.
The QSM reconstruction results of the single orientation methods show com-
parable performance. The MCFmethod has the highest correlation (corrMCF
= 0.95, r2MCF = 0.97) with the state of the art method (COSMOS) with ad-
ditional advantage of extreme fast computation time. The l-curve method
gave the visually most satisfactory balance between reduction of streaking
artifacts and over-regularization with the latter being overemphasized when
the using the COSMOS susceptibility maps as ground-truth. R∗2 and suscep-
tibility maps, when calculated from the same datasets, although based on
distinct features of the data, have a comparable ability to distinguish deep
gray matter structures.
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5.1 Introduction
Phase imaging has shown over the last decade to oﬀer a good contrast, both
between and within brain tissues in respect to the conventional magnitude
signal [66] [141] as well as veins and iron rich regions [50]. The eﬀect observed
in the phase is known to be non-local, it reﬂects the magnetic ﬁeld induced
by the tissues’ magnetic susceptibility [127], which scales linearly with the
increase of the ﬁelds strength (making it suitable at high ﬁeld strengths).
Several studies have been performed on the origin of the susceptibility con-
trast with the main modularors being iron and myelin. Iron contributes to
tissue contrast especially in the deep gray matter (globus pallidus, putamen
and caudate) which has histologically derived high iron concentration show-
ing good correlation with phase and susceptibility contrast [52] [55] [54]. The
other proposed contributor to the phase contrast, particularly between white
and grey matter, is myelin where pathological demyelination has shown a
decreased phase contrast between gray and white matter [69] [70] and good
correlation was found between myelination and phase contrast during devel-
opment [70].
In addition to the non-local eﬀects associated with magnetic susceptibility,
the chemical shift of water aﬀected by macromolecules has been proposed to
inﬂuence the measured phase [95] [96] [97]. More recently it was proposed [86]
and demonstrated [142] [143] [76] that the microstructural compartmental-
ization in the organization of lipids on the cellular and subcellular level (e.g.
lipids, proteins) has a dominant eﬀect on the contrast observed between white
and grey matter in phase imaging.
Nevertheless, despite the last two eﬀects being ignored when doing quan-
titative susceptibility mapping (QSM), this technique has demonstrated re-
markable robustness in the ability to map iron deposition in deep grey matter
structures [61] [55] [143]. However, this problem is known to be ill-posed, and
many methodologies have been suggested in order to better condition this
problem. To make the problem over-determined, ﬁeld maps of the object
have to be measured with the object positioned in diﬀerent orientations in
respect to the magnetic ﬁeld [128]. This method is not practical for clin-
ical studies, due to the increased measurement time and not applicable to
subjects with reduced mobility. For these reasons many methods have been
proposed using single orientation ﬁeld maps together with additional regu-
larization which can be broadly ﬁtted in two classes: (i) correction of the
k-space regions responsible by the artifact; (ii) prior-knowledge based on as-
sumptions of smoothness and boundaries of the resulting QSM in the real
space. In the ﬁrst class can be found direct methods that modify the ker-
nel in a certain region which are responsible for the ill-conditioned nature of
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QSM [129] [130] [131] [132], and the iterative methods that only use prior
knowledge or sparsity constraints (l1 or TV norm) to reconstruct the ill-
conditioned points while trusting the remaining k-space with [134] or with-
out diﬀerent weighting in the transition regions [122]. Alternatively, in the
second approach (ii), the whole k-space is aﬀected by the introduced prior
knowledge. The susceptibility calculation can be done by minimizing the l2
norm in real space ﬁeld generated by the susceptibility map and the measured
ﬁeld maps together with additional regularization based on prior knowledge
with either the l2 norm [135] (see section 5.2.2) or the l1 norm [136] [137](see
section 5.2.3). The prior information is extracted from the phase and mag-
nitude maps assuming them to have similar edges of the underlying brain
structure or simply assuming that natural images are sparse in some basis
set. Recently, it was noted that this could be performed as a direct inversion
when assuming smoothness of the susceptibility map [139] (see section 5.2.4).
The aim of the present study was to perform a thorough comparison of some
of these methods [135] [128] [137] and a newly proposed methodology dubbed
modulated closed form (MCF) both in simulations and in in-vivo data. Par-
ticularly we accurately evaluate the impact of the prior information and of
the regularization parameters and how their optimality can be evaluated in
the absence of ground truth. Additionally, the susceptibility results were
compared to R∗2 contrast in both the contrast between gray and white mat-
ter, deep gray matter and ability to detect multiple sclerosis lesions.
5.2 Theory
The magnetic susceptibility, χ, describes the reaction of a material to the
presence of an external magnetic ﬁeld. The magnetic ﬁeld perturbation δB
generated by a distribution of small magnetic susceptibility under a con-
stant external magnetic ﬁeld aligned to the z-direction, B0, is given by a
convolution of χ with the projection of the dipole ﬁeld along the z-direction,
D [127] [47]. In the Fourier domain this can be simpliﬁed into a simple local
expression:
δB(k) = D(k) · χ(k) (5.2.1)
Where k are the k-space coordinates and the magnetic dipole kernel can be
written in k-space as
D(k) =
−kx sin(θ)− ky cos(θ) sin(ϕ)− kz cos(θ) cos(ϕ)
‖k‖ + 1/3 (5.2.2)
Where θ describes the angle of rotation around the x-axis and ϕ the angle
of rotation around the y-axis. These angles characterize the orientation of
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the externally applied magnetic ﬁeld, B0, in respect to the z-direction of the
object.
The dipole kernel in k-space has zero elements located in two conical sur-
faces. These surfaces lie at the magic angle direction in respect to the main
magnetic ﬁeld orientation. This means that the same ﬁeld perturbation can
be generated by a large number of diﬀerent susceptibility distributions. As a
consequence the direct inversion of (5.2.1) is an ill posed problem and noise
in the measured ﬁeld, δB(r), gets signiﬁcantly ampliﬁed in k-space regions
close to the two surfaces, leading to streaking artifacts in the reconstructed
susceptibility maps. In the following subsections a detailed description of the
methods evaluated to overcome the ill posed nature of QSM will be given.
5.2.1 Multiple orientation method - COSMOS
Calculation Of Susceptibility through Multiple Orientation Sampling (COS-
MOS) takes advantage from the observation that the zero surface of the dipole
kernel rotates with the magnetic ﬁeld orientation B0 [128] [127]. Hence the
straightforward methodology to overcome the ill posed nature of QSM im-
plies the measurement of the ﬁeld perturbation with the object oriented in
various directions in respect to B0 [128] [127]. The χ map can then be cal-
culated iteratively using a least squares conjugate gradient algorithm that
minimizes,
minχ
N∑
i=1
‖M(FHDi(k)Fχ(r)− δBi(r))‖22 (5.2.3)
Where Di and δBi(r) denote the dipole kernel and ﬁeld perturbation for a
speciﬁc object position, i indexes the multiple object orientations, F repre-
sents the Fourier Transform. M is a spatial mask that represents the regions
inside the brain and is further modulated by a weighting term that guarantees
that the noise throughout the ﬁeld is equalized.
5.2.2 l2 regularized single-orientation method
In the case where it is only possible to measure the ﬁeld perturbation with the
object positioned along one single orientation, extra information has to be
introduced in the process of calculating the χ map. It is fair to assume that
(i) the χ maps vary smoothly within anatomical boundaries/diﬀerent tissue
regions and (ii) that the artifacts, which are caused by the missing informa-
tion around the magic angles, have structured sharp edges which cannot be
found in the corresponding magnitude image. Consequently, regularization
based on the l2 norm of the gradient has been widely promoted to tackle this
80 CHAPTER 5. MODULATED CLOSED FORM
problem [135]. As both the magnitude and the phase image images [134] are
expected to have similar edges as the underlying susceptibility distribution,
they can be used as additional information to avoid the smoothing of the χ
distribution close to tissue boundaries.
The Regularized Single-Orientation (RSO) method incorporates prior knowl-
edge of the expected edges by solving the following minimization problem
using a least-squares conjugate gradient algorithm
minχ‖M(FHDi(k)Fχ(r)− δBi(r))‖22 + β‖MM∇∇χ(r)‖22 (5.2.4)
Where the ﬁrst term minimizes the distance between the estimated and mea-
sured ﬁeld and the second term is the regularization prior tuned by a parame-
ter beta. The regularization term is a pixel by pixel multiplication of gradient
of the susceptibility by a mask, M∇, containing prior information regarding
the regions where the gradients along a Cartesian direction are expected
(M∇ = 0) or not (M∇ = 1). Both the regularization parameter and the
gradient mask deﬁnition have a strong impact on the calculated χ map, the
calculation of the latter will be discussed in the methods sections.
5.2.3 l1 total variation denoising method
Alternatively, because the χ maps, as many other natural images, have well
deﬁned sharp contours surrounding areas of constant signal, total variation
priors l1 methods have been proposed in literature [52] [136]. l1 norm min-
imization boosts sparse solutions with a small number of non-zero elements
and represents a useful convex relaxation of the l0 norm, which simply counts
the number of signal coeﬃcients [144] [145]. To facilitate the convergence,
similarly to what has been suggested in the previous section for the l2 method,
a prior information mask including the edge information, can also be ap-
plied [137] [146]. The susceptibility map is reconstructed from the ﬁeld map
by solving a so-called total variation denoising, TVDN [147], problem con-
sisting of minimizing the TV norm of χ (the l1 norm of the gradient) which
is subject to the same data constraint as for the l2 regularization:
minχ‖MM∇∇χ(r)‖21 s.t. ‖M(FHDi(k)Fχ(r)− δBi(r))‖22 < ε (5.2.5)
In this constrained minimization, it is assumed that the data consistency
term follows a χ2 distribution. The value of the bound ε is thus driven by
the noise statistics and should be simply set to a high percentile, of about
99%, of this distribution.
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5.2.4 Modulated Closed Form solution
The closed-form (CF) solution described in [139] relies on the Tikhonov prob-
lem minχ‖(FHDi(k)Fχ(r)−δBi(r))‖22+β‖∇χ(r)‖22, which can be evaluated
in closed form as χ(r) = ‖(FHD2(k)F + β∇H∇)‖( − 1)FHD(k)FδB0(r).
The gradient operator along a direction i can be described as ∂i = F
HEiF ,
where F is Fourier Transform, Ei is given by Ei = 1 − e(−2πjki/Ni), and ki
is the k-space coordinate along i direction. Using the k-space representation
of the gradient operator the closed form can be analytically formulated as
χ(k) = D(k)
D(k)2+λ2
∑
( i=1)
(n=3)E2i
δB(k). This method is extremely fast but, when
compared to the previously described iterative methods, the application of
the gradient regularization in the whole image (and k-space), gives rise to
smoother χ maps. To overcome these limitations, a weighting in the k-space
of the regularization term was introduced to ensure that the regularization
is only applied on the ill-conditioned k-space points, where the dipole kernel
is smaller than a given threshold nth. The ﬁnal expression of the modulated
closed-form (MCF) solution can be written as
χ(k) =
D(k)
D(k)2 + λ2Λ(k)2
∑n=3
i=1 E
2
i
δB(k) (5.2.6)
where D(k) is the k-space representation of the dipole kernel, λ is a regular-
ization parameter, and Λ(k) is a weighting matrix deﬁned as
Λ(k) =
{
cos
(
π/2D(k)
nth
)
, D(k) < nth
0, D(k) > nth
5.3 Methods
5.3.1 Numerical Simulation Phantom
A 3-dimensional numerical simulation phantom consisting of 64x16x64 pixels
containing 7 cylinders with diﬀerent magnetic susceptibilities (between 2-14
a.u.) was used to evaluate the reconstruction performance of the diﬀerent
quantitative susceptibility mapping methods. The ﬁeld map was calculated
by using (5.2.1) assuming a magnetic ﬁeld aligned along the z-direction.
Zero mean Gaussian noise was added to the numerical phantom and the ﬁeld
map with the resulting SNR was deﬁned in dB as SNRdB = 10log10
σ2noise
σ2image
with σ2image being the variance of the image without noise and σ
2
noise being
the noise variance of the background.This scaling was used to match the
deﬁnition of noise in 5.2.5. For the numerical simulations a metric that was
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initially suggested in [135] was used to create a continuous gradient mask (if
abs(∇Magn) < nthσMagn,Mnabla = 1, else M∇ = nthσMagn/∇MagnM) and a
binary mask (if abs(∇Magn) < nthσMagn,Mnabla = 1,else M∇ = 0).
5.3.2 In vivo Data
5.3.2.1 Data Acquisition
Three healthy volunteers (2 male and 1 female, mean age of 30 ± 6 years) and
one multiple sclerosis patient were scanned according to a protocol approved
by the local ethics committee. Scans were performed on a 7T MR scanner
(Siemens, Erlangen, Germany) using a 32 channel receive coil (Nova Medi-
cal). The protocol consisted of a standard T1-w MP2RAGE contrast [148]
and T ∗2 -w imaging using 3D gradient echo multi echo sequence. The 5 ac-
quired echoes were equally spaced and acquired with the same polarity gra-
dients, the rewinding waveform was kept equal to the readout gradient wave
form to ensure ﬂow compensation between successive echoes. The follow-
ing parameters: TR/TE1/TE5= 42/4.97/37.77 ms; bandwidth (BW)=260
Hz/Px; FA=10 ◦, FOV=256×192×137mm, spatial image resolution 660μ m
×660μm×660μm; iPAT=2×2;Tacq=11min. This protocol was performed
only once for the MS patient while for the healthy volunteers the 3D-GRE
sequence was repeated 4 times with diﬀerent head positions: normal; head
tilted around medio-lateral axis(left–right axis, pitch) in head-to-neck di-
rection (up to 14 ◦) position; tilted around anterior-posterior (nose-neck axis,
roll) in head-to-left-shoulder direction (up to 25 ◦) and head-to-right-shoulder
direction (up to 25 ◦). For the co-registration protocol to cope with the large
head rotations that resulted in large variations of the image intensity, a bias
ﬁeld correction was applied to all magnitude images using FSL-FAST. Sub-
sequently, a ﬁrst co-registration in was conducted prior to brain extraction
in order to achieve a rough alignment of the structural images. Brain extrac-
tion was then performed to the co-registered head positions. On the resulting
brain extracted images an additional FSL-FLIRT co-registration was calcu-
lated to get a more accurate registration. The movement matrices of the ﬁrst
and second stage co-registration were combined and the resulting movement
matrix was applied to the original head positions to minimize the eﬀect of
double smoothing from FSL-FLIRT.
5.3.2.2 Data processing
All data processing was performed in MATLAB (version 2010b, The Math-
Works, Natick, MA, USA) on a workstation (2x Intel Xeon X5650) with 96
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GB RAM. The multi-channel GRE data from the diﬀerent coils was com-
bined using a pixel by pixel SVD factorization of the channel vs. echo time
matrix. The ﬁrst singular value of the diagonal matrix is the maximum signal
that can be coherently constructed from the 32 channels and the 5 echoes
acquired, the corresponding eigenvectors correspond to the 32 complex coil
sensitivity estimations that produce the desired image and the complex signal
evolution along the 5 echoes. Because the analysis is done on a pixel by pixel
basis, the phase is somewhat arbitrary but the phase diﬀerences between suc-
cessive echoes are not. This methodology gives the optimum SNR both for
the magnitude and phase evolution as the coil sensitivities are constructed
using the whole dataset and not only the ﬁrst echo.
5.3.2.3 Field and R∗2 Map calculation
The GRE phase diﬀerences between successive echoes were then unwrapped
with a 3D phase unwrapping algorithm [117] in order to put the least de-
mand in terms of number of wraps the algorithm had to cope with (also,
by using phase diﬀerences between successive echoes, the data is devoid of
phase singularities). Four ﬁeld maps were computed by integrating the phase
diﬀerences from the ﬁrst to echo n (n=2:5) and the ﬁnal ﬁeld map was cal-
culated using the phase diﬀerences between each phase image and that of
TE1, weighted as in [113] using a pixel by pixel R∗2 estimation. Because the
magnitude images for each echo were computed by complex coil combination
followed by taking the absolute part of the complex signal (Imec), and not
by simple sum of squares of the separate coils, the magnitude evolution is
not biased by Rician noise to the same extent (see Appendix for a discus-
sion). Hence, the R∗2 maps can be robustly calculated by integration of the
magnitude decay:
R∗2 =
∑N−1
echo=1(abs(Imecho) + abs(Imecho+1))/2
abs(Im1)− abs(ImN) (5.3.1)
5.3.2.4 Background ﬁeld removal
The measured ﬁeld, δB, inside the brain consists of the sum of internal vari-
ations, δBin, the mean brain susceptibility, Bmean, and variations induced by
external sources, δBout, such as air tissue interfaces and imperfect shimming.
This background ﬁeld (δBout) was removed from the calculated ﬁeld map
using the recently proposed Eﬃcient and Automated Harmonic Field Pre-
Filtering [125]. As it is known that the Laplacians (Δ) of δBout and δBmean
are equal to 0, δBin was calculated by solving the following minimization
84 CHAPTER 5. MODULATED CLOSED FORM
problem
minδBin‖WΔ(ΔδB −ΔδBin)‖ (5.3.2)
withWΔ being a shrinked brain mask modulated by the SNR of the measured
ﬁeld map. This methodology has the advantage of reducing the erosion
around the brain introduced by methods such as SHARP [55] and is less
prone to introducing artifacts due to phase errors in regions of low SNR.
5.3.2.5 Gradient Mask calculation
The results obtained with the simulations suggested there was no added
value from introducing the continuous gradient mask, therefore with the
in vivo data only the binary mask was used. The in vivo gradient mask
integrated information from the R∗2 and δBin as suggested in recent studies
[134]. Because the two data sets have diﬀerent noise characteristics, the
images were ﬁrst wavelet denoised and the gradients of each image were
calculated. The ﬁnal mask was deﬁned as (if (abs(∇R∗2) < Pabs(∇R∗2),nth AND
abs(∇δBin < Pabs(∇δBin,nth),M∇ = 1, elseM∇ = 0), where Pnth represents the
gradient corresponding to a percentile nth. Although the two methodologies
are not equivalent, they both reﬂect a variation of the number of points
used to deﬁne the mask, so there should be a simple monotonic relationship
between the two.
5.3.2.6 Susceptibility mapping and evaluation
Four diﬀerent reconstruction algorithms were evaluated both for the numer-
ical simulations and the in vivo data: l2 minimization (section 5.2.2), l1 TV
minimization (section 5.2.3) and modulated closed form solution (section
5.2.4). The COSMOS method (section 5.2.1) was used to calculate the in
vivo ground truth susceptibility map.
For all methods their reconstruction parameters were varied systematically
over a wide range (β for the l2, ε for l1 TVminimization, and λ for closed-form
solution) as well as the masking deﬁning parameter, nth. The reconstruction
performance of the methods in respect to the ground truth was computed as
‖χrecon−χGroundTruth‖2/‖χGroundTruth‖2. The heuristic L-curve method [149]
was also evaluated as a possible mean to estimate the optimal reconstruc-
tion. This method consisted in the assessment of the data consistency term,
‖M(FHD(k)Fχ(r) − δB0(r))‖22, as a function of the regularization term of
each method while varying values of the respective regularization parameters.
The optimal reconstruction was considered as the parameter set of largest
curvature on the L-curve (maximum of second derivative) as done by [52].
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To evaluate the impact of the regularization used on the various single ori-
entation methods on the measured susceptibility, regions of interest were
deﬁned using fslview (www.fmrib.ox.ac.uk) on the following brain regions:
GP -globus pallidus; SN - susbtantia nigra; C – caudate; RN - red nucleus;
P – putamen; FM - forceps major; IFOF - inferior fronto-occipital fasciculus.
Various regions of interest with changing susceptibility values were deﬁned
and masking of these regions was manually performed. The mean value is
derived from ﬁrst averaging voxels for each ROI within individual subjects
and then averaging over three subjects. The error was calculated as the mean
value over the diﬀerent subjects of the standard deviation in each ROI.
5.4 Results
5.4.1 Numerical simulation phantom
To determine the inﬂuence of diﬀerent parameters on the reconstruction qual-
ity of the susceptibility maps we compared the performance of the diﬀerent
algorithms on the simulated data set. When using a continuous prior for the
l2 algorithm, the range of the regularization parameter β was restricted to
values in the range of one order of magnitude (ﬁgure 5.1a). When using a
binary mask prior for the l2 algorithm, the range of acceptable regulariza-
tion increased by a factor ∼ 10, (ﬁgure 5.1b). Generally, the reconstruction
quality of the susceptibility maps was higher using the binary mask as the
prior information and the optimum β value increases with the reduction of
the threshold.
These observations were similar when using the l1 denoising algorithm
similar for the continuous and binary mask reconstructions (ﬁg.5.1c and
5.1d), however, an increased independence on the parameter ε was noted,
provided the optimal threshold was achieved (marginally higher than for the
l2 method) and lower deviation from the ground truth was observed. This
reconstruction quality was for both, l1 TV and l2, algorithms less parameter
dependent when using the binary mask, hence only this mask was used in
the in vivo applications.
When setting the prior information to a high threshold (regularization was
applied virtually on all pixels) lead only to a blurred reconstruction of the
susceptibility in areas where the edges were not identiﬁed if the regularization
parameter was not “correctly” deﬁned (compare 1f and g for l2 method and 1i
and 1j for l1 method). When using a low threshold lead to noise propagation
in the reconstructed susceptibility maps (see ﬁg. 5.1h and 5.1k), implying
that a priori information is required to ensure a good reconstruction quality
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Figure 5.1: First, second and third rows show the reconstruction error for l2
norm (a,b), l1 TV norm (c,d) and modulated closed form and closed form
solution (c) of the numerical simulated data (zero being the lowest reconstruc-
tion error). The reconstruction error maps have as x-axis their dependence
on the regularization parameters: β for l2 norm (a, b), ε for l1 TV norm (c,
d) and λ for modulated closed form (e). The reconstruction error maps have
as y-axis their dependence on the threshold value nth : for prior informa-
tion using the continuous mask (a, c), the binary mask (b, d) and threshold
in the k-space modulation mask (e). The white squares are pointing the
parameter-set out for the reconstructed susceptibility maps using the binary
mask calculated with; l2 norm (f-h), l1 TV norm (i-k) minimization and mod-
ulated closed form (l-n) for diﬀerent thresholds having; many points excluded
(h, k, n), little points excluded (g, j, m) and almost no points excluded (f, i,
l) (low, high and very high threshold).
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as well as independence of the reconstruction from regularization parameter.
The modulated closed form method has reconstruction errors smaller than
those obtained both with similar direct methods proposed by other groups
[139] [130]. Not surprisingly, the optimum results (and independence on the
regularization parameters) are found when the regularization is limited to
a region tightly positioned around the magic angle cones (nth =0.1-0.2) as
done in other k-space modulated iterative methods [134] [122].
5.4.2 In vivo Data
5.4.2.1 Qualitative comparison of multiple orientation suscepti-
bility and R∗2 maps
Following the evaluation of the algorithms on simulated data, we evaluated
their performance on 3D-GRE data obtained as described in the methods
section. The magnitude data obtained was computed after estimating the
coil sensitivities that explain the maximum power of the signal over all echo
times. As expected, the magnitude signal has high intensity variations asso-
ciated with the use of the surface coil reception (the transmit coil eﬀect is less
clear). This methodology allows the calculation of very robust R∗2 maps over
the whole brain which show both good vein delineation and deep grey matter
contrast (thanks to the string magnetic susceptibility of de-oxygenated blood
and iron) but also contrast between diﬀerent white matter bundles (optic ra-
dian and the internal capsule amongst others are very clearly distinguishable)
and grey white matter contrast (increase contrast is perceived on the frontal
white matter in respect to the occipital and parietal). The background ﬁeld
removal quality from the complex data can be seen from the absence of large
ﬁelds close to the boundaries together with the Laplacian of Bout having no
visible brain structure information. Note that this method allows most of the
brain to be kept after background removal (including cortical regions parallel
to the brain surface).
The resulting high spatial resolution susceptibility maps obtained with COS-
MOS show the expected features described in other reports at 7T [150]. In
addition to deep grey matter regions, and the thalamic nuclei, white matter
and signiﬁcant variations of the contrast in diﬀerent cortical regions were
noted: e.g. the rim of increased para-magnetism of the frontal cortex notice-
able at its white matter surface; increased para-magnetism of the occipital
cortex in respect to the frontal cortex was evident from increased contrast.
The latter is in agreement with previous reports increased transverse relax-
ation rates (decreased T2) in the occipital contrast in respect to both white
matter and frontal cortex [151].
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Figure 5.2: First, second, third and fourth rows show: magnitude, R2*, ﬁeld
and susceptibility map reconstructed with the COSMOS method. Diﬀerent
rows show axial slices covering cortex (a-d); basal ganglia (e-h); substantia
nigra (i-l).
5.4.2.2 Single orientation susceptibility mapping methods
To evaluate the reconstruction quality of the single orientation methods for a
given regularization and threshold the power of the diﬀerence to the suscepti-
bility maps was calculated with the COSMOS method, which was considered
as the reference method, similarly to what was done for the numerical simu-
lations.
When using the l2 norm algorithm the optimum β value increased with
the reduction of the non-zero points (points where the regularization is eﬀec-
tively applied) present in the binary mask similar the numerical simulations.
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Figure 5.3: First, second, third column show the mean reconstruction error
of all in-vivo data (zero being the lowest reconstruction error) dependence
on regularization parameters β for l2 norm (a), ε for l1 TV norm (b) min-
imization with binary prior and λ for modulated closed form solution (c).
The white squares, circles, triangle and star are pointing the parameter-set
out for the reconstructed susceptibility maps used in ﬁgure 5.4 as examples
of under regularization, optimal regularization based on L-curve heuristic,
optimal regularization based on power of diﬀerence to the ground truth (re-
construction with COSMOS method) and over regularized reconstruction
respectively. An example of the; binary prior M∇ along the left-right direc-
tion where 90 and 40 percent of the pixels are non-zero is shown on panels
(d) and (f), and weighting mask Λ(k) in the k-space for thresholds 0.2 and
0.6 is shown on panels (e) and (g) respectively.
The reconstruction quality using the l1 algorithm shows good reconstruc-
tion using an optimal regularization parameter, although “better” results
seem to be achieved using a binary mask with a high percentage of non-zero
points unlike in numerical simulations. When using modulated closed form
method optimal results were achieved when regularizing a relatively high re-
gion around the magic angle (nth=0.3), as judged from the used weighting
matrix in (ﬁgure 5.3 for e) broad and g) tight region around the magic angle).
To verify the quality of the suggested optimal parameter set, susceptibility
reconstructions for diﬀerent parameter sets were compared (ﬁgure 5.4). Af-
ter this initial evaluation all the remaining calculations of susceptibility maps
shown throughout this manuscript were based on the following choice of pa-
rameters: the gradient weighting mask was deﬁned with a nth=50%; the
modiﬁed closed form solution was obtained with nth=0.2. Therefore, the
modiﬁed closed form solution was selected due to its ability to provide re-
sults that are largely independent from the regularization parameter.
Figure 5.4 shows a small section of a coronal slice where the striking arti-
facts from the ill conditioned nature of susceptibility mapping originating
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from a large vein are clearly visible. The original phase measurement in
those voxels is expected to have the largest errors, either due the low SNR
of those voxels or due to incomplete ﬂow compensation (only ﬁrst order ﬂow
compensation was used). The impact of the regularization parameters for
the diﬀerent single orientation magnetic susceptibility methodologies can be
observed both in the reduction of the striking artifacts and the intensity and
separation between the diﬀerent deep grey matter structures (and their in-
tensities). When largely under-regularized solution was used, all methods
exhibited large striking artifacts with the largest, unsurprisingly, being those
associated with the CF and MCF methodology (left column of ﬁgure 5.4).
Iterative methods are intrinsically regularized by the limited number of itera-
tions. The QSM maps that suﬀers the most from over-regularization method
are the l2 based methodology (l2 norm and CF) in which the values of all
brain structures had reduced intensity due to the smoothness constraint as
shown on the right column of ﬁgure 5.4. The l1 based method suﬀered less
in the over-regularized regime in terms of intensity attenuation, with the
over-regularization manifesting itself in the piece-wise smoothness of diﬀer-
ent white matter regions (right column of ﬁgure 5.4). The MCF method
Figure 5.4: First, second, third and fourth columns show the reconstructed
susceptibility maps in case of an under-regularization (a, e, i, m), optimal
regularization based on L-curve heuristic (b, f, j, n), optimal regularization
based on the power of diﬀerence to the COSMOS method (c, g, k, o) and
over regularization (d, h, l, p). Diﬀerent rows show susceptibility maps re-
constructed with: l2 norm (a-d); l1 TV norm minimization (e-h), modulated
closed-form solution (i-l) and closed-form solution (m-p).
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had the lowest impact of the over-regularization, although most striking ar-
tifacts have clearly disappeared. This was attributed to the use of a mask
with a k-space smoothness term applied (nth=0.2) means that large sections
of the k-space suﬀer no regularization, in contrast to the CF method where
the whole k-space is regularized. For example, in the image space it can be
seen that the red nucleus has a sharper edge on its vertical orientation than
on the oblique ones. Surprisingly, many of these over-regularized features
can still be observed for regularization parameters that corresponded to a
minimum deviation from the solution using the over-determined COSMOS
method (solutions corresponding to colder colors in Figure 5.2 a-c). Using
the heuristic L-curve point (represented in Figure 5.2 a-c by the black line)
indicated solutions with reduced striking features where the intensity of the
all deep grey matter structures was better preserved. For example, in the
MCF image with the L-curve derived regularization (Fig. 5.4j) it can be seen
that the red nucleus has a sharper edge on its vertical orientation than on
the oblique ones while in the CF solution (Fig. 5.4n) the all the boundaries
appear smoother.
Figure 5.5 shows the impact of diﬀerent prior information mask, M∇, for l2
norm and l1 TV norm minimization and weighting mask, Λ(k), for modu-
lated closed form solution. Applying M∇, with a small number of non-zero
points (40%) on the single orientation methods (l2 norm and l1 TV norm),
leads to a regularization performed only on a limited number of pixels caus-
ing noise ampliﬁcation (red arrows in ﬁg. 5.5). When the percentage of
non-zero points is high (70%), the regularization is performed everywhere,
only excluding points with the strongest edge information, causing a blurred
susceptibility map (ﬁg. 5.5c, f). In the case of the MCF method, a very tight
weighting mask (nth=0.1), only a small number part of ill-conditioned points
close to the magic angle cones were included in the regularization, causing
noise related ampliﬁcation artifacts (blue arrows in ﬁg. 5.5g). Green arrows
point out the border between the substantia nigra and the red nucleus and
the lamina pallidi, which can be easily distinguished using an optimal cone
around the magic angle (nth=0.2) , but not when applying the regularization
on almost the whole k-space as done by the regular closed form solution (ﬁg
5.5h, i).
High quality whole brain images could be obtained with the three single
orientation methods using a regularization parameter obtained from the L
curve analysis, although the best separation between the red nucleus and sub-
stantia nigra on the coronal slices was obtained with the COSMOS method
(see Fig. 5.6). The COSMOS reconstruction also showed previously re-
ported [150] diﬀerentiable grey white matter contrast throughout the brain
with a thin paramagnetic layer being observed in the frontal cortex in the
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Figure 5.5: First, second and third columns show the reconstructed sus-
ceptibility maps with optimal regularization based on L-curve heuristic in
the case of diﬀerent prior information mask M∇ (a-f) for l2 norm and l1 TV
norm minimization and weighting mask Λ(k) for modulated closed form so-
lution (g-i). The M∇ was varied from low to high percentage of non-zero
points; 40% (a, d), 50% (b, e) and 70%(c, f) and Λ(k) from tight to broad
region around the magic angle with nth; 0.1 (g), 0.2 (h), 0.6 (i). Diﬀerent
rows show susceptibility maps reconstructed with: l2 norm (a-c); l1 TV norm
minimization (d-f) and modulated closed-form solution (g-i).
GM – WM interface (highlighted with a yellow arrow). This layer is not so
clearly observable on any of the single orientation methods χ maps. The red
arrows show regions where the iterative single orientation methods (l2 norm
and l1 TV norm minimization) have noise ampliﬁcation problems associated
with regions where, due to the high gradients observed on the ﬁeld map and
R∗2 maps, the gradient weighting terms, M∇, had many contiguous points
equal to zero, and hence no regularization was eﬀectively applied. In this
case the degree of prior knowledge of the susceptibility information eﬀec-
tively deteriorates the images reconstructed with these methods. The blue
arrows highlight the white matter (optic radiation bundle) contrast observed
throughout all the χ mapping methodologies. The green arrow shows the
strong contrast and geometrical delineation of the cerebellum dentate nu-
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Figure 5.6: First, second third and fourth columns show susceptibility maps
reconstructed with: COSMOS method (a, e, i, m); l2 norm minimization (b,
f, j, n); l1 TV norm minimization (c, g, k, o) and modulated closed-form solu-
tion (d, h, l, p). Reconstructions were obtained with optimal regularization
parameters as deﬁned by L curve heuristic (see circles on Figure 5.3). Diﬀer-
ent rows show: coronal slice cutting the substantia nigra and the red nucleus
(a-d); axial slice through basal ganglia (e-h); axial slice through substantia
nigra (i-l), axial slice through the nucleus dentatus in the cerebellum (m-p).
Colored arrows highlight: red - regions where prior knowledge introduced
artifacts on iterative methods; blue - white matter contrast; yellow - frontal
grey matter structures with enhanced subcortical contrast; green - structure
of the nucleus dentatus.
cleus that appears with lower intensity on the l1 TV norm minimization χ
map but is otherwise successfully reconstructed.
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5.4.2.3 Quantitative comparison of susceptibility and R∗2 mapping
To compare the performance of the diﬀerent χ reconstruction methods and
R∗2 maps the correlation was evaluated in ROI in deep GM and WM. All
single orientation methods (l2 norm (red circle), l1 TV norm (green triangle)
and MCF method (black square)) showed a linear correlation of the ROI with
respect to the multiple-angle COSMOS method (see Fig. 5.7a) (corrl1=0.94,
r2l1 =0.94, corrl2=0.93, r
2
l2
=0.96, corrMCF=0.95, r
2
MCF =0.97). The regions
Figure 5.7: Shows the correlation between the average susceptibility val-
ues calculated with single orientation methods; l2 norm (red circle), l1 TV
norm (green triangle) and MCF method (black square) (a), R∗2 map (b)
and the COSMOS method on various manually deﬁned regions of interest
(corrl1=0.94, r
2
l1
=0.94, corrl2=0.93, r
2
l2
=0.96, corrMCF=0.95, r
2
MCF =0.97,
corrR∗2=304, r
2
R∗2
=0.77). Error bars represent the standard deviations of the
mean value in each ROI over the diﬀerent subjects. The labels represent:
RN-red nucleus, SN-substantia nigra, GP-globus pallidus, P-putamen, C-
caudate, FM-Forceps major, IFOF-Inferior fronto-occipital fasciculus.
with the highest standard deviation (substantia nigra and globus pallidus)
show also the highest diﬀerence within the single orientation methods. When
performing the same analysis as done in Fig. 5.7a using the single orienta-
tion methods of the remaining head positions, the substantia nigra had a
tendency to be underestimated, yet the underestimation was always smaller
than the variability observed in the ROI of the diﬀerent subjects . Although a
correlation could be found between R∗2 and χ values for the deep gray matter
structures, it should be noted that for some of the deep gray matter structure
signiﬁcant R∗2 variations were observed without a corresponding variations on
susceptibility (Figure 5.7b). The standard deviation found within each deep
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gray matter ROI in the R∗2 maps was of the order of magnitude of the dif-
ference between their mean values while for the susceptibility this ratio was
increased. As reported in order studies, the diﬀerence between white matter
and deep gray matter was signiﬁcantly increased for the susceptibility [150]
which is to be expected given that the individual contributions of iron and
myelin both tend to increase relaxation, whereas for susceptibility they have
opposite behavior.
5.4.2.4 Multiple sclerosis lesion detection
The ability of χmaps to detect multiple sclerosis lesions was compared to con-
ventional GRE acquisition contrasts (magnitude, R∗2, ﬁeld) and MP2RAGE
T1-weighted images. Figure 5.8 shows a dataset from a multiple sclerosis
patient where only one head orientation was acquired, and hence the COS-
MOS susceptibility map could not be calculated. The green arrow points
Figure 5.8: First, second third, fourth, ﬁfth sixth and seventh columns show:
T1-weighted, magnitude, R
∗
2, ﬁeld and susceptibility map reconstructed with
single orientation algorithms; l2 norm minimization, l1 TV norm minimiza-
tion and MCF of a patient with multiple sclerosis. Diﬀerent rows show axial
slice through diﬀerent lesions. The arrows deﬁne diﬀerent lesions; red - visi-
ble on all maps but the R∗2, ﬁeld and susceptibility maps but has no contrast
on the magnitude map. The green arrow point on well-deﬁned lesion with a
positive contrast on all maps but for the T1w and R∗2 map.
out a well-deﬁned lesion with a positive contrast (increased paramagnetism)
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on all χ maps but that on the R∗2 map it shows a decreased relaxation rate
while on the T1-w MP2RAGE image it appears dark, suggesting a very short
longitudinal relaxation rate. The yellow arrow shows a lesion with a positive
contrast on the magnitude images and susceptibility maps but on the R∗2
map it shows bright ring surrounding the lesion and the phase image shows
a dark ring. The blue arrow highlights a lesion which appears diﬀuse both
on the magnitude and the R∗2 maps (with lower relaxation rate), but appears
better conﬁned and with a positive contrast on the susceptibility maps and
negative contrast on the T1-w images (R1 values similar to grey matter). The
red arrow shows a lesion with well-deﬁned positive contrast susceptibility and
ﬁeld maps but shows no contrast on the magnitude map.
5.5 Discussion
5.5.0.5 Comparison of Susceptibility and R∗2 mapping
For the ﬁrst time, at 7T, a comparison of the sensitivity of R∗2 and χ maps
calculated from exact the same data set was performed, where all diﬀerent
orientations were used to create both the R∗2 and the susceptibility maps
while in previous reports two diﬀerent sequences and repetitions were used
to retrieve R∗2 and susceptibility maps [150]. We conclude that using the pro-
posed coil combination protocol, the R∗2 maps showed comparable or superior
contrast to that shown by the susceptibility maps between the diﬀerent deep
grey matter regions. The biggest sensitivity of the susceptibility maps in
respect to the R∗2 maps was found between white matter ﬁber bundles and
between white and grey matter (even though recent ﬁndings suggest the ob-
served contrast seen in white matter in phase images is wrongly attributed
to the susceptibility [142]).
5.5.0.6 Single orientation susceptibility mapping methods
We performed ﬁrst numerical simulations to evaluate the importance of the
amount of prior knowledge. All methods beneﬁted from having informa-
tion from all possible boundaries in which case the result always showed the
lowest distance to the ground truth and good results could be met for a
large range of regularization parameters. It should be noted that the very
piece wise constant nature of the phantom used in this numerical simulations
beneﬁted the performance of the iterative methods described that promote
pice-wise constant or smooth solutions and are able to eﬀectively denoise the
reconstructed susceptibility map. This explains why the optimum modulated
closed form solution had a signiﬁcantly greater distance to the ground truth.
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The modiﬁed closed form solution was able to reduce the striking artifacts
but the level of noise introduced in the ﬁeld maps is maintained in the χ
reconstructions (see ﬁg. 5.1 l-n).
When comparing the diﬀerence between multiple orientation and single orien-
tation in vivo data, some small anatomical changes in the subcortical white
matter in the frontal lobe (yellow arrow in ﬁg. 5.6) could be attributed
both to: (a) the higher SNR associated with the implicit averaging per-
formed by having 4 datasets contributing to the COSMOS reconstruction;
(b) or increased artifacts of the single orientation methods; (c) or a forward
model inconsistency associate with the microstructure; (d) inconsistent co-
registration in the frontal lobe due to air tissue related artifacts. The last
two are a plausible hypothesis because the subcortical layer is not clear on
any of the individual ﬁeld map images, and the fact that it gets reconstructed
on the COSMOS, where the four datasets have to be physically consistent
with one single susceptibility map (χCOSMOS) makes the methodology more
sensitive both to the co-registration and the accuracy of the forward model.
It was noticeable that the iterative methods exhibited increased noise in re-
gions rich in both anatomical and phase contrast (see red arrow on ﬁg. 5.6).
Because these regions were discarded from the mask, M∇, the regularization
did not aﬀect them and therefore the ill-posed nature of the problem was
emphasized. The discussed noise regions on the single orientation suscep-
tibility maps corrupt the comparison to the COSMOS method. The eﬀect
of the noise regions with very high variability and standard deviation have
a bigger eﬀect than the over regularization artifacts when comparing single
orientation methods to the COSMOS. Therefore the COSMOS method pro-
vided a less than optimal estimation and tended to favour over-regularized
results. In the in vivo data, a good choice of the regularized information,
either the prior information mask or ill-conditioned k-space region, rendered
the susceptibility reconstruction methods highly independent of the regular-
ization parameter. Under this scenario it was found that the L-curve heuristic
method gave better results. As computing the l-curve is inherently compu-
tationally intensive having a fast method to perform the inversion can be an
important asset. Throughout this paper the l1 TV norm seemed to give the
sharper anatomical results, yet this was at a cost of very large computation
times (1 hour per reconstruction) while the MCF solution could be calculated
in a few seconds.
5.5.0.7 Multiple scerosis lesions
It has been shown that tissue damage due to multiple sclerosis leads to
the loss of macromolecules (myelin sheaths of the white matter axons) and
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therefore to a R∗2 hypo-intensities (negative contrast), reduction of the R
∗
2
relaxation rate [76], which were clearly visible (green and blue arrow in
Figure 5.8). The phase contrast changes are dependent from the underly-
ing structural change; myelination damage could lead to hyper-intensities
(positive contrast) while axonal damage could lead to hypo-intensities (neg-
ative contrast) [76], in our study all lesions showed a positive phase and
susceptibility contrast. Moreover, in multiple sclerosis lesions where there
are changes/damage/injury of the myelin sheet, without loss of the tissue,
could make them visible in the phase contrast map without being visible
neither on the R∗2 nor on the magnitude [76]. This is the case of the lesion
pointed with the red arrow which has been hypothesized to correspond mild
or early multiple sclerosis lesions.
Various lesions could be easily detected in the T1-w MP2RAGE data as re-
ported by others [152]. All the detected lesion were visible in all the single
orientation susceptibility reconstruction methods. However, some of the le-
sions are not as clearly deﬁned on the l2 norm minimization as with the l1 TV
norm minimization, which expects to have an underlying piece wise contrast.
The susceptibility reconstructions with the modulated closed form solution
have a lower SNR in respect to the iterative susceptibility reconstruction
methods, but their SNR is comparable to that of the R∗2 map.
5.6 Conclusion
In this article we have implemented a fully ﬂow compensated protocol for
high spatial resolution GRE imaging at 7T based on a multi-echo gradient
echo sequence. The introduced combination of the multiple coil data both
prevents phase singularities and maximizes the available SNR of the com-
bination - this is done by implicitly using all the echo times to compute
the receiving coil sensitivities. The proposed method to compute the ﬁeld
map is, from an error propagation perspective, the one that gives maximum
SNR for the given echo times available [113]. We have implemented diﬀerent
state-of-the-art methods to reconstruct susceptibility maps and performed
a systematical analysis and comparison of the eﬀects of the diﬀerent regu-
larization parameters and prior knowledge introduced. From the compared
methodologies similar results were obtained with the highest correlation to
the state of art methodology (COSMOS) being found for the MCF which
has the additional advantage of being of extremely fast computationally.
We conclude that R∗2 and susceptibility have comparable quality to distin-
guish the deep gray matter structures while the susceptibility maps have a
higher sensitivity to myelin related contrast, both in terms of white matter
5.7. APPENDIX 99
grey matter structures and early stage multiple sclerosis lesions.
5.7 Appendix
Numerical simulations were performed to evaluate the impact of the singu-
lar value decomposition (SVD) coil combination in the obtained quantitative
maps. An exponential decay with a T ∗2=20ms and frequency shift of 0.13
rad/ms was considered as our ground truth signal. The simulations assumed
that nechoes =5 were acquired using ncoils=32 (as in the experimental pro-
tocol).
The sensitivities of the 32 coils were created using a random complex num-
ber generator in order to take into account the diﬀerent sensitivities of each
coil, Ccoil (which in real data depends to a ﬁrst order on the distance to
the pixel of interest) and also to take into account the unknown receiving
phase. Gaussian distributed complex noise was added to each channel and
echo time. Resulting on
S(echo, coil) = Ccoil × e(iΔω+1/T ∗2 )techo + n (5.7.1)
The noise, n,was introduced so that, in the case where the coil sensitivi-
ties were known, the mean SNR after combining the 32 channels over the 5
echoes was either 100 or 22. The matrix S (with ncoils columns and nechoes
rows) was factorized using singular value decomposition and the vectors cor-
responding to the ﬁrst singular value were kept. The left and right eigenvec-
tors correspond to normalized relative coil sensitivities and the normalized
time course. Alternatively, the magnitude time course was calculated by sum
of squares combination (SOS) of the diﬀerent coils. The ﬁeld map calcula-
tion was done as described in the methods section (using the SNR weighting
associated with a given echo time) but, while for the SVD timecourse it was
computed only once, for the SOS methodology the ﬁeldmaps were calcu-
lated independently for each channel and these were then combined using
the power of each given channel as a weighting. This process was repeated
5000 times.
Figure 5.9 shows on the ﬁrst row that the SVD time course remains closer
to the simulated signal. The reason for this discrepancy is likely due to the
presence of channels that are noise dominated (which is also the case when
using coil arrays with small loops). This deviation is larger for lower SNRs
(see Fig 5.9b) which will contribute to an overestimation of the relaxation
time (especially if doing the ﬁt in the logarithmic scale). When ﬁtting the
simulated signal to the magnitude data as computed by SVD or by the SOS
and plotting the residuals obtained over the 5000 iterations (see Fig 5.9d)
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it is possible to observe that: the SVD residuals have a smaller spread than
the SOS (although for higher SNR values >150 they converged); the SVD
residuals keep their Gaussian shape up to much lower SNRs (see Fig. 5.9d).
With the parameters used in the simulation the Gaussian shape of the SVD
residuals was kept down to an SNR of 5 although from an SNR <10 de-
viations from the expected signal decay could be observed (looking at the
magnitude images in Fig. 5.1, it can be seen estimated that such low SNR
is only present in regions around veins but not in tissue). When looking at
the impact of the SVD combination prior to the frequency calculation (see
Figs 5.9e and f), it can be seen that such a combination renders the calcu-
lation both more precise and accurate. The negative shift observed in the
SOS frequency error at SNR=22 (see Fig. 5.9f) results from the fact that in
noise dominated channels the calculated frequency shift will be on average
the zero. Despite making a weighted combination of the diﬀerent channels,
the underestimation propagates to the ﬁnal SOS ﬁeld maps.
It should be noted that some vendors already oﬀer solutions with similar
properties for the complex data by using a low resolution coil sensitivity
prior scan. Our SVD method has the particularity advantage of creating
data driven normalized coil sensitivities that have the feature of generating
the maximum signal. Such a method could ﬁnd applicability in, for example,
DTI where, instead of various echoes, various contrasts exist with diﬀerent
degrees of SNR. Reducing the noise propagation in the low SNR measure-
ments would allow a better accuracy of the measured diﬀusion parameters.
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Figure 5.9: Whisker plots of the SVD (black) and SOS (dark gray) signal
at each echo over the 5000 simulations and their respective mean curves
compared to the simulated signal (light gray) for an SNR of (a)100 and (b)
22. Histograms (c,d) of the magnitude data residuals (solid black line – SVD
and solid grey -SOS) after ﬁtting the timecourses with theoretical signal for
an SNR of (c) 100 and (d) 22 respectively. Histograms of the error on the
frequency measurement using the SVD (solid black line) and SOS (solid gray
line) method for an SNR of (e) 100 and (f) 22 respectively.

Chapter 6
Quantitative imaging in the
cortex
Studying cyto and myeloarchitecture of the human
cortex at ultra-high ﬁeld with quantitative imaging:
R1, R
∗
2
and susceptibility
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Abstract
In this manuscript, the use of quantitative imaging at ultra-high ﬁeld is
evaluated as a mean to study cyto and myelo-architecture of the cortex. The
quantitative contrasts used are the longitudinal relaxation rate (R1), appar-
ent transverse relaxation rate (R∗2) and quantitative susceptibility mapping
(QSM).
The quantitative contrasts were acquired using in-vivo high resolution (0.65mm
isotropic) brain data acquired at 7T.
Susceptibility mapping is traditionally limited to inner regions of the brain
due to the process associated with the removal of background ﬁelds. Various
methods were systematically evaluated to test which could better preserve
cortical regions close to the brain surface. The performance of the diﬀerent
quantitative approaches was evaluated by visualizing the contrast between
known highly myelinated primary sensory cortex regions and the remaining
cortex. Also the transition from the inner layers to the outer layers (from
white matter to the pial surface) of the human cortex, which is known to
have varying cyto- and myelo architecture was evaluated.
The across cortex and through depth behaviour observed for the diﬀer-
ent quantitative maps was in good agreement between the diﬀerent sub-
jects, clearly allowing the diﬀerentiation between diﬀerent Brodmann regions.
While both R1 and R
∗
2 maps decrease monotonically from the white matter
to the pial surface reﬂecting the decrease of myelin and iron between these re-
gions, susceptibility has a more complex behaviour reﬂecting the its opposing
sensitivity to myelin and iron concentration.
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6.1 Introduction
The study of cortical brain structure has been an important ﬁeld of research
for the last century. In the beginning of the twentieth century, the cytostruc-
ture and myelostructure were studied through the Nissl and Weissl stain
method, despite the limitations of these methods, various groups did study
the cytostructure [153–155] and the myelostrucucture [156, 157] of the hu-
man cortex. Under the assumption that delimited regions with similar cyto-
and myeloarchitecture would lead to speciﬁc functions, these groups have
parcellated the cortex of the human brain into regions, which can be further
speciﬁed into areas and subareas, with the most well know parcelation being
that suggested by Brodmann. The brain cortex consists of many diﬀerent
kinds of neurons and, although neurons are very diverse, a typical neuron
can be divided in three parts; the cell body or soma, the dendrites and axon.
Signals from other neurons are received by the dendrites and transmitted
by the axon, which leads to a huge network system within the brain. The
myelinated ﬁbers in the human cortex have two main orientations: tangen-
tially organized bands in respect to the cortical surface and radially arranged
bundles.
Modern histology has evolved and new methods have been developed to
study the cyto-and myeloarchitecture in a more speciﬁc and quantiﬁable
way, e.g. immunohistochemistry and receptor mapping [158–160]. Also
many analytical techniques are used to analyse the elementary composi-
tion of the tissue such as synchrotron X-ray ﬂuorescence (XRF), proton-
induced X-ray emission mapping (PIXE), inductively coupled plasma mass
spectrometry (ICPMS) as well as atomic absorption spectrometry measure-
ments [161] [162] [163] [164] [64].
During most of the 20th century, the understanding of human brain function
heavily relied on clinical cases of brain injuries [165–167]. This has suﬀered a
dramatic shift with the development of functional brain imaging techniques
such as positron emission tomography (PET) in a ﬁrst instance and later
functional magnetic resonance imaging (fMRI) which allowed Neuroscientists
to study the brain regions or networks associated with a given task [168] or
even during rest. Although functional MRI and diﬀusion weighted imaging
have had a huge role in the study of human brain function and connectivity,
both at the group and individual level, there is still interest in being able
to, with high spatial resolution, ﬁnd anatomical landmarks that are asso-
ciated with cortical structure that go beyond the simple observation of the
cortical folding, but measure directly the tissue properties. Using standard
weighted imaging MR this is not as straightforward because the hardware
used to detect the signal that creates spatial variations of the image intensity
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and contrast due to the receive array technology used for reception and the
inhomogeneity of the transmit ﬁeld used for signal excitation at high mag-
netic ﬁelds. Standard weighted imaging has long been shown to be able to
visualize locally diﬀerences in cortical structure [169] and the ﬁrst reports
showing whole brain cortical maps that showed the diﬀerential properties of
sensory and motor cortices in respect to surrounding tissue have been ob-
tained over 10 years ago by [170, 171]. Only recently though, has this ﬁeld
had a renovated attention thanks to the ﬁrst reports suggesting that by com-
bining T1-weighted and T2-weighted images, a measure of myelin could be
inferred that revealed many cortical areas boundaries deﬁned in the Brod-
mann atlas. The ratio T1w/T2w improves not only the contrast of heavily
and lightly myelinated areas but also removes some MR-related intensity bias
ﬁelds [172]. However, these ratio based method remains sensitive to the B1
transmit ﬁeld inhomogeneity, which contaminates comparisons of diﬀerent
subjects, scanners and facilities with diﬀerent protocols.
An alternative to this phenomenological ratio is the use of MR quantita-
tive methods which are independent on the facility, reproducible and depend
only on the underlying structures which are the origin to the contrast. Var-
ious studies have shown a direct relationship between myelin content and
R1 [173–175]. In the human cortex R1 variations have also been shown to
not only iron content but also water mobility [176–178], yet the impact of the
iron content to the R1 tissue contrast is should not be fully neglected [179].
This has now been clearly demonstrated in a recent ex-vivo study showing
that it is beneﬁcial to think of R1 in grey and white matter to have a multi-
variate dependence on both myelin and iron concentration [63]. In vivo R1
and R∗2 maps in the cortex show increased relaxivity in the primary Brod-
mann regions [180, 181]. Other than the ability to distinguish Brodmann
areas, the study from Cohen et al also observed that, within each region,
there was a small dependence on the orientation of the cortical surface in re-
spect to the magnetic ﬁeld, suggesting that, in part, this contrast is not only
modulated by iron load but also due to the structurally organized myelin
bundles running through the cortex. When looking at cortical R1 maps,
it was observed that the boundaries obtained using R1 maps were in good
agreement with those obtained using functional imaging to deﬁne on a single
subject basis V1, MT [181] and the auditory cortex [182].
Inhomogeneities caused by para- or diamagnetic perturbers, such as iron
and myelin, lead to a dephasing of nearby protons [50], increasing their ap-
parent transverse relaxation rate. Such processes are responsible for the
clear delineation of veins, hypo intensities in deep gray matter structures
and even the contrast between diﬀerent white matter ﬁbers in standard T ∗2
weighted imaging. Instead, in quantitative susceptibility mapping (QSM)
6.1. INTRODUCTION 107
paramagnetic and diamagnetic entities, like iron and myelin, have opposing
eﬀects - reﬂecting the local increase of induced magnetisation. However, to
compute susceptibility maps from measured frequency shift maps, many pre-
processing steps need to be performed.
One essential step is to remove the background ﬁeld caused by surrounding
tissue-air interfaces as well as imperfect shimming, which is superimposed
on the the small magnetic ﬁeld variations arising from the varying magnetic
tissue properties. In order to remove such background ﬁeld from the mea-
sured ﬁeld, a mask that deﬁnes the region of the local eﬀects of interest and
the background has to be deﬁned. Many methods presented in the literature
will either end up eroding this mask (losing relevant information) or giving
values close to the boundary that are unreliable. Many methods have been
suggested [55,123,124] and their performance being evaluated mostly regard-
ing their impact on the quantiﬁcation of the susceptibility of deep gray matter
structures. Another essential step is the actual calculation of the QSM from
ﬁeld maps (after background ﬁeld removal) based on the knowledge of the
analytical description of the magnetic dipole ﬁeld in k-space [47,127]. As this
problem is not ill-posed, many methods have been proposed in the past years
to overcome this problem both when doing the calculation directly: thresh-
olding the not well-deﬁned values [131, 132], redeﬁning the dipole kernel in
k-space [130] or using spatial regularization approaches in k-space [111,139].
Alternatively iterative methods can also be used with diﬀerent regularization
factors and prior-knowledge regarding the regions where edges are expected
(or not) to appear or using diﬀerent k-space weightings in region where the
problems is more ill-posed [122,134–137]. Despite all these advances the most
robust method is still the originally proposed over-determination of the prob-
lem by measuring the subjects head at diﬀerent orientations in respect to the
main magnetic ﬁeld [54, 127, 128]. Despite the discomfort and the increased
scanning time, that is still the ground truth method and will be used in our
study to complement the information obtained from R1 and R
∗
2 maps.
Iron concentration in deep gray matter structures (globus pallidus, putamen,
caudate) have been shown to have a correlation with QSM [52–54, 61, 183].
When looking at white matter , the picture is less clear, myelin content does
contribute to the gray and white matter contrast in phase imaging [69, 70]
yet, this contribution is driven by the microstructural compartmentalization
of lipid organization and its orientation on respect to the static magnetic
ﬁeld [76,86,106,143]. This mechanism is not taken into account in the COS-
MOS formalism, but it is only a dominating factor in regions of where tissue
is highly anisotropic (unlike grey matter).
The aim of this study is to analyse the cortical brain surfaces retrieved from
the three presented quantitative contrasts: R1, R
∗
2 and QSM. A qualitative
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analysis is done of the reproducibility of the obtained cortical maps as well as
the identiﬁcation of the features and Brodmann areas. The cortex is studied
in its transition from the inner (border between gray matter (GM) – white
matter (WM)) to the outer surface (border between gray matter (GM) -
cerebrospinal ﬂuid (CSF), pial surface). This “through depth behaviour” of
the brain cortex is evaluated for all quantitative contrasts in regions of in-
terest based on the Brodmann atlas and the diﬀerent curve behavior is used
to calculate myelin and iron distribution in the human cortex.
6.2 Methods
6.2.1 Data aquisition
Six healthy volunteers (age = 27 ± 4 years) were scanned according to a
protocol approved by the local ethics committee. Scans were performed on
a 7T MR scanner (Siemens, Erlangen, Germany) using a 32 channel receive
coil (Nova Medical).
6.2.1.1 R1 maps
The R1-maps were acquired using the MP2RAGE [148] sequence. The sen-
sitivity of the R1 map estimation from the measured MP2RAGE to B
+
1
ﬁeld inhomogeneities increases with the resolution (number of excitations
per MP2RAGE repetition time) aimed. To overcome this problem the B1+
ﬁeld was measured separately with the SA2RAGE sequence [184]. Subse-
quently the two datasets were used to compute high resolution, full brain
and bias ﬁeld free R1 maps [185].
The SA2RAGE acquisition had the following parameters: TR/TD1/TD2 =
2.4/0.045/1.8 s; BW =1200 Hz/Px , FA(α1/α1) = 4
◦/10◦; spatial resolu-
tion= 2.2 × 2.2 × 2.0 mm3; iPAT=3 × 1;Tacq=1min 55sec.
The MP2RAGE parameters were the following: TR/TI1/TI2 = 6/0.8/2.7 s;
BW=300 Hz/Px; FA(α1/α1) = 7
◦/5◦; spatial resolution= 0.6 × 0.6 × 0.6
mm3; Tacq=10min 25sec.
6.2.1.2 R∗2 and susceptibility maps
To retrieve the quantitative maps of the R∗2 and susceptibility, a standard 3D
gradient echo multi echo sequence was used. The ﬁve acquired echoes were
equally spaced and acquired with the same polarity gradients, the rewinding
waveform was kept equal to the readout gradient wave form to ensure ﬂow
compensation between successive echoes. The following parameters were
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used: TR/TE1/TE5= 42/4.97/37.77 ms; bandwidth (BW )=260 Hz/Px; ﬂip
angle (FA)=10◦, FOV=256× 192×137mm, spatial resolution = 0.66 × 0.66
× 0.66 mm3; iPAT=2×2;acquisition time (Tacq)=11min. The protocol was
repeated four times for each volunteer with diﬀerent head positions: normal;
head tilted around medio-lateral axis(left–right axis, pitch) in head-to-neck
direction (up to 14◦) position; tilted around anterior-posterior (nose-neck
axis, roll) in head-to-left-shoulder direction (up to 25◦) and head-to-right-
shoulder direction (up to 25◦). The exact head rotations were determined by
using a protocol on FSL (www.fmrib.ox.ac.uk) as explained in [111].
6.2.2 Data processing
All data processing was performed in MATLAB (version 2010b, The Math-
Works, Natick, MA, USA) on a workstation (2x Intel Xeon X5650) with 96
GB RAM.
6.2.2.1 R1 calculation
First, the low resolution SA2RAGE was co-registered to the high resolution
mp2rage using FLIRT (www.fmrib.ox.ac.uk/fsl). Lookup tables were used to
relate each pixel of the SA2RAGE to their B+1 values. Then this B
+
1 value was
used to estimate the T1 value of a certain pixel of the MP2RAGE intensities
with a lookup table. This process was repeated with three iterations as the
variations were shown to be negligible [185].
6.2.2.2 R∗2 and susceptibility calculation
The multi-echo GRE data from the diﬀerent coils was combined and pro-
cessed as described in [111] to obtain the ﬁeld and R∗2 map.
Additionally, restrictions of the range of R∗2 values were applied for each ori-
entation and subject. This restrictions are based on trustworthy R∗2 value
calculation with the used echo times. An assumption was made for the
minimal R∗2 value being 1/(3 · max(TE)) and the maximal R∗2 value being
1/(3·min(TE)). To achieve an average R∗2 for each subject the co-registration
procedure was performed as explained in [111].
Local tissue magnetic sources generate small magnetic ﬁeld variations which
are overlaid by the strong background ﬁelds due to surrounding tissue-air
interfaces as well as imperfect shimming. In order to retrieve the magnetic
ﬁeld map generated only by the local tissue sources, the EAHF (Eﬃcient
and Automatic Harmonic Field Pre-Filtering) background ﬁeld removal was
applied [125]. Although this method is expected to have smaller eﬀects in
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the boundary region, an additional mask was applied to erode 2 pixels from
the boundary to account for present minor striking artefacts.
A comparison of three diﬀerent background ﬁeld removal techniques was
performed. The selected methods were the EAHF [125], ReSharp [123], and
PDF [124, 135]. These methods were selected because they are potentially
the most robust methods in superﬁcial regions of the brain cortex. Their
quality was evaluated on their ability to keep cortical speciﬁc contrast in the
ﬁnal QSM maps.
Quantitative susceptibility maps were calculated using the COSMOS method
[128] using four diﬀerent head orientations.
6.2.3 Cortical maps
To transform all quantitative contrasts (R1, R
∗
2 and susceptibility) to the
same subject-space for each subject ﬁrst the magnitude contrast of the GRE
acquisition was co-registered to the R1 map using FSL-FLIRT. This regis-
tration matrix was applied to the χ and R∗2 maps as shown in Fig.6.1.
In the next step the cortical surfaces of the gray-white matter border and
GM-CSF border (pial) were retrieved from the common FreeSurfer software
pipeline. These surfaces were used to compute equi-volume cortical surface
layers from R1 maps [186] by sampling the surface vertex in steps of 20%
of cortical volume across the entire cortical hemisphere without using any
smoothing. These surfaces at diﬀerent cortical depths were applied to χ and
R∗2 maps to obtain the corresponding cortical maps. The pial surface was
excluded from the remaining analysis because the quantitative maps of CSF
have a large uncertainty and hence the pixels where CSF has a larger partial
volume will be less reliable. In the remaining layers, all points whose quan-
titative maps were outside the range of 3·standard deviation of the mean
value of each subject at each depth were excluded from the further analysis
(resulting in the exclusion of less than 1% of the cortical data, 0.03% and
0.2%).
For each subject, contrast and surface, spatial smoothing was performed in
the inﬂated space with a Gaussian of 2mm width and a 6mm radius kernel.
The smoothing process was integrated with the transition from the individual
space to the average subject space from freesurfer and allowed to recover in-
formation in regions where the background ﬁeld removal erosion had removed
grey mapper pixels of the outer cortical surface in cortical gyrus. Before av-
eraging all the subjects, a single value decomposition (SVD) was applied to
each quantitative contrast dataset (163842 vertices x 5 cortical depths). By
removing the ﬁfth SVD component the noise was reduced while the data
remained almost the same (the data changes are in the order of < 1% for R1
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Figure 6.1: shows the co-registration procedure for the three diﬀerent quanti-
tative contrasts. In the ﬁrst panel the magnitude image of the GRE sequence
is co-registered to the calculated R1 map. This co-registration is afterwards
applied to the R∗2 and QSM map. The second panel describes the surface
extraction from R1 maps and its application to the R
∗
2 and susceptibility
maps overlaid by the calculated cortical surface of red (GM-WM) border
and green (GM-CSF) border.. The last panel shows the R1 cortex map from
the middle surfaces for diﬀerent subjects (top) and the R1 cortex maps for
diﬀerent depths trough the cortex (bottom).
and R∗2 maps and < 5% for susceptibility maps).
The reproducibility of the behaviour of the diﬀerent layers from the inner to
the outer part of the cortex was studied for all quantitative contrasts. This
“through depth behaviour” in certain regions of interest (ROI) based on the
main Brodmann areas as deﬁnes in the PALS B12 atlas [187] were analysed.
An average subject was calculated in the inﬂated space for each quantita-
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tive contrasts (R1, R
∗
2 and susceptibility) containing diﬀerent depths. The
“through depth behaviour” in the various Brodmann areas across hemi-
spheres was analysed.
6.2.4 Iron and Myelin
If it is assumed that iron (Fe) and myelin (My) concentration are the sole
contributors to the measured quantitative maps in grey matter and assuming
they have a linear impact on both the relaxation parameters and susceptibil-
ity values then, the measured quantitative contrasts can be expected to have
the following dependence on the concentrations of [Fe] and [My]:
R1(Fe,My,BA,L) = R1,BL + r1,F e · [Fe(BA,L)] + r1,My · [My(BA,L)]
(6.2.1)
R∗2(Fe,My,BA,L) = R
∗
2,BL + r
∗
2,F e · [Fe(BA,L)] + r∗2,My · [My(BA,L)]
(6.2.2)
χ(Fe,My,BA,L) = χ1,BL + χFe · [Fe(BA,L)] + χMy · [My(BA,L)]
(6.2.3)
Where R1,BL, R
∗
2,BL and χ1,BL represent baseline values of the quantitative
parameters in the absence of those perturbers, r1,F e and r1,My are the longi-
tunal relaxivity of iron and myelin respectively and r∗2,F e and r
∗
2,My are the
apparent transverse relaxivity of iron and myelin. Such model has been suc-
cessfully demonstrated in ex vivo experiments [63]. If only these two sources
of contrast contribute to the three quantitative maps, the number of mea-
surements is greater than the number of unknowns even when the relaxivity
and baseline values are unknown provided that the number of measurements
is greater than nine.
In Equations 6.2.1-6.2.3 the indexes BA and L correspond to the Brodmann
area and depth layer respectively. Hereby, 18 ROIs (based on the Brodmann
atlas (Brodmann areas )) at 5 diﬀerent depths were used in the ﬁtting proce-
dure. The regions of interest were chosen to represent signiﬁcantly diﬀerent
relaxations behaviour to better condition the problem. In order to increase
the reliability of the ﬁtting procedure, the iron coeﬃcients to R∗2 (0.27) and
susceptibility (0.84 10-3) were assumed as reported in [61,188] for deep grey
matter structures which are in close agreement with those obtained in other
studies [52–55]. The use of this parameters implies the calculated iron con-
centration will be in mg/Kg. Although various studies correlate R1 with
myelin concentration we did not ﬁnd any literature with in vivo data at 7T.
The myelin longitudinal relaxivity coeﬃcient was therefore arbitrarily set to
1. Such ad-hoc deﬁnition implies an arbitrary unit to the measured myelin
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concentration, but is crucial for the stability of the ﬁtting procedure to re-
duce the search space.
To avoid biasing the ﬁtting procedure by the size of the diﬀerent quantitative
maps (R∗2 > R1  χ), each of the equations was weighted by the standard
deviation across subjects found for the respective quantitative measurement.
The ﬁtting procedure was performed using lsqﬁt, a non-linear solver dis-
tributed with MATLAB. Once the relaxivity parameters were calculated,
Eq. 6.2.1 and 6.2.2 were used to create average iron and mylin maps of the
cortex.
6.3 Results
6.3.1 Data and segmentation quatity
Figure 6.1 shows an outline of the processing protocol starting from the
moment when the magnitude data from the gradient echo sequence has al-
ready been coregistered to the R1 space. Representative slices of the three
coregistered quantitative maps are enhancing diﬀerent features of the human
brain and cortex. The R1 map shows the best separation contrast between
the white and gray matter, which enables the best cortical gray-white mat-
ter segmentation (and was therefore used in the freesurfer pipeline). The
R∗2 map shows good vein delineation and has a grey-white matter contrast
which is increased in the frontal lobe (black arrows) in comparison to the
parietal (white arrows) and occipital lobe. The susceptibility map obtained
with COSMOS shows white matter and signiﬁcant variations of the contrast
in diﬀerent cortical regions: e.g. the rim of increased para-magnetism of
the frontal cortex at its white matter surface (dashed back arrow); increased
para-magnetism of the occipital cortex in respect to the frontal cortex is ev-
ident from increased contrast, as described in other reports at 7T [150].
The cortical surfaces calculated with the FreeSurfer software (green (GM-
pial) and red (GM-WM surface) lines in Fig.6.1) correspond well to the un-
derlying R1 contrast (from which they were calculated), whereas the R
∗
2 and χ
contrast reveal dissimilarities that are not attributed to poor co-registration.
While in the outer layer (the pial surface) the χ contrast is signiﬁcantly nois-
ier due to the background removal, the mismatches in the grey white-matter
contrast between R∗2 (and χ) and R1 is solely due to the diﬀerent mechanisms
generating the contrast.
114 CHAPTER 6. QUANTITATIVE IMAGING IN THE CORTEX
6.3.2 Cortical surfaces and ROI
The cortical maps of the left hemisphere extracted from the middle layer
for diﬀerent subjects and quantitative contrasts is shown in Fig.6.2. For all
subjects, all the contrasts (but mainly R1 and R
∗
2) show a similar enhanced
regions, e.g. the primary motor cortex (dashed black arrow), the auditory
cortex (dot-ended dashed arrow), the visual cortex (solid arrow), and the
MT region (grey arrow).
Not only are the cortical maps across subjects consistent, (see Figure 6.1 and
Figure 6.2: ﬁrst, second, third rows show the cortical map at the middle
layer for the three quantitative contrasts (a-d)- R1, (e-h)- R
∗
2, (i-l)-QSM for
diﬀerent subjects (columns) in the upper panel and plots of the for diﬀerent
quantitative contrasts (R1, R
∗
2 and χ ) as a function of the layer number
(depth 1 being closest to the GM-WM surface and depth 5 closest to the
pial) of the left hemisphere (lh) of Brodmann 4 (left) and right hemisphere
(rh) of Brodmann 17 (right) for all 6 subjects on the bottom panel. The
black arrows deﬁne diﬀerent primary Brodmann areas; solid – visual cortex,
dashed – motor cortex, dot-ended dashed – auditory cortex, and grey - MT
region.
Figure 6.2), the high resolution at which the measurements were done allows
the extraction at intermediate depths (see last row of Figure 6.1). To evaluate
the reproducibility of the through depth behaviour of the relaxation proper-
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ties across the diﬀerent subjects, the mean value of the relaxation parameters
in two Brodmann areas (blue: 4-somatosensory and green: 17-primary visual
cortex), was evaluated for each depth. The through layer behaviour on the
R1, R
∗
2 and χ was in good agreement between the six subjects and varied
between diﬀerent brain regions, as shown for the two Brodmann areas in
Figure 6.2. Interestingly, the subject’s curve that has the largest deviation
on the R1 values of the somatosensory corresponds to the subject that shows
the largest deviation from the mean not only on the visual cortex R1 values
(which could have been attributed to some systematic error in the R1 quan-
tiﬁcation or segmentation outcome) but also on the R∗2 and susceptibility.
The fact that the diﬀerence are also present on the gradient echo related
data and that the diﬀerences which in R1 maps could be attributable to a
segmentation shift of the diﬀerent layers could not be used to successfully
match the R∗2 and susceptibility curves. Hence this diﬀerences should reﬂect
subject speciﬁc variability of the tissue properties.
Yet, the similar behaviour of the diﬀerent subjects qualiﬁes the study of the
trough depth behaviour on the average of the 6 subjects. While combining
the subjects to an average subject, the information through depth of the
cortex from the inner to the outer layer was kept.
All three contrasts show a variation trough depth as can be seen by the in-
tensity decrease in the R1 cortical maps in Fig. 6.3. A wider set of ROIs,
being the mean within chosen Brodmann areas, is shown on Figure 6.3 as the
behaviour of the contrasts when averaged over the subjects. The behaviour
diﬀers between diﬀerent ROI and is coherent between left and right hemi-
sphere.
While the through depth behaviour of the contrasts based on the relaxation
rates (R1 and R
∗
2) show a monotonically decay from inner to outer surface,
the susceptibility maps show a curvature like behaviour, as pointed out in
the visual cortex (solid arrow) and motor cortex (dashed arrow) on the left
hemisphere for diﬀerent depths for all contrasts. These diﬀerences are ex-
pected to be generated by the origin of the contrasts. The magnetic ﬁeld
inhomogeneities as produced by iron and myelin are dephasing MR signal
and as a consequence the apparent relaxation rate increases. On the other
hand the susceptibility contrast is sensitive to the average susceptibility value
inside the voxel. The decrease of iron (paramagnetic) component results in a
decrease of susceptibility while the decrease of myelin leads to an increase of
the susceptibility. Thus the initial increase in the susceptibility is dominated
by the decrease in iron while the ﬁnal decrease in susceptibility is dominated
by the reduction of myelin.
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Figure 6.3: ﬁrst, second, third rows show the cortical map of the average
subject for the three quantitative contrasts (a-d)- R1, (e-h)- R
∗
2, (i-l) QSM
for diﬀerent depths shown in columns (layer 1 being closest to the GM-WM
surface and layer 5 closest to the pial) on the top panel and plots of the for
diﬀerent quantitative contrasts (R1, R
∗
2 and χ ) as a function of the depth
of the average subject where the diﬀerent colours correspond to diﬀerent
Brodmann regions (Brodmann 2 somatosensory, 4 primary motor cortex, 17
primary visual cortex, 41 auditory cortex, 44 Broca’s area and 32 cingulate
region) on the bottom panel. The arrows point to; solid – visual cortex,
dashed – motor cortex.
6.3.3 Through cortex analysis
To beneﬁt from this information without the need to rely on segmentation,
singular value decomposition (SVD) was performed for each contrast to sep-
arate cortical maps with diﬀerent through layer behaviour. The SVD decom-
poses a matrix in orthogonal components that explain most of the behaviour
in the matrix. The ﬁrst component explains most of the contrast informa-
tion (98% for R1 and R
∗
2 maps and 93% for the χ maps) whereas the second
component points rather minor changes (2% for R1 and R
∗
2 maps and 5% for
χ maps). Similar to the eigenvalues and eigenvectors from the mathematical
linear algebra, the singular vectors show the inﬂuence of each cortical layer
as shown by the curves within each panel in Figure 6.4. The ﬁrst component
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Figure 6.4: shows on ﬁrst, second and third column the surface maps of the
left hemisphere for i) R1, ii) R
∗
2 and iii) χ contrast for the ﬁrst component (a-
c) and the second component (d-f) of the singular value decomposition. The
curves inside each panel show the singular vector for the diﬀerent components
for each contrast. Black arrow points to: solid - visual cortex, dashed -
motor cortex, dot-ended solid - somatosensory cortex, dot-ended dashed -
auditory cortex. The grey arrow shows the separation between primary and
supplementary visual cortex.
of the SVD (SVD1) of R1, and R
∗
2 shows similar maps (enhancing all primary
sensory regions, see Figure 5, and represents the mean R1, and R
∗
2 decay over
the diﬀerent layers. As already revealed by the ROI through layer behaviour
the χ SVD1 has a curvature like behaviour (in Figure. 6.3 and 6.4). While
the R1 contrast shows both the motor and somatosensory cortex, the R
∗
2
and χ only enhance the motor cortex and show a lower enhancement of the
somatosensory cortex (dot-ended arrow in Figure 6.4). The SVD2 map for
both R1, and R
∗
2 shows as positive values, brain regions where the decrease
of the relaxation rate is not as steep as in the remaining cortex (and negative
when it is steeper). The primary visual cortex appears enhance in this SVD
component for all 3 quantitative contrasts (gray arrow in Fig. 6.4).
6.3.4 Myelin and Fe information through quantitative
contrasts combination
The resulting quantitative contrasts when using the ﬁtted coeﬃcients are in
a good agreement with the measured values for the diﬀerent layers (upper
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panel in Fig.6.5) with the ﬁnal linear equations
R1(Fe,My,BA,L) = 384 + 5 · [Fe(BA,L)] + 1 · [My(BA,L)] (6.3.1)
R∗2(Fe,My,BA,L) = 0.34 + 0.27 · [Fe(BA,L)] + 49, 85 · [My(BA,L)]
(6.3.2)
χ(Fe,My,BA,L) = 0.24555 + 0.00084 · [Fe(BA,L)] + 0.51637 · [My(BA,L)]
(6.3.3)
The coeﬃcients in bold are those that were kept ﬁxed during the ﬁtting pro-
cedure. While the apparent transverse relaxivity of iron and its susceptibility
were taken from previous studies [61, 188], the longitudinal relaxivity of the
diamagnetic component was arbitrarily deﬁned to stabilize the ﬁtting pro-
cess. It is known that many of these parameters change signiﬁcantly with
ﬁxation processes and temperature, to understand the meaningfulness of the
obtained results and how they compare to literature values that are mainly
based on ex vivo imaging, the following analysis was performed. The ratio
between the R∗2 and χ dependency on iron, r
∗
2,F e/χFe = 321, is similar to
earlier work on correlation of quantitative mapping with proton induced X-
ray emission spectroscopy by [63], r∗2,F e/χFe = 367 . The iron maps show
increased contrast in all primary Brodmann regions as pointed out by the
arrows in Fig.6.5. Although on the primary visual Brodmann region V17
(green) the high myelinated Stria of Gennari cannot be detected as a maxi-
mum, its inﬂuence can be seen by the sudden decrease from layer 4 to 5 in
the middle panel in Fig.6.5. The diamagnetic distribution is highly increased
in contrast to the B44 with a low myelination.
6.4 Discussion
In this paper were able to obtain both quantitative R1 and R
∗
2 cortical
maps, which are in qualitative agreement with those shown by other groups
[181,189] and, for the ﬁrst time, shown quantitative susceptibility maps that
enhance similar features to the relaxivity maps of the cortical surface (i.e.
primary sensory regions).
The calculation of susceptibility maps using a multiple angle acquisition
methodology (COSMOS) eliminates concerns from the ill posed nature of
single orientation methods, yet it suﬀers from two potential limitations when
applied to the study of the human cortex. The forward problem [47, 127]
expressed on the COSMOS method assumes the validity of the sphere of
Lorentz correction and the isotropic nature of the susceptibility in grey mat-
ter. In ex vivo experiments, this assumptions have been shown not to be
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Figure 6.5: shows plots of the measured quantitative contrasts (circles) as
well as the ﬁtting result (solid line) on the ﬁrst row and the reconstructed
myelin and iron distributions as a function of the depth on the second and
third row where the diﬀerent colours correspond to diﬀerent Brodmann re-
gions (Brodmann 2 somatosensory, 4 primary motor cortex, 17 primary visual
cortex, 41 auditory cortex, 44 Broca’s area and 32 cingulate region).
valid in white matter [86, 88, 104]. The diﬀerence between longitudinal and
perpendicular susceptibility of white matter in a perfectly organized optic
radiation or spin cord is relatively small, 0.018–0.03ppm [83, 106, 190], with
the dominating anisotropic eﬀect being that associated with its compart-
mentalization [83]. Although the amount of myelinated axons in the GM
is not negligible and has been shown to cause small orientation related re-
laxation changes in the human cortex [189], the fact that these axons run
both parallel and perpendicular to the cortex surface renders this structures
quasi-isotropic. Furthermore, by using the multiple head position acquisition
these anisotropic eﬀects are further averaged out. The other main concern
when using susceptibility mapping to study the brain cortical surface is the
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accuracy of the ﬁeld maps in cortical regions after background ﬁeld removal.
In this manuscript, we took advantage of the high spatial resolution achiev-
able at high ﬁeld strengths, and have explored a variety of methods found in
literature that were expected to have minimal eﬀects in the outer parts of the
brain. The example data provided in the appendix shows that the method
chosen, EAHF, is able to provide ﬁltered ﬁeldmaps whose susceptibility maps
have the expected features found in relaxation based cortical maps.
The high spatial resolution of our data allowed the study not only at the mid-
dle layer behaviour across the cortex, but also the “trough depth behaviour”.
As a result of the choice of inversion times of the MP2RAGE sequence used
to compute R1 maps and the echo times used to calculate R
∗
2 maps, the re-
laxation rate values of CSF are not accurate. Incidentally, this layer was also
missing in large parts of the susceptibility cortical maps as a result of the
erosion associated with the background ﬁeld removal. Hence the GM-CSF
border was not taken into consideration when mapping the through depth
behaviour of both the relaxation parameters and the susceptibility maps. Al-
though similar behaviours were observed across subjects and, to some extent,
quantitative maps (see Figures 6.4 and 6.5), for the sake of tractability of the
analysis, the quantitative evaluations were performed using regions of inter-
est associated with Brodmann areas deﬁned on the BA12 atlas [187]. This
atlas, derived from T1-weighted MRI volumes of 12 young adults, is based on
the varying cytoarchitecture (rather than the varying iron concentration and
the myelin content) it is possible to observe that diﬀerences in both mean
values and through depth variation of the quantitative maps (see Figure 6.4)
persist even after this averaging process.
To better emphasize the diﬀerences between diﬀerent brain regions a myelo-
structure based atlas could have been more appropriate [191] as it is known
that within one Brodmann region, several myelin based regions can ex-
ist [192], the use of Broadman areas as ROI will tend to average out such
diﬀerences. Another segmentation approach is the automatic segmentation
of the subject speciﬁc clusters for diﬀerent quantitative contrasts similar to
the functional parcellation of the cortex [193]. The richness of the cortical
information attained in these maps opens the door to more advanced co-
registration procedures between subjects as well as its segmentation [194]. In
such approaches the spatial distribution as well as the behaviour through the
depth of the parcellated ROIs can be compared and taken into account dur-
ing the transformation of the subject speciﬁc clusters to the average subject
space. Figure 6.4 clearly shows that, on a pixel by pixel basis, information
exists both on the mean value (SVD1) and the diﬀerential through depth
behaviour (SVD2) of all the measured maps, and it can help diﬀerentiating
primary and supplemental visual areas.
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The through depth behaviour for each quantitative contrast was in good
agreement between the diﬀerent subjects, with only one subject showing sig-
niﬁcantly diﬀerent behaviour for all contrasts and both hemispheres (see the
example shown in Fig. 6.2 for Brodmann areas 4 and 17). The greatest varia-
tions were found in the R∗2 contrast. The observation of diﬀerences in various
Brodmann areas excludes the hypothesis that they could originate from lo-
cal segmentation errors and suggests that there might be variations of the
underlying structure that are despicable by these methods at the individual
level. When creating the average subject the analysis for the diﬀerent hemi-
spheres was kept separate. Figure 6.3 thus suggest that the diﬀerences seen in
through depth behaviour of R1, R
∗
2 and χ are meaningful as the curves of the
diﬀerent BA from the left and right hemisphere resemble in both shape and
mean value. The observation that χ, as opposed to R1 and R
∗
2 maps does not
decrease monotonically from inner surfaces to outer surfaces, suggests that
myelin and iron susceptibility contributions are cancelling each other out.
Both iron paramagnetism (positive χ) and myelin diamagnetism (negative
χ) contribute to an increase of the two relaxation maps. Suggesting that one
or both this contrast mechanisms decrease from the inner to the outer layer.
On the susceptibility contrast, if only one of the contrast mechanisms was
contributing, we would expect a decrease of susceptibility (in the case of a
decrease of the paramagnetic iron) or an increase (in the case of a decrease of
the diamagnetic myelin). The curvature behaviour suggests an initial faster
decrease of myelin and later (in space) decrease of iron concentration.
In this study we have tried to, for the ﬁrst time, combine the information from
diﬀerent in vivo quantitative maps of the cortex and built iron and myelin
maps of the cortex. The model used in Eqs 6.2.1-6.2.3 has shown to hold in ex
vivo experiments in one single piece of cortex. This does not necessarily hold
for diﬀerent cortical sites that have diﬀerent cyto- and myelo-architecture
organization. For example, while it is valid to assume that the R∗2 and χ
contrast are proportional to the myelin volume this is less clear for R1. R1
reﬂects spin lattice relaxation and is linked to water mobility and could be
modulated by the existing myelin surface fraction (rather than its volume).
The ﬁts obtained (see Fig.6.4) are suboptimal, suggesting that either the
quality of the susceptibility maps is not suﬃcient to obtain better parame-
terization (of r1,My, r1,F e, r
∗
2,My, r
∗
2,F e, χMy, χFe) or the model suggested is not
valid across the cortex because the baseline susceptibility or relaxivity values
might vary throughout the brain (which is something not tested ex vivo).
Despite this limitations some of the results are sensible and shed some hope
on the obtained results. The ratio of R∗2 and χ for both iron (ﬁxed) and
myelin are in good agreement with earlier work of [63]. R1 is known to be
particularly sensitive to temperature [195] and it is important to note that
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the ratio ((r1,F e/r
∗
2,F e)/(r1,My/r
∗
2,My)) obtained in vivo and ex vivo are of the
same magnitude.
6.5 Conclusion
The cortical R1, R
∗
2 and susceptibility maps show similar contrast to that
reported by other groups [189] [196] [181] with the cortical maps show an en-
hancing the primary Broadmann regions. The behaviour through the depth
from the inner layer, close to the WM border, to the outer layer, close to the
pial surface for each contrast is coherent between the left and right hemi-
sphere, which is a ﬁrst demonstration of the reproducibility of this results.
The through depth behaviour information when using R1 based data alone
could be useful for subject speciﬁc cortical parcellation. The combination of
information of R1 with R
∗
2 cortical maps oﬀers the potential to obtain true
myelin cortical maps.
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6.7 Appendix
Prior to the calculation of the QSM cortical maps an important step of the
data processing is the removal of the background ﬁeld caused by surround-
ing air-tissue interfaces, as well as imperfect shimming, which overlays the
small magnetic ﬁeld variations from the magnetic tissue. The performance
and quality of some of the state of art background removal techniques are
compared. Especially their performance in the brain cortex regarding the
background ﬁeld removal and the estimated susceptibility.
Three background removal methods were compared that are expected to have
smaller eﬀects in the boundary region:
i.EAHF
Eﬃcient and Automatic Harmonic Field Pre-Filtering [125] [111] solves
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the Laplacian equation (Laplacian of radius 1) iteratively with bound-
ary conditions; minδBin‖WΔ(ΔδB−ΔδBin‖22, where δB is the measured
ﬁeld, deltaBin is the sum of internal variations and WΔ is a shrinked
brain mask modulated by the SNR of the measured ﬁeld map.
iteration=3000
ii. ReSharp [123]
based on Sharp [55] method and introduces additionally a Tikhonov
regularization to enhance the small norm feature of the residual local
ﬁeld after background ﬁeld removal;
radius=2;4, parameters as provided by default: alpha=0.01; tolerance=1e-
2; iteration=40
iii. PDF
projection onto dipole ﬁelds [124,135] uses the fact that the background
ﬁeld inside a ROI is composed by ﬁelds generated by dipoles outside
the ROI
iteration=3000, parameters as provided by default: tolerance=1e-1
The performance of the background removal methodologies shows a similar
behavior on the resulting ﬁeld maps using the EAHF and ReSharp method
with the radius of 4, ReSharp(4), although the ReSharp method removes
some of the outer cortical structure (see dashed arrows in Fig.6.6). Applying
a radius of 2 reduces the removed cortical brain structure but is still not
suﬃcient to keep the whole cortical surface. The PDF method is benign in
terms of erosion but introduces a slowly varying ﬁeld (see dotted arrows in
Fig.6.6).
Comparing the cortical QSM maps the EAHF and ReSharp (other than the
erosion of the cortex) show similar performance, while the PDF introduces a
bias to the brain cortex which can be seen both in the volume maps (Fig.6.6)
and in the cortical surface maps (Fig. 6.7). When looking at inner layers of
the cortex (further from the edge of the brain mask) the ReSharp method
performs as good as the EAHF method (see solid arrow in Fig.6.7), having
the advantage of being computationally fast. When looking at the outer lay-
ers of the brain cortex, close to the pial surface, the EAHF method contains
the most anatomical valid information. The dashed arrow in Fig.6.7 points
out the expected high susceptibility values of primary sensory areas similarly
to what has been observed in R1, R
∗
2 and susceptibility cortical maps stud-
ies [189] [196] [181].
All the compared background removal methods are based on the Maxwell
equations and the separation of the observed ﬁeld perturbation in the region
of interest as a superposition of two complementary regions, the dipole ﬁeld
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Figure 6.6: shows on ﬁrst, second, third and fourth column the ﬁeld map after
background removal (ﬁrst row) and the resulting reconstructed susceptibility
maps (second row) using the background ﬁeld methodologies i) EAHF, ii)
ReSharp with radius 2, iii) ReSharp with radius 4 and iv) PDF, dashed
arrow points to cortical brain erosion, dotted arrow points to introduced
bias ﬁeld.
generated by susceptibility inside and outside the ROI respectively. There-
fore their performance is similar when assuming optimal conditions in the
ROI deﬁnition and accuracy of the measured dipole ﬁeld [46].
The PDFmethod relies on the orthogonality of the ﬁeld induced by dipoles in-
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Figure 6.7: shows on the ﬁrst, second, third and fourth column the QSM
inﬂated cortical surface maps retrieved after using diﬀerent background re-
moval methodologies: i) EAHF, ii) ReSharp with radius 2, iii) ReSharp with
radius 4 and iv) PDF. The ﬁrst row shows the middle layer between WM
and CSF and the second row shows the layer closer to the CSF. Arrows point
out: solid and dashed- somatosensory cortex and the middle temporal cortex
(as seen in R1 and R
∗
2 maps), dotted-introduced bias ﬁeld. For comparison
purposes an R1 and R
∗
2 surface maps are shown on the 5th and 6th column.
side and outside of the brain. Close to the boundary, where the orthogonality
assumption is violated, the PDF method is prone to over-ﬁtting [124] [126].
Also, the minimization process in the image space can introduce large ﬁeld
variations in the centre part, which has a reduced weight when compared to
the outer part of the brain (see also the review article by [46] to observe this
eﬀect). As a consequence, in GM and in the extracted cortical layers the
resulting ﬁeld and susceptibility maps contain artefacts.
The SHARP method depends on the spherical mean value calculation and
therefore the radius as well as the threshold for the k-space truncation has an
impact on the resulting background removal. The width of unreliable data
on the brain boundaries is decreased by using a Tikhonov regularization at
the stage of the deconvolution [123] enabling the study of cortical layers close
to the boundary.
The conservation of brain information close to the boundary comes along
with the drawback of long computation times using the EAHF method [125].
The resulting background removal in any method depends not only on the
assumptions but also on the regularization parameters and their impact prop-
agates to the reconstructed tissue susceptibility.

Chapter 7
(apparent) relaxation rate in
white matter
The characterization of the (an)isotropy in
quantitative relaxation contrast R2 and R
∗
2
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Abstract
Diﬀusion tensor imaging (DTI) is able to measure ﬁber orientation and dis-
tribution but it fails to provide information about myelin density, ﬁber con-
centration or ﬁber size within each voxel. On the other hand, quantitative
contrasts like R∗2 have been demonstrated to oﬀer iron and myelin related
contrast and depend on the orientation of the applied magnetic ﬁeld. The
R2 contrast compared to the R
∗
2 has the advantage of being robust to large
scale ﬁeld inhomogeneities eﬀects.
The aim of this project was to combine the advantages of these methodolo-
gies: the ﬁber orientation information retrieved from the DTI acquisition and
the sensitivity to microstructural information from the quantitative methods.
The ﬁber orientation information was used as prior knowledge for both the
ﬁtting problem of R∗2 and R2. Using these methodology diﬀerent myelin re-
lated magnetic resonance parameters were extracted from the R2 and the
R∗2. In a ﬁrst stage the spatial similarity between these quantities was corre-
lated throughout the brain with a particular focus on the major white matter
(WM) ﬁber bundles such as the corpus callosum (CC), forceps major (FMj),
forceps minor (FMn), cingulum (CG) and corticospinal tracts (CST) which
have been the subject of various studies in the past.
In a second stage the isotropic and anisotropic components of both R2 and
R∗2 were measured and studied to try and correlate these with axonal and
myelination properties of the ﬁbre bundles. With this paper we have for
the ﬁrst time attempted the in-vivo characterization of the orientation de-
pendent and independent components of the transverse relaxation rates and
were also able to demonstrate that the orientation of WM ﬁbres inﬂuences
R2 and R
∗
2 contrasts. We also found, for both R2 and R
∗
2 contrasts, isotropic
and anisotropic values showed coherence between hemispheres.
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7.1 Introduction
Assessing WM myelin integrity has always been an intensive ﬁeld of research
since it can have a big impact as potential biomarker of disease helping
in early diagnosis and therapeutic methods for neurodegenerative diseases
where demyelination of the axons takes place.
Also, during normal aging WM integrity and myelination levels are known to
change [197–199]. Since age is the highest risk factor for neurodegenerative
diseases, the actual aging society presents a need to study in more detail
ways of detecting these early biomarkers.
There are various methodologies that have tried to look into these eﬀects
in WM over recent years, from volumetric methods to magnetization trans-
fer [200, 201], relaxometry [197, 202] and even susceptibility mapping [202].
However, one of the main crtiticisms to many of these methods is their lack of
speciﬁcity. The same can be said regarding DTI that has been the workhorse
to study WM ﬁber orientation and distribution [203]. While ﬁber direction-
ality information is very reliable and robust, it has been known that, from
the simple measurement of fractional anisotropy, it is not possible to directly
infer on the myelin density (and axonal transmission viability) [70] nor on
ﬁber concentration or size within each voxel [204]. Many methodologies have
been introduced over recent years to fully model the microstructural proper-
ties of WM, which rely on more complex acquisition strategies and processing
as NODDI [205] and CHARMED [206] but also on a variety of assumptions.
Thus, the interpretation of the ﬁtted parameters is not a straight forward
process [207].
The MR signal evolution in WM has been demonstrated [89,208,209] to de-
pend on the orientation of its microstructure in respect to the main magnetic
ﬁeld, B0. This orientation dependency can be well described using a hollow
cylinder model [91] in which free water exists in the intra and extra axonal
space and the myelin sheath is modeled as a hollow cylinder with reduced
water content with short relaxation times. For the model to be complete, the
highly ordered myelin sheaths in the WM have to be assigned an anisotropic
susceptibility. The inhomogeneous ﬁeld around the axons and the frequency
shift in the intravascular space induce a signal evolution that can be ob-
served both in the magnitude (increased R∗2 when axons are perpendicular to
B0) and phase (echo time dependent frequency) evolution of the MR signal.
This eﬀects have been used for example in ex-vivo samples to create ﬁber
orientation maps [143, 208]. Such susceptibility eﬀects of microstructure are
expected to be present also on R2 maps in the fast diﬀusion regime which
characterizes water diﬀusion around axons (4-20 μm).
While both R∗2 and R2 maps are phenomenological MR quantitative param-
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eters, R2 maps have the advantage (compared to R
∗
2) of being more robust
to large scale ﬁeld inhomogeneity that are fully refocused in a spin echo se-
quence. The measured R∗2 values on the other hand can depend on the voxel
size used or in the presence of susceptibility inhomogeneities around larger
venules and pial veins (diameter > 100 μm). While large scale B0 inhomo-
geneities are discarded, microscopic B0 ﬁeld inhomogeneities, of the order of
the diﬀusivity of water in a given time, are not cancelled in R2 maps. This
makes R2 a strong candidate to look at the eﬀects of myelin χ as a function
of WM orientation, while avoiding other possible nuisances associated with
vasculature.
While it is well known that relaxation parameters are not very speciﬁc mea-
sures of one speciﬁc biomarker, (as it depends on water mobility, param-
agnetic impurities, magnetization and chemical exchange mechanisms), the
ability to measure the orientation dependent part of the relaxation rate
should be able to isolate mechanisms associated only the axonal and myelin
organization.
In this paper we combine the ﬁber orientation information retrieved from DTI
acquisitions (which are the gold standard to study WM orientation) with the
sensitivity of R∗2 and R2 maps to axonal orientation dependent microstruc-
tural information. By acquiring various observations of this maps with the
subject’s head at diﬀerent positions in respect to the main magnetic ﬁeld,
it is possible to decompose both R2 and R
∗
2 values into orientation indepen-
dent and orientation dependent components. In this way we test in vivo the
hypothesis that R2 maps are also sensitive to WM ﬁber orientation and try
to, for the ﬁrst time, characterize some of the main WM ﬁbre tracts by their
level of anisotropy on the relaxation rates.
7.2 Methods
7.2.1 Theory
In a previous ex vivo study Lee et al [208] characterized the R∗2 anisotropy
component due to structured nature of axons. In this work it was observed
that, given that the susceptibility of myelin is anisotropic [87,190], this would
imply that the angular dependence would not only have only a sin2(ϑ) de-
pendence (that is proportional to the amplitude of frequency shifts induced
by the cylindrical perturber with a diﬀerent susceptibility) but also a sin4(ϑ).
The ﬁtted results, when having a very large number of ﬁber orientations (18
covering the whole set of polar angles) did support this model.
When taking the hollow cylinder model, Wharton and Bowtell [143] derived
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an equation for the R∗2 relaxation dependence assuming that dephasing was in
the quadratic regime rather than in the static regime that had a dependence
only on sin4(ϑ) (see appendix and equation A10 of the referred publication).
This derivation is in agreement with numerical simulations performed in the
context of BOLD contrast [210] that show that, at 3T, for cylinder perturber
diameters under 15 μm both R∗2 and R2 have a quadratic dependence on the
susceptibility.
Wharton et al, [143] further demonstrated that it was possible to obtain ﬁber
orientation maps based multiple acquisitions with the sample rotated. This
corresponds to a ﬁt of four parameters: (i+ii) the main ﬁber orientation in
polar coordinates, ϑ and ϕ; (iii) one isotropic term, independent of the ﬁber
orientation; (iv) one anisotropic term - changing with ϑ. The ﬁtting of four
parameters to a small set of orientations makes the problem sensitive to noise
ampliﬁcation and the non-linearity of the problem makes it’s computation
less trackable. In our study this was decreased by reducing the number of
parameters to two by using prior knowledge on the ﬁber orientation DWI,
which makes the problem simply linear:
R
(∗)
2 = R
(∗)
2,ISO +R
(∗)
2,ANISO · sin4(ϑ) (7.2.1)
R
(∗)
2 and ϑ are the (apparent) transverse relaxation rate of a given ﬁber and
its angle in respect to the static ﬁeld when the head is in a certain position.
The coeﬃcients R
(∗)
2,ISO and R
(∗)
2,ANISO denote the orientation independent and
dependent components of the contrast respectively. For the sake of clarity, it
should be noted that the (AN)ISO subscripts in this context do not refer to
(an)isotropic susceptibility but to the isotropic or anisotropic nature of the
underlying microstructure.
7.2.2 Data Acquisition
Scans were performed on a 3T MR scanner (Siemens, Erlangen, Germany)
using a 32 channel receive coil (Nova Medical). Six healthy volunteers (age
= 21 ± 3 years) were studied according to a protocol approved by the local
ethics committee.
The following protocols were acquired at the start of the session with the
subject in the standard supine position:
1. Structural T1w imaging andR1 maps were acquired using the MP2RAGE
sequence [148] with the following parameters:
TR/TI1/TI2/TE = 6000/700/2000/2.34 msec; FA1/FA2 = 6
◦/5◦;
GRAPPA=3; resolution 1mm isotropic; acquisition time Taq=7 min
32 sec;
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2. Diﬀusion weighted imaging (DWI) was acquired with a simultane-
ous multislice diﬀusion weighted EPI sequence (Human Connectome
project) with the following parameters:
MB=3 TR/TE=3490/74.6 ms, FA = 90◦; resolution 1.5mm isotropic;
matrix size=150×150; number of slices=90; BW = 1852 Hz/Px; slices
positioned axially with phase encoding direction AP; GRAPPA=2;
b-value =1000 s/mm2; number of encoding directions=137 (half a
sphere); Taq = 8 min and 47 sec.
The following protocols were repeated from ﬁve up to seven times for each
volunteer with diﬀerent head positions: normal; head tilted around medio-
lateral axis (left–right axis, pitch) in head-to-neck direction (up to 14◦) po-
sition; tilted around anterior-posterior (nose-neck axis, roll) in head-to-left-
shoulder direction (up to 25◦) and head-to-right-shoulder direction (up to
25◦).
3. 3D gradient echo multi echo (GRE) sequence was used to compute R∗2
maps. The following parameters were used:
TR/TE1/TE5 = 63/4.97/37.77 ms; BW=200 Hz/Px; FA = 10
◦; FOV
= 256x192x137mm; resolution=1.5mm isotropic; slab positioned axi-
ally with phase encoding RL, GRAPPA =2× 2; Taq=2 min 39 sec.
4. Multi-echo-spin-echo (MESE) prototype sequence provided by Siemens
was used to compute R2 maps. This package uses GRAPPATINI [27],
which combines the model-based reconstruction MARTINI [28] with
parallel imaging and enables high acceleration factors when using mul-
tiple receiver coils. The multi-echo-spin-echo (MESE) sequence with
following parameters was used:
TR/TE1/TE10= 4080/9.6/96 ms; BW = 363 Hz/Px; resolution 1.5mm
isotropic; FOVread = 213× 213mm; number of slices = 80; slices posi-
tioned axially with phase encoding RL; MARTINI undersampling fac-
tor=3; GRAPPA=2, virtual channels=9; Taq = 2 min and 53 sec.
7.2.3 Data processing
All data processing was performed in MATLAB (version 2014, The Math-
Works, Natick, MA, USA) on a Linux cluster workstation.
7.2.3.1 R∗2 and R2 calculation
The multi-channel GRE data from the diﬀerent coils was combined and pro-
cessed as described in [111] to obtain R∗2 maps and M0 maps for each head
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position.
The R2 maps were automatically calculated online using a gradient-scaling
method which minimizes aliasing artefacts associated with the down sampling
while making sure the data is characterized by an exponential decay [27].
Additionally, restrictions of the range of R∗2 and R2 values were applied for
each orientation and subject. These restrictions are based on trustworthy
R∗2 and R2 value calculation with the used echo times: the smallest R
∗
2 and
R2 value being 1/(3 · max(TE)) and the maximal R∗2 and R2 value being
1/(3 ·min(TE)). This prevented unwanted large variations of the quantita-
tive parameters in regions with partial volume of CSF and large veins.
7.2.3.2 Co-registration
The co-registration procedure of the normal head orientation to the DTI
space was performed using FLIRT tool from FSL software. For the co-
registration protocol to cope with the large head rotations that resulted in
large variations of the image intensity, a bias ﬁeld correction was applied to
all magnitude images (M0 maps of both the 3D GRE and 2D MESE) using
FSL-FAST. As it can be seen in Figure 7.1, the co-registration of diﬀerentM0
maps was divided into three steps. The ﬁrst step involved a co-registration
between the M0 map in the reference position (brain extracted) and the S0
map (mean EPI image without diﬀusion sensitizing gradients) in the diﬀusion
space. In the second step a ﬁrst co-registration was conducted prior to brain
extraction in order to achieve a rough alignment of the structural images.
Brain extraction was then performed to the co-registered head positions.
The resulting brain extracted images were co-registered with the brain mask
from the brain extraction of the M0 map in the reference position performed
in the ﬁrst step in order to get an alignment of the diﬀerent head positions to
the reference position based on brain tissue alone. The movement matrices
from the ﬁrst and second stage co-registration were combined in the third
step and the resulting movement matrix was applied to the original head
positions to minimize the smoothing eﬀect from reslicing using FSL-FLIRT.
The resulting rotation matrices were applied to the diﬀerent M0 maps R2
and R∗2 maps.
7.2.3.3 DTI data processing
The pre-processing of the DTI data was done using a homemade Matlab
toolbox. This tool performed denoising using LPCA, individual volumes were
realigned with a mutual information cost function and eddy current artefacts
were corrected using SPM. Susceptibility induced distortions were corrected
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Figure 7.1: Scheme of the co-registration procedure; i) co-registration of the
reference position of GRE/MESE data to DTI (ﬁrst column), ii) rotated head
to reference position, iii) combination of rotation matrices and application of
ﬁnal rotation matrix to all rotated head orientations shown on MESE data
(second and third row). The calculated angle maps (ϑ maps) are shown for
reference and rotated head position (last row).
by co-registration to the T1 images along the phase encoding direction only
using mutual information as the cost function [211]. After pre-processing
the diﬀusion data, the post processing steps included the use of DTIFIT and
BEDPOSTX tools from FSL software with the default parameters.
7.2.3.4 Angle map calculation
The post-processed DWI was used to calculate angle maps (ϑ) between the
main ﬁbres and B0 using the following relationship.
ϑ(r) = arctan(
√
v2x(r) + v
2
y(r)
|v2z(r)|
) (7.2.2)
where vx, vy and vz represent the ﬁber orientation in the scanner space being
the z direction is along the main static magnetic ﬁeld. In order to retrieve the
ﬁber orientation maps at the diﬀerent head positions, the primary diﬀusion
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directions (vx,vy,vz) were transformed with the rotation matrices obtained
from the co-registration procedure (as explained in the previous subsection).
Equation 7.2.2 was then used to compute new angle maps ϑi(r), which denote
the angle between the ﬁber diﬀusion direction and the main magnetic ﬁeld
at each head position, i.
The last column of Figure 7.1 shows two angle maps: one in the reference
position and another in a rotated position (head to the right). The fact
that the two maps have diﬀerent contrast and that the map in the rotated
position has a more asymmetric contrast particularly along the cortico-spinal
tract (increase and decrease of the ϑ values of the right and left cortico-spinal
tract respectively) than the one in the reference position corroborates the fact
that these maps reﬂect the angle that the ﬁbres would have done with the
main magnetic ﬁeld, had another DWI protocol been acquired.
7.2.3.5 Fiber mask calculation
In order to study ﬁber speciﬁc properties (using the assumption that the main
ﬁber properties remain unchanged through most of its extent), several regions
of interest (ROI) based on WM ﬁbers were extracted: CST, CG, inferior long
fasciculus (ILF), FMj and FMn. These ﬁber masks were obtained using the
probabilistic tractography PROBTRACX tool from the FSL software.
The masks for the starting point (seed) and passing through (waypoint) of the
neural tracts for each ﬁber were based on the JHU WM Tractography Atlas
provided by FSL software. The standard MNI brain image was co-registered
to the reference positioned Signal image and the resulting movement matrix
was applied to each WM ﬁber. The co-registered ROI masks were binarized
with a low threshold of 1 in order not to exclude any WM ﬁbre portion.
To increase the accuracy of the neural tracts, the two masks acted as both
the seed and waypoint masks and an additional excluding mask (where no
ﬁbers could go through) was applied. The resulting probability map for each
WM ﬁber was binarized with a threshold based on ﬁber speciﬁc percentage
(92 percentile). Also, a WM ﬁber mask from the MNI space, with a higher
threshold of 10, was applied to make sure that only ﬁbers from the region of
interest were being taken into account. The elimination of gray matter (GM)
impact on the ﬁber masks was achieved by the application of an additional
mask based on the thresholded FA map where areas of crossing ﬁbers were
also excluded (by using output of the BEDPOSTX tools from FSL software).
Finally, ﬁve major WM ﬁbres masks were obtained: CST, CG, ILF, FMj and
FMn.
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7.2.3.6 Computation of (an)isotropic components of (apparent)
transverse relaxation rates
On a ﬁrst instance the computation of the R
(∗)
2,ISO and R
(∗)
2,ANISO was done on
a pixel basis by matrix inversion of
R
(∗)
2,i = R
(∗)
2,ISO(r) +R
(∗)
2,ANISO(r) · sin4(ϑi(r)) (7.2.3)
allowing the creation of individual maps of R
(∗)
2,ISO(r) and R
(∗)
2,ANISO(r).
Using the masks described in the previous section is was possible to compute,
per subject, ﬁber speciﬁc R
(∗)
2,ISO(r) and R
(∗)
2,ANISO(r). This was done by
computing one matrix inversion per ﬁber, where now all the voxels within a
ROI are used for the inversion process increasing the range of angles in each
inversion. This makes the inversion process better conditioned by making
the two columns of the matrix inversion more independent.
To further improve the inversion, R∗2 outliers that (for each angular bin) had
values on the under the 10th and over the 90th percentile were excluded from
the ﬁtting procedure because they might reﬂect poorly mis-assigned pixels
containing large fraction of CSF, of venous blood or should be just ﬁtting
outliers.
7.3 Results
7.3.1 Data and co-registration quality
From Figure 7.2 it can be seen that both the R2 (a, e) and R
∗
2 (b, f) maps
show diﬀerences in contrast that appear to be well correlated with diﬀer-
ences in diﬀusion direction and diﬀerent sets of ﬁbers (c, g). In particular
it can be seen that for example, the corticospinal tract (parallel to B0) and
the cingulum (perpendicular to B0) have decreased and increased R2 rates
respectively, when compared to the remaining WM. On the other hand, some
of this eﬀects on the speciﬁc ﬁbers mentioned earlier, seem to be less dra-
matic on the R∗2. By comparing the R2 and R
∗
2 maps it is clear that the latter
have larger sensitivity to large veins (high values R∗2 in intrahemispheric ves-
sels) and to ﬁeld inhomogeneities (see arrow highlighting the lower temporal
lobe region). Yet, on the R∗2 maps, Figure 7.2 (b, f), some of the ﬁbres that
run close to perpendicular to the magnetic ﬁeld, as the FMj and FMn, have
increased relaxation rates that are clearly orientation dependent (as shown
on Figure 7.3 a, b) with their values changing as expected with head position
and the respective angle of the FMj branch with B0 (Figures 7.3 c, d). On
the last column of Figure 7.2, sections of the calculated WM ﬁbre tracts ROI
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Figure 7.2: First, second, third and fourth columns correspond to a,e)
R∗2 map, b,f) R2,map a,g) diﬀusion directions and d,h) WM masks on an
transverse (top row) and coronal (bottom row) slice. Blue: corticospinal
tracts; Red: forceps major; Yellow: forceps minor; Green: cingulum. Masks
in light colors come from probtrackX whereas masks in dark colors are the
ﬁnal masks (where an FA mask was applied and areas of crossing ﬁbres were
excluded).
that overcame the diﬀerent criteria (see methods section) appear overlayed
on the larger ROI initially derived by PROBTRACX.
7.3.2 Isotropic and anisotropic evaluation
The obtained pixel by pixel maps of R
(∗)
2,ISO and R
(∗)
2,ANISO were generally
noisy despite the attempts to smooth the original relaxation rate maps. This
can be attributed to only seven positions existing for each measurement and,
depending on the orientation of the dominant ﬁber, a limited range of sin4(ϑ)
exists. An example of such instability is the appearance of negative values
on the R
(∗)
2,ANISO maps which are not physically plausible. This could addi-
tionally be attributed to model inconsistency in case of crossing ﬁbers and
registration errors close to regions rich in CSF.
Surprisingly by looking at Figure 7.4, in the R2 maps the CST presents a
low intensity on the isotropic component and comparable properties to sur-
rounding WM on the anisotropic component. The isotropic component on
the other hand enhances FMj and FMn when compared to the remaining
CC.
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Figure 7.3: Shows R∗2 maps (a,b) and θ maps (c,d) for two diﬀerent head
orientations; head to the right (a,c) and left (b,d) shoulder. The arrows point
out the contrast (white) and angle (black) diﬀerences in the forceps major
ﬁbre bundle.
The maps of the isotropic component of R∗2,ISO maps for one subject (see Fig-
Figure 7.4: Orientation independent (Isotropic) and dependent (anisotropic)
maps components of R2 and R
∗
2 maps for a three orthogonal slices positioned
at the level of the corpus callosum (saggital slice), posterior thalamic region
(coronal slice) and putamen (axial slice). Regions of grey matter and CSF
have been masked.
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ure 7.4 b,d) show relatively small variations of intensity throughout the brain,
with only some variations in the CC/CG region Fig.7.4b. Orientation depen-
dent R∗2 of the same subject are shown in Figure 7.4d demonstrating similar
patterns to those observed by bound water pool fraction methods [212] and
Vista [209]. These tend to show higher values of myelination of main ﬁbre
bundles in the middle of the brain that decay towards the cortex.
Figure 7.5 shows Eq. 7.2.1 model which correctly explains the variation
of R2 and R
∗
2 of WM ﬁbres as a function of their angle in respect to the
main magnetic ﬁeld for one individual subject. Particularly it can be seen
that, for both the total WM inside the masks (in agreement with previous
reports [213]) and for each ﬁbre mask, the ﬁtting of the R2 and R
∗
2 values
closely matches the 50th percentile curve although with diﬀerent levels of ori-
entation dependence for diﬀerent ﬁber bundles. For the sake of completeness
a sin2(ϑ) ﬁt was also attempted instead of sin4(ϑ) and it was observed that
the ﬁt had a larger deviation from the 50th percentile for all the studied WM
ﬁbres (data not shown).
Due to the mobility restrictions inside the head coil (< 30◦), the whole
Figure 7.5: Plots of the apparent transverse relaxation rate (top row) and
transverse relaxation rate (bottom row) as a function of ϑ (in radians) for
one single subject within diﬀerent WM regions of interest. Light, dark gray
and black dots represent the, 10th, 50th and 90th percentile for each angle bin
and the grey line represents the ﬁtted model (Eq. 7.2.1) in that ROI.
angle range (0 to 90◦) was not obtained for most studied WM ﬁbres, with
the CST tract having the smallest range due to its head-foot orientation.
This can be seen both on the x-axis of Figure 7.5 where the range of angles
available for the ﬁt varies considerably depending on the ﬁber bundle, but
even more dramatically on Figure 7.6f. In fact the robustness of the matrix
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inversion depends on the range sin4(ϑ) whose available distribution for each
ﬁber bundle can be seen on Figure 7.6f. From this distribution bars it can be
seen that 80% of the relaxation measurements had a sin4(ϑ) range of ∼ 27%,
60%, 75%, 50%, and 55% for the CST, CG ILF, FMj and FMn respectively.
From Figure 7.6(a-d) it can be seen that, as expected, both the isotropic
Figure 7.6: Bar plots of the average and standard error of a) R2 isotropic
values; b) R2 anisotropic values; c) R
∗
2 isotropic values; d) R
∗
2 anisotropic
values; e) R1 values for the mean value across subjects and for the diﬀerent
WM masks generated on the left and right hemispheres. Plot f) shows the
range of sin4(ϑ) present for each of the ﬁber masks in a representative subject.
and anisotropic components of R∗2 are always bigger than R2. Also, it is
encouraging to see that the left and right hemisphere behaviour were very
consistent for each ﬁbre and parameter R
(∗)
2,(AN)ISO and that all measured
anisotropic component (Fig. 7.6b and 7.6c) have physically meaningful val-
ues (positive). Yet, the dependence across ﬁbers varied signiﬁcantly for dif-
ferent parameters with no consistent behaviour. Across the 5 studied ﬁber
bundles, the isotropic component of R2 (Fig. 7.6a) shows statistically signiﬁ-
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cant diﬀerences mainly between CST and FMj and the remaining ﬁbers. The
reduced R2,ISO of CST and FMj could be attributed to water mobility and
axonal size. Yet, this diﬀerences disappear (with a tendency to be inverted)
when looking at R∗2,ISO (see Fig. 7.6c). Given that R
∗
2,ISO= R2,ISO +R
′
2,ISO,
this could be potentially explained by an increased vascularization of sites
with larger axons [214] (that would tend to increase the isotropic component
of R′2 of regions with small R2).
Fig. 7.6b shows that the CG, FMj and FMn all present signiﬁcant orientation-
dependent R2 (of similar amplitude on left and right hemispheres and across
ﬁbers) of ∼1Hz, while the ILF shows no signiﬁcant anisotropic eﬀects, sug-
gesting reduced susceptibility eﬀects and hence myelination compared to the
more central set of ﬁbers. This interpretation would be in agreement with
more standard methods to measure myelination [209, 212]. The CST ﬁber
bundles have the largest variability of anisotropy which might be related with
the smaller range of ϑ values (see Fig. 7.6f) observed even after the 6 head
rotations. Although the orientation dependence of R∗2 of all ﬁber bundles,
∼3Hz, is bigger than the variability found (see Figure 7.6d), no diﬀerences
could be found between the diﬀerent ﬁbers.
R2 measurements based on multi-echo spin-echo sequences are sensitive to,
not only B1 ﬁeld inhomogeneities, but also to slice proﬁle imperfections. In
the presence such nuisances the measured R2 values can be artiﬁcially length-
ened by the longitudinal relaxation, R1.
Using the R1 mapping done with the MP2RAGE, it was possible to see that
variations of the mean R1 between regions (Fig.7.6e) are small (0.05Hz), but
reproducible across subjects.
As B1 proﬁle problems are the same for all acquisitions and pixels, the vari-
ations on the anisotropic part of R2,ANISO is independent of the slice proﬁle,
while in the case of R2,ISO the variations observed (>1Hz) could not be in-
duced by the 0.05Hz variation in R1. The same argument is valid for B1
inhomogeneities in respect to the computed R2,ANISO as the changes in head
position are not expected to create large diﬀerences on the measured B1 maps
but could aﬀect the isotropic component. Yet the typical B1 pattern in the
human head is not the dominant feature (bright center) in Figures 7.2 and
7.4.
7.4 Discussion
In this paper we have for the ﬁrst time attempted the in-vivo characteriza-
tion of the orientation dependent and independent components of the trans-
verse relaxation rates. We were able to observe this eﬀects in vivo using
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a methodology inspired in what has previously been done in ex-vivo sam-
ples (using sample rotation) rather than by considering that all WM ﬁbres
should have similar properties as it had been done in the past in in vivo
experiments [213,215].
Most studies in the past looking at ﬁber orientation dependence of contrast
have been focused on T ∗2 weighted imaging at 7T [91, 208, 216] where the
eﬀects are naturally larger (increased susceptibility eﬀect). At high ﬁelds
though, SAR limitations, B1 inhomogeneities and shortening of T2 values in
WM pose serious limitations to the acquisition of T2 maps and high quality
diﬀusion weighted imaging. One of the diﬀerences between WM contrast at
3T and 7T is that at higher ﬁelds the apparent transverse relaxation rate
will have an increased quadratic behaviour for small structures similarly to
what has been demonstrated in simulations for BOLD contrast [217]. This
could explain the remarkable similarity of the R∗2 map at 7T (see Fig. 7.7,
protocol and data acquisition described in [111]) with the R2 maps at 3T
(see Fig. 7.2). In both these maps a low relaxivity rates can be seen for
the CST when compared to the FMj, FMn and CG. Other contrasts such
as the contrast between the frontal-occipital fasciculus and posterior part of
the corona radiata are present across the diﬀerent maps and magnetic ﬁelds.
To achieve this results, various recent technological developments had to be
brought together, allowing the acquisition not only of R∗2 maps but also of
R2 maps and ﬁber orientation at high isotropic spatial resolution (1.5 mm
isotropic). Without the use of simultaneous multi-slice diﬀusion weighted
imaging there would be a 3-fold increase in the acquisition time with lim-
ited beneﬁt in terms of SNR (given the relatively long TR used) or limited
angular resolution. Particularly, the latter plays an important role for the
calculations of the orientation dependent components as 70% of the variation
expected on the relaxation parameters happens in an angular range of 45 de-
grees. To achieve whole brain 1.5mm isotropic R2 maps in a short amount
of time (that allowed the acquisition of 7 orientations per subject) this study
took the advantage of the combination of parallel imaging techniques with
model based reconstruction [27].
Previous measurements of the orientation dependent R∗2 component in ex-
vivo WM tissue at 7T have reported ∼ 6Hz [208]. In ex-vivo samples, due
to their lower temperature and ﬁxation processes, water is expected to have
a reduced diﬀusion rate and hence relaxation would be constrained to the
static dephasing regime. The values obtained in this study at 3T of ∼ 3 Hz
(see Fig. 7.6) are in the same range if a linear dependence of on the magnetic
ﬁeld is assumed for the apparent relaxation rate.
Furthermore, we have shown that diﬀerences exist between sets of ﬁbers both
in its orientation dependent and independent components which we hypoth-
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Figure 7.7: Shows R∗2 map with increased and decreased contrast (red, blue
arrows) in respect to the remaining white matter, acquired on a 7T MR
scanner (Siemens, Erlangen, Germany) using a 32 channel receive coil (Nova
Medical), for details see [111].
esize could be either related with the axonal size and myelination levels and
will be the focus of future research. The orientation independent R2 values
mapped had similar values between most WM bundles (see Figs. 7.4 and
7.6) and lowest rates were found for the CST and FMj. This could poten-
tially be associated with their increased axonal diameter [212,218] that would
ensure better water mobility particularly in the intra-axonal compartment.
On the other hand, the orientation independent R∗2 values showed a higher
variability between the ﬁbre bundles studied, with CST having the high-
est value (followed by the FMj), and CG and ILF having the lowest values.
This corresponds to a quasi inversion of the dependence that is surprising
given that the eﬀects of R2 are included on the R
∗
2 measurements with the
diﬀerence being those attributed to static dephasing. One potential source
of this increased static dephasing in regions of larger axonal diameter could
be attributed to their increased vascularisation [214]. As for the orientation
dependent components of R2 and R
∗
2, that should be attributed to suscep-
tibility eﬀects arising from the diamagnetic myelin. The lowest eﬀects on
R2 (0Hz were observed in the ILF) again corresponded to the highest ef-
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fect R∗2 although in the latter this diﬀerence was not signiﬁcant (see Figure
7.6). A bigger diﬀerentiation was seen between ﬁbers in R2 than R
∗
2 despite
their reduced amplitude. Another alternative explanation to these diﬀerent
behaviours could be attributed to magnetization transfer eﬀects that are in-
creased on the multi-slice spin-echo experiment in respect to the volumetric
gradient echo experiment, making the R2 and R
∗
2 maps weighted towards
diﬀerent compartments.
One observation that can be made from the obtained data is that while the
within subject variability of the R2 and R
∗
2 estimations was comparable (see
Fig. 7.5), the reproducibility across subjects was increased on the R2 maps
(see Figure 7.6). Note for example that the orientation dependent trans-
verse relaxation rate, R2,ANISO, diﬀerences are of the order of ∼ 1Hz which
is the size of the standard error of the orientation dependent R∗2 across sub-
jects (Figure 7.6). This observation suggests that some further developments
should be envisaged on the gradient echo acquisition methods. Both the R2
and R∗2 mapping acquisitions could be improved by introducing prospective
or retrospective motion tracking to the acquisitions [219, 220]. Despite the
relative low resolution (1.5mm isotropic) when compared to the structural
data to which many of these motion tracking methods have been developed
for, it should be taken into account that some of the positions held by the
subjects are far from comfortable and could lead to additional subject move-
ment even on the relatively short acquisition times used throughout. The
robustness of the R∗2 measurements is further aﬀected by background ﬁeld
homogeneity which signiﬁcantly varies for the diﬀerent head positions. Vari-
ous methods have been proposed in literature to deal with these artifacts to,
a posteriori, use ﬁeld map estimations to estimate the voxel decay associated
with through slice dephasing [221]. In the current implementation, R∗2 were
calculated using a sinc modulation correction of the signal evolution [222]
which should suﬃce due to the isotropic nature of our data (no low reso-
lution dimension) and the fact that the WM ROIS were located away from
the main air-tissue interfaces. One aspect that could play an important role
and should be investigated in future implementation is the use prospective or
retrospective compensation of respiration induced frequency oﬀset either by
dynamic shimming methodologies [223] or the use of navigation data [224].
One aspect that aﬀects the accurateness of the R2 maps (using a multiple
spin echo sequence) is the varying relative B1 ﬁeld across the brain. Higher
deviations from the nominal B1 value result in decreased R2 estimations (due
stimulated echo contamination). This eﬀects could be overcome by adding
B1 map measurement for each orientation that could be used a posteriori
(together with the acquired R1 map) to correct the estimated R2 [225].
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7.5 Conclusion
In this manuscript we have demonstrated in vivo that the orientation of WM
ﬁbres inﬂuences both R2 and R
∗
2 contrasts. Furthermore, we have shown
that diﬀerent ﬁber bundles have both diﬀerent orientation dependent and
independent components. For all these quantitative measures a high degree
of coherence was found between hemispheres. This implies that both when
measuring R2 and R
∗
2 in WM at 3T it should be taken into account that 1
∼ 3Hz are associated with the orientation of the underlying axons and this
range might be ﬁber dependent.
At this stage, the methodology used does not have the sensitivity to charac-
terize the myelin properties such as myelin volume fraction, axonal diameter
or axonal g-ratio in vivo. Other than developments that could improve the
SNR of the measured maps, the big limitation of this framework is to obtain
large enough rotations of the axons in respect to the magnetic ﬁeld while
using a multiple channel RF coil.
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Chapter 8
QSM in white matter,
Lorentzian correction
Quantitative susceptibility mapping including a white
matter Lorenzian correction
147
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Abstract
Quantitative susceptibility mapping (QSM) has been shown to provide quan-
titative measures of iron concentration in deep gray matter structures. In
white matter, QSM is aﬀected not only by the local susceptibility but also
by the local organized microstructure of axons and its myelin coating where
reduced water signal exists. Recently, the anisotropic eﬀect of myelin sus-
ceptibility was shown to be minor compared to the eﬀect of its compartmen-
talization.
In this work, the Lorentzian correction was, for the ﬁrst time, implemented
in a COSMOS like QSM reconstruction. Hereby, the orientation of the white
matter ﬁber was retrieved from the diﬀusion tensor imaging (DTI) acquisi-
tion. The eﬀect of the Lorentzian correction on the computed susceptibility
values was analyzed in white matter. Moreover, the impact of including only
the main ﬁber diﬀusion orientation and additionally also the second ﬁber
orientation was studied.
The correction does not aﬀect the deep gray matter structure values, but
creates QSM maps of isotropic susceptibility and maps of the susceptibility
of cylindrically organized inclusion spaces.
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8.1 Introduction
With the proliferation of high ﬁeld systems (> 3T ) in the last decade the
contrast of susceptibility origin that can be observed in standard gradient
echo images both in magnitude and phase, has gained increased interest.
Because of the large RF ﬁeld inhomogeneities observed at high ﬁeld, many
researchers have put signiﬁcant eﬀorts on extracting quantitative information
from multi-echo gradient echo, GRE, data.
From GRE data it is also possible to extract quantitative information regard-
ing the apparent transverse relaxation rate, R∗2, of the magnitude data and
the local magnetic ﬁeld inhomogeneity from the phase data. Particularly, the
contrast observed in the phase part of the signal has shown to reveal very
strong and interesting tissue contrast despite its non-local nature, not only
in deep gray matter structures but also within white matter. The signal ob-
served in phase contrast is known to be proportional to the projection along
the z direction (direction of the main static ﬁeld) of the local magnetic ﬁeld,
which is supposed to be a convolution of the local magnetic susceptibility
distribution, χ, with that of a magnetic ﬁeld dipole [127] [47].
In order to reveal the non-local and quantitative contrast of magnetic sus-
ceptibility, the quantitative susceptibility map (QSM), many reconstruction
methods have been proposed [131] [128] [135] [57] [139] [111].
Subsequently, careful bench work has demonstrated that phase images of
WM ﬁbers acquired with a GRE sequence were microstructure orientation
dependent [87], suggesting that an anisotropy of the magnetic χ was being
observed, which has more recently been demonstrated in non-MRI based ex-
periments [190]. At the same time, another group proposed a formalism that
takes the χ anisotropy of the underlying microstructure into account when
performing χ mapping, this method was dubbed susceptibility tensor imag-
ing (STI) and has been shown to obtain ﬁber orientation which are a good
agreement with the conventional DTI ﬁber tracking method [88] [104] [72].
Alternative physical mechanisms were put forward to explain the strong con-
trast between white and grey matter (and within white matter) in phase
imaging, in which, rather than emphasizing on the role of the anisotropy of
χ, it was suggested the compartmentalization of χ in regions with low wa-
ter concentration and/or very short water T ∗2 could play an important role
in the measured static ﬁeld by MRI making the sphere of Lorentz approxi-
mation used on the standard forward model [127] invalid in the context of
white matter [86] and the need to introduce the generalized Lorentzian cor-
rection [84]. Various theoretical models validated both ex-vivo and in-vivo
have brought the role of water compartmentalization and anisotropic suscep-
tibility of myelin to be able to completely explain the magnitude and phase
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signal evolution of MR signal in white matter [91] [84]. Yet, in a recent
post-mortem and simulation study [83], it was shown that, to be able to re-
produce the phase images typically observed in vivo, taking account of the
microstructure orientation via Lorentzian correction (LC) had a dominant
role over the anisotropy of the susceptibility of myelin. Furthermore, the
presence of Lorentzian correction on the forward model had a strong impact
on the calculated susceptibility measures of white matter using STI.
The aim of this study is to combine the ﬁber orientation information retrieved
from conventional DTI acquisitions to compute susceptibility maps with a
Lorentzian correction (LC). The impact of the Lorentzian correction on the
susceptibility values of major WM ﬁber bundles was studied. A particular
focus was given to the study of major white matter ﬁber bundles such as the
corpus callosum (CC), forceps major (FMj), forceps minor (FMn), cingulum
(CG) and corticospinal tracts (CST) which have been the subject of various
studies in the past. The LC was performed when using only the ﬁrst ﬁber
orientations as well as including both the ﬁrst and second ﬁber orientation
to the correction.
8.2 Methods
8.2.1 Data Acquisition
Six healthy volunteers (age = 23±3 years) were scanned on a 3T MR scanner
(Siemens, Erlangen, Germany) using a 32 channel receive coil (Nova Med-
ical). This study was performed according to a protocol approved by the
local ethics committee.
8.2.1.1 DTI
A simultaneous multislice DWI-EPI [226] sequence was used to obtain DWIs
with the following scanning parameters: TR/TE=3490/74.6 ms, FA = 90◦;
spatial image resolution=1.5×1.5×1.5 mm; matrix size=150×150; number
of slices=90; BW = 1852 Hz/Px; iPat=2; MB=3; b-value =1000 s/mm2;
diﬀusion encoding directions=137; acquisition time (Tacq) = 8min and 47
sec.
Structural T1w imaging and R1 maps were acquired using the MP2RAGE se-
quence [148] with the following parameters: TR/TI1/TI2/TE = 6000/700/2000/2.34
msec; FA1/FA2 =6
◦/5◦; GRAPPA=3; resolution 1mm isotropic; acquisition
time Taq=7 min 32 sec;
The post-processed DWI was used to calculate angle maps (ϑ) between the
main ﬁbers in respect to the applied magnetic ﬁeld B0 .
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8.2.1.2 QSM
A standard 3D gradient echo multi echo (GRE) sequence was used to re-
trieve ﬁeld maps which are used to compute QSM. To ensure ﬂow compen-
sation for all echo times in addition to standard ﬂow compensation provided
the manufacturer, the rewinding waveform between successive echoes was
kept of equal amplitude and duration to the readout gradient (echoes were
always acquired with the same gradient polarity). The following parame-
ters were used: TR/TE1/TE5= 63/4.97/37.77 ms; bandwidth (BW )=200
Hz/Px; ﬂip angle (FA)=10◦, FOV=256 × 192 × 137mm, isotropic spatial
image resolution=1.5 × 1.5 × 1.5 mm; iPAT=2 × 2; Tacq=2min39sec. For
each volunteer this protocol was repeated ﬁve to seven times with diﬀerent
head positions: normal; head tilted around medio-lateral axis(left–right axis,
pitch) in head-to-neck direction (up to 14◦) position; tilted around anterior-
posterior (nose-neck axis, roll) in head-to-left-shoulder direction (up to 25◦)
and head-to-right-shoulder direction (up to 25◦). The exact head rotations
were determined by using a protocol on FSL (www.fmrib.ox.ac.uk) as ex-
plained in [111].
8.2.2 Data processing
All data processing was performed in MATLAB (version 2014, The Math-
Works, Natick, MA, USA) on a Linux cluster.
8.2.2.1 DTI data processing
An in-house Matlab tool was used for the DTI data pre-processing. The
diﬀerent pre-processing steps consited of denoising using LPCA, realignment
with a mutual information cost function and correction for eddy current
artefacts with SPM. Cardiac and head motion were corrected with a robust
tensor estimation [227]. Susceptibility induced distortions were corrected by
co-registration to the T1 images along the phase encoding direction only
using mutual information as the cost function [211]. After pre-processing
the diﬀusion data, the post processing steps included the use of DTIFIT and
BEDPOSTX tools from FSL software with the default parameters.
8.2.2.2 Co-registration
In order to co-register the diﬀerent contrasts and orientations the FLIRT tool
from the FSL software was used. The co-registration procedure consisted of
two main steps which contained further stages; i) the co-registration of the
rotated head position to the normal head position of the GRE data as in [111]
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(two step process, ﬁrst co-registration of whole head images followed by co-
registration of brain extracted images); ii) the co-registration of the normal
head position of the GRE space to the DTI space;iii) To minimize the eﬀect
of double smoothing the movement matrices from the three co-registrations
were combined and the resulting transformation matrix was applied to the
pre-aligned GRE data based contrasts (magnitude and ﬁeld maps).
8.2.2.3 Angle map calculation
Final rotation matrices from the previous co-registration were combined with
the post-processed DWI information to calculate angle maps (ϑi(r)). These
maps denote the orientation of ﬁbre diﬀusion direction (primary and sec-
ondary) in respect to the static magnetic ﬁeld B0 for each of the diﬀerent
measured head position. For each subject and head position two angle maps
were calculated for the primary and secondary diﬀusion direction with the
following equation:
ϑi,primary(r) = arctan(
√
x2i,primary(r) + y
2
i,primary(r)
|z2i,primary(r)|
) (8.2.1)
where xi, yi and zi represent the orientation of the primary (or secondary)
diﬀusion vector when taking into account the rotation matrix associated with
the head position i.
8.2.2.4 ROI mask calculation
In order to evaluate measured susceptibility of diﬀerent white matter tracts,
several regions of interest (ROI) based on WM ﬁbers were extracted: CST,
CG, inferior long fasciculus (ILF), FMj and FMn. These ﬁber masks were
obtained using the probabilistic tractography PROBTRACX tool from the
FSL software.
The masks for the starting point (seed) and passing through (waypoint) of
the neural tracts for each ﬁbers described above were based on the JHU WM
Tractography Atlas provided by FSL software. The standard MNI brain
image was co-registered to the reference magnitude image and the resulting
movement matrix was applied to each WM ﬁber mask. To increase the
symmetry of the neural tracts, for each ﬁber the two masks acted as both
the seed and waypoint masks and an additional excluding mask (where no
ﬁbers can go through) was added. The resulting probability map for each
WM ﬁber was binarized with a threshold based on ﬁber speciﬁc percentage
(92 percentile). The elimination of gray matter (GM) impact on the ﬁber
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masks was achieved by the application of an additional mask based on the
thresholded FA map where areas of crossing ﬁbers were also excluded (by
using the output of the BEDPOSTX tools from FSL software). Finally, ﬁve
major WM ﬁbers masks were obtained: CST, CG, ILF, FMj and FMn.
8.2.2.5 QSM calculation
The multi-channel GRE data from the diﬀerent coils was combined and pro-
cessed as described in [111] to obtain the ﬁeld and R∗2 map.
Local tissue magnetic sources generate small magnetic ﬁeld variations which
are overlaid by the strong background ﬁelds due to surrounding tissue-air in-
terfaces as well as imperfect shimming. In order to retrieve the magnetic ﬁeld
map generated only by the local tissue sources, the EAHF (Eﬃcient and Au-
tomatic Harmonic Field Pre-Filtering, [125]) background ﬁeld removal was
applied to the ﬁeld map as denoted in [111].
Reference QSM maps were calculated using the COSMOS methodology [128]
minχ
R∑
i=1
‖M(δBi(r)− FH(Di(k)Fχ(r)))‖22 (8.2.2)
where R is the number of acquired orientations, δBi the measured ﬁeld map
after the background removal and Di(k) the dipole kernel for a speciﬁc head
orientation i. F and FH denotes the Fourier and inverse Fourier transform,
respectively.
While various groups have tried to perform susceptibility tensor imaging and
a general approach was introduced, up to now no other group has intro-
duced the generalized Lorentzian ellipsoid as in [83] [84] in a COSMOS like
formalism [128] in which the following minimization problem is attempted
experimentally
minχ
R∑
i=1
‖FISO(χfISO)− FLC(χfLC,f , ϑi,f )‖22, (8.2.3)
where FISO = δBi(r)−FH(Di(k)Fχ(r)) is equivalent to the QSM COSMOS
formulation and FLC(χ
f
LC,f , ϑi,f ) = MWM
∑F
f=0 χ
F
LC,f · (3 · sin2(ϑi,f )− 2) ac-
counts for the phase correction in presence of microstructural compartmen-
talization susceptibility in WM.
Hereby, MWM , denotes the white matter mask obtained using FSL-FAST
on the MP2RAGE data, which was further reﬁned by excluding deep grey
matter regions based on QSM, χCOSMOS, and R
∗
2 maps. Deep gray matter
is known to have increased magnetic susceptibility and apparent transverse
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relaxation rate (Deitsung et al, and others) and thus a threshold of 40 and
0.05 was used to these two parameters for its segmentation. ϑi,f is the angle
of ﬁbre direction in respect to the static magnetic ﬁeld for a given orientation
i. The index f refers to the number of WM ﬁbre populations within each
pixel. When the Lorentzian correction was applied to the primary ﬁbre orien-
tation only, F=1, the method outputs an isotropic susceptibility χ1ISO and a
susceptibility of the inclusions associated with the primary ﬁbre orientation,
PF, χ1LC,1. When a secondary ﬁbre orientation was used, F=2, additionally
to χ2LC,1 (associated with the PF orientation) a third susceptibility map is
reconstructed associated with the secondary ﬁbre orientation χ2LC,2.
8.3 Results
The isotropic susceptibility components as well as the components from the
Lorentzian correction are shown for the COSMOS method in Fig. 8.1 (a),
for LC with only the primary ﬁber orientation (F=1) in Fig. 8.1 (b, c) and
for LC with both the primary and secondary ﬁber orientation (F=2) in Fig.
8.1 (d, e, f). In the cortical gray matter as well as the caudate nucleus the
isotropic susceptibility for the three methods were similar. The visible con-
trast in the χISO maps of white matter tracts, like fmj, on the COSMOS
method was decreased when correction of the PF was applied.
It is important to note that χ1LC,1 has the same polarity throughout most
white matter regions. This is to be expected given that it should represent
the diamagnetic magnetic susceptibility associated with myelin while, when
more than one Lorentzian correction is used, does not happen particularly
for χ2LC,2 (which is less physically meaningful and should be attributed to
inversion instability).
While introducing the Lorentzian correction reduced theWM contrast present
on the isotropic susceptibility component (note for example the contrast be-
tween the optic radiation and neighbouring ﬁbres as pointed out by the white
arrow in Figure 8.1c,e) and in the process the residual maps associated with
these diﬀerent head positions, given by ‖FISO(χfISO)− FLC(χfLC,f , ϑi,f )‖22, is
also less structured as L is increased from 0 to 2. While the magnetic suscepti-
bility in white matter changes with the introduction of the Lorentzian correc-
tions, the correlation of the measured QSM inside deep GM regions remains
high after 1 LC (corrf=0,f=1 = 0.97, r
2
f=0,f=1 = 0.91) and decreases when
the second LC correction is applied (corrf=0,f=2 = 0.91, r
2
f=0,f=2 = 0.80) as
shown in Fig. 8.2 a and b, respectively.
When looking at mean properties of diﬀerent white matter ﬁbre bundles
across subjects it is interesting to note that there is a systematic decrease
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Figure 8.1: Representative susceptibility maps calculated for one subject
using the three proposed methods. Isotropic susceptibility components are
highlighted by red dotted frame, all reconstructed susceptibility components
from each method are black framed. Methods: (a) COSMOS, (b,c) COS-
MOS with one Lorentzian Correction and (d-f) COSMOS with 2 Lorentzian
corrections. A diamond ended black arrow in (a,b,d) highlights the caudate
and the white arrow (c,e,f) highlights the contrast between optic radiation
and surrounding white matter.
of χISO for all WM ﬁbres with the increase degree of Lorentzian correction,
Figure 8.3 (a,b,d). Results were systematically reproducible between left
and right hemisphere (dark and light gray bars). As for the primary ﬁbre
components, the introduction of the Lorentzian correction signiﬁcantly dif-
ferentiated the cortico-spinal tract and cingulum from the forceps major and
minor. The attempt to characterize a secondary ﬁbre orientation in this ma-
jor ﬁbre tracts had little eﬀect on the estimated primary components created
estimations of strong paramagnetic values for the susceptibility of myelin in,
for example, the cortical spinal tract.
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Figure 8.2: Shows the correlation in the deep GM between the isotropic
component when no correction is applied χ0ISO (similar to COSMOS) and
applied to (a) χ1ISO, only primary ﬁbre: corrf=0,f=1 = 0.97, r
2
f=0,f=1 = 0.91
and (b) χ2ISO, primary and secondary ﬁbre corrf=0,f=2 = 0.91, r
2
f=0,f=2 =
0.80.
Figure 8.3: Shows mean value across all subjects inside selected WM ﬁbers
for both hemispheres (dark gray -right, light gray - left) of reconstructed
susceptibility components (black framed) when (a) no, (b,c) only on primary
and (d-f) on primary and secondary ﬁbre orientation the Lorentzian correc-
tions were used. The WM ﬁbers are (cst - corticospinal tract, cg - cingulum,
ilf - inferior longitudinal fasciculus, fmj - forceps major, fmi - forceps minor).
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8.4 Discussion
In regions where highly structured and strong compartmentalization of wa-
ter exists, the standard Lorentzian sphere assumption used when measuring
local magnetic ﬁelds with NMR does not hold. In such cases (such as white
matter) a Lorentzian correction which takes into account the angular depen-
dence of microstructural compartmentalization in respect to the main static
magnetic ﬁeld has to be used [86]. While that has been long proposed, this
is, to the best of our knowledge, its ﬁrst implementation in the context of
susceptibility mapping.
The use of one Lorentzian correction did not impact on the susceptibility
values of deep gray matter structures, meaning that in studies where sus-
ceptibility maps are used to estimate iron deposition in such brain regions,
the use of this correction is unnecessary. Yet, if using susceptibility maps to
characterize the evolution of magnetic susceptibility in white matter [202],
it is important to take the interpretation of the obtained values with care
as they will be dependent both on the orientation of the local and neigh-
bouring white matter [83]. Furthermore, adding the Lorentzian correction
term, potentially allows separating the problem from susceptibility of the
myelinated axons (χLC) from the un-compartmentalized and isotropic sus-
ceptibility (χISO) which could be a new biomarker.
While method proved to be robust to noise when considering the (unrealistic)
assumption of only one ﬁbre population per voxel, the addition of a secondary
ﬁbre population create less meaningful maps of white matter susceptibility
(with large changes of the polarity of its susceptibility) suggesting that the
problem is then ill-posed. It is interesting to note that some of the largest
susceptibility for the secondary ﬁbre population were found in a region where
one ﬁbre orientation is clearly dominant (cortico spinal tract, optic radiation
and forceps major) and secondary ﬁbres are either in low percentage or have
similar orientation. The induced noise artefacts when the secondary diﬀusion
orientation is applied, could be improved by creating a diﬀerent white matter
mask for each of the Lorentzian Corrections. The white matter mask for the
second ﬁbre orientation would only allow the second term if this population
is signiﬁcant and its orientation is diﬀerent from the primary population by
more than a given threshold.
There are three main potential sources of errors in this methodology: the cal-
culation of the angle maps, the number of measurements achievable within
one scanning session and the amplitude of the rotation the subjects can
achieve within a 32 channel coil setup. The estimation of the angle maps
is crucial for calculation of the two susceptibility components; the compo-
nent associated with isotropic susceptibility and the component related to
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the compartmentalization of susceptibility. In order to retrieve the angular
distribution of white matter ﬁbres ﬁtting models are applied to the measured
diﬀusion signal. To ensure the high accuracy we have used a large number of
orientations (138) positioned along one single hemisphere. In the framework
of the “HARDI reconstruction challenge 2012” [228] compared 20 algorithms
(including the DTI method from FSL toolbox) for local intra-voxel ﬁbre
structure recovery from diﬀusion data. The analysed reconstruction quality
involved among others the angular accuracy as well the number of ﬁbre pop-
ulations present in each voxel. None of the analysed methods has been found
to outperform the others in every studied experimental conditions. However,
the selection of a method with the highest angular accuracy, like the ones
based on the SPARSE-like approach could improve the calculated angle maps
(see [228] for detailed list of available methods)).
The acquisition protocol used was based on the scanner manufacturer gradi-
ent echo sequence in which the parallel imaging acceleration without signif-
icant losses of SNR due to g-factor noise was limited to 4. Recent sequence
developments exploiting the use of more SNR eﬃcient segmented 3D EPI
or the Wave Caipi [229] allow signiﬁcant acceleration of these measurements
which would allow the acquisition of more orientations per subject. Also, it
has been shown that dynamic shimming compensating respiration frequency
oﬀsets can signiﬁcantly improve the quality of the data used for QSM. Yet,
the biggest limitation of the Lorentzian correction methodology was the an-
gular range existing for each ﬁbre. Despite the use of young, ﬂexible sub-
jects with preferably small heads, was the relatively small rotations could be
achieved while lying inside a scanner, which meant that the achieved angle
distribution of the ﬁbres, depending on their initial orientation was restricted
to < 30◦. This limitation might only be truly overcome in ex-vivo studies of
small samples where the whole orientation range can be tested.
8.5 Conclusion
Although the isotropic susceptibility component changed with the number
of applied corrections in white matter, the correlation between the original
method and the Lorentzian correction in deep gray matter structures re-
mained high. By introducing the Lorentzian correction for the main ﬁbre
orientation, physically meaningful susceptibility maps were obtained with
improved contrast between known ﬁbre bundles. The susceptibility values
showed a good coherence in the studied white matter ﬁbres between the left
and right hemisphere. While it is known that various ﬁbre populations exist
in each pixel, trying to ﬁt more than one population on our data and with
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Chapter 9
Conclusion and Outlook
9.1 Conclusion
The work presented in this theses investigates the study of underlying struc-
ture of the brain using quantitative methods with a special emphasis on
quantitative susceptibility mapping. Diﬀerent brain structures have diﬀerent
microstructural properties and therefore diﬀerent quantitative methods are
compared and combined.
In order to use quantitative susceptibility mapping (QSM) a data acquisition
and processing procedure is implemented based on a multi-echo gradient echo
sequence. The multiple coil data using all echoes was merged to achieve a
maximal available signal to noise ratio of the combination while preventing
phase singularities. At the 7T MRI scanner high spatial resolution protocols
were designed to look at anatomical infrmation. At 3T a fast acquisition un-
der 3 minutes scan time was designed to ensure a maximisation of the number
of angles used and also matched to the acquired diﬀusion weighted acquisi-
tion. The standard processes used to remove the background ﬁeld generated
from air tissue interfaces from the local ﬁeld induced by susceptibility sources
limits the QSM to inner brain regions and hence deletes cortex regions close
to the cerebrospinal ﬂuid (CSF). Therefore a background removal method
is implemented which preserves these brain regions and contains the most
anatomically valid information.
Within the framework of the thesis a new QSM method is presented, the
modulated closed form (MCF), with extremely fast computational time.
The eﬀects of the diﬀerent regularization parameters and introduced prior
knowledge was systematically analysed in diﬀerent methods. Comparable re-
sults for deep gray matter and the highest correlation to the state-of-the-art
method (COSMOS) was found for the proposed MCF method. Furthermore,
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this method provides good reconstruction results for a wide range of chosen
parameters.
QSM and R∗2 calculated from the same dataset are able to distinguish the
deep gray matter structures with a similar quality. When analysing myelin
related contrast the susceptibility maps show a higher sensitivity in the white
matter - gray matter structures as well as early stage multiple sclerosis le-
sions.
Deeper insights into the human cortex are tried to be taken by the combina-
tion of three diﬀerent quantitative contrasts: R1, R
∗
2 and susceptibility. The
obtained cortical maps show an enhancement in the primary sensory cortex
which is known to be highly myelinated. The contrasts based on the relax-
ation rates, R1 and R
∗
2, show a monotonically decrease from the white matter
to the CSF reﬂecting the underlying iron and myelin decrease. The behaviour
of the susceptibility is more complex because the iron and myelin content in-
troduce an opposing sensitivity. The combination of the three quantitative
contrasts enabled the calculation of myelin content and iron maps.
The white matter consists of myelin sheath wrapped around the axons and
due to their microstructural lipid organization inﬂuences to R∗2, R2 and ﬁeld
maps. The orientation dependent and independent components are studied
in main ﬁbres such as forceps major and minor and cortical spinal tract for
the R∗2, R2. The anisotropic component associated with susceptibility is sim-
ilar for the relaxation rates whereas the isotropic component of R∗2 shows a
higher variability. For the QSM the anisotropy of myelin susceptibility is mi-
nor compared to its compartmentalization eﬀect. As the assumptions made
are not true in white matter, a new QSM method is proposed which includes
the Lorentzian correction. The resulting deep gray matter structure remained
similar to the state-of-the-art method when comparing the isotropic compo-
nent but calculates physically meaningful susceptibility maps with improved
contrast between known ﬁbre bundles.
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9.2 Future Work
Algorithmic improvements
The implemented background removal method preserves brain regions in
the human cortex close to the CSF. This perpetuation of anatomical infor-
mation comes at the expense of long computation times compared to other
background removal methods. To speed up the minimization, an initial guess
of the resulting ﬁeld map could be implemented. This information could be
based on the background removal method ReSharp, as it provides similar
results for regions inside the brain.
The newly presented modulated closed form solution is extremely fast and
oﬀers good QSM reconstruction with similar quality for a wide range of pa-
rameters. An implementation of an iterative search algorithm of the optimal
susceptibility reconstruction based on the L-curve minimum could further
improve the results of this method. The best parameter set is considered on
the L-curve point with the largest curvature. This would enable the optimal
regularization parameter implementation. The extremely fast computational
time, of few seconds, allows an iterative minimization implementation with-
out signiﬁcant time loss.
Veriﬁcation
QSM has been shown to linearly correlate with the iron deposition in
the deep gray matter structures. However, in white matter the measured
ﬁeld map is not only bulk magnetization, but also microstructural orienta-
tion dependent. A multiple orientation method based on COSMOS, which
takes the Lorentzian correction into account was proposed. The interpreta-
tion of the results for the three diﬀerent contrasts R∗2, R2 and QSM on the
microstructure level is not straight forward. Therefore the measurement of
ex-vivo tissue samples and its histological evaluation could enable deeper in-
sights into the origin of the measured components for diﬀerent white matter
ﬁbres.
Furthermore, the measurement of a broader range of ﬁbre angles in respect
to the magnetic ﬁeld would allow the calculation of the full angle distribution
from 0 to π/2 and would hence give a robust assessment of the orientation
dependence of R∗2 and R2.
Standardization
Nowadays many methods are available for each processing step of the
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QSM calculation: the phase unwrapping, background removal and QSM re-
construction. Each of the diﬀerent methods has its advantages and disadvan-
tages and the implementation depends on the availability of these methods
and the facility infrastructure. Also diﬀerent vendors and sequence parame-
ters are used for data acquisition.
In order to rely on the quantitative nature of QSM, the inﬂuence of this huge
initial variability needs to be systematically evaluated and each variability
needs to be assessed: inter- and intrasubject, intra- and interfacility, and
diﬀerent processing methods. After the evaluation of the variability and the
diﬀerences a standard QSM calculation method could be postulated.
Applications of QSM
In order to use QSM as a clinical application, QSM needs to be evaluated
in respect to disease diagnosis or even prognosis. The correlations found
should be, if possible, analysed in correlation with its histology to proof the
evidence.
When studying the human cortex with the aid of a motion correction proto-
col, ultra-high resolution of isotropic 0.3 mm was achieved for the R1 maps,
enabling the delineation of smaller Brodmann regions. Besides, more points
can be achieved when analysing the transition of the diﬀerent contrasts from
the inner to the outer layer.
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