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Introduction
In the prevailing swiftly changing global business environment, process and manufacturing industries are facing different challenges regarding product reliabilities, production costs, on-time availabilities of raw material, procurement times, etc. About 70% of the average product cost is incurred in the purchase of raw materials [1] . If companies fail to develop competitive products due to higher raw material costs, they may face serious issues regarding customer satisfaction and financial stability. The timely availability of raw materials is an additional major challenge. In the current
Methodologies Used
Depending upon the criteria of influence and nature of the SI problems, different multi-criteria decision-making techniques and other optimization and analytical techniques were used by different authors for the evaluation of suppliers. Multi-criteria techniques are widely used in decision making [21] . Some of the most recently used methodologies are mentioned here as examples. A correlation and regression analysis for supplier development has been implemented for a four-phase analytic hierarchy process with quality function deployment (AHP-QDF) based multiple-criteria decision analysis (MCDM) approach [22, 23] . The authors in [15] applied a supplier development program with a gray-AHP algorithm. A model for supplier development using the partial least square structural equation model (PLS SEM) was developed in [24] . The authors in [25] recommended that the selection of suppliers for SI be done through some non-traditional multi-objective optimizations. A Bayesian information criteria (BIC) approach was evaluated in [26] .
Background of ABC
In the present research, a modified artificial bee colony (ABC) algorithm, i.e., the archived ABC (AABC) is used to evaluate the developed framework for SI. The ABC technique is one of the latest and fastest processing algorithms for solving multi-objective problems. In [27] , the ABC algorithm was introduced for the first time. It simulates the foraging swarm behavior of honey bees uses very few control parameters, and shows fast and efficient results. The researchers in [28] demonstrated that, for multimodal or multivariable problems, the ABC approach produces better results than other algorithms. Reasons for using the ABC algorithm in this study include its swift processing and optimized results. A number of the studies that offered a comparison of ABC with other multi-objective algorithms are compiled in Table 1 to further justify its use.
The rapid development of technology and economy has increased the consumption and waste of electronic products. Recycling and recycling valuable and hazardous parts of used electronic products can effectively save resources while reducing environmental pollution and promote coordinated development of economy and environment. As one of the most critical aspects of the recycling process, its efficiency directly affects the cost of remanufacturing [29] , thus, the disassembly line balance problem (DLBP) has gradually received attention. Gupta et al. [30] proposed DLBP, and the establishment of a simple mathematical model for the DLBP. Subsequently, precise mathematical methods and meta-heuristic algorithms were mainly used to optimize DLBP literature. The authors in [31] [32] [33] [34] proposed a method using traditional mathematical programming based on different strategies. The method solves DLBP, which has the advantage of high precision; however, DLBP is a complete None Polynomial (NP) problem [35] . Accurate mathematical methods are not suitable for solving large-scale DLBP. Therefore, Mcgovern et al. [36] proposed an applied genetic algorithm to optimize DLBP with the goal of minimizing the number of workstations and load balancing. Prakash [37] proposed a scheme based on the constraint of the simulated annealing algorithm to determine the order of removal to minimize product inventory levels based on Pareto theory. The researchers in [38, 39] proposed schemes through a bacterial foraging algorithm ant sColony algorithm Solving multi-objective DLBP. Li Ming et al. [40] established a multi-objective U-shaped DLBP model based on lean production and solved it by using an artificial bee colony algorithm. Considering the uncertainty of disassembly time, Kalayci et al. [41] introduced triangular fuzzy membership degree 1.
The above research on DLBP only considers the constraint relationship between tasks. In fact, there may be mutual interference between the two tasks without the constraint relationship. The task disassembly time is uncertain due to the different disassembly sequence, which ultimately affects the disassembly line balance. This type of problem is defined as a sequential dependency problem, first proposed by Scholl et al. [42] in the assembly line balance problem (ALBP), and a sequential dependent assembly line balance problem model (SDALBP) was constructed. Greedy random adaptive search method [43] and hybrid genetic algorithms [44] were used to solve single-objective SDALBP. Considering the minimum number of stations, minimum total assembly cost, and smoothing index, Hamta et al. [45] proposed combining particle swarms with variable neighborhood search algorithms to solve the multi-objective SDALBP. For multi-product mixed-flow assembly on parallel assembly lines, Akpinar et al. [46] established a parallel hybrid SDALBP mathematical model and proposed a hybrid ant colony-genetic algorithm. Similar to the assembly line, there is also a sequential dependency problem in the product disassembly process. The authors in [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] identified this type of problem in DLBP, and constructed to minimize the number of workstations, workstation equilibrium idle time, remove hazardous materials, and then identified the high demand for spare parts-dependent DLBP multi-objective mathematical model for the order . The hybrid genetic algorithm, tabu algorithm, variable neighborhood algorithm, and artificial bee colony algorithm have been used to solve the model. At present, there are few studies on sequential dependent DLBP, and the mathematical model of solving the problem is not considered the total disassembly time of the product task. In order to balance the idle time of the workstation during the disassembly process, the priority of the task with long interference time is selected, resulting in an increase in the total disassembly time of the product, and an increase in the workload of the operator and the machine. In addition, the authors in [49] discussed that, in the balance problem model (SDDLBP), minimized the number of workstation through the objective function equalization workstation idle time. The next section presents the developed archived ABC-based framework. A data-specific solution of the developed models as well as results and discussions are provided in Section 5, which is followed by the concluding section.
Proposed Framework
In this section, the developed ABC-based framework for SI is presented. The structure of the developed model consists of three layers, which are associated with the manager's opinions, analysis of supplier capabilities against requirements, and the final decision making, in which selection is based on optimization through ABC. The three layers of the proposed SI model are described in the following sections and are shown in Figure 1 
Layer 1: Manager Opinions
The first layer of our model defines the industry requirements or the criteria that affect supplier selection decision, as suggested by the executive management in the industry or the experts from the field of SCM (supply chain management). Different factors are suggested by different managers and have diverse levels of importance. These factors serve as objectives in optimization modeling. The rating of these factors helps to achieve the optimum performance of the objective values. Basically, this layer rates each factor for use in the metaheuristic algorithms in the third layer. The rating of any factor x by the i th manger is represented as x i , for N opinions, where i = 1, . . . , N.
Layer 2: Supplier Capabilities
The second layer of this SI framework is the problem seeking layer, which helps an industry define its requirements for supplier development. After obtaining the important opinions (requirements) from managers in the second layer, historical data were collected from the enterprise. These historical data consisted of the values of requirements/factors of different suppliers and constraints for integration with the suppliers. Objectives and constraints defined by the company were used as model inputs in the proper equations for mathematical optimization. Essentially, this layer helped to adjust all the requirements of the enterprise. The capabilities of each supplier were drawn against the requirements suggested by the experts. Each capability of the supplier was assigned a specific value based on the past performance of that specific supplier; this value was then used in the metaheuristic algorithm to find the most appropriate and best-suited supplier. Factors were treated as multi-objectives in this study, and they were treated in to two groups depending upon their nature. There were two main sets, i.e., maximization of desirable factors and minimization of undesirable factors. For maximization: After obtaining the important opinions (requirements) from managers in the second layer, historical data were collected from the enterprise. These historical data consisted of the values of requirements/factors of different suppliers and constraints for integration with the suppliers. Objectives and constraints defined by the company were used as model inputs in the proper equations for mathematical optimization. Essentially, this layer helped to adjust all the requirements of the enterprise. The capabilities of each supplier were drawn against the requirements suggested by the experts. Each capability of the supplier was assigned a specific value based on the past performance of that specific supplier; this value was then used in the metaheuristic algorithm to find the most appropriate and best-suited supplier. Factors were treated as multi-objectives in this study, and they were treated in to two groups depending upon their nature. There were two main sets, i.e., maximization of desirable factors and minimization of undesirable factors. For maximization:
where c is the capacity of the supplier, X is the desirable factor value for that supplier, w is the weight of the factor used, r ris the upper limit of that factor, and r is the lower limit of that factor. Similarly, fo minimization, Equation (2) is used:
where, c is the capacity of the supplier, X is the factor value for that supplier, w is the weight of the factor used, r is the upper limit of that factor, and r is the lower limit of that factor. However, we may convert the minimization function to a maximization function using Equation (3) . The combined objective function is represented by Equation (4) . In which A is availability of the supply from suppliers, D is the demand of the firm, while s represents the number of suppliers to be ranked and S is the required number of suppliers by the firm to integrate:
Layer 3: Multi Objective Optimization
On the bases of these opinions (requirements/ suggestions/ factors) in the second layer, the past performance data of suppliers were collected, and an analysis was performed using the optimization algorithm in the third layer. This layer analyzed the capabilities of all the given suppliers against all requirements suggested by the managers. The past data of suppliers, i.e., values against factors from layer 2, were used to identify the most appropriate supplier. To make this framework more flexible, a change in objectives was allowed, such that any firm may change the objective according to its need. A combined objective function was formulated to evaluate the suppliers. Therefore, all the factors were used in this combined objective function. All vendors were evaluated individually on the basis of this objective function. Basically, the effectiveness of each supplier was assessed with respect to all these objectives. Metaheuristic algorithms used these values to output priority based on the best-suited suppliers, considering all objective values and constraints. The process began with initialization using Equation (5). This essentially acts like a worker bee that produces a change in position (solution) in memory depending on local information (visual information) and tests the amount of nectar (value) of the new source of fitness (new solution):
Initially, random solutions were generated from the given data. These solutions were further used to determine the most appropriate solution. After the generation of initial random solutions, the probability of each solution was calculated to indicate the optimal solutions. Then, a probability check was performed using a probabilistic equation, i.e., Equation (6) . This process acts like an onlooker bee, evaluating the information of nectar of all working bees and choosing a food source with a probability of a high quantity of nectar, where SN is the n th solution:
Solutions in the previous steps were stored, and the more random solutions were generated as fitness values in the neighborhood of the optimum of the initially generated random values. This process helped to optimize the final solutions. After this probability check, random solutions are again generated using Equation (7):
where v ij is the new solution, and x ij is the old or previous solution. After finally using the objective function, each supplier was evaluated. After the random search and probability check, we used our constraints and objective function to obtain our final solution. The last step essentially followed the case of the scout bee, which produces a change in position in its memory and checks for an even greater quantity of nectar. With identification of a new maximum, this bee stores the new position and forgets the previous.
In the developed framework, any enterprise can be used as a case study or problem, and unique data are then taken from that enterprise.
Data-Specific Solutions of the Framework
In this section, the previously modeled framework is implemented with a real-world problem of an actual manufacturing SME in Pakistan. The company's manufacturing facility, situated near the city of Sialkot, produces different types of sports equipment including footballs, gloves, shin pads, etc. Production of these items solely depends upon a variety of raw materials supplied by different vendors, thus requiring long-term sustainable business relationships. The company is currently working with 10 different suppliers. The top management of the company wants a methodical prioritization of these suppliers based on their compatibility with the current and future production needs of the company so that it may shortlist some of these companies for long-term integration. Therefore, the problem lies within the domain of multi-objective optimization, which is the central methodology of our presented framework.
The first step of our framework is exploration and prioritization of all the factors, which can affect the SI decision. During the factor-prioritization phase of this study, a total of 400 questionnaires were distributed among the top management experts of 30 different SMEs of Pakistan. Out of these distributed questionnaires, 242 were returned to the authors. The questionnaires contained a rating scale for each of the factors with a range of 1 to 5, taking '1 as the least significant and '5 as the most significant. An average (arithmetic mean) was then calculated to assign absolute weights for all the factors. The factors Quality, Delivery, Costs, and Technical capability were computed as the most crucial, having weights of 4.78, 4.51, 4.33, and 4.24, respectively. As a next step, the performance of the selected suppliers was evaluated based on their previous performance with respect to the screened out factors.
This performance data was then utilized to implement the developed algorithm for further analysis. The past performance or historical data of the ten suppliers currently in business relations with the company are compiled in Table 2 . These data are related to the past two-year performance of these 10 main vendors where the ranges for all factors are expressed as percentages. The approximate demand of the company is about 200 units per month. The capacity of each supplier to meet this monthly demand is also presented. The company wants to select a maximum of four suppliers for long-term business integration. The ranges of the factors are given in Table 3 . The data-specific problem was solved using the proposed AABC algorithm. The results were further validated using basic ABC algorithm and particle swarm optimization (PSO) algorithm. The results obtained from the simulation are presented in the next section. The proposed AABC algorithm is shown in Figure 2 . 
Results and Discussion
In this section, the results obtained from the simulation of metaheuristic algorithms, proposed in the third layer of our SI framework, are discussed for different scenarios. We used MATLAB (MIT, R2017b, Natick, MA, USA) for performing the experiments. The simulation parameters used in the entire experimentation process are shown in Table 4 . 
In this section, the results obtained from the simulation of metaheuristic algorithms, proposed in the third layer of our SI framework, are discussed for different scenarios. We used MATLAB (MIT, R2017b, Natick, MA, USA) for performing the experiments. The simulation parameters used in the entire experimentation process are shown in Table 4 . Since Quality has the maximum weight and importance, followed by Delivery and Costs, the suppliers stronger in these three factors secured the top positions in the priority list generated by the simulations of the algorithms. The results show that suppliers 10, 3, and 2 were the most suitable and meet the demands of the company; therefore, they are optimum alternatives. On the contrary, suppliers 1, 7, and 5 were computed to be the least suitable options as they achieved lower scores from the ABC simulation for the above-mentioned critical factors. The results clearly showed that the best-suited algorithm for this problem is the AABC algorithm.
It achieved quick convergence towards the optimal value in 35 th cycle with an objective function value of 65,000. However, to ensure avoidance of not getting trapped in local optima, 60 cycles were run. Following the AABC algorithm, the original ABC approach demonstrated good results and achieved near-optimal solution in a short period of time; to be more specific, 650,000 in 45 th cycle and remained steady until termination. Finally, the PSO algorithm did not effectively achieve an optimum solution on this SI problem, and its performance was slower than those of the AABC and the original ABC algorithm, as it only attained its maximum objective value at its 50 th cycle, which is far less than the one achieved by AABC. Results obtained from the AABC, ABC, and PSO approaches are plotted in Figure 3 .
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Since Quality has the maximum weight and importance, followed by Delivery and Costs, the suppliers stronger in these three factors secured the top positions in the priority list generated by the simulations of the algorithms. The results show that suppliers 10, 3, and 2 were the most suitable and meet the demands of the company; therefore, they are optimum alternatives. On the contrary, suppliers 1, 7, and 5 were computed to be the least suitable options as they achieved lower scores from the ABC simulation for the above-mentioned critical factors. The results clearly showed that the best-suited algorithm for this problem is the AABC algorithm.
It achieved quick convergence towards the optimal value in 35 th cycle with an objective function value of 65,000. However, to ensure avoidance of not getting trapped in local optima, 60 cycles were run. Following the AABC algorithm, the original ABC approach demonstrated good results and achieved near-optimal solution in a short period of time; to be more specific, 650000 in 45 th cycle and remained steady until termination. Finally, the PSO algorithm did not effectively achieve an optimum solution on this SI problem, and its performance was slower than those of the AABC and the original ABC algorithm, as it only attained its maximum objective value at its 50 th cycle, which is far less than the one achieved by AABC. Results obtained from the AABC, ABC, and PSO approaches are plotted in Figure 3 . Analysis of Variance (ANOVA) was conducted on 60 separate runs of each algorithm: ABC, AABC, and PSO to validate it statistically. In Table 5 , results from ANOVA are presented, and this test proves to be significant, as the p value is less than 0.05, which depicts that performance of the three algorithms differs. To further explore that which algorithm differed significantly, a Tukey post hoc test was conducted as shown in Figure 4 . The Tukey test showed that ABC-PSO and AABC-PSO varied significantly, while AABC was in good agreement. However, the Box plot shown in Figure 5 was inculcated to further validate the better performance of AABC statistically, distinguishing it from ABC through better performance. Figure 5 , depicts the visual summarization of the data acquired from the result of the three algorithms deployed in the current research. It is clear from Figure 5 that the median of PSO is the lowest and ABC has more data points between interquartile. While AABC achieves optimized value although with a somehow larger data spread, it would still be based on the Analysis of Variance (ANOVA) was conducted on 60 separate runs of each algorithm: ABC, AABC, and PSO to validate it statistically. In Table 5 , results from ANOVA are presented, and this test proves to be significant, as the p value is less than 0.05, which depicts that performance of the three algorithms differs. To further explore that which algorithm differed significantly, a Tukey post hoc test was conducted as shown in Figure 4 . The Tukey test showed that ABC-PSO and AABC-PSO varied significantly, while AABC was in good agreement. However, the Box plot shown in Figure 5 was inculcated to further validate the better performance of AABC statistically, distinguishing it from ABC through better performance. Figure 5 , depicts the visual summarization of the data acquired from the result of the three algorithms deployed in the current research. It is clear from Figure 5 that the median of PSO is the lowest and ABC has more data points between interquartile. While AABC achieves optimized value although with a somehow larger data spread, it would still be based on the decision maker to achieve the best optimized result or have a reduced data spread with sub-optimal result. A sensitivity analysis was performed by varying the importance levels of the factors to access the responses of implemented algorithms. Thus, different hypothetical scenarios were generated while varying the requirements of the company. This analysis helps us to observe the impact of changing inputs on the final decision. The scenarios are presented in Figure 6 . Scenario 1 (Quality): in this hypothetical scenario, quality is set to the maximum importance and weight by minimizing other factors. Quality represents the standard of the raw material provided by different suppliers. This scenario shows that supplier number 2, 3, and 10 are the best at meeting the demand of company for quality at a 95% level. These suppliers produce better raw material compared with the others and also meet the constraints defined by the company.
Scenario 2 (Cost): high cost is an undesirable factor and should be minimized from the company's business point of view. Suppliers with minimum cost, if they meet the other limitation constraints, should be preferred over the others. When the cost is assigned the highest level of importance, supplier number 3, supplier number 6, and supplier number 9 are the optimal alternatives.
Other Scenarios: similarly, scenarios for all the eight factors were run one by one and the results are represented in Figure 6 . In each case, the factor considered as most crucial is highlighted in the box, whereas the three best suppliers against this factor, as computed by the ABC simulation, are shown in the decision box.
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Other Scenarios: similarly, scenarios for all the eight factors were run one by one and the results are represented in Figure 6 . In each case, the factor considered as most crucial is highlighted in the box, whereas the three best suppliers against this factor, as computed by the ABC simulation, are shown in the decision box. 
Sensitivity Analysis

Conclusions
This paper proposes a framework that is composed of an archived artificial bee colony algorithm, based on multi-objective optimization. The factors affecting these supplier selection decisions were screened from the relevant literature under the guidance of industry experts to ensure suitability with respect to the current environment of the selected country. Implementation of a developed AABC-based SI framework provided highly meaningful and beneficial results for the concerned SME, since it is based on simulation of scientifically accepted optimization techniques. This study concludes that, when choosing alternatives for integration, experts of the selected SME in Pakistan gave the highest preference to factors such as quality, delivery, and costs. In contrast, they were not very concerned about the financial positions of the suppliers or their previous relationships. In light of these assigned priorities and based on the factual quantitative data of the 10 suppliers, the simulation showed that the alternatives stronger in these key factors can be declared the best, despite that they are often weak with respect to other factors, such as financial position. A detailed and in-depth evaluation of suppliers was provided by the sensitivity analysis, which presented a more rigorous authentication and elaboration of the results. The presented framework is the first of its kind for the SMEs of Pakistan and can be applied with little modification to other industries.
