Magnetotactic bacteria is a kind of polyphyletic group of prokaryotes with the characteristics of magnetotaxis that make them orient and swim along geomagnetic field lines. A magnetotactic bacteria optimization algorithm(MBOA) inspired by the characteristics of magnetotactic bacteria is researched in the paper. Experiment results show that the MBOA is effective in function optimization problems and has good and competitive performance compared with the other classical optimization algorithms.
Introduction
Learning from life system, people have developed many nature inspired computing(NIC) methods to solve complicated optimization computation problems in recent decades. There has been a considerable attention paid for employing algorithms inspired from natural processes and/or events in order to solve optimization problems. For example, genetic algorithms(GAs) which was first introduced by Holland are now a standard optimization tool in engineering. Since 1980s, more and more NIC algorithms were developed following GAs, including Ant Colony Optimization(ACO) [1] and Particle Swarm Optimization(PSO) [2] , Immune Algorithm(IA) [3] , Artificial Bee Colony(ABC) [4] , Bacterial Chemotaxis Algorithm [5] , Biogeography based Optimization [6] and so on.
Since many studies were carried out with inspirations from ecological phenomena for developing optimization techniques, we still pay attention to find new inspiration source. 'No free lunch theorem' had told us that there is no universal algorithm which can be better over all possible problems. So it is necessary for us to develop new algorithms for problem solving. Tayarani proposed a magnetic optimization algorithm which is based on the principle of particles' interaction in magnetic optimization [7] . In nature, there is a kind of polyphyletic group of prokaryotes that can orient and swim along magnetic field lines. They are called magnetotactic bacteria (MTBs) [8] . A striking property of MTBs is their ability to orient and propel themselves along geomagnetic field lines (magnetotaxis) in the earth magnetic field. Propelled by their flagella, the bacteria migrate in a net downward direction, following the declination of the field lines of the earth, toward oxygen-poor regions with advantages for survival.
In [9] , we have proposed a new algorithm called magnetotactic bacteria optimization algorithm (MBOA) inspired by the distinct behavior of MTBs. It had been tested on some standard benchmarks and compared with some optimization algorithms, and it shows good performance in solving some optimization problems of standard functions. In this paper, MBOA is researched in further.
The remainder of this paper is organized as follows: Section 2 describes the basic procedure of MBOA. In Section 3, experiments on 14 standard functions optimization and analysis are provided. Finally, the conclusions are drawn in Section 4 .
MBOA

Principles of MBOA
MTBs occur widely in natural sediments from both marine and freshwater habitats. They produce intracellular, membrane-bounded magnetite particles and synthesize a kind of magnetite colloids with enveloping membrane. It is called magnetosomes, which are typically arranged in the form of one or several chains and impart a permanent magnetic dipole moment to the bacterium [10] .
In magnetotactic bacteria, magnetosomes play important role in regulating the movement of MTBs. The magnetic field lines bend in some of the magnetosomes to minimize their magnetostatic energy [11] , whereas in others their direction differs slightly from that of the chain axis. In fact, the MTBs have evolved to be adaptive to the magnetic field. Based on the biology knowledge, we know that one kind of MTBs has multiple cells with chains of magnetosomes. Only those MTBs with magnetosomes in their cells which can make magnetic field lines bend in some of the magnetosomes to minimize their magnetostatic energy can survive in nature. Each magnetosome can produce moment [11] . The MTBs with multi-cell need to produce magnetosome moments with which can minimize their magnetostatic energy. We can consider such a process as an optimization one.
When the MBA runs to solve a problem, it corresponds to the process of producing magnetosomes to be adaptive to magnetic field. It needs to regulate the moments of each magnetosome, just like producing feasible solutions. MBOA obtains the optimal solution by regulating the moments of cells continually.
Consider a problem solving inspired by MTBs, the minimal magnetostatic energy is looked as optimal solution. The multiple cells are looked as feasible solutions. The magnetosomes in each cell can be looked as the features of a candidate solution. The moment of a magnetosome corresponds to feature value.
Procedures of MBOA
Considering a chain of magnetosomes as a cylinder of infinite length in a magnetic field B, its energy a E of the bacterial, moment can be estimated as follows.
where θ is the angle between M and B.
According to [9] , the interaction energy between two dipoles from different magnetosome chains in a MTB with multi cells is: The total procedure of MBOA is described as follows: The procedure of MBA is described as follows in detail:
Step 1: All of the moments of magnetosomes in cell population (for t=0) are initialized randomly between upper and lower limit of feature value.
In step 4: The i th magnetic field value i f is normalized as follows:
, n is the size of population.
The magnetic field of a cell is defined as [9] . (6) where λ and ρ are constant.
In step 8: we define the distance between two cells as:
Suppose that 
, where a is a distance threshold constant. In step 10, suppose that ) ,..., , (
is the i th moment of magnetosome of a cell. Assume the interaction energy E between two cells as Equation (9). 
In general, the generation number is set as the stopping condition. At last, find the optimal result and output the result.
Experiment Results and Analysis
Problem Definition
Global numerical optimization problems are frequently arisen in almost every field of engineering design, applied sciences, molecular biology and other scientific applications. Without loss of generality, the global minimization problem can be formalized as a pair
is a D-dimensional real value function.
The problem is to find a point
is the global minimum on S. More specifically, it is required to find an
where f does not need to be continuous but it must be bounded.
Parameter Settings
In all experiments in this section, all algorithms are the basic ones without any improvement. The values of the common parameters used in each algorithm such as population size and total evaluation number were chosen to be the same. Population size was 50 and the maximum evaluation number was 500 for all functions. The other specific parameters of algorithms are given below [12] :
GA Settings: Single point crossover operation with the rate of 0.8 was employed. Mutation rate was 0.01. Stochastic uniform sampling technique was our selection method.
DE Settings: F is a real constant which affects the differential variation between two solutions and set to 0.5 in our experiments. Value of crossover rate was chosen to be 0.9.
PSO Settings: Cognitive and social components are constants that can be used to change the weighting between personal and population experience, respectively. In our experiments cognitive and social components were both set to 1.8. Inertia weight, which determines how the previous velocity of the particle influences the velocity in the next iteration, was 0.6. 
Experiment Results
In order to characterize the type of problems for which the algorithm is suitable and test the performance of MBOA, we used 14 benchmark problems in order to comparison the performance of these algorithms. This set is large enough to include many different kinds of problems such as unimodal(U), multimodal(M), regular, irregular, separable(S), non-separable(N) and multidimensional. Initial range, formulation, the dimensions(D), parameters setting and characteristics(C) of these problems are listed in Table 1 . The minimal values of Easom and Dropwave are -1. The minimal value of all the other functions is 0. The formulations of benchmark functions are shown in Table 2 .
The compared results of the MAB with GA, PSO, DE on a large set of functions are listed in Table 3 and Table 4. Each of the experiments in this section was repeated 30 times with different random seeds and the mean best values produced by the algorithms have been recorded. In order to make comparison clear, the values below 12 
10
− are assumed to be 0. 
Because of space limit, we separate experiment results to two sets as shown in Table 3 and Table 4 As seen from Tables 3 and Tables 4 , there are 8 functions with 30 variables. MBOA outperforms all the other algorithms on 4(Quartic, Powell, Rotatedhyper, Rastrigin) and has the same performance on 1(Matyas) with GA, DE, PSO. It has the same performance on 5 ( Step, Sphere, Sumsquares, Schaffer, Griewank) with DE, PSO, GA has the worst performance on these functions. It is better than GA on Step, Sphere, Schaffer, Griewank, Easom, Schwefel1.2, but is worse than PSO, DE on Easom, Branin. It is better than GA, PSO on Zakhavov. And it has the same performance as DE on Dropwave. It is better than DE, PSO on Rastrigin and worse than GA. It is better than GA but worse than PSO, DE on Branin. In total, it is better than PSO on 6, GA on 12, DE on 5 of these 14 functions. So, MBOA has better performance than GA on these functions and is competitive with PSO, DE on these functions. In Figure 1 , the performance of convergence of the four algorithms on four functions is shown as examples.
The four functions have difference characteristics as shown in Table1. We can see that MBOA converges much faster than PSO, DE and GA.
Conclusions
In this paper, a new nature inspired computing methodMagnetotactic Bacteria Optimization Algorithm is researched. It adopts the principles of energy and moment of magnetosomes in magnetotactic bacteria to produce optimal solution for engineering problems. It has simple procedure and is easy to implement. The experimental results show that it is effective in solving optimization problems and is competitive with the compared classical algorithms PSO and DE. And it converges faster than PSO, DE and GA. It shows competitive performance with some classical algorithms, such as GA, DE, PSO. In future, it needs to be analyzed in theory and improved its performance for solving more complex problems.
