In this paper, we describe an algorithm that employs syntactic and statistical analysis to extract bilingual collocations from a parallel corpus. The preferred syntactic patterns are obtained from idioms and collocations in a machine-readable dictionary.
Introduction
Collocations like terminology tend to be lexicalized and have a somewhat more restricted meaning than the surface form suggested (Justeson and Katz 1995) .
Collocations are recurrent combinations of words that co-occur more often than chance. The words in a collocation may appear next to each other (rigid collocations) or otherwise (flexible/elastic collocations). On the other hand, collocations can be classified into lexical and grammatical collocations (Benson, Benson, Ilson, 1986) .
Lexical collocations are formed between content words, while the grammatical collocation has to do with a content word and function words or a syntactic structure.
Collocations are pervasive in all types of writing and can be found in phrases, chunks, proper names, idioms, and terminology. Collocations in one language are usually difficult to translate directly into another language word by word, therefore present a challenge for machine translation systems and second language learners alike.
Automatic extraction of monolingual and bilingual collocations are important for many applications, including natural language generation, word sense disambiguation, machine translation, lexicography, and cross language information retrieval. Hank and Church (1990) pointed out the usefulness of mutual information for identifying monolingual collocations in lexicography. Justeson and Katz (1995) proposed to identify technical terminology based on preferred linguistic patterns and discourse property of repetition. Among many general methods presented by Manning and Schutze (1999) , best results can be achieved by filtering based on both linguistic and statistical constraints. Smadja (1993) presented a method called EXTRACT, based on means variance of the distance between two collocates capable of computing elastic collocations. Kupiec (1993) proposed to extract bilingual noun phrases using statistical analysis of co-occurrence of phrases. Smadja, McKeown, and Hatzivassiloglou (1996) extended the EXTRACT approach to handling of bilingual collocation based mainly on the statistical measures of Dice coefficient. Dunning (1993) pointed out the weakness of mutual information and showed that log likelihood ratios are more effective in identifying monolingual collocations especially when the occurrence count is very low. Both Smadja and Kupiec used the statistical association between the whole of collocations in two languages without looking into the constituent words. For a collocation and its paraphrasing translation counterpart, that is reasonable. For instance, with the bilingual collocation ("擠破頭", "stop at nothing") in Example 1, it is not going to help looking into the statistical association between "stopping" and "擠" [ji] (sqeeze) (or "破" [bo, broken] and "頭" [tou, head] for that matter). However, with the bilingual collocation ("減薪", "pay cut") in Example 2, considering the statistical association between "pay" and "薪" [xin] (wage) as well as "cut" and "減" [jian, reduce] certainly makes sense. Moreover, we have more data to make statistical inference between words than phrases. Therefore, measuring the statistical association of collocations based on constituent words will help to cope with the data sparseness problem. We will be able to extract bilingual collocations with high reliability even when they appear together in aligned sentences only once or twice.
Example 1
They are stopping at nothing to get their kids into "star schools" 
Example 2
Not only haven't there been layoffs or pay cuts, the year-end bonus and the performance review bonuses will go out as usual . Since the collocations could be rigid or flexible in both languages, we can generally classify the match type of bilingual collocation into three types. In Example 1, ("擠破頭","stop at nothing") is a pair of rigid collocations, and ("把…送 進", "get … into") is a pair of elastic collocations. In Example 3 ,("走…的路線', "take the path of" ) gives the example for a pair of elastic and rigid collocations.
Example 3
Lin Ku-fang, a worker in ethnomusicology, worries too, but his way is not to take the path of revolutionizing Chinese music or making it more "symphonic"; rather, he goes directly into the tradition, looking into it for "good music" that has lasted undiminished for a hundred generations. In this paper, we describe an algorithm that employs syntactic and statistical analyses to extract rigid lexical bilingual collocations from a parallel corpus. Here, we focus on the bilingual collocations, which have some lexical correlation between them and are rigid in both languages. To cope with the data sparseness problem, we use the statistical association between two collocations as well as that between their constituent words. In Section 2, we describe how we obtain the preferred syntactic patterns from collocation and idioms in a machine-readable dictionary. Examples will be given to show how collocations matching the patterns are extracted and aligned for a given aligned sentence pairs in a parallel corpus. We experimented with an implementation of the proposed method for the Chinese-English parallel corpus of Sinorama Magazine with satisfactory results. We describe the experiments and evaluation in Section 3. The limitations and related issues will be taken up in Section 4. We conclude and give future directions in Section 5.
Extraction of Bilingual Collocations
In this chapter, we will describe how we obtain the bilingual collocation by using the preferred syntactic patterns and associative information. Consider a pair of aligned sentences in a parallel corpus such as Example 4 given below:
Example 4
The civil service rice bowl, about which people always said "you can't get filled up, but you won't starve to death either," is getting a new look with the economic downturn. Not only haven't there been layoffs or pay cuts, the year-end bonus and the performance review bonuses will go out as usual, drawing people to compete for their own "iron rice bowl." In Section 2.1, we will first show how that process is carried out for Example 4 under the proposed approach. The formal description will be given in Section 2.2.
An Example of Extracting Bilingual Collocations
To extract bilingual collocations, we first run part of speech tagger on both sentences.
For instance, for Example 4, we get the results of tagging in Example 4A and 4B.
In the tagged English sentence, we identify phrases that follow a syntactic pattern from a set of training data of collocations. For instance, "jj nn" is one of the preferred syntactic structures. So, "civil service," "economic downturn," and "own iron,"…etc are matched. See Table 1 for more details. For Example 4, the phrases in Example 4C and 4D are considered as potential candidates for collocations because they match at least two distinct collocations listed in LDOCE:
Example 4A
The/at civil/jj service/nn rice/nn bowl/nn ,/, about/in which/wdt people/nns always/rb said/vbd "/`` you/ppss can/md 't/* get/vb filled/vbn up/rp ,/, but/cc you/ppss will/md 't/* starve/vb to/in death/nn either/cc ,/rb "/'' is/bez getting/vbg a/at new/jj look/nn with/in the/at economic/jj downturn/nn ./. Not/nn only/rb have/hv 't/* there/rb been/ben layoffs/nns or/cc pay/vb cuts/nns ,/, the/at year/nn -/in end/nn bonus/nn and/cc the/at performance/nn review/nn bonuses/nn will/md go/vb out/rp 
Example 4C
"civil service," "rice bowl," "iron rice bow," "fill up," "economic downturn," "end bonus," "year -end bonus," "go ut," "performance review," "performance review bonus," "pay cut," "starve to death," "civil service rice," "service rice," "service rice bowl," "people always," "get fill," "people to compete," "layoff or pay," "new look," "draw people"
Example 4D
"吃不飽," "餓不死," "公家飯," "經濟景氣," "景氣低迷," "經 濟景氣低迷," "裁員," "減薪," "年終獎金," "考績獎金," "競 逐," "鐵飯碗."
Although "new look" and "draw people" are legitimate phrases, they more like "free combinations" than collocations. That reflects from their low log likelihood ratio values. For that, we proceed to see how tightly the two words in overlapping bigrams within a collocation associated with each other; we calculate the minimum of the log likelihood ratio values for all bigrams. With that, we filter out the candidates that its POS pattern appear only once or has minimal log likelihood ratio of less than 7.88.
See Tables 1 and 2 for more details.
In the tagged Chinese sentence, we basically proceed the same way to identify the candidates of collocations and based on the preferred linguistic patterns of the Chinese translation of collocations in an English-Chinese MRD. However, since there is no space delimiter between words, it is at time difficult to say whether the translation is a multi-word collocation or it is a single word and should not be considered as a collocation. For that reason, we take multiword and singleton phrases (with two or more characters) into consideration. For instance, in the tagged Example 2C, we will extract and consider the following candidates as the counterparts of English collocations:
Notes that at this point, we are not pinned down on the collocations and allow overlapping and conflicting candidates such as "經濟景氣," "景氣低迷," "經濟景 氣低迷." See Tables 3 and 4 for more details. To align collocations in both languages, we follow the idea of Competitive Linking Algorithm proposed by Melamed (1996) for word alignment. Basically, the proposed algorithm CLASS, Collocation Linking Algorithm based on Syntax and Statistics, is a greedy method that selects collocation pairs. The pair with higher association value takes precedence over those with a lower value. CLASS also imposes a one-to-one constraint on the collocation pairs selected. Therefore, the algorithm at each step considers only pairs with words not selected before. However, CLASS differs with CLA in that it considers the association between the two candidate collocations in two aspects:
Logarithmic Likelihood Ratio between the two collocations in question as a whole.
Translation probability of collocation based on constituent words 1. The first, third, and fourth pairs, ("iron rice bowl," "鐵飯碗"), ("year-end bonus," "年終獎金"), and ("economic downturn," "經濟景氣低迷"), are selected first. And that would exclude conflicting pairs from being considered including the second, fifth pairs and so on. 2. The second, fifth entries ("rice bowl," " 鐵 飯 碗 ") and ("economic downturn," "值此經濟景氣") and so on, conflict with the second and third entries that are already selected. Therefore, CLASS skips over those. 3. The entries ("performance review bonus," "考績獎金"), ("civil service rice," "公家飯"), ("pay cuts," "減薪"), and ("starve to death," "餓不死") are selected next.
CLASS proceeds through the rest of the list and the other list without finding
any entries that do not conflict with the seven entries selected previously. 
The program terminates and output a list of seven collocations.

The Method
In this section, we describe formally how CLASS works. We assume availability of a parallel corpus and a list of collocations in a bilingual MRD. The sentences and words have been aligned in the parallel corpus. We will describe how CLASS extracts bilingual collocations in the parallel corpus. CLASS carries out a number of preprocessing steps to calculate the following information:
1. Lists of preferred POS patterns of collocation in both languages.
Collocation candidates matching the preferred POS patterns.
3. N-gram statistics for both languages, N = 1, 2.
4. Log likelihood Ratio statistics for two consecutive words in both languages.
Log likelihood Ratio statistics for a pair of candidates of bilingual
collocation across from one language to the other. sorting according to log likelihood ratio and collocation translation probability. A greedy selection process goes through the sorted list and selects bilingual collocations subject to one to one constraint. The detailed algorithm is given below: Figure 1 The major components in the proposed CLASS algorithm
Preprocessing: Extracting preferred POS patterns P and Q in both languages
Input: A list of bilingual collocations from a machine-readable dictionary Output:
1. Perform part of speech tagging for both languages 2. Calculate the number of instances for all POS patterns in both languages 3. Eliminate the POS patterns with instance count 1.
Collocation Linking Alignment based on Syntax and Statistics
Extract bilingual collocations in aligned sentences.
Input:
(1) A pair of aligned sentences (C, E),
(2) Preferred POS patterns P and Q in both languages
Output: Aligned bilingual collocations in (C, E)
1. C is segmented and tagged with part of speech information T. 
E is tagged with part of speech sequences S.
Log-likelihood ratio: LLR(x;y)
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Experiments and Evaluation
We have experimented with an implementation of CLASS based on Longman dictionary of Contemporary English, English-Chinese Edition and the parallel corpus of Sinorama magazine. The articles from Sinorama cover a wide range of topics, reflecting the personalities, places, and events in Taiwan for the past three-decade.
We experiment on articles mainly dated from 1995 to 2002. Sentence and word alignment were carried out first for Sinorama parallel Corpus.
Sentence alignment is a very important aspect of the CLASS. It is the basis of a good collocation alignment. We using a new alignment method based on punctuation statistics (Yeh & Chang, 2002 ). The punctuation-based approach outperforms the length-based approach with precision rates approaching 98%. With the sentence alignment approach, we obtain approximately 50,000 reliably aligned sentences containing 1,756,000 Chinese words (about 2,534,000 Chinese characters) and 2,420,000 English words in total.
The content words were aligned based on Competitive Linking Algorithm.
Alignment of content words resulted in a probabilistic dictionary with 229,000 entries.
We evaluated 100 random sentence samples with 926 linking types, and the precision is 93.3%. Most of the errors occurred with English words having no counterpart in the corresponding Chinese sentence. The translators do not always translate the word for word. For instance, with the word "water" in Example 4, it seems that these is no corresponding pattern in the Chinese sentence. Another major cause of errors is collocations that are not translated compositionally. For instance, the word "State" in the Example 6 is a part of the collocation "United States", and "美國" is more highly associated with "United" than "States", therefore due to one-to-one constraint "States" will not be aligned with "美國". Most often, it will be aligned incorrectly.
About 49% error links belongs to this kind.
Example 5
The boat is indeed a vessel from the mainland that illegally entered Taiwan waters.
The words were a "mark" added by the Taiwan We obtained word-to-word translation probability from the result of word alignment. The translation probability P(c|e) is given below: Let's take "pay" as an example. Table 6 shows the various alignment translations for "pay" and the translation probability. We selected 100 sentences to evaluate the performance. We focused on rigid lexical collocations. The average English sentence had 45.3 words, while the average Chinese sentence had 21.4 words. The two human judges both master student majoring in Foreign Languages identified the bilingual collocations in these sentences.
We then compared the bilingual collocations produced by CLASS against the answer keys. The evaluation indicates an average recall rate = 60.9 % and precision = 85.2 % (See Table 7 ). 
Discussions
This paper describes a new approach to automatic acquisition of bilingual collocations from a parallel corpus. Our method is an extension of Melamed's Competitive
Linking Algorithm for word alignment, combining both linguistic and statistical information for recognition of monolingual and bilingual collocations in a much simpler way than Smadja's work. We differ from previous work in the following ways:
1. We use a data-driven approach to extract monolingual collocations.
2. Unlike Smadja and Kupiec, we do not commit to two sets of monolingual collocations. Instead, we consider many overlapping and conflicting candidate and rely on the cross linguistic statistics to revolve the issue.
3. We combine both information related to the whole collocation as well as those of constituent words for more reliable probabilistic estimation of aligned collocations.
The approach is limited by its reliance on the training data of mostly rigid collocation patterns and is not applicable to elastic collocations such as "jump on … In the experiment process, we found that the limitation may be partially solved by spliting the candidate list of bilingual collocations into two lists: one (NZ) with non-zero phrase translation probabilistic values and the other (ZE) with zero value.
The two lists are then sorted by the LLR values. After extracting bilingual collocations from NZ list, we could continue to go downing the ZE list and select bilingual collocations if not conflicting with previously selection.
In the proposed method, we did no t take advantage of the correspondence of POS patterns from one language to the other. Some linking mistakes seem to be avoidable with the POS information. For example, the aligned collocation for "issue/vb visas/nns" is "簽證/Na", instead of "發/VD 簽證/Na." However, the POS pattern "vb nn" appears to be more compatible with "VD Na" than "Na." Therefore, handling these name entities in a pre-process should be helpful to avoid segment mistakes, and alignment difficulties.
Conclusion and Future Work
In this paper, we describe an algorithm that employs syntactic and statistical analyses to extract rigid bilingual collocations from a parallel corpus. Phrases matching the preferred patterns are extract from aligned sentences in a parallel corpus. Those phrases are subsequently matched up via cross-linguistic statistical association.
Statistical association between the whole collocations as well as words in collocations is used jointly to link a collocation and its counterpart. We experimented with an implementation of the proposed method on a very large Chinese-English parallel corpus with satisfactory results.
A number of interesting future directions suggest themselves. First, it would be interesting to see how effectively we can extend the method to longer and elastic collocations and to grammatical collocations. Second, bilingual collocations that are proper names and transliterations may need additional considerations. Third, it will be interesting to see if the performance can re improved cross language correspondence between POS patterns.
