Convergence of Voevodsky's slice tower by Levine, Marc
ar
X
iv
:1
20
1.
02
79
v2
  [
ma
th.
AG
]  
7 M
ar 
20
13
CONVERGENCE OF VOEVODSKY’S SLICE TOWER
MARC LEVINE
Abstract. We consider Voevodsky’s slice tower for a finite spectrum E in
the motivic stable homotopy category over a perfect field k. In case k has
finite cohomological dimension (in characteristic two, we also require that k is
infinite), we show that the slice tower converges, in that the induced filtration
on the bi-graded homotopy sheaves Πa,bfnE is finite, exhaustive and separated
at each stalk. This partially verifies a conjecture of Voevodsky.
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Introduction
We continue our investigation, begun in [12], of the slice filtration on the bi-
graded homotopy sheaves Π∗,∗(E) for objects E in the motivic stable homotopy
category SH(k). We refer the reader to §1 for the notation to be used in this
introduction.
Let k be a perfect field, let SH(k) denote Voevodsky’s motivic stable homotopy
category of T -spectra over k, SH the classical stable homotopy category of spectra.
For a spectrum E ∈ SH, the Postnikov (pre)tower of E,
. . .→ E(n+1) → E(n) → . . .→ E
consists of the n− 1-connected covers E(n) → E of E, that is, πmE(n) → πmE is
an isomorphism for m ≥ n and πmE(n) = 0 for m < n. Sending E to E(n) defines a
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functor from SH to the full subcategory ΣnSHeff of n− 1-connected spectra that
is right adjoint to the inclusion ΣnSHeff → SH.
Replacing ΣnSHeff with a certain triangulated subcategory ΣnSHeffT (k) of
SH(k) that measures a kind of “P1-connectedness” (in a suitable sense, see [30, 31],
[23, 24]) or §2 of this paper), Voevodsky has defined a motivic analog of the Post-
nikov tower; for an object E of SH(k) this yields the Tate-Postnikov tower (or slice
tower)
. . .→ fn+1E → fnE → . . .→ E
for E . For integers a, b, we have the stable homotopy sheaf Πa,b(E), defined as the
Nisnevich sheaf associated to the presheaf
U ∈ Sm/k 7→ [ΣaS1Σ
b
Gm
Σ∞T U+, E ]SH(k)
(note that the indexing is not the standard one). The Tate-Postnikov tower for E
gives rise to the filtration
FilnTate Πa,b(E) := im(Πa,bfnE → Πa,bE).
Let SHfin(k) ⊂ SH(k) be the thick subcategory of SH(k) generated by the
objects ΣnTΣ
∞
T X+, with X smooth and projective over k, n ∈ Z. For example, the
motivic sphere spectrum Sk := Σ
∞
T Spec k+ is in SHfin(k).
Voevodsky has stated the following conjecture:
Conjecture 1 ([30, conjecture 13]). Let k be a perfect field. Then for E ∈ SHfin(k),
the Tate-Postnikov tower of E is convergent in the following sense: for all a, b, n ∈
Z, one has
∩mF
m
Tate
Πa,bfnE = 0.
The cases E = ΣqGmSk, a = n = 0 gives some evidence for this conjecture, as we
shall now explain.
For k a perfect field, Morel has given a natural isomorphism of Π0,−p(Sk) with
theMilnor-Witt sheaf KMWp ; this is a certain sheaf on Sm/k with value on each field
F over k given by the Milnor-Witt group KMWp (F ).
1 For F a field, KMW0 (F ) is
canonically isomorphic to the Grothendieck-Witt group GW(F ) of non-degenerate
symmetric bilinear forms over F [14, lemma 3.10]. More generally, Morel has con-
structed a natural isomorphism2 for p, q ∈ Z
Π0,p(Σ
q
Gm
Sk) ∼= K
MW
q−p .
The isomorphism KMW0 (F )
∼= GW(F ) makes KMW∗ (F ) a GW(F )-module; let
I(F ) ⊂ GW(F ) denote the augmentation ideal. Our main result of loc. cit. is
Theorem 2 ([12, theorem 1]). Let F be a perfect field extension of k of character-
istic 6= 2. Then
Filn
Tate
Π0,p(Σ
q
Gm
Sk)(F ) = I(F )
MKMWq−p (F ) ⊂ K
MW
q−p (F ) = Π0,p(Σ
q
Gm
Sk)(F )
where M = 0 if n ≤ p or n ≤ q, and M = min(n− p, n− q) if n ≥ p and n ≥ q.
The following consequence of theorem 2 gives some evidence for Voevodsky’s
convergence conjecture:
1A presentation of the graded ring KMW
∗
(F ) may be found in [14, definition 3.1].
2This follows from [14, theorem 6.13, theorem 6.40], using the argument of [14, theorem 6.43].
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Proposition 3. Let k be a perfect field with char k 6= 2. For all p, q ≥ 0, and all
perfect field extensions F of k, we have
∩nF
n
Tate
Π0,pΣ
q
Gm
Sk(F ) = 0.
Proof. In light of theorem 2, the assertion is that the I(F )-adic filtration onKMWq−p (F )
is separated. By [16, théorème 5.3], form ≥ 0, KMWm (F ) fits into a cartesian square
of GW(F )-modules
KMWm (F ) //

KMm (F )
Pf

I(F )m q
// I(F )m/I(F )m+1,
where KMm (F ) is the Milnor K-group, q is the quotient map and Pf is the map
sending a symbol {u1, . . . , um} to the class of the Pfister form <<u1, . . . , um>>
mod I(F )m+1. For m < 0, KMWm (F ) is isomorphic to the Witt group W (F ) of
F , that is, the quotient of GW(F ) by the ideal generated by the hyperbolic form
x2 − y2. Also, the map GW(F ) → W (F ) gives an isomorphism of I(F )r with its
image in W (F ) for all r ≥ 1. Thus, for n ≥ 1,
I(F )nKMWm (F ) =
{
I(F )n ⊂W (F ) for m < 0
I(F )n+m ⊂W (F ) for m ≥ 0.
The fact that ∩nI(F )n = 0 in W (F ) is a theorem of Arason and Pfister [1, Korollar
1]. 
Remarks 1. 1. The proof in [16] that KMWm (F ) fits into a cartesian square as above
relies on the Milnor conjecture.
2. As pointed out to me by Igor Kriz, Voevodsky’s convergence conjecture in the
generality as stated above is false. In fact, take E to be the Moore spectrum Sk/ℓ
for some prime ℓ 6= 2. Since Πa,qSk = 0 for a < 0, proposition 6.9 below shows that
Πa,qfnSk = 0 for a < 0, and thus we have the right exact sequence for all n ≥ 0
Π0,0fnSk
×ℓ
−−→ Π0,0fnSk → Π0,0fnE → 0.
In particular, we have
FnTateΠ0,0E(k) = im (F
n
TateΠ0,0Sk(k)→ Π0,0Sk(k)/ℓ) = im (I(k)
n → GW(k)/ℓ) .
Take k = R. Then GW(R) = Z⊕Z, with virtual rank and virtual index giving the
two factors. The augmentation ideal I(R) is thus isomorphic to Z via the index
and it is not hard to see that I(R)n = (2n−1) ⊂ Z = I(R). Thus Π0,0E = Z/ℓ⊕Z/ℓ
and the filtration FnTateΠ0,0E is constant, equal to Z/ℓ = I(R)/ℓ, and is therefore
not separated.
The convergence property is thus not a “triangulated" one in general, and there-
fore seems to be a subtle one. However, if the I-adic filtration on GW(F ) is finite
for all finitely generated F over k (possibly of varying length depending on F ), then
the augmentation ideal in GW(F ) is two-primary torsion. Our computations (at
least in characteristic zero) show that the filtration F ∗TateΠ0,pΣ
∞
T G
∧q
m is in this case
at least locally finite, and thus has better triangulated properties. In particular,
for ℓ 6= 2,
Π0,0(Sk/ℓ) = Z/ℓ, F
n
TateΠ0,0(Sk/ℓ) = 0 for n > 0.
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One can therefore ask if Voevodsky’s convergence conjecture is true if one assumes
the finiteness of the I(F )-adic filtration on GW(F ) for all finitely generated fields
F over k. The main theorem of this paper is a partial answer to the convergence
question along these lines.
Theorem 4. Let k be a perfect field of finite cohomological dimension and let p
denote the exponential characteristic.3 Take E in SHfin(k) and take x ∈ X ∈ Sm/k
with X irreducible. Let d = dimkX. Then for every r, q ∈ Z, there is an integer
N = N(E , r, d, q) such that
(Filn
Tate
Πr,qE)x[1/p] = 0
for all n ≥ N . In particular, if F is a field extension of k of finite transcendence
dimension d over k, then Filn
Tate
Πr,qE(F )[1/p] = 0 for all n ≥ N .
For a more detailed and perhaps more general statement, we refer the reader to
theorem 7.3.
Remarks 2. 1. The proof of theorem 4 relies on the Bloch-Kato conjecture.
2. As we have seen, Voevodsky’s convergence conjecture is not true for all base
fields k. An interesting class of fields strictly larger than the class of fields of finite
cohomological dimension is those of finite virtual cohomological dimension (e.g.,
R). We suggest the following formulation:
Conjecture 5. Let k be a field of finite virtual 2-cohomological dimension and finite
p-cohomological dimension for primes p > 2. Then the I(k)-completed slice tower
is convergent.
3. It would be interesting to be able to say something about the p-torsion in
(Fil∗Tate Πr,qE)x.
The paper is organized as follows: We set the notation in §1. In §2 we recall
some basic facts about the slice tower, the truncation functors fn in SH(k) and
SHS1(k), and the associated filtration Fil
∗
Tate Πa,b. We recall the construction and
basic properties of the homotopy coniveau tower, a simplicial model for the slice
tower in SHS1(k), in §3. In §4 we use the simplicial nature of the homotopy
coniveau tower to analyze the terms in the slice tower. This leads to the main
inductive step in our argument (lemma 4.5), and isolates the particular piece that
we need to study. This is analyzed further in §5, where we more precisely identify
this piece in terms of a KMW∗ -module structure on the bi-graded homotopy sheaves
(see theorem 5.3). In §6 we use a decomposition theorem of Morel and results of
Cisinski-Déglise to prove some boundedness properties of the homotopy sheaves
Πp,qE and their Q-localizations Πp,qEQ for E in SHfin(k), under the assumption
that the base-field k has finite 2-cohomological dimension. In the final section
7, we assemble all the pieces and prove our main result. We conclude with two
appendices; the first collects some results on norm maps for finite field extensions
that are used throughout the paper and the second assembles some basic facts on
the localization of compactly generated triangulated categories with respect to a
collection of non-zero integers.
I am grateful to the referee for a number of comments and suggestions for im-
proving an earlier version of this paper.
3That is, p = char k if char k > 0, p = 1 if char k = 0.
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1. Background and notation
Unless we specify otherwise, k will be a fixed perfect base field, without restric-
tion on the characteristic. For details on the following constructions, we refer the
reader to [5, 7, 8, 14, 15, 17, 18].
We write [n] for the set {0, . . . , n} with the standard order (including [−1] = ∅)
and let ∆ be the category with objects [n], n = 0, 1, . . ., and morphisms [n]→ [m]
the order-preserving maps of sets. Given a category C, the category of simplicial
objects in C is as usual the category of functors ∆op → C, and the category of
cosimplicial objects the functor category C∆.
Spc will denote the category of simplicial sets, Spc• the category of pointed
simplicial sets, H := Spc[WE−1] the classical unstable homotopy category and
H• := Spc•[WE
−1] the pointed version; here WE is the usual class of weak equiv-
alences, that is, morphisms A → B that induce an isomorphism on all πn, for all
choice of base-point. Spt is the category of spectra, that is, spectrum objects in
Spc• with respect to the left suspension functor Σ
ℓ
S1 := S
1 ∧ (−). With sWE de-
noting the class of stable weak equivalences, that is, morphisms f : E → F in Spt
that induce an isomorphism on all stable homotopy groups, SH := Spt[sWE−1] is
the classical stable homotopy category.
For a simplicial object in Spc, resp. Spc•, resp. Spt, S : ∆
op → Spc,Spc•,Spt,
we let |S| ∈ Spc,Spc•,Spt denote respective homotopy colimit hocolim∆op S.
The motivic versions are as follows: Sm/k is the category of smooth finite type
k-schemes. Spc(k) is the category of Spc-valued presheaves on Sm/k, Spc•(k) the
Spc•-valued presheaves, and SptS1(k) the Spt-valued presheaves. These all come
with “motivic” model structures as simplicial model categories (see for example [8]);
we denote the corresponding homotopy categories by H(k), H•(k) and SHS1(k),
respectively. Sending X ∈ Sm/k to the sheaf of sets on Sm/k represented by X
(which we also denote by X) gives an embedding of Sm/k to Spc(k); we have
the similarly defined embedding of the category of smooth pointed schemes over k
into Spc•(k). Sending a (pointed) simplicial set A to the constant presheaf with
value A (also denoted by A) defines an embedding of Spc in Spc(k) and of Spc•
in Spc•(k).
Let Gm be the pointed k-scheme (A
1 \ 0, 1). We let T := A1/(A1 \ {0}) and
let SptT (k) denote the category of T -spectra, i.e., spectra in Spc•(k) with respect
to the left T -suspension functor ΣℓT := T ∧ (−). SptT (k) has a motivic model
structure (see [8]) and SH(k) is the homotopy category. We can also form the
category of spectra in SptS1(k) with respect to Σ
ℓ
T ; with an appropriate model
structure the resulting homotopy category is equivalent to SH(k). We will identify
these two homotopy categories without further mention.
For each A ∈ Spc•(k), the suspension functor ΣA : Spc•(k) → Spc•(k),
ΣA(B) := B ∧ A, extends to the suspension functor ΣA : SptS1(k) → SptS1(k)
or ΣA : SptT (k) → SptT (k). For A cofibrant, this gives the suspension functors
ΣA : H•(k) → H•(k), ΣA : SHS1(k) → SHS1(k) and ΣA : SH(k) → SH(k) by
applying ΣA to a cofibrant replacement.
Both SHS1(k) and SH(k) are triangulated categories with suspension functor
ΣS1 . On H•(k), SHS1(k) and SH(k), we have ΣT ∼= ΣS1 ◦ ΣGm ; the suspension
functors ΣT and ΣGm on SH(k) are invertible. For A ∈ Spc•(k), we have an
enriched Hom on SptS1(k) and SptT (k) with values in spectra; we denote the
enriched Hom functor by Hom(A,−). This passes to the homotopy categories
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H•(k), SHS1(k) and SH(k) to give for A ∈ H•(k) an enriched Hom Hom(A,−)
with values in SH. For X ∈ Sm/k, E ∈ SptS1(k), Hom(X+, E) = E(X).
We have the triangle of infinite suspension functors Σ∞ and their right adjoints
Ω∞
H•(k)
Σ∞
S1 //
Σ∞T %%❏
❏
❏
❏
❏
❏
❏
❏
❏
SHS1(k)
Σ∞T

SH(k)
H•(k) SHS1(k)
Ω∞
S1oo
SH(k)
Ω∞T
OO
Ω∞T
ee❏
❏
❏
❏
❏
❏
❏
❏
❏
both commutative up to natural isomorphism. These are all left, resp. right derived
versions of Quillen adjoint pairs of functors on the underlying model categories.
For X ∈ H•(k), we have the bi-graded homotopy sheaf Πa,bX , defined for a, b ≥
0, as the Nisnevich sheaf associated to the presheaf on Sm/k
U 7→ HomH•(k)(Σ
a
S1Σ
b
Gm
U+,X );
note the perhaps non-standard indexing. We have the bi-graded homotopy sheaves
Πa,bE for E ∈ SHS1(k), b ≥ 0, a ∈ Z, and Πa,bE for E ∈ SH(k), a, b ∈ Z, by taking
the Nisnevich sheaf associated to
U 7→ HomSH
S1(k)
(ΣaS1Σ
b
Gm
Σ∞S1U+, E) or U 7→ HomSH(k)(Σ
a
S1Σ
b
Gm
Σ∞T U+, E),
as the case may be. We write πn for Πn,0; for E ∈ SptS1(k) fibrant, πnE is the
Nisnevich sheaf associated to the presheaf U 7→ πn(E(U)).
SH(k) has the set of compact generators
{ΣnS1Σ
m
T Σ
∞
S1X+, n,m ∈ Z, X ∈ Sm/k}
and SHS1(k) has the set of compact generators
{ΣnS1Σ
m
T Σ
∞
S1X+, n ∈ Z,m ≥ 0, X ∈ Sm/k}.
For SH(k), this is [4, theorem 9.2]; the proof of this result goes through without
change to yield the statement for SHS1(k). As these triangulated categories are
both homotopy categories of stable model categories, both admit arbitrary small
coproducts.
For F a finitely generated field extension of k, we may view SpecF as the generic
point of some X ∈ Sm/k (since k is perfect). Thus, for a Nisnevich sheaf S on
Sm/k, we may define S(F ) as the stalk of S at SpecF ∈ X . For an arbitrary field
extension F of k (not necessarily finitely generated over k), we define S(F ) as the
colimit over S(Fα), as Fα runs over subfields of F containing k and finitely generated
over k. For a finitely generated field F over k, we consider objects such as SpecF ,
or AnF as pro-objects in Spc(k) by the usual system of finite-type models; the same
holds for related objects such as SpecF+ in H•(k) or Σ∞S1 SpecF+ in SHS1(k), etc.
We extend this to arbitrary field extensions of k by taking the system of finitely
generated subfields. We will usually not explicitly insert the “pro-” in the text, but
all such objects, as well as morphisms and isomorphisms between them, should be
so understood.
2. Voevodsky’s slice tower
We begin by recalling definition and basic properties of the Tate-Postnikov tower
in SHS1(k) and in SH(k). We then define the main object of our study: the
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filtration on the bi-graded homotopy sheaves of a T -spectrum or an S1-spectrum
induced by the respective Tate-Postnikov towers.
For n ≥ 0, we let ΣnTSHS1(k) be the localizing subcategory of SHS1(k) generated
by the (compact) objects ΣmT Σ
∞
S1X+, with X ∈ Sm/k and m ≥ n. We note
that Σ0TSHS1(k) = SHS1(k). The inclusion functor in : Σ
n
TSHS1(k) → SHS1(k)
admits, by results of Neeman [21, theorem 4.1], a right adjoint rn; define the functor
fn : SHS1(k)→ SHS1(k) by fn := in ◦ rn. The co-unit for the adjunction gives us
the natural morphism
ρn : fnE → E
for E ∈ SHS1(k); similarly, the inclusion Σ
m
T SHS1(k) ⊂ Σ
n
TSHS1(k) for n < m
gives the natural transformation fmE → fnE, forming the Tate-Postnikov tower
. . .→ fn+1E → fnE → . . .→ f0E = E;
we define fn := id for n < 0. We complete fn+1E → fnE to a distinguished triangle
fn+1E → fnE → snE → fn+1E[1];
this distinguished triangle actually characterizes snE up to unique isomorphism,
hence this defines a distinguished triangle that is functorial in E. The object snE
is the nth slice of E.
There is an analogous construction in SH(k): For n ∈ Z, let
ΣnTSH
eff (k) ⊂ SH(k)
be the localizing category generated by the T -suspension spectra ΣmT Σ
∞
T X+, for
X ∈ Sm/k and m ≥ n; write SHeff (k) for Σ0TSH
eff (k). As above, the inclusion
in : Σ
n
TSH
eff (k) → SH(k) admits a right adjoint rn, giving us the truncation
functor fn, n ∈ Z, and the Tate-Postnikov tower
. . .→ fn+1E → fnE → . . .→ E .
We define the layer snE by a distinguished triangle as above. For integersN ≥ n, we
let ρn,N : fN → fn and ρn : fn → id denote the canonical natural transformations.
We mention the following elementary but useful result.
Lemma 2.1. For integers N,n, the diagram of natural endomorphisms of SH(k)
fn ◦ fN
fn(ρN )

ρn(fN )
// fN
ρN

fn ρn
// id
commutes. Moreover, for N ≥ n, the map ρn(fN ) is a natural isomorphism, and for
N ≤ n, the map fn(ρN ) is a natural isomorphism. The same holds with SHS1(k)
replacing SH(k).
Proof. The first assertion is just the naturality of ρn with respect to the morphism
ρN : fN → id.
Suppose N ≥ n. Then ΣNT SH
eff (k) ⊂ ΣnTSH
eff (k) and thus for all E ∈ SH(k),
id : fNE → fNE satisfies the universal property of ρn(fNE) : fn(fNE) → fNE ,
namely, fNE is in ΣnTSH
eff (k) and id : fNE → fNE is universal for maps T → fNE
with T ∈ ΣnTSH
eff (k). Thus, ρn(fNE) is an isomorphism.
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If N ≤ n, then for E ∈ SH(k), fn(fNE) is in ΣnTSH
eff (k) and ρn(fNE) :
fn(fNE) → fNE is universal for maps T → fNE with T ∈ ΣnTSH
eff (k). Since
ΣnTSH
eff (k) ⊂ ΣNT SH
eff (k), the universal property of ρN (E) : fNE → E shows
that ρN ◦ ρn(fNE) : fn(fNE) → E is universal for maps T → E with T ∈
ΣnTSH
eff (k), and thus fn(ρN ) is an isomorphism. The proof for SHS1(k) is the
same. 
Lemma 2.2. For n ∈ Z, there is a natural isomorphism
(2.1) fnΩ
∞
T E
∼= Ω∞T fnE .
Proof. First suppose that n ≥ 0. It follows from [10, theorem 7.4.1] that Ω∞T fnE is
in ΣnTSHS1(k) and thus we need only show that Ω
∞ρn : Ω
∞
T fnE → Ω
∞
T E satisfies
the universal property of fnΩ
∞
T E → Ω
∞
T E . Σ
n
TSH
eff (k) is generated as a localizing
subcategory of SHS1(k) by objects Σ
n
TG, G ∈ SHS1(k), so it suffices to check for
objects of this form. We have
HomSH
S1 (k)
(ΣnTG,Ω
∞
T fnE)
∼= HomSH(k)(Σ
∞
T Σ
n
TG, fnE)
∼= HomSH(k)(Σ
n
TΣ
∞
T G, fnE) ∼
ρn∗
// HomSH(k)(Σ
n
TΣ
∞
T G, E)
∼= HomSH(k)(Σ
∞
T Σ
n
TG, E)
∼= HomSH
S1(k)
(ΣnTG,Ω
∞
T E).
It is easy to check that this sequence of isomorphisms is induced by (Ω∞T ρn)∗.
Now suppose that n < 0. Then fnΩ
∞
T E
∼= f0Ω∞T E
∼= Ω∞T f0E , so it suffices to
show that the map f0E → fnE induces an isomorphism Ω∞T f0E → Ω
∞
T fnE . But for
F ∈ SHS1(k), Σ
∞
T F is in SH
eff (k) and
HomSH
S1 (k)
(F,Ω∞T f0E) ∼= HomSH(k)(Σ
∞
T F, f0E)
ρn,0
∼
// HomSH(k)(Σ
∞
T F, fnE)
∼= HomSH
S1(k)
(F,Ω∞T fnE).

For E ∈ SHS1(k), we have (by [10, theorem 7.4.2]) the canonical isomorphism
(2.2) ΩrGmfnE
∼= fn−rΩ
r
Gm
E
for r ≥ 0. As ΩGm : SH(k) → SH(k) is an auto-equivalence, and restricts to an
equivalence
ΩGm : Σ
n
TSH
eff (k)→ Σn−1T SH
eff (k),
the analogous identity in SH(k) holds as well, for all r ∈ Z.
Definition 2.3. For a ∈ Z, b ≥ 0, E ∈ SHS1(k), define the filtration F
∗
TateΠa,bE
of Πa,bE by
FnTateΠa,bE := im(Πa,bfnE → Πa,bE); n ∈ Z.
Similarly, for E ∈ SH(k), a, b, n ∈ Z, define
FnTateΠa,bE := im(Πa,bfnE → Πa,bE).
The main object of this paper is to understand FnTateΠa,bE for suitable E. For
later use, we note the following:
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Lemma 2.4. 1. For E ∈ SHS1(k), n, p, a, b ∈ Z with p, b, b−p ≥ 0, the adjunction
isomorphism Πa,bE ∼= Πa,b−pΩ
p
Gm
E induces an isomorphism
Fn
Tate
Πa,bE ∼= F
n−p
Tate
Πa,b−pΩ
p
Gm
E.
Similarly, for E ∈ SH(k), n, p, a, b ∈ Z, the adjunction isomorphism Πa,bE ∼=
Πa.b−pΩ
p
Gm
E induces an isomorphism
Fn
Tate
Πa,bE ∼= F
n−p
Tate
Πa,b−pΩ
p
Gm
E .
2. For E ∈ SH(k), a, b, n ∈ Z, with b ≥ 0, we have a canonical isomorphism
ϕE,a,b,n : Πa,bfnE → Πa,bfnΩ
∞
T E ,
inducing an isomorphism Fn
Tate
Πa,bE ∼= FnTateΠa,bΩ
∞
T E.
Proof. (1) By (2.2), adjunction induces isomorphisms
FnTateΠa,bE := im(Πa,bfnE → Πa,bE)
∼= im(Πa,b−pΩ
p
Gm
fnE → Πa,b−pΩ
p
Gm
E)
= im(Πa,b−pfn−pΩ
p
Gm
E → Πa,b−pΩ
p
Gm
E) = Fn−pTateΠa,b−pΩ
p
Gm
E.
The proof for E ∈ SH(k) is the same.
For (2), the isomorphism ϕE,a,b,n arises from (2.1) and the adjunction isomor-
phism
HomSH
S1(k)
(ΣaS1Σ
b
Gm
Σ∞S1U+, fnΩ
∞
T E)
∼= HomSH
S1(k)
(ΣaS1Σ
b
Gm
Σ∞S1U+,Ω
∞
T fnE)
∼= HomSH(k)(Σ
a
S1Σ
b
Gm
Σ∞T U+, fnE).

3. The homotopy coniveau tower
Our computations rely heavily on our model for the Tate-Postnikov tower in
SHS1(k), which we briefly recall (for details, we refer the reader to [10]).
We start with the cosimplicial scheme n 7→ ∆n, with ∆n the algebraic n-simplex
Spec k[t0, . . . , tn]/
∑
i ti − 1. The cosimplicial structure is given by sending a map
g : [n]→ [m] to the map ∆(g) : ∆n → ∆m determined by
∆(g)∗(ti) =
{∑
j,g(j)=i tj if g
−1(i) 6= ∅
0 else.
A face of ∆m is a closed subscheme F defined by equations ti1 = . . . = tir = 0;
we let ∂∆n ⊂ ∆n be the closed subscheme defined by
∏n
i=0 ti = 0, i.e., ∂∆
n is the
union of all the proper faces.
Take X ∈ Sm/k. We let S
(q)
X (m) denote the set of closed subsets W ⊂ X ×∆
m
such that
codimX×FW ∩X × F ≥ q
for all faces F ⊂ ∆m (including F = ∆m). We make S
(q)
X (m) into a partially ordered
set via inclusions of closed subsets. Sending m to S
(q)
X (m) and g : [n] → [m] to
∆(g)−1 : S
(q)
X (m)→ S
(q)
X (n) gives us the simplicial poset S
(q)
X .
Now take E ∈ SptS1(k). For X ∈ Sm/k and closed subset W ⊂ X , we have the
spectrum with supports EW (X) defined as the homotopy fiber of the restriction
map E(X)→ E(X \W ). This construction is functorial in the pair (X,W ), where
we define a map f : (Y, T ) → (X,W ) as a morphism f : Y → X in Sm/k with
f−1(W ) ⊂ T . We usually denote the map induced by f : (Y, T ) → (X,W ) by
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f∗ : EW (X) → ET (Y ), but for f = idX : (X,T ) → (X,W ), i : W → T the
resulting inclusion, we write i∗ : E
W (X)→ ET (X) for id∗X .
Define
E(q)(X,m) := hocolim
W∈S
(q)
X
(m)
EW (X ×∆m).
The fact that m 7→ S
(q)
X (m) is a simplicial poset, and (Y, T ) 7→ E
T (Y ) is a functor
from the category of pairs to spectra shows thatm 7→ E(q)(X,m) defines a simplicial
spectrum. We define the spectrum E(q)(X) by
E(q)(X) := |m 7→ E(q)(X,m)| := hocolim
∆op
E(q)(X,−).
For q ≥ q′, the inclusions S
(q)
X (m) ⊂ S
(q′)
X (m) induce a map of simplicial posets
S
(q)
X ⊂ S
(q′)
X and thus a morphism of spectra iq′,q : E
(q)(X) → E(q
′)(X). Since
E(0)(X, 0) = E(X), we have the canonical map
ǫX : E(X)→ E
(0)(X),
which is a weak equivalence if E is homotopy invariant. Together, this forms the
augmented homotopy coniveau tower
E(∗)(X) := . . .→ E(q+1)(X)
iq
−→ E(q)(X)
iq−1
−−−→ . . . E(1)(X)
i0−→ E(0)(X)
ǫX←−− E(X)
with iq := iq,q+1. Thus, for homotopy invariant E, we have the homotopy coniveau
tower in SH
E(∗)(X) := . . .→ E(q+1)(X)
iq
−→ E(q)(X)
iq−1
−−−→ . . . E(1)(X)
i0−→ E(0)(X) ∼= E(X).
Letting Sm//k denote the subcategory of Sm/k with the same objects and with
morphisms the smooth morphisms, it is not hard to see that sending X to E(∗)(X)
defines a functor from Sm//kop to augmented towers of spectra.
On the other hand, for E ∈ SptS1(k), we have the (augmented) Tate-Postnikov
tower
f∗E := . . .→ fq+1E → fqE → . . .→ f0E ∼= E
in SHS1(k), which we may evaluate at X ∈ Sm/k, giving the tower f∗E(X) in
SH, augmented over E(X).
Call E ∈ SptS1(k) quasi-fibrant if, for E → E
fib a fibrant replacement in the
motivic model structure, the map E(X) → Efib(X) is a stable weak equivalence
in Spt for all X ∈ Sm/k. As a general rule, we will represent an E ∈ SHS1(k) by
a fibrant object in SptS1(k), also denoted E, without making explicit mention of
this choice.
As a direct consequence of [10, theorem 7.1.1] we have
Theorem 3.1. Let E be a quasi-fibrant object in SptS1(k), and take X ∈ Sm/k.
Then there is an isomorphism of augmented towers in SH
(f∗E)(X) ∼= E
(∗)(X)
over the identity on E(X), which is natural with respect to smooth morphisms in
Sm/k.
In particular, we may use the model E(q)(X) to understand (fqE)(X).
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Remark 3.2. For X,Y ∈ Sm/k with given k-points x ∈ X(k), y ∈ Y (k), we have a
natural isomorphism in SHS1(k)
Σ∞S1(X ∧ Y )⊕ Σ
∞
S1(X ∨ Y )
∼= Σ∞S1(X × Y ),
using the additivity of the category SHS1(k). Thus, Σ
∞
S1(X ∧ Y ) is a canonically
defined summand of Σ∞S1(X × Y ). In particular for E a quasi-fibrant object of
SptS1(k), we have a natural isomorphism in SH
Hom(X ∧ Y,E) ∼= hofib (E(X × Y )→ hofib(E(X)⊕ E(Y )→ E(k)))
where the maps are induced by the evident restriction maps. In particular, we may
define E(X ∧ Y ) via the above isomorphism, and our comparison results for Tate-
Postnikov tower and homotopy coniveau tower extend to values at smash products
of smooth pointed schemes over k.
4. The simplicial filtration
In this section, we study the filtration on πrfnE(X) induced by the simplicial
structure of the model E(n)(X).
Lemma 4.1. Let S be a smooth k-scheme, W ⊂ S × A1 a closed subset such that
p : W → S is finite. Let E ∈ SptS1(k) be quasi-fibrant. Then the map induced by
the inclusion i :W → p−1(p(W )) induces the zero map
i∗ : π∗(E
W (S × A1))→ π∗(E
p−1(p(W ))(S × A1)).
Proof. We steal a proof of Morel: Let Z = p(W ), and let j0 : S × A1 → S × P1 be
the standard open neighborhood of S × 0 in S × P1. Since W is finite over S, W is
closed in S × P1, so we have the following commutative diagram
(4.1) πr(E
W (S × P1))
i¯∗ //
j∗0

πr(E
Z×P1(S × P1))
j∗0

πr(E
W (S × A1))
i∗
// πr(E
Z×A1(S × A1)),
where i¯ :W → Z ×P1 is the inclusion. Let i∞ : S → S×P1 be the infinity section.
Since W ∩ S ×∞ = ∅, the composition
πr(E
W (S × P1))
i¯∗−→ πr(E
Z×P1(S × P1))
i∗
∞−−→ πr(E
Z×∞(S ×∞))
is the zero map. Letting j∞ : S×A1 → S×P1 be the standard open neighborhood
of S ×∞ in S × P1, the restriction map
i∗∞ : πr(E
Z×A1(S × A1))→ πr(E
Z×∞(S ×∞))
is an isomorphism, hence
j∗∞ ◦ i¯∗ : πr(E
W (S × P1))→ πr(E
Z×A1(S × A1))
is the zero map. Write j˜∞ for the inclusions of S×P1 \ {0,∞} into j0(S×A1) and
j˜0 for the inclusions of S × P
1 \ {0,∞} into j∞(S ×A
1). Combining (4.1) with the
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commutativity of the diagram
πr(E
W (S × P1))
j∗
∞
◦i¯∗
//
j∗0

πr(E
Z×A1(S × A1))
j˜∗0

πr(E
W (S × A1))
j˜∗
∞
◦i∗
// πr(E
Z×P1\{0,∞}(S × P1 \ {0,∞}))
we see that j˜∗∞ ◦ i∗ = 0. From the long exact localization sequence
. . .→ πr(E
Z×0(S × A1))
i0∗−−→ πr(E
Z×A1(S × A1))
j˜∗
∞−−→ πr(E
Z×A1\{0}(S × A1 \ {0}))→ . . .
we see that
i∗(πr(E
W (S × A1))) ⊂ i0∗(πr(E
Z×0(S × A1))) ⊂ πr(E
Z×A1(S × A1)).
But i0∗ : πr(E
Z×0(S × A1)) → πr(EZ×A
1
(S × A1)) is the zero map, since i∗1 :
πr(E
Z×A1(S × A1))→ πr(EZ×1(S × 1)) is an isomorphism and i∗1 ◦ i0∗ = 0. 
Lemma 4.2. Suppose F is infinite. TakeW ∈ S
(n)
F (p) and suppose codim∆pF (W ) >
n. Then the canonical map EW (∆pF ) → E
(n)(SpecF, p) induces the zero map on
π∗.
Proof. We identify ∆p with Ap via the barycentric coordinates t1, . . . , tp. Suppose
W has dimension d < p− n. Then d ≤ p− 1 and, as F is infinite, a general linear
projection L : Ap → Ap−1 restricts to W to a finite morphism W → Ap−1. In
addition, W ′ := L−1(L(W )) is in S
(n)
F (p) for L suitably general. Letting i : W →
W ′ be the inclusion, it suffices to show that the map
i∗ : π∗E
W (∆pF )→ π∗E
W ′(∆pF )
is the zero map. Via an affine linear change of coordinates on ∆p, we may identify
∆p with Ap−1 × A1 and L : Ap → Ap−1 with the projection Ap−1 × A1 → Ap−1.
The result thus follows from lemma 4.1. 
Let (∆pF , ∂∆
p)(n) be the set of codimension n points w of ∆pF such that {w} is
in S
(n)
F (p).
Lemma 4.3. Let F be an infinite field. Then the restriction maps
EW (∆pF )→ ⊕w∈(∆pF ,∂∆p)(n)∩WE
w(SpecO∆p
F
,w)
for W ∈ S
(n)
F (p) defines an injection
πr(E
(n)(F, p))→ ⊕w∈(∆p
F
,∂∆p)(n)πrE
w(SpecO∆p
F
,w)
for each r ∈ Z.
Proof. Take W ∈ S
(n)
F (p). Since ∆
p
F is affine, we can find a W
′ ∈ S
(n)
F (p) of
pure codimension n with W ′ ⊃ W : just take a sufficiently general collection of n
functions f1, . . . , fn vanishing on W and let W
′ be the common zero locus of the
fi. Thus the set of pure codimension n subsets W
′ of ∆pF with W
′ ∈ S
(n)
F (p) is
cofinal in S
(n)
F (p).
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Let W ∈ S
(n)
F (p) have pure codimension n on ∆
p
F and let W0 ⊂W be any closed
subset. ThenW0 is also in S
(n)
F (p) and we have the long exact localization sequence
. . .→ πrE
W0(∆pF )
iW0∗−−−→ πrE
W (∆pF )→ πrE
W\W0(∆pF \W0)→ . . .
Let S
(n)
F (p)0 ⊂ S
(n)
F (p) be the set of all W0 ∈ S
(n)
F (p) with codim∆pFW0 > n. Let
E(n)(F, p)0 = hocolim
W0∈S
(n)
F
(p)0
EW0(∆pF ).
Passing to the limit over the above localization sequences gives us the long exact
sequence
. . .→ πrE
(n)(F, p)0
i0∗−−→ πrE
(n)(F, p)→ ⊕w∈(∆p
F
,∂∆p)(n)πrE
w((SpecO∆p
F
,w))→ . . .
By lemma 4.2, the map i0∗ is the zero map, which proves the lemma. 
Let S : ∆op → Spt be a simplicial spectrum, |S| = hocolim∆op S ∈ Spt the
associated spectrum, giving us the spectral sequence
E1p,q = πqS(p) =⇒ πp+q|S|.
This spectral sequence induces an increasing filtration Filsimp∗ πr|S| on πr|S|. We
have the q-truncated simplicial spectrum S≤q and Fil
simp
q πr|S| is just the image of
πr|S≤q| in πr|S|. In particular Fil
simp
−1 πr|S| = 0 and ∪
∞
q=0 Fil
simp
q πr|S| = πrS, so
the spectral sequence is weakly convergent, and is strongly convergent if for instance
there is an integer q0 such that S(p) is q0-connected for all p.
The isomorphism of theorem 3.1 thus gives us the weakly convergent spectral
sequence
(4.2) E1p,q(X,E, n) = πqE
(n)(X, p) =⇒ πp+qfnE(X)
which is strongly convergent if πqE
(n)(X, p) = 0 for q ≤ q0, independent of p. This
defines the increasing filtration Filsimp∗ (E)πrfnE(X) of πrfnE(X) with associated
graded grsimpp (E)πrfnE(X) = E
∞
p,r−p.
Lemma 4.4. Suppose that k is infinite and that Πa,∗E(K) = 0 for a < 0 and all
fields K over k. Let F ⊃ k be a field extension of k. Then
(1) E1p,r−p(F,E, n) = 0 for p > r + n and Fil
simp
r+n (E)πrfnE(F ) = πrfnE(F ).
(2) E1p,q(F,E, n) is isomorphic to a subgroup of ⊕w∈(∆pF ,∂∆p)(n)Πq+n,nE(F (w)).
(3) The spectral sequence (4.2) is strongly convergent.
Proof. Since the spectral sequence is weakly convergent, to prove (3) it suffices
to show that E1p,q(F,E, n) = 0 for q < −n and for (1) it suffices to show that
E1p,r−p = 0 for p > r + n. These both follows from (2) as our hypothesis implies
that Πa,∗E(F (w)) = 0 for a < 0, w ∈ ∆
p
F .
For (2), lemma 4.3 gives us an inclusion
E1p,q = πqE
(n)(F, p) ⊂ ⊕w∈(∆p
F
,∂∆p)(n)πqE
w(SpecO∆p
F
,w).
Take w ∈ (∆pF , ∂∆
p)(n). By the Morel-Voevodsky purity isomorphism [18, loc.cit.],
we have Ew(SpecO∆p
F
,w) ∼= Hom(Σ
n
S1Σ
n
Gm
w+, E), hence
πqE
w(SpecO∆p
F
,w) ∼= Πq+n,nE(F (w)),
which proves (2). 
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For a field extension K of k, we write tr. dimkK for the transcendence dimension
of K over k.
Lemma 4.5. Let E be in SHS1(k) and suppose Πa,∗E(K) = 0 for a < 0 and all
fields K over k. Let p be the exponential characteristic of k. Let r be an integer.
Suppose we have functions
(d, q) 7→ Nj(d, q;E) ≥ 0; d, q ≥ 0, j = 0, . . . , r − 1,
such that, for each field extension K of k with tr. dimkK ≤ d, each j = 0, . . . , r−1,
and all integers q,M ≥ 0, m ≥ Nj(d, q;E), we have
(4.3) Fm
Tate
Πj,qfME(K)[1/p] = 0.
Let F be a field extension of k with tr. dimkF ≤ d and fix an integer n ≥ 0. For
r > 0, let N = maxr−1j=0Nj(r − j + d, n;E); for r ≤ 0, set N = 0. Then for all
integers m ≥ N , n ≥ 0, , we have
πr(fn(fmE))(F ))[1/p] = Fil
simp
n (fmE)πr(fn(fmE))(F )[1/p].
Proof. We delete the “ [1/p]" from the notation in the proof, using the convention
that we have inverted the exponential characteristic p throughout.
If k is a finite field, fix a prime ℓ and let kℓ be the union of all ℓ-power extensions
of k. If we know the result for kℓ, then using proposition A.1(2) for each k ⊂ k′ ⊂ kℓ
with k′ finite over k proves the result for k, after inverting ℓ. Doing the same for
some ℓ′ 6= ℓ, we reduce to the case of an infinite field k.
By [12, proposition 3.2], the hypothesis Πa,∗E(K) = 0 for a < 0 and all
K implies Πa,∗fmE(K) = 0 for a < 0, all K, and all m ≥ 0. In particular,
πr(fn(fmE))(F )) = 0 for r < 0 and all n,m ≥ 0, so for r < 0, the lemma is triv-
ially true. We therefore assume r ≥ 0. In addition, it follows from lemma 4.4(1) that
the spectral sequence (4.2), E∗∗,∗(F, fmE, n), is strongly convergent for all m,n ≥ 0
and E1p,r−p(F, fmE, n) = 0 for p > r+n. Since Fil
simp
∗ (fmE)πr(fn(fmE))(F ) is by
definition the filtration on πr(fn(fmE))(F ) induced by this spectral sequence, we
need only show that
E1p,r−p(F, fmE, n) = 0 for n < p ≤ r + n and m ≥ N.
In particular, the result is proved for r = 0; we now assume r > 0.
Let p be an integer, n < p ≤ r + n. By lemma 4.4(2),
E1p,r−p(F, fmE, n) ⊂ ⊕w∈(∆pF ,∂∆p)(n)Πr−p+n,nfmE(k(w)).
For w ∈ (∆pF , ∂∆
p)(n), w has codimension n on ∆pF , hence tr. dimFk(w) = p − n
and thus tr. dimkk(w) ≤ p − n + d. We have m ≥ Nr−p+n(p − n + d, n;E) since
0 ≤ r − p+ n < r, and so our hypothesis (4.3) implies
FmTateΠr−p+n,nfmE(k(w)) = 0.
But FmTateΠa,bfmE(k(w)) = im(Πa,bfmfmE(k(w))
ρm(fmE)∗
−−−−−−−→ Πa,bfmE(k(w))) by
definition, and ρm(fmE) is an isomorphism (lemma 2.1), hence
FmTateΠa,bfmE(k(w)) = Πa,bfmE(k(w)).
Thus Πr−p+n,nfmE(k(w)) = 0 and hence E
1
p,r−p = 0 for n < p ≤ r + n, as
desired. 
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5. The bottom of the filtration
In this section, k will be a fixed perfect base field. We study the subgroup
Filsimpn (E)πrfnE(F ) isolated in lemma 4.5.
Lemma 5.1. Let E be in SHS1(k). Then Fil
simp
n−1 (E)πrfnE(F ) = 0 for all fields
F over k.
Proof. For anyX ∈ Sm/k, Filsimpq πrE
(n)(X) is by definition the image in πrE
(n)(X)
of πr|E(n)(X,− ≤ q)|, where E(n)(X,− ≤ q) is the q-truncated simplicial spectrum
associated to E(n)(X,−). For X = SpecF , we clearly have S
(n)
F (p) = ∅ for p < n,
as ∆pF has no closed subsets of codimension > p. Thus |E
(n)(X,− ≤ q)| is the
0-spectrum for q < n and hence Filsimpn−1 πrE
(n)(F ) = 0. 
To study the first non-zero layer Filsimpn (E)πrfnE(F ) in Fil
simp
∗ (E)πrfnE(F ), we
apply the results of [12]. For this, we recall some of these results and constructions.
We let Vn = (∆
1
F \ ∂∆
1)n. The function −t1/t0 on ∆1 gives an open immersion
ρn : Vn → An, identifying Vn with (A1 \ {0, 1})n.
Suppose that E is an n-fold T -loop spectrum, that is, there is an object ω−nT E ∈
Spt(k) and an isomorphism E ∼= ΩnTω
−n
T E in SHS1(k). Given an n-fold delooping
ω−nT E of E , we have explained in [12, §5] how to construct a “transfer map”
Tr∗F (w)/F : π∗E(w)→ π∗E(F ),
for each closed point w ∈ AnF , separable over F .
If now E = Ω∞T E for some T -spectrum E ∈ SH(k), then the bi-graded homotopy
sheaves Π∗,∗E admit a canonical right action by the bi-graded homotopy sheaves
of the sphere spectrum Sk ∈ SH(k):
Πa,bE ⊗Πp,q(Sk)→ Πa+p,b+qE
Hopkins and Morel [17, theorem 6.3.3] have defined a graded ring homomorphism
(5.1) θ∗(F ) : ⊕n∈ZK
MW
n (F )→ ⊕n∈ZΠ0,−nSk(F ),
natural in the field extension F of k.4 Via θ∗(F ), the right Πp,q(Sk)-action gives a
right action, natural in F ,
Πa,bE(F )⊗K
MW
∗ (F )→ Πa,b−∗E(F ).
This gives us the filtration FnMWΠa,bE(F ) of Πa,bE, defined by
FnMWΠa,bE(F ) := im[Πa,b+nE(F )⊗K
MW
n (F )→ Πa,bE(F )]; n ≥ 0.
Completing with respect to the transfer maps gives us the filtration FnMWTrΠa,bE(F ):
Definition 5.2 (see [12, definition 7.9]). Let E = Ω∞T E for some E ∈ SH(k), F
a field extension of k. Take integers a, b, n with n, b ≥ 0. Let FnMWTrΠa,bE(F )
denote the subgroup of Πa,bE(F ) generated by elements of the form
TrF (w)
∗(x); x ∈ FnMWΠa,bE(F (w))
as w runs over closed points of AnF , separable over F . We write F
∗
MWTrπrE(F ) for
the filtration F ∗MWTrΠr,0E(F ) on πrE(F ) = Πr,0E(F )
4A result of Morel [14, corollary 6.41] implies that θ∗(F ) is an isomorphism for all fields F ,
but we will not need this.
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Theorem 7.11 of [12] expresses the “Tate-Postnikov” filtration F ∗Tateπ0E(F ) on
π0E(F ) in terms of the “Milnor-Witt” filtration F
∗
MWπ0E(F ), under the connec-
tivity assumption Πa,∗E = 0 for a < 0. With some minor changes, the proof of this
result goes through to show:
Theorem 5.3. Let E be in SH(k) and let E = Ω∞T E. Suppose that Πa,∗E = 0 for
a < 0. Let F be a perfect field extension of k. Then for all r ≥ 0, n ≥ 0, we have
an equality of subgroups of Πr,qE(F ):
ρn(E)(Fil
simp
n (E)πrfnE(F )) = F
n
MWTrπrE(F )
Sketch of proof. We briefly indicate the changes that need to be made in the argu-
ments for theorem 7.11 loc. cit.: In [12, prop. 4.3 and thm. 7.6], replace π0 with πr
and FnTateπ0(E)(F ) with ρn(E)(Fil
simp
n (E)πrfnE(F )). Also, instead of using the
fact that θ∗(F ) is an isomorphism, we need only use that θ∗(F ) is a ring homomor-
phism, and that for u ∈ F×, θ1([u]) is the element of Π0,−1Sk(F ) coming from the
map u : SpecF → Gm corresponding to u (see [17, theorem 6.3.3]). 
6. Finite spectra and cohomologically finite spectra
In this section we will have occasion to use some localizations of SH(k) with
respect to multiplicatively closed subsets of Z\{0}. To make our discussion precise,
we have collected notations and some elementary facts concerning such localizations
in Appendix B; we will use these without further mention in this section.
For a field F , let F sep denote the separable closure of F and GF the absolute
Galois group Gal(F sep/F ). For p a prime, let cdp(GF ) denote the p-cohomological
dimension of the profinite group GF , as defined in [26, I, §3.1]. We write cdp(F ) for
cdp(GF ), and call cdp(F ) the p-cohomological dimension of F . The cohomological
dimension of F , cd(F ), is the supremum of the cdp(F ) over all primes p.
We turn to our main topic in this section: the study of finite and cohomologically
finite objects in SH(k).
Definition 6.1. 1. Let SH(k)fin(k) be the thick subcategory of SH(k) generated
by objects ΣnTΣ
∞
T X+ for X a smooth projective k-scheme and n ∈ Z.
2. Let SH(k)coh.fin(k) be the full subcategory of SH(k) with objects those E such
that
(i) there is an integer d such that, for n > d, Πr,n(E)Q = 0 for all r,
(ii) there is an integer c such that Πr,qE = 0 for r ≤ c, q ∈ Z.
3. For E ∈ SH(k)coh.fin(k), define d(E) to be the infimum among integers d such
that Πr,n(E)Q = 0 for all r and for all n > d.
4. We say that E ∈ SH(k) is topologically c-connected if Πr,∗E = 0 for r ≤ c. We let
c(E) be the supremum among integers c such that E is topologically c-connected.
5. For E ∈ SHS1(k), we say that E is topologically c-connected if Πr,nE = 0 for
r ≤ c and n ≥ 0; we say that E is c-connected if πrE = 0 for r ≤ c.
Remarks 6.2. 1. SH(k)coh.fin(k) is a thick subcategory of SH(k).
2. As ΣnTΣ
∞
T X+ is compact for all n ∈ Z, X ∈ Sm/k, SH(k)fin(k) is contained in
the category SH(k)c of compact objects in SH(k). If k admits resolution of singu-
larities, it is not hard to show that ΣnTΣ
∞
T X+ is in SH(k)fin(k) for all X ∈ Sm/k,
n ∈ Z; as these objects (and their translates) form a set of compact generators for
SH(k), it follows that SH(k)fin(k) = SH(k)c if k admits resolution of singularities,
that is, if k has characteristic zero.
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Remark 6.3. For a presheaf A of abelian groups on Sm/k, we have the presheaf
A−1 defined by
A−1(U) := ker(i
∗
1 : A(U × A
1 \ {0})→ A(U)).
Let E be in SHS1(k). By [17, lemma 4.3.11], there is a natural isomorphism
πn(ΩGmE)
∼= (πn(E))−1. In particular, if E is c-connected, then so is ΩGmE. As
Πa,bE = Πa,b−1ΩGmE and Πr,0 = πr, we see that E is c-connected if and only if E
is topologically c-connected.
Lemma 6.4. Take E ∈ SHfin(k). Then there is an integer n(E) such that ρn(E) :
fn(E)→ E is an isomorphism for all n ≤ n(E).
Proof. As fn is exact, it suffices to prove the result for E = Σ
m
T Σ
∞
T X+ with X
smooth and projective over k and m ∈ Z. As fn ◦ ΣmT = Σ
m
T ◦ fn−m, we need only
prove the result for E = Σ∞T X+. But Σ
∞
T X+ is in SH
eff (k), so ρn(Σ
∞
T X+) is an
isomorphism for all n ≤ 0. 
Lemma 6.5. Let E be in SH(k)coh.fin(k).
1. For U ∈ Sm/k, we have HomSH(k)Q((Σ
p
S1Σ
q
Gm
Σ∞T U+)Q, EQ) = 0 for all p ∈ Z,
q > d(E).
2. For all n > d(E), (fnE)Q ∼= 0 in SH(k)Q.
Proof. Let in : Σ
n
TSH
eff (k) → SH(k) be the inclusion, rn the right adjoint to
in; recall that fn := in ◦ rn. By example B.5, the Q-localization ΣnTSH
eff (k)Q
of ΣnTSH
eff (k) is the localizing subcategory of SH(k)Q generated by the objects
(ΣqGmΣ
∞
T U+)Q, q ≥ n, U ∈ Sm/k, the inclusion Σ
nSHeff (k)Q → SH(k)Q is given
by inQ, the right adjoint to inQ is rnQ and fnQ(EQ) = (fnE)Q for all E ∈ SH(k).
Using this, we see that (1) implies (2), as (1) implies that for F ∈ ΣnTSH
eff (k)Q,
n > d(E),
HomSH(k)Q(F , EQ) = 0.
Since (fnE)Q → EQ is universal for maps F → EQ with F ∈ ΣnTSH
eff (k)Q, it
follows that (fnE)Q = 0 for n > d(E).
For (1), by lemma B.2(2), we have
HomSH(k)Q((Σ
p
S1Σ
q
Gm
Σ∞T U+)Q, EQ) = HomSH(k)(Σ
p
S1Σ
q
Gm
Σ∞T U+, E)Q.
Thus, tensoring the usual Gersten-Quillen spectral sequence with Q gives the
strongly convergent spectral sequence
Ea,b1 = ⊕u∈U(a)Π−b,q+aE(k(u)Q =⇒ HomSH(k)Q((Σ
−a−b
S1 Σ
q
Gm
Σ∞T U+)Q, EQ),
concentrated in the range 0 ≤ a ≤ dimU . The assumption q > d(E) implies that
Ea,b1 = 0 for all a, b, proving (1). 
Lemma 6.6. Let E be in SH(k)coh.fin(k). Then fnE is in SH(k)coh.fin(k), d(fnE) ≤
d(E) and c(fnE) ≥ c(E), for all n ∈ Z.
Proof. We have shown in [12, proposition 3.2] that, for E ∈ SHS1(k), if E is
topologically −1-connected, then fpE is also topologically −1-connected for all p.
For E := Ω∞T Σ
−c−1
S1 Σ
q
Gm
E , we have
Πr−c−1,m+qfn+qE ∼= Πr,m+qfn+qΣ
q
Gm
E ∼= Πr,m+qΣ
q
Gm
fnE ∼= Πr,mfnE
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for m ≥ −q. Similarly, Πr−c−1,m+qE ∼= Πr,mE for m ≥ −q. Thus, if Πr,mE = 0 for
r ≤ c and m ≥ −q, the same holds for fnE . As q was arbitrary, we see that if E is
topologically c-connected, so is fnE for all n, that is, c(fnE) ≥ c(E).
We have already seen in lemma 6.5 that fnEQ = 0 for n > d(E), hence fnE is in
SH(k)coh.fin(k) and d(fnE) = −∞ for n > d(E). For n ≤ d(E), take m > d(E) ≥ n.
Then Πr,m(fnE) ∼= Πr,m(E), hence Πr,m(fnE)Q = 0. Thus fnE is in SH(k)coh.fin(k)
and d(fnE) ≤ d(E). 
In order to proceed further with our study of SHfin(k) and SH(k)coh.fin(k), we
need to recall Morel’s decomposition of SH(k)[ 12 ]. We recall the ring homomor-
phism (5.1)
θk := θ0(k) : K
MW
0 (k)→ EndSH(k)(Sk).
In addition, Morel [14, lemma 3.10] has defined an isomorphism of ringsKMW0 (k)
∼=
GW(k), with 1+η · [u] corresponding to the one-dimensional form ux2 if chark 6= 2.
Morel [17, section 6.1] has considered the action of Z/2 on the sphere spectrum
Sk arising from the exchange of factors
τ : T ∧ T → T ∧ T.
We also write τ for the induced automorphism of the sphere spectrum Sk. Morel
identifies the corresponding element of End(Sk) as
(6.1) τ := θk(1 + η · [−1]).
After inverting 2, the action of τ decomposes Sk[
1
2 ] into its +1 and−1 eigenspaces
Sk[ 12 ] = S
+
k [
1
2 ]⊕ S
−
k [
1
2 ];
as Sk[
1
2 ] is the unit in the tensor category SH(k)[
1
2 ], this induces a decomposition
of SH(k)[ 12 ] as
SH(k)[ 12 ] = SH(k)
+ × SH(k)−.
This extends to a decomposition of SH(k)Q as SH(k)
+
Q × SH(k)
−
Q . For an object
E of SH(k), we write the corresponding factors of EQ as E
+
Q , E
−
Q .
Lemma 6.7. Suppose that either
(1) char k = 0 and cd2(k) <∞.
(2) char k > 0.
Then 2N+1 · η = 0, where in case (1), N = cd2(k), and in case (2), N = 0 if
chark = 2 or if chark = p is odd and p ≡ 1 mod 4, N = 1 if p ≡ 3 mod 4.
Moreover, letting I ⊂ GW(k) be the augmentation ideal, we have In = 0 for n >
cd2(k), assuming k has characteristic 6= 2.
Proof. Suppose that char k 6= 2. Sending (a1, . . . , an) ∈ (k×)n to the n-fold Pfister
form <<a1, . . . , an>> descends to a well-defined surjective homomorphism pn :
KMn (k)/2 → I
n/In+1 [13, §4.1]; in particular 2In ⊂ In+1 for all n ≥ 0. By the
Milnor conjecture [29, theorem 6.6 and theorem 7.4] and [19, theorem 4.1], pn is an
isomorphism, and induces an isomorphism
In/In+1 ∼= Hne´t(k, µ
⊗n
2 ).
Thus In = In+1 for n ≥ N+1, where N := cd2 k. By the theorem of Arason-Pfister
[1, Korollar 1], ∩nIn = {0}, hence IN+1 = 0, and thus 2N+1 kills the Witt group
W (k).
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As a KMW0 (k)-module, K
MW
−1 (k) is cyclic with generator η. However,
KMW−1 (k)
∼=W (k)
by [14, lemma 3.10], and thus 2N+1η = 0. This handles the case (1).
In case k has characteristic p > 0, then as η comes from base extension from
the prime field Fp, it suffices to show that 2
N+1η = 0 in SH(Fp), with N as in the
statement of the lemma.
For p odd, we have GW(Fp) ∼= KMW0 (Fp), with 1 + η[−1] corresponding to the
form −x2; the hyperbolic form x2 − y2 corresponds to 2 + η[−1]. If p ≡ 1 mod 4,
then −1 is a square, hence −x2 and x2 are isometric forms and 1 + η[−1] = 1 in
KMW0 (Fp). The relation η(2 + η[−1]) = 0 in K
MW
0 (Fp) thus simplifies to 2η = 0.
If p ≡ 3 mod 4, then −1 is a sum of two squares, and hence the quadratic form
x2 + y2 + z2 is isotropic. Thus the Pfister form x2 + y2 + z2 + w2 is also isotropic
and hence hyperbolic, and hence the form −x2− y2− z2−w2 is hyperbolic as well.
Translating this back to KMW0 (Fp) gives the relation 4(1 + η[−1]) = 2(2 + η[−1])
or 2η[−1] = 0. Combining this with relation η(2 + η[−1]) = 0 yields 4η = 0.
In case k has characteristic 2, −1 = +1. The relation η(2+ η[−1]) = 0 simplifies
to 2η = 0 (as [1] = 0 in KMW1 (F ) for all fields F [14, lemma 3.5]). 
Lemma 6.7 and (6.1) imply:
Lemma 6.8. Suppose that k has finite 2-cohomological dimension or that char k >
0. Then SH(k)[ 12 ] = SH(k)
+.
Proposition 6.9. Take X ∈ Sm/k. Then
1. Πr,n(Σ
∞
T X+) = 0 for r < 0 and n ∈ Z
2. Suppose X is smooth and projective over k of dimension d and that k has finite
2-cohomological dimension or char k > 0. Then Πr,n(Σ
∞
T X+)Q = 0 for n > d,
r ∈ Z.
3. Suppose k has finite 2-cohomological dimension or chark > 0. Then each E in
SH(k)fin(k) is also in SH(k)coh.fin(k).
Proof. Noting that SH(k)coh.fin(k) is a thick subcategory of SH(k), and that
Πr,n(Σ
m
T Σ
∞
T X+) = Πr−m,n−m(Σ
∞
T X+),
we see that (3) follows from (1) and (2).
We first prove (1). We have the S1-spectrum Σ∞S1X+ ∈ SHS1(k). By [8, theorem
10] we have
Πr,n(Σ
∞
T X+) = lim−→
b
Πr,n+bΣ
∞
S1Σ
b
Gm
X+
so it suffices to see that Σ∞S1Σ
b
Gm
X+ is topologically -1 connected for all b ≥ 0. By
remark 6.3, we need only see that Σ∞S1Σ
b
Gm
X+ is -1 connected. This follows from
Morel’s S1-stable A1-connectedness theorem [17, theorem 4.2.10].
For (2), lemma 6.8 and our assumption on k imply that SH(k)Q = SH(k)
+
Q . By
a result of Morel (proved in detail by Cisinski-Déglise [3, theorem 15.2.13]), there
is an equivalence of triangulated categories SH(k)+Q
∼= DM(k)Q, and hence
HomSH(k)(Σ
a
S1Σ
b
Gm
Σ∞T U+,Σ
∞
T X+)Q
∼= HomSH(k)+
Q
((ΣaS1Σ
b
Gm
Σ∞T U+)
+
Q , (Σ
∞
T X+)
+
Q )
∼= HomDM(k)Q(M(U)(b)Q[a+ b],M(X)Q),
where M : Sm/k→ DM(k) is the canonical functor.
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Since M(U)(b) is compact in DM(k), we have
HomDM(k)Q(M(U)(b)Q[a+ b],M(X)Q)
∼= HomDM(k)(M(U)(b)[a+ b],M(X))Q.
As X is smooth and projective, we may use duality (via, e.g., duality in Chow
motives over k and [33, V, prop. 2.1.4])
HomDM(k)(M(U)(b)[c],M(X)) ∼= HomDM(k)(M(U ×X),Z(d− b)[2d− c])
= H2d−c(U ×X,Z(d− b)).
But for all Y ∈ Sm/k, Hp(Y,Z(q)) = 0 for q < 0 [28, corollary 2], p ∈ Z. Thus the
presheaf
U 7→ HomSH(k)(Σ
a
S1Σ
b
Gm
Σ∞T U+,Σ
∞
T X+)Q
is zero for b > d, and hence the associated sheaf Πa,b(Σ
∞
T X+)Q is zero as well. 
Remark 6.10. Suppose that k has finite 2-cohomological dimension or that char k >
0, so SHfin(k) ⊂ SHcoh.fin(k). We do not know if SHcoh.fin(k) ⊂ SHfin(k).
Remark 6.11. The statement of the result of Cisinski-Déglise [3, theorem 16.2.13]
cited above is not the same as given here; Cisinski-Déglise show that the A1-
derived category over a base-scheme S, with Q-coefficients, DA1,Q(S), has plus
part DA1,Q(S)
+ equivalent to the category of “Beilinson motives” DMB(S). For S
geometrically unibranch, they show [3, theorem 16.1.4] that DMB(S) ∼= DM(S)Q.
Furthermore, the well-known adjunction between simplicial sets and chain com-
plexes extends to give an equivalence of SH(S)Q with DA1,Q(S) (see e.g. [3,
§5.3.35]). Putting these equivalences all together gives us the equivalence SH(k)+Q
∼=
DM(k)Q we use in the proof of proposition 6.9.
Alternatively, one also can repeat the argument used by Cisinski-Déglise, re-
placing DA1,Q(S) with SH(k)Q, and DMB(S) with HoMZ-ModQ, where MZ is
the commutative monoid in symmetric motivic spectra over k defined in [25], and
representing motivic cohomology in SH(k). This shows that the forgetful functor
HoMZ-ModQ → SH(k)Q induces an equivalence HoMZ-ModQ → SH(k)
+
Q . One
can then use the theorem of Röndigs-Østvær [25, theorem 1.1, discussion preceding
theorem 1.2], which gives an equivalence of HoMZ-ModQ with DM(k)Q for k a
perfect field.
7. The proof of the convergence theorem
The following result combines with lemma 4.5 to form the heart of the proof of
our main theorem.
Lemma 7.1. Let k be a perfect field. Suppose that k has finite cohomological
dimension Dk. Let F be a perfect field extension of k with tr. dimkF ≤ d. Let
E = Ω∞T E for some E ∈ SHcoh.fin(k) and suppose that Πa,∗E = 0 for a < 0.
Consider the map
ρn(fME) : πrfn(fME)(F )→ πrfME(F ).
Then, for all r,M ≥ 0, n > max(Dk + d, d(E)), we have
ρn(fME)(Fil
simp
n (fME)πrfn(fME)(F )) = 0.
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Proof. Let A = max(Dk + d, d(E)) ≥ 0. By theorem 5.3, and the definition of the
filtration FnMWTrπrfME(F ), it suffices to show that, for every finite extension F
′
of F , the product
∪ : Πr,nfME(F
′)⊗KMWn (F
′)→ Πr,0fME(F
′)
is zero if n > A.
We note that fME ∼= Ω∞T fME for M ≥ 0 (lemma 2.2). Thus, by lemma 6.6,
(Πr,nfME)Q = 0 for n > max(d(E),−1) and the image of ∪ is the same as the
subgroup generated by the images of the maps
∪N : Πr,nfME(F
′)N−tor ⊗K
MW
n (F
′)/N → πrfME(F
′); N ∈ N.
First suppose char k 6= 2. By Morel’s theorem [16, theorem 5.3], we have a
cartesian diagram
KMWn (F
′) //

KMn (F
′)

I(F ′)n // I(F ′)n/I(F ′)n+1
But as tr. dimkF
′ ≤ d, we have cd2(F ) ≤ cd(F ) ≤ Dk + d [26, II, §4.2, proposition
11]. Thus, for n > Dk + d, lemma 6.7 tells us that K
MW
n (F
′) = KMn (F
′). Fur-
thermore, for N prime to the characteristic, the Bloch-Kato conjecture5 gives the
isomorphism
KMn (F
′)/N ∼= Hne´t(F
′, µ⊗nN ),
and hence KMn (F
′)/N = 0 for n > Dk + d. For N = p = char(k), it follows from
[2, theorem 2.1] that KMn (F
′)/p = 0, since F ′ is perfect. Thus, for n > Dk + d,
KMWn (F
′)/N = 0, and hence the image of ∪ is zero if n > A.
If chark = 2, then as F ′ is perfect, each u ∈ F ′ is a square. Thus, by [14,
proposition 3.13], the quotient map KMWn (F
′) → KMn (F
′) is an isomorphism for
n ≥ 0. The remainder of the discussion is the same. 
Relying on lemma 7.1, here is the main step in the proof of theorem 4:
Proposition 7.2. Let k be a perfect field of finite cohomological dimension and let
p be the exponential characteristic of k. Then there is a function Nk : Z
3 → Z, with
Nk(e, r, d) ≥ 0 for all e, d, r, such that, given an integer e, and an E in SHcoh.fin(k)
with c(E) ≥ −1 and d(E) ≤ e, we have
FilN
Tate
Πr,qfMΩ
∞
T E(F )[1/p] = 0
for all r,M ∈ Z, all N ≥ Nk(e− q, r, d) + q, all q ≥ 0, and all field extension F of
k with tr. dimkF ≤ d.
Proof. For a field F , let F per be the perfect closure of F . By proposition A.1,
FilNTate Πa,bG(F )[1/p] ∼= Fil
N
Tate Πa,bG(F
per)[1/p] for all G ∈ SH(k), so we may
replace F with F per whenever necessary.
From our hypothesis c(E) ≥ −1 and lemma 6.6 follows c(fME) ≥ −1, so
Πr,qΩ
∞
T fME = Πr,qfMΩ
∞
T E = 0 for r < 0, q ≥ 0. Thus, taking Nk(e, r, d) = 0
for r < 0, and all d and e settles the cases r < 0, so we may proceed by induction
5Proved by Rost and Voevodsky [32]. For a presentation of some of Rost’s results that go into
the proof of Bloch-Kato, see, e.g., [6, 27].
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on r, defining Nk(e, r, d) recursively. We omit the [1/p] in the notation, using the
convention that we invert p throughout the proof of this proposition.
Assume r ≥ 0 and that we have defined Nk(e, j, d) for j ≤ r − 1 (and all e, d)
so that the proposition holds for FilNTate Πj,qfMΩ
∞
T E(F ), j < r; we assume in
addition that Nk(e, j, d) = 0 for j < 0. Define Nj(d, q;E) := Nk(e − q, j, d) + q
for j < r. Then (4.3) is satisfied for q,M ≥ 0, m ≥ Nj(d, q;E), j = 0, . . . , r − 1.
By lemma 4.5, it follows that for all n ≥ 0, all fields F with tr. dimkF ≤ d and all
m ≥ maxr−1j=0Nj(r − j + d, n;E) (or m ≥ 0 in case r = 0), we have
πr(fnfmE)(F ) = Fil
simp
n (fmE)πr(fnfmE)(F ).
As the filtration Filsimp∗ (G)πr(fnG)(F ) is functorial in G, this implies that
fn(ρm(E))(πr(fnfmE)(F )) ⊂ Fil
simp
n (E)πr(fnE)(F )
for n,m, F as above.
If we take n ≥ max(Dk + d, d(E)) + 1, then by lemma 7.1
im(Filsimpn (E)πr(fnE)(F
per)
ρn(E)
−−−−→ πr(E)(F
per)) = 0.
For m ≥ n, we have fmfn = fm and ρn(E) ◦ fn(ρm(E)) = ρm(E) (lemma 2.1).
Thus, for
n = max(Dk + d, e) + 1, m ≥ max
r−1
j=−1Nj(r − j + d, n;E),
we have
0 = ρn(E) ◦ fn(ρm(E))(πr(fmfnE)(F
per)) = ρm(πr(fmE)(F
per)) ⊂ πrE(F
per).
Let n = max(Dk+d, e)+1 and define Nk(e, r, d) := n+max
r−1
j=−1Nk(e−n, j, r−j+d).
Using the isomorphism FNTateπrE(F )
∼= FNTateπrE(F
per), we thus have
FNTateπrE(F ) = 0
for N ≥ Nk(e, r, d) and F a field extension of k with tr. dimkF ≤ d.
Fix q ≥ 0 and let E ′ = ΩqTE , E
′ = Ω∞T E
′. Then Πa,bE
′ ∼= Πa,b+qE for all
b ∈ Z, hence c(E ′) ≥ −1. Also, d(E ′) = d(E) − q ≤ e − q, and we may apply
our result with E′ replacing E, and e − q replacing e. Since πrE′ = Πr,qE and
FN−qTate πrE
′ = FNTateΠr,qE (lemma 2.4), we thus have
FNTateΠr,qE(F ) = 0
for N ≥ Nk(e− q, r, d) + q, q ≥ 0, and F as above.
Now take an integerM . Then c(fME) ≥ −1 and d(fME) ≤ d(E) (by lemma 6.6),
so the same result holds for EM := Ω
∞
T fME . By lemma 2.2, EM
∼= fME , so
FNTateΠr,qfME(F )[1/p] = 0
for q ≥ 0, N ≥ Nk(e−q, r, d)+q, and all field extensions F of k with tr. dimkF ≤ d.
As M was arbitrary, the induction thus goes through, completing the proof. 
Now for the proof of the main theorem. For x ∈ X ∈ Sm/k, and F a sheaf on
Sm/kNis, we let Fx denote the Nisnevich stalk of F at x.
Theorem 7.3. Let k be a perfect field of finite cohomological dimension. Let p be
the exponential characteristic of k, let x ∈ X ∈ Sm/k and let d = dimkX. Let E
be in SHcoh.fin(k). Then for all integers r, q, and M , we have
(Filn
Tate
Πr,qfME)x[1/p] = 0
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for n ≥ Nk(d(E) − q, r − c(E) − 1, d) + q, where Nk is the integer-valued function
given by proposition 7.2.
As SH(k)fin is a subcategory of SH(k)coh.fin in case k has finite cohomologi-
cal dimension (proposition 6.9(3)), our main theorem 4 follows immediately from
theorem 7.3, with N(E , r, d, q) := Nk(d(E) − q, r − c(E) − 1, d) + q.
Proof of theorem 7.3. As before, we invert p throughout the proof and omit the
“ [1/p]” from the notation.
The proof of [15, lemma 6.1.4] shows that, for x ∈ X ∈ Sm/k, Xx := SpecOX,x
and U ⊂ Xx open, the map Xx → Xx/U in H(k) is equal to the map sending Xx
to the base-point of Xx/U . This implies that for any F ∈ SH(k), a, b ∈ Z, the
restriction map
[ΣaS1Σ
b
Gm
Σ∞Xx+,F ]SH(k) → [Σ
a
S1Σ
b
Gm
Σ∞U+,F ]SH(k)
is injective. Passing to the limit over U , this shows that the restriction map
Πa,b(F)x → Πa,b(F)(k(X))
is injective. From this it easily follows that the restriction map
(FilnTate Πr,qfME)x → (Fil
n
Tate Πr,qfME)(k(X))
is injective.
Thus, it suffices to show that FilnTate Πr,qfME(F ) = 0 for M ∈ Z, for n ≥
N(d(E) − q, r − c(E) − 1, d) + q, and for all finitely generated fields F over k with
tr. dimkF ≤ d.
As
FilnTate Πr+p,qΣ
p
S1E = Fil
n
Tate Πr,qE
we may replace E with Σ
−c(E)−1
S1 E and assume that c(E) ≥ −1. Similarly, if q < 0
we may replace E with Σ−qGmE , since
Filn−qTate Πr,0fM−qΣ
−q
Gm
E = FilnTate Πr,qfME
and d(Σ−qGmE) = d(E)− q. This reduces us to the case q ≥ 0 and c(E) ≥ −1. Letting
E = Ω∞T E , we have
FilnTate Πr,qfME = Fil
n
Tate Πr,qΩ
∞
T fME = Fil
n
Tate Πr,qfME
for all M ∈ Z, q ≥ 0, n ≥ 0, so the result follows from proposition 7.2. 
Corollary 7.4. Take k, x, d and E as in theorem 7.3. Then for all q ∈ Z,
(Πr,qfME)x[1/p] = 0 for all M ≥ Nk(d(E) − q, r − c(E)− 1, d) + q.
Proof. Indeed, for M ≥ n, fnfM ∼= fM , hence Fil
n
Tate Πr,qfME = Πr,qfME . The
result thus follows from theorem 7.3. 
Remark 7.5. Althoug Nk(e, r, d) is defined recursively, it has a simple expression:
For Dk + d ≥ 0,
Nk(e, r, d) =


(r + 1)(Dk + d) +
1
2 (r + 1)(r + 2) if e ≤ Dk + d, r ≥ 0
e + r(Dk + d) +
1
2 (r + 1)(r + 2) if e > Dk + d, r ≥ 0
0 if r < 0.
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In particular, Nk(e, r, d) is an increasing function in each variable (assuming Dk +
d ≥ 0). Thus, one can apply theorem 7.3 or corollary 7.4 even if one only has an
upper bound for d(E) and a lower bound for c(E).
For instance, for Y ∈ Sm/k, we have d(Σ∞T Y+) ≤ dimk Y and c(Σ
∞
T Y+) ≥ −1.
Thus, for x ∈ X ∈ Sm/k, r ≥ 0, M ∈ Z, we have (FNTateΠr,qfMΣ
∞
T Y+)x = 0 for
N ≥ max(dimk Y − q,Dk + dimkX) + r(Dk + dimkX) +
1
2
(r + 1)(r + 2) + q.
We do not know if any of these bounds are sharp.
Appendix A. Norm maps
Suppose our perfect base-field k has characteristic p > 0. For an abelian group
A, we write A′ for A⊗Z Z[1/p]. Our task in this section is to prove
Proposition A.1. 1. Suppose that k is a perfect field of characteristic p > 0. Take
E ∈ SH(k) and let α : F → L be a purely inseparable extension of finitely generated
fields over k. Then the map
α∗ : Πa,bE(F )
′ → Πa,bE(L)
′
is injective.
2. Suppose that k is a finite field. Take E ∈ SH(k) and let α : k → k′ be a finite
extension of degree n, let F be a field extension of k, and let F ′ = F ⊗k k′. Then
the kernel of
α∗ : Πa,bE(F )→ Πa,bE(F
′)
is n-torsion.
As one would expect, we construct a quasi-inverse to α∗ by constructing transfers.
We first discuss (1). Take a ∈ F×\(F×)p and consider the extension Fa := F (a1/p).
We have the corresponding closed point p(a) of A1F defined by the homogeneous
ideal (Xp − a) ⊂ F [X ]. This gives us the closed point p(a) of P1F via the standard
open immersion x 7→ (1 : x) of A1 into P1.
Suppose F = k(U) for some finite type k-scheme U . Since k is perfect, U has
a dense open subscheme smooth over k; shrinking U and changing notation, we
may assume that U is affine and smooth over k, and also that a is a global unit
on U . Let V ⊂ A1 × U be the closed subscheme defined by Xp − a. Then V is
reduced and irreducible (since a 6∈ (F×)p) and is finite over U . Shrinking U again,
we may assume that V is also smooth and affine over k. Let IV ⊂ k[U ][t] be the
ideal defining V in A1 × U .
Using Xp − a as generator for IV /I2V , we have the Morel-Voevodsky purity
isomorphism [18, theorem 3.2.23]
A1 × U/(A1 × U \ V ) ∼= P1V .
Combining with the excision isomorphism A1×U/(A1×U \V ) ∼= P1×U/(P1×U \V )
and passing to the limit over open subschemes of U gives us the sequence of maps
of pro-objects in H•(k):
(P1F ,∞)→ P
1
F /P
1
F \ {p(a)} ∼= (P
1
Fa ,∞);
we denote the composition by Trp(a)/F . Passing to SH(k) gives us the morphism
Trp(a)/F : Sk ∧ SpecF+ → Sk ∧ p(a)+ = Sk ∧ SpecFa+
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where we consider these objects as pro-objects in SH(k). Composing with the map
induced by the structure morphism πa : p(a)→ SpecF gives us the endomorphism
πa ◦ Trp(a)/F of Sk ∧ SpecF+.
Proposition A.1(1) is an immediate consequence of
Lemma A.2. After inverting p, the the endomorphism
πa ◦ Trp(a)/F : Sk ∧ SpecF+ → Sk ∧ SpecF+
is an isomorphism.
Proof. We consider a deformation of TrFa/F . Let P (a) ⊂ SpecF [t][X ] be the closed
subscheme defined by the ideal (Xp + t(X + 1) + (t− 1)a). We have
d(Xp + t(X + 1) + (t− 1)a) = (X + a+ 1)dt+ tdX ∈ ΩF [t][X]/F .
Thus the singular locus of P (a) (over F ) is given by
(X + a+ 1 = t = 0) ∩ (Xp + t(X + 1) + (t− 1)a = 0);
since a 6∈ (F×)p, the singular locus is empty, i.e., P (a) is smooth over F . Using
Xp+ t(X+1)+(t− 1)a as the generator for IP (a)/I
2
P (a), we have as above the map
TrP (a)/F [t] : P
1
k ∧ SpecF [t]+ → P
1
k ∧ P (a)+
of pro-objects in H•(k), and the endomorphism
πP (a)/F [t] ◦ TrP (a)/F [t] : Sk ∧ SpecF [t]+ → Sk ∧ SpecF [t]+
of pro-objects in SH(k).
Setting t = 1 gives us the closed subscheme p0 of SpecF [X ] defined by the ideal
(Xp + X + 1). Clearly π0 : p0 → SpecF is finite and étale of degree p. Using
Xp +X + 1 as generator of Ip0/I
2
p0 gives us the map
Trp0/F : (P
1
k,∞) ∧ SpecF+ → (P
1
k,∞) ∧ p0+
of pro-objects in H•(k), and the endomorphism
π0 ◦ Trp0/F : Sk ∧ SpecF+ → Sk ∧ SpecF+
of pro-objects in SH(k).
The map πP (a)/F [t] ◦TrP (a)/F [t] thus gives us an A
1-homotopy between the maps
πa ◦Trp(a)/F and π0 ◦Trp0/F . Thus, these maps are equal in SH(k), and it suffices
to show that π0 ◦ Trp0/F is an isomorphism after inverting p.
As Xp +X + 1 has coefficients in Fp, π0 ◦ Trp0/F arises as base-extension from
the similarly defined map
π0 ◦ Trp0/Fp : SFp → SFp
in SH(Fp), that is, from the corresponding element [π0 ◦Trp0/Fp ] ∈ [SFp , SFp ]SH(Fp).
By Morel’s theorem [SFp , SFp ]SH(Fp)
∼= GW(Fp) (see [14, lemma 3.10, corol-
lary 6.41]). Since [Fp(p0) : Fp] = p, it follows that the image of π0 ◦ Trp0/Fp ∈
[SFp , SFp ]SH(Fp) under the rank homomorphism GW(Fp) → Z is p. Since the aug-
mentation ideal I ⊂ GW(Fp) is nilpotent (in fact I2 = 0), it follows that π0◦Trp0/Fp
is a unit in GW(Fp)[1/p], completing the proof of (1).
The proof of proposition A.1(2) is similar. Write k′ = k(a), let f(x) ∈ k[x] be
the minimal polynomial of a and let p ∈ A1k be the closed point defined by the
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ideal (f(x)). Using f(x) as the generator for Ip/I
2
p , the Morel-Voevodsky purity
isomorphism [18, loc. cit.] defines the map
Trp/k : (P
1
k,∞)→ (P
1
k,∞) ∧ p+
in H•(k), and the endomorphism
πp ◦ Trp/k : Sk → Sk
in SH(k). We can use Morel’s theorem again and identify End(Sk) with GW(k).
Under this identification, πp ◦ Trp/k corresponds to an element γ ∈ GW(k), map-
ping to the degree n under the rank homomorphism GW(k) → Z. Since the aug-
mentation ideal I ⊂ GW(k) is nilpotent, this implies that there is an element
β ∈ GW(k) with β · γ = n. Viewing β as an endomorphism of Sk, this gives
πp◦(Trp/k◦β) = n×id. As α
∗ = π∗p∧idSpecF on Πa,bE(F ), this implies n·kerα
∗ = 0,
completing the proof. 
Appendix B. Inverting integers in a triangulated category
We collect some notations and elementary facts concerning the localization of a
triangulated category with respect to a multiplicatively closed subset of Z \ {0}.
If every object of the triangulated category is compact, there is no issue about
what such a localization is and how to define it, however for “large" triangulated
categories, there are a number of definitions possible, as well as some issues involving
extending adjoints.
Although this material is quite elementary, these facts on localization do not
appear to be in the literature in the setting of compactly generated triangulated
categories admitting arbitrary coproducts. Some of this material appears in an
appendix to S. Kelly’s doctoral thesis [9]; I am grateful to him for pointing out
these results to me.
In what follows, T will be a triangulated category admitting arbitrary small
coproducts.
Remark B.1. Suppose R is a localizing subcategory of T with a set of compact
generators. Then (see e.g. [22, construction 1.6]), the Verdier localization q : T →
T /R exists and admits a right adjoint r : T /R → T . r induces an equivalence
of T /R with R⊥, this being the full subcategory of objects X ∈ T such that
HomT (A,X) = 0 for all A ∈ R. If R is a set of compact generators for R, then
R⊥ = R⊥.
Let R be a set of compact objects in T and R the localizing subcategory of T
generated by R, that is, the smallest localizing subcategory of T containing R. We
recall from [21, theorem 2.1] that R is a set of generators for R, that is, if X is an
object of R such that HomR(A,X) = 0 for all A ∈ R, then X ∼= 0. Furthermore,
the subcategoryRc of compact objects in R is the thick subcategory ofR generated
by R.
Let S be a multiplicatively closed subset of Z \ {0} containing 1. Call an object
X in T S-torsion if n · idX = 0 for some n ∈ S. We let TS-tor be the localizing
subcategory of T generated by the compact S-torsion objects of T and let TS−1Z
denote the Verdier localization T /TS-tor. If S is the set of powers of some integer n,
we write Z[ 1n ] for S
−1Z, Tn∞-tor for TS-tor and T [
1
n ] for TS−1Z. For an object A of
T write AS−1Z or A[
1
n ] for the image of A in TS−1Z or T [
1
n ]; for an abelian group or
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(pre)sheaf of abelian groups M , we write MS−1Z for M ⊗Z S
−1Z. For S = Z \ {0},
we will of course write Q for S−1Z.
If T is a compactly generated tensor triangulated category such that the tensor
product of compact objects is compact, then TS-tor is a tensor ideal (since n·idA⊗B =
(n · idA) ⊗ idB) so TS−1Z inherits a tensor structure from T , and the localization
functor T → TS−1Z is an exact tensor functor of tensor triangulated categories.
For A an object in T , let A⊗L Z/n denote an object fitting into a distinguished
triangle
A
n·id
−−→ A→ A⊗L Z/n→ A[1];
this defines A⊗L Z/n up to non-unique isomorphism. In addition, A⊗L Z/n is an
n2-torsion object.
Lemma B.2. Let S be a subset of Z \ {0} containing 1, and suppose T has a set
C of compact generators.
1. The set CS := {A ⊗L Z/n | A ∈ C, n ∈ S} is a set of compact generators for
TS-tor.
2. For A, X objects in T with A compact, there is a canonical isomorphism
HomT (A,X)S−1Z ∼= HomTS−1Z(AS−1Z,XS−1Z).
In addition, for A compact in T , AS−1Z is compact in TS−1Z, and TS−1Z is com-
pactly generated, with CS := {AS−1Z, A ∈ C} a set of compact generators.
3. TS-tor is equal to the full subcategory T (S) of T with objects X such that
HomT (A,X)S−1Z = 0 for all compact A in T .
4. SH(k)S-tor is the full subcategory of SH(k) with objects those K such that
Πa,b(K)S−1Z = 0 for all a, b ∈ Z.
5. A map f : E → F in SH(k) becomes an isomorphism in SH(k)S−1Z if and only
if the induced map on the homotopy sheaves
f∗ ⊗ id : Πa,b(E)S−1Z → Πa,b(F)S−1Z
is an isomorphism for all a, b ∈ Z.
6. SH(k)S-tor is a tensor ideal, hence SH(k)S−1Z is a tensor triangulated category
and the localization functor SH(k)→ SH(k)S−1Z is an exact tensor functor.
Proof. For (1), clearly CS consists of compact objects of TS-tor. If X is n-torsion
in T , then X is a summand of X ⊗L Z/n, hence the localizing subcategory of T
generated by CS contains all the compact objects in TS-tor, hence is equal to TS-tor,
proving (1).
To prove (2), let Y
v
−→ A
u
−→ Z → Y [1] be a distinguished triangle in T with A
compact and Z in TS-tor. Then n·u = 0 for some n ∈ S, so there is a map w : A→ Y
with v ◦ w = n · idA. Thus the category of maps {n · id : A → A} is cofinal in the
category of maps Y → A with cone in TS-tor, from which the isomorphism in (2)
follows directly.
As the localization functor q : T → TS−1Z admits a right adjoint, q preserves
all small coproducts; the isomorphism we have just proved shows that AS−1Z is
compact if A is compact. If HomT (A,X)S−1Z = 0 for all A ∈ C, then clearly X
is in TS-tor hence XS−1Z = 0, completing the proof of (2). (3) follows immediately
from (2).
Clearly (5) follows from (4). To prove (4), let SH(k)∗S-tor ⊂ SH(k) be the full
subcategory of objects K as in (4). We recall that SH(k) has the set of compact
generators {ΣaS1Σ
b
TΣ
∞
T X+ | a, b ∈ Z, X ∈ Sm/k}.
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Take K ∈ SH(k)∗S-tor, X ∈ Sm/k, and let f : Σ
a
S1Σ
b
TΣ
∞
T X+ → K be a mor-
phism. Using the Gersten spectral sequence on X and the assumption that K is
in SH(k)∗S-tor, we see there is an n ∈ S such that n · f = 0. Thus SH(k)
∗
S-tor ⊂
SH(k)(S); the reverse inclusion follows from the definition of the homotopy sheaf
Πa,b(K) as the Nisnevich sheaf associated to the presheaf
X 7→ [Σa−bS1 Σ
b
TΣ
∞
T X+,K]SH(k).
By (3), this shows that SH(k)∗S-tor = SHS-tor.
For (6), we note that Σ∞T X+ ∧ Σ
∞
T Y+
∼= Σ∞T X × Y+. As the subcategory of
compact objects of SH(k) is the thick subcategory generated by C (see remark B.1),
it follows that the ∧-product of compact objects is compact, which suffices to prove
(6). 
Remark B.3. Lemma B.2(4)-(6) hold with SH(k) replaced by SHS1(k), with the
obvious modification in the statements.
Lemma B.4. Let L : T1 → T2 be an exact functor of compactly generated triangu-
lated categories, with right adjoint R : T2 → T1; we assume that T1 and T2 admit
arbitrary small coproducts. Suppose that L(A) is compact for A in T1 compact.
Then
1. R is compatible with small coproducts.
2. Let S ⊂ Z \ {0} be a multiplicatively closed subset. Then (L,R) descends to an
adjoint pair LS−1Z : T1S−1Z
//
oo T2S−1Z : RS−1Z.
3. Suppose that L is the inclusion functor for a full triangulated subcategory T1 of
T2. Then LS−1Z : T1S−1Z → T2S−1Z is an isomorphism of T1S−1Z with its image in
T2S−1Z.
Proof. For (1), it is easy to show that L sends compact objects of T1 to compact
objects of T2 if and only if R preserves small coproducts; we leave the details of the
proof to the reader.
For (2), if C2 is a set of compact generators for T2, and A is in C2, then for
n ∈ S, R(A) ⊗L Z/n ∼= R(A ⊗L Z/n), hence R maps C2S to T1S-tor. As R is
compatible with small coproducts, it follows that R(T2S-tor) ⊂ T1S-tor. As L is a
left adjoint, L is compatible with small coproducts, so the same argument shows
that L(T1S-tor) ⊂ T2S-tor, giving the induced functors on the localizations
LS−1Z : T1S−1Z
//
oo T2S−1Z : RS−1Z.
To show that (LS−1Z, RS−1Z) is an adjoint pair, we may replace TiS−1Z with the
equivalent full subcategory C⊥iS of Ti, i = 1, 2. R maps C
⊥
2S to C
⊥
1S , and RS−1Z is
identified with the functor RS : C
⊥
2S → C
⊥
1S induced from R. Letting f : T2 → C
⊥
2S
be the left adjoint to the inclusion i2 : C
⊥
2S → T2, LS−1Z is identified with the
restriction LS of f ◦ L to C⊥1S . Letting i1 : C
⊥
1S → T1 be the inclusion, we have
HomC⊥2S(LS(X), Y )
∼= HomT2(L(i1X), i2Y )
∼= HomT1(i1X,R(i2Y )) = HomC⊥1S (X,RS(Y ))
for X ∈ C⊥1S , Y ∈ C
⊥
2S .
For (3), as L and LS−1Z are the same on objects, we need only show that LS−1Z
is fully faithful. Let X , Y be objects of T1. If X is compact, then L(X) is compact
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by assumption, and thus
HomT
2S−1Z
(LS−1Z(XS−1Z), LS−1Z(YS−1Z)) = HomT2S−1Z(L(X)S−1Z, L(Y )S−1Z)
∼= HomT2(L(X), L(Y ))S−1Z ∼= HomT1(X,Y )S−1Z ∼= HomT1S−1Z(XS−1Z, YS−1Z).
Furthermore, as LS−1Z is a left adjoint, it preserves small coproducts, hence for
fixed Y , the full subcategory T Y1S−1Z of XS−1Z in T1S−1Z such that
HomT2S−1Z(LS−1Z(XS−1Z), LS−1Z(YS−1Z))
∼= HomT1S−1Z(XS−1Z, YS−1Z)
is a localizing subcategory of T1S−1Z containing the objects AS−1Z for A a compact
object of T1. As these form a set of compact generators for T1S−1Z, we see that
T Y1S−1Z = T1S−1Z, hence LS1Z is fully faithful. 
Example B.5. We consider the example of in : Σ
n
TSH
eff (k)
//
oo SH(k) : rn.
Lemma B.4 gives us the full subcategory ΣnTSH
eff (k)S−1Z of SH(k)S−1Z with in-
clusion functor inS−1Z, the adjoint pair of functors
inS−1Z : Σ
n
TSH
eff (k)S−1Z
//
oo SH(k)S−1Z : rnS−1Z,
the truncation functor fnS−1Z := inS−1Z ◦ rnS−1Z, and for E ∈ SH(k), the canonical
isomorphism
(fnE)S−1Z ∼= fnS−1Z(ES−1Z).
In addition, by lemma B.2, ΣnTSH
eff (k)S−1Z is equal to the localizing subcategory
of SHeff (k)S−1Z generated by the set of compact objects (Σ
q
TΣ
∞
T X+)S−1Z, for
q ≥ n and X ∈ Sm/k. The analogous results hold for SHS1(k).
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