State explosion is a well-known problem that impedes analysis and testing based on state-space exploration. This problem is particularly serious in real-time systems because unbounded time values cause the state space to be infinite. In this paper, we present an algorithm that produces a compact representation of reachable state space of a real-time system. The algorithm yields a small state space, but still retains enough timing information for analysis. To avoid the state explosion which can be caused by simply adding time values to states, our algorithm first uses history equivalence and transition bisimulation to collapse states into equivalent classes. In this approach, equivalent states have identical observable events although transitions into the states may happen at different times. The algorithm then augments the resultant state space with timing relations that describe time distances between transition executions. For example, the relation @(~rl) + 3 < @(tr2) < @(trl) -t-5 means that transition tr~ is taken 3 to 5 time units before transition tr2 is taken. This is used to analyze timing properties such as minimum and maximum time distances between events. To show the effectiveness of our algorithm, we have implemented the algorithm and are currently comparing it to other existing techniques which generate state space for real-time systems.
Introduction
As computers become ubiquitous, they are increasingly used in safety critical environments. Typical safety critical applications are control systems, monitoring systems and communication systems. Any failure of such computer systems may cause a great financial loss, environmental disaster or even the loss of lives. The potential high cost associated with an incorrect operation of these systems has created a demand for a rigorous framework in which various design alternatives can be formally specified and rigorously analyzed and tested before implementation.
It is commonly believed that future safety critical systems will be more complex due to increased demands on their functionalities as well as the size of the problem domain. Thus, it will be difficult for one to analyze and test correctness without computer-aided tools. One common aspect of all safety critical systems is that they must respond under stringent real-time constraints. That is, their correctness depends not only on how concurrent components * This research was supported in part by NSF CCR 93-11622, AFOSR 1::49620-95-1-0508, NSF CCR 94-15346, and ARO DAAH04-95-1-0092. l%rmission to make digital/hard copies of all or part of this material for p©reotml or classroom use is granted without f©c provided that the copies are not made or distributed for profit or commercial advantage, the copyright notice, the title of the publication and its date appear, and notice is given that copyright is by permission of the ACM, Inc. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires specific permission and/or fee. ISSTA '96, San Diego CA USA © 1996 ACM 0-g9791-787-1/95/01..$3.50 interact, but also on the time at which these interactions occur. In addition, these systems are costly to prototype, requiring careful prediction of timing properties before implementation and evaluation of design alternatives.
Although the verification problem is in general undecidable, there exist several automatic verification and analysis techniques for finite state systems. Such techniques are usually based on state space exploration. That is, they first identify a set of states that are reachable from the initial states and then analyze this set for verification. Such techniques exist for proving absence of deadlock or livelock, for proving properties expressed in propositional temporal logic or real-time logic, and for determining trace equivalence, testing preorder or bisimulation equivalence, etc.
The major weakness of the state space exploration based approach is that the size of the state space grows exponentially with the number of processes and thus creates the state space explosion problem. The problem is particularly serious in real-time systems because unbounded time values cause the state space to be infinite. Recently, there has been some work on constructing the finite representation of the reachable states, i.e., the reachability graph from a real-time system [14, 13, 8, 1] .
Most of this work represents real-time using discrete time model [14, 13, 8] since it is easier to handle and analyze than dense time. Their algorithms to construct a reachability graph generate the successors of the current state by increasing a time unit (or some units of time) at each step during construction of the reachability graph. For real-time systems with dense time, there exist little work on reachability analysis [1, 15] . This paper describes our approach to construct a reachability graph for both discrete and dense time model. Our model for a real-time system is a timed automaton introduced in [ 1 ] . The timed automaton has a finite set of nodes and transitions to represent control flow and a finite set of real-valued clocks to express timing constraints. A transition may depend on the values of the clocks and can reset some of the clocks. The values of the clocks increase at the same rate with the global time. Our goal is to develop a technique to efficiently represent the reachability graph of a timed automaton.
Timed automaton has been extensively studied for verification of real-time systems [3, 2, 15, 12] . Most of the verification algorithms are based on a region graph [ 1 ] , which is a reachability graph of a timed automaton. At any point in time, the global state of a timed automaton is given by the current node position and the clock valuation. The state space has infinitely many global states due to unbounded time domain. A region graph is a finite representation of the state space by merging states, which are equivalent in some sense, into a region. However, the region graph approach can still suffer from state explosion [1] .
In this paper, we present an algorithm that produces a compact reachability graph from a timed automaton. The algorithm usually yields a small state space, but still retains enough timing information for analysis. Our algorithm uses the notions of history equivalence and transition bisimulation to cluster states into equivalence classes. Equivalent states have identical observable events although transitions into the states may happen at different times. The algorithm then augments the resultant state space with timing relations that describe time distances between transition executions. For example, the relation @(trl) + 3 < @(tr2) < @(trl) + 5 means that the transition trl is taken 3 to 5 time units before the transition tr2 is taken. This is used to analyze timing properties such as minimum and maximum time distances between events. To show the effectiveness of our algorithm, we have implemented the algorithm and are currently comparing it to other techniques that generate state space for real-time systems.
The paper is organized as follows. Section 2 describes the syntax and semantics of timed automata and also reviews existing approaches for reachability analysis on timed automata. Section 3 defines equivalence relations, namely history equivalence and transition bisimulation. Section 4 presents the algorithm that generates a reachable state space according to the underlying equivalence relations. In Section 5, we conclude the paper with current and future research issues.
Timed Automata
Various kinds of timed automata have been used to describe realtime systems [1, 12] . In this paper, we adopt the timed automaton introduced by Nicollin et al. [12] which associates timing constraints with both nodes and transitions.
The Syntax
A timed automaton has a finite set of nodes and transitions to represent control flow and a finite set of variables called clocks to express timing constraints. The domain of clocks is the set of real numbers. The values of all clocks are initially zero and increase at the same speed, but any subset of them can be reset to zero on a transition. Timing constraints are associated with both nodes and transitions.
The syntax of timed automata is defined as follows. Let I be the set of non-negative integers, and let R be the set of non-negative real numbers. Let C be the set of timing constraints built using the boolean connectives over the atomic formulas of the form x re___~l i for clock z and integer i. For simplicity, we restrict a timing constraint as a conjunction of the atomic formulas for re____l l to be < or > in this paper.
Definition 2.1 A timed automaton A is a tuple ( N, ninit, X, ~,
I n v, T), where 1. N is a finite set of nodes; 2. n,~it is the initial node; 3. X is a finite set of clocks;
4. E is a finite set of events;
5. l n v : N ---+ C is a timing constraint on each node; and 6. T C N × C x ~ x 2 x x N is a transition relation.
[] The function I n v associates with each node n E N a timing constraint called invariant. The system's control can stay in the node only while the current clock valuation satisfies Inv(n). This constraint forces control to move to the next node before it becomes false to prevent control being stuck in a node. We restrict invariants to he conjunctions of atomic formulas of the form z <__ i. For a transition tr = (n j, c, e, Y, n 2 ) E T, if the current node n l satisfies timing constraint c, then the system can take the transition. As the result of taking the transition, the system performs event e, resets all clocks in Y to zero and instantaneously moves to the next node n2.
We use the following notations on a transition tr = (hi, c, e, Y, n2) for convenience: source(tr) is the source node hi, target(tr) is the target node n2, cond(tr) is the enabling condition c, event(tr) is the event e, and resetclocks(tr) is the set of clocks Y.
Composition. In general, a system consists of several timed automata running in parallel and communicating with each other. These concurrent timed automata can be composed into a global timed automaton as follows: transitions of the timed automata that do not execute a shared event are interleaved, whereas transitions using a shared event are synchronized. if el is equal to e2, then T includes ((n j, n2), cl A c2, el, Yl t.J V~, (n',, n~)); if el is not in ~l fq Ez, then T includes ((hi, n2), el, el, YI, (n;, n2)) is in T; if e~ is not in ~t n Ez, then T includes ((hi, n2), c2, e2, Y2, (nt, n~)) is in T.
[] Example: Railroad Crossing System. The standard railroad crossing problem has been used to compare different formal methods for real-time systems [6] . Figure 1 shows an automatic controller that opens and closes a gate at a railroad crossing presented in [2] . The system is formed as the composition of three components, Train, Gate, and Controller, which execute in parallel and synchronize through the events: approach, exit, lower and down. When a train approaches the crossing, Train sends an approach signal to Controller and enters the crossing at least 300 seconds later. When a train leaves the crossing, Train sends an exit signal to Controller. The exit signal is sent within 500 seconds after the approach signal. Controller sends a signal lower to Gate exactly 100 seconds after the approach signal and sends a raise signal within 100 seconds after exit. Gate responds to lower by moving down within 100 seconds and responds to raise by moving up between 100 and 200 seconds. The composed timed automaton from Train, Gate, and Controller is shown in Figure 2 . Node (i, j, k) represents that Train, Gate, and Controller are at nodes i, j, and k, respectively. The invariant of the composed node is the conjunction of the invariants of th e three components.
The Semantics
The semantics of a timed automaton is given by executions and behaviors. We first explain the executions using the railroad crossing system. Initially, the system control resides at node 
tr~ is taken at that time, the system executes event approach, and 
i+, -t i ) ;
3. Succession Constraint: for each i > 1, there exists transition *r, in T from n i -t to ni such that When we analyze a system we are usually interested in observable behaviors rather than the valuations of clocks. A behavior is a sequence of events with their occurrence times. Thus, a behavior of a timed automaton can be obtained from an execution as described in the following definition. 
• (vi-i + ti -ti-l) satisfies cond(trl) and 0 if x E resetclocks(t,ri) • vi(x) = vi-i(x) + ti -ti-1

--*C S x L x S is a transition relation.
[] If a state is defined as a node and a clock valuation in a timed automaton, then its labeled transition system has infinitely many states due to the domain of clocks. The challenge is therefore to reduce the number of states in the system. We next review existing state space reduction approaches for timed automata that use an equivalence relation to collapse several states into equivalence classes.
Existing Approaches to State Space Generation
The approach of Alur et al. [1] uses a region-based equivalence relation over clock valuations. Two valuations vl and v2 are equivalent if 1) for all clock x, the integral parts of Vl(X) and v2(x) are the same; and 2) for all clocks x and y, the ordering of the fractional parts of V l(X) and v t (y) is the same with the ordering of the fractional parts of v2(x) and v2(y) (e.g., the fractional part of vl(x) is greater than the fractional part of vj(y) iff the fractional part of v2(x) is greater than the fractional part of v2(y)). In region (0, 1 < x < 2), states can execute approach, and go to region ( 1, x = 0). When time progresses, the region go to the next region (0, x = 2). This approach generates a finite state space, but does not resolve the state explosion problem. In [3] , regions that have the same reachability are clustered and the resultant graph is called a minimal region graph. For example, Train has the following minimal regions: {(0, x E R ) , ( 1 , x < 300),(1,300 < x < 500),(1,x > 500), (2, x < 500), (2, x > 500), (3, x 5 500), (3, x > 500)}. Even though minimal region graphs have much smaller state space than region graphs as seen in the previous example, the minimal region graphs may still have large state space. In the region-based approach, a state is given as a pair of a node and a valuation. We believe that encoding clock valuations into states causes state explosion. Our approach is to maintain time relations between states instead of encoding clock valuations explicitly in the states.
Our Approach
When we analyze a system, we are usually interested in observable behaviors which do not include the valuations of clocks. (See Definition 2.4.) Our approach is to add history information to the definition of states instead of valuations of clocks. We therefore define a state as a pair of a node and a history. A history is a sequence of pairs (transition, time) that the system has executed up to the node. 
"'--~,~ (n~, v~) E ezecs(A)};
• s, = {(n,,, ((tr,),0)))};
• L = {(tr, t)ltr E T, t E R}; and
• -"¢'= {((hi, hi), (tr)t), (n2, h2))lh2 = hv((tr, t))A~v,, v2.
(hi, Ul) tr,._.~t (n2)v2) • steps(A)}.
Transition (nt, hi) L.~ (n2, h2) means that control moves from (n,, ht) to (n2, h2) at time t. Figure 3 (a) shows part of the labeled transition system corresponding to the railroad crossing system in Figure 2 .
History Equivalence. As we see in Figure 3 (a), there exist infinitely many states. Moreover, a state may have infinitely many transitions due to time domain. Although the state ((0,0,0), ((fro, 0))) has infinitely many branches, the outgoing transitions are all associated with the transition tr~ of the railroad crossing system. Since it is not necessary to know the exact time when the transition tri is taken, we are interested only in computing possible times between the state before the transition trl and the state after the transition tr|. Thus, we represent the outgoing transitions that are labeled with (trl, t) for t E R as a transition labeled with tr I, that is, we cluster the target states ( ( 1,0, 1), ((fro, 0), (trl, t) )) into a state (( 1,0, 1), (fro, tr|) ) shown in Figure 3(b) . Although we lose information on transition time, this information can be deduced from the enabling condition of try. Since the enabling condition is "true," we know that the system control can move from the state ( ( 0, 0, 0), (t ro )) to the state (( 1,0, 1 ), (~ r0, t r l )) at any time.
We call this notion of equivalence that preserves timing rela- 
• For the railroad crossing system, the labeled transition system shown in Figure 3 is minimized with respect to history equivalence as shown in Figure 4 .
The minimal labeled transition system Mhist with respect to history equivalence has a tree structure and thus is called a reach° ability tree. tr l:true,approach, ( x ,z } • ~ lr I S ,~1~" ~ttt~'--""~ 't }'j0""--"~ '1 tl~): { x,y,z ~, ~ tr4 I1"8 trl2 tlrl5 trl7 ,,-~<tr0.~.~.~ 18.~ 1 > <:~,,. We represent a pair of states (Sl, s2) in a strong transition bisimulation as s~ ~t s2. The following figure shows why we cannot use bisimulation based on event. If we cluster s 1 and s2 into C and s 1 ' and 82' into C', then we have disagreement on the timing relation between C and C ' since the time distance between sl and s l ' is greater than or equal to 10, whereas the time distance between s2 and s2' is less than or equal to 5. The essential property of transition bisimulation is to relate states with the same timing relation.
Let equiv(s) be the set of states equivalent to s with respect to transition bisimulation. For Mhist = ( Shist, ShistO, Lhist, --hist), the minimal labeled transition system M,~ with respect to transition bisimulation is a tuple (Sin, S,no, Lm, ~,~) , where
• S m = {equiv(s))ls • Sh,~t}; • S.~, = {equiv(s))ls • Sh,.t,,};
• L~ = Lh~t; and
• --m= {(equiv(s,), tr, equiv(s2))l (sl, tr, s2) •---+hi~t}.
The minimal system Mm with respect to history equivalence and transition bisimulation has a graph structure called a reachability graph. Similar to Mhist, the minimal system Mm preserves timing relations between states (or transitions).
Reachability Graph Construction
Construction Algorithm
We now present an algorithm that constructs a reachability graph from a given timed automaton A. The resultant reachability graph is the minimal labeled transition system with respect to history equivalence and transition bisimulation. The relationship is shown in the figure below. The algorithm is given in Figure 5 .
Step 1 is initialization. show how to compute whether given states are transition-bisimilar and whether a history is valid later in this section. Figure 6 shows the graph generated by the algorithm for the railroad crossing system. Even though we do not put histories in states, we can derive them from the graph. The algorithm starts from state ((0, 0, 0), (tro)). For the state, it creates a new state ((1,0, 1), (tro, trl ) ). Since (tro, trl) is valid, i.e., the new state is reachable, the algorithm adds the state into Unexplored (in Step 2B). Similarly, the algorithm generates all the states in the figure.
Let us consider a state ((1,0, 1), (tro,..., trig, tr2o) ). This state has a reachable state ((1, 1,2), (fro,..., trl9, tr2o, tr2) ) which is tmnsition-bisimilar to the explored state ( (1, 1,2), (tro, trh tr2) ). Thus, we do not add the state ((1, 1,2), (tro,... trig, tr2o, tr2) ) to Unexplored, but make a transition from the state ((1,0, I), (tro .... , trig, tr2o) ) to the state ((1, 1,2) , ( tro, trl, tr2) ) (in Step 2A).
Testing Transition Bisimulation. We develop a sufficient condition under which two states are transition-bisimilar. The condition can be checked on the syntax of timed automata. Before we define the sufficient condition, we give some notations.
For an untimed history h = (tro, trl,... ,trk) and. for 1 < i < j < k, min_dist(tri, trj, h) and max_dist(tri, tD, h) are defined as the minimum and maximum time distances from tri to t D for all executions associated with the history, respectively: ((fro, t o ) Then a binary relation B is given by:
min_dist(trl,tr~,h) = min{t~ --til(nk, ((tro, to) .... , (trl,ti),...,(trj,tj) .... ,(trk,tk))) E S}, max_dist(tri, trj,h) =max{t a --til(nk,
The first condition, condl(sl, s2), means that two states are associated with the same node. We note that states that come from the different nodes are not merged in our approach. (See the definition of history equivalence in Section 3.)
The second condition, cond2(sl, s2), shows the relation between the time that each clock was reset and the current time. min_dist( reset(y, h2), reset(x, h2) , hE) is 2 (i.e., the value (x -y) is greater than or equal to 1 at st and 2 at s2), then an enabling condition x = 5 A y = 4 is satisfiable at state Sh but is always false at state s2. This is why the third condition is necessary in addition to the second condition. (sl, s2) is in B, then sL "~t s2. Proof. We omit the proof due to space limitation. See [9] for detail. Q Lemma 4.2 The binary relation B has finitely many equivalence classes.
Lemma 4.1 If
Proof. We omit the proof due to space limitation. See [9] for detail.
[] Lemma 4.2 implies that the number of states in Explored is finite. Since a state is put into Unexplored only if it is immediately reachable from some state in Explored and timed automata has a finite number of transitions, the total number of states ever put into Unexplored is also finite. Thus, the algorithm always terminates.
Example. In the railroad crossing system in Figure 4 , let us consider two states sl = ((1, 1,2), (tr,), trl, tr2) ) and s2 = ((1, 1,2),  (tro, trl, try, tr4, tr8, trl2, trls, trj7, trig, trzo, tr2) ). Let hi = history(sl) and h2 = history(st). Obviously, condl(sl, s2) is true . For clock z,min_dist(reset( x, hi ), last( h~ ), hi) , min_dist( re. set( :r, h~.), last(h2), h2), max_dist( reset(x, hi), last(hi), hi) , and max_dist (reset(x, h2), last(h2), h2) are all 100. The minimum and maximum distances for z are also 100. And the minimum and maximum distances for y are zero because reset(y, hi) = last(y,h,) for i = 1,2. Thus, eond2(sl, s2) is true. Finally, con d3( s i, s2) is also true because minAist (reset(x, hi ) , reset(y, h,), hi) equals to 100 for i = 1,2 and so on. Thus, B(sl, s2) is true, that is, the two states s~ and s2 are transition-bisimilar.
Although we can cluster equivalent states using Lemma 4.1, the teachability graph will be much smaller if we can equate more states. We remind that the condition in Definition 4.1 is a sufficient condition for transition bisimulation. In Therefore, s3 ~t s4. In [9] , we have given another relation that equates more states than B using the above idea.
Minimum and Maximum Time Distances. We now explain
how to compute min_dist and max_dist. This method is similar to the one used by Modechart [8] . For an untimed history h = (tro, trl, tr2,..., trn), let W(h) be the weighted graph (V, E, w), where V is a set of vertices, E is a set of edges, and w : E ---+ I is a weight function of edges such that:
• V = {vii0 <_ i < n} (vi is a vertex corresponding to tri); Then. min_dist (tri, trz, h ) is equal to the maximum weight among all path weights from the node corresponding to trl to the node corresponding to trj. And, max_dist(trl, try, h ) is equal to the absolute value of the maximum weight among all path weights from the node corresponding to tr~ to the node corresponding to tri. Note that min_dist(tri, try, h) determines the earliest time which the transition trj can take place after the transition tri, whereas max_dist(tri, try, h) determines the latest time by which the transition trj must take place after the transition tri. which is the source of tr2 has an invariant "x < 500 A z < 100". Then, for h = (tr[), tr, , tr2), min_dist( reset'-( x, h ), las~ h ), h) is equal to the maximum weight from vl to v2, i.e., 100 since x is reset on trl. Similarly Figure 6 . Node Representation of Reachability Graph. We transform the graph generated from the algorithm shown in Figure 5 to explicitly include events and time relations between transitions. Figure 7 shows the final representation of the reachability graph for the railroad crossing system.
Implementation.
We have implemented the algorithm that generates the reachability graph with time relations using C++ and the algorithm that composes two timed automata into a global timed automaton. The program is about 2,000 lines of code. The reachability graph shown in Figure 7 has been automatically generated.
Applications
To show the usefulness of our approach, we explain how various properties can be proved using the reachability graph.
Absence of Deadlock. In the reachability graph, if we can find a state which has no outgoing transitions, we conclude that the system has a deadlock or the system terminates. Experiment. We now illustrate the application of our approach with two examples: the railroad crossing system and the mutual exclusion protocol. They were executed on SPARCserver 1000 (2×60Mhz SuperSPARC), and timing results are shown in Table 1 .
General Properties as Timed
First, we consider the railroad crossing system in Figure 1 . From the railroad crossing system, we want to verify the following utility property: whenever the gate goes down, it is moved back up within 1( seconds for some Ix'. Figure 8 shows the specification that if the gate is moved back up more than/£ seconds after executing down, the system goes to a deadlock (i.e., error) state. For/( = 500,700, we have executed our algorithm with the Train, Gate and Controller automata shown in Figure 1 together with the automaton shown in Figure 8 . The result is shown in Table 1 . When 14" = 500, the numbers of generated nodes and edges are 12 and 13, respectively. And the deadlock is detected. That is, it is possible for the gate to go up after 500 seconds. For I( = 700, the numbers of generated nodes and edges are 14 and 15. The result shows no deadlock, which means the errornode is unreachable. Thus, we can conclude that whenever the gate goes down, it moves back up within 700. In [2] , they verify the utility property using minimal region graphs. When Ix" = 500, they construct a minimal region graph with more than 400 regions. In this example, we observe that our approach generates much smaller state space than the region-based approach.
Second, we verify the simple timing-based mutual exclusion protocol described in HYTECH [7] . The system basically has two processes, Pi and P2, each of which executes the following algorithm:
wait k : 0; 1: k :: i; 2: delay b; until k = i; CS,: Critical Section; k := 0; forever Assume that statement k := i takes no more than a time units. Figure 9 shows the timed automata for the timing-based mutual exclusion protocol. Since timed automata does not have data variables, we model the shared variable k as process Pk that consists of three nodes representing the values (0, 1, and 2) of k. The process has events for the current value of k and its value's change. It sends events ko (kl, k2) and k~ (k'l, k~) to PI and P2 when the value of k is 0 (1, 2) , respectively. Process Pk receives events setO and setl from P~ when Pl executes statements k := 0 and k := 1, respectively. Similarly, events setO' and set2' correspond to statements k := 0 and k := 2 in P2. For two process Pj and P2, we assume that the processes have drifting execution rates. The execution rate of Pi is [8, 10] and the execution rate of/92 is [ 10,11 ]. The drifting execution rate can be modeled by changing constants on boolean conditions. For example, we suppose that enabling condition ct < z _< c2 for execution rate [dl, d2]. Then we change the enabling condition as cl x dl < z <. c2 x d2. Process PI has clock z to represent timing constraints. It is initially at node 0, and waits for k = 0. If k is zero, i.e., the process receives k0 from Pk, then it moves to node 1. The invariant of node 1 is x < a x 10 because P~ can stay at the node 1 at most a time units and the execution rate of P~ is [8, 10] . With the transition from node 1 to node 2, P~ sets the value of k to 1, that is, sends an event setl to Pk. At node 2, P~ must stay at least b time units, and thus the enabling condition of outgoing transitions from node 2 is z >_ b x 8 due to the Pl's execution rate. At node 2, if it receives event k 1 from Pk which represents k ----1, then it enters to the critical section. Otherwise, it moves to node 0. Similarly, process t92 is given in Figure 9 .
The property that the system must satisfy is mutual exclusion, i.e., any state that both P~ and Pz are in the critical section simultaneously is unreachable. Table 1 shows that mutual exclusion holds fora = 10, b = 20, but does not hold for a = 30, b = 40. 
Conclusion
We have presented an algorithm to cope with the state explosion problem in generating the state space of a timed automaton. Our Although the reachability graph presented in this paper is similar to the computation graph of Modechart [8] , there are several differences: 1) the underlying time domain of the computation graph is discrete; 2) timing constraints in a Modechart specification are much simpler than those in a timed automaton.
We have developed a data space minimization algorithm with respect to bisimulation for states with arbitrary data variables [10] . We plan to integrate the data space minimization algorithm and the reachability graph construction algorithm presented in this paper. At the same time, we will optimize our implementation to give better results. The work is part of our research in developing effective tools based on state space exploration [4] . We are also currently investigating other properties such as time bounds between events that can be checked directly from the reachability graph generated by our algorithm.
