We (i.e. I) present a simplified version of Shelah's "preserving a little implies preserving much": If I is the ideal generated by a Suslin ccc forcing (e.g. Lesbequenull or meager), and P is a Suslin + forcing, and P is I-preserving (i.e. it doesn't make any positive Borel-set small), then P preserves generics over candidates and therefore is strongly I-preserving (i.e. doesn't make any positive set small). This is also useful for preservation in limit-steps of iterations (P α ) α<δ : while it is not clear how one could argue directly that P δ still is weakly I-preserving, the equivalent "preservation of generics" can often be shown to be iterable (see e.g. the chapter on preservation theorems for proper iterations in [BJ95] for the case of I=Lesbeque-null or meager). For (short) iterations of Suslin forcings, see [GJ92] . 
For the ideal of meager sets the equivalence of weak preservation and preservation was done by Goldstern 1 Review of Suslin + forcing
In this section, we will recall the definition and basic properties of Suslin proper, Suslin ccc and Suslin + forcing, and introduce an "effective" version on Axiom A. Despite it's name, Suslin + is a generalization of Suslin proper.
Candidates, Suslin and Suslin + forcing
We assume that the forcing Q is defined by formulas ϕ ∈Q (x) and ϕ ≤ (x, y), using a real parameter p Q . Fixing ZFC * , we call M a "candidate" if it is a countable transitive ZFC * model and p Q ∈ M . • However, the formula "(∈ Q , ≤ Q , p Q , ZFC * ) codes a Suslin proper forcing" is aΠ 1 3 statement, so in general (3) will not hold any more in candidates, i.e. a Suslin forcing Q that is Suslin proper in V is not necessarily proper in a candidate M .
• If Q is Suslin, then ⊥ is a Borel relation, and therefore the statement "{q i : i ∈ ω} is predense below p" (i.e. p G ∩ {q i : i ∈ ω} = ∅) isΠ This motivated a generalization of Suslin proper, Suslin + (see [Gol93, p. 357] ): here, we do not require ⊥ to beΣ 1 1 any more, so "{q i : i ∈ ω} is predense below p" will generally beΠ 1 2 . However, we require that there is aΣ 1 2 relation epd ("effectively predense") that holds for "enough" predense sequences: 
Q (x)}, and if epd(q i , p), the {q i : i ∈ ω} is predense below p.
for every candidate M , and every
Clearly, every Suslin proper forcing is Suslin + : epd can just be defined by "{q i : i ∈ ω} is predense below p", which is even a conjunction ofΠ 
Effective Axiom A
The usual tree-like forcings are Suslin + . Here, we consider the following forcings consisting of trees on <ω ω ordered by ⊆ (usually, Sacks is defined on <ω 2, but this is equivalent by a simple density argument):
• Sacks (perfect trees: ∀s ∈ T ∃t ≥ T s ∃ ≥2 n : t ⌢ n ∈ T )
• Miller (superperfect trees: every node has either exactly one or infinitely many immeditate successors, and ∀s ∈ T ∃t ≥ T s ∃ ∞ n : t ⌢ n ∈ T )
• Laver (let s be the stem of
• Ros lanowski (every node has either exactly one or all immeditate successors, and ∀s ∈ T ∃t ≥ T s ∀n ∈ ω : t ⌢ n ∈ T )
Clearly, "p ∈ Q" and "q ≤ p" are Borel (but p ⊥ q is not).
(Alternatively, Q could of course be defined as the set of trees just containing a corresponding set, then x ∈ Q isΣ 1 1 , and two compatible elements p, q have a canonical lower bound, p ∩ q).
In the following, we call Sacks, Miller and Ros lanowski "Miller-like". For Sacks, there is a proof of the Suslin + property in [Gol93] , using games. Here we prove Suslin + using an effective version of Axiom A:
Baumgartner's Axiom A for a forcing (Q, ≤) (see e.g. [Bau83] ) can be formulated as follows: There are relations ≤ n s.t.
Remarks:
• Actually, this is a weak version of Axiom A, usually even something like a ω ≤ n a n or a ω ≤ n−1 a n will hold.
• It is easy to see that in ( 
In V and every candidate
Q (x)}, and epd(q i , p) → (q i ) is predense below p 3. In V , ∀(a n ) ∈ ω Q : a n+1 ≤ n a n → ∃a ω ∀n a ω ≤ a n (fusion).
4. In all candidates, ∀p ∀n ∀D ⊆ Q dense ∃q ≤ n p ∃{b i :
Proof. First we define epd
. Clearly, this is aΣ 1 2 relation coded by p Q satisfying 1.3.(2). Let M be a candidate, let {A i : i ∈ ω} list the maximal antichains of Q M in M , and let a 0 = p ∈ Q M arbitrary. We have to find a q ≤ p satisfying 1.3.(3) w.r.t. epd ′ . In M , find to each a n an a n+1 ≤ n a n according to (4), using A n as A. In V , find q = a ω according to (3). Now, for each n, M epd(b i , a n+1 ), so this holds in V , and q ≤ a n+1 , so by the definition of epd ′ , epd ′ (p i , q), where
The usual proofs that the forcings defined above satisfy axiom A also show that they satisfy the effective version.
To be more explicit: Assume Q is any of the forcings defined above. We define (for p, q ∈ Q, n ∈ ω):
• q ≤ n p, if q ≤ p and split(q, n) = split(p, n) (so q ≤ 0 p if q ≤ p and q has the same stem as p).
• for s ∈ p, p
• F ⊆ p is a front, if it is an antichain meeting every branch of p.
• epd(p i , q) is defined by: There is a front F ⊆ q such that ∀f ∈ F ∃i ∈ ω :
• For Miller-like forcings, effectively predense could also be define as epd
Clearly, split(p), split(p, n), p [s] and epd ′ are Borel, "F is a front" isΠ
The following facts are easy to check (p, q ∈ Q):
• if F ⊂ p is a front, and q p, then ∃s ∈ F q p
[s]
• split(p, n) is a front in p
• For (q n ) n∈ω s.t. q n+1 ≤ n q n , there is a canonical limit q ω and q ω ≤ n q n .
• If Q is Miller-like, and if F ⊂ p is a front, and
• If Q is Laver, and if F ⊂ p is a front, and ∀s ∈ F , p s ∈ Q has stem s, then
Then effective Axiom A for Miller-like forcings is proven as follows: Assume,
Then q ≤ n p, and {p s } ⊆ D are effectively predense below q according to the definition of epd ′ (or epd).
For Laver, we have to define a rank of nodes: If D is a dense set and p a condition with stem
rk D is well-defined for all nodes above the stem of p: Otherwise, the set of nodes not in dom(rk D ) form a Laver condition q ≤ p, then pick q ′ ≤ q s.t. q ′ ∈ D, let s be the stem of q ′ , then rk D (p, s) = 0, a contradiction. Now the value of rk D is strictly decreasing along branches, therefore F = {s ∈ p : rk D (p, s) = 0} is a front. So for each s ∈ F there is a p s ≤ p in D with stem s. So {p s : s ∈ F } is effectively predense below s∈F p s . In the normal case, a Suslin + forcing is proper:
Normality
We will frequently and without mentioning use the well known fact that for large (w.r.t. τ ), regular χ:
As an example how we will use normality, assume that for a nameη ∈ H(ℵ 1 ) and all candidates M , M η / ∈ V . Then this is true in V as well. Otherwise,
Take N ≺ H(χ) countable, M its transitive collapse. Then M is a candidate, and M p η = r, a contradiction. We will usually abbrevate arguments of this kind by just refering to normality.
For every countable transitive model,
Lemma 1.5. Let V 1 ⊆ V 2 be two transitive models of ZFC, ω 1 ⊂ V 1 , V 1 x ∈ H(ℵ 1 ). Then "there is a candidate M containing x s.t. M ϕ(x)" is absolute between V 1 and V 2 . This is shown exactly as Σ 1 (Shoenfield-Levy) absoluteness. Lemma 1.6. If Q is Suslin ccc, M 1 a candidate, M 2 ⊃ M 1 is either V or another candidate, and G is Q-generic over M 2 , then G is Q-generic over M 1 .
Proof. If A ∈ M 1 , M 1 "A max a.c.", then M 1 "A countable" because of 1.2, so "A is maximal" is aΠ 1 1 statement, therefore absolute, so G ∩ A = 0.
The Ideals
In this section we will introduce the class of ideals to which the main theorem will apply.
The Forcing Q If Q is ccc, then a name τ for an element of ω ω can clearly be transformed into an equivalent countable nameη: for every n, pick a maximal antichain A n deciding τ (n), thenη:={(p, (n, m)) : p ∈ A n , p τ (n) = m}.
From now on, we will assume the following (and M will always denote a candidate):
Assumption 2.1. Q is a Suslin ccc forcing,η is a countable name coded by p Q , Qη ∈ ω ω \ V , and in all candidates: { η (n) = m , n, m ∈ ω} generates ro(Q).
"X generates ro(Q)" means that there is no proper sub-Boolean
Lemma 2.2. This assumption is absolute between V ⊆ V ′ transitive models of ZFC s.t. ω 1 V ′ ⊆ V . Also, the assumption is downwards absolute between V and candidates M .
Proof.
• "Q is a Suslin ccc" is absolute anyway (see 1.2).
• Qη ∈ ω ω \ V is true in V iff it holds in all candidates:
The other direction follows from normality.
• A statement of the form "every candidate thinks ϕ(x)" for an x ∈ H(ℵ 1 ) V is absolute between V and V ′ by 1.5, and downwards absolute between V and candidates, since M 1 "M 2 candidate" → V "M 2 candidate. Proof. We assume A is built up along a wellfounded tree T A from basic clopen sets of the form {x : x(n) = m} using countable unions and intersections (but no complements). If A = {A i : i ∈ ω}, then wlog we can assume that every member of the sequence (A i ) i∈ω occurs infinitely often in this sequence.
So there is a tree T A together with a mapping a that assigns a basic clopen set to each leaf, and " " or " " to all other nodes. This determines a canonical assignment from the nodes s ∈ T A to Borel sets A s s.t. A = A. (And if a(s) = , s ⌢ n ∈ T A , then there are infinitely many m s.t.
• b( ) = q,
• ∀s ∈ T A : a(s) = " " → {b(t) = : t ≻ (s)} is predense ≤ b(s),
• if s is a leaf, and a(s) = A s = {x : x(n) = m}, then {p : (p, (n, m)) ∈η} is predense≤ b(s) Q is Suslin proper, therefore "{a i : i ∈ ω} is predense below p" is (relatively) Π 1 1 , so the statement isΣ 1 2 . Also, it is equivalent to q η ∈ A: If there is such an assignment b, then for all nodes s, b(s) η ∈ A s (by induction starting at the nodes). For the other direction we construct the assignement b starting at the root b( ) = q. If b(s) = p, then by induction p η ∈ A s . If a(s) = , then A s = t≻s A t , i.e. p η ∈ t≻s A t , then clearly for all t ≻ s, p η ∈ A t , so b(t) = p works for all successors t of s. If a(s) = , then A s = t≻s A t , i.e. p η ∈ t≻s A t . Now consider X = t≻s X t ,
′ be a maximal antichain in X. Then X ′ is a countable predense set below p. Now distribute all the p ′ ∈ X ′ to the according t ≻ s. To be more exact, let X ′ t = X t ∩ X ′ . We did assume that for each t ≻ s, 
and {b(t) = : t ≻ s} is predense below b(s).
Since q η ∈ A isΣ 1 2 , it is absolute between V , V ′ and upwards absolute between candidates and V . To see that it is downwards absolute as well, assume that "q η
So q η ∈ A iff for all candidates M s.t. A, q ∈ M , M q η ∈ A, which is Π Lemma 2.4. The statement "{ η (n) = m , n, m ∈ ω} generates ro(Q)" in M is equivalent to: for all
. On the other hand, let (in M ) B = ro(Q), C the proper complete subalgebra generated by η (n) = m . Take b 0 ∈ B s.t. no b ′ ≤ b 0 is in C, and let c = inf{c
Gen(M, 1 Q ) will be denoted by Gen(M ).
Lemma 2.6. Gen(M, q) is (uniformly) Borel.
Uniformly means that x ∈ Gen(M, q) is absolute between candidates M ′ and V s.t. M ′ M is a candidate, and between V and V ′ as in 2.2.
Proof. Let X = Q M (countable, with discrete topology), A = {G ⊂ X : G M -generic (containing q)}. Then A is aΠ 0 2 subset of X 2, i.e. a Borel set.
The Q-Ideal Definition 2.7.
1. I = {X ⊆ ω ω : ∃A ⊇ X Borel s.t. Qη / ∈ A} (where A is interpreted as a Borel-name evaluated in V [G], not as a set of V ).
X ∈ I
+ means X / ∈ I, and X is co-I means ω ω \ X ∈ I.
For example, if is the random algebra and Cohen forcing, then I are the null-and I the meager sets.
An immediate consequence of 2.3 is
Corollary 2.8. For A Borel, A ∈ I is absolute.
Lemma 2.9. I is a σ-complete ccc ideal containing singletons, and there is a surjective σ-Boolean-algebra homomorphism φ : Borel → ro(Q) with kernel I, i.e. ro(Q) is isomorphic to Borel/I as a complete Boolean algebra.
ccc means: there is no uncountable family
Proof. σ-complete is clear: If X i ⊆ A i ∈ I, and ∀i :
, so A \ B ∈ I. Sinceη generates ro(Q) (in all candidates, and therefore in V as well by normality) and since Q is ccc, ro(Q) = φ ′′ Borel. So φ : Borel → ro(Q) is a surjective σ-Boolean-algebra homomorphism. The kernel is the σ − closed Ideal I, so Borel/I is isomorphic to ro(Q) as a σ-Booleanalgebra, and since ro(Q) is ccc, even as complete Boolean algebra.
If q ∈ Q, and B q Borel s.t. φ(B q ) = q, then for all
Lemma 2.11. "φ(B q ) = q" is absolute between V , V ′ and candidates
). Because of lemma 2.3 and since p ⊥ q is Borel, this is aΣ 1 2 statement, therefore absolute between V and V ′ and upwards absolute between M and V .
. So in V , p ⊥ q, and wlog p η ∈ B q in M and therefore in V , a contradiction.
Lemma 2.12.
For the other direction, we define in M φ : Borel → ro(Q) as in the proof of 2.9. If φ(A) ≤ φ(B), then η / ∈ (A \ B), so by our assumption, η * / ∈ (A \ B). Given η * , define G by φ(A) ∈ G iff η * ∈ A. G is a well defined: If η * ∈ A \ B, then φ(A) = φ(B). We have to show that G is a generic filter over M : If
If φ(B) = q, then q η ∈ B by definition of φ, i.e. q η˜/ ∈ ω ω \ B, so so η * / ∈ ω ω \ B by the assumption, so q ∈ G.
It remains to be shown that
Lemma 2.13. Gen(M ) ∈ co-I, and Gen(M, q) is relatively co-I in B q .
Note that if Q is not ccc, then our definition of I does not lead to anything useful. For example, if Q is Sacks forcing, then I Q is the ideal of countable sets, and clearly lemma 2.12 does not hold any more. There seem to be a few possible definitions for a similar I generated by a non-ccc Q, see e.g. [She].
Preservation
Definition 3.1.
1. P is I-preserving, if for all A ∈ I + Borel, P A V ∈ I + .
2. P is strongly I-preserving, if for all X ∈ I + , P X ∈ I + .
For example, is strongly I -preserving, but not I -preserving. is strongly I -preserving, but not I -preserving.
Note that being preserving is stronger than just " P V ∩ ω ω / ∈ I". For example, let X = {x ∈ ω ω : x(0) = 0}, Y = ω ω \ X. Let Q be the forcing that adds a realη s.t.η is random ifη ∈ X, andη is Cohen otherwise. Clearly, Q is Suslin ccc. A ∈ I iff (A ∩ X null and A ∩ Y meager). So if P is random forcing, then P ( ω ω V / ∈ I & Y V ∈ I). Note that in this case, for any candidate M , a Q-generic real η * over M will still be generic after forcing with P if η * ∈ X, but not if η * ∈ Y .
However, if P is homogeneous in a certain way, then weakly preserving and preserving are equivalent (see [She] for a sufficient condition).
Also, preserving and strongly preserving are generally not equivalent for P proper. The standard example is the following: Let Q be (Cohen), i.e. I are the meager sets. We will construct a forcing extension V ′ of V and a forcing P ∈ V ′ s.t. P is preserving but not strongly preserving (in V ′ ). Assume c is Cohen over V , and (t i ) i∈ω1 random over V [c] (i.e. a generic object for the measure algebra ω1 on ω1 ( ω 2), which is ccc). Then (t i ) is ω1 -generic over V as well.
So the ccc forcing *
can be facored as
. From now on, work in V ′ . Clearly, P =(P )[(t i )] is ccc, and for every A Borel not null, P Anot null (since zwischenmodell ...) ω ω ∩ V / ∈ I, but P ω ω ∩ V ∈ I.
Now choose χ 1 , χ 2 regular s.t. 2 ℵ0 < χ 1 , 2 χ1 < χ 2 , and H(χ i ) ZFC * 1 , ZFC * P . Let N ≺ H(χ) be a (P -and Q-) candidate, χ 1 , χ 2 in N . Choose any p 0 ∈ P N , q 0 ∈ Q N , and let φ : N → M be the transitive collapse of N , φ(H(χ 1 ))=:H 1 . Let R − i be the collapse of H(χ i ) to a countable ordinal, and R i :=φ(R − i ) (i ∈ {1, 2}). So M is a candidate, M H 1 = H(φ(χ 1 )), and M R 1 2 ℵ0 ≤ φ(χ 2 ).
But this G
, and being a generic filter for a candidate and the evaluation of names in candidates is absolute. So in M 2 , η ⊗ could be generic for H 1 [G P ] after forcing with P , a contradiction to ( * ).
