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Abstract
This paper discusses the use of absolutely one-homogeneous regularization functionals in a
variational, scale space, and inverse scale space setting to define a nonlinear spectral decompo-
sition of input data. We present several theoretical results that explain the relation between the
different definitions. Additionally, results on the orthogonality of the decomposition, a Parseval-
type identity and the notion of generalized (nonlinear) eigenvectors closely link our nonlinear
multiscale decompositions to the well-known linear filtering theory. Numerical results are used
to illustrate our findings.
1 Introduction
One of the most important and successful concepts in digital image and signal processing are changes
of representation of an input signal to analyze and manipulate particular features that are well
separated in a certain basis. For instance, soundwaves are often represented as a superposition
of sine and cosine. A standard application is illustrated in Figure 1 below: We are given a noisy
discrete input signal f ∈ Rn (Fig. b) along with the prior knowledge that the desired noise-free
signal (Fig. a) contains rather low frequencies. Thus, we use the discrete cosine transform (DCT),
and apply an ideal low pass filter (Fig. d) to the resulting representation (Fig. c). We obtain the
filtered coefficients (Fig. e) and, after inverting the DCT, obtain the final result shown in Fig. f.
The entire filtering process illustrated in Figure 1 is a linear operation on the input data. Denoting
the orthonormal DCT transformation matrix by V T , we can represent the filtered data uˆ in Fig. f
as
uˆ = V DV T f =: R(f),(1)
where D is a diagonal matrix containing the filter as its diagonal. In our above example, the diagonal
entries of D consist of j ones followed by n− j zeros with j being the cutoff frequency of the ideal
lowpass filter. Note that the diagonal elements of D are exactly the eigenvalues of the linear operator
R. Natural extensions of this theory to the continuous setting can be established for compact linear
operators R in Hilbert spaces.
In the last few decades, nonlinear filters based on variational methods have become increasingly
popular and have replaced linear filtering approaches in many applications. The most widely used
variational filtering strategy is to compute
uVM (t) = arg min
u
1
2
‖u− f‖22 + tJ(u),(2)
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Figure 1: Example of classical DCT-based filtering. The noisy input signal is represented as a
superposition of cosines. The coefficients are filtered and the inverse transform is applied.
for a suitable proper, convex, lower semi-continuous regularization functional J : X → R+ ∪ {∞}
defined on Banach space X embedded into L2(Ω). Examples include the total variation (TV) [31],
or sparsity based regularization, e.g. [25].
A variant of the above approach is to fix the regularization parameter t and iteratively use the
previous denoising result as the input data f . Considering the continuous limit for small times t
leads to the scale space or gradient flow
∂tuGF (t) = −pGF (t), pGF (t) ∈ ∂J(uGF (t)), u(0) = f.(3)
We refer the reader to [34, 3] for an overview of scale space techniques.
Due to the systematic bias or loss of contrast introduced by the techniques (2) and (3), Osher et
al. proposed the Bregman iteration [30] which – in the continuous limit – leads to the inverse scale
space flow
∂sqIS(s) = f − vIS(s), qIS(s) ∈ ∂J(vIS(s)), qIS(0) = 0,(4)
and avoids the systematic error.
Until very recently, nonlinear variational methods such as (2), (3), and (4) have been treated
independent of the classical linear point of view of changing the representation of the input data,
filtering the resulting representation and inverting the transform. In [18, 19] the use of (3) in the case
of J being the total variation (TV) to define a TV spectral representation of images was proposed,
which allows to extend the idea of filtering approaches from the linear to the nonlinear case. We
investigated further extensions of his framework by considering all three possible approaches (2), (3),
and (4) and general convex absolutely one-homogeneous regularization functionals in the conference
proceedings [15] and gave an extended overview over the related ideas in [20].
2
1.1 What Is a Spectral Representation?
We would like to define more precisely what we refer to as a spectral representation, in which linearity
is not assumed, and hence it can be generalized to the nonlinear (in our case convex) setting. One
notion being particularly important is the concept of nonlinear eigenfunctions induced by convex
functionals. Given a convex functional J(u) and its subdifferential ∂J(u), we refer to u with ‖u‖2 = 1
as an eigenfunction if it admits the following eigenvalue problem:
(5) λu ∈ ∂J(u),
where λ ∈ R is the corresponding eigenvalue. In some cases, depending on context, we will use also
the term eigenvector.
Let us detail the idea of nonlinear spectral representations of a function f , with respect to a
convex functional J , in an appropriate Banach space X . Our main motivation is related to the
spectral representation of a positive self-adjoint operator A on Hilbert spaces (cf. [13]), i.e. the
derivative of a convex quadratic functional, given by vector-valued measure Eλ from R+ to the
space of bounded linear operators on X . The latter generalizes the eigenvalue decomposition of
compact linear operators and will be illustrated with an example below. The vector-valued measure
Eλ allows to define functions of the operator A via
(6) ϕ(A) =
∫
R+
ϕ(λ) dEλ,
where ϕ : R+ → R is a filter function. One can apply the filter ϕ(A) to elements f ∈ X via
(7) ϕ(A)f =
∫
R+
ϕ(λ) dEλ · f,
here denoting by · the scalar product in X . Note that if we are only interested in filtering f , we can
directly reduce the expression to a vector-valued measure on X
(8) Φ˜s = Es · f,
such that
(9) ϕ(A)f =
∫
R+
ϕ(t) dΦ˜s.
Note that there is a trivial reconstruction of f from Φ˜s by choosing ϕ ≡ 1. Moreover, Φ˜s is related
to eigenvectors of the operator A in the following way: If f is an eigenvector for the eigenvalue λ,
then Φ˜s is the concentrated vector-valued measure f δλ (‖Φ˜s‖ is the scalar measure ‖f‖δλ), with
δλ(s) corresponding to the Dirac delta distribution centered at s = λ.
In a nonlinear setting with X being a Banach space there is no appropriate way to generalize
the spectral decomposition Es, but we can try to generalize the data-dependent decomposition Φ˜s.
Obviously we need to give up the linear dependence of Φ˜s upon f , but we can still hope for a simple
reconstruction and the relation to eigenvalues.
Definition 1. A map from f ∈ X to a vector-valued Radon measure Φ˜s on X is called a spectral
(frequency) representation with respect to the convex functional J if the following properties are
satisfied:
• Eigenvectors as atoms: For f satisfying ‖f‖ = 1 and λf ∈ ∂J(f) the spectral representation
is given by Φ˜s = f δλ(s).
• Reconstruction: The input data f , for any f ∈ X , can be reconstructed by
(10) f =
∫ ∞
0
dΦ˜s.
3
A spectral representation naturally carries a notion of scale s, features arising at small s will be
referred to as large scale details of f , while those at larger s related to small scales.
As an example let J(u) = 12
∫
Ω
|∇u(x)|2dx, then ∂J(u) = {−∆u} and one can see that the
decomposition into Laplacian eigenfunctions (−∆uj = λjuj)
f =
∞∑
j=1
cjuj
yields a spectral decomposition with
Φ˜s =
∞∑
j=1
cjujδ(s− λj).
To see the inverse relation between s and the scale of features, it is instructive to consider the
polar decomposition of the measure Φ˜s into
(11) dΦ˜s = ψ˜(s) d‖Φ˜s‖
with ‖ψ˜(s)‖ = 1 for ‖Φ˜s‖-almost every s > 0. To avoid ambiguity we shall use a representation of
ψ˜ that vanishes outside the support of Φ˜s and think of ψ(s) as the representatives of scale s. The
scalar measure d‖Φ˜s‖ can be considered as the spectrum of f with respect to the functional J .
In our above example, the polar decomposition can simply be identified with the normalized
eigenfunctions,
ψ˜(λj) = sign(cj)uj , ‖Φ˜s‖ =
∞∑
j=1
|cj |δ(s− λj).
In the simple setting of Ω = [0, 2pi] and zero Neumann boundary conditions, we obtain
uj(x) =
1√
pi
cos(jx)
and can see that the spectral representation is related to the frequency via λj = j
2. Hence, we will
refer to the spectral representation of definition 1 as a generalized frequency decompositions.
In further analogy to Fourier methods, we can consider a change of variables from s to t = 1s ,
which leads to large t corresponding to large scales and small t corresponding to small scales. More
precisely, we define
dΦt =
1
s2
d˜Φ1/s
which means that ∫ ∞
0
ϕ(s) dΦ˜s =
∫ ∞
0
ϕ(1/t) dΦt
holds for all filter functions ϕ. The new vector-valued Radon measure Φ is an equally meaningful can-
didate for a spectral decomposition, to which we refer as the generalized wavelength decomposition.
More formally and in full analogy to definition 1, we define:
Definition 2. A map from f ∈ X to a vector-valued Radon measure Φt on X is called a spectral
(wavelength) representation with respect to the convex functional J if the following properties are
satisfied:
• Eigenvectors as atoms: For f satisfying ‖f‖ = 1 and λf ∈ ∂J(f) the spectral representation
is given by Φt = f δ 1
λ
(t).
• Reconstruction: The input data f , for any f ∈ X , can be reconstructed by
(12) f =
∫ ∞
0
dΦt.
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Similar to spectral frequency decompositions, the polar decomposition of Φ in a wavelength
decomposition gives rise to normalized functions ψ(t).
The example of Laplacian eigenfunctions (more general eigenfunction expansions in Hilbert space)
has a further orthogonality structure that we did not consider so far. Note that for j 6= k we have
〈uj , uk〉L2 = 0 and we can compute the coefficients as ck = 〈f, uk〉. This also implies the Parsevel
identity
(13) ‖f‖2 =
∞∑
j=1
|ck|2.
We generalize these properties to define an orthogonal spectral representation:
Definition 3 (Orthogonal spectral representation). A spectral representation on X is called an
orthogonal spectral representation with respect to the convex functional J if the following properties
are satisfied:
• Orthogonality of scales: ψ˜(s1) · ψ˜(s2) = 0 if s1 6= s2 for ‖Φ˜s‖-almost all s1 and s2.
• Generalized Parseval identity: Φ˜s · f is a nonnegative measure on R+ (i.e. ψ˜(s) · f ≥ 0)
and
(14) ‖f‖2 =
∫ ∞
0
d(Φ˜s · f) =
∫ ∞
0
(ψ˜(s) · f)d‖Φ˜s‖.
Note that the above definition can equivalently be made for orthogonal spectral wavelength
representations by removing the tilde and replacing s by t.
From the above motivations it becomes natural to define nonlinear filtering of the data f with
respect to J via certain integrals with respect to the measure Φ˜s. If we are merely interested in the
latter with sufficiently regular filters we can extend from Φ˜s to vector-valued distributions.
Definition 4 (Weak spectral representation). A map from f ∈ X to a vector-valued distribution
φ˜(s) on X is called a weak spectral representation with respect to the convex functional J if the
following properties are satisfied:
• Eigenvectors as atoms: For f satisfying ‖f‖ = 1 and λf ∈ ∂J(f) the weak spectral repre-
sentation is given by φ˜(s) = f δλ(s).
• Reconstruction: The input data f can be reconstructed by
(15) f =
∫ ∞
0
φ˜(s) ds.
Again, exactly the same definition of a weak spectral representation can also be made for spectral
wavelength decomposition with an inverse relation between λ and t for eigenvectors as atoms.
We mention that throughout the paper we will use a rather formal notation for the distribution
φ˜ and its wavelength counterpart φ as in the reconstruction formula above. All integrals we write
indeed have to be understood as duality products with sufficiently smooth test functions. We will
verify the well-definedness for the specific spectral representations we investigate below, it will turn
out that in all cases it suffices to use test functions in W 1,1loc (R+;Rn).
1.2 Paper goal and main results
In this paper, we extend our previous works [15, 20] by several novel theoretical results:
• We prove that all three methods (2), (3), and (4) yield a well-defined weak spectral represen-
tation for arbitrary convex and absolutely homogeneous functionals J on Rn.
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• We prove that polyhedral regularizations J in finite dimensions lead to spectral decompositions
that consist of finitely many delta-peaks for all three approaches, (2), (3), and (4).
• We analyze the relation between the three possible spectral representations. In particular, we
show that
– The variational method (2) and the gradient flow (3) coincide under the assumption of a
polyhedral regularization J that meets a regularity assumption on its subdifferentials we
call (MINSUB).
– All three methods (2), (3), and (4) yield exactly the same orthogonal spectral represen-
tation for J(u) = ‖Ku‖1 and KK∗ ∈ Rm×m being diagonally dominant.
• We prove the orthogonality of the spectral decomposition arising from variational methods
and the gradient flows for polyhedral regularizations meeting (MINSUB).
• We prove that the spectral decomposition arising from J(u) = ‖Ku‖1 with KK∗ ∈ Rm×m
being diagonally dominant represents the input data as a linear combination of generalized
eigenfunctions meeting (5).
The main goal of this paper is analyzing and understanding the theory of nonlinear multiscale
decompositions. Nevertheless, there is a vast number of possible applications in imaging. As an
example, consider Figure 2: A nonlinear bandstop filter with respect to a spectral TV decomposition
was applied to the image in (a) to remove wrinkles and obtain the image shown in (b). Due
to the great localization of the TV frequency components, a spatial correspondence (registration)
between (a) and (c) allows to synthesize the image in (d) by inserting the filtered frequencies in
a straightforward manner. Preliminary applications for denoising through learned filters [28] and
for spatially-varying texture separation [23, 22] have been recently proposed by the authors and
colleagues. The focus of this paper is mostly theoretical.
(a) Original image (b) TV bandstop
filtered
(c) Image with known
correspondence to (a)
Inserting high frequency
components of (a) in (c)
Figure 2: Example application of nonlinear spectral filtering for wrinkle removal and image style
transformation: The proposed spectral decomposition framework not only allows to selectively re-
move certain frequencies so as to reduce the effects of aging (left two images) - it also allows to inject
respective frequencies into other images (with known registration) to simulate the effect of aging
again.
The rest of this paper is organized as follows. First we recall the idea of nonlinear eigenfunctions
of convex regularizers in section 2. In section 3 we recall the different definitions of spectral represen-
tations based on (2), (3), and (4) and discuss possible definitions of the spectrum of a decomposition.
6
We analyze the similarities between the three approaches in section 4 and establish sufficient condi-
tions for their equivalence. We prove that our spectral approaches yield a decomposition of f into
generalized eigenvectors for a particular class of regularization functionals. Finally, in section 5 we
illustrate our theoretical findings with numerical experiments before we draw conclusions and point
out directions of future research in section 6.
2 Nonlinear Eigenfunctions of Convex Regularizations
As explained in the previous section, the motivation and interpretation of classical linear filtering
strategies is closely linked to the spectral decomposition of positive semidefinite linear operators
(derivatives of quadratic functionals). To closely link the proposed nonlinear spectral decomposition
framework to the linear one, let us summarize earlier studies concerning the use of nonlinear eigen-
functions in the context of variational methods. The description and definition of the eigenvalue
problem is given in section 1.1.
Previous studies have mainly examined nonlinear eigenfunctions of regularizers in the context of
total-variation (where it was referred to as calibrable sets). Meyer [26] gave an explicit solution to
the ROF model [31] in the case of a disk (an eigenfunction of TV), explained the loss of contrast
which motivated the use of the TV − G model. Extensive analysis was performed for the TV-flow
[1, 2, 5, 33, 9, 4, 17] where explicit solutions were given in several cases and for various spatial
settings. In [10] an explicit solution of a disk for the inverse-scale-space flow is presented, showing
its instantaneous appearance at a precise time point related to its radius and height.
In [5] a precise geometric characterization of TV eigenfunctions is given in the 2D case, let us
briefly recall it. Let χC ∈ R2 be a characteristics functions, then it admits (5), with J the TV
functional, if
(16) ess sup
q∈∂C
κ(q) ≤ P (C)|C| ,
where C is convex, ∂C ∈ C1,1, P (C) is the perimeter of C, |C| is the area of C and κ is the curvature.
In this case the eigenvalue is λ = P (C)|C| .
In [29, 6] eigenfunctions related to the total-generalized-variation (TGV) [8] and to infimal con-
volution total variation (ICTV) [11] are analyzed and their different reconstruction properties on
particular eigenfunctions of the TGV are demonstrated theoretically as well as numerically. Ex-
amples of certain eigenfunctions for different extensions of the TV to color images are given in
[14]
The work in [7] considers more general variational reconstruction problems involving a linear
operator in the data fidelity term, i.e.,
min
u
1
2
‖Au− f‖22 + t J(u),
and generalizes equation (5) to
λA∗Au ∈ ∂J(u), ‖Au‖2 = 1,
in which case u is called a singular vector. Particular emphasis is put on the ground states
u0 = arg min
u∈kern(J)⊥,
‖Au‖2=1
J(u)
for semi-norms J , which were proven to be singular vectors with the smallest possible singular value.
Although the existence of a ground state (and hence the existence of singular vectors) is guaranteed
for all non-trivial J , it was shown in [7] that the Rayleigh principle for higher singular values fails.
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In [20] we showed that the Rayleigh principle for higher eigenvalues even fails in the case where A
is the identity. As a consequence, determining or even showing the existence of a basis of singular
vectors remains an open problem for general semi-norms J .
In [33] Steidl et al. have shown the close relations, and equivalence in a 1D discrete setting,
of the Haar wavelets to both TV regularization and TV flow. This was later developed for a 2D
setting in [35]. In the field of morphological signal processing, nonlinear transforms were introduced
in [12, 24].
3 Spectral Representation
Throughout this section we will assume the regularization J to be a proper, convex, lower semi-
continuous function on Rn. In this finite-dimensional setting the well-posedness of the variational
problems (2), and the differential inclusions (3), and (4) follows immediately from the above as-
sumptions. Furthermore, we will assume J to be absolutely one-homogeneous, i.e.
(17) J(su) = |s|J(u) ∀ s ∈ R,∀ u ∈ X .
In the next subsection we summarize some important properties of absolutely one-homogeneous
functionals. In the following three subsections we will discuss the spectral representation for the
three approaches (2), (3), and (4) separately, before analyzing their relation in the section thereafter.
3.1 Properties of Absolutely One-homogeneous Regularizations
Under our above assumptions we can interpret J as a seminorm, respectively a norm on an appro-
priate subspace.
Lemma 1. A functional J as above is a seminorm and its nullspace
N (J) = {u ∈ Rn | J(u) = 0}
is a linear subspace. In particular there exist constants 0 < c0 ≤ C0 such that
(18) c0‖u‖ ≤ J(u) ≤ C0‖u‖, ∀ u ∈ N (J)⊥.
Proof. First of all we observe that J is nonnegative and absolutely one-homogeneous due to our
above definitions, so that it suffices to verify the triangle inequality. From the convexity and absolute
one-homogeneity we have for all u, v ∈ X
J(u+ v) = 2 J
(
1
2
u+
1
2
v
)
≤ 2
(
1
2
J(u) +
1
2
J(v)
)
= J(u) + J(v).
The fact that the nullspace is a linear subspace is a direct consequence, and the estimate (18) follows
from the norm equivalence in finite dimensional space.
Lemma 2. Let J be as above, then for each u ∈ Rn and v ∈ N (J) the identity
(19) J(u+ v) = J(u)
holds.
Proof. Using the triangle inequality we find
J(u+ v) ≤ J(u) + J(v) = J(u),
J(u) = J(u+ v − v) ≤ J(u+ v) + J(−v) = J(u+ v),
which yields the assertion.
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We continue with some properties of subgradients:
Lemma 3. Let u ∈ Rn, then p ∈ ∂J(u) if and only if
(20) J∗(p) = 0 and 〈p, u〉 = J(u).
A common reformulation of Lemma 3 is the characterization of the subdifferential of an absolutely
one-homogeneous J as
∂J(u) = {p ∈ X ∗ | J(v) ≥ 〈p, v〉 ∀v ∈ X , J(u) = 〈p, u〉}.(21)
Remark 1. A simple consequence of the characterization of the subdifferential of absolutely one-
homogeneous functionals is that any p ∈ ∂J(0) with p /∈ ∂J(u) meets J(u)− 〈p, u〉 > 0.
Additionally, we can state a property of subgradients relative to the nullspace of J with a
straightforward proof:
Lemma 4. Let p ∈ ∂J(0) and J(u) = 0, then 〈p, u〉 = 0. Consequently ∂J(u) ⊂ ∂J(0) ⊂ N (J)⊥
for all u ∈ Rn.
The nullspace of J and its orthogonal complement will be of further importance in the sequel of
the paper. In the following we will denote the projection operator onto N (J) by P0 and to N (J)⊥
by Q0 = Id− P0. Note that as a consequence of Lemma 2 we have J(u) = J(Q0u) for all u ∈ Rn.
Lemma 5. For absolutely one-homogeneous J the following identity holds
(22)
⋃
u∈Rn
∂J(u) = ∂J(0) = {p ∈ Rn | J∗(p) = 0}.
Moreover ∂J(0) has nonempty relative interior in N (J)⊥ and for any p in the relative interior of
∂J(0) we have p ∈ ∂J(u) if and only if J(u) = 0.
Proof. We have p ∈ ∂J(0) if and only if 〈p, u〉 ≤ J(u) for all u. Since equality holds for u = 0
this is obviously equivalent to J∗(p) = 0. Since we know from Lemma 3 that ∂J(u) is contained in
{p ∈ Rn | J∗(p) = 0} and the union also includes u = 0 we obtain the first identity. Let p ∈ N (J)⊥
with ‖p‖ < c0 sufficiently small. Then we know by the Cauchy-Schwarz inequality and (18) that
〈p, u〉 = 〈p,Q0u〉 ≤ ‖p‖ ‖Q0u‖ ≤ ‖p‖
c0
J(Q0u) < J(Q0u) = J(u)
for all u with Q0u 6= 0. Finally, let p be in the relative interior of ∂J(0) and p ∈ ∂J(u). Since
there exists a constant c > 1 such that cp ∈ ∂J(0), we find c〈p, u〉 = cJ(u) ≤ J(u) and consequently
J(u) = 0.
Conclusion 1. Using (18) as well as Lemma 4, we can conclude that for any p ∈ ∂J(0) we have
‖p‖2 ≤ J(p) ≤ C‖p‖,
such that ‖p‖ ≤ C holds for all possible subgradients p.
As usual, e.g. in the Fenchel-Young Inequality, one can directly relate the characterization of the
subdifferential to the convex conjugate of the functional J .
Lemma 6. The convex conjugate of an absolutely one-homogeneous functional J is the characteristic
function of the convex set ∂J(0).
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Proof. Due to (21) we have
∂J(0) = {p ∈ X ∗ | J(v)− 〈p, v〉 ≥ 0 ∀v ∈ X}.
The definition
J∗(p) = sup
u
(〈p, u〉 − J(u))
tells us that if p ∈ ∂J(0) the above supremum is less or equal to zero and the choice u = 0 shows
that J∗(p) = 0. If p /∈ ∂J(0) then there exist a u such that 〈p, u〉 − J(u) > 0 and the fact that
〈p, αu〉 − J(αu) = α(〈p, u〉 − J(u))
holds for α ≥ 0 yields J∗(p) =∞.
3.2 Variational Representation
In this section we would like to describe how to define a spectral representation based on the
variational method (2). As discussed in Section 1.1 we would like to establish the following analogy
to the linear spectral analysis: Eigenfunctions meeting (5) should be fundamental atoms of the
spectral decomposition. It is easy to verify (cf. [7]) that for f being an eigenfunction the solution
to (2) is given by
uVM (t) =
{
(1− tλ)f for t ≤ 1λ ,
0 else.
Since uVM (t) behaves piecewise linear in time, and our goal is to obtain a single peak for f being an
eigenfunction, it is natural to consider the second derivative of uVM (t) (in a distributional sense).
The latter will yield the (desired) delta distribution ∂ttuVM (t) = λδ 1
λ
(t)f . Consider the desired
property of reconstructing the data by integrating the spectral decomposition as discussed in Section
1.1. We find that in the case of f being an eigenfunction∫ ∞
0
∂ttuVM (t) dt = λf.
Therefore, a normalization by multiplying ∂ttuVM (t) with t is required to fully meet the integration
criterion. Motivated by the behavior of the variational method on eigenfunctions, we make the
following definition:
Definition 5 (Spectral Representation based on (2)). Let uVM (t) be the solution to (2). We define
φVM (t) = t∂ttuVM (t)(23)
to be the wavelength decomposition of f .
In the following we will show that the above φVM is a weak spectral wavelength decomposition
in the sense of definition 4 for any convex absolutely one-homogeneous regularization functional J .
As discussed in section 1.1 the term wavelength is due to the fact that in the case of f being
an eigenvector, we can see that the peak in φVM (t) appears at a later time, the smaller λ is.
The eigenvalue λ reflects our understanding of generalized frequencies which is nicely underlined
by the fact that λ = J(f) holds due to the absolute one-homogenity of J . Therefore, we expect
contributions of small frequencies at large t and contributions of high frequencies at small t, which
is the relation typically called wavelength representation in the linear setting.
While we have seen that the definition of (23) makes sense in the case of f being an eigenfunction,
it remains to show this for general f . As a first step we state the following property of variational
methods with absolutely one-homogeneous regularizations:
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Proposition 1 (Finite time extinction). Let J be an absolutely one-homogeneous functional, and f
be arbitrary. Then there exists a time T <∞ such that uVM determined by (2) meets
uVM (T ) = P0(f).
Proof. Considering the optimality conditions for (2), the above statement is the same as
Q0f
T
=
f − P0(f)
T
∈ ∂J(P0(f)) = ∂J(0).
Since ∂J(0) has nonempty relative interior in N (J) this is guaranteed for T sufficiently large.
Note that the above proof yields the extinction as the minimal value T such that Q0fT ∈ ∂J(0),
which can also be expressed as the minimal T such that J∗(Q0fT ) = 0, i.e.
Q0f
T is in the dual unit
ball. This is the generalization of the well-known result by Meyer [26] for total variation denoising.
A second useful property is the Lipschitz continuity of uVM , which allows to narrow the class of
distributions for φ:
Proposition 2. The function uVM : R+ → Rn is Lipschitz continuous. Moreover, the spectral
representation satisfies φVM ∈ (W 1,1loc (R+,Rn))∗.
Proof. Consider uVM (t) and uVM (t+ ∆t). Subtracting the optimality conditions yields
0 = uVM (t)− uVM (t+ ∆t) + t(pVM (t)− pVM (t+ ∆t))−∆tpVM (t+ ∆t).
Taking the inner product with uVM (t)− uVM (t+ ∆t) yields
0 =‖uVM (t)− uVM (t+ ∆t)‖2 −∆t〈pVM (t+ ∆t), uVM (t)− uVM (t+ ∆t)〉
+ t 〈pVM (t)− pVM (t+ ∆t)), uVM (t)− uVM (t+ ∆t)〉︸ ︷︷ ︸
≥0
≥‖uVM (t)− uVM (t+ ∆t)‖2 −∆t〈pVM (t+ ∆t), uVM (t)− uVM (t+ ∆t)〉
≥‖uVM (t)− uVM (t+ ∆t)‖2 −∆t‖pVM (t+ ∆t)‖‖uVM (t)− uVM (t+ ∆t)‖.
Using conclusion 1 (and Lemma 5), we find
‖uVM (t)− uVM (t+ ∆t)‖ ≤ ∆t C.
Through integration by parts we obtain for regular test functions v:∫ ∞
0
v(t) · φVM (t) dt =
∫ ∞
0
tv(t) · ∂ttuVM (t) dt,
=−
∫ ∞
0
∂t(v(t) t)∂tuVM (t) dt,
=−
∫ ∞
0
(t∂tv(t) + v(t)) ∂tuVM (t) dt.(24)
If uVM (t) is Lipschitz-continuous, then ∂tuVM (t) is an L
∞ function. Due to the finite time extinc-
tion, the above integrals can be restricted to the interval (0, Text) and the last integral is well-defined
for any v such that v ∈ W 1,1loc (R+,Rn). A standard density argument yields that (27) finally allows
to use all such test functions, i.e. defines ∂tuVM in the dual space.
Thanks to the finite time extinction we can state the reconstruction of any type of input data f
by integration over φVM (t) in general.
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Theorem 2 (Reconstruction of the input data). It holds that
f = P0(f) +
∫ ∞
0
φVM (t) dt.(25)
Proof. Since for each vector g ∈ Rn the constant function v = g is an element of W 1,1loc (R+,Rn), we
can use (24) ∫ ∞
0
g · φVM (t) dt = −
∫ ∞
0
g · ∂tuVM (t) dt = −g ·
∫ ∞
0
∂tuVM (t) dt.
Hence, with the well-defined limits of uVM at t = 0 and t→∞ we have
g ·
∫ ∞
0
φVM (t) dt = −g ·
∫ ∞
0
∂tuVM (t) dt = g · (f − P0(f)),
which yields the assertion since g is arbitrary.
In analogy to the classical linear setting, we would like to define a filtering of the wavelength
representation via
uˆfiltered = w0 P0(f) +
∫ ∞
0
w(t) φVM (t) dt(26)
for w0 ∈ R and a suitable filter function w(t). While the above formulation is the most intuitive
expression for the filtering procedure, we have to take care of the regularity of φVM and hence
understand the integral on the right-hand side in the sense of (24), i.e.
(27) uˆfiltered = w0 P0(f)−
∫ ∞
0
(tw′(t) + w(t)) ∂tuVM (t) dt.
3.3 Scale Space Representation
A spectral representation based on the gradient flow formulation (3) was the first work towards
defining a nonlinear spectral decomposition and has been conducted by Guy Gilboa in [18, 19] for
the case of J being the TV regularization. In our conference paper [15], we extended this notion to
general absolutely one-homogeneous functionals by observing that the solution of the gradient flow
coincides with the one of the variational method in the case of f being an eigenfunction, i.e., for
‖f‖ = 1, λf ∈ ∂J(f), the solution to (3) is given by
uGF (t) =
{
(1− tλ)f for t ≤ 1λ ,
0 else.
The latter motivates exactly the same definitions as for the variational method. In particular, we
define the wavelength decomposition of the input data f by
φGF (t) = t∂ttuGF (t).
As in the previous section, we will show that φGF also is a weak spectral wavelength decomposi-
tion in the sense of definition 4 for any convex absolutely one-homogeneous regularization functional
J .
Proposition 3 (Finite time extinction). Let J be an absolutely one-homogeneous functional, and f
be arbitrary. Then there exists a time T <∞ such that uVM determined via (2) meets
uGF (T ) = P0(f).
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Proof. Since any subgradient is orthogonal to N (J) the same holds for ∂tu, hence P0(u(t)) =
P0(u(0)) = P0(f) for all t ≥ 0. On the other hand we see that
1
2
d
dt
‖Q0uGF ‖2 = 〈Q0uGF , Q0∂tuGF 〉 = −〈Q0uGF , pGF 〉 = −〈uGF , pGF 〉
= −J(uGF ) = −J(Q0uGF ) ≤ −c0‖Q0uGF ‖.
For t such that ‖Q0uGF ‖ 6= 0 we conclude
d
dt
‖Q0uGF ‖ ≤ −c0,
thus
‖Q0uGF (t)‖ ≤ ‖f‖ − c0t.
Due to the positivity of the norm we conclude that ‖Q0uGF (T )‖ = 0 for T ≥ ‖f‖c0 .
The regularity ∂tuGF (t) ∈ L∞ is guaranteed by the general theory on gradient flows (cf. [16, p.
566, Theorem 3]), in our case it can also be inferred quantitatively from the a-priori bound on the
subgradients in Conclusion 1. With the same proof as in Proposition 2 we can analyze φGF as a
bounded linear functional:
Proposition 4. The function uGF : R+ → Rn is Lipschitz continuous. Moreover, the spectral
representation satisfies φGF ∈ (W 1,1loc (R+,Rn))∗.
Thus, we have the same regularity of the distribution as in the case of the variational method
and can define filters in the same way.
Naturally, we obtain exactly the same reconstruction result as for the variational method.
Theorem 3 (Reconstruction of the input data). It holds that
f = P0(f) +
∫ ∞
0
φGF (t) dt.(28)
Furthermore, due to the finite time extinction and the same smoothness of uGF as for uVM we
can define the formal filtering by
uˆfiltered = w0P0(f)−
∫ ∞
0
(tw′(t) + w(t)) ∂tuGF (t) dt,(29)
for all filter functions w ∈W 1,1loc .
3.4 Inverse Scale Space Representation
A third way of defining a spectral representation proposed in [15] is via the inverse scale space
flow equation (4). Again, the motivation for the proposed spectral representation is based on the
method’s behavior on eigenfunctions. For ‖f‖ = 1, λf ∈ ∂J(f), the solution to (4) is given by
vIS(s) =
{
0 for s ≤ λ,
f else.
As we can see, the behavior of (4) is fundamentally different to the one of (2) and (3) in two aspects:
Firstly, stationarity is reached in an inverse fashion, i.e. by starting with zero and converging to
f . Secondly, the primal variable vIS(s) has a piecewise constant behavior in time opposed to the
piecewise linear behavior in the previous two cases. Naturally, only one derivative of v is necessary
to obtain peaks. We define
φ˜IS(s) = ∂svIS(s) = −∂ssqIS(s)
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to be the frequency representation of f in the inverse scale space setting.
We recall from section 1.1 that we can relate frequency and wavelength representations by a
change of variable s = 1/t yielding
(30) uIS(t) = vIS(
1
t
), pIS(t) = qIS(
1
t
), φIS(t) = −∂svIS(1
t
) = t2∂tuIS(t).
Note that with these conversions we have∫ ∞
0
φ(t) · v(t) dt =
∫ ∞
0
φ˜(s) · v(1/s) ds,
hence we may equally well consider integrations in the original variable s.
In the following we will show that the above φIS is a weak spectral wavelength decomposition in
the sense of definition 4 for any convex absolutely one-homogeneous regularization functional J .
Analogous to the other methods, the inverse scale space methods has finite time extinction, and
as we see from the proof even at the same time as the variational method:
Proposition 5 (Finite time extinction). Let J be an absolutely one-homogeneous functional, and
f be arbitrary. Then there exists a time T < ∞ such that uIS determined via (2) meets uIS(T ) =
P0(f).
Proof. It is straight-forward to see that vIS(s) = P0(f) for s ≤ s0, where s0 is the maximal value
such that s0(f − P0(f)) ∈ ∂J(0). The conversion to uIS yields the finite time extinction.
Furthermore note that the inverse scale space flow (4) can be written as a gradient flow on
the dual variable qIS(s) with respect to the convex functional J
∗(q) − 〈f, q〉. This guarantees that
∂sqIS(s) ∈ L∞, thus vIS(s) ∈ L∞, and hence also uIS(t) ∈ L∞.
Proposition 6. The function uIS : R+ → Rn is bounded almost everywhere and pIS : [t0,∞) →
Rn is Lipschitz continuous for every t0 > 0. Moreover, the weak spectral representation satisfies
φIS ∈ (W 1,1loc (R+,Rn))∗.
Proof. The standard energy dissipation in the inverse scale space flow yields that s 7→ ‖vIS(s)− f‖
is a non-increasing function, hence it is bounded by its value ‖f‖ at s = 0. Hence, by the triangle
inequality
‖vIS(s)‖ ≤ 2‖f‖, ‖uIS(t)‖ ≤ 2‖f‖
for all s, t > 0. The first inequality also implies the Lipschitz continuity of qIS on R+ and hence by
concatenation with t 7→ 1t Lipschitz continuity of pIS on [t0,∞).
We can now consider filterings of the inverse scale space flow representation, again by formal
integration by parts
uˆfiltered =
∫ ∞
0
w(t) φIS(t) dt = −
∫ ∞
0
w(
1
s
) ∂svIS(s) ds
= −
∫ ∞
1
T
w(
1
s
) ∂svIS(s) ds = w0f − wTP0(f)−
∫ T
0
1
s2
w′(
1
s
) vIS(s) ds
= w0f − wTP0(f)−
∫ T
0
w′(t) uIS(t) dt,
where T is the finite extinction time stated by Proposition 5. The last line can be used to define
filterings in the inverse scale space flow setting. Note that w(t) = 1 for all t leads to a reconstruction
of the Q0f , i.e.
f = P0(f) +
∫ ∞
0
φIS(t) dt.(31)
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3.5 Definitions of the Power Spectrum
As in the linear case, it is very useful to measure in some sense the “activity” at each frequency
(scale). This can help identify dominant scales and design better the filtering strategies (either
manually or automatically). Moreover, one can obtain a notion of the type of energy which is
preserved in the new representation using an analog of Parseval’s identity. While the amount of
information on various spatial scales in linear and nonlinear scale spaces has been analyzed using
Renyis generalized entropies in [32], we will focus on defining a spectral power spectrum. As we have
seen above, at least for an orthogonal spectral definition there is a natural definition of the power
spectrum as the measure
(32) S2(t) = Φt · f ≡ S23(t),
which yields a Parseval identity. Note that for S2 being absolutely continuous with respect to the
Lebesgue measure with density ρ we can define a continuous power spectrum s(t) =
√
ρ(t) and have
(33) ‖f‖2 =
∫ ∞
0
s(t)2 dt.
On the other hand, if S2 is a sum of concentrated measures, S2(t) =
∑
j ajδ(t − tj) we can define
sj =
√
aj and have the classical Parseval identity
(34) ‖f‖2 =
∑
j
s2j .
We will now briefly recall two earlier definitions of the spectrum and propose a third new one.
For the sake of simplicity, we omit the subscripts VM , GF , and IS in the following discussion when
all three variants can be used.
In [18, 19] a L1 type spectrum was suggested for the TV spectral framework (without trying to
relate to a Parseval identity),
(35) S1(t) := ‖φ(t)‖1.
Considering the mathematical definition of φ as having components in (W 1,1loc )
∗, we can see that
mollification with a W 1,1loc function is needed in order to obtain a well-defined version of equation
(35). A simple choice would be
(36) Sσ1 (t) :=
∥∥∥∥∥
∫ T
0
gσ(t) φ(t;x) dt
∥∥∥∥∥
L1(Ω)
for a Gaussian function gσ(t) with very small σ.
In [15] the following definition was suggested for the gradient flow,
(37) S22(t) = t
2 d
2
dt2
J(uGF (t)) = 2t〈φGF (t), pGF (t)〉. = −t2 d
dt
‖pGF (t)‖2
From the dissipation properties of the flow one can deduce that S22 is always nonnegative. With this
definition the following analogue of the Parseval identity can be shown :
‖f‖2 = −
∫ ∞
0
d
dt
‖uGF (t)‖2 dt = 2
∫ ∞
0
〈pGF (t), uGF (t)〉 dt = 2
∫ ∞
0
J(uGF (t)) dt
= −2
∫ ∞
0
t
d
dt
J(uGF (t)) dt =
∫ ∞
0
t
d
dt
J(uGF (t)) dt =
∫ ∞
0
S2(t)
2 dt.(38)
Below, we will show that under certain conditions indeed S23 is an equivalent realization of S
2
2 .
In Fig. 4 we present numerical examples of the different behavior of those variants.
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Figure 3: Geometric illustration of the (MINSUB) property in 2D with the help of some polyhedron.
The green faces illustrate subdifferentials for particular primal variables u and the magenta points
mark the subgradient with minimal norm. As we can see all green faces are tangent to the circle
such that q − pˆ is orthogonal to pˆ for any q ∈ ∂J(u). Hence, (MINSUB) is met.
4 Analysis of the Spectral Decompositions
4.1 Basic Conditions on the Regularization
To analyze the behavior and relation of the different spectral decompositions, let us make the
following definition.
Definition 6 (MINSUB). We say that J meets (MINSUB) if for all u ∈ Rn, the element pˆ deter-
mined by
pˆ = arg min
p
‖p‖2 subject to p ∈ ∂J(u),(39)
meets
〈pˆ, pˆ− q〉 = 0 ∀q ∈ ∂J(u).
To give some intuition about what the condition (MINSUB) means, let us give two examples of
regularizations that meet (MINSUB).
Example 1 (`1 regularization meets (MINSUB)). Consider J(u) = ‖u‖1. The characterization of
the `1 subdifferential yields
q ∈ ∂J(u) ⇔ ql
 = 1 if ul > 0,= −1 if ul < 0,∈ [−1, 1] if ul = 0.(40)
Consequently, the pˆ defined by equation (39) meets pˆl = 0 for all l with ul = 0. Consider any other
q ∈ ∂J(u). Then
〈pˆ, pˆ− q〉 =
∑
l,ul>0
pˆl( pˆl︸︷︷︸
=1
− ql︸︷︷︸
=1
)
︸ ︷︷ ︸
=0
+
∑
l,ul<0
pˆl( pˆl︸︷︷︸
=−1
− ql︸︷︷︸
=−1
)
︸ ︷︷ ︸
=0
+
∑
l,ul=0
pˆl︸︷︷︸
=0
(pˆl − ql)
︸ ︷︷ ︸
=0
= 0,
which shows that J(u) = ‖u‖1 meets (MINSUB).
Another interpretation of the (MINSUB) condition is geometric. Since in Hilbert spaces the
scalar product being zero expresses orthogonality, one could also think of (MINSUB) requiring
the subdifferentials of J being well-behaved polyhedrons (or being single valued). For illustration
purposes, consider figure 3. If the faces of polyhedron representing all possible subgradients are
oriented such that they are tangent to the circle with radius ‖pˆ‖, then (MINSUB) is met.
A second property we are interested in, is a particular behavior of the flow that allows to state
that the spectral respresentation merely consists of a collection of δ-peaks. For this, we need the
definition of a polyhedral seminorm.
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Definition 7 (Polyhedral Seminorm (PS)). We say that J induces a polyhedral seminorm (PS) if
there exists a finite set whose convex hull equals ∂J(0).
Polyhedral Seminorms have several interesting properties:
Proposition 7. Let J satisfy (PS), then the set
{arg min
p
‖p‖2, such that p ∈ ∂J(u) | u ∈ X}
is finite.
Proof. By Lemma 3 we know that ∂J(u) is the intersection of the polyhedral shape ∂J(0) and the
linear manifold defined by 〈p, u〉 = J(u). Since the intersection cannot contain any interior part
of ∂J(0) and due to (PS), the intersection must be a facet of ∂J(0). Hence, the set of minimizers
of ‖p‖ in the subgradients of ∂J(u) is contained in the set of minimizers of ‖p‖ on single facets of
∂J(0). Since the number of facets is finite by (PS), also the set of minimizers (for each facet there
is a unique one) is finite.
As an example, consider the `1 norm on Rn again. The set ∂‖0‖1 coincides with the unit `∞ ball
and therefore is polyhedral. The set considered in Proposition 7 is the collection of all p such that
the i-th component of p is in {−1, 1, 0}, which is of course finite. Note that all regularizations of the
form J(u) = ‖Ku‖1, for an arbitrary linear operator K, are also polyhedral as ∂J(0) = KT∂‖0‖1.
Interestingly, the most general form of a J meeting (PS) is in fact J(u) = ‖Ku‖∞:
Proposition 8. Let an absolutely one-homogeneous function J : Rn → R meet (PS). Then there
is a matrix P such that J(u) = ‖Pu‖∞.
Proof. Let u ∈ Rn be arbitrary, and let p ∈ ∂J(u). By (PS) we can write p as a convex combination
of finitely many subgradients pi ∈ ∂J(0), p =
∑
i αipi. We find
J(u) = 〈u, p〉 =
∑
i
αi〈u, pi〉 ≤
∑
i
αiJ(u) = J(u).
The fact that equality holds in the above estimate shows that pi ∈ ∂J(u) for all i with αi > 0,
such that J(u) = maxi〈pi, u〉. Since J(u) = J(−u) by the absolute one-homogenity, we may as well
consider J(u) = maxi |〈pi, u〉|, or, after writing the pi as rows of a matrix P , J(u) = ‖Pu‖∞.
To be able to state our main results compactly, let us introduce a third abbreviation in addition
to (PS) and (MINSUB).
Definition 8 (DDL1). We refer to the specific assumption that we are considering diagonally dom-
inant `1 regularization, i.e. the particular case where J(u) = ‖Ku‖1 for a matrix K such that KK∗
is diagonally dominant, as (DDL1).
4.2 Connection between Spectral Decompositions
Using the three assumptions and definitions (PS), (MINSUB) and (DDL1) introduced in the previous
subsection, we can state the following results.
Theorem 4 (Piecewise dynamics for J satisfying (PS)). If J meets (PS) then the scale space flow,
the inverse scale space flow, and the variational method have piecewise linear respectively piecewise
constant dynamics. In more detail:
• There exist finitely many 0 = t0 < t1 < t2 < ... < tK = ∞ such that the solution of (3) is
given by
uGF (t) = uGF (ti)− (t− ti)pGF (ti+1),(41)
for t ∈ [ti, ti+1]. In other words pGF (ti+1) ∈ ∂J(uGF (t)) for t ∈ [ti, ti+1] such that the
dynamics of the flow is piecewise linear in uGF (t) and piecewise constant in pGF (t).
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• There exist finitely many 0 < s1 < s2 < ... < sL =∞ such that the solution of (4) is given by
qIS(s) = qIS(si)− (s− si)(f − vIS(si+1)),(42)
for s ∈ [si, si+1]. In other words qIS(s) ∈ ∂J(vIS(si+1)) for s ∈ [si, si+1] such that the
dynamics of the flow is piecewise linear in qIS(t) and piecewise constant in vIS(t).
• There exist finitely many 0 < t1 < t2 < ... < tL = ∞ such that the solution of (2) satisfies
that uVM is an affinely linear function of t for t ∈ [ti, ti+1], and for pVM (t) ∈ ∂J(uVM (t))
denoting the corresponding subgradient, qVM (s) = pVM (1/s) is an affinely linear function of
s for s ∈ [si, si+1], si = 1ti .
Proof. Gradient Flow. Let us begin with the proof of the piecewise linear dynamics of the scale
space flow. For any ti ≥ 0 (starting with t0 = 0 and uGF (0) = f) we consider
pGF (ti+1) = arg min
p
‖p‖2 such that p ∈ ∂J(uGF (ti))(43)
and claim that pGF (ti+1) ∈ ∂J(uGF (ti) − (t − ti)pGF (ti+1)) for small enough t > ti. Due the
property of J having finitely representable subdifferentials (Proposition 7), we know that for any
t there has to exist a qj in the finite set M such that qj ∈ ∂J(uGF (ti) − (t − ti)pGF (ti+1)). The
characterization of the subdifferential of absolutely one-homogeneous functions (21) tells us that qj ∈
∂J(uGF (ti)− (t− ti)pGF (ti+1)) is met by those qj which maximize 〈qj , uGF (ti)− (t− ti)pGF (ti+1)〉.
We distinguish two cases:
• First of all consider qj ∈ ∂J(uGF (ti)). In this case the optimality condition to (43) tells us
that
〈pGF (ti+1), pGF (ti+1)− q〉 ≤ 0 ∀q ∈ ∂J(uGF (ti)),(44)
and we find
〈uGF (ti)− (t− ti)pGF (ti+1), qj〉 =J(uGF (ti))− (t− ti)〈pGF (ti+1), qj〉,
=〈uGF (ti), pGF (ti+1)〉 − (t− ti)〈pGF (ti+1), qj〉,
=〈uGF (ti)− (t− ti)pGF (ti+1), pGF (ti+1)〉
+ (t− ti)〈pGF (ti+1), pGF (ti+1)− qj〉,
(44)
≤ 〈uGF (ti)− (t− ti)pGF (ti+1), pGF (ti+1)〉.
• For qj /∈ ∂J(uGF (ti)) we can use Remark 1, define cj(ti) := J(uGF (ti)) − 〈qj , uGF (ti)〉 > 0.
We compute
〈uGF (ti)− (t− ti)pGF (ti+1), qj〉 =〈uGF (ti), qj〉 − (t− ti)〈pGF (ti+1), qj〉
=J(uGF (ti))− cj(ti)− (t− ti)〈pGF (ti+1), qj〉
=J(uGF (ti))− (t− ti)‖pGF (ti+1)‖2
− (cj(ti)− (t− ti)(‖pGF (ti+1)‖2 − 〈pGF (ti+1), qj〉))︸ ︷︷ ︸
≥0 for small t>ti
≤〈uGF (ti)− (t− ti)pGF (ti+1), pGF (ti+1)〉 for small t.
Since the set of all qj is finite, we can conclude that there exists a smallest time t > ti over all
j up until which pGF (ti+1) ∈ ∂J(uGF (ti)− (t− ti)pGF (ti+1)).
To see that the number of times tk at which the flow changes is finite, recall that each pGF (ti+1) is
determined via equation (43) and that the corresponding minimizer is unique. Since pGF (ti) is in
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the feasible set, we find ‖pGF (ti+1)‖ < ‖pGF (ti)‖ (unless pGF (ti) = pGF (ti+1) in which case the time
step ti was superfluous to consider). Since the number of possible pGF (ti) is finite by Proposition 7,
and the property ‖pGF (ti+1)‖ < ‖pGF (ti)‖ shows that each pGF (ti) be attained at most once, the
number of ti at which the flow changes is finite. This concludes the proof for the scale space case.
Inverse Scale Space Flow. Similar to the above proof, for any si ≥ 0 (starting with s0 = 0
and qIS(0) = 0) we consider
vIS(si+1) = arg min
v
‖v − f‖2 such that v ∈ ∂J∗(qIS(si))
and claim that qIS(si) + (s− si)(f − vIS(si+1)) ∈ ∂J(vIS(si+1)) for small enough s > si.
The optimality condition to the above minimization problem is
〈f − vIS(si+1), vIS(si+1)− v〉 ≥ 0 ∀v ∈ ∂J∗(qIS(si)).(45)
By choosing v = 0 and v = 2vIS(si+1) we readily find
〈f − vIS(si+1), vIS(si+1)〉 = 0,
and therefore
〈qIS(si) + (s− si)(f − vIS(si+1)), vIS(si+1)〉 = J(vIS(si+1))
for all t. Furthermore (45) reduces to
〈f − vIS(si+1), v〉 ≤ 0 ∀v ∈ ∂J∗(qIS(si)).(46)
It is hence sufficient to verify that
qIS(si) + (s− si)(f − vIS(si+1)) ∈ ∂J(0)
for s > si sufficiently small. It is well known (cf. [21]) that any set that is represented as the convex
hull of finitely many points, can also be represented as the intersection of finitely many halfspaces,
such that
∂J∗(0) = {q | Bq ≤ c}
for some matrix B and vector c. Let bl denote the rows of the matrix B. Since 〈bl, q〉 = J(bl) for
q ∈ ∂J(bl), it is obvious that J(bl) ≤ cl. We distinguish two cases:
• If bl ∈ ∂J∗(qIS(si)), then (46) yields
〈qIS(si+1) + (s− si)(f − vIS(si+1)), bl〉 = J(bl) + (s− si)〈f − vIS(si+1), bl〉 ≤ J(bl)
• If bl /∈ ∂J∗(qIS(si)), then 〈qIS(si), bl〉 < J(bl), such that
〈qIS(si) + (s− si)(f − vIS(si+1)), bl〉 ≤ J(bl)
for s ∈ [si, sli+1] with sli+1 > si small enough.
We define si+1 = minl s
l
i+1, which yields the piecewise constant behavior. Similar to the proof for the
gradient flow, the vIS(si+1) are unique and vIS(si) is in the feasible set, such that ‖f−vIS(si+1)‖ <
‖f − vIS(si)‖. Since the total number of possible constraints v ∈ ∂J∗(p) is finite, there can only be
finitely many times si at which the flow changes.
Variational Method. Since qVM is a Lipschitz continuous function of s, the subgradient
changes with finite speed on ∂J(0). This means that pVM needs finite time to change from a facet to
another facet of the polyhedral set ∂J(0), in other words there exist times 0 < s˜1 < s˜2 < ... < s˜L =∞
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such that qVM (s˜i) ∈ ∂J(uVM (s)) for s ∈ [s˜i, s˜i+1). Comparing the optimality condition for a
minimizer at time s and time s˜i we find
s(vVM (s)− s˜i
s
vVM (si)− s− s˜i
s
f) + qVM (s)− qVM (s˜i) = 0.
Now let v be any element such that qVM (s˜i) ∈ ∂J(v). Then we have
〈vVM (s)− s˜i
s
vVM (s˜i)− s− s˜i
s
f, v − vVM (s)〉 = 1
s
〈qVM (s)− qVM (s˜i), vVM (s)− v〉 ≥ 0.
This implies that vVM (s) is the minimizer
vVM (s) = arg min
v
‖v − s˜i
s
vVM (s˜i)− s− s˜i
s
f‖2 such that qVM (s˜i) ∈ ∂J(v),
i.e. it equals the projection of s˜is vVM (s˜i) +
s−s˜i
s f on the set of v such that qVM (s˜i) ∈ ∂J(v), which
is an intersection of a finite number of half-spaces. Since uVM (
1
s ) is an affinely linear function for
s ∈ [s˜i, s˜i+1], its projection to the intersection of a finite number of half-spaces is piecewise affinely
linear for s ∈ [s˜i, s˜i+1]. Hence, the overall dynamics of uVM is piecewise affinely linear in t. The
piecewise affine linearity of pVM in terms of s =
1
t then follows from the optimality condition by a
direct computation.
Note that the results regarding the scale space and inverse scale space flows were to be expected
based on the work [27] on polyhedral functions. The above notation and the proof is, however, much
more accessible since it avoids the lengthy notation of polyhedral and finitely generated functions.
From Theorem 4 we can draw the following simple but important conclusion.
Conclusion 2. If J meets (PS) then the scale space flow, the inverse scale space flow, and the
variational method have a well-defined spectral representation, which consists of finitely many δ-
peaks. In other words, the spectral representation is given by
φ∗(t) =
N∗∑
i=0
φi∗δ(t− ti), for ∗ ∈ {VM,GF, IS},(47)
and the reconstruction formulas (25), (28), or (31), yield a decomposition of f as
f =
N∗∑
i=0
φi∗, for ∗ ∈ {VM,GF, IS},(48)
where ti are the finite number of times where the piecewise behavior of the variational method, the
gradient flow, or the inverse scale space flow stated in Theorem 4 changes. The corresponding φi∗
can be seen as multiples of ψ∗(t) arising from the polar decomposition of the spectral frequency
representation. They are given by
φiGF =ti(pGF (ti)− pGF (ti+1)),
φiV M =ti(uVM (ti+1)− 2uVM (ti) + uVM (ti−1),
φiIS =uIS(ti)− uIS(ti+1),
with uIS(t0) = uVM (t0) = uVM (t−1) = f , pGF (t0) = 0, t0 = 0.
Naturally, we should ask what the relation between the different spectral decomposition methods
proposed in Section 3 is. We can state the following results:
Theorem 5 (Equivalence of GF and VM under (MINSUB)). Let J be such that (PS) and (MIN-
SUB) are satisfied. Then
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1. pGF (s) ∈ ∂J(uGF (t)) for all t ≥ s.
2. The solution uGF (t) meets uGF (t) = uVM (t) for all t where uVM (t) is a solution of (2). The
relation of the corresponding subgradients is given by
pVM (t) =
1
t
∫ t
0
pGF (s)ds ∈ ∂J(u∗(t)),(49)
for ∗ ∈ {VM,GF}.
Proof. Based on Theorem 4 we know that there exist times 0 < t1 < t2 < ... in between which u(t)
behaves linearly. We proceed inductively. For 0 ≤ t ≤ t1 we have
uGF (t) = uGF (0)− t pGF (t1) = f − t pGF (t1),
with pGF (t1) ∈ ∂J(uGF (t)) for all t ∈ [0, t1]. The latter coincides with the optimality condition
for uGF (t) = arg min
u
1
2‖u − f‖22 + tJ(u), which shows uGF (t) = uVM (t) for t ∈ [0, t1]. Due to the
closedness of subdifferentials, pGF (t1) ∈ ∂J(u(t)) for t ∈ [0, t1[, implies that the latter holds for
t = t1 too. Thus, we can state that pGF (t1) = pVM (t) =
1
t
∫ t
0
pGF (t) dt ∈ ∂J(u∗(t)) for t ∈ [0, t1],
∗ ∈ {GF, VM}.
Assume the assertion holds for all t ∈ [0, ti], We will show that it holds for t ∈ [0, ti+1], too. Based
on the proof of theorem 4, we know that uGF (t) = uGF (ti) + (t− ti)pGF (ti+1) for t ∈ [ti, ti+1], and
pGF (ti+1) = arg minp∈∂J(u(ti)) ‖p‖22. Now (MINSUB) implies 〈pGF (ti+1), pGF (ti+1) − pGF (tj)〉 = 0
for all j ≤ i. We compute
〈pGF (tj), uGF (t)〉 =〈pGF (tj), uGF (ti) + (t− ti)pGF (ti+1)〉
=J(uGF (ti)) + (t− ti)〈pGF (tj), pGF (ti+1)〉
=〈pGF (ti+1), u(ti)〉+ (t− ti)〈pGF (ti+1), pGF (ti+1)〉
=〈pGF (ti+1), u(ti) + (t− ti)pGF (ti+1)〉
=〈pGF (ti+1), u(t)〉
=J(u(t)).
Therefore, pGF (tj) ∈ ∂J(u(t)) for all t ∈ [ti, ti+1] and all j ≤ i+ 1. Integrating the scale space flow
equation yields for t ≤ ti+1
0 = uGF (t)− f +
∫ t
0
pGF (t) dt = uGF (t)− f + t
(
1
t
∫ t
0
pGF (t) dt
)
.
Due to the convexity of the subdifferential, we find 1t
∫ t
0
pGF (t) dt ∈ ∂J(uGF (t)), which shows that
uGF (t) meets the optimality condition for the variational method and concludes the proof.
The above theorem not only allows us to conclude that φVM = φGF , but also φ
i
V M = φ
i
GF for
all i in the light of equation (48). Additionally, the first aspect of the above theorem allows another
very interesting conclusion, revealing another striking similarity to linear spectral decompositions.
Theorem 6 (Orthogonal Decompositions). Let J be such that (PS) and (MINSUB) are satisfied.
Then equation (48) is an orthogonal decomposition of the input data f for the variational method
as well as for the gradient flow, i.e.,
〈φi∗, φj∗〉 = 0, ∀i 6= j, ∗ ∈ {VM,GF}
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Proof. Due to the equivalence stated in Theorem 5 it is sufficient to consider the gradient flow only.
For the gradient flow we have φiGF = ti(pGF (ti)− pGF (ti+1)). Let i > j, then
〈φi∗, φj∗〉 =titj〈pGF (ti+1)− pGF (ti), pGF (tj+1)− pGF (tj)〉
=titj (〈pGF (ti+1), pGF (tj+1)− pGF (tj)〉 − 〈pGF (ti), pGF (tj+1)− pGF (tj)〉) .
Now due to statement 1. in Theorem 5, we know that pGF (tj) ∈ ∂J(u(ti)) and pGF (tj+1) ∈
∂J(u(ti)). Since pGF (ti) was determined according to equation (43), we can use (MINSUB) to state
that
〈pGF (ti), pGF (tj+1)〉 = ‖pGF (ti)‖2 = 〈pGF (ti), pGF (tj)〉,
which means that 〈pGF (ti), pGF (tj+1) − pGF (tj)〉 = 0. With exactly the same argument we find
〈pGF (ti+1), pGF (tj+1)− pGF (tj)〉 = 0 which yields the assertion.
Due to the limited number of possibly orthogonal vectors in Rn we can conclude:
Conclusion 3. For J : Rn → R meeting (PS) and (MINSUB) the number of possible times at
which the piecewise behavior of the variational and scale space method changes is at most n.
As announced before we also obtain the equivalence of definitions of the power spectrum:
Proposition 9. Let J be such that (PS) and (MINSUB) are satisfied. Then for the spectral repre-
sentations of the gradient flow and the variational method we have S2(t) = S22(t) for almost every t
(and S22 being defined via (37)).
Proof. Due to the equivalence of representations it suffices to prove the result for the gradient flow
case. We have due to the orthogonality of the φiGF
S2(t) =
N∗∑
i=0
(φiGF · f)δ(t− ti) =
N∗∑
i=0
‖φiGF ‖2δ(t− ti)
=
N∗∑
i=0
t2i (pGF (ti)− pGF (ti+1)) · (pGF (ti)− pGF (ti+1))δ(t− ti).
With (MINSUB) we conclude
pGF (ti) · pGF (ti+1) = ‖pGF (ti+1)‖2.
Inserting this relation we have
S2(t) =
N∗∑
i=0
t2i (‖pGF (ti)‖2 − ‖pGF (ti+1)‖2)δ(t− ti) = t2
d
dt
‖p(t)‖2 = S22(t).
Due to the importance of (MINSUB) based on Theorems 5 and 6, the next natural question is if
we can give a class of regularization functionals that meet (MINSUB).
Theorem 7. Let (DDL1) be met (Def. 8). Then J meets (PS) and (MINSUB).
Proof. First of all, for any p ∈ ∂J(u) we know from the characterization of the subdifferential (40)
of the `1 norm that p = KT q with
q(l)
 = 1 if Ku(l) > 0,= −1 if Ku(l) < 0,∈ [−1, 1] if Ku(l) = 0.(50)
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Thus for any given uˆ and pˆ defined as
pˆ = arg min
p
‖p‖2 s.t. p ∈ ∂J(uˆ)(51)
we have the optimality condition
KKT qˆ + λ = 0,(52)
for some Lagrange multiplier λ to enforce the constraints. For a given u denote
Iu = {l | Ku(l) 6= 0}.(53)
For better readability of the proof, let us state an additional lemma:
Lemma 7. Let J(u) = ‖Ku‖1 for a linear operator K and let pˆ be defined by (51) for some arbitrary
element u. If the λ arising from (52) meets λ(l) = 0 ∀l /∈ Iu then (MINSUB) holds.
Proof. Let z ∈ ∂J(u) be some other subgradient. Based on (40) there is a qz such that z = KT qz.
Now
〈pˆ, pˆ− z〉 =〈KKT qˆ, qˆ − qz〉 =
∑
l
(KKT qˆ)(l) · (qˆ(l)− qz(l))
=
∑
l∈I
(KKT qˆ)(l) · (qˆ(l)− qz(l)) +
∑
l/∈I
(KKT qˆ)(l) · (qˆ(l)− qz(l))
=
∑
l/∈I
(KKT qˆ)(l) · (qˆ(l)− qz(l)) = −
∑
l/∈I
λ(l) · (qˆ(l)− qz(l)) = 0
Consider pˆ defined by (51) for some arbitrary element u. According to Lemma 7 it is sufficient
to show that the Lagrange multiplier λ in (52) meets λ(l) = 0 ∀l /∈ Iu. Assume λ(l) > 0 for some
l /∈ I. The complementary slackness condition then tells us that qˆ(l) = 1. Therefore
−λ(l) =(KTKqˆ)(l),=
∑
j
(KKT )(l, j)qˆ(j),
=(KKT )(l, l)qˆ(l) +
∑
j 6=l
(KKT )(l, j)qˆ(j),= (KKT )(l, l) +
∑
j 6=l
(KKT )(l, j)qˆ(j)
≥(KKT )(l, l)−
∑
j 6=l
|(KKT )(l, j)|
KKT diag. dom.
≥ 0,
which is a contradiction to λ(l) > 0. A similar computation shows that λ(l) < 0 (which implies
qˆ(l) = −1) is not possible either.
By Theorem 5 the above result implies that all (DDL1) regularizations lead to the equivalence of
the spectral representations obtained by the variational and the scale space method. Interestingly,
the class of (DDL1) functionals also allows to show the equivalence of the third possible definition
of a spectral representation.
Theorem 8 (Equivalence of GF , VM , and IF ). Let (DDL1) be met. Denote τ = 1t , v(τ) =
uGF (1/τ) = uGF (t), and r(τ) = pVM (1/τ) = pVM (t). It holds that
∂τr(τ) =f − ∂τ (τ v(τ)) , r(τ) ∈ ∂J (∂τ (τ v(τ))) ,(54)
in other words, (r(τ), ∂τ (τ v(τ))) solve the inverse scale space flow (4).
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Proof. First of all note that
τ(uVM (τ)− f) + pVM (τ) = 0
holds as well as uVM (τ) = uGF (τ) based on Theorem 5. Differentiating the above equality yields
∂τr(τ) = f − ∂τ (τv(τ)).
We still need to show the subgradient inclusion. It holds due to the piecewise linearity of the flow
that
∂τ (τ v(τ)) =v(τ) + τ ∂τv(τ) = uGF (t) +
1
t
∂τuGF (t(τ))
=uGF (t)− t∂tuGF (t) = uGF (t) + tpGF (t)
=uGF (ti)− (t− ti)pGF (ti+1) + tpGF (ti+1)
=uGF (ti) + tipGF (ti+1).(55)
Thus, we can continue computing
〈r(τ), ∂τ (τ v(τ))〉 =〈pVM (t), ui + tipGF (ti+1)〉,
=J(ui) + ti〈pVM (t), pGF (ti+1)〉.(56)
Due to (49) and the piecewise constant pGF (t) we have
pVM (t) =
1
t
i−1∑
j=1
(tj+1 − tj)pGF (tj+1) + (t− ti)pGF (ti+1)
 .
Using the above formula for pVM (t) we can use the (MINSUB) condition to obtain
ti〈pVM (t), pGF (ti+1)〉 = ti
t
〈i−1∑
j=1
(tj+1 − tj)pGF (tj+1) + (t− ti)pGF (ti+1)
 , pGF (ti+1)〉 ,
=
ti
t
i−1∑
j=1
(tj+1 − tj)〈pGF (tj+1), pGF (ti+1)〉+ (t− ti)‖pGF (ti+1)‖2
 ,
(MINSUB)
= ti‖pGF (ti+1)‖2 (Theorem 9)= tiJ(pGF (ti+1)).
By combining the above estimate with (56) we obtain
J(∂τ (τ v(τ))) =J(u(ti) + tipGF (ti+1)),≤J(u(ti)) + tiJ(pGF (ti+1)),
=〈r(τ), ∂τ (τ v(τ))〉,
which yields r(τ) ∈ ∂J(∂τ (τv(τ))) and hence the assertion.
Conclusion 4. Let (DDL1) be met. Then GF , VM , and IF all yield the same spectral represen-
tation.
Proof. Theorem 7 along with Theorem 5 show that uGF (t) = uVM (t), which implies φVM (t) =
φGF (t). Theorem 8 tells us that
vIS(s) = ∂s (s uGF (1/s))
= uGF (1/s)− 1
s
∂tuGF (1/s).
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Thus,
φ˜IS(s) = ∂svIS(s) = − 1
s2
∂tuGF (1/s)−
(
− 1
s2
∂tuGF (1/s)− 1
s3
∂ttuGF (1/s)
)
.
=
1
s3
∂ttuGF (1/s)
The relation φIS(t) =
1
t2ψIS(1/t) of (30) now yields
φIS(t) = t∂ttuGF (t) = φGF (t).
4.3 Nonlinear Eigendecompositions
As described in the introduction, the eigendecomposition, or, more generally, the singular value
decomposition of a linear operator plays a crucial role in the classical filter analysis (cf. figure 1).
Furthermore, we discussed that the notion of eigenvectors has been generalized to an element vλ
with ‖vλ‖2 = 1 such there exists a λ with
λvλ ∈ ∂J(vλ).
The classical notion of singular vectors (up to a square root of λ) is recovered for a quadratic regu-
larization functional J , i.e. J(u) = 12‖Ku‖22, in which case ∂J(u) = {K∗Ku}. We are particularly
interested in the question in which case our generalized notion of a spectral decomposition admits
the classical interpretation of filtering the coefficients of a (nonlinear) eigendecomposition of the
input data f .
It is interesting to note that the use of eigendecompositions of linear operators goes beyond
purely linear filtering: Popular nonlinear versions of the classical linear filters (1) can be obtained
by choosing filters adaptively to the magnitude of the coefficients in a new representation. For
example, let V be an orthonormal matrix (corresponding to a change of basis). For input data
f one defines ufiltered = V DV T f V
T f , where DV T f is a data-dependent diagonal matrix, i.e.
diag(DV T f ) = g(V
T f) for an appropriate function g. Examples for such choices include hard or soft
thresholding of the coefficients. In [15] we have shown that these types of soft- and hard thresholdings
of representation coefficients can be recovered in our framework by choosing J(u) = ‖V Tu‖1.
The matrix V arising from the eigendecomposition of a linear operator is orthogonal, i.e. V V T =
V TV = Id. The following theorem shows that significantly less restrictive conditions on the reg-
ularization, namely J meeting (DDL1), already guarantee the decomposition of f into a linear
combination of generalized eigenvectors.
Theorem 9 (Decomposition into eigenfunctions). Let (DDL1) be met. Then (up to normalization)
the subgradients pGF (ti+1) of the gradient flow are eigenvectors of J , i.e. pGF (ti+1) ∈ ∂J(pGF (ti+1)).
Hence,
f = P0(f) +
N∑
i=0
(ti+1 − ti)pGF (ti+1),(57)
for N being the index with u(tN ) = P0(f) is a decomposition of f into eigenvectors of J .
Proof. For the sake of simplicity, denote pi := pGF (ti) and ui := uGF (ti). We already know that
pi+1 = K
T qi+1 for some qi+1, ‖qi+1‖∞ ≤ 1, with qi+1(l) = sign(Kui)(l) for l ∈ Iui .
〈pi+1, pi+1〉 =〈KKT qi+1, qi+1〉,
=
∑
l/∈Iui+1
(KKT qi+1)(l)︸ ︷︷ ︸
=0, Proof of 7
·qi+1(l) +
∑
l∈Iui+1
(KKT qi+1)(l) · qi+1(l).
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For the second sum, we have
(KKT qi+1)(l) =(KK
T )(l, l) · sign(Kui(l)) +
∑
j 6=i
(KKT )(l, j) · qi+1(j),
Diag. dom. of KKT⇒ sign((KKT qi+1)(l)) =sign(Kui(l)) or (KKT qi+1)(l) = 0.
Thus, in any case, l ∈ Iui and l /∈ Iui , we have (KKT qi+1)(l) · qi+1(l) = |(KKT qi+1)(l)|, such that
〈pi+1, pi+1〉 =〈KKT qi+1, qi+1〉 =
∑
l
|(KKT qi+1︸ ︷︷ ︸
=pi+1
)(l)| = ‖Kpi+1‖1,
which completes the proof.
Note that conclusion 4 immediately generalizes this result from the spectral representation arising
from the gradient flow to all three possible spectral representations.
It is interesting to see that the subgradients of the gradient flow are (up to normalization) the
eigenvectors f is decomposed into. By the definition of φGF (t) = t∂ttuGF (t) = −t∂tpGF (t) and the
mathematical definition of φGF (t) removing the derivative in front of pGF (t), we can see that any
filtering approach in the (DDL1) case indeed simply modifies the coefficients of the representation
in Theorem 9, and therefore establishes a full analogy to linear filtering approaches.
Since any f can be represented as a linear combination of generalized eigenvectors, a conclusion
of Theorem 9 is the existence of a basis of eigenfunctions for any regularization meeting (DDL1).
Note that there can (and in general will), however, be many more eigenfunctions than dimensions of
the space, such that the nonlinear spectral decomposition methods cannot be written in a classical
setting.
Let us now compare the two representations of f given by Eq. (57) and by our usual recon-
struction Eq. (28), or – since (DDL1) implies we have a polyhedral regularization – the discrete
reconstruction given by Eq. (48). For simplicity we assume P0(f) = 0. While one can see that
rearranging Eq. (48) yields Eq. (57), our decomposition of an image into its φ parts correspond to
the change of the eigenfunctions during the piecewise dynamics. While eigenfunctions of absolutely
one-homogeneous regularizations are often highly correlated, their differences can be orthogonal as
stated in Theorem 6 and therefore nicely separate different scales of the input data. Fig. 5 shows an
example of a spectral decomposition of a piecewise constant input signal with respect to the total
variation including the subgradients pGF (t
i) and the corresponding φi.
5 Numerical Results
In this section we illustrate the qualitative properties of the new spectra definitions and show an
example of a decomposition into eigenfunctions.
5.1 Comparison of Spectrum Definitions
In Fig. 4 the 3 spectra definitions for S1, S2 and S3, given in Eqs. (35), (37) and (32), respectively,
are compared for a synthetic and for a natural image using isotropic total variation regularization.
The synthetic image (top left) consists of 3 (approximate) disks of different contrast comprising of
3 peaks in the spectrum (“numerical deltas”). The spectra are computed for the gradient flow. The
respective spectra, using all definitions, are shown on the bottom left depicting S1(t) (blue), S
2
2(t)
(red) and S23(t) (green). The peaks of S2 and S3 seem to be more concentrated at the singularities.
On the right a natural image is processed (top) where one can observe the qualitative distinction of
S1 from S2 and S3 which are almost identical, suggesting that the equivalence of S2 and S3 under
the (PS) and (MINSUB) conditions (see Prop. 9), holds (at least approximately) also in a more
general setting.
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Figure 4: Comparison of the response of the 3 spectral definitions S1, S2, S3. Left - response of 3
disks of different contrast, right - response for a natural image.
5.2 A Decomposition Example
In Fig. 5 the input signal f (top left) consists of 3 flat peaks of different width. The spectra S23(t)
and S1(t) are shown on the top row (middle and right, respectively) and a detailed visualization
of the TV gradient flow is shown on rows 2-6 with the time-points ti shown on the spectra plots
by black circles. For uGF (ti) and pGF (ti) the actual functions are plotted at those time points,
whereas Φ(ti) is a time integrated version, corresponding to the time intervals depicted by 5 colors
in the spectra plots (blue, green, magenta, red and cyan). This is a 1D discrete case, so it meets the
conditions of Theorems 9 and 6. Note that though the functions pGF are eigenfunctions they are
highly correlated to each other, as can be expected by the nature of a gradient flow. The functions
Φ(ti) are very close to orthogonal to each other and thus can be considered as the decomposition of
the signal into its orthogonal components.
This can be most clearly seen in Fig. 6 where the empirical correlation
corr(u, v) :=
〈u, v〉
‖u‖‖v‖
is computed for all pairs (pGF (ti), pGF (tj)), i, j = {1, 2.. 5} (left) and all pairs (Φ(ti),Φ(tj)) (color
visualization of 5 × 5 matrices). Note that −1 ≤ corr(u, v) ≤ 1 and that both pGF and Φ are with
zero mean. We can clearly see that all pGF functions have a strong positive correlation with each
other, whereas the Φ functions are with a correlation which is very close to zero (depicted by the
green color) for all i 6= j.
6 Conclusions
We have analyzed the definitions of a nonlinear spectral decomposition based on absolutely one-
homogeneous regularization functionals via scale space flows, variational methods, and inverse scale
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f S23(t) S1(t)
uGF (ti) pGF (ti) Φ(ti)
Figure 5: Decomposition example. An illustration of Theorem 9. Top (from left): input signal
f , spectrum S23(t) and S1(t). From second to sixth row, uGF (ti) (left), pGF (ti) (center) and Φ(ti)
at time points marked by circles in the spectrum plots. Φ(ti) is an integration of φGF (t) between
times ti and ti+1, visualized with different colors in the spectrum plots.
28
corr(p(ti), p(tj)) corr(Φ(ti),Φ(tj))
Figure 6: Illustration of Thm. 6 (Orthogonal Decompositions). Correlation matrix of the p (left)
and the Φ elements in the example shown in Fig. 5. Whereas the p elements are correlated the Φ
elements are very close numerically to being orthogonal.
space flows in detail and demonstrated that such decompositions inherit many properties from the
classical linear setting. We have proven that the spectrum of all three methods merely consists of
finitely many delta peaks for polyhedral regularizations. Relations between the different methods,
such as the equivalence of the variational and scale space method under the (MINSUB) assumption,
as well as the equivalence of all three spectral decompositions under the (DDL1) assumption, were
shown. The latter furthermore implies an orthogonal decomposition of the input data. A particularly
interesting direction of research is the extension of eigenvector theory to a nonlinear setting. In this
context we were able to show that all subgradients of the scale space flow with respect to a (DDL1)
regularization are generalized eigenvectors. This implicitly establishes the existence of a basis of
such eigenvectors for (DDL1) regularizations.
There are many open questions and directions of future research. In particular, we will investi-
gate if the spectral decomposition with respect to the inverse scale space flow is equivalent to the
other two decompositions under the assumption of (MINSUB) already, and the related search for
regularizations that meet (MINSUB) but not (DDL1). Further questions are the consistency of
filters, statements regarding the relation of the three different approaches beyond the assumptions
we made, and the extension of our considerations to function spaces.
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