We report numerical simulation of the charge transport in low mobility semiconductors under optical excitation. We choose the low mobility regime as it is typical of organic polymer semiconductor devices. We find that, contrary to common belief, the limiting factor for the photocurrent at high optical excitation density is the onset of space-charge limit and that bimolecular recombination is merely a result of the limited current. We also show that the power dependence of the photocurrent efficiency can be used to deduce which charge-carrier is the slow one and extract its mobility.
I. INTRODUCTION
Despite the fact that organic photocells [1] [2] [3] predates organic light emitting diodes 4, 5 the latter have attracted much more attention and efforts leading to a more mature technology. The photocell field is currently showing a steady increase in reports concerning material synthesis 6, 7 or material composite design [8] [9] [10] however, device oriented study and modeling are still rather scarce. [11] [12] [13] [14] [15] A recent, and relevant, study of photocells and the underlying mechanisms have been detailed in Refs. 13 and 15 however, the high excitation density regime did not receive much emphasis. In this article, we focus on high optical-excitation density regime and investigate the effect of the charge transport on the photocurrent extraction efficiency. We show that if the excitation density is raised to the point where the photocurrent external quantum efficiency starts to drop it is always due to spacecharge effects imposed by the slow charge-carrier mobility. At the end of the article, we compare our numerical simulation with the experimental data presented in Ref. 13 and extract the slow charge carrier mobility in those devices.
II. NUMERICAL MODEL
To study the mechanisms underlying the operation of a photocell we have constructed a numerical model 16 
Here, n e and n h are the electron and hole density, respectively. D e and D h are the electron and hole diffusion coefficients, which are given by D e ϭ e kT/e and D h ϭ h kT/e ͑where e is the unit of electrical charge͒. We do not take into account the effect of charge density on the mobility 17 or on the Einstein relation. 18 z is the distance from the cathode, R is the Langevin recombination rate, G is the optical generation rate, and J is the current flowing through the device. We assume that G is constant throughout the device which is valid as long as the electric field is not highly distorted in the device due to space-charge effects. The carrier population near the contacts is assumed to be at equilibrium with the contact and to avoid charge injection we have assumed a contact barrier of 0.6 eV for both electrodes. The excitation scheme used in this simulation is shown in Fig. 1 . The device is composed of a single layer organic based material sandwiched between two electrodes. The electrode at the right facet of the device is assumed to be transparent and the light is shined onto the active layer through this electrode. The ϩ and Ϫ symbols schematically describe electrons and holes and the arrows show the direction of the force applied by the electric field on these charges ͑hole to the right and electrons to the left͒.
III. SIMULATION RESULTS

A. Charge density and electric field distributions
The dashed line in Fig. 2 At the higher excitations ͓Figs. 2͑b͒ and 2͑c͔͒ the density profile of the two charge carriers tend toward being similar indicating enhanced coulombic attraction between them. As we will show below, once the excitation density is high enough the space charge is sufficiently strong to alter the internal electric field and thus the device starts to operate in a space-charge-limited regime. Figure 3 shows the electric field distribution within the device for several excitation densities. We note that, for the mobility values and bias voltage used, 3 mW cm Ϫ2 is a critical intensity beyond which space-charge effects become important to the point that the internal electric-field is changed. As Fig. 3 shows, to completely distort the electric field the generation rate ͑excitation power͒ must be very high. At this very high excitation regime our simulation is less exact due to the assumption that G is uniform across the device. However, as we will show below, most of the interesting information lies close to the critical point. We note that the spacecharge phenomena and its effect on the charge-density distribution ͑or electric field͒ are different to that found in a light-emitting diode ͑LED͒ since the excitation scheme ͑boundary conditions͒ is different between the two cases. For example, the shape of the space-charge field ͑Fig. 3͒ is very different to that found in LEDs since the high charge density is not concentrated near the metallic contact ͑see Fig. 2͒ as it would be in the case of excitation through ohmic contacts used in LEDs ͑see Fig. 6 in Ref. 19͒ . Nevertheless, we suggest the following: In a photocurrent cell one fixes the bias voltage and tries to drive as much current as possible through the device by optically injecting charges. However, just as in LEDs, the current achieved is that set by the space charge limit. Ϫ2 the excitation is too low to create significant space charge and hence the internal field remains constant throughout the device. Device parameters as in Fig. 2 . Absorption lengthϭ30 nm.
B. External quantum efficiency
To correlate the space charge with reduced photocurrent extraction efficiency we have repeated the calculation for a range of excitation powers and derived the resulting current. Figure 4͑a͒ shows the normalized photocurrent efficiency ͑electrons out per photons in͒ as a function of optical excitation intensity. We plot the efficiency normalized to its low excitation limit to cancel out any possible dependence of the generation rate on the applied voltage. . We note that the efficiency starts to drop at about 3 mW cm Ϫ2 which is the same intensity that corresponds to the onset of space-charge effects in Fig. 3 . Namely, the factor that limits the exit rate of charges ͑cur-rent͒ from the device is indeed the onset of space charge. Once this is set the charges must ''find'' another channel to ''exit'' through and thus the electron-hole recombination rate starts to rise ͑as a result of the space-charge limit͒. The curve marked with squares is very similar to the one marked with circles showing, as expected, that the space-charge-limited current is set by the lower mobility carrier. It is interesting to note that although by changing the hole mobility from 10 Ϫ6 to 10 Ϫ4 cm 2 v Ϫ1 s Ϫ1 the recombination rate was enhanced by two orders of magnitude ͓see Eq. ͑4͔͒ the efficiency curve was hardly altered indicating that the charge-recombination is not the limiting factor and is merely a result of space-charge limit on the output current. Figure 4͑b͒  compares Fig. 4͑a͒ using the excitation scheme as in Fig. 1 . The top curve, marked with diamonds, was calculated for an excitation profile resulting from shining the light onto the device through the slow-carrier ͑electron͒ collecting electrode ͑left facet in Fig. 1͒ . We note that such an extreme change in the excitation profile changes the shape of the photocurrent efficiency but it barely changes the point where space-charge effects start to play a role. Any other excitation profile resulting from a longer absorption length will be between these two extreme values ͑not shown here͒.
C. Space-charge limit
Based on the above we propose that at low excitation density the current is photo-injection limited and the efficiency is determined by the free-charge generationefficiency. At higher excitation density the separation of the electron and hole population by the built-in ͑and/or applied͒ voltage creates a space charge that is large enough to alter the electric field. Once this occurs the photocurrent becomes space-charge limited and the residence time of the carriers in the device is increased thus enhancing the recombination rate. If this physical picture is correct then we should be able to use the analytic form for space-charge-limited current in LEDs (J SCL ϭ9/8⑀V 2 /d 3 ) to find clues as to what may affect the short circuit current or maybe even extract the mobility value of the slow charge carrier. We do not suggest that the photocurrent would follow the Mott-Gurney law for space charge but rather that the upper limit ͑at high excitation powers͒ is proportional to the space-charge current. If this is so, the saturation current or the efficiency curves would scale similarly to the space charge limited current. For example, it would be interesting to find out if the excitation density at which space-charge effects start to take place scales as V 2 (VϵV appl ϪV bi ). To this extent, we plot in Fig. 5 the photocurrent efficiency assuming an absorption length of 100 nm and V appl ϪV bi ϭϪ1 V e ϭ h FIG. 4. Photocurrent extraction efficiency as a function of charge-generating excitation-power density for the same device as in Fig. 2 . ͑a͒ The bottom line ͑circles͒ is for equal electron and hole mobility values and the upper line ͑squares͒ is for a hole mobility being enhanced by a factor of 10 2 . ͑b͒ The bottom line ͑squares͒ is for excitation through the right facet ͑see Figs. 1 and 2͒ and the top curve ͑diamonds͒ is for excitation through the left facet. For both curves in ͑B͒ h ϭ100 e . Absorption lengthϭ30 nm.
FIG. 5.
Photocurrent extraction efficiency as a function of the chargegenerating excitation-power density for the same device as in Fig. 2 and V bi ϭ2 V (V appl ϭ0). The right curve ͑squares͒ was calculated for e ϭ h ϭ10 Ϫ4 cm 2 v Ϫ1 s Ϫ1 and V bi ϭ2 V (V appl ϭ0). The empty diamonds are the data points of the left curve but for an x-axis scaled up by 4 to mimic the V 2 effect. The empty triangles are the data points of the left curve but for an x-axis scaled up by 400 to mimic the V 2 effect.
Ϫ6 cm 2 v Ϫ1 s Ϫ1 ͑filled circles͒, and
The calculation is shown only down to half of the maximum efficiency value as this is the region that may be experimentally accessible. If the idea of space-charge limit is valid then we should be able to shift the left curve to match any of the other curves by scaling the x-axis according to V 2 . The empty diamonds are the data points from the cal-
but plotted against an x-axis multiplied by (2/1) 2 ϭ4. Namely, these points should represent an enhancement of the built in voltage by a factor of 2. The empty triangles are again the same data points as in the left curve but now plotted against an x-axis multiplied by 400. Namely, these points should now represent an enhancement of the built in voltage by a factor of 2 and of the mobility value by a factor of a 100. The overlap achieved using the scaling low of V 2 is perfect.
Having found this agreement with the V 2 we carry on to check the 1/d 3 scaling ͑see Fig. 6͒ . Figure 6 shows the results of a calculation for V appl ϪV bi ϭϪ1 V, e ϭ h ϭ10 Ϫ6 cm 2 v Ϫ1 s Ϫ1 , absorption length of 100 and two device thickness, 100 and 200 nm. As the figure shows, the two curves do scale and the length scaling factor is dFϭ8 which is the length ratio to the third. We note that in our simulations we have not introduced any assumption regarding spacecharge effects and the importance of space charge is a result of the self-consistent model we use. The importance of space-charge effects has also been addressed in Ref. 15 for double layer device where the effect is slightly different. The excellent fit with the V 2 scaling and the 1/d 3 scaling suggest that one should be able to develop an analytic expression for the curves shown in Figs. 5 and 6 however, we have not been able to do so.
IV. METHOD FOR EXTRACTING THE SLOW-CARRIER MOBILITY VALUE
Finally, we demonstrate a method for extracting the slow charge-carrier mobility. We implement the method on the data reported by Huynh et al. in Ref. 13, Fig. 7 . In Table I we show the values that were used to plot photocurrent efficiency that was shown in Fig. 5 for the case of
The two left columns in Table II show the data we have manually extracted from Fig. 7 in Ref. 13 . To place this data on the same footing of the simulation we have deduced the ͑average͒ maximum value of the photocurrent efficiency ͑0.52͒. We multiply this value by the power density reported in Ref. 13 to deduce power density that gave rise to dissociated electron-hole pair or the ''generating power'' ͑first column on the right side of Table II͒ . Next, we normalize the photocurrent efficiency by this maximum average value to arrive at the right most column. Figure 7 shows the simulated data from Table I ͑filled squares͒ as well as the normalized data extracted from Fig. 7 in Ref. 13 and shown in Table II ͑filled circles͒. It is obvious that to bring the simulation data toward the measured data one has to scale up the x-axis of the simulation data. The empty squares show the same data as in Table I but the left column ͑x-axis͒ was multiplied by a factor ͑MF͒ of MFϭ40. We note that the functional form is practically identical. To extract the mobility value we also need to know the built-in voltage, the device length, and the excitation wavelength in the two cases. FIG. 6 . Photocurrent extraction efficiency as a function of the chargegenerating excitation-power density. V bi ϭ1 V (V appl ϭ0) and the absorption lengthϭ100 nm. The left curve ͑circles͒ was calculated for a device of a length dϭ200 nm and the right curve ͑squares͒ was calculated for the same device as in previous figures (dϭ100 nm). The empty circles are the data points for the dϭ200 nm device but with an x-axis scaled up by a factor of 2 3 ϭ8. Fig. 4͑b͔͒ . Using the mobility parameter extracted above we can now use the numerical model to calculate the current density as a function of light intensity for the device used in Ref. 13 . Figure 8 shows the result of such calculation and the excellent agreement with the measurement shown in Fig. 8 of Ref. 13 strengthens the validity of our mobility extraction procedure.
V. CONCLUSIONS
To conclude, we have shown that the factor limiting the efficiency of photocells operating in current-mode at high optical excitation density is the onset of space-charge effects. This implies that to arrive at better device performance one must enhance the mobility of both electrons and holes and not only of holes ͑which is typically easier͒. We have also shown that failing to achieve high electron mobility one can partially compensate for that by shining the light into the device through the electron collecting electrode ͓Fig. 4͑b͔͒, emphasizing the need for a transparent electron injecting/ collecting electrode. Finally, we propose that the onset of space-charge effects is a good measure for the slow charge carrier mobility and the shape of the curve can tell us if we are measuring electrons or holes mobility. This procedure was implemented on data measured by others. 
