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Improving Co-evolution Based Methods for Protein-Protein Interaction Prediction
by David Ochoa
The study of protein-protein interactions and how these interactions determine the function
and behavior of the living systems is nowadays one of the fundamental questions of Systems
Biology. The emergence of a number of experimental techniques providing protein interaction
data at a genome scale have boosted the study of biological problems that can be studied now
considering the complete network of interactions not just as the sum of the parts. Nevertheless,
these experimental procedures usually suffer from technical problems, producing poor coverages
or large numbers of false positives.
As an alternative to complement the experimental methods, a set of computational approaches
have tried to take advantage of the different evolutive landmarks that interacting proteins print on
their genes. For instance, evidence suggests that functionally related and potentially interacting
proteins tend to evolve in a coordinated way, thereby presenting similar phylogenetic trees. A
particularly successful family of methods, known as mirrortree, has emerged to quantify this co-
evolution at a sequence level as a sign of interaction at a molecular level. Over the last decade, this
family of techniques has demonstrated its ability to perform genome-wide protein interaction pre-
dictions, even reaching accuracies similar to their experimental counterparts. However, a number
of problems affecting protein interaction prediction have appeared, either derived from technical
issues or inherited from the incomplete understanding of the underlying evolutionary process.
Over the coming years, these problems may have a dramatic impact on the global performance of
the methods.
The main proposal of this thesis is to diagnose the aforementioned problems limiting the
full implementation of co-evolution-based prediction of protein interactions, in order to offer
possible solutions, potential applications and foreseeable developments. During the last years, the
mirrortree-based family of techniques has largely been used to predict protein interactions mostly
in genome-wide computational experiments. Nevertheless, the co-evolution-based prediction has
also shown adequate when single pairs of proteins need to be evaluated. As a consequence, we
present the Mirrortree Server, which allows users with any level of expertise to graphically and
interactively study the co-evolution of two protein families in a taxonomic context. More difficulties
arise when the co-evolution analysis is performed for large sets of potentially interacting proteins.
Since little is known about the latent evolutionary signal, whether the tree similarity is due to
compensatory changes or to similarities in the evolutionary rate, is a pivotal question that will
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condition future research on this issue. We evaluate the true extent of previous discussions in this
regard by incorporating predicted solvent accessibility to mirrortree-based predictions, which also
allowed to improve performance predicting some types of interactions. Other problems arise as a
consequence of the growing number of sequenced organisms available. In that sense, we show that
the performance of mirrortree-based methodologies depends on the set of organisms used to build
the trees and how the selection of certain subsets of organisms seems to be more suitable for the
prediction of certain types of interactions. Finally, considering all the aforementioned analysis, we
propose a new mirrortree-based method denominated p-mirrortree which calculates the statistical
significance of a given tree similarity based on a null distribution of random co-evolution. Besides
the performance improvement, important information on the structure, function, and evolution of
macromolecular complexes can be obtained using this novel methodology.
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Improving Co-evolution Based Methods for Protein-Protein Interaction Prediction
por David Ochoa
El estudio de las interacciones proteína-proteína y de cómo dichas interacciones determinan la
función y el comportamiento de los sistemas vivos es hoy en día una de las preguntas fundamen-
tales de la Biología de Sistemas. La aparición de una serie de técnicas experimentales, capaces de
identificar interacciones a escala genómica, ha impulsado el estudio de los problemas biológicos,
que pueden ser estudiados ahora considerando la red completa de interacciones. Sin embargo, es-
tos métodos experimentales a menudo adolecen de una serie de problemas técnicos que producen
bajos rendimientos y alto número de falsos positivos.
Un conjunto de métodos computacionales ha surgido para complementar a las técnicas experi-
mentales. Estos predicen interacciones basándose en los distintos tipos de marcas evolutivas que
las proteínas que interaccionan dejan en sus genes. En este sentido, ciertas evidencias sugieren que
proteínas funcionalmente relacionadas que potencialmente podrían interaccionar, tienden a evolu-
cionar de una forma coordinada y, por tanto, poseen árboles filogenéticos similares. La familia de
métodos conocida como mirrortree ha surgido con el objetivo de cuantificar la coevolución a nivel
de secuencia como un síntoma de interacción a nivel molecular. A lo largo de la última década,
esta familia de técnicas ha demostrado ser capaz de predecir interacciones entre proteínas, en
algunos casos con una precisión similar a las técnicas experimentales. A pesar de ello, han surgido
una serie de problemas relacionados, bien con inconvenientes de tipo técnico, o bien debidos al de-
sconocimiento de los procesos evolutivos subyacentes. Durante los próximos años, estos problemas
pueden tener un impacto dramático en el uso de estos métodos de predicción.
El principal objetivo de esta tesis es el diagnóstico de los problemas que dificultan la com-
pleta implantación de los métodos basados en coevolución con el objetivo de ofrecer posibles
soluciones, potenciales aplicaciones y mejoras futuras. A lo largo de los últimos años, esta familia
de técnicas se ha usado mayoritariamente para predecir interacciones entre proteínas en proteo-
mas completos. Sin embargo, la predicción basada en coevolución ha resultado ser útil también
para estudiar interacciones entre pares de proteínas aisladas. Por ello, presentamos MirrorTree
Server, un servidor que permite a usuarios con distintos niveles de experiencia estudiar de manera
interactiva la coevolución de un par de familias de proteínas en un contexto taxonómico. Cuando
aplicamos los mismos conceptos a la predicción de interacciones para un organismo completo
aparecen otra serie de problemas que es necesario abordar. Puesto que se conoce poco acerca de
la señal evolutiva responsable de dicha similitud, se ha postulado que por un lado puede deberse
xii Contents
bien a cambios compensatorios a nivel de secuencia, o bien a una similitud en la tasa evolutiva de
las proteínas. Con el objetivo de aclarar este dilema y de mejorar la predicción de interacciones,
hemos estudiado el efecto de incorporar información de accessibilidad predicha en la predicción
de interacciones basada en mirrortree. Asímismo, otros problemas surgen como consecuencia del
número creciente de organismos secuenciados. En este sentido, hemos querido explorar la pre-
cisión de las tecnologías basadas en mirrortree en función del conjunto de organismos que se utiliza
para construir los árboles filogenéticos y cómo ciertos subconjuntos de organismos pueden ser
más adecuados para determinados tipos de interacciones. Finalmente, teniendo en cuenta todos
los problemas aquí descritos, proponemos un nuevo método basado en mirrortree denominado
p-mirrortree que calcula la significancia estadística de un determinado valor de similitud de árboles
usando una distribución nula de coevoluciones aleatorias. Además de la mejora en la predicción
de interacciones, información relevante sobre la estructura, función y evolución de los complejos
macromoleculares puede ser extraída de la aplicación de esta metodología.
Abbreviations
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“. . . the whole organisation is so tied together during its growth and development, that when slight
variations in any one part occur, and are accumulated through natural selection, other parts become
modified. This is a very important subject, most imperfectly understood.”
Charles Darwin, On the origin of Species, 1859

Introduction
Most biological processes can hardly be understood without a comprehensive analysis of a large
number of molecular components and interactions. From the simplest systems to complex mam-
mal machineries, the interactions between different molecules usually determines the resulting
phenotype. This is the case with cellular proteins, which rarely work in isolation but are frequently
involved in pathways and interaction networks. The eventual perturbation of these networks
can lead to disease or even death. So, an elucidation of protein-protein interactions can greatly
contribute to our understanding of living systems in general and pathological states in particular.
1.1 Systems Biology and Biological Networks
Systems Biology relies on the study of the aforementioned complex networks of interactions within
biological systems [1, 2]. Contrary to more traditional reductionism, which tries to understand
biological problems dividing the systems on their constituent parts, Systems Biology approaches
these problems from a holistic point of view. Indeed, reductionism has been extremely successful
explaining many areas of Biology but, for many reasons, the integration of data is necessary to
get insight into systems that cannot be understood as the sum of the parts. This change in the
paradigm, together with the massive amount of data produced as consequence of what is known
as the -Omics era, supposed a revolution in the study of biological systems, especially during
the last 15 years. As a result, new methodologies and infrastructures previously applied to other
scientific areas are now applied to solve biomedical problems. One of these new areas is the study
of biological networks.
1.1.1 Biological Networks
The study of interactions between the components of biological systems and how these interac-
tions give rise to their function and behavior can be modelled using network concepts [3]. Many
phenomena can be modelled as networks, in which the entities are represented as nodes and their
relationships as the connecting edges. This approach previously applied to social networks [4–6],
food webs [7] or the World Wide Web [8] brings another analytical view of the complex relation-
ships at a molecular level.
1
2 Introduction
In the same way the structure of the power supply network affects the robustness and stability
of power transmission, the architecture of biological networks informs about many characteristics
of the systems they represent. In that sense, the topology of real networks has some important
characteristics:
• Scale free: most of the nodes only have a few interactions, and these coexist with a few highly
connected nodes, the hubs, that hold the whole network together. The number of incident
edges in a given node is known as the degree. Indeed, the number of nodes with a given
degree follows a power law distribution [9]. This property, sometimes referred as scale free,
has been reported in organisms for which protein-protein interaction and metabolic networks
have been determined, from yeast to human. It has been suggested that this architecture
provide robustness and error-tolerance to the network since random perturbations are less
deleterious than in random networks. [10].
• Small world: any random pair of nodes can be easily connected with a path of a relatively
small number of links, independently of the size/complexity of the network [11]. For example,
the metabolic network of a simple parasitic bacterium has the same average path length as
the highly developed network of a large multi-cellular organism [12]. That property indicates
that any local perturbation can reach the whole network very quickly.
• Transitivity: this graph theory concept is fulfilled when the network is much more highly
clustered than a random graph, in the sense that if A is linked to B and B is linked to C, there is
a greatly increased probability that A will also be linked to C. Therefore, biological networks
are usually enriched in subgraphs of highly inter-connected groups frequently involved in a
common function [13].
It is impossible to ignore the apparent universality of topological characteristics in real net-
works, including biological ones. Whether these concepts should be used to explore the dynamics,
evolution or robustness is still an area of research, but many successful applications of network
concepts to biological systems have been published during the last few years. However, the rela-
tionships between the molecular entities are often hard to describe. Interactions can be conditional
or contextual, and may not always be captured in a given study, regardless of its attention to quality.
The modelling of accurate networks remains challenging in different areas such as protein-protein
interaction networks.
1.2 Protein-Protein Interaction Networks
One of the most studied biological networks are those representing Protein-Protein Interactions
(PPIs). PPIs are the result of a physical binding between two or more proteins to accomplish a
biological function. They can be classified into different categories depending on their strength
(permanent and transient), specificity (specific or nonspecific) or the similarity between interacting
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subunits (homo- and hetero-oligomers). In the next sections, we will attend to another classification
depending on the evidence reporting the interaction. We will distinguish between those cases in
which the protein interaction is defined based on direct or indirect physical evidence, from those
based on broader functional relationships.
Protein interactions are key in many cellular processes related with functions as diverse as
signalling, transport or catalysis. The perturbation of these interactions, in particular the distortion
of protein interface, usually implies the development of diseases and thus the great interest in
identifying protein interactions.
1.3 Experimental Determination of PPIs
The instability and heterogeneity of PPIs make their detection extremely sensible to the experi-
mental setup. Therefore, a number of methods have been developed to screen interactions using
different approaches at both, small and large scale.
Traditionally, evidence is gathered using small scale experiments designed to identify and val-
idate a small number of targeted interactions [14]. Information defining protein interfaces at an
atomic level can be provided by X-ray crystallography and NMR spectroscopy. However, the num-
ber of solved protein complexes is still low [15]. Alternatively, several spectroscopic techniques
characterize protein interactions in real-time using different labels [16, 17]. For example, Fluo-
rescence Resonance Energy Transfer (FRET) takes advantage of the modification in the spectral
activity occurred when 2 fluorophores are close to each other [18]. Another method, known as
Surface Plasmon Resonance (SPR), has proven effective without spectroscopic labeling in detect-
ing interactions between soluble ligands and immobilized receptors [19, 20]. Isothermal Titration
Calorimetry (ITC) allows to measure the enthalpy of binding [21]. Other methods, such as atomic
force microscopy [22], can accurately analyze single molecules measuring the microscopic forces
that bind the interacting proteins, or detecting conformational changes using fluorescence [23].
Nevertheless, during the last few years a set of high-throughput methodologies has emerged
to exhaustively probe all the potential interactions within entire genomes. We will review some of
the most used approaches, in order to understand their benefits and limitations.
1.3.1 Yeast two-hybrid
One of the most successful techniques that has accelerated the screening of interactions in vivo
is the yeast two-hybrid (Y2H) methodology. Y2H takes advantage of the fact that eukaryotic
transcription activators have at least two different domains, one that binds to the DNA promoter
(BD) and another that activates the transcription (AD). It has been reported how the transcription
can be disrupted by splitting the activator in their two constituent domains, whereas the activity can
be restored if BD is physically associated with AD [24]. This modular property allows both domains
to function in proximity to each other without direct binding. Under this principle, plasmids are
engineered producing protein products containing BD and AD fused to the 2 proteins whose
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interaction is being assayed. The chimeric sequences are usually referred to as bait and prey
respectively. If the two proteins interact, a downstream reporter gene is activated, producing a
detectable phenotype. Although the typical setup often involves beta-galactosidase as reporter in
yeast, numerous variations of Y2H have been developed including: systems with several reporter
genes, one and three hybrids to identify interactions with DNA and RNA [25–28], detection of
interactions in mammalian and prokaryotic cells, and systems for detecting membrane protein
interactions [29–33].
The setup initially designed to explore pairs of proteins has been adapted to screen entire
genomes in two different approaches [34–36]:
• Matrix approach. A matrix of prey clones and mated bait strains is created using distinguish-
able well plates. Those wells showing interacting chimeric proteins are selected based on the
expression of the reporter gene.
• Library approach. The library may consist of random cDNA fragments or open reading frames
representing the proteins expressed in a particular organism or tissue. Positive interactors are
usually selected based on the ability of the engineered strain to grow in specific substrates.
Independently of the high throughput approach followed, it is noteworthy that Y2H is intended
to detect binary interactions, even if the technique is applied genome-widely.
1.3.2 Affinity purification/mass spectrometric identification
Tandem Affinity Purification (TAP), usually combined with Mass Spectrometry (MS) techniques, is a
powerful methodology to identify protein-protein interactions and, in particular, protein complexes.
The TAP method involves the fusion of the target protein C-terminus with the TAP tag. This TAP Tag
is a multi-domain chimeric protein containing calmodulin binding peptide (CBP) in the N-terminal,
followed by the tobacco etch virus protease (TEV protease) cleavage site and Protein A, which
binds tightly to IgG [37, 38]. The engineered protein is expressed in the host cell where it can
form native complexes with other proteins.
The target protein and the interacting proteins are isolated using a two step purification process.
First, the protein tightly binds to beads coated with IgG; after washing out the contaminants, the
TEV protease cuts the cleavage site. The elute of this first step is then adsorbed in calmodulin-
coated beads in the presence of calcium. After washing, the target protein complex is released
using ethylene glycol tetraacetic acid (EGTA).
The elution, containing the target protein and the interacting partners, is screened by polyacry-
lamide gel electrophoresis, cleaved by proteases and the fragments identified by MS. The basis
of MS is to produce ions that can be identified based on their mass-to-charge ratios [26, 39, 40].
MS works by ionizing the peptides to produce charged molecules in the gas phase that could
be analyzed and detected using electromagnetic fields [41–43]. Different algorithms implement
the identification of the resulting mass spectra [44–47]. Despite being able to find different vari-
ants of MS applied to the characterization of protein-protein interactions, purification of protein
complexes still remains as the bottleneck of the process.
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1.3.3 Synthetic lethality
Synthetic lethality is a very common type of in vivo genetic screening which tries to understand
the mechanisms that allows phenotypic stability despite genetic variation, environmental changes
and random events such as mutations. This methodology produce mutations or deletions in two
or more genes which are viable alone but cause lethality when combined together under certain
conditions [48–52]. A screening of these genetic dependencies can point to possible physical
interactions between proteins, their participation in the same biochemical process or a similar
function. Compared with the results obtained in aforementioned methodologies, the relationships
detected by synthetic lethality not necessary requires the physical interaction between the proteins.
Therefore, we refer to this type of relationships as functional interactions.
1.3.4 Protein chips
Protein microarrays or protein chips are frequently used to detect interactions, but also to deter-
mine the function of the interacting proteins - especially in large scale experiments [53–55]. The
chip consists of a support surface where an array of proteins is immobilized. Probe molecules la-
beled with fluorescent dyes are then added to the platform. After washing the surface, any specific
interactions can be noticed through the detection of fluorescent signal by a laser scanner. The
main advantage of this technology is the ability to test a large number of molecules in the same
experiment. Unfortunately, and contrary to what happens with DNA microarrays, the stability of
the proteins is very sensitive to their environment so the performance of the platform decreases
when conditions are not controlled.
1.3.5 Phage display
There are different implementations of the phage display methodology as well as different applica-
tions [56]. One of the most common protocols uses the M13 filamentous phage. The DNA encoding
the protein of interest is ligated into the gene encoding one the coat proteins of the virion. Modified
Escherichia coli strains are then transformed with the phage gene and the inserted DNA, whose
products will not be released until the cells are infected with a helper phage. By immobilizing the
other protein on the surface of a microtiter plate, a released phage displaying the partner protein
remains, while others are removed by washing. Those remaining can be eluted and used in an
iterative process to enrich the sample with binding proteins. The high throughput implementation
of phage display usually implies the usage of immobilized bait and a library consisting of all coding
sequences in a cell or tissue. Normally, the process is followed by computational identification of
potential interacting partners and a yeast two-hybrid validation step [57].
1.4 Limitations of experimental methods
High-throughput techniques have been applied during the last years in order to systematically
identify protein interactions. The resulting evidences need to be considered in the context of
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the technique used to detect them, since the limitations of these technologies may influence the
reliability of the candidate interaction. Some of those limitations emerged when methods as Y2H or
TAP-MS were applied to determine genome-wide protein interactions. Interaction maps using these
approaches have been described for different model organisms such as Helicobacter pylori [58],
Escherichia coli [59], Saccharomyces cerevisiae [60–64], Caenorhabditis elegans [31, 65], Drosophila
melanogaster [66] and Homo sapiens [67, 68]. However, the low reliability of this analysis is
one of the main drawbacks in the large scale study of protein interactions. For example, the
first two genome-wide analysis performed in yeast revealed 692 and 841 putative interactions,
respectively [60, 61]. Nevertheless, the overlapping between both sets was of about 20% of the
interactions [60]. More recent studies estimated a false-negative rate of 90% and a false-positive
rate of 50% for these datasets [69, 70]. The reason for these particularly poor numbers could be
partially explained by the unstable nature of many interactions.
In spite of the natural causes, the inherent experimental biases of the most used techniques need
to be addressed. Y2H and TAP-MS, for instance, generate a lot of false positives and miss a lot of
known interactions. Y2H has the advantage of being an in vivo technique able to accurately detect
interactions without prior knowledge of the complex. However, their results are biased towards
nonspecific interactions, especially if the following additional methodological limitations are not
considered [71]. Firstly, an important limitation on the coverage of Y2H is related to the fact that
not just any protein can be targeted. Since proteins initiating transcription by themselves produce
false positives, the study of transcription factors and their interacting proteins requires alternative
methods. Secondly, the structural effect of expressing sequence chimeras might be particularly
awkward as fusion can change the structure of the target protein. Thirdly, the experimentalist
needs to be aware that protein features such as post-translational modifications are not necessarily
conserved between the organism of interest and yeast. On the other hand, even though TAP-MS
can report indirectly bound proteins forming part of protein complexes, the contamination of
the target is a frequent disadvantage especially if we don’t have prior knowledge of the system.
Therefore, the majority of experimental evidence cannot distinguish between direct interactions
and those mediated by at least one intermediate protein [72]. Moreover, since the interactions
are reproduced in vitro, the consequences of altering the protein environment and therefore the
interaction are hard to predict. This effect is particularly critical on transient interactions which are
particularly elusive on TAP-MS. Another limitation common to most of the experimental techniques
is the fact that they hardly detect interactions involving proteins in low abundance. In consequence,
even the curated datasets are heavily biased towards proteins in high abundance [69].
Although the accuracy and coverage of these techniques gets better every day, all the discrep-
ancies found in the published datasets, together with the aforementioned technical issues, invite
to be cautious when interpreting results from high-throughput studies. Accuracy can be increased
by combining data sets [69, 73, 74], by repeated screening [75] and by confidence evaluation
(section 1.6.6) [74]. Nevertheless, these additional steps require an additional cost added to the
price of experimental procedures expensive by themselves.
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1.5 Protein Interaction Databases
Several repositories of protein-protein interactions are publicly available to provide access to exper-
imental evidences. While some databases store interactions directly submitted by experimentalists;
in others, the interacting proteins are obtained by mining the literature or contain functional
associations. Whether these evidences of interaction are curated manually or by automated algo-
rithms also depends on the database (Table 1.1). The information supporting the interaction varies
depending on the resources, so efforts to standardize the annotations are ongoing [76]. Indeed,
different experimental techniques provide complementary information. Y2H, for instance, gives
the identity of interacting proteins, while electron microscopy provides relative positional informa-
tion regarding the proteins, and crystallography provides full atomic detail of interaction surfaces.
In spite of the variability of the stored data, a considerable overlapping exists in the contained
information [77]. In the future, further development and curation of interaction databases will be
necessary.
Table 1.1: PPI Databases
Databases Experimental Structural Functional Manual Curation Species Specific References
DIP, LiveDIP 3 3 [78, 79]
BIND 3 3 3 [80]
Intact 3 3 [81]
BioGRID 3 3 3 [82]
MIPS/MPact 3 3 3 3 [83, 84]
MPIDB 3 3 3 3 [85]
HPRD 3 3 3 [86]
STRING 3 3 [87]
ProtCom 3 [88]
Prolinks 3 [89]
ECID 3 3 [90]
1.6 Computational methods
The described limitations of the experimental techniques call for the development of new ap-
proaches to predict whether two proteins interact. The interacting partners usually share some
structural, physicochemical or evolutionary constraints as a consequence of their interaction. There-
fore, several computational algorithms have emerged based on different descriptors, in order to
predict interactions at a large scale. While some methods are based on the structural features of
the candidates, others may take advantage of the increasing genomic information available [91].
The latter, known as genome context methods, can provide additional evidence on candidate in-
teractions, as well as some insight on the evolutionary events governing them (Figure 1.1). Since
interactions detected by genome context methods relies on indirect evidences fixed by evolutionary
pressures, the associations established not necessary imply physical interaction, but are involved
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in similar biological functions such as the same metabolic pathway, the same protein complex or
the same operon. Therefore, we usually refer to these associations as functional interactions.
1.6.1 Gene fusion events
Methods based on gene fusion events, an approach also known as “Rosetta Stone”, are based on the
observation that some interacting proteins have homologs in other genomes that are fused in one
polypeptide chain [92, 93](Figure 1.1). For instance, the alpha and beta subunits of tryptophan
synthetase are fused in fungi but exist as separate chains in bacteria [94]. Gene fusion apparently
occurs to optimize co-regulation synching the relative concentration of both species. Analysis of
pairs predicted by this approach revealed that for more than half of the pairs, both members were
functionally related [95]. Gene fusion is particularly frequent in metabolic proteins [96].
The algorithms to detect such kind of events usually imply sequence searches and multiple se-
quence alignments (MSAs). More recent modifications have included statistical measures to detect
gene fusion focusing on all homologs rather than restricting the analysis to the orthologs [97].
The main limitation of this methodology lies on the prevalence of fused proteins. By definition,
this approach is restricted to shared domains in distinct proteins, a phenomenon whose true extent
is still unclear [98], especially in prokaryotic organisms Moreover, the presence of promiscuous
domains such as SH2 or SH3, invite to be cautious when applying this approach in an automatic
way.
1.6.2 Gene neighborhood and gene cluster methods
Functionally related genes, which encode potentially interacting proteins, are frequently tran-
scribed together as: operons in bacteria and co-regulated clusters in eukaryotes. Gene neighbor
methods apply these adjacency relationships as a proxy to infer interacting proteins (Figure 1.1).
Despite the gene shuffling produced as an effect of neutral evolution, gene order is usually con-
served resulting in gene clusters and operons [99, 100]. By using this neighborhood information,
functional interactions were predicted with higher coverage (about 37%) and precision (63–75%)
than prior genomic inference methods [101]. To some extent, this approach can be applied to eu-
karyotes, in which interacting co-regulated genes are often found to cluster in the genome [102].
Successful examples of gene neighborhood have been reported. By comparing gene order in
archeal and eukaryotic genomes, the exosome superoperon suggested a functional and possibly
a physical interaction between two subunits of RNase P and the postulated archaeal exosome,
a connection that had not been reported in eukaryotes [103]. This novel linkage was validated
experimentally in supplementary studies [104].
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Figure 1.1: Computational methods for predicting protein-protein interactions. Genomic con-
text methodologies predict the eventual interaction between two proteins - red and green - only
using the information encoded at a genomic level. A. Fused genes (i.e. “org 3”) may suggest in-
teraction. In the other hand, genes in different loci but conserving genomic closeness (i.e. “org 1”,
“org 2” and “org 5”) usually share some functional relationship. B. Phylogenetic profiles are created
based on the presence/absence of certain genes in a set of genomes. Similarity of phylogenetic
profiles is calculated using different metrics in order to predict interactions. C. Phylogenetic trees,
calculated using the distances between homologous sequences, are compared in order to detect
co-evolution processes that may indicate interaction.
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1.6.3 Similarity of Phylogenetic Profiles
Methods based on phylogenetic profiles (PP) are founded on the observation that functionally
associated and potentially interacting proteins evolve in a codependent manner, that is, they tend
to be jointly inherited or eliminated. One hypothesis explains this presence/absence pattern as
“reductive evolution”. If the cooperative interaction of both proteins determines the function of
the system and one of the proteins is lost, the evolutionary pressure to maintain the other protein
disappears. Likewise, if a protein is recruited, the interacting partner needs to be “acquired” in
order to form the functional complex. The underlying idea is that many complexes or pathways
require all their members to be present in order to fulfill their biological function. These events are
compatible with the idea of the “selfish operon” in which a cohort of genes suffer horizontal gene
transfer together [105].
A phylogenetic profile is constructed for each protein as a vector representing its presence/
absence in a set of genomes. Originally, these vectors were binary, where “1” denotes presence and
“0” absence in a qualitative way [93, 106, 107](Figure 1.1). Nevertheless, the binary representa-
tion is a simplistic way to encode the evolutionary events of a protein in a profile. Therefore, the
similarity of the sequences to the sequence of a reference organism was incorporated at each posi-
tion, in order to enrich the vectors with quantitative data [108]. Phylogenetic profiles constructed
at domain level [109–111] or using phenotypic traits [112, 113] have also been used in both
qualitative and quantitative ways. Once the profiles are defined, the similarity is calculated by dif-
ferent measurements including euclidean distance [93], mutual information [108] or Hammings
distance [114].
Several studies demonstrate that proteins with similar phylogenetic profiles are functionally
related. For instance, homologs of E. coli’s ribosomal protein RL7 were found in most eubacterial
genomes and in yeast but not in archeal genomes. The same pattern was obtained in many ribo-
somal proteins functionally related to RL7 [107]. Other examples of correlated profiles include
flagellar proteins and proteins involved in amino-acid metabolism [107]. The application of phy-
logenetic profiles can also be extended by considering the functional linkage when the profiles
are anti-correlated [115]. The assumption that relationships between functionally related phyloge-
netic profiles can be explained using logic operators beyond mere co-presence (“AND operator”)
was more recently exploited using triplets of profiles displaying higher order relationships such as
complementation [89].
The performance of phylogenetic profiles is strongly affected by the set of organisms selected
to build the profiles. As more and more completely sequenced genomes become available, more
evident is the fact that the best predictor not necessary requires all the available data [116].
Indeed, depending on the type of functional relationship we are trying to detect, the optimal set of
organisms may change. Using organisms belonging to the three superkingdoms has been proposed
as adequate for detecting conserved interactions (e.g. translation apparatus), whereas species
in the same superkingdom are more accurate for more variable pathways such as carbohydrate
metabolism [117]. Comprehensive studies recently analyzed the effect of reference taxa using a set
of 565 bacteria, suggesting that sub-samples of organisms can achieve better performances than
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the whole set of available genomes [118]. Since the manual selection of the reference set could be
arbitrary, machine-learning algorithms based on known protein interactions have been developed,
reaching higher accuracies than their unsupervised counterparts [119].
Using the mentioned methodology, the presence/absence of every gene is equally weighted,
independently of the number of causing evolutionary events. The identification of gain/loss events
by combining phylogenetic trees with phylogenetic profiles allows the estimation of profile sim-
ilarity likelihoods. Different implementations of this approach include the use of Markov mod-
els [120, 121], kernel trees [122] or explicit comparisons [123]. All previous approaches have
not considered the fact that gene clusters may strongly coevolve in some parts of the evolutionary
tree while exhibiting a very weak signal in other periods. This asymmetry on the co-evolutionary
signal known as local co-evolutionary problem has been subject to different studies but remains a
computationally challenging task [124, 125].
Phylogenetic profiles have proven to be a powerful and intuitive methodology in the last decade,
though some disadvantages need to be addressed. Besides the previously mentioned limitations,
one of the most important problems lies in the construction of accurate profiles. Since the profiles
are usually constructed based on orthology relationships, this methodology can only be applied to
complete and well-annotated genomes to be sure of the absence of a given gene. Even in those
cases, the orthology assignment is not trivial, being especially critical for eukaryotes, in which the
presence of pseudogenes or inactivated genes makes the orthology assignment awkward. Moreover,
essential proteins or those specific for a given genome behave as hard candidates since they are
encoded as flat profiles.
At the practical level, predicted interactions derived from automatically generated phylogenetic
profiles are available in several resources such as STRING [87], Prolinks [89] or ECID [90].
1.6.4 Similarity of Phylogenetic Trees
As discussed previously for the phylogenetic profiles, interacting proteins very often coevolve, so
that changes in one protein are associated with correlated changes in the partner. However, since
phylogenetic profiles encode for dramatic events as a consequence of gene gain/loss in different
species, they ignore coordinated changes that may be occurring at a sequence level. Such correlated
changes were qualitatively reported to occur between some families of ligands and their receptors,
resulting in similar phylogenetic trees [126–128]. The similarity between the phylogenetic trees of
these protein families, despite not being quantified at that time, was interpreted as co-dependencies.
However, when the genomic revolution arrived, methods to measure this similarity at a large scale
became mandatory.
The first method to estimate tree similarities was based on calculating the correlation coefficient
between distance matrices, as proxies of the phylogenetic trees [129]. The algorithm was soon
scaled up to a genomic level under the name mirrortree, by using the correlation coefficient as an
indicator of protein-protein interactions [130, 131](Figure 1.1). On this initial implementation, for
the two protein families for which co-evolution is to be evaluated, multiple sequence alignments are
generated using orthologs obtained from a set of reference genomes. Tree similarity is estimated
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by calculating the correlation coefficient between the inter-ortholog distances in these alignments.
Unambiguous correspondence between the sequences of the two alignments is required so as the
elements of the two distance matrices can be compared. When a pair of protein families shows a
high correlation coefficient, the proteins are predicted as interacting. More recent modifications
suggest that when cophenetic distances extracted from the branch lengths of the phylogenetic
trees themselves are used for correlation calculation, the performance of the prediction is slightly
improved. [132].
Many successful applications of the mirrortree methodology have come out over the last
years [133–139]. Correlated phylogenetic trees often appear in systems where the proteins have
to change and, at the same time, maintain interactions [140]. Some studied examples are listed
below.
• NADH-ubiquinone reductase. The tree similarity between the phylogenetic trees of some
members of this complex is particularly high. In Escherichia coli for instance, the NuoE and
NuoF subunits show a clear tree similarity (0.86 in a 0–1 scale) and their interaction is
supported by the 3D structure of an homolog complex [141, 142].
• Peroxiredoxins. Recent reports suggest that this family of proteins experience oxidation-
reduction cycles which are markers of circadian rhythms in all domains of life. The corre-
lated evolution between the members of this family and a previously characterized clock
mechanism in cyanobacterias has helped identify this novel functional role [143].
To make this and other analysis possible, a web server to predict protein-protein interactions by
the mirrortree method was published by other group [144]. The tool automated most of the bioin-
formatic workflow in order to allow non-expert users to perform co-evolution analysis. The user
provided a pair or a list of protein sequences and pairwise comparisons are calculated. Although
the user could set different thresholds, no other interactive features existed for tree exploration.
Moreover, the server is no longer available.
1.6.4.1 Co-evolution and Co-Adaptation
As mentioned above, phenomena such as similarity of phylogenetic trees, and similarity of phyloge-
netic profiles are indicative of co-evolution. However, the meaning and implications of this concept
at a molecular level as well as the ultimate cause for this observed co-evolution have not been
adequately addressed so far. At the species level, co-evolution is a well-documented phenomenon
involved in the organization of biological communities and a relevant component of the current
evolutionary theory. All these ecological concepts and methodologies applied at a species level can
easily be extrapolated to the study of interacting genes and proteins.
Although the initial ideas of co-evolution at species level can be traced back to Darwin’s work
(1862) on orchids and pollinators [145], the term co-evolution is attributed to Ehrlich and Raven
(1964), during their study of the reciprocal evolutionary relationships of butterflies and their food
plants [146]. The most widely accepted definition was stated by Thompson as the “reciprocal
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evolutionary change in interacting species” [147]. The importance of this definition lies in the
reciprocity. The changes in one population imply changes in the selection pressure of a second
population and vice versa. Several ecological examples of co-evolution at the species level have
been described over the years, including inter-specific competition for resources, relationships
between parasites and their hosts, predators and preys or symbioses [148]. In some of these
cases, morphological traits emerged in a correlated fashion as a consequence of the co-adaptation
between the interacting species [147]. Hence, phylogenetic trees of co-evolving species usually
share some topological similarity, for instance in the case of the parasites and their hosts [149, 150].
However, not every similarity should be understood as a direct influence between the interacting
species. Indeed, as species evolve in response to a complex environment formed by multiple
ecological factors and interactions, a background force related with the constant improvement of
the fitness remains common for related species. As a consequence, the term “diffuse co-evolution”
or “guild-co-evolution” was coined in order to refer to those cases where the mutual influence of the
co-evolving species cannot be demonstrated [147, 151]. The constant improvement in the fitness
of species in an ever-changing environment was formulated as the “Red Queen Hypothesis” [152–
154]. On the other hand, the term co-adaptation refers to the coordinated changes responsible for
the specific mutual adaptation of species [155–158].
All these concepts can easily be transferred to a molecular level: a change in one locus alters
the selective pressure of another locus, and this change is reciprocal [159]. These co-dependencies
have been observed within different residues or regions of the same molecule, or between different
molecules such as interacting proteins. Similarly to co-evolution at species level, one important
question that arises is to what extent the observed co-evolution is due to compensatory changes in
the interacting loci (co-adaptation) or to general factors that affect both locus in a similar degree.
In the evolution of proteins in the same complex for instance, we may expect some similarities as
a consequence of the mutual adjustments necessary to maintain the interaction. In the same way,
certain correlated changes may occur to preserve co-expression, foldability and all other constraints
that are imposed to preserve functional properties of the interacting partners. It is important to
note that some of these factors are common even for proteins that do not directly interact but share
some general biological functional. Therefore, techniques such as mirrortree, which are based on
correlated distances rather than on a direct measurement of any of the aforementioned factors,
will hardly distinguish which one of them is the dominating contributor to the signal.
Co-evolution and co-adaptation are ongoing processes shaping the phylogenetic trees of inter-
acting proteins. Given that co-evolution at molecular level may appear as a consequence of many
functional dependencies, we expect that the predictions obtained measuring protein co-evolution
might also evidence interactions at a functional level. However, similarity of phylogenetic trees
is also affected by the less-frequent co-adaptative events between interacting proteins. For that
reason, the ability to disentangle co-adaptation from unspecific co-evolution will determine the
success of computational methods to predict physical or functional interactions.
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1.6.4.2 Correcting background similarity
One of the main problems of the original mirrortree algorithm was the large number of false
positives it produced. Many pairs of proteins whose interaction was not described displayed high
correlation coefficients, considerably reducing the applicability of the methodology. One of the
possible reasons for such similarity between unrelated proteins can be associated with the back-
ground speciation events underlying both trees. As both partners are influenced by the speciation
process, we can assume that, independently of their functional role, the trees will share a certain
basal similarity with the canonical tree of life. Therefore, several methods emerged to exclude the
information about the phylogenetic relationships of the reference genomes, in order to compare
the residual information.
Different statistical techniques, as well as different representations of background similarity,
have been developed for “phylogenetic subtraction”. The first attempts to remove the speciation
signal subtracted 16s rRNA phylogenetic distances directly from the matrices of the interacting
candidates [132, 160]. This corrected methodology, known as tol-mirrortree, found a real interac-
tor among the 6.4% top scores for half of the proteins, compared with the 16.5% obtained by the
original mirrortree. More successful examples of ligand-receptor interactions exist, this time apply-
ing a background speciation correction [161]. However, the direct subtraction of distances from
the matrices ignores the underlying phylogenetic dependencies between the ortholog sequences.
As a consequence, some sophisticated methodologies tried to calculate the corrected similarities
by aligning high-dimensional embeddings of the trees [162].
Instead of using canonical trees to address the problem of unspecific tree similarities, some
studies suggested inferring that background signal from the tendencies observed in large collections
of protein families. These methods are based on the idea that unspecific similarities within a pair of
phylogenetic trees can be deduced by comparing them with many others. One of the first attempts
to take advantage of this contextual information introduced a partial correlation coefficient as
a measure of similarity. This metric calculates the correlation between a pair of phylogenetic
vectors, excluding the information of a third vector which contains the background information. By
using the variability of the phylogenetic data as third vector, the false positive rate was drastically
reduced [163]. An important improvement of this approach has been the use of the genome-
wide co-evolutionary network obtained from the pairwise comparison of the proteins to remove
background similarity. This approach, called ContextMirror, uses the comprehensive calculation
of mirrortree similarities for all pairs of proteins in a given organism to calculate the partial
correlation of a pair of proteins using a third protein as background correction. Since this third
protein can be selected from a big set of proteins, the results are ordered based on the level of
similarity with the pair of vectors under study. The level obtained determines the specificity of
the signal acting as background, so it provides more insight on the nature of the co-evolution.
ContextMirror displays performances comparable to some experimental techniques. In fact, context
based methodologies have proven particularly accurate in reconstructing large machineries such
as the bacterial flagellum or the previously reported NADH-quinone oxidoreductase [164].
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1.6.4.3 Patterns of taxonomically local Co-evolution
The mirrortree-related methodologies usually assume that the co-evolutionary signal shared by a
pair of proteins spreads over the entire tree of life. However, as we review in the case of phylo-
genetic profiles (section 1.6.3)), interacting proteins may strongly coevolve in some parts of the
evolutionary tree while exhibiting a very weak signal in the rest of the species. Local similarities
may be related with recent interactions, whereas global similarities in the phylogenetic tree may ev-
idence a relationship occurring since ancestral species. Dealing with this non-homogenous nature
of the co-evolutionary signal is not trivial as it raises certain combinatorial problems.
MatrixMatchMaker handles this problem by finding the largest common sub matrix compat-
ible with certain evolutionary distance matrices. This bottom-up approach only looks for those
sequences most strongly implicated in the co-evolutionary signal. The matrices can therefore in-
clude erroneously assigned sequences or paralogs, since these will most likely be excluded from
the final similarity. By playing with a tolerance threshold, the extent of the co-evolutionary signal
can be weighted. Within the framework of this approach, proteins that are known to interact in
humans showed a more strong signal than proteins that simply belong to the same biochemical
pathway [165]. Indeed, the human co-evolutionary network reveals two topological partitions,
one generally representing ancient eukaryotic functions, and the other, modern functions acquired
during animal evolution. The latter is enriched in proteins involved in pathology-related functions
such as multicellularity, cell division or cell communication [166]. Further implementations have
provided considerable speedups on computational time [167].
In the mirrortree derived approaches commented so far, the right mapping between the se-
quences of both candidates needs to be known in order to calculate their tree similarity. However,
when duplicated genes are present, deciphering the corresponding ortholog in the other tree
can be a challenging task. Under the hypothesis that the correct mapping maximizes the simi-
larity, several methods emerged to detect interacting partners within large families of duplicated
genes [117, 168–172].
The problem of selecting an optimal reference set of organisms and their influence on in-
teraction prediction remains unclear, though. Considering the increasing number of completely-
sequenced genomes, the search for local evolutionary signals would not be enough as the problem
grows exponentially with the number of sequenced organisms. In the future, the selection of
representative subsets of organisms might be valuable to predict type-specific interactions.
1.6.4.4 Structural features
Although there is an area of research focused on using three dimensional data to identify protein
interactions [173], the genome-wide analysis would require structural data for every single protein
in the organism. Alternatively, the addition of available structural information to the predictions
based on similarity of phylogenetic trees can outperform the current methods as well as reveal
more insight on the causes of this similarity. For that reason, different studies have focused on
whether the co-evolutionary signal is homogeneously distributed along the protein sequences or
enriched in regions with structural relevance for the interaction.
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Instead of using whole-protein sequences, phylogenetic trees derived from the protein domains
involved in the interaction display greater similarity than non-interacting domains within the
same proteins. For example, by comparing the domains of the alpha and beta subunits of the
mitochondrial F1-ATPase, seven out of the nine domain pairs that are known to interact present
a higher correlation than the two non-interacting pairs [117]. Despite the structural complexity
of the ATPase, it is remarkable how the co-evolutionary signal of the interacting partners remains
informative after splitting into their constituent domains. As in the case of whole protein sequences
(section 1.6.4.2), the domain interaction prediction is significantly improved by removing the
background similarity of phylogenetic trees. Indeed, the predictor shows more accuracy when the
background removal is applied to the trees based on the most conserved residues, suggesting that
both signals are more easily disentangled on those regions [174].
The similarity of phylogenetic trees at the domain level suggests the presence of local regions
which not necessarily share the evolutionary constraints of the whole protein. Although differ-
ent studies have tried to explain whether different structural features contribute to the observed
tree similarity, the relative importance of the considered regions in the co-evolutionary signal
remains unclear. In that sense, the effect of taking into account the protein interfaces for the co-
evolution-based interaction prediction has been subject to study with contradictory results. Some
evidence suggests that residues in the interfaces of stable interactions evolve at a relatively slow
rate, allowing them to coevolve with their interacting partners. In contrast, the residues involved
in transient interactions present higher plasticity, leaving little or no co-evolutionary signal in the
interface [175]. When the residues in the interfaces are removed, the remaining sequence still con-
tains the co-evolutionary signal necessary to predict the interaction [176]. However, whereas some
authors understand these results as clear evidence that the co-evolutionary signal is uniformly
spread over the sequence, others highlight the presence of strong local signals of co-evolution. The
former have demonstrated that no additional improvement could be achieved on protein interac-
tion prediction by limiting the study to either the protein surface or the interaction interface [177].
The latter have defended that binding sites together with their spatially surrounding residues
provides a stronger co-evolutionary signal than the same number of randomly selected residues
outside the binding neighborhood [176].
The actual implications of this debate transcend the analysis of protein interfaces and high-
light the evolutionary forces governing the interacting proteins. As commented previously (sec-
tion 1.6.4.1), the possible explanations of the observed tree similarities between interacting pro-
teins range from specific co-adaptation between the partners, to general global similarities between
their evolutionary rates. The co-adaptative hypothesis assumes that inter-protein compensatory
changes occur in order to stabilize mutations at the interface of one interacting partner. Alter-
natively, some similarity between phylogenetic trees of interacting proteins can also be expected
as they share similar evolutionary constraints and, therefore, similar evolutionary rates. Indeed,
direct [177–180] and indirect [181–186] relationships have been established between similar
evolutionary rates and protein interactions. The relative prevalence of both phenomena is subject
to certain debate. Even if there is evidence of co-adaptative changes, it is difficult to think that
co-adaptation is the only process involved in the observed co-evolution. Since many compensatory
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changes would be necessary in order to affect sequence distances, and hence the phylogenetic
trees, it has been proposed that a large proportion of the observed similarity is due to similarities
in evolutionary rates. On the contrary, the fact that tree-tree similarity decreases rapidly with the
distance in the protein interaction network [187], as well as other evidences [165] suggest that
directly interacting proteins co-evolve stronger, supporting the co-adaptative hypothesis. Further
progress on incorporating structural data on co-evolution analysis can provide a better understand-
ing of both processes, maybe focusing on regions with large proportions of highly co-adapting
residues.
Structural information is necessary and critical in order to fully understand interactions at
the molecular level. Because the set of available structures persists as the limiting resource, the
mentioned analyses are all based on relatively small and eventually biased groups of proteins.
Moreover, the range of applicability of the suggested modifications drops drastically compared with
the sequence based methodologies. Comprehensive structural-feature prediction using sequence
information might bypass the problems derived of the data scarcity. Nevertheless, little is known
about the effect of using predicted structural features in protein interaction prediction.
1.6.5 Supervised Methods
Other methodologies include predictors based on training with the available information on pro-
teins and interactions. The strength of these data-mining approaches is the integration of multiple
information such as gene expression, experimentally determined protein interactions, protein lo-
calizations, protein phylogenetic profiles or similarity of phylogenetic trees [188–193]. Although
works using different algorithms and different organisms have been reported over the past few
years, these methods suffer from the inherent problems derived from their primary data. Moreover,
these methods require experimental data to be trained, contrary to the methods described so far
which can be considered ab initio in this regard.
1.6.6 Assessing predictive accuracy
Different approaches exist for evaluating the results of a method to identify protein interactions,
either experimentally or computationally. The simplest approach for evaluating a set of putative
interactions is to measure its overlap with a gold standard reference set. Previous studies or pro-
tein interaction databases (section 1.5) are frequently used as gold standard [69, 72]. Another
approach is to use the biological properties of candidate proteins such as protein function, local-
ization or expression to assess how likely the interaction is to occur [62, 194–196]. Indeed, some
methods combined all these features in order to give a more confident predictor of the interaction
reliability [197–199]. In some other studies, interologs have been used for validation [194, 200].
Usually interologs are defined as homologous interactions: if proteins A and B interact in species
S, then proteins A’ and B’ in species S’, which are orthologs of A and B, are predicted to interact.
The usage of interologs for validation have been a matter of certain debate as physical interactions
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seem to be more conserved within species than across species [201]. Since all the protein inter-
action networks share the same topological features (section 1.1.1), methods based only on the
characteristics of the resulting network have also been proposed for validation [202–204].
The computational methods, contrary to their experimental counterparts, provide a score asso-
ciated with the interaction confidence. Thus, the ranked lists of candidate interactions are usually
validated using both, a positive and a negative gold standard set. One of the most common ap-
proaches is the Receiver Operating Characteristic (ROC) analysis [205–207]. The true positive sets
necessary to run this analysis can easily be obtained from manually curated databases, though some
cautions are required in those organisms with low experimental coverage [200]. However, a nega-
tive reference set can be hard to define as the experimental data reporting non-interacting proteins
is comparatively small [208]. Recently, a new database has begun to archive this data [209].
1.7 Open problems
Considering the aforementioned limitations associated with the experimental identification of
interacting partners (section 1.4), the computational techniques introduced over the past years
are a powerful alternative to suggest protein interactions. In particular, those methods based on
co-evolution at the sequence level performed as the most promising ones, achieving genome-wide
coverage and accuracies close to their experimental counterparts. However, there are still a large
number of scientific and technical difficulties as many of the factors influencing the co-evolution
of interacting proteins remain unknown or hard to investigate.
In that sense, different factors make the multi-step workflow necessary to perform a simple
tree comparison for a pair of proteins difficult to apply by non-expert users. Firstly, the user needs
to generate the phylogenetic trees of the pair of families of interest using a pipeline formed by a
number of sequence analysis methodologies. Secondly, the distances of the resulting phylogenetic
trees need to be compared using approaches that usually are distributed as command-line tools
or need to be implemented by the user himself. Finally, the user requires a high level of expertise
to put in context the results obtained, considering the complex taxonomic distribution of the
protein families under study. Thus, in order to analyze a single pair of proteins, the user require a
sophisticated bioinformatic setup and a deep knowledge on the tools and concepts usually applied
on sequence analysis. A framework which allows to automatically generate phylogenetic trees and
interactively analyze the tree similarities would help to extend the co-evolution based prediction of
protein interactions to the part of the scientific community not familiarized with these techniques.
The analysis of which set of organisms or taxonomic levels optimize the co-evolution-based
protein interaction prediction is also an interesting question at a systematic level (section 1.6.4.3).
It is accepted that, even in the cases of tight co-evolution, the codependence between the interacting
partners may not be constant over the whole tree of life. Although recent studies have described
the implications of the reference set of organisms in the comparison of phylogenetic profiles, little
is known about their influence when comparing phylogenetic trees. Different factors such as the
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age or type of interaction might influence the interaction prediction, so a deeper understanding of
the phenomenon might improve the current predictions.
An additional difficulty is related to the proper disentanglement of the clearly observable phe-
nomenon of co-evolution and the more elusive co-adaptation (section 1.6.4.1) [141, 210]. A num-
ber of approaches have been applied for removing the unspecific tree similarity (section 1.6.4.2) by
excluding the speciation events or by using the context defined by all the co-evolutionary signals in
the organism. Although these approaches have helped the understanding of the functional relation-
ships between pairs of proteins, there is no evidence that real co-adaptation is being detected. Even
in protein interfaces (section 1.6.4.4) where co-adaptation is expected to occur at a higher rate,
contradictory results increase the uncertainty on the extent to which the co-adaptative process is
taking place. The contradictory results could be in part due to the fact that these studies combining
co-evolution with structural features have been restricted to the relatively small set of available
structures, limiting the true extent of these observations. Consequently, it remains to be explored
the results of extending these studies with predicted structural features (in principle available for
any protein).
Considering the limitations described, the correlation coefficient between inter-protein dis-
tances used as score can hardly describe the co-evolution between a pair of proteins as it is highly
influenced by the set of organisms used to generate the phylogenetic trees. The more genomes are
experimentally sequenced, the more the presence of closely-related organisms increases sequence
redundancy. This redundancy might artificially increase the correlation coefficient, negatively af-
fecting the method’s performance. Besides, the pernicious influence of the redundant information
is asymmetrically distributed along the tree of life. This phenomenon implies that, depending
on how spread in the taxonomy the pairs of proteins under study are, sequences belonging to
particularly redundant organisms may be considered for correlation or not, significantly changing
the correlation coefficient. Thus, it is necessary to establish a estimator of the statistical confidence
of the co-evolutionary process by considering the set of reference organisms and the number of
organisms where the proteins are present. So far, the significance of a given correlation coefficient
has been evaluated based on the number of leaves in common between the pair of trees. Using
the number of organisms in common and the correlation coefficient, the statistical confidence
of that result was assigned based on tables of P-values derived from a general null model not
specifically designed for the particular case of comparing evolutionary distances. For example, that
model assumes independence between the values which does not hold for sequence-based distance
matrixes. We know that the phylogenetic trees cannot randomly change to acquire any possible
distance between their leaves. The protein sequences can only change in a limited universe of
possibilities constrained by their folding or function, among many other factors. Moreover, the
distance between two leaves in a tree can not freely change without affecting others. Therefore,
a revisited version of the current P-values, considering the space of possibilities of the sequences
under study, would help the understanding of the co-evolutionary signal.
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Motivation and Goals
Considering the current state of the art in the computational prediction of protein-protein interac-
tions, the motivation of this thesis is to contribute to the improvement of the so-called co-evolution-
based methods. During the last decade, this family of techniques has demonstrated its ability to
perform genome-wide protein interaction predictions even reaching accuracies similar to their ex-
perimental counterparts. However, many other limitations have appeared over the years, derived
from technical issues or inherited from the lack of understanding of the underlying evolutionary
process. Over the coming years, while the number of totally sequenced genomes increases, these
problems may have a dramatic impact on the global prediction. Therefore, we propose a study
of the area from different perspectives in order to broaden our understanding of the occurring
mechanisms and provide solutions to some of the current hot topics.
2.1 Objectives
This thesis can be divided into the following major objectives:
1. Developing the Mirrortree web server to study the co-evolution of protein families. This tool will
provide a user-friendly interface allowing non-expert users to perform tree-tree comparisons
in order to look for protein-protein interactions or other functional relationships. The tool
must combine the automatic generation of phylogenetic trees with a proper visualizer where
further exploration of the similarities can be carried out. Additional options for the more
advanced users need to be taken into account.
2. Incorporating information on predicted solvent accessibility. The effect of including predicted
structural features such as predicted solvent accessibility has not yet been analyzed yet. Here,
we will asses for the first time the effect of including this information in the results and the
range of applicability of three co-evolution-based methods. A proper comparison taking into
account the different methods and the different kinds of interactions may help to get more
insight on the co-evolutionary processes occurring on protein interactions.
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3. Studying the effect of the reference set of organisms used for building the trees on the performance
of the methods. The organisms used as reference on the different mirrortree-like methodolo-
gies may have a direct implication on the prediction of protein interactions. In order to
asseses which are the optimal organisms for each method and type of interaction, a number
of reference sets based on different taxonomical properties need to be properly benchmarked,
so as to end up in a number of recipes on which organisms are adequate for each situation
formulated in taxonomic terms.
4. Predicting protein interactions on the basis of an evolutionary consistent model. Considering the
impact of the growing number of available genomes on the performance of the co-evolution-
based prediction of protein-protein interaction, methods dealing with large numbers of re-
dundant genomes need to be developed. Hence, we will work on a new methodology based
on the calculation of statistically consistent P-values associated to the correlation scores. To
calculate these P-values a null evolutionary model will be created based on the permutations
of the phylogenetic trees under study.
Methodologies
3.1 General methods and resources
3.1.1 Co-evolution-based methods for protein interaction prediction
This family of methods compares phylogenetic trees in order to predict protein-protein interactions.
The tree generation procedure varies depending on the setup of the experiment and will be ex-
plained in the corresponding sections below. Instead of using the trees themselves for comparison,
distance matrices are calculated by adding the branch lengths separating each pair of proteins in
the tree. The distance matrices are used as input in the following methodologies.
3.1.1.1 Mirrortree
The original mirrortree (MT) approach (Figure 1.1) calculates the similarity between two dis-
tance matrices by calculating the linear correlation coefficient between the corresponding values
according to the standard equation [130]:
rRS =
n∑
i=1
(Ri − R¯) · (Si − S¯)√√√√ n∑
i=1
(Ri − R¯)2
√√√√ n∑
i=1
(Si − S¯)2
(3.1)
Here n is the number of elements in the matrices, that is, n = (M
2−M)
2 , M being the number
of organisms in common between both trees, Ri are the elements of the first distance matrix (the
distance among all the proteins in the first phylogenetic tree), Si is the corresponding value for
the second matrix and R¯ and S¯ are the averages of Ri and Si respectively.
In most of the implementations, correlations between a pair of phylogenetic trees are only
considered if they share at least 15 species. Moreover, the statistical confidence of the obtained
result is usually calculated based on the correlation coefficient and the number of organisms
in common. The more organisms in common and higher correlation, the more significant the
correlation is considered. The P-values are obtained from pre-calculated tables of significance for
linear correlation calculation.
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3.1.1.2 Profile-correlation
The Profile Correlation (PC) method [164] takes the mirrortree correlation coefficients for all
pairs of proteins in a given organism as input. This co-evolutionary network can be represented
as a squared matrix the size of the proteome with some missing values for those pairs without a
significant number of organisms or adequate P-value. A row, or a column, in this matrix, known
as “co-evolutionary profile”, represents the co-evolutionary behavior of a protein with the rest of
the proteome. In the PC method, the similarity between a pair of proteins is reassessed as the
correlation between their corresponding co-evolutionary profiles r′RS:
r′RS =
N∑
i=1
(rRi − r¯R) · (rSi − r¯S)√√√√ N∑
i=1
(rRi − r¯R)2
√√√√ N∑
i=1
(rSi − r¯S)2
(3.2)
Here, N is the number of proteins in the genome for which the correlation values with both R
and S could be calculated. rRi (and rSi) represents the mirrortree correlation coefficients (Equa-
tion 3.1) between the proteins R (and S) and the rest of the proteins in the genome. r¯R and r¯S
are the averages of rRi and rSi respectively. For PC, the same significance thresholds used for
correlation in the original mirrortree are applied. The general idea behind PC is that we can use of
the information contained in the whole “coevolutionary network” of an organism (the network con-
taining all of the pairwise tree similarities) to gain information on the “coherence” or robustness
of a given coevolutionary signal.
3.1.1.3 Context-Mirror
The ContextMirror (CM) score for a pair of co-evolutionary profiles (proteins) is calculated as
the partial correlation between both profiles, taking into account a third one so as to remove the
unspecific similarity explained by it [164]. The partial correlation is calculated as follows:
ρ′RS.Z =
r′RS − r′RZ · r′SZ√
(1− r′2RZ) · (1− r′2SZ)
(3.3)
Where ρ′RS.Z is the partial correlation between the co-evolutionary profiles of proteins R and
S, holding the co-evolutionary profile of protein Z constant, and r′RS , r
′
RZ and r
′
SZ are the PC
scores (Equation 3.2) between the co-evolutionary profiles of R and S, R and Z, and S and Z,
respectively.
By this approach, it is possible to disentangle the specific signal between two co-evolutionary
profiles from the unspecific similarity represented by the third profile. Since the third protein could
be any other protein in the organism, the results are arranged by different levels of specificity,
starting with the co-evolutionary profile most similar to the pair of profiles under study.
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3.1.2 Datasets of protein interaction and functional relationship
In order to evaluate the performance of the tree-similarity based methods for predicting protein
interactions, both positive and negative datasets of interactions are required for the organism of
interest. Here, we used three different gold standard datasets containing different types of protein
interactions for the model organism E. coli:
• Binary physical direct interactions obtained from MPIDB [85]. This database contains binary
physical interactions manually curated from the literature or imported from other databases.
This version of the database contains 2,103 binary interactions between 1,538 different E.
coli proteins. This dataset will be referred to as “Binary physical”.
• Physical interactions inferred by co-presence in the same macromolecular complexes. This
physical interactions may be direct or involving some intermediate proteins. The protein
complexes are experimentally determined and extracted from the EcoCyc databases [211].
The set includes 1,354 pairs between 591 proteins. This dataset will be referred to as “Com-
plexes”.
• Functional interactions inferred as co-presence in the same metabolic pathways. Interac-
tion evidence are also retrieved from the EcoCyc [211]. This dataset comprises 4,491 pairs
between 719 proteins. This dataset will be referred to as “Pathways”.
A summary of the characteristics of these datasets can be found in Table 3.1. Whereas the last
two resources were previously used on interaction validation by Juan et al. [164], the “Binary
physical” dataset provides some additional information, as it only contains curated direct physical
interactions. For each positive dataset, the corresponding negative set was generated using all
the pairwise combinations between the proteins involved in some positive pair, excluding those
already reported as interacting.
Table 3.1: Protein interaction datasets
Dataset Pairs Proteins Database Reference
Binary physical 2,103 1,538 MPIDB [85]
Complexes 1,354 591 EcoCyc [211]
Pathways 4,491 719 EcoCyc [211]
3.1.3 Performance evaluation
The aforementioned methodologies (section 3.1.1) produce large lists of protein pairs sorted
by the score of the corresponding method. Additionally, taking into account the reference sets of
interactions (section 3.1.2), these protein pairs can be labeled as positives or negatives. A particular
list will represent a better predictive power if the positives tend to cluster at the top of the ranking
and worse if the positives and the negatives are randomly ranked. The question about whether to
evaluate these lists is not trivial. Here we describe different approaches used for evaluation.
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The “receiver operating characteristic” analysis (ROC [205]) illustrates the performance of
a binary classifier as its discrimination threshold is varied. The ROC analysis generates a plot
of “true positives rate” (TPR) against “false positives rate” (FPR) when varying the score of the
predictor. Curves above the diagonal represent methods with some discriminative power, being
more discriminant when the curves get close to the top-left corner of the plot. Therefore, the Area
Under the ROC Curve (AUC) is usually calculated as a quantification of the global performance of
the prediction, ranging from 0.5 (random classifier) to 1.0 (perfect classifier).
In order to compare the ROC curves when the predictions contain different numbers of pairs,
FPR and TPR are calculated respective to the total number of positives and negatives in the gold
standard dataset. The curves defined this way, also called partial-ROC curves, provide not only
an idea of the ability of the method to separate positives and negatives, but also of its range of
applicability: whereas longer curves represent results with more predicted pairs, shorter curves are
based on fewer observations.
Both ROC curves and partial-ROC curves are generated by cutting the sorted list of scores at
different thresholds and plotting the resulting TPRs against FPRs. The difference relies entirely on
the way TPR and FPR are calculated:
TPR = Sensitivity =
TP
P
=
TP
TP + FN
(3.4)
FPR = 1− Specificity = FP
N
=
FP
FP + TN
(3.5)
TP , FP , TN and FN are the true positives, false positives, true negatives and false nega-
tives according with a given threshold. The positives and negatives, P and N respectively, vary
depending on whether we calculate the regular ROC curve, in which we calculate them from the
pairs under evaluation, or the partial-ROC curve, in which case the positives and negatives are
calculated from the dataset used for validation. Note that both parameters can also be interpreted
in the context of “sensitivity” and “specificity”, as indicated by the equations.
ROC analysis measures the global ability to distinguish the positives from the negatives. In
some cases, we may be only interested in predicting a few number of highly-confident interactions.
Thus, an alternative analysis more focused on the top scoring pairs and on the positives needs to
be performed. Another possible way of evaluating a sorted list focused on the positives is using
“Precision” and “Recall”. Considering a cut in the list of predictions produced by a given threshold,
“Precision” (also known as “positive predictive value” - PPV) and “Recall”are defined as:
Precision = TP/(TP + FP ) (3.6)
Recall = TP/P (3.7)
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Usually, “Precision” and “Recall” are combined into a single parameter called “F-measure”,
defined as the harmonic average of both parameters:
F −measure = 2 · Precision ·Recall
Precision+Recall
(3.8)
Usually, the “F-measure” is represented against the scores of the predictor so as to detect the
threshold with the best tradeoff between “Precission” and “Recall”. The F-measure, obtained at this
threshold, can be compared between different predictions obtaining an estimator of which is the
best predictor in optimal circumstances.
3.2 Mirrortree web server
The Mirrortree web server implements the widely used mirrortree algorithm in a public and inter-
active resource for analyzing the tree similarity between two protein families. The workflow can
be divided into two different parts. On one hand, starting from a pair of single sequences or a pair
of aligned families provided by the user, a bioinformatic pipeline automatically generates a reliable
pair of phylogenetic trees. On the other, a user-friendly interface provides different tools to explore
the similarity of these phylogenetic trees or any pair of trees provided by the user. The server
options and interfaces have been adapted to users with any level of expertise in Bioinformatics
and sequence analysis.
Regarding the technical details, an Apache server hosts the application using PHP to register
the incoming jobs. By default, server usage is limited to 1 job per computer each 10 minutes. When
a submitted job starts, a Perl script is in charge of the preprocessing steps. When the results are
ready, the MirrorTree Server User Interface (UI) shows up as an Adobe Flash application running
on the client side. Additional sequence information is dynamically retrieved from Uniprot [212].
3.2.1 Automatic generation of phylogenetic trees
The process can be initiated from 2 protein sequences, 2 MSAs or 2 phylogenetic trees uploaded
by the user through a web interface. Whereas the protein sequences start the workflow from the
beginning, the MSAs and the phylogenetic trees are introduced in some intermediate steps of the
pipeline (Figure 3.1). Any of those inputs must fulfill some requirements on information content
and format, conveniently explained on the server’s tutorial.
The Mirrortree server workflow is shown in Figure 3.1. When the user submits a pair of
sequences, the first step is to reconstruct the protein families by finding all the protein orthologs
that can be unambiguously related with the provided sequences. In order to do so, the input
sequences are aligned using BLAST [213] against an updated version of the database of completely
annotated genomes Integr8 [214]. The ranked aligned sequences are filtered by % identity, %
coverage and E-value, to get a list of candidate homologs. By default, the filtering parameters are
set on ≥ 30%, ≥ 60% and ≤ 1 × 10−5, respectively, but advanced users can modify them during
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Figure 3.1: Workflow of the MirrorTree Server. The server automatically reconstructs the phylo-
genetic trees of proteins R and S based on a pair of single sequences or a pair of MSAs provided
by the user. If protein sequences are submitted, they are queried against the Integr8 database, in
the search for homolog sequences. After some filtering, the resulting sequences are aligned using
MUSCLE to generate a pair of MSAs. After some additional filtering and ortholog selection, phy-
logenetic trees are generated. Once in the user interface, the correlation coefficient is calculated
from the equivalent cophenetic distances in both generated trees or those provided by the user.
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the job submission. The resulting lists of candidate homologs are aligned using MUSCLE [215].
To avoid server overload, this step may be delegated to a computer cluster in periods of high
computing demand. From that moment on, pairwise sequence identities are calculated ignoring
positions with more than 90% of gaps, in order to avoid problems with poorly aligned sequences.
By using this modification, sequences with less than 30% of identity with the submitted sequence
are removed from the MSAs. Finally, to gather a single putative ortholog for each organism, the
sequences with the highest identity percentage with the master are chosen among the different
paralogs within each organism. The two resulting MSAs have a single sequence for each organism
and they may be replaced by a pair of equivalent MSAs supplied by the user (Figure 3.1). A
pair of phylogenetic trees is modeled from these alignments, with the neighbor-joining algorithm
implemented in ClustalW [216], using bootstrap and excluding the gaps. Both trees can also be
replaced by a pair of correctly labeled trees provided by the user.
3.2.2 MirrorTree Server User Interface
When the processing of the uploaded data is finished, the user receives an email with the link
to the results website. There, a number of links point to the intermediate files created during
the processing, such as input files, BLAST outputs, MSAs or phylogenetic trees. Additionally, the
user will find the MirrorTree Server UI. This tool post-processes the generated phylogenetic trees,
estimates their similarity and plots both paired trees, allowing a more interactive insight into tree
similarity.
The distance matrices necessary to perform the tree-tree comparison are calculated by the
UI adding the branch lengths that separate each pair of proteins in the trees. These distances,
also known as “cophenetic distances”, are calculated only for those proteins encoded in genomes
present in both trees. The tree similarities, as well as the statistical confidence, are calculated based
on the standard mirrortree algorithm (section 3.1.1.1).
3.3 Incorporating information on predicted solvent accessibility
In this section, we describe the procedure for evaluating the effect of incorporating information
on predicted solvent accessibility on the mirrortree-based prediction of protein interactions. A de-
tailed benchmarking, using interactions of different nature and three different mirrortree-related
methodologies, provided more insight on the contribution of predicted accessibility to the interac-
tion prediction. For each E. coli protein, predicted accessibility was calculated based on a MSAs of
homolog sequences. Positions below certain thresholds of accessibility in the MSAs containing or-
tholog sequences are excluded. The resulting MSAs, which contained only the residues predicted as
exposed according with different criteria, were used to create the phylogenetic trees as usual. The
phylogenetic trees were then used for predicting interactions with three different mirrortree-related
methodologies and the results evaluated using three different datasets representing interactions
of different nature. The workflow is illustrated in Figure 3.2 and details follow.
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Figure 3.2: Incorporating predicted solvent accessibility on mirrortree-based protein interac-
tion prediction. This approach tries to evaluate the similarities between the trees of proteins R
and S considering only the residues fulfilling a given predicted accessibility criterion. First, we look
for protein orthologs in a database of 116 fully sequenced genomes. For each protein, a multiple
sequence alignment was generated with these orthologs. In parallel, another multiple sequence
alignment was built, this time including every homolog sequence (orthologs and paralogs) found
in the Uniprot database. Solvent accessibility for this second alignment was predicted using the
PROF program. Based on different criteria, the accessible residues were mapped in the first align-
ment and the buried residues were excluded for further analysis. The resulting multiple sequence
alignments, containing only the positions fulfilling a certain accessibility criteria, were used to
model the phylogenetic trees. These trees serve as input for three predictors of protein-protein
interactions.
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3.3.1 Solvent accessibility prediction
In order to perform a genome-wide accessibility prediction, it is necessary to compile the evolu-
tionary information for each E. coli protein. Therefore, a list of candidate homolog sequences was
retrieved searching with BLAST [213] in the non-redundant Uniprot database [212]. Sequences
with an E-value ≥ 1 × 10−4 or an identity < 20% were not considered as potential homologs.
Proteins with an alignment coverage lower than 60% (either respect to the hit or the query) were
also excluded. Using all the remaining sequences, an MSA was generated for each E. coli protein
using MUSCLE [215]. Identities with the reference sequence were recalculated considering only
those positions in the MSAs with less than 90% of gaps. Sequences with recalculated identities
below 20% were also discarded. Additionally, sequence redundancy was removed at 95% to avoid
overrepresentation of some sequences on accessibility prediction.
Finally, these MSAs were used as input in the PROF program for predicting solvent accessibil-
ity [217]. The resulting scores obtained for every position in the MSA were mapped in the original
E. coli protein for further analysis. For comparative purposes, an equivalent accessibility prediction
was performed with the alignments based on the same MSAs of orthologs used to generate the
phylogenetic trees (more details in the next section).
3.3.2 Generating phylogenetic trees
For comparative purposes, we looked for protein orthologs of E. coli proteins in a set of 116
fully sequenced organisms previously studied by Juan et al. [164]. In order to avoid sequence
redundancy, this set of prokaryotic genomes was designed based on the available genomes at that
time, but containing only one strain per species. For each E. coli protein, we searched for ortholog
sequences using a BLAST “Best Bi-directional Hit” (BBH) criterion, with an E-value cut-off of
1×10−5 and requiring an alignment coverage of 70%. BBH is a standard method to assign orthology
to two proteins of two different genomes when they are the best BLAST match of each other in
the other genome. The resulting lists of ortholog sequences obtained by BBH were aligned using
MUSLCE [215] with the default parameters. Using the previously calculated PROF predictions,
we mapped the accessibility information on this MSA of orthologs using the E. coli sequence as
reference. Different sub-alignments of orthologs were generated including the positions fulfilling
the following accessibility criteria:
• eRIA0. Positions predicted as accessible with any value of “reliability”.
• eRIA3. Positions predicted as accessible with reliability > 3.
• pACC2. Positions with a predicted solvent accessible surface > 2Å2.
• pACC12. Positions with a predicted solvent accessible surface > 12Å2.
• pACC50. Positions with a predicted solvent accessible surface > 50Å2.
• ALL. No filtering is applied and thus the phylogenetic trees are based on all the positions in
the alignment.
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For the MSAs in these six different datasets, phylogenetic trees were created using the neighbor-
joining algorithm implemented in ClustalW [218], excluding gaps for the distance calculation.
3.3.3 Comparing protein interaction predictions
Pairwise distances between all the orthologs in each of the phylogenetic trees were calculated
for the 6 different sets. These distances were calculated by adding the lengths of the branches
separating the corresponding leaves. These distance matrices served as input for three mirrortree-
based approaches.
Using these distance matrices, the original mirrortree (section 3.1.1.1) was applied for protein
pairwise comparison in all the accessibility filtered sets. Only the pairs of phylogenetic trees with,
at least, 15 species in common and a tabulated P-value associated to the correlations ≤ 1× 10−5
were considered. The mirrortree correlation coefficients fulfilling the aforementioned conditions
were used as input in the Profile correlation methodology (section 3.1.1.2). The same thresholds
of 15 species and P-value ≤ 1 × 10−5 were applied in PC. Finally, we used the ContextMirror
algorithm (section 3.1.1.3) applied to the co-evolutionary profiles, to predict protein-interactions
using different levels of specificity.
The performance of the three methods when fed with phylogenetic trees generated with
residues of different predicted accessibility was evaluated using ROC analysis (section 3.1.3),
based on three datasets representing protein interactions of different nature (section 3.1.2).
3.4 Selection of reference organisms
In this section, we investigate the implications of the reference set of organisms used for building
the trees in the performance of protein-protein interaction predictions. Nowadays, the number
of fully sequenced genomes are orders of magnitude larger than at the times when most of the
mirrortree-like methods were developed. Therefore, we propose a comprehensive assessment of
protein interaction prediction, using different combinations of taxonomic samplings of reference
organisms, co-evolution-based methods and types of interaction. For comparative purposes, the 214
Eubacteria and Archaea available in the Integr8 database at the time Juan et al. [164] performed
their study were used as initial set. We then sampled this initial set according to different taxonomic
criteria using E.coli K12 as reference organism. Using the samplings, as well as the whole set, we
evaluated the performance of three different mirrortree-like approaches predicting different types
of interactions (Figure 3.3). More details are described in the following sections.
3.4.1 Selection of different subsets of organisms
We mapped the 214 organisms under study using the hierarchy of the NCBI taxonomic tree [219].
This resource classifies the organisms in the public sequence databases in a taxonomic hierarchy,
ignoring the quantitative information on phylogenetic distances between them. Since the whole
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Figure 3.3: Selection of organisms for protein interaction prediction. The influence of the
reference set of organisms to perform protein interaction prediction is evaluated using sets of
organisms taken accordingly with different taxonomic criteria, different evidence of interaction
and different methodologies. From an initial set of organisms with completely sequenced genomes
(left), a number of subsets (red) are defined based on 2 taxonomic criteria: nearest (blue): going
from the reference taxa to the root taking all the organisms in each clade; and level (purple):
the tree is successively cut at each taxonomic level and one organism is chosen from each of the
resulting groups. Moreover, three different gold standard interaction datasets, based on different
types of relationships were used: binary physical interactions, co-membership in the same complex
and co-presence in the same metabolic pathways. For each combination of organism selection and
interaction dataset, the performance of three mirrortree-based methodologies is assessed with a
partial-ROC analysis (colored curves).
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tree includes information on thousands of prokaryotic taxa, we simplified the tree to represent
the taxonomic relationships between the 214 Archaea and Eubacteria of interest. We sampled this
subtree, in order to obtain subsets of organisms consistent with the following taxonomic criteria:
• Nearest. Starting from E. coli K12, we successively take all the organisms belonging to a
particular taxa in the path from this reference organism to the root (Figure 3.3). This way,
“nearest 1” contains the E. coli strains (4 organisms), “nearest 2” includes the Enterobacte-
riaceae family (21 organisms), and so on, up to “nearest 6”, which represents the Bacteria
superkingdom (195 organisms); and “nearest 7” the whole dataset (214 organisms). This
sampling intends to evaluate the effect of considering species close to the reference organism
versus more complete representations of the tree of life. Moreover, this approach assesses the
effect of using redundant taxa, such as strains of the same organism, in the results of protein
interaction prediction.
• Level. This sampling tries to get informative representations of the whole taxonomic tree at
different levels of depth. The tree is successively cut at each taxonomic level (superkingdom,
phylum,. . . ) of the hierarchy and one organism is selected for each of the taxa defined
by that level (Figure 3.3). The criterion for selecting an organism within a taxa is to use
that with the highest number of proteins in its genome, in order to optimize the number of
possible orthologs in the subsequent steps of the process. As consequence, “level 1” contains
2 organisms (one eubacteria and one archaea) and “level 2” contains 16 organisms, one for
each phylum. This way, “level 9” represents the whole dataset. Alternatively to the “nearest”
approach, here we present a gradient of sequence redundancies, going from small number of
non-redundant sequences in the first level, to the whole redundant dataset in the last level.
This design is intended to evaluate the effect of sampling the taxonomy homogeneously at
different levels of granularity.
• Referent set. For comparative purposes, we included the set of genomes used by Juan et
al. [164]. This set, which includes 116 genomes, was obtained selecting only one strain for
each species. This set intends to have a representation of the whole tree of life but avoiding
the biases introduced by very close genomes in the interaction predictions. The resulting set
is very similar to our “level 5” (97 organisms).
In order to assure a reliable estimation, protein interaction prediction usually requires a min-
imum of 15 organisms in common between the phylogenetic trees under study. For that reason,
some of the subsets are never used in practice. The lists of organisms in the final 12 subsets used,
as well as a representation of their taxonomic distributions are shown in the Appendix A.
3.4.2 Generating phylogenetic trees
In this study, we varied the set of organisms serving as reference to find ortholog sequences. We
generated phylogenetic trees for every E. coli protein using the organisms in each of the 12 subsets.
In order to do so, we look for protein orthologs in the corresponding list of sampled proteomes using
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the “BLAST best bi-directional hit” criterion. Putative orthologs required an E-value ≤ 1 × 10−5
and an alignment coverage of 70% to be considered for analysis. The set of resulting sequences are
then aligned using MUSCLE [215] with the default parameters. The phylogenetic trees are finally
created by the neighbor-joining algorithm implemented in ClustalW [218], excluding the gaps for
the distance calculations.
3.4.3 Comparing protein interaction predictions
For each phylogenetic tree based on each of the 12 organism sets, a matrix of cophenetic distances
is calculated by adding the branch lengths separating the corresponding leaves. These distance
matrices served as input for the three co-evolution-based predictors of protein-protein interactions
under study.
Mirrortree methodology (MT) (section 3.1.1.1) was applied to the distance matrices obtained
using the different selection of organisms. Every pairwise comparison was performed excluding pro-
tein pairs with less than 15 organisms in common or a P-value > 1× 10−5. With the matrix of pair-
wise correlation coefficients fulfilling these thresholds, Profile Correlation (PC) (section 3.1.1.2)
was calculated using the same parameters. Finally, the co-evolutionary profiles were compared
under the Context-Mirror methodology (CM) (section 3.1.1.3), using a number of different third
proteins for partial correlation calculation.
Considering a given subset of organisms, all pairs of proteins in the E. coli genome fulfilling
the aforementioned requirements were ranked based on the scores of the three methods. We
applied ROC analysis (section 3.1.3) to these lists to assess the capacity of the methods to sepa-
rate positives and negatives on the basis of three different types of interactions (section 3.1.2):
binary physical, co-membership in the same macromolecular complex or co-presence in the same
metabolic pathway (Figure 3.3). Additionally, we evaluated the ability of the different predictors
to recover the maximum number of positives with the best possible accuracy. For the different
combinations of datasets, we quantified this tradeoff using the “F-measure” (section 3.1.3). The
maximum “F-measure” was used to compare the different predictions assuming that, at this cutoff,
the predictor displays its optimal performance.
3.5 Improving the significance of co-evolution detection
In this section, we introduce and evaluate a revisited version of the P-values associated to the
correlation of distances in mirrortree-based approaches. In order to avoid some of the problems
affecting the current way of evaluating tree similarity (section 1.7), we designed a new method-
ology denominated p-mirrortree, in which the correlation significance is reassessed by comparing
the observed correlation with a null distribution of correlations obtained from the similarities of
a large set of permuted phylogenetic trees. Consequently, tree similarities are re-scored using a
P-value which takes into account the dependencies present in the set of phylogenetic trees under
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study. To illustrate the problems associated to the previous versions of mirrortree and the improve-
ment obtained by this new method, we compared the original and the new algorithm based on the
“historical” sets of organisms available at different time points in the past. Finally, we evaluated the
p-mirrortree ability to take advantage of the whole matrix of pairwise tree similarities, in a way
similar to the PC method (section 3.1.1.2).
3.5.1 p-mirrortree
A new methodology denominated p-mirrortree (pMT) to evaluate protein co-evolution was intro-
duced. The key point of this approach is the generation of a null distribution of tree similarities
based on the observed distances in a background set of randomized phylogenetic trees.
The background set, which can contain all the phylogenetic trees in an organism or any subset
of them, serves as reference to calculate the expected background distribution of tree similarities.
Since the correlation coefficients between protein families composed by protein orthologs in many
organisms are influenced by the number and characteristics of these organisms, the expected
similarity needs to be evaluated in the context of the set of organisms shared by the trees. To build
a reliable null model, all the pairwise combinations between phylogenetic trees on the reference
set are split into groups based on the number of organisms in common, and a null model is derived
for each group independently (Figure 3.4). The size of the groups is defined in a logarithmic
scale to add more sensitivity to the correlation changes in trees sharing a low number of leaves.
Depending on the total number of organisms used to model the trees and the computational
resources available, a smaller or larger number of size groups can be used. For each one of these
groups, a iterative process is carried out in order to obtain its corresponding null distribution of tree
similarities (Figure 3.4). For each iteration, a pair of trees is randomly sampled with replacement
and their distance matrices are retrieved from a pool of pre-calculated matrices of cophenetic
distances. A pair of sub-matrices were extracted from the original matrices containing only the
distances between sequences belonging to the organisms shared by both trees (Figure 3.4). The
resulting sub-matrices are standardized by subtracting from each value their mean and dividing
by their standard deviation. Once both matrices are in the same scale, the values corresponding to
a given organism are swapped between both families with a given probability. Finally, the distance
matrices are de-standardized using their original mean and standard deviation and completed by
the distances between organisms present in the original matrices but not shared by the trees. The
resulting matrices are returned to the pool in replacement of the original ones and are available for
further iterations. Therefore, a single matrix can swap rows/columns multiple times with different
matrices. After a number of iterations, the pool contains randomly generated distance matrices
but always limited to the distance information available in other trees, reducing the space of
possibilities to the ones that have already occurred (Figure 3.4). Finally, for each size group, all
posible pairwise correlation coefficients are calculated based on the shuffled matrices, generating
a background distribution for that size group.
Once these background distributions are calculated, the significance of a given mirrortree
correlation coefficient based on a number of organisms in common can be evaluated. This result is
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quantified by calculating the probability (P-value) of finding a coefficient higher than the observed
one in the corresponding background distribution. A low P-value indicates a tree similarity much
higher than those observed between shuffled trees with similar characteristics and, consequently,
is indicative of a meaningful co-evolution.
3.5.2 Generating phylogenetic trees
Using the completely sequenced Eubacteria and Archaea present in the KEGG database (release
59.0 - August 2011) [220], we created phylogenetic trees for all E. coli proteins. Prokaryotic
protein families with both paralogs and orthologs were retrieved for each protein using KEGG
orthology groups. In order to select a single ortholog for each organism, we selected the sequences,
which were best ranked against the corresponding E. Coli protein on the pre-calculated lists of
“BLAST best bi-directional hits” stored in KEGG. The resulting protein families were then aligned
by MUSCLE [215] using the default parameters. For each one of the 2,844 MSAs, a phylogenetic
tree was created using the neighbor-joining algorithm implemented in TreeBeST [221].
3.5.3 Year-based selection of reference organisms
For each year, from 1995 to 2010, we created two different sets of reference organisms, “redundant”
and “non-redundant”. The “redundant” list of organisms contains the fully-sequenced Eubacteria
and Archaea included in the KEGG database [220] in the corresponding year. A “non-redundant”
set was obtained from it by removing the evolutionary close organisms. In order to evaluate which
organisms are redundant, pairwise identities between ortholog sequences were calculated using the
aforementioned MSAs (section 3.5.2). If two proteomes have more than 70% of the orthologous
with 95% or more sequence identity, one of them is excluded. We ran this iterative process starting
from the organism with the highest sequence identity with E. coli to the one with the lowest. The
total number of organisms present in both datasets is shown in Figure 3.5. To assure a minimum
number of 15 organisms in the “redundant” and “non-redundant” datasets, we focused on the
period 2000–2010 for further analysis.
3.5.4 Year-based distance matrices
For each phylogenetic tree generated based on the available genomes in 2011 (section 3.5.2), a
matrix of cophenetic distances was calculated by summing the lengths of the branches separating
each pair of proteins. Depending on the size of the protein family, the size of these squared matrices
range from 3 rows/columns to the total number of organisms in the corresponding reference set.
The distance matrixes for each year were constructed by taking the rows/columns corresponding
to the organisms in the redundant and non-redundat sets for that year. For comparative purposes,
neither MSAs no trees are recalculated, so distances between a particular pair of sequences in a
given protein family remain constant independently of the set of organisms used as reference. As
a result, for each protein in the E. coli genome, year-based distance matrixes were obtained, based
on the redundant or non-redundant sets of organisms available at that time.
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Figure 3.4: Generating p-mirrortree null distributions. In the first step all the pairwise com-
binations between phylogenetic trees are split into groups based on the number of organisms
in common - red bubbles. For each group of pairs of trees a number of iterations of a distance
swapping procedure are run in order to randomize the trees present in the set. In each iteration,
a random pair of trees is selected and standardized based on the distances between sequences
belonging to the organisms in common. Rows/columns with the distances belonging to the same
organism are swapped between matrixes with a given probability. The resulting matrix are de-
standardized to restore their original scales. Both phylogenetic trees are introduced again in the
pool of trees for further iterations. The final set of shuffled trees is used to calculate the background
distribution of tree similarities. These distributions are used to quantify the statistical significance
of an observed tree similarity score. (*) The trees with the swapped branches are shown to illustrate
the rationale of the approach, but all the process is applied to the distance matrixes only.
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Figure 3.5: Number of completely sequenced Eubacteria and Archaea available in KEGG for
each year in the period 1995–2010. In dark grey, we represent the number of organisms present
in the “non-redundant” set, within the total number of “redundant” organisms represented by the
whole bar.
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3.5.5 Comparative performance analysis
The original mirrortree (section 3.1.1.1) and p-mirrortree (section 3.5.1) were applied to each
of the “historical” sets of distance matrices (section 3.5.4). The matrices contained the distances
between the protein sequences belonging to the available organisms over the years, considering two
different redundancy criteria. For the p-mirrortree, we executed the algorithm creating a maximum
of 40 intervals of number of organisms in common, and ran 1.000 permutation steps with a branch-
swap probability of 0.05 (section 3.5.1). Both methods produced lists of putative interacting pairs
ranked by their corresponding scores, correlation coefficient or P-value, respectively. Those pairs
whose proteins are present in the same KO group were excluded to avoid artifacts caused by
extremely similar trees.
In order to compare the performances within the same year (redundant/non-redundant and
mirrortree/p-mirrortree), only those protein pairs present in the four results lists were considered,
limiting the evaluation to the discriminant capacity of the scores. The resulting ranked lists were
evaluated in the context of ROC analysis (section 3.1.3) using the three types of reference interac-
tion sets previously described (section 3.1.2). Complementary evaluations were performed using
only the pairs of trees with at least 15 and 30 organisms in common.
3.5.6 Context-based p-mirrortree
The same way the genome-wide matrix of pairwise mirrortree correlation coefficients is used by
the PC method (section 3.1.1.2) to improve the prediction of interactions, we evaluated how a
similar approach works with this new score (p-mirrortree P-value). Using the 2010 “non-redundant”
dataset of organisms, we applied the PC method to the matrix of pairwise mirrortree scores, and a
similar approach to the matrix with the P-values generated by pMT running 10,000 iterations for
each size group (Figure 3.6).
Additionally we introduced a method named Hierarchical Co-evolutionary Analysis (HCA) to
explore the “co-evolutionary hierarchy” defined by the P-values. The distance between a pair
of p-mirrortree coevolutionary profiles was defined as 1 minus the PC score previously defined.
Using these distances, different clustering algorithms were applied. These include Ward’s minimum
variance, complete linkage, neighbor-joining and UPGMA. This approach generates a hierarchy of
co-evolutionary relationships between E. coli proteins which can be transformed in coevolutionary
distances by calculating their cophenetic distances (Figure 3.6).
Ranked lists of candidate interacting proteins were produced by these three approaches: PC
based on correlation, PC based on p-mirrortree P-values and HCA. We evaluated their ability to
predict protein interactions in the “Complexes” gold standard (section 3.1.2) using ROC analysis
(section 3.1.3). Moreover, the accuracies of the top-scoring results were calculated for the three
approaches. Additionally, the biological meaning of some co-evolutionary groups showing up in
the hierarchical clustering was evaluated.
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Figure 3.6: Context methods based on mirrortree and p-mirrortree results. Profile correlation
were calculated using both genome-wide MT correlation coefficients (dark blue) and pMT P-values
(dark green). Moreover, a hierarchical clustering was applied to pMT PC results and the cophenetic
distances of the resulting clustering were used as a new scoring schema (red). The results of these
three methodologies (light blue and light green and red) were evaluated using the “Complexes” set
(section 3.1.2) as gold standard. The True Positive Rates (TPR) and False Positive Rates (FPR) were
drawn for the different possible thresholds in the context of ROC analysis (section 3.1.3). Besides,
the performance of the three scores predicting interactions in the “Complexes” set (section 3.1.2)
was evaluated within the top ranked results.
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Results
4.1 Mirrortree web server
The Mirrortree Server (http://csbg.cnb.csic.es/mtserver) enormously simplifies the pairwise com-
parison of phylogenetic trees, allowing non-expert users to interactively study the co-evolutionary
features of a given pair of families using, in the simplest case, single representative sequences as
input. On the server side, the process for generating the trees and preparing the data and results
for the client takes around 10 minutes (800 residues and 120 species in common).
When the aforementioned workflow (described in detail in section 3.2) is completed at the
server side, the user receives an e-mail containing a link to the results. There, together with several
intermediate files such as MSAs, phylogenetic trees or statical graphical representations of the
mirrored trees, the user finds a flash-based application to interactively explore the mirrored trees
(Figure 4.1). This tool is visually dominated by the representation of both phylogenetic trees
connected by lines linking the sequences belonging to the same organisms.
To confront paired clades and improve the representation, tree branches can be swapped by
“drag and drop” or using the “Swap” button. The user can also zoom and scroll over the canvas
selecting different leaves or clades to restrict the co-evolutionary analysis to certain groups of
organisms.
Floating over the tree representation, different panels provide complementary tools that can
be freely moved, resized or hidden in a window-based interface. Among these panels, that labelled
as “MirrorTree Results” shows in a color scale the tree-tree similarity calculated with the standard
mirrortree algorithm (Figure 4.1). The similarity for the current selection of orthologs (in red in
the tree representation) is also shown in this panel. Both results display the tabulated P-value
associated to their correlation coefficient, considering the number of organisms in common.
By clicking the leaf labels (protein IDs), additional information is retrieved into the “Protein
Info” panel (Figure 4.1), including protein name and FASTA sequence from Uniprot [212] or
previously reported interactions from IntAct [81]. Alternatively to the direct selection of organisms,
tree clades can be selected based on taxonomic criteria using the “NCBI taxonomy tree” panel
(Figure 4.1). In this panel, a hierarchical representation of the NCBI taxonomy tree [219] is
displayed using only those organisms present in the current version of the Integr8 database. This
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tool enormously simplifies the evaluation of co-evolutionary processes related with speciation
events in certain kingdoms or families. Moreover, using the “Export selection” button, the user can
export the selected sequences as MSA or in raw format, in order to perform further analysis.
Finally, a scatter plot with a simplified representation of the correlation between inter-protein
distances in both families is also shown (Figure 4.1). Switching the combo box in the panel, the
user can easily change the representation to affect all distances, or only those involving the selected
organisms. This panel is particularly useful to look for clouds of points far from the general trend
of distances (i.e “outliers”). Those distances, decreasing the overall similarity of the trees, can
indicate evolutionary trends restricted to certain groups of organisms and might be related to
non-standard evolutionary events such as horizontal gene transfer [132]. Selection of points in
the plot implies the selection of corresponding sequences in the trees.
All these features, as well as some other characteristics of the server, are extensively explained
in the “Help” web page of the server. Users can also find a detailed tutorial illustrating the kind of
analysis that can be performed in the server.
3
1
2
4
5
7
6
Figure 4.1: Mirrortree Server User Interface. (1) Job submission page. (2). Job status. (3).Re-
sults page containing intermediate files and the Mirrortree Server User Interface. The floating
panels can be shown/hidden and freely moved/resized as independent windows. The Mirrortree
Server User Interface can also be maximized to be used in full-screen mode. (4). Distance correla-
tion plot panel. (5). Tree and sub-tree correlation coefficients, number of organisms in common and
P-value. (6). Taxonomy browser. (7). Additional protein information retrieved from Uniprot [212]
and IntAct [81].
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4.2 Incorporating information on predicted solvent accessibility
The impact of incorporating predicted solvent accessibility on protein interaction prediction based
on similarity of phylogenetic trees was evaluated using different setups, as described in the corre-
sponding methodological section (section 3.3). Figure 4.2 shows the performance of the three mir-
rortree-based approaches, when using the phylogenetic trees generated from residues of different
predicted accessibility, and evaluated based on the three different datasets of protein interactions.
Similarly, Figure S1 shows the same results with different scales for each plot, in order to highlight
the differences within the same predictor and dataset of interactions.
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Figure 4.2: Performances for different combinations of prediction methods (rows), interac-
tion gold standard (columns) and predicted accessibility filter (colors). Performances are
evaluated in terms of Area Under ROC Curve (AUC). The same figure with different scales for
each plot is available as Figure S1. Equivalent figures with the results obtained using predicted
accessibility derived from MSAs of orthologs are available as Figure S2 and Figure S3.
46 Results
In agreement with previous results [210], the method’s performances suggest that protein
interactions are more easily detected when direct or indirect physical relationships are estab-
lished between the interacting partners. Physical interactions, especially those between proteins
in the same complex, are predicted with better performances than functional interactions taking
place between proteins in the same metabolic pathway. Regarding the methods themselves, re-
cent approaches such as PC and CM perform better than the original MT, which presents proper
performances only when detecting interactions between proteins on the same macromolecular
complexes.
Regarding the impact of adding predicted solvent accessibility information, in most cases the
removal of non-accessible residues worsens the results (section 3.3.2 and Figure S1). However,
for the case of binary physical interactions, the results of the PC and CM are improved when
using only residues predicted as accessible for constructing the trees. The highest improvement
is obtained when those residues with an area predicted as accessible larger than 2Å
2
(pACC2)
are considered. Although restricting the prediction to the residues predicted as exposed (eRIA0),
or with a predicted accessible area > 12Å
2
(pACC12) or > 50Å
2
(pACC50), also improves the
predictions, they perform worse than the pACC2 set residues.
Under the hypothesis that the co-evolutionary signal is spread through the whole sequence
(section 1.6.4.1), residue removal would imply a loss in co-evolutionary information. Consequently,
we expect that predictions derived from filtered alignments will perform worse than those based on
full sequences. Attending to Figure 4.3, we observe how the performance of MT methodologies in
detecting binary physical interactions increases linearly with the logarithm of the average number
of positions in the filtered MSAs. In MT, far from helping the prediction of binary interactions, the
performance approaches random when the average number of positions drops to 50 residues. This
trend has been observed also in MT predictions when evaluated using other types of interactions
(Figure S4). Apparently, this is not the case for the binary physical interactions predicted by PC or
CM, in which the pACC2 residues represent a proper tradeoff between the enrichment in accessible
residues and the global loss of positions. Notice that the linear trend for PC and CM is broken
(Figure 4.3), since pACC2 renders the best performances in spite of not having the largest number
of positions.
Additionally, we evaluated the effect of adding accessibility information in the method’s per-
formance at the top of the ranked lists of protein pairs. In many cases, more than the global
discriminative capacity represented by AUC, the users of this methodology may be interested in
just a few candidates (the top scoring ones) ignoring the protein pairs at the bottom of the ranked
list. Therefore, a real improvement needs to enhance the top scoring pairs and not only the global
performance of the predictor. In Figure S5, we assess the top pairs for the same combinations of
predictive method, interaction evidence and accessibility filter. Here, we evaluated the predictions
in terms of the number of true positive interactions among the top “n” pairs, “n” being the total
number of positives of the methods. In a perfect predictor, the number of true positives among
these pairs should be equal to “n” (all the positives at the top of the list). CM comes up as the
methodology with the lowest number of false positives, as previously reported. The observed ben-
efit of including accessibility information when predicting binary physical interactions extends
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Figure 4.3: Relationship between the performances of the methods and the average length
of the alignments filtered according with different accessibility criteria. Performances were
evaluated in terms of Area Under ROC Curves (AUC). The length of the filtered alignment is the
number of positions (fulfilling a given predicted accessibility criteria -colors) used to construct
the trees. These results were validated using the dataset of binary physical interactions. The
corresponding plots for the other interaction datasets are available as Figure S4.
to the top scoring pairs. Using the pACC2 and the pACC12 sets of residues, the number of true
positives in the top “n” results increases, even though the total number of significant positives is
smaller than in the set without filtering accessibility.
At this stage, we showed the results of incorporating accessibility information predicted using
MSAs based on homolog sequences. Nevertheless, in the framework of mirrortree-related method-
ologies, the step of predicting accessibility could enormously be simplified by using the same MSAs
of orthologs used to build the phylogenetic trees. Therefore, we incorporated in this pipeline
the accessibility information predicted from the same alignments used to run mirrortree-based
methods producing Figure S2 and Figure S3 as equivalent figures of Figure 4.2 and Figure S1,
respectively. The general drop in performance previously observed when incorporating predicted
accessibility looks shaper here. Even in those cases where accessibility information improved the
results, the improvement looks significantly lower. As a result, phylogenetic trees obtained from
MSAs constructed ad hoc from protein homologs prove to be a better option for the incorporation
of accessibility information on protein interaction prediction.
4.2.1 Example
To exemplify the effect of including predicted solvent accessibility information on the results of
co-evolution based methods, we show a pair of interacting proteins whose co-evolution is more
evident when evaluated using accessible residues. Figure 4.4 illustrates the scores of the three
mirrortree-based methods for the α and β subunits of the E. coli acetyl-CoA carboxylase carboxyl
transferase using different filters of accessibility. Whereas the MT correlation coefficients get their
maximum value when using the whole sequences as input, the PC and CM scores benefit from
restricting the analysis to accessible residues. In CM, for instance, the score increases from 0.6068
to 0.6818 by restricting the analysis to the pACC2 residues. Correlation coefficients are also
improved using eRIA0 and pACC12.
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Figure 4.4: Example illustrating the effect of incorporating predicted solvent accessibility on
the evaluation of tree similarity. The structure of the complex between the α and β chains of
E. coli acetyl-CoA carboxylase carboxyl transferase is shown in ribbon representation. The table
contains the scores of the three methods for this interacting pair of proteins based on the trees
generated using the six different criteria of predicted accessibility.
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4.3 Selection of organisms
The protocol followed to evaluate the effect of the set of organisms used for constructing the phylo-
genetic trees on the performance of co-evolution-based methods is described in the methodologies
section (section 3.4).
For each combination of method, interaction dataset and subset of organisms based on taxo-
nomic criteria, we obtained a partial ROC curve which represents the ability of a given method
to discriminate interacting from non-interacting proteins. Figure 4.5 shows in different colors
the ROC curves obtained using different sets of organisms grouped by the interaction dataset
and method. Detailed information on the organisms contained in each dataset is available in Ap-
pendix A. Since ContextMirror (CM) produced different lists of predictions as a consequence of
its methodological particularities, we show the results for level 10, which previously displayed a
good performance in protein interaction prediction [164]. Although the different CM levels vary
in terms of accuracy and coverage, their relative performance respect to the sets of organisms are
similar, so the rest of the levels were not included for the sake of clarity. In order to highlight the
differences between the different plots, Figure S6 shows the same partial ROC curves, but using
the same scale.
In parallel, for the same combinations of predictive method, gold standard dataset of interacting
proteins and reference set of organisms, the results were evaluated in terms of “F-measure vs
method score” (Figure 4.6). The optimal compromise between precision and recall is obtained at
those cutoffs in which the F-measure presented the highest values. The plots are in the same scale
in order to facilitate the interpretation of the results. Since the “F-measure vs. score” plot shows
the performance of the method at the optimal cutoff, we used the highest F-measure as a single
numerical estimator of the predictive capacity. In Figure S7, we compared this maximum value for
the different sets of organisms in each of the interaction datasets and predictive methods.
Independently of the approach used for evaluation, the results indicate that all these co-
evolution-based methodologies are able to predict protein interactions of different nature across
a wide range of organism sets (Figure 4.5, Figure 4.6 and Figure S7). These results are in line
with the growing evidence that protein interactions are closely related with co-evolution events.
Many groups using different variations of the methodologies fed with trees based on diverse sets
of organisms and independent datasets converged to the same conclusion. So it was expected that,
in general, the reference set of organisms would not be a limiting factor in the co-evolutionary
analysis. However, we can observe that the organisms used for building the phylogenetic trees
directly influence the global performance of the methodologies. Consequently, not always using
more organisms is better. This phenomenon invites to look for optimal sets of organisms depending
on the type of interaction we are interested in.
Some approaches such as the Profile Correlation methodology (PC) has proven to be robust
in predicting protein interactions, independently of the set of organisms under study (Figure 4.5,
Figure 4.6 and Figure S7: panels b, e and h). Only in those cases with a small number of organisms,
the methodology suffers from the lack of information. This relative independence of the organism
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Figure 4.5: Matrix of partial ROC curves. The partial ROC curves evaluate a given list of predic-
tions obtained by the combination of a methodology (columns) with a set of organisms (colors
according to the legend), evaluated using a given dataset of interactions (rows). In the legend,
the number of organisms present in each dataset is included within brackets. The list of organ-
isms in each dataset, as well as a representation of their taxonomic distribution is available in
Appendix A. The dashed line represents the performance of a random classifier. The plot scales
are adapted to improve the visual comparison of the partial ROCs among the different sets of
organisms. Equivalent plots with the same scale are shown in Figure S6
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Figure 4.6: Same results as in Figure 4.5 represented in terms of F-measure vs. score.
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set is probably due to its ability to filter artifactual tree-correlations such as those related to
phylogenetic bias. On the other hand, as previously reported, CM presents the highest accuracies,
but at the expense of producing fewer significant predictions (Figure 4.5, Figure 4.6 and Figure S7:
panels c, f and h). The global performance of CM seems to drastically drop when the number of
reference organisms is reduced. This effect can be easily explained by the fact that CM requires a
rich network of genome-wide inter-protein similarities in order to calculate the partial correlations.
As the number of organisms decreases, the number of non-significant pairwise similarities or with
less than 15 organisms increases, making the network of similarities sparser and less usable for CM.
Mirrortree (MT) in the other side, achieves the worst global performances (Figure 4.5, Figure 4.6
and Figure S7: panels a, d and c). Moreover, MT is severely affected by the presence of redundant
organisms. Whereas PC and CM in general benefit from using as many available organisms as
possible (“nearest 6”, “nearest 7” = “level 9” = “All”), for MT, this benefit reaches a point where
it enters into conflict with the presence of redundant organisms. Consequently, sets of organisms
such as “level 6” or “Juan et al.” predict more accurately interactions using MT, as they represent
the whole tree of life having removed redundant organisms.
Regarding the type of interactions under study, the relationships of co-presence in macromolec-
ular complexes are predicted better independently of the method used, followed by binary physical
interactions and co-presence of metabolic pathways (Figure 4.5, Figure 4.6 and Figure S7). Apart
from this general trend, each type of interaction appears to be better predicted by certain sets of
organisms. In general, complexes are more accurately predicted with trees which include distant
organisms, while binary interactions and pathways are predicted better using trees restricted to
close organisms such as “nearest 5”, “nearest 6” or “nearest 7” (Figure 4.5).
4.3.1 Examples
In order to illustrate how using close/distant organisms can drastically affect the interaction predic-
tion, we included some examples of proteins extracted from the “Complexes” and “Binary physical”
datasets as possible cases of “old” and “recent” interactions, respectively (Table 4.1). The selected
proteins involved in the “recent” interactions are mostly related with metabolic functions, except
for MinE-MinD, which is associated with the division machinery in certain organisms [222]. On
the other hand, the “old” interactions include some proteins involved in transcription/translation
machineries as well as interactions between members of a very ancient family of proteins: the ABC
transporters [223].
Table 4.2 shows the results obtained for these proteins using PC based on two sets of organisms:
“level 9”, which contains the full set of organisms; and “nearest 2”, which contains only organisms
belonging to the Enterobacteriaceae family. For each of these sets and considering a given protein,
the total number of candidate interacting partners for which it was possible to calculate significant
correlations (Tot) was indicated. Within these candidates, the number of positive interactions (+)
was also shown in the same column. In another column, the PC score with the annotated interactor
is shown (corr), displaying only the highest score (max) when there is more than one positive
partner is predicted. Finally, the Area Under ROC Curve (AUC) (section 3.1.3) was also included
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Table 4.1: Examples of proteins potentially involved in “recent” and “old” interactions
Protein Description
MINE_ECOLI Cell division topological specificity factor
MIND_ECOLI Septum site-determining protein MinD
PABA_ECOLI Para-aminobenzoate synthase glutamine
amidotransferase component II
recent PABB_ECOLI Para-aminobenzoate synthase component 1
Binary physical DHAS_ECOLI Aspartate-semialdehyde dehydrogenase
DNAK_ECOLI Chaperone protein DnaK
GSHB_ECOLI Glutathione synthetase
AMPM_ECOLI Methionine aminopeptidase
DPO3A_ECOLI DNA polymerase III subunit alpha
DPO3E_ECOLI DNA polymerase III subunit epsilon
RPOB_ECOLI DNA-directed RNA polymerase subunit beta
old RPOA_ECOLI DNA-directed RNA polymerase subunit alpha
Complexes ZNUB_ECOLI High-affinity zinc uptake system membrane protein
ZnuB
ZNUC_ECOLI Zinc import ATP-binding protein ZnuC
ZNUA_ECOLI High-affinity zinc uptake system protein ZnuA
as a single numerical estimator indicating the predictor ability to distinguish positive and negative
pairs for that particular protein along the list of candidate partners. For simplicity the AUC values
where calculated using the positives and negatives on the lists, contrary to the partial ROC curves
calculated in Figure 4.5, which were based on the total number of positives and negatives in the
gold standard dataset.
Table 4.2: PC results for the proteins in Table 4.1 based on two sets of organisms
Protein Level9 (=all) Nearest2
Tot/+ AUC Interactor (corr) Tot/+ AUC Interactor (corr)
MINE_ECOLI 846/1 0.12 MIND_ECOLI (0.52) 223/1 0.83 MIND_ECOLI (0.60)
recent PABA_ECOLI 671/1 0.28 PABB_ECOLI (0.49) 106/1 0.96 PABB_ECOLI (0.96)
DHAS_ECOLI 760/1 0.17 DNAK_ECOLI (0.48) 384/1 0.81 DNAK_ECOLI (0.90)
GSHB_ECOLI 755/1 0.30 AMPM_ECOLI (0.61) 375/1 0.93 AMPM_ECOLI (0.95)
DPO3A_ECOLI 306/1 0.70 DPO3E_ECOLI (0.73) 128/1 0.11 DPO3E_ECOLI (0.57)
DPO3E_ECOLI 357/1 0.64 DPO3A_ECOLI (0.73) 123/1 0.22 DPO3A_ECOLI (0.57)
RPOB_ECOLI 280/7 0.82 (0.98) max 126/4 0.48 (0.93) max
old RPOA_ECOLI 258/6 0.81 (0.80) max 90/3 0.48 (0.93) max
ZNUB_ECOLI 370/2 1.00 (0.87) max 129/1 0.36 ZNUC_ECOLI (0.74)
ZNUC_ECOLI 386/2 0.99 (0.87) max 123/2 0.41 (0.74) max
ZNUA_ECOLI 395/2 0.98 (0.87) max 39/1 0.79 ZNUC_ECOLI (0.74)
On the selected examples, the “recent” interactions present higher co-evolutionary scores and
AUCs - in bold - when using the “nearest 2” dataset. Exactly the opposite occurs for the “old” in-
teractions, which show higher co-evolutionary scores and performances when using the organisms
present in “level 9”. For example, the subunit alpha of the “ancient” machine DNA polymerase III
(DPO3A_ECOLI) has only one reported interaction in the “Complexes” dataset which is the epsilon
subunit (DPO3E_ECOLI). If we attend to the results of the co-evolution analysis using both sets of
organisms, we can appreciate significant differences. Whereas PC using “level 9” is able to produce
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significant scores for 306 pairs involving the alpha subunit, this number is considerably reduced
to 128 when the “nearest 2” set is introduced. Moreover, the PC score calculated with the full set
of organisms as reference (“level 9”) is 0.73, dropping to 0.57 when using only enterobacterias
(“nearest 2”). As a direct consequence of the correlation drop, the proportion of false positives
grows, negatively affecting the AUC, which decreases from 0.70 in “level 9” to 0.11 in “nearest 2”.
We observe exactly the opposite behavior in the “recent” interactions where the “nearest 2” dataset
performs better predicting interacting partners (Table 4.2).
4.4 Improving the detection of significant co-evolution
4.4.1 More insight on p-mirrortree null distributions
Previous versions of mirrotree either disregard the P-values associated to the correlation score or
use tabulated ones, calculated analytically or derived from random sets of numbers not fulfilling
the properties of tree-based distances. In order to get insight into the variations introduced by pMT
and their P-values specifically derived for the genomic tree comparison problem, we compared the
null distributions obtained by both approaches.
The pMT method introduces an additional step in the prediction of protein interactions: the
calculation of the null distribution of tree similarities generated as a consequence of the permu-
tation of a “background” set of trees. This process, described in section 3.5.1, creates a number
of distributions of expected tree similarities for different intervals of number of organisms in com-
mon between the pairs of trees. Some of these distributions for the genomes available at different
years are compared with the corresponding distributions of correlations between sets of random
numbers (those tabulated and used in previous versions of mirrortree)(Figure 4.7). As expected,
the average correlation coefficient of random numbers is always 0. Moreover, as soon as the sets
of numbers being correlated are larger, the probability of obtaining “extreme correlations”, either
positive or negative, decreases. However, some of these general observations are not extended to
the correlation coefficients calculated using distance matrixes of permuted trees. As described in
different studies, phylogenetic trees tend to share a background similarity and, consequently, the
distribution of correlations is always shifted to higher values. Besides, the expected correlation
distributions highly depend on the number of organisms shared by a pair of trees. Figure 4.7
shows that pairs of trees sharing a small set of organisms present a wider range of correlation
coefficients, whereas pairs of trees sharing many orthologs present correlations in a narrower
range. Contrary to the random numbers, these distributions are not centered in the same value,
so the null distribution of correlation coefficients varies depending on the number of organisms in
common. Therefore, the probability of obtaining a given correlation coefficient varies depending
on the distribution of organisms used to generate the trees.
Here we used the number of organisms in common between a pair of phylogenetic trees in a
given set of organisms as a proxy for the set of organisms under comparison. Since the mirrortree-
based approaches are usually focused on predicting protein interactions in a reference organism,
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it is expected that the number of organisms in common reflects the conservation of these families
along the tree of life. However, this number is highly dependent on the total number of organisms
used to generate the phylogenetic trees. Indeed, we need to be aware that a given correlation
coefficient calculated with 10 organisms in common has a completely different meaning if the
phylogenetic trees are generated using the 38 “non-redundant” organisms available in 2001 or the
335 of 2010 (Figure 4.7). This condition, previously ignored by the tabulated P-values, is addressed
by pMT, which independently constructs a null distribution for each number of possible organisms
in common between the pairs of phylogenetic trees.
4.4.2 Historical assesment of p-mirrortree predictions
We compared the performance of p-mirrortree (pMT) with that of the original mirrortree (MT)
in predicting different types of interactions using the set of organisms available in the period
2000–2010, as well as non-redundant versions of these sets (section 3.5).
The performance of MT and pMT predicting two different types of physical interactions are
shown in Figure 4.8. The clearest observation is that both methods based on similarities of phy-
logenetic trees are able to capture part of the co-evolutionary signal related to physical protein
interactions. The general trends observed suggest that protein interaction predictions have ben-
efited from the increase in the number of sequenced genomes during the last decade. Indeed,
there is no clear evidence suggesting these trends have reach a plateau, so further improvement
can be expected over the next few years. Similarly to previous studies, interactions defined as
co-membership in the same macromolecular complex present the highest AUCs, followed by binary
physical interactions. Interactions based on co-membership in the same metabolic pathway present
poor and constant AUCs (Figure S8), suggesting that co-evolution may not be a generalized process
between the proteins of the same pathways.
The performance of pMT when predicting physical interactions using the organisms available
during the last 10 years is higher than that of MT (∼0.10–0.15 increase of AUC) (Figure 4.8).
This improvement is obtained at no cost in terms of applicability, since no-additional restrictions
are required to run pMT apart from the contextual information necessary to generate the null
distributions.
Previous results suggested that MT predictions are negatively affected by redundant taxa (sec-
tion 4.3). To obtain further insight into this, we compared MT and pMT performances using the
aforementioned year-based lists of organisms against a subset of the same organisms from which
redundancy was removed. In Figure 4.8, we observe that MT performances benefit from the us-
age of the “non-redundant” sets, supporting previous evidences. Indeed, the gap in AUC between
“redundant” and “non-redundant” sets becomes bigger as the taxonomical redundancy increases
over the years. On the other hand, pMT presents a higher robustness to redundancy. Although
“non-redundant” sets achieve slightly better performances, this improvement seems to be constant
over the years, indicating that it could be independent of the growing redundancy and most likely
related with the methodological setup.
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Figure 4.7: Density functions for the distribution of expected correlation coefficients in sets
of random pairs of numbers and sets of distances extracted from pairs of permuted phylo-
genetic trees. The genomes available at different time points in the past were used as reference to
generate shuffled trees for E. coli proteins and the corresponding distributions of tree similarities
(red) were calculated for the pairs of trees sharing different numbers of organisms in common (be-
tween brackets). Those distributions were compared with equivalent ones generated from random
sets of numbers in the same size intervals (blue).
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Figure 4.8: Performance of the MT and pMT methods when predicting physical interactions
using different sets of organisms based on the fully-sequenced genomes available in the pe-
riod 2000–2010 (with and without redundancy). The performances were evaluated in terms of
AUC using two gold standard datasets of protein interactions: binary physical and co-membership
in the same macromolecular complex.
As a consequence of the incomplete P-values previously used in MT implementations, some
workarounds have been proposed in order to improve global performance. The most common
approach is to ignore those protein pairs below a given number of organisms in common. We
benchmarked this workaround using MT and pMT to predict proteins in the same macromolecular
complex. The same “historical” sets of organisms were evaluated excluding those pairs with less
or equal than 15 and 30 organisms (Figure 4.9).
Although MT predictions show better AUCs than those obtained using all the predictions (sec-
tion 4.3), the performance starts to drop drastically at a certain number of sequenced organisms
for both “redundant” and “non-redundant” sets. The maximum performance is different depending
on the threshold of minimum number of organisms and on the set of organisms used to construct
the phylogenetic trees. For example, using all the sequenced organisms available at that time, the
optimal performance of MT was reached in 2003 using tree pairs with more than 15 organisms in
common and in 2006 when pairs with more than 30 organisms were considered. In the same way,
the optimal performance for a given threshold of minimum organisms varies from 2003 to 2006 if
we consider or exclude redundant organisms, respectively. Therefore, the threshold of minimum
number of organisms, which so far has been fixed usually to 15, has to be adapted to the set of
available organisms. As more organisms are available, this threshold needs to be more restrictive
(higher).
Another problem of using this threshold of minimum number of organisms in common is
the tremendous loss in coverage (number of pairs which can be evaluated) (Figure S9). For
example, if we consider all the 198 organisms available in 2004, from the 215,026 candidate
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interactions that can be evaluated in 2004 without imposing any threshold, only 122,518 can be
calculated when more than 15 organisms in common is required and 63,806 when the threshold
is raised to 30 organisms (43% and 70% loss in coverage, respectively). We observe that higher
coverages are recovered when more organisms are available or the threshold of minimum common
organisms is relaxed (lower). Therefore, we can conclude, that the threshold which yields the
optimal balance between performance (Figure 4.9) and coverage (Figure S9) clearly depends on
the set of organisms and hence remains difficult to define a priori. A noteworthy result of this
analysis is that, even in optimal conditions, MT never overcomes pMT results in terms of coverage
and performance when the same set of organisms is considered.
Certain limitations arise as a consequence of all of the above. Firstly, the difficulties to assign
the proper threshold of minimum organisms in common necessary to consider a pair of trees
constructed with a given set of organisms limits the applicability of MT methodology. As it has
been pointed out, this threshold varies depending on unknown factors related with the size and
redundancy of the set of organisms, and thus it remains difficult to define as a single recipe.
Secondly, even if the adequate threshold is detected, evaluating less protein pairs have a strong
negative impact since it can bias the pairs towards proteins conserved in large number of organisms,
loosing many pairs of potential interactions. The drawbacks of excluding protein pairs are not
limited to the performance evaluation. Having less pairs evaluated is also critical in those methods,
such as PC or CM, that benefit from the whole coevolutionary network to predict single interactions.
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Figure 4.9: Performance of the MT and pMT methods when predicting proteins in the same
macromolecular complex using different sets of organisms based on the fully-sequenced
genomes available in the period 2000–2010 (with and without redundancy). Their perfor-
mance was evaluated in terms of AUC. Those pairs of trees with less or equal than 15 or 30
organisms in common were excluded for evaluation.
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4.4.3 Context-based p-mirrortree
A novel generation of methods succeeded in using the whole matrix of mirrortree pairwise correla-
tion coefficients to predict single interactions (PC [164], section 3.1.1.2; and CM, section 3.1.1.3).
In order to evaluate the applicability of p-mirrortree results to context-based methodologies, we
benchmarked PC based on MT correlation coefficients and based on P-values. In Figure 4.10, we
observe that the PC calculated using P-values outperforms the original PC implementation which
used correlation coefficients. Considering that the accuracy of pMT scores is higher than that of
MT (section 4.4.2), the improvement in PC predictions can simply arise as a consequence of this.
One of the benefits of these context-based methodologies is the significant reduction in the
number of false positives. A new approach, named Hierarchical Co-evolutionary Analysis (HCA),
was introduced in order to reassess the similarity between a pair of co-evolutionary profiles. In
this approach, a hierarchal clustering was applied over the whole list of co-evolutionary profiles
(section 4.4.3). The purpose of this was to re-score the candidate pairs based on the cophenetic
distances in the resulting clustering. By using this score, the enrichment in positive interactions
among the first ranked pairs is much larger than using the PC method based on either correlation
coefficients or P-values (Figure 4.10). Different algorithms for hierarchical clustering showed
similar results (Figure S10).
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Figure 4.10: Performances of context-based approaches to predict protein interactions in the
“Complexes” gold standard using mirrortree and p-mirrortree scores. A) ROC curves for PC
based on mirrortree correlation coefficients (blue), PC based on p-mirrortree P-values (green) and
HCA (red). The AUCs of these curves are shown within brackets. In order to highlight the ROC
analysis within the top scoring results, a zoomed version of this plot is represented. B) Accuracy vs.
number of positives in three protein interaction predictions based on PC scores using the matrixes
of pairwise correlations (blue) and P-values (red), and cophenetic distances when applying a
hierarchal clustering based on Ward’s minimum variance over the whole list of co-evolutionary
profiles (red).
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Apart from its higher performance within the top ranked pairs, an additional advantage to
this analysis is that the clustering describes the “co-evolutionary relationships” between a set of
proteins in a hierarchical representation, which might be used to infer additional information on
the substructure and functioning of the interactome. For example, if we analyze the hierarchical
coevolutionary relationships of the E. coli ATP synthase (Figure 4.11), we observe how the different
members of the complex form clusters, represented as a tree, ranging from the most similar pairs
of coevolutionary profiles to the cluster including all the proteins. At each intermediate cut of
the tree we can split the proteins into different groups, based on the distances between their
coevolutionary profiles. In the case of the ATP synthase, if we cut the tree into three different
clusters, we observe a cluster containing the “a” and “c” subunits, a second cluster formed uniquely
by the subunit “b” and a third cluster containing the 5 different members of the F1 particle. These
results are compatible with the three-dimensional model of the ATP synthase, in which the “a”
and “c” subunits are embedded in the membrane to create the proton pore, the F1 particle is
the cytosolic machinery in charge of the ADP phosphorilation and the subunit “b” connects both
sub-complexes (Figure 4.11). Consequently, this coevolutionary analysis generated some clues on
the architecture of the macromolecular complex, only using information at sequence level.
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Figure 4.11: Hierarchical Coevolutionary Analysis (HCA) of the 8 subunits of the E. coli ATP
synthase. A) Heat map representing the pairwise PC between the coevolutionary profiles of the ATP
synthase subunits. The hierarchical clustering is calculated using the Ward’s minimum variance
algorithm over the pairwise PC results. The clustering is therefore based on the full matrix of
pairwise similarities and not only on the similarities shown in the heat map. B) Three-dimensional
representation of the E.coli ATP synthase based on the model of Wang and Oster [224].
Discussion
In the previous sections, we have reviewed in detail some of the open problems (section 1.7)
inherent to the mirrortree family of methods. This work tries to diagnose some of these problems
and propose alternatives or recipes to overcome some of the methodological limitations that
appear as a consequence of our incomplete understanding of the co-evolutionary process affecting
interacting proteins. Here, we propose a set of recommendations that can improve the performance
and range of applicability of mirrortree-based methodologies.
During the last decade, this family of techniques has been largely used by many different groups
to predict protein interactions mostly in genome-wide computational experiments. However, the
co-evolution-based prediction is also valid when single putative interactions need to be evaluated.
Therefore, we present the Mirrortree Server, in which the users with any level of expertise can
carefully explore the similarity between a pair of phylogenetic trees using an interactive interface.
More difficulties arise when the co-evolution analysis is performed for large sets of potentially
interacting proteins. Some of these problems appear as a consequence of our lack of understanding
of the ultimate cause(s) for the observed co-evolution of interacting proteins. Although some
authors suggested that co-adaptation and co-evolution occur at the same time in highly dependent
proteins, others have shown skeptical regarding the co-adaptative phenomenon. All attempts aimed
at getting insight into this by evaluating co-evolution at protein surfaces/interfaces (the regions
intuitively related to co-adaptation) used information on crystallized protein complexes, which is
scarce. We approach this problem using predicted solvent accessibility, which can be obtained for
any sequence with good accuracy.
Other problems arise from the growing number of sequenced organisms available. Whether the
large number of redundant genomes affect the mirrortree-based methodologies is a capital question
necessary to understand the viability of the method in the next years. Therefore, we evaluated the
performance of different mirrortree-related methods predicting different sets of interactions using
trees generated from different sets of organisms selected based on taxonomical criteria.
Finally, considering all the aforementioned analysis, we redesigned the original mirrortree
to re-score the interacting candidates based on a null distribution of random co-evolution. The
distances within a set of phylogenetic trees based on a given set of organisms are randomly
permuted to generate a null distribution of tree correlations. This distribution is used to calculate
the probability of finding a given correlation coefficient. Using the sets of organisms available
in the period 2000–2010, we benchmarked the performance of the original mirrortree and the
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introduced method, named p-mirrortree. Moreover, we studied the ability of this novel metric to
predict protein interactions using context-based methodologies, in which the full matrix of pairwise
similarities is used for the prediction of single pairs.
In the next sections, we will discuss the results of these analysis and their implications in future
improvements of co-evolution-based prediction of protein interactions. Here, we provide different
tools and recipes that will enhance the accuracy and understanding of interaction predictions for
users with any level of expertise.
5.1 Mirrortree web server
The Mirrortree server represents the first web application for interactively assessing the co-evolution
between a pair of phylogenetic trees in a taxonomic framework. Since the tool contains a num-
ber of additional functionalities, the server is adequate for either general tree comparisions or
co-evolution studies focused on protein interaction prediction.
One of the main advantages of Mirrortree server is its simplicity. The server combines, for the
first time, a straight forward pipeline to automatically generate phylogenetic trees with a user-
friendly visualizer to explore the results. The multiple dependencies necessary to implement a
standalone pipeline made it difficult for non-expert users to perform co-evolution analysis. The
server overcomes some tasks, a priori difficult for most biologists, such as keeping the databases
updated, running programs in command line or parsing files. Any user with a flash featured browser
can, starting from two single sequences, compare a pair of protein families of interest without any
additional software. But the tool is not only intended for non-expert users. Those users with a
deeper knowledge in the field might also tune the phylogenetic reconstruction using the advanced
options. Moreover, the Mirortree Server UI provides an intuitive framework to compare a pair of
phylogenetic trees and explore their similarities in a taxonomic context. The UI can be used to
visualize the trees generated by the server, or any other pair of trees provided by the user, in which
the mapping between leaves is known. Because of the interface’s flexibility, the applications of this
tool, originally designed to explore co-evolution, can be extended to any other areas in which the
comparison of phylogenetic trees is informative.
Previous tools have also tried to explore similarities between two or more trees but focusing
on different aspects. For example, TSEMA [169] explores the tree similarity between a pair of
protein families already reported as interacting. The general objective of this tool is to find the
proper mapping between the equivalent protein homologs in both trees. Contrary to the Mirrortree
server, this tool requires MSAs as input, hence making it more difficult to use for non-expert users.
Moreover, it does not allow to interactively manipulate the trees. Another example of a web server
implemented to quantify the similarities in protein evolutionary histories is ADVICE [144]. This
tool, intended to postulate potentially interacting pairs, also compares automatically generated
phylogenetic trees. However, the results are shown as simple correlation coefficients, ignoring
the additional information necessary to understand the results. In that sense, tree representations
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and different features to interactively analyze the trees using taxonomical information would add
applicability to this tool. Moreover, this server is no longer available.
During the last 36 months in which the server has been online, more than 1.500 unique visitors
submitted more than 3.000 jobs from 62 different countries. A successful example was published
in the Nature journal studying the peroxiredoxin family [143]. By using the server, the authors
observed correlated evolution between this family of proteins and the most ancient known clock
mechanism: the cyanobacterial Kai proteins. This evidence supports the hypothesis that redox
cycles of peroxiredoxins act as circadian clocks in humans. Indeed, they suggest that, contrary to
established hypothesis of independent evolution of circadian clocks within different lineages, both
systems may share a common ancestor back in the beginning of the aerobic life.
As future improvements for this server we would like to implement in it some of the method-
ologies described in this thesis, such as pMT.
5.2 Global performance of genome-wide predictions
Alternatively to the low throughput analysis of protein-protein interactions, the mirrortree family
of methods have proven particularly accurate in predicting different types of interactions at a
large scale. Although our main goal was to better understand the different phenomena rather than
comparing the different variants of the methodology, the results are in agreement with previous
studies [164]. The lower MT performance compared with PC and CM had been previously reported
but can be better understood at the light of our results. The naive design of MT ignores the
phylogenetic biases introduced as consequence of the incomplete statistical model. This problem
seems to be corrected by using pMT, which obtains similar AUCs to those algorithms that take
advantage of the genome-wide co-evolutionary networks, such as PC, CM or the HCA. Despite
of not reaching pMT’s AUC, this family of context-based methods is particularly interesting to
predict a few number of reliable interactions, since the number of false positives is considerably
reduced. More interesting is the ability of HCA to inform about the structure of co-evolving protein
complexes.
Another general trend can be observed if we attend to the performance when the predictions are
evaluated using different types of interactions. The fact that all methodologies render better results
for interactions in the same macromolecular complexes had also been reported [164]. Whether this
particularly good performance is a consequence of biological reasons, such as the permanent and
stable nature of the interactions between proteins within the same complex, or to technical artifacts,
derived from the construction of the negative gold standard, remains unclear. On the other hand,
the prediction of binary physical interactions, despite not presenting such high AUCs, displays a
reasonable performance, which benefits from the growing number of organisms sequenced over the
last decade. The reason for those intermediate AUCs could be related with the heterogeneity of the
gold standard, in which the accurately predicted ancient interactions would be mixed with newer
interactions presenting similarities in local regions of the trees. Moreover, our results indicate
that the predictions of binary physical interactions can be improved by incorporating predicted
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structural features, such as solvent accessibility. Finally, the prediction of interactions established
as co-membership in the same metabolic pathway, in spite of being different from random, might
not be of practical applicability at large scale. The explanation for the observed trends might be
that the evolutionary pressure for partners to co-evolve is expected to be higher in proteins forced
to interact permanently than in those with occasional associations.
Multiple causes can influence the coverage and AUC of a given prediction such as the number
and distribution of organisms where the pair of proteins is present, the type of interaction predicted
or the scoring method, regardless of the problems related to the results evaluation. Besides, the
assessment must be considered in the context of application of a given technique. For example, if
we are particularly interested in a small set of highly confident interaction candidates, evaluation
using AUC may not be informative; hence, alternative evaluations need to be considered such as
precision-recall or evaluation of top scoring results.
5.3 Incorporating information on predicted solvent accessibility
The fact that the incorporation of accessibility predictions worsens MT results suggests that the
results of this methodology might be highly influenced by general non-specific co-evolutive pro-
cesses. These general forces, which can produce similarities in evolutionary rates, would spread
their signal through the whole sequences and would not necessarily be restricted to certain regions,
such as exposed residues. This observation is supported by the fact that MT performances correlate
positively with the number of positions used to generate the trees. In consequence, the perfor-
mance of MT predictions decreases when the informative residues, spread along the polypeptide
chain, are removed.
On the other hand, the PC and CM methods benefit from the use of predicted accessibility when
applied to the prediction of binary direct physical interactions. Within the possible explanations
for this improvement is that the sensibility of these two methods, previously associated with a
more specific co-evolution [210], detects co-adaptative events more frequently than the original
mirrortree. These co-adaptative events intuitively occur at a higher frequency in binary physical
interactions and closer to the interfaces, where the role of compensatory mutations is more critical
than in partners without direct physical interaction. Therefore, the enrichment in co-adapting
residues expected when filtering by predicted accessibility, together with the higher sensibility of
the PC and CM methods to these events, explain the improvement observed in the results.
Another interesting point refers to the definition of accessibility that optimizes the interaction
prediction. The results indicate that those residues with a minimal area predicted as accessible
(≥ 2Å2) work better than those with larger areas (≥ 12Å2 and ≥ 50Å2). This evidence suggests
that the co-adaptative signal is not necessarily restricted to totally exposed residues but can also
happen between neighbors through allosteric effect. Thus, in order to optimize the predictions, the
adequate number of residues needs to be considered to balance the enrichment of co-adaptative
signal versus the more general co-evolutionary signals.
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The results also indicate that the accessibility predictions obtained from MSAs constructed
for this purpose yield better performances than those predicted from the MSAs used to generate
the phylogenetic trees. The fact that “richer” alignments, containing eukaryotic sequences and
paralogs, show more accurate predicted accessibilities was corroborated by previous reports in
which the authors state that the quality of the MSA is critical for obtaining good accessibility
predictions [225]. They suggest that accessibility predictions are more sensitive to alignment
errors than other features such as secondary structure. This observation might be consequence
of the fact that accessibility is evolutionarily less conserved than the secondary structure [226].
Unfortunately, the accessibilities predicted from the already generated MSAs of orthologs show
sub-optimal performances, and thus different MSAs need to be generated ad hoc for this purpose.
5.4 Co-evolution vs Co-adaptation
The observation that predicted accessibility only helps the PC and CM predictions in detecting
binary physical interactions can be also framed in the co-adaptation vs. general co-evolution
debate.
As commented before, the causes underlying the observed co-evolution between interacting
proteins are still not totally clear. There is some controversy in the field to define what is observ-
able at sequence level versus the underlying evolutionary phenomenon. Here we remain tight to
the disambiguation between the clearly observable phenomenon of “co-evolution” and the more
elusive concept of “co-adaptation” between co-evolving components [141, 210, 227]. In this defi-
nition, co-evolution would be confined to the general concerted patterns of co-variation observed
at sequence level without implying reciprocal evolutionary events. Alternatively, co-adaptation
implies reciprocity as the causal phenomenon behind the observed co-evolution. In this sense,
co-adaptation would be referring to, for example, the compensatory changes required for maintain-
ing protein interactions. The more general co-evolution, which usually implies a similarity in the
evolutionary rates, has been described for proteins which do not necessarily interact physically, but
share a certain functional relationship [180, 187]. Although these general forces seems to dom-
inate the tree-tree similarities, compensatory changes have been repeatedly observed in protein
interfaces and are surely playing a role in the co-evolution of interacting proteins. However, it is
difficult to conceive that these local compensatory mutations are enough to substantially affect the
distances in a pair of phylogenetic trees and thus their global similarity. Previous studies aimed at
getting insight into this phenomenon focused on interfaces or the surrounding surfaces of struc-
turally determined interactions, in order to enrich the signal in regions amenable of compensatory
mutations [176, 177]. Nevertheless, both studies were limited by the relatively small amount of
structural data available, so the true extent of their affirmations needs to be evaluated.
At the light of the results described herein, we demonstrated that protein interaction prediction
can be improved by using predicted solvent accessibility under certain circumstances. Unsurpris-
ingly, those methods detecting more specific similarities - PC and CM - were the ones achieving
greater performances when predicting those type of interactions in which the co-adaptation is
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expected to play a more important role: the binary physical interactions. These results suggest
that a co-adaptative signal, despite being residual, can be informative in order to predict physical
interactions under certain conditions.
5.5 Selection of organisms
Our results unambiguously indicate that the set of organisms used to generate the phylogenetic
trees critically influences the protein interaction predictions. In general, the growing number
of available organisms produces two opposite consequences in mirrortree-based predictions. On
one hand, the phylogenetic reconstructions are then based on more complete representations of
the evolutionary history of the protein families. Therefore, it is not surprising that the methods
benefit from the enriched co-evolutive information available when comparing more detailed trees.
On the other hand, the sequencing efforts have explored the tree of life in a non-homogenous
way. Whereas several redundant organisms have been sequenced in some clades, others remain
relatively incomplete, artificially biasing the co-evolutionary analysis. As a consequence, we observe
that MT predictions perform better when using complete and non-redundant representations of
the tree of life. Indeed, as long as more organisms are sequenced, the accumulation of redundant
organisms increases the performance gap between the predictions calculated using all the available
organisms and the ones obtained using an equivalent list where the redundant organisms have
been excluded. Alternatively, PC, CM and pMT deal better with this redundancy bias, showing
similar performances in equivalent redundant and non-redundant sets.
Once we understand that the set of organisms used to generate the phylogenetic trees influences
the interaction prediction, it is necessary to pay attention on how the taxonomical distribution of
these organisms influences the prediction of the different types of interactions. Ancient and stable
physical interactions might be more accurately predicted using sets of organisms different than
the ones used to predict transient or functional interactions. Ancient interactions such as those
happening between proteins in the same macromolecular complex, for instance, are expected to
be conserved for most of the orthologs along the tree of life, hence the associated co-evolutive
landmark is expected to be spread through the whole taxonomy. Indeed, this hypothesis is sup-
ported by our results, since we observe better performances when proteins in the same complex
are predicted using organisms spread along the whole taxonomy. The opposite phenomenon is ob-
served when we evaluate binary physical interactions. These interactions are better predicted when
we use subsets of taxa close to the reference organism. In general, binary physical interactions
are “newer” and enriched in transient interactions. Considering that “rewiring” is more frequent
within transient interactions [228], it might occur that the orthologs of two proteins involved in a
transient interaction in a given organisms are not interacting in a relatively distant one [201, 229].
In other words, many of the interactions we are evaluating might be new and hence specific for E.
coli and its close neighbors. This hypothesis would explain that our predictions for these type of
interactions are better when these particular genomes are used for constructing the trees. Similar
improvement is shown when the analysis of proteins involved in the same metabolic pathway
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is limited to close taxonomical neighbors. Interestingly, similar relationships between the “age”
of the interactions, their conservation across the taxonomy and the optimal set of organisms for
predicting them has been reported for the “phylogenetic profiling” method [230].
The comparison of distance matrixes is a NP-hard problem and, consequently, can be severely
affected as the number of available genomes continues to grow. Even robust methods such as pMT
need to solve the computational problem of calculating millions of branch lengths for every phylo-
genetic tree. Hence, our results invite to propose a set of simple and general “recipes” on which sets
of organisms more properly detect the co-evolutionary forces behind a given type of interaction,
avoiding to use all available. The first question that arises when a user is about to perform a regular
co-evolution-based prediction of protein interactions is if a set of phylogenetic trees, which can
be considered as background, is available (i.e. all the proteins in the same organisms, proteins in
the same cellular compartment). With a set of background phylogenetic trees, the statistical confi-
dence of a given correlation can be evaluated (pMT), or the coevolutionary profiles considered as
proxies of the co-evolutionary signal of a given protein (PC and CM). All these methodologies are
particularly robust to the set of organisms and benefit from rich representations of the evolutionary
histories of the proteins. Alternatively, in order to reduce the computational cost of the analysis, the
user can restrict the study to the non-redundant organisms without expecting a negative impact in
the prediction performance. On the other hand, the requisites to obtain reasonable performances
in MT are more restrictive. The set of organisms used to generate the phylogenetic trees should
be filtered by taxonomic redundancy. Filtering at the strain or species level seems to be enough
according to our results.
5.6 Detection of significant co-evolution
The results presented here demonstrate that the prediction of protein interactions is clearly im-
proved when the statistical confidence of the correlation is evaluated based on a background
distribution of tree similarities. Using this distribution of expected correlations corrects in a natu-
ral way many of the factors discussed that affect the performance of the original MT, including the
background similarity derived of the underlying speciation process [132, 160], the redundancy of
the original set of organisms and the different range of organisms in which the candidate proteins
are present.
One of the main observations previously described is the fact that the set of organisms used to
generate the phylogenetic trees conditions the resulting correlation. Indeed, one of the main advan-
tages of pMT compared with methods such as PC or CM is its ability to evaluate independently pairs
of proteins sharing different number of organisms in common. Since the analysis of all the possible
combinations of organisms in common would be unfeasible due to its computational complexity,
pMT uses the number of organisms in common as an approximation. As the phylogenetic trees
of a given protein are usually generated looking for orthologs using an organism as a reference,
the number of organisms shared by a couple of trees is directly related to the set of organisms in
which both proteins are present. Despite the genes sharing events of horizontal gene transfer, it is
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expected to find the different sized groups enriched in the same organisms. For example, using E.
coli as reference, the common organisms in two pairs of trees both with 5 organism in common
will most likely be the same.
Another advantage of pMT over MT predictions relies on its coverage. Usually, MT is applied
only to the pairs of trees with a minimum number of organisms in common and, consequently,
many pairs of families are not explored. This common procedure significantly reduces the method’s
coverage diminishing the final results. Since the pMT P-values can be calculated for any pair of
trees regardless the number of organisms in common, the improvement in AUC is produced at no
cost in terms of coverage. Indeed, the full coverage of pMT is particularly interesting for context-
based approaches such as PC or CM, which take as input the whole matrix of co-evolutionary scores.
Alternatively to the sparse matrixes produced by MT, pMT results contain the full matrix of possible
pairs in the genome of interest. Considering the better AUC and the better coverage, it is not a sur-
prise that PC obtains better accuracies using pMT P-values than MT correlations. More promising
are the results proposed by the here introduced HCA methodology, which considerably reduces
the number of false positives. Moreover, the HCA can be informative of some structural features
of the protein complexes, such as the example of the ATP synthase. This information is extremely
valuable considering that the method is able to describe that kind of structural relationships only
using information at sequence level.
5.7 Future Developments and Perspectives
The promising results described here leave the door open to future improvements on co-evolution-
based prediction of protein interactions. Whereas some research is necessary to polish the technical
details on creating and comparing accurate phylogenetic trees, a deeper effort is needed in order
to capture the co-dependencies at the sequence level established between interacting proteins.
Although the tree reconstruction has not been shown to be a limiting step on protein interac-
tion prediction, a proper tuning of the technical details might help the detection of co-evolutionary
events. The intermediate steps necessary to accomplish this task, such as ortholog detection, se-
quence alignment, distance estimation or tree generation, need to be carefully considered, par-
ticularly in complex evolutionary scenarios such as HGT events [132]. Future implementations
with a reasonable tradeoff of computing time and accuracy might also help to build more reliable
evolutionary models at a large scale.
Another unresolved problem is the measurement of the phylogenetic tree similarity. As the tree
comparison requires unambiguous mapping of sequences at a species level, the “correct” protein
orthologs need to be identified. This task can be especially hard in eukaryotes in which the large
number of paralogs and multi-domain proteins complicate the correct assignment [165]. On the
other hand, the correlation of protein distances calculated either from the MSAs [130] or from
the phylogenetic trees [132] has proven particularly useful as a similarity metric, specially in the
framework of the newer methods developed here. Nevertheless, some studies suggest that most
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complex schemas involving multidimensional spaces are needed in order to consider the multiple
dependencies of protein distances [162].
Another limitation to the progress in this field is the need to correctly benchmark the results of
the predictive methods. The lack of adequate gold standards for positive and negative interactions
conditions the evaluation of the methods (section 1.6.6) especially for large-scale predictions. In
the future, blind tests with hidden gold standards (similar to the CASP contests in protein structure
prediction) would be the best way to accurately compare the different methods.
One of the emerging problems, which will gain importance on the next years, lies on the con-
sequences derived of the huge amount of genomic data generated nowadays. On one hand, we
know with this work that, with the proper methods, the interaction prediction still improves as
more and more genomes become available. On the other, the computational complexity growths
exponentially with the number of genomes requiring, large computational resources. In the future,
heuristic methods similar to the ones looking for optimal sets of organisms in phylogenetic profil-
ing [118, 119] might help to reduce the complexity and avoid a waste of computational time in
phylogenetic tree comparison.
This work has also practical implications for the application of these methodologies, and these
are not only related to the general improvement in the prediction of protein interaction. It opens
interesting possibilities for studying how the exposed residues change and co-adapt during evo-
lution. This could give some insight into the physico-chemical basis of protein interactions, since
the coordinated changes at these regions would provide a picture of possible changes affecting
the interactions. These residues might be good candidates for mutagenesis experiments aimed
at switching the interaction specificity of the proteins and/or adapting them to new interaction
partners.
Moreover, the Mirrortree Server framework should serve as reference for highly specialized
groups studying in parallel the co-evolution of their respective systems. Hence, it is expected that
our understanding of the co-evolution at a molecular level increases as more particular examples
are explored in detail.
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Conclusions
1. We have developed a system, MirrorTree Server, to study the co-evolution of protein families
in a taxonomic context. This tool includes an automatic pipeline to generate the phyloge-
netic trees of the protein families of interest, and an interactive visualizer to explore their
similarities and taxonomic characteristics. Due to the multiple functionalities it incorporates,
the server has proven to be useful for users with any level of expertise.
2. Globally, our results reinforce previous observations in which the mirrortree-based family of
methods proved being particularly accurate in predicting different types of interactions at
a large scale. Moreover, important information on the structure, function, and evolution of
interacting proteins can be inferred using these methodologies.
3. Incorporation of predicted solvent accessibility helps the co-evolution based prediction of
binary physical interactions when context-based methodologies such as Profile Correlation or
ContextMirror are applied.
4. The set of organisms used to generate the phylogenetic trees conditions the final performance
of the protein interaction prediction methods based on co-evolution. In general, the inclusion
of sequences belonging to close organisms helps the prediction of “recent” interactions,
whereas sequences belonging to distant organisms help the prediction of relatively “ancient”
interactions.
5. We introduced a new methodology denominated p-mirrortree to evaluate the protein co-
evolution between a pair of phylogenetic trees based on a null distribution of tree similarities
obtained by shuffling a background set of phylogenetic trees. This methodology outperforms
the original mirrortree, independently of the set of organisms used to generate the phyloge-
netic trees. Moreover, p-mirrortree demonstrated a higher accuracy when used as input of
context-based approaches.
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Conclusiones
1. Hemos desarrollado un servidor, MirrorTree Server, para el estudio de la coevolución de
familias de proteínas en un contexto taxonómico. Esta herramienta incluye un flujo de
trabajo para la generación automática de árboles filogenéticos de las familias de proteínas de
interés y un visualizador para explorar sus similitudes y características taxonómicas. Debido
a las múltiples funcionalidades incorporadas, el servidor ha demostrado ser útil para usuarios
con distintos niveles de experiencia en el área.
2. Nuestros resultados refuerzan globalmente las observaciones previas en las cuales la familia
de métodos basada en mirrortree se muestra especialmente precisa en la predicción de de
distintos tipos de interacciones a gran escala. Además, información relevante en cuanto a la
estructura, función y evolución de las proteínas puede ser extraída de los resultados de estas
metodologías.
3. La incorporación de datos de accesibilidad predichos ayudan a la predicción de interacciones
binarias basadas en coevolución cuando se emplean métodos basados en contexto como
Profile Correlation o ContextMirror.
4. El conjunto de organismos usado para la generación de los árboles filogenéticos condiciona
la capacidad de los métodos para predecir interacciones basadas en coevolución. En general,
la inclusión de secuencias pertenecientes a organismos cercanos filogenéticamente puede
ayudar en la detección de interacciones “recientes”, mientras que la inclusión de secuencias
pertenecientes a organismos lejanos ayuda a la predicción de interacciones “antiguas”.
5. Presentamos una nueva metodología denominada p-mirrortree capaz de evaluar la coevolu-
ción de un par de árboles filogenéticos basándose en una distribución nula de similitudes de
árboles obtenida como consecuencia de barajar un conjunto de árboles de referencia. Esta
metodología mejora el mirrortree original independientemente del conjunto de organismos
empleados para generar los árboles filogenéticos. Además, los resultados de p-mirrortree han
demostrado una mayor precisión cuando son usados como entrada para los métodos basados
en contexto.
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Sets of reference organisms
The next pages contain the list of organisms in the subsets created by two different taxonomic
criteria: “nearest” - going from the reference organism to the root taking all the organisms in the
resulting taxa - and “level” - the tree is successively cut and one organism is taken from each one of
the resulting groups. A representation of whole taxonomic tree (black) with the selected organisms
(red) is also included in the next pages.
95
Level 2
96 Sets of reference organisms
 Anabaena sp.
 Aquifex aeolicus
 Bacillus cereus ATCC 10987
 Bacteroides thetaiotaomicron
 Bradyrhizobium japonicum
 Chlorobium tepidum
 Fusobacterium nucleatum
 Leptospira interrogans lai
 Methanosarcina acetivorans
 Nanoarchaeum equitans
 Parachlamydia sp.
 Rhodopirellula baltica
 Streptomyces coelicolor
 Sulfolobus solfataricus
 Thermotoga maritima
 Thermus thermophilus HB8
Level 2
97
Level 3
98 Sets of reference organisms
 Anabaena sp.
 Aquifex aeolicus
 Archaeoglobus fulgidus
 Bacillus cereus ATCC 10987
 Bacteroides thetaiotaomicron
 Burkholderia pseudomallei
 Chlorobium tepidum
 Clostridium acetobutylicum
 Desulfovibrio vulgaris
 Enterococcus faecalis
 Fusobacterium nucleatum
 Gloeobacter violaceus
 Haloarcula marismortui
 Leptospira interrogans lai
 Methanobacterium thermoautotrophicum
 Methanococcus maripaludis
 Methanopyrus kandleri
 Methanosarcina acetivorans
 Mycoplasma penetrans
 Nanoarchaeum equitans
 Parachlamydia sp.
 Picrophilus torridus
 Prochlorococcus marinus MIT 9313
 Pseudomonas aeruginosa
 Pyrococcus horikoshii
 Rhizobium loti
 Rhodopirellula baltica
 Streptomyces coelicolor
 Sulfolobus solfataricus
 Symbiobacterium thermophilum
 Synechocystis sp.
 Thermotoga maritima
 Thermus thermophilus HB8
 Wolinella succinogenes
Level 3
99
Level 4
100 Sets of reference organisms
 Aeropyrum pernix
 Anabaena sp.
 Aquifex aeolicus
 Archaeoglobus fulgidus
 Azoarcus sp.
 Bacillus cereus ATCC 10987
 Bacteroides thetaiotaomicron
 Bdellovibrio bacteriovorus
 Bifidobacterium longum
 Burkholderia pseudomallei
 Caulobacter crescentus
 Chlamydia pneumoniae TW-183
 Chlorobium tepidum
 Clostridium acetobutylicum
 Deinococcus radiodurans
 Desulfotalea psychrophila
 Desulfovibrio vulgaris
 Enterococcus faecalis
 Escherichia coli O6 UPEC
 Francisella tularensis
 Fusobacterium nucleatum
 Geobacter sulfurreducens
 Gloeobacter violaceus
 Gluconobacter oxydans
 Haloarcula marismortui
 Lactobacillus acidophilus
 Lactococcus lactis
 Legionella pneumophila Philadelphia 1
 Leptospira interrogans Icterohaemorrhagiae
 Listeria innocua
 Mesoplasma florum
 Methanobacterium thermoautotrophicum
 Methanococcus maripaludis
 Methanopyrus kandleri
 Methanosarcina acetivorans
 Methylococcus capsulatus
 Mycoplasma penetrans
 Nanoarchaeum equitans
 Neisseria meningitidis A
 Nitrosomonas europaea
 Onion yellows phytoplasma
 Parachlamydia sp.
 Pasteurella multocida
 Photobacterium profundum
 Picrophilus torridus
 Prochlorococcus marinus MIT 9313
 Pseudomonas aeruginosa
 Pyrobaculum aerophilum
 Pyrococcus horikoshii
 Rhizobium loti
 Rhodopirellula baltica
 Rickettsia conorii
 Shewanella oneidensis
 Silicibacter pomeroyi
 Staphylococcus aureus Mu50
 Streptomyces coelicolor
 Sulfolobus tokodaii
 Symbiobacterium thermophilum
 Synechococcus sp. PCC 6301
 Synechocystis sp.
 Thermoanaerobacter tengcongensis
 Thermotoga maritima
 Thermus thermophilus HB27
 Treponema denticola
 Wolinella succinogenes
 Xanthomonas oryzae
 Zymomonas mobilis
Level 4
101
Level 5
102 Sets of reference organisms
 Acinetobacter sp.
 Aeropyrum pernix
 Anabaena sp.
 Aquifex aeolicus
 Archaeoglobus fulgidus
 Azoarcus sp.
 Bacillus cereus ATCC 10987
 Bacteroides thetaiotaomicron
 Bartonella henselae
 Bdellovibrio bacteriovorus
 Bifidobacterium longum
 Bordetella bronchiseptica
 Borrelia garinii
 Brucella melitensis
 Campylobacter jejuni NCTC 11168
 Caulobacter crescentus
 Chlamydia muridarum
 Chlamydia pneumoniae TW-183
 Chlorobium tepidum
 Clostridium acetobutylicum
 Coxiella burnetii
 Deinococcus radiodurans
 Desulfotalea psychrophila
 Desulfovibrio vulgaris
 Ehrlichia ruminantium CIRAD
 Enterococcus faecalis
 Escherichia coli O6 UPEC
 Francisella tularensis
 Fusobacterium nucleatum
 Geobacillus kaustophilus
 Geobacter sulfurreducens
 Gloeobacter violaceus
 Gluconobacter oxydans
 Haloarcula marismortui
 Idiomarina loihiensis
 Lactobacillus acidophilus
 Lactococcus lactis
 Legionella pneumophila Philadelphia 1
 Leifsonia xyli
 Leptospira interrogans Icterohaemorrhagiae
 Listeria innocua
 Mesoplasma florum
 Methanobacterium thermoautotrophicum
 Methanococcus jannaschii
 Methanococcus maripaludis
 Methanopyrus kandleri
 Methanosarcina acetivorans
 Methylococcus capsulatus
 Mycoplasma penetrans
 Nanoarchaeum equitans
 Neisseria meningitidis A
 Nitrosomonas europaea
 Nocardia farcinica
 Oceanobacillus iheyensis
 Onion yellows phytoplasma
 Parachlamydia sp.
 Pasteurella multocida
 Photobacterium profundum
 Picrophilus torridus
 Porphyromonas gingivalis
 Prochlorococcus marinus MIT 9313
 Propionibacterium acnes
 Pseudomonas aeruginosa
 Pyrobaculum aerophilum
 Pyrococcus horikoshii
 Ralstonia solanacearum
 Rhizobium loti
 Rhizobium meliloti
 Rhodopirellula baltica
 Rhodopseudomonas palustris
 Rickettsia conorii
 Shewanella oneidensis
 Silicibacter pomeroyi
 Staphylococcus aureus COL
 Staphylococcus aureus MRSA252
 Staphylococcus aureus MSSA476
 Staphylococcus aureus MW2
 Staphylococcus aureus Mu50
 Staphylococcus aureus N315
 Staphylococcus epidermidis ATCC 12228
 Streptococcus agalactiae V
 Streptomyces avermitilis
 Sulfolobus tokodaii
 Symbiobacterium thermophilum
 Synechococcus elongatus
 Synechococcus sp. PCC 6301
 Synechococcus sp. WH8102
 Synechocystis sp.
 Thermoanaerobacter tengcongensis
 Thermoplasma volcanium
 Thermotoga maritima
 Thermus thermophilus HB27
 Treponema denticola
 Ureaplasma parvum
 Wolinella succinogenes
 Xanthomonas oryzae
 Zymomonas mobilis
Level 5
103
Level 6
104 Sets of reference organisms
 Acinetobacter sp.
 Aeropyrum pernix
 Anabaena sp.
 Anaplasma marginale
 Aquifex aeolicus
 Archaeoglobus fulgidus
 Azoarcus sp.
 Bacillus cereus ATCC 10987
 Bacillus clausii
 Bacillus halodurans
 Bacillus licheniformis Goettingen
 Bacillus subtilis
 Bacteroides thetaiotaomicron
 Bartonella henselae
 Bdellovibrio bacteriovorus
 Bifidobacterium longum
 Bordetella bronchiseptica
 Borrelia garinii
 Bradyrhizobium japonicum
 Brucella melitensis
 Buchnera aphidicola Acyrthosiphon pisum
 Burkholderia mallei
 Campylobacter jejuni NCTC 11168
 Candidatus Blochmannia floridanus
 Caulobacter crescentus
 Chlamydia muridarum
 Chlamydia pneumoniae AR39
 Chlamydia pneumoniae CWL029
 Chlamydia pneumoniae J138
 Chlamydia pneumoniae TW-183
 Chlamydia trachomatis
 Chlamydophila caviae
 Chlorobium tepidum
 Chromobacterium violaceum
 Clostridium acetobutylicum
 Corynebacterium glutamicum Nakagawa
 Coxiella burnetii
 Deinococcus radiodurans
 Desulfotalea psychrophila
 Desulfovibrio vulgaris
 Ehrlichia ruminantium Gardel
 Enterococcus faecalis
 Erwinia carotovora
 Escherichia coli O6 UPEC
 Francisella tularensis
 Fusobacterium nucleatum
 Geobacillus kaustophilus
 Geobacter sulfurreducens
 Gloeobacter violaceus
 Gluconobacter oxydans
 Haemophilus ducreyi
 Haloarcula marismortui
 Halobacterium salinarium
 Helicobacter pylori ATCC 700392
 Idiomarina loihiensis
 Lactobacillus acidophilus
 Lactobacillus johnsonii
 Lactobacillus plantarum
 Lactococcus lactis
 Legionella pneumophila Philadelphia 1
 Leifsonia xyli
 Leptospira interrogans Icterohaemorrhagiae
 Leptospira interrogans lai
 Listeria innocua
 Listeria monocytogenes 1/2a
 Listeria monocytogenes 4b
 Mannheimia succiniciproducens
 Mesoplasma florum
 Methanobacterium thermoautotrophicum
 Methanococcus jannaschii
 Methanococcus maripaludis
 Methanopyrus kandleri
 Methanosarcina acetivorans
 Methylococcus capsulatus
 Mycobacterium paratuberculosis
 Mycoplasma gallisepticum
 Mycoplasma genitalium
 Mycoplasma hyopneumoniae
 Mycoplasma mobile
 Mycoplasma mycoides
 Mycoplasma penetrans
 Mycoplasma pneumoniae
 Mycoplasma pulmonis
 Nanoarchaeum equitans
 Neisseria meningitidis A
 Nitrosomonas europaea
 Nocardia farcinica
 Oceanobacillus iheyensis
 Onion yellows phytoplasma
 Parachlamydia sp.
 Pasteurella multocida
 Photobacterium profundum
 Photorhabdus luminescens
 Picrophilus torridus
 Porphyromonas gingivalis
 Prochlorococcus marinus CCMP 1375
 Prochlorococcus marinus CCMP 1378
 Prochlorococcus marinus MIT 9313
 Propionibacterium acnes
 Pseudomonas aeruginosa
 Pyrobaculum aerophilum
 Pyrococcus horikoshii
 Ralstonia solanacearum
 Rhizobium loti
 Rhizobium meliloti
 Rhodopirellula baltica
 Rhodopseudomonas palustris
 Rickettsia conorii
 Salmonella typhi CT18
 Shewanella oneidensis
 Shigella flexneri 301
 Silicibacter pomeroyi
 Staphylococcus aureus COL
 Staphylococcus aureus MRSA252
 Staphylococcus aureus MSSA476
 Staphylococcus aureus MW2
 Staphylococcus aureus Mu50
 Staphylococcus aureus N315
 Staphylococcus epidermidis ATCC 12228
 Streptococcus agalactiae III
 Streptococcus agalactiae V
 Streptococcus mutans
 Streptococcus pneumoniae ATCC BAA-255
 Streptococcus pneumoniae TIGR4
 Streptococcus pyogenes MGAS10394
 Streptococcus pyogenes MGAS315
 Streptococcus pyogenes MGAS8232
 Streptococcus pyogenes SF370
 Streptococcus pyogenes SSI-1
 Streptococcus thermophilus ATCC BAA-250
 Streptococcus thermophilus CNRZ 1066
 Streptomyces avermitilis
 Sulfolobus tokodaii
 Symbiobacterium thermophilum
 Synechococcus elongatus
 Synechococcus sp. PCC 6301
 Synechococcus sp. WH8102
 Synechocystis sp.
 Thermoanaerobacter tengcongensis
 Thermoplasma volcanium
 Thermotoga maritima
 Thermus thermophilus HB27
 Treponema denticola
 Treponema pallidum
 Tropheryma whipplei Twist
 Ureaplasma parvum
 Vibrio vulnificus YJ016
 Wigglesworthia glossinidia brevipalpis
 Wolbachia sp.
 Wolinella succinogenes
 Xanthomonas axonopodis
 Xylella fastidiosa Temecula1
 Yersinia pseudotuberculosis
 Zymomonas mobilis
Level 6
105
Level 7
106 Sets of reference organisms
 Acinetobacter sp.
 Aeropyrum pernix
 Anabaena sp.
 Anaplasma marginale
 Aquifex aeolicus
 Archaeoglobus fulgidus
 Azoarcus sp.
 Bacillus anthracis 0581
 Bacillus anthracis Porton
 Bacillus anthracis Sterne
 Bacillus cereus ATCC 10987
 Bacillus cereus ATCC 14579
 Bacillus cereus ZK
 Bacillus clausii
 Bacillus halodurans
 Bacillus licheniformis Goettingen
 Bacillus subtilis
 Bacillus thuringiensis
 Bacteroides fragilis YCH46
 Bacteroides thetaiotaomicron
 Bartonella henselae
 Bartonella quintana
 Bdellovibrio bacteriovorus
 Bifidobacterium longum
 Bordetella bronchiseptica
 Bordetella parapertussis
 Bordetella pertussis
 Borrelia burgdorferi
 Borrelia garinii
 Bradyrhizobium japonicum
 Brucella melitensis
 Brucella suis
 Buchnera aphidicola Acyrthosiphon pisum
 Buchnera aphidicola Baizongia pistaciae
 Buchnera aphidicola Schizaphis graminum
 Burkholderia mallei
 Burkholderia pseudomallei
 Campylobacter jejuni NCTC 11168
 Campylobacter jejuni RM1221
 Candidatus Blochmannia floridanus
 Caulobacter crescentus
 Chlamydia muridarum
 Chlamydia pneumoniae AR39
 Chlamydia pneumoniae CWL029
 Chlamydia pneumoniae J138
 Chlamydia pneumoniae TW-183
 Chlamydia trachomatis
 Chlamydophila caviae
 Chlorobium tepidum
 Chromobacterium violaceum
 Clostridium acetobutylicum
 Clostridium perfringens
 Clostridium tetani
 Corynebacterium glutamicum Nakagawa
 Coxiella burnetii
 Deinococcus radiodurans
 Desulfotalea psychrophila
 Desulfovibrio vulgaris
 Ehrlichia ruminantium CIRAD
 Ehrlichia ruminantium Gardel
 Enterococcus faecalis
 Erwinia carotovora
 Escherichia coli EDL933
 Escherichia coli K12
 Escherichia coli O6 UPEC
 Escherichia coli Sakai
 Francisella tularensis
 Fusobacterium nucleatum
 Geobacillus kaustophilus
 Geobacter sulfurreducens
 Gloeobacter violaceus
 Gluconobacter oxydans
 Haemophilus ducreyi
 Haemophilus influenzae ATCC 51907
 Haloarcula marismortui
 Halobacterium salinarium
 Helicobacter hepaticus
 Helicobacter pylori ATCC 700392
 Helicobacter pylori J99
 Idiomarina loihiensis
 Lactobacillus acidophilus
 Lactobacillus johnsonii
 Lactobacillus plantarum
 Lactococcus lactis
 Legionella pneumophila Lens
 Legionella pneumophila Paris
 Legionella pneumophila Philadelphia 1
 Leifsonia xyli
 Leptospira interrogans Icterohaemorrhagiae
 Leptospira interrogans lai
 Listeria innocua
 Listeria monocytogenes 1/2a
 Listeria monocytogenes 4b
 Mannheimia succiniciproducens
 Mesoplasma florum
 Methanobacterium thermoautotrophicum
 Methanococcus jannaschii
 Methanococcus maripaludis
 Methanopyrus kandleri
 Methanosarcina acetivorans
 Methanosarcina mazei
 Methylococcus capsulatus
 Mycobacterium paratuberculosis
 Mycoplasma gallisepticum
 Mycoplasma genitalium
 Mycoplasma hyopneumoniae
 Mycoplasma mobile
 Mycoplasma mycoides
 Mycoplasma penetrans
 Mycoplasma pneumoniae
 Mycoplasma pulmonis
 Nanoarchaeum equitans
 Neisseria meningitidis A
 Neisseria meningitidis B
 Nitrosomonas europaea
 Nocardia farcinica
 Oceanobacillus iheyensis
 Onion yellows phytoplasma
 Parachlamydia sp.
 Pasteurella multocida
 Photobacterium profundum
 Photorhabdus luminescens
 Picrophilus torridus
 Porphyromonas gingivalis
 Prochlorococcus marinus CCMP 1375
 Prochlorococcus marinus CCMP 1378
 Prochlorococcus marinus MIT 9313
 Propionibacterium acnes
 Pseudomonas aeruginosa
 Pseudomonas putida
 Pseudomonas syringae tomato
 Pyrobaculum aerophilum
 Pyrococcus furiosus
 Pyrococcus horikoshii
 Ralstonia solanacearum
 Rhizobium loti
 Rhizobium meliloti
 Rhodopirellula baltica
 Rhodopseudomonas palustris
 Rickettsia conorii
 Salmonella paratyphi-a
 Salmonella typhi ATCC 700931
 Salmonella typhi CT18
 Salmonella typhimurium
 Shewanella oneidensis
 Shigella flexneri 2457T
 Shigella flexneri 301
 Silicibacter pomeroyi
 Staphylococcus aureus COL
 Staphylococcus aureus MRSA252
 Staphylococcus aureus MSSA476
 Staphylococcus aureus MW2
 Staphylococcus aureus Mu50
 Staphylococcus aureus N315
 Staphylococcus epidermidis ATCC 12228
 Streptococcus agalactiae III
 Streptococcus agalactiae V
 Streptococcus mutans
 Streptococcus pneumoniae ATCC BAA-255
 Streptococcus pneumoniae TIGR4
 Streptococcus pyogenes MGAS10394
 Streptococcus pyogenes MGAS315
 Streptococcus pyogenes MGAS8232
 Streptococcus pyogenes SF370
 Streptococcus pyogenes SSI-1
 Streptococcus thermophilus ATCC BAA-250
 Streptococcus thermophilus CNRZ 1066
 Streptomyces avermitilis
 Sulfolobus solfataricus
 Sulfolobus tokodaii
 Symbiobacterium thermophilum
 Synechococcus elongatus
 Synechococcus sp. PCC 6301
 Synechococcus sp. WH8102
 Synechocystis sp.
 Thermoanaerobacter tengcongensis
 Thermoplasma acidophilum
 Thermoplasma volcanium
 Thermotoga maritima
 Thermus thermophilus HB27
 Thermus thermophilus HB8
 Treponema denticola
 Treponema pallidum
 Tropheryma whipplei Twist
 Ureaplasma parvum
 Vibrio cholerae
 Vibrio parahaemolyticus
 Vibrio vulnificus CMCP6
 Vibrio vulnificus YJ016
 Wigglesworthia glossinidia brevipalpis
 Wolbachia sp.
 Wolinella succinogenes
 Xanthomonas axonopodis
 Xanthomonas campestris campestris
 Xanthomonas oryzae
 Xylella fastidiosa 9a5c
 Xylella fastidiosa Temecula1
 Yersinia pestis 91001
 Yersinia pestis CO-92
 Yersinia pestis KIM5
 Yersinia pseudotuberculosis
 Zymomonas mobilis
Level 7
107
Level 8
108 Sets of reference organisms
 Acinetobacter sp.
 Aeropyrum pernix
 Agrobacterium tumefaciens Dupont
 Anabaena sp.
 Anaplasma marginale
 Aquifex aeolicus
 Archaeoglobus fulgidus
 Azoarcus sp.
 Bacillus anthracis 0581
 Bacillus anthracis Porton
 Bacillus anthracis Sterne
 Bacillus cereus ATCC 10987
 Bacillus cereus ATCC 14579
 Bacillus cereus ZK
 Bacillus clausii
 Bacillus halodurans
 Bacillus licheniformis Goettingen
 Bacillus subtilis
 Bacillus thuringiensis
 Bacteroides fragilis YCH46
 Bacteroides thetaiotaomicron
 Bartonella henselae
 Bartonella quintana
 Bdellovibrio bacteriovorus
 Bifidobacterium longum
 Bordetella bronchiseptica
 Bordetella parapertussis
 Bordetella pertussis
 Borrelia burgdorferi
 Borrelia garinii
 Bradyrhizobium japonicum
 Brucella melitensis
 Brucella suis
 Buchnera aphidicola Acyrthosiphon pisum
 Buchnera aphidicola Baizongia pistaciae
 Buchnera aphidicola Schizaphis graminum
 Burkholderia mallei
 Burkholderia pseudomallei
 Campylobacter jejuni NCTC 11168
 Campylobacter jejuni RM1221
 Candidatus Blochmannia floridanus
 Caulobacter crescentus
 Chlamydia muridarum
 Chlamydia pneumoniae AR39
 Chlamydia pneumoniae CWL029
 Chlamydia pneumoniae J138
 Chlamydia pneumoniae TW-183
 Chlamydia trachomatis
 Chlamydophila caviae
 Chlorobium tepidum
 Chromobacterium violaceum
 Clostridium acetobutylicum
 Clostridium perfringens
 Clostridium tetani
 Corynebacterium diphtheriae
 Corynebacterium efficiens
 Corynebacterium glutamicum Nakagawa
 Coxiella burnetii
 Deinococcus radiodurans
 Desulfotalea psychrophila
 Desulfovibrio vulgaris
 Ehrlichia ruminantium CIRAD
 Ehrlichia ruminantium Gardel
 Enterococcus faecalis
 Erwinia carotovora
 Escherichia coli EDL933
 Escherichia coli K12
 Escherichia coli O6 UPEC
 Escherichia coli Sakai
 Francisella tularensis
 Fusobacterium nucleatum
 Geobacillus kaustophilus
 Geobacter sulfurreducens
 Gloeobacter violaceus
 Gluconobacter oxydans
 Haemophilus ducreyi
 Haemophilus influenzae ATCC 51907
 Haloarcula marismortui
 Halobacterium salinarium
 Helicobacter hepaticus
 Helicobacter pylori ATCC 700392
 Helicobacter pylori J99
 Idiomarina loihiensis
 Lactobacillus acidophilus
 Lactobacillus johnsonii
 Lactobacillus plantarum
 Lactococcus lactis
 Legionella pneumophila Lens
 Legionella pneumophila Paris
 Legionella pneumophila Philadelphia 1
 Leifsonia xyli
 Leptospira interrogans Icterohaemorrhagiae
 Leptospira interrogans lai
 Listeria innocua
 Listeria monocytogenes 1/2a
 Listeria monocytogenes 4b
 Mannheimia succiniciproducens
 Mesoplasma florum
 Methanobacterium thermoautotrophicum
 Methanococcus jannaschii
 Methanococcus maripaludis
 Methanopyrus kandleri
 Methanosarcina acetivorans
 Methanosarcina mazei
 Methylococcus capsulatus
 Mycobacterium leprae
 Mycobacterium paratuberculosis
 Mycobacterium tuberculosis Oshkosh
 Mycoplasma gallisepticum
 Mycoplasma genitalium
 Mycoplasma hyopneumoniae
 Mycoplasma mobile
 Mycoplasma mycoides
 Mycoplasma penetrans
 Mycoplasma pneumoniae
 Mycoplasma pulmonis
 Nanoarchaeum equitans
 Neisseria meningitidis A
 Neisseria meningitidis B
 Nitrosomonas europaea
 Nocardia farcinica
 Oceanobacillus iheyensis
 Onion yellows phytoplasma
 Parachlamydia sp.
 Pasteurella multocida
 Photobacterium profundum
 Photorhabdus luminescens
 Picrophilus torridus
 Porphyromonas gingivalis
 Prochlorococcus marinus CCMP 1375
 Prochlorococcus marinus CCMP 1378
 Prochlorococcus marinus MIT 9313
 Propionibacterium acnes
 Pseudomonas aeruginosa
 Pseudomonas putida
 Pseudomonas syringae tomato
 Pyrobaculum aerophilum
 Pyrococcus furiosus
 Pyrococcus horikoshii
 Ralstonia solanacearum
 Rhizobium loti
 Rhizobium meliloti
 Rhodopirellula baltica
 Rhodopseudomonas palustris
 Rickettsia conorii
 Rickettsia prowazekii
 Salmonella paratyphi-a
 Salmonella typhi ATCC 700931
 Salmonella typhi CT18
 Salmonella typhimurium
 Shewanella oneidensis
 Shigella flexneri 2457T
 Shigella flexneri 301
 Silicibacter pomeroyi
 Staphylococcus aureus COL
 Staphylococcus aureus MRSA252
 Staphylococcus aureus MSSA476
 Staphylococcus aureus MW2
 Staphylococcus aureus Mu50
 Staphylococcus aureus N315
 Staphylococcus epidermidis ATCC 12228
 Streptococcus agalactiae III
 Streptococcus agalactiae V
 Streptococcus mutans
 Streptococcus pneumoniae ATCC BAA-255
 Streptococcus pneumoniae TIGR4
 Streptococcus pyogenes MGAS10394
 Streptococcus pyogenes MGAS315
 Streptococcus pyogenes MGAS8232
 Streptococcus pyogenes SF370
 Streptococcus pyogenes SSI-1
 Streptococcus thermophilus ATCC BAA-250
 Streptococcus thermophilus CNRZ 1066
 Streptomyces avermitilis
 Streptomyces coelicolor
 Sulfolobus solfataricus
 Sulfolobus tokodaii
 Symbiobacterium thermophilum
 Synechococcus elongatus
 Synechococcus sp. PCC 6301
 Synechococcus sp. WH8102
 Synechocystis sp.
 Thermoanaerobacter tengcongensis
 Thermoplasma acidophilum
 Thermoplasma volcanium
 Thermotoga maritima
 Thermus thermophilus HB27
 Thermus thermophilus HB8
 Treponema denticola
 Treponema pallidum
 Tropheryma whipplei TW08/27
 Tropheryma whipplei Twist
 Ureaplasma parvum
 Vibrio cholerae
 Vibrio parahaemolyticus
 Vibrio vulnificus CMCP6
 Vibrio vulnificus YJ016
 Wigglesworthia glossinidia brevipalpis
 Wolbachia pipientis wMel
 Wolbachia sp.
 Wolinella succinogenes
 Xanthomonas axonopodis
 Xanthomonas campestris campestris
 Xanthomonas oryzae
 Xylella fastidiosa 9a5c
 Xylella fastidiosa Temecula1
 Yersinia pestis 91001
 Yersinia pestis CO-92
 Yersinia pestis KIM5
 Yersinia pseudotuberculosis
 Zymomonas mobilis
Level 8
109
Level 9 = Nearest 7 = All
110 Sets of reference organisms
Acinetobacter sp. 
Aeropyrum pernix 
Agrobacterium tumefaciens 
Anabaena sp. 
Anaplasma marginale 
Aquifex aeolicus 
Archaeoglobus fulgidus 
Azoarcus sp. 
Bacillus anthracis 
Bacillus anthracis 
Bacillus anthracis 
Bacillus cereus 
Bacillus cereus 
Bacillus cereus 
Bacillus clausii 
Bacillus halodurans 
Bacillus licheniformis 
Bacillus subtilis 
Bacillus thuringiensis 
Bacteroides fragilis 
Bacteroides thetaiotaomicron 
Bartonella henselae 
Bartonella quintana 
Bdellovibrio bacteriovorus 
Bifidobacterium longum 
Bordetella bronchiseptica 
Bordetella parapertussis 
Bordetella pertussis 
Borrelia burgdorferi 
Borrelia garinii 
Bradyrhizobium japonicum 
Brucella melitensis 
Brucella suis                                                              
Buchnera aphidicola 
Buchnera aphidicola 
Buchnera aphidicola 
Burkholderia mallei 
Burkholderia pseudomallei 
Campylobacter jejuni 
Campylobacter jejuni 
Candidatus Blochmannia 
Caulobacter crescentus 
Chlamydia muridarum 
Chlamydia pneumoniae 
Chlamydia pneumoniae 
Chlamydia pneumoniae 
Chlamydia pneumoniae 
Chlamydia trachomatis 
Chlamydophila caviae 
Chlorobium tepidum 
Chromobacterium violaceum 
Clostridium acetobutylicum 
Clostridium perfringens 
Clostridium tetani 
Corynebacterium diphtheriae 
Corynebacterium efficiens 
Corynebacterium glutamicum 
Coxiella burnetii 
Deinococcus radiodurans 
Desulfotalea psychrophila 
Desulfovibrio vulgaris 
Ehrlichia ruminantium 
Ehrlichia ruminantium 
Enterococcus faecalis 
Erwinia carotovora 
Escherichia coli 
Escherichia coli 
Escherichia coli 
Escherichia coli 
Francisella tularensis 
Fusobacterium nucleatum 
Geobacillus kaustophilus 
Geobacter sulfurreducens 
Gloeobacter violaceus 
Gluconobacter oxydans 
Haemophilus ducreyi 
Haemophilus influenzae 
Haloarcula marismortui 
Halobacterium salinarium 
Helicobacter hepaticus 
Helicobacter pylori 
Helicobacter pylori 
Idiomarina loihiensis 
Lactobacillus acidophilus 
Lactobacillus johnsonii 
Lactobacillus plantarum 
Lactococcus lactis 
Legionella pneumophila 
Legionella pneumophila 
Legionella pneumophila 
Leifsonia xyli 
Leptospira interrogans 
Leptospira interrogans 
Listeria innocua 
Listeria monocytogenes 
Listeria monocytogenes 
Mannheimia succiniciproducens 
Mesoplasma florum 
Methanobacterium thermoautotrophicum 
Methanococcus jannaschii 
Methanococcus maripaludis 
Methanopyrus kandleri 
Methanosarcina acetivorans 
Methanosarcina mazei 
Methylococcus capsulatus 
Mycobacterium bovis 
Mycobacterium leprae 
Mycobacterium paratuberculosis 
Mycobacterium tuberculosis 
Mycobacterium tuberculosis 
Mycoplasma gallisepticum 
Mycoplasma genitalium 
Mycoplasma hyopneumoniae 
Mycoplasma mobile 
Mycoplasma mycoides 
Mycoplasma penetrans 
Mycoplasma pneumoniae 
Mycoplasma pulmonis 
Nanoarchaeum equitans 
Neisseria meningitidis 
Neisseria meningitidis 
Nitrosomonas europaea 
Nocardia farcinica 
Oceanobacillus iheyensis 
Onion yellows 
Parachlamydia sp. 
Pasteurella multocida 
Photobacterium profundum 
Photorhabdus luminescens 
Picrophilus torridus 
Porphyromonas gingivalis 
Prochlorococcus marinus 
Prochlorococcus marinus 
Prochlorococcus marinus 
Propionibacterium acnes 
Pseudomonas aeruginosa 
Pseudomonas putida 
Pseudomonas syringae 
Pyrobaculum aerophilum 
Pyrococcus furiosus 
Pyrococcus horikoshii 
Ralstonia solanacearum 
Rhizobium loti 
Rhizobium meliloti 
Rhodopirellula baltica 
Rhodopseudomonas palustris 
Rickettsia conorii 
Rickettsia prowazekii 
Rickettsia typhi 
Salmonella paratyphi-a 
Salmonella typhi 
Salmonella typhi 
Salmonella typhimurium 
Shewanella oneidensis 
Shigella flexneri 
Shigella flexneri 
Silicibacter pomeroyi 
Staphylococcus aureus 
Staphylococcus aureus 
Staphylococcus aureus 
Staphylococcus aureus
Staphylococcus aureus
Staphylococcus aureus
Staphylococcus epidermidis
Streptococcus agalactiae
Streptococcus agalactiae
Streptococcus mutans
Streptococcus pneumoniae
Streptococcus pneumoniae
Streptococcus pyogenes
Streptococcus pyogenes
Streptococcus pyogenes
Streptococcus pyogenes
Streptococcus pyogenes
Streptococcus thermophilus
Streptococcus thermophilus
Streptomyces avermitilis
Streptomyces coelicolor
Sulfolobus solfataricus
Sulfolobus tokodaii
Symbiobacterium thermophilum
Synechococcus elongatus
Synechococcus sp.
Synechococcus sp.
Synechocystis sp.
Thermoanaerobacter tengcongensis
Thermoplasma acidophilum
Thermoplasma volcanium
Thermotoga maritima
Thermus thermophilus
Thermus thermophilus
Treponema denticola
Treponema pallidum
Tropheryma whipplei
Tropheryma whipplei
Ureaplasma parvum
Vibrio cholerae
Vibrio parahaemolyticus
Vibrio vulnificus
Vibrio vulnificus
Wigglesworthia glossinidia
Wolbachia pipientis
Wolbachia sp.
Wolinella succinogenes
Xanthomonas axonopodis
Xanthomonas campestris
Xanthomonas oryzae
Xylella fastidiosa
Xylella fastidiosa
Yersinia pestis
Yersinia pestis
Yersinia pestis
Yersinia pseudotuberculosis
Zymomonas mobilis
Level 9 = Nearest 7 = All
111
Nearest 2
112 Sets of reference organisms
 Buchnera aphidicola Acyrthosiphon pisum
 Buchnera aphidicola Baizongia pistaciae
 Buchnera aphidicola Schizaphis graminum
 Candidatus Blochmannia floridanus
 Erwinia carotovora
 Escherichia coli EDL933
 Escherichia coli K12
 Escherichia coli O6 UPEC
 Escherichia coli Sakai
 Photorhabdus luminescens
 Salmonella paratyphi-a
 Salmonella typhi ATCC 700931
 Salmonella typhi CT18
 Salmonella typhimurium
 Shigella flexneri 2457T
 Shigella flexneri 301
 Wigglesworthia glossinidia brevipalpis
 Yersinia pestis 91001
 Yersinia pestis CO-92
 Yersinia pestis KIM5
 Yersinia pseudotuberculosis
Nearest 2
113
Nearest 3 = Nearest 4
114 Sets of reference organisms
 Acinetobacter sp.
 Buchnera aphidicola Acyrthosiphon pisum
 Buchnera aphidicola Baizongia pistaciae
 Buchnera aphidicola Schizaphis graminum
 Candidatus Blochmannia floridanus
 Coxiella burnetii
 Erwinia carotovora
 Escherichia coli EDL933
 Escherichia coli K12
 Escherichia coli O6 UPEC
 Escherichia coli Sakai
 Francisella tularensis
 Haemophilus ducreyi
 Haemophilus influenzae ATCC 51907
 Idiomarina loihiensis
 Legionella pneumophila Lens
 Legionella pneumophila Paris
 Legionella pneumophila Philadelphia 1
 Mannheimia succiniciproducens
 Methylococcus capsulatus
 Pasteurella multocida
 Photobacterium profundum
 Photorhabdus luminescens
 Pseudomonas aeruginosa
 Pseudomonas putida
 Pseudomonas syringae tomato
 Salmonella paratyphi-a
 Salmonella typhi ATCC 700931
 Salmonella typhi CT18
 Salmonella typhimurium
 Shewanella oneidensis
 Shigella flexneri 2457T
 Shigella flexneri 301
 Vibrio cholerae
 Vibrio parahaemolyticus
 Vibrio vulnificus CMCP6
 Vibrio vulnificus YJ016
 Wigglesworthia glossinidia brevipalpis
 Xanthomonas axonopodis
 Xanthomonas campestris campestris
 Xanthomonas oryzae
 Xylella fastidiosa 9a5c
 Xylella fastidiosa Temecula1
 Yersinia pestis 91001
 Yersinia pestis CO-92
 Yersinia pestis KIM5
 Yersinia pseudotuberculosis
Nearest 3 = Nearest 4
115
Nearest 5
116 Sets of reference organisms
 Acinetobacter sp.
 Agrobacterium tumefaciens Dupont
 Anaplasma marginale
 Azoarcus sp.
 Bartonella henselae
 Bartonella quintana
 Bdellovibrio bacteriovorus
 Bordetella bronchiseptica
 Bordetella parapertussis
 Bordetella pertussis
 Bradyrhizobium japonicum
 Brucella melitensis
 Brucella suis
 Buchnera aphidicola Acyrthosiphon pisum
 Buchnera aphidicola Baizongia pistaciae
 Buchnera aphidicola Schizaphis graminum
 Burkholderia mallei
 Burkholderia pseudomallei
 Campylobacter jejuni NCTC 11168
 Campylobacter jejuni RM1221
 Candidatus Blochmannia floridanus
 Caulobacter crescentus
 Chromobacterium violaceum
 Coxiella burnetii
 Desulfotalea psychrophila
 Desulfovibrio vulgaris
 Ehrlichia ruminantium CIRAD
 Ehrlichia ruminantium Gardel
 Erwinia carotovora
 Escherichia coli EDL933
 Escherichia coli K12
 Escherichia coli O6 UPEC
 Escherichia coli Sakai
 Francisella tularensis
 Geobacter sulfurreducens
 Gluconobacter oxydans
 Haemophilus ducreyi
 Haemophilus influenzae ATCC 51907
 Helicobacter hepaticus
 Helicobacter pylori ATCC 700392
 Helicobacter pylori J99
 Idiomarina loihiensis
 Legionella pneumophila Lens
 Legionella pneumophila Paris
 Legionella pneumophila Philadelphia 1
 Mannheimia succiniciproducens
 Methylococcus capsulatus
 Neisseria meningitidis A
 Neisseria meningitidis B
 Nitrosomonas europaea
 Pasteurella multocida
 Photobacterium profundum
 Photorhabdus luminescens
 Pseudomonas aeruginosa
 Pseudomonas putida
 Pseudomonas syringae tomato
 Ralstonia solanacearum
 Rhizobium loti
 Rhizobium meliloti
 Rhodopseudomonas palustris
 Rickettsia conorii
 Rickettsia prowazekii
 Rickettsia typhi
 Salmonella paratyphi-a
 Salmonella typhi ATCC 700931
 Salmonella typhi CT18
 Salmonella typhimurium
 Shewanella oneidensis
 Shigella flexneri 2457T
 Shigella flexneri 301
 Silicibacter pomeroyi
 Vibrio cholerae
 Vibrio parahaemolyticus
 Vibrio vulnificus CMCP6
 Vibrio vulnificus YJ016
 Wigglesworthia glossinidia brevipalpis
 Wolbachia pipientis wMel
 Wolbachia sp.
 Wolinella succinogenes
 Xanthomonas axonopodis
 Xanthomonas campestris campestris
 Xanthomonas oryzae
 Xylella fastidiosa 9a5c
 Xylella fastidiosa Temecula1
 Yersinia pestis 91001
 Yersinia pestis CO-92
 Yersinia pestis KIM5
 Yersinia pseudotuberculosis
 Zymomonas mobilis
Nearest 5
117
Nearest 6
118 Sets of reference organisms
 Acinetobacter sp.
 Agrobacterium tumefaciens Dupont
 Anabaena sp.
 Anaplasma marginale
 Aquifex aeolicus
 Azoarcus sp.
 Bacillus anthracis 0581
 Bacillus anthracis Porton
 Bacillus anthracis Sterne
 Bacillus cereus ATCC 10987
 Bacillus cereus ATCC 14579
 Bacillus cereus ZK
 Bacillus clausii
 Bacillus halodurans
 Bacillus licheniformis Goettingen
 Bacillus subtilis
 Bacillus thuringiensis
 Bacteroides fragilis YCH46
 Bacteroides thetaiotaomicron
 Bartonella henselae
 Bartonella quintana
 Bdellovibrio bacteriovorus
 Bifidobacterium longum
 Bordetella bronchiseptica
 Bordetella parapertussis
 Bordetella pertussis
 Borrelia burgdorferi
 Borrelia garinii
 Bradyrhizobium japonicum
 Brucella melitensis
 Brucella suis
 Buchnera aphidicola Acyrthosiphon pisum
 Buchnera aphidicola Baizongia pistaciae
 Buchnera aphidicola Schizaphis graminum
 Burkholderia mallei
 Burkholderia pseudomallei
 Campylobacter jejuni NCTC 11168
 Campylobacter jejuni RM1221
 Candidatus Blochmannia floridanus
 Caulobacter crescentus
 Chlamydia muridarum
 Chlamydia pneumoniae AR39
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Supplementary figures
The next pages contain a list of supplementary figures providing additional insight on the ap-
proaches used to predict protein interactions using coevolution. All these figures are referenced in
the main manuscript but relegated to the backend to improve the readability.
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Figure S1: Performance obtained using different combinations of: phylogenetic tree compar-
ative methods, interaction evidence and predicted accessibility filter. Different performances
are calculated using the Area Under the ROC Curve (AUC). In order to highlight the differences
between the different methods and interaction datasets, the scales were adjusted independently.
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Figure S2: Performances of the different methods predicting different types of interactions
using trees derived from positions with different predicted accessibility features. The perfor-
mance is evaluated as the Area Under the ROC Curve (AUC) using predicted accessibility derived
from MSAs of orthologs.
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Figure S3: Performances of the different methods predicting different types of interactions
using trees derived from positions with different predicted accessibility features. The perfor-
mance is evaluated as the Area Under the ROC Curve (AUC) using predicted accessibility derived
from MSAs of orthologs. In order to highlight the differences, the axis scales were adjusted inde-
pendently for each case.
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Figure S4: Relationship between the performances of the different methods and the lengths
of the virtual alignments for the different datasets. The length of the virtual alignment is the
number of positions (fulfilling a given predicted accessibility criteria –colors-) used to construct
the trees.
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Figure S5: Positive predictions obtained using different combinations of: phylogenetic tree
comparative methods, interaction evidence and predicted accessibility filter. The bars repre-
sent the total number of positives (nP) for which the calculation could be done (fulfilling organisms
in common and P-value criteria) for a given prediction. The dark-blue bars, represent the subset
of true positives among the first nP protein pairs.
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Figure S6: Matrix of partial ROC curves. The partial ROC curves evaluate the performance of a
given list of predictions obtained by the combination of a methodology (columns), a dataset of
interactions (rows) and a set of organisms (colors according to the legend). In the legend, the
number of organisms present in the dataset is included within brackets. The dashed line represents
the performance of a random classifier. The different plots are in the same scale in order to compare
their global performances.
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Figure S7: Maximum F-measure for each method/organism set. The optimal F-measure along
the range of possible cutoffs is showed in these bar plots. The rows represent the interaction
dataset and the columns the methods. For a given combination of method and interaction dataset
the colored bars represent different sets of organisms used to reconstruct the phylogenetic trees.
Extended labels, as well as the number of organisms are shown in the legend.
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Figure S8: Performance of the mirrortree and p-mirrortree methods when predicting inter-
actions using different sets of organisms based on the fully-sequenced genomes available
in the period 2000-2010 and different taxonomical redundancies. The performances were
evaluated in terms of AUC using a gold standard dataset of protein interactions defined as co-
membership in the same KEGG pathway.
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Figure S9: Historic coverage of mirrortree-based methodologies when pairs of trees with all,
more than 15 organisms in common or more than 30 organisms in common are considered
in order to predict proteins in the same macromolecular complex. The “Total Predictions”
were calculated using the total number of possible pairs above the corresponding threshold of
minimum organisms when both are present in at least one reported interaction in the “Complexes”
dataset.
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Figure S10: Accuracy vs. number of positives in 4 different hierarchichal clustering algo-
rithms predicting protein interactions. Cophenetic distances from the resulting clustering of
coevolutionary profiles were used to score the predictions. The clusterings algorithms were based
on Ward’s minimum variance (“ward”), neighbor-joining (“nj”), UPGMA (“upgma”) and complete
linkage (“complete”). Protein interactions were evaluated using the “Complexes” gold standard
dataset.
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Published works
The next pages contain three co-authored studies which partly overlap with the different topics of
this thesis.
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Studying the co-evolution of protein families with the Mirrortree
web server
David Ochoa and Florencio Pazos∗
National Centre for Biotechnology, Computational Systems Biology Group (CNB-CSIC), c/ Darwin, 3. Cantoblanco,
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ABSTRACT
Summary: The Mirrortree server allows to graphically and
interactively study the co-evolution of two protein families, and
investigate their possible interactions and functional relationships in
a taxonomic context. The server includes the possibility of starting
from single sequences and hence it can be used by non-expert users.
Availability and Implementation: The web server is freely available
at http://csbg.cnb.csic.es/mtserver. It was tested in the main web
browsers. Adobe Flash Player is required at the client side to perform
the interactive assessment of co-evolution.
Contact: pazos@cnb.csic.es
Supplementary information: Supplementary data are available at
Bioinformatics online.
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1 INTRODUCTION
A lot of biological knowledge is hidden in the complex networks of
relationships of different nature between molecular entities. In the
case of proteins, their biological roles can only be fully understood
in the context of their interaction with others. This importance
in deciphering as much as possible of the complex network
of interactions and functional relationships between proteins has
led to the development of specific experimental (Shoemaker and
Panchenko, 2007a) and computational (Shoemaker and Panchenko,
2007b) techniques for this task. One family of these computational
techniques is based on the observed relationship between protein
interactions and co-evolution [similarity of evolutionary histories as
represented by phylogenetic trees; see Pazos and Valencia (2008)
and references herein]. This approach, termed mirrortree, has been
applied not only to look for interaction partners in large datasets
of proteins (e.g. Juan et al., 2008), but also to study in depth
the co-evolution and interactions in particular pairs of protein
families (e.g. Dou et al., 2006; Labedan et al., 2004; McPartland
et al., 2007). Many authors developed variations and different
implementations of this approach [e.g. see references in Pazos and
Valencia (2008)], but none of them are intended to be operated by
non-experts users. They are either very specific for certain needs or
are distributed as non-interactive command-line programs or require
a complex preparation of the input data (e.g. generation of the
multiple sequence alignments (MSAs) and/or phylogenetic trees).
∗To whom correspondence should be addressed.
This precludes these techniques from being used by most molecular
biologists.
In this work, we present the Mirrortree server, an automatic system
for the interactive assessment of co-evolutionary features between
two protein families. The system only requires as input the sequence
of a single representative of each family to start, which allows it to
be used by non-bioinformaticians. All the subsequent steps (search
for homologues, localization of orthologues, generation and filtering
of MSAs and trees, and tree comparison) are fully automatic.
Nevertheless, expert users have the possibility of providing their
(manually curated) MSAs or trees. Moreover, the tree comparison
is done in an interactive interface that allows users to study in depth
the co-evolution of their families and investigate their interactions
in a taxonomic context.
2 WORKFLOW
Supplementary Material 1 contains an exhaustive description of the
server workflow. What follows is a short description. Each one of the
two input sequences is BLASTed (Altschul et al., 1997) against the
Integr8 database of fully sequenced genomes (Kersey et al., 2005).
The list of putative homologues is filtered to discard fragments,
divergent sequences, etc. The remaining sequences are aligned with
Muscle (Edgar, 2004). The resulting MSA is filtered again (see
Supplementary Material 1 for details) and only one homologue per
species is retained as the putative orthologue (the one with highest
similarity to the master). The final MSA of putative orthologues is
used to construct a phylogenetic tree with the ‘neighbour-joining’
(NJ) algorithm implemented in ClustalW (Chenna et al., 2003).
Expert users can bypass these steps by providing their own MSAs or
phylogenetic trees (i.e. generated with more sophisticated techniques
than NJ). The computationally expensive steps are delegated to
a computer cluster. As an example, running the whole process
for two families of around 800 residues long with 120 species in
common takes 10 min.
3 INTERFACE
When the process is completed, the user receives an e-mail
containing a link to the interactive Flash-based visualization of
the trees of the two families (Fig. 1), as well as files with useful
intermediate results (MSAs and trees for the two families, static
graphical representations of the mirroring trees, etc). Organisms
present in both families are connected by lines in this representation.
Tree branches can be swapped in order to confront matching clades
between the two trees and obtain a better representation. The tree
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Mirrortree web server
Fig. 1. Interface of the Mirrortree server. (1) Job submission page. (2) Job
ID and status. (3) Main interface for viewing and manipulating the trees. The
different panels can be shown/hidden and freely moved/resized in a windows-
like manner. (4) Panel with the distance correlation plot. (5) Tree and sub-tree
similarity scales and associated P-values. (6) Taxonomy browser. (7) Uniprot
information for individual proteins.
representation can be zoomed and the user can select different
proteins (leaves) or whole clades (internal nodes) in both trees in
order to restrict the calculation of tree similarity to certain groups of
organisms. Panels with additional tools and information are arranged
on the top of this representation and can be shown/hidden and freely
moved/resized in a windows-based interface (Fig. 1). One of these
panels shows the similarity of the trees as calculated by mirrortree
in a colour scale. The tree similarity for the current selection is
also shown in this panel. Another panel shows information available
for the selected proteins (leaves) in the Uniprot resource (Uniprot
Consortium, 2009), such as protein name, sequence, organism and
reported interactions. Organism selection can also be done by
taxonomic criteria using the included taxonomy browser (Fig. 1),
i.e. to evaluate the co-evolution in a certain kingdom or family.
Selections in the tree are also shown in the taxonomy browser.
The sub-alignment for the sequences in the current selection can
be exported for further analysis. Finally a plot with a simplified
representation of the correlation between the inter-protein distances
in both families is also shown. This plot can show all the distances
or only the ones involving the selected organisms. This plot is very
useful to detect outliers: clouds of points far from the diagonal
representing non-correlated distances that decrease the overall
similarity of the trees. In many cases, these are related to non-
standard evolutionary events such as horizontal gene transfer (Pazos
et al., 2005). Selections of points in this plot cause the corresponding
organisms/clades in the trees to be selected. The server has many
other features extensively explained in a help file. There is also
a guided tutorial for illustrating the kind of studies that can be
performed with the server.
4 CONCLUSION
The Mirrortree server is the first system for interactively assessing
the co-evolution between two protein families in order to evaluate
their possible interactions in a taxonomic framework. There are
related systems such as TSEMA (Izarzugaza et al., 2008) which,
based on the same relationship between protein interactions and
tree similarity, are nevertheless intended for predicting the mapping
(connections between the leaves) between two families already
known to interact. Moreover, that server does not include the
possibility of automatically generating MSAs and hence it is more
difficult to be used by non-experts.
An important requirement for a computational tool to be used
by biologists is simplicity. That left most existing tools for studying
co-evolution and predicting protein interactions out of their standard
toolkit. The Mirrortree server was developed with the goal of being
amenable to be used by non-experts, in such a way that any user
can interactively study the co-evolution between his/her families of
interest in a taxonomic context starting with single sequences.
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Selection of organisms for the co-evolution-based
study of protein interactions
Dorota Herman1,3, David Ochoa1, David Juan2, Daniel Lopez1, Alfonso Valencia2 and Florencio Pazos1*
Abstract
Background: The prediction and study of protein interactions and functional relationships based on similarity of
phylogenetic trees, exemplified by the mirrortree and related methodologies, is being widely used. Although
dependence between the performance of these methods and the set of organisms used to build the trees was
suspected, so far nobody assessed it in an exhaustive way, and, in general, previous works used as many organisms
as possible. In this work we asses the effect of using different sets of organism (chosen according with various
phylogenetic criteria) on the performance of this methodology in detecting protein interactions of different nature.
Results: We show that the performance of three mirrortree-related methodologies depends on the set of
organisms used for building the trees, and it is not always directly related to the number of organisms in a simple
way. Certain subsets of organisms seem to be more suitable for the predictions of certain types of interactions.
This relationship between type of interaction and optimal set of organism for detecting them makes sense in the
light of the phylogenetic distribution of the organisms and the nature of the interactions.
Conclusions: In order to obtain an optimal performance when predicting protein interactions, it is recommended
to use different sets of organisms depending on the available computational resources and data, as well as the
type of interactions of interest.
Background
There are many computational methods for predicting
protein interactions and functional relationships (see
[1-3] for recent reviews). Among them, two types of
techniques, “phylogenetic profiling” and “similarity of
phylogenetic trees”, are based on the fact that interact-
ing or functionally related proteins are co-evolving at
different levels, defining co-evolution as interdependence
between evolutionary histories [4,5].
Phylogenetic profiling [6] is based on the intuitive idea
that the genes of two functionally related protein
families, which need each other to work, will tend to be
both present in the same set of organisms, and probably
absent together in the complementary set. A “phyloge-
netic profile” is a vector representing the pattern of pre-
sence/absence of a given gene in a set of organisms,
eventually with quantitative information on the
sequence similarity of the genes respect to that in a
reference organism [7]. Similarity between two of these
vectors has been shown to be a good indicator of func-
tional relationship between the families they represent.
The similarity of presence/absence patterns between
interacting proteins can be seen as a reflection of an
extreme case of evolutionary dependence (co-evolution)
since the “existence” of the proteins themselves depends
on each other.
Co-evolution between interacting or functionally
related protein families is also reflected in their phyloge-
netic trees, being these more similar than expected.
Such similarity was first qualitatively evaluated and latter
quantified for large collections of interacting and non-
interacting protein pairs in order to statistically assess
its relationship with interaction [8]. Since then, this idea
was applied to study many interacting families, and
many groups developed different implementations and
variations of the methodology (see [2,4,5] for recent
reviews). The basic mirrortree methodology for predict-
ing whether two proteins of a given organism interact
or not starts by looking for orthologs of these two
sequences in a set of genomes. Multiple sequence
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alignments are then generated for these two sets of
orthologs and phylogenetic trees are obtained from
them. Pairwise distances are then calculated for all pos-
sible pairs of sequences in both sets. Finally, the similar-
ity between these two sets of distances is evaluated with
a linear correlation coefficient, using only the distances
involving organisms present in both sets. A high correla-
tion coefficient is indicative of similar trees and hence of
possible co-evolution. This co-evolutive trend points to
a possible interaction or functional relationship between
the proteins. This methodology has recently been fully
automated and implemented in a web server which
allows non-expert users to apply it starting with single
sequences [9]. Moreover, this basic methodology has
been improved in many ways by different authors (see
[4,5] for recent reviews). For example, the background
similarity expected between any pair of trees due to the
underlying speciation process has been subtracted in dif-
ferent ways in order to improve the predictions [10-12].
More recently, networks representing the pair-wise tree
similarities for all proteins in a given genome have been
used to improve the prediction of interaction partners
and to get insight into the substructure and functioning
of macromolecular complexes [13]. Part of this last
methodology consist on representing the co-evolution-
ary context of a given protein by a vector containing its
tree similarities (correlation values) with the rest of the
proteins, and then re-evaluating the eventual co-evolu-
tion between two proteins as the correlation between
their corresponding vectors (co-evolutionary profiles). In
the same framework of genome-wide co-evolutions, a
partial correlation study allows to separate specific from
non-specific co-evolutions [13]. It has been shown that
these two variants are better predictors of interaction
than the original tree correlations.
Both mirrortree and “phylogenetic profiling” use a
reference set of organisms for looking for orthologs and
building the phylogenetic trees or presence/absence pro-
files respectively. The characteristics of this set (number
of organisms, phylogenetic distribution, etc.) are
expected to influence the performance of these meth-
odologies. For phylogenetic profiling, some pioneering
studies addressed this problem by evaluating the effect
of this reference set of genomes on the performance
and range of applicability of the methodology [14,15].
Nevertheless, no equivalent study has been done for
mirrortree and related methodologies. In most studies,
the authors use all genomes available in a given
resource/database (see references in [4,5]) or, in some
cases, they remove redundancy at the strain level [13]. It
is worth studying the effect of the organism set in the
performance of the mirrortree-related methodologies for
three main reasons: i) There could be a subset of organ-
isms yielding better results than the whole set of
available genomes; ii) different types of interactions
(physical, functional, ...) could be better detected using
different subsets of organisms; and iii) with the growing
number of completely-sequenced genomes, there will be
a point in the future were it would not be possible to
use all. In such case, it would be valuable to have
“recipes” on which subset(s) to use, phrased in terms of
number of organisms, phylogenetic distribution, etc.
In this work we explore the effect of using different
reference sets of organisms in the performance of the
original mirrortree algorithm [8] and two of its more
recent variants: profile-correlation and context-mirror
[13]. Starting with the set of 214 genomes used by Juan
et al. [13], we took different subsets sampled according
with different taxonomic criteria, and evaluate the per-
formance of these methodologies using as gold stan-
dards sets of interactions of different nature (physical,
functional, ...). Our goal is to get insight on the influ-
ence of these factors on the co-evolutionary analyses.
The results obtained allowed us to propose a number of
pragmatic recipes for the use of these methodologies in
terms of which subset is better for detecting each parti-
cular type of interactions, and which subset to use when
the number of available sequenced genomes makes it
impossible to use all. Apart from the results obtained
from a large scale evaluation, we also show particular
examples to illustrate how using different sets of organ-
isms can drastically affect the observed co-evolution
between proteins.
Methods
For comparative purposes, we used as initial set of
organisms all the Eubacteria and Archaea that were fully
sequenced and available in the integr8 database [16] at
the time when Juan et al. work was performed: 214 gen-
omes. (In that work, redundancy was removed in order
not to include very similar organisms, ending up in a
final set of 116 organisms.) We then sampled this initial
set according with different taxonomic criteria using E
coli K12 as reference organism, and evaluated the per-
formance of three mirrortree-related methodologies in a
number of sets representing different types of interac-
tions and using these sampled subsets of organisms as
reference sets. Figure 1 illustrates the process.
Selection of different subsets of organisms
We used the NCBI taxonomic tree [17] as framework
for the taxonomy-based selection of organisms. This
tree classifies organisms according with a pre-defined
hierarchy in which the root represents “cellular organ-
isms”, the first level represents the “superkingdoms”
(Archaea and Eubacteria in our dataset, which does not
include eukarya), the next one the “phylums”, and so
on. This tree does not contain quantitative information
Herman et al. BMC Bioinformatics 2011, 12:363
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on phylogenetic distances between organisms. Two cri-
teria were used for performing the selections:
• “Nearest”. Starting from our reference organism (E
coli K12) we follow its taxonomy back to the root of
the tree and successively take all the organisms
belonging to each node. So “nearest_1” represents
the E coli species (4 organisms -strains-), “nearest_2”
contains the Enterobacteriaceae family (21 organ-
isms), and so on up to “nearest_6” which represents
the Bacteria superkingdom (195 organisms) and
“nearest_7” (whole dataset, bacteria+archaea, 214
organisms). Four organisms are represented in the
trees but not used due to the lack of information on
their proteomes in the NCBI data. This sampling is
designed to evaluate the effect of including close vs.
distant organisms in the performance, as well as the
effect of the redundancy to some extent (Figure 1).
• “Level”. The taxonomic tree is successively cut at
each level of the hierarchical classification starting
from the root (superkingdom, phylum, ...) and one
organism is taken from each resulting group. The
criterion for selecting an organism within a group is
simply to use that with the highest number of pro-
teins in its genome. The rationale for doing this is to
maximize the chances of finding orthologs in that
genome in subsequent steps of the process. So,
“level_1” would contain 2 organisms (one eubacteria
and one archaea), “level_2” contains 16 organisms,
one for each phylum. And so on up to “level_9”
which represents the whole dataset (214 genomes).
This experiment is designed to quantify the effect of
sampling homogeneously the taxonomy at different
levels of granularity (Figure 1).
• For comparative purposes we also included the set
of genomes used in Juan et al [13] (116 genomes).
This set is very similar to our “level_5” (97
organisms).
Due to the requirement of 15 or more organisms in
common between the trees of two protein families (see
next point), some of these subsets are never used in
practice. The lists of organisms in the final 12 subsets
used, as well as representations of their taxonomic dis-
tributions, are available in the “Additional file s1“.
Datasets of protein interactions and functional
relationships
We used as gold standards to asses the methods’ perfor-
mance three datasets representing E. coli protein inter-
actions of different nature and with different
characteristics and peculiarities. “PATHWAYS": Func-
tional interactions inferred as co-presence in metabolic
pathways taken from the EcoCyc resource [18]. This
dataset comprises 4,491 pairs between 719 proteins.
“COMPLEXES": Physical interactions (not necessarily
direct) inferred by co-presence in macromolecular com-
plexes experimentally determined and taken also from
EcoCyc (1,354 pairs between 591 proteins). “BINARY_-
PHYS": Physical direct binary interactions obtained from
the MPIDB database [19]. These have been manually
curated from the literature or imported from other data-
bases, providing a high-confidence gold standard to
evaluate putative physical direct interactions. The ver-
sion we used of this database contains 2,103 binary
interactions between 1,538 different E. coli proteins. The
interaction datasetssampled subsets of organisms
“n
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”
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”
“COMPLEXES” “BINARY_PHYS” “PATHWAYS”
Figure 1 Schema of the methodology .From an initial set of
organisms with completely sequenced genomes (left), a number of
subsets (red) are constructed according with two taxonomic criteria:
“nearest” (blue) - following the taxonomy of the reference organism
(E coli K12) back to the root of the taxonomic tree, all the genomes
belonging to each node visited (E coli species, Enterobacteriaceae
family, etc.) are taken; “level” (purple) - the tree is successively cut at
each taxonomic level (superkingdom, phylum, ...) and one organism
is taken from each one of the resulting groups (the one with the
largest proteome). On the other hand, a number of “gold standard”
interaction datasets representing physical and functional interactions
of different nature are used (top). For each combination interaction
dataset/organism subset, the performance of the three mirrortree-
based methodologies is assessed with a partial-ROC analysis
(colored curves).
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first two datasets were previously used by Juan and co-
workers [13], while the last is used here for the first
time.
For each dataset, a set of negative examples (proteins
assumed not to interact physically or functionally) is
constructed by generating all possible pairs between the
proteins involved in the positive (interacting) pairs.
Co-evolution-based prediction of protein interactions
We applied three methods used in Juan et al. [13] to
predict interacting pairs of proteins using the different
sets of reference genomes discussed above for construct-
ing the trees.
The starting point for all methodologies is the genera-
tion of phylogenetic trees of orthologs for all E coli pro-
teins using the reference sets of organisms sampled as
described above. For detecting the ortholog of a given E
coli protein in each genome we used the “BLAST best
bi-directional hit” criterion, with an E-value cutoff of
10E-5, and requiring an alignment coverage of 70%. The
orthologs found are aligned with Muscle [20] using the
default parameters of this program. Then, a phyloge-
netic tree is generated from this alignment using the
neighbor-joining algorithm implemented in ClustalW
[21], excluding the gaps for the distance calculation. A
matrix containing the pair-wise distances between all
orthologs is generated from this tree by summing the
lengths of the branches separating the corresponding
leaves.
The mirrortree method (MT) evaluates the co-evolu-
tion between two proteins by calculating the linear cor-
relation coefficient between their corresponding distance
matrices. A minimum of 15 species in common between
their trees is required for evaluating a given pair. Only
correlation values supported by a (tabulated) P-value of
10E-5 or lower are considered.
A matrix containing the significant pair-wise tree cor-
relations (P-value ≤ 10E-5) for all pairs of proteins
within the genome of E coli is used as input for the pro-
file-correlation method (PC). A row (or column) in this
matrix (co-evolutionary profile) contains the correlations
between a given protein and all the others in the gen-
ome, and can be considered as a representation of the
co-evolutionary context for that protein. The profile-cor-
relation method re-assesses the co-evolution between
two proteins by calculating the linear correlation
between their respective co-evolutionary profiles. Finally,
the context-mirror method (CM) assesses the influence
of third proteins in a given co-evolutionary signal
observed for two proteins using a partial correlation cri-
terion. This allows separating specific co-evolution (par-
ticular to a given pair of proteins) from general co-
evolutionary trends involving many proteins. So this
method produces results at different “levels” of
specificity. See [13] for a more detailed description of
these methodologies.
Evaluation
For each pair of proteins in the E coli genome fulfilling
the requirements mentioned above, we have the scores
of the three methods (mirrortree, profile correlation and
context-mirror) based on a given sampled subset of
organisms. As commented above, for context-mirror the
results are split in different levels of co-evolutionary
specificity. In addition, we know whether that pair
represents a true interaction or functional relationship
according with the datasets described earlier. So, for
each combination method/dataset/subset of organisms
we have a large list of protein pairs sorted by the score
of the method, being each pair labeled as “positive” (the
two proteins interact according with the dataset) or
“negative” (the two proteins are assumed not to
interact).
We apply “receiver operating characteristic” analysis
(ROC) [22] to these lists to assess the capacity of the
method to separate the positives from the negatives. For
each of these lists, the ROC analysis generates a plot of
“true positives rate” (TPR) against “false positives rate”
(FPR) when varying the classification threshold (score of
the method). Curves above the diagonal in this plot
represent methods with some discriminative power,
being this discriminative capacity better as the curve
gets closer to the top-left corner of the plot. Due to the
requirement of 15 or more organisms in common in
order to evaluate a given pair, the same method applied
to the same interaction dataset can produce lists with
very different number of pairs (both negatives and posi-
tives) when based on different subsets of organisms
(trees with different number of leaves). In order to com-
pare the ROC curves in these cases, FPR’s and TPR’s
are calculated respect to the total number of pairs (posi-
tives and negatives) in the original dataset, and not
respect to the number of pairs rendered by a given sub-
set of organisms. Moreover, defined in this way, these
ROC curves give an idea not only on the ability of the
method to separate positives and negatives, but also on
its range of applicability and coverage: longer curves
represent methods that can be applied to (can generate
predictions for) a large number of pairs, and the other
way around. So, the ROC curves are generated by cut-
ting the sorted list of scores at different thresholds and
plotting the resulting TPR’s against FPR’s calculated as
TPR = Tp/P = sensitivity
FPR = Fp/N = 1 - specificity
where Tp, Fp and Tn are the true positives, false posi-
tives and true negatives obtained at a given threshold,
Herman et al. BMC Bioinformatics 2011, 12:363
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and P and N the total number of positive and negative
pairs for that interaction dataset (irrespective of whether
the method could be applied for them with that particu-
lar set of organisms or not). Note that these parameters
can also be interpreted in terms of “sensitivity” and
“specificity” as indicated in the formula above.
Additionally, we also evaluated the results in terms of
“precision”, “recall” (see Results).
Results
As discussed in detail in Methods, for each combination
method/interactions-dataset/subset-of-organisms we
obtain a ROC plot which represents the capacity of that
method for discriminating interacting from non-inter-
acting pairs of proteins (according with the dataset)
when using the phylogenetic trees based on that subset
of organisms. Figure 2 shows these ROC plots classified
by interaction dataset and method. The different curves
within each of these plots correspond to the results
obtained with the different organism subsets. For “con-
text-mirror” (CM) we show only the results for level 10,
which was shown to represent a good threshold of co-
evolutionary specificity for predictive purposes [13].
While the results for other levels vary slightly in terms
of accuracy/coverage, their behavior respect to the sets
of organisms is virtually identical to those of level 10,
and hence they are not included here for the sake of
clarity.
Each plot in this figure has its own scale to facilitate
the comparison between organism sets, which is the
final goal of this work. The same figure with all plots in
the same scale, which facilitates the comparison between
methods, is available as “Additional file 2“. The same
results represented in terms of F-measure vs. score are
available as “Additional file 3“, together with an explana-
tion of these parameters. Finally, to have a single
numerical estimator of the performance of a given
method using the trees derived from a given set of
a b c
d e f
g h i
Figure 2 Matrix of partial ROC curves. The partial ROC curves evaluate the performance of a given methodology for a given set of
interactions using a given set of reference genomes. The rows represent the interaction datasets and the columns the methods. For a given
combination method-dataset, the colored curves represent the organism sets according with the included legend. In the legend, the number of
organisms within each subset is indicated within brackets. The dotted line highlights the diagonal of the ROC plots, which represents the
background performance expected for a random method.
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organisms, the maximum F-measure is shown in the
“Additional file 4“.
In the “Conclusions” section, we derive some recipes
for the future use of these methodologies based on the
results shown here.
The most obvious observation is that all these co-evo-
lution based methodologies are able to detect a signifi-
cant number of interactions of different nature across a
wide range of organism sets. This is in line with the
growing evidence on the relationship between protein
interactions and co-evolution, reported by many groups
using diverse datasets and variations of the methodol-
ogy. Another evident observation is that results can vary
largely depending on the set of organisms used for
building the trees.
PC is the most stable methodology in the sense that
its results are those with the lowest dependence on the
organism set, as reflected in the highest similarity
between ROC curves (except in extreme cases with few
organisms) (Figures 2b, e and 2h). It consistently ren-
ders good predictions with the highest independence on
the organism set. This could be due to the fact that PC
is able to filter artefactual tree-correlations such as
those related to phylogenetic bias. CM is globally the
best methodology and it produces the highest accura-
cies, but at the expense of requiring a large number of
organisms: its results drastically drop off as we use data-
sets with low number of organisms (Figures 2c, f and
2h). This effect can be easily explained by the fact that
CM requires a rich network of significant inter-protein
correlations in order to derive partial correlations.
Decreasing the number of organisms reduces the
chances of obtaining correlations for many pairs (due to
the requirement of 15 organisms in common and also
the correlation P-value cutoff), which makes such net-
work sparser and less usable for CM. As previously
reported, MT is the methodology with the worst perfor-
mance and, moreover, it is severely affected by the phy-
logenetic redundancy in the organism set (Figures 2a, d
and 2f). In general, the three methods benefit from
using datasets with a large number of organisms. How-
ever, for MT, this benefit reaches a point where it enters
into conflict with the redundancy issue discussed above
resulting in “level6” (≈"Juan et al”) being the optimal set.
PC and CM implicitly correct phylogenetic redundancy
and hence they are more benefited when from using
more organisms ("nearest6”, “nearest7 = level9 = All”).
Another global result is that all methods predict better
interactions representing co-presence in macromolecular
complexes, followed by binary physical interactions, and
being co-presence in metabolic pathways the relation-
ships hardest to detect for all (Figure 2). Within this
general trend, each type of interaction seems to be bet-
ter predicted by a certain set of organisms. In general,
complexes are better predicted with datasets including
phylogenetically distant organisms, while binary interac-
tions and pathways are better predicted with datasets
excluding distant organisms: e.g. follow “nearest5”, “6”
and “7” in Figure 2.
Examples
We include some examples to illustrate this last result:
how using close/distant organisms can drastically affect
the predictions. Table 1 contains examples of interac-
tions extracted from the “BINARY_PHYS” dataset which
probably correspond to “recent” interactions, as well as
others extracted from “COMPLEXES” which probably
are “old”. The “new” interactions include physical inter-
actions between metabolic enzymes and the interaction
between two proteins involved in the division machin-
ery: MinE-MinD [23]. The “old” interactions include
some involved in the translation/transcription machinery
as well as interactions between ABC transporters. ABC
transporters are known to be very ancient systems [24].
The table contains the results that would have been
obtained applying the PC method to these cases using
as reference sets of organisms “level9” (= all) and “near-
est2” (enterobacteriaceae). The correlation coefficient of
the PC method indicates the similarity of the co-evolu-
tionary profiles and hence can be seen as a measure of
co-evolution. As a measure of performance in detecting
the right interactor(s), the “area under the ROC curve”
(AUC) [22] is shown. The higher this parameter, the
higher are the right interactors (positives) in the sorted
list of scores (correlation values). The size of the lists of
scores and the number of positives are also indicated.
For simplicity and to facilitate the comparison of AUC
values, ROC curves are generated here for the positives/
negatives which are in the lists, and not taking into
account the total number of positives and negatives (as
previously done for the ROC curves of Figure 2). It can
be seen that “recent” interactions have higher co-evolu-
tionary scores using the “nearest2” dataset than with
“level9”, and so are the respective predictive perfor-
mances (AUC). Exactly the opposite happens for the
“ancient” interactions: higher co-evolutionary scores and
performances are associated to the “level9” set. We fol-
low in detail one of the examples to better understand
this table: DPO3A_ECOLI (a subunit of DNA polymer-
ase III) has one reported interaction in the COM-
PLEXES dataset (with DPO3E_ECOLI, the ε subunit).
With the trees constructed based on the “level9” set of
organisms, it was possible to apply the PC method to
306 pairs of proteins involving the a subunit (taking
into account the requirements and cutoffs described in
Methods) one of which is the a-ε pair. Using the “near-
est2” set of organisms, it was possible to apply PC to
128 pairs involving DNA pol III a. The co-evolutionary
Herman et al. BMC Bioinformatics 2011, 12:363
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score for a-ε is 0.73 when using the “level9” set of
organisms, while it drops to 0.57 when based on “near-
est2”. As a consequence, there is a much higher propor-
tion of false positives in the sorted list of pairs for
“nearest2” compared to “level9” (AUC of 0.11 vs. 0.72).
The behavior for the “newer” interactions (e.g. interac-
tions between metabolic enzymes) is exactly the
opposite.
Discussion
Our results show that considerable differences in perfor-
mance are obtained with mirrortree-based methodolo-
gies depending on the set of organisms used for
building the trees. They also show that it is not always
better to use as many genomes as available, as pre-
viously assumed. Most of these results have plausible
explanations taking into account the type of interaction
and the taxonomic distribution of the organisms.
Although the goal of this work is not to compare
methods, but organism sets, our results on the perfor-
mance of the different mirrortree variants are in agree-
ment with previous studies [13]. The lower performance
of the baseline MT method compared with PC and CM
had been already reported and is related to the fact that
these two improved methodologies are able to use the
information of genome-wide co-evolutionary networks
to better detect real co-evolutions as well as implicitly
correct phylogenetic biases [13].
The fact that, in general, all methods work better as
more genomes are used is not surprising as more co-
evolutive information is available for them. Nevertheless,
it is important to take into account the issues related to
phylogenetic distances and redundancy commented
below. PC and CM to some extent correct tree similari-
ties artificially increased by the introduction of redun-
dant genomes (strains, etc.) [13]. That is not the case
for MT and hence this methodology is especially sensi-
ble to this and other phylogenetic biases, some of which
can be corrected explicitly [10,11]. The corrections of all
these phylogenetic biases implicit in PC and CM make
them to be consistently benefited from using more
organisms.
The fact that all methodologies render better results
for permanent interactions (macromolecular complexes)
had been already reported [13]. Actually, for MT and
PC, the results for the binary and pathways datasets, in
spite of being clearly significant and different from ran-
dom, might not be of practical applicability in certain
prediction scenarios (i.e. if a high precision is required).
The explanation for the better predictions of complexes
Table 1 Examples of potentially “new” and “old” interacting pairs of proteins whose co-evolution was evaluated using
two sets of organisms
Protein Level9(= all) Nearest2
Tot/
+
AUC Interactor
(corr)
Tot/
+
AUC Interactor
(corr)
MINE_ECOLI Cell division topological specificity factor 846/
1
0.12 MIND_ECOLI
(0.52)
223/
1
0.83 MIND_ECOLI
(0.60)
“recent”
(BINARY_PHYS)
PABA_ECOLI Para-aminobenzoate synthase glutamine
amidotransferase component II
671/
1
0.28 PABB_ECOLI
(0.49)
106/
1
0.96 PABB_ECOLI
(0.96)
DHAS_ECOLI Aspartate-semialdehyde dehydrogenase 760/
1
0.17 DNAK_ECOLI
(0.48)
384/
1
0.81 DNAK_ECOLI
(0.90)
GSHB_ECOLI Glutathione synthetase 755/
1
0.30 AMPM_ECOLI
(0.61)
375/
1
0.93 AMPM_ECOLI
(0.95)
DPO3A_ECOLI DNA polymerase III subunit alpha 306/
1
0.70 DPO3E_ECOLI
(0.73)
128/
1
0.11 DPO3E_ECOLI
(0.57)
DPO3E_ECOLI DNA polymerase III subunit epsilon 357/
1
0.64 DPO3A_ECOLI
(0.73)
123/
1
0.22 (0.57) max
RPOB_ECOLI DNA-directed RNA polymerase subunit beta 280/
7
0.82 (0.98) max 126/
4
0.48 (0.93) max
“old”
(COMPLEXES)
RPOA_ECOLI DNA-directed RNA polymerase subunit alpha 258/
6
0.81 (0.80) max 90/3 0.48 (0.93) max
ZNUB_ECOLI High-affinity zinc uptake system membrane protein
znuB
370/
2
1.00 (0.87) max 129/
1
0.36 ZNUC_ECOLI
(0.74)
ZNUC_ECOLI Zinc import ATP-binding protein ZnuC 386/
2
0.99 (0.87) max 123/
2
0.41 (0.74) max
ZNUA_ECOLI High-affinity zinc uptake system protein znuA 395/
2
0.98 (0.87) max 39/1 0.79 ZNUC_ECOLI
(0.74)
The co-evolution between these proteins was evaluated using the “level9” and “nearest2” sets of organisms. The total number of pairs involving each protein for
which it was possible to make calculations, as well as the number of positives (+) are indicated. The co-evolutionary score with the interactor is also shown (corr).
For the cases for which the list contain more than one positive the score is the highest one (max). Finally, the AUC value for the list of scores is also included.
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could be that the evolutionary pressure for co-evolving
is expected to be higher in proteins forced to interact
permanently than in those with occasional associations.
According to these observations macromolecular com-
plexes seem to act as “co-evolutionary units” [13].
Another feature of these macromolecular complexes is
that, in general, they represent ancient interactions,
compared to transient interactions and functional asso-
ciations. For this reason, the interaction is expected to
occur for all orthologs (interlogs), and hence its asso-
ciated co-evolutive landmark to be spread through the
whole taxonomy. That would explain the observation
that better results are obtained for this kind of interac-
tions when including distant organisms within the
datasets.
Functional associations and transient interactions are
intuitively less prone to yield strong co-evolutions, what
would explain the globally lower performances asso-
ciated to them. Another characteristic of these associa-
tions is that, in general, they are “newer” than the
macromolecular complexes. It is known that “rewiring”
transient interactions is easy and relatively fast in evolu-
tionary terms [25]. For this reason, it may happen that
the orthologs of two proteins participating in a transient
interaction in a given organism are not interacting in a
relatively distant one (they are not true “interlogs”)
[26,27]. If that is the case, including these “orthologs”,
which are not interacting and hence not subject to co-
evolution, would “dilute” the co-evolutionary signal.
This would explain the fact that, for these types of inter-
actions and associations, better results are obtained
when using only close organisms, since the interaction
is expected to be conserved on them, while it might be
absent in taxonomically distant organisms. In other
words, many of the E coli pathways and transient inter-
actions we are evaluating might be new and hence spe-
cific for this microorganism and its close neighbors, and
hence the eventual co-evolutions associated to them
would be apparent only in these particular genomes.
Interestingly, a similar relationship between the “age” of
the interactions, their conservation across the taxonomy,
and the resulting optimal set of organisms has been
reported for the “phylogenetic profiling” method [15].
In some cases it is difficult to disentangle the factors
contributing to a given result, for example number of
organisms vs. taxonomic criteria used for selecting
them. Moreover, it is difficult to quantify and numeri-
cally assess the differences of the ROC curves we are
using for evaluating performances. For that reason,
these curves are evaluated qualitatively and the conclu-
sions presented are based on general trends observed
for many curves, instead of particular cases.
A future study aimed at obtaining more insight into
the relationship between organism sets and performance
should include samplings according with other taxo-
nomic criteria (as well as combinations of them: i.e.
combining “nearest"+"level”), and a detailed study of the
particular interactions detected and not detected in each
experiment (their functional classes, etc).
In the next section, we propose some recipes for the
users of these methodologies derived from these results.
We plan to implement some of the recipes obtained for
the MT method in its recently developed web server [9].
Conclusion
The number of available genomes continues to grow.
And the more we know on protein interactions the
more we realize that it is a very complex phenomenon
with different types of interactions having different char-
acteristics. For these reasons it is increasingly important
to “tune” protein interaction prediction methodologies
adapting them for each specific application, instead of
using the same protocols and data sources in every
situation. Many methods and concepts are being built
around the reported relationship between similarity of
evolutionary histories (co-evolution) and protein interac-
tions. For this reason it is timely to get insight into the
different factors affecting such relationship. Among
these factors, a critical one not explored previously is
the effect of the organism set used to build the trees on
the behavior of these methodologies.
Our results allow us to propose a set of simple and
general “recipes” for users on which set of organisms to
use depending on the type of interactions they want to
predict and the genomic information available.
If phylogenetic trees for the whole genome of interest
can be calculated (or are already available in some data-
base/resource), use PC and CM instead of MT. If MT
has to be used (i.e. trees not available for all the proteins
within a genome, lack of computational resources, etc.)
the set of organisms to use should be filtered by phylo-
genetic redundancy. Filtering at the strain or species
level seems to be enough.
PC is a sort of “all-road” method since it shows the
lowest dependence on the organism set. It is the best
option for general situations, when we are not sure
which set of organism to use. It is also better than CM
in terms of coverage and hence it is more adequate if
we are interested in retrieving many interactions at the
expenses of bearing more false positives. Moreover, it is
computationally less intensive than CM.
CM should be the chosen option when a lot of gen-
omes (as well as enough computational resources) are
available and we are interested in detecting a small
number of interactions but highly reliable. Not only it
renders the best accuracy but additional information on
the structure of the co-evolutionary network which
offers some clues about the substructure and
Herman et al. BMC Bioinformatics 2011, 12:363
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functioning of macromolecular complexes is obtained as
well [13]. It has to be taken into account that its perfor-
mance drops drastically when few organisms are
available.
Apart from that, if possible it is important to include
or exclude distant organisms depending on the type of
interactions we try to detect. I.e. to remove phylogeneti-
cally distant organisms if we suspect the interactions are
not conserved on them ("newer” interactions).
Additional material
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representations of their taxonomic distributions.
Additional file 2: Version of the Figure 2 with all plots in the same
scale.
Additional file 3: Results of Figure 2 given in terms of F-measure
(the harmonic mean between “precision” and “recall”).
Additional file 4: Maximum of the F-measure curves of “Additional
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of the performance of a given method/organism set, although it does
not encompass all the information of a ROC curve.
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Incorporating information on predicted solvent
accessibility to the co-evolution-based study of protein
interactions†
David Ochoa,a Ponciano Garcı´a-Gutie´rrez,za David Juan,b Alfonso Valenciab and
Florencio Pazos*a
A widespread family of methods for studying and predicting protein interactions using sequence
information is based on co-evolution, quantified as similarity of phylogenetic trees. Part of the
co-evolution observed between interacting proteins could be due to co-adaptation caused by inter-
protein contacts. In this case, the co-evolution is expected to be more evident when evaluated on the
surface of the proteins or the internal layers close to it. In this work we study the eﬀect of
incorporating information on predicted solvent accessibility to three methods for predicting protein
interactions based on similarity of phylogenetic trees. We evaluate the performance of these methods
in predicting diﬀerent types of protein associations when trees based on positions with diﬀerent
characteristics of predicted accessibility are used as input. We found that predicted accessibility
improves the results of two recent versions of the mirrortree methodology in predicting direct binary
physical interactions, while it neither improves these methods, nor the original mirrortree method, in
predicting other types of interactions. That improvement comes at no cost in terms of applicability since
accessibility can be predicted for any sequence. We also found that predictions of protein–protein
interactions are improved when multiple sequence alignments with a richer representation of
sequences (including paralogs) are incorporated in the accessibility prediction.
Introduction
Computational methods for predicting protein interactions and
functional relationships complement experimental techniques in
deciphering the networks of protein interactions underlying cel-
lular processes. These techniques are not only faster and cheaper
but, in certain situations and for certain types of interactions, their
levels of accuracy/coverage are comparable to their experimental
counterparts.1 The tendency now is to combine both approaches
in order to obtain reliable interactomes.2,3
These computational techniques are based on genomic and
sequence features intuitively related to interaction (see ref. 4–7
for recent reviews). A widely used computational approach
for detecting interacting proteins is based on similarity of
phylogenetic trees (co-evolution). It was repeatedly observed
that the phylogenetic trees of interacting proteins are more
similar than those of non-interacting ones (see ref. 8, 9 and
references therein).
This relationship between protein co-evolution (measured as
similarity of trees) and interactions is being exploited in many
diﬀerent ways, ranging from the detailed study of particular
interacting families which now can be performed with on-line
interactive tools,10 to the prediction of interactomes in a high-
throughput way (e.g. ref. 11 and 12), to the prediction of the
associations between the members of two protein families
known to be related (e.g. a family of ligands and the corres-
ponding receptors13,14).
The underlying cause for this observed relationship between
protein co-evolution and interactions is still a matter of certain
debate. The possible explanations range from specific co-adaptation
between the interacting partners to general global similarities
between their evolutionary rates.8,15,16 The co-adaptative hypothesis
proposes that a long process of specific co-adaptation at the residue
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level (in which interaction de-stabilizing changes in one protein
are compensated by changes of similar magnitude in the
other) would be the responsible for the observed similarity of
evolutionary histories. In the other extreme, it is proposed that
this observed similarity could be simply due to the similarity
between the evolutionary rates of interacting and functionally
related proteins. These two possible explanations for the
observed relationship between co-evolution and interactions
had been already proposed in the first works dealing with this
subject.17 While these two factors could be jointly contributing
to the observed co-evolution, it is possibly the similarity of
evolutionary rates that having a major eﬀect, since compensatory
changes would need to occur in large numbers in order to really
aﬀect the phylogenetic trees.8
A number of works have tried, more or less directly, to get
some insight into the contribution of co-adaptation to the
observed co-evolution.15,18 The simplest way to approach this
problem is to evaluate co-evolution using only the regions of the
proteins amenable to co-adaptation (compensatory changes),
that is, interaction surfaces (interfaces) or the whole surface,
depending on the available information. If co-evolution is
(mainly) due to the similarity in evolutionary rates, it would be
‘‘spread’’ through the whole sequence of the proteins, while if it
were mainly due to compensatory changes it would be more
evident in the surface/interface residues. However, not only
surface residues can suﬀer inter-protein compensatory changes,
but also those partially buried or even internal ones via indirect
and allosteric eﬀects. Moreover, the ‘‘intersection’’ between data
on protein three-dimensional (3D) structures and interactions is
not high, leading to small or eventually biased datasets to
perform these studies. The scarcity in 3D data has another eﬀect:
if a methodology is eventually developed which combines
co-evolution with structural information (solvent accessibility)
for improving the accuracy in predicting interactions, its range
of applicability would drop drastically compared to its counter-
parts which require only sequence information. Based on the
above, it would be desirable to study the eﬀect of incorporating
predicted solvent accessibility information on co-evolution
methods, instead of the ‘‘real’’ solvent accessibility extracted from
experimental 3D structures. Predicted solvent accessibility can be
obtained for any sequence, and with good levels of accuracy: above
75% for two-state predictions (‘‘buried/exposed’’).19,20
In this work we assess for the first time the eﬀect of
including predicted solvent accessibility information on the
results and range of applicability of three co-evolution based
methods for predicting protein interactions. We used a number
of datasets representing diﬀerent types of interactions (physical,
functional, . . .) as gold standards in order to interpret the results
in terms of the type of interaction of interest.
Methods
We aim to evaluate the eﬀect of the incorporation of informa-
tion on predicted solvent accessibility in the performance of
three mirrortree-related methods in predicting interactions of
diﬀerent nature. This has been done by generating, for all
proteins in the model organism E. coli, diﬀerent sets of
phylogenetic trees constructed using (i) the whole protein and
(ii) only the protein residues above certain thresholds of
predicted accessibility, and evaluating the performance of the
methods based on these diﬀerent trees. In order to evaluate the
performance we used diﬀerent datasets of protein interactions
representing interactions of diﬀerent nature (e.g. physical and
functional). The process is illustrated in Fig. 1, and details are
given below.
Solvent accessibility prediction
First, for each E. coli protein, a list of candidate homolog
protein sequences was retrieved searching with BLAST21 in
the non-redundant Uniprot database.22 Sequences with an
E-value greater than 1  104 or an identity (based on the
BLAST alignment) less than 20% were excluded. Alignment
coverages lower than 60% (either respect to the hit or the query
protein) were also excluded.
Fig. 1 Scheme of the methodology. In order to evaluate the co-evolution
between proteins R and S based on their residues fulfilling a given predicted
accessibility criterion, the first step is to look for their orthologs in a set of 116
fully sequenced genomes. For each protein, a multiple sequence alignment is
generated with these orthologs, which will serve as a basis for the generation of
the trees. In parallel, another multiple alignment is generated for the same
protein based on the homologs found in the whole Uniprot database (hence
including orthologs and paralogs). This second alignment will be used for the
prediction of solvent accessibility. A tree is generated based on the first alignment
but using only the positions with a given predicted accessibility criterion. The
trees generated in this way are the input for the three methods for evaluating co-
evolution.
Paper Molecular BioSystems
D
ow
nl
oa
de
d 
on
 0
5 
D
ec
em
be
r 2
01
2
Pu
bl
ish
ed
 o
n 
10
 O
ct
ob
er
 2
01
2 
on
 h
ttp
://
pu
bs
.rs
c.
or
g 
| do
i:1
0.1
039
/C2
MB
253
25A
View Article Online
149
72 Mol. BioSyst., 2013, 9, 70--76 This journal is c The Royal Society of Chemistry 2013
A multiple sequence alignment (MSA) for the remaining
sequences was generated using MUSCLE.23 The identity of each
aligned sequence with the E. coli reference sequence was then
calculated using only positions with less than 90% gaps. If this
identity was less than 20%, the sequence was discarded.
Additionally, sequence redundancy was removed at 95% to
avoid the overrepresentation of some sequences, which could
influence the accessibility predictions.
Finally, this multiple sequence alignment was used as input
for the PROF program for predicting solvent accessibility,24,25
and the predictions for the columns of the MSA were mapped
to the positions of the original E. coli protein. For comparative
purposes equivalent accessibility predictions were also generated
based on the MSAs of orthologs used for constructing the
phylogenetic trees (described in the next section).
Generation of phylogenetic trees
We used a set of 116 fully sequenced organisms previously used
in other works11,26 to look for orthologs of E. coli proteins
and construct the trees based on them. This set does not
contain very similar organisms, thus avoiding phylogenetic
redundancy.
We used the ‘‘BLAST best bi-directional hit’’ criterion for
detecting the ortholog of a given E. coli protein in each genome,
with an E-value cut-oﬀ of 1  105, and requiring an alignment
coverage of 70%. All orthologs found for this E. coli protein
were aligned with MUSCLE23 using the default parameters
of this program. Then, a phylogenetic tree was generated
from this alignment using the neighbor-joining algorithm
implemented in ClustalW,27 excluding the gaps for the distance
calculation.
Equivalent trees were generated but using only the positions
of the alignment fulfilling the following criteria of predicted
accessibility:
 eRIA0: positions predicted as accessible by PROF with any
value of ‘‘reliability’’.
 eRIA3: positions predicted as accessible with reliability
Z 3 (PROF reliability values range from 0 to 9).
 pACC2, pACC12 and pACC50: positions with a predicted
solvent accessible surface Z 2, 12 and 50 Å2, respectively.
Finally, distance matrices containing the pair-wise distances
between all orthologs were generated for the original tree
(based on the whole length of the protein) as well as for these
trees based on (predicted) accessible positions. These distances
are calculated by summing the lengths of the branches separating
the corresponding leaves. These distance matrices are the input
for the mirrortree-based methods described in the next point.
Prediction of protein interactions based on phylogenetic trees
The originalmirrortree (MT) approach17 evaluates the co-evolution
between two protein families by calculating the linear correlation
coeﬃcient between the values of their corresponding distance
matrices. A minimum of 15 species in common is required in
order to evaluate a given pair of proteins. Moreover, only correla-
tion values supported by a tabulated P-value of 1  105 or better
are used.
The profile-correlation (PC) method11 takes as input the
mirrortree raw scores for all pairs of proteins in a given organism.
Hence, in this case the input is a squared matrix the size of the
E. coli proteome with the correlation values for all pairs of
proteins (actually, those with 15 or more organisms in common
and supported by a P-value r 1  105). A row in this matrix,
known as ‘‘co-evolutionary profile’’, represents the co-evolution-
ary behaviour of a protein respect to the rest of the proteome.
Within the context of the PC method, the co-evolution between
two proteins is re-evaluated as the correlation between
their corresponding co-evolutionary profiles, with the same
significance thresholds used for the original mirrortree. The idea
is that two proteins whose trees are similar and, additionally,
that tend to be similar to the same set of proteins (and dissimilar
to the complementary set) are more likely to represent a case of
true co-evolution.
The context-mirror (CM) method11 takes into account the
influence of ‘‘third proteins’’ in a given co-evolutionary signal
observed for a given pair of proteins using a partial correlation
criterion. In this way it is possible to separate specific
co-evolution (particular to a given pair of proteins) from general
co-evolutionary trends involving many proteins. For a given pair
of proteins, this method produces results at diﬀerent ‘‘levels’’
of specificity, being ‘‘level 1’’ the one representing the most
specific co-evolution.
Datasets of protein interaction and functional relationship
The performance of the threemethods when fed with phylogenetic
trees generated with residues of diﬀerent predicted accessibility
was evaluated using three datasets representing protein inter-
actions of diﬀerent nature in E. coli as gold standard.
 Binary physical direct interactions obtained fromMPIDB.28
This database contains binary interactions manually curated
from the literature or imported from other databases. We
retrieved the 2103 binary interactions between 1538 diﬀerent
E. coli proteins stored on it.
 Physical (sometimes indirect) interactions inferred as
co-presence in experimentally determined macromolecular
complexes obtained from EcoCyc.29 This dataset contains
1354 experimentally determined interactions between 591 proteins.
 Functional interactions inferred as membership in the
same metabolic pathways, also taken from the EcoCyc. This
dataset contains 4419 relations between 719 proteins.
In the three cases, the sets of negatives (pairs of proteins
regarded as non-interacting) were constructed by generating all
possible pairs between the proteins in the corresponding
positive (interacting) sets, excluding those pairs already annotated
as interacting.
Performance evaluation
For each combination of a method, an input set of trees
(generated from residues of diﬀerent predicted accessibility)
and an interaction dataset we obtain a list of protein pairs,
sorted by the score of the corresponding method. Each pair can be
labelled as positive or negative depending on whether it is a
reported interaction in that particular dataset or not. A combination
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method-set of trees will be better for predicting interactions (for
that particular set of interaction evidences) as the positives tend
to cluster at the top of these sorted lists (associated to high
scores) and the other way around for the negatives.
The Area Under the ROC Curve (AUC) was calculated for
these lists, as a global estimator of the accuracy and coverage of
the corresponding predictions. The ROC (‘‘receiver operating
characteristic’’) analysis30 generates a plot of ‘‘true positives
rate’’ (TPR) against ‘‘false positives rate’’ (FPR) when varying
the classification threshold (score of the method). Curves above
the diagonal in this plot represent methods with some discri-
minative power, being this discriminative capacity better as the
curve gets closer to the top-left corner of the plot. Consequently,
areas under these curves range from 0.5 (random classifier,
diagonal in the plot, positives and negatives uniformly distributed
through the list) to 1.0 (perfect classifier, all positives at the top of
the list). ROC analysis was performed with the ROCR library of
the R statistical package (http://www.r-project.org).
Results and discussion
Fig. 2 and Fig. S1 (ESI†) show the performance (AUC value) of
the three mirrortree-based methods, when using the phylogenetic
trees constructed from residues of diﬀerent predicted accessibility,
and evaluated based on the three diﬀerent datasets of protein
interactions.
As previously seen,11,26 mirrotree-based methods predict
better physical interactions (binary and complexes) than functional
associations (e.g. pathways). Within physical interactions, those
representing co-membership to macromolecular complexes are
better detected than those representing binary (eventually transient)
interactions. About the methods, the PC and CM methods work
Fig. 2 Performances for diﬀerent combinations of: phylogenetic tree comparative methods, interaction evidence and predicted accessibility filter. Performance is
evaluated as the ‘‘Area Under the [ROC] Curve’’ (AUC). The same figure with diﬀerent scales for each plot is available as Fig. S1 (ESI†). Equivalent figures with the results
obtained using predicted accessibility derived from MSAs of orthologs are available as Fig. S2 and S3 (ESI†).
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better than the original MT approach, which presents ‘‘usable’’
levels of performance only for detecting interactions of macro-
molecular complexes.
Predicted accessibility only helps the PC and CM methods in
detecting binary physical interactions
For most cases, the use of predicted solvent accessibility within
mirrortree-based methodologies worsens the results (Fig. 2 and
Fig. S1, ESI†). The AUC values for these methods working
with trees derived from diﬀerent sets of (predicted) accessible
residues are worse than those based on full sequences.
Interestingly, for the case of binary physical interactions, the
results of the PC and CM methods are improved when using
predicted solvent accessibility. The best results are obtained
when using all residues with a minimum of solvent accessible
area (‘‘pACC2’’, area Z 2 Å2). Restricting to residues predicted
to be highly accessible (Z 12 and Z 50 Å2), or those predicted
as ‘‘accessible’’ by PROF’s two-state predictor (eRIA0 and eRIA9)
works worse than with Z 2 Å2.
For most cases, there is a correlation between the perfor-
mances obtained with the trees based on diﬀerent predicted
accessibilities and the average lengths of the virtual alignments
used for deriving them (number of positions fulfilling that
particular accessibility cut-oﬀ) (Fig. 3 and Fig. S4, ESI†). This
trend is broken for the results of the PC and CM methods
predicting direct physical interactions: in these two cases
pACC2 renders the better results in spite of not having the
largest virtual alignments (Fig. 3). This general decrease in
performance when incorporating predicted accessibility could
be partly due to the intrinsic errors associated with the prediction.
Nevertheless, it is probably more related to the largest contribution
of the similarity of evolutionary rates to the observed co-evolution
(see above): the co-evolutionary signal would be spread through
the whole sequence and not restricted to certain parts (surfaces,
etc.) This is reinforced by the observation that, in general,
performances correlate positively with the number of positions
used for building the trees.
Our interpretation for the fact that accessibility predictions
do not help the original MT (but the other way around) is that
this methodology is mainly detecting non-specific co-evolution
associated with global similarities in evolutionary rates
(reflected in the whole sequence, as commented above). The
more recent PC and CM methods benefit by the use of
predicted accessibility when applied for the prediction of
binary direct physical interactions. These two methods have
been previously associated with the detection of more specific
co-evolution,11 cases where the co-adaptive part of the
co-evolutionary signal is probably higher. In the same line,
these specific co-evolutions (with larger proportions of
co-adaptations) are intuitively more related to direct physical
interactions than, for example, to those relating the members
of macromolecular complexes.
It is also interesting that the set of predicted accessible
residues which renders the best results include residues with a
minimal predicted solvent accessible area (> = 2 Å2), which are
better than those with higher levels of predicted accessibility
(> = 12 Å2, > = 50 Å2). That could be explained by the fact that
co-adaptation is not necessarily restricted to totally exposed
residues but can also happen between their neighbours or even
buried residues (through allosteric eﬀects).
It is better to use accessibility predicted fromMSAs constructed
for this purpose, than that based on MSAs with orthologs only
Fig. S2 and S3 (ESI†) show the same AUC results as Fig. 2 and
Fig. S1 (ESI†) but using accessibility predicted from the same
alignments used for constructing the phylogenetic trees input
of the mirrortree-based methods (composed by orthologs only).
The general drop in performance detected when incorporating
accessibility information can be observed to be sharper here.
Moreover, for those cases in which predicted accessibility
improved the results (PC and CM predicting physical inter-
actions, previous point) the improvement obtained with these
alignments of orthologs is still present but smaller. Therefore,
accessibility predicted from the same alignments used for
constructing the phylogenetic trees renders worse results than
that predicted from MSAs constructed ad hoc for this purpose.
The fact that accessibility predicted from ‘‘richer’’ alignments
(including eukaryotic sequences and eventually paralogs) is
Fig. 3 Relationship between the performances and the lengths of the virtual alignments. The length of the virtual alignment is the number of positions (fulfilling a
given predicted accessibility criteria – colors) used for deriving the trees. The data shown here are for binary physical interactions. The corresponding plots for the other
interaction datasets are available as Fig. S4 (ESI†).
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better in helping these co-evolution based methods than that
based on alignments containing only bacterial orthologs was
expected. It was previously shown that the quality of the MSA is
critical for obtaining good sequence-based predictions of protein
features such as accessibility or secondary structure.19 Never-
theless, we wanted to make a test with MSAs of orthologs due
to a methodological reason: these MSAs have to be generated in
order to apply mirrortree and related methods. Consequently, if
the accessibility predicted from them turned out to perform
similarly to that predicted from richer alignments, it would be
trivial to add this accessibility prediction step to currentmirrortree
workflows. Unfortunately, although some improvement is
obtained with that accessibility, the best results are obtained
when using that predicted from richer alignments. Consequently,
in order to obtain these optimal results the workflow has to be
‘‘bifurcated’’, generating one alignment for tree construction and
another one for accessibility prediction, as shown in Fig. 1.
Example
For illustrative purposes only, we include an example of an
interacting pair of proteins for whose co-evolution is more
evident when evaluated using solvent accessible predicted
residues. Fig. 4 shows the results of mirrotree and related
methods evaluating the co-evolution between the a and b
subunits of the E. coli acetyl-CoA carboxylase carboxyl transferase.
It can be seen that the similarity between the evolutionary
histories of these two interacting proteins is more evident when
evaluated from trees constructed using the residues predicted as
accessible, except for the original MT method. For example, the
score of the ContextMirror method increases from 0.60, when it is
based on the trees derived from the whole sequence of these
proteins, to 0.68 (trees based on predicted solvent accessible
residues).
Conclusions
The underlying cause for the observed relationship between protein
co-evolution and interactions is still not totally clear. The possible
explanations range fromunspecific co-evolution due to the similarity
of evolutionary rates of interacting proteins, to specific co-adaptation
involving inter-protein compensatory changes.8,16 It is possibly the
first factor the one playing a major role since evolutionary rate and
interactions have been previously related through a number of direct
and indirect paths.15,31 The co-evolution observed in pairs of
functionally related proteins which do not necessarily interact
physically (e.g. ref. 32 and 33) is also easier to understand under
this hypothesis. Nevertheless, compensatory changes have been
repeatedly observed in protein interfaces (e.g. see ref. 8) and are
surely playing a role in the co-evolution of interacting proteins at a
local level. However, it is diﬃcult to conceive these changes as
mostly responsible for the observed tree similarity, since a very large
number of such compensatory changes would be necessary to have
an eﬀect on the shapes of the trees. Previous studies tried to
disentangle these two factors by comparing the co-evolution of
protein regions amenable to compensatory changes (surfaces and
interfaces) to that of the whole protein length.15,18 In this work we
tackle this problem but using predicted solvent accessibility, instead
of real surfaces.
We have demonstrated that using predicted solvent accessibility
helps in the co-evolution based prediction of protein interaction
under some circumstances. Besides the implications of these
results for the debate on the contribution of co-adaptation to the
observed relationship between tree similarity and interactions, this
work has also practical implications for the application of these
methodologies, and these are not only related to the improvement
in the prediction of protein interaction. Since this method goes on
a step further in the detection of the protein regions actually
co-evolving, it opens interesting possibilities for studying how the
residues at the interfaces change and co-adapt during evolution.
This could give some insight into the physico-chemical basis of
protein interactions since the coordinated changes at the interfaces
would provide a picture of possible interactions modes for a
particular protein family. Moreover co-evolution has been proposed
as a mechanism for maintaining interactions between proteins
while allowing them to change at the same time. In many inter-
acting protein families co-evolution is reflected in a set of specific
surface residues which concomitantly change in both interacting
partners. These residues are good candidates for mutagenesis
experiments aimed at switching the interaction specificity of the
proteins and/or adapting them to new interaction partners.
It is also important to highlight that the improvement
obtained when incorporating predicted solvent accessibility does
not have any associated cost in terms of coverage/applicability,
since accessibility predictions can be generated for any sequence.
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