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RESUMEN
En este trabajo se presenta una metodolog´ıa para resolver el problema de planeamiento de sistemas
de distribucio´n primarios en conjunto con la ubicacio´n o´ptima de reconectadores automa´ticos para
aislamiento de fallas y transferencia de carga. Para solucionar el problema del planeamiento se
formula un modelo mono-objetivo de tipo no lineal entero mixto, el cual tiene como objetivo la
minimizacio´n de los costos de inversio´n y operacio´n sujeto a un conjunto de restricciones te´cnicas
y operativas; para solucionarlo se emplea el algoritmo Bu´squeda Tabu´ (BT). Para el problema de la
ubicacio´n de reconectadores se plantea un modelo multi-objetivo de tipo no lineal entero mixto, el
cual tiene como objetivos la minimizacio´n de los costos de inversio´n y la minimizacio´n del nivel de
energ´ıa no servida; para solucionarlo se emplea el Algoritmo Gene´tico de Ordenamiento no dominado
(NSGA II, por sus siglas en ingle´s). Para darle solucio´n al problema de la planeacio´n de sistemas de
distribucio´n considerando reconectadores, en este trabajo se proponen dos enfoques: el primero emplea
una metodolog´ıa en cascada y el segundo una metodolog´ıa integrada.
En el pimer enfoque inicialmente se soluciona el problema de la planeacio´n o´ptima de la red y luego son
ubicados los reconectadores normalmente cerrados y normalmente abiertos para aislamiento de fallas
y transferencia de carga, respectivamente.
El segundo enfoque considera la planeacio´n de la red de distribucio´n en conjunto con la ubicacio´n de
reconectadores en forma integrada, lo que quiere decir que cada propuesta de solucio´n para el problema
de planeamiento lleva consigo la propuesta de ubicacio´n o´ptima de los elementos de proteccio´n.
Para validar ambas metodolog´ıas propuestas son empleados dos sistemas de prueba de la literatura
especializada de diferentes taman˜os. Debido a que en la solucio´n de este tipo de problemas los sistemas
son modelados por su equivalente monofa´sico, en este trabajo se modificaron estos dos sistemas para
introducir el efecto del desbalance de cargas, con el fin de ajustarlos a la realidad de los sistemas
ele´ctricos en Colombia. Finalmente los resultados de las metodolog´ıas son comparados para verificar
su eficiencia.
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Cm : Costo de instalacio´n de un reconectador en la posicio´n m.
CBF k : Costo de balancear las fases en el nodo existente k.
CCCc : Costo del cambio de conductor en un tramo de red existente a tipo c.
CNCc : Costo de construccio´n de un tramo de red en conductor tipo c.
CASc : Costo de ampliacio´n de la capacidad de una subestacio´n a tipo d.
CNSc : Costo de contruccio´n de la subestacio´n tipo d.
CkWh : Costo de la energ´ıa.
CAC : Costo de apertura de un tramo de red existente.
fanual : Factor que anualiza los costos a lo largo del horizonte de planeamiento.
fact : Factor que trae a valor presente el costo de las pe´rdidas.
Hh : Nu´mero de horas del periodo de planeamiento h.
h : I´ndice que recorre los periodos discretizados del an˜o.
Ima´x,cij,abc : L´ımite de corriente en el tramo ij para un conductor tipo c.
ia : Tasa de descuento para traer los costos a valor presente.
ie : Tasa de crecimiento de la energ´ıa.
ij : I´ndice que recorre los tramos de red.
k : I´ndice que recorre los nodos.
Lij : Longitud del tramo de red ij.
Lij,y : Longitud del tramo de red ij contenido en el a´rea y.
NDpma´x : Nu´mero ma´ximo de dispositivos de proteccio´n disponibles.
NijE : Nu´mero total de tramos de red existentes.
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Nk : Nu´mero total de nodos de la red.
NdE : Nu´mero total de nodos con subestacio´n instalada.
Nt : Nu´mero de an˜os del periodo de planeamiento.
Pk,y : Potencia activa en el nodo k contenido en el a´rea y.
PDk,abc : Potencia activa demandada en el nodo k para las fases a, b y c.
QDk,abc : Potencia reactiva demandada en el nodo k para las fases a, b y c.
SDk,abc : Potencia aparente demandada en el nodo k para las fases a, b y c.
rij,y : Tiempo promedio de reparacio´n de una falla permanente en el tramo de red ij
contenido en el a´rea y.
Rcij,abc : Resistencia del conductor en en tramo de red ij para un conductor tipo c.
RFma´x : Recurso financiero ma´ximo para la etapa de planeamiento de la red.
RFDPma´x : Recurso financiero ma´ximo para la etapa de confiabilidad.
t : I´ndice que recorre los an˜os del periodo de planeamiento.
V mı´nk,abc : Voltaje mı´nimo permitido en la barra k para las fases a, b y c.
V ma´xk,abc : Voltaje ma´ximo permitido en la barra k para las fases a, b y c.
y : I´ndice que recorre el nu´mero de a´reas conformadas
λij,y : Tasa de fallas permanentes del tramo de red ij contenido en el a´rea y.
λcij : Para´metro que indica si existe (1) o no (0), un conductor tipo c en el tramo de red ij.
λdk : Para´metro que indica si existe (1) o no (0), una subestacio´n tipo d en el nodo k.
λbk : Posibilidad del balance de fases b en el nodo k.
γbk : Para´metro que indica el tipo de conexio´n de las fases en el nodo k.
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Variables
Variables binarias
δcij : Variable de decisio´n de instalacio´n de un conductor tipo c en el tramo de red ij.
δdk : Variable de decisio´n de instalacio´n de una subestacio´n tipo d en el nodo k.
µbk : Variable que indica la decisio´n de realizar el balance de fases b en el nodo k.
xm : Variable de decisio´n de la instalacio´n del reconectador en la posicio´n m.
Todas las variables toman el valor de uno (1) si se realiza la accio´n y cero (0) en caso contrario.
Variables continuas
V calk,abc : Voltaje en la barra k para las fases a, b y c.
Ihij,abc : Corriente por cada fase en el tramo de red ij para el periodo h.
θhk,abc : A´ngulo del voltaje en la barra k para las fases a, b y c en el periodo h.
Vk : Voltaje en la barra k contenida en el a´rea y.
Slossij,abc : Pe´rdidas de potencia aparente en el tramo ij.
SSEk,abc : Potencia aparente generada en las subestaciones.
Funciones
z1 : Funcio´n objetivo que determina los costos asociados a la solucio´n del PPRD.
z2 : Funcio´n objetivo que determina el NENS para una configuracio´n factible de la red.
z3 : Funcio´n objetivo que determina el costo asociado a la invesio´n en RNA y RNC.
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Cap´ıtulo 1
Introduccio´n
Las redes de distribucio´n de energ´ıa ele´ctrica se encuentran en una constante y creciente expansio´n,
impulsada por el desarrollo econo´mico y social de los pa´ıses. Es as´ı como los estudios relacionados
con la expansio´n del sistema ele´ctrico de distribucio´n pretenden ampliar la red de tal manera que se
pueda atender de forma eficiente y oportuna el crecimiento de la demanda energe´tica, maximizando la
seguridad y confiabilidad de su infraestructura f´ısica.
El objetivo fundamental de la expansio´n de la red de distribucio´n, es suministrar una energ´ıa con los
ma´s altos niveles de calidad, buscando la sostenibilidad econo´mica de las empresas distribuidoras y
con la premisa del mı´nimo costo de energ´ıa para los usuarios finales. En este contexto un plan de
expansio´n se puede caracterizar como un disen˜o de la red de distribucio´n, que garantice el suministro
de energ´ıa ele´ctrica al conjunto de usuarios existentes y futuros dentro de un horizonte de tiempo
con demanda conocida, tal que se cumplan todas las restricciones te´cnicas y operativas, adema´s de
los criterios establecidos en las pol´ıticas regulatorias del sector, minimizando el costo de inversio´n y
operacio´n del sistema.
Un inadecuado planeamiento de estos sistemas se puede ver reflejado en sobrecargas en circuitos
primarios y subestaciones de distribucio´n, problemas de regulacio´n, incremento en las pe´rdidas te´cnicas
del sistema, pe´rdida de confiabilidad y calidad, sobredimensionamiento de los elementos y sobrecostos
en los proyectos. Por lo tanto, concebir un buen plan de expansio´n de la red implica considerar
estrategias que eviten la aparicio´n de los problemas mencionados anteriormente, as´ı como garantizar
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un nivel mı´nimo de confiabilidad en el sistema, en funcio´n de la atencio´n y disponibilidad de energ´ıa
para el consumidor final durante el horizonte de planeamiento.
Adicional a lo anterior, la operacio´n de los sistemas ele´ctricos presenta variaciones ante feno´menos
externos a sus condiciones estacionarias, que pueden afectar dra´sticamente el bienestar de los usuarios
finales y que suceden cuando el sistema se ve expuesto a alteraciones producidas por eventos de
falla. Bajo estas condiciones operativas un inadecuado esquema de protecciones puede ocasionar una
operacio´n deficiente del sistema causando problemas asociados a: pe´rdida excesiva de carga, violacio´n
de l´ımites operativos, deterioro de la vida u´til de todos los elementos de la red, empeoramiento de
los indicadores de confiabilidad y penalizaciones de los entes reguladores. Con el fin de solucionar
los problemas anteriores, es necesario que las empresas distribuidoras cuenten con estrategias de
aislamiento de fallas y transferencia de carga, lo cual se puede lograr a trave´s de la seleccio´n o´ptima de
puntos de corte con reconectadores normalmente cerrados y puntos de transferencia con reconectadores
normalmente abiertos. Con esto se flexibiliza la operacio´n del sistema ante feno´menos externos y se
obtienen beneficios adicionales por el cumplimiento de esta´ndares normativos y mejoramiento de la
calidad del servicio.
1.1. Aspectos considerados
En primer lugar, considerar la confiabilidad de un sistema ele´ctrico implica tener en cuenta gran
cantidad de aspectos y variables, en su mayor´ıa con comportamiento estoca´stico y en muchos casos
desconocido, que requieren de gran cantidad de datos histo´ricos para una prediccio´n adecuada en el
horizonte de planeamiento; por tanto, desde el punto de vista de la planeacio´n de la expansio´n, una
forma de tener en cuenta aspectos relacionados con la confiabilidad de la red, es a trave´s de estrategias
de mitigacio´n de fallas por medio de elementos de proteccio´n ubicados en forma estrate´gica sobre el
sistema y elementos de transferencia de carga que puedan recuperar la mayor cantidad de energ´ıa y
redistribuir los flujos de tal forma que la red no este´ expuesta a operaciones riesgosas, siempre pensando
en el bienestar y confort de los usuarios finales, as´ı como la reduccio´n de penalizaciones a las empresas
distribuidoras por deficiencias del servicio.
Adicionalmente las pol´ıticas regulatorias del sector ele´ctrico esta´n formuladas en funcio´n de la
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maximizacio´n de la calidad en el suministro de energ´ıa a los usuarios finales. Por lo tanto desde esta
o´ptica, es indispensable contar con metodolog´ıas de planeamiento a largo plazo, que vayan de la mano
con las condiciones operativas de la red y puedan en conjunto garantizar su adecuada operacio´n. En este
contexto, es obvio que los planes de expansio´n esta´n ligados a lo establecido por la normatividad del
sector, razo´n por la cual deben cumplir con sus lineamientos. Una forma de lograrlo es considerando
el sistema actual y su necesidad de expansio´n bajo un ambiente de redes inteligentes, en la que se
garantice el servicio en condiciones normales de operacio´n y la mayor atencio´n posible en estados de
emergencia.
Por otro lado, el necesario crecimiento de los sistemas ele´ctricos esta´ definido por el aumento de la
carga y que en conjunto con las pol´ıticas regulatorias que son cada vez ma´s estrictas, obliga a las
empresas a mejorar en el tiempo las condiciones con las que se presta el servicio. De esta manera los
usuarios finales al ser los que impulsan la expansio´n de la red, deben ser considerados no solo como un
elemento ma´s que debe ser atendido, sino como un elemento que debe ser atendido con altos niveles de
calidad y confiabilidad, lo que finalmente se traduce en el desarrollo de planes de expansio´n confiables.
El desarrollo de un modelo matema´tico de optimizacio´n en funcio´n de las condiciones anteriores,
dan lugar a una formulacio´n compleja de caracter´ıstica combinatorial, con presencia de variables de
decisio´n enteras relacionadas con la evaluacio´n de los costos de inversio´n, tal como la ubicacio´n o no
de un tramo de red, la localizacio´n de una subestacio´n en un nodo especifico o la ubicacio´n de cierto
grupo de protecciones, as´ı como variables de tipo continuo en funcio´n de los flujos de potencia y los
voltajes nodales.
Con el fin de encontrar la solucio´n o´ptima de la planeacio´n de sistemas de distribucio´n considerando
localizacio´n de reconectadores normalmente abiertos y cerrados, en este trabajo se emplean dos
enfoques: el primero considera una metodolog´ıa en cascada donde inicialmente se encuentra el disen˜o
o´ptimo de la red y luego se localizan los reconectadores sobre el sistema. El segundo enfoque plantea
una metodolog´ıa integrada, la cual considera en forma simulta´nea para cada configuracio´n propuesta
de la red de distribucio´n, la ubicacio´n de los reconectadores.
En ambos enfoques la etapa de la planeacio´n de sistemas de distribucio´n formula el problema como un
modelo mono-objetivo de tipo no lineal entero mixto, el cual considera la representacio´n trifa´sica de
los elementos que conforman la red, debido a que en sistemas de distribucio´n como el colombiano es
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usual emplear transformadores monofa´sicos, lo que induce un alto grado de desbalance. En la funcio´n
objetivo del modelo se minimizan los costos de inversio´n y operacio´n del sistema. El conjunto de
restricciones esta´ compuesto por las ecuaciones de balance nodal, capacidades ma´ximas permitidas
para los elementos del sistema, ma´xima ca´ıda de tensio´n permitida y radialidad de la red; esta etapa
es solucionada usando un algoritmo bu´squeda tabu´.
En la etapa de ubicacio´n o´ptima de reconectadores el problema es formulado como un modelo
multi-objetivo de tipo no lineal entero mixto, el cual tiene como funciones objetivo la minimizacio´n de
costos de inversio´n y el nivel de energ´ıa no servida. El conjunto de restricciones considera la cargabilidad
de tramos de red que permiten transferencia de carga, regulacio´n de tensio´n y restricciones de tipo
financiero; esta etapa es solucionada usando un algoritmo NSGA II. Debido a que en la solucio´n de
este problema se emplea una te´cnica multi-objetivo, para seleccionar una u´nica solucio´n del frente de
Pareto se emplea una me´trica conocida como el criterio max-min. Esta estrategia es empleada en los
dos enfoques propuestos.
Ambas te´cnicas de solucio´n (BT y NSGA II) fueron seleccionadas debido a las caracter´ısticas
combinatoriales de la tema´tica tratada y por su fa´cil adaptacio´n a estos problemas, adema´s de los
excelentes resultados obtenidos en trabajos similares.
1.2. Antecedentes
Desde hace aproximadamente 60 an˜os los centros de investigacio´n relacionados con la ingenier´ıa
ele´ctrica, han volcado su mirada en el desarrollo de sistemas ele´ctricos eficientes, razo´n por la cual, hoy
en d´ıa es posible encontrar gran cantidad de art´ıculos y libros que abordan tema´ticas relacionadas con
redes de distribucio´n de energ´ıa y su confiabilidad. Sin embargo, en esta revisio´n del estado del arte, se
consideran los trabajos desarrollados desde el an˜o 2000 en adelante, dado que cuentan con informacio´n
ma´s actualizada y relevante en esta tema´tica y por tanto es posible inferir que han recopilado y
mejorado los resultados de las investigaciones realizadas en an˜os anteriores.
Adicional a lo anterior, esta seccio´n de revisio´n esta´ dividida en tres subsecciones: en primer lugar se
abordan los trabajos relacionados con la planeacio´n de sistemas de distribucio´n, valorando en algunos
cosas la confiabilidad de la red, en segundo lugar aquellos trabajos que tratan temas de confiabilidad
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a partir de la ubicacio´n de elementos de proteccio´n y finalmente aquellos documentos donde se han
trabajado las dos tema´ticas en forma integrada.
1.2.1. Estado del arte sobre planeacio´n de redes de distribucio´n
En 2000 Bhowmik et al. desarrollan en [2] una metodolog´ıa para la planeacio´n o´ptima de redes de
distribucio´n de gran taman˜o a trave´s de un modelo no lineal, considerando como funcio´n objetivo la
minimizacio´n de los costos de inversio´n y operacio´n. Esta metodolog´ıa se desarrolla en tres etapas:
en la primera etapa definen los puntos de ubicacio´n de las fuentes de alimentacio´n de los circuitos
(subestaciones), en la segunda determinan las rutas de los alimentadores para atender a todas las
cargas y finalmente en la tercera etapa evalu´an la confiabilidad de la red, por medio de la valoracio´n
econo´mica de la energ´ıa no suministrada.
En 2002 Ranjan et al. en [3] presentan una metodolog´ıa de planeacio´n de sistemas de distribucio´n,
considerando como desconocidos los posibles puntos de ubicacio´n de las subestaciones, con lo que
presentan un modelo generalizado para la planeacio´n de redes de distribucio´n, que determina los
puntos o´ptimos de localizacio´n para la subestaciones en funcio´n de criterios te´cnicos, como ma´xima
ca´ıda de tensio´n y reduccio´n de pe´rdidas. Son incorporados algoritmos de optimizacio´n para determinar
el calibre o´ptimo de los conductores y sus respectivas rutas. Adicionalmente es modificado el flujo de
carga para tener en cuenta la combinacio´n de cargas en los nodos del sistema. La metodolog´ıa es
validada mediante un ejemplo de aplicacio´n.
En 2004 Go´mez et al. en [4] presentan una metodolog´ıa para la planeacio´n de redes de distribucio´n
considerando un modelo de programacio´n no lineal entero mixto. Como herramienta de solucio´n se
emplea la te´cnica metaheur´ıstica de optimizacio´n denominada Colonia de Hormigas, inspirada en el
comportamiento de estos insectos en su entorno natural. La metodolog´ıa se valida en dos sistemas de
dimensiones reales con diferente grado de complejidad y los resultados son comparados con los obtenidos
a trave´s de algoritmos gene´ticos, mostrando mejoras significativas en los tiempos de co´mputo necesarios
para encontrar la mejor solucio´n.
En este mismo an˜o en [5], se presenta un algoritmo de optimizacio´n de colonia de hormigas en su
versio´n multi-objetivo para el problema de la planeacio´n de redes de distribucio´n. Esta metodolog´ıa
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considera como funciones objetivo la confiabilidad, valorada a trave´s del indicador de la frecuencia
media de interrupcio´n (SAIFI) y el costo total de la planeacio´n. El algoritmo encuentra en el frente de
o´ptimo de Pareto las soluciones o´ptimas para el SAIFI y el costo de inversio´n, cuando el problema es
modelado a trave´s de representaciones mono-objetivo, con lo que se garantiza que en el frente o´ptimo
esta´n contenidos los mejores compromisos entre las funciones objetivo.
En 2006 Ramı´rez et al. presentan en [6] una metodolog´ıa de planeacio´n de redes ele´ctricas empleando
un algoritmo de Bu´squeda Tabu´ multi-objetivo para lo que denominan planeamiento difuso de sistemas
de distribucio´n. Son consideradas en forma simulta´nea tres funciones objetivo: el costo del proyecto,
confiabilidad y robustez. Adicional a esto, usan estrategias de intensificacio´n y diversificacio´n como
te´cnicas de bu´squeda sobre el espacio de soluciones. La metodolog´ıa es validada en un sistema de
distribucio´n de 182 nodos, encontrando 31 soluciones no dominadas pertenecientes al frente o´ptimo de
Pareto. En este mismo an˜o, los autores en [7] dan a conocer una metodolog´ıa multi-objetivo empleando
un algoritmo de Bu´squeda Tabu´ para el problema de la expansio´n de redes ele´ctricas. Usan el me´todo
de optimizacio´n multi-objetivo a trave´s de restricciones l´ımite y proponen un esquema vertical de dos
etapas. En la primera de ellas es determinado el nu´mero de subestaciones o´ptimas y su capacidad, y
en la segunda etapa son determinadas las rutas y los calibres de los conductores. La metodolog´ıa se
valida en un sistema de prueba de 36 barras y son comparados los desempen˜os con respecto a te´cnicas
de optimizacio´n como Recocido Simulado y Algoritmos Gene´ticos, mostrando mejores resultados.
En 2010 Lavorato et al. en [8] presentan un me´todo heur´ıstico para la planeacio´n de redes de distribucio´n
basado en factores de sensibilidad para seleccionar los tramos de red o subestaciones candidatas a hacer
parte de la solucio´n, por medio de la relajacio´n de problema de planeamiento a trave´s de un modelo
continuo resuelto en un paquete de optimizacio´n comercial. La metodolog´ıa se valida en tres sistemas
de la literatura especializada, encontrando los resultados o´ptimos conocidos para dichos sistemas.
En 2012 Lavorato et al. presentan en [9] un esquema de planeamiento de sistemas de distribucio´n
considerando un modelo de programacio´n no lineal entero mixto. Como restricciones del problema son
impuestas las ecuaciones de balance nodal y radialidad, entre otras. La metodolog´ıa es resuelta mediante
la implementacio´n del modelo en el paquete de optimizacio´n comercial AMPL con el optimizador
KNITRO. Los resultados obtenidos reflejan la eficiencia del modelo, encontrando la solucio´n o´ptima,
para dos sistemas de prueba de la literatura especializada.
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1.2.2. Estado del arte sobre ubicacio´n o´ptima de elementos de proteccio´n en
sistemas de distribucio´n
En [10] Bupasiri et al. en 2003 presentan un modelo matema´tico para el problema de localizacio´n
o´ptima de dispositivos de proteccio´n, considerando reconectadores, llaves de conmutacio´n manual y
fusibles. El problema es presentado como un modelo de programacio´n no lineal binario que considera la
minimizacio´n de una funcio´n de costos de inversio´n y operacio´n durante toda la vida u´til denominada
LLC (life cycle cost) y se resuelve usando el paquete de optimizacio´n comercial LINDO con el solver
LINGO.
En [11] Da Silva et al. en 2004 presentan un modelo matema´tico no lineal binario (NLBP) para
la ubicacio´n o´ptima de reconectadores, seccionalizadores y fusibles en sistemas de distribucio´n,
minimizando el indicador SAIFI. Como te´cnica de solucio´n implementan un algoritmo gene´tico y
se valida la metodolog´ıa en un sistema ele´ctrico de proporciones reales.
Tippachon y Rerkpreedapong en 2009 [12] muestran una metodolog´ıa multi-objetivo para la localizacio´n
o´ptima de reconectadores, switches y fusibles para la minimizacio´n de tres objetivos en forma
simulta´nea: minimizacio´n de los indicadores SAIFI y SAIDI, adema´s de la minimizacio´n de costos
de inversio´n y costos por energ´ıa no suministrada. Como te´cnica de solucio´n se emplea un algoritmo
de colonia de hormigas en su versio´n multi-objetivo.
Ferreira et al. en 2010 [13] desarrollan una metodolog´ıa multi-objetivo para localizacio´n de
reconectadores, seccionalizadores, fusibles y llaves de conmutacio´n en sistemas de distribucio´n de
energ´ıa ele´ctrica mediante una formulacio´n matema´tica que minimiza tres objetivos simulta´neamente:
SAIFI, SAIDI y MAIFI. Se emplea como te´cnica de solucio´n un algoritmo NSGA II y se usan criterios
especializados para la determinacio´n del frente de Pareto que garantiza optimalidad global.
Los autores en [14] presentan en 2011 una metodolog´ıa para localizar interruptores, elementos de
transferencia, fusibles y seccionadores, empleando programacio´n binaria, con el fin de minimizar el costo
de los dispositivos, adema´s de los costos asociados a la energ´ıa no servida y el deterioro de la vida u´til
de los elementos del sistema, entre otros. Se muestran los ı´ndices SAIFI y SAIDI, relacionados con la
confiabilidad del sistema para cada una de las propuestas de solucio´n. Los autores aplican programacio´n
binaria para solucionar el problema de localizacio´n o´ptima, ya que la naturaleza del problema tiene
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impl´ıcita esta´ caracter´ıstica, asociada a la aparicio´n o no de los elementos de proteccio´n, razo´n por la
cual descartan la aplicacio´n de te´cnicas metaheur´ısticas como herramienta de solucio´n.
Popovic et al. [15] en 2012 proponen una metodolog´ıa para encontrar el nivel o´ptimo de automatizacio´n
de redes de distribucio´n de energ´ıa ele´ctrica de media tensio´n considerando diferentes elementos
de proteccio´n (interruptores, reconectadores, seccionalizadores y switches). Se emplea un algoritmo
heur´ıstico combinatorial para evaluar el problema incluyendo varias funciones objetivo tales como
minimizacio´n del SAIFI y la relacio´n costo/beneficio, teniendo en cuenta restricciones operativas y de
inversio´n.
En [16] Ferreira y Bretas en 2012, desarrollan un modelo matema´tico para la minimizacio´n de los
indicadores SAIDI y SAIFI. Adema´s del costo de inversio´n asociado a los elementos de proteccio´n, se
propone localizar reconectadores, switches y fusibles como un modelo de optimizacio´n mono-objetivo
usando el paquete de optimizacio´n comercial GAMS con el solver BARON, y se realiza una
comparacio´n con respuestas obtenidas mediante la implementacio´n de algoritmos gene´ticos. En este
mismo an˜o, Pulgar´ın et al. en [17] desarrollan una metodolog´ıa de localizacio´n o´ptima de reconectadores
normalmente abiertos para transferencia de carga en sistemas de distribucio´n de media tensio´n.
Consideran como funciones objetivo los costos de instalacio´n y el nivel de energ´ıa no servida promedio.
El modelo se resuelve a trave´s de un algoritmo gene´tico de ordenamiento no dominado NSGA II y como
estrategia de evaluacio´n se emplea el criterio de contingencia n− 1 y un flujo de carga linealizado. La
metodologia es validada en un sistema de distribucio´n colombiano, propiedad de la Empresa de Energ´ıa
del Quindio (EDEQ).
Tambie´n en 2012 se presenta en [18] un modelo de programacio´n no lineal binario mixto para la
localizacio´n o´ptima de reconectadores y fusibles, por medio de la aplicacio´n de las estrategias de
coordinacio´n “fuse blow scheme” y “fuse saving scheme”. Los indicadores SAIFI y MAIFI son
modelados en funcio´n de los elementos de proteccio´n considerados y se involucran en las funciones
objetivo. El modelo es resuelto mediante un paquete de optimizacio´n comercial y es construido un
frente o´ptimo de Pareto a partir de la evaluacio´n a trave´s de factores de ponderacio´n en las funciones
objetivo.
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1.2.3. Marco referencial integrado y comentarios finales
De acuerdo a esto, la red de distribucio´n es modelada en forma trifa´sica con el fin de tener una mejor
aproximacio´n a los sistemas reales.
Por otro lado cuando las redes ele´ctricas son planeadas en un horizonte de estudio con demanda
conocida, no son considerados los eventos de falla como parte de los objetivos del estudio, con lo
cual deja de valorarse la posibilidad de encontrar esquemas de operacio´n que sean eficientes ante este
tipo de feno´menos. En la literatura especializada solo existen dos trabajos que tienen en cuenta esta
caracter´ıstica.
En primer lugar, Pen˜uela en su tesis doctoral [19] presenta diferentes modelos matema´ticos para
la expansio´n y operacio´n de sistemas ele´ctricos, considerando diferentes elementos de proteccio´n
(reconectadores, seccionalizadores, fusibles y rele´s) y fuentes de generacio´n distribuida. La metodolog´ıa
propuesta consta de dos etapas para su solucio´n: primero es determinada una posible solucio´n del
problema de planemiento de la red de distribucio´n y una vez conocida esta topolog´ıa, se procede a
ubicar el conjunto de dispositivos de proteccio´n necesarios para minimizar la energ´ıa no suminstrada de
todo el sistema. Para este propo´sito es empleado el algoritmo de optimizacio´n multi-objetivo NSGA II y
las pruebas son realizadas en varios sistemas de prueba de la literatura especializada. En segundo lugar
Ganguly et al. en [20] presentan un modelo multi-objetivo para la solucio´n al problema de planeamiento
de sistemas de distribucio´n considerando elementos de transferencia para mejorar indicadores de
confiabilidad. El modelo considera como primer funcio´n objetivo los costos de instalacio´n y operacio´n
de la red y como segunda funcio´n objetivo los costos de interrupcio´n del servicio. Es empleada una
te´cnica de solucio´n por ponderacio´n de las funciones objetivo para conformar el frente o´ptimo de Pareto
y la metodolog´ıa se valida en sistemas de 21, 54 y 100 barras con excelentes resultados en comparacio´n
con modelos que resuelven el problema desde la o´ptica mono-objetivo.
Segu´n lo anterior, es de notar que lo propuesto en este trabajo corresponde a una tema´tica poco
estudiada desde el punto de vista de la planeacio´n de redes de distribucio´n de energ´ıa ele´ctrica
incorporando esquemas de confiabilidad, por lo que se observa la importancia que tiene el desarrollo
de esta investigacio´n.
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1.3. Aportes del proyecto
El desarrollo de esta investigacio´n tiene como aportes los siguientes aspectos:
Tradicionalmente en la literatura especializada se ha tratado el problema de la planeacio´n de
sistemas de distribucio´n considerando un modelado monofa´sico de la red. En este trabajo se
emplea un modelo trifa´sico del sistema, con el fin de considerar el desbalance involucrado por
transformadores monofa´sicos conectados a las redes ele´ctricas.
Generalmente se ha trabajado la ubicacio´n de reconectadores normalmente abiertos y cerrados
de forma independiente. En este trabajo se considera su ubicacio´n de forma simulta´nea, dado
que la instalacio´n de uno de ellos afecta la localizacio´n del otro elemento.
En la literatura especializada no hay reportes del uso de indicadores de sensibilidad para generar
el conjunto propuesto de reconectadores normalmente abiertos y cerrados para instalar en el
sistema. En este trabajo se proponen dos indicadores para generar dicho conjunto, a partir de la
informacio´n obtenida de la etapa de planeacio´n del sistema de distribucio´n.
Se proponen dos enfoques diferentes para solucionar el problema de la planeacio´n de sistemas de
distribucio´n considerando reconectadores normalmente cerrados y abiertos para aislamiento de
fallas y transferencia de cargas, respectivamente.
Debido a que en la literatura especializada no se encuentran trabajos que empleen en el problema
de la planeacio´n de sistemas de distribucio´n primarios un modelo trifa´sico de la red, en este
trabajo se adaptaron dos sistemas de prueba tradicionales, los cuales consideran diferentes tipos
de cargas y conexiones a la red ele´ctrica. Estos sistemas pueden convertirse en sistemas de prueba
para futuras investigaciones realizadas alrededor de esta tema´tica.
Los resultados obtenidos con ambos enfoques propuestos pueden ser valores de referencia para
futuros trabajos, con el fin de verificar la validez de nuevas metodolog´ıas.
1.4. Productos derivados de la investigacio´n
A continuacio´n se presentan los productos derivados de este proyecto.
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1.4.1. Joven investigador
Se desarrollo´ la propuesta de investigacio´n denominada Localizacio´n o´ptima de elementos de proteccio´n
en sistemas de distribucio´n de energ´ıa para aislamiento de fallas, a trave´s de la convocatoria Jo´venes
Investigadores de Colciencias del an˜o 2013.
1.4.2. Proyectos de grado de Ingenier´ıa Ele´ctrica
1. Ubicacio´n o´ptima de reconectadores y fusibles en sistemas de distribucio´n de energ´ıa
para el mejoramiento de ı´ndices de confiabilidad. En esta investigacio´n se aborda el
problema a trave´s de un modelo matema´tico de tipo no lineal entero mixto con dos funciones
objetivo tratadas en forma independiente, donde la primera de ellas corresponde al indicador
de confiabilidad SAIFI y la segunda al indicador MAIFI, ambas sujetas a un conjunto de
restricciones no lineales, que llevan en cuenta las caracter´ısticas operativas de la red. Se propone
una metodolog´ıa de solucio´n a trave´s de la implementacio´n del modelo matema´tico en un paquete
de optimizacio´n comercial y la implementacio´n del algoritmo gene´tico de Chu & Beasley, con lo
cual es posible comparar resultados y presentar las ventajas de las te´cnicas metaheur´ısticas para
la solucio´n de este tipo de problemas. El estado de proyecto es: finalizado.
2. Determinacio´n de indicadores de sensibilidad para seleccionar puntos candidatos
para localizacio´n de elementos de proteccio´n. En esta investigacio´n se propone generar
un conjunto de puntos candidatos para la ubicacio´n de elementos de proteccio´n a trave´s de
algoritmos heur´ısticos basados en caracter´ısticas operativas de la red, as´ı como de condiciones
topolo´gicas y tipos de usuarios. El estado del proyecto es: en ejecucio´n.
3. Te´cnica heur´ıstica para determinar conjunto de lugares propuestos para ubicar
reconectadores normalmente abiertos para transferencia de carga. En este trabajo
se propone la ubicacio´n o´ptima de dispositivos de proteccio´n sobre sistemas de distribucio´n
considerando mu´ltiples alimentadores y diferentes subestaciones, con el fin de mejorar los
indicadores de confiabilidad de la red, a la vez que se proponen estrategias para la seleccio´n
adecuada de puntos de transferencia de carga. El estado de este proyecto es: en ejecucio´n.
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4. Ubicacio´n o´ptima de reconectadores normalmente abiertos en sistemas de
distribucio´n con presencia de generacio´n distribuida. Es este trabajo se plantea una
metodolog´ıa que permite la ubicacio´n o´ptima de reconectadores normalmente abiertos sobre la
red de distribucio´n con generadores distribuidos, de tal manera que se permita la operacio´n de la
red incluso bajo eventos de falla que comprometan la subestacio´n. Esto permite operaciones
temporalmente aisladas de los generadores distribuidos (islas en el sistema), con lo que se
minimiza la afectacio´n sobre los usuarios finales. El estado de este proyecto es: en ejecucio´n.
1.4.3. Ponencias en congresos
1. Optimal location of automatic reclosers using MOEA SPEA II. Simposio Brasileiro de
Sistemas Ele´tricos (SBSE), Foz do Iguac¸u (Parana´), Brasil, 22 al 25 de abril de 2014. Estado de
la ponencia: aceptada.
2. Methodology for Optimal Distribution System Planning Considering Automatic
Reclosers to Improve Reliability Indices. IEEE PES 2014 Transmission & Distribution
Conference and Exposition, Latin America, Medell´ın, Colombia, septiembre de 2014. Estado de
la ponencia: en revisio´n.
1.4.4. Art´ıculos en revistas
1. Nuevo enfoque para la localizacio´n o´ptima de reconectadores en sistemas de
distribucio´n considerando la calidad del servicio y los costos de inversio´n. Ingeniare.
Revista chilena de ingenier´ıa. Estado del art´ıculo: en revisio´n.
2. Ubicacio´n o´ptima de dispositivos de proteccio´n en sistemas de distribucio´n de
energ´ıa: revisio´n del estado del arte. Revista de la Universidad Nacional Auto´noma de
Me´xico. Ingenier´ıa Investigacio´n y Tecnolog´ıa. Estado del art´ıculo: en revisio´n.
3. Optimal location of automatic reclosers and fuses in distribution systems using
multi-objective approach. Journal of Electrical Power and Energy Systems. Estado del
art´ıculo: en revisio´n.
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1.5. Estructura del documento
En el Cap´ıtulo 2 se presenta la descripcio´n y formulacio´n matema´tica de los problemas de la planeacio´n
de sistemas de distribucio´n y localizacio´n de reconectadores normalmente abiertos y cerrados. Luego
en el Cap´ıtulo 3 se describe el algoritmo Bu´squeda Tabu´, el cual es empleado para solucionar el
problema de la planeacio´n. Posteriormente en el Cap´ıtulo 4 se ilustran los aspectos ma´s importantes del
algoritmo NSGA II, el cual es empleado en la solucio´n del problema de localizacio´n de reconectadores.
En el Cap´ıtulo 5 se plantean los dos enfoques propuestos para solucionar el problema tratado. En
el Cap´ıtulo 6 se describe la aplicacio´n de ambos enfoques a dos sistemas de prueba y los resultados
obtenidos. Finalmente se presentan las conclusiones y recomendaciones obtenidas de este trabajo.
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Cap´ıtulo 2
Descripcio´n y modelado matema´tico
2.1. Fundamentacio´n teo´rica y formulacio´n general del PPRD
El PPRD se enmarca desde una o´ptica mono-objetivo como un plan de expansio´n que garantiza el
suministro de energ´ıa ele´ctrica al conjunto de usuarios existentes y futuros dentro de un horizonte de
tiempo con demanda conocida, de forma que se cumplan con todas las restricciones te´cnicas, operativas
y criterios establecidos en las pol´ıticas regulatorias del sector, minimizando el costo de inversio´n y
operacio´n total del sistema.
La implementacio´n de un plan de expansio´n inadecuado de la red de distribucio´n trae consigo numerosos
inconvenientes, tanto para las empresas distribuidoras, como para los usuarios finales de la energ´ıa.
Los problemas ma´s conocidos son:
Violacio´n de los l´ımites de tensio´n permitidos en los nodos.
Sobrecargas en los alimentadores, transformadores y dema´s elementos de la red.
Deslastres de carga.
Altos porcentajes de desbalance en las fases.
Aumento de las pe´rdidas te´cnicas de la red.
Disminucio´n de los indicadores de confiabilidad.
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Sobredimensionamiento de elementos.
Sobrecostos en el proyecto.
Concebir un buen plan de expansio´n de la red implica considerar estrategias que eviten la aparicio´n
de los problemas mencionados anteriormente, as´ı como un estudio con alto grado de confiabilidad en
relacio´n con el comportamiento de la demanda en el horizonte de planeamiento.
Para garantizar el cumplimiento de todos los aspectos mencionados anteriormente, un plan adecuado
de expansio´n para las redes de distribucio´n de energ´ıa ele´ctrica debe considerar como mı´nimo los
siguientes aspectos:
Determinacio´n de los corredores nuevos por donde ira´n las l´ıneas de distribucio´n con sus
respectivos calibres.
Ubicacio´n y dimensionamiento de las nuevas subestaciones.
Cambio de calibres en los tramos de red existentes.
Ampliacio´n de la capacidad de las subestaciones existentes.
Balance de fases.
Desplanificacio´n de tramos de red existentes.
Reconfiguracio´n de la topolog´ıa de la red en estado normal de operacio´n y bajo contingencias.
Ubicacio´n de elementos de proteccio´n automa´ticos para aislamiento de fallas y transferencia de
carga.
En forma general el problema de expansio´n de redes primarias de distribucio´n de energ´ıa puede ser
descrito como:
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Miminizar z = Costos de inversio´n + Costos operativos
s.a.
- Ecuaciones de balance nodal.
- Regulacio´n de tensio´n.
- Cargabilidades ma´ximas de los elementos.
- Radialidad de la red.
Este problema es formulado a trave´s de un modelo de programacio´n no lineal entero mixto
mono-objetivo, donde la red es representada por medio de un modelo trifa´sico, en la cual pueden
existir cargas monofa´sicas, bifa´sicas y trifa´sicas.
En la funcio´n objetivo de este problema son tenidos en cuenta los costos fijos asociados a la inversio´n
inicial y los costos operativos o variables, relacionados con las pe´rdidas de energ´ıa a lo largo del
horizonte de planeamiento.
A continuacio´n se presenta en forma detallada cada uno de los te´rminos que componen el modelo
matema´tico de PPRD. Los para´metros, constantes, variables y funciones se encuentran en la
nomenclatura al inicio del documento.
2.1.1. Funcio´n objetivo
El PPRD consiste en presentar un plan de expansio´n con un mı´nimo costo en la inversio´n y operacio´n,
cumpliendo con un conjunto de restricciones te´cnicas y operativas. La funcio´n objetivo del problema
se compone de dos te´rminos: el primero de ellos es denominado costos fijos y esta´n asociados a la
inversio´n en elementos de red y el segundo es denominado costos variables y relacionan el costo de las
pe´rdidas de energ´ıa debido a la operacio´n del sistema.
Los costos fijos considerados son:
Cambio del calibre de un conductor en tramos de red existentes.
Instalacio´n de nuevos tramos de red.
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Ampliacio´n de subestaciones existentes.
Construccio´n de nuevas subestaciones.
Balance de fases en cargas existentes.
Los costos variables corresponden a los costos de las pe´rdidas de energ´ıa en tramos de la red durante
el periodo de planeamiento considerado. Adema´s se involucra el crecimiento del costo de la energ´ıa y
se tiene en cuenta la curva de duracio´n de carga anual discretizada en H periodos. Los costos variables
se calculan para cada an˜o del periodo de planeamiento y se traen a valor presente con una tasa de
descuento.
Finalmente los costos fijos y el valor presente neto de los costos variables son sumados y llevados
a anualidades, para as´ı realizar el ana´lisis financiero de cada una de las propuestas de solucio´n. A
continuacio´n se presenta la funcio´n objetivo.
mı´n z1 =

∑
ij∈Ωij
[( ∑
c∈Ωc
C1 + C2 + C3
)
+ C4
]
+
∑
k∈ΩkS
∑
d∈Ωd
[C5 + C6]
+
∑
k∈ΩkE
∑
b∈Ωb
C7

∗ fanual (2.1)
El te´rmino C1 representa del costo del cambio de calibre de un tramo de red existente:
C1 = Lij ∗ λcij
(
1− δcij
)∑
e∈Ωc
δeij ∗ CCCe
 (2.2)
El te´rmino C2 corresponde al costo de construccio´n e instalacio´n de un nuevo tramo de red:
C2 = Lij ∗ δcij
1− ∑
e∈Ωc
λeij
CNCc (2.3)
El costo dado por C3 representa el valor econo´mico que tienen las pe´rdidas de energ´ıa durante el
horizonte de planeamiento:
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C3 = Lij ∗
∑
e∈Ωc
δeij
 ∗
∑
t∈ΩT
fact ∗
∑
h∈ΩH
(
CkWh
1000
)
Hh ∗Rcij,abc
∣∣∣Ihij,abc∣∣∣2
 (2.4)
El te´rmino C4 corresponde al costo de apertura de un tramo de red existente para dejarlo fuera de
operacio´n, es decir, el costo asociado a la desplanificacio´n de la red:
C4 =
1− ∑
c∈Ωc
δcij
∑
c∈Ωc
λcij
CAC (2.5)
El costo dado por C5 representa el valor econo´mico asociado a la ampliacio´n de la capacidad de
suministro de potencia de una subestacio´n existente:
C5 = λ
d
k
(
1− δdk
)∑
f∈Ωd
δfk ∗ CASd
 (2.6)
El te´rmino C6 representa el costo de construccio´n e instalacio´n de una nueva subestacio´n:
C6 = δ
d
k
1− ∑
f∈Ωd
λfk
CNSd (2.7)
Finalmente el te´rmino C7 corresponde al costo de realizar el balance de fases en los nodos existentes
de la red.
C7 = γ
b
k
(
1− µbk
)
CBFk (2.8)
Los factores fanual y fact presentes en la funcio´n objetivo (2.1) y en el costo C3 dado por (2.4),
representan la anualizacio´n de los costos del proyecto (costo anual uniforme equivalente - CAUE) y
el factor que trae a valor presente el costo de las pe´rdidas del sistema teniendo en cuenta la tasa
de crecimiento de la energ´ıa para cada an˜o t contenido en el horizonte de estudio, respectivamente.
Matema´ticamente y bajo los conceptos ba´sicos de ingenier´ıa econo´mica, estos factores pueden ser
definidos segu´n las expresiones (2.9) y (2.10).
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fanual =
ia ∗ (1 + ia)Nt
(1 + ia)
Nt − 1 (2.9)
fact =
(
1 + ie
1 + ia
)t
(2.10)
2.1.2. Restricciones
El conjunto de restricciones del PPRD corresponde a un conjunto de aspectos te´cnicos, operativos y
financieros que definen el espacio de solucio´n del problema. Este conjunto de restricciones se presenta
las ecuaciones (2.11) a (2.18).
La ecuacio´n (2.11) representa las ecuaciones de balance nodal, las cuales son formuladas con base en
la primera y segunda ley de Kirchhofff y son empleadas para verificar el estado operativo de la red
por medio de un flujo de carga trifa´sico de tipo barrido iterativo como el presentado en [21].
EQu(PDk,abc, Q
D
k,abc, Vk,abc, θk,abc) = 0 (2.11)
En la ecuacio´n (2.12) se presenta la restriccio´n de l´ımites de tensio´n la cual garantiza que no se violen los
l´ımites de voltaje en los nodos del sistema, de acuerdo a criterios impuestos por pol´ıticas regulatorias.
V mı´nk,abc ≤ V calk,abc ≤ V ma´xk,abc (2.12)
La ecuacio´n definida por (2.13) representa la restriccio´n de capacidad ma´xima permitida de corriente
para cada tramo de red primaria en el periodo de carga h, es decir, que no sean sobrepasados los l´ımites
te´rmicos de los conductores. Esta restriccio´n evita la presencia de sobrecargas en la configuracio´n final
y se aplica para las tres fases del sistema y para cada tipo de conductor.
|Ihij,abc| ≤ Ima´x,cij,abc (2.13)
La ecuacio´n (2.14) representa los l´ımites operativos de las subestaciones y garantiza que no se presenten
subestaciones sobrecargadas en la configuracio´n final de la red.
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∑
k∈Ωk
SDk,abc +
∑
ij∈Ωij
Slossij,abc ≤
∑
k∈ΩkS
SSEk,abc (2.14)
La ecuacio´n dada por (2.15) representa en conjunto con las ecuaciones de balance nodal (2.11) la
condicio´n suficiente para que el sistema de distribucio´n contenga so´lo configuraciones radiales.
NijE +
∑
ij∈ΩijN
∑
c∈Ωc
δcij ≤ Nk −NdE −
∑
k∈ΩkS
∑
d∈Ωd
δdk (2.15)
La ecuacio´n (2.16) corresponde al recurso financiero ma´ximo para la realizacio´n del proyecto.
z1 ≤ RFma´x (2.16)
Finalmente las ecuaciones (2.17) y (2.18) aseguran que no sean instalados sobre un tramo de red dos
tipos de conductores o que en un nodo no sean instalados dos tipos de subestaciones, respectivamente.
∑
c∈Ωc
δcij ≤ 1∀ij ∈ Ωij (2.17)
∑
d∈Ωd
δdk ≤ 1∀k ∈ Ωk (2.18)
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2.1.3. Modelo matema´tico completo para el PPRD
A continuacio´n se presenta en forma compacta el modelo matema´tico completo del PPRD.
mı´n z1 =

∑
ij∈Ωij
Lij

∑
c∈Ωc

λcij
(
1− δcij
)( ∑
e∈Ωc
δeij ∗ CCCe
)
+δcij
(
1− ∑
e∈Ωc
λeij
)
CNCc
+
( ∑
e∈Ωc
δeij
)
∗
( ∑
t∈ΩT
fact ∗ ∑
h∈ΩH
(
CkWh
1000
)
Hh ∗Rcij,abc
∣∣∣Ihij,abc∣∣∣2
)

+
(
1− ∑
e∈Ωc
δeij
)( ∑
e∈Ωc
λeij
)
CAC

+
∑
k∈ΩkT
∑
d∈Ωd

λdk
(
1− δdk
)( ∑
f∈Ωd
δfk ∗ CASf
)
+δdk
(
1− ∑
f∈Ωd
λfk
)
CNSd

+
∑
k∈ΩkE
∑
b∈Ωb
γbk
(
1− µbk
)
CBFk

∗fanual
(2.19)
s.a.
EQu(PDk,abc, Q
D
k,abc, Vk,abc, θk,abc) = 0 (2.20)
V mı´nk,abc ≤ V calk,abc ≤ V ma´xk,abc (2.21)
|Ihij,abc| ≤ Ima´x,cij,abc (2.22)
∑
k∈Ωk
SDk,abc +
∑
ij∈Ωij
Slossij,abc ≤
∑
k∈ΩkS
SSEk,abc (2.23)
NijE +
∑
ij∈ΩijN
∑
c∈Ωc
δcij ≤ Nk −NdE −
∑
k∈ΩkS
∑
d∈Ωd
δdk (2.24)
26
z1 ≤ RFma´x (2.25)
∑
c∈Ωc
δcij ≤ 1∀ij ∈ Ωij (2.26)
∑
d∈Ωd
δdk ≤ 1∀k ∈ Ωk (2.27)
2.2. Fundamentacio´n teo´rica y formulacio´n general del PLODP
Localizar dispositivos de proteccio´n, como reconectadores en sistemas de distribucio´n de energ´ıa
ele´ctrica no es tarea fa´cil, debido a los elevados costos de inversio´n y mantenimiento de estos
dispositivos; adicionalmente la relacio´n beneficio/costo que se obtiene por su utilizacio´n no
esta´ directamente relacionado con la cantidad de dispositivos, si no con la ubicacio´n estrate´gica de
los mismos, es decir, que la minimizacio´n de los indicadores de calidad y confiabilidad del servicio
esta´n estrechamente ligados con la localizacio´n de los reconectadores y no con su cantidad. Surge
entonces la necesidad de plantear una estrategia de ubicacio´n o´ptima para reconectadores NA y NC en
la red de abastecimiento de energ´ıa ele´ctrica, de forma que se tenga en cuenta el costo de inversio´n y
la variacio´n en los indicadores de confiabilidad, que para el caso de este proyecto es el nivel de energ´ıa
no servida (ENS).
Es evidente que entre mayor sea el nu´mero de dispositivos necesarios, mayor sera´ el costo de inversio´n
y mantenimiento, razo´n por la cual se busca la minimizacio´n de este costo como primer objetivo.
Sin embargo tener ma´s dispositivos en la red implica teo´ricamente una reduccio´n en la afectacio´n de
usuarios producto de un evento de falla y por tanto se considera como segundo objetivo la minimizacio´n
del nivel de energ´ıa no servida. Es claro entonces, que el problema de localizacio´n de reconectadores
necesita de una ana´lisis multi-objetivo, ya que se presentan dos funciones objetivo en conflicto que son
dependientes de las variables de decisio´n; en otras palabras, la mejora de uno de los objetivos conlleva
al empeoramiento del otro.
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2.2.1. Definicio´n de las a´reas o zonas de influencia de las fallas
El concepto de a´rea empleado para el ca´lculo de la energ´ıa no servida en un zona espec´ıfica de una
red de distribucio´n de energ´ıa ele´ctrica esta´ directamente ligado con la posicio´n sobre la red de los
reconectadores normalmente abiertos y cerrados, ya que estos delimitan claramente la cantidad de
usuarios que se ven afectados por la aparicio´n de una falla. Una forma clara de ilustrar el concepto de
a´rea o zona de influencia de una falla en la red, se presenta en la figura 2.1, donde la posicio´n de los
reconectadores de proteccio´n y transferencia delimitan las a´reas.
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Figura 2.1: Zonificacio´n de un circuito de distribucio´n por a´reas de proteccio´n
2.2.2. A´rea desde el punto de vista de energ´ıa constante
Para entender claramente el concepto de a´rea como una energ´ıa constante, conside´rese una falla
permanente en un tramo de red 9-10 perteneciente al a´rea 3. Para despejar esta falla actu´an los
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reconectadores R3, R4 y R5, pasando de su estado normalmente cerrado a normalmente abierto.
Despue´s de esta operacio´n las zonas aguas abajo del a´rea 3 quedara´n sin suministro de energ´ıa (a´reas
4, 5 y 6 ); sin embargo existe posibilidad de su recuperacio´n a trave´s de los alimentadores de las
subestaciones S/E 2, S/E 3 y S/E 4 con el cambio de estado de los reconectadores R9, R10 y R11,
de normalmente abiertos a normalmente cerrados. De acuerdo a esto se observa que la energ´ıa no
suministrada debido a esta falla solo sera´ la correspondiente a la del a´rea 3 (ver figura 2.2), con lo que
queda definido el concepto de energ´ıa constante.
Si existiera otro evento de falla en cualquiera de los tramos correspondientes al a´rea 3 el proceso de
recuperacio´n de zonas ser´ıa exactamente igual al que se acabo´ de describir y el NENS ser´ıa so´lo la de
la zona bajo influencia de la falla.
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ÁREA FALLADA
Figura 2.2: Clarificacio´n de una falla de tipo permanente en la zona 3
29
2.2.3. Aspectos considerados en el modelo
El PLODP en sistemas de distribucio´n de energ´ıa ele´ctrica para mejoramiento de la confiabilidad a
trave´s del indicador asociado al NENS, es formulado como un modelo de programacio´n no lineal entero
mixto multi-objetivo (PNLEM), donde los objetivos considerados son la minimizacio´n de los costos de
inversio´n (dispositivos reconectadores, mano de obra, infraestructura f´ısica, etc.) y el NENS, sujeto a
un conjunto de restricciones te´cnicas y operativas.
Para el modelo matema´tico presentado, la interrupcio´n en el suministro de energ´ıa puede ser ocasionada
por dos causas: las fallas temporales y las fallas permanentes, por lo tanto se asumen los siguientes
criterios para la evaluacio´n del modelo:
Las fallas temporales son eliminadas por la operacio´n de los dispositivos ma´s pro´ximos, tanto
aguas arriba como aguas abajo, los cuales interrumpen instanta´neamente y por cortos per´ıodos
de tiempo todos los flujos de corriente que alimentan la falla.
Las fallas permanentes son aisladas por la operacio´n de los dispositivos ma´s pro´ximos, tanto
aguas arriba como aguas abajo de la seccio´n bajo falla.
En el modelo matema´tico se considera la instalacio´n conjunta de RNA y RNC.
La ubicacio´n de reconectadores existentes se asume conocida.
La solucio´n debe dar solamente un RNA para la interconexio´n de una a´rea, pues la instalacio´n
de dos o ma´s ocasiona la generacio´n de anillos en el sistema. Sin embargo un a´rea puede tener
varios puntos candidatos para ubicacio´n de RNA. Sin embargo, la metodolog´ıa puede sugerir que
no se instalen estos elementos en algunas a´reas.
2.2.4. Modelado matema´tico del PLODP
El PLODP es formulado a trave´s de un modelo multi-objetivo y por tanto consta de dos funciones
objetivo en conflicto, sujetas a un conjunto de restricciones de tipo te´cnico y financiero. Este modelo
se describe a continuacio´n.
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Funciones objetivo
La primer funcio´n objetivo z2 dada en (2.28), corresponde al NENS, que de forma anal´ıtica considera la
confiabilidad de la red y cuantifica la afectacio´n que producen sobre el sistema feno´menos relacionados
con las fallas de tipo permanente. Para cuantificar este objetivo se emplea el criterio de simulacio´n de
contingencias n − 1 a trave´s de la evaluacio´n de una falla en cada tramo del circuito y se evalu´a la
energ´ıa no servida teniendo en cuenta la posibilidad de restauracio´n de zonas operativas por medio de
los RNA. En el momento en que se realiza la contingencia se consideran los RNC para aislar la falla y
los RNA para transferencia de carga, es decir, que a partir de una contingencia en un tramo de red,
se evalu´a el nivel de energ´ıa no servida para todo el sistema, sumando el valor del nivel de cada zona.
Por tanto el NENS total del sistema sera´ la suma de todos los aportes de energ´ıa no servida de cada
zona, tal como se presenta en la ecuacio´n (2.28).
mı´n z2 =
∑
y∈ΩY
 ∑
k∈ΩyN
Pk,y
 ∑
ij∈ΩyL
λij,y ∗ Lij,y ∗ rij,y
 (2.28)
Cuando se simula una contingencia usando el criterio n − 1 se incorporan dos tipos de barridos en el
algoritmo con el fin de calcular la funcio´n objetivo: aguas abajo de la ubicacio´n de la falla (busca los
RNC para aislar la falla y los RNA para restaurar las zonas sin servicio), y aguas arriba de la ubicacio´n
de la falla (busca los RNC para aislar la falla).
En el momento en que se evalu´a si una zona sin servicio puede ser alimentada a trave´s de otra zona por
medio de los RNA, se verifica la regulacio´n de la red y la capacidad de transferencia de carga, adema´s
de la capacidad de la subestacio´n que recibe carga y las corrientes que circulan por los tramos de red.
Si la ubicacio´n de un RNA en un lugar ocasiona que una zona no pueda ser alimentada a trave´s de este
elemento debido a la violacio´n de alguno de los dos criterios mencionados anteriormente (regulacio´n
y cargabilidad), entonces se considera que esta zona tiene una demanda no atendida, por lo que al
calcular su NENS aumenta el valor de la funcio´n objetivo.
En segundo lugar se considera la funcio´n objetivo de costos z3, que cuantifica ba´sicamente el valor de
inversio´n necesaria para implementar cada configuracio´n de reconectadores propuesta, considerando
la suma de aspectos como el costo de los elementos, costo de construccio´n de tramos nuevos de red,
equipos necesarios para instalacio´n de los elementos y mano de obra, entre otros.
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mı´n z3 =
∑
m∈ΩD
Cm ∗ xm (2.29)
Restricciones
El conjunto de restricciones del PLODP corresponde a un conjunto de aspectos te´cnicos, operativos y
financieros que definen el espacio de solucio´n del problema. Este conjunto de restricciones se presenta
en las ecuaciones (2.30) a (2.33).
La ecuacio´n (2.30) representa que para cada transferencia realizada entre diferentes a´reas despue´s de
la ocurrencia de una falla, las l´ıneas contenidas en dichas a´reas no pueden sobrepasar las corrientes de
disen˜o, es decir, su l´ımite te´rmico.
∣∣∣Icij∣∣∣ ≤ Ic,ma´xij ∀ij ∈ ΩyL ∧ ∀c ∈ Ωc (2.30)
La ecuacio´n (2.31) corresponde a la evaluacio´n del criterio de regulacio´n para cada contenido en las
a´reas transferidas.
V mı´nk ≤ V calk ≤ V ma´xk ∀k ∈ ΩyN (2.31)
Las ecuaciones (2.32) y (2.33) corresponden a restricciones de tipo financiero y representan un l´ımite
ma´ximo de dispositivos de proteccio´n a ser instalados y el recurso financiero ma´ximo disponible para
inversio´n en dispositivos de proteccio´n, respectivamente.
∑
m∈ΩD
xm ≤ NDPma´x (2.32)
∑
m∈ΩD
Cm ∗ xm ≤ RFDPmax (2.33)
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Modelo matema´tico completo para el PLODP
A continuacio´n se presenta en forma compacta el modelo matema´tico completo del PLODP.
mı´n z2 =
∑
y∈ΩY
 ∑
k∈ΩyN
Pk,y
 ∑
ij∈ΩyL
λij,y ∗ Lij,y ∗ rij,y
 (2.34)
mı´n z3 =
∑
m∈ΩD
Cm ∗ xm (2.35)
s.a.
∣∣∣Icij∣∣∣ ≤ Ic,ma´xij ∀ij ∈ ΩyL ∧ ∀c ∈ ΩNc (2.36)
V mı´nk ≤ V calk ≤ V ma´xk ∀i ∈ ΩyN (2.37)
∑
m∈ΩD
xm ≤ NDPma´x (2.38)
∑
m∈ΩD
Cm ∗ xm ≤ RFDPmax (2.39)
Comentarios sobre el modelo del PLODP
Si muchos RNA y RNC considerados en una propuesta fuesen ubicados en el sistema, el valor de
la funcio´n objetivo definida en (2.34) disminuir´ıa notablemente, pues habr´ıa una menor cantidad
de a´reas con carga no atendida debido a que se tendr´ıa una mayor cantidad de posibilidades de
interconexio´n con otras zonas. Si esto ocurre, es claro que el valor de la funcio´n dada por (2.35)
aumentar´ıa considerablemente, ya que se tendr´ıa un valor mucho mayor asociado a la instalacio´n de
todos los dispositivos. En caso contrario, si solo se propone conectar un grupo reducido de dispositivos,
por ejemplo un RNA y un RNC, la funcio´n de costos tendr´ıa un valor muy bajo asociado al costo de estos
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dos elementos; sin embargo, esto necesariamente implicar´ıa un pequen˜o nu´mero de zonas operativas,
que limitar´ıa en gran medida la posibilidad de reconexio´n entre circuitos, lo que en consecuencia elevar´ıa
el NENS total de la red.
De acuerdo a lo anterior, se puede observar que el mejoramiento de la funcio´n objetivo definida por
(2.34) empeora la funcio´n objetivo (2.35) y viceversa. Debido a esto, se concluye que ambos objetivos
esta´n en conflicto, por lo que no se debe buscar solamente una sola propuesta de solucio´n, de forma
tal que se permitan evaluar diferentes condiciones del sistema.
Con el fin de verificar las condiciones de flujo de corriente por las l´ıneas y el perfil de tensio´n en los
nodos del sistema se emplea un flujo de carga monofa´sico del tipo barrido iterativo, como el presentado
en [21].
Para el ana´lisis desde la o´ptica de optimizacio´n multi-objetivo en este trabajo, no se tienen en cuenta
las restricciones relacionadas con el nu´mero ma´ximo de reconectadores (2.38) y el l´ımite financiero
(2.39), ya que la solucio´n final del proceso arrojara´ un conjunto final de soluciones pertenecientes a un
frente o´ptimo de Pareto y la seleccio´n de una de ellas dependera´ ba´sicamente de criterios profesionales
y experiencia en campo de los expertos de la empresa distribuidora.
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Cap´ıtulo 3
Algoritmo de optimizacio´n bu´squeda
tabu´
3.1. Generalidades
La te´cnica de optimizacio´n denominada Bu´squeda Tabu´ (BT) corresponde a la familia de las te´cnicas
de optimizacio´n combinatorial de alto desempen˜o [22], que son comu´nmente conocidas como algoritmos
metaheur´ısticos de optimizacio´n [23]; este algoritmo fue propuesto originalmente por Fred Glover [24]
en la de´cada de los 80’s y ha sido empleado con gran e´xito en diferentes ramas de la investigacio´n con
excelentes resultados [24].
La Bu´squeda Tabu´ es una metaheur´ıstica que gu´ıa un procedimiento heur´ıstico de bu´squeda local en la
bu´squeda de optimalidad global. Su filosof´ıa se basa en derivar y explotar una coleccio´n de estrategias
inteligentes para la resolucio´n de problemas, basadas en procedimientos impl´ıcitos y expl´ıcitos de
aprendizaje. El marco de memoria adaptativa de la bu´squeda tabu´ no so´lo explota la historia del
proceso de resolucio´n del problema, sino que tambie´n exige la creacio´n de estructuras para hacer
posible tal explotacio´n. De esta forma, los elementos prohibidos en la bu´squeda tabu´ reciben este
estatus por la confianza en una memoria evolutiva, que permite alterar este estado en funcio´n del
tiempo y las circunstancias. En este sentido es posible asumir que la bu´squeda tabu´ esta´ basada en
determinados conceptos que unen los campos de inteligencia artificial y optimizacio´n [22].
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En este contexto, el algoritmo de BT se basa en la premisa de que para clasificar un procedimiento de
resolucio´n como inteligente, es necesario que este incorpore memoria adaptativa y exploracio´n guiada.
La memoria adaptativa en bu´squeda tabu´ permite la implementacio´n de procedimientos capaces de
realizar la bu´squeda en el espacio de soluciones eficaz y eficientemente, dado que las decisiones locales
esta´n por tanto guiadas por informacio´n obtenida a lo largo del proceso de bu´squeda. El e´nfasis en
la exploracio´n guiada considerada que la bu´squeda tabu´ se deriva de la suposicio´n de que una mala
eleccio´n estrate´gica puede proporcionar ma´s informacio´n que una buena eleccio´n realizada al azar, dado
que una eleccio´n estrate´gica mala puede proporcionar pistas u´tiles sobre co´mo guiar la bu´squeda hacia
zonas prometedoras. Por lo tanto, la exploracio´n guiada integra los principios ba´sicos de la bu´squeda
inteligente y explota las caracter´ısticas de las soluciones buenas a la vez que explora nuevas regiones
del espacio de solucio´n [22].
La memoria adaptativa esta´ constituida por una memoria de corto plazo y una memoria de largo
plazo. La primera es empleada para evitar que durante el proceso de bu´squeda local, el algoritmo visite
regiones del espacio que ya fueron visitadas en iteraciones anteriores, para lograr esto, son bloqueados
movimientos recientes durante un nu´mero determinado de ciclos generacionales con lo que el algoritmo
consigue explorar otras regiones del espacio de bu´squeda. En segundo lugar, en las memorias de largo
plazo se almacena en forma general la informacio´n relacionada con la frecuencia con la que ocurren los
cambios o los movimientos del vector solucio´n.
El algoritmo BT es una te´cnica de optimizacio´n recomendada para problemas en los cuales las te´cnicas
de optimizacio´n cla´sicas tardan demasiado tiempo en encontrar la solucio´n o simplemente no la
encuentran por el taman˜o del espacio de solucio´n y la complejidad del modelo. El BT t´ıpicamente
resuelve problemas mono-objetivo como el definido en (3.1), aunque en la actualidad existen versiones
multi-objetivo del algoritmo BT.
mı´n /ma´x f (x)
s.a : x ∈ X
(3.1)
Donde f corresponde a la funcio´n objeto de optimizacio´n (minimizacio´n o maximizacio´n) y X
representa el conjunto de restricciones. Finalmente x representa el vector de variables de decisio´n
del problema y puede ser de naturaleza continua, entera, binaria o mixta.
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3.2. Conceptos y definiciones ba´sicas del BT
Atributos: Representa un conjunto de caracter´ısticas espec´ıficas de las variables de decisio´n.
Pueden ser definidos como los cambios o transiciones de las variables de decisio´n para pasar del
estado actual al estado siguiente.
Codificacio´n: Es el esquema o la forma con la que se representa una configuracio´n en funcio´n
de las variables de decisio´n del problema.
Criterio de aspiracio´n: Condicio´n que permite la seleccio´n de una configuracio´n con atributos
tabu´ bloqueados, siempre que esta sea mejor en funcio´n objetivo que la incumbente global.
Estructura de vecindad: Corresponde a los criterios de sensibilidad empleados para la seleccio´n
de nuevas configuraciones a partir de la configuracio´n actual.
Lista e´lite: Contiene el conjunto de mejores soluciones encontradas en cada bu´squeda. Existe
una lista e´lite local que almacena las mejores soluciones a lo largo de la bu´squeda local y se
reinicia cada vez que existe una nueva iteracio´n en la bu´squeda global. Por otro lado, la lista
e´lite global almacena la mejor solucio´n encontrada en cada bu´squeda local y al final contiene las
mejores soluciones encontradas por el BT.
Lista tabu´: Corresponde a matrices o vectores que son empleados para bloquear movimientos
o atributos de configuraciones recientes.
Memoria de corto plazo: Espacio de almacenamiento en el cual son guardados los cambios
realizados a la configuracio´n en cada iteracio´n de la bu´squeda tabu´.
Memoria de largo plazo: Espacio de almacenamiento en el cual son guardados la frecuencia
con la que son suceden determinados eventos en las configuraciones.
Vecindario: Corresponde al conjunto de configuraciones N (x) que son obtenidas al aplicar el
conjunto de criterios de sensibilidad en la estructura de vecindad para la configuracio´n actual.
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3.3. Descripcio´n general del BT ba´sico
En el proceso de exploracio´n del espacio de solucio´n de un determinado problema de optimizacio´n,
un algoritmo de bu´squeda tabu´ debe estar constituido por dos etapas fundamentales, denominadas
bu´squeda local y bu´squeda global. En primer lugar la estrategia de bu´squeda local esta basada en
explorar de manera eficiente el espacio alrededor de la configuracio´n actual xt. En cada iteracio´n de la
bu´squeda local la solucio´n actual tiene asociado un conjunto de soluciones vecinas denominado entorno
o vecindario N (x), el cual es generado a partir de la aplicacio´n de las estructuras de vecindad basadas
en sensibilidades y que son espec´ıficas del problema tratado [22].
De forma general el taman˜o del vecindario puede ser arbitrario y so´lo esta´ sujeto a restricciones de
tiempo computacional. Por tanto cuando la determinacio´n de la funcio´n objetivo para un vecindario
N (x) toma demasiado tiempo, se suele trabajar con un vecindario reducido N ′ (x), el cual es un
subconjunto de N (x) (ver Figura 3.1.
La forma de seleccionar la configuracio´n siguiente xt+1, no solo tiene en cuenta cual es la configuracio´n
con mejor funcio´n objetivo, si no que adema´s se selecciona en funcio´n de los atributos bloqueados en
las listas tabu´, con lo que se evita regresar a configuraciones ubicadas en espacios ya visitados, sin
importar que dicha configuracio´n sea mejor que la incumbente local. Por otro lado si la configuracio´n
con mejor objetivo perteneciente a N ′ (x) no es seleccionada por cantidad de atributos bloqueados,
pero es mejor que la incumbente almacenada, esta es seleccionada empleando lo que se conoce como
criterio de aspiracio´n y pasa a ser la nueva configuracio´n de la bu´squeda local.
Una vez ha sido seleccionada la nueva configuracio´n xt+1, son actualizadas las listas tabu´ a trave´s del
bloqueo durante las pro´ximas M iteraciones de los atributos de la configuracio´n actual, es decir, que
son bloqueados todos los movimientos que fueron necesarios para pasar de la configuracio´n xt a la
configuracio´n xt+1. Adicional a esto, son actualizadas la incumbente local y la lista e´lite local, adema´s
del contador de iteraciones de la bu´squeda local y el criterio de parada local.
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( )'N x
tx
1tx +
( )N x
Figura 3.1: Generacio´n de vecinos alrededor de una configuracio´n
Una vez se han cumplido alguno de los criterios de la bu´squeda local, se entiende que se ha hallado un
o´ptimo local del problema y que eventualmente podr´ıa llegar a ser el o´ptimo global del mismo. Una vez
alcanzado este punto, son actualizadas la incumbente global y la lista e´lite global, adema´s del contador
de iteraciones de la bu´squeda global y el criterio de parada global. Cuando el proceso se encuentra en
este estado, pueden ser evaluadas las estrategias especializadas del BT, las cuales puede ser: Oscilacio´n
estrate´gica, encadenamiento de trayectorias, diversificacio´n y me´todos de reinicio. Particularmente el
reinicio corresponde al comienzo de la bu´squeda local desde otro punto inicial, es decir, generando una
nueva configuracio´n para el arranque del proceso.
Despue´s de que el proceso ha cumplido con los criterios preestablecidos en la bu´squeda global, se
entiende que en la lista e´lite global se encuentra almacenada la mejor solucio´n. La figura 3.2 presenta
el esquema ba´sico del algoritmo bu´squeda tabu´, el cual puede ser aplicado a cualquier problema de
optimizacio´n mono-objetivo.
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Figura 3.2: Esquema general del un algoritmo BT ba´sico
Los pasos ma´s cr´ıticos en el algoritmo de BT corresponden a la eleccio´n del espacio de bu´squeda y la
generacio´n del vecindario, ya que son los que permiten la evolucio´n adecuada del proceso a trave´s del
espacio de solucio´n. En estas etapas es aconsejable emplear todo el conocimiento que se tenga sobre el
problema tratado y utilizar te´cnicas heur´ısticas para guiar el proceso por el camino adecuado, y as´ı,
construir un BT dedicado y eficiente en te´rminos computacionales y de calidad de respuesta.
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Región Factible
Región infactible
Figura 3.3: Proceso de bu´squeda en el espacio de solucio´n a trave´s de reinicio del punto de arranque
La figura 3.3 presenta en forma general el proceso de seleccio´n de los nuevos vecinos a trave´s del proceso
de bu´squeda local donde cada reinicio representa el arranque de una nueva bu´squeda global en otro
punto del espacio de solucio´n, lo que afirma la posibilidad de encontrar el o´ptimo global del problema
despue´s de emplear varias bu´squedas locales.
3.4. Estrategias avanzadas
Las estrategias avanzadas para la exploracio´n del espacio de solucio´n en forma eficiente del BT permiten
al algoritmo evolucionar a trave´s del espacio de solucio´n garantizando que cada configuracio´n no ha
sido visitada con anterioridad. Para esto son empleados los contadores de repeticiones, de iteraciones
y las memorias de corto y largo plazo. Las estrategias ma´s empleadas en el algoritmo BT son: reinicio,
intensificacio´n, oscilacio´n estrate´gica y encadenamiento de trayectorias.
En este trabajo se emplea el reinicio o diversificacio´n, el cual consiste en partir de una configuracio´n
x que no haya sido visitada con anterioridad y para esto es empleada la memoria de largo plazo. A
partir del nuevo punto de arranque iniciado nuevamente el proceso de bu´squeda local. Para el PPRD
es empleado el reinicio tantas veces como combinaciones de subestaciones que este´n en la capacidad
de alimentar la demanda total de la red.
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Para obtener ma´s informacio´n sobre las estrategias avanzadas del algoritmo de BT se pueden consultar
las referencias [22, 23, 24, 25].
3.5. Esquemas de memoria
3.5.1. Memoria de corto plazo
Esta memoria emplea las listas tabu´ como para´metros del corto plazo, debido a que almacenan
informacio´n sobre configuraciones visitadas en el pasado reciente y por lo tanto, permite que no sean
visitadas en las iteraciones siguientes. La forma de almacenar esta´ informacio´n es ba´sicamente la
generacio´n de un nu´mero M (nu´mero tabu´) de bloqueos para los movimientos (atributos) que fueron
necesarios para pasar de una configuracio´n xt a una configuracio´n xt+1. Esta caracter´ıstica evita que
la bu´squeda sea atrapada en un o´ptimo local y explore en forma ma´s amplia el espacio de solucio´n.
3.5.2. Memoria de largo plazo
La memoria de largo plazo almacena la informacio´n correspondiente a la frecuencia con la que se
realizan determinados eventos o son realizados ciertos movimientos. En forma general, esta memoria
permite a las estrategias avanzadas reconocer cuales configuraciones han sido usadas con regularidad
y se emplea como un mecanismo de generacio´n de diversidad que permite explorar nuevos subespacios
dentro del espacio de solucio´n.
3.6. Criterio de aspiracio´n
Dado un conjunto de vecinos N
′
(x) para una configuracio´n xt, se desea escoger la configuracio´n
siguiente xt+1 ∈ N ′ (x). Para obtener esta configuracio´n son realizados dos ranking para los vecinos:
el primero de ellos ordena a los vecinos segu´n la funcio´n de adaptacio´n y el segundo los ordena segu´n
el nu´mero de atributos bloqueados, ambos de mayor a menor. La idea ba´sica del algoritmo BT es
escoger como siguiente configuracio´n aquella que posea la menor cantidad de atributos bloqueados,
para as´ı explorar de manera ma´s extensa el espacio de solucio´n. No obstante bajo este concepto, se
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corre el riesgo de despreciar soluciones de buena calidad.
El criterio de aspiracio´n define que si la mejor funcio´n del ranking por funcio´n de adaptacio´n es
mejor que la incumbente encontrada durante el proceso de bu´squeda, entonces esta es elegida como la
configuracio´n xt+1.
La seleccio´n de lo que significa una funcio´n de adaptacio´n de buena calidad, conduce a diferentes
implementaciones del algoritmo BT. Entre las principales variantes de este concepto se pueden tener:
1. Presenta mejor funcio´n de adaptacio´n que la incumbente global del problema.
2. Presenta mejor funcio´n de adaptacio´n que la incumbente local del problema.
3. Presenta mejor funcio´n de adaptacio´n en las u´ltimas T generaciones.
4. Presenta una funcio´n de adaptacio´n menor que un valor predefinido.
5. Una combinacio´n de los criterios anteriores.
En este trabajo se selecciona el segundo criterio como el mecanismo de aspiracio´n para seleccionar la
siguiente configuracio´n. Este esquema en forma general se presenta en la Figura 3.4.
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Evaluación del vecindario     
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de aspiración? 
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Ranking por función de adaptación
 
 
Si 
Elección de  
( )'N x
( )( )'f N x
1tx +
Figura 3.4: Esquema general para la seleccio´n de la siguiente configuracio´n
3.7. Codificacio´n empleada para el PPRD
El esquema de codificacio´n para los algoritmos evolutivos representa la forma de interpretar la respuesta
o configuracio´n actual y a partir de e´sta poder evaluar de forma adecuada la funcio´n objetivo o su
equivalente y determinar si la propuesta es factible o infactible. Para este trabajo se emplea un vector
de variables binarias, el cual esta´ dividido en tres subvectores como se puede observar en la figura 3.5.
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 (a) Codificación para conductores 
Nodo N Nodo N 
… Nodo NSEk 
    
 …   …    …  
1 … 0 0 … 1 … 1 … 0 
(b) Codificación para subestaciones  
 (c) Codificación para balance de cargas 
δ δ δ δ δ δ
1δ NSE1 dδ NSE1  1δ NSE2 dδ NSE2 dδ NSEk 1δ NSEk
SE1 SE2
Nodo 1 Nodo 2
… Nodo Nb 
    
 …   …    …  
1 … 0 0 … 1 … 1 … 0 
1δ bδ  1δ bδ bδ Nb 1δ Nb1 1 2 2
Figura 3.5: Esquema de codificacio´n empleado para representar el PPRD
El primer vector contiene la informacio´n correspondiente a la ubicacio´n y el tipo de conductor empleado,
donde c representa el calibre empleado en el tramo de red ij (ver figura 3.5a). El segundo vector
corresponde a la codificacio´n empleada para representar la ubicacio´n y capacidad de una subestacio´n,
donde d es el tipo de subestacio´n (ver figura 3.5b). Finalmente el tercer vector almacena la informacio´n
del balance de fases en los nodos del sistema, donde cada posicio´n dentro de un mismo nodo corresponde
a una secuencia de balance diferente (ver figura 3.5b).
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3.8. Configuracio´n inicial
La configuracio´n inicial propuesta en este trabajo es una combinacio´n de te´cnicas heur´ısticas y
metaheur´ısticas y su diagrama de flujo general se presenta en la figura 3.6.
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Figura 3.6: Diagrama de flujo del algoritmo heur´ıstico constructivo
Para conformar el a´rbol conectado inicial son empleados dos me´todos que consideran la existencia o
no de una red inicial. En primer lugar es empleado el algoritmo de Kruskal [26] para construir un a´rbol
de mı´nimo peso y en segundo lugar es usado un esquema de generacio´n de a´rbol conectado a trave´s de
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un algoritmo de conexio´n aleatorio. Una vez esta´ constituido el a´rbol conectado se toma una posible
propuesta de ubicacio´n de subestaciones capaz de atender la demanda y se fijan las subestaciones
existentes. En este punto son determinadas todas las trayectorias que conectan nodos con subestaciones
activas y son abiertas las l´ıneas con mayor distancia, lo que finalmente produce tantos subsistemas como
subestaciones existan en la propuesta. Despue´s de conocer los subsistemas conformados es evaluado
un flujo de carga del tipo barrido iterativo [21], para conocer el estado inicial de la red asumiendo
que en todos los tramos existe el calibre ma´s bajo. Con las corrientes obtenidas se realiza una nueva
asignacio´n de calibres, y se realiza un balance o´ptimo empleando el algoritmo de balance propuesto en
[27], con lo que la red resultante se constituye en la topolog´ıa inicial del sistema.
3.9. Estructuras de vecindad
Los esquemas de vecindad son alternativas de generacio´n de individuos con estructuras similares a
la configuracio´n actual. En lo posible son evitadas las bu´squedas locales que los vecinos introduzcan
oscilaciones sobre el espacio de solucio´n, es decir, la idea ba´sica es que los vecinos so´lo produzcan
cambios suaves en el entorno de la configuracio´n actual. Los esquemas de vecindad empleados en este
trabajo son la reconfiguracio´n del sistema y el cambio de calibres. Adema´s son considerados como
mejoras locales el cambio de capacidad de las subestaciones y el balance o´ptimo de cargas con un
AGCB.
3.9.1. Cambio de capacidad en las subestaciones
Para todos los subsistemas generados se evalu´a la condicio´n operativa de la subestacio´n (usando un
flujo de carga) y en caso de que se encuentre sobrecargada es asignado el valor de potencia nominal
inmediatamente superior al nivel de sobrecarga; si no es capaz con la demanda ma´s las pe´rdidas del
subsistema, es asignado el mayor valor de capacidad disponible para la subestacio´n.
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3.9.2. Cambio de calibre en conductores
La estrategia de cambio de calibre en forma ba´sica pretende seleccionar un tramo de red y aumentar
o disminuir su calibre de tal forma que no afecte la condicio´n de red telesco´pica a lo largo del sistema.
Esta estrategia fue implementada segu´n el siguiente pseudoco´digo.
Algoritmo 1 Determinacio´n de vecinos por cambio de calibre
1: para todo Subsistema hacer
2: Determinar el conjunto de nodos finales
3: fin para
4: para todo i = 1 :Nu´mero de nodos finales hacer
5: Determinar la ruta desde el nodo final hasta la subestacio´n
6: Guardar el recorrido
7: fin para
8: k ∈ {1, Nrutas}
9: Seleccionar la ruta k
10: para todo i = 1 :Nu´mero de l´ıneas contenidas en la ruta k hacer
11: Cambiar el calibre de la l´ınea i tal que no se viole la condicio´n de red telesco´pica
12: Guardar la l´ınea i
13: fin para
3.9.3. Reconfiguracio´n topolo´gica de la red
La reconfiguracio´n tiene como idea fundamental generar nuevas topolog´ıas a partir de la configuracio´n
actual. Existen dos posibilidades cuando se aplica una estrategia de reconfiguracio´n. En primer lugar
puede darse la reconfiguracio´n en el sistema perteneciente a una u´nica subestacio´n; cuando esto sucede
es creada una malla a trave´s de la entrada de una l´ınea desconectada y como acto seguido la malla es
abierta a trave´s de la apertura de cualquiera de las l´ıneas contenidas en ella, excepto aquella que acaba
de entrar. En segundo lugar la reconfiguracio´n puede darse a trave´s de la transferencia de nodos de un
subsistema a otro, es decir, que es abierta una l´ınea perteneciente al subsistema 1 y los nodos que han
sido temporalmente aislados son transferidos al subsistema 2, a trave´s del cierre de una l´ınea que se
encontraba abierta y que tiene como nodo de env´ıo alguno de los nodos contenidos en el subsistema 2.
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En este trabajo son empleadas dos estrateg´ıas para la reconfiguracio´n topolo´gica de la red, las cuales
son presentadas a continuacio´n.
Reconfiguracio´n por diferencial de tensio´n
La reconfiguracio´n empleando la diferencia de tensio´n proporciona de alguna manera un indicador de
sensibilidad que identifica cual es el estado actual de los nodos, en relacio´n con la magnitud de tensio´n
que presentan bajo la configuracio´n actual. En forma general el esquema de reconfiguracio´n puede
resumirse bajo el siguiente pseudoco´digo:
Algoritmo 2 Determinacio´n de vecinos por diferencial de tensio´n
1: para todo Subsistema hacer
2: Evaluar el flujo de carga trifa´sico
3: Asignar como magnitud de la tensio´n del nodo el mı´n {|Va| , |Vb| , |Vc|}
4: fin para
5: Realizar una lista de todas las l´ıneas desconectadas
6: |∆V | = 0
7: Candidata = ∅
8: para todo i = 1 :Nu´mero de l´ıneas desconectadas hacer
9: Determinar el |∆Vi| entre el nodo de env´ıo y el nodo de recibo
10: si |∆Vi| ≥ |∆V | entonces
11: |∆V | = |∆Vi|
12: Candidata = i
13: fin si
14: fin para
15: si ∆Venvio ≥ ∆Vrecibo entonces
16: Entra la l´ınea contenida en Candidata y sale la l´ınea que conecta el nodo de recibo
17: si no
18: Entra la l´ınea contenida en Candidata y sale la l´ınea que conecta el nodo de env´ıo
19: fin si
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Reconfiguracio´n aleatoria
La reconfiguracio´n aleatoria consiste en seleccionar una de las l´ıneas conectadas de la configuracio´n
actual y sacarla de operacio´n. Como paso siguiente son buscadas en todas las posibles l´ıneas
desconectadas aquellas que podr´ıan reconectar la isla generada. Una vez estas son identificadas, de
forma aleatoria es seleccionada una de ellas y puesta en funcionamiento, con lo que cada subsistema
queda nuevamente conectado.
3.9.4. Balance de fases
El esquema de balance de fases es empleado en este trabajo como una estrategia de mejora local de
cada individuo generado por las estrategias de reconfiguracio´n y cambio de calibre. Para cada vecino
es aplicado un AGCB para balance o´ptimo de cargas, como el presentado en [27].
3.10. Funcio´n de adaptacio´n para el PPRD
Para considerar las restricciones impuestas al modelo del PPRD en el algoritmo de BT, el modelo es
convertido en un problema sin restricciones. Para esto se usa el me´todo de penalizaciones que consiste
en penalizar la funcio´n objetivo sumando las restricciones violadas del problema. Estas son convertidas
en el mismo valor monetario de la funcio´n objetivo usando factores de conversio´n. La suma de la
funcio´n objetivo ma´s el costo por penalizaciones corresponde a la funcio´n de adaptacio´n del problema
de optimizacio´n. Los factores fRFp , f
V
p , f
I
p y f
S
p esta´n asociados a las penalizaciones por violacio´n
de la restriccio´n financiera, l´ımites de tensio´n, sobrecargas en tramos de red y transformadores de la
subestacio´n, respectivamente.
Los factores de penalizacio´n empleados para la funcio´n de adaptacio´n se presentan en la tabla 3.1, los
cuales fueron obtenidos por pruebas de ajuste de para´metros.
Tabla 3.1: Factores de penalizacio´n empleados
Factor fRFp f
V
p f
I
p f
S
p
Valor 2 1000 2000 5000
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De esta forma, la funcio´n de adaptacio´n (fa) se presenta en la ecuacio´n (3.2):
fa =

z1 + f
RF
p ∗
 z1, si z1 ≥ RFma´x0, si z1 ≤ RFma´x
+
f Ip ∗
∑
ij∈Ωij

∣∣∣Ima´x,cij,abc ∣∣∣− ∣∣∣Ihij,abc∣∣∣ , si ∣∣∣Ihij,abcn∣∣∣ > ∣∣∣Ima´x,cij,abc ∣∣∣
0, si
∣∣∣Ihij,abcn∣∣∣ ≤ ∣∣∣Ima´x,cij,abc ∣∣∣
+
fVp ∗
∑
k∈Ωk

∣∣∣V mı´nk,abc∣∣∣− ∣∣∣V calk,abc∣∣∣ , si V calk,abc < V mı´nk,abc∣∣∣V ma´xk,abc∣∣∣− ∣∣∣V calk,abc∣∣∣ , si V calk,abc > V ma´xk,abc
0, si V mı´nk,abc ≤ V calk,abc ≤ V ma´xk,abc
+
fSp ∗

∣∣∣∣∣ ∑k∈Ωk SDk,abc + ∑ij∈Ωij Slossij,abc
∣∣∣∣∣−
∣∣∣∣∣ ∑k∈ΩkS SSEk,abc
∣∣∣∣∣ , si∑
k∈Ωk
SDk,abc +
∑
ij∈Ωij
Slossij,abc >
∑
k∈ΩkS
SSEk,abc
0, si∑
k∈Ωk
SDk,abc +
∑
ij∈Ωij
Slossij,abc ≤
∑
k∈ΩkS
SSEk,abc


(3.2)
3.11. Criterios de parada
El algoritmo BT desarrollado cuenta con dos criterios de parada; uno para la bu´squeda local y otro
para la bu´squeda global. Para la bu´squeda local son empleados un ma´ximo nu´mero de iteraciones y
un para´metro denominado parador local, con lo cual la bu´squeda local puede terminar si cualquiera
de estas condiciones se cumple:
1. Si pasado un nu´mero de iteraciones la incumbente local no ha mejorado, el parador local
interrumpe el proceso.
2. Si se ha cumplido el ma´ximo nu´mero de iteraciones en la bu´squeda local.
En la bu´squeda local es empleado un concepto diferente, es decir, para cada combinacio´n de
subestaciones capaz de atender la demanda del sistema, ser realizan dos bu´squedas globales que se
diferencian fundamentalmente en el algoritmo heur´ıstico constructivo empleado. Cada bu´squeda global
termina so´lo cuando la bu´squeda local salga por cualquiera de los dos criterios anteriores. Esto quiere
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decir que en la lista e´lite global son almacenadas todas las mejores soluciones encontradas en las
bu´squedas locales, con lo que la mejor respuesta corresponde a la mejor solucio´n contenida en la lista
e´lite global.
3.12. Aplicacio´n del BT al PPRD
A continuacio´n en el diagrama de bloques de la Figura 3.7 se presenta el esquema de aplicacio´n del
algoritmo BT en el PPRD.
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Figura 3.7: Algoritmo BT aplicado al PPRD
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Cap´ıtulo 4
Optimizacio´n multi-objetivo
4.1. Formulacio´n general de un problema multi-objetivo
Un problema de optimizacio´n multi-objetivo consiste en la maximizacio´n o minimizacio´n de un conjunto
de funciones objetivo sujetas a mu´ltiples restricciones que deben ser satisfechas por cualquier solucio´n
factible [28]. En forma general un problema de optimizacio´n multi-objetivo puede ser formulado como
se presenta en el conjunto de ecuaciones (4.1).
ma´x /mı´n fm (x) , m = 1, 2, ...,M
s.a
gj (x) ≥ 0 j = 1, 2, ..., J
hk (x) ≥ 0 k = 1, 2, ...,K
xmı´ni ≤ xi ≤ xma´xi i = 1, 2, ..., I
(4.1)
Una solucio´n x es un vector de n variables de decisio´n linealmente independientes x = [x1, x2, ..., xn];
el sub´ındice m corresponde al contador de funciones objetivo y los indicadores (i, j) corresponden al
conjunto de restricciones de desigualdad e igualdad, respectivamente. Es de notar que los l´ımites de
las variables de solucio´n constituyen un espacio de bu´squeda canalizado y que se conoce como espacio
de soluciones factibles [28].
Para resolver un problema multi-objetivo es necesario aplicar te´cnicas de optimizacio´n heur´ısticas y
53
metaheur´ısticas con base en algoritmos poblacionales que evolucionen a lo largo del espacio de solucio´n
hasta encontrar un conjunto de soluciones no dominadas.
Con el fin de solucionar el PLODP se escoge como te´cnica de optimizacio´n multi-objetivo, el algoritmo
gene´tico de ordenamiento no dominado (NSGA II), el cual es una te´cnica de de optimizacio´n
combinatorial que ha demostrado ser muy eficiente en tema´ticas relacionadas con los sistemas ele´ctricos,
en especial cuando se trabajan problemas como ubicacio´n o´ptima de elementos de proteccio´n [13, 17]
y planeacio´n de redes de distribucio´n [19].
4.2. Algoritmo gene´tico de ordenamiento no dominado (NSGA II)
El algoritmo NSGA II por sus siglas en ingle´s (Non-Dominated Sorting Genetic Algorithm) fue
propuesto por Deb en el an˜o 2000 [1]. El NSGA II es un algoritmo que trabaja con un conjunto finito
de soluciones del problema analizado, es decir, una poblacio´n inicial Pt de taman˜o N que se denomina
poblacio´n de padres que es creada en forma aleatoria o empleando algoritmos de inicializacio´n, segu´n
sea el conocimiento del problema. De esta poblacio´n es obtenida una poblacio´n descendiente o de hijos
Qt de taman˜o N a partir de la aplicacio´n de los criterios de seleccio´n, mutacio´n y recombinacio´n propios
de los algoritmos gene´ticos; con estos conjuntos formados se crea un conjunto de soluciones Rt que
contiene las poblaciones Pt y Qt de taman˜o 2N . La poblacio´n Rt es clasificada en diferentes frentes
(F1, F2, ..., Fn) a partir de la aplicacio´n de los criterios de dominancia de Pareto.
4.2.1. Concepto de dominancia
La dominancia es un concepto que se aplica en la solucio´n de problemas multi-objetivo para comparar
dos soluciones candidatas X1, X2 y determinar si una solucio´n domina a la otra o no [29]. En esencia
es un me´todo de clasificacio´n de soluciones que garantiza la seleccio´n de los mejores individuos de la
poblacio´n resultante Rt.
Teorema 1 Dadas dos soluciones X1 y X2, se dice que la solucio´n x1 domina a la solucio´n x2, si se
cumplen las siguientes condiciones:
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1. La solucio´n X1 no es peor que X2 en todos los objetivos.
2. La solucio´n X1 es estrictamente mejor que X2 en por lo menos un objetivo.
Cuando un conjunto completo Rt es clasificado segu´n los criterios anteriores, se escogen las primeras
N soluciones para formar la poblacio´n Pt+1. La figura 4.2 presenta un esquema de clasificacio´n por
frentes de Pareto de un conjunto completo Rt y muestra un esquema de clasificacio´n por distancias de
apilamiento.
Clasificación por
frentes
Selección por
distancias de 
apilamiento
Elementos
descartados
Pt
Qt
Pt+1F1
F2
F3
Fn
F3x
F3y
Rt
Figura 4.1: Proceso de seleccio´n de las soluciones no dominadas de una poblacio´n completa [1]
Es claro que el criterio de dominancia o clasificacio´n por frentes de Pareto no es suficiente para
seleccionar los individuos que pasara´n a la siguiente generacio´n. As´ı en la figura 4.2 se puede observar
que hay un frente que ha sido seccionado (F3) para pasar a la siguiente generacio´n, siendo escogida
la porcio´n F3x y descartada la porcio´n F3y. Lo anterior sucede debido a que la poblacio´n Pt+1 so´lo
podra´ contener los N primeros individuos pertenecientes a los mejores frentes, por lo que se hace
necesario clasificar cada uno de los frentes por distancias de apilamiento para garantizar diversidad en
la poblacio´n descendiente.
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Algoritmo de clasificacio´n por frentes de Pareto
A continuacio´n se presenta un pseudoco´digo de ordenamiento no dominando aplicando el concepto de
dominancia para clasificacio´n de una poblacio´n Rt en frentes de Pareto [1].
Algoritmo 3 Clasificacio´n de la poblacio´n Rt en frentes de Pareto
1: para todo x ∈ Pt ∪Qt hacer
2: para todo y ∈ Pt ∪Qt hacer
3: si x domina a y entonces
4: Sx = Sx ∪ y (Sx es el conjunto de soluciones dominadas por x)
5: fin si
6: si y domina a x entonces
7: nx = nx + 1 (nx es el conjunto de soluciones que dominan a x)
8: fin si
9: si nx == 0 entonces
10: F1 = F1 ∪ {x}
11: j = 1
12: fin si
13: mientras Fj 6= 0 hacer
14: Fj+1 = 0
15: para todo x ∈ Fj hacer
16: para todo y ∈ Sx hacer
17: ny = ny − 1
18: si ny == 0 entonces
19: Fj+1 = Fj+1 ∪ {y}
20: j = j + 1
21: fin si
22: fin para
23: fin para
24: fin mientras
25: fin para
26: fin para
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4.2.2. Distancias de apilamiento
La clasificacio´n empleando distancias de apilamiento tiene como objetivo determinar la densidad del
espacio de soluciones que rodean una solucio´n particular Xi, tomando la distancia promedio entre dos
soluciones vecinas situadas en ambos lados de Xi a lo largo de cada uno de las M funciones objetivo
[1]. Esta distancia es un estimativo del per´ımetro del cuboide que se forma al emplear el par de vecinos
ma´s cercanos de la solucio´n Xi como sus ve´rtices.
i-1
i+1i
F1
F2
Cuboide
Figura 4.2: Representacio´n del cuboide para un problema de minimizacio´n bi-objetivo [1].
El algoritmo de clasificacio´n por distancias de apilamiento permite que cada individuo clasificado
en un frente de Pareto espec´ıfico i pueda ser ranqueado de forma tal que cuando se seleccione la
poblacio´n descendiente Pt+1 se hayan escogido los elementos de los mejores frentes y cuando un frente
debe ser seccionado (figura 4.2) se escojan los elementos que mayor diversidad presentan, es decir,
aquellos individuos que se encuentran en las regiones menos pobladas de dicho frente. Esta clasificacio´n
es importante ya que a medida que avanzan los ciclos generacionales los individuos evolucionan y
se concentran en los primeros frentes, por lo que se hace necesario evitar que la poblacio´n se haga
homoge´nea [28], preservando as´ı la diversidad en la poblacio´n.
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Algoritmo 4 Determinacio´n de las distancias de apilamiento
1: para todo frente hacer
2: Determinar el nu´mero de soluciones contenidas en Fi como l = |Fi|.
3: Ordenar con respecto a una de las funciones objetivo el conjunto de individuos del frente Fi
desde el mejor valor hasta el peor valor en forma descendente.
4: para todo funcio´n objetivo hacer
5: si j == 1 o´ j == l entonces
6: Asignar una distancia suficientemente grande a los estemos de la poblacio´n ordenada (Mejor
valor y peor valor), es decir, dIm1 = dIml =∞.
7: si no
8: dImj = dI
m
j
+ f
Im
j+1
m −f
Im
j−1
m
fma´xm −fmı´nm
9: fin si
10: fin para
11: Clasificar cada uno de los frentes comenzando desde el mayor ı´ndice en forma descendente.
12: fin para
4.2.3. Diagrama de flujo para el algoritmo NSGA II
Con el fin de realizar una implementacio´n computacional de la te´cnica de optimizacio´n combinatorial
NSGA II, se presenta en la Figura 4.3 la secuencia lo´gica de pasos que constituyen este algoritmo
y se presenta como un diagrama general de flujo que puede ser aplicado a cualquier problema de
optimizacio´n multi-objetivo y llevado fa´cilmente a cualquier lenguaje de programacio´n matema´tico.
58
Generación aleatoria de la población inicial  
 de tamaño  
 
¿Cumple los 
criterios de 
parada ? 
Imprimir resultados y 
terminar  
Evaluar las funciones objetivo 
NSGA II 
Si 
No 
 
Ordenamiento no dominado  
Selección por torneo  
Recombinación y mutación 
Población descendiente  de tamaño  
 
    
Ordenamiento no dominado  
 
tP N
tP
tQ N
tQ
t t tR P Q= ∪
1t tP P+=
Figura 4.3: Diagrama de flujo de la te´cnica de optimizacio´n multi-objetivo NSGA II
4.3. Aplicacio´n del NSGA II al PLODP
Para ilustrar este concepto se considera la existencia de un sistema de distribucio´n de caracter´ıstica
radial como el presentado en la Figura 4.4.
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Figura 4.4: Configuracio´n para el sistema de distribucio´n
En este sistema a cada alimentador que sale de la subestacio´n se le asocia una proteccio´n principal. La
cantidad de posibles ubicaciones de RNA y RNC esta´ definida en funcio´n de la topolog´ıa del sistema y
de aquellas l´ıneas que han quedado desconectadas en la etapa de planeamiento. Por lo tanto se recurre
a un algoritmo heur´ıstico de bu´squeda que permite la seleccio´n de los posibles puntos de ubicacio´n de
RNC y RNA para aislamiento de fallas y transferencia de carga.
Para cualquier sistema de distribucio´n todos los tramos pueden ser candidatos a la ubicacio´n de RNC y
todas las interconexiones que se puedan realizar entre nodos desconectados pueden ser candidatos a la
ubicacio´n de RNA. Sin embargo, esta posibilidad generar´ıa un espacio de solucio´n de gran dimensio´n,
lo que impedir´ıa en te´rminos de tiempo computacional la solucio´n del PLODP. Por lo tanto se requiere
de un me´todo que permita disminuir la dimensio´n del espacio de solucio´n; no obstante, en la literatura
especializada no existen algoritmos o me´todos que indiquen lo que se deber´ıa hacer en este tipo de
problemas. Partiendo desde este punto de vista, en este trabajo se propone el siguiente algoritmo para
la seleccio´n de los puntos candidatos a ubicacio´n de los RNA y RNC.
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4.3.1. Seleccio´n de los puntos candidatos para ubicacio´n de RNC
Para la seleccio´n de los tramos de red donde pueden existir RNC se realiza un algoritmo heur´ıstico
como el que se presenta a continuacio´n en el seudo-co´digo.
Algoritmo 5 Seleccio´n de los tramos de red candidatos a la ubicacio´n de RNC
1: para todo Subsistema hacer
2: Realizar un ordenamiento nodal
3: Extraer el conjunto de nodos que son env´ıo ma´s de una vez, excepto para el nodo fuente
4: Guardar todas las ramas que cumplan la condicio´n anterior
5: fin para
6: para todo Para cada rama guardada hacer
7: si el nodo de recibo de la rama no es un nodo final entonces
8: Almacenar esta l´ınea
9: fin si
10: fin para
11: Todas las l´ıneas almacenadas tienen propuesto un RNC
4.3.2. Seleccio´n de los puntos candidatos para ubicacio´n de RNA
Solo sera´n candidatos para ubicacio´n de RNA aquellos tramos que no han sido conectados en la
planeacio´n de la red y que eran tramos de red propuestos, cuyo calibre para instalacio´n del RNA
sera´ seleccionado en funcio´n de los calibres de env´ıo de los nodos que el reconectador interconectar´ıa
en caso de ser instalado.
Al aplicar los conceptos del algoritmo heur´ıstico propuesto, los posibles candidatos para el sistema de
la Figura 4.4 son presentados en la Figura 4.5.
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Figura 4.5: Posibles ubicaciones de RNC y RNA en un sistema de distribucio´n (ver convenciones de la
Figura 2.1)
4.4. Codificacio´n empleada para el PLODP
El esquema de codificacio´n empleado en este algoritmo se fundamenta en la creacio´n de un vector
binario de (n + m) posiciones en donde las primeras n posiciones corresponden a los reconectadores
normalmente cerrados que pueden ser ubicados y las posiciones restantes a los reconectadores
normalmente abiertos que pueden ser localizados en la red. El esquema de codificacio´n binario implica
que si en la posicio´n i existe un uno el reconectador es ubicado; en caso contrario existe un cero y
el reconectador no es ubicado en dicha seccio´n. La Figura 4.6 presenta un ejemplo del esquema de
codificacio´n utilizado.
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Figura 4.6: Propuesta de codificacio´n para reconectadores NC y NA
Para el caso del sistema de distribucio´n de la Figura 4.5, n y m son iguales a 7, con lo que el vector
solucio´n tendra´ una dimensio´n de 1 ∗ 14 y el problema contara´ con 214 posibles soluciones.
4.5. Seleccio´n de una configuracio´n del frente de Pareto
Para asignar una ubicacio´n de elementos de proteccio´n a un sistema de distribucio´n despue´s de la
aplicacio´n de una te´cnica de optimizacio´n multi-objetivo, es necesario aplicar criterios expertos dados
por el conocimiento de las necesidades de la red, esquemas de normatividad y en general con la
relacio´n costo/beneficio que tiene para la empresa prestadora del servicio, puesto que el frente o´ptimo
de Pareto presenta un conjunto de soluciones no dominadas en las cuales no existe manera de definir
que una solucio´n es mejor que otra. Sin embargo existen en la literatura especializada muchas formas
de seleccionar la mejor solucio´n a partir del conjunto de soluciones contenidas en el frente, lo cual se
conoce como me´trica.
En este trabajo se emplea el criterio conocido como ma´x-mı´n, el cual consiste en normalizar para cada
solucio´n los valores de las funciones objetivo con respecto a los valores extremos encontrados en el
frente de Pareto. La expresio´n empleada se presenta en (4.2).
ma´x
{
mı´n
{
F1−ma´x − F1−i
F1−ma´x − F1−mı´n ,
F2−ma´x − F2−i
F2−ma´x − F2−mı´n
}}
(4.2)
Donde:
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F1−ma´x : Valor ma´ximo de la funcio´n objetivo F1.
F1−mı´n : Valor mı´nimo de la funcio´n objetivo F1.
F2−ma´x : Valor ma´ximo de la funcio´n objetivo F2.
F2−mı´n : Valor mı´nimo de la funcio´n objetivo F2.
F1−i : Valor de la funcio´n objetivo F1 para el punto i contenido en el frente.
F2−i : Valor de la funcio´n objetivo F2 para el punto i contenido en el frente.
Es preciso aclarar que emplear esta me´trica lleva a definir como solucio´n aquella que se encuentra
centrada en el frente respecto del origen de coordenadas y que en general corresponde a una solucio´n
que se ajusta adecuadamente al problema tratado, como se presenta en la Figura 4.7.
F1
F2
Región de soluciones más atractivas
para el cirterio máx-mín
Figura 4.7: Regio´n de tendencia de aparicio´n de la solucio´n seleccionada segu´n el criterio ma´x-mı´n
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Cap´ıtulo 5
Metodolog´ıa Propuesta
En este cap´ıtulo se presentan las metodolog´ıas propuestas para la solucio´n del PPRD y el PLODP.
5.1. Solucio´n del PPRD y el PLODP empleando un esquema en
cascada
El modelo en cascada como su nombre lo indica, propone solucionar un problema y partiendo de dicha
solucio´n, encontrar la solucio´n para el siguiente problema. Por lo tanto, el modelo empleado para esta
metodolog´ıa corresponde al presentado en el diagrama de flujo de la Figura 5.1, en el cual el modelo que
determina la solucio´n general del problema es la topolog´ıa de la red de distribucio´n, ya que esta´ ligada
a la ubicacio´n de los elementos de proteccio´n y su esquema de operacio´n.
Podr´ıa pensarse que el modelo en cascada funciona de forma bidireccional puesto que parecen ser dos
problemas desacoplados segu´n las formulaciones presentadas en el capitulo 2; sin embargo, es obvio
que el modelo completo so´lo puede ser solucionado en una direccio´n, puesto que para ubicar elementos
de proteccio´n en sistemas de distribucio´n es indispensable conocer la topolog´ıa de la red, por lo que se
requiere solucionar el PPRD y posteriormente el PLODP.
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Figura 5.1: Diagrama de flujo para la metodolog´ıa en cascada
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5.2. Solucio´n del PPRD y el PLODP empleando un esquema
integrado
El modelo integrado que se propone para la solucio´n del PPRD en conjunto con el PLODP, tiene
como idea ba´sica evaluar la ubicacio´n de los elementos de proteccio´n para cada configuracio´n obtenida
mediante los criterios de vecindad en la bu´squeda tabu´ para la configuracio´n actual t, y asignar de
esta manera el costo asociado a los reconectadores ubicados, as´ı como el NENS que tendr´ıa cada
vecino. Despue´s de realizado este proceso para cada uno de los vecinos, a trave´s de los criterios de
seleccio´n empleados por el bu´squeda tabu´, el proceso comienza nuevamente con la generacio´n del
nuevo vecindario a partir de la seleccio´n de la configuracio´n siguiente t + 1. La figura 5.2 presenta el
diagrama general de la metodolog´ıa integrada.
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Figura 5.2: Diagrama de flujo para la metodolog´ıa integrada
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Cap´ıtulo 6
Aplicacio´n y resultados
En esta seccio´n son presentados los resultados obtenidos a trave´s de la implementacio´n de las
metodolog´ıas descritas en el cap´ıtulo anterior. Para validar ambas metodolog´ıas se adaptaron dos
sistemas de prueba de la literatura especializada.
El primer sistema empleado es una modificacio´n del sistema IEEE 34 nodos [30], el cual es un sistema
trifa´sico desbalanceado y corresponde a uno de los sistemas t´ıpicos para evaluar ubicacio´n de bancos de
condensadores, realizar estudios de balance de fases y reduccio´n de pe´rdidas te´cnicas, entre otros. Para
este sistema el 81.8 % de las l´ıneas existentes han quedado como l´ıneas propuestas. Adicionalmente
fueron agregados 17 nuevos tramos de red y 2 subestaciones.
El segundo sistema empleado es de 54 nodos [31], el cual es comu´nmente empleado para planeacio´n de
redes de distribucio´n a trave´s de su equivalente monofa´sico. Este sistema es adaptado para generar su
representacio´n trifa´sica desbalanceada.
La implementacio´n computacional de ambas metodolog´ıas propuestas fue en un computador Intel
Core 2 Duo con 4GB de RAM y sistema operativo Windows R© 7 Professional empleando el software
MATLAB R© 2010a.
A continuacio´n se presentan los aspectos generales empleados en ambos sistemas. Para ambos sistemas
se consideraron reconectadores con capacidad de 20 MVA y un costo de US$22.000, el valor de la energ´ıa
igual a US$100 el MWh, una tasa de intere´s del 10 %, una tasa de crecimiento del costo de la energ´ıa
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del 2 % y US$8 el costo del balance de fases. Los tipos de calibres empleados y sus caracter´ısticas
se presentan en la Tabla 6.1. Los tipos de subestaciones usados en los sistemas de prueba 1 y 2 se
presentan en las Tablas 6.2 y 6.3, respectivamente.
Tabla 6.1: Costos asociados a los tipos de conductor
Tipo Corriente ma´xima [A] Costos de instalacio´n y aumento de calibre [US$/km]
1 150 20.000 23.000 37.000 40.000 58.000 76.000
2 250 — 30.000 30.000 35.000 50.000 66.000
3 350 — — 42.000 29.000 43.000 53.000
4 400 — — — 50.000 35.000 45.000
5 500 — — — — 67000 38000
6 600 — — — — — 85000
Tabla 6.2: Costos asociados a los tipos de subestacio´n del
sistema 1
Tipo Potencia [MVA] Costo de instalacio´n y ampliacio´n [US$]
1 5 675.000 675.000 1.350.000 2.025.000
2 50 — 1.350.000 675.000 1.350.000
3 15 — — 2.025.000 675.000
4 20 — — — 2.700.000
Tabla 6.3: Datos de las subestaciones del sistema 1
Tipo Potencia [MVA] Costo de instalacio´n y ampliacio´n [US$]
1 30 4.050.000 4.050.000 8.100.000 12.150.000
2 60 — 8.100.000 4.050.000 8.100.000
3 90 — — 12.150.000 4.050.000
4 120 — — — 16.200.000
Con el fin de realizar un estudio comparativo entre las dos metodolog´ıas, para ambos sistemas de
70
prueba se usaron las mismas parametrizaciones para los algoritmos NSGA II y el AGCB, los cuales
son usados para la ubicacio´n de los elementos de proteccio´n y el balance de fases, respectivamente.
Estos valores se presentan en la Tabla 6.4.
Tabla 6.4: Para´metros del NSGA II y el AGCB
Para´metro NSGA II AGCB
Nu´mero de Individuos 20 (4-10)
Tasa de Mutacio´n 0,80 0,80
Tasa de Cruce 0,90 1
Puntos de cruce 1 1
Generaciones 100 30
6.1. Sistema de Prueba 1
En la Figura 6.1 se presenta la configuracio´n topolo´gica del sistema modificado IEEE 34-nodos. Este es
un sistema es trifa´sico desbalanceado, donde cada nodo tiene un factor de potencia diferente. Existen
6 tramos de red (l´ıneas continuas) conectados a la subestacio´n ubicada en el nodo 1 y son propuestas
para la expansio´n de la red 44 nuevos tramos de red (l´ıneas discontinuas) y dos subestaciones en los
nodos 35 y 36 (cuadrados punteados). La demanda actual de la red para las fases b y c es 1,85 MVA
y 1,03 MVA, respectivamente. La fase a no tiene carga conectada. Los 29 nodos con nueva demanda
(8 a 36) cuentan con una carga total para las fases a, b y c en conexio´n estrella de 2,68 MVA, 2,04
MVA y 1,45 MVA, respectivamente, adema´s de una carga total por fase en conexio´n delta de 1,97
MVA, 2,11 MVA y 2,66 MVA, respectivamente. La carga es modelada como potencia constante en
un 80 % e impedancia constante en un 20 %. El nivel de tensio´n l´ınea-l´ınea es 14.4 kV y la variacio´n
de tensio´n ma´xima permitida es del 5 %. El periodo de estudio considerado es 20 an˜os. Los datos de
tramos de red, cargas y costos de subestaciones y conductores se presentan en el Anexo. Como valores
de parametrizacio´n se usaron para el algoritmo bu´squeda tabu´: un valor ma´ximo de 1000 generaciones,
como criterio de parada de la bu´squeda local un valor de 50 iteraciones sin mejorar la funcio´n objetivo
y 8 reinicios para la bu´squeda global.
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Figura 6.1: Configuracio´n inicial del sistema de prueba 1
6.1.1. Resultados obtenidos con la metodolog´ıa en cascada
Al aplicar esta metodolog´ıa es obtenida la configuracio´n que se presenta en la Figura 6.2, donde al
lado de cada tramo de red se ilustra el tipo de calibre respectivo. Adicionalmente se aprecian los
reconectadores que se proponen para instalacio´n en el sistema.
Al aplicar la estrategia para determinar el conjunto de reconectadores candidatos normalmente abiertos
y cerrados descrita en el numeral 4.3, se obtienen las siguientes ubicaciones:
Reconectadores normalmente abiertos: tramos de red 7-25, 14-15, 21-22, 36-11, 5-10, 16-12, 12-29
y 13-32.
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Reconectadores normalmente cerrados: tramos de red 8-12, 9-8, 17-33, 27-28, 32-29 y 32-21.
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Figura 6.2: Configuracio´n final obtenida por la metodolog´ıa en cascada
En las Tablas 6.5, 6.6 y 6.7 se presentan la cantidad de calibres empleados, los tipos de subestaciones
definidos y la ubicacio´n de los reconectadores, respectivamente.
Tabla 6.5: Cantidad de calibres empleados para el sistema 1
Nu´mero de tramos Tipo de conductor
0 6
3 5
1 4
continu´a . . .
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Tabla 6.5: Cantidad de calibres empleados para el sistema 1
(continuacio´n...)
Nu´mero de tramos Tipo de conductor
2 3
1 2
24 1
Tabla 6.6: Tipo de subestaciones del sistema 1
Nodo de la subestacio´n Tipo
1 1
36 3
Tabla 6.7: Tramos de red con reconectadores
Nodo de env´ıo Nodo de recibo Reconectador
29 32 Normalmente cerrado
14 15 Normalmente abierto
Los costos globales del proyecto para esta metodolog´ıa se presentan en la Tabla 6.8, donde todos los
costos esta´n en valor presente. El CAUE para esta metodolog´ıa es US$ 260.124,76.
Tabla 6.8: Costos desagregados de planeacio´n para el sistema
1
Costos globales [US$]
Conductores 76.286,04
Pe´rdidas 69.060,72
Subestaciones 2.025.000,00
Reconectadores 44.001.96
continu´a . . .
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Tabla 6.8: Costos desagregados de planeacio´n para el sistema
1 (continuacio´n...)
Costos globales en valor presente [US$]
Balance 240,00
Penalidades 0,00
Total 2.214.588,72
El NENS de este sistema corresponde a 1,247, 4 GWh-an˜o que corresponde al 1, 04 % del total de
energ´ıa de entrada anual de este sistema.
6.1.2. Resultados obtenidos con la metodolog´ıa integrada
Al aplicar esta metodolog´ıa es obtenida la configuracio´n que se presenta en la Figura 6.3, donde al lado
de cada tramo de red se ilustra el tipo de calibre respectivo.
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Figura 6.3: Configuracio´n final obtenida por la metodolog´ıa integrada
En las Tablas 6.9, 6.10 y 6.11 se presentan la cantidad de calibres empleados, los tipos de subestaciones
definidos y la ubicacio´n de los reconectadores, respectivamente.
Tabla 6.9: Cantidad de calibres empleados para el sistema 1
Nu´mero de tramos Tipo de conductor
0 6
0 5
2 4
4 3
3 2
continu´a . . .
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Tabla 6.9: Cantidad de calibres empleados para el sistema 1
(continuacio´n...)
Nu´mero de tramos Tipo de conductor
23 1
Tabla 6.10: Tipo de subestaciones del sistema 1
Nodo de la subestacio´n Tipo
1 1
35 2
36 1
Tabla 6.11: Tramos de red con reconectadores
Nodo de env´ıo Nodo de recibo Reconectador
12 14 Normalmente cerrado
8 12 Normalmente abierto
Los costos globales del proyecto para esta metodolog´ıa se presentan en la Tabla 6.12, donde todos los
costos esta´n en valor presente. El CAUE para esta metodolog´ıa es US$ 251.711,51.
Tabla 6.12: Costos desagregados de planeacio´n para el
sistema 1
Costos globales [US$]
Conductores 73.752,24
Pe´rdidas 51.192,17
Subestaciones 2.025.000,00
Reconectadores 44.001,79
Balance 208.00
continu´a . . .
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Tabla 6.12: Costos desagregados de planeacio´n para el
sistema 1 (continuacio´n...)
Costos globales en valor presente [US$]
Penalidades 0,00
Total 2.142.962,04
El NENS de este sistema corresponde a 1,103,5 GWh-an˜o que corresponde al 0,92 % del total de energ´ıa
de entrada anual de este sistema.
6.2. Sistema de prueba 2
Este es un sistema monofa´sico ampliamente empleado en la literatura especializada para evaluar
metodolog´ıas de planeamiento de la expansio´n en sistemas de distribucio´n (ver Figura 6.4). Para
este sistema se realiza una adaptacio´n con el fin de lograr una representacio´n trifa´sica. Se consideran
2 subestaciones existentes en los nodos 51 y 52, y 14 l´ıneas existentes (l´ıneas continuas). La demanda
actual para los 16 nodos existentes para las fases a, b y c en conexio´n estrella es 23.32 MVA, 21.15
MVA y 24.40 MVA, respectivamente; no se consideran cargas conectadas en delta. Para los 38 nodos
proyectados la demanda para las fases a, b y c es 19.65 MVA, 21,30 MVA y 20,31 MVA, respectivamente.
La carga es modelada como potencia constante en un 80 % e impedancia constante en un 20 %. El nivel
de tensio´n l´ınea-l´ınea es 23,9 kV y la variacio´n de tensio´n ma´xima permitida es del 5 %. El periodo
de estudio considerado es 20 an˜os. Los datos de tramos de red, cargas y costos de subestaciones y
conductores se presentan en el Anexo. Como valores de parametrizacio´n se usaron para el algoritmo
bu´squeda tabu´: un valor ma´ximo de 1000 generaciones, como criterio de parada de la bu´squeda local
un valor de 100 iteraciones sin mejorar la funcio´n objetivo y 8 reinicios para la bu´squeda global.
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Figura 6.4: Configuracio´n inicial del sistema de 54 nodos modificado
6.2.1. Resultados obtenidos con la metodolog´ıa en cascada
Al aplicar esta metodolog´ıa es obtenida para la red la configuracio´n que se presenta en la Figura 6.5,
donde al lado de cada tramo de red se ilustra el tipo de calibre respectivo. Adicionalmente se aprecian
los reconectadores que se proponen para instalacio´n en el sistema.
Al aplicar la estrategia para determinar el conjunto de reconectadores candidatos normalmente abiertos
y cerrados descrita en el numeral 4.3, se obtienen las siguientes ubicaciones:
Reconectadores normalmente abiertos: tramos de red 5-6, 1-9, 9-17, 25-8, 8-27, 40-16, 31-10,
13-43, 44-38, 33-8, 48-49 y 47-46.
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Reconectadores normalmente cerrados: tramos de red 4-7, 12-45, 14-15, 14-46, 27-27, 41-42, 18-19,
22-9, 22-23 y 30-43.
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Figura 6.5: Configuracio´n final obtenida por la metodolog´ıa en cascada
En las Tablas 6.13, 6.14 y 6.15 se presentan la cantidad de calibres empleados, los tipos de subestaciones
definidos y la ubicacio´n de los reconectadores, respectivamente.
Tabla 6.13: Cantidad de calibres empleados para el sistema 2
Nu´mero de tramos Tipo de conductor
15 6
4 5
continu´a . . .
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Tabla 6.13: Cantidad de calibres empleados para el sistema 2
(continuacio´n...)
Nu´mero de tramos Tipo de conductor
4 4
8 3
9 2
5 1
Tabla 6.14: Tipo de subestaciones del sistema 2
Nodo de la subestacio´n Tipo
51 2
52 1
53 1
54 2
Tabla 6.15: Tramos de red con reconectadores
Nodo de env´ıo Nodo de recibo Reconectador
18 19 Normalmente cerrado
30 43 Normalmente cerrado
38 44 Normalmente abierto
25 8 Normalmente abierto
46 47 Normalmente abierto
Los costos globales del proyecto para esta metodolog´ıa se presentan en la Tabla 6.16, donde todos los
costos esta´n en valor presente. El CAUE para esta metodolog´ıa es US$ 1.618.605,66.
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Tabla 6.16: Costos desagregados de planeacio´n para el
sistema 2
Costos globales [US$]
Conductores 707.267,00
Pe´rdidas 812.558,60
Subestaciones 12.150.000,00
Reconectadores 110.028,80
Balance 248,00
Penalidades 0,00
Total 13.780.102,40
El NENS de este sistema corresponde a 27,016 GWh-an˜o que corresponde al 3 % del total de energ´ıa
de entrada anual de este sistema.
6.2.2. Resultados obtenidos con la metodolog´ıa integrada
Al aplicar esta metodolog´ıa es obtenida para la red la configuracio´n que se presenta en la Figura 6.6,
donde al lado de cada tramo de red se ilustra el tipo de calibre respectivo.
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Figura 6.6: Configuracio´n final obtenida por la metodolog´ıa integrada
En las Tablas 6.17, 6.18 y 6.19 se presentan la cantidad de calibres empleados, los tipos de subestaciones
definidos y la ubicacio´n de los reconectadores, respectivamente.
Tabla 6.17: Cantidad de calibres empleados para el sistema 2
Nu´mero de tramos Tipo de conductor
14 6
6 5
7 4
8 3
continu´a . . .
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Tabla 6.17: Cantidad de calibres empleados para el sistema 2
(continuacio´n...)
Nu´mero de tramos Tipo de conductor
3 2
8 1
Tabla 6.18: Tipo de subestaciones del sistema 2
Nodo de la subestacio´n Tipo
51 2
52 1
53 1
54 2
Tabla 6.19: Tramos de red con reconectadores
Nodo de env´ıo Nodo de recibo Reconectador
14 46 Normalmente cerrado
9 10 Normalmente cerrado
33 8 Normalmente abierto
Los costos globales del proyecto para esta metodolog´ıa se presentan en la Tabla 6.20, donde todos los
costos esta´n en valor presente. El CAUE para esta metodolog´ıa es US$ 1.624.491.01.
Tabla 6.20: Costos desagregados de planeacio´n para el
sistema 2
Costos globales [US$]
Conductores 726.781,00
Pe´rdidas 887.024,20
continu´a . . .
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Tabla 6.20: Costos desagregados de planeacio´n para el
sistema 2 (continuacio´n...)
Costos globales en valor presente [US$]
Subestaciones 12.150.000,00
Reconectadores 66.042,70
Balance 360,00
Penalidades 0,00
Total 13.830.207,93
El NENS de este sistema corresponde a 36,097 GWh-an˜o que corresponde al 4 % del total de energ´ıa
de entrada anual de este sistema.
6.3. Ana´lisis de resultados
6.3.1. Sistema 34 nodos
Para este sistema de prueba se observa que la metodolog´ıa integrada presenta una inversio´n anualizada
menor que la metodolog´ıa en cascada, con una diferencia de US$ 8.413,25 por an˜o, lo cual equivale al
3.23 % del costo total del proyecto.
Por otro lado en comparacio´n con los niveles de energ´ıa no servida se observa claramente que la
metodolog´ıa integrada presenta una indisponibilidad final menor (0.92 % con respecto al valor de
entrada); esto se debe a que la respuesta integrada presenta una topolog´ıa final con tres subestaciones
ubicadas, es decir, una ma´s que la metodolog´ıa en cascada, con lo que se logra una mejor distribucio´n
de carga y por lo tanto una menor afectacio´n debido a fallas en el sistema.
Para ambas respuestas en torno a los reconectadores ubicados, se puede observar que el sistema solo
requiere de dos para minimizar el nivel de energ´ıa no servida, condicio´n que se da debido a la dimensio´n
del sistema (34 nodos) y la gran cantidad de alimentadores que surgen para atender la demanda. Esto
quiere decir que las protecciones principales son suficientes para reducir en gran medida los disturbios
causados por las fallas. En relacio´n con los calibres, se evidencia que para ambas respuestas ma´s del
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70 % de los conductores finales de la red es del tipo 1, lo que refleja la buena distribucio´n de carga
para las dos soluciones.
Al compararse las pe´rdidas de energ´ıa en el horizonte de planeamiento, es claro que para la metodolog´ıa
en cascada la inversio´n en conductores es inferior en relacio´n con la metodolog´ıa integrada en un 5.47 %;
sin embargo, esta reduccio´n no es compensada por el valor de las pe´rdidas, las cuales son menores para
la metodolog´ıa integrada en un 32 %, en relacio´n con la metodolog´ıa en cascada.
6.3.2. Sistema 54 nodos
Para el sistema de prueba de 54 nodos es posible observar, que la metodolog´ıa en cascada presenta una
inversio´n anualizada menor que la metodolog´ıa en integrada, con una diferencia de US$ 5.885,35 por
an˜o, lo cual equivale al 0.36 % del costo total del proyecto.
Por otro lado en comparacio´n con los niveles de energ´ıa no servida se observa claramente que la
metodolog´ıa en cascada presenta una indisponibilidad final menor (3 % con respecto al valor de
entrada), mientras que el modelo integrado presenta un 4 %. Esta diferencia radica ba´sicamente en
la cantidad de reconectadores que fueron instalados en cada metodolog´ıa, ya que entre mayor sea el
nu´mero de reconectadores, las a´reas conformadas sera´n de menor taman˜o y por tanto la incidencia de
una falla es menos severa en relacio´n con el nu´mero de cargas por fuera de servicio.
En relacio´n con los reconectadores ubicados, la metodolog´ıa en cascada propone la ubicacio´n de
dos RNC para aislamiento de fallas y tres RNA para transferencia de carga. Por otro lado para la
metodolog´ıa integrada se propone un RNA para transferencia y dos RNC para aislamiento de fallas,
lo que incrementa el nivel de energ´ıa no servida de esta topolog´ıa. En relacio´n con los calibres, los
resultados obtenidos para ambas metodolog´ıas presentan en su mayor´ıa conductores de tipo 6 (15 para
la metodolog´ıa en cascada y 14 para la metodolog´ıa integrada), situacio´n que se da debido a la gran
cantidad de carga del sistema.
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6.3.3. Comentarios finales
Segu´n los resultados obtenidos para ambos sistemas de prueba, con las dos metodolog´ıas propuestas,
no es posible determinar que metodolog´ıa es ma´s eficiente en te´rminos de calidad de la respuesta,
debido a que para un caso se comporta mejor el modelo integrado y para otro caso se comporta mejor
el modelo en cascada. Razo´n por la cual, aunque los valores encontrados sean muy cercanos entre s´ı,
no permiten calificar una metodolog´ıa como mejor que la otra.
Aunque ambas metodolog´ıas esta´n disen˜adas para resolver el problema de planeacio´n o´ptima de redes
de distribucio´n considerando reconectadores automa´ticos para transferencia de carga, la forma como
esta´n planteadas no permite realizar una comparacio´n justa, debido a que la manera como es elegido un
punto sobre el frente o´ptimo de Pareto considerando el criterio ma´x-mı´n, es altamente dependiente de
la condicio´n topolo´gica de la red. Esta situacio´n es altamente variable al inicio del proceso de solucio´n
en el modelo integrado, en donde puede variar la topolog´ıa de la red entre vecinos, lo que introduce
oscilaciones indeseadas en el criterio de seleccio´n empleado. Esto no ocurre con el modelo en cascada,
pues este evoluciona hasta encontrar la mejor topolog´ıa para la red y posteriormente se evalu´a la
ubicacio´n de reconectadores, con lo que las oscilaciones en la seleccio´n del punto sobre el frente, se
reducen significativamente.
87
Cap´ıtulo 7
Conclusiones, recomendaciones y
trabajos futuros
7.1. Conclusiones
Con el fin de encontrar la solucio´n o´ptima de la planeacio´n de sistemas de distribucio´n
considerando localizacio´n de reconectadores normalmente abiertos y cerrados, en este trabajo
se plantearon dos nuevos enfoques: el primero considera una metodolog´ıa en cascada donde
inicialmente se encuentra el disen˜o o´ptimo de la red y luego se localizan los reconectadores
sobre el sistema. El segundo enfoque plantea una metodolog´ıa integrada, la cual considera en
forma simulta´nea para cada configuracio´n propuesta de la red de distribucio´n, la ubicacio´n de los
reconectadores. Las dos metodolog´ıas fueron aplicadas a dos sistemas de prueba de la literatura,
donde los resultados obtenidos avalan lo propuesto en este trabajo.
La etapa de la planeacio´n de sistemas de distribucio´n formula el problema como un nuevo modelo
matema´tico mono-objetivo de tipo no lineal entero mixto, el cual considera la representacio´n
trifa´sica de los elementos que conforman la red, debido a que en sistemas de distribucio´n como
el colombiano es usual emplear transformadores monofa´sicos, lo que induce un alto grado de
desbalance. En la funcio´n objetivo del modelo se minimizan los costos de inversio´n y operacio´n
del sistema. El conjunto de restricciones esta´ compuesto por las ecuaciones de balance nodal,
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capacidades ma´ximas permitidas para los elementos del sistema, ma´xima ca´ıda de tensio´n
permitida y radialidad de la red; esta etapa es solucionada usando un algoritmo bu´squeda tabu´.
Se empleo´ un modelo trifa´sico de la red, debido a que representa de mejor forma la operacio´n de
los sistemas de distribucio´n, acercando las respuestas a comportamientos reales.
La etapa de ubicacio´n o´ptima de reconectadores se formula como un nuevo modelo matema´tico
multi-objetivo de tipo no lineal entero mixto, el cual tiene como funciones objetivo la
minimizacio´n de los costos de inversio´n y el nivel de energ´ıa no servida del sistema. El conjunto
de restricciones considera la cargabilidad de tramos de red que permiten transferencia de carga,
regulacio´n de tensio´n y restricciones de tipo financiero; esta etapa es solucionada usando un
algoritmo NSGA II. A diferencia de la literatura especializada, en este trabajo se considera
la ubicacio´n de los reconectadores normalmente abiertos y cerrados de forma simulta´nea, lo
cual permite encontrar respuestas para instalacio´n de uno de ellos a partir de la inicidencia de
localizacio´n del otro elemento.
En la implementacio´n del algoritmo BT fueron desarrollados diferentes algoritmos heur´ısticos
que guiaban en forma eficiente la bu´squeda a trave´s del espacio de solucio´n. En primer lugar se
empleo´ un algoritmo aleatorio combinado con un algoritmo de a´rbol de mı´nimo peso, para formar
topolog´ıas iniciales factibles. En segundo lugar se desarrollaron tres estrategias de generacio´n de
configuraciones vecinas que aprovechan las ventajas del flujo de carga, la asignacio´n adecuada
de calibres y la aleatoriedad controlada. En tercer lugar se implemento´ una estrategia de
mejoramiento local por medio de un balance de fases a trave´s de un algoritmo gene´tico de Chu
& Beasley para minimizar las pe´rdidas y mejorar el perfil de tensio´n en el vecindario generado.
Se presentaron dos indicadores de sensibilidad para generar el conjunto de reconectadores
candidatos para instalar en el sistema, a partir de la informacio´n obtenida de la etapa de
planeacio´n del sistema de distribucio´n. Esto permite automatizar la metodolog´ıa sin necesidad
de ejecutarla paso a paso, as´ı como involucrar criterios a partir de la experiencia del personal
encargado de la planeacio´n de estos sistemas.
En la implementacio´n del algoritmo NSGA II se emplea como base una poblacio´n inicial aleatoria
y un algoritmo gene´tico de Chu & Beasley para la obtencio´n del frente o´ptimo de Pareto.
Adicionalmente se emplea la me´trica conocida como criterio ma´x-mı´n para seleccionar un punto
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sobre el frente y asignarlo a la topolog´ıa actual de la red, lo cual permite obtener una solucio´n
que sea intermedia a ambas funciones objetivo tratadas.
Utilizar cualquier me´trica para seleccionar un punto sobre el frente o´ptimo de Pareto, puede
en principio afectar en gran medida la calidad de la respuesta de los modelos h´ıbridos, puesto
que para cada configuracio´n puede obtenerse un frente o´ptimo con diferentes caracter´ısticas y
por tanto, es imposible determinar cual es el mejor individuo sobre el frente, para permitir la
evolucio´n adecuada de la te´cnica gu´ıa del proceso. Esto quiere decir que la variabilidad del frente
o´ptimo puede producir sobre la estrategia de bu´squeda oscilaciones indeseadas que pueden afectar
la obtencio´n del o´ptimo global del problema.
Debido a que en la literatura especializada no se encuentran trabajos que empleen en el problema
de la planeacio´n de sistemas de distribucio´n primarios un modelo trifa´sico de la red, en este
trabajo se adaptaron dos sistemas de prueba tradicionales, los cuales consideran diferentes tipos
de cargas y conexiones a la red ele´ctrica. Estos sistemas pueden convertirse en sistemas de prueba
para futuras investigaciones realizadas alrededor de esta tema´tica.
Los resultados obtenidos con ambos enfoques propuestos pueden ser valores de referencia para
futuros trabajos, con el fin de verificar la validez de nuevas metodolog´ıas.
7.2. Recomendaciones y trabajos futuros
Para el desarrollo de una metodolog´ıa integrada que tenga en cuenta la ubicacio´n o´ptima de
reconectadores en sistemas de distribucio´n, deben ser consideradas otras estrategias de seleccio´n
para el individuo sobre el frente de Pareto, ya que el algoritmo es altamente sensible a este tipo
de variaciones en la solucio´n, con lo que se puede perder eficiencia en la metodolog´ıa propuesta.
Ser´ıa interesante desde el punto de vista de la confiabilidad en la red de distribucio´n, considerar
un modelo h´ıbrido para planear la expansio´n de la red teniendo en cuenta elementos de proteccio´n
para mejorar indicadores de confiabilidad, de forma que se emplee un modelo multi-objetivo que
relacione confiabilidad y costos globales de inversio´n. Otra opcio´n es usar una te´cnica integrada
en la cual el l´ıder este asociada al planeamiento y el seguidor a la ubicacio´n de las protecciones,
para evitar oscilaciones indeseadas sobre el espacio de solucio´n.
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Ape´ndice A
Sistemas de prueba
A.1. Informacio´n del sistema de 34 nodos modificado
En las Tablas A.1 y A.2, se presentan los datos de las cargas y los tramos de red.
Tabla A.1: Cargas conectadas en estrella para el sistema de
34 nodos
Nodo PaY [kW] QaY [kVAr] PbY [MW] QbY [kVAr] PcY [MW] QcY [kVAr]
1 0 0 0 0 0 0
2 0 0 540 270 450 252
3 0 0 540 270 450 252
4 0 0 288 144 0 0
5 0 0 288 144 0 0
6 0 0 0 0 0 0
7 0 0 0 0 0 0
8 0 0 0 0 0 0
9 102 51 0 0 0 0
10 507 261 0 0 0 0
continu´a . . .
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Tabla A.1: Cargas conectadas en estrella para el sistema de
34 nodos (continuacio´n...)
Nodo PaY [kW] QaY [kVAr] PbY [MW] QbY [kVAr] PcY [MW] QcY [kVAr]
11 405 210 0 0 0 0
12 0 0 120 60 12 6
13 0 0 120 60 0 0
14 21 9 0 0 12 6
15 21 9 0 0 0 0
16 0 0 0 0 0 0
17 0 0 0 0 0 0
18 0 0 0 0 0 0
19 0 0 84 42 0 0
20 54 42 54 42 54 42
21 200 80 0 0 0 0
22 837 645 885 666 870 663
23 0 0 144 69 90 50
24 0 0 69 33 0 0
25 0 0 0 0 0 0
26 0 0 0 0 0 0
27 0 0 12 6 0 0
28 0 0 12 6 0 0
29 6 3 0 0 0 0
30 120 96 120 96 120 96
31 0 0 84 42 0 0
32 6 3 0 0 0 0
33 0 0 0 0 0 0
34 0 0 0 0 0 0
35 0 0 0 0 0 0
continu´a . . .
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Tabla A.1: Cargas conectadas en estrella para el sistema de
34 nodos (continuacio´n...)
Nodo PaY [kW] QaY [kVAr] PbY [MW] QbY [kVAr] PcY [MW] QcY [kVAr]
36 0 0 0 0 0 0
Tabla A.2: Cargas conectadas en delta para el sistema de 34
nodos
Nodo PaD [kW] QaD [kVAr] PbD [MW] QbD [kVAr] PcD [MW] QcD [kVAr]
1 0 0 0 0 0 0
2 0 0 0 0 0 0
3 0 0 0 0 0 0
4 0 0 0 0 0 0
5 0 0 0 0 0 0
6 0 0 0 0 0 0
7 0 0 0 0 0 0
8 0 0 150 60 0 0
9 0 0 0 0 0 0
10 0 0 0 0 0 0
11 0 0 0 0 0 0
12 0 0 150 60 0 0
13 0 0 0 0 0 0
14 0 0 0 0 0 0
15 90 60 90 60 150 80
16 210 90 60 30 180 90
17 60 30 105 54 369 186
18 144 72 96 51 126 66
19 0 0 0 0 0 0
20 54 27 66 33 0 0
continu´a . . .
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Tabla A.2: Cargas conectadas en delta para el sistema de 34
nodos (continuacio´n...)
Nodo PaD [kW] QaD [kVAr] PbD [MW] QbD [kVAr] PcD [MW] QcD [kVAr]
21 0 0 0 0 0 0
22 0 0 0 0 0 0
23 0 0 0 0 0 0
24 120 96 120 96 120 96
25 0 0 0 0 0 0
26 0 0 0 0 0 0
27 0 0 0 0 0 0
28 0 0 0 0 0 0
29 33 15 51 27 57 30
30 138 69 90 48 456 231
31 0 0 0 0 0 0
32 0 0 0 0 0 0
33 0 0 0 0 0 0
34 900 450 900 450 900 450
35 0 0 0 0 0 0
36 0 0 0 0 0 0
En la Tabla A.3, se presenta la informacio´n de los tramos de red.
Tabla A.3: Informacio´n de conductores para el sistema de 34
nodos
Rama Envio Recibo Longitud(m) Existente
1 1 2 78 1
2 2 3 78 1
3 3 4 78 1
4 4 5 130 1
continu´a . . .
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Tabla A.3: Informacio´n de conductores para el sistema de 34
nodos (continuacio´n...)
Rama Envio Recibo Longitud(m) Existente
5 4 6 78 1
6 6 7 78 1
7 7 25 104 0
8 8 9 78 0
9 8 12 78 0
10 9 10 78 0
11 10 11 78 0
12 12 13 78 0
13 12 14 248 0
14 14 15 85 0
15 15 27 78 0
16 16 29 78 0
17 16 33 104 0
18 17 30 102 0
19 17 21 78 0
20 18 20 78 0
21 18 31 78 0
22 21 22 78 0
23 22 23 78 0
24 23 24 78 0
25 25 8 78 0
26 26 16 92 0
27 27 28 80 0
28 27 26 78 0
29 29 32 78 0
continu´a . . .
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Tabla A.3: Informacio´n de conductores para el sistema de 34
nodos (continuacio´n...)
Rama Envio Recibo Longitud(m) Existente
30 29 17 80 0
31 30 18 102 0
32 31 19 80 0
33 33 34 78 0
34 36 11 253,3081 0
35 36 24 80 0
36 36 32 234 0
37 35 19 90 0
38 35 28 204 0
39 35 34 198,2524 0
40 21 32 80 0
41 1 11 135,2 0
42 5 10 52,78 0
43 9 13 78 0
44 16 12 198,328 0
45 12 29 195,208 0
46 13 32 195,104 0
47 20 21 233,636 0
48 20 30 143,98 0
49 30 34 64,012 0
50 33 17 74,62 0
A.2. Informacio´n del sistema de 54 nodos
En las Tablas A.4 y A.5, se presentan los datos de las cargas y los tramos de red.
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Tabla A.4: Cargas conectadas en estrella para el sistema de
54 nodos
Nodo PaY [kW] QaY [kVAr] PbY [MW] QbY [kVAr] PcY [MW] QcY [kVAr]
1 3960 3000 0 0 3960 3000
2 1320 990 1320 990 1320 990
3 480 360 480 360 480 360
4 0 0 0 0 1680 1260
5 0 0 2400 1800 2400 1800
6 720 540 720 540 720 540
7 240 180 240 180 240 180
8 1800 1350 1800 1350 0 0
9 2280 1710 2280 1710 2280 1710
10 0 0 2400 1800 1800 1200
11 240 180 240 180 240 180
12 1200 900 1200 900 0 0
13 1080 810 1080 810 1080 810
14 960 720 0 0 960 720
15 1200 900 1200 900 1200 900
16 1560 1170 1560 1170 1200 930
17 0 0 600 450 0 0
18 1080 810 1080 810 1080 810
19 1200 900 1200 900 0 0
20 0 0 600 450 600 450
21 600 450 600 450 600 450
22 0 0 600 450 600 450
23 600 450 0 0 600 450
24 600 450 600 450 0 0
25 720 540 720 540 720 540
continu´a . . .
102
Tabla A.4: Cargas conectadas en estrella para el sistema de
54 nodos (continuacio´n...)
Nodo PaY [kW] QaY [kVAr] PbY [MW] QbY [kVAr] PcY [MW] QcY [kVAr]
26 0 0 0 0 0 0
27 0 0 0 0 0 0
28 480 360 480 360 480 360
29 720 540 0 0 720 540
30 0 0 2400 1800 1800 1200
31 720 540 720 540 720 540
32 0 0 0 0 0 0
33 2160 1620 2160 1620 2160 1620
34 1080 810 1080 810 1080 810
35 0 0 0 0 0 0
36 240 180 240 180 240 180
37 1200 900 1200 900 1200 900
38 0 0 0 0 0 0
39 960 720 960 720 960 720
40 1200 900 0 0 0 0
41 360 270 0 0 360 270
42 0 0 0 0 0 0
43 0 0 0 0 0 0
44 600 450 600 450 600 450
45 600 450 0 0 600 450
46 0 0 0 0 0 0
47 0 0 600 450 600 450
48 600 450 600 450 600 450
49 0 0 0 0 0 0
50 0 0 0 0 0 0
continu´a . . .
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Tabla A.4: Cargas conectadas en estrella para el sistema de
54 nodos (continuacio´n...)
Nodo PaY [kW] QaY [kVAr] PbY [MW] QbY [kVAr] PcY [MW] QcY [kVAr]
51 0 0 0 0 0 0
52 0 0 0 0 0 0
53 0 0 0 0 0 0
54 0 0 0 0 0 0
Este sistema no posee cargas modeladas en delta. En la Tabla A.3, se presenta la informacio´n de los
tramos de red.
Tabla A.5: Informacio´n de conductores para el sistema de 34
nodos
Rama Envio Recibo Longitud(m) Existente
1 51 1 281 3
2 51 3 218 2
3 3 4 312 2
4 4 7 250 1
5 4 5 312 1
6 7 8 312 1
7 5 6 250 1
8 1 9 343 1
9 1 2 312 1
10 9 10 718 1
11 52 14 375 1
12 14 15 375 1
13 15 16 281 1
14 52 11 281 1
15 11 12 312 1
continu´a . . .
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Tabla A.5: Informacio´n de conductores para el sistema de 54
nodos (continuacio´n...)
Rama Envio Recibo Longitud(m) Existente
16 12 13 437 1
17 19 20 312 0
18 18 19 250 0
19 17 18 406 0
20 9 17 430 0
21 18 21 312 0
22 54 21 250 0
23 54 22 375 0
24 9 22 468 0
25 22 23 343 0
26 23 24 281 0
27 24 25 218 0
28 25 8 281 0
29 8 27 375 0
30 27 26 343 0
31 27 28 312 0
32 6 28 500 0
33 35 36 218 0
34 53 36 250 0
35 53 28 312 0
36 53 41 312 0
37 41 40 250 0
38 40 16 250 0
39 54 30 281 0
40 30 29 312 0
continu´a . . .
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Tabla A.5: Informacio´n de conductores para el sistema de 54
nodos (continuacio´n...)
Rama Envio Recibo Longitud(m) Existente
41 30 43 406 0
42 43 37 250 0
43 37 31 187 0
44 31 10 312 0
45 13 43 375 0
46 12 45 250 0
47 45 44 218 0
48 44 38 312 0
49 38 39 343 0
50 39 32 406 0
51 39 33 281 0
52 33 8 468 0
53 33 34 187 0
54 34 35 218 0
55 41 42 375 0
56 42 48 250 0
57 48 49 375 0
58 49 50 218 0
59 42 47 312 0
60 47 46 312 0
61 46 14 343 0
62 46 50 375 0
63 52 50 800 0
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