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Abstract
In this thesis, we present the development of a tunable Multi-Heterodyne
Scanning Near-Field Optical Microscope (MH-SNOM). This instrument has been
built and evaluated for the investigation of optical near ﬁelds in amplitude, phase
and polarization. With this microscope, the response of a structure illuminated
with two orthogonally polarized beams can be simultaneously measured both in
amplitude and phase. Moreover, the integral state of polarization at the surface
of a specimen can be retrieved under speciﬁc conditions.
We demonstrate the capabilities of the system through a series of measure-
ments involving Surface Electromagnetic Waves (SEWs). We have mainly fo-
cused our attention on a particular class of SEWs known as Bloch Surface Waves
(BSWs). The propagation of BSWs on the outer surface of a silicon nitride mul-
tilayer has been studied in detail. Furthermore, we show that this propagation is
aﬀected by the presence of shallow dielectric corrugations such as a subwavelength
grating or at the straight interface with a coated portion of the multilayer. In par-
ticular, we demonstrate that ultra-thin (thickness < λ/10) dielectric ridges may
act as BSW waveguides. Combining the detection capabilities of the MH-SNOM
with a numerical treatment of the experimental data, we are able to separate
the transverse and longitudinal ﬁeld components of the three modes propagating
within a speciﬁc BSW waveguide. This new structure provides interesting op-
portunities in waveguide-based biosensing schemes in which the ridge is realized
with functionalized molecular layers of nanometric thickness.
Finally, we investigate a structure sustaining another type of SEW: Surface
Plasmon Polaritons (SPPs). This structure is designed for the asymmetrical
coupling of SPPs at normal incidence. Through a detailed analysis of the spatial
spectra, we show that, in addition to SPPs, the ﬁeld contains other near-ﬁeld
components.
All these experiments demonstrate the expected MH-SNOM capabilities of
measuring the amplitude, phase and polarization of optical near ﬁelds. The MH-
SNOM therefore serves as a powerful tool for the investigation with subwavelength
resolution of optical near ﬁelds generated in structures such as integrated optics,
photonic crystals, cavities, resonators, etc.
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Re´sume´
Dans cette the`se, nous pre´sentons le de´veloppement d’un microscope optique
en champ proche multi-he´te´rodyne et accordable (MH-SNOM). Cet instrument
a e´te´ re´alise´ dans le but d’observer et de de´terminer l’amplitude, la phase et la
polarisation du champ proche. Ce microscope mesure simultane´ment, en ampli-
tude et phase, la re´ponse d’une structure illumine´e par deux faisceaux polarise´s
orthogonalement. Dans certaines conditions particulie`res, une mesure inte´grale
de l’e´tat de polarisation a` la surface de l’e´chantillon peut eˆtre eﬀectue´e.
Nous de´montrons ses capacite´s par une se´rie de mesures impliquant des ondes
e´lectromagne´tiques de surface (Surface Electromagnetic Waves - SEWs). Nous
avons principalement porte´ notre attention sur une classe particulie`re de SEWs
connues sous le nom d’onde de Bloch de surface (Bloch Surface Waves - BSWs).
Une e´tude de´taille´e de la propagation des BSWs a` la surface d’un multicouche
en nitrure de silicium a e´te´ re´alise´e. Nous montrons de quelle manie`re cette
propagation est aﬀecte´e par la pre´sence de tre`s ﬁnes corrugations die´lectriques
telles qu’un re´seau sub-longueur d’onde, ou une marche die´lectrique de´pose´e sur
le multicouche. En particulier, nous de´montrons qu’une bande die´lectrique ultra-
ﬁne (λ/10) peut servir de guide d’onde pour les BSWs. Combinant les capacite´s
de de´tection du MH-SNOM avec un traitement nume´rique des donne´es expe´ri-
mentales, nous sommes capables de se´parer les composantes transverses et lon-
gitudinales des trois modes propageant dans un guide d’onde particulier. Cette
nouvelle structure fournit d’inte´ressantes opportunite´s en bio-de´tection base´e sur
le guidage d’ondes de surface. Le guide pourrait en eﬀet eˆtre re´alise´ par des
couches de mole´cules fonctionnalise´es et d’e´paisseurs nanome´triques.
Finalement, nous e´tudions une structure supportant un autre type d’on-
des e´lectromagne´tiques de surface : les plasmons de surface (Surface Plasmon
Polaritons - SPPs). Cette structure a e´te´ conc¸ue pour le couplage asyme´trique
de SPPs a` incidence normale. Au travers d’une analyse de´taille´e du spectre
spatial, nous montrons qu’en plus des SPPs, le champ proche optique contient
d’autres composantes singulie`res.
Toutes ces expe´riences de´montrent les capacite´s pre´vues du MH-SNOM a`
mesurer l’amplitude, la phase et la polarisation du champ proche optique. Le
MH-SNOM devient par conse´quent un instrument puissant pour l’investigation
sub-longueur d’onde de champs ge´ne´re´s par des structures telles que les cristaux
photoniques, les cavite´s, les re´sonateurs, etc.
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Re´sume´
Mots-cle´s: he´te´rodyne, multi-he´te´rodyne, champ proche, microscopie a` bal-
ayage, SNOM, phase, polarisation, multicouche, onde optique de surface,
onde de Bloch, Snell, re´seau sub-longueur d’onde, guide d’onde rectangu-
laire, plasmon de surface, BLACES, couplage asyme´trique.
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1
Introduction
Since human beings began to consider the external world as a ﬁeld of investi-
gation, they dreamt of pushing their limits of perception to very distant and
very small objects. In this regard, the invention of the lens initiated a new era
extending the limits of human perception.
As early as 1683, Antony von Leeuwenhoek, a Dutch tradesman and unlikely
scientist, built microscopes with a single, small lens displaying magniﬁcations of
up to 270 x. This enabled him to discover protozoa (single-celled organisms).
In 1873, Abbe published an important theoretical work revealing a fundamental
limit – the classical diﬀraction limit – intrinsically limiting the resolution of the
microscope. Scientists had to wait until 1984 for an important breakthrough
in microscopy: the realization of the ﬁrst near-ﬁeld microscope. The classical
diﬀraction limit was not a limit anymore.
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1.1 Classical diﬀraction limit
In conventional microscopy, the sample is imaged with a lens, or a set of lenses,
and a magniﬁed image of the object is created. The interaction of the incident
light with the structure generates propagating and non-propagating components
in the immediate vicinity of the sample. While non-propagating components car-
rying the highly-detailed features remain conﬁned very close to the interface (near
ﬁeld), the radiative components reach the imaging lens (far ﬁeld) and construct
the image. Only structures with lateral dimensions larger than
dmin =
λ
2n sin θ
(1.1)
can be imaged with accuracy [1]. The medium n separating the sample and
the imaging system, as well as the aperture angle θ, act therefore as a low-pass
ﬁlter: some information is lost during the propagation from the near to the far
ﬁeld. The resolution however can be improved by decreasing the probe radiation
wavelength λ. This fundamental limit is imposed by the physical nature of light
itself and is known as Abbe’s barrier or the far-ﬁeld diﬀraction limit. It represents
the lower bound to the size of the spatial features that can be resolved with a
conventional microscope.
The limit of resolution is only slightly smaller than the wavelength of the probe
illumination. For subwavelength resolution, the optical system should therefore
be able to capture evanescent waves, which contain the high spatial frequencies
and exist only in the immediate vicinity of the sample
In 1928, Synge, an Irish scientist, described an experimental scheme that
would allow optical resolution to extend to the nanometer regime [2]. Given that
visible light has wavelengths in the range 400−700 nm, this is signiﬁcantly below
the far-ﬁeld diﬀraction limit. He proposed to generate a strong light source behind
a thin, opaque metal ﬁlm with a 100 nm diameter hole used as a very small light
source. Such a tiny spot should be used to locally illuminate a thin biological
specimen. In order to guarantee the local illumination, he required that the tiny
source be closer than 100 nm from the sample. Images were to be recorded point
by point detecting the light transmitted by the biological section by means of a
sensitive photodetector. At the time, the proposed experiment was impractical
because of the diﬃculties in placing a sample so close to a planar screen.
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1.2 Scanning Near-ﬁeld Optical Microscopy (SNOM)
With the invention of the Scanning Tunneling Microscope (STM) in 1982 [3], and
shortly afterward the development of the Atomic Force Microscope (AFM) [4], the
ability to position a sharp probe very close to a surface emerged. In the former,
the Coulomb interaction is used to control the nanometric distance between the
probe and the surface, whereas in the latter, inter-atomic forces contribute to
the approach. STM and AFM provide topographical knowledge of the sample
surface. The idea rapidly of replacing the existing probes with a subwavelength
optical aperture at the apex of a sharply pointed transparent tip coated with
metal rapidly emerged. In 1984, Pohl et al. from the IBM Ru¨schlikon Research
Laboratory realized the ﬁrst Scanning Near-ﬁeld Optical Microscope (SNOM) at
a visible wavelength and showed image recordings with a resolution of λ/20 [5].
Independently, a similar scheme was proposed and developed by Lewis et al. at
Cornell University [6].
The SNOM uses AFM techniques to position the probe close to the surface
of the sample in order to detect the optical near-ﬁeld. The probe can be used
as a subwavelength sensor (collection mode), as a subwavelength emitter (illu-
mination mode), as both (illumination/collection mode), or as a local near-ﬁeld
scatterer (apertureless SNOM). Commonly used probe designs include tapered
optical ﬁbers, functionalized probes based on ﬂuorescent or metallic nanopar-
ticles, and silicon/quartz micro-machined tips mounted on an AFM cantilever.
A metal coating can be deposited at the apex in order to better deﬁne a small
aperture.
Near-ﬁeld microscopy implements many of the well known mechanisms used in
classical microscopy, leading to a broad variety of SNOM conﬁgurations. Among
them, we may cite interferometric techniques leading to phase measurements
[7–10], spectroscopic methods that allow comparison of many images of the same
scene at diﬀerent wavelengths [11, 12], the polarization-contrast mechanism for
structural analysis of materials [13,14], ﬂuorescence detection schemes dedicated
to subwavelength biological applications or single molecule detection [15,16], time-
resolved techniques for the observation of the light pulse propagation within micro
and nanostructures [17], or micro- and nano-lithography with the SNOM probe
11
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[18, 19].
It is worth noting that SNOM is not the only method of overcoming the
diﬀraction limit or investigating guided ﬁelds. In ﬂuorescence microscopy, the
Stimulated Emission Depletion (STED) microscope uses stimulated emission to
saturate the ﬂuorescence on an annular region around the ﬂuorescent spot [20,21],
leading to a subwavelength ﬂuorescent area. Other techniques rely on far-ﬁeld
imaging (real or Fourier space) and on a careful physical investigation of the
losses [22–24], or introduce artiﬁcial scatterers such as gratings to convert a frac-
tion of the evanescent ﬁeld into propagating components [25, 26]. Compared to
SNOM, they oﬀer the advantage of fast direct imaging. However, their superres-
olution capabilities depend on the experimental conﬁguration (i.e. the sample),
which cannot be modiﬁed arbitrarily, whereas the SNOM resolution is linked to
the probe size, which can be made extremely small. The coating of the probe
also provides the net advantage of signiﬁcantly suppressing unwanted background
signals. The SNOM therefore remains the instrument of choice for a general ap-
proach to the investigation of near-ﬁeld optical phenomena.
Nowadays, SNOM is an important tool for many research domains in optics.
The development of SNOM gives rise to a large number of applications, in biology,
materials science or surface chemistry, for example. In addition, in integrated
photonics, SNOM is also required for the characterization of new nanostructured
devices.
1.3 Motivation and thesis outline
At a given wavelength, a coherent optical ﬁeld is fully characterized by its am-
plitude, phase and polarization. While near-ﬁeld amplitude and phase measure-
ments are routinely performed nowadays, measuring the polarization remains a
delicate task. This is essentially due to the fact that the near-ﬁeld polarization
may show a highly three-dimensional (3D) orientation, whereas the propagation
from the probe-sample system to the detector involves a propagative ﬁeld, i.e.,
a ﬁeld whose polarization has a two-dimensional (2D) orientation. A mapping
of 3D to 2D ﬁelds therefore occurs, resulting in a loss of information if suﬃcient
care is not taken.
12
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The ﬁrst and main motivation of this thesis is to build an instrument able to in-
vestigate the amplitude, phase and polarization properties of the optical near ﬁeld
generated by a structure. The strategy was to extract this information simultane-
ously through a multi-heterodyne interferometer working around λ = 1550 nm (C-
and L-bands of telecommunications networks). The multi-heterodyne interferom-
eter involves four beams: two orthogonal and linearly polarized reference beams
and two orthogonal object beams. From a didactic point of view, the system
may be seen in two diﬀerent ways. Either we consider the interference produced
by a particular reference beam with the two object beams, or the interference
occurring between one speciﬁc object beam with the two reference beams. In
the ﬁrst case, the system simultaneously provides the amplitude and phase of the
ﬁelds generated at the sample surface by two orthogonally polarized illuminating
beams. The polarization contrast response of the structure is hence measured.
With a standard heterodyne SNOM, this procedure would involve two successive
measurements with a rotation of the object beam polarization. In the second
case, the ﬁeld collected by the probe is projected onto two orthogonal reference
beams. The vectorial properties of the object beam are hence recorded, both
in amplitude and phase. With a traditional heterodyne SNOM, this would also
requires two successive measurements with a rotation of the reference beam po-
larization. The multi-heterodyne SNOM (MH-SNOM) therefore simultaneously
provides information that would necessitate four successive measurements with a
standard heterodyne SNOM, with the great advantage that all of the signals can
be accurately compared. These signals have indeed been acquired at exactly the
same probe position with the assurance that the optical properties of the probe
are the same (same state of deterioration). Although the optical properties of
the probe are important, they are not investigated in this work.
The second goal of this thesis is to demonstrate the expected capabilities
of the MH-SNOM through the characterization of micro-fabricated structures.
We begin with some measurements on dielectric multilayers sustaining particular
optical surface modes known as Bloch Surface Waves (BSWs). This activity sets
the tone for later experimental work that mainly deals with BSWs. A related
but distinct component of this work involves a diﬀerent kind of surface optical
mode: Surface Plasmon Polaritons (SPPs). The experimental work constituting
13
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this thesis is thus in essence related to surface optical states. The dimensions of
the structures involved do not necessarily possess highly subwavelength features,
but the direct observation of surface states, which are by nature bound to the
interfaces, requires the ability to observe the optical near ﬁeld.
This thesis contains nine chapters. In Chapter 2, the basic concept of hetero-
dyne detection is introduced. This interferometric technique provides an elegant
and powerful way to measure the complex amplitude of an optical ﬁeld. Consid-
erations concerning the noise and the accuracy of this method are discussed. This
chapter is strongly connected to Chapter 3, which develops a multi-heterodyne
scheme devoted to polarization measurements. In addition to the description of
the multi-heterodyne interferometer, two detection systems are discussed. The
contrast between them highlights the capabilities and limitations of the MH-
SNOM presented in this work.
Chapter 4 presents a detailed description of the tunable MH-SNOM. The
development and investigation of this system is one of the primary goals of this
thesis. This SNOM works in collection mode with dielectric or metal coated
tapered optical ﬁbers, and with wavelengths between 1460 and 1580 nm. We
show how a multi-heterodyne interferometer can be combined with a scanning
probe optical microscope with the aim of measuring the amplitude, phase and
polarization in the near and far ﬁeld. The concrete implementation of the system
is presented, including hardware and software developments. The amplitude and
phase accuracy are evaluated in order to correctly establish the detection accuracy
for all further measurements. Then, the diﬃculties that arise because of the
tunability are discussed. Finally, we assess the phase drifts occurring within the
system.
Chapter 5 initiates a series of chapters on BSWs. A carefully designed dielec-
tric multilayer sustaining BSWs is studied in detail. The spatial distribution of
the mode, its propagation constant as well as its conﬁnement (ﬁeld enhancement)
are measured. Comparisons with far-ﬁeld measurements are provided. This mul-
tilayer constitutes the basic structure of the samples investigated in the following
chapters.
In Chapter 6, the multilayer is covered with a shallow subwavelength di-
electric grating that creates a bandgap within the wavelength range accessible by
14
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the MH-SNOM. We will investigate the ﬁeld behavior at the band edges as well
as outside the bandgap. Interesting phenomena such as standing waves or light
coupling through the −1 evanescent order of the grating are directly observed.
Chapter 7 investigates another ultra-thin dielectric structure deposited on
the multilayer. In this study, we use the interface of a wide dielectric ridge to carry
out an experiment demonstrating the refraction of BSWs. Measurements reveal
that the BSWs in the multilayer behave as 2D waves, and that their refraction
can be described by the well known Snell’s law.
In Chapter 8, polarization-resolved measurements are reported. We fol-
low with the concept of dielectric ridges deposited on the multilayer and show
that they can be used as ultra-thin (thicknesses λ < 10) BSW waveguides. For
a particular waveguide structure, we demonstrate through near-ﬁeld measure-
ments that it sustains three modes and show how to independently excite them
by tuning the wavelength and choosing the incident polarization. The individual
dispersion curves of the three modes are also measured. Exploiting the ability of
the MH-SNOM detect two arbitrary orthogonal components of paraxial (perpen-
dicular to the probe axis) near ﬁelds, we show how a numerical treatment of the
experimental data leads to the vectorial components of the modes.
Chapter 9 deals with SPPs. A subwavelength periodic structure designed
for asymmetrical coupling of SPPs at normal incidence is characterized. This
experiment illustrates the diﬃculty of measuring weak phenomena in the vicinity
of an intense optical ﬁeld (the zero order undiﬀracted beam). A Fourier analysis
of the complex ﬁelds enables the discrimination of SPPs and other near-ﬁeld
components.
Finally inChapter 10, we conclude this work and summarize its main results.
The entire development of the MH-SNOM has been carried out within the
framework of a project supported by the Swiss National Science Foundation.
Although the majority of the work presented in this thesis was performed by
the author, a number of elements were the result of collaborative eﬀorts. The
structures involving the silicon nitride multilayers were mainly designed and real-
ized at the Materials and Microsystems Laboratory χLab, Politecnico di Torino,
Italy. Some of the far-ﬁeld characterization of these structures was performed at
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the Dipartimento di Energetica, SAPIENZA, Universita` di Roma and CNISM,
Italy. The calculations related to the ultra-thin ridge waveguide for BSWs were
performed at the Nanophotonics and Metrology Laboratory, Ecole Polytechnique
Fe´de´rale de Lausanne, Switzerland. The design and fabrication of the asym-
metrical coupler for SPPs was carried out at the Department of Physics and
Mathematics, University of Joensuu, Finland.
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Heterodyne detection
Optics is the branch of physics which studies the behavior and properties of light,
including its interactions with matter and the construction of instruments that
use or detect it. Optics usually describes the behavior of visible, ultraviolet, and
infrared light. At these wavelengths, the frequency of the electromagnetic ﬁeld is
so high (typically 1014 Hz in the visible range) that photodetectors cannot follow
the instantaneous oscillation of the electric ﬁeld. They only detect the time-
averaged energy that hits them, i.e., the intensity of the light. This measurement
is incomplete (even when neglecting other degrees of freedom such as polarization)
because an electromagnetic ﬁeld has not only an intensity, but also a phase, which
is systematically lost in such a measurement. The phase part contains valuable
information about the specimen under study. For example, it can reveal refractive
index diﬀerences, the propagation directions of ﬁeld components, the eﬀective
wavelength in media, diﬀerences in optical paths, etc. Dealing with the phase is
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one of the major concerns of interferometry. This technique has become crucial
for scientiﬁc and industrial purposes since the development of the laser in the
1960’s.
Interferometric techniques based on phase shifting (dynamic technique) can
be placed in two categories: quasi-heterodyne and heterodyne interferometry [27].
In the quasi-heterodyne technique, the relative phase diﬀerence between the in-
terferometer arms is changed step-wise, using at least three diﬀerent values. This
technique is suitable for moderate phase resolutions (λ/100) and allows recordings
of two-dimensional interference patterns with CCD cameras. The phase informa-
tion is then deduced at any point of the image. However, the step-wise translation
of the reference can be replaced with a continuously increasing phase shift, i.e., a
frequency shift. This technique is known as heterodyne interferometry and leads
to phase resolutions up to λ/1000 [28].
Although the optical heterodyne technique has been known since the begin-
ning of the 1960’s, the ﬁrst description and realization of a phase-resolving hetero-
dyne interferometer is due to Polster [29] in 1969. In the past, several methods
have been developed to shift the frequency. Among them, we may cite Bragg
reﬂectors [30], rotating half-wave plates [29], or rotating radial gratings [31]. The
improvements in high-power and high-frequency power supplies brought com-
mercial Bragg reﬂectors – also known as Acousto-Optic Modulators (AOMs) – to
become the most reliable solution.
2.1 Principle
The basic idea of heterodyne detection is to introduce a small frequency shift
between the two interfering beams [28]. A typical heterodyne interferometer is
shown in Fig. 2.1. The laser light of frequency ν is separated with a beam splitter
(BS) into two beams. These two beams constitute the reference and the object
channels, and their frequencies are respectively shifted by f1 and f2 by means
of AOMs. They are ﬁnally superposed with a second BS before reaching the
photodetector. The frequency diﬀerence Δf = f2 − f1 leads to a sinusoidal beat
signal whose frequency is chosen to be small enough to fall within the bandwidth
of the detector. In principle, only one AOM is required to generate a frequency
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AOM f1
AOM f2
detector
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BS
Object arm
Reference arm
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ν
ν + f1
ν + f2
Mirror
Mirror
Figure 2.1: (Color online) Typical heterodyne interferometer.
diﬀerence. However, as typical AOM frequencies are in the MHz range, two
AOMs whose frequency diﬀerence lies in the kHz range lead to a beat signal
easily measured with common lock-in ampliﬁers.
In scalar theory, the object and reference waves can be describe by their
complex signal
Vo = Re{Aoeiϕo · ei2π(ν+f1)t} (2.1)
and Vr = Re{Areiϕr · ei2π(ν+f2)t}. (2.2)
At the detector plane, the superposition of the reference and the signal leads
to an intensity
I = A2o + A
2
r + 2AoAr cos[2πΔft + (ϕo − ϕr)]. (2.3)
The interference between the reference wave r and the object wave o produces
a sinusoidal intensity modulation of amplitude 2AoAr at the beat frequency Δf ,
superposed on a dc signal A2o + A
2
r. Since Ao and ϕo are constant, the object
information is therefore given by the amplitude 2AoAr and the relative phase
ϕo−ϕr. Both amplitude and phase of the sinusoidal modulation can be measured
by means of synchronous detection, i.e., by comparing it with a known electronic
signal of same frequency.
The great advantage of heterodyne detection can be seen from Eq. 2.3. In
static or quasi-heterodyne interferometric techniques (Δf = 0), the interference
term is a mixture of the object amplitude and phase. A step-wise phase shift
must therefore be introduced in the reference to measure them. In heterodyne
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PD
U
C R0
hν
Uout
i
Figure 2.2: (Color online) Schematic electronic circuit of the detector. It consists
of a photodiode PD (with bias voltage U), a capacitor C and a resistor
R0. The output voltage is Uout.
detection, the object phase can be measured essentially independently of the
amplitude of the modulated signal: the optical phase diﬀerence is converted into
the phase of the beat frequency signal.
2.2 Noise in the detection
The study of the noise in the detection process is of great importance because it
is the main factor that aﬀects the accuracy of the measurements. In the context
of heterodyne detection, the noise will alter the amplitude and phase accuracy.
The noise in the detection process mainly arises at the photodetector level. The
detector is composed of a photodiode and an electronic circuit. The photodetec-
tion involves several sources of noise. However, the dominant contributions are
Johnson noise and the shot noise.
2.2.1 Johnson noise
A schematic view of the electronic circuit constituting the photodetector is shown
in Fig. 2.2. The incoming photons of energy hν are converted into photoelectrons
by the photodiode PD, and collected by the capacitor C. The photodiode is
supplied with a bias voltage U . The resistor R0 is added to create a current
i that leads to an output voltage Uout. This RC circuit introduces a limited
bandwidth B for the detection.
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Johnson noise, or Nyquist noise, describes the voltage ﬂuctuations across
a dissipative circuit element. These ﬂuctuations are most often caused by the
thermal motion of the electrons. That is why this source of noise is also referred
as thermal noise. Thermal noise is independent of the detected optical power and
its power PTN can be expressed at the output of the detector as [32]
PTN = 4kTB, (2.4)
where k = 1.38 · 10−23 J/K is the Boltzmann constant, and T the absolute tem-
perature.
2.2.2 Shot noise
Shot noise, or quantum noise, is a fundamental noise limit that arises because
of the discrete nature of light. When the energy quanta (photons) hit the de-
tector, photoelectrons are created according to a Poisson distribution [33]. The
variance of the shot noise is therefore equal to the mean number of collected
photoelectrons ne during a characteristic time interval, called integration time
τ = 1/(2B), where B is the detection bandwidth [33]. The ratio of the number of
photoelectrons ne to the number of impinging photons np is called the quantum
eﬃciency η = ne/np (ηmax = 1). The ratio of the current i (proportional to the
photoelectrons produced per unit of time) and the optical power Popt is called
the spectral sensitivity
S =
i
Popt
=
ηe
hν
, (2.5)
where e = 1.602 · 10−19 A · s is the elementary charge, h = 6.626 · 10−34 J · s
the Planck’s constant and ν the light frequency. An accurate look at current
generated by the shot noise shows that it is composed of two contributions [32]:
the current ip−n produced by the conversion of the photons and the dark-current
id, which is the remaining current when the photodetector is not exposed to light.
Within the detection bandwidth B, the electric power corresponding to the shot
noise generated by the circuit on Fig. 2.2 is [32]
PSN = 2eB(SPtot + id)R0, (2.6)
where Ptot = Pr+Po is the sum of the reference and object power. In the following
work, the reference will be large enough to exceed considerably the dark current
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id. The electrical power generated by the shot noise at the output of the detector
becomes therefore
PSN = 2eBSPtotR0. (2.7)
2.3 Amplitude and phase accuracy of the heterodyne de-
tection
2.3.1 Signal to noise ratio
The signal to noise ratio (SNR) in heterodyne detection is deﬁned by the ratio
of the electrical heterodyne signal PAC to the total noise power PN :
SNR =
PAC
PN
=
PAC
PSN + PTN
. (2.8)
The heterodyne optical power at the photodiode is deduced from Eq. 2.3
P (t) = Po + Pr + 2
√
PoPr cos(2πΔft + ϕ), (2.9)
where Po and Pr are the object and reference power respectively, and ϕ = ϕo−ϕr.
This equation represents however an ideal case. In reality, the amplitude of the
signal is reduced by a factor m (0 ≤ m ≤ 1), called the relative interference ampli-
tude [34]. This factor accounts for the interference quality, i.e., the polarization,
the temporal and spatial coherence. Equation 2.9 then becomes
P (t) = Ptot + 2m
√
PoPr cos(2πΔft + ϕ). (2.10)
From Eq. 2.5, the current generated by the photodiode is
i(t) = S
[
Ptot + 2m
√
PoPr cos(2πΔft + ϕ)
]
= idc + iac cos(2πΔft + ϕ),
(2.11)
where idc = SPtot is the dc current, and iac = 2mS
√
PoPr the amplitude of the
ac current i(t) = iac cos(2πΔft + ϕ). The electrical power of the heterodyne
signal is therefore
PAC = R0〈i2AC〉 = 1
2
R0 i
2
ac = 2m
2S2 PoPr R0. (2.12)
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The SNR deﬁnition 2.8 becomes
SNR =
m2S2 PoPr R0
eBSR0 (Po + Pr) + 2kTB
. (2.13)
As the reference contributes to the shot noise power, it can be increased up to the
point where shot noise exceeds Johnson noise. In this case the detection is called
shot noise limited and only the unavoidable discrete nature of light signiﬁcantly
contributes to the noise.
The minimum reference power Pminr leading to shot noise limited detection
can be derived from Eqs. 2.4 and 2.7. Stating PSN = PTN and assuming Pr  Po,
we get
Pminr =
2kT
eR0S
. (2.14)
If we keep increasing Pr, the SNR reaches a constant value
SNR =
PAC
PSN
= m2
η
hνB
PoPr
Po + Pr
. (2.15)
When Pr  Po and m = 1, it becomes
SNR =
η
hνB
Po. (2.16)
The above equation can be rewritten by considering the number of photoelectrons
noe and photons n
o
p corresponding to the power Po. The number of photons
received during the integration time τ = 1/(2B) is nop = τPo/hν. Equation 2.16
can therefore be expressed as
SNR = 2
τPo
hν
η = 2noe. (2.17)
This equation clearly shows that if Pr  Po and Pr  Pminr , then the SNR is
only limited by shot noise. Compared to direct detection, the SNR is increased
by a factor of 2, called the heterodyne gain. It is worth noting that the higher the
quantum eﬃciency η, the higher the SNR. This is the reason InGaAs photodiodes
are preferred to photomultipliers for wavelengths around λ = 1500 nm. The
quantum eﬃciency of a photodiode is indeed larger than that of a photomultiplier
(ηInGaAs  85%, ηPM ≤ 10%).
The bandwidth B comes from the detector electronics. However, it can be
drastically decreased using a post-detection measurement system such as a lock-in
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δA
δt t
A(t)
Figure 2.3: (Color online) Zero-crossing for a noisy time-dependent heterodyne
signal.
ampliﬁer or a spectrum analyzer. For example, the detector used in the following
work has a bandwidth of 7.5MHz (see Sec. 4.1.2), whereas a lock-in ampliﬁer
with an integration time of 10ms has a typical bandwidth of 25Hz.
2.3.2 Amplitude and phase accuracy
From Eq. 2.9, the time-dependent optical heterodyne signal is
P (t) = 2
√
PoPr cos(2πΔft + ϕ), (2.18)
with an optical amplitude P0 = 2
√
PoPr and a phase φ = 2πΔft + ϕ. The
measured electric heterodyne amplitude A is therefore proportional to
√
P0:
A = b
√
P0, where b is a constant. In the presence of optical noise PN , the
electric amplitude ﬂuctuations δA = b
√
PN lead to a relative standard deviation
of amplitude
δA
A
=
1√
SNR
. (2.19)
The amplitude ﬂuctuations generate an uncertainty on the time δt as depicted
in Fig. 2.3. This uncertainty is maximal for zero-crossing and δt = δA/(2πΔf A).
Since the phase and the time ﬂuctuations are related through δφ = 2πΔf δt, the
accuracy of the phase measurement becomes
δφ =
1√
SNR
. (2.20)
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It is instructive to present a numerical example that shows the order of magni-
tude of the quantities involved in a typical case. Let us assume shot noise-limited
detection with an object power Po = 1pW, a bandwidth of 25Hz, a quantum
eﬃciency η = 85% and a wavelength λ = 1520 nm. From Eq. 2.17, we ﬁnd
noe  130 · 103 and a SNR of about 54 dB. The amplitude and phase accuracy
become δA/A  2 · 10−3 and δϕ  2mrad (0.1 deg or 2π/3180).
The condition of shot noise-limited detection is reached when SNR = 1. From
Eq. 2.17, it corresponds to half a photoelectron (noe = 1/2) arising from the object
power Po. The minimum detectable power therefore becomes
Pmino =
hνB
η
. (2.21)
Using the previous example, B = 25Hz, η = 1, λ = 1500 nm, the minimum
detectable optical power with heterodyning is found to be Pmino = 3.8 · 10−18 W.
As the photon energy is hν = 1.3 ·10−19 J, this corresponds to nearly 30 photons.
2.4 Conclusion
With the aim of gaining better amplitude and phase resolution, heterodyne de-
tection proves to be a powerful technique compared to step-wise interferometric
methods. With this technique, shot noise limited detection can be reached at
the expense of a minor eﬀort: an increase of the reference power. Moreover, the
signal to noise ratio is enhanced by a factor of 2 with respect to direct detec-
tion. Together with the fact that the detection bandwidth B can be made very
small through a post-detection process, signal to noise ratio greater than 50 dB
are easily obtained. Optical signals as low as 10−18 W can be detected with a
phase accuracy of approximately 2π/3000. In practice, this accuracy is however
limited by optical and mechanical stability, and by the resolution of digital data
acquisition devices.
Based on this robust method for measuring amplitude and phase, a more com-
plex system will be presented in the next chapter. The motivation for this system
is to measure the third unknown parameter of the optical ﬁeld: the polarization.
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Multi-heterodyne interferometry for polarization
measurements
In the last chapter, the standard heterodyne detection has been discussed. This
technique involves two heterodyne arms: the reference and object channels. It
is suitable for amplitude and phase detection. In the present chapter will be
presented an interferometer involving four heterodyne channels: two reference
and two object arms. Throughout this work, the term multi-heterodyne will refer
to this speciﬁc four-channel interferometer. The particular conﬁguration of this
interferometer makes it suitable for polarization detection without involving step-
wise measurements. The problem of retrieving the state of polarization (SOP) of
the ﬁeld at the surface of a sample should be clearly separated into two distinct
issues. The ﬁrst is to measure the SOP at the detection plane (detector). The
second consists of ﬁnding the polarization transfer function that relates the ﬁeld
in the detection plane to the ﬁeld at the sample level. In this chapter, we only
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consider the polarization in the detection plane.
As the polarization is of concern, a ﬁrst section will brieﬂy recall how to fully
characterize a SOP and what orthogonality between two SOPs means. In the
next section, the canonical arrangement of the multi-heterodyne interferometer
will be presented. Two detection systems involving respectively one and two de-
tectors will then be discussed. Although only the single detector system has been
implemented, the contrast between these two methods highlights the capabilities
and limitations of the developed system. Finally, we will show how to evaluate
the associated signal to noise ratios and their corresponding amplitude and phase
accuracies.
3.1 States of polarization and orthogonality
3.1.1 Representation of a state of polarization
In the most general case, the polarization of light is determined by the tem-
poral evolution of the orientation of the electric-ﬁeld vector. For coherent and
monochromatic light, it describes an ellipse whose orientation and characteristics
depend on the position in space. In this work, light will always be detected with
detectors placed in front of ﬁber outputs: paraxial optics holds1. The ellipse
therefore lies in a plane orthogonal to the propagation direction, and the electric
ﬁeld may be described by a 2D vector ﬁeld.
In a Cartesian coordinate system (xˆ, yˆ), a monochromatic electric ﬁeld E
may be expressed by
E =
(
Axe
iϕx
Aye
iϕy
)
ei(kr−ωt), (3.1)
where the complex vector preceding the exponential function is known as the
Jones vector (Ax, Ay > 0). The expression of E is complex and the physical
quantity is obtained by taking its real value.
The SOP is fully characterized by the three parameters Ax, Ay and the relative
phase diﬀerence δ = ϕy −ϕx. According to the sign of the respective spatial and
1We consider here the detector and not the SNOM probe. Indeed, the near ﬁeld may show
highly non-paraxial behavior.
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Figure 3.1: (Color online) (a) The elliptical representation of a SOP for
monochromatic and coherent light. (b) Two elliptical and orthog-
onal SOPs.
time dependencies, the sense of rotation of the electric ﬁeld on the polarization
ellipse is left-handed if 0 < δ < π and right-handed −π < δ < 0. If δ = 0 or
δ = π, the SOP is linear.
An elliptically right-handed SOP is represented in Fig. 3.1 (a). The inclination
angle Ψ (also called azimuth) of its major axis with respect to xˆ can be calculated
from
tan (2Ψ) =
2AxAy
A2x −A2y cos δ. (3.2)
An alternative formula is obtained by introducing the angle γ deﬁned by
tan (γ) = Ay/Ax (0 ≤ γ ≤ π/2) from which Eq. 3.2 becomes
tan (2Ψ) = tan (2γ) cos (δ). (3.3)
This later parameter allows the determination of an important parameter of the
ellipse – its ellipticity – deﬁned by the ratio a/b of the major and the minor
axes. The ellipticity can be calculated through the additional angle α such that
tan (α) = ±b/a (−π/4 ≤ α ≤ π/4), and is related to γ and δ by
sin (2α) = sin (2γ) sin (δ). (3.4)
From a geometrical point of view, a SOP is deﬁned by the azimuth Ψ, the ellip-
ticity α (which contains the handedness) and one of its axes, a or b.
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When light passes through an optical element, its SOP can be altered. Within
the Jones formalism, the optical element is described by a 2 × 2 complex matrix
J – called the Jones matrix – that, multiplied with the Jones vector, generates
the complex ﬁeld at the output of the optical element.
3.1.2 Orthogonality of two states of polarization
Two coherent monochromatic beams are said to be orthogonal if they do not
interfere. As interference is observed with conventional detectors (eyes, photodi-
odes, etc.) that are not able to follow the instantaneous oscillations of the electric
ﬁeld, the orthogonality is a time averaging concept. It is hence possible for two
beams to be orthogonal even if at a given time their instantaneous electric ﬁelds
are not.
Let us consider two electromagnetic ﬁelds
E1 =
(
A1xe
iϕ1x
A1ye
iϕ1y
)
ei(kr−ωt) and E2 =
(
A2xe
iϕ2x
A2ye
iϕ2y
)
ei(kr−ωt). (3.5)
The total intensity corresponding to the superposition of these two ﬁelds is
I = [E1 +E2] · [E1 +E2]∗ . (3.6)
With the expressions of E1 and E2, this intensity becomes
I = A21x + A
2
1y + A
2
2x + A
2
2y
+ 2A1xA2x cos(kr + ϕ2x − ϕ1x) + 2A1yA2y cos(kr+ ϕ2y − ϕ1y).
(3.7)
The last two terms represent the interference phenomenon. For orthogonal
SOPs, their sum should be zero at any position r, i.e., the two contributions
cancel each other. A short mathematical development leads to the orthogonality
conditions ⎧⎨
⎩
A1xA2x = A1yA2y,
(ϕ2x − ϕ1x)− (ϕ2y − ϕ1y) = nπ, n odd.
(3.8)
If a system is able to provide the individual amplitudes and phases, it becomes
straightforward to verify their orthogonality with the above equations.
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From a geometrical point of view, two SOPs are orthogonal if their azimuth
angles diﬀer by π/2, they have opposite handednesses, and their ellipticities are
identical. Figure 3.1 (b) shows two elliptical and orthogonal SOPs.
3.2 Multi-heterodyne principle
In this section, the multi-heterodyne interferometer is presented and the expres-
sion for the ﬁeld intensity at the detection plane derived. Two particular detec-
tion systems, involving one or two detectors, are described, although only the
one-detector solution has been implemented in this work. The contrast between
these two conﬁgurations leads to a better understanding of the fundamental diﬀer-
ences between a polarization-sensitive measurement and a polarization-resolved
measurement. The polarization-sensitive technique measures the response of a
sample under two diﬀerently polarized illuminating beams, but does not resolve
the SOPs themselves at the sample surface.
3.2.1 Multi-heterodyne interferometer
The canonical form of the multi-heterodyne interferometer involved in this work
is shown in Fig. 3.2. The laser light of frequency ν and arbitrary polarization is
separated into two beams with a beam splitter (BS). The two generated beams
constitute the reference and object arms. Each beam is again split into two linear
and orthogonal SOPs using polarizing beam splitters (PBSs). The four resulting
beams are labeled with indices 1 and 2 for the reference beams, 3 and 4 for the
object beams.
The four channels then pass through Acousto-Optics Modulators (AOMs)
driven at diﬀerent frequencies f1, f2, f3 and f4. Both the reference and object
channels are then recombined with PBSs. We ﬁnally end up with one reference
arm and one object arm consisting of the superposition of two linear and orthog-
onal SOPs labeled with the frequencies (f1, f2) and (f3, f4) respectively. This
technique is also known as beam labeling.
While passing through the sample under investigation, the object beams
may undergo amplitude and phase variations that lead to polarization changes,
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Figure 3.2: (Color online) Typical view of a 4-channel multi-heterodyne inter-
ferometer. An additional quarter-wave plate may be introduced in
the reference arm to convert the linear state of polarization of the
references into circular states.
schematically represented by ellipses. Finally, the reference and object channels
are recombined with a BS and sent to the detection system. In the simplest
case, the detection system consists of one detector. The capabilities of the single-
detector system will be discussed in Sec. 3.3.1. An interesting detection set-up
involving two detectors will be considered in Sec. 3.3.2. For reasons that will
become clear later, the latter method requires a quarter-wave plate, shown in
Fig. 3.2, to convert the linear and orthogonal SOPs of the references into circular
and orthogonal SOPs.
3.2.2 Optical ﬁeld at the detection plane
Let us express the four beams reaching the detection system of Fig. 3.2
E1 =
(
A1xe
iϕ1x
A1ye
iϕ1y
)
ei2π(ν+f1)t, E2 =
(
A2xe
iϕ2x
A2ye
iϕ2y
)
ei2π(ν+f2)t,
E3 =
(
A3xe
iϕ3x
A3ye
iϕ3y
)
ei2π(ν+f3)t, E4 =
(
A4xe
iϕ4x
A4ye
iϕ4y
)
ei2π(ν+f4)t.
(3.9)
These relations express the four ﬁelds in an arbitrary basis (xˆ, yˆ) at the detection
plane. We emphasize that the phases appearing in these expressions account for
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the optical path diﬀerences. In the case of the object channels, they also contain
the phase delays generated by the sample. The total intensity at the detector
becomes
I(t) = |E(t)|2 = [E1 +E2 +E3 +E4] · [E1 +E2 +E3 +E4]∗ , (3.10)
or in expanded form
I(t) = A21x + A
2
1y + A
2
2x + A
2
2y + A
2
3x + A
2
3y + A
2
4x + A
2
4y
+ 2A1xA2x cos(2πf21t + ϕ21x) + 2A1yA2y cos(2πf21t + ϕ21y)
+ 2A1xA3x cos(2πf31t + ϕ31x) + 2A1yA3y cos(2πf31t + ϕ31y)
+ 2A1xA4x cos(2πf41t + ϕ41x) + 2A1yA4y cos(2πf41t + ϕ41y)
+ 2A2xA3x cos(2πf32t + ϕ32x) + 2A2yA3y cos(2πf32t + ϕ32y)
+ 2A2xA4x cos(2πf42t + ϕ42x) + 2A2yA4y cos(2πf42t + ϕ42y)
+ 2A3xA4x cos(2πf43t + ϕ43x) + 2A3yA4y cos(2πf43t + ϕ43y)
(3.11)
where fij = fi − fj , ϕijx = ϕix −ϕjx and ϕijy = ϕiy −ϕjy. The intensity at the
detection system is the sum of dc and ac signals. At a particular beat frequency
fij , the ﬁeld consists of a superposition of both the xˆ and yˆ contributions. If the
detection system involves one detector, these two contributions will be superim-
posed. With two detectors, they can be separated. In the ideal case, the sum of
the heterodyne signals arising from f21 is null because of the orthogonality con-
ditions of Eqs. 3.8. In the two subsequent sections, we will present the detection
systems involving one and two detectors.
3.3 Detection
Although more powerful, the two-detector technique presents practical diﬃculties.
As it will become clear in this section, it indeed requires either seven additional
lock-in ampliﬁer (which we don’t have) or a serial process in which six lock-in
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detector
Lock-ins
5 lock-ins
Figure 3.3: (Color online) Detection systems involving one detector. The signal
from the detector is send to 5 lock-in ampliﬁers.
ampliﬁers alternatively demodulate the signals from the two detectors. For prac-
tical reasons, only the single detector system has been implemented. However, the
contrast between these two methods highlights the capabilities and limitations of
the single-detector system.
3.3.1 Optical detection with one detector
Figure 3.3 shows the detection system involving one detector. The optical signal,
carrying the four frequency-labeled beams, is sent to a detector. In this detection
scheme, the reference SOPs are linear and orthogonal. Their orientation ﬁxes the
orientation of the basis (xˆ, yˆ). In this frame of reference, the two reference ﬁelds
of Eq. 3.9 become
E1 =
(
A1e
iϕ1
0
)
e2πi(ν+f1)t, E2 =
(
0
A2e
iϕ2
)
e2πi(ν+f2)t. (3.12)
Equation 3.11 simpliﬁes to
I(t) = A21 + A
2
2 + A
2
3x + A
2
3y + A
2
4x + A
2
4y
+ 2A1A3x cos(2πf31t + ϕ31) + 2A2A3y cos(2πf32t + ϕ32)
+ 2A1A4x cos(2πf41t + ϕ41) + 2A2A4y cos(2πf42t + ϕ42)
+ 2A3xA4x cos(2πf43t + ϕ43x) + 2A3yA4y cos(2πf43t + ϕ43y).
(3.13)
where ϕi1 = ϕix − ϕ1 and ϕi2 = ϕix − ϕ2 (i = 3, 4).
In Fig. 3.3, the detector signal is sent to 5 lock-in ampliﬁers which are elec-
tronically locked to the 5 beat frequencies f31, f32, f41, f42 and f43. These
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Beat frequencies Lock-in amplitudes Lock-in phases
f31 R31 = 2A3xA1 Φ31 = (ϕ3x − ϕ1) + Ψ31
f32 R32 = 2A3yA2 Φ32 = (ϕ3y − ϕ2) + Ψ32
f41 R41 = 2A4xA1 Φ41 = (ϕ4x − ϕ1) + Ψ41
f42 R42 = 2A4yA2 Φ42 = (ϕ4y − ϕ2) + Ψ42
Table 3.1: Detected amplitudes Rij and phases Φij as a function of the optical
amplitudes and phases. The phases Ψij accounts for the diﬀerent elec-
tronic delays occurring within the generation of the lock-in references.
diﬀerence frequencies are either synthesized from the electronic outputs of the
AOM frequency generator, or optically by tapping a small portion of the four
optical beams and making them interfere. By comparing the detector signal with
these electronic references, the lock-in ampliﬁers extract both the amplitudes Rij
and the phases Φij of the heterodyne signals at these frequencies.
A summary of the lock-in–demodulated amplitudes and phases is shown in
Tab. 3.1. These relations constitute the heart of the single-detector multi-heterodyne
detection. The additional phases Ψij are added to account for diﬀerent electronic
delays produced during the generation of the lock-in references. This system of
equations is under-determined and does not allow retrieval of the SOPs of the
object beams at the detection plane, i. e., (A3x, A3y, δ3 = ϕ3y − ϕ3x) and (A4x,
A4y, δ4 = ϕ4y − ϕ4x).
It may seem discouraging to realize that the single-detector scheme does not
allow retrieval of the SOP. However, it already provides advantages as compared
to simple heterodyne-based systems. First, in standard heterodyne interferome-
try, the user should always ensure a suﬃcient polarization contrast between the
reference and the object beams. Usually, a polarization controller is introduced
within the reference channel. Reciprocally, if the sample has a strong polariza-
tion eﬀect, intensity modulations will appear due to the alteration of the object
SOP with respect to the reference SOP. In a multi-heterodyne system, as the
basis is orthogonal, the object signal is always integrally measured: if an object
beam does not interfere with a particular reference, the heterodyne signal will
be maximal with the other reference. This fact justiﬁes the denomination of
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detector (x)
detector (y)
PBS
Lock-ins
Lock-ins
6 lock-ins
6 lock-ins
Figure 3.4: (Color online) Detection systems involving two detectors. The signal
is separated with a PBS before being sent to the detectors. The
detector signals are then each sent to six lock-in ampliﬁers.
polarization-sensitive for such a system.
The second important and practical advantage as compared to the conven-
tional heterodyne interferometer lies in the simultaneous detection of the sample
response to two orthogonal SOPs. In a standard heterodyne system, the same
capability would imply two successive measurements with a rotation of the ob-
ject SOP in-between, and thus of the reference SOP too. In many applications, it
could perturb the system alignment, which could generate in turn defocusing (for
tightly focused beams), loss the spatial coherence (with spatial ﬁlters), or more
generally changes in experimental conditions. In scanning probe techniques such
as SNOM, where the spatial reproducibility could ﬂuctuate, this represents a risk
of getting two images whose spatial domains do not overlap. Moreover, damages
to the probe would generate measurements which are not comparable.
A third practical advantage occurs when a sample has a particular response
to one polarization only. In this case, the second polarization may be used as
a comparison ﬁeld. It could indicate the incidence region in the case of focused
illumination (see Chap. 5, 6, 7, 8), serve as a reference for a ﬁeld enhancement
phenomenon (see Chap. 5, 9), or even to selectively excite diﬀerent modes in
waveguides (see Chap. 8).
3.3.2 Optical detection with two detectors
The detection system involving two detectors has already been used in Refs. [35,
36]. A schematic is shown in Fig. 3.4. The optical beam carrying the four het-
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erodyne signals is split by a PBS. It is hence the PBS orientation that deﬁnes the
basis (xˆ, yˆ) at the detection plane. The two orthogonally and linearly polarized
outputs then reach the X and Y detectors, whose signals are sent to six lock-in
ampliﬁers, locked at each of the six beat frequencies.
For reasons that will be clear later, this detection scheme requires known
SOPs for the references, and it is preferable to choose circular left- and right-
handed ones. In this case, whatever the orientation of the PBS, the same amount
of power will be distributed among the two PBS outputs. Indeed, the incurred
risk with linear SOPs is to end up with a low reference power at one detector and
therefore to be no longer shot noise limited.
In the same way as in the last section, the intensity of Eq. 3.11 leads to lock-
in amplitudes Rijx, Rijy and phases Φijx, Φijy summarized in Tab. 3.2. At a
speciﬁc heterodyne frequency fij , the electronic phases Ψij x,y are the same for
both the X and Y lock-in ampliﬁers because they share the same source. We
note that even if the optical phase diﬀerences from the PBS to the detectors are
diﬀerent, the phase accumulated by ϕix and ϕjx (resp. ϕiy and ϕjy) cancel after
subtraction.
The amplitudes of the object ﬁelds at the detector may be retrieved using the
following relations:
A3x =
√
R31x ·R32x
2R21x
and A3y =
√
R31y ·R32y
2R21y
,
A4x =
√
R41x ·R42x
2R21x
and A4y =
√
R41y ·R42y
2R21y
.
(3.14)
The relative phases are retrieved by subtracting from the Y phases their respective
X values. We end up with the following system of equations:
δ3 = (ϕ3y − ϕ3x) = (Φ31y − Φ31x) + (ϕ1y − ϕ1x)
δ3 = (ϕ3y − ϕ3x) = (Φ32y − Φ32x) + (ϕ2y − ϕ2x)
δ4 = (ϕ4y − ϕ4x) = (Φ41y − Φ41x) + (ϕ1y − ϕ1x)
δ4 = (ϕ4y − ϕ4x) = (Φ42y − Φ42x) + (ϕ2y − ϕ2x).
(3.15)
This system of equations holds for any reference SOPs. However, it cannot be
solved unless the reference SOPs are known, i.e., δ1 = ϕ1y−ϕ1x and δ2 = ϕ2y−ϕ2x
are known.
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Beat frequencies Lock-in amplitudes X Lock-in phases X
f21 R21x = 2A2xA1x Φ21x = (ϕ2x − ϕ1x) + Ψ21
f31 R31x = 2A3xA1x Φ31x = (ϕ3x − ϕ1x) + Ψ31
f32 R32x = 2A3xA2x Φ32x = (ϕ3x − ϕ2x) + Ψ32
f41 R41x = 2A4xA1x Φ41x = (ϕ4x − ϕ1x) + Ψ41
f42 R42x = 2A4xA2x Φ42x = (ϕ4x − ϕ2x) + Ψ42
f43 R43x = 2A4xA3x Φ43x = (ϕ4x − ϕ3x) + Ψ43
Beat frequencies Lock-in amplitudes Y Lock-in phases Y
f21 R21y = 2A2yA1y Φ21y = (ϕ2y − ϕ1y) + Ψ21
f31 R31y = 2A3yA1y Φ31y = (ϕ3y − ϕ1y) + Ψ31
f32 R32y = 2A3yA2y Φ32y = (ϕ3y − ϕ2y) + Ψ32
f41 R41y = 2A4yA1y Φ41y = (ϕ4y − ϕ1y) + Ψ41
f42 R42y = 2A4yA2y Φ42y = (ϕ4y − ϕ2y) + Ψ42
f43 R43y = 2A4yA3y Φ43y = (ϕ4y − ϕ3y) + Ψ43
Table 3.2: Detected amplitudes and phases Rijx, Φijx, and Rijy , Φijy , on the X
and Y detectors, respectively, as a function of the optical amplitudes
and phases. The phases Ψij arise from the generation of the electronic
references of the lock-in ampliﬁers.
3.4 Signal to noise ratio, amplitude and phase accuracy
In the case of circular right- and left-handed SOPs, δ1 = ϕ1y − ϕ1x = −π/2
and δ2 = ϕ2y − ϕ2x = π/2 (or vice versa), and Eqs. 3.15 become
δ3 = (ϕ3y − ϕ3x) = (Φ31y − Φ31x)− π/2
δ3 = (ϕ3y − ϕ3x) = (Φ32y − Φ32x) + π/2
δ4 = (ϕ4y − ϕ4x) = (Φ41y − Φ41x)− π/2
δ4 = (ϕ4y − ϕ4x) = (Φ42y − Φ42x) + π/2.
(3.16)
The plus and minus signs preceding the factor π/2 must be inverted in the case
where δ1 = ϕ1y − ϕ1x = π/2 and δ2 = ϕ2y − ϕ2x = −π/2.
Compared to the single-detector solution, the heterodyne signals produced by
the two references do not disappear. In terms of lock-in amplitudes and phases,
the orthogonality conditions of Eqs. 3.8 become
R21x = R21y and Φ21x − Φ21y = nπ, n odd. (3.17)
These equations oﬀer a straightforward way to check the orthogonality of the
reference beams directly from the heterodyne signals.
With Eqs. 3.14 and 3.16, the SOPs of the object ﬁelds at the detection plane
are measured, i.e., A3x, A3y, δ3 = ϕ3y − ϕ3x and A4x, A4y, δ4 = ϕ4y − ϕ4x. The
two-detector system thus provides an elegant way to provide the SOPs of the
two object ﬁelds at the detection plane by using the heterodyne amplitudes and
phases in a one-step process.
3.4 Signal to noise ratio, amplitude and phase accuracy
Expressions of the signal to noise ratio (SNR) as well as the amplitude and phase
accuracy will be derived for the single-detector system only. The frequency label-
ing of the four beams allows us to consider the multi-heterodyne interferometer
as six heterodyne interferometers with beat frequencies f21, f31, f41, f32, f42
and f43. The considerations concerning the SNR and the amplitude and phase
accuracy developed in Chap. 2 are applied to each of the six interferometers
independently.
In standard heterodyne interferometry, the reference and object SOPs are
usually aligned in order to maximize the interference contrast, and the scalar-
based description of Chap. 2 leads to the expressions of the SNR (Eq. 2.15) and
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1
2
3
4
φ31
φ41
φ42
φ32
Figure 3.5: (Color online) Representation of the SOP at the detector plane in the
particular case where the object channels 3 and 4 remain orthogonal
and linear. In the single-detector technique, the references 1 and 2
are orthogonal and linearly polarized.
the amplitude and phase accuracy (Eqs. 2.19 and 2.20). In contrast, the object
SOPs may have arbitrary orientations with respect to the reference SOPs within
the multi-heterodyne system and a vectorial approach is required.
Applying Eq. 2.12 to the heterodyne signal produced by channels i and j, one
obtains the corresponding electrical power
P ijAC = 2m
2S2R0·[
A2ixA
2
jx + A
2
iyA
2
jy + 2AixAiyAjxAjy cos [(ϕix − ϕjx)− (ϕiy − ϕjy)]
]
.
(3.18)
If the SOPs of i and j are orthogonal, Eqs. 3.8 holds and P ijAC becomes zero.
Compared to standard heterodyne interferometry, the presence of the relative
phase diﬀerences in the cosine function degrades the power of the heterodyne
signal, and thus the SNR. Although this equation represents the most general
case, it however cannot be used within the single-detector framework because the
individual parameters are not a priori available.
Let us assume that the SOPs of the object channels are linear at the detector,
and that their orthogonality is preserved. This situation is depicted in Fig. 3.5.
Because the SOPs of the references are linear, Eqs. 3.18 becomes
P ijAC = 2m
2S2R0PiPj cos (φij)
2, (3.19)
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where Pi and Pj are the powers of the individual channels i and j. The angle
φij accounts for the relative orientation of the SOPs. As can be seen in Fig. 3.5,
these angles are not independent:
φ31 =
π
2
− φ32 , φ41 = π
2
− φ42 , φ31 = φ42 , φ32 = φ41 − 2φ31. (3.20)
Since the shot noise level ultimately depends on the total power reaching the
detector, the SNR of Eq. 2.15 becomes, for shot noise limited detection,
SNRij =
m2η
hνB
PiPj cos (φij)
2
Ptot
, (3.21)
where Ptot = P1 + P2 + P3 + P4 is the total power provided by the individual
contribution of each of the four channels. If i and j are respectively a reference
and an object channel and if Pi  Pj (m=1), the last equation becomes
SNRij =
η
hνB
Pj cos (φij)
2, (3.22)
which is the equivalent of Eq. 2.16.
Eq. 2.14 assessing the minimum reference power Pminr required for shot noise
limited detection still holds, but should be independently applied to both refer-
ences.
Finally, Eqs. 2.19 and 2.20 have to be applied to each SNRij to evaluate the
amplitude and phase resolutions
δAij
Aij
=
1√
SNRij
, δϕij =
1√
SNRij
. (3.23)
At the end of Chap. 2, a short example was presented with the aim of showing
the order of magnitude of the quantities involved in a typical detection scenario.
In the same circumstances, Pj = 1pW (j = 3, 4), B = 25Hz, η = 85% and
λ = 1520 nm, and for shot noise-limited detection Eqs. 3.22 and 3.23 lead to the
following values at diﬀerent φij :
φij [deg] SNR [dB] δA/A δϕ [deg] 2π/N
0 54.1 1.97 · 10−3 0.11 3204
45 51.1 2.8 · 10−3 0.16 2265
60 48.1 3.9 · 10−3 0.22 1602
80 38.9 11 · 10−3 0.65 556
90 - - - -
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Even for relatively high values of φij , the SNR stays above 30 dB and the
phase resolution is smaller than 1 deg (∼ 2π/500). As long as the use of the two
heterodyne signals arising from the same object beam is not required (such as in
Chap. 8), one can always choose the stronger signal with the best accuracy.
3.5 Conclusion
The expression of the ﬁeld at the detection plane has been derived for a multi-
heterodyne interferometer, both for the single- and the two-detector detection
system. The single-detector scheme leads to polarization-sensitive measurements
in the sense that it provides the response of the sample illuminated by two orthog-
onally polarized illuminating beams. In comparison, the two-detector method
allows the retrieval of the SOP of the ﬁeld at the sample surface, provided that
the transfer function of the system from the sample plane to the detection can be
measured. Finally, we have derived the expressions for the SNR and the ampli-
tude and phase accuracy in the single-detector system. The major diﬀerence with
the standard heterodyne technique is the fact that within the multi-heterodyne
interferometer, the objet SOPs have an arbitrary orientation with respect to the
references, leading to an alteration of the SNR, and thus of the amplitude and
phase accuracy. However, even in “extreme” conditions (angle of 80 deg between
object and reference), a resolution smaller than 1 deg is expected.
This chapter has set the theoretical framework on which the multi-heterodyne
scanning near-ﬁeld optical microscope presented in the next chapter is based. The
introduction of a scanning probe system in the object arm will lead to a near-ﬁeld
microscope suitable for polarization-sensitive measurements.
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Multi-Heterodyne Scanning Near-ﬁeld Optical
Microscope (MH-SNOM)
Since the introduction of pseudo-heterodyne [37] and heterodyne [38] techniques
in near-ﬁeld microscopy, intense eﬀorts have been made to bring interferometric
techniques for phase measurement to a mature level. Currently, phase mea-
surements involving the heterodyne technique [7, 8, 17, 39] or other interferomet-
ric methods [10, 40, 41] are routinely used. However, measuring the near-ﬁeld
polarization is more delicate and relatively less work has been performed to
date [36,42–45].
In this chapter, we describe the Multi-Heterodyne Scanning Near-Field Op-
tical Microscope (MH-SNOM). The principle of multi-heterodyne detection for
polarization measurements has been introduced in chapter 3. The main con-
cept of the MH-SNOM is to combine the multi-heterodyne interferometer with
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a scanning near-ﬁeld optical microscope (SNOM). The goal is to measure the
amplitude, the phase and the polarization in the near ﬁeld, or in the far ﬁeld.
The system has the additional ability of being tunable over the wavelength range
of 1460− 1580 nm. The entire development of this instrument has been realized
within the framework of this thesis and represents a signiﬁcant investment of time
and eﬀort.
We will begin with a detailed description of the building blocks of the system.
Then we will derive the fundamental expressions for the measured ﬁelds. The
signal to noise ratios as well as the amplitude and phase accuracies will be assessed
through a representative experiment. Finally, we will discuss issues that may arise
while tuning the laser wavelength and assess the phase drifts occurring within the
interferometer.
4.1 Set-up
In this section, we present the set-up constituting the MH-SNOM. Figure 4.1
shows a schematic view of the system. We conceptually distinguish ﬁve building
blocks.
The optical interferometer is an implementation for near-ﬁeld microscopy of
the multi-heterodyne interferometer presented in Chap. 3. It is designed
to work in the wavelength range of λ = 1460 − 1580 nm. All optical paths
apart from the sample itself are ﬁbered.
The detection system involves the detector, an electronic splitter that cleanly
distributes the detector signal among the several post-processing lock-in
ampliﬁers, and the lock-in ampliﬁers themselves.
The data acquisition section shows how the many signals provided by the
lock-in ampliﬁers are acquired, and how this acquisition is synchronized
with the motion of the probe. In particular, we present a description of the
software developed for this purpose.
The probe motion is performed with a three-axis piezo stage. Due to the large
number of optical signals to be measured, the probe motion is driven by two
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Figure 4.1: (Color online) Overview of the Multi-Heterodyne Scanning Near-Field Op-
tical Microscope (MH-SNOM).
Chapter 4. MH-SNOM
computers. One computer manages the vertical motion of the probe, and
the other the horizontal motion synchronized with the data acquisition.
The SNOM head is a purpose-built mechanical construction housing the piezo
stage. Its speciﬁcities rely on its large dimensions and its ability to accom-
modate cumbersome and/or heavy experimental conﬁgurations.
4.1.1 Optical interferometer
In this section, we describe the optical multi-heterodyne interferometer shown in
Fig. 4.1. This set-up is all-ﬁbered. The yellow and blue paths correspond to Sin-
gle Mode Fibers (SMF) and panda-type Polarization Maintaining Fibers (PMF)
respectively. PMFs can be twisted to rotate the polarization of the beams in any
arm whenever needed. Back reﬂections at all connecting points are considerably
reduced with FC/APC connectors. The entire optical system lies on a vibration
isolated table with passive pneumatic legs, and is enclosed in plexiglas boxes to
protected it from air currents. Finally, except for the SNOM head, all optics are
isolated with 6 cm thick polyurethane foam pads. This protection slows down
thermal energy transfer and considerably attenuates acoustic vibrations.
The tunable laser source is an external cavity diode laser (Agilent, Model
81682A). Wavelengths ranging from 1460 nm to 1580 nm can be produced with
an accuracy of 10 pm. The laser is mode-hop free over the full wavelength range.
The output power can be stabilized at a given value. However, its range depends
on the wavelength. Typical output powers are greater than: 1mW over 1460 −
1580 nm, 2.8mW over 1480 − 1580 nm, and 5.6mW over 1520 − 1580 nm. The
laser coherence length being about 640m (in the ﬁber medium), the eﬀects of
limited temporal coherence due to the Optical Path Diﬀerences (OPDs) can be
reasonably neglected. Finally, the laser output is linearly polarized within a PMF.
The laser light of frequency ν passes through a 3-paddle polarization controller
before reaching a Polarizing Beam Splitter (PBS, OZ Optics). Doing so allows
for control of the power ratio between the object and reference arms by acting
on the polarization orientation of the input beam. The two outputs of the PBS
constitute the starting point of the object and reference arms. Each of the two
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ν + f2 ν + f3 ν + f4
ν + f1 20 kHz 50 kHz 90 kHz
ν + f2 30 kHz 70 kHz
ν + f3 40 kHz
Table 4.1: Possible combinations of the electronic beat-signals generated in the
photodetector by the superposition of the four optical beams at fre-
quencies ν + f1, ν + f2, ν + f3 and ν + f4.
arms are then equivalently split in two subsequent channels with a 50/50 Beam
Splitter (BS, OZ Optics).
The four resulting beams pass through AOMs (IntraAction, Model FCM-
401E5C ) driven with a quad source frequency generator (IntraAction, Model
DFE-401C-18 ). All the frequencies are internally phase-locked with the same
crystal oscillator. The four AOMs are independently driven at frequencies f1, f2,
f3 and f4, and the four resulting optical frequencies are: ν+f1, ν+f2, ν+f3 and
ν+ f4. A discussion on how to ﬁx these frequencies is provided later in Sec. 4.3.1
addressing the diﬃculties that may occur while changing the laser wavelength.
However whatever f1 is, the three remaining frequencies f2, f3 and f4 will always
be set such that f2 = f1 + 20 kHz, f3 = f1 + 50 kHz and f4 = f1 + 90 kHz. It
follows that the beat frequencies fi − fj are constant. They are summarized in
Tab. 4.1.
These frequencies are chosen to avoid harmonic cross-talk between signals.
This is however not true for the 40 kHz signal which represents the ﬁrst harmonic
of the 20 kHz signal. However, as will be mentioned in Sec. 4.2.1, this signal will
be disregarded because of its extremely small intensity.
The two reference channels are recombined with a PBS (OZ Optics) into a
SMF. Their states of polarization (SOPs) are hence linear and orthogonal. In
contrast, the object channels are superimposed with a PBS (OZ Optics) into a
PMF, leading also to linear and orthogonal SOPs. As will be demonstrated in
Sec. 4.3.3, the linearity and the orthogonality of the references is well preserved
up to the detector. The object beams also reach the illumination system with
well linear and orthogonal SOPs. By rotating the output element (connector)
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50 μm 500 nm
Figure 4.2: (Color online) Scanning Electron Microscope (SEM) images of the
coated SNOM probes used in our experiments.
of the object arm, one can set the desired SOPs for a speciﬁc experiment, such
as TE and TM, for example. We emphasize that the use of single-mode ﬁbers
naturally performs the spatial ﬁltering of the light before illuminating the sample.
The object arm then enters the illumination system whose conﬁguration depends
on the experiment: injection into waveguide structures, transmission through
(semi-)transparent elements, frustrated total internal reﬂection, etc.
The ﬁeld at the sample surface is ﬁnally collected (collection mode) by the
SNOM probe (Lovalite, Model E50-SMF28-AL70-200 ). This commercial probe
is coated with a 70 nm thick aluminum layer in order to reduce the coupling zone
and to reﬂect spurious scattered light. In the coating process, a 200 nm wide
aperture is left opened through the shadowing technique [46]. Scanning electron
microscope (SEM) images of the probe acquired at diﬀerent magniﬁcations are
shown in Fig. 4.2. These are the only type of probe used in this work. The
light collected by the probe is ﬁnally mixed with the reference signals using an
asymmetric coupler (General Photonics). Since the signal collected by the SNOM
probe is very weak, 99% of it is coupled with 1% of the reference signals. The
superposition of the four optical signals then reaches the detector.
4.1.2 Detection system
The detection system of the MH-SNOM (Fig. 4.1) includes the detector, the
electronic splitter and the lock-in ampliﬁers.
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Figure 4.3: (Color online) Detector circuit consisting of an InGaAs photodiode
(PD) followed by a transimpedance ampliﬁer. The right block rep-
resent the measurement device (e.g. a lock-in ampliﬁer, spectrum
analyzer, or data acquisition card).
Figure 4.3 shows the electronic circuit of the detector (Laboptic, Model DG100 ).
It consists of an InGaAs photodiode (Fermionics, Model FD100-FC ) followed by
a transimpedance ampliﬁer circuit, using a high-speed and low current noise op-
erational ampliﬁer (OP-AMP). The photodiode is supplied with a bias voltage
U = −5V. The OP-AMP and photodiode capacitances are schematically rep-
resented by an overall capacitance C of about 2 pF. A feedback capacitor C0 is
added to optimize phase compensation of the OP-AMP and to ensure stability.
Both C and C0 should be small to limit the detector noise, and to provide a
large bandwidth for the detection. The resistor Rout = 50Ω adapts the output
impedance with the 50Ω impedance of both the coaxial cable and the splitter.
When the load RL representing the input impedance of the measuring device
(e.g. a lock-in ampliﬁer, spectrum analyzer, or data acquisition card) is large
compared to Rout, the voltage UAMP is equal to the voltage at the output of the
detector.
Eq. 2.5 relates the current i generated by the photodiode with the optical
power Popt
i = SPopt, (4.1)
where S is the spectral response of the photodiode. The manufacturer speciﬁca-
tions show S to be 1.04A/W at λ = 1550 nm and decreases no more than 5%
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over the wavelength range of the laser. As Popt is small, the current must be
ampliﬁed. The OP-AMP also controls the voltage at the photodiode boundary
and regulates the current through the feedback resistor R0 = 1MΩ. Since the
contribution of the OP-AMP noise is smaller than that of the feedback resistor,
it can be neglected.
The frequency response of the detector has been measured with a laser diode
modulated at frequencies ranging between 10Hz and 107 Hz, and acquired with
a spectrum analyzer (Hewlet Packard, Model 4195A). The measurement results
are shown in Fig. 4.4 (a). The detector pass-band (at −3 dB) is 7.5MHz. As the
heterodyne beat frequencies are smaller than 100 kHz, which is well bellow the
cut-oﬀ frequency, the response of the detector may be considered as linear. The
output voltage is therefore
Uout = SR0Popt. (4.2)
The spectral sensitivity being close to 1, this equation shows that R0 appears as
a scaling factor between the detected voltage and the optical power irradiating
the photodiode: a voltage of 1V corresponds to 1μW.
The thermal noise has been measured with a spectrum analyzer (Stanford
Research, Model SR770 ) whose input impedance is RL = 1MΩ and operates
between 0 and 100 kHz. The analyzer provides a spectrum UV in volts. The
corresponding power dissipated in the measurement device is
P =
U2V
RL
. (4.3)
The spectrum is shown by the blue curve in Fig. 4.4 (b) whose mean value is
approximately PTN=8.21·10−18 W.
Accounting for R0 and Rout, the corresponding theoretical thermal noise is
retrieved from Eq. 2.4
PTN = 4kTB
RLR0
(RL + Rout)2
. (4.4)
Since RL  Rout, this becomes
PTN = 4kTB
R0
RL
. (4.5)
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Figure 4.4: (Color online) (a) Measured detector frequency response. The detec-
tor pass-band (-3 dB) is 7.5 MHz. (b) Measured electronic noise of
the detector (blue), and of the detector plus splitter system (red).
The measurements are performed in the dark (analyzer bandwidth
B=250 Hz).
With B = 500Hz, RL = 1MΩ and T = 300K, the calculated electric power
corresponding to the thermal noise of the photodetector is PTN = 8.28 ·10−18 W,
which corresponds well to the measured value.
The purpose-built splitter (Fig. 4.1) separates the signal arising from the
detector into 12 equivalent outputs that can be sent to the various measuring
devices (lock-in ampliﬁers, data acquisition cards, spectrum analyzer, etc.). Its
input impedance is 50Ω. The splitter is introduced to avoid a serial connection
between the detector and the several measurement devices. A serial scheme
would indeed involve several BNC T-adapters and a long cable length that could
introduce back reﬂections and noise due to antenna phenomena. In a similar
fashion as for the detector, the electric thermal noise of the system composed of
the detector and the splitter has been measured. It corresponds to the red curve
in Fig. 4.4 (b). The mean value is about 1.06 ·10−17 W: the splitter adds no more
than 2 · 10−18 W to the detector thermal noise. The power spectral density of
the thermal noise corresponding to the photodetector followed by the splitter is
therefore √
〈U2N 〉
B
=
√
RLPTN
B
= 146 nV/
√
Hz. (4.6)
Finally, the heterodyne signals are demodulated with six lock-in ampliﬁers.
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The technical datasheets of the two kinds of lock-in ampliﬁers involved in the
system (Stanford Research, Models SR530 and SR830 ) ensure that the electrical
noise does not exceed 7 nV/
√
Hz, which is well below the detector contribution.
Thus, the noise introduced by the lock-in ampliﬁers can be neglected. The six
lock-in ampliﬁers provide a total of 12 optical signals (6 amplitudes and 6 phases)
that must be acquired simultaneously for each pixel of a SNOM scan.
4.1.3 Data acquisition
A relevant task in the setting up of the MH-SNOM has been to ﬁnd a way to
simultaneously acquire the signiﬁcant number of signals provided by the lock-in
ampliﬁers and other devices (piezo sensors, SNOM electronics, etc.). We indeed
didn’t ﬁnd a commercial system corresponding to our needs. Our strategy has
been to use an already existing commercial SNOM system for the Z motion of
the probe (shear-force feedback), and to develop an independent control system
for the in-plane X and Y motion, and data acquisition. The motion of the probe
will be analyzed in the next section.
The overall conﬁguration is presented in Fig. 4.5. The system controlling
the X and Y motion of the probe, as well as the data acquisition, is driven by
computer 1 on the left hand-side. Two 16-bit Data Acquisition Cards (DAQs)
(National Instruments, Model NI PCI-6251 ) oﬀer a total of 32 analog inputs (AIs)
and 4 analog outputs (AOs). Two of the AOs, AO1 and AO2, are permanently
attributed to the X and Y control. The third and fourth analog outputs AO3 and
AO4 may be attributed to the scanning modes M2 and M3 as described bellow.
The AIs have a worst-case accuracy of 2mV1. The maximum sampling fre-
quency is 1.25Ms/s (mega samples per second) shared between the 16 channels
of each card. Indeed, the inner structure of the cards consists of a multiplexer
that connects the channels one after the other to a single Analog to Digital Con-
verter (ADC). The elapsed time for a 16 channel reading is therefore 13μs. It is
1With a 16-bit analog to digital converter and working on a range of 20V (−10 to +10V),
the resolution is 20/216  300μV. However, due to other internal phenomena (drifts, noise,
etc.), the resolution is limited and leads to an eﬀective accuracy of 2mV. This resolution
represents the worst-case scenario. According to National Instruments specialists, the true
resolution lies in between.
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Figure 4.5: (Color online) Flow chart of the piezo control and data acquisition process.
The set-up involves two computers: one dedicated to the in-plane X and Y
piezo motion as well as the data acquisition, the other using a commercial
system controlling the shear-force feedback (Z motion).
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therefore reasonable to speak of simultaneous detection while observing stationary
phenomena.
The X and Y motion as well as the synchronized data acquisition is performed
via purpose-built software. The software has been developed in Labview (National
Instruments). It is indeed a high level language that oﬀers ﬂexibility for adapting
the program to the purposes of a speciﬁc experiment. The compatibility with the
DAQs also makes the data collection easier. The ﬂow chart showing the general
working principle of the software is shown in Fig. 4.5. The program consists of
three procedures working in parallel: the main GUI (Graphical User Interface),
the data viewer and the core procedure.
The main GUI is the main window with which the user interacts. The scan
parameters such as the X and Y widths, the X and Y resolutions (pixels), the X
and Y speeds, the in-plane scanning angle, etc. are set in the main GUI. The user
may also choose between three kind of scanning modes that will be frequently
used in this work. The mode M1 corresponds to the traditional X-Y scan. The
mode M2 allows for a change in the laser wavelength λ or the voltage V at AO3
(or AO4) after each line. By setting one scanning width to zero (either X or Y),
the MH-SNOM can raster scan the same line but changes λ or V in between. In
M3, the probe acquires several images at diﬀerent λ or V .
When the user starts a new measurement, the data viewer form is initialized
and displayed within the main GUI. The data viewer consists of a series of graphs
that display the data provided by the core procedure. The AIs which correspond
to lock-in amplitudes are scaled according to the lock-in ampliﬁer sensitivities. It
allows a quantitative comparison between heterodyne signal amplitudes. Phases
are also scaled between −180 deg and +180 deg. The data arrive within this
procedure through a FIFO (First In First Out) queue. Data are displayed line-
by-line.
The core procedure is a state machine that has priority among the other
procedures, i.e., it ﬁrst runs and if the computer has extra resources, the main
GUI and the data viewer execute their tasks. After an initialization state where
the lock-in ampliﬁer and laser parameters are read through the GPIB interface,
the core procedure moves the probe and collects the data. At each point (pixel),
the probe dwells for a certain time before the acquisition is performed. Lock-
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in ampliﬁers indeed have ﬁlters characterized by a Time Constant (TC) that
requires a certain wait time in order to pass their transitory regime. According
to the lock-in speciﬁcations, it is necessary to wait ﬁve times the TC to reach
99% of the “true” value. Typically, most of the scans are run with a TC of 3ms,
which implies a 15ms wait time before the lock-in acquisition. So after this wait
time, the core procedure acquires the DAQ channels: lock-in signals, raw data
from the detector, topography from the Z piezo sensor, shear-force feedback error
signal from the SNOM electronics, or additionally required information.
Then the core procedure moves to the next X-Y point by sending voltage
ramps to the piezo X and Y channels through AO1 and AO2. These ramps
generate a smooth motion of the probe while accounting for speed in the X
and Y direction. At the end of each line, the core procedure orders the viewer
procedure to display the new line data. At the end of the scan, all the data are
automatically saved.
4.1.4 Probe motion
The element that provides the three-dimensional motion of the probe is the XYZ
piezo stage (Physik Instrumente, Model P-517.3CL). Its travel ranges are Lx =
Ly = 100μm and Lz = 20μm with a repeatability of ±5 nm and ±1 nm in the X-
Y and Z directions, respectively. The stage is supplied with an ampliﬁer module
(Physik Instrumente, Model E-503 ) that converts the three independent X, Y, Z
command voltages (−2 to +12V) into driving voltages (−20 to +120V). Three
independent channel sensors (Physik Instrumente, E-509.C3A) allow closed-loop
operation, i.e., the X, Y, Z command voltages are interpreted as absolute positions
(1V = 10μm for the X, Y actuators, and 1V = 2μm for the Z actuator). With
respect to Fig. 4.5, the X, Y piezo tubes are driven by the DAQs analog outputs
AO1 and AO2 of computer 1 whereas the Z axis depends on the commercial
electronics driven by computer 2.
AO1 and AO2 have an accuracy of 2mV. The same remark as for the AIs
holds (see previous section): this accuracy represents the worst-case manufac-
turer estimation. According to the ampliﬁcation factors of the piezo system, this
accuracy leads to an accuracy of 20 nm for the X and Y motion. However, from
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our experience, topography measurements always showed a much better accuracy.
The commercial system that drives the Z motion of the probe (APE Research)
ﬁnds the resonance frequency of the sensor (tuning fork + probe). A pre-ampliﬁer
provides the electrical amplitude of the tuning fork oscillations. A fraction of the
resonance amplitude (typically 90%) constitutes the set-point for the closed-loop
PID (Proportional Integral Derivative) feedback.
As the tip approaches the surface, the resonance amplitude drops due to
the interaction with inter-atomic forces. The interaction range is 1 to 100 nm,
depending on the type of probe and the particular implementation [46]. The
system will therefore act on the piezo Z axis in order to maintain the tuning
fork oscillation at the set-point. The PID parameters are set individually and
according the quality factor of the sensor resonance. Most of the time, only the
integral parameter is necessary. The commercial system also drives the DC X,
Y, and Z motors as shown in Fig. 4.1 and Fig. 4.6 (a) (see next section).
4.1.5 SNOM head
The piezo stage is the key element for the nanometric motion of the probe. How-
ever, due to its limited travel range in the vertical direction (Lz = 20μm), addi-
tional mechanisms are required for the coarse approach of the probe to the sample
surface. Furthermore, many experimental conﬁgurations involve cumbersome and
heavy apparatus. These considerations led us to manufacture a custom-designed
SNOM head housing the piezo stage.
A 45◦ side view of the SNOM head is shown in Figs. 4.6 (a) and (d). The
SNOM sensor (probe + tuning fork) is ﬁxed on a yellow circuit board (PCB)
connected to the shear-force pre-ampliﬁer. The PCB is screwed on a manual
translation stage, itself attached to piezo stage (in blue on the picture). The
piezo stage is ﬁxed on the motorized stage allowing an in-plane X-Y motion using
DC motors. Finally, the motorized stage is hanged on an aluminum structure
consisting of a 2 cm thick triangular top plate (Fig. 4.6 (b)) with three upper
pillars leaning on three solid lower pillars (in red on the picture). The lower
pillars possess at their top extremities aluminum rings that prevent the entire
upper structure from falling on the table (for clarity, they are shown on the two
56
4.1 Set-up
(a) 45° side view
Lab Jack
Z motor
XYZ Piezo
XY motorized stage
manual handles B
ac
k 
si
de
 (3
00
 c
m
)
45° side (340 cm)
(b)
Top
view
Z motor
or manual handles
180 cmaxle
flexilble
coupler
micrometric
screw
(c)
Upper
pillars
SNOM head
tuning
fork
SNOM
probe
fiber
translation
stage (d)
Figure 4.6: (Color online) Picture of the SNOM head with schematic view from
the top and from the inner structure of the three upper pillars.
backside pillars only).
As seen in Fig. 4.6 (c), the three upper pillars are hollow with micrometric
ball-tipped screws at their base. As in many SNOM designs, the screws rest on
the lower pillars on three points: a hole, a groove and a ﬂat [1]. The screws are
connected to the head top with steel axle and through ﬂexible couplers. The axle
rotations may be induced either by the DC Z motor or by the manual handles.
The Z motor is computer driven and leads to a mainly vertical motion of the
probe.
In Fig. 4.6 (a), the green plate is dedicated to holding the sample and the
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optical set-up required for light injection. This plate is raised with a lab jack
(Thorlabs, Model L490/M ) and slides within the yellow pillars. It is therefore
the whole experiment that is raised into proximity to the SNOM probe. In this
system, the sample is kept at a ﬁxed position while being raster scanned by the
probe.
The probe approach to the sample is performed as follows. The experiment
is raised under the probe. Then, the coarse approach is realized by means of the
two manual handles and/or the manual translation stage holding the sensor. The
ﬁne approach is ﬁnally performed by an iterative process cycling between the Z
motor and the vertical motion of the piezo stage. The large distance separating
the three pillars allows alignment of the XY plane of the piezo stage to less than
0.5 deg with respect to the sample surface by acting on the micrometric screws.
This SNOM head presents several advantages. First, as the lab jack can lift
up to 34 kg, optical experiments involving heavy apparatus can be performed.
Secondly, the large distance between the pillars open signiﬁcant windows that
allow to bring several cumbersome devices (CCD-cameras, binoculars,...) close
to the sample. Finally, this structure has shown to be mechanically very stable.
4.2 Measuring amplitudes, phases in polarization-sensitive
mode
In the previous section, we have described in detail the diﬀerent elements consti-
tuting the MH-SNOM. In this section, we will derive the fundamental relations
measured by the system. We will also assess its amplitude and phase accuracy
through a representative experiment corresponding well to the experiments to
be performed. Finally, we will introduce a short section dedicated to the spa-
tial Fourier analysis. This tool will indeed be extensively used within the later
experimental works.
4.2.1 Field at the detector
The general form of the ﬁeld intensity at the detector plane is expressed in
Eq. 3.13. From the measured lock-in amplitudes Rij and phases Φij shown in
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Tab. 3.1 and demodulated at f31 = 50 kHz, f32 = 30 kHz, f41 = 90 kHz and
f42 = 70 kHz, one can compute the measured scalar complex ﬁelds of the MH-
SNOM
Eˆ31 = R31e
iΦ31 =
[
2A1e
−i(ϕ1+Ψ31)
]
·A3xeiϕ3x
Eˆ32 = R32e
iΦ32 =
[
2A2e
−i(ϕ2+Ψ32)
]
·A3yeiϕ3y
Eˆ41 = R41e
iΦ41 =
[
2A1e
−i(ϕ1+Ψ41)
]
·A4xeiϕ4x
Eˆ42 = R42e
iΦ42 =
[
2A2e
−i(ϕ2+Ψ42)
]
·A4yeiϕ4y .
(4.7)
Since the reference amplitudes and phases are constant (Ψij as well), so are the
quantities in the brackets. The four complex ﬁelds are therefore independently
proportional to the object ﬁelds. These four measured quantities constitute the
fundamental relations provided by the system.
The amplitudes of the four signals are provided by |Eˆij | = Rij and the phases
by arg(Eˆij) = Φij . As will be shown on several occasions in this work, much
useful information can be extracted from these relations as long as any quantita-
tive comparison is required. In principle, a quantitative comparison implies the
knowledge of both the reference amplitudes and phases (and the electronic phases
Ψij), and the object amplitudes before the illumination system (see Fig. 4.1). In
practice, while knowing these amplitudes is relatively simple through indepen-
dent intensity measurements, the assessment of the optical and electronic phases
requires a calibration procedure.
For quantitative intensity comparison, we ﬁrst measure the reference intensi-
ties I1 = A
2
1 and I2 = A
2
2, and the intensity ratio r
0
43 = I
0
4/I
0
3 , where I
0
3 and I
0
4 are
the intensities of the object beams before the illumination system. From Eqs. 4.7
and accounting for the fact that the object beams may have diﬀerent intensities
while illuminating the sample, the intensities I3 = A
2
3x +A
2
3y and I4 = A
2
4x +A
2
4y
at the sample surface are retrieved from
I3 = r
0
43
[
R231
4I1
+
R231
4I2
]
and I4 =
[
R241
4I1
+
R241
4I2
]
(4.8)
If I1  I2 and I03  I04 , a good approximation to the above equations is
I3 =
R231 + R
2
32
2I¯
and I4 =
R241 + R
2
42
2I¯
, (4.9)
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where I¯ represents the mean value of the total power reaching the detector.
Because the heterodyne signals are very small and periodic in time, the mean
value over an entire scan of the detected power indeed corresponds to I¯ = A21+A
2
2.
Eqs. 4.9 are convenient because I¯ is acquired in parallel with the heterodyne
signals. The variations of I1, I2, I
0
3 and I
0
4 while tuning the wavelength will be
addressed in Sec. 4.3.1.
In addition to the four lock-in ampliﬁers providing the above signals, two
additional lock-in ampliﬁers are locked at the beat frequencies f21 = 20 kHz and
f43 = 40 kHz, i.e., the interference between the two references and the two signals
respectively. They provide the following signals
Eˆ21 = R21e
iΦ21 = 2A1A2e
−i(ϕ2−ϕ1+Ψ21)
Eˆ43 = R43e
iΦ43 = 2A3A4e
−i(ϕ4−ϕ3+Ψ43).
(4.10)
In principle, due to the orthogonality of the references, Eˆ21  0. In practice, there
is always a small amount of cross-talk between the references. R21 is therefore a
good indicator of the orthogonality between the references (see Sec. 4.3.3) whereas
Φ21 shows whether the phase drifts in the system are relevant or not (see Sec. 4.4).
As the transmission through a SNOM probe is extremely weak (typically 10−6
for coated probes), the heterodyne signal at frequency f43 is disregarded in the
following work. It remains available however for future investigation.
4.2.2 Amplitude and phase accuracy
In this section we assess the signal to noise ratio (SNR) as well as the amplitude
and phase accuracy of the heterodyne signals. This is performed through a repre-
sentative experiment that corresponds well to the experiments to be performed.
A SNOM probe is directly illuminated with the object channels at normal inci-
dence (λ = 1520 nm). The light is shaped with a receptacle-style collimator (OZ
Optics) made of an aspheric lens (f = 20mm) and whose beam diameter is about
500μm.
The optical power of the references are respectively P1 = 0.617μW and P2 =
0.625μW. As these powers exceed Pminr = 0.05μW (Eq. 2.14 with R0 = 1MΩ,
S = 1A/W, T = 300K), the detection is shot noise limited. The object powers
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Figure 4.7: (Color online) (a) Measured heterodyne spectrum over 100 kHz (B =
500Hz). (b) Measured spectrum around the heterodyne frequency
50 kHz (B = 62.5Hz). The shot noise level is about 3.51 · 10−17 W,
which corresponds to a shot noise level of 2.80 · 10−16 W in a band-
width B = 500Hz.
are P3 = 5.1 pW and P4 = 5.2 pW. They have been measured independently by
modulating the laser output at 17 kHz and detecting the intensity with a lock-in
ampliﬁer (Stanford Research, Model SR830 ).
The detector signal is sent to a spectrum analyzer (Stanford Research, Model
SR770 ). A typical spectrum acquired with a bandwidth B = 500Hz is displayed
in Fig. 4.7 (a). In addition the thermal noise of the detector followed by the
splitter is reported. The powers corresponding to ﬁve peaks at the beat fre-
quencies of 20, 30, 50, 70 and 90 kHz are respectively 1.2 · 10−10, 2.3 · 10−11,
3.8 · 10−11, 3.9 · 10−11 and 2.3 · 10−11 W. The noise level is diﬃcult to assess
because of the presence of some bumps at the base of the peaks. An additional
measurement have been done with a narrower bandwidth (B = 62.5Hz) around
the peak at 50 kHz. This spectrum is shown in Fig. 4.7 (b). The measured shot
noise level is 3.51 · 10−17 W. The equivalent shot noise for a bandwidth of 500Hz
becomes PSN = 2.80 · 10−16 W. The corresponding measured SNRij as well as
the amplitude and phase accuracies (Eqs. 3.23) are reported in Tab. 4.2.
At the detector output, the electrical noise corresponding to the shot noise
generated by an optical power Ptot is evaluated using Eq. 2.7. Dissipated in the
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Beat frequencies [kHz] PAC [W ] SNR [dB] δA/A δϕ [deg]
20 1.2 · 10−10 56.4 1.5 · 10−3 0.086
30 2.3 · 10−11 49.1 3.5 · 10−3 0.20
50 3.8 · 10−11 51.3 2.7 · 10−3 0.16
70 3.9 · 10−11 51.4 2.7 · 10−3 0.15
90 2.3 · 10−11 49.2 3.5 · 10−3 0.20
Table 4.2: Measured ac powers, SNR, amplitude and phase accuracies corre-
sponding to each heterodyne signal.
Beat frequencies [kHz] PAC [W] SNR [dB] δA/A δϕ [deg]
20 1.2 · 10−10 57.9 1.3 · 10−3 0.073
30 2.3 · 10−11 50.6 2.9 · 10−3 0.17
50 3.9 · 10−11 52.9 2.3 · 10−3 0.13
70 4.0 · 10−11 53.0 2.2 · 10−3 0.13
90 2.4 · 10−11 50.8 2.9 · 10−3 0.16
Table 4.3: Calculated ac powers, SNR, amplitude and phase accuracies corre-
sponding to each heterodyne signal.
resistor of the measuring device (see Fig. 4.3), the shot noise becomes
PSN = 2eBSPtot
R20 RL
(RL + Rout)2
, (4.11)
With Ptot  P1 + P2 = 1.24μW, B = 500Hz, RL = 1MΩ and Rout = 50Ω, we
ﬁnd PSN = 1.99 · 10−16 W, which agrees quite well with the measured level.
In the same circumstances, the ac electrical powers corresponding to the het-
erodyne signals (Eq. 3.19) become
P ijAC = 2m
2S2PiPj cos (φij)
2 R
2
0 RL
(RL + Rout)2
. (4.12)
The assessment of the ac powers requires the knowledge of the angles φij . We as-
sume that the SOPs of the object channels remains linear up to the detector, and
that the angle relations 3.20 holds. Then, we ﬁnd the best angles that ﬁt Eqs. 4.12
with the measured heterodyne powers. We found that with φ31  37.5 deg and
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φ41  128 deg, the discrepancy between the measured and calculated heterodyne
signal is less than 2%. And the diﬀerence between these two angles is 90.5 deg,
which correspond to nearly orthogonal object SOPs. With the calculated shot
noise power, the theoretical SNRij (Eq. 3.21) as well as the amplitude and phase
accuracies (Eqs. 3.23) can be calculated. In Tab. 4.3 are summarized the results.
Comparing Tab. 4.2 with Tab. 4.3, we ﬁnd that the theoretical calculations show
better SNRs and accuracies. This is due to the measured shot noise which is
about 1.5 times greater than the calculated one.
Finally, let us emphasize that the detector is followed by the lock-in ampliﬁers
and the DAQs. The accuracy of the measurements is therefore limited by their
accuracies. As seen in Sec. 4.1.3, the analog inputs of the DAQs have a resolution
of 2mV (worst-case scenario). On the other hand, the lock-in accuracy depends
on the output channel: amplitude or phase.
The most limiting models (Stanford Research, Model SR530 ) have an ampli-
tude resolution of 12 bits over the 0 − 10V provided at the output. The output
resolution is therefore 10/212 = 2.4mV and is integrally resolved by the DAQs.
However, the maximum output voltage of 10V corresponds to the full scale sen-
sitivity ζ of the lock-in ampliﬁers. The resolution of the measured signal hence
becomes δA = ζ/212. The sensitivity being always smaller than 1V, the resolu-
tion is therefore limited by the DAQ acquisition (indeed, 1V/212 = 2.4 · 10−4 V).
To achieve maximum accuracy, the amplitude should be as large a fraction of
full scale sensitivity ζ as possible. If we assume that the measured signal has an
amplitude A = k · ζ (0 ≤ k ≤ 1), the amplitude accuracy δA/A becomes k/212.
Form the lock-in speciﬁcation, the better phase resolution that can be achieved
is 2.5mV, or δϕ = 0.05 deg.
4.2.3 Complex Fourier analysis
The signals captured by the probe while scanning the sample lead to spatially
dependent signals. These signals may be either real (topography, detector signal)
or complex (amplitudes and associated phases of the optical heterodyne signals).
In a number of situations, Fourier analysis helps in ﬁnding a particular period-
icities or propagating modes. In this work, the Fourier analysis will mainly be
63
Chapter 4. MH-SNOM
performed on the optical complex ﬁelds of Eqs. 4.7 and on the topography. As
we are dealing with ﬁnite number of pixels, discrete Fourier transforms must be
considered.
In principle, 2D Fourier transforms may be performed on the 2D data provided
by the scans. However, high accuracy 2D maps involve long duration scans that
may lead to phase drifts (see Se. 4.4). Non-negligible artifacts in the complex
ﬁelds may therefore be generated. The clever strategy is to account for the
experimental geometry and to reduce 2D scans to 1D high accuracy acquisition
lines.
Suppose that the probe acquired N points (pixels) over a distance L: the ﬁrst
and last points corresponds to x = 0 and x = L respectively. The discrete signal
A may be expressed as
Aj = A(xj), xj = j dx, dx =
L
N − 1 , j = 0, 1, ..., N − 1 (4.13)
where dx is the sampling interval. The discrete Fourier transform Hj of A is
hence evaluated on the discrete frequencies νj such that [47]
νj =
j
N dx
, j = −N
2
, ...,
N
2
− 1 (4.14)
The minimum value ν−N/2 corresponds exactly to the lower Nyquist critical
frequency fc = 1/2dx. The resolution dν and dk in the Fourier and k-space
(k = 2πν) are thus respectively given by
dν =
1
L
and dk =
2π
L
(4.15)
As the X and Y maximum travel ranges of the piezo stages are 100μm (see
Sec. 4.1.4), the spatial and k-space resolutions (4.15) become dν = 104 m−1 and
dk = 6.28 ·104 m−1. One can note that using the diagonal of the piezo stage could
increase the scanning distance by a factor of
√
2, also reﬁning the resolution. How-
ever, this alternative complicates considerably the experimental arrangement, and
therefore has not been implemented.
If a spatial frequency is identiﬁed as an optical propagating mode, the reso-
lution of its eﬀective index neff becomes
dneff = λdν =
λ
2π
dk (4.16)
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where λ is the wavelength. The theoretical eﬀective index resolution is hence
dneff  0.015 (0.0146 at λ = 1460 nm or 0.0158 at λ = 1580 nm).
In practice, the number of sampling points N should be taken large enough
to avoid aliasing eﬀects. Indeed, if the Nyquist frequency fc is too small with
respect to the signal bandwidth, frequencies higher than fc will appear as spurious
frequencies in the measured spectrum [47].
In optics, when an interferometric technique provides both the amplitude A(x)
and the phase Φ(x), the complex optical ﬁeld A(x) · exp(iΦ(x)) can be computed
and the Fourier analysis applied. In near-ﬁeld microscopy, such a technique has
already proven to be powerful (see [9, 48–50] and references therein).
4.3 Tunability
The wavelength range of the laser source (see Sec. 4.1.1) lies between 1460 nm
and 1580 nm. The ﬁbers constituting the multi-heterodyne interferometer are
fortunately single mode over this range. However, due to wavelength-dependent
phenomena in the system, comparing measurements realized at diﬀerent wave-
lengths requires caution. In the next sections, we will address the diﬃculties that
may arise because of the wavelength dependence of the channel powers, and be-
cause of parasitic heterodyne frequencies. Finally we will show that the reference
polarizations fortunately remain linear and orthogonal over the whole wavelength
range.
4.3.1 Power ﬂuctuations due to wavelength tuning
While tuning the wavelength, the powers of the four individual channels con-
stituting the multi-heterodyne interferometer (see. Fig. 4.1) ﬂuctuate. These
variations arise as a combined eﬀect of the detector response, the AOM trans-
mission characteristics and the ﬁbered optical components.
The detector has a spectral sensitivity S (see Eq. 2.5) which explicitly varies
according to the frequency of light ν, and implicitly through the quantum eﬃ-
ciency η that depends on the optical properties of the material constituting the
photodiode. The manufacturer speciﬁcations show that the spectral sensitivity S
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Figure 4.8: (Color online) Wavelength dependance of the output power of an
AOM. The AOM is optimized for λ = 1520 nm with a driving fre-
quency of f = 40.79MHz.
of the overall InGaAs photodiode varies no more than 5% over the wavelength
range of interest, and so varies the detected signal.
The AOMs also have a wavelength-dependent response. In a simple view,
AOMs consist of a transparent crystal (Chalcogenide in this case) in which a
propagative acoustic wave of frequency f0 is created. This wave induces periodic
variations of the index of refraction that acts as a grating. As the optical wave
propagates through the crystal, the Doppler eﬀect shifts the optical frequency,
and the optical output frequencies become ν + mf0, where ν is the input light
frequency and m = ...,−1, 0, 1, ... are the indices of the grating orders [33].
The AOMs shown in Fig. 4.1 operate as positive frequency shifters by cap-
turing the ﬁrst (m = 1) diﬀracted order. These devices being ﬁbered, the output
PMFs are aligned with the ﬁrst diﬀracted order. This alignment is manufactured
for a nominal AOM frequency of f0 = 40.00MHz at λ0 = 1550 nm. While chang-
ing the wavelength, the angles of the orders slightly change, leading to a decrease
of the output power. In principle, this eﬀect can be compensate by modifying
the AOM driving frequency according to the rule
λ0f0 = λ1f1, (4.17)
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where λ1 and f1 are the new optical wavelength and AOM driving frequency.
Figure 4.8 shows the transmitted intensity of an AOM optimized for λ =
1520 nm, i.e., with Eq. 4.17 the driving frequency becomes f = 40.79MHz (λ0 =
1550 nm, f0 = 40.00MHz). The intensity ﬂuctuations do not exceed 10% over
the whole wavelength range. The AOM frequency correction will therefore not
be applied unless absolutely necessary. It follows that the best compromise is to
set f1 at 40.79MHz, which corresponds to the optimal frequency for the central
wavelength of the laser wavelength range, i.e., λ = 1520 nm. The three remaining
AOM frequencies are set according to Tab. 4.1: f2 = 40.81MHz, f3 = 40.84MHz
and f4 = 40.88MHz.
Finally, the passive optical components themselves also introduce spectral
inhomogeneities. Starting from the laser, the power is distributed within the
four arms of the multi-heterodyne interferometer by means of PBSs and BSs.
These ﬁbered optical components are designed for the nominal wavelength of
1550±40 nm. When departing from these wavelengths, their behaviors (splitting
ratios, polarization extinction ratios) are expected to be slightly altered. The
laser wavelength range being 1460-1580 nm, shorter wavelengths are expected to
exhibit stronger variations.
The overall wavelength dependence of the channel powers – including the
detector and AOM responses – have been measured. Figure 4.9 (a) presents
the relative intensity ratio (I1,2/(I1 + I2)) of the references at the level of the
detection plane of Fig. 4.1. The observed ﬂuctuations do not exceed 10% for both
channels, leading to a maximal intensity ratio of I1/I2 = 1.5. As I1,2 = A
2
1,2, the
corresponding amplitude ratio is approximately 1.2.
Figure 4.9 (b) shows the equivalent relative intensity ratio (I3,4/(I3 + I4))
of the object channels at the entrance of the illumination system of Fig. 4.1.
Compared to the reference case, these curves show less ﬂuctuations but the dis-
crepancy with respect to the ideal value of 0.5 increases at lower wavelengths. At
most, the discrepancy reaches 10% for both channels (at λ = 1460 nm), leading
to an amplitude ratio of 1.2.
With respect to the heterodyne signals of Eqs. 4.7, the worst case occurs if one
particular reference is 1.2 times greater than the other one, and interferes with
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Figure 4.9: (Color online) In (a) is displayed the relative intensity ratios of the
individual references at the detection plane as a function of the wave-
length. (b) shows the relative intensity ratios of the object channels
at the entrance of the illumination system (see. Fig. 4.1).
an object beams 1.2 times greater than the other. In such a case, the heterodyne
signal will be 1.5 times too strong with respect to the weaker combination. This
result is quite satisfactory as long as ﬁne comparison between heterodyne signals
are not required. For ﬁne comparison, the heterodyne signals should be evaluated
with Eqs. 4.8.
4.3.2 Spurious heterodyne frequencies
Another challenge while tuning the wavelength arises from the AOM frequency
generator. In principle (as mentioned by the manufacturer), the setting of the
AOMs should be performed by maximizing their output power. A knob on the
generator allows adjustment of the driving electrical power of each AOM. The user
should ﬁnd the knob position that maximizes the AOM output power. However,
with respect to the electrical spectrum of the detected intensity, this position
may not be optimal. In Fig. 4.10 are displayed two spectra acquired with a
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Figure 4.10: (Color online) A variation as small as 0.4% of the AOM output
intensity leads to spurious frequency peaks (red) in the detector
spectrum with respect to the optimal spectrum (blue).
FFT spectrum analyzer (Stanford Research, Model SR770 ). The red curve has
the highest intensity while showing spurious frequency components. With an
intensity decrease of about 0.4%, the blue curve reveals a spectrum without
additional frequencies.
Interestingly, the two major peaks are at 20 kHz and 50 kHz, which correspond
to f2 − f1 and f3 − f1. Because all of the other AOMs are disconnected, we at-
tribute this eﬀect to an internal coupling in the frequency generator. Even for the
peak-free AOM spectrum, this eﬀect arises again while changing the wavelength.
These spurious components matching the heterodyne beat frequencies will result
in time varying amplitude modulations and phase distortions. The FFT tech-
nique presented in Sec. 4.2.3 may eventually discriminate between wanted and
unwanted signals. For ﬁne measurements, it is therefore important to look at the
output spectrum of each AOM independently.
4.3.3 Orthogonality of the reference and object channels
The system is designed to generate two references with linear and orthogonal
SOPs. Because they evolve in SMFs after their recombination up to the detector
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Figure 4.11: (Color online) Linearity and orthogonality of the reference SOPs. A
Glan-Thompson polarizer is introduced in front of the detector of
the MH-SNOM interferometer (see Fig. 4.1). The object channels
are switched oﬀ. In (a), the detected signal for reference 1 (respec-
tively reference 2) while rotating the polarizer (λ = 1460 nm). In
(b), the angle diﬀerence between a maximum of reference 1 and its
corresponding minimum for reference 2.
(see Fig. 4.1), it is important to verify that their linearity and their orthogonality
are well preserved over the whole wavelength range.
The orthogonality of the reference beams has been veriﬁed by introducing a
Glan-Thompson polarizer just before the detector of Fig. 4.1. This situation is
depicted at the top shown in Fig. 4.11. The polarizer is mounted on a motorized
rotation stage (Standa, Model 8MR151 ). The object channels are switched oﬀ.
We successively measured the intensity produced by reference 1 and 2 at diﬀerent
positions of the polarizer, and at diﬀerent wavelengths. Figure 4.11 (a) shows a
typical result obtain at λ = 1460 nm. This ﬁgure shows out-of-phase sinusoidal
proﬁles whose minima are close to zero. The ratio between the minimum and the
maximum for each channel is less than 1.5% over the whole wavelength range.
The angular diﬀerence between a maximum of reference 1 and the corresponding
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Figure 4.12: (Color online) Assessment of the phase drifts in the multi-
heterodyne interferometer. The measurements start 6 hours after
initialization of the system. No sample or probes are involved: the il-
lumination ﬁber is directly connected to the ﬁnal coupler in Fig. 4.1.
minimum of reference 2 is presented in Fig. 4.11 (b) for diﬀerent wavelengths. As
can be seen, the angular diﬀerences do not exceed 2.5 deg. From these observa-
tions, the two references can be considered to be linear and orthogonal over the
whole wavelength range.
On the other hand, the object channels travel in PMFs since their generation
and up to the illumination system (see Fig. 4.1). Their orthogonality as well as
their linearity are thus extremely well preserved.
4.4 Phase drifts
While for simple intensity measurements phase drifts are not relevant, they play
a crucial role in phase measurements. In order to assess them, we bypass the
sample and the probe in Fig. 4.1 and directly connect the illumination ﬁber
to the ﬁnal coupler. The phases corresponding to the heterodyne signals at
f21 = 20 kHz, f32 = 30 kHz, f31 = 50 kHz, f42 = 70 kHz and f41 = 90 kHz are
acquired over more than 8 hours. Just after initialization, the multi-heterodyne
interferometer starts to heat up and the phase drifts are signiﬁcant. We display
in Fig. 4.12 the typical phase measurements after 6 hours and for a time duration
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of 2 hours. Among the diﬀerent curves, the phase of the 50 kHz signal has the
fastest evolution. The typical phase drift is approximately 2π radians per hour.
The phase drifts are almost linear. From our experience, it is usually the case
after the system has heated up and within the time period corresponding to a
scan (max 1 hour). Moreover, they can be assessed before and after the scan with
a static acquisition, and the 2D maps can be corrected accordingly. For 1D high
resolution lines, they can be neglected (see Sec. 4.2.3).
Such drifts originate ﬁrst from optical path diﬀerences which are diﬃcult to
equalize, especially between the reference and object arms (the latter indeed in-
volves the length of the SNOM probe). Secondly, the use of PMFs may cause
some issues whenever linear SOPs are not extremely well aligned with the prin-
cipal (slow and fast) axes. Among the future work that could be pursued on
the MH-SNOM, the limitations imposed by phase drifts are probably among the
most important.
4.5 Conclusion
In this chapter, a detailed description of the multi-heterodyne scanning near-ﬁeld
optical microscope has been presented. This system allows amplitude, phase
polarization-sensitive measurements of optical near and far ﬁelds. All of the
building blocks constituting the set-up have been presented in detail. The general
form of the detected ﬁelds has been derived. Through a representative experi-
ment, the signal to noise ratios between the diﬀerent channels have been found
to be around 50 dB, with detected optical powers as low as 5 pW, leading to
a phase accuracy of about 0.18 deg. The better phase resolution resolvable by
the whole system has been assessed to be 0.05 deg. In practice, this accuracy is
however limited by optical and mechanical stability. The issues that may arise
while changing the optical wavelength have been discussed. In particular, we
have shown that an amplitude discrepancy of no more than 1.5 (worst case) with
respect to an ideal measurement is expected between the diﬀerent heterodyne
channels over the whole wavelength range (1460 − 1580 nm). Finally, the maxi-
mum phase drifts occurring within the multi-heterodyne interferometer have been
found to be approximately 2π radians per hour.
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In the next chapters, we will report on the use of the multi-heterodyne scan-
ning near-ﬁeld optical microscope for the measurements of surface electromag-
netic waves. Except the last chapter of this work (Chap. 9) which deals with
surface plasmon polaritons, sample involving Bloch surface waves generated in a
dielectric multilayer will be presented.
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5
Bloch Surface Waves at a planar interface
Surface Electromagnetic Waves (SEWs) are non-radiative electromagnetic waves
conﬁned at the interface between two media [51]. Their characteristics are deter-
mined by the optical properties of the constituent materials. The most popular
SEWs are certainly the Surface Plasmon Polaritons (SPPs). SPPs appear at
metallic/dielectric interfaces and correspond to a coupling between photons and
plasmons (collective excitation of free electrons in a solid) [52–54]. Another kind
of SEWs are the Surface Phonon Polaritons which are formed by a strong cou-
pling of infrared light and optical phonons in polar crystals [9, 55, 56]. SEWs
may also be sustained in special conditions at the interface between anisotropic
transparent materials [57]. These waves are known as Dyakonov surface waves.
Besides homogeneous materials, artiﬁcial materials such as Photonic Crystals
(PhC) can also sustain SEWs [58–60]. In such materials, SEWs might exist at
PhC-air interfaces [57] or at PhC-PhC interfaces [61].
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The existence of SEWs in a PhC structure being related to its photonic band
structure, such surface optical modes are also called Bloch Surface Waves (BSWs).
Their dispersion relations lie within or on the edge of the forbidden bands [62]. In
the literature, BSWs are also referred to as Tamm states, surface optical modes
or surface photons. In the following work, they will be referred to as BSWs.
Certainly the simplest PhC structure, the dielectric multilayer, may sustain
SEWs when properly designed [63, 64]. The ﬁrst far-ﬁeld observation of BSWs
within a dielectric multilayer was reported in the late 1970’s [65, 66]. Although
BSWs share common features with SPPs – mainly a strong ﬁeld conﬁnement
close to the interface with the outer medium [67] – BSWs also diﬀer in the sense
that they propagate in dielectric materials, and therefore, they are not subject to
strong absorptions as SPPs in metals. The low dispersion of the refractive index
in dielectric materials also allows a larger spectral tunability. Unlike SPPs which
have an exponential amplitude decay on both sides of the interface, BSWs in
dielectric multilayers have an exponentially decaying envelope into the structure
[68]. In general, modes that are located close to the center of the bandgap are
shown to be more localized, leading to signiﬁcantly higher surface electromagnetic
ﬁelds than modes located near the band edge [69]. Moreover, a careful design of
the multilayer allows the generation of two BSWs at the same wavelength and
with diﬀerent penetration depths into the outer medium [70]. These features –
with the advantages of choosing the materials, the dimensions and the number
of layers – makes BSW-based sensing applications promising [71–74].
5.1 Amorphous silicon nitride multilayer
The planar multilayer that will be described here is fundamental for the rest of
this work. Indeed, diﬀerent polymeric structures will be deposited on the top
interface: a subwavelength grating in Chap. 6 and diﬀerent ultra-thin ridges in
Chaps. 7 and 8. The multilayer fabrication was performed by Emiliano Descrovi
and Fabrizio Giorgis at the Materials and Microsystems Laboratory χLab (Po-
litecnico di Torino, Italy), and the calculations by Emiliano Descrovi.
The structure is presented in Fig. 5.1. The multilayer is composed of hydro-
genated amorphous silicon nitride grown by Plasma Enhanced Chemical Vapor
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Figure 5.1: (Color online) Schematic view of the amorphous silicon nitride mul-
tilayer used in this work.
Deposition (PECVD) on a 500μm thick glass substrate (Corning, np = 1.5).
The composition of the layers is controlled by varying the fraction of ammonia in
the SiH4+NH3 plasma. The multilayer consists of 10 periods of alternating high
index (nh = 2.23 at λ = 1530 nm) and low index (nl = 1.75 at λ = 1530 nm)
layers whose thicknesses are dl = 294 nm and dh = 240 nm respectively. The top
layer has a low index. This structure was designed to support only TE-polarized
BSWs. Fabrication details may be found in [50]. The choice of the polarization
is somehow arbitrary since structures sustaining TM-polarized BSWs can also
be realized. However, the band diagrams for TM polarization show additional
features such as Brewster points that complicate slightly the design [75].
The band diagram associated with an inﬁnite stack of layers is presented in
Fig. 5.2. The abscissa axis refers to the propagation constant β of light guided
within the structure (parallel to the multilayer interfaces). The white regions
indicate forbidden bands, while the dashed lines represent the dispersion relations
ω = βc, ωp = βc/np, ωl = βc/nl, ωh = βc/nh of the free photons propagating in
vacuum, in the substrate, in the low and high refractive index layers, respectively.
If we consider a truncated, semi-inﬁnite multilayer, the BSW dispersion curve
can be calculated using Maxwell’s equations. In the past, several computational
methods have been proposed (see e.g. [75] and references therein). With the
help of a well-known matrix method [76], we found that the proposed multilayer
sustains a BSW in the ﬁrst forbidden band, slightly beyond the vacuum light line
and at the multilayer-air interface. The dispersion relation corresponds to the
BSW curve in Fig. 5.2. As the BSW curve lies above the high and low index light
lines, the ﬁeld in both layers are propagating. The portion of the BSW dispersion
which is localized above to the substrate line corresponds to the states that can
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Figure 5.2: (Color online) Calculated band diagram (TE polarization) of a mul-
tilayer consisting of an inﬁnite sequence of high (nh = 2.23) and low
(nl = 1.75) refractive index layers whose thickness are dh = 240 nm
and dl = 294 nm respectively. The white regions indicate the forbid-
den bands. In addition, the BSW dispersion curve associated with
the truncated silicon nitride multilayer is also shown.
be excited with a prism, for example.
The light lines of the high and low index layers are displayed for historical
reasons. In their fundamental work, Yeh et al. have indeed analyzed surface
modes located between these two lines [77], resulting in ﬁelds with propagating
behavior in the higher index medium while being evanescent in the lower index
medium.
5.2 Far-ﬁeld characterization
The far-ﬁeld characterization method described here has been implemented by
Lorenzo Dominici and Francesco Michelotti at the Dipartimento di Energetica
(SAPIENZA, Universita` di Roma and CSIM, Italy). The dispersion curves which
will be measured with this technique will be necessary for the consistency of the
discussion. We will refer to this method in the current chapter as well as in
Chap. 6, 7 and 8.
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Figure 5.3: (Color online) Sketch of the ellipsometric setup in the Kretschmann-
Raether conﬁguration used for the far-ﬁeld characterization of BSWs
coupled to the silicon nitride multilayer.
5.2.1 Far-ﬁeld characterization technique
A schematic of the setup is shown in Fig. 5.3. A collimated and TE-polarized
beam is expanded from a ﬁbered tunable diode laser source (Nettest, Model
Tunics-Plus) and used to illuminate the sample through the input facet of a
45 deg BK7 glass prism (np = 1.50). The angular divergence of the illuminating
beam is estimated to be δ = 0.038 deg. The sample is contacted to the prism
facet by means of a proper index matching liquid. Angular reﬂectance proﬁles at
ﬁxed wavelengths are obtained by means of a single channel detection scheme, in
which the sample is rotated with respect to the incident beam. The parameter
θ is the angle between the normal to the multilayer planar interfaces and the di-
rection of the incident beam at the prism/multilayer interface. A low numerical
aperture lens collects and focuses the reﬂected light onto the photodiode. As the
angular orientation of the sample varies, the collection lens and the photodiode
are rotated accordingly.
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Figure 5.4: (Color online) (a) Experimental far-ﬁeld angular reﬂectance in the
Kretschmann conﬁguration. (b) Reﬂectance anomaly associated with
the BSW coupling (raw and deconvolved data).
5.2.2 Propagation constant and attenuation length
In the Kretschmann conﬁguration, the propagation constant β of the guided
modes propagating in the structure can be calculated through β = np2π sin θ/λ,
where the incidence angle θ of the incident light is considered at the multi-
layer/glass interface. According to the band diagram shown in Fig. 5.2, we expect
to couple BSWs in the ﬁrst forbidden band at incidence angles slightly larger than
the critical angle.
The full BSW dispersion curve in the wavelength range 1450-1590 nm may be
found in [78]. Fig. 5.4 shows the angular reﬂectance proﬁle measured at a ﬁxed
wavelength λBSW = 1550 nm. The angular position of the cusp in Fig. 5.4 (a)
lies on the vacuum light frequency ω = βc shown in Fig. 5.2, while the sharp
dip represents a reﬂectance anomaly indicating BSW coupling. The dip centered
at the angle θBSW corresponding to np sin θBSW = 1.1553, leads to the far-
ﬁeld estimation of the propagation constant βFFBSW = np sin θBSW · 2π/λBSW =
4.683μm−1. No reﬂectance dip is observed for a TM-polarized illuminating beam.
As described by Ulrich in [79], the bandwidth of reﬂectance anomalies can
be used to calculate the decay length of prism-coupled waveguide modes. Nev-
ertheless, a signiﬁcant broadening of the measured reﬂectance dips occurs due
to the angular divergence of the illuminating beam. In fact, for given coupling
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strength conditions, the measured reﬂectance anomalies result from a convolu-
tion of the waveguide transfer function with the angular spectrum of the incident
beam. In the far-ﬁeld characterization method, a gaussian beam whose measured
angular divergence is about δ  0.038 deg is used. The corresponding waist be-
comes w0 = λ/πδ = 744μm. In order to remove the inﬂuence of the ﬁnite size
of the illuminating beam, a one-dimensional deconvolution of the measured re-
ﬂectance anomaly by the beam angular spectrum is performed. The result has a
Lorentzian proﬁle, as shown by the dashed curve of Fig. 5.4 (b). The full band-
width of the deconvolved proﬁle is σ = 1.1 · 10−3 and approximates the BSW
losses for a plane-wave excitation. The far-ﬁeld estimation of the BSW decay
length is LFFBSW = (πσ/λBSW )
−1 = 448.5μm. The decay of the mode along the
propagation direction results from absorption in the material, surface scattering
and leakage into the prism. Nevertheless, due to the low absorption of silicon ni-
tride in the near-infrared (NIR) range and to the low roughness of the multilayer
surface [80], the BSW is mainly attenuated by light leakage into the prism. Such
a backward coupling can be suppressed with a local coupling region such as an
excitation close to the edge of the prism or with a local grating.
Once the BSW decay length is known, an estimation of the coupling strength
can be performed. We consider the ratio LFFBSW /w0 = 0.634 as a coupling param-
eter, demonstrating that the far-ﬁeld measurements are conducted under coupling
conditions close to the optimum [79]. This allows a rather large fraction of the
incident power to be transferred to the BSW and to be guided with low losses.
5.3 Near-ﬁeld experiment
We use the Multi-Heterodyne Scanning Near-Field Optical Microscope (MH-
SNOM) described in Chap. 4 to investigate the optical response of the multilayer.
As shown in Fig. 5.5, the sample is illuminated in the Kretschmann conﬁgura-
tion. A 45 deg BK7 prism holds the sample and an appropriate index matching
ﬂuid is used. The illumination is provided by either a focuser or a collimator
(OZ Optics). They are mounted on a goniometric stage placed on a 3-axis trans-
lation stage. The focuser (or collimator) output is rotated in order to generate
TE and TM-polarized illumination with the object channels 3 and 4 of Fig. 4.1
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Figure 5.5: (Color online) The sample is illuminated in the Kretschmann con-
ﬁguration with a focused or collimated beam. At right, two images
showing the absorption line observed with the CCD camera when the
BSW coupling occurs.
(Chap. 4), respectively. The optical response of the multilayer under TE (resp.
TM) illumination is therefore expected at heterodyne frequencies f31 = 50 kHz
and f32 = 30 kHz (resp. f41 = 90 kHz and f42 = 70 kHz).
The reﬂected light is detected by an infrared-sensitive CCD camera arranged
in a standard single wavelength M-line conﬁguration (see e.g. [81]). For well
deﬁned angle θBSW and wavelength λBSW , the TE-polarized light couples to
a BSW: an absorption line is then observed in the far ﬁeld on the CCD cam-
era. Typical absorption lines are shown in Fig. 5.5 for focused and collimated
illuminations.
5.4 Bloch surface waves near-ﬁeld distribution
We focus the combined TM and TE polarized beam on the multilayer surface
through the coupling prism. The beam wavelength and incidence angle are
λBSW = 1550 nm and θ = θBSW , respectively. Because the multilayer is de-
signed to couple only TE-polarized light to the BSW in the 1450 − 1590 nm
spectral range, the near-ﬁeld distributions associated with the two orthogonal
polarizations are expected to be diﬀerent at the multilayer surface; the TM-
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Figure 5.6: (Color online) Amplitudes of the optical near-ﬁeld collected by the
MH-SNOM at the multilayer surface: (a-b) TE-polarization (object
channel 3) projected onto the two references 1 and 2 of Fig. 4.1 (het-
erodyne beat frequencies at 30 and 50 kHz), (c-d) TM-polarization
(object channel 4) projected onto the same references (heterodyne
beat frequencies at 70 and 90 kHz). Illumination wavelength λ =
1550 nm, incidence angle θ = θBSW . (e) Shear-force error signal
map.
polarized light being evanescent through Total Internal Reﬂection (TIR). The
simultaneously obtained four amplitudes of Eqs. 4.7 are displayed in Figs. 5.6 (a-
d). Figures 5.6 (a-b) shows the TE response of the multilayer, whereas Figs. 5.6
(c-d) shows its TM response1. A normalization is performed with respect to the
amplitude maximum.
The tip-sample distance is controlled by means of a shear-force feedback sys-
tem working in constant-height mode. The SNOM tip is kept in close proximity
to the sample surface during the scanning process. The shear-force error map
shown in Fig. 5.6 (e) reveals the presence of topographic defects. Because the
allowed X and Y lateral displacement of the piezo scanner is only 100× 100μm,
larger areas are obtained through series of spatially overlapping maps stitched
1The intensity patterns corresponding to Eqs. 4.9 are shown in Ref. [50] instead of the four
amplitudes.
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Figure 5.7: (Color online) Cross sectional normalized amplitude distribution of
the TE and TM polarized near ﬁelds on the multilayer surface mea-
sured along the line x = 0.
together using the error signal. Coarse positioning of the probe is achieved using
the motorized stage (see Sec. 4.1.5). Here, four scans are joined together.
The near-ﬁeld maps of Fig. 5.6 provide direct evidence of BSW coupling. The
TM-polarized ﬁeld appears as an elongated Airy pattern. In the focal plane of the
incident focused beam, the optical ﬁeld has an Airy-like distribution due to the
diﬀraction at the focuser entrance pupil. The observed elongation is due to the
combined eﬀect of refraction at the prism input facet and the geometrical pro-
jection of the focused incident beam onto the multilayer surface. The horizontal
spot size gives an indication of the beam waist within the prism: w0  11.4μm.
In contrast, the TE-polarized ﬁeld appears as a comet-like pattern. We identify
a radiation coupling region, where an elongated Airy-like distribution showing
a strong, asymmetric deformation in the y direction is observed. Far from the
coupling region, a low divergence “comet tail” reveals BSW propagation.
A more detailed analysis of the near-ﬁeld distribution can be performed by
considering the cross-sectional ﬁeld distributions. Because the time duration of
each individual scan in Fig. 5.6 takes at least 90 minutes, the relative orientation
of the object beam with respect to the references slightly changes: the ratio
between the TE amplitudes at 30 kHz and 50 kHz changes by 3%. It is therefore
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Figure 5.8: (Color online) (a) Amplitude proﬁle of the BSW along the propa-
gation direction. The best exponential ﬁt returns a decay length
L = 470.2μm. (b) Amplitude proﬁle of BSW as a function of dis-
tance from the multilayer surface. The best exponential ﬁt returns a
decay distance d = 427 nm.
more appropriate for quantitative measurements to work on the TE amplitude
given by the square root of Eq. 4.9 (as done in [50]). Figure 5.7 shows the
normalized amplitudes of both the TE and TM ﬁelds along the line x = 0 (the
propagation axis of the BSW).
The shift of the TE-polarized amplitude maximum in the forward direction
with respect to the TM-polarized maximum highlights the resonant coupling of
the BSW. In the case of a purely gaussian incident beam, such a shift monotoni-
cally increases as the coupling strength diminishes. In particular, for a coupling
parameter LFFBSW /w0 = 448.5/11.4  40, Ulrich [79] predicts a positive shift of
the intensity maximum ytheoryM  1.7 · w0 = 19μm which is rather close to the
experimentally observed yexpM = 22μm.
One eﬀect due to weak coupling is the tiny near-ﬁeld enhancement associ-
ated with the prism-coupled surface modes [82]. We observe a BSW amplitude
maximum ∼ 2.5 times as large as compared to the TM-polarized TIR ﬁeld. In
the next section we will show that the BSW near-ﬁeld intensity can be greatly
enhanced by means of a collimated beam increasing the coupling strength.
Far from the region of incidence, the traveling BSW is slowly attenuated
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Figure 5.9: (Color online) One-dimensional Fourier Transformation (absolute
value) of the two complex ﬁelds corresponding to the TE polariza-
tion. The ﬁelds are acquired in the comet tail region and along the
propagating direction.
mainly because of back-coupling into the prism. In this case, the ﬁeld distribution
in the propagation direction can be described with decreasing exponential func-
tions. In order to estimate the BSW decay length, we perform a one-dimensional
scan in the y direction centered on the BSW (x = 0). Only the comet tail region
is observed. As shown in Fig. 5.8 (a), the BSW amplitude gradually decreases
in the propagation direction. Due to the low absorption of silicon nitride in the
NIR region, the losses are essentially due to back-coupling of light into the prism.
Furthermore, in Fig. 5.8 (b), the SNOM probe is kept at constant x and y posi-
tion while the probe approaches the multilayer surface: the surface mode is only
weakly scattered by the ﬁlm roughness and remains tightly conﬁned to the sam-
ple surface. Best-ﬁt curves of the measured near-ﬁeld amplitude proﬁles shown in
Fig. 5.8 indicate an attenuation length of LNFBSW = 470.2μm in the propagation
direction and a decay distance of d = 427 nm normal to the multilayer surface.
The slightly larger value of LNFBSW with respect to L
FF
BSW may be due to the
presence of some residual direct illumination in the scanned region.
We will now ﬁnd the propagation constant of the BSW by applying the Fourier
analysis developed in Sec. 4.2.3. A high resolution scan (4096 points) is acquired
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over 90μm along the comet tail. The resolution in the Fourier space becomes
(Eq. 4.15) dky  7 · 104 m−1.
In Fig. 5.9 are displayed the absolute values of the Fourier spectra correspond-
ing to both TE signals (at 30 kHz and 50 kHz). Both spectra match well. The
large amplitudes and the frequency positions of the main peaks indicate that,
far from the coupling region, the TE-polarized near-ﬁeld is essentially harmonic,
with propagation constant βNFBSW = 4.672 ± 0.07μm−1. The rather large width
of the peak is a spurious eﬀect due to improper truncation of the signal in the
real space that leads to a non-integer number of wave periods into the Fourier
analysis. The diﬀerence between βNFBSW and β
FF
BSW evaluated in the far-ﬁeld falls
within the bounds of the experimental error dky.
Finally, it is straightforward to verify that with the propagation constant
βNFBSW = 4.672 ± 0.07μm−1 and the decay distance d = 427 nm, the magnitude
of the wavevector in air can be retrieved
|k| =
√
βNFBSW
2 −
(
1
d
)2
= 4.04 · 106 m−1, (5.1)
which represents a discrepancy of less than 0.2% with respect to the theoretical
value of k = 2π/λ = 4.05 · 106 m−1 (λ = 1550 nm).
5.5 Field enhancement
It is well known that the amplitude of the electromagnetic ﬁeld is strongly de-
pendent on the vertical conﬁnement of the BSW on the multilayer surface. It has
been shown that an increase of such a conﬁnement can be obtained by a proper
tailoring of the last multilayer layer, thus resulting in an electromagnetic ﬁeld
enhancement factor of several orders of magnitude [69,83].
In a given layered structure, the coupling strength determines the power den-
sity distribution of coupled modes as well as the maximum intensity value within
the guiding medium or at the structure boundaries. In the previous section,
the BSW has been weakly excited by means of a focused incident beam (waist
w0 = 11.4μm) in such a way that a slowly decaying guided mode was observed
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Figure 5.10: (Color online) Near-ﬁeld intensity spectrum of (a) a TE and (b)
a TM-polarized evanescent ﬁeld on the multilayer surface. The
polarization-dependent ﬁeld-enhancement eﬀect is associated with
the excitation of a TE-polarized BSW. For comparison purposes,
the near-ﬁeld spectrum of a simple glass/air interface illuminated
under TIR conditions at a ﬁxed angle is also shown (gray line in
both ﬁgures).
far from the directly illuminated coupling region. Nevertheless, the near-ﬁeld
enhancement associated with the BSW was rather small.
To appreciate more directly the ﬁeld enhancement, we excite a BSW at θ =
θBSW using a collimated beam (divergence δ = 4mrad, waist w0 = λ/πδ =
120μm at λ = 1550 nm). In this conﬁguration, the coupling parameter at λ =
1550 nm diminishes to LNFBSW /w0 = 470.2/120  3.9 and a strong increase in
the near-ﬁeld intensity is expected. We place the SNOM probe in proximity
to the surface and keep it at a ﬁxed position on the sample while tuning the
wavelength. During the wavelength sweep, the TE and TM near-ﬁeld intensities
spectrum are measured (Eq. 4.9). The incidence angle is set in such a way that a
near-ﬁeld intensity maximum is obtained at λ = 1550 nm. The measured results
are reported in Fig. 5.10.
The absolute TE and TM near-ﬁeld intensities can be directly compared. We
observe that the near-ﬁeld spectrum for the TE polarization shows a peak at
approximately λ = 1550 nm, where the detected intensity is almost two orders of
magnitude larger than that of the corresponding TM polarization. In addition to
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the experimental measurements, we rigorously calculate the near-ﬁeld intensity
spectrum generated by a one-dimensional gaussian beam of waist w0 = λ/πδ
and for wavelengths lying between 1535 and 1565 nm. In our computational
model (C-method), we consider a BSW excitation whose angle corresponds to an
eﬃcient coupling at λ = 1550 nm. We consider a Kretschmann geometry in which
a set of plane waves belonging to the angular spectrum of the incident gaussian
beam illuminates the multilayer structure. Finally, the calculated electric ﬁelds
for each angular spectrum component are coherently summed. These results are
superimposed on the experimental data in Fig. 5.10. We note that the calculated
spectra are normalized by an arbitrary factor obtained by best ﬁtting to the
experimental data. We only consider the TE case in the ﬁt process: the calculated
near-ﬁeld TM-polarized spectrum is normalized by the same factor.
The near-ﬁeld spectrum for TE polarization shows a fairly well-deﬁned reso-
nant Lorentzian shape, whose width and height match the measured proﬁle. At
the multilayer surface, the maximum intensity peak at λ = 1550 nm is more than
102 times the intensity predicted for a simple glass/air interface. This measure-
ment directly demonstrates the eﬀect of near-ﬁeld enhancement on the surface of
properly designed photonic structures. It is interesting to note that, outside the
BSW resonance region, the near-ﬁeld intensity is smaller than in the case of a
glass/air interface. This is due to the presence of the photonic structure, which
is a dielectric multilayer mirror and more strongly attenuates the (evanescent)
light tunneling to the surface of the device. A similar eﬀect also applies to the
TM-polarized ﬁeld.
These measurements represent an unprecedented direct quantiﬁcation of the
ﬁeld enhancement associated with BSWs, without using any supplemental model
based on far-ﬁeld observation [84].
5.6 Multilayer covered with a thin dielectric layer
This section represents the connection to the next three chapters. Indeed, we
will deal with ultra-thin (height about 100 nm) dielectric structures deposited on
the top interface of the multilayer. The ﬁrst step towards dielectric structures is
to understand what happens if the bare multilayer is covered with a planar and
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Figure 5.11: (Color online) (a) Schematic view of the silicon nitride multilayer
covered with a 110 nm thick polymeric layer. (b) Measured disper-
sion curve of the bare multilayer (left) on which is added the position
of the reﬂectance dips of the coated multilayer (right).
uniform ultra-thin polymeric layer.
The multilayer used up to now (see Sec. 5.1) is covered with a 110 nm thick
spin coated polymeric layer (positive photoresist, Clariant GmbH, AZ5214E).
The structure is schematically shown in Fig. 5.11 (a). In Fig. 5.11 (b) is shown
the far-ﬁeld dispersion curve of the bare multilayer (left) as obtained by the far-
ﬁeld characterization method described in Sec. 5.2.1. In addition are displayed
the position of the reﬂectance dips of the coated multilayer measured with the
same method.
As the BSW propagation constant is obtained through β = np2π/λ · sin θ (np
being the refractive index of the prism), adding a thin dielectric coating results
in a shift of the propagation constant to higher values. Interestingly, such a
thin coating results in two spectrally and angularly well separated BSW modes.
Together with the remarkable narrowness of the dips (inset), it will constitute
the basic mechanism for BSW waveguides that will be studied in Chap. 8.
Finally, the far-ﬁeld dispersion curves allow to deﬁne an eﬀective index neff
for the BSWs such that
β = neff2π/λ where neff = np · sin θ. (5.2)
The eﬀective index concept will be particularly useful when dielectric struc-
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tures will be deposited on the multilayer.
5.7 Conclusion
A near-ﬁeld analysis of BSWs coupled in a silicon nitride multilayer has been pre-
sented. This work provides an important insight into several interesting aspects
of BSW coupling and propagation characteristics.
A BSW can be weakly coupled into a dielectric multilayer with a moder-
ately focused TE-polarized beam in the Kretschmann conﬁguration. Similarly
to surface plasmons on metallic ﬁlms [85], the near-ﬁeld spatial distribution of
the mode shows an Airy-like coupling region due to the distortion of the direct
beam illumination in the BSW forward direction. The Fourier analysis based
on the measured mode amplitude showed that, far from the region of incidence,
only the k-component matching the propagation constant β of the BSW mode
survives. The BSW decay constant estimated by the near-ﬁeld measurements is
LNFBSW = 470μm. The attenuation is mainly due to radiative leakage through the
prism rather than material absorption. Thus, it can be drastically reduced by
propagating the BSW on a free guiding structure without a prism.
If BSWs are more strongly coupled, an evident ﬁeld enhancement is observed
in the near ﬁeld. By using a collimated beam, we have generated a near-ﬁeld 100
times stronger than the evanescent ﬁeld at the glass/air interface. These results
make surface waves coupled into dielectric multilayers an interesting alternative
to surface plasmons in sensing applications.
The main results of this chapter have been published in [50].
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6
Bloch surface waves within a multilayer covered by a
shallow dielectric grating
In this chapter, we consider Bloch Surface Waves (BSWs) within a dielectric
structure constituted by a silicon nitride multilayer covered with a subwavelength
dielectric grating. There is a growing interest in investigating the interaction of
surface waves with periodic structures. Typically, gratings on multilayers are used
for mode coupling [86]. Nevertheless, it has been recently suggested that shallow,
periodic corrugations realized on top of a multilayer can be used in biosensing
applications [72]. For well deﬁned grating geometries, the corrugation opens a
bandgap in the dispersion relation of the surface mode [87]. Such a bandgap can
be used for enhancing the amplitude of the surface wave [88], for increasing the
density of electromagnetic modes [89], or for guiding [90].
In this framework, a near-ﬁeld microscopy analysis provides important insight
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Figure 6.1: (Color online) Schematic view of the polymeric grating (PMMA) de-
posited on the top interface of the silicon nitride multilayer. The
grating height and period are h = 110 nm and Λ = 610 nm.
into the spatial distribution of the complex optical ﬁeld close to a structured
interface. In the following, we provide a direct visualization of the surface wave
propagation as aﬀected by the presence of the grating.
6.1 Experiment
The base structure is the silicon nitride multilayer described in Sec. 5.1. A 110 nm
thick azobenzene side-chain copolymer ﬁlm (DR1-PMMA, np = 1.67) spin coated
on the air-multilayer interface is holographically illuminated to produce a shallow
grating whose period and peak-to-peak amplitude are Λ = 610 nm and h =
110 nm, respectively. Fabrication details of the polymeric grating may be found
in [78]. A schematic of the sample is shown in Fig. 6.1.
We use the Multi-Heterodyne Scanning Near-ﬁeld Optical Microscope (MH-
SNOM) described in Chap. 4 to investigate the optical response of the struc-
ture. The sample illumination is shown in Fig. 6.2 (a). BSWs are coupled in
the Kretschmann conﬁguration by means of a BK7-glass prism. The incident
light is shaped with either a collimator or a focuser (OZ Optics) mounted on a
goniometer. The focuser (or collimator) output is rotated in order to generate
TE and TM-polarized illumination with the object channels 3 and 4 of Fig. 4.1
(Chap. 4), respectively. Only TE-polarized light couples to the BSWs. The go-
niometric stage is placed on a 3-axis translation stage. The beam diameter of the
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Figure 6.2: (Color online) (a) The sample is illuminated in the Kretschmann
conﬁguration with a focused or collimated beam. (b) Far-ﬁeld mea-
sured dispersion curves of the silicon nitride multilayer covered with
a shallow PMMA grating. The grating opens a bandgap.
collimator is about 500μm. The focuser has a divergence of 4 deg and produces
a spot size of about 20μm at the surface of the sample. The grating grooves
are placed perpendicular to the plane of incidence. We use an infrared-sensitive
charge coupled device (CCD) camera to collect the reﬂected light and check BSW
coupling in a classical M-line conﬁguration [81].
Calculations performed with the well known C-method [76] show that the
grating opens a bandgap in the BSW dispersion curve, as shown in Fig. 6.2
(b). The dispersion curve has been measured in the far ﬁeld [78] with the setup
described in Sec. 5.2.1. The black lines identify low-reﬂectance regions and are
associated with BSW coupling. In the following, we focus on ﬁve signiﬁcant
points marked by circles on the BSW dispersion curve. We consider the near-
ﬁeld distribution at the band edges (point A at λA = 1547 nm, θA = 55.3 deg
and point B at λB = 1524 nm, θB = 54.5 deg) and outside the bandgap (point C
at λC = 1502 nm, θC = 56.9 deg, D at λD = 1500 nm, θD = 49.6 deg and E at
λE = 1580 nm, θE = 53.5 deg).
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Figure 6.3: (Color online) Cross-sectional proﬁles of topography, amplitude, and
phase at (a) the low-frequency (point A in Fig. 6.2 (b)) and (b)
high-frequency (point B) band edges. The amplitude and phase are
produced by TE-polarized illumination beam.
6.2 Field at the band edges
In order to maximize the BSW coupling strength, a collimated beam of about
500μm is used for illumination. Once BSW coupling is obtained, linear scans of
6μm on the corrugated multilayer surface are performed. Points A and B are
considered ﬁrst. In Fig. 6.3, we show the measurements at the low-frequency
(A) and high-frequency (B) band edges, respectively. Although the sinusoidal
topographic proﬁle of the grating appears deformed because of the convolution
with the SNOM tip [91], these peaks and grooves are well deﬁned.
The measured near ﬁelds show an amplitude distribution having the same
periodicity as the grating. Similarly to planar Bragg reﬂectors, the high-energy
and low-energy ﬁelds have intensity maxima localized into the low-ε regions (air
band) and high-ε regions (dielectric band) respectively [87]. In both cases, the
phase shows a squared proﬁle with a π-shift occurring at amplitude minima. This
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Figure 6.4: (Color online) Normalized intensity distribution of the near-ﬁeld ob-
tained at the band edges. (a) TE and (b) TM-polarized incident
beam at point B, (c) TE and (d) TM-polarized at point A. The illu-
mination beam provides a spot of size 20μm.
is a typical eﬀect of interference between two counterpropagating waves having
equal amplitudes, i.e., the modes at the band edges are standing waves.
The two counterpropagating BSWs that are simultaneously coupled at band
edges can be imaged directly by using a weakly focused illumination beam of
about 20μm. We illuminate at (λA, θA) and (λB , θB) corresponding to the
points A and B in Fig. 6.2 (b) and detect both TE- and TM-polarized beams.
Near-ﬁeld measurements are performed over a scan region of 90× 90μm2, with a
linear sampling interval of Δx = 1.4μm. Since the measured ﬁeld is modulated
with the grating period Λ = 0.610μm, we expect an aliasing eﬀect. After proper
Fourier ﬁltering, we obtain the near-ﬁeld intensity maps presented in Fig. 6.4.
The TE-polarized near-ﬁeld distributions show a strongly elongated distribution
parallel to the illumination direction as compared to the TM-polarized ﬁeld. This
diﬀerence indicates BSW coupling. Nevertheless, while in the case of BSW cou-
pling on ﬂat multilayers the ﬁeld is distributed in an asymmetric, comet-like
pattern (see Fig. 5.6), in the case of BSW coupling at the band edges of a shallow
grating, the distribution appears rather symmetric. This eﬀect is due to the ex-
citation of both forward and backward propagating BSWs, traveling away from
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Figure 6.5: (Color online) Cross-sectional proﬁles of topography, amplitude, and
phase at optical frequencies and incident angles corresponding to (a)
point C, (b) point D, and (c) point E. As shown in Fig. 6.2 (b),
the amplitude and phase are associated with an optical near-ﬁeld
produced by a TE-polarized illumination beam.
the central coupling region in opposite directions.
6.3 Field outside the band edges
Outside the bandgap region, we focus our attention on the points C-E of Fig. 6.2
(b). The results are shown in Fig. 6.5. In addition to the opening of a bandgap,
the grating produces a branch folding of the BSW dispersion curve [78] that is
particularly evident at wavelengths shorter than λ = 1524 nm (point B). The
near-ﬁeld amplitudes associated with points C and D show a constant spatial
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distribution with very slight modulations almost comparable with the noise level
of the whole detection process.
The phase distributions exhibit the typical saw-tooth proﬁle associated with
propagating waves with a well-deﬁned propagation constant. The periodicity of
the phases is almost the same, but the BSWs travel in opposite directions. In
particular, the BSW at point C is characterized by a theoretically calculated
positive propagation constant βC = 2πnBK7/λ · sin(θC), while the BSW at point
D has a negative βD = 2πnBK7/λ · sin(θD)− 2π/Λ, being coupled through the -1
order of the grating. Within this framework, BSWs lying on the right branch of
the dispersion curve at frequencies higher than the bandgap are coupled to the 0
order of the grating, while BSWs on the left branch are eﬃciently coupled via the
-1 order. At the band edges, the two branches merge and the counterpropagating
waves are coupled simultaneously, resulting in the interference pattern shown in
Fig. 6.3.
At frequencies lower than the bandgap, calculations show that only one branch
of the dispersion curve is clearly visible. The BSW coupling eﬃciency via the -1
order of the grating is very small. At point E, we again detect a saw-tooth phase
proﬁle indicating a positive propagation constant. A slight modulation of the
near-ﬁeld amplitude is also found, as expected from rigorous calculations.
6.4 Conclusion
In this chapter, we have presented a near-ﬁeld analysis of TE-polarized surface
waves coupled into a periodically corrugated multilayer. We have demonstrated
that a standing BSW deﬁned by two counterpropagating modes having almost
identical amplitudes is generated at the band edges of the grating. The ﬁeld is
mostly localized in the grating grooves and peaks at the high- and low-frequency
photonic band edges, respectively. Away from the bandgap, the two counter-
propagating BSWs can be selectively coupled via either the 0 or the -1 diﬀraction
order of the grating. We also show that the SNOM technique can be usefully ex-
ploited to accurately characterize the optical response of subwavelength, shallow
gratings when illuminated by surface waves.
The major content of this work has been published in [92].
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Refraction of Bloch surface waves
Bloch Surface Waves (BSWs) are optical surface modes that may appear within
the photonic bandgap of a truncated, periodic dielectric multilayer (see Chap. 5
and Refs. [59, 65, 75]). For a carefully designed multilayer, such BSWs manifest
certain similarities with Surface Plasmon Polaritons (SPPs). Mainly, the optical
ﬁeld is highly conﬁned close to the interface with the outer medium [68]. As
SPPs, this characteristic leads to BSW sensing applications [72–74]. The surface
conﬁnement suggests that it may be useful to describe the propagation of BSWs
with simple 2D laws. Such downscaling of a 3D model to a 2D one is not only
of fundamental interest, but could facilitate the development of new and useful
devices based on these structures.
SPP propagation through diﬀerent kinds of interfaces was already extensively
studied. Griesing et al. studied the propagation through dielectric microprisms
deposited on a metal layer [93]. Zhang et al. looked at propagation through
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h = 110 nm Polymeric ridge
w = 10 μm
Glass substrate
Silicon nitride multilayer
Figure 7.1: (Color online) Schematic view of the polymeric ridge deposited on the
top interface of the silicon nitride multilayer (110 nm height, 10μm
width).
convex and concave lens-type dielectric structures laying on a metal layer [94].
Kitazawa et al. observed SPPs sustained at the interface between these Al and Au
layers [95]. These experiments conﬁrm that the transmission of the SPP through
such interfaces manifests a refractive-type behavior governed by Snell’s law.
BSWs possess speciﬁc properties that diﬀerentiate them from SPPs. Sus-
tained by a dielectric structure, they do not suﬀer from the losses due to metals
also. The mode of a BSW extends into the multilayer more than the evanescent
tail of the SPPs in the metallic layer(s). In this chapter, we report here on the use
of the Multi-Heterodyne Scanning Near-Field Optical Microscope (MH-SNOM)
to perform polarization- and phase-sensitive mapping of the propagating BSWs
modes. The experimental results show that despite the diﬀerences between SPPs
and BSWs, Snell’s law still accurately describes the propagation of BSWs through
thin dielectric structures.
7.1 Experiment
The base structure is the silicon nitride multilayer described in Sec. 5.1. Polymeric
ridges are then deposited on the top surface. The polymer (Clariant GmbH,
AZ5214E) is used as a positive photoresist (npol = 1.66) for photolithography.
Because of its viscosity (24.0 cSt at 25 ◦C), the minimal thickness reachable after
photolithography is 1μm. In order to reduce it even more, it has been diluted in
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Figure 7.2: (Color online) (a) The sample is illuminated in the Kretschmann
conﬁguration with a focused beam. (b) Far-ﬁeld measured disper-
sion curves of the bare multilayer (left) and the multilayer with an
additional 110 nm polymer layer deposited on top (right).
a solvent (n-butyl acetate). The n-butyl acetate increases the dilution without
interacting with the photosensitive molecules of the resist. A 1 to 6 volume ratio
(photoresist to solvent) leads to a ∼ 110 nm thick ﬁnal layer at a spinning speed
of 8000 rpm. This layer still shows a good adhesion to the silicon nitrite. In the
present work, the waveguide width and height are w = 10μm and h = 110 nm
respectively. A schematic drawing of the structures is shown in Fig. 7.1.
We use the MH-SNOM described in Chap. 4 to investigate the optical response
of the structure. In Fig. 7.2 (a), the object channels are shaped with a focuser (OZ
Optics) whose divergence of 4 deg creates a spot size of about 20μm at the surface
of the sample. The focuser is rotated so as to generate TE and TM-polarized
ﬁelds with the channels 4 and 3 of Fig. 4.1 (Chap. 4), respectively. The BSWs
are excited in the Kretschmann conﬁguration with a BK7 prism (np = 1.50).
The optical matching between the sample and the prism is ensured by an index
matching liquid. The focuser is mounted on a goniometer which allows to change
the coupling angle θ. The goniometric stage is placed on a 3-axis translation stage.
An infrared-sensitive charge coupled device camera is mounted in a classical M-
line conﬁguration in order to catch the reﬂected light [81]. When a fraction of
the TE-polarized incident light is coupled to the BSW, an absorption line is seen.
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Figure 7.3: (Color online) The simultaneously obtained (a) topography, (b) TM
and (c) TE-polarized near ﬁelds. The dashed lines correspond to the
edges of the ridge. In the plane of the sample, the incident light
arrives from the left and makes an angle βi of 62 deg with respect to
the ridge normal. The TE-light goes out of the polymeric ridge at a
transmitted angle of βt of 76 deg. In (d-f) are presented equivalent
measurements for βi = 75deg. This angle exceeds the critical angle
and the TE-polarized ﬁeld is trapped in the ridge (λ = 1555 nm).
Typical absorption lines have been presented in Fig. 5.5.
Figure 7.2 (b) resumes the measured dispersion relations obtained in Fig. 5.11.
The left curve corresponds to the dispersion curve of the bare multilayer. When
covered with a 110 nm thick polymeric ﬁlm, the right curve is shifted to higher
wavelengths (right curve). These dispersion diagrams have been discussed in
Sec. 5.6. In addition is represented the vertical air-glass line.
7.2 Refraction of Bloch surface waves: intensity measure-
ments
Figures 7.3 (a-c) respectively show the topography, the TM and TE-polarized
near ﬁelds as simultaneously obtained from the MH-SNOM (θ = 57.2 deg, λ =
1555 nm). According to the dispersion curves in Fig. 7.2 (b) and the divergence
of the illuminating beam, the BSW can only be excited in the polymer coated
multilayer. The incident light arrives from the left and its projection onto the
sample surface makes an angle βi of 65 deg with respect to the normal to the
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Figure 7.4: (Color online) Measured sin (βt) for several values of sin (βi) (red
diamonds). In blue and black are the calculated refraction angles that
should occur at a polymer-bare multilayer and polymer-air interface,
respectively (λ = 1580 nm).
ridge. The dashed lines mark the edges of the ridge as obtained from the topog-
raphy. The Airy pattern of the TM beam delimitates the incidence region. The
TE-polarized light excites a BSW in the polymeric ridge and then leaks out at
βt = 76deg, i.e., 14 deg with respect to the ridge. One can also ﬁnd an equivalent
angular contribution at 14 deg at the bottom of the ridge. It corresponds to that
part of the BSW which is reﬂected at the upper interface and transmitted at the
lower interface. In addition, by increasing βi, we reach the critical angle βTIR
above which the BSW is trapped and guided in the ridge through total internal
reﬂection (TIR). This situation is reached in the measurements of Figs. 7.3 (d-f)
where βi = 75deg. The TE-polarized light is guided and its pattern suggests
beatings between symmetric and asymmetric higher order modes [96]. Interest-
ingly, a careful attention to the TM map reveals that few light is also guided.
This behavior, as well as a detail modal analysis, will be addressed in Chap. 8
A series of measurements is then performed at diﬀerent βi (βi < βTIR, λ =
1580 nm). The red diamonds in Fig. 7.3 are the experimental values: sin βt is
plotted as a function of sinβi. The phase matching condition expressing the
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BSW coupling from the polymer coated multilayer to the bare multilayer is
nbBSW · sinβt = ncBSW · sinβi (7.1)
where nbBSW and n
c
BSW are the BSW eﬀective indices in the bare and coated
multilayer, respectively. They can be deduced from the far-ﬁeld measurements
through nbBSW = np sin θb and n
c
BSW = np sin θc, where θr and θb are the coupling
incident angles in the bare and coated multilayer, respectively (see Eq. 5.2). Using
the values θb = 48.8 deg and θc = 54.0 deg obtained at λ = 1580 nm from Fig. 7.2
(b), the Eq. 7.1 gives the solid line (blue on-line) plotted in Fig. 7.2, along with
the equivalent for coupling from the polymer coated multilayer to air (in black).
The linear ﬁtting of the experimental data provides a slope of 1.068 (R2  0.99),
which corresponds to a discrepancy of less than 0.8% with respect to the slope
of 1.076 given by Eq. 7.1.
As the width of the ridge is more than seven times the eﬀective wavelength,
in a simple model, we can assume that the 10μm wide ridge behaves as a semi-
inﬁnite layer [97]. The observed phenomenon is hence a refraction of BSWs at
an interface between two eﬀective media: a bare dielectric multilayer and the
polymer coated multilayer. The refractive behavior is well described by Snell’s
law.
7.3 Refraction of Bloch surface waves: phase measure-
ments
The observed refractive behavior may be imaged in 2D by looking at the wave-
fronts on the surface of the sample. We set the incident angle θ to 53.6 deg and
the wavelength to 1492 nm, and record the amplitude and phase maps. Under
these conditions, the TE-polarized light is coupled to the BSW in the bare mul-
tilayer (see Fig. 7.2 (b)). Figure 7.5 (a) shows the eﬀect of a ridge turned by
βi = 58.5 deg with respect to the propagative BSW. After a deﬂection to the left
within the ridge, the BSW goes out of the structure parallel to the initial BSW.
As the MH-SNOM is phase sensitive, the phase has been captured in small areas
of 5 × 10μm before, within, and after the ridge: Figs. 7.5 (b-d) respectively.
Consistent with the vertical propagation of the BSW before and after the ridge,
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Figure 7.5: (Color online) (a) Transmission of the TE-polarized BSW through the
ridge (dashed lines). The BSW propagates towards the top of the ﬁg-
ure. (b), (c) and (d) show the phase proﬁle wavefronts corresponding
to the black rectangles labeled b, c and d in (a) (λ = 1492 nm).
the wavefronts are ﬂat in (b) and (d). In (c), the wavefronts are tilted by ap-
proximately 6 ± 2.8 deg with respect to the horizontal. Using Snell’s law 7.1,
the expected angle is 4.9 deg (with θb = 53.4 deg and θc = 58.3 deg from Fig. 7.2
(b)), which agrees reasonably well with the measured value. These results indi-
cate that the in-plane orientation of the wavevectors across the interfaces satisﬁes
the phase matching condition. As in classical textbooks, the latter assertion leads
to Snell’s law.
7.4 From near to far ﬁeld
Because the probe collects the near ﬁeld, there may be an unseen radiative com-
ponent accompanying this phenomenon, i.e., some diﬀracted light corresponding
to a transmission from the BSW in the coated multilayer to the air. In order
to clarify this point, we turned oﬀ the shear-force feedback and made a series of
scans at diﬀerent heights above the sample surface. The angular misalignment
between the multilayer surface and the x-y scanning plane is less than 0.5 deg.
Figures 7.6 (a-e) corresponds to the measurements taken, respectively, at 300 nm,
567 nm, 833 nm, 1100 nm and 1366 nm above the surface of the ridge. In these
maps, the BSW propagates from the bottom to the top. As can be seen, no other
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Figure 7.6: (Color online) TE-polarized amplitudes at diﬀerent heights above the
sample surface: (a) 300 nm, (b) 567 nm, (c) 833 nm, (d) 1100 nm and
(e) 1366 nm. The dashed lines are the edges of the ridge.
relevant angular contribution appears. At 1366 nm, almost all of the signal inten-
sity vanishes. The signal that is seen close to the ridge (dashed lines) corresponds
to light scattered at the edge of the ridge. The scattering that occurs at the top
of the ﬁgures is due to sample inhomogeneities. We therefore conclude that no
signiﬁcant radiative component exists due to the polymer-air interface.
7.5 Conclusion
In conclusion, we applied the MH-SNOM to perform a polarization and phase-
resolved characterization of the BSW propagative modes in a multilayer dielectric
structure. These results demonstrate that the only mechanism responsible for the
transmission of a BSW through a thin dielectric relief is an energy transfer from
the BSW mode of the bare multilayer to the BSW mode of the coated multilayer.
At the interface, the deﬂection of the propagation direction is well described by
the 2D Snell’s law. A familiar law can therefore be used for the conception of
thin optical dielectric structures involving BSWs.
The major content of this work has been published in [98].
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Ultra-thin ridge waveguides for Bloch surface waves
In the last decade, a large number of issues related to the guiding of electro-
magnetic surface waves on a subwavelength scale have been addressed. Plas-
monics, the branch of optics which manipulates Surface Plasmon Polaritons
(SPPs), certainly remains the ﬁeld that has attracted most of the attention [99].
Plasmonic waveguides involving diﬀerent geometries have been proposed mainly
for gaining strong (lateral) ﬁeld conﬁnement while maintaining low propagation
losses. High-density packing of integrated photonic circuits principally moti-
vates this research ﬁeld [100]. In addition to guiding mechanisms based on
ultra-thin metallic membranes [101], nanoparticle chains [102, 103], nanowires
on dielectric substrates [104], dielectric nano-cylinders on metallic ﬁlms [105], or
V-grooves in metal surfaces [106], the most popular plasmonic waveguide conﬁg-
urations are constituted of Metal-Insulator-Metal (MIM) [107, 108] or Insulator-
Metal-Insulator (IMI) [109] structures. Among the latter, we recall the so-called
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Dielectric-Loaded Surface Plasmon Polariton Waveguides (DLSPPWs) [110], in
which a dielectric stripe is deposited onto a ﬂat metallic ﬁlm. For DLSPPWs, the
dielectric cladding should be thick enough to conﬁne SPPs within the ridge, and
therefore lowering the propagation losses and the sensitivity upon external per-
turbations. This latter feature makes the DLSPPW not particularly well suited
for sensing applications despite the millimeter range of propagation that can be
reached. Indeed, biochemical sensing is better achieved in waveguiding arrange-
ments where the ﬁeld is conﬁned in low refractive index materials such as water
or air (e.g. slot waveguides [111]).
In the ﬁrst part of this chapter, we demonstrate that an organic stripe of
nanometric thickness can guide Bloch Surface Waves (BSWs) in a multilayer,
while preserving the conﬁnement of the ﬁeld at the top interface. We use an
ultra-thin polymeric ridge (thickness < λ/10) deposited on a silicon nitride mul-
tilayer sustaining TE-polarized BSWs in the near infrared. In the case where
biosensing issues are of concern, the polymer might be replaced by any biochem-
ically functional material suitable for molecular recognition. At the cost of a
lateral conﬁnement in the range of a few micrometers, guidance is experimentally
demonstrated for ridge thicknesses down to approximately 110 nm with the actual
low losses mainly associated with the leakage through the substrate. Rigorous
computational analysis based on the Finite Element Method (FEM) suggests that
even thinner organic ridges might be employed, while still preserving the BSW
guidance.
In the second part of this chapter, we provide a detailed analysis of the modes
propagating in such a BSW waveguide. We ﬁrst demonstrate that the waveguide
sustains three modes and that we are able, by tuning the wavelength and choosing
the incident polarization, to selectively excite these modes. Then, the polarization
characteristics of these modes are investigated.
Unlike near-ﬁeld phase measurements which are routinely performed nowa-
days [7–10], polarization measurements in the near ﬁeld still remain a challenging
task [112,113]. Although experiments involving the polarization contrast mecha-
nism have been performed for a long time [13,14], measuring the state of polariza-
tion itself implies knowledge of the electric vector ﬁeld of light, i.e., two orthogo-
nal amplitude components and the relative phase diﬀerence between them [114].
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Figure 8.1: (Color online) The sample is illuminated in the Kretschmann conﬁg-
uration with a focused beam. The sample consists of a silicon nitride
multilayer with an ultra-thin polymeric ridge deposited on top.
Recently, the amplitude components of the ﬁeld have been measured [43, 45].
Measurements involving both the amplitude and phase of two orthogonal ﬁeld
components have also been carried out [115, 116]. In a beautiful experiment,
Burresi et al. [44] integrally resolved the state of polarization of light within a
2D photonic crystal. However, all these techniques rely on a serial experimental
process with control of the polarization in between each measurement.
Exploiting the capability of our Multi-Heterodyne Scanning Near-ﬁeld Optical
Microscope (MH-SNOM) to simultaneously measure the amplitude and phase of
two arbitrary orthogonal components of paraxial (near) ﬁelds, we develop a tech-
nique for retrieving the ﬁeld at the sample surface. The method relies on a priori
information about the ﬁeld distribution and on a simple numerical treatment
of the experimental data. We apply the technique to the previously mentioned
BSW waveguide using a simple energy consideration ﬁrst tested on the calculated
ﬁelds. We thus deduce the transverse and longitudinal components of the three
modes. Finally, we measure the individual dispersion relations of each of the
surface modes.
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8.1 Experiment
The base structure is the silicon nitride multilayer described in Sec. 5.1. Polymeric
ridges are then deposited on the top interface using the method discussed in
Sec. 7.1 (Fig. 8.1, side view). In the ﬁrst part of this chapter, the waveguiding
potential of the ultra-thin ridge is presented with a polymeric ridge whose width
and height are about w = 3.5μm and h = 110 nm, respectively. Then, a detailed
analysis of the guided modes is performed with a 4.5μm wide and 140 nm thick
ridge.
We use the Multi-Heterodyne Scanning Near-Field Optical Microscope (MH-
SNOM) described in Chap. 4 to investigate the optical response of the structure.
In Fig. 8.1, the object channels are shaped with a focuser (OZ Optics) whose
divergence of 4 deg creates a spot size of approximately 20μm at the surface of the
sample. The focuser is rotated so as to generate TE and TM-polarized ﬁelds with
the channels 4 and 3 of Fig. 4.1 (Chap. 4), respectively. The BSWs are excited
in the Kretschmann conﬁguration with a BK7 prism (np = 1.50). The optical
matching between the sample and the prism is ensured by an index matching
liquid. The focuser is mounted on a goniometer, which allows adjustment of
the coupling angle θ. The goniometric stage is placed on a 3-axis translation
stage. An infrared-sensitive charge coupled device (CCD) camera is mounted in
a classical M-line conﬁguration in order to observe the reﬂected light [81]. When
a fraction of the TE-polarized incident light is coupled to the BSW, an absorption
line is seen. Typical absorption line images are presented in Fig. 5.5.
8.2 Numerical method
In this section, we present the numerical method that is used in the following to
calculate the spatial distribution of the modes sustained by the BSW waveguides.
The simulations are performed with a commercial ﬁnite-element package (COM-
SOL Multiphysics v.3.5a). The calculation domain is enclosed in a Perfectly
Matched Layer (PML) to avoid reﬂections at the boundaries. A convergence
analysis is conducted to ensure that the mode eﬀective indices vary by less than
1%. It corresponds to a square computational domain with edges longer than
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Figure 8.2: (Color online) Schematic view of the polymeric ridge deposited on the
top interface of the silicon nitride multilayer (110 nm height, 3.5μm
width).
10λ, both in the x and z directions (see Fig. 8.1 for orientation). The thickness
of the PML is chosen to be equal to 1.5 · λ. The eﬀective index of the BSW
sustained by the bare multilayer is extracted from Fig. 5.11 (Chap. 5) using
the formula β = neff2π/λ and used as an initial guess for rapid convergence.
The simulations presented in this work were performed by Daniele Brunazzo at
the Nanophotonics and Metrology Laboratory (Ecole Polytechnique Fe´de´rale de
Lausanne, Switzerland).
8.3 Guiding Bloch Surface Waves
8.3.1 Near-ﬁeld demonstration
In Sec. 5.6 (Chap. 5), we have demonstrated that adding an ultra-thin poly-
meric coating (110 nm thick) to the silicon nitride multilayer shifts the dispersion
curve of the BSW to higher propagation constants (at constant wavelength). In
addition, we have shown that both dispersion relations are spectrally and angu-
larly well separated. Such a separation, together with the remarkable narrowness
of the BSW reﬂectance dips, provides the basic mechanism for obtaining good
conﬁnement of a BSW in the polymeric ridge.
Figure 8.2 shows the geometrical dimensions of the structure. It consists of
a polymeric ridge (110 nm height and 3.5μm width) deposited on the silicon ni-
tride multilayer. The structure is approximately excited according to the BSW
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Figure 8.3: (Color online) (a-b) Near-ﬁeld amplitude distributions for TM and
TE-polarized illumination at λBSW = 1580 nm. (c) BSW amplitude
distribution outside the polymeric ridge under TE-polarized illumi-
nation at λBSW = 1470 nm. The angle of incidence θ of the incident
beam is kept ﬁxed. Zoom: (d) amplitude, (e) phase and (f) real-part
ﬁeld distributions of the guided BSW far away from the incident re-
gion. The boundaries of the ridge as measured by the MH-SNOM
shear-force are indicated by the grey lines.
far-ﬁeld dispersion curve of the coated multilayer (see Fig. 5.11, Chap. 5). In
Figs. 8.3 (a-b) are shown the TM and TE-polarized ﬁeld amplitudes measured
with the MH-SNOM at θ  54 deg and λ = 1580 nm. These maps are obtained
using Eqs. 4.9, Chap. 4. Speciﬁcally, Fig. 8.3 (a) shows the ﬁeld amplitude distri-
bution on the multilayer surface for TM-polarized illumination. The evanescent
ﬁeld mainly corresponds to the projection of an Airy-like pattern, as already
seen in Chaps. 5, 6 and 7. More interestingly in Fig. 8.3 (b), the TE-polarized
illumination generates a BSW guided along the ridge, showing a transverse dis-
tribution with a well deﬁned central lobe and a very slow amplitude decrease in
the propagation direction.
If the illumination wavelength is changed to λBSW = 1470 nm, while keeping
the same incident angle, the ﬁeld distribution shown in Fig. 8.3 (c) is measured
for TE-polarized illumination. The BSW is excited only outside of the ridge. The
typical comet-like pattern observed in the bare multilayer (see Sec. 5.4, Chap. 5) is
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shadowed by the presence of the ridge. This eﬀect is expected from the dispersion
curves (Fig. 5.11) showing that BSWs cannot be coupled into the ridge at this
wavelength and incidence angle.
A high-resolution scan of 8.4 × 20μm provides a detailed view of the spa-
tial distribution of the guided BSW complex ﬁeld. Figures 8.3 (d-f) show the
measured amplitude, phase and the resulting real part of the ﬁeld far away
from the region of direct illumination. The wavefronts are ﬂat and well con-
ﬁned within the ridge boundaries, as expected for the fundamental mode in a
rectangular waveguide [117]. After performing a Fourier analysis (see Sec. 4.2.3,
Chap. 4) on a line scan of 100μm length, we ﬁnd that the spatial modulation
frequency of this fundamental mode is f  0.736 ± 0.01μm−1, which is slightly
smaller than the estimation from the measured dispersion curve in Fig. 5.11, i.e.,
np sin(θBSW )/λ = 0.768μm
−1. Substantial deviations of the guided BSW disper-
sion from the BSW dispersion curve on the ﬂat, coated multilayer are expected,
especially if higher order modes are considered or if the ridge width is appreciably
reduced [97].
8.3.2 Fundamental mode analysis
Using the simulation tool presented in Sec. 8.2, calculations on the overall struc-
ture, including the semi-inﬁnite glass substrate, the truncated multilayer and the
polymeric ridge, are performed. Since the BSWs excited in the Kretschmann
conﬁguration are coupled back to the substrate and leak out into the prism, they
cannot, in principle, be considered as pure modes of the structure. However,
owing to the fact that the coupling is weak, they can be treated as leaky modes
with real and imaginary parts of the eﬀective index.
Results showing the dependence of the real part of the complex eﬀective index
neff of the guided BSW with respect to the waveguide geometrical parameters
are presented in Fig. 8.4 (a). For relatively large ridge widths (> 2μm), a weak
dependence of neff on the ridge width is observed, as in low index contrast
waveguides. On the other hand, the strong increase of neff as the ridge thickness
increases indicates that the mode is increasingly conﬁned within the polymeric
region, until ultimately a conventional rectangular waveguide mode is obtained.
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Figure 8.4: (Color online) (a) Eﬀective refractive index of the fundamental guided
BSW mode for diﬀerent geometrical parameters (width w and thick-
ness t) of the rectangular ridge; (b-e) guided BSW ﬁeld distributions
showing diﬀerent degrees of conﬁnement.
Figures 8.4 (b-e) show the transverse spatial distribution of the ﬁeld within
the structure for diﬀerent thicknesses (t) and widths (w). For tiny ridges in
Fig. 8.4 (b) (w = 600 nm, t = 20nm), the lateral conﬁnement is rather weak.
Similarly to DLSPPWs, improvements in the lateral conﬁnement are obtained
while increasing the ridge thickness, as for the w = 600 nm, t = 200 nm ridge in
Fig. 8.4 (c) where the ﬁeld appears almost completely conﬁned in the polymer.
Wider ridges (on the micron scale) allow a strong binding of the guided BSW
on the surface even for very small thicknesses (see the case of a w = 3μm,
t = 20nm ridge in Fig. 8.4 (d)). The advantage of this conﬁguration is that it
provides a micrometric lateral conﬁnement while essentially preserving the typical
surface mode features required for sensing applications. Figure 8.4 (e) shows a
w = 3μm and t = 110 nm ridge whose dimensions are close to the experimentally
investigated structure.
The ultra-thin dielectric ridge has thus been shown to eﬃciently guide BSWs
at the surface of a multilayer. Although the preceding experimental work was
carried out with the fundamental mode of the structure, BSW waveguides may
also be multimodal. In the next section, we investigate the propagation and po-
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larization properties of the surface modes sustained by a speciﬁc BSW waveguide.
8.4 Detailed analysis of waveguide modes
8.4.1 Sample and calculations
The structure characterized in this section consists of a polymeric ridge deposited
on the silicon nitride multilayer, as described in Sec. 8.1. The dotted line in
Fig. 8.5 (a) shows a topographical cross-section of the ridge measured with the
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shear-force feedback sensor. The proﬁle presents two bumps whose heights are
about 155 nm with a groove at 130 nm in the center region. The mean width of
the ridge is approximately 4.5μm.
For the calculations, we approximate the waveguide proﬁle by a ridge whose
width and height are w = 4.5μm and h = 140 nm, respectively, as indicated by
the grey rectangle in Fig. 8.5 (a). The refractive index used in the calculations
is npol = 1.625. The calculations performed with the numerical tool discussed
in Sec. 8.2 show that the structure sustains three modes conﬁned at the outer
interface of the guide (i.e. surface modes) and laterally conﬁned by the polymeric
ridge. Their transverse intensity distributions are displayed in Figs. 8.5 (b-d).
The polarizations of the modes are parallel to the multilayer interfaces (plane
(x, y) in Fig. 8.1) with a dominant transverse component in the x direction.
The fundamental, ﬁrst and second order modes are referred as mode 0, mode 1
and mode 2, respectively. The modes 0 and 2 are symmetric, and the mode 1
is antisymmetric. In (b), the mode 0 presents one lobe laterally well conﬁned
into the ridge. In (c), the mode 1 shows two lobes that are still conﬁned in the
ridge, but whose lateral evanescent tails penetrate slightly further into the air
surrounding the guide. Finally in (d), the mode 2 has three lobes with a greater
penetration into the outer medium (air).
A detailed description involving the vectorial components of the calculated
modes is provided in Sec. 8.4.3.3 in comparison with experimental measurements.
8.4.2 Selective excitation of the modes
First, we set the angle of incidence to θ = 56deg at λ = 1538 nm. Figures 8.6 (a)
and (b) respectively show the intensity distributions corresponding to TE and
TM illumination, as simultaneously obtained with the MH-SNOM (Eqs. 4.9 of
Chap. 4). The Airy patterns seen in both maps indicate the region of incidence,
i.e., the zone where the focused incident light impinges on the sample. Both
patterns demonstrate guidance within the polymeric ridge over more than 350μm,
although weaker for the TM case. Up to y  200μm, the TE distribution looks
like the fundamental transverse mode of a classical dielectric ridge waveguide.
The presence of a topographical defect (inset) at y  200μm considerably aﬀects
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Figure 8.6: (Color online) (a) and (b), near-ﬁeld intensities over the waveguide
under TE and TM-polarized illuminations (λ = 1538 nm). The Airy
patterns at left indicates the region where the incident light impinges
on the sample surface. The inset shows the topographical defect re-
sponsible for the change in the propagating optical mode. (c) and
(d) present (x, λ) plots for TE and TM-polarized illuminations, re-
spectively. The x-axis follows the white arrows displayed in (a) and
(b).
the spatial distribution of the ﬁeld propagating beyond this point, although it is
still guided. This behavior experimentally demonstrates the multimodal structure
of the waveguide. Due to the defect, the energy which was mainly attributed to
the fundamental mode is redistributed among the available modes. The pattern is
asymmetric and suggests a beating between symmetric and antisymmetric modes
[96]. This remark also holds true for the TM distribution.
Due to their dispersion, at a ﬁxed angle of incidence θ, the transverse modes
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are expected to be excited at diﬀerent wavelengths. In order to demonstrate this
eﬀect and to characterize the modes, we set the SNOM tip in a ﬁxed y position
– the white arrows shown in Figs. 8.6 (a) and (b) – and scan a line across the
waveguide along the x direction. The y position is chosen so as to lie outside the
coupling region and to monitor the unperturbed surface modes of the structure.
We then perform x scans while sweeping the wavelength in the interval between
1460 nm and 1580 nm.
The measurements are shown in Figs. 8.6 (c) and (d) for TE and TM polar-
izations, respectively. The scanning length is 30μm (only 10μm are displayed
on the TM map). The ridge edges are marked with the dashed lines. Starting
at longer wavelengths (1515− 1580 nm), the TE map shows a one-lobe elongated
spot centered on the ridge. Then the TM map reveals a two-lobe elongated spot
at intermediate wavelengths (1480 − 1540 nm). Finally at shorter wavelengths
(1460 − 1490 nm), the TE pattern presents a three-lobe spot inside the ridge.
Since the scanning zone is about 100μm away from the incident region, these
three spots are identiﬁed as mode 0 (one lobe), mode 1 (two lobes) and mode 2
(three lobes).
The intensity pattern of the mode 2 is surrounded by light corresponding to
the BSW in the bare multilayer (BSWbare), as demonstrated in Chap.5. The
dispersion curve of the BSWbare therefore partially overlaps the dispersion curve
of the mode 2. No higher order modes are hence allowed within the waveguide,
which is consistent with the calculations. Fortunately, from the incident region
and up to the scanning zone, the BSWbare propagates slightly away from the
waveguide, making possible independent measurements on the mode 2. Also, the
lateral mode spatial extent increases with the mode order: 3.8μm, 4.7μm and
6.1μm (FWHM) for the modes 0, 1 and 2, respectively.
Due to its antisymmetry, it is expected that TE-polarized light cannot excite
the mode 1. However, it may seem surprising that TM-polarized light couples
to this mode, accounting for its in-plane polarization. A rigorous analysis of
the coupling mechanism should in principle involve an overlap integral. We have
performed additional calculations (not shown here) using a rigorous coupled-wave
analysis (RCWA). It is indeed seen that only a TM-polarized plane wave excites
the mode 1.
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Figure 8.7: (Color online) At the detector plane, the reference frame (xˆ′, yˆ′) is
ﬁxed by the two linearly polarized references r1 and r2 of the multi-
heterodyne interferometer. At the sample surface, the reference frame
(xˆ, yˆ) is set according to the BSW waveguide.
By choosing the wavelength and the excitation polarization, we can therefore
selectively excite the three modes sustained by the structure. In the next sec-
tion, we show how the MH-SNOM can be fruitfully used to retrieve the vectorial
components of each of the modes.
8.4.3 Vectorial components
8.4.3.1 Method
Figure 4.1 of Chap. 4 shows an overview of the MH-SNOM. In the current ex-
periment, the object channels 3 and 4 correspond to the TM and TE-polarized
illuminating beams. When collected by the SNOM probe, these ﬁelds are mixed
with the orthogonal and linear reference channels 1 and 2. The fundamental is-
sue in measuring the state of polarization with the MH-SNOM arises because of
the unknown relative orientation between the reference beam and object beam
polarizations. In our experiment, we must distinguish two distinct frames of ref-
erence. At the detector plane, the reference frame (xˆ′, yˆ′) is ﬁxed by the two
linearly polarized references of the multi-heterodyne interferometer. At the sam-
ple surface, the reference frame (xˆ, yˆ) is set according to the BSW waveguide.
This situation is conceptually depicted in Fig. 8.7. The function that relates the
expression of the electromagnetic ﬁeld in these two bases is hereafter referred to
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as the Polarization Transfer Matrix (PTM).
The existence of such a PTM has already been demonstrated for a dielectric
probe, and for a paraxial (perpendicular to the probe axis) and linear input state
of polarization (SOP) [35]. The paraxial condition is of importance. Indeed, if a
ﬁeld possesses a component along the probe axis, this components will be coupled
to both orthogonally polarized propagating modes of the single-mode ﬁber [36].
In our experiment, the calculations show the electric ﬁeld E of the modes 0, 1
and 2 to be paraxial: E is parallel to the multilayer interfaces and dominantly
transverse (Ex). However, E possesses a small longitudinal component Ey in the
propagation direction y. The goal is hence to ﬁnd Ex and Ey.
The calculations performed in Sec.8.4.1 show the electric ﬁeld E of the modes
0, 1 and 2 to be parallel to the multilayer interfaces and dominantly transverse
(Ex). However, E possesses a small longitudinal component Ey in the propagation
direction y (see Fig. 8.1 for axis orientation). With respect to the probe axis,
the electromagnetic ﬁelds of the modes are therefore paraxial. The motivation of
this section is to ﬁnd Ex and Ey.
As we are interested in the vectorial structure of the ﬁeld, we compute the
measured complex TE and TM vector ﬁelds, ETEdet and E
TM
det , in (xˆ
′, yˆ′). With
the experimental amplitudes and phases of Eqs. 4.7, these ﬁelds become
ETEdet(x, y) =
(
RTE1 (x, y) · ei·Φ
TE
1 (x,y)
RTE2 (x, y) · ei·Φ
TE
2 (x,y)
)
ETMdet (x, y) =
(
RTM1 (x, y) · ei·Φ
TM
1 (x,y)
RTM2 (x, y) · ei·Φ
TM
2 (x,y)
)
.
(8.1)
RTE,TM1,2 and Φ
TE,TM
1,2 denote the amplitudes and phases measured by the lock-in
ampliﬁers. The (x, y) dependence states that the ﬁelds are measured over the
entire scanned map, i.e. at each position of the probe. The diﬃculty in linking
the ﬁeld at the detector plane to that at the sample surface arises because we
don’t know a priori the relative orientation at the detection plane of the TE ﬁeld
(resp. TM) with respect to the basis deﬁned by the reference signals. Moreover,
due to some birefringence that may occur within the probe [35] and in the optical
path from the probe to the detector, the initial SOPs of the modes 0, 1 and 2
may reach the detector slightly altered.
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Fundamentally, as there should be a PTM and as the TE ﬁeld (resp. TM) is
projected onto two orthogonal references – each signal being detected in amplitude
and phase – all the information about the response of the sample is recorded.
Since any SOP can be reached with a proper combination of a quarter-wave and
a half-wave plate, J4 and J2 respectively, the ﬁeld at the sample surface E
TE,TM
sample
may be expressed as
ETE,TMsample (x, y) = M ·ETE,TMdet (x, y), (8.2)
where M = R(−α1)J4R(α1) ·R(−α2)J2R(α2) is the PTM, and R is the coor-
dinate transform matrix [33]. The PTM is therefore modeled as an equivalent
birefringent Jones matrix. The above equation represents the inverse problem of
ﬁnding the ﬁeld at the sample surface from the ﬁeld at the detector. The physical
propagation would indeed be represented by ETE,TMdet = M
−1 ·ETE,TMsample . The issue
is now to numerically ﬁnd the angles α1 and α2 that lead to a separation of Ex
and Ey.
To do so, an additional criterion is required. For any given values of (α1,
α2), the rule should indicate the degree to which E
TE,TM
sample (x, y) calculated with
Eq. 8.2 matches the expected maps. Since the calculations show Ey to be small
compared to Ex (ratio ∼1:5), the criterion is to ﬁnd the best pair (α1, α2) that
minimize the intensity of one component of ETE,TMsample (x, y) while maximizing the
other. We therefore seek for the best matrix M that, applied point-by-point to
ETE,TMdet , minimizes the intensity of one component over the entire map (inte-
grated intensity over the entire map). This method has been ﬁrst tested with
the calculated ﬁelds. Starting from a projection of the ﬁeld on two random and
linear basis elements, Ex and Ey have been successfully retrieved.
The equivalent hardware procedure to the previous method consists of intro-
ducing a polarization controller after the probe. Consequently, Ex and Ey could
be physically aligned with the reference beams r1 and r2, and therefore mea-
sured. However, the experimenter also needs a priori knowledge of the expected
ﬁeld for assessing the accuracy of the polarization controller alignment for each
measurement. The experimental procedure therefore involves an alternation of
measurements and polarization controller transformations. Since SNOM imaging
is a scanning process, the collection of the individual SNOM images would be
extremely time consuming.
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8.4.3.2 Phase correction
The above method is correct provided that no phase drifts occur within the multi-
heterodyne interferometer. In the presence of drifts, the relations 8.1 must be
corrected. Typical phase drifts have been presented in Fig. 4.12, Chap. 4. As can
be seen in this ﬁgure, the phase evolution is diﬀerent from channel to channel.
We can therefore conceptually see the phase drifts as being the sum of a global
and diﬀerential delay.
A good understanding of the problem requires a return to the MH-SNOM
fundamental phase relations of Tab. 3.1. With the notations used in this chapter,
they are written as
ΦTM1 = ϕ
TM
x′ − ϕ1 −Ψ31
ΦTM2 = ϕ
TM
y′ − ϕ2 −Ψ32
ΦTE1 = ϕ
TE
x′ − ϕ1 −Ψ41
ΦTE2 = ϕ
TE
y′ − ϕ2 −Ψ42.
(8.3)
Let us introduce the additional lock-in phase measured between both reference
beams
Φ21 = ϕ2 − ϕ1 −Ψ21. (8.4)
We emphasize that the Ψij , which represent the unknown phases arising from
the generation of the lock-in electronic reference signals, are constant in time.
Subtracting Φ21 from Φ
TM
1 and Φ
TE
1 , we obtain the following system of equations:
ΦTM1 − Φ21 = ϕTMx′ − ϕ2 −Ψ31 +Ψ21
ΦTM2 = ϕ
TM
y′ − ϕ2 −Ψ32
ΦTE1 − Φ21 = ϕTEx′ − ϕ2 −Ψ41 +Ψ21
ΦTE2 = ϕ
TE
y′ − ϕ2 −Ψ42.
(8.5)
Whereas the diﬀerential phase delay is compensated by subtracting Φ21 from
ΦTM1 and Φ
TE
1 , the global phase delay aﬀecting ϕ2 is corrected by the FFT tech-
nique described in Sec. 4.2.3, Chap. 4. We indeed scan a high-resolution line
along the propagation direction and ﬁnd the spatial frequency of the propagat-
ing mode. The elapsed time for a single-line scan is short and the phases drifts
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can be neglected. Phase maps corresponding to long duration scans can then be
corrected accordingly.
Instead of the complex ﬁelds of Eqs. 8.1, the numerical method described
above is therefore performed on the phase-corrected complex ﬁelds
ETEdet(x, y) =
(
RTE1 (x, y) · ei·(Φ
TE
1 (x,y)−Φ21(x,y))
RTE2 (x, y) · ei·Φ
TE
2 (x,y)
)
ETMdet (x, y) =
(
RTM1 (x, y) · ei·(Φ
TM
1 (x,y)−Φ21(x,y))
RTM2 (x, y) · ei·Φ
TM
2 (x,y)
)
.
(8.6)
In the following, we show how these ﬁelds, combined with the method presented
in the last section, allows the retrieval of the vectorial components of the modes
propagating within the BSW waveguide.
8.4.3.3 Transverse and longitudinal components
We apply step by step the numerical method developed in the previous section. As
demonstrated in Sec. 8.4.2, by tuning the wavelength and choosing the excitation
polarization, we can selectively excite each of the three modes sustained by the
waveguide. The modes 0 and 2 are excited with TE-polarized light at λ = 1568 nm
and λ = 1478 nm, respectively. The mode 1 is excited with TM-polarized light
at λ = 1514 nm. The sub-ﬁgures (A-C) of Fig. 8.8 respectively show the results
for the modes 0, 1 and 2.
In each sub-ﬁgure, (a-b) and (c-d) show the raw amplitudes and phases result-
ing from the interference of the object beam with the reference beams 1 and 2.
We arbitrarily choose to minimize the ﬁeld intensity corresponding to the compo-
nent (c-d). The processed amplitude and the phase of this component are shown
in (g-h), respectively. The component (a-b) is therefore automatically maximized
and displayed in (e-f). In order to compare the measurements with the calcula-
tions, we compute, from the amplitudes and phases shown in (e-h), the real parts
of Ex and Ey. (i-j) and (k-l) respectively show the measured and calculated real
parts of Ex and Ey. The calculated maps are obtained as follows. From the
computed transverse ﬁeld distributions, we extract a line at 7 nm above the ridge
interface. Then, we make it propagate with the eﬀective index obtained from the
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Figure 8.8: (Color online) (A): (a-b) and (c-d) Amplitudes and phases of the mode
0 projected onto the two reference beams 1 and 2. (e-f) and (g-h) Respective ampli-
tudes and phases of Ex and Ey retrieved after numerical data processing. (i-j) and (k-l)
Measured and calculated real parts of Ex and Ey (λ = 1568 nm). In (B) and (C), the
equivalent for mode 1 (λ = 1514 nm) and mode 2 (λ = 1478 nm).
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same simulation (mode 0: neff = 1.256 at λ = 1568 nm, mode 1: neff = 1.274
at λ = 1514 nm, mode 2: neff = 1.273 at λ = 1478 nm). For the sake of clarity, a
global phase delay is added to the calculated real parts. The gray lines represent
the edges of the ridge as provided by the shear-force topography.
For each of the modes, the measured real parts of the transverse and longitu-
dinal components are found in good agreement with the calculated ones. First,
their spatial distributions almost have the same extent. Secondly, the amplitude
ratios |Ex|/|Ey| of the measured and simulated values are satisfactory close: 5
versus 7.5 for the mode 0, 3.8 versus 4 for the mode 1, and 3.6 versus 2.9 for the
mode 2. Third, the symmetry of each measured component is retrieved. Because
Ex is stronger – and so deﬁnes the mode symmetry – we verify that the modes 0
and 2 are symmetric whereas the mode 1 is antisymmetric.
Comparing the results of the three modes, we can draw two overall conclusions.
First, the measured and calculated modes shows slightly diﬀerent periodicities.
This may be due either to a waveguide cross-section that departs from the ideal
rectangular shape of the simulated structure (see Fig. 8.5 (a)), or to a possible
deviation between the real and theoretical eﬀective indices of the polymer. Fur-
thermore, the sample has a slightly inhomogeneous topography leading to some
local ﬂuctuations of the eﬀective indices.
Secondly, in this particular experiment, the relative phase diﬀerence between
Ex and Ey is not measured. The apparent relative phase diﬀerences appearing in
Figs. 8.8 (A-C) (i) and (k) arise because of the arbitrary optical path diﬀerences
within the multi-heterodyne interferometer. This can be solved in the future
by a proper calibration of the system using a ﬁeld of known polarization, or by
implementing a two-detector detection system discussed in Sec. 3.3.2, Chap. 3.
8.4.4 Dispersion relations of the modes
From the amplitude and phase of an optical signal, one can compute the complex
ﬁeld [48]. Considering lines in the y direction (propagation direction), the four
amplitudes and phases of Eqs. 4.7 (Chap. 4) leads to the four scalar complex
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Figure 8.9: (Color online) (a) A typical Fourier spectrum obtained for both TE-
and TM-polarized ﬁelds along the BSW propagation direction (λ =
1530 nm). (b) Repartition of the measured eﬀective indices over the
whole wavelength range. The blue disk diameters account for the
peak occurrences. The dashed lines are the ﬁtted curves.
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(8.7)
As seen in Sec. 4.2.3, a Fourier analysis of these complex ﬁelds provides the
ky components of the in-plane wavevectors of the optical ﬁeld. For guided or
bound modes, the propagation constants can be deduced [9, 49, 50, 118], and
the eﬀective indices determined through the relation neff = λky/(2π). As the
resolution in the Fourier space is inversely proportional to the scanning length
L, we use the entire travel range of the piezo actuator (L = 100μm). This
condition leads to a theoretical wavevector resolution of dky = 2π/L = 6.3 ·
104 m−1, which in this experiment corresponds to a low eﬀective index resolution
of dneff = λdky/(2π)  0.015. This poor resolution will be overcome by a
statistical treatment of the data acquired at diﬀerent wavelengths.
At a given wavelength, because the transverse ﬁeld distributions of the modes
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are diﬀerent, six high-resolution y-lines are acquired on both sides of the ridge.
For each line, the FFT spectra are computed on the four complex ﬁelds of Eqs. 8.7.
The relevant peaks are identiﬁed and their eﬀective indices calculated. Two rep-
resentative TE and TM spectra are shown in Fig. 8.9 (a) (λ = 1530 nm). At
this wavelength, the analysis performed on Figs. 8.6 (c) and (d) allows identiﬁ-
cation of the dominant TE and TM peaks with the modes 0 and 1 respectively.
These peaks are only separated by dky, which highlights the low eﬀective index
resolution.
This procedure is repeated over the entire wavelength range (1460−1580 nm)
in steps of 6 nm. The measured eﬀective indices are indicated by the blue disks in
Fig. 8.9 (b). The disk diameters account for the peak occurrences: six scanning
lines with four complex ﬁelds leads to 24 spectra per wavelength. Three regions
can be distinguished: one at larger wavelengths (1520−1580 nm) and higher neff ,
an intermediate zone (1484 − 1552 nm) with intermediate neff , and a region at
shorter wavelengths (1460 − 1502 nm) and lower neff . The wavelength ranges
covered by the diﬀerent modes (see Figs. 8.6 (c) and (d)) and the fact that lower
order modes have higher neff identify these region with the modes 0, 1 and 2
respectively. Linear curve ﬁts accounting for the weights (occurrences) of the
experimental values are plotted with the dashed lines.
In Fig. 8.10, the ﬁtted curves are reported in a dispersion diagram. The
dispersion curves of the modes 0, 1 and 2 are respectively displayed in red, green
and blue. In addition the measured dispersion curves of the bare multilayer as
obtained from far-ﬁeld measurements (see Sec. 5.6), and the calculated dispersion
curve of the multilayer coated with a 140 nm thick polymeric layer (npol = 1.625)
are reported. As expected, the dispersion curves of the ridge waveguide modes lie
between the bare and coated ones. An increase in the mode order decreases the
ﬁeld fraction conﬁned in the ridge region and the mode eﬀective index therefore
decreases, leading to the observed blue shifts of the higher order modes.
Despite the low resolution in terms of the eﬀective indices, this experiment
shows that accounting for the tunability of the system, the individual dispersion
curves of the three modes sustained by the BSW waveguide can be measured.
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Figure 8.10: (Color online) Dispersion curves of the three modes. In addition
the dispersion relations of the bare multilayer and coated multilayer
(with a 140 nm thick polymeric layer) are reported.
8.5 Conclusion
We have demonstrated the possibility of guiding BSW by patterning a multilayer
sustaining BSWs with dielectric stripes of nanometric thicknesses. Contrary to
DLSPPWs in Insulator-Metal-Insulator waveguides, guided BSW losses are small
even for very thin dielectric ridges because of the all-dielectric structure. This
characteristic opens interesting possibilities for sensing applications in which thin,
patterned organic functional ﬁlms provide a ﬁeld conﬁnement on the chemically
active area of the sensor.
In the second part of this chapter, we have focused our attention on a partic-
ular BSW waveguide whose width and height were 4.5μm and 140 nmm, respec-
tively. We have experimentally demonstrated that this BSW waveguide sustains
only three modes, and that we were able to selectively excite them by tuning the
wavelength and choosing the excitation polarization. The individual dispersion
relations of the modes have been measured and we have shown that they lie, as
expected, between the dispersion curves of the bare and coated (140 nm thick
polymeric ﬁlm) multilayer. Exploiting the ability of the MH-SNOM to simulta-
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neously detect in amplitude and phase two arbitrary orthogonal components of
the near ﬁeld, we were able to solve the inverse problem of retrieving the ﬁeld
components of the modes at the sample surface from the ﬁelds at the detector
plane. This task has been achieved through a simple a priori energy considera-
tion; the calculations indeed show that the longitudinal ﬁeld component is much
weaker than the transverse one. The individual transverse and longitudinal com-
ponents of each of the modes have hence been measured, and a good agreement
with the simulation results was found. This work provides new insights on the
propagation of guided BSWs on ultra-thin guiding structures that might be fruit-
fully exploited in variety of applications in the domain of low-dimensional optics.
Although we have not directly measured the relative phase between the mode
components, this task could be achieved in the future with a preliminary calibra-
tion of the multi-heterodyne interferometer or by implementing a two-detector
detection system as described in Sec. 3.3.2, Chap. 3, allowing in this way the
integral measurement of the states of polarization.
The method developed here for separating the vectorial ﬁeld components ulti-
mately relies on a simultaneous detection in amplitude and phase of two arbitrary
orthogonal ﬁeld components, followed by a post-processing of the data based on
an a priori knowledge of the ﬁeld distribution. By reﬁning the optimization cri-
terion, this method can be applied to a broad variety of near-ﬁeld phenomena
including waveguide structures, cavities, resonators, etc. To a certain extent, we
can even think of applying this technique without any preliminary information
on the desired ﬁeld, but by processing the experimental data with mathematical
tools. For instance, we can imagine using the symmetries of the topography to
analyze the optical information, or to ﬁnd transformations that maximize the
contrast between intensity maps.
To this end, many of the current standard heterodyne SNOMs may signiﬁ-
cantly increase their measuring power by adding a second orthogonal reference,
provide that their electronics allows the acquisition of supplementary signals.
The major content of this work has been submitted in [119,120]. This chapter
concludes the series of chapters dedicated to BSW structures.
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9
Asymmetrical excitation of surface plasmon
polaritons on a blazed grating
The excitation of Surface Plasmon Polaritons (SPPs) is a crucial issue for many
nanophotonic applications such as highly integrated photonic circuits [54]. As one
of several alternatives for the excitation of SPPs, diﬀraction gratings have been
widely used to couple incident light to SPPs on metal ﬁlms [121]. Directional
excitation can be achieved, for example, by oblique incidence of light on the
grating [122,123], via the phase matching of one evanescent diﬀraction order to a
SPP mode. The oblique incidence condition is not always possible in integrated
optics applications and therefore, a simple and more ﬂexible coupling mechanism
that allows unidirectional SPP excitation under normal incidence is of interest.
Bonod et al. proposed using slanted lamellar or sinusoidal gratings to launch
unidirectional propagating SPPs [124]. The blazing eﬀect indeed leads to ex-
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citation of the ±1st evanescent orders with highly asymmetrical strength. By
phase matching the momentum of the ±1st evanescent orders with the in-plane
plasmon wave vector, the incident energy can be asymmetrically coupled to the
counterpropagating SPPs along the periodic direction.
The canonical structure generating an asymmetry between positive and neg-
ative orders is the classical one-dimensional (1D) blazed grating [125]. However,
the fabrication of such structures is more diﬃcult than that of binary structures
due to their slanted proﬁles. The asymmetrical proﬁles have to be manufactured
by, e.g., direct laser-beam or ion-beam milling, a series of photolithographic pro-
cesses that approximate the continuous surface proﬁle by a staircase multilevel
structure, or inclined-angle reactive ion-beam etching with a binary grating mask.
In addition to the complexity of the fabrication process (e.g., several masks have
to be used to create a multilevel proﬁle), the control of depth variations within
a period, which is crucial for achieving the blazing eﬀect, is rather diﬃcult. In
electron-beam lithography (EBL), controlling the in-plane dimensions of a binary
structure is much easier than modulating its depth. Based on this consideration,
Kleemann et al. [126] proposed a novel type of binary-blazed gratings, called
the Blazed Area-Coded Eﬀective-Medium Structures (BLACES), to achieve the
blazing eﬀect through an eﬀective index variation in a single layer by modulating
the local ﬁlling factor of a binary two-dimensional (2D) grating pattern. Unlike
the 1D slanted gratings or conventional binary-blazed gratings with high-aspect-
ratio ridges or pillars [127], the BLACES have more reasonable dimensions and
are easier to fabricate with, e.g., standard EBL [128].
In classical diﬀractive optics, conventional binary-blazed gratings use a sub-
wavelength sampling period along the grating period. In contrast, BLACES use
a subwavelength sampling period perpendicular to the grating period [126]. Ded-
icated to SPP coupling, the metallic BLACES that will be characterized in the
following work has the particularity of being subwavelength in both directions.
In the transverse direction, the period is much smaller than the wavelength. All
the diﬀraction orders, except for the zeroth order, are therefore evanescent. In
the blaze direction, the period is chosen slightly subwavelength so as to excite
SPPs through the phase matching condition.
In this chapter, the asymmetric excitation of SPPs in BLACES will be directly
134
9.1 Principle
investigated in the near ﬁeld with the Multi-Heterodyne Scanning Near-Field
Optical Microscope (MH-SNOM). In particular, it will be seen that due to the
short propagation length of the SPPs, the quantitative assessment of the blazing
eﬀect in the spatial domain is diﬃcult. In contrast, the Fourier analysis of the
complex optical near ﬁelds (see Sec. 4.2.3) will prove to be much more appropriate.
9.1 Principle
Surface plasmons are electron oscillations near a metal surface stemming from
the broken translational invariance in the direction normal to the surface. A
combined excitation consisting of a surface plasmon and a photon is called a
SPP [53]. The dispersion relation of a SPP on a smooth metal surface is given
by [121]
kSPP = k0
√
εmetεdie
εmet + εdie
, (9.1)
where kSPP is the modulus of the SPP wave vector kSPP , k0 = 2π/λ0 is the light
wave number in vacuum, and εmet and εdie are the permittivities of the metal
and the adjacent dielectric, respectively.
Since the SPP dispersion curve always lies on the right side of the dielectric
light line without crossing it (see, for example, Ref. [121]), a SPP cannot couple to
a radiative mode and, conversely, cannot be directly excited by light propagating
in the dielectric. However, if a grating with period d is introduced, momentum
conservation can be satisﬁed through the mth evanescent diﬀraction order by [121]
kSPP = k
inc
‖ + mKxˆ, (9.2)
where kinc‖ is the in-plane wave vector of the incident light and K = 2π/d.
Speciﬁcally, if the grating is mounted under normal incidence (so that kinc‖ = 0)
and the SPP is to be excited by the ±1st orders, Eq. 9.2 is reduced to
kSPP = ±Kxˆ. (9.3)
Therefore, according to Eqs. 9.1 and 9.3, we can estimate, e.g., the excitation
light wavelength λ0, the SPP wavelength ΛSPP = 2π/kSPP on the metal surface,
or the grating period d, to obtain a preliminary guess of the parameters for a
speciﬁc design.
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Figure 9.1: (Color online) (a) Schematic view of the gold BLACES grating
whose geometrical parameters are approximately d = 1520 nm, p =
1050 nm, a = 1360 nm, b = 955 nm, and h = 40nm; (b) SEM image
of the grating.
By blazing, the diﬀraction eﬃciencies of the ±1st transmitted orders (in the
x direction in Fig. 9.1) can be highly asymmetric, i.e., most of the diﬀracted
light is redirected into a single order. In such circumstances, if the grating period
d decreases so that the ±1st orders turn from propagating to evanescent and
match the SPP momentum via Eq. 9.3, the excited SPP modes propagating in
+x and −x directions could have asymmetric strengths as the incident energy is
transferred to the SPPs via the ±1st orders. This is the fundamental principle
for the asymmetrical excitation of SPPs on blazed gratings.
9.2 Sample design and fabrication
A schematic view of the BLACES is presented in Fig. 9.1 (a). It consists of a
planar gold ﬁlm perforated with an array of isosceles triangular holes deposited
on a substrate. The structural parameters are approximately d = 1520 nm, p =
1050 nm, a = 1360 nm, b = 955 nm, and h = 40nm. For a discussion of how these
parameters have been numerically optimized, we refer to Ref. [118]. Since the
transverse period p is much smaller than the incident wavelength λ0 and the blaze
period d, all diﬀraction orders, except for the zeroth order, are evanescent in the z
direction. Therefore, the diﬀraction spectrum of this 2D grating is similar to that
of a 1D grating, with the blazing eﬀect induced by the local eﬀective refractive
index modulation within each period along the x direction [126,128].
The BLACES is fabricated by standard electron-beam lithography (EBL) and
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lift-oﬀ techniques. A fused-silica substrate was ﬁrst deposited with a 5 nm thick
TiO2 adhesion layer by thermal evaporation. Then a 120 nm thick polymethyl
methacrylate electron-beam resist layer was spin coated, which was covered by
a 20 nm thick conductive copper layer. The resist was patterned by a high-
resolution electron-beam writer (Vistec, Model EBPG5000+ES). After the copper
layer was removed and the resist developed, the sample was coated with a 40 nm
thick gold layer by thermal evaporation. The remaining resist and thus the gold on
top of it were removed with acetone, and the sample was rinsed with isopropanol.
A scanning electron microscope (SEM) image of the fabricated sample is shown
in Fig. 9.2 (b). The sample fabrication was carried out by Janne Laukkanen and
Xiangfeng Meng at the Department of Physics and Mathematics (University of
Joensuu, Finland) [118].
We should note that the sample design is not ideal due to some practical
restrictions. First, the illumination wavelength λ0 has to be set around 1530 nm
to match the light source of the MH-SNOM although the SPP excitation is less
eﬃcient in the infrared due to the increased metal conductivity [129,130]. More-
over, because the probe can only access the air-metal interface and because the
illumination should be at normal incidence, the air-metal interface can only be
characterized with illumination from the back side of the sample. The back side
illumination is also disadvantageous for eﬃcient asymmetrical excitation of SPPs
on the front interface of the perforated metal ﬁlm. Even though we have these
limitations, it is still meaningful to characterize the eﬀect (on the air-metal in-
terface at the transmission side hereafter) experimentally and compare it with
theoretical predictions. Detailed calculations concerning the optimization of the
sample were perfomed by Benfeng Bai and may be found in [118].
9.3 Experiment
We use the Multi-Heterodyne Scanning Near-Field Optical Microscope (MH-
SNOM) described in Chap. 4 to investigate the optical response of the sample.
The illumination system is shown in Fig. 9.2. The two object channels 3 and 4 of
Fig. 4.1 (Chap. 4) enter a focuser (OZ Optics) that creates a spot whose diameter
is about 20μm at the sample surface. The focuser is rotated so as to generate
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Figure 9.2: (Color online) Schematic view of the illumination system. SPP±1 re-
fer to the two SPP modes asymmetrically excited by the ±1st evanes-
cent orders at normal incidence (the length of the arrows show the
relative strength).
TM and TE-polarized beams (x and z directions respectively). The TM and TE
polarizations respectively correspond to the channels 3 and 4, i.e., the 30 kHz and
50 kHz heterodyne signals (resp. 50 kHz and 90 kHz) constitute the response of
the sample under TM (resp. TE) illumination. By means of a tilt stage acting
on the sample, the incident light is brought to normal incidence with an accuracy
of ±2 deg. As the focuser divergence is δ  4 deg, normal incidence is necessarily
reached by a particular component of the illumination angular spectrum.
As will be seen throughout this chapter, one signiﬁcant diﬃculty in this ex-
periment lies in the fact that the 0th order of the grating is intense. It is therefore
diﬃcult to observe weak phenomena in the region of incidence.
9.4 Analysis in the spatial domain
Since the sample is designed to work close to λ = 1530 nm, a preliminary 100 ×
100μm scan is performed at this wavelength. Figures 9.3 (a) and (b) respectively
show the optical near-ﬁeld amplitude (square root of Eq. 4.9) collected at the
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Figure 9.3: (Color online) (a-b) Amplitudes corresponding to the optical response
of the sample under TE and TM-polarized illumination, respectively
(λ = 1530 nm). (c) Amplitude cross-proﬁle along the white dashed
lines crossing (a) and (b).
sample surface under TE and TM-polarized illumination. These two maps are
normalized with respect to the maximum amplitude. The TM ﬁeld reveals a
small asymmetry on the left, as if a weak signal propagates away from the central
spot. To better appreciate this phenomenon, a cross-sectional proﬁle along the
white dashed lines is extracted and displayed in Fig. 9.3 (c). In addition to the
large amplitude variations originating from the alternating series of metal islands
and apertures, the cross-section reveals an intensity enhancement of about 16 (4
in amplitude) of the TM polarization with respect to the TE polarization. The
5μm shift to the left of the TM spot with respect to the TE spot seems to indicate
a favored SPP propagation in the −x direction.
In order to quantitatively compare the strengths of the two counterpropagat-
ing excited SPP waves, we performed a one-dimensional scan across the central
spot (dashed lines in Figs. 9.3 (a-b)) at diﬀerent wavelengths. The measured
maps of near-ﬁeld amplitudes (square root of Eq. 4.9) under TE and TM illu-
mination are shown in Fig. 9.4. For the TM case, the near-ﬁeld enhancement
is evident and we can see waves propagating outside the central spot area to
the left (-x) and right (+x) sides, with the left-propagating waves being a bit
stronger. For λ0 < d, the propagating ±1st transmitted orders should make a
major contribution to the asymmetrical near ﬁeld. For λ0 > d, however, the ±1st
orders become evanescent and are bound to the air-metal interface. In particu-
lar, when λ0 is around 1520-1540 nm, the phase-matching condition of SPPs is
quasi-satisﬁed and the near ﬁeld should largely contsist of the excited SPPs.
139
Chapter 9. Asymmetrical excitation of SPPs on a blazed grating
 
 
0 20 40 60 80 100
1460
1480
1500
1520
1540
1560
1580
W
av
el
en
gt
h 
[n
m
]
x [μm]
TE
 
 
0
0.2
0.4
0.6
0.8
1
1460
1480
1500
1520
1540
1560
1580
0 20 40 60 80 100
x [μm]
W
av
el
en
gt
h 
[n
m
]
TM(a) (b)
left spot right
Figure 9.4: (Color online) Near-ﬁeld amplitude (square root of the ﬁeld inten-
sity) scanned in x direction across the illumination spot: (a) TE (z-
polarized) incidence, (b) TM (x-polarized) incidence. The scan length
is 100μm and the wavelength is changed from 1460 to 1580 nm with
a step of 4 nm. The spot diameter is about 20μm. The amplitude
scale is in arbitrary units.
0
5
10
15
20
0
5
10
15
20
0 20 40 60 80 100 0 20 40 60 80 100 0 20 40 60 80 100
0 20 40 60 80 1000 20 40 60 80 1000 20 40 60 80 100
x [μm]
x [μm] x [μm]
x [μm]
x [μm]
x [μm]
y 
[μ
m
]
y 
[μ
m
]
(a) (b) (c)
(d) (e) (f)
left spot right
λ = 1484 nm
λ = 1532 nm
~ 79.2 deg.
~ 75.8 deg.
Figure 9.5: (Color online) x-y scan of the ﬁeld intensity above the air-Au interface
under TM illumination. (a-c): scans of the left side, across the central
spot, and of the right side, respectively, at λ0 = 1484 nm. (d-f): the
same as (a-c) but at λ0 = 1532 nm. Note that in this ﬁgure the origin
of the y axis is moved to 500 nm above the air-metal interface for the
convenience of illustration.
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The propagating and evanescent behaviors can be particularly well identiﬁed
through an xy scan. The shear-force feedback of the probe is switched oﬀ and xy
intensity maps are acquired at a diﬀracting wavelength λ0 = 1484 nm (λ0 < d)
as well as at a nondiﬀracting SPP-excitation wavelength λ0 = 1532 nm (λ0 > d).
The scan starts with a horizontal line at about 500 nm from the sample surface
and ends at 20μm above the surface. As shown in Fig. 9.5, which clearly exhibits
the diﬀerent characteristics of the propagating and evanescent ±1st orders. At
λ0 = 1484 nm, the intensity maps clearly show the 0
th, +1st and −1st propagating
orders of the grating. The diﬀraction angles of the +1st and −1st orders are
respectively around 75.8 deg and 79.2 deg. With the help of Eq. 9.2, the 3.5 deg
discrepancy indicates a light incidence at about 0.4 deg instead of exact normal
incidence. Note that the numerically calculated diﬀraction eﬃciencies of the −1st
and +1st transmitted orders are 16.1% and 1.6%, respectively, at λ0 = 1484 nm.
At λ0 = 1532 nm, the lateral beams spread over a broader area. This behavior
indicates the progressive leakage of the SPPs at the Au-air interface back to the
air [53].
9.5 Analysis in the Fourier domain
The near-ﬁeld composition on a nanostructured metal surface has been thor-
oughly investigated by previous authors [129–132]. It was found that, at near-
infrared frequencies, the near ﬁeld consists of not only SPPs but also a surface
wave with radiative and evanescent ﬁeld components (called the REC wave in
the following). The REC wave creeps along the interface, having a wave number
very close to kSPP but not exactly the same [129].
We analyze the near-ﬁeld composition by performing a fast Fourier transform
(FFT) of the measured complex ﬁeld as explained in Sec. 4.2.3. We only consider
the TM-polarized ﬁeld with the heterodyne signal at 30 kHz. The spectra with
the same object beam but interfering with the other reference beam (i.e. at
50 kHz) are indeed very similar. A high resolution scan (512 points) is acquired
over 100μm across the central spot.
Then we performed the FFT analysis on the complex ﬁelds in the left and
right sides of the spot separately in the same scan so as to compare the left-
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Figure 9.6: (Color online) FFT analysis of the grating topography and the TM
ﬁelds measured in the left and right regions indicated in Fig. 9.4 (b),
for (a-b) λ0 = 1484 nm and (c-d) λ0 = 1532 nm.
and right-propagating ﬁeld strengths quantitatively. Moreover, the central spot
intensity is so strong that the detection system saturates when the probe crosses
it. Then, the lock-in ampliﬁers of the detection system needs time to exit the
overload regime when the probe moves out. We therefore exclude the central
spot area and select a 30μm wide region in both the left and right sides for our
analysis, as indicated in Fig. 9.4 (b). The number of sampling points in each
region is therefore 150. The resolution in the Fourier space becomes (Eq. 4.15)
dkx  2.1 · 105 m−1.
We perform the FFT analysis on the wavelength range of 1460 − 1580 nm.
Figure 9.6 demonstrates two typical FFT spectra of the ﬁelds (at λ0 = 1484 nm
and λ0 = 1532 nm) as well as those of the sample topography. Note that the real
topography signal produces a symmetric FFT spectrum. A main characteristic
of the spectra is that for λ0 < d the left/right ﬁelds always have a peak k com-
ponent larger than that of the topography (e.g., kfield = 4.281μm
−1 > ktopo =
4.067μm−1 in Fig. 9.6 (a-b)), which should correspond to the REC wave as there
is no SPP excitation in this regime.
For λ0 > d, however, the ±1st orders become evanescent and the peak k value
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λ [nm] rexp fwd rexp bwd rexp mean rnum
1524 2.02 2.03 2.03 1.50
1528 1.88 1.74 1.81 1.58
1532 2.08 1.64 1.86 1.70
1536 1.33 1.49 1.41 1.84
1540 2.11 1.59 1.85 1.99
Table 9.1: Experimental and numerically calculated asymmetrical coupling ratio
r± of the SPPs on the BLACES sample. rexp fwd and rexp bwd are
experimental results obtained from forward and backward acquisitions,
respectively, and rexp mean is the mean value of the two. rnum is the
numerically calculated ratio (see [118] for calculation details).
of the ﬁeld FFT spectra is the same as that of the topography spectra, as shown
in Figs. 9.6 (c-d). This is a characteristic of the SPP excitation as the phase-
matching condition Eq. 9.3 leads to kSPP = ktopo. In Fig. 9.6 (d), the left-ﬁeld
spectrum has a dominant negative k component representing a SPP wave propa-
gating in −x direction and the right ﬁeld has a dominant SPP wave propagating
in +x direction. The amplitude ratio of the two peaks can to some extent demon-
strate the asymmetrical coupling eﬀect of SPPs because in this regime the SPPs
contribute the most to the near ﬁeld. To best avoid the inﬂuence of the detection
system saturation, we have implemented both forward and backward acquisitions
(i.e., the probe scans from left to right and also from right to left). The asymmet-
rical coupling ratio r± derived from the experimental data is listed in Tab. 9.1
for several wavelengths in the SPP excitation regime, which are also compared
with the numerical results. We can see a certain correspondence between the
experimental and theoretical ratios.
We should note that at SPP excitation the REC wave is still present. There-
fore, the experimental ratio in Tab. 9.1 is just an estimate of the asymmetrical
excitation of SPPs rather than an exact evaluation. To have a close look at
the surface wave composition, we have performed an FFT analysis on the ﬁeld
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Figure 9.7: (Color online) (a-b) FFT analysis of the grating topography and the
TM ﬁeld measured on the left side of the spot with L = 100μm,
N = 512, and λ0 = 1532 nm. (c) Similar scan as in Fig. 9.4 on
the left side of the spot under TM illumination. The color scale is
normalized to the maximum value.
scanned only on the left side of the spot with the best resolution (L = 100μm
and N = 512), as shown in Figs. 9.7 (a-b). The grating period derived from
ktopo = 4.076μm
−1 is
d± δd = 2π
k
± 2π
k2
δk = 1.541± 0.024μm, (9.4)
which coincides with our sample design. We can see that within the main peak
there are two subpeaks kfield = 4.076μm
−1 = ktopo and kfield = 4.327μm−1 >
ktopo (the negative sign representing the propagation direction is omitted); the
former is the SPP wave and the latter is the REC wave. It is known that when the
SPPs are excited and are propagating on the surface of the grating, the SPPs are
scattered by the periodic features into SPPs (primarily the backward propagating
SPP wave corresponding to the small positive k peak in Fig. 9.7 (b)) and into
leakage radiation [53]. This leads to the broadening of the spectral peak as well as
its splitting into subpeaks. The interference of the SPP wave and the REC wave
makes a major contribution (as their k peaks are dominant in the spectrum of
Fig. 9.7 (b)) to the near-ﬁeld interference pattern, which can be seen clearly as the
main bright-dark beat fringes in Fig. 9.7 (c). The fringe spacing calculated from
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the beat frequency Δk = 4.327− 4.076 = 0.251μm−1 is 25μm at λ0 = 1532 nm,
which is consistent with that observed in Fig. 9.7 (c). The other small features in
the near-ﬁeld pattern of Fig. 9.7 (c), such as the additional modulation around
λ0 = 1540 nm, may be ascribed to other interference processes. For example, the
SPP waves may be scattered by the triangular surface features and propagate in
diﬀerent directions, leading to the other minor k values within the main k peak
in Fig. 9.7 (b). These minor interactions are more complicated and are beyond
the scope of the current study.
9.6 Conclusion
The optical response of a BLACES grating illuminated at normal incidence has
been characterized with the MH-SNOM, both in the spatial and Fourier domain.
The asymmetrical coupling eﬀects of SPPs were found to be in satisfactory agree-
ment with the theoretical results. Moreover, with a ﬁne resolution in the Fourier
domain, we were able to discriminate between two distinct phenomena having
very similar in-plane wave vectors: the SPPs and the REC waves.
This work is part of a more general and comparative survey between slanted
and BLACES 1D gratings. The major content of this chapter has been published
in [118].
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To characterize an electromagnetic ﬁeld, the amplitude is not always suﬃcient. It
is often essential to have the knowledge of its phase and polarization. The main
objective of this work was to set up an optical instrument sensitive to the ampli-
tude, phase and polarization with subwavelength resolution. For this purpose, we
have developed a coherent scanning probe system based on the combination of a
multi-heterodyne interferometer with a Scanning Near-ﬁeld Optical Microscope
(SNOM). On the one hand, the standard heterodyne method increases by a fac-
tor of 2 the detection sensitivity with respect to direct detection. Typical optical
signals of 5 pW have been detected, leading to a phase accuracy of 0.18 deg. On
the other hand, the multi-heterodyne technique allows the simultaneous detec-
tion, in amplitude and phase, of the optical response of a structure illuminated
with two orthogonally polarized ﬁelds. In addition, these two responses are in-
dependently projected onto a basis consisting of two orthogonally and linearly
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polarized beams, leading, in particular cases (paraxial near ﬁelds), to a complete
measurement of the ﬁeld. Furthermore, the microscope is tunable, with wave-
lengths ranging from 1460 to 1580 nm. Such a capability is indeed extremely
useful when studying bandgap structures or measuring dispersion relations, for
example.
Our instrument has been tested on diﬀerent structures sustaining Surface
Electromagnetic Waves (SEWs), i.e., optical modes conﬁned at the interface be-
tween two media. Most of the samples were based on a silicon nitride multilayer
sustaining a particular class of SEWs known as Bloch Surface Waves (BSWs).
These modes have been excited in the Kretschmann conﬁguration. We ﬁrst per-
formed a detailed analysis of the BSWs within a bare multilayer. Through a
direct near-ﬁeld visualization of the mode, we have directly measured its relevant
characteristics such as the propagation constant, the decay length and the expo-
nential decay from the surface. A ﬁeld enhancement of about 100 with respect to
a simple glass-air interface has also been demonstrated. We have found a good
agreement with far-ﬁeld estimations and/or calculations.
The BSW propagation within the bare multilayer was then perturbed by the
presence of a shallow dielectric grating deposited onto the top interface. We
have designed this subwavelength grating in order to create a bandgap within the
wavelength range available to our instrument. The ﬁeld distribution has been
investigated at the band edges as well as outside of the bandgap. As expected from
photonic crystal theory, we have found that the ﬁelds at the band edges consist
of standing waves with energy maxima localized in the grating low- and high-
index regions (air and polymer, respectively) for the high- and low-energy band
edges, respectively. Outside of the bandgap, the BSW shows either forward or
backward propagating behaviors, depending on its position either on the“regular”
or back-folded dispersion curve. We have also perturbed the BSW propagation
by depositing a thin and ﬂat polymeric coating on top of the multilayer. We
have demonstrated that, at the straight interface between the bare and coated
multilayer, the BSW propagation sustains a refractive deﬂection fully described
by Snell’s law, accounting for the eﬀective indices in both regions. This result is
of importance because it permits consideration of the BSW as a two-dimensional
(2D) phenomenon, allowing the use of simple 2D laws for the conception of BSW
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Finally, we have deposited a very thin polymeric ridges (thickness < λ/10)
onto the multilayer surface and shown that they can act as BSW waveguides.
Using a 4.5μm wide and 140 nm high waveguide, we have experimentally demon-
strated that the structure sustains three modes which can be selectively excited
by tuning the wavelength and choosing the incident polarization. Their indi-
vidual dispersion relations have also been measured. Accounting for the ability
of our microscope to simultaneously detect in amplitude and phase two arbi-
trary orthogonal components of the near ﬁeld, we have performed a numerical
post-processing on the experimental data, and retrieved the transverse and lon-
gitudinal components of each of the modes. These results were found to be in
very good agreement with calculations. This fast and simple technique is based
on a priori information about the ﬁeld distribution. At the low cost of adding a
second orthogonal reference in standard heterodyne SNOM, we believe that this
technique may be extremely useful, especially for the characterization of guiding
structures, microcavities, resonators, etc. We can even think of applying this
method without any preliminary information, by analyzing the structure of the
detected ﬁeld with mathematical tools such as symmetries.
All of these experiments have provided important insights into BSWs and
their interaction with ultra-thin dielectric structures. Although BSWs cannot be
laterally conﬁned as much as surface plasmons polaritons in metals, for example,
they are very attractive for sensing applications and/or reasonably dense 2D
integrated optics. The combination of these two ﬁelds may also lead to new
ultra-thin waveguide-based sensors in which the guiding structures are realized
with functionalized molecular layers. The advantages of BSWs essentially arise
from the possibility of engineering the BSW dispersion relation by designing
the multilayer structure (choice of the materials and layer thicknesses) and from
the ﬁeld enhancement that occurs at the multilayer surface. For example, by
properly choosing the dielectric materials, one can potentially design BSWs at any
wavelength with very low losses, i.e., long propagation distances. Furthermore,
in contrast to conventional waveguide-based sensors for which the penetration
depth is ﬁxed by the waveguide structure (materials and dimensions), the tail of
the BSWs can be made arbitrarily short or long in the analyte, depending on
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the need to detect volume or surface changes. One can also design the multilayer
structure in such a way that it sustains several BSWs at a certain wavelength.
At the end of this work, we have presented measurements involving another
class of SEWs, Surface Plasmons Polaritons (SPPs). The goal was to demonstrate
the expected asymmetrical coupling of SPPs at normal incidence on a binary
structure made of subwavelength triangular holes in a thin gold layer. Although
weak, the asymmetrical coupling has been observed. A detailed analysis of the
spatial spectra at the sample surface has revealed that SPPs were not the only
components constituting the near ﬁeld. The presence of creeping waves has indeed
been found with propagation constants very close to those of the SPPs.
The main goals of this thesis have been achieved. We have set up an in-
strument for amplitude, phase and polarization sensitive measurements and its
performance has been demonstrated using several samples. Its capability of si-
multaneously measuring the response of a sample (in amplitude and phase) illu-
minated with two orthogonally polarized beams makes it very attractive for the
study of structures presenting strong polarization eﬀects. Moreover, its function-
alities can be extended, under speciﬁc conditions, to the integral measurement
of the state of polarization at the sample surface. This instrument may there-
fore be helpful in several domains, particularly for the understanding and the
characterization of optical micro- and nano-structures.
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List of abbreviations
AFM Atomic Force Microscope
AI Analog Input
AO Analog Output
AOM Acousto-Optic Modulator
BLACES Blazed Area-Coded Eﬀective-Medium Structures
BS Beam Splitter
BSW Bloch Surface Wave
DAQ Data Acquisition Card
DLSPPW Dielectric-Loaded Surface Plasmon Polariton Waveguide
EBL Electron-Beam Lithography
FEM Finite Element Method
FFT Fast Fourier Transform
FIFO First In First Out
GUI Graphical User Interface
IMI Insulator-Metal-Insulator
MH-SNOM Multi-Heterodyne Scanning Near-Field Optical Microscope
151
Chapter 10. Conclusions
MIM Metal-Insulator-Metal
OP-AMP Operational Ampliﬁer
OTF Optical Transfer Function
PBS Polarizing Beam Splitter
PC Photonic Crystal
PECVD Plasma Enhanced Chemical Vapor Deposition
PID Proportional Integral Derivative
PMF Polarization Maintaining Fiber
SEM Scanning Electron Microscope
SEW Surface Electromagnetic Wave
SMF Single Mode Fiber
SNOM Scanning Near-Field Optical Microscope
SNR Signal to Noise Ratio
SOP State Of Polarization
SPP Surface Plasmon Polariton
STM Scanning Tunneling Microscope
TE Transverse Electric
TM Transverse Magnetic
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