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a b s t r a c t
We propose a variant of the CCS process algebra with new features aiming at allowing
multiscale modeling of biological systems. In the usual semantics of process algebras
for modeling biological systems actions are instantaneous. When different scale levels of
biological systems are considered in a single model, one should take into account that
actions at a level may take much more time than actions at a lower level. Moreover, it
might happen that while a component is involved in one long lasting high level action,
it is involved also in several faster lower level actions. Hence, we propose a process
algebra with operations and with a semantics aimed at dealing with these aspects of
multiscale modeling. We give both a reduction semantics and an SOS semantics for our
new algebra with a result of operational correspondence between the two. Moreover, we
study behavioral equivalences for such an algebra and give some examples.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Formal modeling notations of computer science are nowadays often applied to the description of biological systems.
Such notations can be used to unambiguously describe the structure and the events governing the dynamics of the systems
of interest, thus allowing development of analysis tools such as simulators and of formal analysis techniques based, for
instance, on model checking or on behavioral equivalences.
As examples of formalisms that have been applied to the description of biological systems, we mention Bio-PEPA
[22,23], the (stochastic) π-calculus [44,45,47], Bioambients [46], Stochastic Bioambients [18], the κ-calculus [25], the
Language for Biological Systems (LBS) [42], the Continuous π-calculus [33] and the Calculus of Looping Sequences (CLS)
[37,7,9]. In these formalisms the dynamics of a biological system consists of a sequence of events (usually biochemical
reactions) described either as communications between processes of a process algebra, or as applications of some rewrite
rules. In the stochastic extension of these formalisms, the dynamics of a system is described by taking also into account
the different rates of occurrence of the events. Rates depend on some parameters associated with the events (e.g. kinetic
constants of the corresponding biochemical reactions) and on the abundance (or concentration) of the entities (or reactants)
that can cause such events. The rates are then used, as in Gillespie’s algorithm [30], to describe both the exponentially
distributed time elapsing between two subsequent events, and the probability of an occurring event.
This way of describing the dynamics of biological systems with sequences of events, however, assumes that the
occurrence of one of such events can be described as an instantaneous change in the system state. In fact, even in the
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stochastic approach, the only notion of time that is considered is given by the frequency of the events, rather than by their
duration. The duration of an event is usually ignored if it is negligible with respect to the time interval between two events,
or hidden in such a time interval by choosing a rate for the event that is small enough to take into account both its frequency
and its duration.
Phenomena of interest in the study of biological systems often include processes at different levels of abstraction. A
typical example is cell signaling, that involves gene regulation and protein interaction processes at the intra-cellular level,
a signal diffusion process at the inter-cellular level, and some macroscopic change at the tissue level. The processes at the
different levels influence each other. However, they involve system components of very different sizes and are characterized
by events having very different durations. Thismotivates themultiscale approach tomodeling, whose application to biological
systems seems to be promising [4,2,14,19,48,49].
The description of the dynamics of biological systems by means of sequences of instantaneous events is not suitable
for multiscale models. When different scale levels of biological systems are considered in a single model, one should take
into account that events at a level may take much more time than events at a lower level. Moreover, it might happen that
while a component (e.g. a cell) is involved in a long lasting high level event (e.g. mitosis), it is involved also in several faster
lower level events (e.g. protein synthesis) that neither consume such a component nor interrupt the higher level event.
Consequently, the distinction between the time scales of the events, the possibility of having the same component involved
in several events at different time scales, and the fact that the completion of some events may (or may not) interfere with
other events in which the same component is involved require new notions of system dynamics to be considered.
In this paper, we propose a process algebra with operations and with a semantics aimed at dealing with these aspects
of multiscale modeling. We aim at undertaking a foundational study. Hence, we consider a minimal process algebra for the
description of biological systems (a fragment of CCS [38] and of the Chemical Ground Form [21]) and we make the minimal
changes we think to be necessary to describe the new aspects of interest.
As regards the syntax of the new process algebra, called Process Algebra with Preemptive and Conservative actions (PAPC),
we propose a new action prefixing operator that allows an action to be executed in a conservative (or non-consuming)
manner, namely without removing the process that performed it. As regards the semantics, we define it as a labeled
transition system by following the ST semantics approach ([35,31,34,17]) in which actions are not instantaneous, but
described by two separate starting and ending transitions. Thiswill allow for processes inwhichmultiple actions are running
in parallel and competing for their completion. Indeed, we change the usual interpretation of the summation operator (by
making it slightly similar to a parallel composition) in order to allow a process to be involved in several actions at the same
time. The termination of an action in a summation may interrupt (in a preemptive way) the others that are concurrently
executed in the same summation, depending on which action prefixing operator is used.
We shall define both a reduction semantics for PAPC and an SOS semantics. The former semantics is rather simple and
describes the possible behaviors of a process as a whole. The latter semantics is a compositional semantics that allows us to
study behavioral equivalences. A theorem of operational correspondence between the two semantics is proved. Moreover,
we define a notion of bisimulation for the process algebra and we prove a congruence result for it. Some examples are given
of use of the process algebra and of the bisimulation relation.
The paper is structured as follows. In Section 2we introduce the syntax of PAPC, the reduction semantics and an example
of modeling. In Section 3 we define the compositional semantics, prove the result on operational correspondence and study
a bisimulation relation. Finally, we end with some conclusions and discussion of further work in Section 4.
This paper is an extended and revised version of [8].With respect to [8] in the present paperwe have slightly changed the
definition of the syntax of PAPC,we have added the reduction semantics (with the results on the operational correspondence
with the compositional semantics) and a new example ofmodeling. Moreover, some of the concepts developed in this paper
have been studied in [20].
2. A process algebra with preemptive and conservative actions
In this section we present the syntax of a Process Algebra with Preemptive and Conservative actions, denoted as PAPC. We
present also a reduction semantics for such an algebra and an example of modeling.
2.1. Syntax
PAPC is a process algebra with dyadic communication in the style of CCS [38] and of the π-calculus [39,40]. Hence,
communications involve exactly two processes at a time. As in the cases of CCS and of the π-calculus, the description
of biological systems with PAPC is based on a processes-as-molecules view [21,47]: the modeling of a molecular species
occurring n times in a system includes n copies of a process modeling a single molecule.
Differentlywith respect to the approachof classical process algebras,where actions are instantaneous, in PAPCweassume
that actions can consume time and that the instants of start and completion of an action can be detached. An action that has
already started but not yet completed is said to be running.
Let us assume an infinite set of process constants C ranged over by A, B, C, . . . , an infinite set of actions Act ranged over
by α, β, . . . and a total function : Act → Act such that α = α. We also denote with Actτ the set of actions enriched with
the special internal action τ ∉ Act , Actτ = Act ∪ {τ }. The abstract syntax of PAPC is a follows.
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Definition 1. (Guarded) summations S and Processes P of PAPC are given by the following grammar:
S ::= 0  α.P  α : (S, P)  S + S  A
P ::= S  P | P
where α ∈ Act and A ∈ C. We denote the set of all summations as S and the set of all processes as P .
As usual, 0 denotes the classical idle process that can perform no action. PAPC processes can perform actions in Act in
two different ways, represented by two different action prefixing operators. Both α.P and α : (S, P) can perform the action
α. However, after performing such an action, the first process simply behaves as P , while the second process continues
its execution as S and produces a copy of P . This allows α.P to model a molecule that can be involved in a reaction that
transforms it into another molecule, and α : (S, P) to model a molecule that can be involved in a reaction that does not
consume it. Another difference between α.P and α : (S, P) is related with the fact that actions are not instantaneous
and that a process (more precisely a summation) can start several actions concurrently. When an action used as in α.P
completes, it interrupts all other running actions of the summation containing it. This agrees with the intuition that α.P
represents a transformation of the described molecule into a different one. On the other hand, when an action used as in
α : (S, P) completes, it does not interrupt the other running actions of the summation containing it. Again, this agrees with
the intuition that the described molecule is neither consumed nor transformed into something different. We say that α is
preemptivewhen used as α.P and that it is conservativewhen used as α : (S, P). Notice that in PAPC the composition of these
two approaches is possible, since an action α may be conservative for a process, and the complementary action α may be
preemptive.
A process S1 + S2 is able to start actions of both S1 or S2, but notice that, because of the difference between conservative
and preemptive actions and the fact that actions are not instantaneous, this summation operator does not correspond to
the choice operator of classical process algebras. In fact, starting an action in S1 (resp. S2) does not imply that S2 (resp. S1)
is discarded. As a consequence, S1 + S2 may start several actions, which are said to be in competition, meaning that they
run concurrently until one of them completes. When an action α in S1 (resp. S2) completes, then all actions in S2 (resp. S1)
competing with it have to be interrupted only if α is preemptive. If this is the case, then S2 (resp. S1) is discarded. Differently,
if a conservative action completes, then the summation is not discarded and, consequently, all the running actions in the
summation are still running.
A process is either a summation S or a parallel composition of processes P1 | P2. Handshaking is possible between any
action α in P1 and its complementary action α in P2. When handshaking is performed, an unique identifier is assigned to the
instance of communication and may be used to interrupt the communication. An interesting case here is when an action α
in P1 and its complementary action α in P2 have been coupled with an handshaking, have started and not yet terminated,
and some preemptive action in P1 competing with α completes, so that α must be interrupted. In fact, in this case also the
complementary action α in P2 has to be interrupted.
Finally, process constants (such as A) are used to specify recursive systems. In general, systems are specified as a set of
constant defining equations of the form A def= S. Note that we restrict the use of constants at the level of summations (rather
than at the level of processes) since a process is always a parallel composition of a finite number of summations, hence a
definition A def= P can always be replaced by n definitions A1 def= S1, . . . An def= Sn such that P = S1 | . . . | Sn.
Some further considerations are worth in order to introduce the differences between PAPC and the classical process
algebras. The capability of having competing actions is at the basis for the choices we made in the definition of PAPC. A
summation is a process that can start multiple actions in parallel, but can be involved in each action at most once at a time.
Notice that, in classical process algebras, this is not possible since an action, when starts, determines the future process to
transform the summation in. Hence, the choice is resolved at the timeof the starting of an action. In this sense, the summation
operator of PAPC is not a classical choice for the reason that the competing actions compete for their completion, then the
semantics of the completion, and hence the semantics of the PAPC summation, will depend on the type of the action to be
completed, namely whether it is conservative or preemptive.
Consequently, at any time of a computation a summation could be in a configuration in which some of its actions are
currently running.More precisely, the competition of the running actions is due to the fact that they arewaiting to complete.
Practically, the time for completion may bemodeled by general distributions as in [17], or by delays as in [5,6,20]. However,
in this definition of the algebra we do not consider quantitative timing and stochasticity.
Summing up, the features that makes PAPC a process algebra able to deal with some aspects of multiscale modeling are
the distinction between preemptive and conservative actions, the capability to observe starting and ending of actions and a
new summation operator. A different approach to multiscale modeling is that of Process Algebra with Hooks (PAH) [26,27],
where processes are explicitly allocated at several scales, i.e. abstraction levels, and two different operators are offered for
process synchronization: one to synchronize processes at the same level, the other to synchronize processes at different
levels. Actually, to model a system component with different behavioral levels, PAPC requires one process in which the
activities at different levels are combined with PAPC summation operator, whereas PAH requires one process for each level.
On one side, PAH permits us to have a cleaner image about the different scale levels, on the other side PAPC permits higher
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level actions to interrupt lower level ones without requiring synchronization with them, which seems to be more natural.
Overall, the two approaches may be combined.
It is worth noting that PAPC supportsmultiscalemodeling, but not impose this style ofmodeling. In particular, it does not
require fast actions to be conservative (as it often happens in multiscale models). Indeed, it is equally possible to construct
models in which fast actions are preemptive. This indicates that PAPC could be used for types of modeling beyond biological.
Finally, some comments are needed about how PAPC deals with interrupts. Following [24], process algebras with notions
of priority between actions deal with bothmust preemption, when the availability of an action with higher priority preempts
actions with lower priority, andmay preemption, when the execution of an action with higher priority preempts actions with
lower priority. In PAPC we have may preemption, but note that the event that causes it is not the execution of an action but
its termination.
In order to define the semantics of PAPC we need to model a process with possibly running actions. We do this by
introducing a notion of process configuration.
Definition 2. Summation configurations SC and process configurations C of PAPC are given by the following grammar:
SC ::= 0  α.P  α : (S, P)  [α]l .P  [α]l : (S, P)  SC + SC  A
C ::= SC  C | C
where α ∈ Act , A ∈ C, l ∈ N, S ∈ S and P ∈ P . We denote the set of all summation configurations as SC and the set of all
process configurations as C.
Note that the set of all processes corresponds to the set of all process configurations that contain no [α]l prefixes, hence
P ⊂ C. Consequently, in what follows we will define relations on process configurations and use them also on processes.
The same relationship holds for summations and summation configurations, namely S ⊂ SC.
With respect to a process, a process configuration may contain actions denoted by a different prefix. In particular, the
configuration [α]l. P is the configuration reached by α. P after α has started, and [α]l : (S, P) is the configuration reached
by α : (S, P) after α has started. For both the action prefixes, the new argument l ∈ N is a natural number that identifies
a pair of running actions which started together. Notice that these identifiers, which have to be unique, are computed by
the handshaking performed before the start of an action and, once a preemptive action is completed, they may be used to
interrupt all other competing actions. Then, if one of these competing actions is α and it has started an handshaking with
another actionα in a process running in parallel, then also this actionαwill be interrupted. This can be obtained by assigning
the same identifier to these two actions when the handshaking begins.
2.2. Reduction semantics
We define a reduction semantics for PAPC, namely a semantics given essentially as a transition relation between PAPC
process configurations, and which is closed with respect to a structural congruence that equates configurations that are
syntactically different, but should be interpreted as the same configuration.
We start with the definition of the structural congruence, which is rather standard.
Definition 3. The structural congruence is the least congruence ≡ on PAPC process configurations which satisfies the
following axioms:
SC1 + SC2 ≡ SC2 + SC1 SC + 0 ≡ SC
(SC1 + SC2)+ SC3 ≡ SC1 + (SC2 + SC3) A ≡ S if A def= S
C1 | C2 ≡ C2 | C1 C | 0 ≡ C (C1 | C2) | C3 ≡ C1 | (C2 | C3).
Structural congruence states (i) commutativity and associativity of both+ and |, (ii) that 0 is the neutral element of both
+ and |, and (iii) that a process constant A can be replaced with the summation S used in its definition.
Now, we define by structural recursion an auxiliary function Id : C → ℘(N) as follows:
Id([α]l .P) = Id([α]l : (S, P)) = {l}
Id(SC1 + SC2) = Id(SC1) ∪ Id(SC2)
Id(C1 | C2) = Id(C1) ∪ Id(C2)
Id(0) = Id(α.P) = Id(α : (S, P)) = Id(A) = ∅.
The value Id(C) denotes the set of the identifiers of the actions in the configuration C that are running. For instance, given a
configuration C = [α]l .P1 + β : (S, P2)| [γ ]l′ . P3, the identifiers collected by function Id are given by Id(C) = {l, l′}.
We exploit structural congruence and the Id function to define well-formedness and completeness of PAPC process
configurations as follows.
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Definition 4. A PAPC process configuration C ∈ C iswell-formed and complete if and only if for every P1, SC1, S1 and C ′ such
that either
C ≡ [α]l .P1 + SC1 | C ′ or C ≡ [α]l : (S1, P1)+ SC1 | C ′
it holds l ∉ Id(SC1) and either
C ′ ≡ [α]l .P2 + SC2 | C ′′ or C ′ ≡ [α]l : (S2, P2)+ SC2 | C ′′
for some C ′′ ∈ C with l ∉ Id(C ′′) and l ∉ Id(SC2).
Moreover, C ∈ C is well-formed (but not necessarily complete) if and only if there exists C ′ ∈ C such that C | C ′ is
well-formed and complete.
A process configuration C is well-formed if for each running action α with identifier l it contains, either there is no other
running action in C with the same identifier, or there is exactly one running action α in C with the same identifier. If the
latter case holds for all running actions in C , then C is also complete. Obviously, any process P ∈ P is a well-formed and
complete process configuration.
The following lemma states a property of well-formed and complete process configurations that will be used in proofs
of theorems.
Lemma 1. Given a well-formed and complete PAPC process configuration C ∈ C such that either C ≡ [α]l .P1 + SC1 | C ′ or
C ≡ [α]l : (S1, P1)+ SC1 | C ′ with P1, SC1, S1 and C ′ as in Definition 4, the following equalities hold:
1. Id(SC1) ∩ Id(SC2) = Id(SC1) \ Id(C ′′)
2. Id(SC1) ∩ Id(C ′′) = Id(SC1) \ Id(SC2) .
Proof. Identifiers in a well-formed and complete process configuration must occur exactly twice. Moreover, SC1 cannot
contain two instances of the same identifier. The second occurrences of the identifiers appearing in SC1 can be either in SC2
or in C ′′. Consequently, Id(SC1) ⊆ Id(SC2)∪ Id(C ′′). The two equalities of the lemma follow from this and from the fact that,
by definition of well-formed and complete process configuration, it holds Id(SC1) ∩ Id(SC2) ∩ Id(C ′′) = ∅. 
We define a function Reset(C, L), where L ⊆ N, which gives a process configuration C ′ such that all running actions in
C associated with identifiers in L are substituted with the corresponding non-running actions. This represents a form of
rollback activity that makes the involved actions available to start again. Formally, the function Reset(C, L) is recursively
defined as follows:
Reset([α]l .P, L) =

α.P if l ∈ L
[α]l .P if l ∉ L
Reset([α]l : (S, P), L) =

α : (S, P) if l ∈ L
[α]l : (S, P) if l ∉ L
Reset(SC1 + SC2, L) = Reset(SC1, L)+ Reset(SC2, L)
Reset(C1 | C2, L) = Reset(C1, L) | Reset(C2, L)
Reset(α.P, L) = α.P
Reset(α : (S, P), L) = α : (S, P)
Reset(A, L) = A
Reset(0, L) = 0.
We give also a lemma on a property of the function Reset that will be useful in the following.
Lemma 2. Given any PAPC process configuration C and any set of identifiers L ⊆ N, it holds: Reset(C, L) = Reset(C, L ∩ Id(C)).
Proof. Trivial. 
The reduction semantics is defined as a labeled transition system on process configurations. The semantics is in the ST
style, hence labels are of the forms l+ and l−with l ∈ N. We denote with L+ and L−, respectively, the sets of all labels in the
two forms, namely L+ = {l+ | l ∈ N} and L− = {l− | l ∈ N}. Let ℓ range over L+ ∪ L−.
Definition 5. The reduction semanticsof PAPC is the labeled transition system (C, L+∪L−, ℓ−→)where ℓ−→⊆ C×(L+∪L−)×C is
the least labeled transition relation on process configurations closedwith respect to≡ and satisfying the following inference
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rules:
(+1) l = min(N \ (Id(SC1) ∪ Id(SC2) ∪ Id(C)))
α.P1 + SC1 | α.P2 + SC2 | C l+−→ [α]l .P1 + SC1 | [α]l .P2 + SC2 | C
(+2) l = min(N \ (Id(SC1) ∪ Id(SC2) ∪ Id(C)))
α.P1 + SC1 | α : (S, P2)+ SC2 | C l+−→ [α]l .P1 + SC1 | [α]l : (S, P2)+ SC2 | C
(+3) l = min(N \ (Id(SC1) ∪ Id(SC2) ∪ Id(C)))
α : (S1, P1)+ SC1 | α : (S2, P2)+ SC2 | C l+−→ [α]l : (S1, P1)+ SC1 | [α]l : (S2, P2)+ SC2 | C
(−1) L = Id(SC1) ∪ Id(SC2) C
′ = Reset(C, L)
[α]l .P1 + SC1 | [α]l .P2 + SC2 | C l−−→ P1 | P2 | C ′
(−2) L = Id(SC1) SC
′
2 = Reset(SC2, L) C ′ = Reset(C, L)
[α]l .P1 + SC1 | [α]l : (S, P2)+ SC2 | C l−−→ P1 | S + SC ′2 | P2 | C ′
(−3)
[α]l : (S1, P1)+ SC1 | [α]l : (S2, P2)+ SC2 | C l−−→ S1 + SC1 | S2 + SC2 | P1 | P2 | C
.
Rules (+1), (+2) and (+3) describe a handshaking between actions α and α in a PAPC process configuration. In
particular, rule (+1) describes the case in which both actions are used as preemptive actions, rule (+2) describes the case
inwhich one is used as a preemptive action and the other as a conservative action, and rule (+3) describes the case inwhich
both are used as conservative actions. All of the three rules simply transform α and α into [α]l and [α]l, respectively, where
l is the least identifier that is not used in the whole process configuration.
Rules (−1), (−2) and (−3) describe a completion of actions that previously performed a handshaking. Again, rule (−1)
describes the case in which both actions are used as preemptive actions, rule (−2) describes the case in which one is used
as a preemptive action and the other as a conservative action, and rule (−3) describes the case in which both are used as
conservative actions. In the case of (−1) we have that all actions in C that have previously performed a handshake with
some component in SC1 or SC2 have to be unlocked, and this is what function Reset does. Note that since both α and α are
used as preemptive actions, both SC1 and SC2 disappear in the configuration reached by the described transition (as in the
usual semantics of choice in CCS-like process calculi). In the case of (−2) action α is used as a conservative action, hence S
replaces α : (S, P2) in the summation and SC2 is not removed. Moreover, in this case Reset is used to rollback both actions
in SC2 and actions in C which previously performed a handshaking with some actions in SC1. Furthermore, process P2 is
composed in parallel with the rest of the configuration reached by the transition. Finally, in the case of (−3) no action has to
be unlocked, hence S1, S2, P1 and P2 are simply placed in the proper places inside the configuration reached by the transition
without the need of using Reset .
2.3. An example
In order to show how PAPC can be used tomodel biological systemswe apply it to the description of an example of tissue
development [32,36].
A tissue is an ensemble of cells that together carry out a specific function (giving a shape to an organ, contracting amuscle,
transmitting signals from nervous system, etc. . . ). Some tissues are continuously growing (such as in plants) whereas others
take a permanent shape. In any case cells of a tissue can die or being damaged, and a loss of cells in a tissue should be
compensated with some tissue repairing process. Tissue repairing consists of creation of new cells through divisions of the
available tissue cells. This process is usually regulated bymeans of some inter-cellular communication process. For instance,
a cell of a tissue might be able to sense the presence of other cells by means of some cell adhesion molecules (proteins
located on the cell surface and involved with the binding with other cells) that may inhibit cell proliferation. Additionally, a
cell may stimulate proliferation of other cells in the tissue by diffusing some growth factor (proteins whose presence in the
environment can be sensed by cells and be interpreted as a stimulus to grow).
When a cell interprets signals from the other cells of the tissue as a stimulus to grow, it starts a duplication process
known as ‘‘cell cycle’’. The cell cycle consists of four phases: G1, S,G2 andM . Phases G1 and G2 are gap (or resting) phases. In
phase S (synthesis) themain event which happens is the replication of DNA. In the last phaseM (mitosis) the cell segregates
the duplicated sets of chromosomes between daughter cells and then divides into two cells. The duration of the cell cycle
depends on the type of cell (e.g a human normal cell takes approximately 24 hours to perform a cycle).
Now we give a PAPC process modeling an abstract tissue. The model will contain events at two different scale levels:
we have events at the intra-cellular level, namely the passage from one phase of the cell cycle to another, and events at the
inter-cellular (or tissue) level, namely cell duplications and communications between cells.
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We start with some process definitions:
Cell def= Stop+ dying.0+ dying.(CellG1 | Clock) Stop def= stop : (Stop, 0)
CellG1
def= G1 + stop.Cell+ dying : (D, 0) G1 def= g1 : (CellS, 0)
CellS
def= S + stop.Cell+ dying : (D, 0) S def= s : (CellG2 , 0)
CellG2
def= G2 + stop.Cell+ dying : (D, 0) G2 def= g2 : (CellM , 0)
CellM
def= M + stop.Cell+ dying : (D, 0) M def= m : (CellG1 , CellG1 | Clock | Clock)
Clock def= g1.s.g2.m.0 D def= dying : (D, 0).
Cell describes a tissue cell in a situation that is perceived as stable, namely there is no need of new cells. In this situation
the cell communicates to other cells (usually in the neighborhood) that they can stop replicating, and this is modeled by
the stop action. Moreover, a cell can die, and this is modeled by dying action that is used to allow other cells to sense its
absence. (For the sake of simplicity we assume that the signal is sent to only one other cell.) Consequently, a cell can also
perform action dying to perceive the death of a cell in the neighborhood. These three actions are composed as a summation
in which dying and dying are used as preemptive actions whereas stop, which does not change the state of the cell, is used
as a conservative action.
If the cell performs action dying , it starts the cell cycle (in phase G1). A cell in a phase X of the cell cycle is described by
process CellX , and a cell can pass through the four phases G1, S,G2 andM by performing actions g1, s, g2 andm, respectively
(see definitions of processes G1, S,G2 and M). These four actions can be performed by synchronizing with the auxiliary
process Clock, a copy of which is created every time a cell enters the cell cycle (note that after mitosis two copies of Clock
are necessary for the two resulting cells).
A cell in any phase of the cell cycle can receive a stop signal (by performing the stop action) and this causes the cell cycle
to be interrupted since stop is used as a preemptive action with Cell as continuation. Dying signals received by cells involved
in the cell cycle are ignored.
According to the reduction semantics a single instance of Cell cannot perform any transition. However, if we have n cells
one of the possible behavior of the system is described by the following sequence of transitions (where n × Cell stands for
Cell | . . . | Cellwith n instances of Cell):
n× Cell 1+−→ (n− 2)× Cell | stop : (Stop, 0)+ dying1 .0+ dying.(CellG1 | Clock)
| stop : (Stop, 0)+ dying.0+ [dying]1 .(CellG1 | Clock)
1−−→ (n− 2)× Cell | CellG1 | Clock
1+−→ (n− 2)× Cell | [g1]1 : (CellS, 0)+ stop.Cell+ dying : (D, 0) | [g1]1 .s.g2.m.0
2+−→ (n− 3)× Cell | stop : (Stop, 0)+ dying2 .0+ dying.(CellG1 | Clock)
| [g1]1 : (CellS, 0)+ stop.Cell+ [dying]2 : (D, 0) | [g1]1 .s.g2.m.0
2−−→ (n− 3)× Cell | [g1]1 : (CellS, 0)+ stop.Cell+ dying : (D, 0) | [g1]1 .s.g2.m.0
1−−→ (n− 3)× Cell | CellS | s.g2.m.0
1+−→ 1−−→ (n− 3)× Cell | CellG2 | g2.m.0
1+−→ 1−−→ (n− 3)× Cell | CellM | m.0
1+−→ 1−−→ (n− 3)× Cell | CellG1 | CellG1 | Clock | Clock
1+−→ (n− 4)× Cell | stop1 : (Stop, 0)+ dying.0+ dying.(CellG1 | Clock)
| G1 + [stop]1 .Cell+ dying : (D, 0) | CellG1 | Clock | Clock
1−−→ (n− 2)× Cell | CellG1 | Clock | Clock
1+−→ 1−−→ (n− 1)× Cell | Clock | Clock.
This sequence of transitions describes the behavior in which a cell dies, and this stimulates another cell to enter the cell
cycle. While the latter cell is in phase G1 of the cell cycle, another cell dies by sending a signal to the very same cell (already
in the cell cycle). The signal is hence ignored and the cell cycle continues until phaseM is reached that causes two new cells
in phase G1 to be obtained. Finally, some of the (n− 3) cells that have not yet performed any action sends a stop signals to
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the two cells in phase G1 causing the cell cycle to be interrupted for both of them. In the end we have (n− 1) cells and two
instances of Clock that are a garbage left by cells whose cell cycle has been interrupted.
In this abstract model of tissue development cells can non-deterministically die or communicate with each other. A
precise description of the behavior should be obtained by adding quantitative aspects to the model, namely by specifying
rates of events and probability distributions for the durations of the performed actions, and by adding some spatial
information to capture which cell can communicate with other cells.
2.4. Properties of the reduction semantics
It is easy to see that well-formedness and completeness of process configurations are preserved by the reduction
semantics of PAPC.
Proposition 1. Given a well-formed and complete process configuration C ∈ C, if either C l+−→ C ′ or C l−−→ C ′, then C ′ is well-
formed and complete as well.
Proof. Follows trivially from the fact that rules of the reduction semantics either add a pair of coupled actions with a fresh
identifier (rules (+1), (+2) and (+3)), or remove one of such pairs (rules (−1), (−2) and (−3)). 
The same property holds for well-formedness alone, but it is less interesting since, as a consequence of Proposition 1,
non-complete configurations cannot be reached if the initial state of the system is, as expected, a process P ∈ P .
We conclude the treatment of the reduction semantics for PAPC by showing that ifwe assume actions to be instantaneous,
namely that each
l+−→ transition is immediately followed by a l−−→ transition, we obtain a semantics that is analogous to the
standard one for CSS.
First of all, let us define a CSS-like reduction semantics for PAPC. Note that in this case the semantics is a transition system
in which states are processes, rather than configurations.
Definition 6. The instantaneous reduction semantics of PAPC is the transition system (P ,→) where→ P × P is the least
transition relation on processes closed with respect to≡ and satisfying the following inference rules:
(inst1)
α.P1 + S1 | α.P2 + S2 | P → P1 | P2 | P
(inst2)
α.P1 + S1 | α : (S ′2, P2)+ S2 | P → P1 | S ′2 + S2 | P2 | P
(inst3)
α : (S ′1, P1)+ S1 | α : (S ′2, P2)+ S2 | P → S ′1 + S1 | P1 | S ′2 + S2 | P2 | P
.
We can now give the following result on the correspondence between the instantaneous reduction semantics and the
previously given reduction semantics.
Proposition 2. Given two PAPC processes P and P ′, it holds
P → P ′ if and only if P 1+−→ C 1−−→ P ′ for some C ∈ C.
Proof. Both implications P → P ′ implies P 1+−→ C 1−−→ P ′ and P 1+−→ C 1−−→ P ′ implies P → P ′ can be trivially proved by
cases on the inference rules of the two semantics and by relating rule (instX)with (+X) and (−X), with X ∈ {1, 2, 3}. 
3. Structural operational semantics and bisimulations for PAPC
In this section we define a Structural Operational Semantics (SOS) [43] and study bisimulation relations for PAPC.
3.1. Structural operational semantics
The aim of the SOS is to equip PAPC with a Labeled Transition System (LTS), namely a set of transitions of the form
C
ℓ→r C ′ representing a move from C ∈ C to C ′ ∈ C, with the label ℓ carrying some information about the move and the
index r used to group transitions describing a particular aspect of the behavior of the processes. The LTS is defined by a set of
SOS transition rules of the form premisesconclusion . Intuitively, each of these rules explains how a move of a process is obtained from
moves of its subprocesses. All our rules are in Figs. 1–5. We assume the standard way for assigning an LTS with such a set of
transition rules (see, e.g., [1]). Labels of transitions are structured in several components. This is needed to build transitions
compositionally, as argued, e.g., in [10–13].
Themain features of the SOSwewant are the following. Firstly, it must have amechanism to interrupt competing actions
and this mechanism is activated by the completion of a preemptive action. Secondly, the style of the semantics must be ST-
like, as this permits to easily observe detached events as the start and the completion of an action.
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(H1) α.P
1,α+−−→H [α]1 .P (H2) α : (S, P) 1,α
+−−→H [α]1 : (S, P)
(H3)
CS1
l,α+−−→H CS ′1 l ∉ Id(CS2) α ∈ Act
CS1 + CS2 l,α
+−−→H CS ′1 + CS2
(H4)
CS1
l,α+−−→H CS ′1 l ∈ Id(CS2) l′ = min(N \ Id(CS1 + CS2)) α ∈ Act
CS1 + CS2 l
′,α+−−→H CS ′1[l′/l] + CS2
(H5)
C1
l,α+−−→H C ′1 l ∉ Id(C2) α ∈ Actτ
C1 | C2 l,α
+−−→H C ′1 | C2
(H6)
C1
l,α+−−→H C ′1 l ∈ Id(C2) l′ = min(N \ Id(C1 | C2)) α ∈ Actτ
C1 | C2 l
′,α+−−→H C ′1[l′/l] | C2
(H7)
C1
l,α+−−→H C ′1 C2 l
′,α+−−→H C ′2 l′′ = min(N \ Id(C1 | C2)) α ∈ Act
C1 | C2 l
′′,τ+−−−→H C ′1[l′′/l] | C ′2[l′′/l′]
(H8)
S
α,l+−−→H SC α ∈ Act
A
α,l+−−→H SC
if A def= S
Fig. 1. The handshaking relation−→H⊆ C ×Θ+ × C.
In order to get these features, we define a relation for modeling the start of an action and the coupling of processes; this
will be named as the handshaking relation. Furthermore, we define a completion relation for modeling the finishing of both
preemptive and conservative actions. These two relations will make use of an interruption relation to model the interruption
of currently running actions, as required by the notion of preemptive actions.
The handshaking relation
This relation is used to model the starting of an action and the coupling of the processes starting complementary actions.
The handshaking relation is−→H⊆ C ×Θ+ × C, whereΘ+ contains labels θ+ of the form
θ+ = (l, α+)
where l ∈ N represents the identifier assigned to the started action α ∈ Actτ , and the use of the superscript ‘‘+’’ comes from
the definition of the semantics in the ST style, in order to denote the start of an action. The SOS rules in Fig. 1 are at the basis
of the definition of−→H . We implicitly assume the rules symmetric to (H3), (H4), (H5), (H6).
Rules (H1) and (H2) model the starting of an action α. At any time a process with prefix α can start action α moving
to a configuration in which it cannot perform the same action anymore, i.e. the configuration [α]1. P or, analogously,
the configuration [α]1 : (S, P). Such a configuration, together with the one describing the process performing the
complementary action, has to be uniquely identified by a natural number representing the identifier of the just started
action. At this step, the process simply chooses 1 as unique identifier. All our choices for assigning identifiers to actions are
inspired by those of [16], which ensure that the obtained LTS is finite-branching. The rules for binary operators+ and |will
solve conflicts of colliding identifiers, if any. Notice that both preemptive actions and conservative actions start in the same
way.
Rules (H3) and (H4) combine the start of an action with operator +. In rule (H3) the identifier l of the action α started
by summation configuration SC1 has no conflicts with the identifiers of the competing actions running in summation
configuration SC2. Differently, in the case of rule (H4) a conflict does exist, which implies that a fresh identifier l′ replaces
l. Again, the policy by which we choose the new fresh identifier, along the line of [16], is such that the resulting LTS is
finite-branching.
Rules (H5), (H6) and (H7) combine the start of an action with the operator |. Rules (H5) and (H6)model an autonomous
move by one of the two processes C1 and C2, and deal with identifiers as (H3) and (H4), respectively. Rule (H7) models a
handshaking performed by two processes able to perform complementary actions. As in classical process algebras, we do
not force C1 and C2 to handshake, since C1 could handshake with a further process composed in parallel with C1 | C2.
Notice that here we may have a conflict even if in C2 the action associated with the colliding identifier is the
complementary action α. Rule (H7) models the handshaking by assigning to this particular instance of synchronization a
new fresh identifier l′′ chosen with the same policy used to resolve conflicts in the previous rules. The renaming of both old
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(I1) 0
∅−→I 0 (I2) A ∅−→I A
(I3) [α]l .P
{l}−→I α.P (I4) [α]l : (S, P) {l}−→I α : (S, P)
(I5) [α]l .P
∅−→I [α]l .P (I6) [α]l : (S, P) ∅−→I [α]l : (S, P)
(I7) α.P
∅−→I α.P (I8) α : (S, P) ∅−→I α : (S, P)
(I9)
SC1
L−→I SC ′1 SC2 M−→I SC ′2
SC1 + SC2 L∪M−−→I SC ′1 + SC ′2
(I10)
C1
L−→I C ′1 C2 M−→I C ′2
C1 | C2 L∪M−−→I C ′1 | C ′2
Fig. 2. The interruption relation−→I⊆ C × ℘(N)× C.
identifiers with the newly generated is due to the fact that, in general, the two processes will have two different candidate
identifiers, i.e. l and l′. The system in this case exhibits the internal action τ+. By applying this rule, the two processes
terminated this handshaking phase.
Finally, rule (H8) is the standard rule for recursive definitions.
The interruption relation
This relation, which is not standard in classical process algebras, captures the identifiers of the actions that are running
in a configuration and that must be interrupted. In the meantime, these actions are rolled-back so that they can start
again. The interruption is caused by the completion of some competing preemptive actions. The interruption relation is
−→I⊆ C × ℘(N)× C, where a labelM ∈ ℘(N) contains the identifiers of the actions that have been interrupted. The rules
presented in Fig. 2 are at the basis of the definition of−→I .
Rules (I1) and (I2) simply state that 0 and a constant A cannot interrupt any action.
At any time, a process either in configuration [α]l .P or [α]l : (S, P) may interrupt the action it is currently performing.
In these cases, treated with rules (I3) and (I4), it moves to a configuration in which the interrupted action α may start
again, namely to configuration α.P or α : (S, P), respectively. In both the rules, the identifier l of the interrupted action is
exhibited as the label of this transition. Again, this information will be used to interrupt also the partner of this action, as
we are assuming that there is a partner in the system which, after the handshaking phase, has been coupled with the same
label l.
In some cases not all of the actions have to be interrupted, so the processes in configuration [α]l .P or [α]l : (S, P)must
be able also to non-deterministically decide whether to interrupt or not. This second case is described by rules (I5) and
(I6), whichmay seem controversial at first glance. In particular, it may not be clear why a process may independently decide
whether to interrupt or not some of the currently running actions. The need of this autonomy for the process can be clarified
by an example. Let us assume a process configuration (SC1+SC2) | (SC3+SC4) | C1 | C2, where both SC1 and SC3 successfully
complete a preemptive action. The actions to be interrupted are those currently running in both SC2 and SC4, namely those
with identifiers denoted by Id(SC2) ∪ Id(SC4). Let us assume that some of the actions that have to be interrupted in SC2 and
SC4 were coupled with some actions in C1. In this case, also these actions in C1 should be interrupted as well. Moreover,
C1 may be involved in other actions currently running and coupled with actions in C2. Indeed, these actions must not be
interrupted. This means that from C1 the correct derivation with the interruption relation, in general, will not exhibit as
label Id(C1), indeed it will exhibit a strict subset of Id(C1). This implies that C1 must be able to autonomously decide which
actions to interrupt, and this can be done by properly combining derivations of the interruption relation. The composition
of the relations of the whole semantics will provide the correctness, namely the fact that all and only those to interrupt are
actually interrupted.
Also, a processwhich is not performing any action, namely a process in a configurationα.P orα : (S, P), does not interrupt
any action, as stated by rules (I7) and (I8).
Finally, rules (I9) and (I10) simply collect the labels of the interrupted actions in a summation and in a parallel
composition, respectively.
The completion relation for preemptive actions
This relation is used to model the completion of a preemptive action. We will define completion relations also for
conservative actions as well as the combination of both preemptive and conservative actions.
The completion relation for preemptive actions is−→CP⊆ C ×Θ−CP × C, withΘ−CP containing labels of the form
θ− ::= (l, α−, L1, L2)
where l ∈ N represents the identifier thatwas assigned to the completed actionα ∈ Actτ when itwas started, L1 ∈ ℘(N) and
L2 ∈ ℘(N) are the sets of the identifiers of the actions that are interrupted by the termination ofα andα, respectively, and the
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(CR1) [α]l .P
l,α−,∅,∅−−−−→CP P (CR2) SC1
l,α−,L1,∅−−−−−→CP P ′1
SC1 + SC2 l,α
−,L1∪Id(SC2),∅−−−−−−−−−→CP P ′1
(CR3)
C1
l,α−,L1,L2−−−−−→CP C ′1 C2 M−→I C ′2
(L1 ∩ Id(C2)) ⊆ M L2 ∩ Id(C2) = ∅ l ∉ Id(C2) α ∈ Actτ
C1 | C2 l,α
−,L1\M,L2∪(M\L1)−−−−−−−−−−−→CP C ′1 | C ′2
(CR4)
C1
l,α−,L1,L2−−−−−→CP C ′1 C2
l,α−,M1,M2−−−−−−→CP C ′2 L2 ⊆ M1 M2 ⊆ L1
(M1 ∩ Id(C1)) ⊆ (L1 ∪ L2) (L1 ∩ Id(C2)) ⊆ (M1 ∪M2)
C1 | C2 l,τ
−,(L1\(M1∪M2))∪(M1\(L1∪L2)),∅−−−−−−−−−−−−−−−−−−−→CP C ′1 | C ′2
Fig. 3. The completion relation for preemptive actions−→CP⊆ C ×Θ−CP × C.
use of the superscript ‘‘−’’ comes from the definition of the semantics in the ST style. More precisely, the set L1 contains the
identifiers of all running actions that are in the summation containing the completed actionα. On the other hand, L2 contains
identifiers of actions contained in process configurations that are composed in parallel with the summation containing the
completed action α. Actions with identifiers in L2 are assumed to be involved in synchronizations with running actions in
the summation containing α. For example, if C = [a]1 .P1 + [b]2 : (S2, P2) | [c]3 .P3, then any transition C 1,a,L1,L2−−−−→CP C ′ has
L1 = {2}, since b is interrupted by the completion of a, and L2 ⊆ {3}, since c may be interrupted by the completion of a if
the corresponding c action is in the same summation as a.
The rules presented in Fig. 3 are at the basis of the definition of−→CP . We implicitly assume rules symmetric to (CR2) and
(CR3).
Rule (CR1) describes the completion of a preemptive action. When it completes, as the action is preemptive, the process
is substituted by its continuation P . In the label, the identifier l is needed to couple this process with the one performing the
corresponding complementary action α, which will have the same identifier l because of the handshaking, and the two ∅
state that no action is interrupted.
Rule (CR2) states that the completion of a preemptive action in SC1 affects a summation SC1 + SC2 so that all actions
running in SC2 should be interrupted. This is obtained by adding the set of actions currently running in the process SC2 to
the set L1 of identifiers of actions interrupted by α. Hence the exhibited set of labels becomes L ∪ Id(SC2). Since this rules
deals with summations only, and not with parallel compositions, the last element of the transition label is left empty.
Rule (CR3) states that the completion of a preemptive action in C1 affects a parallel composition C1 | C2 so that all actions
running in C2 that are coupled with actions interrupted in C1, must be interrupted as well. This rule describes the case in
which the α action coupled with the considered α action is not in C2, namely l ∉ Id(C2). This implies that L2 ∩ Id(C2) = ∅,
namely the identifiers of actions assumed in C1 to be interrupted by α are not in C2. The actions that are interrupted by C1
are contained in L1. Actions running in C2 that are coupled with actions interrupted in C1 are hence L1 ∩ Id(C2). In order to
ensure that all of them are interrupted it is required that (L1∩ Id(C2)) ⊆ M . In the conclusion of the rule we have that the set
of identifiers of actions interrupted by α becomes L1 \M , namely actions interrupted by α whose coupled actions are in C2
are removed from this set. Moreover, the set of identifiers of actions assumed to be interrupted by α becomes L2 ∪ (M \ L1),
namely it now includes also the actions that are reset in C2 by assuming that the coupled actions are interrupted by α.
Rule (CR4) models the case in which both C1 and C2 complete preemptive actions that were coupled. As in classical
process algebras, the whole system C1 | C2 exhibits an internal action τ . In the conclusion of the rule we have that the set of
identifiers of actions interrupted corresponds to the union of L1 andM1, but in which coupled interrupted actions between
C1 and C2 are removed. The set of identifiers of actions assumed to be interrupted in the context of C1 and C2 becomes ∅.
The completion relation for conservative actions
This relation is used to model the completion of a conservative action. This relation is−→CC⊆ C × Θ−CC × C, where Θ−CC
contains labels of the form
θ− ::= (l, α−, L, P)
where l ∈ N represents the identifier assigned to the completed action α ∈ Actτ , L ∈ ℘(N) is the set of identifiers of the
interrupted actions, and P ∈ P is the new process created by the action which terminated and that, syntactically, must be
propagated at the level of a parallel composition. At first sight it could sound strange that we need the component L. The idea
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(CR5) [α]l : (S, P) l,α
−,∅,P−−−−→CC S (CR6) SC1
l,α−,L,P−−−−→CC SC ′1 SC2 M−→I SC ′2
SC1 + SC2 l,α
−,L∪M,P−−−−−−→CC SC ′1 + SC ′2
(CR7)
C1
l,α−,L,P−−−−→CC C ′1 C2 M−→I C ′2 l ∉ Id(C2)
C1 | C2 l,α
−,L∪M,P−−−−−−→CC C ′1 | C ′2
(CR8)
C1
l,α−,∅,P1−−−−−→CC C ′1 C2
l,α−,∅,P2−−−−−→CC C ′2
C1 | C2 l,τ
−,∅,∅−−−−→CP C ′1 | C ′2 | P1 | P2
Fig. 4. The completion relation for conservative actions−→CC⊆ C ×Θ−CC × C.
(CR9)
C1
l,α−,L,P−−−−→CC C ′1 C2
l,α−,M1,∅−−−−−→CP C ′2 L = Id(C1) ∩M1
C1 | C2 l,τ
−,M1\L,∅−−−−−−→CP C ′1 | C ′2 | P
Fig. 5. The completion relation for hybrid actions obtained by means of the other completion relations.
is that we have to take care that a summation configuration SC terminating a conservative action α could be composed in
parallel with another summation configuration SC2 terminating the action α coupled with α. Now, if α is preemptive, there
may be some running actions β in SC2 that should be interrupted, which implies that if there is an action β in SC1 coupled
with β , also β must be interrupted. For this reason, such a β must appear in L. Of course, if also α is conservative, then in
the transition by SC1 used to infer the transition of SC1 | SC2, Lwill be empty.
The rules presented in Fig. 4 are at the basis of the definition of relation−→CC . We implicitly assume rules symmetric to
(CR6) and (CR7).
Rule (CR5) deals with termination of a conservative action α in configuration [α]l : (S, P). The process continues as S
and, as expected by a conservative action, it produces a new copy of P , which, because of the inductive approach of the SOS
semantics, cannot appear at the same syntactic level of the summation configuration S. Specifically, the process P will have
to appear at the level of a parallel composition. To forward P at the correct syntactic level, P is exhibited as a label of the
transition. The empty set used in the label denotes that no action is interrupted by completion of α.
Rule (CR6) clearly justifies the terminology ‘‘conservative’’. When a conservative action α completes in a summation
configuration SC1 being part of a configuration SC1 + SC2, it is required neither that actions in SC2 are interrupted, nor
that SC2 is canceled. This is clearly different from what happens when a preemptive action is completed (rule (CR2)). More
precisely, the set of actions interrupted in SC2, namelyM , is a subset of Id(SC2) since here not all the actions in SC2 have to
be interrupted. Furthermore, the new process created by the action, namely P in the rule, is exhibited as a transition label,
since also in this case we are not yet at the syntactic level of a parallel composition.
Rule (CR7) describes the case in which C1 completes a conservative action α and the coupled action α is not in C2, since
it runs in some other process running in parallel with C1 | C2.
Rule (CR8) deals with the completion of two coupled conservative actions. As expected, the system exhibits an internal
action τ , the label shows that no action has to be interrupted, and both the processes appearing in the labels of the transitions
of both configurations C1 and C2, namely P1 and P2, are put in parallel with C ′1 and C
′
2. Notice that this last derivation is a
derivation for→CP rather than→CC . The reason for this is that P1 and P2 are already at the correct syntactic level and do not
require to be lifted anymore.
Completion of both conservative and preemptive actions
We have to deal with the completion of two coupled actions α and α such that one of them is conservative and the other
preemptive. To this purpose, we add the rule shown in Fig. 5 and we implicitly assume a symmetric rule.
Notice that L = Id(C1) ∩M1 expresses that the actions running in C1 performing the conservative actions and that have
to be interrupted are those that were coupled with actions running in C2 performing the preemptive action. In fact, such a
coupling is the only reason we have to interrupt actions running in C1.
A toy example
In order to show how our computational semantics works, we discuss the modeling of a toy multiscale system where
we consider two populations. At a higher level of abstraction we consider a cell C , and at a lower level a generic protein P .
A cell C can be involved in a process leading to its duplication. Also, it can be involved in some low-level reactions (i.e. DNA
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transcription inside its nucleus) leading to the creation, in the environment outside C , of a protein of species P . Of course,
we consider this model at a level of detail such that we do not need to take into account any other possible population of
either cells or proteins which could be involved in the dynamics.
In the context of chemically reacting systems such a system may be described by two populations C and P , and by two
reactions R1 and R2 such that
R1 : C −→ C + C R2 : C −→ C + P.
Reactions R1 and R2 model the non linear growth of cell C and the production of a protein P by a cell C , respectively. Notice
that, at this level of detail, the production of protein P depends on the cell C where all the details of the biological process
leading to the creation of the protein are abstracted away. The initial state of the system can be defined to have a precise
initial number of cells C and proteins P in the environment.
We model now such a system in PAPC, and we show how the SOS semantics models the behavior of the populations. As
PAPC is based on the paradigm processes-as-molecules, we start by assuming two types of processes for each species which,
for clarity, are named C and P . Aswewant tomodel two reactions, we assume the following set of actions {α, α, γ , γ }where
α (resp. α) and γ (resp. γ ) model reaction R1 and R2, respectively. Also, as in PAPC the communication is dyadic and the
reactions use a single reactant, we define two auxiliary process Xα and Xγ , used to model the communications on α and γ ,
respectively.
Reaction R1 creates two new different cells able to start again, if possible, the duplication process. In the context of
PAPC we model R1 by using preemptive actions for both α and α since the duplication of a cell interrupts all the low-level
protein-transcription event inside the duplicated cell. Differently, the actions modeling reaction R2 are conservative since
the protein-transcription event does not interrupt the duplication process started by a cell.
The PAPC processes are defined as
C def= α.(C | C)+ γ : (G, P) G def= γ : (G, P) Xα def= α.(Xα | Xα) Xγ def= γ : (Xγ , 0).
Notice that we do not give a definition of the process P since it appears only as a product of the events we want to model,
and hence we are not interested in the interactions it may have in the system.
As expected, process C can perform two actions. Action α produces the two new copies of C . Such an action is performed
by synchronizing with the auxiliary process Xα which will produce two copies of itself to permit the duplication of the new
cells. Indeed, the number of copies of the auxiliary process Xα must grow with the same law of growth for the cells C . Both
C and Xα behave as preemptive in α and α, as expected. Process C can also perform, by synchronizing with Xγ , the action
γ . The result of such action is to produce a new protein P without interrupting its running duplication, if any. The number
of processes Xγ in the system bounds the number of cells which can simultaneously produce a protein P .
We discuss now some features of the semantics of PAPC for a simple system S described by the process
S = C | Xα | Xγ .
In S both the reactions may fire. We assume reaction R1 to fire first. To this extent, the semantics permits us to observe
handshaking derivations as
C
1,α+−−→H [α]1 .(C | C)+ γ : (G, P) Xα 1,α
+−−→H [α]1 .(Xα | Xα).
Then the whole process S performs a derivation as
S
1,τ+−−→H [α]1 .(C | C)+ γ : (G, P) | [α]1 .(Xα | Xα) | Xγ = S ′
where the new process S ′ is such that the action α is now running in C and in Xα , with identifier 1. In S ′ action α cannot
start, but just complete. We assume reaction R2 fires next. The semantics permits us to observe the handshaking derivations
γ : (G, P) 1,γ+−−→H [γ ]1 : (G, P) Xγ 1,γ
+−−→H [γ ]1 : (Xγ , 0).
The composition of these derivations resolves the conflicts of the colliding identifiers such that the derivation for C will be
[α]1 .(C | C)+ γ : (G, P) 2,γ+−−→H [α]1 .(C | C)+ [γ ]2 : (G, P)
and the whole system performs the following derivation
S ′ 2,τ
+−−→H [α]1 .(C | C)+ [γ ]2 : (G, P) | [α]1 .(Xα | Xα) | [γ ]2 : (Xγ , 0) = S ′′
where in S ′′ all the possible actions are running. We consider now two different cases: (a) R1 completes before R2 and (b)
vice versa.
R. Barbuti et al. / Theoretical Computer Science 431 (2012) 96–116 109
(a) Reaction R1 completes before R2: in this case actions α and α complete before action γ and γ , interrupting them. The
semantics permits us to derive transitions as
[α]1 .(C | C) 1,α−,∅,∅−−−−→CP C | C [α]1 .(Xα | Xα) 1,α
−,∅,∅−−−−→CP Xα | Xα.
Actions in C and in Xγ have to be interrupted, hence we derive
[α]1 .(C | C)+ [γ ]2 : (G, P) 1,α−,{2},∅−−−−−→CP C | C [γ ]2 : (Xγ , 0) {2}−→I Xγ
where {2} denotes the actions to be interrupted. Consequently, the whole process S ′′ will perform the transition
S ′′ 1,τ
−,∅,∅−−−−→CP C | C | Xα | Xα | Xγ
where in the resulting process no actions are running, as expected, and there are two cells and two auxiliary processes Xα .
(b) Reaction R2 completes before R1: in this case actions γ and γ complete before actions α and α. The semantics permits to
derive transitions as
[γ ]2 : (Xγ , 0) 2,γ−,∅,0−−−−→CC 0 [γ ]2 : (G, P) 2,γ
−,∅,P−−−−−→CC G.
No actions have to be interrupted in any process, hence we derive
[α]1 .(C | C) ∅−→I [α]1 .(C | C) [α]1 .(C | C)+ [γ ]2 : (G, P) 2,γ
−,∅,0−−−−→CC [α]1 .(C | C)+ G.
The whole process S ′′ will then perform the transition
S ′′ 2,τ
−,∅,∅−−−−→CP [α]1 .(C | C)+ G | [α]1 .(Xα | Xα) | Xγ | P | 0
where, as expected, in the resulting process only one action is still running (cell division) and a single protein P has been
produced.
3.2. Operational correspondence
In this section we prove a result of operational correspondence between the reduction semantics defined in Section 2.2
and the compositional semantics defined in Section 3.1. In particular, we prove that transitions
l+−→ and l−−→ in the reduction
semantics have corresponding transitions with τ+ and τ− in their labels, respectively, in the compositional semantics, and
vice versa.
We start by giving some auxiliary lemmas. The first one states a property of identifiers used in the handshaking relation
of the compositional semantics.
Lemma 3. Given a PAPC process configuration C ∈ C, it holds:
C
l,α+−−→H C ′ with α ∈ Actτ implies l = min(N \ Id(C)).
Proof. Trivial induction on the derivation of C l,α
+−−→H C ′. 
The second lemma states that structurally congruent process configurations perform the same transitions in the
compositional semantics.
Lemma 4. Given two PAPC process configurations C1, C2 ∈ C such that C1 ≡ C2, it holds:
C1
ℓ−→r C ′1 if and only if C2 ℓ−→r C ′2
with C ′1 ≡ C ′2 and r ∈ {H, I, CP, CC}.
Proof. By cases on the axioms in Definition 3:
• (commutativity of +) follows from the fact that rules (H3), (H4), (CR2) and (CR6) are assumed to have analogous
symmetric rules and from commutativity of ∪ in rules (I9) and (I10);
• (0 as neutral element of +) by rules (H3), (I9), (CR2) and (CR6) we have that S + 0 performs the same transitions as S
(other rules for+ are not applicable to S + 0);
• (associativity of +) by rules (H3) and (H4) we have that if (SC1 + SC2) + SC3 l,α
+−−→H SC ′, then SC ′ = (SC ′1 + SC ′2) + SC ′3
and there exists i ∈ {1, 2, 3} such that
1. SCi
l,α+−−→H SC ′′i , where SC ′i = SC ′′i [l′/l]with, by Lemma 3, l′ = min(N \ Id((SC1 + SC2)+ SC3));
2. SC ′j = SCj if j ∈ {1, 2, 3} and i ≠ j
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But SCi
l,α+−−→H SC ′′i implies SC1 + (SC2 + SC3) l,α
+−−→H SC ′1 + (SC ′2 + SC ′3) (by applying rules (H3) and (H4)), and it holds
SC ′1 + (SC ′2 + SC ′3) ≡ SC ′. The same holds for transitions obtained by applying rules (I9), (CR2) and (CR6);• (recursive definitions) follows immediately from the definition of rule (H8);
• (commutativity of |) follows from the fact that rules (H5), (H6), (CR3), (CR7) and (CR9) are assumed to have analogous
symmetric rules, from the fact that rule transitions derived by applying rules (H7), (I10) and (CR8) are the same for C1 | C2
and for C2 | C1, and from commutativity of ∪ and ∩ in rules (I10), (CR3) and (CR4);
• (0 as neutral element of |) by rules (H5), (I10), (CR3) and (CR7) we have that C | 0 performs the same transitions as C
(other rules for | are not applicable to C | 0);
• (associativity of |) the cases of transitions inwhich only one of the three componentsC1, C2 andC3 is changing is analogous
to the case of the associativity of +, but by using rules (H5), (I10), (CR3) and (CR7). The cases of transitions describing
synchronizations, and obtained by applying rules (H7), (CR4), (CR8) and (CR9) is still similar, but requires that two of the
three components change. 
The next two lemmas relate the interruption and the completion relations of the compositional semantics with the Reset
function used in the reduction semantics.
Lemma 5. Given any PAPC process configuration C ∈ C and any L ⊆ Id(C) it holds:
C
L−→I C ′ if and only if C ′ = Reset(C, L).
Proof. We have to prove two implications: C L−→I C ′ implies C ′ = Reset(C, L) and C ′ = Reset(C, L) implies C L−→I C ′.
The former implication can be proved by trivial induction on the derivation of C
L−→I C ′, and the latter by trivial structural
induction on C . 
Lemma 6. Given any PAPC summation configuration SC ∈ SC it holds:
[α]l : (S, P)+ SC l,α−,L,P−−−−→CC S + SC ′ if and only if L = Id(SC) and SC ′ = Reset(SC, L).
Proof. We have to prove two implications: the first one is [α]l : (S, P) + SC l,α−,L,P−−−−→CC S + SC ′ implies L = Id(SC) and
C ′ = Reset(C, L); the second one is L = Id(SC) and C ′ = Reset(C, L) imply [α]l : (S, P) + SC l,α−,L,P−−−−→CC S + SC ′. The first
implication can be proved by induction on the derivation of [α]l : (S, P) + SC l,α−,L,P−−−−→CC S + SC ′ by using Lemma 5 in the
inductive case. The second implication can be proved by structural induction on SC , again by using Lemma 5 in the inductive
case. 
Finally, we give the main theorem on operational correspondence between the two considered semantics.
Theorem 1. Given any PAPC process configuration C ∈ C, the following relationships hold:
1. C
l+−→ C ′ if and only if C l,τ+−−→H C ′;
2. C
l−−→ C ′ if and only if C l,τ−,∅,∅−−−−→CP C ′.
Proof. We have to prove C l+−→ C ′ implies C l,τ+−−→H C ′, C l,τ
+−−→H C ′ implies C l+−→ C ′, C l−−→ C ′ implies C l,τ
−,∅,∅−−−−→CP C ′ and
C
l,τ−,∅,∅−−−−→CP C ′ implies C l−−→ C ′:
• (C l+−→ C ′ implies C l,τ+−−→H C ′) Let us assume that transition C l+−→ C ′ has been derived by applying rule (+2) of the
reduction semantics (the cases of (+1) and (+3) are analogous). Lemma 4 and the closure of the reduction semantics
with respect to ≡ allow us to assume that C = (α.P1 + SC1 | α : (S2, P2) + SC2) | C1 and C ′ = ([α]l .P1 + SC1 | [α]l :
(S2, P2)+ SC2) | C1. In this case, a transition C l,τ
+−−→H C ′ can be obtained by the following derivation:
(H5/6)
(H7)
(H3/4)
(H1)
α.P1
1,α+−−→H [α]1 .P1
α.P1+SC1
l1,α+−−−→H [α]l1.P1+SC1
(H3/4)
(H1)
α:(S2,P2)
1,α+−−→H [α]1:(S2,P2)
α:(S2,P2)+SC2
l2,α+−−−→H [α]l1:(S2,P2)+SC2
α.P1+SC1|α:(S2,P2)+SC2
l′,τ+−−→H [α]l′.P1+SC1|[α]l′:(S2,P2)+SC2
(α.P1 + SC1 | α : (S2, P2)+ SC2) | C1 l,τ
+−−→H ([α]l.P1 + SC1 | [α]l :(S2, P2)+ SC2) | C1
where the choice between (H3) and (H4), and between (H5) and (H6) depends on the already used identifiers in the
portion of configuration they are applied to. Lemma 3 ensures that l = min((N) \ Id(SC1) ∪ Id(SC2) ∪ Id(C1));
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• (C l,τ+−−→H C ′ implies C l+−→ C ′) The only rule that introduces τ in the label of a handshaking transition is (H7), hence any
derivation of C
l,τ+−−→H C ′ has an application of such a rule in its derivation tree. The premise of (H7) requires C to contain
two components C1 and C2 such that C1
l1,α+−−−→H C ′1 and C2
l2,α+−−−→H C ′2, with C having the form C1|C2 and C ′ the form C ′1|C ′2.
Since the only rules introducing α and α are (H1) and (H2), we have that such two instances of these rules are used in
any derivation tree of C
l,τ+−−→H C ′ (actually, either only (H1) twice, or only (H2) twice, or both (H1) and (H2) once). These
considerations on the derivation trees of C
l,τ+−−→H C ′ allow us to conclude that there must be two components of C which
are composed in parallel and which are ready to execute α and α, respectively. Let us assume that one of these actions is
used as a preemptive action, namely as α.P1, and the other as a conservative action, namely as α : (S2, P2). By Lemma 4
we can assume,without loss of generality, that C = (α.P1+SC1 | α : (S2, P2)+SC2) | C3, and hence it is easy to verify that
C ′ = ([α]l .P1+ SC1 | [α]l : (S2, P2)+ SC2) | C3. Lemma 3 ensures that l = min((N) \ Id(SC1)∪ Id(SC2)∪ Id(C3)) and from
this it follows that by applying rule (+2) of the reduction semantics we can derive C l+−→ C ′. The cases in which α and α
are not both used as preemptive actions are analogous, and involve rules (+1) and (+3) of the reduction semantics;
• (C l−−→ C ′ implies C l,τ−,∅,∅−−−−→CP C ′) Let us consider the case in which C l−−→ C ′ has been derived by applying rule (−2) of
the reduction semantics. Lemma 4 and the closure of the reduction semantics with respect to≡ allow us to assume that
C = ([α]l .P1 + SC1 | [α]l : (S2, P2)+ SC2) | C1 and C ′ = (P1 | S2 + SC ′2 | P2) | C ′1.
By the premise of rule (−2) we know that C ′1 = Reset(C1, L) and SC ′2 = Reset(SC2, L) where L = Id(SC1). The set L
is not necessarily a subset of Id(C1) since there may be some incomplete synchronizations between SC1 and SC2 (that
necessarily do not involve C1). Consequently, Id(SC1) ∩ Id(SC2) might be not empty. Let us consider L′ = L ∩ Id(C1).
By Lemma 1 we know that L′ = L \ Id(SC2). Moreover, by Lemma 2 it follows that C ′1 = Reset(C1, L) = Reset(C1, L′).
Now, since L′ ⊆ Id(C1), we can exploit Lemma 5 and obtain C1 L
′−→I C ′1. In addition, we can exploit Lemma 6 and obtain
[α]l : (S2, P2)+ SC2 l,α
−,Id(SC2),P2−−−−−−−−→CC S2 + SC2.
The obtained transitions can be used in the following derivation tree for C
l,τ−,∅,C−−−−→
′
CP :
(CR3)
(CR9)
(CR1) and (CR2)
...
[α]l.P1+SC1
l,α−,Id(SC1),∅−−−−−−−→CP P1
[α]l:(S2,P2)+SC2
l,α−,Id(SC2),P2−−−−−−−−→CC S2+SC ′2
[α]l.P1+SC1|[α]l:(S2,P2)+SC2
l,τ−,L′,∅−−−−→CP P1|S2+SC ′2|P2
C1
L′−→I C ′1
([α]l .P1 + SC1 | [α]l : (S2, P2)+ SC2) | C1 l,τ
−,∅,∅−−−−→CP (P1 | S2 + SC ′2 | P2) | C ′1
The cases in which C
l−−→ C ′ is derived by applying either rule (−1) or rule (−3) are similar.
• (C l,τ−,∅,∅−−−−→CP C ′ implies C l−−→ C ′) There are three rules that introduce τ in the label of a completion transition, namely
(CR4), (CR8) and (CR9). Hence, any derivation of C
l,τ−,∅,∅−−−−→CP C ′ has an application of one of these three rules in its
derivation tree. Let us consider the case in which rule (CR9) is applied. The premise of such a rule requires C to contain
two components C1 and C2 such that C1
l,α−,L,P−−−−→CC C ′1 and C2
l,α−,M1,∅−−−−−→CP C ′2.
It is immediate to see that any derivation tree for C1
l,α−,L,P−−−−→CC C ′1 must consist of an application of rule (CR5) followed
by a (possibly empty) sequence of applications of (CR6) and then by a (possibly empty) sequence of applications of (CR7).
As a consequence, by Lemma 4 we can assume C1 = [α]l : (S1, P) + SC1 | C3 for some S1, SC1 and C3. By definition of
(CR5) and (CR6)we have L ⊆ Id(SC1) ∪ Id(C3).
Similarly, any derivation tree for C2
l,α−,M1,∅−−−−−→CP C ′2 must consist of an application of rule (CR1) followed by a
(possibly empty) sequence of applications of (CR2) and then by a (possibly empty) sequence of applications of (CR3).
As a consequence, by Lemma 4 we can assume C2 = [α]l .P2+ SC2 | C4 for some P1, SC2 and C4. By definition of (CR2) and
(CR3)we haveM1 = Id(SC2) \M withM ⊆ Id(C4).
Up to now we have understood that C contains a subterm C1 | C2 = [α]l : (S1, P1) + SC1 | C3 | [α]l .P2 + SC2 | C4
which is the subject of application of rule (CR9). By Lemma 4 we can use structural congruence to rearrange the subterm
as follows: C1 | C2 ≡ [α]l : (S1, P1)+ SC1 | [α]l .P2+ SC2 | C3 | C4. In this way we can assume that (CR9) is used to derive
a transition for the simpler subterm [α]l : (S1, P1) + SC1 | [α]l .P2 + SC2. Consequently, we can assume C1 and C2 to be
[α]l : (S1, P1)+ SC1 and [α]l .P2 + SC2, respectively, and we have L ⊆ Id(SC1) andM1 = Id(SC2).
The premise of (CR9) requires L = Id(C1) ∩ M1, that is L = Id(C1) ∩ Id(SC2) = Id(SC1) ∩ Id(SC2). Hence, by applying
(CR9)we obtain C1 | C2 l,τ
−,Id(SC2)\(Id(SC1)∩Id(SC2)),∅−−−−−−−−−−−−−−−−−→CP C ′1 | C ′2 | P , that is C1 | C2
l,τ−,Id(SC2)\Id(SC1),∅−−−−−−−−−−−→CP C ′1 | C ′2 | P .
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Moreover, by the transition of C1 in the premise of rule (CR9) and by Lemmas 2 and 6 we can conclude that
C ′1 = S1 + SC ′1 with SC ′1 = Reset(SC1, Id(SC1) ∩ Id(SC2)) = Reset(SC1, Id(SC2)). Now, in order to derive a transition
for the whole process configuration C we can observe that C = (C1 | C2) | C , for some C that includes the C3 and C4
subtermswepreviouslymoved out of the subject of application (CR9). Hence, rule (CR3) can be appliedwith the transition
performed by C1 | C2 as a premise. Since the transition performed by C is C l,τ
−,∅,∅−−−−→CP C ′ wemust have, in the premise of
(CR3), that C
Id(SC2)\Id(SC1)−−−−−−−→I C ′, and by Lemma 5 we know that C ′ = Reset(C, Id(SC2) \ Id(SC1)). Finally, by Lemma 2, we
have that also C ′ = Reset(C, Id(SC2)) holds, hence rule (−2) of the reduction semantics can be applied to derive C l−−→ C ′.
The case in which rule (CR4) is applied in place of (CR9) differs with respect to the case of (CR9) in two things: (i) the
rules used to derive the transition of C1 are (CR1) and (CR2) rather than (CR5) and (CR6), and (ii) the set of identifiers
appearing in the labels of the transitions of C1 and C2 are subject to more complex constraints than in the case of (CR9).
As regards (ii), by Lemma 4 we can assume C1 and C2 to be [α]l .P1 + SC1 and [α]l .P2 + SC2, respectively (similarly as
we did in the case of (CR9)). This means that in the premise of (CR4) we can assume both L2 and M2 to be empty (this
follows immediately from the definitions of rules (CR2) and (CR3)). Consequently, the conclusion of rule (CR4) becomes
C1 | C2 l,τ
−,(L1\M1)∪(M1\L1),∅−−−−−−−−−−−−−→CP C ′1 | C ′2. In addition, from the definition of (CR2) we can conclude that L1 = Id(SC1) and
M1 = Id(SC2). This means that the conclusion of (CR4) corresponds to C1 | C2 l,τ
−,(Id(SC1)\Id(SC2))∪(Id(SC2)\Id(SC1)),∅−−−−−−−−−−−−−−−−−−−−−−→CP C ′1 | C ′2
that is, by Lemma 1, C1 | C2 l,τ
−,(Id(SC1)∩Id(C))∪(Id(SC2)∩Id(C)),∅−−−−−−−−−−−−−−−−−−−−→CP C ′1 | C ′2, namely C1 | C2
l,τ−,(Id(SC1)∪Id(SC2))∩Id(C),∅−−−−−−−−−−−−−−−−→CP C ′1 | C ′2
(where C is as in the case of (CR9)). We can conclude that rule (−1) of the reduction semantics can be applied to derive
C
l−−→ C ′ after an argument on the transition performed by C and on C ′ analogous to that given in the case of (CR9).
The cases in which rule (CR8) is applied is analogous to those of (CR9) and (CR4). 
From the correspondence between the reduction and the compositional semantics we can easily obtain the following
result of preservation of well-formedness and completeness of process configurations.
Corollary 1. Given a well-formed and complete process configuration C ∈ C, if either C l,τ+−−→H C ′ or C l,τ
−,∅,∅−−−−→CP C ′, then C ′ is
well-formed and complete as well.
Proof. Follows immediately from Theorem 1 and Proposition 1. 
In addition we can prove that in the compositional semantics it is possible to derive from a well-formed and complete
process configuration only either a handshaking transition or a completion transition of the→CP relation with τ and empty
sets of action identifiers in the label.
Proposition 3. Given a well-formed and complete process configuration C ∈ C, there does not exist any C ′ ∈ C such that
• either C l,α−,L,P−−−−→CC C ′,
• or C l,α−,L1,L2−−−−−→CP C ′ with α ≠ τ or L1 ∪ L2 ≠ ∅.
Proof. Let us assume that there exists C ′ such that C l,α
−,L,P−−−−→CC C ′ can be derived. By definition of the completion relation for
conservative actions we have α ≠ τ . This means that somewhere in the derivation tree of the transition rule (CR5) has been
applied to a subterm of C containing a running action αwith identifier l. By definition of well-formedness and completeness
we have that C has to contain also the coupled running action α with the same identifier. Moreover, such a coupled running
action has to be in a subterm of C that is composed in parallel with the subterm containing α. This means that also rule
(CR7) is used in the derivation tree of the transition. But rule (CR7) has a premise that makes it impossible for l to be in a
subterm composed in parallel with the subterm executing α. This contradiction implies that there does not exist C ′ such
that C
l,α−,L,P−−−−→CC C ′ can be derived.
Now, let us assume that there exists C ′ such that C
l,α−,L1,L2−−−−−→CP C ′ can be derived with α ≠ τ . Also in this case we reach
a contradiction with a reasoning analogous to that of the previous case, but with considering rules (CR1) and (CR4) in place
of (CR7) and (CR5).
Finally, let us assume that there exists C ′ such that C
l,α−,L1,L2−−−−−→CP C ′ can be derived with L1 ∪ L2 ≠ ∅. By the proof of the
previous case it follows thatα = τ , hence there existα′ andα′ thatwere coupled running action in C and that complete their
execution in the described step. In this case we have that in the derivation tree of the transition rule (CR2) has been applied,
possibly several times, to the two summation configurations containing α′ and α′. Since C is well-formed and complete,
we have that all of the running action coupled with the running actions in the two considered summation configurations
must be in C as well. Condition (L1 ∩ Id(C2)) ⊆ M in the premise of rule (CR3) and conditions (M1 ∩ Id(C1)) ⊆ (L1 ∪ L2)
and (L1 ∩ Id(C2)) ⊆ (M1 ∪ M2) in the premise of rule (CR4) ensure that all of the necessary running actions have been
interrupted. Moreover, the definition of the sets of action identifiers in the conclusions of rules (CR3) and (CR4) is such that
all of the interrupted running actions are removed. This leads to a contradiction as we assumed L1 ∪ L2 ≠ ∅. 
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This result has two consequences. The first is that both the completion relations for preemptive and conservative actions
are well-defined, in the sense that it is not possible to derive a transition in which an action coupled with another that is
interrupted is not reset. The second consequence is that the completion relation for conservative actions, namely→CC , turns
out to be only an auxiliary relation used for compositionality reasons. Actually, the same holds for the interruption relation
→I . Even if→CC and→I do not describe a step of a well-formed and complete configuration they are necessary to describe
a step of a portion of a configuration, namely a well-formed and possibly not complete configuration. As a consequence
these transition relations will be taken into account in the following in the definition of a bisimulation equivalence for
PAPC.
3.3. Bisimulation equivalence for PAPC
Bisimulation equivalence is a central notion in concurrency theory. For processes with a higher order behavior, namely
processes whose behavior is described by portions of transition systems in which processes appear in the labels, the notion
of bisimulation is usually replaced by a higher order notion of bisimulation [3,15,50,41], which can be rephrased in our
setting as follows:
Definition 7. A symmetric relationR ⊆ C × C is a bisimulation if and only if whenever (C1, C2) ∈ R, then it holds that:
• if C1 ℓ−→r C ′1 for any C ′1 ∈ C, r ∈ {H, I, CP} and label ℓ, then C2 ℓ−→r C ′2 for some C ′2 ∈ C such that (C ′1, C ′2) ∈ R.
• if C1 l,α
−,L,P1−−−−→CC C ′1 for any C ′1 ∈ C, l ∈ N, α ∈ Act , L ⊆ N and P1 ∈ P , then C2
l,α−,L,P2−−−−→CC C ′2 for some C ′2 ∈ C and P2 ∈ P
such that (C ′1, C
′
2) ∈ R and (P1, P2) ∈ R.
The union of all bisimulations is, in turn, a bisimulation, which is denotedwith≈. For an algebraic treatment of bisimulation
equivalence and to reason in a compositional way, a bisimulation is required to be a congruence.
Theorem 2. Bisimulation is a congruence w.r.t. all PAPC operations.
Proof. First of all let us recall that an SOS transition rule respects the De Simone format (see, e.g., [1]) if it is in the following
form:
{xi ℓi−→Zi yi | i ∈ I}
f (x1, . . . , xn)
ℓ−→Z t
where f is an arbitrary operator with n arguments, labels ℓi and ℓ are arbitrary, symbols Zi and Z are arbitrary, and the
following constraints are respected:
• I ⊆ {1, . . . , n};
• all xi with 1 ≤ i ≤ n and yi with i ∈ I are distinct process variables and it holds that if xi = xj for some i, j ∈ I then i = j;
• t is a term built over the language syntax such that:
– for all i ∈ I , no process yi appears in t more than once, and no process xi appears in t at all;
– for all i ∈ {1, . . . , n} \ I , no process xi appears more than once in t;
– no process variable except variables xi and yi appears in t .
It iswell known (see, e.g., [1]) that if an SOShas only the classical recursion rule and transition rules inDe Simone format, then
bisimulation is a congruence. (Notice that side conditions in transition rules do not affect the result.) Since PAPC transition
rules (CR5) − (CR9) do not respect De Simone format, we cannot infer the thesis in an immediate way. What we do is that
we prove the thesis in the standard way and we exploit the result by De Simone when this is possible.
First of all letR be the least congruence relation defined over PAPC configurations containing bisimulation. Formally,R
is the least equivalence relation such that≈⊆ R and:
• C1 R C ′1 and C2 R C ′2 imply C1 | C2 R C ′1 | C ′2;
• P R P ′ implies α.P R α.P ′ and [α]l.P R [α]l.P ′;
• SR S ′ and P R P ′ imply α : (S, P) R α : (S ′, P ′) and [α]l : (S, P) R [α]l : (S ′, P ′);
• SC1 R SC ′1 and SC2 R SC ′2 imply SC1 + SC2 R SC ′1 + SC ′2.
Following the standard approach as in the literature, to prove the thesis it suffices to prove that bisimulation containsR, so
that one infers that bisimulation andR, which is a congruence by definition, coincide. Hence we have to prove that given
C R Cˆ it holds that:
1. if C
(l,α+)−−−→H C ′ then Cˆ (l,α
+)−−−→H Cˆ ′ with C ′ R Cˆ ′;
2. if C
L−→I C ′ then Cˆ L−→I Cˆ ′ with C ′ R Cˆ ′;
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3. if C
(l,α−,L1,L2)−−−−−−→CP C ′ then Cˆ (l,α
−,L1,L2)−−−−−−→CP Cˆ ′ with C ′ R Cˆ ′;
4. if C
(l,α−,L,P)−−−−−→CC C ′ then Cˆ (l,α
−,L,Pˆ)−−−−−→CC Cˆ ′ with C ′ R Cˆ ′ and P R Pˆ .
As usual, we reason by induction over the depth of the derivation tree of the transition. The proof comes for free if the last
transition rule used in the derivation tree is in De Simone format. So, it remains to prove the thesis when the last transition
rule used in the derivation tree is one among (CR5)− (CR9). Let us consider these five distinct cases:
• Case (CR5). We have to consider the transition C l,α
−,∅,P−−−−→CC C ′ with C ≡ [α]l : (S, P) and C ′ ≡ S. If C R Cˆ is obtained
from C ≈ Cˆ then the thesis is immediate, otherwise it holds that Cˆ ≡ [α]l : (Sˆ, Pˆ) with S R Sˆ and P R Pˆ . By applying
(CR5)we infer Cˆ
l,α−,∅,Pˆ−−−−→CC Sˆ and the thesis follows.
• Case (CR6). We have to consider the transition C l,α
−,L∪M,P−−−−−−→CC C ′ inferred from SC1 l,α
−,L,P−−−−→CC SC ′1 and SC2 M−→I SC ′2, where
C ≡ SC1 + SC2 and C ′ ≡ SC ′1 + SC ′2. If C R Cˆ is obtained from C ≈ Cˆ then the thesis is immediate, otherwise it holds
that Cˆ ≡ ˆSC1 + ˆSC2 with SC1 R ˆSC1 and SC2 R ˆSC2. By the inductive hypothesis, it holds that SˆC1 l,α
−,L,Pˆ−−−−→CC SˆC ′1 and
SˆC2
M−→I SˆC ′2 with SC ′1 R ˆSC ′1, SC ′2 R ˆSC ′2 and P R Pˆ . By applying (CR6) we infer Cˆ l,α
−,L∪M,Pˆ−−−−−−→CC ˆSC1 + ˆSC2 and, since it is
immediate that C ′ R ˆSC1 + ˆSC2, the thesis follows.
• Case (CR7). We have to consider the transition C l,α
−,L∪M,P−−−−−−→CC C ′ inferred from C1 l,α
−,L,P−−−−→CC C ′1 and C2 M−→I C ′2, where
C ≡ C1 | C2 and C ′ ≡ C ′1 | C ′2. If C R Cˆ is obtained from C ≈ Cˆ then the thesis is immediate, otherwise it holds that
Cˆ ≡ Cˆ1 | Cˆ2 with C1 R Cˆ1 and C2 R Cˆ2. By the inductive hypothesis, we infer that Cˆ1 l,α
−,L,Pˆ−−−−→CC Cˆ ′1 and Cˆ2 M−→I Cˆ ′2
with C ′1 R Cˆ
′
1, C
′
2 R Cˆ
′
2 and P R Pˆ . By applying (CR7) we infer Cˆ
l,α−,L∪M,Pˆ−−−−−−→CC Cˆ ′1 | Cˆ ′2 and, since it is immediate that
C ′ R Cˆ ′1 | Cˆ ′2, the thesis follows.
• Case (CR8). We have to consider the transition C l,τ
−,∅,∅−−−−→CP C ′ inferred from C1 l,α
−,∅,P1−−−−−→CC C ′1 and C2
l,α −,∅,P2−−−−−→CC C ′2,
where C ≡ C1 | C2 and C ′ ≡ C ′1 | C ′2 | P1 | P2. If C R Cˆ is obtained from C ≈ Cˆ then the thesis is immediate, otherwise
it holds that Cˆ ≡ Cˆ1 | Cˆ2 with C1 R Cˆ1 and C2 R Cˆ2. By the inductive hypothesis, we infer that Cˆ1 l,α
−,∅,Pˆ1−−−−−→CC Cˆ ′1 and
Cˆ2
l,α−,∅,Pˆ2−−−−−→CC Cˆ ′2 with C ′1 R Cˆ ′1, C ′2 R Cˆ ′2, P1 R Pˆ1 and P2 R Pˆ2. By applying (CR8) we infer Cˆ l,τ
−,∅,∅−−−−→CP Cˆ ′1 | Cˆ ′2 | Pˆ1 | Pˆ2,
and, since it is immediate that C ′1 | C ′2 | P1 | P2 R Cˆ ′1 | Cˆ ′2 | Pˆ1 | Pˆ2, the thesis follows.
• Case (CR9). We have to consider the transition C l,τ
−,M2\L,∅−−−−−−→CP C ′ inferred from C1 l,α
−,L,P−−−−→CC C ′1 and C2
l,α−,M2,∅−−−−−→CP C ′2,
where C ≡ C1 | C2 and C ′ ≡ C ′1 | C ′2 | P . If C R Cˆ is obtained from C ≈ Cˆ then the thesis is immediate, otherwise
it holds that Cˆ ≡ Cˆ1 | Cˆ2 with C1 R Cˆ1 and C2 R Cˆ2. By the inductive hypothesis, we infer that Cˆ1 l,α
−,L,Pˆ−−−−→CC Cˆ ′1 and
Cˆ2
l,α−,M2,∅−−−−−→CP Cˆ ′2 with C ′1 R Cˆ ′1, C ′2 R Cˆ ′2 and P R Pˆ . By applying (CR9) we infer Cˆ
l,τ−,M2\L,∅−−−−−−→CP Cˆ ′1 | Cˆ ′2 | Pˆ . Since it is
immediate that C ′1 | C ′2 | P R Cˆ ′1 | Cˆ ′2 | Pˆ , the thesis follows. 
The bisimulation relation for PAPC is a very fine behavioral equivalence. This can be seen as a disadvantage, since with
behavioral equivalences it is often desirable to be able to equate as many processes as possible. On the other hand, the fact
that bisimulation turns out to be finemay have anothermeaning, namely that all the ingredients used in the process algebra
play an important role. This does not happen, for instance, for the parallel composition in some variants of CCS where it can
be reduced into an equivalent summation of processes.
We go through this last consideration via an example. Let us consider the following two PAPC processes
S1
def= α.(S1 | S1) S2 def= α : (S2, S2).
The behavior of the two processes is similar: both of them perform an action α and then continue as with two copies of the
initial process. Even if the behavior of the two processes seems to be the same, it is immediate to see that the two processes
are not bisimilar. In fact, they repeatedly perform the same handshaking transition
l,α+−−→H , but followed by two different
completion transitions, namely
l,α−,∅−−−→CP and l,α
−,∅,S2−−−−−→CC , respectively. This permits to state that, in general, S1 ≉ S2. This is
exactly what we expect from our bisimulation relation since, when the two processes are put in a summation context, their
behavior would determine the behavior of thewhole context. In fact, the completion of the action in a process S1+CS would
interrupt any action currently running in CS and, differently, for the case of S2 + CS no actions in CS would be interrupted.
This is due to the fact that the two processes perform the same action but with different prefix operators.
In order to see whether this is important, it is enough to consider the toy example given in the previous section where
actions are modeled by a process C def= α.(C | C) + γ : (G, P). In this example the creation of two new cells should be an
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event which interrupts, when completed, the production of protein P by the cell. Of course, if the process used in the model
would have been C def= α : (C, C) + γ : (G, P), then the completion of the duplication process for the cell would not have
interrupted the production of P .
4. Conclusions
In this paper we have considered the problem of modeling biological systems in which different scale levels are taken
into account resulting in the fact that actions at a higher level may take more time than actions at a lower one.
In order to model such systems we have defined PAPC, a variant of the CCS process algebra in which a process may be
simultaneously involved in one long lasting high level action and in several faster lower level actions. In order to model this,
we have added in the algebra two different prefix operators to model the role of a process in an action. An action can be
considered either as conservative or preemptive in a process, resulting in two different behaviors for the process and for the
other actions which are already started and not completed.
We have given both a reduction semantics and a compositional Structural Operations Semantics for PAPC by means of
different relations, one for each of the possible events which may change the state of a process, namely the start and the
completion of the actions. The semanticswe have given are in ST style as this permits to observe the start and the completion
of an action as two detached events. This style of the semantics permits also to observe processes in configurations in which
multiple actions are started and not completed.
We have also defined a notion of behavioral equivalence for PAPC processes based on the ideas of higher-order
bisimulations for process calculi. We have proved that our bisimulation is a congruence with respect to all PAPC operators.
In the paper, we also showed some simple examples of PAPC processes such that their semantics permits to observe
the key features of the algebra. We also discussed the notion of bisimulation we introduced by analyzing two simple PAPC
processes.
As future work we will apply PAPC to the modeling of multiscale systems in order to prove the utility of the formalism.
To this purpose we may consider enriching PAPC with biologically inspired operators to easily model complexation, de-
complexation or more complex biological structures as membranes or compartments as it has been previously done with
other calculi. Moreover, we may consider the definition of more biologically inspired notions of equivalence for PAPC
processes (see e.g., [28,29]). Finally, we may replace our unquantified delays with probabilistic timed delays with general
distributions. To this purpose, it is worth noting that in [17] it is showed how ST approach easily supports such a feature.
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