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Abstract
The SO(5) Landau model is the mathematical platform of the 4D quantum Hall effect and provide a
rare opportunity for a physical realization of the fuzzy four-sphere. We present an integrated analysis of
the SO(5) Landau models and the associated matrix geometries through the Landau level projection.
With the SO(5) monopole harmonics, we explicitly derive matrix geometry of a four-sphere in an
arbitrary Landau level: In the lowest Landau level the matrix coordinates are given by the generalized
SO(5) gamma matrices of the fuzzy four-sphere satisfying the quantum Nambu algebra, while in higher
Landau level the matrix geometry becomes a nested fuzzy structure with no counterpart in classical
geometry. The internal fuzzy geometry structure is discussed in the view of a SO(4) Pauli-Schro¨dinger
model and the SO(4) Landau model, where we unveil a hidden singular gauge transformation between
their background non-Abelian field configurations. Relativistic versions of the SO(5) Landau model
are also investigated and relation to the Berezin-Toeplitz quantization is clarified. We finally discuss
the matrix geometry of the Landau models in even higher dimensions.
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1 Introduction
More than forty years ago, Yang proposed a SU(2) generalization [1] of the Dirac’s monopole [2]. The
set-up behind the Yang’s SU(2) monopole stems from a beautiful mathematical concept of the 2nd Hopf
map associated with the generalization of complex numbers to quaternions [3, 4]. The Yang’s monopole field
configuration on S4 is conformally equivalent to the BPST instanton configuration on R4 [5] and possesses
the SO(5) global rotational symmetry. Yang also succeeded to construct generalized monopole harmonics
in the SU(2) monopole background [6]. This set-up was used in the context of the Zhang and Hu’s SO(5)
Landau model and 4D quantum Hall effect [7] that realize natural higher dimensional counterparts of the
Wu and Yang’s SO(3) Landau model [8] and the Haldane’s 2D quantum Hall effect on a two-sphere [9].1
The non-commutative geometry is the emergent geometry of the Landau models and governs the dy-
namics of the quantum Hall effect [12, 13]. The Landau level projection truncates the whole quantum
mechanical Hilbert space to a sub-space and provides a physical set-up where the non-commutative geome-
try naturally appears. Along this line, the fuzzy four-sphere geometry has been discussed in the context of
the SO(5) Landau model [7, 14, 15]. It is known that the fuzzy four-sphere exhibits intriguing mathematical
structure not observed in the fuzzy two-sphere: While the algebra of the fuzzy two-sphere is given by the
SU(2) algebra [16, 17], the five coordinates of the fuzzy four-sphere [18, 19] are not closed by themselves
within the Lie algebra but bring extra non-commutative coordinates constituting “internal” fuzzy structure
[20, 21, 22]. Such a peculiar structure makes the studies of higher dimensional non-commutative geometry
more interesting and attractive. There are two ways to represent the fuzzy four-sphere algebraically: (i)
Lie algebra [20, 21, 22]: the enlarged algebra of the fuzzy four-sphere is the SO(6) ≃ SU(4) giving rise to
fuzzy fibre space (Fig.1):
[Xa, Xb] = iαXab. (1)
(ii) Four-Lie bracket [23, 24] : With the quantum Nambu bracket [25, 26], the fuzzy four-sphere coordinates
are closed by themselves without introducing extra fuzzy coordinates. The internal structure is implicit,
and the internal geometry reflects its existence in the degeneracy of (fuzzy) three-sphere latitudes (Fig.1):
[Xa, Xb, Xc, Xd] = (I + 2)α
3ǫabcdeXe. (2)
Figure 1: Two geometric pictures of the fuzzy four-sphere. In the left figure, Xab (1) span the fuzzy S
2-fibre
on the original fuzzy manifold “S4F ”. In the right figure, the internal geometric structure is accounted for
by the degeneracy of the fuzzy three-sphere latitudes on S4F .
In the previous studies [27, 28, 29], we demonstrated that the quantum Nambu geometry actually ap-
pear in the higher dimensional Landau models, and is elegantly intertwined with exotic ideas of differential
1Interested readers may consult review articles [10, 11] and references therein, for early developments of the higher dimen-
sional Landau models and quantum Hall effects.
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topology, quantum anomaly, and string theory. However, the deduction of the non-commutative geometry
from the Landau models has been rather heuristic and the obtained results are justified in the thermo-
dynamic limit.2 A rigorous way to derive the non-commutative geometry is accomplished by the Landau
level projection not resorting to any approximation, and the results will capture every detail of the emer-
gent non-commutative geometry. The Landau level projection method can also be applied to an arbitrary
Landau level (not limited to the lowest Landau level) whose non-commutative geometry has rarely been
investigated, in contrast to the Berezin-Toeplitz quantization focused on zero-modes. The practical proce-
dure of the Landau level projection is quite straightforward: We just sandwich coordinates of interest by
Landau level basis states to derive their matrix-valued counterparts in a given Landau level. Since the total
Hilbert space of the Landau model is mathematically well-defined, the truncated subspace of the Landau
level necessarily provides a sound formulation of non-commutative geometry. Based on this observation,
we derived matrix geometries of the SO(3) Landau models [31] and the SO(4) Landau models [32]. We
extend this project to the SO(5) Landau models. Not just rendering the similar analysis, we integrate the
previous results with new SO(5) results to present a comprehensive view of the emergent fuzzy geometry of
the Landau models. We unveil hidden relations between the background topological field configurations of
the Landau models, and also discuss the matrix geometry of the Landau models in an arbitrary dimension.
This paper is organized as follows. In Sec.2, we review the SU(2) monopole and SO(5) Landau problem
in a modern terminology. Using the SO(5) Landau level eigenstates, we derive the matrix geometry of the
SO(5) Landau model in Sec.3. Sec.4 discusses the internal fuzzy three-sphere structure with emphasis on
its relation to the SO(4) Landau model. We also clarify relations among the background topological field
configurations in low dimensional Landau models. Relativistic version of the SO(5) Landau model and its
associated zero-modes are analyzed in Sec.5. In Sec.6, we extend the matrix geometry analysis to even
higher dimensions. Sec.7 is devoted to summary and discussions.
2 Review of the Yang’s SU(2) monopole system
In this section, we review the Yang’s SU(2) monopole system [1, 6] and the Zhang and Hu’s SO(5)
Landau model [7] adding some more informations.
2.1 SU(2) monopole and SO(5) angular momentum operators
With stereographic coordinates of S3-latitude on S4, Yang gave an expression of the SU(2) monopole
gauge field [1]. However, the original expression is rather cumbersome to handle and we then adopt the
Zhang and Hu’s concise notation of the SU(2) (anti-)monopole gauge field [7]:
Am = − 1
r(r + x5)
η¯imnxnSi (m,n = 1, 2, 3, 4), A5 = 0, (3)
where Si (i = 1, 2, 3) denote the SU(2) matrix of the spin I/2 representation:
SiSi =
I
2
(
I
2
+ 1)1I+1. (4)
The field strength, Fab = ∂aAb − ∂bAa + i[Aa, Ab], is given by
Fmn = − 1
r2
xmAn +
1
r2
xnAm +
1
r2
η¯imnSi, Fm5 = −F5m =
1
r2
(r + x5)Am. (5)
The non-trivial homotopy for the SU(2) monopole field configuration on S4 is guaranteed by
π3(SU(2)) ≃ Z, (6)
2See [30, 7, 10] also.
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and the second Chern number associated with (3) is evaluated as
c2 =
1
8π2
∫
S4
tr F 2 = −1
6
I(I + 1)(I + 2), (7)
where F = 12Fabdxa ∧ dxb. We construct the covariant angular momentum operators, Λab, as
Λab = −ixaDb + ixbDa, (8)
with
Da = ∂a + iAa, (9)
and the total SO(5) angular momentum operators as
Lab = Λab + r
2Fab. (10)
In detail,
Lmn = L
(0)
mn + η¯
i
mnSi, Lm5 = L
(0)
m5 −
1
r + x5
η¯imnxnSi. (11)
where L
(0)
ab denote the SO(5) free angular momentum operators:
L
(0)
ab = −ixa∂b + ixb∂a. (12)
2.2 The SO(5) Casimir operator and SO(5) monopole harmonics
In usual textbook derivation of the spherical harmonics, the polar coordinates are adopted to represent
the SO(3) Casimir. In a similar manner, we decompose the SO(5) Casimir operator to the SO(4) part
and the remaining azimuthal angle part. We introduce the polar coordinates of a four-sphere (with unit
radius) as
x1 = sin ξ sinχ sin θ cosφ, x2 = sin ξ sinχ sin θ sinφ, x3 = sin ξ sinχ cos θ,
x4 = sin ξ cosχ, x5 = cos ξ, (13)
where
0 ≤ ξ ≤ π, 0 ≤ χ ≤ π, 0 ≤ θ ≤ π, 0 ≤ φ < 2π. (14)
The SO(5) Casimir is expressed by the sum of the SU(2)L ⊕ SU(2)R Casimir parts and x5-part [6]
5∑
a<b=1
Lab
2 = − 1
1− x52
∂
∂x5
((1− x52)2 ∂
∂x5
) + 2
1
1− x5J
2 + 2
1
1 + x5
K2 + Si
2
= − 1
sin3 ξ
∂
∂ξ
(sin3 ξ
∂
∂ξ
) + 2
1
1− cos ξJ
2 + 2
1
1 + cos ξ
K2 + Si
2, (15)
where Ji and Ki are the SU(2)L and SU(2)R operators given by
Ji =
1
4
ηimnLmn =
1
4
ηimnL
(0)
mn = J
(0)
i , (16a)
Ki =
1
4
η¯imnLmn =
1
4
η¯imnL
(0)
mn + Si = K
(0)
i + Si. (16b)
Here, ηimn and η¯
i
mn denote the ’t Hooft symbols:
ηimn ≡ ǫmni4 + δmiδn4 − δm4δni, η¯imn ≡ ǫmni4 − δmiδn4 + δm4δni. (17)
Note that the SU(2) (anti-)monopole gauge field does not act to the SU(2)L operators but acts to the
SU(2)R operators only (16b), as if the right SU(2) angular momentum acquires additional SU(2) spin
angular momentum.
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2.2.1 The differential equation for the S3-latitude
Let us first analyze the eigenvalue problem of the SO(4) Casimir operator. The SO(4) Casimir eigen-
states that satisfy
J2Yj,mj ; k,mk(Ω3) = j(j + 1)Yj,mj ; k,mk(Ω3), JzYj,mj ; k,mk(Ω3) = mjYj,mj ; k,mk(Ω3), (18a)
K2Yj,mj ; k,mk(Ω3) = k(k + 1)Yj,mj ; k,mk(Ω3), KzYj,mj ; k,mk(Ω3) = mkYj,mj ; k,mk(Ω3), (18b)
with Ω3 ≡ (χ, θ, φ) are given by the SO(4) spinor spherical harmonics:
Yj,mj ; k,mk(Ω3) =
j∑
mR=−j
I/2∑
sz=−I/2
Ck,mkj,mR; I/2,sz Φj,mj ; j,mR(Ω3)⊗ |I/2, sz〉. (19)
Here Ck,mkj,mR; I/2,sz represent the Clebsch-Gordan coefficients, and Φj, mj ; j,mR(Ω3) (j = 0, 1/2, 1, 3/2, · · ·)
are the SO(4) spherical harmonics [32]
Φj, mL; j,mR(Ω3) =
p∑
l=0
(−i)l
l∑
m=−l
Cl,mp
2 ,mL;
p
2 ,mR
Yplm(Ω3)
∣∣∣∣
p=2j
(20)
with the SO(4) spherical harmonics3
Yplm(Ω3) = 2
ll!
√
2(p+ 1)(p− l)!
π(p+ l + 1)!
sinl(χ) Cl+1p−l(cosχ) · Ylm(θ, φ) (23)
(l = 0, 1, 2, · · · , p and m = −l,−l+ 1, · · · , l).
Here, Cl+1p−l denote the Gegenbauer polynomials, and Ylm(θ, φ) stand for the SO(3) spherical harmonics:
Cαn (x) ≡
(−2)n
n!
Γ(n+ α)Γ(n+ 2α)
Γ(α)Γ(2n+ 2α)
(1− x2)−α+ 12 d
n
dxn
[(1 − x2)n+α− 12 ], (24)
Ylm(θ, φ) = (−1)m
√
2l + 1
4π
(l − |m|)!
(l + |m|)! P
|m|
l (cos θ)e
imφ. (25)
Since the (anti-)monopole gauge field only contributes to the SU(2)R angular momentum operator, in (20)
the original SU(2)R index j of the SO(4) spherical harmonics is contracted with the gauge spin index
I/2 to form the SU(2)R composite spin k just as the usual SU(2) angular momentum composition rule.
Therefore, k takes
k = j +
I
2
, j +
I
2
− 1, · · · , j − I
2
(26)
or
s ≡ j − k = I
2
,
I
2
− 1, · · · ,−I
2
. (27)
s signifies the difference between the left and right SU(2) quantum numbers, and hence the name the
chirality parameter [28, 29]. Though k and j are two independent SU(2) group indices, in the present
3The SO(4) spherical harmonics (23) satisfy
J(0)
2
Yp,l,m(Ω3) =K
(0)2Yp,l,m(Ω3) =
p
2
(
p
2
+ 1)Yp,l,m(Ω3). (21)
The dimension of the SO(4) spherical harmonics is given by
p∑
l=0
(2l + 1) = (p+ 1)2 = (2j + 1)2|j= p
2
. (22)
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system the range of k is not arbitrary but restricted as (26) with a given j. In (I + 1)-component vector-
like notation, the SO(4) spinor spherical harmonics (19) is expressed as
Y j,mj ; k,mk(Ω3) =
j∑
mR=−j


Ck,mk
j,mR;
I
2 ,
I
2
Φj,mj ; j,mR(Ω3)
Ck,mk
j,mR;
I
2 ,
I
2−1
Φj,mj; j,mR(Ω3)
...
Ck,mk
j,mR;
I
2 ,−
I
2
Φj,mj ; j,mR(Ω3)

 . (28)
From two indices j and k, we introduce the SO(4) Landau level index n:
n = j + k − I
2
. (29)
n essentially denotes the sum of two SU(2) quantum numbers. With n and s, j and k are represented as
(j, k)SO(4) = (
n
2
+
I
4
+
s
2
,
n
2
+
I
4
− s
2
)SO(4). (30)
Notice that while the (anti-)monopole only acts to the SU(2)R operator, with a given n j and k are totally
equivalent in the sense that either of j and k starts from n/2 and ends at I/2 + n/2 (see Fig.2 also).
In the view of the SO(5) representation theory, the SO(5) monopole harmonics4 are specified by two
integers,
(p, q)SO(5) = (I +N,N)SO(5). (N = 0, 1, 2, · · · ) (31)
The SO(4) decomposition generally tells that, with a given N , n takes
n = 0, 1, 2, · · · , N, (32)
and the SO(4) decomposition can be expressed as
(I +N,N)SO(5) =
N∑
n=0
⊕
( I/2∑
s=−I/2
⊕ (j, k)SO(4)
)
, (33)
where j and k are given by (30). The intervals of n and j are ∆n = 1 and ∆j = 12 . Accompanied with the
decomposition, the degeneracy of SO(4) irreducible representation is counted as
d(I, n) =
I/2∑
s=−I/2
(2j + 1)(2k − 1) = 1
6
(I + 1)(I2 + (6n+ 5)I + 6(n+ 1)2), (34)
and the SO(5) Landau level degeneracy D(I,N) is given by
N∑
n=0
d(I, n) =
1
6
(N + 1)(I + 1)(I +N + 2)(I + 2N + 3). (35)
(33) implies that Nth SO(5) Landau level consists of the inner SO(4) Landau levels with n = 0, 1, 2, · · · , N :
H(N)SO(5) =
N∑
n=0
⊕ (
I
2∑
s=− I2
H(n,s)SO(4)). (36)
See Appendix A.1 for the SO(5) representation theory and the SO(4) decomposition.
4In the original literature of Yang [6], (37) is referred to as the SU(2) monopole harmonics, but in the present paper we
call them the SO(5) monopole harmonics to emphasize their SO(5) covariance.
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Figure 2: Decomposition of the SO(5) irreducible representation (p, q)SO(5) = (I+N,N)SO(5) to the SO(4)
irreducible representation (j, k)SO(4). The oblique lines with fixed j + k = n+
I
2 are called the SO(4) lines
in the present paper.
2.2.2 Azimuthal part eigenvalue problem
The SO(5) Casimir operator was decomposed to the azimuthal part ξ and the hyper-latitude S3 part
(15). To solve the differential equation of the SO(5) Casimir operator, Yang adopted the method of
separation of variables [6]:
Ψj,k(ξ,Ω3) = G(ξ) · Yj,k(Ω3). (37)
Here, Yj,k(Ω3) denote the SO(4) monopole harmonics (19) with the constraint
j + k = n+
I
2
. (38)
The SO(5) eigenvalue problem
5∑
a<b=1
Lab
2 Ψ(ξ,Ω3) = λ Ψ(ξ,Ω3), (39)
gives the eigenvalue equation for G(ξ):[
− 1
sin3 ξ
d
dξ
(sin3 ξ
d
dξ
) + 2
1
1− cos ξ j(j + 1) + 2
1
1 + cos ξ
k(k + 1) +
I
2
(
I
2
+ 1)
]
G(ξ) = λ G(ξ). (40)
Yang showed that the difference of two Casimir indices is exactly equal to the SU(2) monopole index I [6]:
p− q = I. (41)
Therefore, when we identify q with the SO(5) Landau level index N (= 0, 1, 2, · · · ), the SO(5) monopole
harmonics correspond to the irreducible representation with the indices (31). The SO(5) Casimir eigenval-
ues are readily obtained as
λN =
1
2
p2 +
1
2
q2 + 2p+ q = N2 +N(I + 3) +
1
2
I(I + 4), (42)
and the corresponding degeneracy is
D(I,N) =
1
6
(p+ 2)(q + 1)(p+ q + 3)(p− q + 1) = 1
6
(N + 1)(I + 1)(I +N + 2)(I + 2N + 3), (43)
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which is equal to (35). The normalized SO(5) monopole harmonics are derived as
ΨN ;j,mj;k,mk(Ω4) = GN,j,k(ξ) · Y j,mj ;k,mk(Ω3), (Ω4 = (ξ, χ, θ, φ)) (44)
where [14]
GN,j,k(ξ) =
√
N +
I
2
+
3
2
· 1
sin ξ
dN+ I2+1,j−k,−j−k−1
(ξ)
=
√
N +
I
2
+
3
2
· (−1)2j+1
√
(N + I2 + j − k + 1)!
(N + I2 + j + k + 2)!
· (N +
I
2 − j + k + 1)!
(N + I2 − j − k)!
× 1
sin ξ
(sin
ξ
2
)2j+1 (cos
ξ
2
)−2k−1 P
2j+1,−(2k+1)
N+ I2+1−j+k
(cos ξ). (45)
Here dl,m,g(ξ) denotes the Wigner’s small d-function
5 and the three indices are identified with (l,m, g) =
(N + I2 + 1, s,−n − I2 − 1) in (45). In the small d-function dl,m,g(ξ), its two magnetic indices, m and g,
generally take (half-)integer values between −l and l, while in the present case m = s and the range of s
(27) is restricted to |s| ≤ I2 which is smaller than l = N + I2 + 1 (except for N = 0). We find that a subset
of d-function is utilized in (45). The orthonormal relation for (44) is given by∫
dΩ4 ΨN ;j,mj ;k,mk(Ω4)
† ΨN ′;j′,m′
j
;k′,m′
k
(Ω4)
=
∫ π
0
dξ sin3 ξ GN,j,k(ξ)
∗ GN ′,j′,k′(ξ) ·
∫
S3
dΩ3 Y j,mj ;k,mk(Ω3)
† Y j′,m′
j
;k′,m′
k
(Ω3)
= δNN ′δjj′δkk′δmjm′jδmkm′k . (48)
For instance, the SO(5) spinor representation (N, I) = (0, 1) is obtained as
Ψ0;1/2,1/2;0,0(Ω4) = −
√
3
4π2
sin
ξ
2
(
cosχ− i sinχ cos θ
−i sinχ sin θeiφ
)
∝ ψ1 ≡
1√
2(1 + x5)
(
x4 − ix3
−ix1 + x2
)
,
Ψ0;1/2,−1/2;0,0(Ω4) = −
√
3
4π2
sin
ξ
2
( −i sinχ sin θe−iφ
cosχ+ i sinχ cos θ
)
∝ ψ2 ≡
1√
2(1 + x5)
(−ix1 − x2
x4 + ix3
)
, (49a)
Ψ0;0,0;1/2,1/2(Ω4) = −
√
3
4π2
cos
ξ
2
(
1
0
)
∝ ψ3 ≡
√
1 + x5
2
(
1
0
)
,
Ψ0;0,0;1/2,−1/2(Ω4) = −
√
3
4π2
cos
ξ
2
(
0
1
)
∝ ψ4 ≡
√
1 + x5
2
(
0
1
)
. (49b)
From
GN ;j,k(x5) = (1− x5)j(1 + x5)−k−1
∼ x5
N+ I
2
+1−j+k︷ ︸︸ ︷
P
2j+1,−(2k+1)
N+ I2+1−j+k
(x5) ∼ x5N+ I2 (50)
and
Yj,k(Ω3) ∼ yµ2j ∼ 1
(1− x52)j xµ
2j , (51)
5The small d-function can also be expressed as
dl,m,g(ξ) = (e
−iξS
(l)
y )m,g (46)
where S
(l)
y denotes y-component of the SU(2) spin matrix with spin magnitude l:
S(l) · S(l) = l(l + 1) 12l+1. (47)
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the behavior of ΨN ;j,k can be read off as
ΨN ;j,k ∼ xaN+ I2 . (52)
At I = 0, (44) is reduced to the SO(5) spherical harmonics as expected (see Appendix C).
2.3 The SO(5) Landau model
The SO(5) Landau model [7] is a Landau model on a four-sphere in the SU(2) monopole background.
With the covariant derivatives Da (9), the SO(5) Landau Hamiltonian is given by
H =
1
2M
5∑
a=1
Da
2
∣∣∣∣
r=1
=
1
2M
∑
a<b
Λab
2, (53)
which can be rewritten as
H =
1
2M
∑
a<b
(Lab
2 − Fab2), (54)
where we used ΛabFab = FabΛab = 0. From (5), we can readily derive∑
a<b
Fab
2 =
∑
m<n
(η¯imnSi)
2 = 2Si
2 =
1
2
I(I + 2), (55)
and the SO(5) Landau Hamiltonian is diagonalized as
EN (I) =
1
2M
(N2 +N(I + 3) + I), (56)
with the Landau level degeneracy (43). In particular, the lowest Landau level degeneracy is given by
DLLL(I) ≡ D(I,N = 0) = 1
6
(I + 1)(I + 2)(I + 3). (57)
The Landau level eigenstates are given by the SO(5) monopole harmonics (44).
The lowest Landau level degeneracy (57) is simply understood as the number of the fully symmetric
representation [7],
1√
m1! m2! m3! m4!
ψ1
m1ψ2
m2ψ3
m3ψ4
m4 (58)
where m1,m2,m3,m4 are non-negative integers subject to
m1 +m2 +m3 +m4 = I (59)
and ψs denote the components of the 2nd Hopf spinor6

ψ1
ψ2
ψ3
ψ4

 ≡ 1√1 + x5
(
x4 − ixiσi∗
(1 + x5)12
)(
φ1
φ2
)
. (60)
We can see equivalence between the fully symmetric representation (58) and the SO(5) monopole expression
(44) as follows. With the higher spin basis
e
(I/2)
A =
1√
( I2 +A)!(
I
2 −A)!
φ1
I
2+Aφ2
I
2−A, (A = I/2, I/2− 1, · · · ,−I/2) (61)
6We will discuss the 2nd Hopf map in Sec.3.2.
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(58) can be expanded as
1√
m1!m2!m3!m4!
ψ1
m1ψ2
m2ψ3
m3ψ4
m4 =
I/2∑
A=−I/2
ψ
(m1,m2,m3,m4)
A e
(I/2)
A . (62)
From the expansion coefficients on the right-hand side of (62), we can construct the (I + 1)-component
“vector” as
ΨN=0;j,mj,k,mk ≡ −
√
(I + 2)(I + 3)
4π


ψ
(m1,m2,m3,m4)
I/2
ψ
(m1,m2,m3,m4)
I/2−1
...
ψ
(m1,m2,m3,m4)
−I/2 )

 , (63)
which is exactly equal to the N = 0 SO(5) monopole harmonics (44) under the identification
j =
1
2
(m1 +m2), mj =
1
2
(m1 −m2), k = 1
2
(m3 +m4), mk =
1
2
(m3 −m4). (64)
3 Four-sphere matrix geometry
In this section, we investigate the matrix geometry of the SO(5) Landau model. First, we discuss a
general structure of the matrix geometry deduced from the SO(5) irreducible decomposition rule. Next,
we discuss the lowest Landau level matrix geometry at the quantum limit I = 1 and at the classical limit
I >> 1. Finally, through the Landau level projection, we explicitly derive the matrix geometry in an
arbitrary Landau level.
3.1 General form of matrix coordinates
In this section, we utilize the notation [[N, I]] to specify the SO(5) irreducible representation instead
of (p, q)SO(5) = (N + I,N). First, let us see a general structure of the matrix elements of the four-sphere
coordinates:
〈N ′, I
2
|xa|N, I
2
〉. (65)
Here |N, I2 〉 is the abbreviation of the Nth Landau level eigenstates (44), and the SO(5) vector xa carries
the SO(5) index [[1, 0]], and hence the SO(5) index of xa|N, I2 〉 is given by
[[1, 0]]⊗ [[N, I]], (66)
which is irreducibly decomposed as [35, 36, 37]
[[1, 0]]⊗ [[N, I]] = [[N + 1, I]]⊕ [[N − 1, I]]⊕ [[N, I]]⊕ [[N + 1, I − 2]]⊕ [[N − 1, I + 2]], (67)
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where7
[[N + 1,−2]] ≡ −[[N, 0]], (72a)
[[N,−1]] = [[−1, I]] ≡ φ (empty set). (72b)
See Appendix A.2 for several examples of (67). The corresponding dimension-counting is given by
5⊗D[[N,I]] = D[[N,I]] ⊕D[[N+1,I]] ⊕D[[N+1,I−2]] ⊕D[[N−1,I+2]] ⊕D[[N−1,I]]. (73)
With a SU(2) monopole background fixed I, (67) implies that the Landau level transition, if occurred, only
takes place between the adjacent Landau levels:
|N, I
2
〉 xa−→ |N + 1, I
2
〉, |N − 1, I
2
〉 |N, I
2
〉. (74)
Consequently, the matrix elements only have finite values between the adjacent inter Landau levels and
intra Landau levels:
〈N ′, I
2
|xa|N, I
2
〉 6= 0 only for ∆N ≡ N −N ′ = 0,±1, (75)
as depicted in Fig.3.
Figure 3: The matrix elements of four-sphere coordinates. The shaded regions stand for non-zero blocks:
The red shaded squares denote the matrix elements in intra Landau levels, while the blue shaded rectangles
represent the matrix elements between inter Landau levels.
7(72a) is a special case of more general formula
[[N + I + 1,−I − 2]] = −[[N, I]] (68)
or
D[[N+I+1,−I−2]] = −D[[N,I]]. (69)
(68) is verified by the fact that the [[N, I]] irreducible representation is specified by the polynomial [36]
ξ(x, y)[[N,I]] = x
N+I+2yN+1− xN+1yN+I+2+ y
N+I+2
xN+1
− y
N+1
xN+I+2
+
1
xN+I+2yN+1
− 1
xN+1yN+I+2
+
xN+1
yN+I+2
− x
N+I+2
yN+1
,
(70)
which has the property
ξ(x, y)([[N+I+1,−I−2]] = −ξ(x, y)[[N,I]]. (71)
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3.2 The 2nd Hopf map and Bloch four-sphere (quantum limit: I = 1)
The Yang’s SU(2) monopole is closely related to the 2nd Hopf map [3, 4, 7]. Using quaternions qm
(m = 1, 2, 3, 4), the 2nd Hopf map, S7
S3→ S4, is realized as
ψ → ψ†γaψ = xa, (a = 1, 2, 3, 4, 5) (76)
where γa are
γm ≡
(
0 q¯m
qm 0
)
, γ5 ≡
(−1 0
0 1
)
, (77)
with q¯m = {−qi, q4}. ψ which we refer to as the 2nd Hopf spinor is a two-component quaternionic spinor
ψ = (ψ1 ψ2)
t (ψ1 and ψ2 are quaternions) subject to
ψ†ψ = 1, (78)
and signifies the total manifold S7. xa (76) satisfy the normalization condition
∑5
a=1 xa
2 = (ψ†ψ)2 = 1
and are regarded as the coordinates on the base-manifold S4. The S3-fibre part of S7 is projected out in
the map (76). The four-sphere associated with the 2nd Hopf map can be considered as a 4D version of the
Bloch sphere [38]. Due to the algebras of the quaternions, it is shown that γa satisfy
{γa, γb} = 2δab, (79)
and act as the SO(5) gammamatrices. This will be more transparent when we introduce a matrix realization
of the quaternions:
qm = {−iσi=1,2,3, 12}, q¯m = {iσi=1,2,3, 12}. (80)
Substituting (80) to (77), γa now become the familiar SO(5) 4× 4 gamma matrices, and the corresponding
SO(5) generators are obtained as
σab = −i1
4
[γa, γb], (81)
where
σmn =
1
2
(
ηimnσi 0
0 η¯imnσi
)
, σm5 = i
1
2
(
0 −q¯m
qm 0
)
. (82)
The 2nd Hopf spinor ψ is also promoted to a 4× 2 matrix Ψ subject to
Ψ†Ψ = 12. (83)
The S3-fibre part represents the SU(2) gauge degrees of freedom that acts to Ψ as
Ψ → Ψ · g. (g ∈ SU(2)) (84)
A possible choice of Ψ is
Ψ(Ω4) =
1√
2(1 + x5)
(
xmq¯m
1 + x5
)
=
1√
2(1 + x5)
(
x412 + ixiσi
(1 + x5)12
)
. (85)
Interestingly, (85) consists of the N = 0 SO(5) spinor multiplet for I = 1 (49):
Ψ(Ω4)
† =
(
ψ1 ψ2 ψ3 ψ4
)
. (86)
This implies that the 2nd Hopf map encodes informations of the lowest Landau level of the minimum
SU(2) monopole index I = 1, which we call the quantum limit. For the SO(5) spinors, the SU(2) gauge
transformation (84) acts as
ψα → g† · ψα, (α = 1, 2, 3, 4) (87)
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and the gauge field is given by
A = −iΨ†dΨ = −i
4∑
α=1
ψα dψ
†
α = −
1
2(1 + x5)
η¯imnxnσidxm, (88)
which is exactly equal to the Yang’s monopole gauge field (3) for I = 1. Under the gauge transformation
(84), the gauge field is transformed as expected:
A = −i
4∑
α=1
ψαdψ
†
α → − i
4∑
α=1
g†ψα(dψ
†
α · g +ψ†α · dg) = g†Ag − ig†dg. (89)
Including the SU(2) gauge degrees of freedom, the 2nd Hopf spinor is generally given by
ψ(Ω4, G) =


ψ1(Ω4, G)
ψ2(Ω4, G)
ψ3(Ω4, G)
ψ4(Ω4, G)

 = Ψ(Ω4)
(
φ1(G)
φ2(G)
)
(90)
or
ψα(Ω4, G) =
2∑
i=1
Ψαi(Ω4) φi(G). (α = 1, 2, 3, 4) (91)
Here Ψ(Ω4) signifies the base-manifold S
4 and (φ1 φ2)
t denotes a normalized SU(2) spinor taking its value
on the S3-fibre. With some appropriate inner product, we orthonormalize φi (i = 1, 2) as
〈φi|φj〉 = δij , (92)
and the normalization condition of ψ is restated as
Ψ(Ω4)
†Ψ(Ω4) =
4∑
α=1
ψαψ
†
α = 12. (93)
With this simple set-up, we discuss the SU(2) gauge invariance and the SO(5) covariance of the matrix
geometry. The SU(2) gauge transformation (84) can be reinterpreted as the transformation of the φ-part:
φi → gijφj , (94)
while the SO(5) global transformation acts to Ψ-part as8
Ψ → U †Ψ, (97)
where
U ≡ ei
∑
a<b ωabσab . (98)
8 ψα=1,2,3,4, (49) constitute the lowest Landau level eigenstates
Lab|I=1ψα = (σab)βαψβ , (95)
and under the SO(5) transformation generalized by Lab, they behave as
ψα → ψβUβα, (96)
or (97).
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We define the matrix elements of observable O(Ω4) as
9
〈ψα|O|ψβ〉 ≡ 2
A(S4)
∫
dΩ4 Ψαi O Ψ
∗
βj 〈φj |φi〉 =
2
A(S4)
2∑
i=1
∫
dΩ4 Ψαi O Ψ
∗
βi =
2
A(S4)
∫
dΩ4 ψ
†
α O ψβ.
(100)
The final expression implies that the matrix elements are evaluated through the integration of the operator
sandwiched by the SO(5) spinors. In particular, the matrix elements of xa are given by
(Xa)αβ =
2
A(S4)
2∑
i=1
∫
dΩ4 xa Ψαi Ψ
∗
βi =
2
A(S4)
∫
dΩ4 xa ψ
†
α ψβ , (101)
or
Xa =
2
A(S4)
∫
dΩ4 xa P, (102)
where P denotes a 4× 4 projection matrix
P = ΨΨ† =
1
2
(1 +
5∑
a=1
xaγa). (103)
From (93) P 2 = P , and P is invariant under the SU(2) gauge transformation (84). Therefore, Xa (102)
are obviously gauge invariant quantities. From the 2nd Hopf map xa = Ψ
†γaΨ, Xa =
∫
dΩ4ΨxaΨ
† can
also be represented as
Xa =
2
A(S4)
∫
dΩ4 P γa P. (104)
With the following formulas
P γa P =
1
2
xa(1 + xbγb),
∫
S4
dΩ4 xa = 0,
∫
S4
dΩ4 xaxb =
1
5
A(S4)δab, (105)
we can easily evaluate (104) as10
Xa =
1
5
γa. (106)
Thus in the quantum limit, the lowest Landau level matrix geometry is given by the SO(5) gamma matrices
(77) up to a proportional factor. Under the SO(5) global transformation (97), Xa are transformed as
Xa =
2
A(S4)
∫
dΩ4 xa ΨΨ
† → 2
A(S4)
U † ·
∫
dΩ4 xa ΨΨ
† · U = U †XaU = RabXb, (107)
where we used the SO(5) covariance of the gamma matrices
U †γaU = Rabγb (R ≡ ei
∑
a<b
ωabΣ
Ad
ab , ΣAdab ≡ −iδacδbd + iδadδbc). (108)
(107) indicates that the matrix coordinates transform as a SO(5) vector as expected.
9The factor in front of the integration is introduced for the normalization
2
A(S4)
∫
S4
dΩ4ΨΨ
† = 14. (99)
10 Alternatively, we can obtain (106) by performing the integration (101) with (49).
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3.3 Heuristic derivation of the fuzzy geometry (classical limit: I >> 1)
Next, we consider the opposite limit I >> 1, which we refer to as the classical limit by the analogy
of quantum spin model S >> 1. Refining the heuristic discussions of [27], we will show how the non-
commutative geometry takes place in this limit.
At I >> 1, the field strength term becomes dominant in the angular momentum Lab (10):
Lab → r2Fab. (109)
The coordinates xa can be extracted from the SU(2) field strength (5) as [27]
1
r5
xa =
2
4!c2(I)
ǫabcdetr(FbcFde). (110)
Here c2(I) denotes the 2nd Chern number (7):
c2(I) = −1
6
I(I + 1)(I + 2) = −D(I − 1, 0). (111)
Replacing Fab with Lab in (110), we have
Xa ∼ 2r
4!c2(I)
ǫabcdeLbcLde tr(1internal space). (112)
Since Lab are the SO(5) operators, the coordinates now become the operators given by (112). tr in (110)
is taken in the “internal” fuzzy space S2F with dimension (I + 1) [27, 15], and so
tr(1internal space) = I + 1. (113)
In the lowest Landau level, we may replace the SO(5) operators Lab with the SO(5) matrices Σab of the
fully symmetric irreducible representation:
Lab → Σab, (114)
and (112) turns into
Xa =
2
4!
I + 1
c2(I)
ǫabcdeΣbcΣde = − 1
4I(I + 2)
ǫabcdeΣbcΣde. (115)
Since in the fully symmetric representation Σab satisfy
11
ǫabcdeΣbcΣde = −2(I + 2)Γa, (118)
(115) is greatly simplified as
Xa =
1
I
Γa. (119)
11 The gamma matrices in the fully symmetric representatoin are constructed as
Γ
(I)
a ≡ (
I︷ ︸︸ ︷
γa ⊗ 1⊗ 1 · · · · · ·1+
I︷ ︸︸ ︷
1⊗ γa ⊗ 1 · · · · · ·1+ · · ·+
I︷ ︸︸ ︷
1⊗ 1 · · · · · · 1⊗ γa)sym., (116)
which satisfy
5∑
a=1
Γ
(I)
a Γ
(I)
a = I(I + 4) · 1 1
6
(I+1)(I+2)(I+3), (117a)
[Γ
(I)
a ,Γ
(I)
b ,Γ
(I)
c ,Γ
(I)
d ] = 8(l + 2)ǫabcdeΓ
(I)
e . (117b)
In this paper, we will drop (I) on the shoulder of Γ
(I)
a for brevity otherwise stated.
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Therefore in the classical limit, the lowest Landau level matrix coordinates are given by the SO(5) gamma
matrices in the fully symmetric representation.
From (119), we have
[Xa, Xb] = i(
2
I
)2Σab, (120)
and around the north-pole X5 =
1
IΓ5 ∼ − 1I+1,12 (120) is reduced to
[Xn, Xn] = i(
2
I
)2 Σmn ∼ i(2
I
)2 ηimnSi, (121)
which realizes the non-commutative algebra of Zhang and Hu [7].
3.4 Landau level projection and matrix geometry (arbitrary I and N)
We have obtained the matrix geometry at the quantum limit and the classical limit. Here, we apply the
Landau level projection to derive more general results. The explicit form of the SO(5) monopole harmonics
is crucial in the present analysis.
3.4.1 Landau level matrix elements
We perform integrations in the azimuthal part and the S3-latitude part separately. The S4-coordinates
are decomposed to the azimuthal part and the S3-latitude part:
xm = sin ξ ym, x5 = cos ξ, (122)
where xm are expressed by the product of the radius of S
3-latitude and the (normalized) S3-coordinates:
y1 = sinχ sin θ cosφ, y2 = sinχ sin θ sinφ, y3 = sinχ cos θ, y4 = cosχ. (123)
The area element of S4 is expressed as
dΩ4 = dξ sin
3 ξ dΩ3, (124)
with the S3 area element
dΩ3 = sin
2 χ sin θ dχ dθ dφ. (125)
For instance, an integration on S4 is carried out as
〈ΨN ;j′,m′
j
;k′,m′
k
|ΨN ;j,mj;k,mk〉 = 〈GN,j′,k′ |GN,j,k〉 · 〈Yj′,m′j ;k′,m′k |Yj,mj ;k,mk〉
=
∫ π
0
dξ sin3 ξ GN,j′,k′(ξ)
∗ GN,j,k(ξ) ·
∫
dΩ3 Y j′,m′
j
;k′,m′
k
(Ω3)
† Y j,mj ;k,mk(Ω3). (126)
As discussed in Sec.2.2, the Nth SO(5) Landau level consists of inner SO(4) Landau levels with n =
0, 1, 2, · · ·N . In the SO(4) language, xm acts as a vector with the SO(4) ≃ SU(2)L ⊗ SU(2)R index
(j, k) = (1/2, 1/2) and x5 acts as a scalar with (j, k) = (0, 0). For the SO(4) Landau level index n (38) and
the chirality parameter s (27), differences are given by ∆n = ∆j + ∆k and ∆s = ∆j − ∆k. The SO(4)
selection rule tells that the matrix coordinates have non-zero values only for the cases
〈xm〉 : (∆n,∆s) = (±1, 0), (0,±1), (127a)
〈x5〉 : (∆n,∆s) = (0, 0). (127b)
Regions of the non-zero matrix elements are depicted in Fig.4 that expresses fine internal structures of
Fig.3. With this in mind, we shall evaluate the matrix elements of x5 and xm.
12Γ5 of is given by a D(I, 0)×D(I, 0) block diagonal matrix whose most upper-left/lower-right block is given by ∓I · 1I+1.
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Figure 4: Matrix coordinates for I = 3. There are non-zero matrix elements in the shaded color regions. The
blue, green, purple shaded regions are specified by ∆N = ±1, (∆n,∆N) = (±1, 0) and (∆s,∆n,∆N) =
(±1, 0, 0), respectively. The red shaded regions correspond to ∆N = ∆n = ∆s = 0. The red-framed
squares (with inner red and purple squares) denote the SO(4) Landau level subspaces. Obviously, the
matrix geometry exhibits a nesting structure.
• Matrix coordinates for x5
The matrix elements of x5 are diagonalized as
〈ΨN ;j′,m′
j
;k′,m′
k
|x5|ΨN ;j,mj;k,mk〉 = 〈GN,j′,k′ |x5|GN,j,k〉 · 〈Yj′,m′j ;k′,m′k |Yj,mj ;k,mk〉
= 〈GN,j,k|x5|GN,j,k〉 · δj,j′δk,k′δmj ,m′jδmk,m′k , (128)
with
〈GN,j,k|x5|GN,j,k〉 = (N + I
2
+
3
2
)
∫ π
0
dξ sin ξ dN+ I2+1,s,−n−
I
2−1
(ξ) cos ξ dN+ I2+1,s,−n−
I
2−1
(ξ)
= − 2n+ I + 2
(2N + I + 2)(2N + I + 4)
· 2s, (129)
where we used (45) and a formula for the small d-function.13 The matrix coordinate (129) takes equally
spaced discrete values specified by the chiral parameter s = I/2, I/2− 1, · · · ,−I/2, which are regarded as
latitudes of a fuzzy four-sphere. Such a structure is very similar to that of the fuzzy two-sphere [31], but
while the latitudes of fuzzy two-sphere are not degenerate, the latitudes of fuzzy four-sphere are degenerate
giving rise to the internal structure.
• Matrix coordinates for xm=1,2,3,4
As (127a) indicates, there are two cases in which 〈xm〉 take finite values. The first case is (∆n,∆s) =
(±1, 0) representing transition between two adjacent SO(4) Landau levels (two adjacent SO(4) lines in
Fig.2) corresponding to the green shaded regions in Fig.4, while the second case
(∆n,∆s) = (0,±1) (131)
13 ∫ pi
0
dθ sin θ dl,m,g(θ) cos θ dl,m,g(θ) =
2g
l(l + 1)(2l + 1)
m. (130)
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represents transition between the two adjacent sub-bands specified by s inside a SO(4) Landau level (two
adjacent dots on an identical SO(4) line in Fig.2) corresponding to the small purple shaded regions in Fig.4.
In the following, we focus on the second case, which in the language of the SU(2)L ⊗ SU(2)R corresponds
to
j′ = j +
σ
2
, k′ = k − σ
2
. (σ = +, −) (132)
Under the condition (132), we have
〈ΨN ;j′,m′
j
;k′,m′
k
|xm|ΨN ;j,mj;k,mk〉
=
∑
σ=+,−
〈GN,j+σ2 ,k− σ2 | sin ξ|GN,j,k〉 · Y (σ,−σ)m (j, k)(m′j ,m′k; mj ,mk) · δj′,j+ σ2 δk′,k− σ2 , (133)
where
Y (σ,−σ)m (j, k)(m′j ,m′k; mj ,mk) ≡ 〈Y j+ σ2 ,m′j ;k− σ2 ,m′k |ym|Y j,mj ;k,mk〉. (134)
Y
(σ,−σ)
m (j, k) are regarded as (2j+σ+1)(2k−σ+1)× (2j+1)(2k+1) rectangular matrices with magnetic
indices (m′j ,m
′
k;mj ,mk), and Y
(σ,−σ)
m (j, k) and Y
(−σ,σ)
m (j +
σ
2 , k − σ2 ) are in the relation of Hermitian
conjugate. We can evaluate the S3-radius part of (133) as
〈GN,j+σ2 ,k− σ2 | sin ξ|GN,j,k〉 = (N +
I
2
+
3
2
)
∫ π
0
dξ sin2 ξ dN+ I2+1,s′,−n−
I
2−1
(ξ) dN+ I2+1,s,−n−
I
2−1
(ξ)
∣∣∣∣
s′=s+σ
= − 2n+ I + 2
(2N + I + 2)(2N + I + 4)
· 2
√
(N +
I
2
− σs+ 1)(N + I
2
+ σs+ 2). (135)
In the last equation, we used another formula of the small d-function.14 Next, we turn to the unit-S3 part
(134). Notice that ym can be expanded by the SO(4) spherical harmonics (20):
y1 = −iπ
2
(Φ 1
2 ,
1
2 ;
1
2 ,
1
2
− Φ 1
2 ,−
1
2 ;
1
2 ,−
1
2
), y2 = −π
2
(Φ 1
2 ,
1
2 ;
1
2 ,
1
2
+Φ 1
2 ,−
1
2 ;
1
2 ,−
1
2
),
y3 = i
π
2
(Φ 1
2 ,
1
2 ;
1
2 ,−
1
2
+Φ 1
2 ,−
1
2 ;
1
2 ,
1
2
), y4 =
π
2
(Φ 1
2 ,
1
2 ;
1
2 ,−
1
2
− Φ 1
2 ,−
1
2 ;
1
2 ,
1
2
). (137)
With an integration formula for the SO(4) spherical harmonics, a bit of calculation (see Appendix D.1)
14 ∫ pi
0
dθ sin θ dl,m′,g(θ) sin θ dl,m,g(θ)|m′=m±1 =
2g
l(l + 1)(2l + 1)
√
(l ∓m)(l ±m+ 1). (136)
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shows15
Y
(+−)
m=1,2(j, k) = (−i)m
1
2
(−1)n+I
{
j + 12 k − 12 I2
k j 12
}
× (δm′
j
,mj+
1
2
δm′
k
,mk+
1
2
√
(j +mj + 1)(k −mk)− (−1)mδm′
j
,mj−
1
2
δm′
k
,mk−
1
2
√
(j −mj + 1)(k +mk)),
Y
(+−)
m=3,4(j, k) = −(−i)m
1
2
(−1)n+I
{
j + 12 k − 12 I2
k j 12
}
× (δm′
j
,mj+
1
2
δm′
k
,mk−
1
2
√
(j +mj + 1)(k +mk) + (−1)mδm′
j
,mj−
1
2
δm′
k
,mk+
1
2
√
(j −mj + 1)(k −mk)).
(139)
Y
(σ,−σ)
m (j, k) do not depend on the SO(5) Landau level N and denote the matrix coordinates of three-sphere
as we shall discuss in Sec.4. The matrix coordinates (133) are thus completely determined as (135) and
(139) in an arbitrary Landau level.
3.4.2 Fuzzy four-sphere in the lowest Landau level
With the general results above, it is easy to derive the lowest Landau level (N = n = 0) matrix
coordinates:16
〈ΨN=0;j′,m′
j
;k′,m′
k
|xm|ΨN=0;j,mj;k,mk〉 = −
2
I + 4
×(√
(
I
2
+ s+ 1)(
I
2
− s+ 2) Y (+,−)m (j, k) δj′,j+ 12 δk′,k− 12 +
√
(
I
2
− s+ 1)(I
2
+ s+ 2) Y (−,+)m (j, k) δj′,j− 12 δk′,k+
1
2
)
,
(141a)
〈ΨN=0;j′,m′
j
;k′,m′
k
|x5|ΨN ;j,mj;k,mk〉 = −
2
I + 4
s δj,j′δk,k′δmj,m′jδmk,m′k . (141b)
Since the matrix geometry of x5 is given by the diagonal matrix with eigenvalues of equal spacing (141b),
the present geometry can be regarded as a stacking of the matrix-valued three-spheres along x5-axis with
equal spacing [see Fig.1]. The right-hand side of (141) are identical to the SO(5) gamma matrices in the
fully symmetric representation (p, q) = (I, 0), so we have
Xa ≡ 〈xa〉(n=0,N=0) =
1
I + 4
Γa, (142)
15 Similarly,
Y
(−+)
m=1,2(j, k) = −(−i)m
1
2
(−1)n+I
{
j − 1
2
k + 1
2
I
2
k j 1
2
}
× (δm′
j
,mj+
1
2
δm′
k
,mk+
1
2
√
(j −mj)(k +mk + 1)− (−1)mδm′
j
,mj−
1
2
δm′
k
,mk−
1
2
√
(j +mj)(k −mk + 1)),
Y
(−+)
m=3,4(j, k) = −(−i)m
1
2
(−1)n+I
{
j − 1
2
k + 1
2
I
2
k j 1
2
}
× (δm′
j
,mj+
1
2
δm′
k
,mk−
1
2
√
(j −mj)(k −mk + 1) + (−1)mδm′
j
,mj−
1
2
δm′
k
,mk+
1
2
√
(j +mj)(k +mk + 1)). (138)
16 In the special case s = 1
2
σ, (141a) becomes
〈ΨN=0;j′=j+ σ
2
,m′
j
;k′=k−σ
2
,m′
k
|xm|ΨN=0;j,mj ;k,mk 〉 = −
1
I + 4
(I + 3) Y
(σ,−σ)
m (j, k). (140)
Y
(σ,−σ)
m (j, k) realizes the matrix for the fuzzy three-sphere [32].
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Figure 5: The lowest Landau level matrix coordinates: the red-framed square of the top leftmost in Fig.4.
which reproduces the quantum limit result (106) at I = 1 and the classical limit result (119) at I >> 1.
The matrix geometry (142) realizes the quantum Nambu geometry of the fuzzy four-sphere [23, 24]:
5∑
a=1
XaXa =
I
I + 4
· 1 1
6 (I+1)(I+2)(I+3)
, (143a)
[Xa, Xb, Xc, Xd] = (I + 2) (
2
I + 4
)3 ǫabcdeXe, (143b)
where [· · · ] of (143b) signifies the quantum Nambu bracket [25, 26],
[O1, O2, · · · , O2k] ≡ ǫµ1µ2···µ2kOµ1Oµ2 · · ·Oµ2k . (144)
In the thermodynamic limit I → ∞, (143a) is reduced the condition of a four-sphere with unit radius.
As discussed above, the stacking of the matrix-valued three-sphere latitudes along x5-axis constitutes the
fuzzy four-sphere geometry. One may wonder if the stacking along the x5-axis breaks the SO(5) symmetry
of the four-sphere. However, this is not the case. Recall that we have adopted x5 as a special axis. If we
had chosen x1 as a special axis, we would have had the stack along the x1-axis. Therefore, the picture of
the stack along x5-axis is a kind of “gauge-artifact” by choosing xa as a special axis in R
5, and the fuzzy
four-sphere certainly respects the SO(5) symmetry.
3.4.3 Nested matrix geometry in higher Landau levels
Let us consider the matrix geometry in higher SO(5) Landau levels. With a given SO(5) Landau level
N , there are N + 1 inner SO(4) Landau levels indexed by n = 0, 1, 2, · · · , N , and further in each of the
SO(4) Landau levels there are I+1 sub-bands indexed by the chiral parameter s. Each sub-band s realizes
the matrix-valued S3-latitude, and a stack of such (I + 1) matrix-valued S3-latitudes along the x5-axis
constitute a quasi-fuzzy four-sphere geometry in the SO(4) Landau levels. Therefore inside the Nth SO(5)
Landau level, there are N + 1 quasi-fuzzy spheres that form a nested structure as a whole [Fig.6]. Recall
that the range of the chiral parameter s is restricted to |s| = I2 and does not cover the whole range of the
matrix size specified by j + k = n + I2 (except for n = 0). This implies that the corresponding matrix
geometry is not a complete fuzzy four-sphere but a fuzzy four-sphere like geometry with removed north
and south “caps” due to the uncovered parameter regions of s. We referred to this geometry as quasi-fuzzy
four-sphere. Each SO(4) Landau level accommodates a quasi-fuzzy four-sphere geometry, and so Nth
SO(5) Landau level realizes N + 1 quasi-fuzzy four-spheres with different matrix size depending on the
SO(4) index n. In this way, N + 1 quasi-fuzzy four-spheres exhibit a concentric nested structure in the
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Figure 6: The nested fuzzy structure in the SO(5) Landau level. There are N +1 quasi-fuzzy four-spheres
indexed by n in the Nth SO(5) Landau level. The colors of the quasi-fuzzy four-spheres correspond to the
SO(4) lines in Fig.2.
Nth SO(5) Landau level as depicted in Fig.6. The lowest Landau level (N = 0) is exceptional, because the
nested structure no longer exists and only a fuzzy four-sphere geometry remains.
As the quantum states of the nested fuzzy geometry are given by a SO(5) irreducible representation
(or the SO(5) monopole harmonics), the nested fuzzy geometry has the SO(5) covariance. Meanwhile
each quasi-fuzzy four sphere does not possess the SO(5) covariance, since it is solely constructed by the
SO(4) irreducible representations. There exist non-vanishing off-diagonal matrix elements between the
adjacent SO(4) Landau levels (as represented by the green shaded rectangular blocks in Fig.4). Borrowing
the string theory interpretation that the off-diagonal parts signify interactions between the fuzzy objects
represented by the diagonal block matrices, one may say that the quasi-fuzzy four-spheres of the adjacent
SO(4) Landau levels interact and conspire to maintain the SO(5) covariance of the nested fuzzy geometry.
Furthermore, the nested fuzzy geometry has the SO(5) symmetry. Apparently as a classical geometry the
nested structure [Fig.6] does not have the SO(5) symmetry, but it does in a quantum mechanical sense.
The reason is essentially same as of the discussion below Eq.(144). We had chosen x5 as a special axis, and
we obtained the x5-axis preferred picture like Fig.6, but if we had chosen the x1 axis, we would have had
a similar nested structure along the x1-axis. Actually we can adopt any axis in R
5, and then the nested
structure has to have the SO(5) symmetry. Therefore, the nested fuzzy geometry is a SO(5) symmetric
quantum geometry that does not have its counterpart in classical geometry.
4 Internal fuzzy structure and the SO(4) Landau models
We discuss a physical model that realizes the matrix-valued three-sphere geometry inside the SO(5)
Landau model. We also clarify relations among Landau models in different dimensions.
4.1 SU(2) meron gauge field and SO(4) Pauli-Schro¨dinger Hamiltonian
We first construct a physical model whose eigenstates are given by the SO(4) spinor spherical harmonics.
The expression of the SO(4) part of the SO(5) free angular momentum operators are exactly equal to the
SO(4) free angular momentum operators (see Appendix C):
L(0)mn = −ixm
∂
∂xn
+ ixn
∂
∂xm
= −iym ∂
∂yn
+ iyn
∂
∂ym
. (145)
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The SO(4) angular momentum Lmn (11) can also be represented only in terms of the S
3-coordinates (123):
Lmn = −iym ∂
∂yn
+ iyn
∂
∂ym
+ η¯imnSi. (146)
Therefore, the SO(4) analysis in Sec.2.2.1 can be rewritten entirely in the language of S3 without resorting
to any information of the original manifold S4. We then explore the SO(4) problem as an independent
problem defined on S3, and just utilize the S3-coordinates, ym=1,2,3,4, in this section. Interestingly, (146)
can be realized as the SO(4) angular momentum operators in the meron gauge field introduced by Alfaro,
Fubini and Furlan as a solution of pure Yang-Mills field equation [39, 40]:
AAFF = − 1
2r2
η¯imnynσi dym (147)
where r =
√
ymym. The meron gauge field is simply obtained by the dimensional reduction of the Yang’s
SU(2) monopole gauge field:
A = − 1
2r(r + x5)
η¯imnxnσidxm
x5→0−→ AAFF = − 1
2r2
η¯imnynσidym. (148)
Notice that the Yang’s monopole has the string-like singularity, while the meron only has the point-like
singularity at the origin. The corresponding field strength is given by17
FAFFmn = −
1
r2
ymA
AFF
n +
1
r2
ynA
AFF
m +
1
2r2
η¯imnσi, (151)
and the total angular momentum operator is
Lmn = Λmn + r
2FAFFmn = −iym∂n + iyn∂m + ymAAFFn − ynAAFFm + r2FAFFmn
= −iym∂n + iyn∂m + 1
2
η¯imnσi, (152)
where
Λmn = −iym( ∂
∂yn
+ iAAFFn ) + iyn(
∂
∂ym
+ iAAFFm ). (153)
With the replacement of 12σi with higher SU(2) spin matrix Si, (152) turns to the SO(4) angular momentum
(146). The SO(4) Casimir is given by
Lmn
2 = 4(J2 +K2), (154)
where J and K are the following SU(2)L and SU(2)R operators
Ji =
1
4
ηimnLmn = J
(0)
i = −i
1
2
ηimnym
∂
∂yn
, (155a)
Ki =
1
4
η¯imnLmn = K
(0)
i + Si = −i
1
2
η¯imnym
∂
∂yn
+ Si, (155b)
17The associated 2nd Chern number is evaluated
Q =
1
32π2
∫
R4
d4x ǫmnpqtr(F
AFF
mn F
AFF
pq ) = −
1
2
, (149)
leading to the name “meron”. For the meron filed configuration with geneneral spin S
(I/2)
i , the 2nd Chern number is evaluated
as
Q = − 1
12
I(I + 1)(I + 2). (150)
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and the SU(2)L and SU(2)R Casimir eigenvalues are given by
J2 = j(j + 1), K2 = k(k + 1), (156)
with
j + k = n+
I
2
(n = 0, 1, 2, · · · ), s ≡ j − k = I
2
,
I
2
− 1, · · · ,−I
2
, (157)
or
j =
n
2
+
I
4
+
s
2
, k =
n
2
+
I
4
− s
2
. (158)
Their simultaneous eigenstates are given by the SO(4) spinor spherical harmonics (28).
In the meron field background, we introduce a SO(4) Landau-like Hamiltonian
HPS =
1
2M
4∑
m<n=1
Λmn
2. (159)
As usual, (159) can be rewritten as
HPS =
1
2M
∑
m<n
(Lmn
2 − Fmn2) = 1
2M
(2J2 + 2K2 − S2), (160)
where we used
∑
m<nΛmnFmn =
∑
m<n FmnΛmn = 0 and
∑
m<n Fmn
2 = S2. (159) can also be expressed
as
HPS =
1
2M
(2J(0)
2
+ 2K(0)
2
+ 4K(0) · S + I
2
(
I
2
+ 1)), (161)
which realizes a SO(4) generalization of the original Pauli-Schro¨dinger Hamiltonian [41] with spin-orbit
coupling. For this reason, we refer to (159) as the SO(4) Pauli-Schro¨dinger Hamiltonian in this paper.
From (158), the eigenvalues of the Pauli-Schro¨dinger Hamiltonian are readily obtained as
En(s) =
1
2M
(n(n+ 2) +
I
2
(2n+ 1) + s2), (162)
where n denotes the SO(4) Landau levels and s denotes the sub-bands in the SO(4) Landau levels [Fig.7].
The SO(4) Landau level eigenstates are actually the SO(4) spinor spherical harmonics Y j,mj ; k,mk with
(157), and so the previous three-sphere matrix geometry (134) is considered to be realized in the SO(4)
Landau level. In this way, we can reformulate the SO(4) part of the SO(5) Landau model with the
SO(4) Pauli-Schro¨dinger model. In other words, the SO(5) Landau model accommodates the SO(4) Pauli-
Schro¨dinger model as its internal model.
4.2 Singular gauge transformation and SO(4) matrix geometry
Curiously, the energy levels (162) are exactly equal to the Landau levels of the SO(4) Landau Hamil-
tonian proposed by Nair and Daemi [42]. This coincidence implies a hidden relation between the SO(4)
Pauli-Schro¨dinger model and the SO(4) Landau model. In the following, we adopt the notation of [28, 32].
The SO(4) Landau Hamiltonian is given by
H =
1
2M
4∑
m<n=1
Λmn
2, (163)
where
Λmn = −iym( ∂
∂yn
+ iANDn ) + iyn(
∂
∂ym
+ iANDm ), (164)
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Figure 7: The SO(4) Landau levels En(s) =
1
2M (n(n+ 2)+ I(n+
1
2 ) + s
2) (left figure) and SO(5) Landau
levels EN =
1
2M (N(N + 3) + I(N + 1)) (right figure).
with the Nair-Daemi SU(2) gauge field18
AND = − 1
r(r + y4)
ǫijkyjSk dyi. (165)
Obviously, the Nair-Daemi SU(2) gauge field has a Dirac string-like singularity. The corresponding field
strength is derived as
FNDij = −yiANDj + yjANDi + ǫijkSk, FNDi4 = (1 + y4)ANDi . (166)
The eigenvalues of the SO(4) Landau Hamiltonian (163) are given by (162) and the corresponding eigen-
states, i.e., the SO(4) monopole harmonics (in the Dirac gauge), are given by [32, 42]19
Φj,mj ;k,mk(χ, θ, φ) = g˜(θ, φ)


Φj,mj ;k,mk(χ, θ, φ)I/2
Φj,mj ;k,mk(χ, θ, φ)I/2−1
...
Φj,mj ;k,mk(χ, θ, φ)−I/2

 , (168)
where20
g˜(θ, φ) ≡ D(I/2)(φ, θ, 0) = e−iφSze−iθSy , (169)
18The Nari-Daemi SU(2) monopole gauge field is equivalent to the spin connection of S3.
19(168) constitutes an orthonormal set:
〈Φj,mj ;k,mk |Φj′,nj ;k′,nk 〉 ≡
∫
S3
dΩ3 Φj,mj ; k,mk (Ω3)
†
Φj′,m′
j
; k′,m′
k
(Ω3) = δj,j′δk,k′δmj ,m′j
δmk,m′k
. (167)
20g˜(θ, φ) is a gauge function that relates the SO(4) monopole harmonics in the Dirac gauge and the Schwinger gauge [32].
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and
Φj,mj ;k,mk(Ω3)A =
√
(2j + 1)(2k + 1)
2π2(I + 1)
×
j∑
m′
j
=−j
k∑
m′
k
=−k
〈I/2, A|j,m′j ; k,m′k〉D(lL)(χ, θ, φ)m′j ,mjD(lR)(−χ, θ, φ)m′k,mk , (170)
with the Wigner’s D-function
D(l)(χ, θ, φ) ≡ e−iχS(l)z e−iθS(l)y e−iφS(l)z . (171)
With the preparation, we now discuss a relation between the SO(4) Pauli-Schro¨dinger model and the SO(4)
Landau model.
We have seen that the meron gauge field has the point-like singularity, while the Nair-Daemi’s SU(2)
monopole has the string-like singularity. It is well known a similar situation occurs in a lower dimension. In
3D the Wu-Yang SU(2) monopole [43] has a point-like singularity, while the Dirac monopole has the string-
like singularity. In this sense the meron is a 4D generalization of the Wu-Yang SU(2) monopole, while the
Nair-Daemi SU(2) monopole is a 4D generalization of the Dirac monopole. To find a relation between the
meron and the Nair-Daemi monopole gauge field, let us first recall the singular transformation that relates
the Wu-Yang monopole and the Dirac monopole configurations [44, 45]. With the R3 coordinates
{z1, z2, z3} ≡ {r cosφ sin θ, r sinφ sin θ, r cos θ}, (172)
the Wu-Yang monopole and the Dirac monopole in R3 are respectively given by
AWY = − 1
r2
ǫijkzjSkdzi, A
D = − 1
r(r + z3)
ǫij3zjS3dzi, (173)
which are related by the singular transformation
AWY = g†ADg − ig†dg, (174)
where21
g(θ, φ) = e−iθ(zˆ2Sx−zˆ1Sy) = e−iφSzeiθSyeiφSz , (176)
with S1-latitude coordinates zˆ1 ≡ cosφ, zˆ2 ≡ sinφ. A bit of consideration tells that the SU(2) monopole
and the meron gauge fields are also related by the following SU(2) singular transformation:
AND = g†AAFFg − ig†dg, (177)
where
g(χ, θ, φ) = e−iχ
∑3
i=1 yˆiSi = g˜(θ, φ) e−iχSz g˜(θ, φ)†. (178)
Here g˜(θ, φ) is given by (169), and yˆi are the coordinates on S
2-latitude parameterized as
yˆi=1,2,3 = (sin θ cosφ, sin θ sinφ, cos θ). (179)
21For Si =
1
2
σi, (176) becomes
g(θ, φ) = e−i
θ
2
(zˆ2σx−zˆ1σy) = e−i
φ
2
σzei
θ
2
σyei
φ
2
σz =
(
cos θ
2
sin θ
2
e−iφ
− sin θ
2
eiφ cos θ
2
)
=
1√
2(1 + z3)
(12 − iz1σx − iz2σy + z312), (175)
whose columns are the 1st Hopf spinors (see [10] for instance).
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The SO(4) Pauli-Schro¨dinger model is transformed to the SO(4) Landau model by the singular gauge
transformation (177). Indeed, one can also confirm that the SO(4) monopole harmonics and the SO(4)
spinor spherical harmonics are related as
Φj,mj ; k,mk(χ, θ, φ) = (−1)
I
2+s g(χ, θ, φ)† Y j,mj ;k,mk(χ, θ, φ). (180)
Consequently, the matrix elements are related as
〈Φj′,m′
j
;k′,m′
k
|ym|Φj,mj ;k,mk〉 = −〈Y j′,m′j;k′,m′k |ym|Y j,mj ;k,mk〉, (181)
where we used (−1)I+s′+s = −(−1)I+2s = −1. In Appendix D, we rigorously evaluate both sides of (181)
and explicitly check its validity. Therefore, the matrix geometry of the SO(4) Pauli-Schro¨dinger model is
exactly equal to the matrix geometry of the SO(4) Landau model, and hence the SO(4) Landau model
describes the internal fuzzy geometry of the SO(5) Landau model. This demonstrates the idea of the
dimensional hierarchy [29, 15] relating the Landau physics in different dimensions. In Fig.8, we summarize
the relations among the Landau models in various dimensions. For a better understanding of this section,
Figure 8: Landau models and their background topological field configurations for the fuzzy sphere geome-
tries. There exist singular gauge transformations and dimensional ladders connecting the Landau models.
we also elucidate the case (j, k) = (1/2, 0)⊕ (0, 1/2) in Appendix D.3.
5 Relativistic SO(5) Landau models
We explore relativistic version of the SO(5) Landau model and clarify relation to the matrix geometry
of the Berezin-Toeplitz quantization [46].
5.1 Geometric quantities of S4
In the parameterization (13), the metric of S4 is given by
ds2 = dx1
2 + dx2
2 + dx3
2 + dx4
2 + dx5
2
= dξ2 + sin2 ξdχ2 + sin2 ξ sin2 χdθ2 + sin2 ξ sin2 χ sin2 θdφ2. (182)
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We adopt the vierbein in the Schwinger gauge as22
e4 = dξ, e1 = sin ξdχ, e2 = sin ξ sinχdθ, e3 = sin ξ sinχ sin θdφ. (184)
With ωmn satisfying the Cartan structure equation, de
m + ωmnen = 0, the spin connections
ωiL ≡
1
2
ηimnω
mn, ωiR ≡
1
2
η¯imnω
mn, (185)
are given by (see Appendix B for details)
ωLξ = ω
R
ξ = 0, ω
L
χ = ω
R
χ = − cos ξ i
1
2
qx, ω
L
θ = ω
R
θ = cos ξ sinχ i
1
2
qy − cosχ i1
2
qz,
ωLφ = −ωRφ = cos ξ sinχ sin θ i
1
2
qz + cosχ sin θ i
1
2
qy + cos θ i
1
2
qx. (186)
The SO(4) matrix-valued spin connection is constructed as
ω =
(
ωL 0
0 ωR
)
= i
1
2
(
ωiL qi 0
0 ωiR qi
)
= i
1
4
ωmn
(
ηimn qi 0
0 η¯imn qi
)
, (187)
which carries the SU(2)L ⊗ SU(2)R index:
(1/2, 0)⊕ (0, 1/2). (188)
5.2 Spinor SO(5) Landau model
We consider a relativistic spinor particle on S4, which feels the connection of the base-manifold S4 as
well as the external SU(2) monopole gauge field. In other words, the relativistic particle interacts with the
synthetic gauge field of the SO(4) connection (187) and the SU(2) monopole field (3)23
Aa = ωa ⊗ 1I+1 + 14 ⊗Aa. (189)
For the SO(4) ≃ SU(2)L ⊗ SU(2)R gauge group, the synthetic gauge field is irreducibly decomposed as
((1/2, 0)⊕ (0, 1/2))⊗ (0, I/2) = (0, I/2 + 1/2)⊕ (0, I/2− 1/2)⊕ (1/2, I/2), (190)
and their corresponding dimensions are
(2⊕ 2)⊗ (I + 1) = (I + 2)⊕ I ⊕ (2I + 2). (191)
The field strength is given by
Fab = ∂aAa − ∂bAb + i[Aa,Ab] = fab ⊗ 1I+1 + 14 ⊗ Fab, (192)
with fab = ∂aωb−∂bωa+i[ωa, ωb] = ea∧eb (Appendix B.4). The SO(5) angular momentum in the synthetic
gauge field is given by
Lab = Λab + Fab , (193)
22 We choose the numbering of the vierbein as (184) so that the SO(5) Dirac-Landau operator is reduced to the SO(4)
Dirac-Landau operator of [32] at ξ = pi
2
(see (212)). The area of S4 is calculated as
A(S4) =
∫
e4 ∧ e1 ∧ e2 ∧ e3 =
∫ pi
0
dξ sin3 ξ
∫ pi
0
dχ sin2 χ
∫ pi
0
dθ sin θ
∫ 2pi
0
dφ =
8π2
3
. (183)
23(186) is represented in the Schwinger gauge, while (3) in the Dirac gauge (see Appendix B for details), so it will be
convenient to adopt one gauge in constructing the synthetic gauge field (189).
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with Λab being the covariant angular momentum operator
Λab ≡ −ixa(∂b + iAb) + ixb(∂a + iAa ). (194)
We introduce the spinor SO(5) Landau Hamiltonian as
H =
1
2M
5∑
a<b=1
Λab
2 =
1
2M
(
5∑
a<b=1
Lab2 −
4∑
m<n=1
Σmn
2). (195)
The decomposition (190) implies that, with some appropriate unitary transformation, the spinor SO(5)
Landau Hamiltonian is transformed as
H →

H
(0, I2+
1
2 ) 0 0
0 H(0,
I
2−
1
2 ) 0
0 0 H(
1
2 ,
I
2 )

 . (196)
Here H(
I+
2 ,
I
−
2 ) denotes a SO(5) Landau Hamiltonian in the SO(4) monopole background with SO(4)
matrices
Σ(I+/2,I−/2)mn = η
i
mnS
(I+/2)
i ⊗ 1I−+1 + 1I++1 ⊗ η¯imnS(I−/2)i . (197)
In particular, H(0,
I
2−
1
2 ) in (196) is just a non-relativistic Landau Hamiltonian (53) with the SU(2) (anti-)
monopole index (I − 1)/2.
5.3 SO(5) Dirac-Landau operator and zero-modes
The Dirac-Landau operator on S4, which we call the SO(5) Dirac-Landau operator, is constructed as
−i 6DS4 = −ie µm γm (∂µ + iωµ ⊗ 1I+1 + i14 ⊗Aµ)
= −ie µm γm ⊗ D˜µ, (198)
where D˜µ (µ = ξ, χ, θ, φ) are newly introduced covariant derivatives including the contribution of the spin
connection:
D˜ξ = Dξ +
3
2
cot ξ 1I+1, D˜χ = Dχ + cotχ 1I+1, D˜θ = Dθ +
1
2
cot θ 1I+1, D˜φ = Dφ (199)
with
Dµ = ∂µ + iAµ. (200)
The second terms on the right-hand sides of (199) are attributed to the spin connections ωµ. We adopt the
SU(2) gauge field in (200) as
Aµ = ω
1
Rµ S
(I/2)
z + ω
2
Rµ S
(I/2)
x + ω
3
Rµ S
(I/2)
y , (201)
or more explicitly,
Aξ = 0, Aχ = − cos ξ S(I/2)z , Aθ = − cos ξ sinχ S(I/2)x − cosχS(I/2)y ,
Aφ = − cos ξ sinχ sin θ S(I/2)y + cosχ sin θ S(I/2)x − cos θ S(I/2)z , (202)
which denotes the Yang’s (anti-)monopole in the Schwiger gauge (see Appendix B). From (198), one can
find that the Dirac-Landau operator respects the chiral “symmetry”:
{−i 6DS4 , γ5 ⊗ 1I+1} = 0. (203)
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Therefore, the positive and negative relativistic Landau levels of the SO(5) Dirac-Landau operator are
symmetric with respect to the zero. The SO(5) Dirac-Landau operator does not have any SO(5) indices
and is invariant under the SO(5) rotations:
[−i 6DS4 ,Lab] = 0. (204)
Here Lab and −i 6DS4 are respectively given by (193) and (198), and one may in principle verify (204)
by using the explicit forms of the operators. The Dirac-Landau operator eigenstates are degenerate with
respect to the SO(5) rotational symmetry and can be expanded by the eigenstates of the spinor SO(5)
Landau model. In particular, the SO(5) Dirac-Landau operator zero-modes are exactly equal to the lowest
Landau level eigenstates of the non-relativistic Landau Hamiltonian H(0,
I
2−
1
2 ) of (196) as we shall see in
Sec.5.3.2.
5.3.1 Dimensional reduction to the SO(4) Dirac-Landau operator
On the equator ξ = π/2, the SU(2) gauge field (202) is reduced to the SU(2) gauge field of the SO(4)
Landau model [32]:
(Aχ, Aθ, Aφ) → (0, − cosχS(I/2)y , cosχ sin θ S(I/2)x − cos θ S(I/2)z ). (205)
(198) can be decomposed as
− i 6DS4 = −iγ4 ⊗ D˜ξ − i
1
sin ξ
(
γ1 ⊗ D˜χ + 1
sinχ
γ2 ⊗ D˜θ + 1
sinχ sin θ
γ3 ⊗ D˜φ
)
, (206)
where
D˜ξ ≡ ∂ξ + iAξ + 3
2
cot ξ 1I+1 = ∂ξ +
3
2
cot ξ 1I+1,
D˜χ ≡ ∂χ + iAχ + cotχ 1I+1 = ∂χ − i cos ξ S(I/2)z + cotχ 1I+1,
D˜θ ≡ ∂θ + iAθ + 1
2
cot θ 1I+1 = ∂θ − i cos ξ sinχ S(I/2)x − i cosχ S(I/2)y +
1
2
cot θ 1I+1,
D˜φ ≡ ∂φ + iAφ = ∂φ − i cos ξ sinχ sin θ S(I/2)y + i cosχ sin θ S(I/2)x − i cos θ S(I/2)z . (207)
When we take the gamma matrices (77) as24
γ4 =
(
0 12
12 0
)
, γ1 =
(
0 iσz
−iσz 0
)
, γ2 =
(
0 iσx
−iσx 0
)
, γ3 =
(
0 iσy
−iσy 0
)
, (208)
(206) becomes25
−i 6DS4 = −i(∂ξ +
3
2
cot ξ)
(
02(I+1) 1
1 02(I+1)
)
+
1
sin ξ
(
0 1
−1 0
)
⊗ ˜6DS3 , (209)
where −i˜6DS3 is given by
− i˜6DS3 ≡ −i 6DS3 − cos ξ
3∑
i=1
σi ⊗ S(I/2)i . (210)
24The choice (208) is different from the previous one (77). We adopt (208) so that the SO(4) Dirac-Landau operator (211)
coincides with the expression of [32].
25One may readily check that in the absence of the SU(2) monopole gauge field, (209) is reduced the free Dirac operator
[47].
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−i 6DS3 signifies the SO(4) Dirac-Landau operator on S3 [32]:
−i 6DS3 = −iσ3 ⊗ (∂χ + cotχ 1I+1)− i
1
sinχ
σ1 ⊗ (∂θ − i cosχ S(I/2)y +
1
2
cot θ 1I+1)
− i 1
sinχ sin θ
σ2 ⊗ (∂φ + i cosχ sin θ S(I/2)x − i cos θ S(I/2)z ). (211)
On the equator of S4 (ξ = π2 ), −i˜6DS3 is reduced to −i 6DS3 , and so is the SO(5) Dirac-Landau operator:
− i 6DS4 |ξ=pi2 = −i 6DS3 . (212)
The relativistic SO(5) Landau model thus embeds the relativistic SO(4) Landau model on the equator
as the non-relativistic Landau model does. The fuzzy three-sphere geometry is realized in the SO(4)
relativistic Landau model [32], and then the SO(5) relativistic Landau model accommodates a fuzzy three-
sphere geometry as its sub-geometry on the equator, which suggests existence of the fuzzy four-sphere as a
whole geometry.
5.3.2 Zero-modes and the matrix geometry
The square of the Dirac-Landau operator (198) and the SO(5) Casimir (193) are related as [48, 27]
(−i 6DS4)2 =
5∑
a<b=1
Lab2 −
5∑
a<b=1
Fab
2 +
1
8
RS4 =
5∑
a<b=1
Lab2 − 2 · I
2
(
I
2
+ 1) +
3
2
. (213)
Here, we used
∑5
a<b=1 Fab
2 =
∑
m<n(η¯
i
mnS
(I/2)
i )
2 = 2 S(I/2)
2
= 2 · I2 ( I2 + 1) and RS4 = d(d− 1)|d=4 = 12
(313). The square of the Dirac-Landau operator respects the SO(5) rotational symmetry and the chiral
symmetry as well:
[(−i 6DS4)2,Lab] = [(−i 6DS4)2, γ5 ⊗ 1I+1] = 0. (214)
Consequently, the eigenvalues of (−i 6DS4)2 generally have two kinds of degeneracies coming from the SO(5)
rotational symmetry and the chiral symmetry. The zero-modes, however, do not have the degeneracy
from the chiral symmetry, and only have the degeneracy of the SO(5) rotational symmetry. Since the
square of the Dirac-Landau operator shares the same SO(5) Casimir
∑5
a<b=1 Lab2 with the spinor Landau
Hamiltonian (195), the eigenvalue problem of (213) is essentially equivalent to that of the spinor Landau
Hamiltonian. We will focus on the case
(p, q)SO(5) = (N + 2J,N)
∣∣∣∣
J= I2−
1
2
, (215)
which corresponds to H(0,
I
2−
1
2 ) in (196). In this case, the SO(5) Casimir eigenvalues are given by
5∑
a<b=1
Lab2 = N2 +N(2J + 3) + 2J(J + 2)
∣∣∣∣
J= I2−
1
2
= N2 +N(I + 2) +
1
2
(I − 1)(I + 3), (216)
and then
(−i 6DS4)2 = N2 +N(I + 2). (217)
Obviously, the zero eigenvalue is realized at N = 0. Since the eigenvalues of the Dirac-Landau operator are
real values, the zero-modes of the square of the Dirac-Landau operator are equal to the zero-modes of the
Dirac-Landau operator. Notice that N acts as the Landau level index in the non-relativistic Hamiltonian
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H(0,
I
2−
1
2 ), and so the zero-modes are identical to the lowest Landau level eigenstates of H(0,
I
2−
1
2 ). Then,
the zero-mode degeneracy is readily obtained as
D(I − 1, N)|N=0 = 1
6
I(I + 1)(I + 2). (218)
The Atiyah-Singer index theorem also gives the same result about the number of zero-modes, −c2(I) =
D(I − 1, N)|N=0 = 16I(I + 1)(I + 2). In [46], the fuzzy four-sphere geometry was derived in the Berezin-
Toeplitz method by taking matrix elements sandwiched by the Dirac-Landau operator zero-modes.26 Since
the zero-modes are identical to the non-relativistic lowest Landau level eigenstates, the matrix geome-
try obtained in the the non-relativistic analysis (142) exactly coincides with that of the Berezin-Toeplitz
quantization.
6 Even higher dimensional Landau model and matrix geometry
We extend the discussions of Sec.3 to even higher dimensions and investigate the matrix geometry in
the SO(2k + 1) Landau model.
6.1 Quantum limit
First, we analyze the quantum limit, I = 1. We introduce the following map analogous to the Hopf
maps:
Ψ → xa12k−1 = Ψ†γaΨ. (a = 1, 2, · · · , 2k + 1) (219)
Here, γa are SO(2k + 1) gamma matrices
γi =
(
0 iγ′i
−iγ′i 0
)
, γ2k+1 =
(
0 12k−1
12k−1 0
)
, γ2k+1 =
(−12k−1 0
0 12k−1
)
, (220)
with γ′i (i = 1, 2, · · · , 2k − 1) being the SO(2k − 1) gamma matrices, and Ψ denotes a 2k × 2k−1 complex
spinor given by
Ψ =
1√
2(1 + x2k+1)
(
x2k12k−1 + i
∑2k−1
i=1 γ
′
ixi
(1 + x2k+1)12k−1
)
· g, (221)
where g denotes SO(2k) gauge group element, and Ψ satisfies Ψ†Ψ = 12k−1 . The corresponding connection
is obtained as
A = −iΨ†dΨ = −i 1
1 + x2k+1
σ¯mnxndxm, (222)
with SO(2k) matrix generators
σ¯mn = −i1
4
[γ′m, γ
′
n]. (γ
′
m ≡ {γ′m, 12k−1}) (223)
(222) signifies a SO(2k) non-Abelian monopole gauge field [15]. We can construct the SO(2k + 1) Landau
model in a similar manner to Sec.2.3 [15]. For instance, the SO(2k + 1) angular momentum operators are
given by
Lab = −ixa(∂b + iAb) + ixb(∂a + iAa) + r2Fab. (224)
26The authors in [46] used the stereographic coordinates from S4 in their calculations.
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When we represent Ψ as
Ψ =


ψ1
†
ψ2
†
...
ψ2k
†

 , (225)
the rows ψα (α = 1, 2, · · · , 2k) denote a set of SO(2k + 1) 2k−1-component spinors that transform as a
multiplet under the SO(2k + 1) transformation27. They are the lowest Landau level eigenstates for I = 1.
Ψ yields the projection matrix
P ≡ ΨΨ† = 1
2
(12k +
2k+1∑
a=1
xaγa), (228)
which is a gauge invariant quantity and simply expressed by the S2k-coordinates. The matrix coordinates
are expressed as28
(Xa)αβ =
2
A(S2k)
∫
dΩ2k ψα
†xaψβ , (230)
or
Xa =
2
A(S2k)
∫
dΩ2k Ψ xa Ψ
† =
2
A(S2k)
∫
dΩ2k P γaP, (231)
where A(S2k) = 2
k+1πk
(2k−1)!! denotes the area of S
2k. With the formulas
PγaP =
1
2
xa(1 + xbγb),
∫
S2k
dΩ2k xa = 0,
∫
S2k
dΩ2k xaxb =
1
2k + 1
A(S2k) δab, (232)
we can easily evaluate (231) as
Xa =
1
2k + 1
γa. (233)
6.2 Classical limit
Next, we consider the classical limit I >> 1, in which Lab (224) is reduced to
Lab → r2Fab. (234)
The coordinates xa can be extracted from the field strength as [27]
1
r2k+1
xa =
2
(2k)!ck(I)
ǫaa1a2···a2ktr(Fa1a2Fa3a4 · · ·Fa2k−1a2k), (235)
where ck(I) denotes the kth Chern number for the SO(2k) gauge field:
ck(I) =
1
(2π)kk!
∫
S2k
tr(F k). (236)
27With (224) of I = 1, we can show,
Labψα = (σab)βαψβ , (226)
where
σab ≡ −i
1
4
[γa, γb]. (227)
28 The coefficient in front of the integration of (230) is added to be accounted for by the normalization of Ψ:
2
A(S2k)
∫
S2k
dΩ2kΨΨ
† = 12k , (229)
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Substituting (234) to (235), we have
Xa ∼ 2r
(2k)!ck(I)
ǫaa1a2···a2kLa1a2La3a4 · · ·La2k−1a2k tr(1internal space). (237)
Since Lab are the SO(2k + 1) operators, Xa (237) also become operators. tr in (235) (and (236)) is taken
for the “internal fuzzy space” S2k−2F with dimension [27, 15]
Dk−1(I) =
k−1∏
l=1
l∏
i=1
I + l + i− 1
l + i− 1 , (238)
and then
tr(1internal space) = Dk−1(I). (239)
In the lowest Landau level, the SO(2k+1) operators can be replaced with the SO(2k+1) matrix generators
in the fully symmetric irreducible representation:
Lab → Σab, (240)
and so (237) becomes
Xa =
2
(2k)!
Dk−1(I)
ck(I)
ǫaa1a2···a2kΣa1a2Σa3a4 · · ·Σa2k−1a2k
=
2
I
I
(2k)!
Dk−1(I)
Dk(I − 1)ǫaa1a2···a2kΣa1a2Σa3a4 · · ·Σa2k−1a2k
=
1
I
I!!
k!(I + 2k − 2)!!ǫaa1a2···a2kΣa1a2Σa3a4 · · ·Σa2k−1a2k , (241)
where in the second equation the Atiyah-Singer index theorem was used [27, 48]
ck(I) = −Dk(I − 1). (242)
Since the fully symmetric representation SO(2k + 1) matrices satisfy
ǫaa1a2···a2kΣa1a2Σa3a4 · · ·Σa2k−1a2k = −
k!(I + 2k − 2)!!
I!!
Γa, (243)
(241) finally takes a concise form
Xa =
1
I
Γa. (244)
6.3 Even higher dimensional matrix geometry
The results in the two limits, (233) and (244), suggest that the matrix coordinates for general I take
the form
Xa =
1
I + 2k
Γa. (245)
Since the SO(2k + 1) gamma matrices in the fully symmetric representation satisfy
2k+1∑
a=1
ΓaΓa = I(I + 2k)1Dk(I),
[Γa1 ,Γa2 , · · · ,Γa2k ] = −ik
(2k)!! (I + 2k − 2)!!
I!!
ǫa1a2···a2k+1Γa2k+1 , (246)
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Xa (245) satisfy the quantum Nambu geometry of the fuzzy 2k-sphere [23, 24]:
2k+1∑
a=1
XaXa =
I
I + 2k
1Dk(I),
[Xa1 , Xa2 , · · · , Xa2k ] = −ik C(k, I) (
2
I + 2k
)2k−1 ǫa1a2···a2k+1Xa2k+1 , (247)
with
C(k, I) ≡ (2k)!! (I + 2k − 2)!!
22k−1 I!!
. (248)
The quantum Nambu geometry thus naturally emerges as the lowest Landau level matrix geometry of
the SO(2k + 1) Landau model. The matrix geometry (245) will also be obtained by the Berezin-Toeplitz
quantization, since the zero-modes of the Dirac-Landau operator are equal to the lowest Landau level
eigenstates [27] and the Atiyah-Singer theorem also hold in arbitrary even dimension.
Further, when we take into account the low dimensional results including odd dimensions [31, 32, 29]
S2F of SO(3) Landau model : 〈xi〉LLL =
1
I + 2
2Si,
S3F of SO(4) Landau model : 〈xm〉LLL =
1
I + 3
Γm, (249)
(245) may be generalized to
Xa =
1
I + d
Γa, (a = 1, 2, · · · , d+ 1) (250)
for the SO(d+ 1) Landau model.
7 Summary
In this work, we performed a comprehensive study of the SO(5) Landau models and their matrix
geometries. With SO(5) monopole harmonics in a full form, we completely derived the matrix coordinates
of four-sphere in an arbitrary Landau level. In the lowest Landau level, the matrix geometry is given
by the generalized SO(5) gamma matrices realizing the quantum Nambu geometry. We showed that the
matrix geometry obtained by the Landau level projection actually interpolates the matrix geometries of the
quantum limit and the classical limit. In higher Landau level, the matrix geometry exhibits a nested fuzzy
structure. The Nth SO(5) Landau level accommodates N + 1 inner SO(4) Landau levels each of which
realizes quasi-fuzzy four-sphere geometry. As a whole, there are N+1 quasi-fuzzy four-spheres constituting
a N + 1 concentric nested structure with SO(5) symmetry. The nested matrix geometry denotes a pure
quantum geometry having no counterpart in classical geometry. We introduced a SO(4) Pauli-Schro¨dinger
model with meron gauge field background that realizes the inner SO(4) part of the SO(5) Landau model.
We established a singular gauge transformation between the SO(4) Pauli-Schro¨dinger model and the SO(4)
Landau model, and demonstrated the internal fuzzy geometry is identical to the SO(4) Landau model
matrix geometry. Explicit relations among other low dimensional Landau models with fuzzy geometries
were summarized too. We also analyzed the relativistic SO(5) Landau models and clarified relation to the
matrix geometry of the Berezin-Toeplitz quantization. Finally, we investigated even higher dimensional
Landau model and discussed the associated quantum Nambu geometry in an arbitrary dimension.
The SO(5) Landau model and four-dimensional quantum Hall effect have opened a window to a research
field of topological phases in higher dimension. This is not just rendered to be a theoretical issue. Recent
technologies of quantum photonics in ultra cold atom have made experimental explorations possible with
the idea of synthetic dimension [49]. The present analysis will be useful not only for the non-commutative
geometry but also for the practical analysis of higher dimensional topological phases such as quantum Hall
effect and Weyl semi-metal [50, 51].
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A Representation theory of the SO(5) group
A.1 SO(5) irreducible representation and the SO(4) decomposition
The SO(5) Casimir operator is constructed as
5∑
a<b=1
Lab
2. (251)
From the representation theory, the SO(5) irreducible representation is specified by two integers (p, q)SO(5)
with the dimension
D =
1
6
(p+ 2)(q + 1)(p+ q + 3)(p− q + 1), (252)
and the SO(5) Casimir eigenvalue of (251) is given by 29
1
2
(p2 + q2) + 2p+ q. (253)
According to the decomposition SO(4) ≃ SU(2)L ⊗ SU(2)R, we can introduce the SU(2)L and SU(2)R
angular momentum operators as
Ji =
1
4
ηimnLmn, Ki =
1
4
η¯imnLmn. (254)
Here, ηimn and η¯
i
mn denote the ’t Hooft symbols:
ηimn = ǫmni4 + δmiδn4 − δm4δni, η¯imn = ǫmni4 − δmiδn4 + δm4δni. (255)
Ji and Ki are mutually commutative
[Ji,Kj ] = 0, (256)
and satisfy
Ji
2 = j(j + 1), Ki
2 = k(k + 1), (257)
where each of j and k takes an integer or half-integer value. The dimension of the SO(4) irreducible
representation with (j, k) is given by
(2j + 1)(2k + 1), (258)
and the SO(4) Casimir is expressed as
Lmn
2 = 4(J2 +K2) = 4(j(j + 1) + k(k + 1)). (259)
The SO(5) irreducible representation is decomposed to the SO(4) irreducible representation as
(p, q)so(5) =
q∑
n=0
⊕
( p−q
2∑
s=− p−q2
⊕ (j, k)so(4)
)
, (260)
where
j =
n
2
+
p− q
4
+
s
2
, k =
n
2
+
p− q
4
− s
2
. (261)
29For representation theory of SO(5) (and other classical Lie groups), readers may consult textbooks such as [33] and [34]. In
the notation of [33], [[a1, a2]] = [[q, p−q]] or [l1, l2] = [ 12 (p+q), 12 (p−q)], and in the notation of [34], [λ1, λ2] = [ 12 (p+q), 12 (p−q)].
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A.2 SO(5) irreducible decomposition of direct products
From (67), we have
N = 0 : [[1, 0]]⊗ [[0, I]] = [[0, I]]⊕ [[1, I]]⊕ [[1, I − 2]],
I = 1 : [[1, 0]]⊗ [[N, 1]] = [[N, 1]]⊕ [[N + 1, 1]]⊕ [[N − 1, 3]]⊕ [[N − 1, 1]],
I = 0 : [[1, 0]]⊗ [[N, 0]] = [[N + 1, 0]]⊕ [[N − 1, 2]]⊕ [[N − 1, 0]]. (262)
In particular,
[[1, 0]]⊗ [[0, 1]] = [[1, 0]]⊕ [[1, 1]],
[[1, 0]]⊗ []1, 0]] = [[1, 0]]⊕ [[2, 0]]⊕ [[2,−2]]⊕ [[0, 2]]⊕ [[0, 0]] = [[2, 0]]⊕ [[0, 2]]⊕ [[0, 0]],
[[1, 0]]⊗ [[0, 2]] = [[0, 2]]⊕ [[1, 2]]⊕ [[1, 0]], (263)
or
5⊗ 4 = 4⊕ 16,
5⊗ 5 = 5⊕ 14⊕ (−5)⊕ 10⊕ 1 = 14⊕ 10⊕ 1,
5⊗ 10 = 10⊕ 35⊕ 5. (264)
For other examples of the irreducible decomposition of the tensor product of SO(5) ≃ USp(4), one may
consult [37] for instance.
B The Dirac gauge and the Schwinger gauge for S4
We introduce the Dirac gauge and the Schwinger gauge for S4 and derive a gauge transformation
between them.
B.1 Dirac gauge
As S4 being a coset space
S4 ≃ SO(5)/SO(4), (265)
the non-linear realization is given by [52]
Ψ = eiξ ymσm5 =
1√
2(1 + x5)
(
1 + x5 xmq¯m
−xmqm 1 + x5
)
, (266)
where ym are the S
3-coordinates (123), qm are quaternions (80), and
σm5 = i
1
2
(
0 −q¯m
qm 0
)
. (267)
With the polar coordinates (13), (266) is expressed as
Ψ =

cos ξ2 0 sin
ξ
2 (cosχ+ i sinχ cos θ) i sin
ξ
2 sinχ sin θ e
−iφ
0 cos ξ2 i sin
ξ
2 sinχ sin θ e
iφ sin ξ2 (cosχ− i sinχ cos θ)
− sin ξ2 (cosχ− i sinχ cos θ) i sin ξ2 sinχ sin θ e−iφ cos ξ2 0
i sin ξ2 sinχ sin θ e
iφ − sin ξ2 (cosχ+ i sinχ cos θ) 0 cos ξ2

 .
(268)
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We decompose Ψ into two 4× 2 rectangular matrices:
Ψ =
(
ΨL ΨR
)
, (269)
where
ΨL =
1√
2(1 + x5)
(
1 + x5
−xmqm
)
, ΨR =
1√
2(1 + x5)
(
xmq¯m
1 + x5
)
. (270)
The 2nd Hopf map (76) can be expressed as
xm12 = −Ψ†LγmΨL = Ψ†RγmΨR, x512 = Ψ†Lγ5ΨL = −Ψ†Rγ5ΨR, (271)
and the associated connections are derived as
ωDL = −iΨL†dΨL = −i
1
2(1 + x5)
ηimnxnqidxm, ω
D
R = −iΨR†dΨR = −i
1
2(1 + x5)
η¯imnxnqidxm. (272)
Here D of ωD is for the Dirac gauge. More comprehensively,
AD ≡ −iΨD†dΨD =
(
−iΨ†LdΨL −iΨ†LdΨR
−iΨ†RdΨL −iΨ†RdΨR
)
=
(
ωDL −iΨ†LdΨR
−iΨ†RdΨL ωDR
)
= −i 1
2(1 + x5)
(
ηimnqixndxm −xmq¯mdx5 + (1 + x5)q¯mdxm
xmqmdx5 − (1 + x5)qmdxm η¯imnqixndxm
)
. (273)
ωDL is equal to the SU(2) (anti-)monopole gauge field (3) for I = 1:
ωDL =
1
4
ωDmnη
i
mnσi. (274)
In the Cartesian coordinates, ωDmn are given by
ωDmn =
1
1 + x5
(xmdxn − xndxm), (275)
while in the polar coordinates,
ωD12 = 2 sin
2 ξ
2
sin2 χ sin2 θdφ,
ωD13 = −2 sin2
ξ
2
sin2 χ cosφdθ + 2 sin2
ξ
2
sin2 χ sin θ cos θ sinφdφ,
ωD14 = −2 sin2
ξ
2
sin θ cosφdχ− 2 sin2 ξ
2
sinχ cosχ cos θ cosφdθ + 2 sin2
ξ
2
sinχ cosχ sin θ sinφdφ,
ωD23 = −2 sin2
ξ
2
sin2 χ sinφdθ − 2 sin2 ξ
2
sin2 χ sin θ cos θ cosφdφ,
ωD24 = −2 sin2
ξ
2
sin θ sinφdχ− 2 sin2 ξ
2
sinχ cosχ cos θ sinφdθ − 2 sin2 ξ
2
sinχ cosχ sin θ cosφdφ,
ωD34 = −2 sin2
ξ
2
cos θdχ+ 2 sin2
ξ
2
sinχ cosχ sin θdθ. (276)
B.2 Schwinger gauge
Ψ (268) is factorized as
Ψ(ξ, χ, θ, φ) = H(χ, θ, φ)† · eiξσ45 ·H(χ, θ, φ), (277)
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where
eiξσ45 =
(
cos ξ2 12 sin
ξ
2 12
− sin ξ2 12 cos ξ2 12
)
, (278)
and
H(χ, θ, φ) = eiχσ43 eiθσ31 eiφσ12 =
(
HL(χ, θ, φ) 0
0 HR(χ, θ, φ)
)
, (279)
with the chiral Hopf spinor matrices [32]
HL(χ, θ, φ) = e
−iχ2 σzei
θ
2σyei
φ
2 σz =
(
cos( θ2 ) e
−i 12 (χ−φ) sin( θ2 ) e
−i 12 (χ+φ)
− sin( θ2 ) ei
1
2 (χ+φ) cos( θ2 ) e
i 12 (χ−φ)
)
,
HR(χ, θ, φ) ≡ HL(−χ, θ, φ) = ei
χ
2 σzei
θ
2σyei
φ
2 σz =
(
cos( θ2 ) e
i 12 (χ+φ) sin( θ2 ) e
i 12 (χ−φ)
− sin( θ2 ) e−i
1
2 (χ−φ) cos( θ2 ) e
−i 12 (χ+φ)
)
.
Though H is a 4×4 matrix, H carries the SU(2) degrees of freedom. We introduce a new 4× 4 matrix Φ
as
Ψ(ξ, χ, θ, φ) = Φ(ξ, χ, θ, φ) ·H(χ, θ, φ), (280)
or
Φ(ξ, χ, θ, φ) = H(χ, θ, φ)† · eiξσ45 . (281)
In the polar coordinates,
Φ =


cos ξ2 cos
θ
2 e
i 12 (χ−φ) − cos ξ2 sin θ2 e−i
1
2 (χ+φ) sin ξ2 cos
θ
2 e
i 12 (χ−φ) − sin ξ2 sin θ2 e−i
1
2 (χ+φ)
cos ξ2 sin
θ
2 e
i 12 (χ+φ) cos ξ2 cos
θ
2 e
−i 12 (χ−φ) sin ξ2 sin
θ
2 e
i 12 (χ+φ) sin ξ2 cos
θ
2 e
−i 12 (χ−φ)
− sin ξ2 cos θ2 e−i
1
2 (χ+φ) sin ξ2 sin
θ
2 e
i 12 (χ−φ) cos ξ2 cos
θ
2 e
−i 12 (χ+φ) − cos ξ2 sin θ2 ei
1
2 (χ−φ)
− sin ξ2 sin θ2 e−i
1
2 (χ−φ) − sin ξ2 cos θ2 ei
1
2 (χ+φ) cos ξ2 sin
θ
2 e
−i 12 (χ−φ) cos ξ2 cos
θ
2 e
i 12 (χ+φ)

 .
(282)
As in the case of Ψ (269), we decompose Φ as
Φ = (ΦL,ΦR), (283)
where
ΦL =
(
cos ξ2 H
†
L
− sin ξ2 H†R
)
, ΦR =
(
sin ξ2 H
†
L
cos ξ2 H
†
R
)
. (284)
The corresponding connection is derived as
ωSL = −iΦ†LdΦL = −i
1
2
(HLdH
†
L +HRdH
†
R)− i
1
2
cos ξ (HLdH
†
L −HRdH†R), (285)
where
−i1
2
(HLdH
†
L +HRdH
†
R) = cosχ sin θ dφ
1
2
σx − cosχ dθ 1
2
σy − cos θ dφ 1
2
σz , (286a)
−i1
2
(HLdH
†
L −HRdH†R) = sinχ dθ
1
2
σx + sinχ sin θ dφ
1
2
σy + dχ
1
2
σz. (286b)
S of ωS is for the Schwinger gauge.30 ωSL is explicitly given by
ωSL = i
1
2
ωiLqi (287)
30(286a) denotes the SU(2) gauge field of the SO(4) Landau model in the Schwinger gauge [32].
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where
ωxL = cosχ sin θ dφ+ cos ξ sinχ dθ, ω
y
L = − cosχ dθ + cos ξ sinχ sin θ dφ, ωzL = − cos θ dφ+ cos ξ dχ.
(288)
With ωiL ≡ 12ηimnωSmn, (287) can be rewritten as
ωSL = i
1
4
ωSmnη
i
mnqi = i
1
4
ωSmnµη
i
mnqi dx
µ, (dxµ = dθ, dφ, dχ, dξ) (289)
where
ωS12 = − cos θdφ, ωS13 = cosχdθ, ωS14 = cos ξ sinχdθ,
ωS23 = cosχ sin θdφ, ω
S
24 = cos ξ sinχ sin θdφ, ω
S
34 = cos ξdχ. (290)
It is straightforward to check that (290) satisfy the Cartan structure equation:
deSm + ω
S
mne
S
n = 0, (291)
with the vierbein in the Schwinger gauge31
eS1 = sin ξ sinχdθ, e
S
2 = sin ξ sinχ sin θdφ, e
S
3 = sin ξdχ, e
S
4 = dξ. (292)
Similarly, we have
ωSR = −iΦ†RdΦR = −i
1
2
(HLdH
†
L +HRdH
†
R) + i
1
2
cos ξ (HLdH
†
L −HRdH†R) = i
1
2
ωiRqi, (293)
with
ωiR ≡
1
2
η¯imnω
S
mn, (294)
and
AS = −iΦ†dΦ =
(
−iΦ†LdΦL −iΦ†LdΦR
−iΦ†RdΦL −iΦ†RdΦR
)
=
(
ωSL −iΦ†LdΦR
−iΦ†RdΦL ωSR
)
. (295)
B.3 Gauge transformation and vierbein in the Dirac gauge
From the relation (280), we have
ΨL = ΦL ·HL, ΨR = ΦR ·HR, (296)
and so (273) and (295) are related as
AD = H†ASH − iH†dH. (297)
(297) implies
ωDL = H
†
L ω
S
L HL − iH†L dHL, ωDR = H†R ωSR HR − iH†R dHR, (298)
or
ωSL = HL ω
D
L H
†
L − iHLdH†L, ωSR = HR ωDR H†R − iHRdH†R. (299)
We then find that the SO(4) matrix-valued spin connections
ωD/S ≡
(
ω
D/S
L 0
0 ω
D/S
R
)
=
1
4
ωD/Smn
(
ηimnσi 0
0 η¯imnσi
)
, (300)
31The numbering of the vierbein here (292) is different from that of (184).
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are also related by the gauge transformation
ωD = H†ωSH − iH†dH. (301)
Under the SU(2) transformation H (279), the gamma matrices are transformed as
H†γmH = γnOnm (302)
with
O = (eiχt43eiθt31eiφt12)t = e−iφt12e−iθt31e−iχt43
=


cos θ cosφ − sinφ cosχ sin θ cosφ sinχ sin θ cosφ
cos θ sinφ cosφ cosχ sin θ sinφ sinχ sin θ sinφ
− sin θ 0 cosχ cos θ sinχ cos θ
0 0 − sinχ cosχ

 . (303)
Here tmn are the adjoint representation SO(4) generators:
(tmn)pq = −iδmpδnq + iδmqδnp. (304)
Since the vierbein carries local coordinate indices, the vierbein transforms similarly to (302). Therefore,
the vierbein in the Dirac gauge can be obtained from the vierbein in the Schwinger gauge:
eDm = Omne
S
n. (305)
With the expression of eSm (292), e
D
m are explicitly given by
eD1 = sinχ sin θ cosφ dξ + sin ξ cosχ sin θ cosφ dχ+ sin ξ sinχ cos θ cosφ dθ − sin ξ sinχ sin θ sinφdφ,
eD2 = sinχ sin θ sinφ dξ + sin ξ cosχ sin θ sinφ dχ+ sin ξ sinχ cos θ sinφ dθ + sin ξ sinχ sin θ cosφdφ,
eD3 = sinχ cos θdξ + sin ξ cosχ cos θdχ− sin ξ sinχ sin θdθ
eD4 = cosχdξ − sin ξ sinχdχ. (306)
It is straightforward to show that (276) and (306) satisfy the Cartan structure equation:
deDm + ω
D
mne
D
n = 0. (307)
We thus successfully obtained the vierbein in the Dirac gauge from the relation (305). On the other hand,
it may be a formidable task to derive the vierbein in the Dirac gauge from the Cartan structure equation
(307) with the spin connection (276).
B.4 Curvature
With (300), the curvature
fD/S = dωD/S + iωD/S
2
=
1
2
fD/Smn σmn (308)
is readily obtained as
fD/Smn = e
D/S
m ∧ eD/Sn . (309)
fD and fS are related by
fD = H†fS H. (310)
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The Riemann curvature can be read off from
fD/Smn =
1
2
Rmnpq e
D/S
p ∧ eD/Sq , (311)
as
R1212 = R1313 = R1414 = R2323 = R2424 = R3434 = 1, (312)
and the Ricci scalar is obtained as
R = Rmnmn = 2× 6 = 12. (313)
C Reduction to the SO(5) spherical harmonics
C.1 SO(5) free angular momentum Casimir
In the polar coordinates, the SO(5) free angular momentum operators, Lab = −ixa ∂∂xb + ixb
∂
∂xa
, are
expressed as
L12 = −i∂φ, L13 = i(cosφ ∂θ − cot θ sinφ ∂φ), L23 = i(sinφ ∂θ + cot θ cosφ ∂φ),
L14 = i(sin θ cosφ∂χ + cotχ cos θ cosφ∂θ − cotχ 1
sin θ
sinφ∂φ),
L24 = i(sin θ sinφ∂χ + cotχ cos θ sinφ∂θ + cotχ
1
sin θ
cosφ∂φ), L34 = i(cos θ∂χ − cotχ sin θ∂θ),
L15 = i(sinχ sin θ cosφ ∂ξ + cot ξ cosχ sin θ cosφ ∂χ + cot ξ
1
sinχ
cos θ cosφ ∂θ − cot ξ 1
sinχ
1
sin θ
sinφ ∂φ),
L25 = i(sinχ sin θ sinφ ∂ξ + cot ξ cosχ sin θ sinφ ∂χ + cot ξ
1
sinχ
cos θ sinφ ∂θ + cot ξ
1
sinχ
1
sin θ
cosφ ∂φ),
L35 = i(sinχ cos θ∂ξ + cot ξ cosχ cos θ ∂χ − cot ξ 1
sinχ
sin θ ∂θ),
L45 = i(cosχ ∂ξ − cot ξ sinχ ∂χ). (314)
Notice that Lmn (m,n = 1, 2, 3, 4) do not depend on ξ and are equal to the polar coordinate expression of
the SO(4) free angular momentum operators, Lmn = −iym ∂∂yn + iyn ∂∂ym . The Laplacian on S4 is given by
∆S4 =
1
sin3 ξ
∂ξ(sin
3 ξ∂ξ) +
1
sin2 ξ
1
sin2 χ
∂χ(sin
2 χ∂χ) +
1
sin2 ξ
1
sin2 χ
1
sin θ
∂θ(sin θ∂θ) +
1
sin2 ξ
1
sin2 χ
1
sin2 θ
∂φ
2
= −
5∑
a<b=1
Lab
2, (315)
which is related to the Laplacian on S3 as
∆S4 =
1
sin3 ξ
∂ξ(sin
3 ξ∂ξ) +
1
sin2 ξ
∆S3 . (316)
The eigenvalues of the SO(5) free angular momentum Casimir is given by
5∑
a<b=1
Lab
2 = N(N + 3), (317)
with degeneracy
D =
1
6
(N + 1)(N + 2)(2N + 3). (318)
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C.2 SO(5) spherical harmonics
As found in [53], the SO(5) spherical harmonics are usually given by
ΦNnlm(Ω4) = ΦNn(ξ) · Ynlm(Ω3), (319)
where
ΦNn(ξ) =
2n+1
(N + 1)!
√
(2N + 3) (N − n)! (N + n+ 2)!
2
· 1
sinn+2 ξ
P
−(n+1),−(n+1)
N+n+2 (cos ξ)
=
√
2N + 3
2
(N − n)!
(N + n+ 2)!
· 1
sin ξ
Pn+1N+1(cos ξ), (320)
with the associated Legendre polynomials Pmn (x).
32 Meanwhile in the present paper, the SO(5) monopole
harmonics are given by (44) which should be reduced to the SO(5) spherical harmonics at I = 0:
ΨN ;n2 ,mL;
n
2 ,mR
(Ω4) = GN,n2 ,
n
2
(ξ) · Yn
2 ,mL;
n
2 ,mR
(Ω3), (−n
2
≤ mL,mR ≤ n
2
) (322)
where
GN,n
2
,n
2
(ξ) =
√
N +
3
2
· 1
sin ξ
dN+1,0,−n−1(ξ)
= (−1)n+1 (N + 1)!
√
2N + 3
2 (N + n+ 2)! (N − n)! ·
1
sin ξ
tann+1(
ξ
2
) P
n+1,−(n+1)
N+1 (cos ξ). (323)
There are two distinct expressions for the SO(5) spherical harmonics, (319) and (322). From the property
of the Jacobi polynomials
(−1)n+1 (N + 1)!
(N − n)! tan
n+1(
ξ
2
) P
n+1,−(n+1)
N+1 (cos ξ) = P
n+1
N+1(cos ξ), (324)
we find that the azimuthal parts of the two expressions are identical:
GN,n2 ,
n
2
(ξ) = ΦNn(ξ), (325)
and the previous SO(4) analysis [32] has shown that the SO(4) spherical harmonics parts are related as
Ynlm(Ω3) = i
l
n/2∑
mL,mR=−n/2
〈l,m|n
2
,mL;
n
2
,mR〉 Yn2 ,m;n2 ,m′(Ω3). (326)
Consequently, (319) and (322) are related by the linear combination
ΦNnlm(Ω4) = i
l
n/2∑
mL,mR=−n/2
〈l,m|n
2
,mL;
n
2
,mR〉 ΨN ;n2 ,mL;n2 ,mR(Ω4) (327)
or
ΨN ;n
2
,mL;n2 ,mR
(Ω4) =
l∑
m=−l
(−i)l〈n
2
,mL;
n
2
,mR|l,m〉 ΦNnlm(Ω4), (328)
which means that the two expression are actually equivalent.
32The associated Legendre polynomials Pmn (x) are related to the Jacobi polynomials P
(α,β)
l (x) as
Pmn (x) = 2
m (n+m)!
n!
(1 − x2)−m2 · P (−m,−m)n+m (x). (321)
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D Matrix elements for three-sphere coordinates
Using the integration formula for three SO(4) monopole harmonics [see Sec.6.1 of [32]]∫
dΩ3 Φ
†
(lL,mL;lR,mR)
Φ 1
2 ,
σ
2 ;
1
2 ,
τ
2
Φ(l′
L
,nL;l′R,nR)
=
√
(2l′L + 1)(2l
′
R + 1)(I + 1)2
π2


lL lR
I
2
1
2
1
2 0
l′L l
′
R
I
2

 ClL,mL12 , 12σ; l′L,nL ClR,mR12 , 12 τ ; l′R,nR
=
√
(2l′L + 1)(2l
′
R + 1)(I + 1)2
π2
(−1)lL+l′L+lR+l′R+I+1


lL lR
I
2
l′L l
′
R
I
2
1
2
1
2 0

 ClL,mL12 , 12σ; l′L,nL ClR,mR12 , 12 τ ; l′R,nR
=
√
(2l′L + 1)(2l
′
R + 1)
π
(−1)lL+2l′L+2lR+l′R+ 32 (I+1)
{
lL lR
I
2
l′R l
′
L
1
2
}
ClL,mL1
2 ,
1
2σ; l
′
L
,nL
ClR,mR1
2 ,
1
2 τ ; l
′
R
,nR
, (329)
we will derive the three-sphere matrix coordinates.
D.1 About the SO(4) spinor spherical harmonics
We evaluate the matrix elements of ym sandwiched by the SO(4) spin spherical harmonics:
〈Y j′m′
j
;k′m′
k
|ym|Y jmj ;kmk〉 =
∫
dΩ3 Y
†
j′m′
j
;k′m′
k
ym Y jmj ;kmk . (330)
With (28), (330) can be rewritten as
〈Y j′m′
j
;k′m′
k
|ym|Y jmj ;kmk〉 =
I
2∑
A=− I2
∫
dΩ3 (Y j′m′
j
;k′m′
k
)∗A ym (Y jmj ;kmk)A
=
∑
A
j′∑
m′
R
=−j′
j∑
mR=−j
C
k′m′k
j′m′
R
; I2A
Ckmk
jmR;
I
2A
∫
dΩ3 Φ
∗
j′m′
j
:j′m′
R
ymΦjmj ;jmR ,
(331)
where we used that the Clebsch-Gordan coefficients are real. Since the SO(4) spherical harmonics are equal
to the monopole harmonics for I = 0:
Φj,mj ;k,mk |j=k= p2 = Φj,mj ;j,mk , (332)
(329) gives
∫
dΩ3 Φ
∗
j′m′
j
;j′m′
R
Φ 1
2
σ
2 ;
1
2
τ
2
Φjmj ;j,mR = −
1
π
√
2j + 1
2j′ + 1
(−1)2(j+j′) Cj
′m′j
1
2
σ
2 ;jmj
C
j′m′R
1
2
τ
2 ;jmR
, (333)
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where
{
j′ j′ 0
j j 12
}
= −i(−1)−(j+j′) 1√
(2j+1)(2j′+1)
was used. Therefore, with respect to y1 = −iπ2 (Φ 12 , 12 ; 12 , 12−
Φ 1
2 ,−
1
2 ;
1
2 ,−
1
2
), (331) becomes
〈y1〉 = −iπ
2
∑
A
j′∑
m′
R
=−j′
j∑
mR=−j
C
k′m′k
j′m′
R
; I2A
Ckmk
jmR;
I
2A
∫
dΩ3 Φ
∗
j′m′
j
:j′m′
R
(Φ 1
2 ,
1
2 ;
1
2 ,
1
2
− Φ 1
2 ,−
1
2 ;
1
2 ,−
1
2
)Φjmj ;jmR
= i(−1)2(j+j′) 1
2
√
2j + 1
2j′ + 1
∑
A
j′∑
m′
R
=−j′
j∑
mR=−j
C
k′m′k
j′m′
R
; I2A
Ckmk
jmR;
I
2A
(C
j′m′j
1
2
1
2 ;jmj
C
j′m′R
1
2
1
2 ;jmR
− Cj
′m′j
1
2−
1
2 ;jmj
C
j′m′R
1
2−
1
2 ;jmR
)
= i(−1)2(j+j′) 1
2
√
2j + 1
2j′ + 1
×
(
C
j′m′j
1
2
1
2 ;jmj
︷ ︸︸ ︷∑
A,m′
R
,mR
Ckmk
jmR;
I
2A
C
k′m′k
j′m′
R
; I2A
C
j′m′R
1
2
1
2 ;jmR
−Cj
′m′j
1
2−
1
2 ;jmj
︷ ︸︸ ︷∑
A,m′
R
,mR
Ckmk
jmR;
I
2A
C
k′m′k
j′m′
R
; I2A
C
j′m′R
1
2−
1
2 ;jmR
)
.
(334)
In (334), we need to calculate︷ ︸︸ ︷∑
A,m′
R
,mR
Ckmk
jmR;
I
2A
C
k′m′k
j′m′
R
; I2A
C
j′m′R
1
2
τ
2 ;jmR
= (−1) 12+j−j′
∑
A,m′
R
,mR
Ckmk
jmR;
I
2A
C
k′m′k
j′m′
R
; I2A
C
j′m′R
jmR;
1
2
τ
2
= −(−1)j+k+ I2
√
(2k + 1)(2j′ + 1) C
k′m′k
kmk;
1
2
τ
2
{
j k I2
k′ j′ 12
}
= −i(−1)j+2k+ I2−k′
√
(2k + 1)(2j′ + 1) C
k′m′k
1
2
τ
2 ; kmk
{
j k I2
k′ j′ 12
}
,
(335)
where in the first and last equations we used
Cknjm;j′m′ = (−1)j+j
′−kCknj′m′;jm, (336)
and in the second equation, (Eq.(12) in p.260 of [54])
∑
α,β,δ
Ccγaα;bβ C
eǫ
dδ;bβ C
dδ
aα;fϕ = (−1)b+c+d+f
√
(2c+ 1)(2d+ 1) Ceǫcγ;fϕ
{
a c b
e d f
}
. (337)
Consequently,
〈Y j′m′
j
;k′m′
k
|y1|Y jmj ;kmk〉
=
√
(2j + 1)(2k + 1)
2
(−1)−j+2j′+2k−k′+ I2
{
j′ k′ I2
k j 12
}
(C
j′m′j
1
2
1
2 ;jmj
C
k′m′k
1
2
1
2 ;kmk
− Cj
′m′j
1
2−
1
2 ;jmj
C
k′m′k
1
2−
1
2 ;kmk
).
(338)
We used the fact that j takes a half-integer or integer value and so (−1)4j = 1, and the property of the 6j
symbol,
{
a b c
d e f
}
=
{
e d c
b a f
}
.
When j + k = j′ + k′ = n+ I2 , the signature part of (338) is simplified as
(−1)−j+2j′+2k−k′+ I2 = (−1)n+I−k+k′ , (339)
45
and the matrix elements of y1 and other coordinates become
〈Y j′m′
j
;k′m′
k
|ym=1,2|Y jmj ;kmk〉
= (−i)m−1
√
(2j + 1)(2k + 1)
2
(−1)n+I−k+k′
{
j′ k′ I2
k j 12
}
(C
j′m′j
1
2
1
2 ;jmj
C
k′m′k
1
2
1
2 ;kmk
+ (−1)mCj
′m′j
1
2−
1
2 ;jmj
C
k′m′k
1
2
1
2 ;kmk
),
〈Y j′m′
j
;k′m′
k
|ym=3,4|Y jmj ;kmk〉
= (−i)m−1
√
(2j + 1)(2k + 1)
2
(−1)n+I−k+k′
{
j′ k′ I2
k j 12
}
(C
j′m′j
1
2
1
2 ;jmj
C
k′m′k
1
2−
1
2 ;kmk
− (−1)mCj
′m′j
1
2−
1
2 ;jmj
C
k′m′k
1
2
1
2 ;kmk
).
(340)
With the explicit form of Clebsh-Gordan coefficients
Cj
′,m′
1
2±
1
2 ; j,m
= δj′,j+ 12 δm′,m±
1
2
√
j ±m+ 1
2j + 1
± δj′,j− 12 δm′,m± 12
√
j ∓m
2j + 1
, (341)
(340) yields (139) and (138).
D.2 About the SO(4) monopole harmonics
Next, we evaluate the matrix elements of ym sandwiched by the SO(4) monopole harmonics. From
(329) and (137), we immediately have
〈Φj′,m′
j
;k′,m′
k
|ym=1,2|Φj,mj ;k,mk〉 = (−i)m
√
(2j + 1)(2k + 1)
2
(−1)j′+2j+2k′+k+ 32 (I+1)
{
j′ k′ I2
k j 12
}
× (Cj
′,m′j
1
2 ,
1
2 ; j,mj
C
k′,m′k
1
2 ,
1
2 ; k,mk
+ (−1)mCj
′,m′j
1
2 ,−
1
2 ; j,m
′
j
C
k′,m′k
1
2 ,−
1
2 ; k,mk
), (342a)
〈Φj′,m′
j
;k′,m′
k
|ym=3,4|Φj,mj ;k,mk〉 = (−i)m
√
(2j + 1)(2k + 1)
2
(−1)j′+2j+2k′+k+ 32 (I+1)
{
j′ k′ I2
k j 12
}
× (Cj
′,m′j
1
2 ,
1
2 ; j,mj
C
k′,m′k
1
2 ,−
1
2 ; k,mk
− (−1)mCj
′,m′j
1
2 ,−
1
2 ; j,mj
C
k′,m′k
1
2 ,
1
2 ; k,mk
). (342b)
When j + k = j′ + k′ = n+ I2 , the sign-part is simplified as
(−1)j′+2j+2k′+k+ 32 (I+1) = −i(−1)(j′+k′+j+k)+k′+j+ 32 I = −i(−1)2(n+I)+j+k′+ I2 = −i(−1)j+k′+ I2 , (343)
and with (341) we have
〈Φj′,m′
j
;k′,m′
k
|ym|Φj,mj ;k,mk〉 =
∑
σ=+,−
Y(σ,−σ)m (j, k)(m′j ,m′k; mj,mk) · δj′,j+σ2 δk′,k− σ2 , (344)
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where Y(σ,−σ)m (j, k)(m′
j
,m′
k
; mj ,mk) ≡ 〈Φj+ σ2 ,m′j ;k− σ2 ,m′k |ym|Φj,mj ;k,mk〉 are given by
Y(+−)m=1,2(j, k) = −(−i)m
1
2
(−1)n+I
{
j + 12 k − 12 I2
k j 12
}
× (δm′
j
,mj+
1
2
δm′
k
,mk+
1
2
√
(j +mj + 1)(k −mk)− (−1)mδm′
j
,mj−
1
2
δm′
k
,mk−
1
2
√
(j −mj + 1)(k +mk)),
Y(+−)m=3,4(j, k) = (−i)m
1
2
(−1)n+I
{
j + 12 k − 12 I2
k j 12
}
× (δm′
j
,mj+
1
2
δm′
k
,mk−
1
2
√
(j +mj + 1)(k +mk) + (−1)mδm′
j
,mj−
1
2
δm′
k
,mk+
1
2
√
(j −mj + 1)(k −mk))
Y(−+)m=1,2(j, k) = (−i)m
1
2
(−1)n+I
{
j − 12 k + 12 I2
k j 12
}
× (δm′
j
,mj+
1
2
δm′
k
,mk+
1
2
√
(j −mj)(k +mk + 1)− (−1)mδm′
j
,mj−
1
2
δm′
k
,mk−
1
2
√
(j +mj)(k −mk + 1)),
Y(−+)m=3,4(j, k) = (−i)m
1
2
(−1)n+I
{
j − 12 k + 12 I2
k j 12
}
× (δm′
j
,mj+
1
2
δm′
k
,mk−
1
2
√
(j −mj)(k −mk + 1) + (−1)mδm′
j
,mj−
1
2
δm′
k
,mk+
1
2
√
(j +mj)(k +mk + 1)).
(345)
On may find that (345) is simply related to (139) and (138) as
Y(σ,−σ)m (j, k) = −Y (σ,−σ)m=1,2 (j, k). (346)
D.3 Special case (j, k) = (1/2, 0)⊕ (0, 1/2)
With a 4× 2 matrix
ΦAFF(Ω3) ≡ 1√
2
(
ymq¯m
12
)
, (347)
we can obtain the meron gauge field configuration (147):
AAFF = −iΦAFF†dΦAFF = −1
2
η¯imnynσi dym, (348)
where q¯mqn = δmn−η¯imnqi was used. ΦAFF(Ω3) can be represented by the SO(4) spinor spherical harmonics
Y j,mj ; k,mk (28) as
ΦAFF(Ω3)
† = π
(|ΦAFF1 〉 |ΦAFF2 〉 |ΦAFF3 〉 |ΦAFF4 〉) = π (−|Y 1〉 −|Y 2〉 |Y 3〉 |Y 4〉) (349)
where
|Y 1〉 ≡ Y 1/2,1/2; 0,0 =
1√
2π
(−y4 + iy3
iy1 − y2
)
=
1√
2π
(− cosχ+ i sinχ cos θ
i sinχ sin θeiφ
)
,
|Y 2〉 ≡ Y 1/2,−1/2; 0,0 =
1√
2π
(
iy1 + y2
−y4 − iy3
)
=
1√
2π
(
i sinχ sin θe−iφ
− cosχ− i sinχ cos θ
)
, (350a)
|Y 3〉 ≡ Y 0,0; 1/2,1/2 =
1√
2π
(
1
0
)
,
|Y 4〉 ≡ Y 0,0; 1/2,−1/2 =
1√
2π
(
0
1
)
. (350b)
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It is not difficult to derive the 4×4 matrix elements of ym by performing the integration 〈ΦAFFα |ym|ΦAFFβ 〉
such as 〈φAFF1 |y1|φAFF4 〉 =
∫
dΩ3(−Y 1/2,1/2; 0,0)†y1Y 0,0; 1/2,−1/2 = 14 i:
〈ym〉ΦAFF =
1
4
γm, (351)
and similarly
〈ym〉Y = −1
4
γm. (352)
We introduce another 4× 2 matrix
Φ = ΦAFF · g = 1
2
√
1 + y4
(
12 + ymqm
12 + ymq¯m
)
, (353)
where g (178) is given by
g(Ω3) = e
−iχ2
∑3
i=1 yˆiσi = g˜(θ, φ) e−i
χ
2 σz g˜(θ, φ)† =
(
cos χ2 − i sin χ2 cos θ −i sin χ2 sin θe−iφ
−i sin χ2 sin θeiφ cos χ2 + i sin χ2 cos θ
)
=
1√
2(1 + y4)
(12 + ymqm), (354)
with
g˜(θ, φ) = e−i
φ
2 σze−i
θ
2σy =
(
cos θ2e
−iφ2 − sin θ2e−i
φ
2
sin θ2e
iφ2 cos θ2e
iφ2
)
. (355)
Φ (353) is related to the SO(4) monopole harmonics (in the Dirac gauge) Φj,mj ; k,mk (168) as
Φ(Ω3)
† ≡ 1
2
√
1 + y4
(
12 + ymqm 12 + ymq¯m
)
= π
(|Φ1〉 |Φ2〉 |Φ3〉 |Φ4〉) (356)
where33
|Φ1〉 ≡ Φ1/2,1/2; 0,0 =
1√
2π
(
cos χ2 − i sin χ2 cos θ
−i sin χ2 sin θ eiφ
)
, |Φ2〉 ≡ Φ1/2,−1/2; 0,0 =
1√
2π
( −i sin χ2 sin θe−iφ
cos χ2 + i sin
χ
2 cos θ
)
,
(359a)
|Φ3〉 ≡ Φ0,0; 1/2,1/2 =
1√
2π
(
cos χ2 + i sin
χ
2 cos θ
i sin χ2 sin θ e
iφ
)
, |Φ4〉 ≡ Φ0,0; 1/2,−1/2 =
1√
2π
(
i sin χ2 sin θe
−iφ
cos χ2 − i sin χ2 cos θ
)
.
(359b)
The corresponding matrix coordinates are derived as
〈ym〉Φ = 1
4
γm. (360)
33In the Schwinger gauge, the SO(4) monopole harmonics are represented as
Φ
S
1/2,1/2; 0,0 =
1√
2π
(
cos θ
2
e−i
1
2
(χ−φ)
− sin θ
2
ei
1
2
(χ+φ)
)
, ΦS1/2,−1/2; 0,0 =
1√
2π
(
sin θ
2
e−i
1
2
(χ+φ)
cos θ
2
ei
1
2
(χ−φ)
)
, (357a)
Φ
S
0,0; 1/2,1/2 =
1√
2π
(
cos θ
2
ei
1
2
(χ+φ)
− sin θ
2
e−i
1
2
(χ−φ)
)
, ΦS0,0; 1/2,−1/2 =
1√
2π
(
sin θ
2
ei
1
2
(χ−φ)
cos θ
2
e−i
1
2
(χ+φ)
)
. (357b)
They are related to the Dirac gauge (359) as
Φj,mj ; k,mk = g˜ Φ
S
j,mj ; k,mk
(358)
with g˜ (355).
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(353) implies that
|Φα〉 = g†|ΦAFFα 〉, (361)
and consequently
〈ym〉ΦAFF = 〈ym〉Φ, (362)
which is actually confirmed by comparing (351) with (360). Similarly, we have
|Φα〉 = −g†|Y α〉 (α = 1, 2), |Φα〉 = g†|Y α〉 (α = 3, 4), (363)
which implies
〈Φα|ym|Φβ〉 = −〈Y α|ym|Y β〉. (364)
This relation is also confirmed by comparing (360) with (352). (364) realizes the simplest version of (181).
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