Abstract. We give metric theorems for the property of Borel normality for real numbers under the assumption of digit dependencies in their expansion in a given integer base. We quantify precisely how much digit dependence can be allowed such that, still, almost all real numbers are normal. Our theorem states that almost all real numbers are normal when at least slightly more than log log n consecutive digits with indices starting at position n are independent. As the main application, we consider the Toeplitz set T P , which is the set of all sequences a 1 a 2 . . . of symbols from {0, . . . , b − 1} such that an is equal to apn, for every p in P and n = 1, 2, . . .. Here b is an integer base and P is a finite set of prime numbers. We show that almost every real number whose base b expansion is in T P is normal to base b. In the case when P is the singleton set {2} we prove that more is true: almost every real number whose base b expansion is in T P is normal to all integer bases. We also consider the Toeplitz transform which maps the set of all sequences to the set T P and we characterize the normal sequences whose Toeplitz transform is normal as well.
Introduction and statement of results
For a real number x in the unit interval, its expansion in an integer base b ≥ 2 is a sequence of integers a 1 , a 2 . . ., where 0 ≤ a j < b for every j, such that
We require that a j < b − 1 infinitely often to ensure that every number has a unique representation. When the base is understood we write x = 0.a 1 a 2 . . .. A real number x is simply normal to a given base b if every possible digit in {0, 1, . . . , b−1} occurs in the b-ary expansion of x with the same asymptotic frequency (that is, with frequency 1/b). A real number x is normal to base b if it is simply normal to all the bases b, b 2 , b 3 , . . .. Absolute normality is defined as normality to every integer base b ≥ 2. The concept of normality of numbers was introduced by Borel [7] in 1909, who proved that almost all numbers (with respect to Lebesgue measure) are absolutely normal. For a presentation of the theory of normal numbers, see for example [4, 8, 13] .
In this paper we consider normality under the assumption of additional dependencies between the digits of a number. Let a base b be fixed, and assume that the digits in the expansion of a number x = 0.a 1 a 2 a 3 a 4 . . . can be divided into free or independent digits on the one hand, and dependent digits on the other hand. The free digits can be chosen at will, while for the dependent digits there is a restriction which prescribes their values deterministically from the values of a certain set of digits with smaller indices. For example, consider the restriction that the equality a 2n = a n 1 must hold for all n ≥ 1; then a 1 , a 3 , a 5 , . . . are independent and can be freely chosen, while a 2 , a 4 , a 6 , . . . are dependent since they are completely determined by earlier digits.
A special form of such digit dependencies has been formalized by Jacobs and Keane in [12] by considering Toeplitz sequences and the Toeplitz transform, which we present now. Fix an integer b ≥ 2. Let A denote the alphabet A = {0, . . . , b−1}, and write A ω for the set of all infinite sequences of symbols from A. For a positive integer r and a set P = {p 1 , . . . , p r } of r prime numbers, let T P be the set of all Toeplitz sequences, that is, the set of all sequences t 1 t 2 t 3 · · · in A ω such that for every n ≥ 1 and for every i = 1, . . . , r, (2) t n = t npi .
The Toeplitz transform maps sequences in A ω to the Toeplitz set T P . Let j 1 , j 2 , j 3 , . . . be the enumeration in increasing order of all positive integers which are not divisible by any of the primes p 1 , . . . , p r . Then, every positive integer n has a unique decomposition n = j k p e1 1 · · · p er r , where each integer e i is the p i -adic valuation of n, for i = 1, . . . , r. The Toeplitz transform τ P : A ω → A ω is defined as τ P (a 1 a 2 a 3 . . .) = t 1 t 2 t 3 . . .
where (3)
t n = a k when n has the decomposition n = j k p e1 1 · · · p er r . Thus, the image of A ω under the transform τ P is the set T P . Since elements of A ω can be identified with real numbers in [0, 1] in a natural way via (1), the transform τ P induces a transform [0, 1] → T P , which we denote by τ P as well. We endow T P with a probability measure µ, which is the forward-push by τ P of the uniform probability measure λ on A ω (which, in turn, is the infinite product measure generated by the uniform measure on {0, . . . , b − 1}). Note that µ can also be seen as a measure on the set of all sequences, that is on A ω , since T P is embedded in A ω . Again, as already noted above for τ P , by identifying infinite sequences with real numbers the measure µ on A ω also induces a measure on [0, 1], which we denote by µ as well. Informally speaking, µ is the natural uniform measure on the set of all sequences (resp. real numbers) which respect the digit dependencies imposed by (2) . For any measurable set X ⊆ T P , µ(X) = λ(τ −1 P (X)). The Toeplitz transform τ P also induces a function δ : N → N on the index set, by defining δ(n) = k for k and n as in (3) . In other words, δ(n) = k means that the n-th symbol t n of the picture of a 1 a 2 a 3 . . . under the Toeplitz transform is a k . This can also be written as
The n-th symbol t n (x) of τ P (x) is a measurable function [0, 1] → {0, . . . , b − 1}. In other words, t n (x) is random variable on the space ([0, 1], B(0, 1), λ). Since t n (x) = a δ(n) for all n, it is easy to see that two random variables t m and t n are independent (with respect to both measures λ and µ) if and only if δ(m) = δ(n), that is, if they do not originate in the same digit of x by means of the Toeplitz transform.
We say that a sequence of symbols from {0, . . . , b − 1} is normal if it is the expansion of a real number which is normal to base b. Our first result is the following theorem. It shows that "typical" elements of T P are normal, just as by Borel's theorem "typical" real numbers are normal. Thus, imposing additional digit dependencies does not destroy the fact that almost all numbers are normal. Theorem 1. Let b ≥ 2 be an integer, and let P be a finite set of primes. Let µ be the "uniform" probability measure on the set T P , defined above. Then, µ-almost all elements of T P are the expansion in base b of a normal number.
The proof of Theorem 1 generalizes the one given by Alexander Shen (personal communication, June 2016) for the special case P = {2}. It relies on the fact that the sequence of all integers which are generated by a finite set P of primes, sorted in increasing order, grows very quickly. More precisely, there is a very strong gap condition which gives a lower bound for the minimal size of the gap k − k ′ whenever k > k ′ are two numbers generated by P , as a function of k ′ . In the case when P = {p} is a singleton this is a trivial observation, since then the integers generated by p form a geometric progression, but when P has cardinality at least 2 this is a subtle property, which can be established using Alan Baker's celebrated theory of linear forms of logarithms (see for example [3] ). Note that the set of numbers generated by finitely many primes forms a semi-group; it can be extended to a group of what is called S-units, which are well-studied objects in algebraic number theory due to their connection with the theory of Diophantine equations. It is a wellknown fact in probabilistic number theory that parametric sequences coming from integer sequences with large gaps (so-called lacunary sequences) often lead to weakly dependent random systems, which behave asymptotically like truly independent random systems (see for example [1] for a survey). The classical lacunary systems originate from geometric progressions, but it turned out that often it is possible to adapt the machinery to sequences of integers generated by finitely many primes. Classical results in that direction are denseness properties which Furstenberg [11] deduced from the disjointness of corresponding measure-preserving transforms, and Philipp's [14] law of the iterated logarithm. However, the setting in the present paper is very different from these earlier results. By Weyl's criterion, normality of a number x to base b is equivalent to the fact that the sequence of fractional parts of x, bx, b 2 x, . . . is uniformly distributed modulo 1. Now our purpose is not to replace (b n ) n≥1 by a sequence of integers generated by finitely many primes (as it is in [11, 14] ), but instead we impose a restriction on the digits of x for special sets of indices, and try to prove that for such x we have uniform distribution mod 1 of the fractional parts of x, bx, b 2 x, . . . . These are very different problems and completely different methods are required.
Theorem 1 shows that µ-almost all numbers are normal in a given base b. However, it turns out that much more is true, at least in the case when P = {2}. For real numbers satisfying a 2n = a n for every n ≥ 1 in their expansion in base b, we prove that almost surely they are actually absolutely normal. This is the same as saying that µ-almost all real numbers in [0, 1] are absolutely normal. This result is in the following theorem.
Theorem 2. Let b ≥ 2 be an integer, let P = {2} and let µ be the "uniform" probability measure on T P . Then, µ-almost all elements of T P are the expansion in base b of an absolutely normal number.
To prove Theorem 2 we adapt the work of Cassels [9] and Schmidt [15] . Our argument is essentially also based on giving upper bounds for certain Riesz products, although the setting is quite different. For example, Cassels worked on a Cantortype set of real numbers whose ternary expansion avoids the digit 2 (and which therefore cannot be normal to base 3), and he had to establish certain regularity properties of the uniform measure supported on this fractal set. In contrast, we clearly have to deal with the measure µ which is the uniform measure on the set of real numbers which respect the digit restriction (2) . This property on digits is more delicate than that of avoiding certain digits altogether, but still it turns out that it is possible to use similar techniques. Our proof of Theorem 2 can in principle be generalized to Toeplitz sequences for arbitrary finite sets of primes P instead of P = {2}. However, to keep the proof reasonably simple we do not deal with this general setting in the present paper.
We are also interested in a general framework for results of the form of Theorem 1, where, however, the digit dependencies can be much more general than those imposed for Toeplitz sequences. How much digit dependence can be allowed in some given base such that, still, almost all real numbers are normal to that base? Our Theorem 3 below quantifies how many consecutive digits have to be independent, in order to keep the usual property that almost all numbers are normal. Quite surprisingly, it turns out that only a very low degree of independence is necessary. The theorem says, roughly speaking, that as long as we can assure that slightly more than log log n consecutive digits with indices starting at n are independent for all sufficiently large n, then almost all real numbers are normal. On the other hand, assuming independence of blocks of log log n consecutive digits is not sufficient.
For the statement of the following theorem, let (Ω, A, P) be a probability space. Let X 1 , X 2 , . . . be a sequence of random variables (that is, measurable functions) from (Ω, A, P) into {0, . . . , b − 1}.
Theorem 3. Assume that for every n ≥ 1 the random variable X n is uniformly distributed on {0, . . . , b − 1}. Assume furthermore that there exists a function g : N → R which is monotonically increasing to ∞ such that for all sufficiently large n the random variables
X n , X n+1 , . . . , X n+⌈g(n) log log n⌉ are mutually independent. Let x be the real number whose expansion in base b is given by x = 0.X 1 X 2 X 3 . . . . Then P-almost surely the number x is normal to base b.
On the other hand, for every base b and every constant K > 0 there is an example where for every n ≥ 1 the random variable X n is uniformly distributed on {0, . . . , b − 1} and where for all sufficiently large n the random variables
X n , X n+1 , . . . , X n+⌈K log log n⌉ are mutually independent, but P-almost surely the number x = 0.X 1 X 2 X 3 . . . even fails to be simply normal.
Note that the theorem gives an optimal condition for the degree of independence which is necessary to have normality for "typical" numbers. From the proof of Theorem 3 it is visible that for the correctness of the conclusion of the first part of the theorem it is not necessary that (4) holds for all (sufficiently large) n, but that it is possible to allow a set of exceptional indices which has to be assumed to have small density in some appropriate quantitative sense. However, to keep the presentation short we do not state the theorem in such generality.
Theorem 1 says that µ-almost all sequences are mapped by the Toeplitz transform τ P to normal ones. A natural question is whether all the normal sequences are mapped by τ P to normal ones. The following example shows that this is not the case. Let P = {2} and let x = a 1 a 2 a 3 · · · be a normal sequence such that a 2n = a n for each n ≥ 1. Then,
Combining these relations we obtain d 4n−2 = d 2n−1 = a n = a 2n = d 4n−1 , which proves that τ P (x) is not normal. This example actually shows that applying twice the transform τ P to a normal sequence never yields a normal sequence. The last theorem of this paper, Theorem 4, gives a characterization of those normal sequences whose Toeplitz transform is also normal. Theorem 4. Let r be a positive integer and let P = {p 1 , . . . p r } be a set of r primes. For a sequence x in {0, . . . , b − 1} ω , the following conditions are equivalent:
(I) The Toeplitz transform τ P (x) of x is normal to base b.
(II) For every integer k ≥ 0 and every (k + 1) r -tuple (u i1,...,ir ) 0≤i1,...,ir ≤k of finite words the following holds.
Note that Condition (II) with k = 0 just states that the sequence x itself must be normal. This is indeed required because the symbols in τ P (x) at positions not divisible by p 1 , . . . , p r are exactly those in x, in the same order. Condition (II) can be viewed as a sort of asymptotic probabilistic independence between blocks occurring at positions of the form (
It states that the asymptotic frequency of a tuple of blocks is exactly the product of their frequencies.
We hope that Theorem 4 will help to find a construction of a normal sequence in T P for some general finite set P of primes. A construction of one explicit normal sequence in T P for b = 2 and the special case P = {2} appears in [4] and [5] . This construction can be generalized to any integer base b and any singleton P .
The remaining of the paper is devoted to the proofs of Theorems 1 to 4.
Proof of Theorem 1
We prove Theorem 1 by showing that it is a consequence of Theorem 3, together with number-theoretic results of Tijdeman [17] . Let r be a positive integer and let P = {p 1 , . . . , p r } be a set of r primes. We define the sets K and L as
Thus, every positive integer n can be written in a unique way as n = kℓ for some k ∈ K and ℓ ∈ L. We define a equivalence relation ∼ on the set of positive integers by writing n ∼ n ′ whenever there are k, k ′ ∈ K and ℓ ∈ L such that n = kℓ and
Lemma 5. There exist an integer n 0 such that if n ′ ∼ n and n ′ > n > n 0 , then
Proof of Lemma 5. In [17] Tijdeman proved that there exists a constant C such that for all k, k
There also exists an integer k 0 such that
If k < k 0 and n = kℓ > 4k 2 0 , then ℓ > 4k 0 . It follows that
Proof of Theorem 1. Let x = 0.a 1 a 2 a 3 . . . be a real number and let τ P (x) = 0.t 1 t 2 t 3 . . . be its Toeplitz transform. As noted in the introduction, t n (x) is a measurable function from ([0, 1], B(0, 1), λ) to {0, . . . , b − 1} for all n. Clearly t n has uniform distribution on {0, . . . , b − 1}, since t n (x) = a δ(n) and the digit a δ(n) takes all possible values with equal probability with respect to Lebesgue measure. Lemma 5 can be rephrased as saying that for all sufficiently large n all the numbers
are different, since n ∼ n ′ holds if and only if δ(n) = δ(n ′ ). Thus, for all sufficiently large n, the random variables
are mutually independent with respect to λ, since different digits of a real number are mutually independent with respect to Lebesgue measure (the digits are Rademacher random variables; their independence with respect to λ was first observed by Steinhaus, see [1] ). However, this is the same as saying that t n , t n+1 , . . . , t n+⌊2 √ n⌋ are mutually independent for sufficiently large n, with respect to λ. Thus, we see that the assumptions of Theorem 3 are satisfied, and thus for λ-almost all input values x the number 0.t 1 t 2 t 3 · · · = τ P (x) is normal to base b. By the way how µ is obtained from λ, this is equivalent to saying that µ-almost all sequence in T P are normal to base b, which proves Theorem 1.
Proof of Theorem 2
The main structure of our proof follows the work of Cassel's in [9] , but adapted to the uniform measure on the real numbers whose expansion is in T P . We need two lemmas. The first one, Lemma 6, is similar to Schmidt's [15, Hilfssatz 5] , except that in our case the product is taken only over the odd integers. The second one, Lemma 7, bounds the L 2 (µ) norm of appropriate exponential sums. We start by introducing some notation. For v = v 1 v 2 . . . in T P let x v be the real number in the unit interval defined by (6) x
We write L for the set of sequences of length ℓ that are initial segments of elements in the Toeplitz set T P for P = {2}, that is,
As usual, we write e(x) to denote e 2πix .
Lemma 6. Let r and b be multiplicatively independent bases. There is a constant c > 0, depending only on r and b, such that for all positive integers K and L with L ≥ b K ,
Proof. Schmidt's [15, Hilfssatz 5] states that for all multiplicatively independent integers r ≥ 2 and s ≥ 2 there is a constant c 1 > 0, depending only on r and s, such that for all positive integers K and L with L ≥ s
When examining the proof of this Hilfssatz, one sees that the only properties of the function | cos(πx)| that are used in the proof are the periodicity, the fact that | cos(πx)| ≤ 1, and finally the fact that | cos(π/b 2 )| < 1. However, all these properties also hold for the function (7), we obtain (which is equivalent to saying that c 3 depends on r and b). In particular this holds for all L which are multiples of b, satisfying L ≥ b 2K . So let us assume that L is a multiple of b, and that accordingly L = bm. Then we have
provided that bm ≥ b 2K . We can rewrite this in the form
Now writing 2k − 1 = j, this is
Finally writing J + 1 = 2K + 1, this is
We can relax the final restriction to m ≥ b J . This proves the lemma.
Lemma 7. Let b ≥ 2 be a integer, and assume that P = {2}. Let T P be the corresponding Toeplitz transform in base b, and let µ be the associated measure, as introduced in Section 1. Let r ≥ 2 be an integer that is not a rational power of b. † In Schmidt's paper the sum is written as 
for some constant c 1 depending on r and h. Let x v ∈ T p . Then by construction of the measure µ we have
form an interval of length b −ℓ/2 (recall that we assumed that ℓ is even). Together with (8) this implies
we obtain
and the main task for the proof of the lemma will be to estimate the sum on the right of (9) . Let
Since in the sequel the values r and h are fixed and we will always use the expression with variables m and k we abbreviate A(x, h, r, m, k) by A(x). We can rewrite the sum on the right-hand side of (9) as
where the term kb ℓ/2 comes from the contribution of the diagonal j 1 = j 2 , and where the summations in line (10) are obtained from those in the line above by substituting i 1 = |j 2 − j 1 | and then first summing over all j 1 , j 2 for which |j 2 − j 1 | is fixed.
Since 
Since |1 + e(y)| = 2| cos (πy) |, and since the term in (14) is larger than that in (13) , for all b we have the upper bound
for the sums appearing in line (12) .
Thus for (11) we have the estimate
where we used the crucial fact that for all q satisfying ℓ/q < 2 we have ⌊log 2 (ℓ/q)⌋ = 0, and thus M q = b −q . Note that we were allowed to simply remove some of the factors when changing from the first to the second line of the displayed formula, since all factors are trivially bounded by 1.
We will use (15) with w = r m+1+i2 (r i1 −1)h, with the ranges of i 1 and i 2 specified in (10) . By our choice of ℓ for such w we have
Thus for such w we have
for some constant c 2 > 0, and thus for such w the expression in line (15) is bounded by
When we plug this estimate into (10) we obtain
We apply Lemma 6 to estimate the sums of products in this formula, and using the lemma with L = r m+1 (r i1 − 1)h we obtain (17)
for a constant c 3 > 0. Note that for the application of the lemma it was essential to assure that L ≥ b ℓ/2 , which with our choice of L is r m+1 (r i1 − 1)h ≥ b ℓ/2 . However, this is true, since by the assumption m ≥ k + 1 + 2 log r b and our choice of ℓ ≤ (((m + k + 1) log b r) + log b h) + 2 we have
These formulas show where the difficulties come from in our setting, as compared to Cassels' and Schmidt's work. Since we cannot control those terms in the product where M q is complicated, we have to restrict the product to relatively large values of q, where we have the simple situation that M q = b −q . However, since for this reason it is necessary that our product starts at a large value of q, in order to be able to apply Lemma 6 we have to make sure that the frequencies (denoted by L in the lemma) are large, which in turn requires that the summation in Lemma 7 cannot start at 1, but only at a value of j which is relatively large in comparison with the summation range k.
Using (17) for (16), we obtain
Combining this with (9) we finally obtain
for a constant c 4 > 0 and all sufficiently large k.
Proof of Theorem 2. Let R be the set of real numbers in the unit interval whose expansion in base b is in T P ,
Note that by construction µ is supported on R, so µ([0, 1]\R) = 0. Consider an integer r that is not a rational power of b. To prove that µ-almost all elements of R are normal to base r, by Weyl's criterion we have to show that for µ-almost all x ∈ [0, 1] we have
e(r n hx) = 0 for all integers h > 0.
Furthermore, we define M 0 = 0 and
For a fixed positive integer h, we define sets
The length of the summation range is m k , and by construction for sufficiently large k we have m k ≥ M k−1 + 1 + 2 log r b (to see this, note that m k ≈ e √ k and
Thus for all sufficiently large k we can apply Lemma 7, and by an application of Chebyshev's inequality we have
where c > 0 is the constant from the conclusion of Lemma 7. By the rapid growth of the sequence (m k ) k≥1 this implies
and thus by the first Borel-Cantelli lemma µ-almost surely only finitely many events E k occur, so that in particular µ-almost surely we have
It is easily seen that this also implies that µ-almost surely
Finally, by the sub-exponential growth of (M k ) k≥1 , for all sufficiently large N there is a value of k such that
e(r n hx) = 0, µ-almost surely.
Clearly, there are only countably many possible values of h and r. Thus µ-almost all numbers x ∈ [0, 1] have the property that (19) is true for all positive integers h and for all integers r ≥ 2 which are multiplicatively independent of b. This proves the theorem.
Proof of Theorem 3
We start with the first part of the theorem. It turns out that it is sufficient to relax the conclusion of the theorem to simple normality. Lemma 8. Assume that for every n ≥ 1 the random variable X n is uniformly distributed on {0, . . . , b − 1}. Assume furthermore that there exists a function g : N → R which is monotonically increasing to ∞ such that for all sufficiently large n the random variables X n , X n+1 , . . . , X n+⌈g(n) log log n⌉ are mutually independent. Let x be the real number whose expansion in base b is given by x = 0.X 1 X 2 X 3 . . . . Then P-almost surely the number x is simply normal to base b.
We take Lemma 8 for granted, and show that it implies the first part of Theorem 3. Normality of a number in base b is equivalent to simple normality in all the bases b, b 2 , b 3 , . . . . Two consecutive random variables such as X 1 , X 2 with values in {0, . . . , b − 1} define one random variable Y 1 with value in {0, . . . , b 2 − 1} by setting Y 1 = bX 1 + X 2 . Similarly X 3 and X 4 define Y 2 , etc. Then the num-
Furthermore, since by the assumption of Theorem 3 the random variables X 2n−1 , . . . , X 2n−1+⌈g(2n−1) log log(2n−1)⌉ are independent for sufficiently large n, this implies that there is a functionĝ which is monotonically increasing to ∞ such that the random variables . . , which is equivalent to saying that almost surely (0.X 1 X 2 . . . ) b is normal to base b. Thus, to establish the first part of Theorem 3 it is sufficient to prove Lemma 8.
Proof of Lemma 8. Let u ∈ {0, . . . , b − 1} be a digit. Assume that ε > 0 is fixed. Let θ = 1 + ε, and for j ≥ 1 define
We partition N j into disjoint sets of m j = ⌈ε −2 log j⌉ consecutive integers, where for simplicity of writing we assume that m j divides #N j (so that we do not need to use one set of smaller cardinality at the end). We denote these sets by M r(j) , where r(j) = #N j /m j . It is easily verified that assumption (4) of the theorem implies that all the random variables {X n : n ∈ M (j) i } are mutually independent, for all i ∈ {1, . . . , r(j)}, provided that j is sufficiently large; this follows from the fact that the block length m j is of order roughly ε −2 log log n for n ∈ N j , while by assumption independence holds for random variables whose indices are within distance g(n) log log n of each other, where g(n) → ∞. By Hoeffding's inequality (see for example [6, Theorem 2.16]) we have
for all i ∈ {1, . . . , r(j)} and all sufficiently large j, where we used m j ≥ ε −2 log j. Here, and in the sequel, we write 1(E) for the indicator function of an event E. Let Z i,j denote the random variable
b , for i ∈ {1, . . . , r(j)}. Then trivially |Z i,j | ≤ 1. Thus we have
for sufficiently large j, as calculated in (20). By linearity of the expectation, this implies
and thus by Markov's inequality
Note that
and (21) implies that
Note that if
The exceptional probabilities in (22) form a convergent series when summing over j, so by the first Borel-Cantelli lemma with probability one only finitely many of the corresponding events occur. Accordingly, P-almost surely we have (23) for all sufficiently large j. From this it is easy to see that
almost surely, for all sufficiently large N , where it is important that N j+1 ≈ (1+ε)N j . Since we can choose ε arbitrarily close to zero, this proves Lemma 8.
Proof of the second part of Theorem 3. For the second part of the theorem, let (Z j,m ) j≥1,m≥0 be an array of independent, identically distributed (i.i.d.) random variables having uniform distribution on A = {0, . . . b − 1}. Clearly it is sufficient to prove the second part of Theorem 3 for those values of K which are a positive (integral) powers of 2, so we will assume that K is of this form. We define the digits X n of a number x = (0.X 1 X 2 X 3 . . . ) b by setting X n = Z j,m , where j = ⌊log 2 n⌋, and where m is the unique integer for which n ≡ m mod 2Kr and r is defined as the largest positive integer which is a power of 2 and for which 2 (2 r ) ≤ n (this definition only works for n ≥ 4, so we may set X 1 X 2 X 3 = 000). So, for example when K = 1, then for n ∈ {16, . . . , 31} we have j = 4 and r = 2, and thus X 16 , X 17 , . . . , X 31 is the pattern Z 4,0 Z 4,1 Z 4,2 Z 4,3 , being repeated four times. Or when n ∈ {2
16 , . . . , 2 17 − 1}, then j = 16 and r = 4, and so X 2 16 , . . . , X 2 17 −1 is the pattern Z 16,0 , Z 16,1 , . . . , Z 16, 8 , being repeated 2 j /(2rK) = 2 16 /8 times. This example is constructed in such a way that the digits X n , . . . , X n+2Kr−1 are mutually independent, where by definition 2 (2 r ) ≥ n and thus r ≥ (log 2 log 2 n)/2 ≥ 2(log log n)/3, which shows that (5) indeed holds for all sufficiently large n.
We will now show that the random number x almost surely is not simply normal, which will follow from the fact that there is a digit u ∈ A for which the ratio 1 N {n ≤ N : X n = u} does not converge to 1/b. For simplicity, assume that u = 0. For j ≥ 1, set
From the construction of our sequence (X n ) n≥1 it is easily seen that (for sufficiently large j) the block of digits X 2 j , . . . , X 2 j+1 −1 consists of the block Z j,0 . . . Z j,2Kr−1 for some appropriate value of r = r(j), which is repeated 2 j /(2Kr) times. Thus we have
We choose a "small" fixed value of ε > 0, and define events
By (24) we have
To estimate P(E j ), note that we have 3] ), or from a comparison of the tail of a binomial distribution with the tail of the normal distribution (see [16] ). Note in particular that c(ε) goes to zero as a function of ε. Thus, if ε was chosen so small that 2Kc(ε) < 1/8, then we certainly have
for all sufficiently large j. By the definition of r we have r = r(j) ≥
for all sufficiently large j. Thus,
for all sufficiently large j. This allows us to deduce that
Note that the events (E j ) j≥1 are mutually independent, since E j only depends on random variables Z j,m whose first index is j. Thus by the second Borel-Cantelli lemma with probability one infinitely many events E j occur. However, this means that with probability one the digit 0 does not have the correct asymptotic frequency within the blocks of digits with indices in N j . Note that the length of the blocks N j grows so quickly that
so that the contribution of digits contained in N j is not (asymptotically) negligible in comparison with the contribution of the digits from all the previous blocks. From this it is easy to deduce that 1 N · # n ≤ N : X n = 0 → 1 b for P-almost all x, which proves the second part of the theorem.
Proof of Theorem 4
Suppose that P = {p 1 , p 2 } where p 1 and p 2 are co-prime and fix an integer k. Consider the finite set I = {1, . . . , (p 1 p 2 ) k+1 } and its subset J = {j ∈ I : p We now introduce a last notation. Let σ be a permutation of {1, . . . , n}. It induces a permutation, also denoted by σ, of A n defined by σ(a 1 · · · a n ) = a σ(1) · · · a σ(n) for each word a 1 · · · a n of length n.
Lemma 9. Suppose that τ P (x) is factorized τ P (x) = w 1 w 2 w 3 · · · where each word w i has length (p 1 p 2 ) k+1 . There is a permutation σ of {1, . . . , (p Note for each 0 ≤ i 1 , i 2 ≤ k, the length of u i,i1,i2 is the same for all i ≥ 1 and that x = u 1,i1,i2 u 2,i1,i2 u 3,i1,i2 · · · is the factorization of x in blocks of length (p 1 − 1)(p 2 − 1)p
What is important is that both ρ J and σ are fixed and do not depend on w i . The permutation σ is not made explicit by the statement of the lemma because it is not used in the sequel but it can be easily recovered from the proof of the lemma. Note that if some δ i1,...,ir is negative, then the position np i1 1 · · · p ir r + δ i1,...,ir may not exist for small values of n because it is negative. However, this does not really matter because we are considering a limit when N goes to infinity.
Proof. In order to replace δ i1,...,ir by δ i1,...,ir + 1 for one tuple i 1 , . . . , i r it suffices to sum up for all possible symbols a in A, all equalities of Condition (II) for au i1,...,ir to get the equality of Condition (II) for v i1,...,ir with δ i1,...,ir + 1.
In order to replace δ i1,...,ir by δ i1,...,ir − (p 1 − 1)p i1 1 · · · (p r − 1)p ir r it suffices to replace n by n − 1. These two replacements allow us to get any possible change of offsets.
We now come to the proof of Theorem 4. 
