We formulate and study a general family of (continuous-time) stochastic dynamics for accelerated first-order minimization of smooth convex functions.
Introduction
We consider the constrained convex minimization problem
where X is a closed, convex, subset of E = R n , and f is a proper closed convex function, assumed to be differentiable with Lipschitz gradient, and we will denote X the set of minimizers of this problem, assumed to be non-empty. First-order optimization methods play an important role in minimizing such functions, in particular in large-scale machine learning applications, in which the dimensionality (number of features) and size (number of samples) in typical datasets makes higher-order methods intractable. Many such algorithms can be viewed as a discretization of a continuous-time dynamics. The simplest example is gradient descent, which can be viewed as the discretization of the gradient flow dynamicṡ x(t) = −∇f (x(t)), whereẋ(t) denotes the time derivative of a C 1 trajectory x(t). An important generalization of gradient descent, which elegantly handles the constraint set X , was developed by Nemirovsky and Yudin [1983] , and termed mirror descent: it couples a dual variable z(t) accumulating gradients, and its "mirror" primal variable x(t). More specifically, the dynamics are given by MD ż(t) = −∇f (x(t)) x(t) = ∇ψ * (z(t)),
where ∇ψ * : E * → X is a Lipschitz function defined on the entire dual space E * , with values in the feasible set X ; it is often referred to as a mirror map, and we will recall its definition 1 |Ĩ| i∈Ĩ ∇f i (x) + ∇g(x), whereĨ is a uniformly random subset of I, indexing a random batch of samples from the training set. This approach motivates the study of stochastic dynamics for convex optimization. But despite an extensive literature on stochastic gradient and mirror descent in discrete time, e.g. [Nemirovski et al., 2009] , [Duchi et al., 2010] , [Lan, 2012] , [Johnson and Zhang, 2013] , [Xiao and Zhang, 2014] , and many others, few results are known for stochastic mirror descent in continuous-time. To the best of our knowledge, the only published results are by Raginsky and Bouvrie [2012] and Mertikopoulos and Staudigl [2016] .
In its simplest form, the stochastic gradient flow dynamics can be described by the Itô stochastic differential equation (SDE) [Øksendal, 2003] dX(t) = −∇f (X(t)) + σdB(t), where B(t) denotes a standard Wiener process (Brownian motion). It is well known that this dynamics admits a unique invariant measure with density proportional to the Gibbs distribution e − 2f (x) σ . Such dynamics have recently played an important role in the analysis of sampling methods [Dalalyan, 2017] , [Bubeck et al., 2015] , , , where f is taken to be the logarithm of a target distribution p. The stationary distribution of the SDE has also been recently interpreted as an approximate Bayesian inference [Mandt et al., 2017] , and to derive convergence rates (in expectation) for smooth, non-convex optimization where the objective is dissipative [Raginsky et al., 2017] .
For mirror descent dynamics, Raginsky and Bouvrie [2012] were the first to propose a stochastic variant of the mirror descent ODE (1), given by the Itô SDE: SMD dZ(t) = −∇f (X(t)) + σdB(t) X(t) = ∇ψ * (Z(t))
where σ is a constant volatility. In particular, they argued that the function values f (X(t)) along sample trajectories do not converge to the minimum value of f due to the persistent noise, but the optimality gap is bounded by a quantity proportional to σ 2 . They also proposed a method to reduce the variance by simultaneously sampling multiple trajectories and linearly coupling them. Mertikopoulos and Staudigl [2016] extended the analysis in some important directions: they replaced the constant volatility σ with a general volatility matrix σ(x, t) which can depend on the current point x and current time t, and studied two regimes: the vanishing noise regime given by the condition sup x∈X σ(x, t) = o(1/ √ log t), in which case they prove almost sure convergence of solution trajectories; and the persistent noise regime, given by the condition sup x∈X σ(x, t) ≤ σ * uniformly in t, in which case they define a rectified variant of SMD, obtained by replacing the second equation by X(t) = ∇ψ * (Z(t)/s(t)), where 1/s(t) is a sensitivity parameter. The resulting dynamics is given by SMD s Ż (t) = −∇f (X(t)) + σ(X(t), t)dB(t), X(t) = ∇ψ * (Z(t)/s(t)).
Intuitively, a decreasing sensitivity reduces the impact of accumulated noise on the primal trajectory. In particular, they prove that with 1/s(t) = 1/ √ t, the function values converge to the optimal value at a O( log log t/t) rate, almost surely. They also give concentration estimates around interior solutions in the strongly convex case. While these recent results paint a broad picture of mirror descent dynamics under different noise regimes, they leave many questions open: in particular, they do not provide estimates for convergence rates in the vanishing noise regime, which is an important regime in machine learning applications, since one can often control the variance of the gradient estimate, for example by gradually increasing the batch size, as done by Xiao and Zhang [2014] . Besides, they do not study accelerated dynamics, and the interaction between acceleration and noise remains unexplored in continuous time.
Our contributions
In this paper, we answer many of the questions left open in previous works. We formulate and study a family of stochastic accelerated mirror descent dynamics, and we characterize the interaction between its different parameters: the volatility of the noise, the (primal and dual) learning rates, and the sensitivity of the mirror map. More specifically:
• In Theorem 1, we give sufficient conditions for a.s. convergence of solution trajectories to the set of minimizers X . In particular, we show that it is possible to guarantee almost sure convergence even when the volatility is unbounded asymptotically.
• In Theorem 2, we derive a bound on the expected function values.
• In Theorem 3, we provide estimates of sample trajectory convergence rates.
The rest of the paper is organized as follows: We start by reviewing the building blocks of our construction in Section 2, then formulate the stochastic dynamics in Section 3, and prove two instrumental lemmas. Section 4 is dedicated to the convergence results. We give additional numerical examples in Section 5, to illustrate the effect of acceleration on stochastic mirror descent dynamics. We conclude with a brief discussion in Section 6.
Accelerated Mirror Descent Dynamics

Smooth mirror maps
The mirror map is central in defining mirror descent dynamics. We first give a generic method for constructing mirror maps, adapted to the feasible set X ⊂ E. We fix a pair of dual reference norms, · , · * , defined, respectively, on E and its dual space E * . We say that a map F : E → E * is Lipschitz continuous on X with constant L if for all x, x ∈ X ,
We recall that the effective domain of a convex function ψ is the set {x ∈ E : ψ(x) < ∞}, and its convex conjugate ψ * : E * → R is defined on E * by ψ * (z) = sup x∈X z, x − ψ(x). We recall that the sub-differential of ψ at x is the set ∂ψ(x) = {g ∈ E * : ψ(x ) ≥ ψ(x) + g, x − x ∀x ∈ X }, and that ψ is said to be µ-strongly
Proposition 1. Let ψ be a µ-strongly convex function (w.r.t. · ) with effective domain X , and let ψ * be its convex conjugate. Then ψ * is finite and differentiable on all of E * , ∇ψ * is 1 µ -Lipschitz, and has values in X : specifically, for all z ∈ E * ,
This follows from standard results from convex analysis, e.g. Theorems 13.3 and 25.3 in [Rockafellar, 1970] . To give an example of a Lipschitz mirror map, take ψ to be the squared Euclidean norm,
, and the mirror map reduces to the Euclidean projection on X . It is worth noting that although one can theoretically construct a smooth mirror map given any convex feasible set X , using Proposition 1, this does not necessarily mean that the mirror map can be implemented efficiently, since in its general form, it is given by the solution to the problem (4). However, many convex sets have known mirror maps that are efficient to compute. For a concrete example, when X is the probability simplex ∆ = {x ∈ R n + :
n i=1 x i = 1}, choosing ψ to be the negative entropy ψ(x) = n i=1 x i log x i yields a closed-form mirror map given by (∇ψ * (z)) i = e zi / n j=1 e zj , see e.g. Banerjee et al. [2005] for additional examples. We will make the following regularity assumption throughout the paper: Assumption 1. X is convex and closed, X is non-empty, ψ is strongly convex continuous and non-negative on X , ψ * is twice differentiable with a Lipschitz gradient, and f is differentiable with Lipschitz gradient. We denote by L ψ * the Lipschitz constant of ∇ψ * , and by L f the Lipschitz constant of ∇f .
The assumption that ψ is non-negative is made without loss of generality: since ψ is strongly convex, its infimum is finite, and one can simply translate ψ (without changing the mirror map). Some of our results will also require the feasible set to be compact, so we formulate the following assumption:
Assumption 2. The feasible set X is compact.
Averaging formulation of accelerated mirror descent
We start from the averaging formulation of accelerated mirror descent given by Krichene et al. [2015] , and propose a variant which includes a time-varying sensitivity parameter, similar to Mertikopoulos and Staudigl [2016] . We consider the following ODE:
with initial conditions (x(t 0 ), z(t 0 )) = (x 0 , z 0 ). The ODE system is parameterized by the following functions, all assumed to be positive and continuous on [t 0 , ∞).
• s(t) is a non-decreasing, inverse sensitivity parameter. As we will see, the main role of s(t) will be to scale the noise term, in order to reduce its impact on the primal trajectory.
• η(t) is a learning rate in the dual space.
• a(t) is an averaging rate in the primal space. In order to see this connection with averaging, we can rewrite the primal ODE in integral form as a weighted average of the mirror trajectory
(equivalently, w(t) = w(t 0 )e t t 0 a(τ )dτ ), then the primal ODE is equivalent to
and integrating and rearranging,
Energy decay
Next, we define an energy function which will be central in our analysis. The analysis of continuous-time dynamics often relies on a Lyapunov argument (in reference to Lyapunov [1992] ): one starts by defining a non-negative energy function, then bounding its rate of change along solution trajectories. This bound can then be used to prove convergence to the set of minimizers X . We will consider a modified version of the energy function used by Krichene et al. [2016] : given a positive, C 1 function r(t), and a pair of optimal primal-dual points (x , z ) such that 1 x ∈ X and ∇ψ
Here, D ψ * is the Bregman divergence [Bregman, 1967] associated to ψ * , defined by
Then we can prove a bound on the time derivative of L along solution trajectories of AMD η,a,s , given in the following proposition. To keep the equations compact, we will occasionally omit explicit dependence on time, and write, e.g. z/s instead of z(t)/s(t).
Lemma 1. Suppose that Assumption 1 holds, and suppose that a = η/r. Then under
Proof. We start by recalling a Bregman identity which will be useful in the proof. We have for all x ∈ E and z ∈ E * , ψ(x) + ψ Rockafellar [1970] ). Thus
We proceed by bounding the rate of change of the Bregman divergence term:
where the third equality uses the identity (9), and the last inequality follows from the assumption that s is non-decreasing, and that ψ is non-negative. Using this expression, we can then compute
where we used the chain rule in the first equality, we plugged in the expression ofż and ∇ψ * (z/s) from AMD η,a,s to obtain the second equality, and used convexity of f in the last inequality. The assumption a = η/r ensures that the middle term vanishes 2 , which concludes the proof.
As a consequence of the previous proposition, we can prove the following convergence rate: Corollary 1. Suppose that a = η/r and that η ≥ṙ. Then under AMD η,η/r,s , for all t ≥ t 0
Proof. Starting from the bound (21), the first term is non-positive by assumption on η.
Integrating, we have
and we conclude by observing that by definition of L,
since the Bregman divergence term is non-negative).
Remark 1. In the deterministic case, it appears from the bound of Corollary 1 that a strictly increasing s(t) would degrade the convergence rate. However, as we will see in the next section, this parameter will be essential in controlling the effect of noise.
Remark 2. We can recover the (non-accelerated) MD dynamics as a limiting case of AMD: writing the second equation of AMD as
we can see that MD can be formally recovered by taking a(t) infinite.
Remark 3. Nesterov's accelerated method can be seen as a special case of AMD dynamics in the unconstrained Euclidean case, with a quadratic r(t). This is discussed in Appendix A.
Stochastic dynamics
We now formulate the stochastic variant of accelerated mirror descent dynamics (SAMD). Intuitively, we would like to replace the gradient terms ∇f (x(t)) in AMD η,a,s by a noisy gradient G. More formally, we define a process G(t) which satisfies the Itô SDE
Here, B(t) ∈ R n is a standard Wiener process with respect to a given filtered probability space (Ω, F, {F t } t≥t0 , P), and σ : (x, t) → σ(x, t) ∈ R n×n is a volatility matrix which satisfies the following assumptions:
Assumption 3. The volatility matrix σ(x, t) is measurable, Lipschitz in x (uniformly in t), and continuous in t for all x.
The resulting stochastic dynamics are given by the SDE system:
with initial condition (X(t 0 ), Z(t 0 )) = (x 0 , z 0 ) (we consider deterministic initial conditions for simplicity). The drift term in SAMD η,a,s is identical to the deterministic case, and the volatility term −η(t)σ(X(t), t)dB(t) represents the noise in the gradient. In particular, we note that the volatility is proportional to η(t), to capture the fact that the gradient noise is scaled by the learning rate η. This formulation is fairly general, and does not assume, in particular, that the different components of the gradient noise are independent, as we can see in the quadratic covariation of the gradient process G(t):
where we defined the infinitesimal covariance matrix Σ(
We will denote σ
where Σ i = sup z * ≤1 Σz is the induced matrix norm. Contrary to the work of Bouvrie, 2012, Mertikopoulos and Staudigl, 2016] , we do not assume, a priori, that σ * (t) is uniformly bounded in t. Observe that when Assumption 2 holds (i.e. X is compact), since Σ(x, t) is Lipschitz in x and continuous in t, σ * (t) is finite for all t, and continuous.
Illustration of SAMD dynamics
We give an illustration of SAMD dynamics in Figure 1 , on a simplex-constrained problem in R 3 . The feasible set is given by X = {x ∈ R n + :
n i=1 x i = 1}, and the mirror map is generated by the negative entropy restricted to the simplex, given by:
which is strongly convex with respect to the norm · 1 by Pinsker's inequality. Its convex conjugate is given by
Figure 1: Illustration of SAMD dynamics. The dual trajectory Z(t) cumulates negative gradients,Ż(t) = −η(t)∇f (X(t)). We visualize the scaled dual trajectory Z(t)/s(t) in the dual space (red), and the corresponding mirror ∇ψ * (
s(t) ) in the primal space (dotted red). The primal trajectory X(t) is obtained by averaging the mirror.
which is differentiable for all z ∈ E * , and the mirror map is
which is Lipschitz w.r.t. the dual norms · 1 , · ∞ . Note that for all z ∈ E * and all α ∈ R,
where 1 is the vector of all ones. This can be verified directly using the expression of ∇ψ * , but can also be seen as a consequence of the duality of sub-differentials (e.g. Theorem 23.5 in Rockafellar [1970] ), which states that x = ∇ψ * (z) if and only if z ∈ ∂ψ(x); and since ψ is the restriction of the negative entropy −H(
where n X (x) is the normal cone to X at x, which is simply the line R1 (when x is in the relative interior of the simplex).
Since the mirror map is constant along the normal to the simplex, we choose to project the dual variable Z on the hyperplane parallel to the simplex, for visualization purposes. This allows us to visualize the relevant component of the dual dynamics, and ignore a component which does not matter for convergence (but which could have high magnitudes if ∇f has a large component along the normal). Note that even numerically, projecting Z after each iteration helps improve numerical stability (without affecting the primal trajectory).
Finally in order to visualize the function values, we generate a triangular mesh of the simplex, then map it to the dual space. In other words, the colors in the primal space represent f (x), and in the dual space represent f (∇ψ * (z)). It is interesting to observe how the mirror map ∇ψ * distorts the space between primal and dual spaces. The objective function used in this example (which we use as a running numerical example to illustrate our results) is given by the sum of exponentials
where {c i } 1≤i≤k are vectors in R n .
Existence and uniqueness of a continuous solution
We give the following existence and uniqueness result.
Proposition 2. Suppose Assumptions 1, 2 and 3 hold. Then for all T > t 0 , SAMD η,a,s has a unique (up to redefinition on a P-null set) solution (X(t), Z(t)) continuous on [0, T ], with the property that (X(t), Z(t)) is adapted to the filtration {F t }, and
Proof. By assumption, ∇ψ * and ∇f are Lipschitz continuous, thus the function (
is Lipschitz on [t 0 , T ] (since a, η, s are positive continuous). Additionally, the function x → σ(x, t) is Lipschitz on the compact set X . The function σ * (t) is continuous, since it is by definition the supremum of continuous functions
Σ(x, t)z and X and {z ∈ E * : z * ≤ 1} are both compact. Therefore, we can invoke the existence and uniqueness theorem for stochastic differential equations [Øksendal, 2003, Theorem 5.2 .1].
Note that since T is arbitrary in the previous proposition, we can conclude that there exists a unique continuous solution on [t 0 , ∞). In the previous proposition, we assumed that X is compact to guarantee the conditions of the existence and uniqueness theorem, but this can be relaxed. Instead, we can directly assume additional regularity of the noise, e.g. that Σ(x, t) additionally satisfies Σ(x, t) i ≤ C(1 + x ) for some C > 0, uniformly in t.
Next, in order to analyze the convergence properties of the solution trajectories (X(t), Z(t)), we will need to bound the time-derivative of the energy function L.
Energy decay
In this section, we state and prove two technical lemmas which will be useful in proving our main convergence results. We start by bounding the rate of change of the energy function along solution trajectories of SAMD.
Bounding the rate of change of the energy Lemma 2. Suppose Assumption 1 holds, and that the primal rate satisfies a = η/r, and let (X(t), Z(t)) be a continuous solution to SAMD η,η/r,s . Then for all t ≥ t 0 ,
where V (t) is the continuous, n dimensional process given by
, which are Lipschitz continuous in (x, z) (uniformly in t on any bounded interval, since s(t), r(t) are continuous positive functions of t). Thus by the Itô formula for functions with Lipschitz continuous gradients [Errami et al., 2002] , we have
The first three terms correspond exactly to the deterministic case, and we can bound them by (21) from Lemma 1. The last two terms are due to the stochastic noise, and consist of a volatility term
and the Itô correction term
We can bound the last term using the following simple fact: Given two linear operators P : E → E * and Q : E * → E, such that P * ,i ≤ α P and Q i ≤ α Q (where · i and · * ,i are the norms induced by the pair of dual norms · and · * ), then we have
for all x, therefore for all x ∈ E, z ∈ E * , and t ≥ t 0 ,
Combining the previous inequalities, we obtain the desired bound.
Comparing the bound of Lemma 2 to its deterministic counterpart of Lemma 1, we can see that in the stochastic case, we have two additional terms: a drift term proportional to σ 2 * (t), which is due to the Itô correction term, and a volatility term given by V (t), dB(t) .
To illustrate these terms, we generate solution trajectories for the sum-exponential example of Section 3.1, for both the deterministic and stochastic dynamics, and plot the values of the objective function and the energy function. For simplicity, we consider a constant volatility σ(x, t) = σ 0 = .1, a linear energy rate r(t) = t, and a sensitivity Illustration of the differences between the deterministic and stochastic variants of accelerated mirror descent dynamics. The right plot shows the values of the objective function f (X(t)) − f (x ) (solid lines) and the energy function L(X(t), Z(t), t) (dashed lines) as a function of t. For the stochastic dynamics, we generate 100 sample trajectories and plot the mean and standard deviation. The difference in mean energy values illustrates the drift term (captured by the Itô correction term), and the standard deviation illustrates the volatility term. We also plot the primal and dual trajectories (for a single sample) in the left and center figures, respectively. Figure 3 : Illustration of the differences between the deterministic and stochastic variants of (non-accelerated) mirror descent dynamics. The stochastic dynamics exhibit a slower convergence rate.
For the sake of comparison, we also generate a similar simulation for (non-accelerated) mirror descent dynamics in Figure 3 , using the same sensitivity
. Comparing Figures 2 and 3 , we can already observe some qualitative differences introduced by acceleration: the accelerated dynamics exhibit faster convergence, accompanied with typical oscillations around the minimizer. Note that these oscillations are not due to discretization or noise in the gradient estimate (as can be observed e.g. in discrete gradient descent with large step sizes). The oscillations are rather a property of the continuous-time accelerated dynamics. Besides, acceleration also seems to reduce the effect of noise on the primal trajectory (which appears visually smoother than its non-accelerated counterpart). To give some intuition, consider the following informal argument (which will be formalized in the results of Section 4). In the case of mirror descent, the primal variable is obtained as the mirror of Z(t)/s(t), where
and the noise is cumulated in the Itô martingale term t t0 σ(X(τ ), τ )dB(τ ). In the case of accelerated mirror descent, there are two main differences:
1. First, using a time-varying dual rate η(t) in SAMD leads to a non-linear accumulation of noise in the Itô martingale
2. Second, due to the averaging in the primal space (given by the integral (6)), the smaller noise in the past trajectory results in a smaller noise of the weighted average (similarly to acceleration by averaging of Polyak and Juditsky [1992] in discrete time).
The combined effect of averaging in the dual space (using η(t)) and in the primal space (using a(t)) will be apparent in Section 4 when we derive explicit convergence rates.
Bounding the Itô martingale term
Integrating the bound of Lemma 2 will allow us to bound changes in energy. This bound will involve the Itô martingale t t0
V (τ ), dB(τ ) , where V is defined in (16). In order to control this term, we give, in the following lemma, an asymptotic envelope (a consequence of the law of the iterated logarithm).
Lemma 3. Suppose Assumptions 2 and 3 hold. Let b(t) = t t0
Proof. Let us denote the Itô martingale by V(t) = t t0
V i (τ )dB i (τ ), and its quadratic variation by β(t) = [V(t), V(t)]. By definition of V, we have
By the Dambis-Dubins-Schwartz time change theorem (e.g. Corollary 8.5.4 in [Øksendal, 2003] ), there exists a Wiener processB such that
We now proceed to bound β(t). Using the expression (16) of V , we have
where we defined ∆(t) = ∇ψ * (Z(t)/s(t)) − ∇ψ * (z ). Since the mirror map has values in X and X is assumed compact, the diameter D = sup x,x ∈X x − x is finite, and ∆(t) ≤ D for all t. Thus, dβ(t) ≤ D 2 η(t) 2 σ 2 * (t)dt, and integrating,
Since β(t) is a non-decreasing process, two cases are possible: if lim t→∞ β(t) is finite, then lim sup t→∞ |V(t)| is a.s. finite and the result follows immediately. If lim t→∞ β(t) = ∞, then lim sup
where the inequality combines (18) and (19), and the equality is by the law of the iterated logarithm.
4 Convergence results
Almost sure convergence
Equipped with Lemma 2 and Lemma 3, which bound, respectively, the rate of change of the energy and the asymptotic growth of the martingale term, we are now ready to prove our convergence results.
Theorem 1. Suppose that Assumptions 1, 2, and 3 hold. Suppose that η(t)σ * (t) = o(1/ √ log t), and that t t0 η(τ )dτ dominates b(t) and b(t) log log b(t) (where b(t) = t t0 η 2 (τ )σ 2 * (τ )dτ as defined in Lemma 3). Consider SAMD dynamics with r = s = 1 and a = η. Let (X(t), Z(t)) be the unique continuous solution of SAMD η,η,1 . Then
The result of Theorem 1 makes it possible to guarantee almost sure convergence (albeit without an explicit convergence rate) when the noise is persistent (σ * (t) is constant, or even increasing). To give a concrete example, suppose σ * (t) = O(t α ) (with α < 1 2 but can be positive), and let η(t) = t
, and b(t) log log b(t) = O( √ log t log log log t), and the conditions of the theorem are satisfied. Therefore, with the appropriate choice of learning rate η(t) (and the corresponding averaging in the primal space given by a(t) = η(t)), one can recover almost sure convergence.
We start by giving an outline of the proof, which is similar to that of Theorem 4.1 in [Mertikopoulos and Staudigl, 2016] , with some significant changes (we do not make the assumption that the minimizer is unique, and most importantly, the dynamics and the energy function are different, since averaging is essential in our case to handle the noise, since we do not assume that the volatility bound σ * (t) is vanishing). The argument proceeds in the following steps:
(i) The first step is to prove that under the conditions of the theorem, the continuous solution of SAMD η,η,1 , (X(t), Z(t)), is an asymptotic pseudo trajectory (a notion defined and studied by Benaïm and Hirsch [1996] and Benaïm [1999] ) of the deterministic flow AMD η,η,1 . The definition is given below, but intuitively, this means that for large enough times, the sample paths of the process (X(t), Z(t)) get arbitrarily close to (x(t), z(t)), the solution trajectories of the deterministic dynamics.
Definition 4.1 (Asymptotic Pseudo Trajectory). Let Φ t : X × E * → X × E * be the semi-flow associated to the deterministic dynamics AMD η,η,1 , that is, (x(t), z(t)) = Φ t (x 0 , z 0 ) is the solution of the deterministic dynamics AMD η,η,1 with initial condition (x 0 , z 0 ). A continuous function t → (X(t), Z(t)) ∈ X × E * is an asymptotic pseudo trajectory (APT) for Φ t if for all T > 0,
(ii) The second step is to show that under the deterministic flow, the energy L decreases enough for large enough times.
(iii) The third step is to prove that under the stochastic process, f (X(t)) cannot stay bounded away from f (x ) for all t.
Finally, combining these steps, we argue that by (iii), f (X(t)) eventually gets close to f (x ), then stays close by virtue of the asymptotic pseudo trajectory property (i), and the decrease of the energy under the deterministic flow (ii).
Proof of Theorem 1. We start by specializing the energy function and the bounds on its time derivative to the setting of Theorem 1. Under the assumptions of the theorem (r(t) = s(t) = 1), L(x, z, t) simplifies to
where we added the subscript z to insist on the fact that the energy function is "anchored" at z . Note that since the minimizer is not necessarily unique, L z (x(t), z(t)) does not necessarily converge to 0 for arbitrary z . Thus, we define and usē
where Z = {z ∈ E * : ∇ψ * (z ) ∈ X } = ∪ x ∈X ∂ψ(x ) (by the fact that x ∈ ∂ψ * (z ) if and only if z ∈ ∂ψ(x )).
Next, we observe that since ∇f is L f -Lipschitz and ∇ψ * is L ψ * -Lipschitz, we can bound the change of the energy due to small displacements in (x, z): we will use the fact that for any convex function f with L-Lipschitz gradient,
We have
where in the last inequality, G = sup x∈X ∇f (x) * (which is bounded since ∇f is continuous and X is compact), and D is the diameter of X . For the deterministic dynamics, the bound of Lemma 1 becomes
and for the stochastic dynamics, the bound of Lemma 2 becomes
. (22) We now proceed according to the steps of the proof outline. We give an illustration of the argument in Figure 4 (i) We start by proving that under the conditions of Theorem 1, the stochastic process (X(t), Z(t)) (the unique continuous solution of the stochastic dynamics SAMD η,η,1 ) is an APT for the deterministic semi-flow of AMD η,η,1 . Since the volatility term is −η(t)σ(X(t), t)dB(t), it suffices, by Proposition 4.6 3 in Benaïm [1999] , to show that ∞ t0 e − c η 2 (t)σ 2 * (t) is finite for all c > 0. But we have, by assumption, η(t)σ * (t) = o(1/ √ log t), thus η 2 (t)σ 2 * (t) = (t)/ log t with lim t→∞ (t) = 0, and
We also show that by virtue of the APT property (and the fact that the energy function is Lipschitz), we can bound the difference between the energyL along deterministic and stochastic solutions starting at the same point. Indeed, inequality (20) shows that
Therefore, by the APT property, for all > 0 and all T > 0, there exists t T such that for all t ≥ t T and all h ∈ [0, T ],
and this holds uniformly over z . In particular, sinceL is defined to be the infimum over all z , we can find some z 0 such that
(ii) Next, we prove a stability property of the energy for the deterministic dynamics. Fix > 0 and let
sinceL is non-increasing, as the infimum of non-increasing functions). Besides, we claim that there exists T > 0 such that for all t ≥ T ,
Indeed, by continuity of f , there exists c > 0 such that f (x) − f (x ) > c for all (x, z) / ∈ V , and integrating the bound (21), we have, for all z ,
therefore, setting T = 2 /c, we know that either Φ t (x, z) ∈ V for some t 1 ≤ T , in which case the trajectory remains in
SinceL is defined to be the infimum over all z , we can find some z 0 such that
(iii) Next, we prove that the stochastic process cannot stay outside of V for unbounded intervals of time. Indeed, fix > 0, and T > 0, and suppose that with positive probability, (X(t), Z(t)) remains outside V for all t ≥ T . Then by continuity of f , there exists c > 0 such that f (X(t)) − f (x ) ≥ c for all t ≥ T , and integrating the bound (22) gives
where the right-hand side converges to −∞ since, by assumption,
η(τ )dτ dominates b(t) and b(t) log log b(t). This would imply that, with positive probability, L(X(t), Z(t), t) → −∞, a contradiction. Therefore, for all > 0 and for all T , there exists t ≥ T such that (X(T ), Z(T )) ∈ V a.s.
We are now ready to put together the different parts of the argument. Fix > 0. By (ii), there exists T 0 such that
By (i) there exists T 1 such that for t ≥ T 1 and for all h ∈ [0, T 0 ],
By (iii), there exists T 2 ≥ max(T 0 , T 1 ) such that (X(T 2 ), Z(T 2 )) ∈ V /3 . Now we show that the trajectory remains in V for all t ≥ T 2 . Indeed, by induction on k, we haveL(X(T 2 + kT 0 ), Z(T 2 + kT 0 )) ≤ 2 /3 for all k ∈ N (by (23) and (24)
Since is arbitrary, this proves that for all , (X(t), Z(t)) remains in V for t large enough, a.s. But by definition ofL, (x, z) ∈ V implies that f (x) − f (x ) ≤ , which proves that f (X(t)) − f (x ) converges to 0. , and T 0 = 20. The right plot shows in blue the value of the energy functionL(X(t), Z(t)) along one sample trajectory (X(t), Z(t)) of the SAMD dynamics; and in green the energy function along solutions of the deterministic ODE {(
We also highlight a cylinder of radius 3 centered at the deterministic energy. Note that for large enough times, the sample path of the stochastic dynamics remains within the cylinder. The dashed lines show the energy levels 3 , 2 3 , and . Finally, the left plot visualizes these trajectories in the primal space (where we used a different color for each interval [T 2 + kT 0 , T 2 + (k + 1)T 0 ]).
Convergence of expected function values
Next, we derive explicit bounds on function values.
Theorem 2. Suppose that Assumptions 1 and 3 hold. Suppose that a = η/r and η ≥ṙ. Let (X(t), Z(t)) be the unique continuous solution to SAMD η,η/r,s . Then for all t ≥ t 0 ,
Proof. Integrating the bound of Lemma 2, and using the fact that (f (X(t))−f (x ))(ṙ−η) ≤ 0 by assumption on η, we have
Taking expectations, the last term vanishes since it is an Itô martingale, and we conclude by observing that
To give a concrete example, suppose that σ * (t) = O(t ασ ) is given, and let r(t) = t αr and s(t) = t αs , α r , α s > 0. To simplify, we will take η(t) =ṙ(t) = α r t αr−1 . Then the bound of Theorem 2 shows that E[f (X(t))] − f (x ) = O(t αs−αr + t αr+2ασ−αs−1 ). To minimize the asymptotic rate, we can choose α s − α r = α r + 2α σ − α s − 1, i.e. α r + α σ − α s − 1 2 = 0 (it is always possible to find such α r , α s > 0), and the resulting rate is O(t ασ− 1 2 ).
Corollary 2. Suppose that Assumptions 1 and 3 hold. Suppose that σ * (t) = O(t ασ ), α σ < 1 2 . Consider SAMD η,η/r,s dynamics with r(t) = t αr , η(t) =ṙ(t) = α r t αr−1 , and s(t) = t αs , and suppose that
In particular, Corollary 2 indicates that it is possible to obtain convergence rates faster than O( 1 t ) if the gradient noise decays fast enough. Remark 4. This result is reminiscent of the results of Schmidt et al. [2011] , who studied the convergence rates of inexact accelerated methods (in discrete time), in which the gradient is evaluated at step k up to an error term e k . They show that the optimality gap (function
). Although the settings are different (their analysis is done for deterministic, discrete methods), the results are similar. In particular, when e k decays as O(k ασ ), the resulting convergence rate of Nesterov's accelerated method
, which appears slower than the O(t ασ − 1 2 ) of Corollary 2. This is due to the fact that Nesterov's method corresponds to r(t) = Θ(t 2 ), s(t) = Θ(1) (see Appendix A), which is not the optimal choice of decay rate according to the corollary.
Remark 5 (Dependence on the dimension). Note that we can potentially scale the rates η(t), r(t) in order to improve the dependence of the bound (25) on the dimension n. Note that the second term in the bound of Theorem 2 involves the quantity ψ(x ), which can be bounded by sup x∈X ψ(x) when X is compact, and this supremum is often a non-decreasing function of n (for example, in the case of the negative entropy on the simplex, we have that sup x∈X ψ(x) = sup x∈X n i=1 x i ln x i = log n). Thus let us denote the supremum by M (n), and assume that η, r, a are given and satisfy the conditions of Theorem 2. Define the rescaled weightsη(t) = η 0 (n)η(t),r(t) = η 0 (n)r(t) (note that we scale both η and r so that the condition η ≥ṙ still holds, and we do not need to scale a since a = η/r =η/r). Then applying Theorem 2 to SAMDη ,η/r,s gives us
and is dominated by the other terms (assuming that D ψ * (z 0 , z ) = O(M (n)) to simplify). Thus we have, asymptotically as n → ∞,
and choosing η 0 (n) = M (n) n minimizes the asymptotic growth rate of the bound, resulting in
as n → ∞.
We now illustrate the asymptotic rates of Theorem 2, and the optimal choice of primal and dual rates given in Corollary 2 on the simplex-constrained sum-exponential example of Section 3.1. We simulate solution trajectories of SAMD η,η/r,s under different noise regimes, by taking σ * (t) = 10 −1 t ασ for different values of α σ , and for different configurations of rates r(t) = t αr , s(t) = t αs . To simplify, we took η(t) =ṙ(t). We plot the mean and standard deviation over 100 simulations. In particular, we seek to verify whether the optimal decay rates are given by α r = α s − α σ + 1 2 , as predicted by Corollary 2. The results are given in Figure 4 .
For each choice of α r , we evaluate the decay rate of expected function values (using the empirical mean over 100 runs). The optimal decay rate α r , and the resulting decay of function values, seem consistent with the predictions of the Corollary when σ * (t) is non-decreasing (i.e. α σ ≥ 0). However, for decreasing σ * (t) (i.e. in the vanishing noise regime), the estimates of the Corollary seem to be conservative. The optimal rate α r which we observed was slower than predicted, and the resulting convergence rate was faster, see Figure 4 for examples. It is also interesting to observe the effect of varying the averaging rates on the trajectory: a faster decay of the sensitivity 1/s(t), or similarly a faster decay of the dual weight η(t), results in a decrease of the period of oscillations of the accelerated dynamics.
Figure 4: Mean and standard deviation of function values along solution trajectories of SAMDṙ ,ṙ/r,s , for different configurations of rates r(t) = t αr , s(t) = t αs , and different noise regimes σ * (t) = 10 −1 t ασ . Each row correspond to a different noise regime (α σ = .2 for the first row, 0 for the second, −.5 for the third, and −1 for the last), and each column corresponds to a different decay rate of the sensitivity (α s = .5 for the first column, 1 for the second). Each figure contains multiple plots corresponding to different α r . For the first two rows, α r = α s − α σ + .5 gives the optimal rate, as predicted by Corollary 2. However, for the last two rows, the best decay rate is achieved by α r is lower, namely α r = α s − α σ + .3 for the third row, and α r = α s − α σ + .1 for the last.
Almost sure asymptotic rates
Finally, we give an estimate of the asymptotic convergence rate along solution trajectories, under the additional compactness assumption (to be able to bound the martingale term, using Lemma 3).
Theorem 3. Suppose that Assumptions 1, 2 and 3 hold, and suppose that a = η/r and η ≥ṙ. Let (X(t), Z(t)) be the unique continuous solution to SAMD η,η/r,s . Then
Proof. Integrating the bound of Lemma 2 once again, we get inequality (25), where we can bound the Itô martingale term t t0
V (τ ), dB(τ ) using Lemma 3, since X is now assumed compact. This concludes the proof.
Comparing the last bound to that of Theorem 2, we have the additional √ b(t) log log b(t) r(t)
term due to the envelope of the martingale term. This results in a slower a.s. convergence rate. To give a concrete example, suppose again that σ * (t) = O(t α σ ), and that r(t) = t β and η(t) =ṙ(t) = βt β−1 to simplify. Then b(t) = √ log log t). Remarkably, the convergence rate of sample trajectories is, up to a √ log log t factor, the same as the convergence rate in expectation.
Corollary 3. Suppose that Assumptions 1, 2 and 3 hold, and suppose that σ * (t) = O(t ασ ), α σ < 1 2 . Consider SAMD η,η/r,s dynamics with r(t) = t αr , η(t) =ṙ(t) = α r t αr−1 , and s(t) = t αs , and suppose that
log log t) a.s. as t → ∞.
Numerical examples
In this section, we give additional numerical examples to illustrate the differences between SMD and SAMD dynamics. In order to compare the performance of the two methods, we derive, in Appendix B, the convergence rates of (non-accelerated) stochastic mirror descent, in particular when σ * (t) is asymptotically vanishing. Corollary 4 shows that when σ * (t) = O(t ασ ), SMD with inverse sensitivity rate s(t) = t max(0,ασ+ 2 ), both methods are able to achieve the same asymptotic rates. However in practice, the accelerated dynamics exhibit desirable properties that we attempt to illustrate.
We consider again the simplex-constrained example of Section 3.1, so that we can visualize the trajectories and provide intuition. The objective function is given by the sum-exp function
and in order to illustrate the non-strongly convex case, we also consider a simple convex quadratic of rank 1, given by
The results are given in Figure 5 and 6, respectively. Qualitatively, SAMD appears to exhibit smoother trajectories and a lower variance of the function values. Due to the oscillations of the accelerated dynamics, SAMD initially makes slower progress (observe how SMD trajectories make very fast progress in the initial steps), but makes faster progress in later iterations. A similar behavior is typical in the deterministic counterpart of the dynamics: accelerated mirror descent typically exhibits slower progress initially compared to non-accelerated mirror descent, but eventually makes faster progress.
Another difference which we observed in our numerical experiments is that the SAMD dynamics seems more robust to much larger discretization step sizes (where we used a simple, constant-step discretization). Thus, even when SMD theoretically achieves the same asymptotic rates of convergences as SAMD (this is the case when σ * (t) = Θ(t ασ ) with
2 ), according to Corollary 2 and Corollary 4), SAMD can, in practice, reach a target accuracy in fewer iterations.
In order to further illustrate the effect of the magnitude of the noise, we generate, in Figure 7 , different trajectories corresponding to SMD and SAMD dynamics, with a constant noise covariance given by σ * (t) ≡ σ * . It is interesting to observe that for SAMD, the magnitude of the noise seems to affect the amplitude of the oscillations, but not their period (the amplitude becomes smaller as the magnitude of the noise increases). 
Discussion
Starting from the averaging formulation of accelerated mirror descent in continuous-time, and motivated by stochastic optimization, we formulated a stochastic variant by adding a noise process to the gradient, and studied the resulting SDE. We discussed the role played by each parameter: the dual learning rate η(t), the inverse sensitivity parameter s(t), and the noise covariation bound σ * (t). In particular, we showed how the asymptotic bounds on σ * (t) affect the choice of η(t), s(t).
Our results show that in the persistent noise regime, thanks to averaging, it is possible to guarantee a.s. convergence, remarkably even when σ * (t) is increasing (as long as σ * (t) = O( √ t)). In the vanishing noise regime, the appropriate choice of η(t), s(t) leads to improved convergence rates, e. √ log log t) almost surely, when σ * (t) = O(t ασ ) for negative α σ . These asymptotic bounds in continuous-time can provide guidelines in setting the different parameters of accelerated stochastic mirror descent.
Effects of time-change
It is also worth observing that in the deterministic case, one can theoretically obtain arbitrarily fast convergence, through a time change as observed by Wibisono et al. [2016] -a time-change would simply result in using different weights η(t) and a(t). In the stochastic dynamics, such a time-change would also lead to re-scaling the noise co-variation, and does not lead to a faster rate. To some extent, adding the noise prevents us from "artificially" accelerating convergence using a simple time-change. To illustrate this difference, first consider a time-change in the deterministic case. Let (x(t), z(t)) be the unique solution to AMD η,a,1 (where we took s(t) ≡ 1 to simplify), and consider a differentiable increasing function of time, γ(t). Let (x , z ) be defined by x (t) = x(γ(t)) and z (t) = z(γ(t)). Then (x , z ) satisfy the following dynamics: ż (t) = −γ(t)η(γ(t))∇f (x (t)) x (t) =γ(t)a(γ(t))[∇ψ * (z (t)) − x (t)], thus (x , z ) is the unique solution to AMDη ,ã,1 whereη(t) =γ(t)η(γ(t)) andã(t) = γ(t)a(γ(t)), and if γ is super linear, f (x (t)) will have a faster convergence rate than f (x(t)). Indeed, if η, a, r satisfy the conditions of Corollary 1 (i.e. a = η/r and η ≥ṙ), then f (x(t)) − f (x ) ≤ L(x0,z0,t0) r(t)
; butη =γη • γ,ã =γa • γ,r = r • γ also satisfy the conditions of the corollary, thus f (x (t)) − f (x ) ≤ L(x 0 , z 0 , t 0 ) r(γ(t)) .
Let us now consider a similar time-change in the stochastic case. Let (X, Z) be the unique (a.s.) continuous solution of SAMD η,η/r,s , and define (X , Z ) by the (differentiable, increasing) time-change X (t) = X(γ(t)) and Z (t) = Z(γ(t)). Then using the following time-change identity for Itô martingales (see, e.g. Lemma 2.3 in [Kobayashi, 2011] ):
σ(X(γ(τ )), γ(τ ))dB(γ(τ )), we have dZ (t) = −η(γ(t))[∇f (X (t))γ(t)dt + σ(X (t), γ(t))dB(γ(t))] dX (t) = a(γ(t))[∇ψ * (Z (t)/s(γ(t))) − X (t)]γ(t)dt, which we can rewrite as dZ (t) = −η(t)dG(t) dX (t) =ã(t)[∇ψ * (Z (t)/s(t)) − X (t)]dt.
whereη,ã are as defined in the deterministic case,s = s • γ, andG is defined by dG(t) = ∇f (X (t)) + σ(X (t), γ(t)) γ(t) dB(γ(t)).
In particular, we observe that the noise covariation ofG is d[G i (t),G j (t)] = 1 γ(t) 2 Σ ij (X (t), γ(t))γ(t)dt (26) where we used the fact that the time-changed Brownian motion B(γ(t)) has quadratic covariation given by d[B i (γ(t)), B i (γ(t))] =γ(t)dt.
Comparing the quadratic covariation of G andG (equations (13) and (26) respectively), it becomes apparent that, unless γ is the identity, rescaling time also rescales the covariation of the noise (even in the case where Σ(x, t) does not depend on t, due to theγ(t) term). In other words, accelerating time by γ(t) would scale down the variance of the gradient bẏ γ(t), and (X , Z ) would not be a solution to the original problem anymore, unlike in the deterministic case.
Future directions
Finally, we believe this continuous-time analysis can be extended in several interesting directions. For instance, it will be interesting to carry a similar analysis for other classes of convex problems, such as strongly convex functions, for which we expect faster optimal rates. In the deterministic case, many heuristics have been developed, which are known to empirically improve the convergence rate, such as the restarting heuristics of O'Donoghue and Candès [2015] , the speed restarting of Su et al. [2014] , and the adaptive averaging heuristic of Krichene et al. [2016] . It will be interesting to adapt these heuristics to the stochastic case.
where we defined V MD (t) = σ(X(t), t)
T (∇ψ * (Z/s)−∇ψ * (z )). Rearranging and integrating this bound, we have 1 t − t 0 t t0 (f (X(τ )) − f (x ))dτ
Taking expectations, the martingale term t t0
V MD (τ ), dB(τ ) vanishes, and we conclude using the fact that f (X(t)) ≤ 1 t−t0 t t0 f (X(τ ))dτ by Jensen's inequality.
Given this bound, we can adapt the asymptotic rate of s(t) to the rate of σ * (t). For example, if σ * (t) = O(t ασ ) is given, and s(t) = Θ(t αs ), α s ≥ 0 is to be chosen, we have E[f (X(t))] − f (x ) = O(t αs−1 + t 2ασ−αs ), and the value of α s which minimizes the asymptotic rate is α s = max(0, α σ + 1 2 ) (note that α s is, by assumption, non-negative since the inverse sensitivity s is by assumption non-decreasing), which results in the following rate In particular, SMD cannot adapt to a noise decay that is faster than O(t −   1 2 ), as opposed to SAMD. In the regime where the noise decay is slower than t − 1 2 , comparing this result to Corollary 2, it may appear that SAMD and SMD can both achieve the same rate, O(t ασ− 1 2 ), although in practice, SAMD exhibits more desirable properties, and appears to be numerically more robust to higher levels of noise, and larger discretization step sizes, as discussed in Section 5.
