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In tro d u c tio n
The analysis of spatial models is of interest in many different fields such as geography, geology, biology and agriculture. See, e.g., Basu and Reinsel [3] for a discussion on these applications.
The only spatial autoregressive model for which nearly unstability has been studied is the so called doubly geometric spatial autoregressive process
Xk,e = aXk-i,e + @ Xk/-i -a @ X k-i/-i + £k,e
introduced by M artin [9] . It is, in fact, the simplest spatial model, since its nice product structure ensures th a t it can be considered as some kind of combination of two autoregressive processes on the line, and several properties can be derived by the analogy of one-dimensional autoregressive processes. This model has been used by T h is research has been su p p o rte d by th e H un g arian Scientific R esearch Fund under G ra n t No. O T K A -T 032361/2000 a n d G ra n t No. O T K A -F 032060/2000 a n d by th e Bolyai G ra n t of th e H ungarian A cadem y of Sciences.
Jain [8] in the study of image processing, by M artin [10] , Cullis and Gleason [7] , Basu and Reinsel [4] in agricultural trials and by Tj0stheim [13] in digital filtering.
In the stable case when |a |, \@ \ < 1, asym ptotic norm ality of several estim ators (an, f3n) of (a , ¡3) based on the observations { X k} : k,£ = 1 ,...,n } has been shown N (0, £ a "a) with some covariance m atrix £ a "a.
In the nearly unstable case when a sequence of stable models with an ^ 1, f3n ^ 1 is considered, in contrast to the AR(1) model, the sequence of Gauss-Newton estim a tors (a n , f3n) of (an, f3n) has been shown to be asym ptotically normal (B hattacharyya
In the present paper we study asym ptotic properties of the least squares estim ator in a spatial model which can be considered as the simplest spatial model, th a t can not be reduced somehow to autoregressive models on the line (like the doubly geometric model). We will find a rather peculiar limiting behaviour of the covariance structure (see Proposition 2.1), and we show th a t the normalising factor in our unstable model differs from th a t in the doubly geometric model.
Our spatial autoregressive process { X k/ : h,£ G Z} is a solution of the spatial stochastic difference equation This model is stable (i.e., has a stationary solution) in case |a| < 1/2 (see W hittle [15] , Beasg [5] , Basu and Reinsel [3] ), and unstable if |a| = 1/2. We remark, th a t in case |a| < 1/2, a stationary solution can be given by where Uk,} := {(i,j) G Z 2 : i < k and j < £} and the convergence of the series is understood in L2-sense.
We consider a nearly unstable sequence of stationary processes, i.e., for each n G N, (e.g. Tj0stheim [12] , [14] , Basu and Reinsel [2] , [3] ), namely, (n(ân -a), n(f3n -p )) -et. al. [6] ), namely, (n3/2(â n -an ), n 3/2( f n -f n)) -N (0 , £) with some covariance m atrix S.
we take a stationary solution { X^} : k ,l G Z} of equation (1.1) with param eter an converging to 1/ 2, more precisely,
1 Yn an = --------, where 7" > 0 and 7n^7 > 0 as n -> o o .
(
For a set H C Z2, the least squares estim ator a H of an based on the observations {Xf^g : (k, t) G H } is obtained by minimizing the sum of squares (n) .
(k/)GH
with respect to a, and it has the form
Consider the triangles Tk,} := {(i, j ) G Z2 : * + j > 1, i < k and j < £} for k,£ G Z. Note, th a t Tk,} = 0 if k + £ < 0. To simplify notation in w hat follows we omit the prime from our index sequences and assume th a t kn = [n/2] and £n = [(n + 1)/2]. We can write
Hence, the statem ent of Theorem 1.1 is a consequence of the following two proposi tions, where (rn ) is a monotone increasing sequence of positive integers. 
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On the other hand, equation (1.1) and the stationarity of { X k,e : k,£ G Z} implies
From (2.3) and (2.5) we obtain
Using this recursion we can simultaneously reduce both indices until one of them reaches zero. Thus, we get (2.2) and the proof is complete. □ Consider now a nearly unstable sequence of stationary processes { X^} : k,£ G Z}, n G N, described in Theorem 1.1. For each n G N, let us introduce the piecewise constant random field
where, again, (rn) is an arbitrary monotone increasing sequence of positive integers such th a t limn-TO n^rl^r-1/2 = m . Cov [ X^\ SiM ), X (" )(S2, t 2))<(2 + 4 a rJ -1/27 -i/2 U (2.8) for sufficiently large n G N, where
P r o p o s itio n . Let si, t i ,s 2 ,t2 G R. Then lim Yri2 Cov ( x {n)( s i ,ti ) ,X ( -n\ s 2 ,t2 )]
2" r-
It is not difficult to see th a t f3n ^oe , as n ^ oe . Hence, where the last term of the right-hand side tends to 1 as n ^m . This implies (2.7).
! \ n / ! 1 -------= 1 -------------^O asn^oo

Pn
□
In order to estim ate covariances and moments we make use the following lemma which is a natural generalization of Lemma 2.6 of B aran et. al. [1] . 
L e m m a . Let Ci,C2, ---be independent random variables with E
thus, we obtain (3.1). Applying Lemma 2.3 and representation (1.2), we get th at where T := { (s,t) G R 2 : 0 < s < 1, -s < t < 0}. As the area of the triangle T is finite and the integrand is uniformly bounded on T x T , F atou's lemma and Proposition 2.2 imply (3.2). □ 4 P ro o f of P ro p o s itio n 1.3
For a given n G N and 1 < m < n, let
where A no •_ 0. Let Fm denote the a-algebra generated by the random variables 
The statem ent will follow from
As A n :m -A n m -i is a m artingale difference with respect to F j , we have 
