In this paper,wepresent the theoretical basics and implementation strategies for sound field reproduction using circular and spherical loudspeaker arrays. The presented approach can be seen as an analytical formulation of what is known as higher order Ambisonics. It relies on the assumption of acontinuous distribution of secondary sources on which sampling is performed to yield the loudspeaker driving signals for real-world implementations. We present the theoretical derivation of the loudspeaker driving signals and investigate the properties of the actual reproduced wave field, whereby the focus lies on the consequences of the spatial discretization of the secondary source distribution.
Introduction
Since several decades, the problem of physically recreating ag iven wave field has been addressed in the audio community.I tt urned out that twoa lternative approaches exist. The first of these approaches bases on the straightforward solution of the reproduction equation for the loudspeaker driving signals. The alternative is known as wave field synthesis (WFS), e.g. [1] , and is directly derivedfrom the Kirchhoff-Helmholtz integral equation.
In this article we concentrate on the former.T he bestknown representative of these approaches is Ambisonics [2] . The desired wave field is typically described via its spatial harmonics expansion coefficients [3] . These can be yielded either from appropriate microphone recording techniques [4] (data-based reproduction)o rvirtual sound scenes may be composed of virtual sound sources whose spatial harmonics expansion coefficients are derivedfrom analytical source models (model-based reproduction).
The original Ambisonics approach [3] is based on the assumption of afi nite number of discrete loudspeakers whose emitted wave fields superpose to an approximation of the desired one. Typically,numerical algorithms are employed to findthe appropriate loudspeaker driving signals.
Besides Ambisonics alternative formulations like [5, 6, 7, 8] exist which all followas imilar strategy.T he difference between these proposals is mainly the numerical algorithm which solves the employed equation system. However, we are aware that this is adisputable question. Some of the above mentioned approaches of the first type, especially [5, 6, 8] , are principally not limited to specificl oudspeaker setups. However, their formulation does not exploit anyapriori knowledge of the actual loudspeaker setup giving away the potential to reduce computational complexity.The computational complexity is generally very high in [3, 7, 5, 6, 8] due to the numerical algorithms employed.
As outlined by the authors in [9] , the theoretical basis for the presented work is the so-called simple source approach [10] which has gained only little attention in conjunction with sound field reproduction so far. An equivalent formulation has been published in parallel in [11] .
Wave-field synthesis, the alternative to the above mentioned approaches, e.g. [1] , employs am odified formulation of the Kirchhoff-Helmholtz integral to determine the loudspeaker driving signals. Numerous attempts of comparing the twoa lternativesh aveb een made during the years, e.g. [12] . However, the results are rather unsatisfying, mostly due to the fact that Ambisonics and its relativesrely on adiscrete formulation, wave field synthesis on ac ontinuous one. The presented approach constitutes asignificant step towards an analytical comparison as performed in [13] .
Acomparative numerical study of aselection of sound field reproduction approaches can be found in [14] which shows that all investigated methods perform comparably in terms of accuracy. It can not be expected to significantly gain accuracyi nt he reproduction employing an analytical formulation. However, as noted above,there is indeed potential to reduce the computational complexity.Furthermore, contrary to the analytical method presented in this paper,numerical methods such as [3, 5, 6, 7, 8] give only little insight into the general properties of the reproduced wave field.
Nomenclature
The following notational conventions are used: Forscalar variables lower case denotes the time domain, upper case the temporal frequencyd omain. Ve ctors are denoted by lower case boldface. The three-dimensional position vector in Cartesian coordinates is givena sx = [ xyz ]
T . The Cartesian coordinates are linked to the spherical coordinates via x = r cos α sin β, y = r sin α sin β,a nd z = r cos β. α denotes the azimuth, β the elevation. Confer also to Figure 1 . Forfunctions dependent on spatial coordinates, we use the notations F (x)r espectively F (r, α, β) to emphasize agiven coordinate system.
The acoustic wavenumber is denoted by k.Itisrelated to the temporal frequencyb yk . Due to the continuous formulation, we will not refer to loudspeakers butrather to secondary sources respectively their distributions and also to secondary source driving functions rather than to loudspeaker signals.
The term driving function as referred to in this paper, denotes the function D(ω)bywhich an input signalŜ(ω) has to be filtered to yield the secondary source driving signal S D (ω). In the temporal frequencydomain this formulation reads
We occasionally refer to two-dimensional wave fields. In this case ag iven wave field P (x,ω)i si ndependent of one of the spatial coordinates, so that e.g. P (x, y, z, ω) = P (x, y, ω).
Mathematical preliminaries
In this paper,weexclusively treat monochromatic steadystate wave fields, thus
with δ(·)denoting the Dirac delta function. The broadband driving function as used in (1) is yielded by evaluating the monochromatic driving function for different frequencies overthe desired bandwidth. Due to the sifting property of the Dirac delta function [15] , P (x,ω)onthe right-hand side of (2) can be written as P (x,ω 0 )and the transformation of (2) to the time domain reads We therefore do not explicitly consider the time domain since P (x,ω 0 )a lready contains all information. We use complexnotation for harmonic signals. When wave fields are illustrated in figures, only the real part is depicted. Apropagating wave field can be described by its spherical harmonics expansion as [10] F (x,ω) = 
The expansion coefficientsF
whereby j n (ωr/c)denotes the n-th order spherical Bessel function of first kind [10] .
with P m n (·)d enoting the m-th order associated Legendre polynomial of n-th degree.
The Fourier series expansion of at wo-dimensional propagating wave field is [10] 
2. The ambisonics approach
General outline
The term Ambisonics goes back to Michael Gerzon, the protagonist of the early Ambisonics years. It is Latin and literally means surround sound [16] . However, ac lear technical definition of the approach does not exist.
In the basic three-dimensional Ambisonics approach, the loudspeakers of the respective reproduction system are located on asphere around the listening area. Both the desired wave field as well as the sound fields emitted by the loudspeakers are expanded into series of orthogonal basis functions [2, 3] . More recent Ambisonics approaches are typically referred to as higher order Ambisonics.However,the term higher order is rather ahistorical rudiment. It simply emphasizes the fact that the expansions are not restricted to low(e.g. 1) expansion orders. The main motivation for concentrating on lowo rders is the fact that sound field recording techniques are limited to loworders (confer to sections 6.2 and 6.3).
In this paper,w ed escribe ag eneric theoretical framework whose basic formulation does not takepractical limitations ap riori into account. We therefore waivet he attribute higher order and implicitly speak of what is termed higher order Ambisonics, wheneverweuse the term Ambisonics. We comment on practical limitations wherever theyarise.
The expansion of the involved wave fields into spatial basis functions allows for amode matching procedure which leads to an equation system that is solved for the optimal loudspeaker driving signals. These drive the loudspeakers such that their superposed wave fields best approximate the desired one in agiven sense,
where P (x,ω)denotes the desired wave field, D(x n ,r 0 ,ω) the driving signal of the loudspeaker located at the position x n = r 0 · [cos α n sin β n sin α n sin β n cos β n ] T ,a nd G(x − x n ,ω)i ts spatio-temporal transfer function. Typically,n umerical algorithms are employed to findt he appropriate loudspeaker driving signals. These algorithms tend to be computationally costly and only little insight into the properties of the actual reproduced wave-field is gained.
The Ambisonics approach is usually divided into an encoding and ad ecoding stage to allowf or storing and transmission of content independently from the loudspeaker setup. Forease of illustration we will skip the encoding/decoding procedure and directly derive the loudspeaker driving signals from the initial virtual wave field description. The encoding and decoding of wave fields is separately described in section 6.3.
Continuous formulation
The formulation of the basic Ambisonics equation (8) for ac ontinuous secondary source distribution on as phere whose center resides in the coordinate origin reads [9] P (x,ω) =
whereby Ω 0 denotes the surface of the sphere with radius r 0 on which the secondary sources are located. x 0 is apoint on the sphere at x 0 = r 0 cos α 0 sin β 0 sin α 0 sin β 0 cos β 0 T .
The explicit integration operation is
Note that aformulation of equation (9) for continuous linear and planar secondary source distributions can be found in [17] .
When the spatial transfer function of the loudspeakers is modeled as spherical wave with flat temporal frequency response, equation (9) essentially constitutes the simple source approach for an interior problem in aspherical volume [10, 18] . In this case G(x − x 0 ,ω)can be interpreted as three-dimensional free-field Green'sfunction.
The simple source approach for interior problems states that the acoustic field generated by events outside av olume can also be generated by acontinuous distribution of secondary simple sources replacing these events and enclosing the respective volume [10] . Note that other than the Kirchhoff-Helmholtz integral equation, the simple source approach does not pose anyrestrictions on the wave field in locations outside of the sphere (|x| >r 0 ).
Af undamental property of (9) is its inherent nonuniqueness and ill-posedness [18] . I.e. in certain situations, the solution is undefined and so-called critical or forbidden frequencies arise. These forbidden frequencies are discrete and represent the resonances of the spherical cavity.I ns imple words, resonances exhibit az ero on the boundary of the cavity.S ince the secondary sources are positioned in these zeros, theyc an not excite the respective mode. However, there are indications that the forbidden frequencies are only of minor relevance when practical implementations are considered [10] . Confer also to sections 3and 4.1.
Spherical secondary source distributions
In this section, we illustrate howw avefi eld reproduction according to (9) and thus according to the simple source approach can be accomplished. Equation (9) can be interpreted as ac onvolution along the surface of asphere. In that case, the convolution theoremP and thus
applies [19] . The asymmetry of the convolution theorem (10),P m n (r, ω)vs.G 0 n (r, ω)isaconsequence of the definition of (9) as left convolution. An according convolution theorem for right convolutions exists [19] . Note that (10) is the analog to the mode-matching which is performed in the traditional Ambisonics approach, e.g. [3] .
Introducing the explicit expression for the coefficients P m n (r, ω)resp.G 0 n (r, ω)given by (5) into (11),
it can be seen that the parameter r appears both in the numerator as well as in the denominator in (12) [20] can be applied to proof that j n (0) also cancels out. The driving function is thus independent from the receiverposition in these cases.
However, in particular situations, i.e. when j n (ωr/c) = 0and ω c r = 0, (12) can be undefined. In this case forbidden frequencies arise (confer to section 2.2).
Amathematical workaround to get rid of forbidden frequencies and therefore to avoid computational instabilities in practical implementations is to reference the reproduced wave field to the center of the secondary source distribution [10] . Then all Bessel functions in (11) cancel out yielding
The secondary source driving function D 3D (α, β, ω)f or three-dimensional reproduction of ad esired wave field with expansion coefficientsP
The coefficientsP m n (ω)r esp.G 0 n (ω)c an be found in Table If or as election of analytical source models. Confer also to section 6.3.
The coefficientsG 0 n (ω)d escribe the spatial transfer function of the employed secondary sources. These need not be modeled as apoint source as it is commonly necessary in alternative approaches. In principle, anysecondary source transfer function that does not exhibit zeros can be handled in the presented approach. However, the directivity characteristics have to be equal for all loudspeakers. Note that the coefficientsG 0 n (ω)respectivelyG 0 n (r, ω) as used throughout this paper assume that the secondary Table I . Expansion coefficients as defined by equation (5) for a selection of wave fields. (θ pw ,φ pw )d enotes the propagation direction of aplane wave, x s respectively (r s ,α s ,β s )denote the position of asource. h (2) n (·)denotes the n-th order spherical Hankel function of second kind [10] .
source is situated at the position (r = r 0 ,α = 0,β = 0) and is orientated towards the coordinate origin.G 0 n (r, ω) can be yielded either from measurements or from analytical source models.
Equation (14) can be verified by inserting it into (9).After interchanging the order of integration and summation and exploitation of the orthogonality of the spherical harmonics, one arrivesatthe desired wave field, thus proving perfect reproduction. Note this is also true when the reproduced wave field is referenced to the center.
Since the coefficientsP m n (ω)a ndG 0 n (ω)a pparent in equation (14) are derivedf rom interior expansions, (14) generally only holds for |x| <r 0 [10] .
Circular secondary source distributions
Sound field reproduction systems are frequently restricted to reproduction in the horizontal plane. The secondary sources are arranged on ac ircle. In this case, the acoustic scene to be reproduced as well as the receiverpositions are bounded to the horizontal plane. In other words, the listener'se ars have to be in the same plane liket he secondary sources. Fort his two-dimensional setup the freefield Green'sf unction required by the simple source approach can be interpreted as the spatial transfer function of aline source. This case is treated e.g. in [11, 21] .
However, implementations of such systems usually employl oudspeakers with closed cabinets whose spatial transfer function is more accurately modeled by that of apoint source. This secondary source type mismatch prevents us from perfectly recreating anys ource-free wave field inside the secondary source array.W ehavetoexpect artifacts. This circumstance is also aw ell treated problem in WFS [13] . The approach of employing secondary sources which are intended for three-dimensional reproduction in such an imperfect two-dimensional scenario is typically referred to as 2 1 / 2 -dimensional reproduction.
The following derivation has been presented by the authors in [9] .
Derivation of the driving function
Forac ircular distribution of secondary point sources, equation (9) degenerates to To bound our area of interest to the horizontal plane we set the elevation angle β in all position vectors to π/2i nt he remainder of this section.
Equation (15) can be interpreted as acircular convolution and thus the convolution theorem [10] P m (r, ω) = 2πr 0Dm (ω)G m (r, ω) (16) and therefore
featuring the Fourier series expansion coefficientsD m (ω), P m (r, ω), andG m (r, ω)a pplies. Note that equation (16) only holds for two-dimensional wave fields. Since P m (r, ω)a ndG m (r, ω)a re generally three-dimensional, (16) only holds in the horizontal plane (i.e. for β = π/2). From equations (17) and (7) we can deduct that
We reformulate the spherical harmonics expansion given by equation (4) by exchanging the order of summations to reveal the Fourier series expansion coefficients reading
.
Introducing the explicit formulation of the Fourier series expansion coefficientsP m (r, ω)andG m (r, ω)given by (19) into (18) 
yields the explicit driving function D(α, ω).
Analysis of the latter reveals that unlikethe case of spherical secondary source distributions treated in section 3, the radius r does not cancel out. r appears both in the numerator as well as in the denominator in the summation over n in the argument of the spherical Bessel function j n ω c r .The driving function is therefore dependent on the receiverposition. This finding has already been derivedin [6] . We thus have to reference the reproduced wave field to aspecificradius which is then the only location where the reproduction is correct. Due to the complexm athematical structure of the numerator and the denominator in (18),t he investigation of forbidden frequencies is not straightforward. We therefore propose to reference the reproduced wave field to the center of the secondary source array (r = 0) avoiding the formation of forbidden frequencies as described below.
At afi rst stage, setting r = 0in( 18)l eads to an undefined expression of the form 0 0 for n = 0s ince spherical Bessel functions of argument 0equal 0 ∀n = 0. Application of de l'Hôpital'sr ule [20] provest hat the expression is defined for r = 0and finally yields the driving function D 2.5D (α, ω)for 2 1 / 2 -dimensional reproduction as
Note that the summation over n in (19) reduces to asingle addend with n = |m|.Analogously to the reproduction using spherical secondary source arrays treated in section 3, equation (20) 
Reproduced wave field
We yield the actual wave field reproduced by the circular secondary source distribution by inserting (20) in (15) as
Note thatP m |m| (ω)a re the coefficients of the desired wave field.
Figures 2a and 2b showt he real part and the absolute value of the sound pressure P 2.5D,pw (x,ω)ofacontinuous circular secondary monopole distribution with r 0 = 1.5m reproducing av irtual plane wave of f pw = 1000 Hz with propagation direction θ pw = 3π/2. The angular bandwidth of the driving function wasl imited to n max = 40 for the simulation. The analytical expression for P 2.5D,pw (x,ω)i s yielded by inserting the appropriate coefficients listed in Table Iinto (21) .
From Figure 2a it can be seen that the wave fronts of P 2.5D,pw (x,ω)a re indeed perfectly plane. Though, an amplitude decay of approximately 3dB per doubling of the distance is apparent when following the propagation path of the plane wave. Figure 2b further illustrates this amplitude decay by depicting the absolute value of the sound pressure in logarithmic scale. This inherent amplitude error is also known from WFS [22] .
Further investigation of the reproduced wave field reveals that subtle spectral alterations are present.
Discretization of the secondary source distribution
Fort he theoretic continuous spherical secondary source distribution, anywavefield which is source-free inside the secondary source distribution can be perfectly reproduced apart from the forbidden frequencies. The properties of the continuous circular secondary source distribution are discussed in section 4.2.
Real-world implementations of audio reproduction systems will always employalimited number of discrete secondary sources. The spatial discretization constitutes spatial sampling and thus may produce spatial aliasing. In this section, we discuss the consequences of spatial sampling. Forc onvenience, we exemplarily consider two-dimensional reproduction. It wasshown in section 4.2, that amplitude errors emerge from using point-likesources as secondary sources for two-dimensional reproduction. It was already noted in section 4t hat line sources are the appropriate choice as secondary sources for this case. In order to purely investigate the consequences of spatial sampling without additional amplitude errors, we will use line sources as secondary sources in the following. The derivedr esults also hold qualitatively for point sources as secondary sources.
Due to the fact that the driving functions presented in this paper are generally valid only inside the secondary source distribution, we only consider artifacts that arise ibidem.
Spatial sampling artifacts
We consider ac ircular secondary line source distribution which is sampled equi-angularly due to the practical relevance of this setup. We followthe methodology developed in [13, 23] .
The discretization of the secondary source distribution can be conveniently modeled by an angular sampling of the continuous driving function
whereby L denotes the total number of sampling points (i.e. loudspeakers). It can be shown that the angular sampling of the driving function results in repetitions of the angular spectrum
The reproduced wave field for as patially sampled secondary source distribution is givenb yi ntroducing (23) into (16) .H ence, the spatially sampled driving function D m,S (ω)i sw eighted by the angular spectrum of the secondary sources. In the context of sampling, the secondary sources can be regarded as spatial interpolators from the boundary into the listening area. The formation of spatial sampling artifacts depends on the bandwidth of the angular spectrum of the driving function D(α, ω)and the secondary sources G(x − x 0 ,ω). The wave field of asecondary line source situated at x 0 is given as [10] 
where H
0 (·)denotes the zeroth-order Hankel function of second kind.
The angular spectrum of the secondary sources can be derivedbyapplying the shift theorem of the Hankel functions [24] to (24) for α 0 = 0as
whereby J m (·)d enotes the m-th order Bessel function. G m (r, ω)i st hus not bandlimited with respect to the angular frequency m. Foralias-free reproductionD m (ω)has to be bandlimited with respect to the angular frequency m such that the repetitions introduced due to sampling do not overlap (confer to equation 23). Forentirely artifact-free reproduction G m (r, ω)a lso has to be bandlimited in order to suppress the spectral repetitions of the sampled driving function. Since especially the latter is not the case, artifact-free reproduction is in general not possible using circular arrays of secondary monopoles. Note that when the repetitions of the angular spectrum of D(α, ω)donot overlap, the reproduction is aliasing-free. The artifacts due to spatial discretization in this case are rather aconsequence of the inappropriate reconstruction filterG m (r, ω)w hich does not suppress the spectral repetitions of the driving function. However, this type of reconstruction error is typically also referred to as spatiala liasing and we therefore do so as well in the remainder of this paper.
Due to the weighting of the angular spectrum of the driving function by with the angular spectrum of the secondary sources, spatial sampling artifacts will be more prominent for higher frequencies. This follows directly from the properties of the involved Bessel and Hankel functions.
As noted above,i ti sd esirable that the angular spectrum of D(α, ω)isbandlimited in order to prevent spectral overlapping. The maximum angular bandwidth doing so is abandwidth of one repetition of the sampled driving functionD m,S (ω), thus
with M = (L−1)/2for odd L and accordingly for even L.
This results in asampled driving function D S (α, ω)r eading
. (27) In order to quantify the spatial sampling artifacts aspecific desired wave field has to be considered. Since arbitrary wave fields can be decomposed into plane waves [ 10] , a plane wave is exemplarily chosen as desired wave field in the following. The angular spectrum of aplane wave with incidence angle θ pw reads
The continuous driving function D pw (α, ω)isgiven by introducing (28) and (25) into (26) as
The sampled driving function D S,pw (α, ω)i sy ielded by adopting (29) to (27) .N ote that in (29) the reproduced wave field is referenced to the center of the secondary source distribution in order to avoid the formation of forbidden frequencies (confer also to section 3). The reproduced wave field for as patially discrete secondary source distribution is then artifacts constitute ad istortion of the spatial structure of the reproduced wave field.
The effects of spatial sampling will be illustrated in the following for ap articular reproduction setup. The geometrical parameters are chosen in accordance to the loudspeaker system installed at the Usability Laboratory of Deutsche Telekom Laboratories. Figure 3illustrates the reproduced wave field and its spatial sampling artifacts for ac ircular system with N = 56 secondary line sources placed on ac ircular contour with ar adius of r 0 = 1.5m. The desired wave field is amonochromatic plane wave of f pw = 2000 Hz with propagation direction θ pw = 3π/2. The reproduced wave field without spatial sampling artifacts is depicted in Figure 5b .
In order to illustrate the spatial energy distribution of the spatial sampling artifacts we additionally computed the reproduced aliasing-to-signal ratio (RASR). The RASR is defined as the energy ratio of the reproduced aliasing contributions (respectively the spatial sampling artifacts)a nd the desired wave field [23] with varying (temporal)bandwidth of the reproduced wave field. Note that the percep- tual relevance of the RASR is not clear.W eu se it due to the lack of an alternative.
In general, the RASR will depend on the desired wave field and the receiverposition. The RASR is zero (−∞ dB) for artifact-free reproduction. Figure 4s hows the RASR for the above described reproduction scenario. In this case, the considered frequencyrange is 0-2000 Hz.
The presented results showt hat the RASR depends on the receiverp osition: The closer the receiverp osition is to the center of the secondary source array,t he lower is the energy of the spatial sampling artifacts. Further investigation of the RASR reveals that the higher the temporal bandwidth of the plane wave is, the more energy is contained in the spatial sampling artifacts of the reproduced field and the smaller gets the disc around the center where only lowartifacts are apparent for agiven frequencyrange.
The spatial sampling artifacts are illustrated in Figure 3b .For the relatively lowfrequencyof2000 Hz already ac onsiderable amount of aliasing occurs. The amount of aliasing increases further with the frequency. Since a closer loudspeaker spacing (and therefore preferable spatial sampling properties)t han simulated is hardly feasible in practical implementations, it has to be noted that sound reproduction in the full audible bandwidth (far beyond 15 kHz)c an not be accurately accomplished due to severe spatial sampling artifacts. There are indications that the human ear is not very sensitive towards this type of artifacts when stationary situations are considered. Results obtained in the context of wave field synthesis showt hat spatial aliasing artifacts are perceiveda sar ather subtle though audible timbral coloration [25] . However, it is not clear howthis perceivedcoloration is related to the RASR and therefore no conclusion can be drawn from Figure 4at this stage.
Truncation error
In this section, we investigate the consequences that the truncation of the spatial bandwidth of the driving func- tion introduced in (26) implies. Note that the findings in this section are derivedi ndependently from spatial sampling artifacts. Ford iscrete loudspeaker setups, both artifacts combine. Forc onvenience, we stay in twod imensions. An extension of the following derivation to three dimensions can be found in [26] .
Rewriting (7),weyield
as Fourier series expansion of at wo-dimensional wave field [10] . The normalized field truncation error as defined in [26] (26), M should be chosen equal to or smaller than (L − 1)/2f or odd numbers of loudspeakers L and accordingly for even numbers in order to prevent overlapping in the angular spectrum when a discrete loudspeaker setup is considered. The normalization in (32) takes place with respect to the absolute value of the plane wave expansion |P (ω)| of the full-bandwidth wave field at r = 0integrated along the unit circle. Note that for plane waveswith unit amplitudē P (ω) = 1.
It can be shown that
holds for the integrand in (32) ,provided that the truncation order is chosen as [26] 
In the above, η ≈ 0.16127, Δ is an integer and equal to or larger than 0, and · denotes the integer ceiling function.
Equations (33) and (34) state that the upper bound of the relative truncation error is 16.1% once M equals the critical threshold erω/2c .F or higher M,t he relative truncation error decreases at least exponentially as M increases [26] .
Forsound field reproduction purposes, this implies that am inimum truncation order and thus implicitly am inimum number of loudspeakers can be determined for a givenf requency ω and ag iven disc of radius r,a bove which the relative truncation error decreases at least exponentially as the number of loudspeakers and the truncation order are increased. In order to determine guidelines for the design of sound field reproduction systems, the remaining question to be answered is which amount of truncation error is tolerated by the human ear without making the perception distinguishable from full spatial bandwidth.
Forthe setup from Figure 3 , i.e. r 0 = 1.5mand L = 56, the frequencyuptowhich (34) is fulfilled is approximately 700 Hz. Recall that the entire audible bandwidth significantly exceeds 15 kHz. Therefore, severe truncation errors have to be expected for aloudspeaker setup comparable to the one considered here.
Af undamental property of the truncation error to note is its dependencyboth on the frequencyaswell as on the receiverp osition. This circumstance is illustrated in Figure 5f or ac ontinuous circular distribution of secondary line sources with ar adius of r 0 = 1.5mwhen reproducing monochromatic plane waveso fd i ff erent frequencies. The spatial bandwidth of the driving functions and therefore of the reproduced wave field is limited to the interval [−27; 27] . It can be seen that aconsequence of truncation of the spatial bandwidth is the fact that the region of accurate reproduction concentrates around the center of the array with increasing frequency. In certain locations outside the region of accurate reproduction the amplitude of the reproduced wave field is relatively low. This follows directly from the properties of the involved Bessel and Hankelfunctions.
In other words, for broadband signals higher temporal frequencies are significantly attenuated with increasing distance of the receiverposition from the center of the array in some directions. Thus, the sound color of the reproduced wave field drastically changes.
Rendering techniques

Model-based reproduction
In model-based reproduction virtual acoustic scenes are reproduced. The involved wave fields are described analytically.T able Igives abrief summary of the most common employed source models. Of course, the source models apply both to the virtual as well as to the secondary sources.
Table Ia lso features the expansion coefficientsC m n (ω) Λ m n (x s )ofvirtual complexsources. These complexsources can be both directional and/or spatially extended sources. Their spatio-temporal transfer function is typically described by the expansion coefficientsC m n (ω)assuming that the source is situated in the origin of the coordinate system. In order to yield the expansion coefficients of an arbitrary source position x s ,a ppropriate translation and rotation of the coefficients have to be applied. This operation is indicated in Table Ibythe operator Λ m n (x s ). Details can be found in [27] .
Note that an alternative approach to the reproduction of virtual complexsources is presented in [28] . However, this approach is rather pragmatic and is per se an approximation. We are therefore in favorofconsequently staying in the presented framework and describing virtual complex sources as indicated in Table I. As pecial situation arises when av irtual sound source is positioned inside the secondary source distribution. The properties of the virtual source'swavefield makeitimpossible to reproduce the wave field correctly overthe entire listening area [29] . The reproduced wave field is only correct inside asphere resp. adisc with aradius equal to the distance of the virtual source from the coordinate origin. Outside this sphere/disc, severe degradations of the wave field occur,m ost notably as trong boost of lowf requencies [29] . In this situation, it is favorable not to reproduce av irtual source butaf ocused wave field [30] . This focused wave field then exhibits the far-field radiation characteristics of the intended virtual source in one half space. This half space can be freely chosen with the only restriction that its boundary has to contain the intended virtual source'sposition. See [30] for details.
Data-based reproduction
The reproduction capabilities of the presented approach (asthose of the alternative approaches)are not restricted to virtual sound sources. Appropriately captured wave fields can be recreated as well. In the latter case, the desired wave field is described by the expansion coefficients of the captured one. Athorough treatment of the properties and limitations of the capturing approaches can be found e.g. in [4, 31] .
The accurate capturing of asound field requires the synthesis of higher microphone directivities than are available from traditional first order microphones. This can be accomplished by employing microphone arrays. Due to the secondary source geometry considered here, spherical microphone arrangements are the most preferable choice. Theycan provide equal properties for all angles of sound incidence. The spherical wave spectrum of the captured sound field (confer to (35))and therefore its spatial encoding can be obtained from the microphone signals. However,due to current practical limitations, only afew lower order expansion coefficients can be obtained.
Spatial en-/decoding
The spatial wave field encoding and decoding procedure outlined in this section wasi ntroduced in the context of Ambisonics [2] . The encoding procedure yields ar epresentation of asound scene which is independent from the loudspeaker geometry and allows for the storage and transmission of the sound scene. The decoding procedure yields the loudspeaker driving signals for an encoded scene for ag iven loudspeaker distribution. Note that both modelbased and data-based sound scenes can be encoded.
Awavefield to be reproduced can be spatially encoded when it is known on asphere with radius r ref and when the number of its expansion coefficients is limited: It is not advisable to store the coefficientsP m n (ω)( confer to (5)), since theyd iverge at lowf requencies for all expansion orders n = 0 [ 29] . When the reference radius r ref is considered in the decoding process as
exemplarily with aspherical array,the reproduction can be properly accomplished.
In certain situations, the involved wave field expansions have limited validity.WhenG 
The reproduced wave field is then per se only accurate inside the sphere respectively the disc with aradius equal to the smaller of r ref and r G .Note that the zeros arising in the denominator in (37) limit its applicability [10] . Inside this sphere, the encoded wave field may not contain sound sources. The extrapolation in forward direction, i.e. when r G respectively r 0 are smaller than r ref ,does not pose further theoretical restrictions. When r G resp. r 0 is larger than r ref ,the description of the captured wave field has to be extrapolated in backward direction to r 0 resp. r G . This does not pose theoretical restrictions either as long as the encoded wave field does not contain sound sources (direct ones or indirect ones likereflecting bodies)i nside the sphere with radius r 0 resp. r G .Ifitdoes so, the same issues arise as with the reproduction of virtual sound sources inside the secondary source array described in section 6.1.
Plane wavesa ss econdary source wave fields
As pecial type of driving function arises when the loudspeakers are arranged on acircle and are assumed to be far enough away from the center of the array,that their sound fields can be modeled as plane wavest here. If av irtual plane wave is intended to be reproduced, then the driving functions are simple amplitude weights. In that case, no delaying or spectral filtering of the audio signals is necessary.T his procedure is the basic Ambisonics approach proposed by Gerzon e.g. in [33] .
Note howevert hat the reproduced wave field strongly departs from the desired plane wave when the receiver movesa wayf rom the center of the array.E vent here, the wave field exhibits ac onsiderable curvature for typical radii of loudspeaker arrangements of af ew meters. The reproduced wave field appears to originate from ap oint source situated on the contour of the loudspeaker array [29] . Especially for systems employing alarge number of loudspeakers and driving functions that include high expansion orders, the vast part of the energy of the driving function is concentrated in the vicinity of the resulting virtual point-likesource.
Confer to Figure 6 . It depicts the wave field P (x,ω)reproduced by the loudspeaker system from Figure 3driven by the appropriate amplitude panning driving functions, i.e. weights.
The extension of the traditional Ambisonics approach which models the loudspeakers' sound fields as finite distance sources has been termed near-field compensated Ambisonics [29] . Here, the term near-field describes the sound field of anys ource which is closer to the point of observation than infinity.
Conclusions
In this paper,acomprehensive treatment of sound field reproduction using circular and spherical loudspeaker distributions wasp resented. The formulation of the approach assumes ac ontinuous distribution of secondary sources on which sampling is performed to yield the actual loudspeaker driving signals for ag iven loudspeaker setup. This strategy enables an analytical derivation of the loudspeaker driving signals and thus also of the reproduced wave field which facilitates the investigation of the properties of the latter.I nt he case of av olume enclosed by the secondary source distribution, the formulation lead directly to the simple source approach, thus providing the physical justification for the presented approach to recreate arbitrary source-free wave fields. Circular secondary source arrangements impose artifacts on the reproduced wave field, notably an incorrect amplitude decay and subtle spectral alterations. The reproduced wave field is then only correct in the center of the loudspeaker array.
We presented ad etailed treatment of both application alternatives, i.e. model-based and data-based reproduction (the reproduction of virtual respectively captured sound scenes). In the case of the virtual scenes, strategies to handle arbitrary virtual source types, notably point sources, plane sources, and complex( i.e. directional and spatially extended)sources were presented. In the case of the reproduction of captured sound scenes, aintroduction to recording approaches wasg iven as well as ad escription of the procedure of processing arecording in order to adapt it to agiven loudspeaker setup.
Contrary to most common approaches, the reproduction is not limited to the employment of secondary monopole sources.
The entirely analytical property of the presented approach facilitates the investigation of the consequences of an insufficient loudspeaker layout which occurs in real world implementations (e.g. spatial sampling). Furthermore, costly numerical algorithms (ase.g. in [3, 7, 5, 6, 8] ) are avoided. Although not provens of ar,t he present approach can be assumed to be significantly beneficial in terms of the involved computational complexity.F irstly, the procedure to findthe driving functions can be assumed to be more efficient in the analytical approach presented here. And secondly,i nm odel-based reproduction ap ure delay can be extracted from the secondary source driving function [34] . This is not the case in numerical methods resulting in significantly longer filters.
Finally,there are no stability issues for incomplete loudspeaker setups as in the traditional approach.
