Abstract. We study the problem of Diophantine approximation on lines in C 2 with numerators and denominators restricted to Gaussian primes.
Introduction
The problem of Diophantine approximation in Gaussian integers has received a lot of attention especially after D. Sullivan's famous paper [9] in which he proved an analogue of Khintchine's theorem for Gaussian integers and, more generally, for imaginary quadratic fields. Despite significant progress in the study of Diophantine approximation on manifolds and lines, there has not been any work which deals with the problem of approximating by Gaussian integers in this particular context, though. However, the problem of approximating (almost all) points on a line in C n which passes through the origin using Gaussian integers can be handled using a variation of an argument due to Beresnevich, Bernik, Dickinson, Dodson [4] . For more details, the reader is referred to a survey [6] by A. Ghosh on Diophantine approximation on affine subspaces which provides a convenient collection of results in this area, including the following one on Diophantine approximation on lines in R 2 with prime constraints due to Ghosh and the author of the present paper [2] . Theorem 1.1. Let ε > 0 and let c > 1 be an irrational number. Then for almost all positive α, with respect to the Lebesgue measure, there are infinitely many triples (p, q, r) with p and r prime and q an integer such that 0 < pα − r ≤ p −1/5+ε and 0 < pcα − q ≤ p −1/5+ε .
In [3] , this result was extended to lines in higher dimensional spaces. In this paper, we prove the following analogue of Theorem 1.1 for lines in C 2 , where the exponent 1/5 is replaced by 1/12. Theorem 1.2. Let ε > 0 and let c ∈ C \ Q(i). Then for almost all α ∈ C, with respect to the Lebesgue measure, there are infinitely many triples (p, q, r) with p and r Gaussian primes and q a Gaussian integer such that |pα − r| ≤ |p| −1/12+ε and |pcα − q| ≤ |p| −1/12+ε .
We note that an inhomogeneous analogue of Theorem 1.2 can be established by minor modifications of the arguments in this paper. For simplicity, we here consider only the homogeneous case of a line passing through the origin.
The structure of our proof resembles that of Theorem 1.1, but the technical details are more involved. In particular, a slight extension of a new result by the author [1] on Diophantine approximation of numbers in C \ Q(i) by fractions of Gaussian integers with Gaussian prime denominator plays a significant role in this paper.
We note that the work in [2] , in which Theorem 1.1 was established, was motivated by work of G. Harman and H. Jones [7] on a similar problem about restricted Diophantine approximations to points on a curve. They proved the following result. Theorem 1.3. Let ε > 0 and τ > 1. Then for almost all positive α there are infinitely many p, q, r, all prime, such that
The complex analogue of Theorem 1.3 for τ ∈ N \ {1}, in particular the case τ = 2 of the complex parabola, would certainly be a very interesting problem to consider as well.
Conventions.
(1) Throughout the sequel, we shall assume that 0 < |c| ≤ 1 in Theorem 1.2. The case |c| > 1 can be treated similarly, by minor modifications of the method. (2) Throughout this paper, ε is a small enough positive real number.
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A Metrical approach
Our basic approach is an extension of that in [2, section 2] (see also [3, section 2] ) and has its origin in [7] . We first establish the metrical lemma below. Our proof follows closesly the arguments in [7, Proof of Lemma 1] . Throughout the sequel, we denote by µ(C) the Lebesgue measure of a measurable set C ⊆ C and we write
Lemma 2.1. Let S be a subset of the positive integers. Assume that A and B are reals such that 0 < A < B and let M := D(A, B). Let F N (α) be a non-negative real-valued function of N, an element of S, and α, a complex number. Let further G N and V N be real-valued functions of N ∈ S such that the following hold.
There is a positive constant K such that, for any measurable set C ⊆ M and any N ∈ S,
Then for almost all α ∈ M, we have lim sup
Proof. We write
on a subset of M with positive measure. Then there must be a set A ⊂ M with positive measure and a constant c < 1 with lim sup
By the Lebesgue density theorem, for each ε > 0 there are a, b,
and hence
where arg(α) = θ and |α| = R. So if
then, in view of (3) and (6) , it follows that lim sup
This contradicts (4) and so completes the proof.
Now let F N (α) be the number of solutions to (1) with |p| ≤ N and for 0 < A < B let
where C > 0 is a suitable constant only depending on c. In the remainder of this paper, we will prove the following.
Theorem 2.2. There exists C = C(c) > 0 and an infinite set S of natural numbers N such that the following hold.
(i) Let 0 < A < B be given. Then for all a, b, γ 1 , γ 2 with A ≤ a < b ≤ B and −π < γ 1 < γ 2 ≤ π we have
if N ∈ S and N large enough.
(ii) Let 0 < A < B be given. Then there exists a constant K = K(A, B) such that, for every α ∈ C with A ≤ |α| ≤ B, we have
Together with Lemma 2.1, this implies Theorem 1.2.
Results on Gaussian primes in sectors
In this section, we provide two results which are related to the distribution of Gaussian primes which are of key importance in this paper. By π(P 1 , P 2 , ω 1 , ω 2 ), we denote the number of primes in D(P 1 , P 2 , ω 1 , ω 2 ). The prime number theorem for Gaussian primes in sectors due to Kubylius [8] implies the following.
Further, for δ > 0 and c ∈ C we denote by π(P 1 , P 2 , ω 1 , ω 2 ; δ, c) the number of Gaussian primes p contained in D(P 1 , P 2 , ω 1 , ω 2 ) such that
and by π * (P 1 , P 2 , ω 1 , ω 2 ; δ, c) we denote the number of Gaussian primes p contained in
We have the following. 
Proof of Theorem 3.2. Theorem 3.2 is a generalization of Theorem 10.1 in [1] , in which the same result was proved for the special case when P
The proof of Theorem 3.2 above goes along the same lines. We indicate in the following which alterations need to be made.
In section 3 in [1] , the sets A and B need to be replaced by for someỹ, y ∈ R with 0 <ỹ < y,ω 1 ,ω 2 ∈ R withω 1 <ω 2 ≤ω 1 + 2π and κ ∈ C. These are the same linear exponential sums as in section 7 in [1] with the extra condition that m lies in a sector. The same splitting argument as in section 7 applies in this more general situation and leads to the same estimates. The rest of the proof is similar as before, where P 
Proof of Theorem 2.2(i)
We set S := {M 1 , M 2 , ...}. and suppose that N ∈ S. Further, we write B ∆ (a) := {x ∈ C : |x − a| ≤ ∆} and denote by G be the set of Gaussian primes. Let
where η := |p| ε−1/12 . Then
Set
and
Our strategy is to split the summation over p on the right-hand side of (7) into summations over sets of the form D(P, MP, ω, ω + 2π/L) with MP ≤ N and derive lower bounds. Clearly,
with
where
which latter is equivalent to q ∈ B |η ′ c| (rc), then
Here we use our condition that 0 < |c| ≤ 1. Also, for all p ∈ D(P, MP, ω, ω + 2π/L),
We thus have
where N(P, ω) counts the number of (p, q, r)
We note that 1 4
Using Theorem 3.1, the number π(P, MP, ω, ω + 2π/L) of Gaussian primes p ∈ D(P, MP, ω, ω + 2π/L) is bounded from below by
The number of (q, r)
equals π(MP a, P b, γ 1 + ω + 2π/L, γ 2 + ω; δ, c) and is, by Corollary 3.3, bounded from below by π(MP a, P b,
Combing (9), (11), (12), (14), (15), (16), (17) and (18), we obtain
for some constant C = C(c) > 0 if N ∈ S and N → ∞. By splitting the interval [1, N) into intervals of the form (P, MP ] = (N/M k , N/M k−1 ] and summing up, it follows from (19) that
L log 2 N if N ∈ S is large enough, where for the last line, we have used (8) and A ≤ a < b ≤ B.
Splitting the interval (0, 2π] into intervals of the form (
if N is large enough. Combining this with (7) completes the proof of Theorem 2.2(i).
Proof of Theorem 2.2(ii)
5.1. Sieve theoretical approach. We extend the treatment in [2, section 5] (see also [3, section 4] ), which has its origin in [7] , to the situation in Z where ℜ(z) is the real part and ℑ(z) is the imaginary part of z ∈ C, and for x ∈ R, ||x|| denotes the distance of x to the nearest integer. We further define
if z ∈ C and ||z|| < 1/2, wheref (x) is the integer nearest to x ∈ Z + 1/2. First, we split the interval (0, N] into dyadic intervals (P/2, P ] with P := N/2 k , k = 0, 1, 2, .... Then we write (20)
It follows that
where G 2 is the set of products of two Gaussian primes. We bound ♯ G 2 ∩ A N/2 k (α) from above using a simple two-dimensional upper bound sieve in the setting of Gaussian integers, which is obtained by a standard application of the Selberg sieve in the setting of Gaussian integers.
Lemma 5.1. Let N be a subset of the Gaussian integers and
2 ) the number of n ∈ N satisfying (23) such that f 1 (n) and f 2 (n) are both Gaussian primes. Then for any X > 0 and ε > 0,
as P → ∞, where C(ε) is a constant depending only on ε.
Here we consider the case when
f 1 (n) = n and f 2 (n) = f (nα). We write S P (α;
equals the number of n ∈ Z[i] with P/2 < |n| ≤ P such that
Heuristically, S P (α;
. Therefore, we write
Then, applying Lemma 5.1 gives
Hence, by (22), to establish the claim in Theorem 2.2(ii), it suffices to show that
as N → ∞ and N ∈ S.
Fourier analysis.
Throughout the sequel, we assume that (21) is satisfied. We use Fourier analysis to express E P (α; d 1 , d 2 ) in terms of trigonometrical polynomials. We have
Next, we approximate the function ψ(x) by a trigonomtrical polynomial using the following lemma due to Vaaler.
Lemma 5.2 (Vaaler).
For 0 < |t| < 1 let
Fix a natural number J. For x ∈ R define
Then σ(x) is non-negative, and we have
for all real numbers x.
Proof. This is [5] , Theorem A6.
Let
Then from Lemma 5.2, using 1 j · (e(jx) − e(−jx)) ≪ x for any j ∈ N and x ∈ R, we deduce that
For the last line of (30), we have used the elementary bound for the error term in the Gauss circle problem, namely
In the following, we will prove that
In view of (20), (26), (29) and (30), this suffices to prove (28) and therefore establishes the claim of Theorem 2.2(ii). We first bound F P (α; d 1 , d 2 ) for individual α, using the following result from [1] .
Lemma 5.3. Let κ ∈ C and 0 <x < x. Then
Proof. This is (31) in [1] .
5.3. Average estimation for F P (α; d 1 , d 2 ). To bound the double integral on the lefthand side of (31), we now use the following lemma.
Lemma 5.4. Let z ∈ C and Y > 0. Then
Proof. By change of variables, we have
Changing from polar to affine coordinates, and using Cauchy-Schwarz, we get Putting everything together proves the claim. from which (31) follows using (20) and (29). This completes the proof of Theorem 2.2(ii).
