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1. Introduction
In this paper we deal with tridiagonal symmetric sign-patterns. A pattern of this kind may be
written as
 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
s1 r2
r2 s2 r3
r3 s3 r4
r4
. . .
. . .
. . . rn
rn sn
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(1)
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with entries in {+, -, o}, and nonspecified elements equal too. Below, only symmetricmatriceswill be
considered. The inertia of a symmetric real matrix A is the pair (πA, νA), where πA [νA] is the number
of positive [resp., negative] eigenvalues of A (multiplicities counted). Given a symmetric sign-pattern
, S() denotes the set of all symmetric real matrices having the symmetric sign-pattern . The
inertia set of a symmetric sign-pattern, denoted In(), is the set of inertias of matrices in S(). The
determination of In() is in general a very difficult problem that has been solved only for very special
kinds of patterns.
In this paper, we fix any pattern like  and determine the corresponding inertia set In(). Partial
answers to this problemhave been obtained in [11,10], and [18] solves the problem in case the diagonal
signs are all nonnegative. For inertia sets of other simple patterns see [7,18,8,16].
In Section 2, we introduce the main result of the paper; Section 3 is devoted to a study of sign-
sequences to collect material for the proof of themain result, and also presents a purely combinatorial
approach to the concept of “pattern requiring unique inertia” that was presented in [11]. Section 4
completes the proof of the main theorem, Section 5 contains some consequences and comments, and
a short note on unique inertia.
The problem treated here belongs to the so-called qualitative matrix theory, extensively explored
in the literature; we recommend [17], and [1] for the theory of sign-solvability of real linear systems,
involving concepts as sign-nonsingular matrices, L-matrices, S-matrices, etc. On sign-stability, sign-
quasistability, potential stability, check, e.g., [13,14]. For a recent concept of “criticality”, see [15].
Our results go in the same direction as [2–4,9,5], where a real symmetric [complex Hermitian]
matrix is partially prescribed, and one is asked to determine the possible inertias that can be achieved
by filling in the remaining entries according to some given restrictions. For example, in [2,5] some
submatrices are fixed, and the remaining part of thematrix is to be filled in subject to rank restrictions;
in [9] some entries are fixed in positions corresponding to a given graph, and we ask for conditions to
achieve a positive definite matrix, or a matrix with some prescribed inertia.
Our main result, Theorem 2.1, gives the inertia set of a general tridiagonal sign pattern as the
solution set, overZ2, of a system of linear inequalities, with integer parameters obtained from the sign
sequence of the pattern’s diagonal entries. This linearity, and the consequent convexity of the solution
sets, seem to be a leitmotif of this kind of inertial problems, as the reader may check in many results
involving inertia sets in several settings, from the very beginning of the story, e.g., [6,2–5,8].
With no further comment, a particular case of the so-called Sylvester law of inertiawill be applied,
namely: two real symmetric matrices A, B have the same inertia iff they are congruent, i.e., B = WAWT,
for some nonsingular real matrix W (see, e.g., [12]). We say that two symmetric patterns, ,′, are
congruent if, for any X ∈ S() there is X′ ∈ S(′) which is congruent to X , and vice-versa. So, two
patterns are congruent iff they determine the same inertia set.
If someof the signs ri areo, thepattern (1) splits into several smaller irreducible tridiagonal symmet-
ric sign-patterns. So, without loss of generality we only consider the irreducible case, i.e., we assume
that no ri is o. This being so, any matrix X ∈ S() is diagonally congruent to a matrix with 1’s in all ri
positions; so, the (irreducible) sign-pattern may be supposed to have +’s in all ri positions; in fact, we
shall assume, as we can, that our pattern has the precise form
TS =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
s1 1
1 s2 1
1 s3 1
1
. . .
1
1 sn
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (2)
Here, S denotes the diagonal sign-sequence S = (s1, . . . , sn), and the inertia set In(TS) will also be
denoted by In(S).
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2. The main theorem
Given a p-tuple of positive integers, K = (k1, . . . , kp), we define
h(K) = h(k1, . . . , kp) =
⌈
k1
2
⌉
+ · · · +
⌈
kp
2
⌉
. (3)
where x is the ceiling of x, i.e., the smallest integer x.
A sign-sequence like S = (s1, . . . , sn), of length n, will be represented in juxtaposed notation,
namely, S = s1s2 . . . sn. Given S, define the following
S+ is the sign-sequence obtained by replacing in S each o by +
S− is the sign-sequence obtained by replacing in S each o by - .
A +run of S [a −run of S] is defined as a maximal subsequence of consecutive + signs [resp., -
signs] of S. We define
m+(S) = h(lengths of the +runs of S+)
m−(S) = h(lengths of the −runs of S−)
ρ(S) = m+(S) + m−(S).
Obviously, when taking the lengths of the +runs (or −runs), repetitions are taken into account. Here
is an illustrative example:
if S is --++oo+oo-ooo
then S+ is --+++++++-+++
and S− is --++--+------ .
(4)
So S+ has two +runs, with lengths 7, 3, and therefore m+(S) = h(7, 3) = 6. S− has three −runs,
with lengths 2, 2, 6; som−(S) = h(2, 2, 6) = 5.
We say S = s1s2 . . . sn is of exceptional type (or just exceptional) if n is odd and all entries of S in
odd positions are zero. A more or less trivial consequence of [11, Theorem 4.5] is
S is exceptional iff all matrices with pattern TS are singular. In this case, the pattern requires the unique
inertia
(
n−1
2
, n−1
2
)
.
Our main result, which settles the non-exceptional case, is the following.
Theorem 2.1. Suppose that the sign-sequence S of length n is not of exceptional type. Then the inertia set
of the sign pattern TS is given by the integer pairs (π, ν) satisfying the inequalities
n − 1  π + ν  n (5)
m+(S)  π (6)
m−(S)  ν. (7)
3. Results on sign sequences
For the proofs, we need some more notations and concepts. The reverse of a given sign-sequence
S = s1s2 . . . sn is the sequence Sr = sn . . . s2s1. If L, R are (possibly empty) sign sequences, LR denotes
the concatenation of L and R; thus, L+R denotes L concatenated with + concatenated with R; it does
not mean a “sum” of L and R (analogously for L-R, L oR, etc.). We denote by O the sequence of n zeros
(n given by the context).
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Thewildcard character ∗ represents any sign in {+, -, o}, in the style givenby the followingexample
that denotes an arbitrary exceptional sequence
o∗o∗o∗ · · · o∗o (8)
where the ∗’s work as blank spaces to be filled in all 3 n−12 possible ways. If S is a sequence with entries
in {+, -, o, ∗}, its dual, denoted Sd, is obtained from S by interchanging the roles of + and -, and keeping
o’s and ∗’s invariant. We clearly have
In(Sr) = In(S) and In(Sd) = In(S)δ,
where In(S)δ denotes the set of all (ν, π) such that (π, ν) ∈ In(S). The dual of a statement about sign
sequences and inertias is the statement obtained by the above sign interchanges, and by replacing
each inertia pair (π, ν) by (ν, π). Very often, a statement is true iff its dual is true; this holds for all
results in this section.
For a given sign-sequence S, if s1 = +, the +head of S is the +run of S started with s1; if s1 = +,
the +head of S is empty; the +tail of S is defined as the +head of the reverse of S. The −head and the−tail of S are dually defined.
In the example (4), the −tail of S+ is empty, and the +tail of S+ is odd, i.e., has odd length. The+head and +tail of S− are even, because they are empty. If E is exceptional, as in (8), all +runs of E+
and all −runs of E− (including heads and tails) are of odd lengths.
Our first proposition, the proof of which is left to the reader, is a simple corollary of the following
obvious formula, where # denotes cardinality:
h(K) = k1+···+kp + #{odd entries of K}
2
.
Proposition 3.1. For a sign sequence S of length n:
m+(S) = n−#{- signs of S} + #{odd +runs of S+}2
m−(S) = n−#{+ signs of S} + #{odd −runs of S−}2
ρ(S) = n+#{zeros of S} + #{odd +runs of s+} + #{odd −runs of s−}
2
.
Proposition 3.2. Let L, R and S be (possibly empty) sign sequences. Then the following statements hold,
as well as their dual.
1. m+(LoR) = m+(L+R);
m−(LoR) = m−(L+R) + 1 iff the −tail of L−, and the −head of R− both have even lengths;
otherwise, m−(LoR) = m−(L+R).
2. m+(R)  m+(R◦), if R◦ is obtained from R by annihilating some of R’s entries.
3. m+(o∗R) = m+(R) + 1.
4. m+(+oR) = m+(-R) + 1 and m−(+-R) = m−(-R).
5. ρ(o+R) = ρ(++R) + 1.
6. ρ(+-R) = ρ(+oR).
The proofs of these statements are easy exercises, left to the reader. We shall use them frequently
in the sequel. The second part of item 1 needs a careful, though easy, verification of 4 cases. Item 2 is
a simple consequence of item 1, and other items may be seen the same way. Here is an application of
the above properties.
Theorem 3.3. Let n be even. The maximum of m+(S) is n/2. We have m+(S) = n/2 iff the - signs
of S (if any) occur in positions p1 < · · · < pt such that: for some k  0, p1, p2, . . . , pk are even, and
pk+1, pk+2, . . . , pt are odd.
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Let n be odd. The maximum of m+(S) is (n + 1)/2. We have m+(S) = (n + 1)/2 iff all - signs of S
(if any) occur in even positions. The maximum of ρ(S) is n + 1, and ρ(S) = n + 1 iff S is of exceptional
type; in this case, m+(S) = m−(S) = (n + 1)/2.
Note the convention used in case n even: if k = 0 [k  t], all - signs occur in odd [resp., even]
positions.
Proof. Clearly, the sequence O of n zeros satisfies m+(O) = m−(O) = (n+1)/2	. From Proposition
3.2(2), max{m+(S),m−(S)}  (n + 1)/2	.
Case of even n. Assume the condition on the pi is not true. There exist u < v such that pu is odd and
pv is even. We zero out all entries of S, except spu and spv , and call T the sign sequence so obtained. We
havem+(S)  m+(T). Clearly, T+ has no odd +run, and so Proposition 3.1 impliesm+(T) = n/2− 1.
This provesm+(S) < n/2.
Conversely, assume the condition on the pi is true. Let ri := pi − pi−1 − 1, for i = 1, . . . , t + 1
(convention: r0 = 0, rt+1 = n + 1. Clearly, the nonzero ri’s are the lengths of the +runs of S+, and all
the ri’s are odd numbers except one, namely rk+1. By Proposition 3.1,m+(S) = n/2.
Case of odd n. Suppose E is exceptional. Let us split E as E = LwR, with w a nonzero sign; then L
and R are exceptional; so Proposition 3.2(1) and its dual yieldm+(LoR) = m+(LwR). By induction we
may zero out all entries of E and getm+(E) = m+(O) = (n + 1)/2.
If S has nonnegative signs in all odd positions, and E is the exceptional sign-sequence obtained by
zeroing out all odd entries of S, then S+ = E+, and som+(S) = (n + 1)/2.
Conversely, assume S has a - entry in an odd position, say s2k+1 = -. Let L-R be obtained from S
by zeroing out all entries of S except s2k+1; then L, R are zero sequences of even lengths; so m+(S) 
m+(L-R) < m+(LoR) = (n + 1)/2. This finishes the proof of the m+ assertion.
The assertion about the maximum of ρ follows from the previous conclusion and its dual. 
We now consider the S such that ρ(S) = n. For n even, these are the S that maximize ρ , for odd n
they are the sign n-tuples that maximize ρ restricted to the non-exceptional n-tuples.
We say that a sign-sequence A = a1a2 . . . ak is weakly alternating if it is empty, or satisfies the
following
a1 is a nonzero sign, a1ai  0 if i is odd, and a1ai  0 if i is even.
Theorem 3.4. For a sign-sequence S of length n, ρ(S) = n if and only if S has the form
S = L∗A∗R, (9)
where some of the blocks, A, L∗, ∗R, may not exist, but when they exist, L and R are of exceptional type,
and A is weakly alternating. In these conditions, if n is even, m+(S) = m−(S) = n/2; if n is odd, and the
first entry of A is +, then m+(S) = (n + 1)/2.
The description of the sign-sequences (9) given above is equivalent to the following:
(a) In case n is even, S has no two positive [and no two negative] entries in ascending odd-even positions.
(b) For n odd, S is non-exceptional, no nonzero entries in odd positions have opposite signs, and there exist
no triple of + signs, and no triple of - signs in ascending odd-even-odd positions.
Remark 3.5. Assuming (9), as L∗ and ∗R have even lengths, the lengths of S and A have the same parity.
So, in case n is even, Amay be empty, and Smay be zero. In case n is odd, A is not empty, the first entry
of A is nonzero, and so S is not exceptional.
Proof that (a)–(b) imply S has the structure described under (9). For n odd, partition S as in (9), where
A is the sequence that starts [and ends] with the first [resp., the last] nonzero entry of S in an odd
position; clearly, (b) implies that A is weakly alternating. Here, L∗ [∗R] does not exist iff the first [resp.,
the last] entry of S is nonzero. Clearly L, R have odd lengths and, by definition of A, all entries of L and
R in odd positions of S (and thus in odd positions of L and R) are zero.
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Now let n be even. If S has no nonzero entry in an odd position, thenwe let A = ∅, and get S = L∗A,
with L exceptional. Otherwise, suppose that the first nonzero entry of S in an odd position is a + (the -
case goes in the same manner); partition S as in (9), where L is the largest possible exceptional left
section of S (clearly L∗ is empty iff S starts with +); and choose R as the largest possible exceptional
right section of S (note that all entries of R in even positions of S are o). Clearly, A starts with +, and (a)
implies that all entries of A in even positions are non-positive.
Let us get a contradiction from the assumption that A has a - in an odd position p of S; by (a) all
entries of S in even positions after p are o; by the maximality of R, these zeros belong to R (as o’s in
odd positions of R); so S = L∗A-R, where the - between A and R is in the referred p-th position; so
this position is outside A. This contradiction proves that A is weakly alternating.
Proof that an S as in (9) satisfies ρ(S) = n. We give a procedure to successively “eliminate” some
entries of S; to eliminate entries of S means to replace those entries by zeros without changing the
ρ-value of the sequences obtained along theway.We systematically use Proposition 3.2(1) taking into
account (in each case) that the string  on the left of each sign + to be eliminated satisfies: − has a−tail of odd length (and dually to eliminate a - sign).
Suppose the first nonzero entry of S occurs in an even position; then we may eliminate that entry.
We thus eliminate all entries in even positions, from left to right (2, 4, 6 . . . ) until we stop just before
the first entry of A (if A is nonempty; if A is empty, things are easier). Suppose the first entry of A is
+. We may successively eliminate all - signs of A, from left to right, because these signs lie in even
positions. By the same principle, we may eliminate all + signs in odd positions of A, except the first
entry of A. CallW the sign-sequence obtained after this procedure.
Nowapply the same treatment to the reverseWr , and call F the final outcomeof the elimination. If n
is even, F is the sequence of n zeros, because reversion interchanges odd and even positions; therefore
ρ(S) = n. If n is odd, F is a sequence with only one nonzero entry: a + at an odd position; therefore
ρ(S) = n.
Proof that ρ(S) = n implies (a)–(b). Let n be even. Suppose S does not satisfy (a), e.g., S has two
positive entries, si, sj , where i < j, i is odd and j is even. Let T be obtained from S by zeroing out all its
entries except si, sj . Then ρ(S)  ρ(T) and, by Proposition 3.2(1), ρ(T) < ρ(O) = n. So, in the even
case, ρ(s) = n implies (a).
Nowwe assume that n is odd and ρ(S) = n, and prove S satisfies (b). Assume there exist si positive,
and sj negative, with both i, j odd. Let T be obtained from S by zeroing out all entries except si, sj . Now,
zero out si to get U. By Proposition 3.2(1), ρ(S)  ρ(T) < ρ(U). This is impossible because U is not
exceptional.
We now get a contradiction from the assumption that S has a triple of + [-] in ascending odd-even-
odd positions, namely the positions i < j < k. All −runs of the resulting sequence have even lengths;
so, Proposition 3.2(1) tells that if we eliminate one of the remaining +’s we get a non-exceptional
sequence with ρ-value n + 1. This contradiction shows S satisfies (b).
The rest of the theorem is obvious. 
4. Proof of the main result
Proof. We denote byP(S) the set of integer pairs satisfying (5)–(6)–(7), and prove by induction in n that In(S) =
P(S). First of all we discard the cases n = 1, 2 as they are more or less trivial.
Case 1: s1 = 0. If we replace the third row [column] of TS by the third row [column] minus the first, we get the
pattern
⎡
⎢⎣
0 1
1 s2
⎤
⎥⎦⊕ T(s3s4 · · · sn).
Clearly, s3s4 · · · sn is not of exceptional type, otherwise S would be exceptional. The induction hypothesis implies
In(s3s4 · · · sn) = P(s3s4 · · · sn). Therefore
In(S) = (1, 1) +P(s3s4 · · · sn).
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So (π, ν) lies in In(S) iff
n − 3  π − 1 + ν − 1  n − 2 (10)
m+(s3s4 · · · sn)  π − 1 (11)
m−(s3s4 · · · sn)  ν − 1. (12)
By Proposition 3.2(3), we havem+(S) = 1+m+(s3s4 · · · sn), andm−(S) = 1+m−(s3s4 · · · sn). So (10)–(11)–(12)
is equivalent to (5)–(6)–(7).
Case 2: s1s2 = +- or s1s2 = +o. Let us pick any X ∈ S(TS), and let (x1, x2, · · · , xn) be the diagonal of X .
Let us add to the second row [column] the first row [column] multiplied by −1/x1. The new matrix Y has 0’s in
the positions (1, 2), (2, 1), and the diagonal is (x1, x2 − 1/x1, x3, · · · , xn). Clearly, x2 − 1/x1 is negative. So there
exists Y ∈ S([+] ⊕ T
-s3···sn ) congruent to X .
Conversely, the diagonal of any Y ∈ S([+]⊕ T
-s3···sn ) can be given the form (x′1, x′2 − 1/x′1, x′3, · · · , x′n) for real
x′i with the appropriate signs si , and sowe get X′ ∈ S(TS) congruent to Y . Therefore the two patterns are congruent,
and so In(S) = (1, 0) + In(-s3 · · · sn). As -s3 · · · sn is not of exceptional type, the induction hypothesis yields
In(S) = (1, 0) +P(-s3 · · · sn), i.e., (π, ν) ∈ In(S) if and only if
n − 2  π − 1 + ν  n − 1
m+(s2s3 · · · sn)  π − 1
m−(s2s3 · · · sn)  ν.
It is easy to see that m+(S) = m+(s2s3 · · · sn) + 1, and m−(S) = m+(s2s3 · · · sn). Therefore the system of
inequalities just above is equivalent to (5)–(6)–(7).
Case 3: s1s2 = ++. As in the previous case, pick any X ∈ S(TS), and transform it into X′ ∈ S([+] ⊕ Ts2···sn )
congruent to X , with main diagonal (x1, x2 − 1/x1, x3, · · · , xn). As x1, x2 > 0, the sign of x2 − 1/x1 may be +, -
or o, depending on the values of the xi . Therefore, X
′ belongs to the union
U := S([+] ⊕ T+s3···sn ) ∪ S([+] ⊕ T-s3···sn ) ∪ S([+] ⊕ Tos3···sn).
Conversely, for any Y ∈ U , the diagonal of Y may be written as (x′1, x′2 − 1/x′1, x′3, · · · , x′n), for appropriate choices
of the x′i with signs si; this produces, as we did in the analogous situation of case 2, a matrix in S(TS) congruent to
Y . Therefore,
In(S) = (1, 0) + [ In(+s3 · · · sn) ∪ In(-s3 · · · sn) ∪ In(os3 · · · sn)]. (13)
Wemay apply induction to the cases +s3 · · · sn and -s3 · · · sn, but os3 · · · sn may be exceptional or not. So we have
two subcases.
Subcase 3.1: os3 · · · sn is not exceptional. The induction hypothesis yields the following: (π, ν) ∈ In(S) if and
only if n − 1  π + ν  n, and one of the following systems holds:
⎧⎪⎨
⎪⎩
m+(+s3 · · · sn)  π − 1
m−(+s3 · · · sn)  ν
(14)
⎧⎪⎨
⎪⎩
m+(-s3 · · · sn)  π − 1
m−(-s3 · · · sn)  ν
(15)
⎧⎪⎨
⎪⎩
m+(os3 · · · sn)  π − 1
m−(os3 · · · sn)  ν
(16)
Clearly,
m−(os3 · · · sn) = m−(-s3 · · · sn) = m−(+s3 · · · sn) + α
m+(os3 · · · sn) = m+(+s3 · · · sn) = m+(-s3 · · · sn) + β ,
where α, β ∈ {0, 1}. This shows, in particular, that each solution of (16) is a solution of (14) and of (15). So (16) is
redundant, and we are left with just (14)∨(15). The shape in Z2 of the solution sets of (14) and of (15) is trivial to
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understand, and the union of these solution sets is closely related to the (integer) solution set of the system
⎧⎪⎪⎨
⎪⎪⎩
m+(-s3 · · · sn)  π − 1
m−(+s3 · · · sn)  ν .
(17)
The solution set of (14)∨(15) is the solution set of (17), except when α = β = 1; in this case, the integer solution
set of (14)∨(15) is the integer solution set of (17) with the point (π0, ν0) given by
π0 = m+(-s3 · · · sn) + 1, ν0 = m−(+s3 · · · sn)
excised. Suppose that α = β = 1. We have
π0 + ν0 = m+(os3 · · · sn) + m−(os3 · · · sn) − 1  n − 2
Therefore, (π0, ν0) violates n − 1  π + ν , and therefore does not lie in In(S). So In(S) is the integer solution set
of n − 1  π + ν  n together with (17). This subcase is done, because
m+(S) = m+(++s3 · · · sn) = m+(-s3 · · · sn) + 1
m−(S) = m−(++s3 · · · sn) = m−(+s3 · · · sn).
m+(++s3 · · · sn) = m+(-s3 · · · sn) + 1 andm−(++s3 · · · sn) = m−(+s3 · · · sn).
Subcase 3.2: os3 · · · sn is exceptional. Then n is even and S has the structure S = ++∗o∗o · · · ∗o. Wemay replace
S by Sr , the reverse of S, because In(S) = In(Sr), m+(S) = m+(Sr) and m−(S) = m−(Sr). Clearly, Sr is not
exceptional and starts with o. So we go back to case 1 and continue the induction procedure with Sr . So we are
done with case 3.
Wemay conceive similar proofs for the remaining cases, namely s1s2 = - +, s1s2 = - o and s1s2 = - -, because
they are dual to cases 2 and 3. 
5. Consequences and comments
5.1. Dual and reverse
Note that the dual Sd and the reverse Sr of an exceptional sequence are also exceptional. If Sd is the dual of S,
then TSd is congruent to −TS and it is a simple matter to check that Theorem 2.1 is self dual: the description of
In(Sd) is obtained from (5)–(6)–(7) by interchanging the roles of π and ν , and taking into account that
m+(Sd) = m−(S) and m−(Sd) = m+(S).
5.2. On the non-uniqueness of the form S = L∗A∗R
Suppose ρ(S) = n. As ρ(Sr) = ρ(S), S satisfies the conditions under (9) iff the reverse Sr also satisfies.Wemay
not have a unique decomposition of the kind described under (9). For n even, an extreme case is the zero sequence
O; the mid section A has to be empty, but all the following decompositions of O,
O = oR = Lo = L′ooR′
with L, R, L′R′ zero sequences of appropriate odd lengths, satisfy the conditions under (9); another example is
+o+o · · · +o, of length 2k, which has k+1 possible decompositions like (9), all of the kind A+L; however, its reverse
has only one decomposition (9), namely L+Awith A empty.
A natural try to make (9) unique, is to select a minimal weakly alternating A; this works well if S has at least
one nonzero entry in an odd position, because a unique minimal A exists and has a well-defined position inside S;
but it does not work well if A is empty, as our examples above show.
5.3. Dimensions of eigenspaces
Each symmetric real matrixM of order n gives rise to a uniquely determined orthogonal decomposition
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n = E+M ⊕ E−M ⊕ E0M,
such that the restrictions of v → Mv to E+M , E−M , and E0M are, respectively, positive definite, negative definite, and
zero. In fact, E0M is the eigenspace of 0, and E+M [E−M ] is generated by the eigenvectors of M associated to positive
[resp., negative] eigenvalues. According to the main result 2.1, we have:
Theorem 5.1. Let TS be as in (2). Then E0M has dimension 0 or 1. For M running over the symmetric real matrices of
sign pattern TS:
(a) The minimum dimension of E+M is: m+(S) if S is not exceptional; and is n−12 if S is exceptional.
(b) The maximum dimension of E+M is n − m−(S).
(c) dim E0M = 0 for all M iff ρ(S) = n (cf. Theorem 3.4, Remark 3.5).
(d) dim E0M = 1 for all M iff S is exceptional. 
5.4. Unique inertia
In our approach, ρ(S) is defined in combinatorial terms from S itself, and Theorem 3.4 was proven in this
context. Later on, we showed that ρ(S) = n is equivalent to the assertion that the pattern TS in (2) requires rank
n (and therefore unique inertia). In [11, Theorem 3.5] the reader will find a characterization of symmetric patterns
that require unique inertia, and [11, Theorem 4.5] treats the case of arbitrary trees; as paths are trivial examples
of trees, it is expected that all the different characterizations of symmetric tridiagonal patterns requiring unique
inertia are easy consequences of [11, Theorem 4.5]. As a matter of fact, [11, Theorem 4.5] implies, in particular, that
a pattern TS in (2) requires singularity iff TS has, in the language of [11], no composite cycle of length n; and this is
obviously equivalent to S being exceptional. Moreover, if n is even, [11, Theorem 4.5] says that TS requires rank n iff
there exists a composite cycle of length n and all such cycles are of the same sign; the proof that this is equivalent
to (a)–(b) of Theorem 3.4 is a simple exercise. The paper [C. Fonseca, Czech.Math J., 56 (2006), 875–883] has [11]
in its references list but fails to acknowledge the contents of our last comment above. Note that the conditions
(a)–(b) of Theorem 3.4 are a rephrasing of the corresponding conditions (a)–(b) of [10, Proposition 3.3], plus their
dual. The extension of [10, Proposition 3.3] to the +/o/- case was guessed in [C. Fonseca, ibid.]; but the proofs, as
most proofs of that paper, are not satisfactory: they fail on logical grounds, especially those proofs concerning the
results just discussed, and that paper’s entire Section 4.
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