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Role of Anticausal Inverses in Multirate Filter- 
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P. P. Vaidyanathan, Fellow, IEEE, and Tsuhan Chen, Member, IEEE 
Abstract-In a maximally decimated filter bank with identical 
decimation ratios for all channels, the perfect reconstructibility 
property and the nature of reconstruction filters (causality, sta- 
bility, FIR property, and so on) depend on the properties of the 
polyphase matrix. Various properties and capabilities of the filter 
bank depend on the properties of the polyphase matrix as well as 
the nature of its inverse. In this paper we undertake a study of the 
types of inverses and characterize them according to their system 
theoretic properties (i.e., properties of state-space descriptions, 
McMillan degree, degree of determinant, and so forth). We 
find in particular that causal polyphase matrices with anticausal 
inverses have an important role in filter bank theory. We study 
their properties both for the FIR and IIR cases. Techniques 
for implementing anticausal IIR inverses based on state space 
descriptions are outlined. It is found that causal FIR matrices 
with anticausal FIR inverses (cafacafi) have a key role in the 
characterization of FIR filter banks. In a companion paper, these 
results are applied for the factorization of biorthogonal FIR filter 
banks, and a generalization of the lapped orthogonal transform 
called the biorthogonal lapped transform (BOLT) developed. 
I. INTRODUCTION 
HE M-channel maximally decimated analysidsynthesis T system of Fig. l(a) has been studied extensively and used 
in a number of applications. Extensive references can be found 
in [2]-[ll]. It is known (e.g., pp. 230-234 of [8]) that this 
can be redrawn as in Fig. l(b), where E(z) and R(z) are 
the polyphase matrices of the analysis and synthesis bank, 
respectively. This system has the perfect reconstruction (PR) 
property if i ( n )  = $(.).I This is equivalent to the requirement 
R(a)E(z) = I, that is, 
Thus, as is well-known, the perfect reconstruction problem in 
an M channel uniform filter bank is related to the invertibility 
of the polyphase matrix E(z). Several classes of filter banks 
have been developed in the past, depending on the nature of 
E(z) and its inverse. For example, an FIR filter bank is one 
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' In many applications, for example subband coding, there are quantizers 
following the decimators, but in this paper, we are not concerned with them. 
where E(z) and its inverse are FIR. Further examples are as 
follows: 
FIR filter banks where the polyphase matrix E(z) is a 
cascade of constant nonsingular matrices separated by 
delays (Fig. 2). Here, E(z) is causal and its inverse 
anticausal [121, [131. 
FIR paraunitary filter banks 161 where E(z) is unitary 
on the unit circle and R(ej") = Et(ej") (transposed 
conjugate). When E(z) is causal, it can be expressed as 
the cascade in Fig. 2 with the matrices Ti constrained 
to be unitary. As in the first case, if E(z) is causal then 
the inverse is anticausal. 
FIRfilter banks where E(z) cannot be expressed as the 
cascade shown in Fig. 2.  An example is the second linear 
phase FIR PR system reported in [13] and reproduced 
in Prob. 7.3 of [8]. This is an example where E(z) is 
causal, but the inverse is neither causal nor anticausal. 
IIR paraunitaryfilter banks. In the IIR paraunitary case, 
if E(z) is causal and stable then its inverse has to be 
anticausal, if it has to be stable. For some special cases, 
techniques to implement such anticausal inverses with 
finite latency have been discussed before [ 141-[18]. 
Causal IIR filter banks where the analysis and synthesis 
filters are both causal and stable. These permit a delay 
between the input and output [19], [20]. 
Maximally decimated paraunitary filter banks are also or- 
thonormal filter banks, whereas more generally a maximally 
decimated PR filter bank is biorthogonal [ 111. The first and 
third examples above are not orthonormal but only biorthog- 
onal. The above results have appeared in the literature as 
specific instances of PR systems. 
There does not appear to be any literature in digital signal 
processing that gives a general treatment of inverses of transfer 
matrices and classifies them according to the type of inverse. 
In this paper, we do this, and derive system-theoretic charac- 
terizations for various cases. To give an example, we will show 
that a causal system has an anticausal inverse if and only if the 
so-called realization matrix is nonsingular (Theorem 5.1). We 
also show that a causal FIR system E( z )  has an anticausal FIR 
inverse if and only if the degree of the determinant is equal 
to the McMillan degree, that is [det E(z)] = where N 
is the McMillan degree of E(z). Both of these results will 
have applications: the first one in the stable implementation 
of an anticausal IIR synthesis bank and the second one in the 
characterization of a new class of FIR filter banks called the 
biorthogonal lapped transform (BOLT). 
1053-587W95$04.00 0 1995 IEEE 
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Fig. 2. 
inverse. 
Cascaded structure representing an FIR system with (anticausal) FIR 
In our discussions causal transfer matrices with anticausal 
inverses, especially CAusal Fir systems with AntiCAusaZ Fir 
Inverses (cafacafi) will play a crucial role. This is because 
essentially any FIR biorthogonal filter bank (with uniform 
decimation ratios) can be covered with polyphase transfer 
matrices of this type (Section I-A). 
In a companion paper [l], we will present applications of 
some of these results, for the case of FIR filter banks. For 
example we will consider the problem of factorizing cafa- 
c a j  systems into degree-one building blocks. In particular a 
complete characterization of the biorthogonal lapped transform 
will be presented. We will show examples of cafacaj systems 
that cannot be factorized into degree one systems. We also 
show that any causal FIR system E(z) with an FIR inverse 
can always be factorized as G,,,(z)Gc,,(z), where Gc,a(z) 
is causal FIR with anticausal FIR inverse, and G,,,(z) is 
causal FIR with causal FIR inverse. However, we will see that 
while causal FIR systems with anticausal FIR inverses can be 
factorized under some conditions, unimodular matrices often 
cannot be factorized into degree one systems. See Section I-B 
for a more detailed outline of this paper and sect. 1 of [ l ]  for 
a detailed road map of the companion paper. 
A. Causal LTI Systems with Anticausal Inverses 
In this paper, we will discuss the theory of causal linear 
time invariant (LTI) systems with anticausal inverses. It turns 
out that these systems have an important role in maximally 
decimated PR (i.e., biorthogonal) filter banks (both FIR and 
IIR). In fact essentially all FIR PR systems can be charac- 
terized with these systems. Furthermore, unlike FIR systems 
with arbitrary FIR inverses, the system-theoretic properties and 
factorability of these systems are more tractable and elegant. 
A causal p x T transfer matrix 
-03 
G(z) = z-"g(n) 
n=O 
is said to have an anticausal inverse if there exists an T x p 
transfer matrix 
0 -03 
n=-m n=O 
such that H(z)G(z) = I,. Thus, H(z) is the left inverse 
of G(z). We are mostly interested in the M x M case (i.e., 
p = T = M )  because in maximally decimated filter banks, 
the polyphase matrix E(x) is M x M .  For the nonmaximally 
decimated case, we have p > T with p representing the number 
of channels and T the decimation ratios. (The case p > T also 
finds application in convolutional codes [33]. FIR matrices 
with FIR inverses are of interest there because of the need 
to avoid catastrophic error propagation in the decoder.) The 
relevance and importance of causal systems with anticausal 
inverses depends on whether we are considering the FIR or 
the IIR case. 
1 )  Relevance in the Case of IIR Filter Banks: The idea of 
using an anticausal inverse in order to implement stable IIR 
filter banks is well-known, and was first proposed in [14] for 
image subband coding, where the inputs have finite length. The 
fact that IIR inverses can be implemented in an anticausal 
fashion, if their state variables are properly initialized was 
pointed out in [16]. A more general presentation was given 
in [18]. The (somewhat counterintuitive) result that such 
anticausal inversion for the IIR case can be performed even 
with infinitely long input sequences was pointed out in [17].' 
In Section 111-B, we will review these ideas in the most general 
setting of a state space formulation. 
2) Relevance in the Case of FIR Filter Banks: In an FIR 
filter bank, the polyphase matrices E(z) and R(z) are both 
FIR. In this case the PR condition (1) is satisfied if and only 
if E(z) has the property 
det E(z) = c z P J  (4) 
for some c # 0 and integer J .  An important problem in this 
context is the characterization or parameterization of all FIR 
transfer matrices E(z) having the above property. There has 
been some progress in. the past [21], and there are many FIR 
examples in the literature satisfying (4) (any orthonormal or 
biorthogonal FIR PR system is a valid example). However, 
the general characterization is still an open problem. 
Given an FIR PR filter bank with polyphase matrices E(x) 
and R(z) satisfying (l), suppose we define a new filter bank 
'Although it is true that an anticausal IIR filter G- l ( z )  with infinitely 
long input is in general unrealizable, it becomes realizable if its input is the 
output of its causal inverse G ( z ) .  
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with polyphase matrices El (z )  = z-'E(z) and Rl(z) = 
z'R(z), where I is an arbitrary integer. Then, the system is 
still FIR PR, with new FIR analysis filters ~ - ' ~ H k ( z )  and 
FLR synthesis filters zrA'Fk(z). For large enough I, we see 
that El(z) is causal, and its inverse Rl(z) is anticausal. The 
filter responses are unaffected except for a delay, and this 
does not affect important properties of the filter bank (e.g., 
energy compaction, coding gain, etc.). Thus, we can essentially 
chaacterize all FIR PR filter banks just by characterizing all 
causal FIR matrices with anticausal FIR inverses abbreviated 
as cafacafi. (It should be noticed, however, that because of the 
artificial insertion of z-' and z', any factorization we obtain 
for the new system is not necessarily a minimal factorization 
for the original system.) 
In contrast, the family of causal FIR transfer matrices 
with causal FIR inverses (i.e., unimodular matrices in 2-l) 
are not very useful in characterizing the class of all FIR 
PR filter banks. First, restricting the polyphase matrix to be 
unimodular results in a loss of generality; given a causal 
FIR system with arbitrary FIR inverse, we cannot in general 
multiply it with a delay z-' to obtain a causal FIR system 
with a causal FIR inverse. Furthermore, it is a simple fact 
that unimodular matrices cannot in general be factorized into 
degree-one unimodular building blocks (see example 2.1 of 
A subclass of FIR PR systems are FIR paraunitary filter 
banks (which correspond to orthonormal filter banks) where 
E(z)  is unitary on the unit circle, and Et ( l /z*)E(z)  = I 
(superscript dagger denoting transpose conjugation). For these 
systems, complete factorizations and characterizations have 
been found. See [8] for detailed discussions. In this case, the 
choice 
[I])). 
R(z) = E-'(z) = E t ( l / z * )  ( 5 )  
guarantees perfection reconstruction. Equation (5) shows that 
if E(z) is causal FIR the inverse is anticausal FIR. In terms 
of the coefficients of the analysis filters hk(n) and synthesis 
filters f k ( n ) ,  (5) is equivalent to the condition d ( n )  = 
h;(-n). In the TIR case this implies that if the analysis filters 
are causal and stable, the synthesis filters are either anticausal 
or unstable. In [ 161-[ 181, techniques for implementing stable 
anticausal inverses are discussed (see Section 111). 
The philosophy in this paper and the companion paper 
[ 11 is that by studying the more general class of cufucufi 
systems, of which paraunitary systems are special cases, 
we can characterize all FIR biorthogonal filter banks (with 
identical decimation ratio M in all channels). Study of cufucufi 
systems is more tractable than arbitrary FIR systems with 
FIR inverse, but at the same time it leads to very little loss 
of generality as we will show. As stated above, paraunitary 
systems are already special cases of cufucuj systems. One 
outcome of the proposed theory is the generalization of the 
lapped orthogonal transform (LOT) [22], [23], [3] to the 
biorthogonal case. This will be called the biorthogonal lapped 
transform (BOLT) and is essentially a first order cufucufi. In 
[ll, we will present a factorization theorem that covers all 
B. Muin Results and Paper Outline 
1) In Section 11, we introduce causal systems with anti- 
causal inverses. In the FIR case, the implementation of 
the anticausal inverse is trivial as long as we permit 
a finite latency between the input and the output (in 
this sense, it is not really anticausal!). In Section 111, we 
show that even in the IIR case, anticausal inverses can be 
implemented using the notion of state space descriptions. 
It is shown that such inversion is possible as long as we 
initialize the state variable of the inverse system prop- 
erly. The result holds ever1 with infinite duration input 
signals, and can be extended to time varying filter banks. 
2) In Section IV-A, we study FIR systems with FIR in- 
verses in terms of the Smith-form and Smith-McMillan 
form, which are well-known tools in system theory. 
We find necessary and sufficient conditions for FIR 
systems to have FIR inverses, anticausal FIR inverses, 
and so forth. In Section IV-B, we also indicate certain 
preliminary properties of the state space matrices for 
FIR systems, particularly those with different types of 
FIR inverses. 
3) In Section V-A, we study deeper properties of linear time 
invariant systems with anticausal inverses. We show 
that an anticausal inverse exists if and only if the so- 
called realization matrix of a minimal implementation 
is nonsingular (Theorem 5.1). We then specialize in 
Section V-B to the case of causal FIR systems with 
anticausal FIR inverses (cufucufi systems), and state 
the cufacufi property in terms of the Smith-McMillan 
form. We also show in Section V-B that for a causal 
FIR system G ( z )  having an FIR inverse, the inverse is 
anticausal if and only if the degree of [det G(z)]  is equal 
to the McMillan degree of G(z) .  Finally, in Section 
V-C, we study some properties of impulse response 
matrices, which are induced by the nature of the inverse 
transfer matrix (e.g., FIR, anticausal, etc.). 
In the companion paper [l], the results of this paper will be 
used to establish a number of results, some positive, some 
negative, and some inconclusive. For example we will show 
that arbitrary cufucu$ systems cannot in general be factorized 
into degree one building blocks, though any first order cufucu$ 
system (called BOLT) can be so factorized. See Sect. 1 of [l] 
for a detailed outline. 
C. Notations and Acronyms . 
1) Bold-faced quantities (and calligraphic characters such 
as R, U, V )  represent matrices and vectors. The notations 
AT,  A* and A t  represent, respectively, the transpose, 
conjugate, and transpose-conjugate of A.  The accent 
"tilde" is defined as follows: H(z) = Ht( l /z*) ;  thus 
if H(z)  = E, h(n)z-" then H(z) = E, ht(-n)z-". 
On the unit circle H(z) = Ht(z) .  
2) The M-fold decimator (1 M) has input output relation 
y(n) = s ( M n ) ,  and for the expander (t M) it is 
y(n) = z ( n / M )  when n = integer multiple of M and 
BOLT'S, and generates the LOT as a special case. zero otherwise [2], [8]. 
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x(n) ++ y(n)=x(- n) 
(a) 
TR H(z) TR t- -= +a+ 
(b) 
Fig. 3. 
into another LTI system using time-reversal operators. 
(a) Ideal time-reversal operator; (b) transformation of an LTI system 
An FIR filter bank is one for which all the analysis and 
synthesis filters are FIR. Equivalently the matrices E(z) 
and R(z) in Fig. 1 are FIR. 
Causality and anticausality. A signal x(n) is causal if it 
is zero for n < 0 and anticausal if it is zero for n > 0. In 
both cases the signal could be nonzero for n = 0. Causal 
and anticausal LTI systems have impulse responses that 
are causal and anticausal respectively (see (2) and (3)). 
The output y ( n )  of an anticausal system depends only 
on the input x(m) for m 2 n. 
Cafacaj systems. The phrase CAlrsal Fir system with 
AntiCAusal Fir Inverse arises many times in this paper 
and will be abbreviated as cafacafi. 
McMillan-degree versus order. The order of a causal 
rational transfer matrix G ( z )  is defined as the largest 
power of z-l in its expression, whereas the McMillan 
degree (often called just degree) is the smallest number 
of delays (z-l elements) with which we can implement 
the system. For example if G ( z )  = g(0) + z- 'g(l)  
with g(1) # 0 then its order = 1, whereas the degree 
equals the rank of g( 1) (see p. 667 of [SI). For anticausal 
systems, we define the order and degree in a similar 
way. For example, the degree is the minimum number 
of advance operators ( z  elements) required to implement 
the system. 
The ideal time-reversal operator TR (Fig. 3(a)) has the 
input output relation y(n) = z(-n) .  If we sandwich an 
LTI system with transfer function W ( z )  between two TR 
operators, the result remains LTI with transfer function 
H(z-') (Fig. 3(b)). Therefore, if H ( z )  is causal, the 
system in Fig. 3(b) is anticausal. 
11. CAUSAL LTI SYSTEMS WITH ANTICAUSAL INVERSES 
An r-input p-output LTI system is characterized by a p x r 
transfer matrix G(z). It has an inverse (left inverse to be 
precise) if there exits H(z) such that H(z)G(z) = I,. If 
p = T then the inverse H(z), if it exists, is unique in the z-  
domain. However, the inverse z-transform of H(z) may still 
not be unique. 
Consider the scalar example G ( z )  = 1 - az-' .  The inverse 
is H ( z )  = 1/(1- az-l), and has the causal impulse response 
h(n)  = a" l (n )  (where I(n) is the unit step) or the anticausal 
impulse response h(n) = --a"l(-n-l), depending on the 
region of convergence chosen for the z-transform [24]. Thus, 
an anticausal inverse exists in this case, even though there 
also exists a causal inverse. Unless a = 0, only one of these 
inverses is stable. 
In the above scalar example, the system G ( z )  is FIR and 
the inverse is IIR. In the matrix case, it is possible to have 
nontrivial examples of FIR matrices with FIR inverses. Here 
are three possible situations 
Example 2. I :  Causal FIR with causal FIR inverse (unimod- 
ular matrix in z- ' )  
G-'(z)  = [: y ]  - z- ' [ "  1 0 '  '1 
Example 2.2: Causal FIR with anticausal FIR inverse (cafa- 
ca$> 
Example 2.3: Causal FIR with mixed FIR inverse 
In each case, the inverse is unique in the z domain (since 
p = T = 2) as well as in the time domain (since the inverse is 
FIR). In all the examples, G(z )  is causal FIR and the inverse 
is FIR. 
A. Some Known IIR Anticausal Filter Banks 
There is a class of two-channel IIR filter banks called power 
symmetric filter banks (see sect. 5.3 of [SI). Here, the two 
analysis filters have the form 
where ao(z)  and a l ( z )  are stable allpass functions. If the 
synthesis filters are chosen as Fo(z)  = Ho(z)  and FI(z) = 
-HI ( z ) ,  then the analysis/synthesis system is free from alias- 
ing and amplitude distortions, and suffers only from phase 
distortion. An example of HO (2) satisfying the above form is a 
digital Butterworth or elliptic lowpass filter with specifications 
satisfying the power symmetric condition (see p. 21 1 of [SI). 
Fig. 4(a) shows the polyphase implementation of this system. 
It was proposed in [14] that if the synthesis bank is chosen 
as in Fig. 4(b), that is, the synthesis filters are chosen as 
then the system will have perfect reconstruction, i.e., the 
phase distortion mentioned above will also be eliminated. 
This follows from the fact that an allpass function a; ( z )  
satisfies &;(z )a ; ( z )  = 1. However, if a ; ( z )  are causal stable 
__- _I-. 
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- Analysts bank - - Modified synthesis bank - 
(b) 
Fig. 4. 
satisfying perfect reconstruction. 
(a) Power-symmetric analysis/synthesis system; (b) modified version 
allpass filters they have poles inside the unit circle and zeros 
outside. Therefore, & ( z )  has all poles outside the unit circle 
making them unstable unless the filters are implemented in 
an anticausal manner. It was shown in [16] that such an 
anticausal synthesis bank can indeed be implemented provided 
we appropriately transmit the state variables of the filter 
realizations in the analysis bank. In Section 111, we will present 
this in a more general context for arbitrary linear systems using 
the state space formulation. 
111. IMPLEMENTATION OF ANTICAUSAL INVERSES 
Consider an M-input M-output causal system with M x M 
transfer matrix G(z), and let the state space description of a 
minimal implementation be 
A B ~ ( n )  [x!(:)"] = [C D] [u(n)] (11) -
R 
so that G(z) = D + C(zI - A)-'B. We will assume that 
[det G(z)] $ 0 so that a unique inverse G-'(-z) exists. If 
this has an anticausal inverse z-transform, then we say that 
an anticausal inverse of G(z) exists. In general, this is not 
guaranteed (even if [det G(z)] $ 0). For example, 
has the unique causal inverse H(z) = [ - 1  ;], and there 
does not exist an anticausal inverse. In Sections V-A and 
V-B, we provide necessary and sufficient conditions for the 
existence of anticausal inverses. 
1 0  
[z-l 11 
1 
--z 
A. Finding and Implementing an Anticausal Inverse 
The matrix R in (11) is said to be the realization matrix 
of the implementation. If this is nonsingular, we can find an 
anticausal inverse, as we now show.3 For this, consider the 
causal system described by 
We will show later (Theorem 5.1) that if R is singular, then an anticausal 
inverse will not even exist. 
where 
The input and output of this system are denoted u ( 7 i )  and 
y(n), respectively, to distinguish them from (1 1). To find 
its transfer function in terms of (A, B, C, D), note that if 
we premultiply (12) with R and take z-transforms, we can 
eliminate the state vector x(n) to obtain 
U(z) = (c(z-~I - A ) - ~ B  + D) Y ( z )  
\ d Y 
G(.-1) 
so that Y ( z )  = [G(z-')]-'U(-z). In other words, the transfer 
function of the causal system (12) is given by H(z-l) 4 
[ G ( X - ~ ) ] - ~ .  This has a causal impulse response h(-n). Now, 
consider the scheme of Fig. 5(a). Here, the causal system (12) 
is sandwiched between the time-reversal (TR) operators. It 
therefore has the transfer function H(z) = [G(z)]-' indeed 
(compare with Fig. 3(b)), and its anticausal impulse response 
is h(n). Fig. 5(b) shows an equivalent representation of this 
system, where we have used zI instead of z-lI, thereby 
eliminating the TR operators. Finally Fig. 5(c) shows the 
internal details of the system of Fig. 5(a). 
Fig. 5(b), we see that the transfer function of the inverse 
can be written as 
(14) 
which should be compared with the transfer function of ( 1  I ) ,  
which is G(z) = D + C(z1 - A)-'B. The eigenvalues of 
A are the poles of G(z) [32], [8], whereas the eigenvalues of 
A are the reciprocals of the poles of G-'(z) .  If G-'(z) is 
anticausal stable, then the poles are outside the unit circle so 
that the eigenvalues of A are inside the unit circle. 
1 )  Transfer Function, Poles, and Eigenvalues: From 
G-l(z) = D + C(Y'1- A)-'B 
B. Choice of Initial Conditions 
If we apply an input U(.) to the system ( I  1) under zero 
initial conditions, then the output y(n) is possibly of infinite 
duration even if the input might be of finite duration (FIR). 
In theory, if this infinite-length output y(n) is "fed' into the 
system in Fig. 5(a), its output will be u(n). For, we have 
shown the transfer function of Fig. 5(a) to be the inverse of 
that of (1 1). In practice this requires infinite latency (or infi- 
nite storage) because of the idealized time reversal operators 
operating on possibly infinitely long signals. 
In practice, we can reduce this latency to a finite value by 
using the side information provided by the state vector ~ ( n ) .  
This is achieved by performing the computation in blocks. We 
will explain the details by referring to the state space equations 
(1 1) and (12). Suppose we start the system (1 1) with the initial 
state x(0) and apply the causal input u(n), possibly of infinite 
duration. Consider a segment of L samples 
u(0),u(1):~~.U(L- 1) (15) 
where L is an arbitrary integer. Denote the output during this 
period as 
Y(O).Y(l).'.',Y(L - 1). (16) 
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x(n+l) 
- [G(z-’)]-’ (causal) - 
4 [G(z)]-’ (anticausal) + 
(a) 
I - [G(z-’)]-’ (causal) ___c 
4 [G(z)f’ (anticausal) + 
(c) 
Fig. 5 (a) Implementation of an anticausal inverse system by use of inverted 
realization matrix; (b) simplified schematic; (c) internal details of the scheme 
in (a). 
The state vector x(L) and the above segment of the output are 
completely determined by the input segment (15) and initial 
state x(0). Based only on the knowledge of x(L) and the 
above finite segment ,of the output we can reconstruct the 
input segment (15) and the initial state x(O), if R in (11) 
is nonsingular. For example, from the knowledge of x( L )  and 
y(L- l), we can compute 
and from the knowledge of x(L- 1) and y ( L -  2), we can 
then compute 
and so forth. More generally, if we run the state space equation 
(12) by setting the initial state to be 
X(L)  = x(L),  (19) 
and the input to be 
U(L + k )  = y(L - 1 - k ) ,  0 5 k 5 L - 1 (20) 
the output for this duration will be 
y ( L  + k )  = u(L - 1 - k ) ,  0 5 k 5 L - 1, (21) 
Final state x(L) 
Input ~ ( 0 )  ~(l)... u(L-1) 
Initial state x(0) 
Onginal system 
(a) 
Initial state x (L) + :]but (L-l)u(L-2) Final state ...X(0 )  u ) Input y(L-1) y(L-2) y(0) 
Inverse system 
(b) 
Fig. 6. 
time reversal. 
(a) Original system; (b) inverse system with proper initialization and 
and the final state will be x(2L) = x(0). This is schematically 
shown in Fig. 6. Since y(2L- I )=  u(O), we see that the 
latency is equal to 2L- 1 .  
Summarizing, if we know a finite-duration segment of the 
output y(n)  of the system ( 1  l), and the state variable x(L) at 
the end of this duration, we can use the above time-reversed 
segment and the state x(L) to compute the corresponding input 
segment (15) and the initial state x(0). We can repeat this 
process for the next set of L input samples 
u(L), u(L + I ) ,  . . . , u(2L - 1). (22) 
If the output of (11) in response to the above input and initial 
state x(L) is 
we can recompute the input segment (22) and the initial state 
x(L) from the output segment (23) and the final state x(2L). 
This time-reversed inversion process can be repeated in- 
definitely no matter how long the input signal is, simply by 
working with blocks of length L. In effect the ideal unrealiz- 
able time reversal operator in Fig. 5(a) has been replaced with 
(21) which represents the time reversal of a finite-size block. 
In order to perform the inversion (i.e., compute the input u(n) 
from the output y (n),  the inversion process needs the “side 
information” in the form of the state vectors 
x(L),  x(2L),  x (3L) .  . . (24) 
This is the L-fold decimated version {x(nL)} of the state 
vector sequence {x (n ) } .  If the state vector has size N ,  the 
amount of side information corresponds to NIL samples per 
unit time (where the separation between y(n)  and y ( n  + 1) 
is taken as one unit of time). As the block length L gets 
smaller, the latency or delay in the inversion process gets 
smaller, but the required amount of “side information” per 
unit time increases. 
In subband coding practice, the subband signals y(n)  are 
(heavily) quantized, and the above inversion cannot recon- 
struct u(n) perfectly even if x(nL)  has high precision. In 
fact, one can solve for the best choice of initializing state 
vectors, that minimize the mean square reconstruction error 
in presence of subband quantization [25]. This optimal state 
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sequence {x,(nL)} can be transmitted (instead of {x(nL)}) 
with high precision, and used as the side information for signal 
reconstruction. 
1) Transmission of the State: Returning to the scheme of 
(19)-(21), suppose we set the initial state to x(L) = 0 instead 
of x(L) = x ( L )  and apply the input (20). Then, by linearity, 
the final state will be 
X(2L) = x(0) - ALx(L) (25) 
instead of x(2L) = ~(0). Thus, if X(L)  is not transmitted, 
we can estimate it by computing k(2L) as above and solving 
means that there is no need to transmit the state x(L) because 
IV. FIR SYSTEMS WITH FIR INVERSES 
we now state preliminary results for causal FIR 
transfer matrices with FIR inverses, paving the way for more 
results in the following sections. In all discussions, “causal 
FIR” is equivalent to ~ ~ ~ ~ l ~ ~ ~ m i a l  in z-19* and “anticausal 
FIR’ is equivalent to “polynomial in 2.’’ Unless mentioned 
otherwise, ‘inverse’ stands for left inverse. Thus H(z) is an 
inverse if H(z)G(z) = I,. 
The results in Section IV-A can be derived from a knowl- 
edge of Smith-form and Smith-McMillan form for polynomid 
matrices, which can be found in many references, e.g., 181, 
general than polynomial matrices, namely, in principal 
for x(L). In the context Of bank imp1ementation, this [31]-[35], In fact, many of the results hold under a more 
ideal domains and Euclidean domains [33], [35]. Our treatment 
here will be less abstract, and more well-suited in the context 
it 
x(o) is known. 
be estimated from the subband Outputs (16) provided 
0: therefore, this is not a x(o)= 
limitation. However, this approach to estimating the initial 
state at the synthesis bank end (rather than transmitting it) 
has some limitations. 
First, in the case of IIR inputs where we have to transmit 
the states and outputs in blocks, it is not appropriate to assume 
alternative reduces to transmitting the initial state rather than 
the final state periodically, and this does not save us anythin$. 
Second, the above estimation of x(L) involves inversion of A, 
and fails if this matrix is singular. Finally, since the subbands 
x(2L)= x(0);ALx(L)+ error, and the estimation of x(L) by 
inversion of AL might further amplify this error. In fact, the 
motivation for time reversed implementation of IIR inverses 
came from the fact that certain synthesis filters were stable 
only in the anticausal form [14]. In these cases the eigenvalues 
of A are inside the unitAcircle (see end of Section 111-A). That 
is, the eigenvalues of A-lAare outside the unit circle so that 
it is not wise to compute A-L for large L. 
The best strategy therefore is to transmit the side informa- 
tion (final state at the end of each block) rather than trying 
to estimate it from the quantized subbands. The increase of 
data rate due to this side information is negligible when the 
block length is large. 
2)  Generalizations: 
1) The rectangular case. It can be shown that the above 
time-reversal technique works for the case of p x T 
transfer matrices provided the matrix R, which is now 
rectangular, has a left inverse [26]. Details are omitted 
here. The rectangular case finds applications in nonmax- 
imally decimated filter banks. 
of filter bank theory. In Section IV-B, we indicate 
properties of the state space matrices (A, B, c, D), for FIR 
systems with different types of FIR inverses. 
For the rest of this section, G ( ~ )  is a matrix with 
normal rank (i.e., there is for which the is 
decimated filter banks, the polyphase matrices satisfy = T ,  
but we allow to pennit non maximally decimated 
systems ( p  > .)- Such systems also find applications in the 
theory of codes [331, where FIR inverses are 
propagation in the decoder. 
recall 
matrix 
[det 
x(o)= 0 at the beginning of each block- Therefore, the above T) .  Note that G ( z )  has T inputs and p outputs. In maximally 
# 
are quytized (i.e., (l6) are quantized), we get of interest because of the need to avoid catastrophic error 
Unimodular Matrices: Before we begin, is useful to 
properties of unimodular matrices. A udmdular 
in is a p o l y n o ~ a l  matrix in z ,  with the property 
= constant. Note the following: 
1) U-l(z) exists and is also unimodular in z. Therefore, 
U(z) is anticausal FIR with anticausal FIR inverse. 
2) None of the columns (or rows) of U(z) has a factor f (z )  
other than a constant. (Otherwise [det U(z)] would have 
this factor, which is not possible.) 
3) We can write U(z) = u(0)+zu(l)+z2u(2). . . Note that 
U(O)= u(0); therefore, [det u(O)] = [det U(O)] # 0, that 
is u(0) is nonsingular. In particular, therefore, u(O)# 0. 
4) A unimodular matrix in 2-l is a polynomial matrix in 
z-l with the above properties. It is a causal FIR system 
with a causal FIR inverse. For an example, see beginning 
of Section 11. 
A The smith-Fomt and the Smith-McMillan Fo,.,,, 
2) The time-varying case. Recently there has been Some 
interest in the design and implementation oftime varying 
Given a P polynomial matrix ’(,) in the 2, it 
alwaysbeexpressed in the form ’(,) = u(x)r(x)w(x)* 
filter banks with the perfect reconstruction property 
[26]-[30]. In this case, the polyphase matrices E(z) and 
R(z) are replaced with time varying linear systems. 
The state space equations (11) and (12) are accord- 
ingly time varying, that is (A, B, C, D) are replaced 
with A(n), B(n), C(n)  and D(n), and the realization 
matrix becomes a function of time, R(n). If R(n) is 
nonsingular for each n, then the time-reversed inversion 
process described previously continues to work with 
slight change of notations. 
where 
i) u (x)  and w(x) are unimodular in x 
ii) r(z) is a P X T diagonal matrix with the first P diagonal 
elements -yZ(z), 0 5 i 5 p- 1 that are polynomials in 2. 
(This is the Smith decomposition, which has been known 
for over 100 years [34]). Here, p is the normal rank of 
P(x). The remaining diagonal elements of I?(,) are zero. 
The polynomials r z ( x )  can always be assumed to be monic 
(i.e., highest power of x has coefficient unity) and furthermore 
rz(z) 1 ra+l(x), that is, -ya(x) is a factor of -yz+l(z). Such a 
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matrix r (z )  is said to be the Smith-form of P(z), and is 
unique (but U(z) and W(z) are not). In this paper, we will 
have occasions to use the Smith-form of polynomials in z 
(anticausal FIR systems) as well as polynomials in 2-l (causal 
FIR). 
The Smith-McMillan form, which derives from the Smith- 
form, is defined only for causal rational systems. Thus let 
G(z )  be a p x r matrix of rational functions (ratios of 
polynomials in z or z- ' )  representing a causal system. We 
first write G ( z )  = G l ( z ) / d ( z )  where d ( z )  is a polynomial 
in z of sufficiently high order that all the elements of Gl(z )  
are polynomials in z .  We then express Gl(z) in Smith-form 
U(z)r(z)W(z) (all quantities are polynomials in z )  and then 
divide the diagonal elements of r(z) by d ( z )  to obtain the 
form G(z )  = U(z)A(z)W(z). Here, U(z) and W(z) are 
unimodular polynomials in z and A(z) is a p x r diagonal 
matrix with the first p diagonal elements A, ( z )  = a, ( z ) /P ,  (2). 
In this scheme a,(z) and p l ( z )  are polynomials in z with no 
common factors for a given i, and we have N,(z) 1 al+l(z), 
and ,&+l(z) 1 /&(z) .  The sum of orders of all the P,(z) 
polynomials can be shown to be equal to the McMillan degree 
of the causal rational system G(z) .  
The Smith form and the Smith-McMillan form are covered 
in many references [31]-[35]. A review can be found in sect. 
13.5 of [8]. In deriving the following results, we will use some 
of the properties given in these references. 
Theorem 4.1: Let G(z )  be p x T causal FIR with nor- 
mal rank r .  Consider the Smith decomposition G ( z )  = 
U(z)r(Z)W(z), where U(z) and W(z) are unimodular in 
z-'. (Since G ( z )  is causal FIR, the diagonal elements r,(z) 
of r ( z )  are causal FIR. In addition, r , ( z )  f 0 for 0 5 z 5 r -  
1 since normal rank = r . )  We then have the following: 
1) G ( z )  has an FIR inverse if and only if y,(z) = zPn2 
2) G ( z )  has a causal FIR inverse if and only if we can 
Since p # r in general, the proof is somewhat tricky. For 
example, in general the left inverse may not be unique, and 
some inverses could be FIR and some IIR. Thus, consider 
the rectangular system G(z )  = [ 1, then the left 
inverse Hl(z) = [ l  01 is FIR whereas the left inverse 
H ~ ( z )  =[0 l/(l+uz-')] is IIR. We cannot, therefore, prove 
the theorem by presupposing that the inverse of G ( z )  has 
the form W-'(z)r-'(z)U-'(z). The proof of the theorem 
proceeds as follows. 
Proof of Part I :  If r,(z) = K n L ,  we can take the inverse to 
be W-'(z)r-'(z) U-'(z) where r - ' ( z )  is the left inverse 
of the p x r matrix r(z) (obtained by replacing r,(z) with 
l/yz(z), and transposing), and we are done. 
Conversely, suppose there is an FIR inverse H(z). Apply 
an input X(z) to the system G ( z )  such that 
and nL 2 0 for 0 5 i 5 r -  1. 
write r,(z) = 1 for 0 5 z 5 r -  1. 
1 + az-1 
W(z)X(z) = 
Original FIR FIR output 
system 
(a) 
system 
(b) 
Fig. 7. (a) FIR system with specific choice of input; (b) inverse system. 
Fig. 8. Pertaining to the proof of Theorem 4.1 
where Wo(z)  is the 0th column of W ( z )  2 W-'(z). Then, 
the output is 
where Uo(z) is the 0th column of U(z). Unless yo@) has the 
form ~ ~ 0 ,  the above input X(z) is IIR [because W-'(z) 
is unimodular and its 0th column Wo(z)  cannot have the 
common factor yo(z)]. The output Uo(z) is however FIR 
(Fig. 7). Thus the FIR inverse system H(z) produces IIR 
output Wo(z)/ro(z) in response to FIR input Uo(z), and this 
a contradiction. Therefore, we conclude 7% ( z )  has the form 
z-"'. n, 2 0 follows from the fact that the Smith form is also 
causal. 0 
Proof of Part 2: Again, if r,(z) = 1, then the inverse 
W-'(z)r-'(z)U-'(z) is causal FIR, and we are done. 
Consider the converse. We already showed that if there is 
an FIR inverse then rz(z) = z - ~ , ,  with n, 2 0. In the above 
input/output construction, the inverse system H(z) is such that 
the input U,(z) produces the output znoW0(z). However, 
since U0 (2) and WO ( z )  are columns of unimodular matrices 
in z-',  they have nonzero constant coefficients. Thus, if no > 
0, the output of H(z) is noncausal in response to a causal input 
(Fig. 8). Since this violates causality of the inverse H(z), we 
conclude no = 0, that is, ro(z) = 1. Similarly r t ( z )  = 1, for 
O < z < r - l .  
Theorem 4.2: Let G ( z )  be p x r causal FIR. Then, G(z )  
has a causal FIR inverse if and only if it is a submatrix of a 
p x p unimodular matrix in z-'. 
Proo) Let U,(z) be p x p unimodular in 2-l such that 
G ( z )  is the leftmost p x r submatrix. Then we can write 
G(z )  = Ul(z)[5] so that G-'(z)  = [I, O]U;'(z). Thus, 
G ( z )  has a causal FIR inverse. Conversely, suppose there is 
a causal FIR inverse. By Theorem 4.1 (part 2) 
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where U(z) and W(z) are unimodular in z- ' .  Consider the 
product 
anticausal 
Fig. 9. Pertaining to the proof of Theorem 5.1. The above input-output 
This is unimodular in z-', and its left-most p x r submatrix is inconsistent anticausality, 
is indeed G(z) .  0 
B. Special Properties of State Space 
Representations for FIR Systems 
Consider a p x r causal FIR system 
G ( z )  == g(0) + Y ' g (  1) + . + F K g ( K )  (30) 
Let N be the McMillan degree of G(z) .  Suppose we start 
the system (11) at time n = - N  with initial condition 
x(-N) = 0. In view of reachability, we can always find 
an input sequence 
, O ,  0, u(-N), U(-N + l ) ,  .. . , U(-1) (32) 
with d K )  f B, c, Dl be a 
minimal realization of this system. Then, all the eigenvalues 
of A (which are the poles of the FIR system) are zero, and 
AN = 0 where N is the degree of the system (i.e., A is 
N x N). Evidently N 2 K. Since g ( n )  = CA"-'B for n > 
0, it is immediate that CAKB = 0, but more is true. It is 
shown in p. 709 of [8] that CAK = 0 and AKB = 0. 
so that the Order is K -  Let such that the state vector x(0) has any value of our choice. 
~~~i~~ done this, we can still choose u(o) in my manner. 
[ti:;] to be anything we can mange the vector 
of our choice. Now, (11) implies 
[;:;;I = [" "1 1"'0'] (33) C D u(0) ' In fact, we can prove the stronger result that AK = 0.  For - 
R this note that AKB = 0 implies 
AK[B AB . . .  AK-'B] = 0. r(')] to be a nonzero vector If R is singular, we can choose 
4 0 )  
(3 l )  
By reachability of the minimal realization (A, B, C, D), the 
matrix following AK above has full row rank N .  Therefore, A B x(0) 
it follows that AK = 0. This also verifies AN = 0 since 
N 2 K. 
In the next section we will see (in the p = r case) that 
if the system G ( z )  has an anticausal FIR inverse, then the 
realization matrix ,R in (1 1) is invertible. Moreover the state 
transition matrix A of the inverse has all eigenvalues equal 
to zero, and AN = 0. 
such that 
(34) [;si] = [C D]  [U(())] = [:I' 
Thus, ~ ( 1 )  = 0 and ~ ( 0 )  = 0.  With u(n) = 0 for n > 0, the 
values of x(n+ 1) and y(n) will therefore be zero for all 72. 2 
0. Summarizing, we can find an input sequence 
. . . O,O,u(-N),u(-N+ I) ,  * .  . ,u(-1),u(0),0,0,  * .  . (35) 
such that the output has the form 
v. PROPERTIES OF SYSTEMS WITH ANTICAUSAL INVERSES 
In this section, we develop some properties of causal transfer 
matrices with anticausal inverses. The first pertains to the re- 
alization matrix R of a state-space description (Theorem 5.1). 
The second pertains to the Smith-McMillan form (Theorem 
5.2) and the third to the McMillan degree (Theorem 5.3). These 
results are useful in the implementation and factorizations [ 11 
of such systems. 
A. Nonsingularity of the Realization Matrix 
Theorem 5.1-Existence of Anticausal Inverse: Let 
(A,B,  C,D) be the state space description of a minimal 
realization of a causal system with M x M transfer matrix 
G (2). Then, G (z) has an anticausal inverse if and only if the 
realization matrix R A [t E] is nonsingular. 
Proofi We have already shown that if R is nonsingular, 
the system of Fig. 5(a) is the anticausal inverse of G ( z )  (even 
if (A, B, C, D) is not minimal). We only have to show that 
if there exists an anticausal inverse, then R is necessarily 
nonsingular. The proof uses the minimality (i.e., reachability 
and observability) of the realization (A, B, C, D).  
. . .  O,O,y(-N),y(-N+ l ) , . . . ,y ( - l ) ,O,O , . . .  (36) 
under zero initial conditions (x(-N) = 0). 
Now, suppose there exists an inverse for G ( z ) ,  with transfer 
function H(z). This inverse would produce the FIR output 
(35) in response to the FIR input (36). So we obtain the 
schematic shown in Fig. 9. This inverse H(z) cannot therefore 
be anticausal (see definition in Section I-B), unless u(O)= 0 
in the above construction. However, if u(O)= 0, then x(O)# 0 
(otherwise [zi:;] would become zero), and (34) implies 
Ax(O)= 0 and Cx(O)= 0. This violates the PBH condition 
[32], [8] for complete observability, i.e., violates minimality. 
Summarizing, if R is singular, then there cannot exist an 
anticausal inverse. 0 '1. Since the 
1 unique inverse H(z) = [-z-l y ]  is causal, there is no 
anticausal inverse for G(z) .  This leads us to conclude that 
the realization matrix R is singular. Indeed, the minimal 
realization of G(z )  given by Fig. 10 has A = 0, B =[1, 01, 
C = [0, 1IT, D = 12 so that R is singular. 
Example5.1: Consider G(z)  = [ z 1  
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Fig. 10. Minimal realization of the system in Example 5.1 
Example 5.2: Let G ( z )  be M x M causal paraunitary. Then 
the inverse is G ( z )  and is anticausal. Thus causal paraunitary 
systems always have anticausal inverses (both FIR and IIR 
cases). This is consistent with the fact that the R-matrix in this 
case is unitary up to similarity [8] and hence is nonsingular. 
Example 5.3: Let G ( z )  = g (0) +g( l)z-'+...+g(N)zpN 
(single-input single-output FIR). Then, the anticausal inverse 
can be obtained by long division [24]. This is consistent 
with the fact that the direct form structure has a nonsingular 
realization matrix (see, e.g., p. 670 of [SI) as long as g ( N )  # 0. 
Example 5.4: Consider a causal JJR filter with transfer 
function G ( z )  = Cn=Opnz-n/[l+Cn=l q zPn] with p~ # 
0, qo # 0. This has McMillan degree = max(N, D). It 
can be shown that the realization matrix of the direct-form 
structure is nonsingular (hence there exists anticausal in- 
verse) if and only if N > D. For example, if G ( z )  = 
(1+0.5z-1)/(1+0.6z-1), then there exists an anticausal in- 
verse (namely the anticausal inverse z-transform of 1 /G( z )  
[24]) whereas if G ( z )  =1/(1+0.6z-l), then the only inverse 
is 1+0.6z-l, and there is no anticausal inverse. 
1) Further Observations on the Anticausal Inverse: 
N D 
1) Consequences of Theorem 5.1. If ever G(z )  has an 
anticausal inverse, it can be implemented as in Fig. 5(a) 
because R is guaranteed nonsingular. No loss of gener- 
ality is therefore encountered by restricting ourselves to 
the scheme of Fig. 5(a). Furthermore, if R is singular, an 
anticausal inverse does not exist anyway, and we need 
not look for an implementation. 
2) It is well-known that the realization matrix R is invert- 
ible if D and A - BD-lC are nonsingular (or if A 
and D - CA-lB are nonsingular). Neither of these, 
however, is a necessary condition. For example, let A = 
0, B = 1, C = 1, and D = 0 so that G(z )  = z- ' .  Then, 
R = [: k ]  and is nonsingular; the anticausal inverse 
is H ( z )  = z .  
3) Since any two minimal realizations (A. B, C, D) and 
(AI,  B1, C1, D) are related by a similarity transforma- 
tion, their realization matrices are related as 
T - ' 0  A B  T O  [a: :I=[ 0 I ]  v [C D]  [0 I ]  - 
RI R 
so that R is invertible if and only if R1 is. 
4) Minimality of inverse realization. The minimality of 
(A, B, C, D) implies that the anticausal realization in 
Fig. 5(b) is also minimal (Appendix A). In this sense, 
we will say that the anticausal realization in Fig. 5(a) 
is minimal. The number of delay and advance elements 
required to implement the TR operators are obviously 
infinite and are not counted. 
Degree of the inverse. Since A has the same size as 
A, the preceding minimality result also shows that the 
degree of the anticausal inverse G-'(z) (in x )  is the 
same as the degree of G(z )  (in z - l ) .  It is appealing 
to notice that a similar result is true for M x M causal 
systems with causal inverses as well (see p. 712 of [8]). 
Nonsingularity and minimality. Let (A, B, C, D) be 
some realization of a causal system. If R is nonsin- 
gular and A has all eigenvalues equal to zero, then 
(A, B, C, D) is a minimal realization. To see this as- 
sume the contrary, say the realization is not observable. 
Then there is v # 0 such that AV = 0 and Cv = 
0 (PBH test, [32], [SI). This means the vector Ll 
annihilates R violating nonsingularity. 
Stability. Stability of G ( z )  does not imply that of the 
inverse system, in general. For example, let G ( z )  = 
1-az-l, which is stable for any a. Then, the inverse 
H ( z )  = l / ( l - a ~ - ~ )  has the anticausal inverse transform 
-a"l(-n- 1) [24] (where 1(n) is the unit step). This 
inverse is stable if and only if la1 > 1. 
B. Smith-McMillan Form and McMillan Degree 
We now present some results on the Smith-McMillan forms 
of FJR systems with FIR anticausal inverses. This will also 
reveal an interesting property, namely that the McMillan 
degree is equal to the determinant degree in the square-matrix 
case. 
Theorem 5.2-Smith-McMillan Form: Let G(z )  be 
p x T causal FIR with normal rank T .  Let A(z) be 
the Smith-McMillan form of G(z) ,  that is G ( z )  = 
U(z)A(z)W(z), where U(z) and W(z) are unimodular in z 
and A, (2) = a, (2) //3, (2) where a, ( z )  ,/3, (2) are polynomials 
in z .  Then, we have the following: 
1. There exists an FIR inverse H(z) if and only if A,(z) = 
z-'7, for O 5 z 5 T -  1. 
2. There exists an anticausal FIR inverse H(z) if and only 
if A,(z) = z- '~ with e, 2 0, for 0 5 i 5 T -  1. 
Pro08 First note that the FIR nature of G ( z )  implies 
,&(z) = zn, for some integers n,. (Just recall how the 
Smith-McMillan form is constructed by first obtaining the 
Smith form of a polynomial in z ,  then dividing . . .) Therefore, 
A,(z) = z -"~  x (polynomials in z ) .  The full normal rank of 
G(z )  means that none of the T diagonal elements of the p x T 
matrix A(z) is zero. 
The proof for Part 1 is similar to part 1 of Theorem 4.1. 
We only have to prove Part 2. If A,(z) = z - ~ z ,  e, 2 0, then 
W-l(z)A-l (z)U-'(z) is an anticausal FIR inverse. (Here, 
A-'(z) is the T x p matrix whose diagonal elements are 
l/X,(z)). We only have to prove that if there is an anticausal 
inverse H(z),  then 1, 2 0. Assume the contrary, for example, 
let l o  < 0. Apply an anticausal input X(z) to the system G(z )  
such that W(z)X(z) = [ l  0 . . . 0IT. (For this, just choose 
X(z) to be the 0th column of W-'(z).) Then the output is 
Y ( z )  = zKUo(z) with K = -& > 0. Here, U,(z) is the 0th 
column of U(z). Therefore, the input and output are 
X(z) = . . . + 22x(-2) + zx(-1) + x(0) 
__ ~ -~ - 
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y(n) x(n) 
I y (-K) nonzero 1 ~ ( 0 )  nonzero 
anticausal 
Fig. 11. 
I< is positive. 
Pertaining to the proof of Theorem 5.2. Anticausality is violated if 
Y ( z )  = . . . + zK+2y( -K  - 2) + z K + l y ( - K  - 1) 
+ z K y ( - K ) .  (37) 
Since the columns of unimodular matrices cannot have con- 
stant term equal to zero, we have x(O)# 0 and y ( - K )  # 0. 
The inverse system H(z) produces X(z) in response to 
Y (2). Since x(0) # 0 and K > 0, this contradicts anticausality 
of H ( z )  (Fig. 11). The conclusion is that it is not possible to 
have CO< 0. Similarly it follows that la 2 0 for all i .  0 
Theorem 5.3-McMillan Degree of Causal FIR Systems 
Which Have Anticausal FIR Inverses: Let G(z )  be M x M 
causal FIR with FIR inverse. Then, [det G(z)]  = czPN for 
some integer N 2 0. Moreover 
(38) 
with equality if and only if G(z )  has an anticausal FIR inverse. 
Proofi Consider the Smith-McMillan form G(z)  = 
U(z)A(z)W(z). Since this has an FIR inverse, we know 
from Theorem 5.2 that the diagonal elements of A(z) are 
z-'a. Therefore, [det G(z)]  = C Z - ~  where N = E, C,. On 
the other hand the McMillan degree is Ce ,o e,. Thus 
N 5 McMillan degree of G(z )  
1 -  
N = e,  5 e, = McMillan degree. 
From Theorem 5.2, we know that 1, 2 0 for all i if and only 
if there exists an anticausal FIR inverse. Therefore, the result 
follows. 0 
a e ,  20 
Comments: - .- 
A generalization of Theorem 5.3 for the rectangular case 
(p # r )  can be found in Appendix B. 
It is well-known that if G ( z )  is a causal M x M 
FIR paraunitary system then its determinant is given by 
C Z - ~  where N is the McMillan degree of G(z) .  We now 
see that this same property is what characterizes any 
causal FIR system with anticausal FIR inverse. (Note 
that the inverse of the paraunitary system is G ( z ) ,  which 
is indeed anticausal.) 
For any causal system G(z) ,  it is well known that 
the degree of [det G ( z ) ]  cannot exceed the McMillan 
degree of [G(z)] (see sect. 13.8 of IS]). According to 
Theorem 5.3, the degree of [det G(z)]  has this maximum 
value if and only if the inverse is anticausal. 
An extreme example. An example of a system not sat- 
isfying the requirements of Theorem 5.3 is when G(z )  
is unimodular in z-' .  In this case the degree of the 
determinant is zero regardless of the McMillan degree. 
The inverse system in this case is causal. This is an 
extreme example where the degree of the determinant is 
the smallest possible, and the inverse is entirely causal. 
C .  Properties Related to the Impulse Response 
Let G(z)  = E,=oz-"g(n) be M x M, and let H(z) = xi=, z"h(n) be the anticausal FIR inverse. Assume the 
orders K ,  L > 0 to avoid trivialities, and let g(O), g ( K ) ,  h(O), 
and h(L) be nonnull matrices. Then, all of these are singular. 
To see this, note that the property G(z)H(z)  = I implies, 
among other things, the following: 
K 
g(O)h(L) = 0, and g(K)h(O) = 0 (39) 
so that all the four matrices are singular. 
Now, suppose that we are given some M x M causal 
FIR transfer matrix G(z )  = ~ ~ = o z t - T L g ( n ) ,  K > 0, with 
an FIR inverse. If g ( K )  is nonsingular, then the inverse is 
guaranteed to be anticausal. (This does not violate (39) as 
h(0) is guaranteed to be zero.) To see this, define 
F(z)  = zKG(z)  = g ( K )  + z g ( K  - 1) +. . . + z"g(0). (40) 
If g ( K )  is nonsingular, then an anticausal inverse F - ' ( z )  
(possibly IIR) will exist (use sect. 13.10.1 of [SI, with z-' 
replaced by z everywhere). Therefore, G( z )  has the anticausal 
inverse H(z) z K F - l ( z ) .  Since F - ' ( z )  is anticausal and 
K > 0, this means that h(n) = 0, n < K .  
1 )  The Highest Coeficient g ( K )  and the Smith-McMillan 
Form: We can draw further interesting conclusions about the 
coefficient of the highest power of z-'.  Let G(z )  be a causal 
FIR system with FIR inverse. Then, the Smith-McMillan form 
has diagonal elements Z- '~  and we can assume l o  2 l 1  . . . 
(This follows from the divisibility properties a,(z)  I a,+1(z),  
and @,+l(z) I & ( z ) ) .  Suppose the first s diagonal elements 
are equal, that is K = CO = l 1  . . . = tS-1 > &. Then 
where the elements of x are FIR, with all powers z-' 
satisfying i < K. Thus, G ( z )  = x t = o g ( 7 ~ ) z - 1 L ,  with 
Since uo and WO are nonsingular, the rank of g ( K )  is equal 
to s. In particular g ( K )  has full rank (= r since p 2 r )  if 
and only if 
In view of Theorem 5.2, this gives a second proof that if g ( K )  
has full rank the FIR inverse is anticausal (since f2i = K 2 
0 for all i). 
We conclude this section by making a related observation. 
Given any FIR system G(z )  = C,K0g(n)z-",  we can 
always obtain a direct form implementation with Kr delays 
(e.g., fig. 13.9-1 of [SI) so that the degree is at most Kr. When 
g ( K )  has rank r it follows that the degree is precisely K r  (see 
example 13.3.2 of [SI). Thus, whenever the highest coefficient 
g ( K )  has full rank r the system has McMillan degree Kr,  
whether the inverse is FIR or not. 
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VI. CONCLUDING REMARKS 
The properties of perfect reconstruction filter banks can be 
conveniently classified according to the nature of the inverse 
of the polyphase matrix E(z). The main aim of this paper in 
this context has been to place in evidence the system theoretic 
properties of transfer matrices with certain types of inverses. 
In particular, cases where the inverses are causal, anticausal, 
and FIR, were considered detail. In [l], we will find further 
applications of some of these results for the parameterization 
and factorization of a subclass of causal FIR systems with 
anticausal FIR inverses (cufucufi systems). As noted in Section 
I-A, such systems are of interest because they can be used to 
characterize essentially all FIR PR filter banks. 
APPENDIX A 
MINIMALITY OF ANTICAUSAL INVERSE 
Assuming that (A, B, C, D) is minimal (i.e., passes the 
PBH test for-reachabiljty and observability [32], [8]) we will 
verify that (A, B , C, D) defined in (1 3) also passes the PBH 
test. Thiscan be done by contradiction. Assume, for instance, 
that (C,A) is not observable. Then, there exists v # 0 such 
that AV = AV and Cv = 0. This means 
A B V  
[C D l  [o] = q:]. 
The matrix on the left, which is R-l, is nonsingular, so 
that X # 0. Premultiplying both sides of (Al) by R and 
simplifying, we obtain AV = v/X and Cv = 0, contradicting 
the assumed observability of (C, A). 
APPENDIX B 
GENERALIZATION F THEOREM 5.3 
Theorem B. I-McMillan Degree of a System with Anticausul 
Inverse. 
Let G(z) be p x T causal FIR, with an FIR left-inverse. Let 
N be the degree of a highest-degree T x T minor. Then N is 
the McMillan degree of G(z) if and only if there exists an 
anticausal FIR inverse. 
Note: The above minor need not have the form KnZ.  
Example: G(z) = [ 0 p] . 
elements of the Smith-McMillan form are z-‘~. Thus 
1 
1 + z-l 
Proof: From part 1 of Theorem 5.2, we know that the 
McMillan degree of G(z )  = e,. (B1) 
e ,  2 0  
Now, recall how the Smith-McMillan form is derived. We 
first define Gl(z), a polynomial in z ,  by writing G(z) = 
~ - ~ G l ( z ) .  Here L is a sufficiently large positive integer. The 
Smith form of Gl(z) is a polynomial in z .  Since GI ( z )  has an 
FIR inverse, the diagonal elements of the Smith form of GI(.) 
have the form zna,  n, 2 0. (Similar to Theorem 4.1, part 1). 
Therefore, the Smith-McMillan form of G (  z )  has diagonal 
elements z-Lfna so that 
From the construction of the Smith form of Gl(z), we know 
z n ~  = A,+l(z)/A,(z), where A,(z) is the greatest common 
divisor (gcd) of all the i x i minors of Gl(z), and A0 = 1 
[31]. From this, A,(z) = ~ ( ‘ ~ ~ l ) .  This means that all T x T 
minors of G (2) are of the form 
z(’zn9) x [a(O) + a(l)z + a(2)z2 + . . .I. (B3) 
Since the gcd of all the T x T minors is dCZnz) ,  at least one 
of the T x T minors is such that a(O)# 0. The T x T minors 
of G(z) therefore have the form 
,z-Lr+’lnt) x [ ~ ( o )  + u ( ~ ) z  + 0 ( 2 ) z 2  + * . . I  (B4) 
with at least one of them satisfying a(0) # 0. Since G(z) 
is causal FIR, (B4) is a polynomial in 2-l (i.e., the positive 
powers of z eventually cancel). The largest possible degree of 
(B4) therefore comes from those minors with a(0) # 0 and is 
equal to Lr - e,. n u s ,  
the degree of the largest-degree minor of G(z) is given by 
n, = C::~(L - n,) = 
r-1 
L, 5 
2=o e , i o  
C, = McMillan degree of G(z) 
[from (Bl)]. (B5) 
Equality holds if and only if all C, 2 0, that is, if and only if 
G(z) has an anticausal inverse (by part 2 of Theorem 5.2). 0 
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