Abstract. Any generalized distance-squared mapping of equidimensional case has singularities, and their singularity types are wrapped into mystery in higher dimensional cases. Any generalized distance-squared mapping of equidimensional case is not injective. Nevertheless, in this paper, it is shown that the non-singular property or the injective property of a mapping is preserved by composing a generic generalized distance-squared mapping of equidimensional case.
Introduction
Throughout this paper, i, j, ℓ, m and n stand for positive integers. In this paper, unless otherwise stated, all manifolds and mappings belong to class C ∞ and all manifolds are without boundary. Let p i = (p i1 , p i2 , . . . , p im ) (1 ≤ i ≤ ℓ) (resp., A = (a ij ) 1≤i≤ℓ,1≤j≤m ) be a point of R m (resp., an ℓ × m matrix with non-zero entries). Set p = (p 1 , p 2 , . . . , p ℓ ) ∈ (R m ) ℓ . Let G (p,A) : R m → R ℓ be the mapping defined by where x = (x 1 , x 2 , . . . , x m ) ∈ R m . The mapping G (p,A) is called a generalized distance-squared mapping, and the ℓ-tuple of points p = (p 1 , . . . , p ℓ ) ∈ (R m ) ℓ is called the central point of the generalized distance-squared mapping G (p,A) . A distance-squared mapping D p (resp., Lorentzian distance-squared mapping L p ) is the mapping G (p,A) satisfying that each entry of A is 1 (resp., a i1 = −1 and a ij = 1 (j = 1)).
In [4] (resp., [5] ), a classification result on distance-squared mappings D p (resp., Lorentzian distance-squared mappings L p ) is given.
In [7] , a classification result on generalized distance-squared mappings of the plane into the plane is given. If the rank of A is two, a generalized distance-squared mapping having a generic central point is a mapping of which any singular point is a fold point except one cusp point. The singular set is a rectangular hyperbola. If the rank of A is one, a generalized distance-squared mapping having a generic central point is A-equivalent to the normal form of fold singularity (
In [6] , a classification result on generalized distance-squared mappings of R m+1 into R 2m+1 is given. If the rank of A is m + 1, a generalized distance-squared mapping having a generic central point is A-equivalent to the normal form of Whitney umbrella (x 1 , . . . , x m+1 ) → (x 2 1 , x 1 x 2 , . . . , x 1 x m+1 , x 2 , . . . , x m+1 ). If the rank of A is less than m + 1, a generalized distance-squared mapping having a generic central point is A-equivalent to the inclusion (x 1 , . . . , x m+1 ) → (x 1 , . . . , x m+1 , 0, . . . , 0).
In [6] and [7] , the properties of generic generalized distance-squared mappings are investigated. Hence, it is natural to investigate the properties of compositions with generic generalized distance-squared mappings
We have another original motivation. Height functions and distance-squared functions have been investigated in detail so far, and they are a useful tool in the applications of singularity theory to differential geometry (for instance, see [2] ). The mapping in which each component is a height function is nothing but a projection. In [8] , compositions of generic projections and embeddings are investigated.
On the other hand, the mapping in which each component is a distance-squared function is a distance-squared mapping. And, the notion of generalized distancesquared mapping is an extension of the distance-squared mappings. Therefore, it is again natural to investigate compositions with generic generalized distance-squared mappings.
Any generalized distance-squared mapping of equidimensional case G (p,A) : R m → R m has singularities (see Lemma 5.1 in Appendix). Nevertheless, in Theorem 1, it is shown that the immersed property of a mapping is preserved by composing a generic generalized distance-squared mapping of equidimensional case. Theorem 1. Let N be an n-dimensional manifold, and let f : N → R m be an immersion (m ≥ 2n). Then, there exists a subset Σ of (R m ) m with Lebesgue measure zero such that for any
Any generalized distance-squared mapping of equidimensional case G (p,A) : R m → R m is not injective (see Lemma 5.2 in Appendix). Nevertheless, in Theorem 2, it is shown that the injective property of a mapping is preserved by composing a generic generalized distance-squared mapping of equidimensional case. Theorem 2. Let N be an n-dimensional manifold, and let f : N → R m be injective (m ≥ 2n + 1). Then, there exists a subset Σ of (R m ) m with Lebesgue measure zero such that for any
By combining Theorem 1 and Theorem 2, we have the following proposition. 
m is an injective immersion.
1.1. Remark. Suppose that the mapping G (p,A) • f : N → R m is proper in Proposition 1. Then, the injective immersion of G (p,A) • f implies the embedding of it (see [3] , p.11). Hence, we have the following as a corollary of Proposition 1. Corollary 1. Let N be an n-dimensional compact manifold, and let f : N → R m be an embedding (m ≥ 2n + 1). Then, there exists a subset Σ of (R m ) m with Lebesgue measure zero such that for any
is an embedding.
In Section 2, it is reviewed some of standard definitions, and an important lemma for the proofs of Theorem 1 and Theorem 2 is given. Section 3 (resp., Section 4) devotes the proof of Theorem 1 (resp., Theorem 2). Finally, in Subsection 5.1 (resp., Subsection 5.2), for the sake of readers' convenience, it is given the proof that any generalized distance-squared mapping of equidimensional case has singularities (resp., the proof that any generalized distance-squared mapping of equidimensional case is not injective).
Preliminaries
Let N and P be manifolds and let J r (N, P ) be the space of r-jets of mappings of N into P . For a given mapping g : N → P , the mapping j r g : N → J r (N, P ) is defined by q → j r g(q) (for details on the space J r (N, P ) or the mapping j r g : N → J r (N, P ), see for example [3] ). Next, we recall the definition of transversality. Definition 1. Let W be a submanifold of P . For a given mapping g : N → P , we say that g : N → P is transverse to W if for any q ∈ N , g(q) ∈ W or in the case of g(q) ∈ W , the following holds:
For the proofs of Theorem 1 and Theorem 2, the following lemma is important. [8] ). Let N , P , Z be manifolds, and let W be a submanifold of P . Let Γ : N × Z → P be a mapping. If Γ is transverse to W , then there exists a subset Σ of Z with Lebesgue measure zero such that for any p ∈ Z − Σ, Γ p : N → P is transverse to W , where Γ p (q) = Γ(q, p).
Proof of Theorem 1
Let {(U λ , ϕ λ )} λ∈Λ be a coordinate neighborhood system of N . Let π :
(for details on Σ k (N, R m ), see for example [3] , pp.60-61). Now, let Γ :
We will show first that the mapping Γ is transverse to the submanifold
, then the following ( * ) holds.
There exists a coordinate neighborhood
. . , t n ) ∈ R n be a local coordinate containing ϕ λ ( q). Then, the mapping Γ is locally given by the following:
The Jacobian matrix of the mapping Γ at ( q, p) is the following:
, where E n is the n× n unit matrix and B i (1 ≤ i ≤ m) is the following n× m matrix.
is a subfiber-bundle of J 1 (N, R m ) with fiber Σ k , in order to show ( * ), it is clearly seen that the rank of the following matrix C is n + m + nm.
, where E n+m is the (n+m)×(n+m) unit matrix. Notice that for any i (1 ≤ i ≤ m 2 ), the (n + m + i)-th column vector of C is the (n + i)-th column vector of JΓ ( q, p) . Let Jf q be the Jacobian matrix of the mapping f at q. Since a ij = 0 for any i, j (1 ≤ i, j ≤ m), there exists an m × m regular matrix R such that B i R = t (Jf q ) for any i (1 ≤ i ≤ m), where t X means the transposed matrix of X. Hence, there exists a (n + m + m 2 ) × (n + m + m 2 ) regular matrix R such that
Since the mapping f is an immersion (n ≤ m), we have that the rank of the matrix C R is n+m+nm. Therefore, the rank of the matrix C must be n+m+nm. Hence, we have ( * ). Thus, the mapping Γ is transverse to the submanifold Σ k (N, R m ). By Lemma 2.1, for any k (k = 1, . . . , n), there exists a subset Σ k of (R m ) m with Lebesgue measure zero such that for any p ∈ (R m ) m − Σ k , the mapping Γ p :
Notice that Σ is a subset of (R m ) m with Lebesgue measure zero. Then, for any
is an immersion, it is sufficient to show that for any p ∈ (R m ) m − Σ, it follows that
, we have the following:
Hence, we have
Thus, we have n ≥ k ′ (m − n + k ′ ). This contradicts the assumptions m ≥ 2n and k ′ ≥ 1. ✷
Proof of Theorem 2
Let ∆ be the subset of R 2m defined by ∆ = {(y, y) | y ∈ R m }. It is clearly seen that ∆ is a submanifold of R 2m such that
We will show first that the mapping Γ is transverse to the submanifold ∆. It is sufficient to show that if Γ( q, q ′ , p) ∈ ∆, then the following ( * * ) holds.
Let {(U λ , ϕ λ )} λ∈Λ be a coordinate neighborhood system of N . There exists a coordinate neighborhood
where id is the identity mapping of (R m ) m into (R m ) m , and the mapping
. . , t n ) be a local coordinate containing ϕ λ ( q), and let t ′ = (t ′ 1 . . . , t ′ n ) be a local coordinate containing ϕ λ ′ ( q ′ ). Then, the mapping Γ is locally given by the following:
where p = (p 11 , . . . , p 1m , . . . , p m1 , . . . , p mm ),
, and
The Jacobian matrix of the mapping Γ at ( q, q ′ , p) is the following:
, where
By seeing the construction of T Γ( q, q ′ , p) ∆, in order to show ( * * ), it is sufficient to show that the rank of the following matrix D is 2m.
, where E m is the m × m unit matrix. Notice that for any i (1 ≤ i ≤ m 2 ), the (m + i)-th column vector of D is the (2n + i)-th column vector of JΓ ( q, q ′ , p) .
By a ij = 0, there exist an (m + m 2 ) × (m + m 2 ) regular matrix Q 1 such that the following holds:
,
. It is clearly seen that there exist a 2m × 2m regular matrix Q 2 and an (m + m 2 ) × (m + m 2 ) regular matrix Q 3 such that the following holds:
Since f is injective, there exists a natural
Hence, we have that the rank of Q 2 DQ 1 Q 3 is 2m. Therefore, the rank of the matrix D must be 2m. Hence, we have ( * * ). Thus, the mapping Γ is transverse to the submanifold ∆.
By Lemma 2.1, there exists a subset Σ of (R m ) m with Lebesgue measure zero such that for any p ∈ (R m ) m − Σ, the mapping Γ p : N (2) → R 2m is transverse to the submanifold ∆.
In order to prove that for any
Since Γ p0 is transverse to ∆, we have the following:
Hence, we have 1 (0), p 1 ), which is a contradiction. Therefore, G (p,A) is not injective. ✷
