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INTRODUCTION
Beyond-third-generation (B3G) systems have
been envisaged as an evolution and convergence
of mobile communications systems and IP tech-
nologies to offer a multitude of services over a
variety of access technologies. To fulfill the
vision, it is necessary to understand the require-
ments with respect to the support of heterogene-
ity in network accesses, communication services,
mobility, user devices, and so on. It is equally
important to promote the necessary research in
networking technology by providing a guiding
framework of research areas and technical issues
with priority. The new architectures and tech-
nologies will have to address the fundamental
assumptions and requirements that govern the
design. All these are being tackled by the Coop-
erative Network working group (CoNet) of the
Wireless World Research Forum (WWRF),
which is working on a series of white papers out-
lining B3G visions and roadmap, architectural
principles, research challenges, and candidate
approaches. In the remainder of this article
CoNet’s main objectives are outlined, while we
examine the most important elements of CoNet’s
architectural principles. Additionally, we address
the flamboyant research challenges in coopera-
tive networks and try to give a glimpse of what
we think would govern their design and encom-
pass their futuristic form by introducing the
main network components and technologies.
This is mainly accomplished by focusing on three
“hot concepts”: mobility management, multiple
access, and moving networks.
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ABSTRACT
Beyond-3G (B3G) systems have been envis-
aged as an evolution and conv∂ergence of
mobile/wireless communication systems and IP
technologies to offer a multitude of services
over a variety of access technologies. To fulfill
the vision, it is necessary to understand the
requirements with respect to the support of
heterogeneity in network accesses, communica-
tion services, mobility, user devices, and so on.
Besides, it is equally important to promote the
necessary research in networking technology by
providing a guiding framework of research
areas and technical issues with priority. The
new architectures and technologies will have to
address the fundamental assumptions and
requirements that govern the design. All these
issues are being tackled by the Cooperative
Network working group (CoNet) of WWRF;
the group is working on a series of white papers
outlining B3G visions and roadmap, architec-
tural principles, research challenges, and candi-
date approaches. This article outlines the
CoNet concept, architectural principles, and
guidelines for research into cooperative net-
works assuming that the B3G systems will be
built over generic IP networking technologies.
The article also presents the key research chal-
lenges, research framework, and major network
components and technologies. The key points
are that the system should be layered on
demand, encourage reuse of independent mod-
ularized functional blocks, support multiple ser-
vices and service creation, ensure consistent
end-to-end connectivity across different access
technologies, and cooperate in terms of net-
work control, operations, and maintenance. The
architecture shall include the endpoints of com-
munications as part of the communications sys-
tem, and should provide a secure and trusted
environment in which network functions are
performed; the network should self-organize
dynamically. Additionally, the article presents
the IST WSI architecture proposed to CoNet as
Cooperative Networks for the
Future Wireless World
a reference model along with some approaches
to the outlined research challenges. Finally, this
study selects three important network compo-
nents and technologies (i.e., mobility manage-
ment, multiple access, and moving networks) in
order to provide with answers and possible
solutions the research challenges presented in
earlier sections.
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CONET OBJECTIVES
The CoNet concept will enable seamless com-
munication activities on mobile devices operat-
ing in networks composed of heterogeneous
technologies by enhancing the secure networking
capability of B3G systems in terminal devices as
well as in the infrastructure. It is envisaged that
B3G networking by 2010 will support [1]:
• Coexistence and convergence of different
legacy (wireless, wired, broadcast, etc.) and
new networks, including moving and ad hoc
networks
• Evolutionary deployment of secure, extensi-
ble, scalable, reconfigurable, and manage-
able B3G systems
• Independent evolution of network technolo-
gies and services
• Controlled service access by users and
devices anywhere anytime by different means
• Pervasive and seamless mobile multiparty
multimedia communications and access to
all kinds of services to minimize adverse
impact on user experience in the changing
networking environment
• Value-added interface to upper-layer appli-
cations to enable and enhance their loca-
tion, context, and quality of service (QoS)
awareness
• Interactions with access systems for optimal
mobility management and better use of
scarce radio resources
• Unrestricted and innovative business models
The desire to seamlessly deliver application
services across heterogeneous access networks in
a B3G system leads to an obvious conclusion
that B3G systems would best be built on IP net-
working technologies. However, it is also obvious
that existing IP networking technologies do not
provide all the necessary features to enable a
B3G system and must be extended.
Therefore, it is inappropriate to set a single
roadmap for technology development to achieve
the vision, due to different concerns and priori-
ties with respect to technology maturity, technical
difficulties, market requirements, business mod-
els, and more. There will be different paths pur-
sued, learning and leveraging from each another.
The following are some possible goals B3G
research efforts could aim for to achieve the
vision outlined above [1]:
• A system in which a user can move seam-
lessly between cellular, wireless, and wired
access networks
• Interdomain administration and manage-
ment support to allow seamless mobility
between administrative domains
• Support of multiparty multimedia (including
QoS-sensitive) sessions between networks
and administrative domains
ARCHITECTURAL PRINCIPLES
This section describes architectural principles
and basic requirements commonly regarded as
the cornerstone for studying related technologies
and designing future IP-based cooperative sys-
tems. These features mainly include functional
blocks, multiple services and their creation, con-
nectivity issues, end-to-end concept, security,
control, operation and maintenance, and self-
organization [2].
In CoNet, a layered approach is globally sup-
ported. This means that the functionality of the
system is grouped into distinct layers that form
logically separate subsystems. Any layered model
has at least three layers: application, connectivi-
ty, and access. The application layer can be fur-
ther divided into service application and service
support sublayers. The connectivity layer can be
further divided into network control and trans-
port (IP) sublayers. And the access layer may
contain several independent access networks
that can also function simultaneously.
The layers should have well defined inter-
faces and be functionally independent of each
other. Such an approach is required to ensure
easy adaptation of heterogeneous access tech-
nologies, related technology changes, and flexi-
ble support for rapid service innovation.
Because of the need for cross-layer optimiza-
tion (e.g., for power management, QoS support,
etc), the layered approach in CoNet is consid-
ered as a design principle rather than as a uni-
versal design pattern, meaning that every B3G
system may potentially have its own layered
architecture.
INDEPENDENT FUNCTIONAL BLOCKS,
MODULARIZATION, AND REUSE
The CoNet architecture should define each func-
tion as an independent functional block. This
promotes component-based modular architec-
ture, where different building blocks can be
combined as needed to realize complex systems.
This in turn requires standardized definition of
syntax and semantics of these interfaces. For
instance, functionalities required to process and
route user data, handle control signaling, and
deal with network management can be separated
into different functional blocks in the user, con-
trol, and management planes, respectively. It
should be noted that each layer of the architec-
ture has its own separate set of functions for
each plane; hence, nine different functional
blocks can be identified, as shown in Fig. 1.
Realization of the functionalities as indepen-
dent building blocks allows the introduction of
new functions when needed without changing
the whole architecture. The building blocks
should be reused, when applicable, with different
access technologies and realization of various
 Figure 1. Layers and planes.
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services. Therefore, implementing the same or
very similar functionality multiple times should
be avoided.
COOPERATIVE CONNECTIVITY
The CoNet architecture should ensure connec-
tivity between all the entities of a network in a
consistent manner across all access technologies
for any service. This requires consistent support
for device mobility, QoS, authentication, autho-
rization, and accounting (AAA),1 and so on. The
connectivity layer provides cooperation across
various realizations of networks, called coopera-
tive connectivity, and shall be independent of the
various transport technologies used to link the
nodes of the network together.
By separating access and transport the CoNet
architecture makes it transparent to the common
and standardized transport infrastructure and
hides the technology from the end user, while
facilitating the most efficient usage of spectrum
resources. The CoNet architecture shall support
both session continuation (i.e., handover when
the access technology used is changed) and
simultaneous usage of several access networks.
Finally, the user should be able to seamlessly
roam across different access technologies and
administrative domains without any manual user
intervention. This implies that the CoNet archi-
tecture should also support connection of sub-
scribers to private IP networks through Network
Address Translators (NATs) and Simple Traver-
sal UDP through NATs (STUNs).
AN END-TO-END APPROACH
The CoNet architecture should include the end-
points (i.e., terminals) as part of the communica-
tion system, and support end-to-end (E2E)
negotiation and fulfillment of QoS parameters,
security settings, and so on. This E2E approach
does not mandate that all functionality should be
located in the endpoints. On the contrary, the
functionality can also be provided in hop-by-hop,
and/or edge-to-edge manner subject to proper
and lawful termination of transport connections.
The CoNet architecture should ensure that the
interoperability of (and communication between)
heterogeneous endpoints is maintained.
SECURITY
The CoNet architecture should provide a secure-
ly protected environment in which network ele-
ments are deployed and interact. Besides
protecting end users and networks from each
other through authentication and authorization,
the components of the CoNet concept should
also be protected from any intrusion or mali-
cious attack. The architecture should provide a
security framework to enable protection of pri-
vate information and data. Furthermore, the
CoNet architecture should provide accounting
capabilities and further enhance the AAA
paradigm. The architecture should be distributed
and consist of security components able to com-
municate through well defined interfaces. Under-
lying mechanisms such as DIAMETER [3] would
provide the necessary secure communication
framework where multiple networks cooperate.
To accomplish these, we would be well
advised to rely on already existing security algo-
rithms that are stable, resilient, and well estab-
lished. The creation of new mechanisms and
protocols is outside the scope of CoNet. Rather,
its objective is to build the trust models and
security associations between the various compo-
nents of the distributed CoNet architecture with
scalable access control to distributed compo-
nents and resources.
SELF-ORGANIZING CONETS
The CoNet architecture is expected to comprise
a number of networks exhibiting different capa-
bilities in terms of coverage, capacity, transmis-
sion rates, transmission delay, and transmission
cost. Networks might be in a cooperative or
competitive relationship with each another.
Part of the access domain in the wireless
world may not be centrally organized in the
future and may even provide infrastructureless
connectivity. Nodes may come and go and be
loosely associated with each other, forming
alliances whenever and wherever. Such nodes
that could be part of the personal, the local, and
even the global sphere would temporarily coop-
erate to provide connectivity in an ad hoc man-
ner or share application resources. A network
that is a member of the CoNet has to build rela-
tions with other networks to provide expected
global connectivity and support the demanded
access versatility. Relations between cooperative
networks are supposed to be established dynami-
cally. The creation of these dynamic relation-
ships is a first aspect of self-organization.
The dynamic organization of relations
between networks and individual network ele-
ments is supposed to result in a CoNet structure
that adapts its topology to meet the demands of
varying traffic patterns and transmission
demands. To ease administration and operation,
the network nodes should mostly be self-config-
uring, and resources should be distributed among
them dynamically to cope with varying traffic
volumes and traffic characteristics.
THE ARCHITECTURAL FRAMEWORK
An architectural framework supporting the
research work on CoNet should aid the structur-
ing of research tasks and identify relevant fields
of research, including a reference model2 to
ensure that research toward 4G is carried out in
a harmonized and open-ended manner. The
Information Society Technology (IST) project
Wireless Strategic Initiative (WSI) has proposed
its reference model to WWRF.
THE WSI REFERENCE MODEL
The basic structure of the WSI reference model
covers all aspects of the wireless world from
business models and user issues down to radio
interfaces. The reference model describes the
grand building blocks of the wireless world and
how they interact at reference points, and cap-
tures user scenarios and different views. The
model also describes what kind of elements can
be used to set up future wireless communication
systems. It identifies how these elements can
interact, the functionality they have to provide,
and how a system can be composed out of them.
Following the sphere model, developed by
1 Within the Internet
Engineering Task Force
(IETF) AAA combines
authentication, authoriza-
tion, and accounting;
within CoNet this concept
has to be enhanced with
basic support for charging,
roaming, auditing, and
digital rights management.
2 The development of the
WWRF and its reference
model was initiated by the
European IST project
Wireless Strategic Initia-
tive [4].
Besides protecting
end users and
networks from each
other through
authentication and
authorization, the
components of the
CoNet concept
should also be
protected from
any intrusion or
malicious attack.
Authorized licensed use limited to: University of Surrey. Downloaded on May 13,2010 at 16:26:30 UTC from IEEE Xplore.  Restrictions apply. 
IEEE Communications Magazine • September 2004 73
the WSI think tank in 2000, the reference model
identifies the building blocks of the wireless
future. The main achievement is the definition
of a communication element (a representation of
a certain device or node) that acts as a commu-
nication entity in the different spheres; a large
number of such elements may exist in the wire-
less world. Depending on their current commu-
nication context, they can be logically placed in
different spheres (e.g., global, local, and person-
al) reflecting the proximity of building blocks
with respect to a user. Therefore, the personal
sphere can be seen as some kind of body area
network, the local sphere serves as local net-
working infrastructure, and the global sphere is
responsible for global connectivity.
The functionalities integrated in the commu-
nication elements are provided by different
building blocks, assuming that the reference
model should separate content processing, con-
trol, and management functions (see the sub-
blocks inside a communication element) into
their own E2E planes and subsystems. The build-
ing blocks that form communication elements
are connected by vertical and horizontal refer-
ence points. The vertical reference points define
interfaces between the building blocks of the
communication elements, and horizontal refer-
ence points define interfaces between communi-
cation elements that reside in different spheres.
RESEARCH CHALLENGES
In order to figure out features and characteris-
tics the envisioned network shall have in differ-
ent aspects, it is necessary to identify the
significant requirements for the target network
in terms of service provisioning and system capa-
bilities. Those requirements will give an integral
part of the guiding framework for investigation
of design philosophies, principles and guidelines
for reference models, network functional archi-
tectures, and solutions for individual functional
components.
Furthermore, it is vital to identify and under-
stand technical components that require further
research, taking into account the requirements for
the target network. We describe overall problem
areas and generic technical issues to be addressed
to provide guidance for defining the scope and
specific targets of respective ongoing and future
research activities/projects in the field of network-
ing technologies to realize the CoNet vision [5].
MULTI-ACCESS CAPABILITY
In order to enable a system for multiple access
network technologies, a number of different
issues need to be investigated. Here we discuss
some of these issues.
The device needs to be provided with access-
technology-independent capabilities (application
programming interfaces, APIs, and protocols) to
detect which different access networks are cur-
rently available and learn their characteristics.
Similarly, mobile terminals should be able to
scan in a specific environment to discover candi-
date available access networks and register some
policy issues.
Furthermore, there are different ways to
enable access for a user and/or device over multi-
ple access network technologies. Either the user
could log on to each access network separately,
or the authentication and authorization mecha-
nisms for the different access networks could be
connected to allow the user/device to move
between different access networks without need-
ing to log on multiple times. Preferably, the user
should not have to close down and/or restart
applications when moving between different
access networks. To enable this, we might need a
solution for mobility management that is tied to
the logon procedures for the different access net-
works. Concurrently, APIs toward the applica-
tions should be designed so that an application
can communicate requirements for access selec-
tion to the network or device, and also obtain
information about the access network character-
istics currently used. There is a need for a multi-
access paging mechanism. It should be possible
to page a terminal with multiple accesses even if
some of the interfaces are switched off. Since
B3G systems will potentially have a wireless link
in the E2E connection that is either inherently
unreliable and/or deal with handovers, solutions
will be needed to support E2E session-level relia-
bility, where a session goes into hibernation when
disconnection happens and is resumed when a
signal reappears after a period of disconnection.
MOBILITY MANAGEMENT
The architectural changes in the networking infra-
structure are mainly dictated by the increasing lev-
els of heterogeneity in modern networks, their
interconnectivity, and their transport capabilities.
Single access shifts toward multiple simultaneously
used access networks, also known as multihoming.
Single address space shifts to multiple coexistent
address spaces — IPv4, IPv6. Single device usage
shifts toward multiple device usage: PDA, smart
phones, laptops, digital cameras, and more, used
interchangeably or at the same time for different
purposes. Additionally, all networking entities
become mobile: users changing devices, devices
changing access networks, access networks allocat-
ing network (IP) addresses dynamically and from
different address spaces. Personal area networks,
becoming reality in the immediate future, are
inherently mobile. The use of vehicular and trans-
port related networking will also increase with
completely new applications, for example, in the
telemetric area, which put new requirements on
capabilities for mobility support. In essence,
devices and gadgets without networking capabili-
ties today are moving toward being networked as
they serve as sinks and sources of digitally format-
ted information and content as well as running
applications with networking needs.
Considering the above background, CoNet
mobility management primarily consists of two
major functional components: mobility routing
management, including handover, and location
management, providing functionality of location
updating and paging.
A large number of technical issues need to be
addressed in future research in the area of
mobility management in order to achieve the
required mobility routing capability in future
networks. The following lists some of the issues.
• Mobility architecture (mobility support on a
number of levels, layers, and protocols)
The building
blocks that form
communication
elements are
connected by vertical
and horizontal
reference points.
The vertical reference
points define
interfaces between
the building blocks
of the communica-
tion elements, and
horizontal reference
points define
interfaces between
communication
elements that reside
in different spheres.
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• Group mobility (formation and mobility of
networks, aggregation of data flows, group
mobility support on several levels, support
for multicast mobility)
• Session continuity (seamless support with
efficient, timely, and predictable behavior,
harmonized with transport protocols, sup-
porting context and/or state transfer)
• Naming and addressing, mobility triggering,
proactive mobility support
MOVING NETWORKS
A moving network (NEMO) consists of one or
more mobile routers (MRs) with a number of
devices connected to them. These networks can
change their point of attachment to other net-
works because the NEMO physically moves or
changes in topology.
NEMOs appear in different sizes, from small
groups with a few devices attached to an MR up
to NEMOs on ships and trains that might have
several hundred or more mobile nodes (MNs)
attached to them. The administrative character-
istics will differ between NEMOs as well,
whether the MRs and MNs are administered
and owned by the same or different entities. In
small NEMOs the MR and MNs are typically
owned by the same entity, while in large NEMOs
the MR(s) and MNs are typically owned by dif-
ferent entities. This affects, among other things,
the level of trust between the different nodes.
Different types of MNs have different require-
ments on location updates and connections to
external networks (home operators) when the
MNs are not actively participating in a session.
A laptop might not require instantaneous loca-
tion detection to a peer in another network,
while a cell phone has to be reached immediate-
ly when someone is calling it. This puts different
requirements on what and how much update
traffic will be sent through the MRs.
Here are some research areas that could be
addressed:
• Addressing and scalability.
• Speed: Some NEMOs may move at high
speeds, which puts requirements on hand-
overs and location updates, as well as fre-
quency of these handovers and location
updates.
• Mobility management, nested mobility,
access control, and security.
• Multihoming: A mobile node can be
attached to multiple ISPs/operators.
• Aggregation of signaling and user data traf-
fic between MRs and external networks.
NETWORK COMPONENTS AND
TECHNOLOGIES
The objective of this section is to provide several
possible solutions for research challenges, such
as mobility management, multiple access IP
QoS, and moving networks,3 that are identified
in [5] and discussed in previous sections. The
possible solutions should take into consideration
 Figure 2. The general architecture of IP2 MM.
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the requirements identified in [5] and the archi-
tectural guidelines proposed in [2] and further
described here.
This section also provides evaluations of the
possible solutions and shows how these solutions
can be quantitatively effective with respect to the
requirements and architectural guidelines.
MOBILITY MANAGEMENT
One mobility management concept is based on
IP2, which is described in [6]. The solution
assumes a routing manager and a location man-
ager to reside in the network control sublayer
controlling the access layer. Both management
functions treat routing information and location
information separately. The managers are trig-
gered from an access layer to initiate access of
mobile terminals (MTs), and perform handover
and location updates and other functions. The
managers are not to be directly accessed by the
MTs. This enables the managers to be protected
from malicious attempts and may evolve inde-
pendent of the access layer.
The routing manager creates, updates, and
deletes the routing cache in the transport sublay-
er (i.e., in the routers) for the MT it is currently
managing. The location manager manages the
MT location information and pages the MT
when necessary. The routers forward packets
and perform address exchange procedures for
packet routing and rerouting. This enables MTs
to communicate at any time without revealing
their locations or movements to the peer termi-
nal(s). In addition, this mechanism can also real-
ize efficient utilization of radio frequencies
(resources), MT power consumption, and use of
network resources. Figure 2 shows a generic
architecture of the proposed solution.
According to the vision of CoNet, the IP host
address (IPha) of an MT should not have to be
changed in order to maintain communication,
even when the IP routing address (IPra) changes
due to its movement.
The IPha is used only to identify an MT, while
the IPra is used only to transport packets within
networks and thus for location information. On
the other hand, MTs are not aware of the IPra by
exchanging the IPha and IPra at the edge router
(router between MT and network), and packets
sent to MTs are not encapsulated. Therefore, the
proposed routing mechanism can prevent the
location information of the MT being disclosed to
the peer terminal. In addition, it can reduce the
packet header overhead caused by encapsulation.
Figure 3 shows the separation between IPha
and IPra. The access router (AR) of a peer ter-
minal receives the packet of an MT (i.e., the
destination address of the packet, which is the
IPha). It then changes the destination addresses
from IPha to IPra according to the routing
cache, where the IPha and IPra are mapped; this
whole process is managed by the routing manag-
er. Then the AR forwards the packet to the MT
according to its routing table. The packets can
be routed to the AR to which the MT is
attached, since the AR advertises the route in
the network prefix of the IPra. The AR to which
the MT belongs receives the packet and
exchanges the destination addresses according to
the routing cache from IPra to IPha. Then the
AR forwards the packets to the MT with the
IPha as the destination address.
If the AR of a peer terminal does not have
the routing cache for the MT IPha, the AR
requests the routing manager of the MT to set
the routing cache for address resolution.
When the MT moves from an AR to another
AR, the routing manager is triggered by the
routing access controller (RAC) in the access
layer, as previously mentioned (Fig. 2). Then it
updates the routing cache in the AR of the peer
terminal and creates a new one in the new AR
to which the MT is attaching.
Before the update and creation steps, the
new AR allocates the MT with a new IPra and
notifies the routing manager of this. The access
layer or routing manager triggers the new AR to
allocate the IPra.
MULTI-ACCESS IP QOS
It is assumed that the E2E packet delivery ser-
vice is provided at the IP layer. The quality of
this delivery service determines the E2E QoS
that is available for the applications. From the
 Figure 3. The concept model of separation between IPha and IPra.
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applications’ perspective, the key elements of
E2E QoS control are related to the following
aspects (Fig. 4):
•The mechanisms and interfaces that allow
the application (and application-level entities) to
specify the QoS requirements. For instance, the
application may be associated with a configura-
tion or management tool that allows the specifi-
cation of default (qualitative or quantitative)
QoS parameters assigned to the application.
Alternatively, a configuration tool may provide
default QoS settings for a group of applications.
•The QoS requirements need to be trans-
ported to each domain along the E2E path. A
domain may use this information to configure
domain-specific functions and resources such
that the required QoS can be provided within
the domain. When a new domain becomes part
of the E2E connection (due to mobility or, e.g.,
access selection) QoS related information may
have to be transported to this new domain.
•Each domain may have specific mechanisms
to support QoS requirements. Examples of such
mechanisms include per-flow admission control
and resource reservation (e.g., in a cellular wire-
less network), scheduling and prioritization
mechanisms (e.g., in a differentiated services IP
domain), or resource overdimensioning (e.g. in a
best effort IP network).
The E2E QoS architecture of Fig. 5 builds on
the high-level view of Fig. 4 and takes into account
the above three aspects of E2E QoS provisioning.
A communication session typically begins with
exchanging application and session layer informa-
tion. Such information exchange allows the
involved parties to negotiate service capabilities
and application-specific attributes such as encod-
ing formats and version numbers. The communi-
cating parties may proceed by requesting an
appropriate bearer service from the network. This
phase requires that QoS information be distribut-
ed to all domains of the E2E path. Specifically,
the requirements on the E2E QoS information
distribution mechanism should include:
• Applicability over various QoS technologies.
• Clear separation from the control informa-
tion being transported.
• Independence from the application.
• Independence of the flow identification
(state association with a user flow and flow
identifier must be independent).
• Support for both uni- and bidirectional
reservations
• Efficient service re-establishment after
handover. In particular, the distribution
mechanism must be able to seamlessly inter-work
with other mobility and handover protocols.
• Admission control and resource reservation
in domains along the E2E path must enable
a domain to communicate the result of an
admission decision to involved parties.
Once the QoS information is distributed
along the E2E path, each domain may configure
its own respective mechanisms to provide the
necessary QoS for the user data flows.
MOVING NETWORK
To support moving network mobility, various
techniques are proposed in the IETF NEMO
WG [7]. However, all these proposals are based
on Mobile IP; thus, there are several open issues,
which are the same as those of Mobile IP from
the mobile carriers’ points of view regarding tri-
angulation and route optimization techniques
[8]. For instance, because of the packet over-
head due to encapsulation, we cannot achieve
route optimization and location confidentiality at
the same time. In addition, these proposals
assume that the prefix inside a NEMO is con-
stant even if handoff occurs. Therefore, it makes
it possible to hide the mobility of a NEMO from
MTs; however, it causes more packet overhead
due to several encapsulations, or using the rout-
ing header option to support route optimization,
in comparison to host mobility.
As an alternative solution, four concepts are
proposed: care-of prefix (CoP), aggregate router
(AGR), concatenated routing management, and hier-
archical address management to achieve the same
quality as host mobility. However, location confi-
dentiality and route optimization cannot be kept at
the same time, which is an open issue in Mobile
IP. In addition, the Mobility Management for IP-
Based IMT Network Platform (IP2) is proposed as
one of the possible approaches for the next-gener-
ation mobile communications network beyond 3G
systems [6, 8] to resolve this open issue.
According to the NEMO’s assumption, the IP
packet prefix in the NEMO is constant, and the
packet header size gets bigger than the host. To
resolve this problem, it is necessary to identify the
care-of address (CoA) of an MT in the NEMO as
well as the MT that can be anywhere in the core
network. The CoP enables this. More concisely,
the CoP changes the prefix inside the NEMO
every time the NEMO moves to another access
router, and gets the correct topological address
(CoA) of the MT in the NEMO. When the NEMO
connects to an AR, the AR assigns a new prefix,
which shows that the NEMO has moved. Each MT
in the NEMO uses this prefix to generate the CoA.
In this way, an MT’s CoA can be identified from
anywhere in the core network. Furthermore, the
allocated prefix is original for each NEMO in
order to avoid generating duplicate CoAs even
 Figure 4. A high-level view of a multi-access multidomain scenario.
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when handoff occurs. In the CoP, all CoAs of all
MTs in the NEMO are changed when handoff
occurs, so the number of binding update signals to
the home agents (of all MTs and all core net-
works), in order to realize route optimization, are
sent according to the characteristics of the NEMO,
as shown in Fig. 6. The aggregate router and con-
catenated routing management can solve this prob-
lem and are described in the following sections.
AGGREGATE ROUTER
The aggregate router (AGR) handles the mobility
management of a NEMO. This is a router like
the modified mobile anchor point (MAP) in Hier-
archical Mobile IPv6 (HMIPv6) [9]. In addition,
the AGR aggregates the update signals (U-Plane)
to the ARs of all CNs. This reduces the number
of binding update signals toward CNs with which
the NEMO is communicating. Furthermore, the
packets destined to the NEMO are always sent
via the AGR. Therefore, AGR should be opti-
mally located, considering route optimization for
each communication path. Moreover, if the Mov-
ing Network moves too far, we should relocate to
a different AGR. In addition, there are trade-off
relationships between route optimization, handoff
delay, and AGR relocation frequency. For
instance, if the AGR is located near the NEMO,
it may achieve route optimization and reduced
handoff delay, but AGR relocation may occur fre-
quently. On the other hand, if located far from
the core network, an AGR cannot achieve route
optimization and reduced handoff delay; but in
this case, AGR relocation rarely occurs.
CONCATENATED ROUTING MANAGEMENT
(CONCATENATED HOME AGENTS)
In this concept, each home agent (HA) only
holds information of an MT’s whereabouts/
attachments (e.g., with mobile router 1, MR1),
while the MR1 HA maintains all the binding
information for home address (HoA) and CoA.
In this way, we can realize NEMO handoffs only
by updating the MR1 HA (Fig. 7).
HIERARCHICAL ADDRESS MANAGEMENT
When the NEMO moves, it is necessary to
inform the AGR and MR1 HA of the updated
CoA, since these are changed. Therefore, the
data volume of binding update signals is very
large. The proposed address management con-
cept resolves this issue. Concretely, in this con-
cept the CoA of each MT in the NEMO consists
of shared information and individual informa-
tion. Shared information indicates the location
of the NEMO, which changes whenever a hand-
off occurs. On the other hand, individual infor-
mation provides the location of each MT in the
NEMO and does not change even if handoff
occurs. The CoP enables this address manage-
 Figure 5. Setting up an end-to-end IP QoS bearer by means of a QoS bearer specification mechanism.
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ment because the AR delegates the individual
prefix to the NEMO, in order to avoid generat-
ing duplicate CoAs. In more detail, MR1, AGR,
and MR1 HA manage the binding information
as mentioned above, so we can realize a handoff
of the NEMO by updating only the shared (com-
mon) information (Fig. 8).
Summing up, hierarchical address manage-
ment including an aggregate router and concate-
nated routing management makes it possible to
support frequent handoffs.
IP2 ROUTING FOR THE MOVING NETWORK
IP2 resolves open issues in Mobile IP, as men-
tioned earlier [8]. Therefore, by applying the
four key technologies for IP2 routing manage-
ment as discussed in the previous subsections,
we can get much better results.
The IP2 architecture is as shown in Fig. 9,
where the aggregate router and concatenated
routing management are introduced in the net-
work control sublayer. In this proposed architec-
ture, we can categorize the two routing
mechanisms by their location confidentiality (i.e.,
the location privacy information). Here, one case
is the gateway, with IPha and IPra, being the
MR. In this case, the MR deals with IPra, which
indicates the location of the MTs; thus, we can-
not keep the location information confidential
from the MR. Therefore, it may be easier if the
MR is owned by carriers/providers. Another case
is that the gateway with IPha and IPra is an AR.
In this case, the MR does not deal with IPra, so
we can keep the location information confiden-
tial from the MR and MTs. Therefore, it is pos-
sible that users can own the MR (Fig. 10).
CONCLUSIONS
This article outlines the CoNet concept, archi-
tectural principles, and guidelines for research
into cooperative networks assuming that B3G
systems will be built over generic IP networking
technologies. The article has also presented the
key research challenges, research framework,
and major network components and technolo-
gies. The key points are that the system should
be layered on demand, encourage reuse of inde-
pendent modularized functional blocks, support
multiple services and service creation, should
have consistent end-to-end connectivity across
different access technologies, and cooperate in
terms of network control, operations, and main-
tenance. The architecture shall include the end-
points of the communications as part of the
communication system, should provide a secure
and trusted environment in which network func-
tions are performed, and should self-organize
dynamically. Additionally, the article has pre-
sented the IST WSI architecture proposed to
CoNet as a reference model along with some
approaches to the outlined research challenges.
Finally, this study has selected three impor-
tant network components and technologies (i.e.,
mobility management, multiple access IP QoS,
and moving networks) in order to provide
answers and possible solutions to the research
challenges presented in earlier sections.
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 Figure 10. Categories of routing mechanisms.
IPha IPhaIPra
IPha IPhaIPra
Network control sublayer
IP2 core network
Authorized licensed use limited to: University of Surrey. Downloaded on May 13,2010 at 16:26:30 UTC from IEEE Xplore.  Restrictions apply. 
