We propose a method for computing the radical of an arbitrary ideal in the polynomial ring in n variables over a perfect field of characteristic p > 0. In our method Buchberger's algorithm is performed once in n variables and a Gröbner basis conversion algorithm is performed at most n log p d times in 2n variables, where d is the maximum of total degrees of generators of the ideal and 3. Next we explain how to compute radicals over a finitely generated coefficient field over a field K, when we have a radical computation method over the field K. Thus we can compute radicals over any finitely generated field over a perfect field.
Introduction
Let K be a field, K[X 1 , . . . , X n ] be the polynomial ring in n variables over K, and I ⊂ K[X 1 , . . . , X n ] be an ideal. The radical of I is √ I = {x ∈ K[X 1 , . . . , X n ] | ∃i, x i ∈ I}.
We define the index of nilpotency of x ∈ √ I with respect to I as nil(x, I) := min{i | x i ∈ I}.
The dimension of an ideal I is the Krull dimension of its residue ring K[X 1 , . . . , X n ]/I. If I is zero dimensional, there are well-known methods for computing √ I. For an ideal of positive dimension, various algorithms computing √ I have been proposed (Wu, 1984; Gianni et al., 1988; Krick and Logar, 1991; Eisenbud et al., 1992; Wang, 1993; Armendáriz and Pablo, 1995; Caboara et al., 1997; Wang, 1998) . All of them successfully compute the radical of an ideal when the characteristic is sufficiently large (or 0). Among them the methods of Wu (1984) , Eisenbud et al. (1992) , Wang (1993) and Caboara et al. (1997) are applicable for small positive characteristic.
The method of Eisenbud et al. (1992) is only applicable for an ideal I whose radical √ I is generated by elements whose indexes of nilpotency with respect to I are less than the characteristic. Thus they posed the problem of computing the radical of an arbitrary ideal in a polynomial ring of positive characteristic. This problem was solved by Wu (1984) , Wang (1993) and Caboara et al. (1997) , though Wu (1984) and Wang (1993) did not claim that their methods were applicable for positive characteristic.
The irreducible characteristic set method (Wu, 1984) and its improvement (Wang, 1993) compute the minimal associated primes of an ideal. Its radical can be computed from their intersection. The further improved method proposed by Wang (1998) can fail in positive characteristic. The method of Caboara et al. (1997) computes pure-dimensional radical ideals I 1 , . . . , I l for a given ideal I, where each I i is the intersection of associated primes of the same dimension. √ I is easily computed from those I i 's. Yanagawa and Hashimoto (1998) briefly mentioned that the radical can be computed by successively computing the kernel of the q-th power endomorphism when the coefficient field is the finite field with q elements. In this paper, we make their method applicable to a wider class of coefficient field of positive characteristic p, efficient for a huge finite coefficient field, and minimize the number of times we perform Buchberger's algorithm. In our method Buchberger's algorithm is performed once in n variables and a Gröbner basis conversion algorithm is performed at most n log p d times in 2n variables, where d is the maximum of total degrees of generators of the ideal and 3. This method depends on the coefficient field and it can be performed only over a perfect field in which we can compute the inverse of the Frobenius automorphism. Next we explain how to compute radicals over a finitely generated coefficient field over a field K, when we have a radical computation method over the field K. Finally we evaluate the performance of the proposed algorithm by applying it to examples from Caboara et al. (1997) . It should be stressed that the proposed algorithm is computationally intractable when the characteristic is not sufficiently small.
An Algorithm Computing the Radical of an Ideal in Positive Characteristic
Let K be an arbitrary field of characteristic p > 0. We will find the radical of a proper ideal I ⊂ R := K[X 1 , . . . , X n ]. Let q be a power of p. Consider the endomorphism ϕ:
We have
By the inequalities above, we have
then by the previous proposition we have the chain of strict inclusion of ideals:
By the ascending chain condition there exists j such that
We will bound the value of j from above. If n = 1, we can use the square-free algorithm for univariate polynomials proposed by Gianni and Trager (1996) . We may assume n ≥ 2.
Proposition 2.2. (Vasconcelos, 1998 , Proposition 9.2.1) We assume n ≥ 2. Let d be the maximum of total degrees of generators of I and 3. For x ∈ √ I,
Note that d depends on a generating set of I and is not uniquely determined by I.
Proof. The second assertion follows from the first one and the previous proposition. We will prove the first. For a positive integer i, we define
. . .
Thus τ (i) = log q i . 2
We next consider how to compute ϕ −1 (I).
Definition 2.4. We define the endomorphism ϕ c of R as
and the endomorphism ϕ v of R as
v can be computed with Buchberger's algorithm and a Gröbner basis conversion as follows.
Proposition 2.5. (Adams and Loustaunau, 1994 , Theorem 2.4.10) Let
can be computed from a Gröbner basis for J with respect to an elimination order with the X variables larger than the Y variables (Adams and Loustaunau, 1994 , Definition 2.3.1 and Theorem 2.3.4). Although the Gröbner basis can be computed with Buchberger's algorithm, we can use Gröbner basis conversion algorithms (Faugère et al., 1993; Traverso, 1996; Collart et al., 1997; Amrhein et al., 1997; Tran, 2000) , because we can immediately derive a Gröbner basis for J with respect to an elimination order with the Y variables larger than the X variables from that for I as follows. Basis conversion algorithms are considered faster than Buchberger's algorithm in many cases.
Proposition 2.6. Let ≺ X be a monomial order on X 1 , . . . , X n , and ≺ Y that on Y 1 , . . . , Y n . We define the product monomial order ≺ XY of ≺ X and ≺ Y to be
n . Note that ≺ XY is an elimination order with Y larger than X. Suppose that we have a Gröbner basis G for an ideal I ⊂ K[X 1 , . . . , X n ] with respect to the monomial order ≺ X . Then G ∪ {Y 1 − X q 1 , . . . , Y n − X q n } is a Gröbner basis for J with respect to ≺ XY , where J is defined as the previous proposition.
Proof. lm denotes the leading monomial of a polynomial. For distinct f, g ∈ G, the remainder on division of the S -polynomial S(f, g) by
and G is a Gröbner basis for I. (Cox et al., 1996 , Proposition 4 in Section 2.9). Since all S -polynomials reduce to zero, G ∪ {Y 1 − X q 1 , . . . , Y n − X q n } is a Gröbner basis (Cox et al., 1996 , Theorem 3 in Section 2.9). 2 Remark 2.7. We can compute the kernel of any homomorphism from a polynomial ring to an affine ring by Gröbner basis conversion. If K is the finite field with p m elements, then the restriction of ϕ c to F p m is
Thus the inverse automorphism ϕ
If K is not perfect, a general method computing ϕ −1 c (I) is not known. But we can get around computation of ϕ −1 c (I) if K is a finitely generated field over a perfect field, as described in the next section.
Summing up the results in this section, we get the following algorithm for computing the radical of an ideal. By Proposition 2.3 the number of iterations in the algorithm is less than or equal to n log q d , where d is the maximum of total degrees of generators of I and 3. Let us give an example illustrating the algorithm. Consider the following ideal in characteristic 7 borrowed from Eisenbud et al. (1992, p.214) :
Step 1 in Algorithm 2.8 does not change the generating set of the ideal I, because ϕ c in Definition 2.4 is the identity map in this case. In
Step 2 in Algorithm 2.8, we compute ϕ −1 v (I). By Proposition 2.5 we consider the following ideal and eliminate the variables u, x, y, z:
We can eliminate the variables by computing a Gröbner basis with respect to an elimination order with u, x, y, z larger than U, X, Y, Z, which is
The set of polynomials containing none of u, x, y, z is
If we apply Steps 1 and 2 in Algorithm 2.8, the result is again {−ux + yz, −y 3 + x 2 z, −uy 2 + xz 2 , u 2 y − z 3 }. Thus we conclude that √ I is generated by {−ux + yz, −y 3 + x 2 z, −uy 2 + xz 2 , u 2 y − z 3 }.
Lifting Arbitrary Radical Computation Methods Over Some Field to a Finitely Generated Field
Suppose that we have a method computing the radical of an ideal in a polynomial ring over some field K. In this section we explain how we can compute the radical of an ideal in a polynomial ring over K(t 1 , . . . , t l ), a field finitely generated over K. The method presented here is applicable to lifting any radical computation methods. With this method we can compute radicals in a polynomial ring over a field finitely generated over a perfect field.
Let K[T 1 , . . . , T l ] be the polynomial ring in l variables over K and S := K[t 1 , . . . , t l , X 1 , . . . , X n ]. Consider the following evaluation map ρ:
and we assume that we know how to compute
In order to compute √ I from I, we have to compute ρ −1 (I ∩ S) from I and S M ρ ρ −1 (I ∩ S) from ρ −1 (I ∩ S). We know how to compute ρ −1 (I ∩ S) from I ∩ S and S M ρ ρ −1 (I ∩ S) from ρ −1 (I ∩ S). The remaining task is computing I ∩ S from I.
We applied the procedure given in Figure 1 on the Singular computer algebra system version 1.2.3 developed by Greuel et al. (1998) . The computer used was an Intel Celeron 300 MHz with 128 MB memory. The running time is tabulated in Table 1 , where ">1800 s" indicates that the computation did not end in 30 minutes, and "out of memory" indicates that it was not completed within 48 MB of memory. From Table 1, see that the proposed algorithm is rather efficient when the characteristic is small. However, it is computationally intractable when the characteristic is not sufficiently small. Let ϕ i be the endomorphism of K[X 1 , . . . , X n ] sending f (X 1 , . . . , X i , . . . , X n ) to f (X 1 , . . . , X q i , . . . , X n ). Note that in Figure 1 
