This paper presents results of experiments on some data sets using bagging on the MLEM2 rule induction algorithm. Three different methods of ensemble voting, based on support (a non-democratic voting in which ensembles vote with their strengths), strength only (an ensemble with the largest strength decides to which concept a case belongs) and democratic voting (each ensemble has at most one vote) were used. Our conclusions are that though in most cases democratic voting was the best, it is not significantly better than voting based on support. The strength voting was the worst voting method.
Introduction
Ensemble learning methods may improve classifier performance. These methods construct an ensemble (a set) of diverse classifiers (resembling the base classifier) that vote on the concept membership. Two methods are used frequently: bagging [1] and boosting [2] . In bagging each classifier is created using different subsets of the training set. These subsets are results of a bootstrap sampling, constructed by drawing cases from the training set with replacement. Thus, a bootstrapped sample has about 63.2% unique cases from the training set. In boosting, the distribution of training cases is adaptively changed in such a way that the classifier will focus on cases that are difficult to classify. A weight is associated with each case. Weights of previously misclassified cases are increased. Hence, during boosting, more difficult cases are more frequently included in the sample. In both bagging and boosting, final predictions from all classifiers are aggregated.
Ensemble learning is conducted in two stages: creation of classifiers and combining classifier predictions. Bagging and boosting are typical methods for creating classifiers, but there are many other techniques of ensemble learning, for example, random forest methods [3] in which for every ensemble attributes are randomly selected, see also [4] [5] [6] [7] [8] [9] . Usually classifier predictions may be aggregated by voting, stacking [10] and cascading [11] . In stacking, a learning algorithm is applied to classifier predictions. Cascading combines classifier predictions iteratively, in each iteration the training data set is associated with the predictions from previous iterations.
The performance of bagging and boosting, combined with some aggregating mechanisms for combining predictions, is comparable. Bagging is more accurate than variations of random forests, randomized C4.5 and random subspaces [12] . For data sets with many conflicting cases bagging is much better than boosting [13] .
For our experiments we used as a base classifier the MLEM2 (Modified Learning from Examples Module, version 2) module of the LERS (Learning from Examples based on Rough Sets) data mining system. Additionally, we used bagging with three different techniques of combining predictions of ensemble classifiers: support, strength, and democratic voting. In all three techniques each rule set contributes at most one vote. The democratic voting, also called simple majority voting, is a standard technique of combining classifier votes in bagging and is known as very successful [6] . Our experiments show that the democratic voting is not significantly better than combining classifier votes based on support. On the other hand, combining predictions based on strength is the worst approach.
MLEM2
In our experiments, ensembles were rule sets induced by MLEM2 rule induction algorithm. The input data set of the MLEM2 is a lower or upper approximation of a concept [14] . The LEM2 computes a local covering and then converts it into a rule set. We will quote a few definitions to describe the MLEM2 algorithm [15] [16] [17] .
A data set is a collection of cases, each case is characterized by attributes and a decision d. The value of an attribute a for case x will be denoted by a(x). A block of an attribute-value pair t = (a, v), where v is the value a(x) of an attribute a for some case x, will be denoted by [t] .
Let X be a nonempty lower or upper approximation of a concept [(d, w) ], where w is the value of d for some case x. Set X depends on a set T of attributevalue pairs t = (a, v) if and only if
Set T is a minimal complex of X if and only if X depends on T and no proper subset T of T exists such that X depends on T . Let T be a nonempty collection of nonempty sets of attribute-value pairs. Then T is a local covering of X if and only if the following conditions are satisfied:
