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The  electromagnetic  properties  of  an  inaccessible  area  of  investigation  can  be  obtained  in  a  non‐invasive 
fashion by means of microwave imaging techniques [1]‐[4]. 
One  of  the  main  problems  in  processing  scattered  electromagnetic  radiations  is  related  to  the  intrinsic 
limitations of the collectable information on the scenario under test. As a matter of fact, it has been shown [5] 
that  an  oversampling  of  the  scattered  field  does  not  arbitrarily  increase  the  information  content  of  the 
measures  and  thus,  since  single‐illumination  measurement  setups  do  not  usually  allow  an  accurate 
reconstruction of the scatterers, multi‐view and multi‐illumination acquisition setups have been proposed [6]. 
Moreover, an enhanced reconstruction accuracy can be obtained by using frequency‐hopping strategies (e.g., 
[7])  or  simultaneously  processing  multi‐frequency  data  [8]‐[10].  Unfortunately,  when  dealing  with  multi‐






In  the  framework  of multi‐frequency  inversion  algorithms,  few works  has  investigated  the  exploitation  of 
multi‐frequency  data  through  multi‐resolution  strategies  [11].  This  contribution  is  aimed  at  preliminary 
analyzing  two multi‐frequency  approaches  integrated  into  a multi‐step  inversion  algorithm  (IMSA)  [12][13] 
previously  applied  to  monochromatic  data.  As  a  matter  of  fact,  non‐negligible  advantages  are  expected 
exploiting the benefits of a multi‐resolution expansion of the unknowns in the presence of an enlarged set of 
information coming from the multi‐frequency experiments. 
An outline of  the paper  is as  follows. Sections 2 briefly summarizes  the key‐features of  the proposed multi‐
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expressed  in  terms  of  the  relative  permittivity,  ),( yxrε ,  and  the  conductivity,  ),( yxσ ,  of  the medium,  is 
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pv yxE Δ∈),( ,, pvpv mm yx , and the  incident field  in the  investigation 
domain,  ,  ) is provided by a set of integral equations [12] ),(, yxE
inc
pv Dyx ∈),(




  { }),(),(),(),( ,int,,, yxEyxyxEyxE totpvppvtotpvincpv τΘ−= Dyx ∈),( (3) 
 
where   and   denote the external and internal scattering operator, respectively. extpv,Θ int, pvΘ
In order  to effectively deal with multi‐frequency data by solving  (2) and  (3),  thus determining  the unknown 









process  the  multi‐frequency  data  one‐by‐one  starting  from  the  lowest  available  frequen 1ffcy  ( = ).  Each 





The key points of the frequency‐hopping reconstruction loop ( Pp ,...,1= ) can be summarized as follows: 
 
• Initialization  ( 0=ps ). The  information content of  the scattered  field  [9] at  pff =   is  taken  into 
account  for  partitioning  the  investigation  domain  D   into  pN   sub‐domains.  Consequently,  a 
suitable  set  of  rectangular  basis  functions  [ ),( yxnΩ ,  pN1n ,...,= ]  is  defined  and  the  problem 
unknowns  are  initialized  to  the  free‐space  configuration  if  1=p .  In  the  successive  steps,  the 
profile reconstructed at the convergence step of the  )1( −p ‐th frequency stage is suitably mapped 
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• Multi‐Scaling  Profile  Reconstruction  ( pp Ss ,...,2= ).  Starting  from  the  solution  estimated  at  the 
( 1−ps )‐th  step,  a  set  of  psQ   regions‐of‐interest  (RoIs),  )( 1qspD − ,  is  determined  [13]  where  the 
resolution level is increased by defining a new set of  pN  basis functions whose supports overlap 
the  RoIs.  Therefore  a  multi‐resolution  representation  of  the  unknowns  is  looked  for  as  the 
minimum of a multi‐resolution cost function detailed in [13]; 
 








  { } { }),(Im),(Re),( yxfyxyx refffrefp pref τττ += (5) 
 
that  relates  the  value  of  the  contrast  at  the  p‐th  frequency  to  that  at  the  reference  frequency  ,  thus 
limiting  the  increasing  of  the  number  of  unknowns.  Therefore, 
reff
refτ   is  the  only  contrast  unknown  to  be 
determined as well as the internal fields,  , ),(, yxE
tot
pv Pp ,...,1= , to be estimated for each working frequency of 
the illumination setup. 
As far as the multi‐frequency reconstruction loop is concerned, the procedure is similar to that of the standard 
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as  a  comparison  with  the  reconstruction  with  the  standard  monochromatic  approach  (in  the  following, 
indicated as  IMSA‐SF). The selected  test case  [Fig. 3(a)] consists of a  layered cylindrical structure centred at 
  (λ7.0=−= refcrefc yx λ   being  the wavelength  at  GHzf 7= )  in  a  square  investigation  domain  λ5.3=IDL ‐
sided.  The  inner  square  layer  ( λ35.0=inL   in  side)  is  characterized  by  5.0=inτ , while  the  value  of  object 
function  of  the  outer  layer  ( λ05.1=inL ‐sided)  is  equal  to  0.2=outτ .  The  investigation  domain  has  been 
illuminated by a set of incident TM‐polarized plane waves impinging from  8=V  equally‐spaced directions and 
the multi‐frequency data ( ,  , 3=P GHzf 51 = GHzf 62 = ,  GHzf 73 = ) have been synthetically generated in a 
set of measurement points located on a circle  λ5.3  in radius. Moreover, the data have been blurred by adding 
a Gaussian noise characterized by  . dBSNR 20=
Because  of  the  different  information  content  available  at  each  frequency  [9],  , 311, =vM 372, =vM ,  and 
  field  samples  have  been  taken  into  accoun   a 1f ,  and  3f ,  respectively.  Cons , 
  2 =N d  1693 =N  basis functions have been used for the  IMSA‐FH and the  IMS e 
3 ,  Ss ,...,1= , has been chosen for the IMSA‐M




1211 =N , 144
)( NRN s = rsion.
The  gray‐level  representations  shown  in  Figs.  3(b)‐(d)  allow  a  preliminary  comparative  analysis  among  the 
proposed techniques. As a reference result, Fig. 3(b) shows a selected reconstruction processing through the 
IMSA‐SF  the  measurement  dataset  at  GHzf 7= .  Successively,  the  profile  under  test  has  been  retrieved 
processing  the    available  frequencies datasets with  the multi‐resolution  frequency hopping  approach 3=P
(IMSA‐FH) [Fig. 2(c)]. As it can be noticed, the IMSA slightly takes advantage of the frequency hopping scheme, 











−− = χχ 32.1
Eventually,  the  IMSA‐MF  inversion  scheme  has  been  considered.  The  distribution  of  the  reconstructed 
contrast  shown  in  Fig.  3(d)  points  out  that  the  use  of  multi‐frequency  data  improve  the  accuracy  in  the 
retrieval of  the outer as well as of  the  inner  layer as quantitatively confirmed by values of  the error  figures 
( ,  , and  ). MFIMSAtot
SFIMSA
tot


















data has been carried out  for evaluating potentialities and  limitations of  the proposed  inversion algorithms. 
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