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Summary. Non-hierarchical clustering methods are frequently based on the idea of forming groups around
“objects”. The main exponent of this class of methods is the k-means method, where these objects are points.
However, clusters in a data set may often be due to the existence of certain relationships among the measured
variables. For instance, we can find linear structures such as straight lines, planes and so on, around which the
observations are grouped in a natural way. These structures are not well represented by points. We present a
method that searches for linear groups in the presence of outliers. The method is based on the idea of impartial
trimming. We search for the “best” subsample containing a proportion 1 − α of the data and the best k affine
subspaces fitting to those non-discarded observations by measuring discrepancies through orthogonal distances.
The population version of the sample problem will also be considered. We prove the existence of solutions for
the sample and population problems together with their consistency. A feasible algorithm for solving the sample
problem is described as well. Finally, some examples showing how the proposed method works in practice are
provided.
Keywords: Robustness, Trimming, Affine Subspaces, Principal Components, Orthogonal Regression, Trimmed
k-means.
1. Introduction
Non-hierarchical methods in Cluster Analysis are usually based on the idea of forming groups around “cen-
ters”, which represent the typical behavior of the points in each group. Clustering is an important tool for
unsupervised learning that has received a lot of attention in the literature. Many clustering methods and
algorithms have been proposed in various fields such as statistics (see e.g. Hartigan 1975, Kaufman and
Rousseeuw 1990, Banfield and Raftery 1993, Scott 1992, Silverman 1986), data mining (see e.g. Ng and Han
1994, Zhang et al. 1997, Bradley et al. 1998, Murtagh 2002), machine learning (see e.g. Fisher 1987), and
pattern recognition (see e.g. Duda et al. 2000, Fukunaga 1990). The main exponent of this class of methods
is the k-means method (McQueen 1967 and Hartigan and Wong 1979), based on the Least Squares criterion
from which it inherits a great drawback: its lack of robustness. In order to solve the lack of robustness of
the k-means method, Cuesta-Albertos et al. (1997) introduced the trimmed k-means method which allows
that a proportion α of (possible) outlying observations is left unassigned to the resulting groups.
The presence of clusters in a data set is sometimes due to the existence of certain relationships among the
measured variables, which may adopt different patterns in each group. For instance, we can find in a data
set several linear structures such as straight lines, planes and so on, around which the observations could
be grouped in a natural way. Hosmer (1974), Lenstra et al (1982) and Spa¨th (1982) made first attempts of
clustering in this type of data sets by fitting a mixture of two simple linear regression models. Alternative
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algorithms for the two dimensional problem have been introduced by Murtagh and Raftery (1984) and
Phillips and Rosenfeld (1988). Desarbo and Cron (1988) stated the problem in general dimensions and for
an arbitrary number of linear groups. They used Maximum Likelihood Estimation and the EM algorithm
to solve that problem. Alternative solutions have been proposed by Desarbo et al. (1989), Kamgar-Parsi et
al. (1990) and Pen˜a et al. (2003). Hennig (2003) studied different models that yield linear clusters through
linear regression.
Recently, Van Aelst et al. (2006) addressed the problem of linear grouping by using an orthogonal
regression approach and obtained a very good performance in several problems where no outlying observations
were present. However, this approach suffers from a serious lack of robustness problem. Note that it reduces
to the classical non-robust Principal Components when we search for only one group. Some potential
applications in fields like computer vision (see e.g. Stewart 1999), pattern recognition (see e.g. Murtagh and
Raftery 1984 and Campbell et al. 1997) or tomography (Maitra 2001) suggest that more attention should
be paid to robustness, because the presence of noise in the data sets may be frequent in all these fields of
application. Clustering around lines in presence of noisy data has been previously treated in Banfield and
Raftery (1993) and Dasgupta and Raftery (1998) (by considering mixture fitting where noise is modeled
through a uniform component of the mixture) and in Chen et al. (2001) and Mu¨ller and Garlipp (2005)
(by considering redescending M-estimators and following an approach closely related with nonparametric
density estimation techniques). Agostinelli and Pellizzari (2006) proposes a hierarchical clustering approach
based on iterated Least Quantile Squares regressions.
We present a new method that searches for linear groups in the presence of outliers by robustifying the
orthogonal regression based linear grouping algorithm of Van Aelst et al. (2006). The method is based on
the idea of “impartial trimming” (Gordaliza 1991 and Cuesta-Albertos et al. 1997). The key idea is that
the data itself tell us which observations should be deleted. This approach, apart from allowing us to cluster
around general d-dimensional subspaces (not only around straight lines), differs from the above mentioned
methodologies in that it is based on a trimmed least squares criterium and, so, it incorporates the robustness
in a very natural way.
Given a sample {x1, ..., xn} of observations in Rp, 0 ≤ α < 1 (the expected proportion of outliers to be
trimmed off), d (the dimension of the affine subspaces with 1 ≤ d < p) and k ∈ N (the number of groups
that we are searching for), we look for the solution of the problem:
min
Y⊂{x1,...,xn},#Y=[n(1−α)]
min
{h1,...,hk}⊂Ad
1
[n(1− α)]
∑
xi∈Y
min
j=1,...,k
‖ xi − Prhj (xi) ‖2, (1)
where Ad := {h ⊂ Rp, h is a d-dimensional affine subspace} and Prh(·) denotes the orthogonal projection
onto h.
Any solution H0 = {h01, ..., h0k} of (1) induces a partition of the non-trimmed observations into k linear
clusters in the following way: the cluster Cj consists of all observations in the sample which are closer to h0j
than to the remaining k − 1 optimal subspaces in H0.
If we assume {x1, ..., xn} to be the realization of a random sample from a theoretical distribution P , the
sample or empirical problem in expression (1) admits a theoretical or population counterpart that will be
described in Section 2. Because of the existence of a population version of the original problem, the proposed
method provides not only a tool for data analysis, but also estimates of some interesting population features.
Existence of solutions for both, the sample and the population problems, will be shown. Moreover, the
consistency of the solutions of the sample problem toward the population solution will be derived.
A feasible algorithm for solving the sample problem is presented as well. This algorithm combines ideas of
the nonrobust linear grouping algorithm of Van Aelst et al. (2006) with techniques of the trimmed k-means
algorithm in Garc´ıa-Escudero et al. (2003).
The case k = 1 provides a trimming-based robustification of Principal Components Analysis which is
discussed in detail in Croux et al. (2007).
2. Population problem
Let P be an absolutely continuous probability distribution on Rp, the population α-trimmed k affine sub-
spaces problem for P is stated as follows:
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Let α ∈ (0, 1) and k ∈ N, and, for every H = {h1, ..., hk} ⊂ Ad and every Borel set A such that
P (A) = 1− α, we measure the k-variation around H given A by
VA(H) :=
1
1− α
∫
A
d(x,H)2dP (x).
with d(x,H) = minj=1,...,k ‖x−Prhj (x)‖. Then:
(a) we obtain the k-variation given A, by minimizing over H:
VA := inf
H⊂Ad,#H=k
VA(H),
(b) and, finally, we obtain the α-trimmed k-variation by minimizing over A:
Vk,α := inf
A:P (A)=1−α
VA.
By solving this double minimization problem, we achieve an optimal set A0 and k optimal affine
subspaces H0 = {h01, ..., h0k} such that VA0(H0) = Vk,α.
As in Van Aelst et al. (2006), we use orthogonal distances to measure the discrepancies because we do
not assume the existence of any privileged variable (that we want to explain in terms of the others). Note
that the orthogonal distances between the observations and the hyperplanes are not scaled, so this objective
function implicitly assumes equal variances along the linear subspaces. For sake of simplicity, we have stated
the problem for absolutely continuous distributions assuming that Borel sets with probability exactly equal
to 1 − α do always exist. However, the problem can be stated more generally by introducing trimming
functions (see Gordaliza 1991) that allow the partial participation of the points in the optimal set.
The next result provides a characterization of the optimal sets. Some notation will be needed: Given
h ∈ Ad and a radius r, we define the “strip” S(h, r) as S(h, r) := {x ∈ Rp :‖ x−Prh(x) ‖≤ r}. Analogously,
for a set H = {h1, ..., hk} ⊂ Ad, the “generalized strip” can be defined as S(H, r) := ∪kj=1S(hj , r) ≡ {x ∈
Rp : d(x,H) ≤ r}. The following result tells us that the optimal sets are essentially generalized strips centered
at some H and with radius
rα(H) := inf{r ≥ 0 : P (S(H, r)) = 1− α}.
Proposition 1. For every H = {h1, ..., hk} ⊂ Ad, we have:
(a) VS(H,rα(H))(H) ≤ VA(H) for every Borel set A such that P (A) = 1− α.
(b) The inequality in (a) is strict if and only if P (A 4 S(H, rα(H))) > 0 (4 denotes the symmetric
difference between sets).
Proposition 1 allows us to simplify the original double minimization problem to (only) the optimal
determination of a set H0 of k optimal affine subspaces. Note that once H0 has been determined, the
optimal set A0 is given by the generalized strip A0 = S(H0, rα(H0)).
Moreover, in order to better characterize the optimal sets, we provide the following “self-consistency”
result (see, e.g., Tarpey and Flury 1996). Let us consider the partition of the optimal set A0 onto the k
subsets:
C0j = {x ∈ Rp : x ∈ S(H0, rα(H0)) and ‖x− Prh0j (x)‖ ≤ ‖x− Prh0l (x)‖ for l 6= j}, j = 1, ..., k,
and, PC0j denotes the conditional probability of P conditioned to be in C
0
j . Then:
Proposition 2. For P an absolutely continuous distribution with finite second order moments, if H0 =
{h01, ..., h0k} are the k optimal affine subspaces, then each h0j must be an affine subspace spanned by the
ordinary population principal components of the distribution PC0j .
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Although a finite second order moment condition is assumed in Proposition 2, we will see that no moment
conditions are needed to proof the existence of solutions or the consistency result. This lack of moment
conditions is important because outliers are frequently modeled by heavy-tailed distributions. Note that the
optimal trimmed k affine subspaces are defined as subspaces that minimize trimmed squared orthogonal loss
functions instead of “principal components” based on covariance matrices. Proposition 2 says that the two
views coincide when the covariance matrices do exist. This proposition also suggests us the application of an
algorithm as described in Section 4 which can be seen as a kind of “(trimmed) self-consistency” algorithm
(Tarpey 1999).
The next result establishes the existence of a solution for the previously stated problem, without assuming
the existence of moments:
Theorem 1. Let P be an absolutely continuous probability distribution on Rp and α ∈ (0, 1), then there
always exist a set A0 and a set of k affine subspaces H0 such that VA0(H0) = Vk,α.
The proof of this result is deferred to the appendix. This proof requires some technical lemmas including
an interesting “continuity” result (Lemma 2) and a result telling us that the objective function Vk,α decreases
when the number of groups k is increased (Lemma 3).
3. Sample problem and consistency
If {Xn}n is a sequence of independent, identically distributed (i.i.d.) random vectors sampled from the
distribution P , the empirical distribution is defined as Pn(A) = 1n
∑n
i=1 IA(Xi). The original problem stated
in (1) follows by considering the same problem as in Section 2 but replacing the (unknown) underlying
distribution P by the empirical distribution Pn.
Although the existence result was stated for absolutely continuous distributions, the existence of solutions
in the empirical case can be easily derived. Note that there exists a finite number of ways to split {x1, ..., xn}
into k groups such that its total number of elements is [n(1 − α)]. Then, for each partition, the optimal k
affine subspaces are obtained by resorting to orthogonal regression of the observations in the groups. This
yields a finite number of candidate k affine subspaces from which the optimal solution needs to be selected.
In this section, we provide a consistency result stating the convergence of the sample solutions to the
population solution. The convergence between affine subspaces here must be seen as the convergence of the
distances to the origin and the possible choice of converging sequences of unitary spanning vectors.
Theorem 2. Let {Xn}n be a sequence of i.i.d. random vectors with common absolutely continuous
distribution P such that its associated (population) problem admits a unique solution H0. If {Hn}n is a
sequence of sample k optimal affine subspaces and {V nk,α}n is the associated sequence of sample empirical
α-trimmed k-variations, then the convergences in probability Hn → H0 and V nk,α → Vk,α hold.
The uniqueness of the solution can not be guaranteed for general probability distributions P . There exists
a uniqueness result in the k = 1 case for unimodal elliptical distributions when their d largest eigenvalues
are bigger than the p−d smallest ones (Croux et al. 2007). Unfortunately, it is difficult to extend this result
to the general k > 1 case.
4. Algorithm
The computation of the optimal empirical α-trimmed k affine subspaces has obviously a high computational
complexity, because a search in the combinatorial space of subsets of a given data set is needed. Hence,
exact algorithms are, in general, not feasible and the development of an adequate approximate algorithm is
as important as the procedure itself.
The algorithm introduced here is an adaptation of the one proposed for computing the empirical trimmed
k-means (Garc´ıa-Escudero et al. 2003). This last algorithm may be seen as a combination of the classical k-
means algorithm and the rationale behind the FAST-MCD algorithm in Rousseeuw and van Driessen (1999)
for computing the Minimum Covariance Determinant (MCD) estimator. In trimmed k-means a “concentra-
tion” step (or C-step) as in the fast-MCD algorithm was applied by keeping the [n(1−α)] observations with
lowest Euclidean distances from their respective centers. Now, in this new set-up, we keep the [n(1 − α)]
observations with smallest orthogonal distances from the closest subspace among the k affine subspaces from
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the previous iteration. Then, k new affine subspaces are obtained through orthogonal regression (i.e., solving
k Principal Components problems) as in the linear grouping algorithm of Van Aelst et al. (2006). Thus, for
a given data set {x1, ..., xn}, a fixed number of groups k, and a fixed trimming fraction α, the algorithm can
be described as follows:
Step 1: We first scale the variables to avoid numerical accuracy problems. Each variable is scaled
robustly by dividing through its median absolute deviation.
Step 2: Randomly select k starting affine subspaces in Ad (for instance, draw at random (d + 1) × k
observations in general position from the whole data set and use them to obtain k affine subspaces
where each one is determined by d+ 1 points). Note that each hyperplane is determined by the mean
xj0 of the d+1 points and a matrix U
j
0 whose columns are the d unitary eigenvectors corresponding to
the nonzero eigenvalues of the sample covariance matrix of the d+ 1 observations.
Step 3: The “Concentration” step:
Assume that H = {h1, ..., hk} ⊂ Ad are the k affine subspaces obtained in the previous iteration:
Step 3.1: Compute the distances di = d(xi,H), i = 1, ..., n, between each observation and its
closest subspace among the k affine subspaces from the previous iteration. Determine the set C
that consists of the [n(1− α)] observations with lowest di’s where
d2i = inf
j=1,...,k
∥∥(I − U j0 (U j0 )′)(xi − xj0)∥∥2.
Step 3.2: Partition C into C = {C1, ..., Ck} where the points in Cj are those observations closer to
hj than to any of the other affine subspaces hl with l 6= j. That is, Cj := {xi ∈ C : d(xi, hj)2 = di}.
Step 3.3: Let xj1 be the sample mean of the observations in Cj and U j1 be a matrix containing
the d largest orthogonal unitary eigenvectors of the sample covariance matrix of the observations
in Cj . The k affine subspaces H = {h1, ..., hk} for the next iteration will be the k affine subspaces
passing through xj1 and spanned by the vectors given by the columns of U
j
1 , for j = 1, ..., k.
Step 4: Repeat the “concentration”-step a few (e.g. 10) times. After these iterations, compute the
final evaluation function
1
[n(1− α)]
k∑
j=1
∑
xi∈Cj
d2i . (2)
Step 5: Draw random starting subspaces (i.e., start from step 1) several times (e.g. 500 times), keep
the solutions (e.g. 10) leading to minimal values of the evaluation function (2) and fully iterate those
to choose the optimal solution.
Note that the algorithm reduces to the Linear Grouping Algorithm in Van Aelst et al. (2006) when α = 0.
For each random start, the iterative procedure in Step 3 converges to a locally optimal solution. As argued
in Rousseeuw and Van Driessen (1999), a few concentration steps usually suffice to decide which random
starts converge to a good global solution. On the other hand, a sufficient number of random starts is needed
to have high enough probability that at least one random start converges to the global solution. Similarly as
in Van Aelst et al. (2006), one could calculate the minimal number of starting values that is needed to have
95% probability of obtaining at least one starting solution that is optimal in the sense that it is outlier free
and contains exactly d + 1 observations of each of the k groups. However, this number depends on k, the
relative sizes of the k groups, α, d and p. In practice, not all this information will be available beforehand.
Moreover, the resulting number of random starts is much higher than necessary, because the concentration
steps in Step 3 allow the algorithm to converge to a good solution from any reasonable initial random start.
In our experience, taking 500 or 1000 random starts is sufficient to find a good solution.
Remark 1. Although our algorithm is consistent for the population partition induced by the trimmed
mean squared criterium, this partition is not necessarily the most interesting partition in all applications.
Note that, without trimming, the proposed algorithm can be viewed as a classification-likelihood EM-algorithm
(see, e.g., Celeux and Govaert 1992) which is known to be inconsistent for estimating the underlying mixture
model parameters (see Bryant and Williamson 1978). Therefore, it is possible that clusters generated by a
mixture distribution may not be uncovered by our algorithm. An ideal situation for our algorithm would be,
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for instance, a population consisting of linear d-dimensional subspaces plus (p−d)-dimensional spherical and
equally scattered Gaussian error terms lying in the orthogonal complement of these linear subspaces (see also
Garc´ıa-Escudero et al. 2008).
5. Examples
In this section we illustrate the performance of the proposed approach on simulated and real data.
5.1. Simulated examples
We consider synthetic datasets generated according to the slanted pi configuration (random points from three
linear models in two dimensions) as already used in Van Aelst et al. (2006) but we add different types of
outliers to illustrate the robustness of the trimmed affine subspaces. In Figure 1(a) we generated n = 300
points according to the slanted pi configuration, but we replaced 50 points by scattered outliers (marked ?).
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Fig. 1. (a) Slanted pi data set of size n = 300 with 50 outliers; (b) LGA solution (α = 0%) for k = 3 groups; (c) Robust
solution (α = 20%) for k = 3 groups
Note that we have both outliers that are far from the bulk of the data, as well as inliers that are not
close to any of the linear patterns but do belong to the bulk of the data because they lie between the linear
patterns. Figure 1(b) illustrates the nonrobustness of the linear grouping algorithm (LGA) as proposed in
Van Aelst et al. (2006). In this example, the outliers mainly affected the line at the top of the pi. Moreover,
the residual variability has become high because all outliers have been assigned to their closest line. On the
other hand, if we apply the robust linear grouping algorithm with 20% trimming then we obtain the result in
Figure 1(c) where the trimmed points are now marked with ?. Comparing this result with Figure 1(a) reveals
that we now have successfully retrieved the linear patterns and that the method trimmed all the outliers.
Note that also some points that actually lie close to a hyperplane have been trimmed as a consequence of
the choice of a large trimming fraction α. The trimming fraction has been taken larger than necessary to
mimic the use of the procedure in practice where the fraction of outliers is unknown. However, by comparing
the distance di between a trimmed point and its closest hyperplane to the distances of the points assigned
to that hyperplane, we can easily decide which points should be really trimmed and which can actually be
assigned to a group. In this way the clustering can be further improved.
It is obvious that assignment of points is difficult in the intersection regions between two (or more)
hyperplanes and errors will be inevitable. Note that in practice the true group membership is unknown.
Points in these ‘intermediate’ regions will be close to more than one hyperplane and could be given double
(or multiple) membership. To measure how strongly each object belongs to its assigned group, Van Aelst
et al. (2006) extended the silhouette width (Rousseeuw 1987) to the linear grouping setting. The silhouette
width compares the distance of an object to its assigned group with the distance to its neighbor (the second
closest hyperplane). The larger the silhouette width of an object, the more confident one can be about the
correctness of its assignment. On the other hand, objects with smaller silhouette widths are more likely to
be assigned incorrectly. Alternatively, posterior probabilities and Bayesian factors can be used to measure
strength of group membership if a model is used for each of the linear groups (see Van Aelst et al., 2006).
The next two examples consider extreme situations. In Figure 2(a) we have 100 (33%) points that are
scattered outliers, which makes it hard to even detect the linear patterns by eye if the symbol coding would
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be removed. Figure 2(b) contains a tight cluster of inliers (50 points), which can be identified easily by eye,
but because it is so tight, it causes many problems for the nonrobust LGA. In both cases the LGA solution
becomes unstable and completely misses at least one of the three linear patterns as shown in Figures 2(c)
and (d). On the other hand, even in such extreme cases, the robust linear grouping algorithm can still
identify the linear patterns as can be seen from Figures 2(e) (40% trimming) and (f) (25% trimming). Note
that we verified that the three linear models shown in Figures 2(a) and (b) correspond to the population
solutions of the α-trimmed linear grouping problem. Therefore, it is very likely that the robust linear
grouping solutions shown in Figures 2(e) and (f) are in fact global solutions. These extreme examples show
the powerful performance of the robust linear grouping algorithm to detect linear patterns in the presence
of contamination.
5.2. Corridor-walls recognition
Computer Vision is an interesting field where linear grouping methods can be applied. Moreover, the
approach developed here is especially appealing in computer vision due to the different sources of noise often
present in this context. Note that robust estimation methods related to trimming have been adapted before
for computer vision applications (see e.g. Meer et al. 1991, Jolion et al. 1991, and Stewart 1995).
In some applications of Computer Vision, a set of two or three dimensional measurements is taken from
a place and we must try to recognize different structures in the data to help us identify the objects present
in the room. In our example, a laser device is introduced in a corridor of an office building and we want
to recognize the main elements constituting the corridor. The device throws a laser ray which touches a
point from the object found at the end of its trajectory and takes a three dimensional measurement of
the placement of that point with respect to a fixed reference system. The laser device sweeps all possible
directions following a dense grid of solid angles and it generates a large three dimensional data set. The goal
is to recognize the exact position of the walls and the ceiling of the corridor, but we could have some noise
due to objects that were placed on the floor or attached to the walls or the ceiling. To make the figures
interpretable, we have selected only a small part of the whole data set, but the performance of our method
is good even in more complex situations than the one presented here.
Figure 3(a) shows the data set we want to analyze. In this figure we can easily guess the linear structures
(planes) corresponding to the two walls and the ceiling. We can also see some points corresponding to an
object lying on the floor. When we apply the robust linear grouping algorithm with k = 3 and α = .15, we
obtain the three clusters shown in Figure 3.
Figure 4(a) shows the trimmed points, which are the points placed farthest away from the linear structures
we have found. Figure 4(b) shows the distances of the trimmed points to the corresponding planes. We
can see that the trimmed points come from three different sources. The group with the largest distances
corresponds to the object placed on the floor, which is far away from all the planes. The group of trimmed
points with “log(distances+1)” around 0.07 corresponds to a heating radiator hanging on the left wall.
Finally, there exists a third group of trimmed points whose distances are quite close to the optimal radius
which served as the cutoff point to decide whether an observation should be trimmed off (if its distance
exceeds that radius) or not. Note that the choice α = .15 was rather subjective but the relative “proximity”
of the distances to the optimal radius could be used to further decide whether a trimmed data point can
be recovered as a “regular” constituent of the walls or it merely corresponds to some irregularities (caused
perhaps by inexperienced or unprofessional building workers). For instance, a more detailed analysis of the
original data has shown a not very high finish in the ceiling and in some corners of this corridor together
with some small damaged zones in the walls that this method was able to detect.
Note that the consideration of a high trimming level α followed by a careful examination of a plot like
that appearing in Figure 4(b) could in general be a good strategy with this kind of data. We would also like
to stress that, due to its linear shape, we could even recover the radiator by setting k = 4 in the procedure.
To make our method a useful tool in Computer Vision data driven procedures for automatically doing the
examination of plots like that in Figure 4 will be needed.
6. Discussion
We introduced a robust method to detect linear structures in a data set. Our method robustifies the linear
grouping technique of Van Aelst et al. (2006) by using impartial trimming. We have shown that solutions
of our method exist both at the sample and population level and moreover, the solution is consistent.
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Fig. 2. (a) Slanted pi data set of size n = 300 with 100 scattered outliers; (b) Slanted pi data set of size n = 300 with
a cluster of 50 inliers; (c) LGA solution (α = 0%) corresponding to (a) for k = 3 groups; (d) LGA solution (α = 0%)
corresponding to (b) for k = 3 groups; (e) Robust solution (α = 40%) corresponding to (a) for k = 3 groups; (f) Robust
solution (α = 25%) corresponding to (b) for k = 3 groups
We presented a computationally feasible algorithm based on concentration steps, that provides an adequate
approximate solution to the problem. The examples have illustrated the usefulness of our method in practice.
Note that this procedure based on orthogonal regression does not require the specification of a response
variable.
Banfield and Raftery (1993) and Dasgupta and Raftery (1998) also considered the problem of detecting
linear clusters in noisy data. These procedures use a model consisting of a mixture distribution where the
noise is assumed to arise from a Poisson process with constant intensity. Clearly, the performance of the
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Fig. 3. Results of the robust linear clustering algorithm for the “corridor-walls” data set when k = 3 and α = .15.
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Fig. 4. (a) Trimmed observations for the “corridor-walls” data set (k = 3 and α = .15). (b) Distances of the observations
to their closest optimal subspaces. Observations with distances greater than the optimal radius (horizontal white line)
were the trimmed ones.
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methods strongly dependents on the validity of the model assumptions. In the context of nonrobust linear
clustering, Van Aelst et al. (2006) showed that MCLUST (Banfield and Raftery 1993) cannot always detect
linear patterns that can be found by the linear grouping algorithm. The procedure of Chen et al. (2001) is
limited to detecting lines in two-dimensional data. Mu¨ller and Garlipp (2005) considered a procedure based
on local minima of orthogonal regression redescending M-estimators. Note that the algorithm requires good
starting values. Our method can be used to find such starting values in the presence of outliers. Agostinelli
and Pellizzari (2006) proposed a hierarchical clustering approach based on robust orthogonal regression
through iterated Least Quantile Squares regressions. However, properties of this method such as consistency
and behavior in the presence of outliers have not been investigated yet.
Our technique requires the input of two tuning parameters, the trimming fraction, α and the number of
linear structures, k. These two parameters are often related. If the dataset is not suspected to contain a
large fraction of outliers, a trimming fraction between 0.05 and 0.15 would be recommended. On the other
hand, if the trimming fraction is too small, then the linear grouping may be distorted by the outliers, leading
to an incorrect grouping. In our experience, the linear grouping procedure can often detect the ’core’ of
the linear groups even when a trimming fraction larger than necessary is being used. Therefore, for noisy
data, a large enough trimming fraction in the beginning, e.g. α in the range 0.25-0.35 is recommended to
reliably detect the linear structures in the data without adverse effects of the outliers. However, an entire
cluster may be trimmed and therefore careful examination of the clustering results and trimmed points
is necessary when using a large trimming fraction. By examination of the distances di of the trimmed
points (e.g. using a graphical representation as in Figure 4) it can then be checked whether points that
are close to a hyperplane have been trimmed. In such case these points can be assigned to their closest
hyperplanes. The remaining trimmed points can be conveniently color tagged and graphically examined to
determine whether they are isolated outliers or a cluster. Examination of high dimensional data can be done
with the help of high level graphical tools such as dynamic projections. Dynamic projections have been
successfully implemented in recent years by software such as XGobi (Swayne et al. 1998) and its successor
GGobi (Swayne et al. 2003). They can be powerful in showing high-dimensional data structure, including
the structure of outliers. The so-called “grand tour” provides an overview of the data through a random
continuous sequence of 2D projections (1D or 3D projections have also been proposed). Alternatively, other
graphical techniques specially aimed to clustering problems may be used (see Hennig and Christlieb 2002).
The graphical procedures developed in Garcia-Escudero et al. (2003) can be useful to select the number of
groups. Moreover, to check whether a group has been completely trimmed, it can be instructive to compare
the current solution to the solution that is obtained when the number of groups, k, is increased by one and
the trimming fraction is taken lower. If the problem at hand does not suggest any reasonable values for k,
then graphical procedures as developed in Garc´ıa-Escudero et al. (2003) can be very useful as well to select
the number of groups. If further linear structures exist among the trimmed points, or a substantial number
of trimmed observations can be assigned to existing linear structures, then the analysis can be re-run with
adjusted values of the trimming fraction α and/or the number of linear groups, k.
Our procedure detects subspaces with the same dimension d in a p-dimensional data set. In practice,
subgroups of different dimensions can exist in a p-dimensional data set. For example, a two-dimensional
data set can contain linear structures (dimension 1) as well as point clusters (dimension 0). However, our
technique can be used as the basis of a multistage procedure as outlined in Van Aelst et al. (2006) where
each of the p− 1 dimensional subspaces that has been detected is investigated further to determine whether
it is a genuine homogeneous p − 1 dimensional subgroup or whether it is a mixture of one or more lower
dimensional subgroups.
Since the “self-consistency” property plays a key role in our approach, it seems natural to try extending it
to the case of robust clustering around principal curves (Hastie and Stuetzle 1989). Clustering around prin-
cipal curves has already been proposed (see, e.g., Banfield and Raftery 1992) and providing some robustness
to these procedures is appealing. Stanford and Raftery (2000) handled the presence of background noise
by modeling it through a uniform noise mixture component. However, one could also consider a trimming
approach by allowing a proportion α of observations to be discarded. This is ongoing work.
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7. Appendix: Proofs
7.1. Proof of Proposition 1
Let S = S(H, rα(H)) and a Borel set A such that P (A) = 1 − α. Note that P (A ∩ Sc) = P (Ac ∩ S), since
1− α = P (A ∩ S) + P (A ∩ Sc) = P (A ∩ S) + P (Ac ∩ S). Thus,∫
A
d(x,H)2dP (x) =
∫
A∩S
d(x,H)2dP (x) +
∫
A∩Sc
d(x,H)2dP (x)
≥
∫
A∩S
d(x,H)2dP (x) + rα(H)2P (A ∩ Sc)
=
∫
A∩S
d(x,H)2dP (x) + rα(H)2P (Ac ∩ S)
≥
∫
A∩S
d(x,H)2dP (x) +
∫
A∩Sc
d(x,H)2dP (x) =
∫
S
d(x,H)2dP (x)
Note that previous inequalities are strict ones whenever P (A4 S) > 0 (and, consequently, P (A ∩ Sc) and
P (Ac ∩ S) are so strictly positive). 2
7.2. Proof of Proposition 2
If that result did not hold, we could strictly diminish the variation by replacing h0j by the affine subspace
spanned by the ordinary principal components of the probability distribution PC0j and, thus, H0 would not
be the optimal affine subspaces. 2
In order to prove the existence result, three previous technical lemmas will be needed:
Lemma 1. For any 0 < α < 1, we have Vk,α <∞.
Proof: Let us consider h˜ ∈ Ad, the affine subspace spanned by the origin and the first d vectors of the
canonical basis in Rp and H equal to h˜ plus other k − 1 different affine subspaces. Take r > 0 such that
P (S(H, r)) = 1− α, we easily see that Vk,α ≤ r2 <∞. 2
For the following results, we introduce the α-trimmed variation around H defined as:
Vα(H) :=
1
1− α
∫
S(H,rα(H))
d(x,H)2dP (x).
Lemma 2. Let Hn = {hn1 , ..., hnk} ⊂ Ad be a sequence of sets of affine subspaces, n = 0, 1, 2, ..., such that
Hn → H0 then Vα(Hn)→ Vα(H0) as n→∞.
Proof: Let rn = rα(Hn) and Sn = S(Hn, rn), n = 0, 1, 2, ..., and, Dn(·) = ISn(·)d(·,Hn)2−IS0(·)d(·,H0)2.
We have
(1− α)(Vα(Hn)− Vα(H0)) =
∫
En
Dn(x)dP (x) +
∫
Fn
Dn(x)dP (x) +
∫
Gn
Dn(x)dP (x)
:= A(1)n +A
(2)
n +A
(3)
n ,
with En = Sc0 ∩ Sn, Fn = S0 ∩ Scn and Gn = S0 ∩ Sn (notice that Dn(x) = 0 for every x ∈ Sc0 ∩ Scn).
The sequence {rn}n is clearly bounded (because Hn → H0) and En ↓ ∅. Hence,∣∣A(1)n ∣∣ ≤ ∣∣∣∣ ∫
En
ISn(x)d(x,Hn)
2dP (x)
∣∣∣∣+ ∣∣∣∣ ∫
En
IS0(x)d(x,H0)
2dP (x)
∣∣∣∣
≤ (r2n + r20)P (En)→ 0 as n→∞.
In a similar way we can prove that
∣∣A(2)n ∣∣ converges to 0.
To study the convergence of
∣∣A(3)n ∣∣, let us consider:
|A(3)n | ≤
∣∣∣∣ ∫
Gn
ISn(x)(d(x,Hn)
2 − d(x,H0)2)dP (x)
∣∣∣∣+ ∣∣∣∣ ∫
Gn
(ISn(x)− IS0(x))d(x,H0)2dP (x)
∣∣∣∣
:= B(1)n +B
(2)
n .
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But B(2)n = 0 because ISn(x) = IS0(x) = 1 for x ∈ Gn. For B(1)n , we have
B(1)n ≤
∫
Gn
∣∣d(x,Hn)2 − d(x,H0)2∣∣dP (x) ≤ sup
x∈Gn
∣∣d(x,Hn)2 − d(x,H0)2∣∣P (Gn).
This last term converges to 0, because P (Gn) ≤ 1−α together with the fact that d(x,Hn)2− d(x,H0)2 → 0
pointwise and taking into account the uniform continuity of the real valued quadratic function g(x) = x2 on
the compact set [0, T ] with T = sup{rn}∞n=0 <∞. 2
Lemma 3. Let H = {h1, ..., hk} ⊂ Ad and α ∈ (0, 1). The following statements are equivalent:
(a) Vα(H) > 0
(b) there exists h0 ∈ Ad such that Vα(H ∪ h0) < Vα(H).
Proof: We only prove that (a) implies (b), because the other implication is obvious.
Suppose that Vα(H) > 0. Then we have rα(H) > 0 and P (H) < 1− α. Moreover, for every r < rα(H),
we have that P (S(H, r)) < 1− α. For every set H ⊂ Ad, let us consider SH = S(H, rα(H)). We can easily
see that there exists an m0 ∈ Rp and r0 > 0 such that B0 = B(m0, r0) satisfies: (i) P (B0 ∩ SH) > 0, (ii)
d(m0, {Prh1(m0), ...,Prhk(m0)}) > 2/3 · rα(H), and (iii) r0 < 1/3 · rα(H).
Let h0 ∈ Ad and such that m0 ∈ h0. We have:
(1− α)Vα(H) =
∫
B0∩SH
d(x,H)2dP (x) +
∫
Bc0∩SH
d(x,H)2dP (x)
>
∫
B0∩SH
d(x, h0)2dP (x) +
∫
Bc0∩SH
d(x,H)2dP (x) (3)
≥
∫
SH
min{d(x, h0), d(x,H)}2dP (x)
=
∫
SH
d(x,H ∪ h0)2dP (x) ≥
∫
SH∪h0
d(x,H ∪ h0)2dP (x) (4)
= (1− α)Vα(H ∪ h0).
We have applied (i), (ii) and (iii) in order to get the strict inequality in (3). To achieve (4), we take into
account that ∫
SH∩ScH∪h0
d(x,H ∪ h0)dP (x) ≥
∫
ScH∩SH∪h0
d(x,H ∪ h0)dP (x)
because P (SH ∩ ScH∪h0) = P (ScH ∩ SH∪h0) and d(x,H ∪ h0) ≥ d(y,H ∪ h0) for every x ∈ SH ∩ ScH∪h0 and
y ∈ ScH ∩ SH∪h0 . 2
7.3. Proof of Theorem 1
Recall that Proposition 1 tell us that Vk,α = infH∈Ad,#H=k Vα(H). Now, from Lemma 1, we can take a
sequence of sets Hn = {hn1 , ..., hnk} ⊂ Ad such that Vα(Hn) ↓ Vk,α as n → ∞. First, we will prove the
existence of a convergent subsequence of {Hn}n and, second, we will show that the limit set is an optimal k
affine subspace.
If dn = minj=1,...,k d(hnj , 0), rn = rα(Hn), and Sn = S(Hn, rn), we can show that {dn}n and {rn}n are
bounded sequences. Take R > 0 such that P (B(0, R)) > max{1−α, α}. As P (Sn) = 1−α, we trivially have
dn − R ≤ rn ≤ dn + R for every n ∈ N. Therefore, {rn}n will be bounded if and only if {dn}n is bounded.
With this in mind, take two sequences of positive numbers {ξn}n and {Rn}n such that ξn ↓ 0, Rn ↑ ∞ and
P (B(0, Rn)) ≥ 1− ξn. If {dn}n were not bounded, we could find a subsequence (denoted as the original one)
with dn > 2Rn for every n ∈ N. Then, we would have
Vα(Hn) ≥ 11− αR
2
n · P (Sn ∩B(0, Rn)c) ≥ R2n
1− α− ξn
1− α ↑ ∞ as n→∞,
contradicting Lemma 1.
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Thus, {dn}n and {rn}n are bounded, and, there exists a nonempty set J ⊆ {1, ..., k} with
if j ∈ J , then there exists a d0j such that dnj → d0j , (5)
if j /∈ J , then dnj →∞ as n→∞
(a subsequence denoted as the original one may be needed in (5)).
We can assume, without loss of generality, that J = {1, ...,m} for m ≤ k. We can trivially find some
affine subspaces h0j ∈ Ad, verifying that hnj → h0j as n → ∞ for j ∈ J, (because the distances to the
origin and their unitary spanning vectors are bounded). Take, now, the sets Hm0 = {h01, ..., h0m},Hmn =
{hn1 , ..., hnm}, and ,H−mn = {hnm+1, ..., hnk} and let r′n = rα(Hmn ) and S′n = S(Hmn , r′n). We have trivially that
r′n ≥ rn and that {r′n}n must also be a bounded sequence by a similar argument as before.
We can assume from (5), without loss of generality, that dnj > 2Rn for j /∈ J , S(Hmn , rn)∩ S(H−mn , rn)∩
B(0, Rn) = ∅, and, P (S(H−mn , rn)) ≤ ξn, for every n. We, thus, have
(1− α)Vα(Hmn ) =
∫
B(0,Rn)∩S′n
d(x,Hmn )
2dP (x) +
∫
B(0,Rn)c∩S′n
d(x,Hmn )
2dP (x) := C(1)n + C
(2)
n .
Note that
C(1)n =
∫
B(0,Rn)∩S(Hmn ,rn)
IS′n(x)d(x,H
m
n )
2dP (x) +
∫
B(0,Rn)∩[S′n−S(Hmn ,rn)]
IS′n(x)d(x,H
m
n )
2dP (x)
≤
∫
B(0,Rn)∩S(Hmn ,rn)
ISn(x)d(x,H
m
n )
2dP (x) + (r′n)
2 · ξn,
because IS′n(x) = ISn(x) for all x ∈ S(Hmn , rn) as r′n ≥ rn and P
(
B(0, Rn) ∩ [S′n − S(Hmn , rn)]
) ≤
P (S(H−mn , rn)) ≤ ξn. Therefore,
(1− α)Vα(Hmn ) ≤
∫
B(0,Rn)∩S(Hmn ,rn)
ISn(x)d(x,H
m
n )
2dP (x) + 2(r′n)
2ξn
as, clearly, C(2)n ≤ (r′n)2 · ξn.
On the other hand, we have
(1− α)Vα(Hn) ≥
∫
B(0,Rn)∩S(Hmn ,rn)
ISn(x)d(x,H
m
n )
2dP (x).
Thus, (1 − α)Vα(Hn) ≥ (1 − α)Vα(Hmn ) − 2(r′n)2ξn ≥ (1 − α)Vα,m − 2(r′n)2ξn. But, as {r′n}n is bounded
sequence and ξn ↓ 0, so, we get 2(r′n)2ξn → 0. Hence Vk,α = limn→∞ Vα(Hn) ≥ limn→∞ Vα(Hmn ) ≥ Vm,α.
Then, necessarily, Vk,α = Vm,α. Moreover, from Lemma 2, we have limn→∞ Vα(Hmn ) = Vα(Hm0 ) and it
follows that Vα(Hm0 ) = Vm,α, and then H
m
0 will be optimal k affine subspaces. Now, if m = k, the proof is
finished. Otherwise, if m < k, Lemma 3 implies that Vα(Hm0 ) = 0 and the existence is obviously guaranteed
for k ≥ m. 2
7.4. Proof of Theorem 2
For some combinations of n and α there may not exist a set A with Pn(A) = 1− α. Therefore, for practical
purposes, we use sets A containing [n(1−α)] observations in (1). In the proof of the consistency result, this
implies also the consideration of a (asymptotically not important) term O(n−1) which will be omitted.
It suffices to prove that every subsequence of {Hn}n (resp. {V nk,α}n) admits a new subsequence which
converges to H0 (resp. Vk,α). We denote these subsequences (w.l.o.g.) as the original ones.
First, we show that V nk,α is uniformly bounded. To see this, just follow the same argument as in the
proof of Lemma 1, but now we need the tightness of the empirical distribution sequence {Pn}n in order to
guarantee the existence of a common radius r such that Pn(S(h˜, r)) ≥ 1− α.
If Hn = {hn1 , ..., hnk}, let dn = minj=1,...,k d(hni , 0), rn = rα(Hn) and Sn = S(Hn, rn), n = 0, 1, 2, ... .
We can also show that the sequences {dn}n and {rn}n are bounded. For doing this, we need again to use
the tightness of {Pn}n for obtaining two sequences of positive numbers {ξn}n and {Rn}n such that ξn ↓ 0,
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Rn ↑ ∞ and Pn(B(0, Rn)) ≥ 1− ξn. Later, as we did in the proof of Theorem 1, we would see that if these
sequences were not bounded, this would contradict the uniformly boundedness of V nk,α.
Let r′n and S
′
n = S(H0, r
′
n) such that Pn(S
′
n) = 1 − α, n = 0, 1, 2, ... . The sequence {r′n}n is again a
bounded sequence and, so, we can assume that r′n → r′0 for some r′0 > 0.
The class {IS(H0,r)(·) : r > 0} is trivially a Glivenko-Cantelli class. Therefore,
oP (1) = Pn(S′n)− P (S′n) = Pn(S′n)− P (S′0) + P (S′0)− P (S′n).
But P (S′n)− P (S′0) = oP (1) because r′n → r′0 and the fact that P is an absolute continuous distribution.
Hence, P (S′0) = 1 − α and r′0 = r0. Moreover, the fact that {IS(H0,r)(·)d(·,H0)2 : r > 0} is also a
Glivenko-Cantelli class, the absolute continuity of P and the convergence r′n → r0 imply
V nk,α ≤
1
1− α
∫
S′n
d(x,H0)2dPn(x)→ 11− α
∫
S0
d(x,H0)2dP
and, consequently,
lim
n
supV nk,α ≤ Vk,α. (6)
As {dn}n and {rn}n are bounded, there exists a nonempty set J ⊆ {1, ..., k} and a subsequence of
{Hn}n (denoted as the original one) such that: if j ∈ J , then there exist a hj ∈ Ad such that hnj → h0j , and
if j /∈ J , then dnj →∞ as n→∞. We can assume, without loss of generality, that J = {1, ...,m} for m ≤ k,
and we use the notation: Hm0 = {h01, ..., h0m},Hmn = {hn1 , ..., hnm}, and ,H−mn = {hnm+1, ..., hnk}.
As {rn}n is bounded, we can assume that it admits a convergent subsequence (denoted as the original one)
with limit, say, r. Then, Pn(S(H−mn , rn)) → 0, and, Pn(S(Hmn , rn)) → 1 − α. Now, as Pn(S(Hmn , rn)) →
P (S(Hm0 , r)), we conclude that P (S(H
m
0 , r)) = 1 − α. Furthermore, {IS(H,r)(·)d(·,H)2 : r > 0,H ⊂
Ad and #H = k} is also a Glivenko-Cantelli class of functions (its subgraph may be constructed from
subgraphs of a finite dimensional family of functions). Thus, an argument almost equal to that applied in
the proof of a Theorem 1 lead us to
lim
n
inf V nk,α ≥
1
1− α
∫
S(Hm0 ,r)
d(x,Hm0 )
2dP (x) ≥ Vm,α.
Therefore, by also applying (6), we have Vm,α = Vk,α = limn V nk,α. Finally, the absolute continuity of the
distribution P together with the uniqueness of H0 shows that m = k and H0 = Hm0 . 2
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