In this paper PC-VAR estimation of vector autoregressive models (VAR) is proposed. The estimation strategy successfully lessens the curse of dimensionality affecting VAR models, when estimated using sample sizes typically available in quarterly studies. The procedure involves a dynamic regression using a subset of principal components extracted from a vector time series, and the recovery of the implied unrestricted VAR parameter estimates by solving a set of linear constraints. PC-VAR and OLS estimation of unrestricted VAR models show the same asymptotic properties. Monte Carlo results strongly support PC-VAR estimation, yielding gains, in terms of both lower bias and higher efficiency, relatively to OLS estimation of high dimensional unrestricted VAR models in small samples. Guidance for the selection of the number of components to be used in empirical studies is provided.
Introduction
In this paper principal components vector autoregressive estimation (PC-VAR) for large scale dynamic econometric models is proposed. Vector autoregressive models (VAR), when estimated using economic time series of sample sizes typically available in empirical quarterly studies, are subject to the curse of dimensionality. Recent contributions, dealing with this issue in the framework of factor augmented VAR (FVAR) models ( [1] [2] [3] [4] ; see also [5] for a survey and new results), have mostly relied on principal components (PC) estimation (in the frequency or time domain) of the underlying unobserved common factor structure. Results of [1, 6, 7] have in fact proved consistency and asymptotic normality of PC estimation under various scenarios, including the exact and approximate factor model case, weakly stationary (short memory) and I(1) integrated processes, also showing conditional heteroskedasticity; see also [8] for additional implications of temporal dependence for PC estimation.
The proposed approach is different from FVAR modeling, as no reference to an underlying factor structure is made, and PC estimation is performed to yield accurate estimation of the parameters of an unrestricted VAR model, rather than of a dynamic factor model. The procedure involves a dynamic regression using a subset of principal components extracted from a vector time series, and the recovery of the implied unrestricted VAR parameter estimates by solving a set of linear constraints. PC-VAR and OLS estimation of unrestricted VAR models show the same asymptotic properties.
Monte Carlo results strongly support PC-VAR estimation, yielding gains, in terms of both lower bias and higher efficiency, relatively to OLS estimation of high dimensional unrestricted VAR models in small samples. Guidance for the selection of the number of components to be used in empirical studies is provided.
After this introduction, the paper is organized as follows. In section two PC-VAR estimation is presented, while in section three Monte Carlo analysis is performed; see [9] for an empirical application of the procedure. 
PC-VAR Estimation of VAR Models
The validity of PC estimation for weakly dependent processes follows from results in [7] and [8] . In particular, in [7] , under some general conditions, r consistency and asymptotic normality of PC estimation of the unobserved common factors has been established, at each point in time, for and ,
, when both the unobserved factors and the idiosyncratic components show limited serial correlation, and the latter also display limited heteroskedasticity in both their time-series and cross-sectional dimensions (see Theorem 1, p. 145); moreover, the invariance of the singular value decomposition to row ordering is discussed in [8] (see the Lemma on the eigenvalues matrix in [8] , p. 175).
PC-VAR estimation of is then be implemented as follows:
1) apply PCA to and compute f ;
2) obtain by means of OLS estimation of the stationary dynamic vector regression model
has all the roots outside the unit circle;
3) recover the (implied OLS) estimate of the actual parameters yield by the unrestricted VAR model in (1) by solving the linear constraints .
Note that, by construction, the PC-VAR estimator and the OLS estimator of the unrestricted VAR model in (1) are the same estimator,
i.e., the dynamic vector regression in (3), with and .
The implied matrix is then estimated by computing  Ξ , as r due to the orthonormality of the eigenvectors. The PC-VAR estimator would therefore show the same asymptotic properties of the OLS estimator. T he case considered is however of no interest for empirical implementations, as it does not allow for any dimensionality reduction, relatively to the estimation of the unrestricted VAR model. 
The Unfeasible Case
where 
Then, substituting (6) in (1) yields
PC-VAR would then entail OLS estimation of
It then follows
is the Hadamart product.
The Feasible Case
s r Consider the case in which only the first s,  , principal components associated with the s largest ordered eigenvalues of are considered, with Σˆ0
By rewriting (7) as
t s s t r s r s t
consistency of the PC-VAR estimator in (9), obtained from OLS estimation of (8) 
by construction, due to the orthogonality of , plim x T  0 τˆs t and , and therefore of and . The condition
, would on the other hand appear to be required for the case. As under the weak stationarity assumption, for any generic element in the and vectors, the Wold decomposition would yield
. .
. 
the necessary conditions for consistency would then be satisfied. Asymptotic normality would also follow under the same conditions of validity of OLS estimation of unrestricted VAR models.
Monte Carlo Results
Consider the following data generation process (DGP)
, is a polynomial matrix in the lag operator, where the j coefficient matrices contain randomly extracted values from the interval (−0.4,0.4), constrained to yield a weakly stationary vector autoregressive process;
 coefficients randomly extracted from the interval (−1,1) and constrained to yield an average absolute off-diagonal element (correlation coefficient) The estimated models are the PC-VAR(p,r) models, considering r principal components, r and   r n lags, and the unrestricted VAR(p) model, equivalent to the PC-VAR(p,r) model with  (25). The temporal (usable) sample size is T and the number of replications is 10,000. 100  System level simulation results, i.e., the mean absolute bias and root mean square error, across parameters and equations, are reported in Tables 1 and 2 .
As shown in Tables 1 and 2 , PC-VAR estimation improves upon unrestricted OLS VAR estimation in terms 20, e the temporal sample size is T = 100, the cross-sectional sample size is n = 25, and the number of replications is 10,000. The estimated models are the PC-VAR model, considering r principal components, r = 2, 4, ···, 24, and the unrestricted VAR model, equivalent to the PC-VAR model with r = n (25) principal components.
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Copyright © 2012 SciRes. OJS of both lower bias and higher efficiency, independently of the order of the system and th temporaneous cross-sectional correlation relating the error terms. By following a bias minimization criterion, two broad cases may however be distinguished, i.e., the (contemporaneously) non-correlated errors ( 0   ) and correlated errors ( 0   ) cases. For the former one ( 0   ), the optimal proportion of total variance to be explained by the selected PCs ranges between 77% and 88%, depending on the order of the system, falling as the order of the VAR increases. While the bias improvement is small for the VAR(1) and VAR(2) cases, for which the degrees of freedom are not smaller than 50% of the sample size, PC-VAR estimation yields a much more dramatic bias reduction for the VAR(3) and VAR(4) cases (−30% and −350%, respectively), as the degrees of freedom fall to 25% of the sample size and 0, respectively. The improvement in relative efficiency is also large, between 20% and 70%, increasing with the order of the VAR, i.e., as the number of degrees of freedom decreases.
On the other hand, for the latter case ( 0   ) a higher optimal level of explained variance would appear to be determined, increasing with ρ, and decr th the order of the VAR model, i.e., 93% to 99% for the VAR(1) and VAR(2) models, 89% to 97% for the VAR(3) model and 84% to 94% for the VAR (4) model. Large improvements in bias reduction (−5% to −70%) and relative efficiency (20% to 80%), increasing as the number of Overall, Monte Carlo results point to important gains, in terms of bias and efficiency, of PC-VAR estimation over OLS estimation of high dimensional unrestricted VAR models, in small samples. Concerning the cases of main empirical interest for VAR analysis, i.e., showing a low ( 0.1 easing wi tained also for the contemporaneously correlated case.
degrees of freedom falls, would then appear to be at-
 
) or null average degree of contemporaneous correlation of the error terms, and a number of degrees of freedom about or below 25% of the sample size, a target proportion of total variance, to be explained by the selected PCs, in the range 80% to 90%, may then be expected to yield highly satisfactory results, and therefore advisable for empirical applications.
Conclusion
In this paper principal components vector autoregressive estimation (PC-VAR) for large scale dynamic econometric models is proposed. The procedure involves a dynamic regression using a subset of principal components ector time series, and the recovery of extracted from a v the implied unrestricted VAR parameter estimates by solving a set of linear constraints. PC-VAR and OLS estimation of unrestricted VAR models show the same asymptotic properties. Monte Carlo results strongly support PC-VAR estimation, yielding gains, in terms of both lower bias and higher efficiency, relatively to OLS estimation of high dimensional unrestricted VAR models in small samples.
Acknowledgements
The author is grateful to two anonymous referees of the OJS for constructive comments.
