Abstract-High sensitivity 3D PET data is often rebinned into 2D data sets in order to reduce the computation time of reconstructions. The need to precorrect the 3D data for attenuation, accidentals, scatter, and deadtime effects before rebinning along with the rebinning process itself changes the statistics of the data. This paper presents an approach for finding and using the statistics of Fourier rebinned (FORE) data. In particular, utilizing a space domain representation of FORE, we find the approximate covariance matrix of the rebinned data and model the data conditioned on the image as a low-order Markov field. This model is based on a quadratic approximation of the loglikelihood of dependent 2D PET data. The dependence relationship is then incorporated into a novel maximum a posteriori (MAP) 2D reconstruction method. Initial results show that this method is visually superior to traditional EM techniques and offers modest MSE improvements with a reference image over Poisson-based MAP methods.
I. INTRODUCTION
The statistical reconstruction of 3D PET data represents a formidable computational challenge. Consequently, rebinning methods, of which Fourier rebinning (FORE) [4] is the most popular, are often used to reduce the 3D data to decoupled sets of 2D data and then traditional 2D reconstruction techniques are implemented [8] . This poses a problem because these rebinning methods create 2D data which does not have the same statistics as traditional 2D data. More speciÞcally, most statistical reconstruction techniques (all EM variations) are based on data modeled as conditionally independent Poisson variables [7] , [5] . FORE rebinned data is no longer Poisson because: a) the 3D data must be fully corrected for accidentals, scatter, attenuation, and deadtime affects before applying FORE and b) the 2D data becomes a linear combination of the 3D data.
Many efforts have been made to approximate the statistics of FORE rebinned data [9] , [3] . In this paper, we present a new method for more accurately modeling the rebinned 2D data as correlated variables and for reconstructing with this new model. We present a technique for Þnding the correlations introduced through the FORE process. Then, we reconstruct with a maximum a posteriori method using a quadratic approximation of the log-likelihood of this dependent data (MAP-D).
A. Alessio 
II. RATIONALE FOR NEW ESTIMATOR
Even in idealized 3D PET systems in which the measured data closely resembles independent random variables, after FORE rebinning, the data is no longer independent. SigniÞcant improvements can be expected if one has accurate information about the correlation of the data. The following discussion presents a rough justiÞcation for incorporating correlation information into the reconstruction.
In essence, we would like to compare estimators which utilize varying amounts of correlation. In an effort to quantify the mean square error (MSE) of these estimators, we deÞne y as the M dimensional rebinned sinogram, x as the ideal N dimensional estimated image andx as the erroneous estimated image. The linear minimum mean square error estimator would bex
whereK xy is the erroneous N ×M covariance matrix of x and y.K yy is the erroneous covariance function of the data in the sense that it does not include all of the correlation information. The error covariance,Υ, of this erroneous estimator is
where K xx is the covariance function of x and K yy is the ideal covariance function, including all of the correlation information. The error covariance of the ideal estimator is:
We need to quantify how much largerΥ is than Υ. Unfortunately, K −1 yy would be difÞcult to calculate because this is no longer a diagonal matrix of independent data. Therefore, we reverted to a spectral approach. Let K yy = F Λ yy F be the K-L decomposition of K yy . Under an assumption of wide sense stationarity for the Poisson noise in y (adequate to get a rough idea of the value of the estimator), F is well approximated by the discrete Fourier transform (DFT) matrix and Λ yy is a diagonal matrix containing the variances of the DFT coefÞcients.
Since y = Px + n where n is the approximately zero mean noise in the Poisson variates and P is the system matrix, 
In a similar fashion, the mean square error of the ideal estimator is:
This approach simpliÞes the mean square error calculation to operations with diagonal matrices. The values of equations 3 and 4 were compared using a 2D covariance matrix estimated from a 70 projection x 90 angle sinogram. Table I summarizes the MSE results when differing amounts of correlation are included inK yy . The last row of the table represents an estimator assuming uncorrelated data which is the current convention in the Þeld. Consequently, with the incorporation of the correlation information of only 8 neighbors, one can expect the MSE to be approximately 55% that of the uncorrelated estimator. Once again, this assumes the the correct correlation information is known.
III. FINDING COVARIANCE
FORE essentially converts 3D sinogram data to 2D data and consists of a sum of linear operations in frequency space. This process introduces a signiÞcant amount of correlation in the data. To our knowledge, no current methods attempt to address this issue.
Using the notation of [4] and [3] , with y 3D () representing a fully 3D set of sinograms and y 2D () representing a set of rebinned 2D sinograms, FORE can be written in the space domain as [3] , but avoided using it due to computational costs. We have simpliÞed calculation and storage issues utilizing the fact that the majority of the energy in the kernel resides near its center. We store and use only the central portion of the kernel.
FORE (5) can be written in matrix notation as
where A is the matrix form of convolving by a(). Consequently, the covariance of the data has the form
K y3D is the covariance matrix of the 3D data. Since we assume that the 3D data is conditionally independent, this is a diagonal matrix containing only the estimated variance of the 3D data. After this transformation, the data is not independent and K y2D is not diagonal. In fact, using a 279 projection × 360 angle sinogram from laboratory PET data, approximately 39% of the energy is not on the diagonal. The challenge now resides in how to efÞciently use this covariance information. Even with a reduced kernel size, the computation of (7) is signiÞcant. Now that we have a better understanding of the structure of true K y2D , we believe that faster methods could be used to estimate the 2D dependent covariance matrix from the 3D covariance matrix.
IV. RECONSTRUCTING WITH COVARIANCE INFORMATION
The approximate covariance matrix would make the ideal weighting matrix in reconstruction methods such as penalized, weighted least-square (PWLS) [6] . Unfortunately, this nondiagonal matrix would need to be inverted which is not feasible for reasonably sized data sets.
In our formulation, we assume that the 2D rebinned data conditioned on the image is a Markov random Þeld. Since the exact form of the likelihood function after FORE appears intractable, we use the Þrst and second moments to form the 2nd order Taylor series approximation of the log-likelihood.
Initially, the 3D likelihood function is Poisson and has a Taylor series approximation [2] log P(
where
i } and is the 3D weighting matrix. It should be noted that although (8) appears to be a Gaussian likelihood, it is the second term of the Taylor series expansion of the Poisson likelihood. Please note that all of the KÕ s and functions of K which follow are functions of y and therefore not true covariance matrices. But, all of the following algebra holds as if the Gaussian view (which uses covariance matrices) were used. When the data is transformed to 2D through the linear operation (6), it assumes the form:
K y2D is an approximation of the 2D covariance matrix or, more accurately, the transformation of the 3D weighting matrix. As stated above, the inverse of K y2D is not feasible, and (9) can be further simpliÞed using a Markov assumption. That is, for a given 2D sinogram entry y i and its neighbors n i = {n 1 ...n B } n 1 n 2 n 3 n 4 y i n 5 n 6 n 7 n 8 we need to Þnd the distribution
. . , n B |x) In the following, K fg is the weighting for sinogram entry f and g, K N i is the approximate B × B weighting matrix of the neighbors,
Under the conditional Markov assumption, the approximation of the likelihood function simpliÞes to the form
Where
P ik x k represents the contribution of all emission sites to projection i and P ni * x is a B × 1 vector containing the contribution of emission sites to the neighbors of projection i. Q i is a function of y which preserves the key statistical properties inherited from the Poisson likelihood of the original 3D data.
We have chosen to use a regularized estimation method in order to improve low signal-to-noise ratio cases. For all of the methods reviewed here we will use the generalized Gaussian MRF (GGMRF) model [1] , denoted as G(x), as the regularization term. When this is combined with the log of (10), the overall objective function is
The maximization of this objective function with the ICD/Newton-Raphson method found in [2] will be termed ÒMAP-DependentÓor MAP-D. 
V. IMPLEMENTATION AND RESULTS
The MAP-D method consists of the following steps:
1. Generate FORE kernels for a particular 3D data size 2. Collect data in fully 3D mode 3. If desired, correct 3D data for attenuation, deadtime, detector efÞciencies, decay 4. Estimate 3D weighting matrix and transform into 2D
with FORE kernels (7) 5. FORE rebin data [4] 6. Minimize dependent objective function (11) Along with improving the quality of the reconstruction from rebinned data, another primary goal of this estimator is to provide a faster alternative to fully 3D reconstruction. Table II compares the computational load of the proposed MAP-D algorithm with other two dimensional reconstruction algorithms. The time column presents the average time for one iteration of a 128 × 128 image using a 279 × 360 data set on a Sun Blade1000 Workstation with 512Mb of RAM. P is a sparse matrix containing M 0 N nonzero entries. MAP-D requires a 2BM 0 N more multiplies than traditional MAP-ICD due to the matrix multiplications necessary in the optimization. This may seem exceptionally slow, but the multiplications do not dominate the computation time during each iteration as shown in the similar times for EM and MAP-ICD and in the fact that MAP-D has 5× the multiplications as MAP-ICD, but only requires 3× the time.
Even though the computation per iteration is reasonable, the setup time for MAP-D is signiÞcant and remains an area for improvement. MAP-D requires two signiÞcant steps before beginning to optimize the objective. First of all, the transformation of the 3D weighting to 2D is currently a non- For this simulated phantom, MAP-D yields recons with 95% the MSE of MAP. This value, along with the 80% from the Shepp trials, are not as positive as the 55% expected from table I. Given that this expected Þgure is based on a stationarity assumption and approximate covariance taken from the center of the sinogram, some discrepancy is to be expected. The method was also tested with clinical data from the IndyPET-II scanner [11] on a phantom similar to the simulated version. 6.9 × 10 8 events were collected in fully 3D mode and stored in 216 oblique 279 × 360 sinograms. No corrections were applied to the data which was FORE rebinned into 47 direct sinograms. Although the degradation due to printing may not reveal this, there exists a clear variance in contrast across the image and methods such as those in [10] may aid in compensating for the spatially variant 3D detector response.
VI. CONCLUSIONS
Theoretically, the introduction of correlation information should enhance reconstructions. Modest gains in terms of MSE with a reference image have been presented. Current visual results do not strongly support the use of MAP-D. Several stages of this approach need improvement. For instance, we need to improve the choice of 3D weighting matrices especially with corrected 3D data. Moreover, we hope to speed and reÞne the transformation of the 3D weighting matrix to the 2D domain. The quadratic approximation of the 3D likelihood may need to be changed to enhance visual results. Most importantly, further testing may reveal that the inclusion of more neighbors is necessary in order to yield higher quality reconstructions. The introduction of more neighbors will increase reconstruction time leading to the need for faster optimization methods.
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