ABSTRACT The content-based video retrieval is a popular topic in computer vision filed, especially, action retrieval. This paper proposes a novel and effective video representation module for content-based action retrieval framework, in which feature learning can be conducted with complementary information and intrinsic structure, where the relationship between appearance feature and geometry can be preserved. Based on multi-view analysis and graph embedding, the target features are generated to minimize the interclass discrepancy and maximize intra-class discrimination. Applied to the content-based retrieval task, the proposed method can be combined with Euclidean distance for the comparison of low-dimensional features. As demonstrated in the extensive experiments on the benchmark datasets, the performance of the proposed framework is superior to the state-of-the-art methods.
I. INTRODUCTION
With the explosive growth of video data, the content-based video retrieval (CBVR) has become one of the most active topics in computer vision field due to a wide range of applications [1] , [2] , such as video surveillance, medical auxiliary therapy and human-computer interaction. According to the content of video, the CBVR domain can be categorized into scene retrieval [3] , actor retrieval [4] and action retrieval [5] . Different from the formers, action retrieval can gather all similar actions cross-scene and cross-actor for further action recognition and analysis, arousing an increasing attention from researchers [6] .
The content-based action retrieval analyzes the content with the minimum of human participation to gain more accuracy performance than traditional text-based methods when it is lack of label or mistake occurs. However, this task
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is challenging due to variations of appearance and velocity of actors, size, viewpoint, scene illumination, occlusion, etc. [7] .
The goal of content-based video retrieval is to recall database clips which are semantically similar to the query in a ranked order. The video representation aims at minimizing inter-class variance and eliminating the gap between visual features and action understanding. Different from single-image retrieval, both spatial content and temporal content should be exploited for video retrieval. The classical video representation methods are divided into two categories: global representation and local representation. Common global methods encode object silhouettes or motion information in a single feature vector [8] - [10] , while local methods characterize the action as a collection of local content after space-time interest point detector and descriptors. 3D Harris corner detector which calculated gradients along x, y and t was the first proposed video detector and extended in [12] , [13] . Dollar et al. [14] applied Gaussian smoothing kernel and Gabor filtering on both spatial and temporal dimensions individually, defined the location corresponding to the local maxima of the response function as the center of a salient region. Then regions can be described by HOF, HOG3D, 3D SIFT, etc. for action retrieval applications [15] , [5] .
To avoid the curse of dimensionality issued in highdimensional data, dimensionality reduction is a powerful tool to improve computational efficiency in machine learning and computer vision. Dimensionality reduction based on manifold learning [16] - [20] aims to explore the intrinsic structure of high-dimensional nonlinear data which is assumed to sample on the low dimensional manifold of the high dimensional space. Generally, these methods based on graph theory are proposed as the instance of spectral embedding methods [21] - [23] , for example, Laplacian Eigenmaps [24] , Locality Preserving Projection [25] and Neighborhood Preserving Embedding [26] . An affinity matrix with the elements which represent the edge weights of graph is constructed for internal relationship and intrinsic structure representation. The embedding between original feature space and the related low-dimensional space can achieve the lowdimensional representation of high-dimensional data, where various orthogonal perceptual content still belong to the previous directions or clusters.
The real data contains abundant visual contents which provide independently and mutually complementary information from various views. Therefore, exploring internal structure and low-dimensional feature representation of highdimensional data from multiple viewpoints is benefit for the robustness of feature learning, which effectively avoids noise and occlusion caused by single viewpoint and enhances the retrieval performance. The most state-of-the-art of multi-view methods focus on data clustering [27] - [30] .
Some algorithms attempt to learn the manifold structure of high-dimensional data with multi-view analysis, but average contribution of each viewpoint leads to performance degradation due to noise and irrelevant content occurred in some views. Shao et al. [31] proposed an adaptive weight adjustment method. However, robust structure constraint is ignored during dimensionality reduction.
Inspired by the above problems, we present a novel feature learning method which is served as a part of video representation for the content-based retrieval task. The proposed method can preserve the internal structure of highdimensional data with the inter-class and intra-class constraint. All information is adaptively fused in multi-view feature spaces so that the low-dimensional representation is more discriminative. A series of experiments conducted on the benchmarks demonstrate that the proposed module contributes to action retrieval. This paper is organized as follows. Section 1 introduces the related works. The proposed method is detailed in the next section. In the Section 3, the retrieval experiments and performance evaluation are reported. The conclusions are given in the Section 4.
II. THE PROPOSED METHOD
Different from previous video presentation approaches, Multi-view Structure Preserving Embedding (MSPE) is constructed among various visual spaces to jointly analyze intrinsic structure of high-dimensional data, and learn the discriminative feature representation with complementary information. Therefore, multi-view video content integrating, adaptively fusing and graph embedding learning of highdimensional data in low-dimensional manifold space for action retrieval is the main contribution of the proposed method. The MSPE-based retrieval framework is illustrated as Figure 1 . 
A. MULTI-VIEW VISUAL FEATURE
Color, shape and texture are the essential visual features [39] which are proven beneficial for content-based image retrieval [40] . However, the above visual feature are not discriminative for some video analysis due to short of motion information. For example, there is no great difference in the appearance between action of 'walking' and 'running', however, variation in velocity forms different motion category. As Figure 2 , the action of 'running' achieves a full shot including frame-in and frame-out in the continuous sequence with an interval of five frames. Therefore, the independent views based on color, shape, texture and motion provide complementary information in video description, which is more consistent with human visual machine that multi-view visual features are perceived simultaneously.
For a video V (x, y, t), x and y denote the spatial coordinate component, t is the time coordinate component. To reduce computation complexity, salient regions are detected to represent the key content. In the spatial dimension, the classical methods succeed in detecting interest points with a response function. Extended in spatio-temporal dimension, these methods integrate spatial and temporal response functions to detect video salient regions. According to [14] , V can be detected via the response function R, as in (1):
where g(x, y; σ s ) represents 2D Gaussian smoothing kernel in spatial dimension. h ev and h od are a quadrature pair of 1D Gabor filters applied along temporal dimension, defined as h ev (t; τ t , ω t ) = −cos(2π tω t )e −t 2 /τ 2 t and h od (t; τ t , ω t ) = −sin(2π tω t )e −t 2 /τ 2 t , ω t = 4/τ t , the parameters σ s and τ t control the spatial and temporal scale of the detector. According to (1), each interest point roots in the local maxima of the response function, the local regions without distinguishing features cannot recall a response. The salient cuboid concentered on the interest point is extracted with the size of covering most of spatio-temporally contributive microstructure for response function. Therefore, V (x, y, t) can be expressed as a set of local salient cuboids.
The local salient cuboids can preserve spatial structure and temporal consistency. Then multi-view visual features, including brightness, gradient, uniform local binary pattern (ULBP) and optical flow, are used to adequately characterize video content. Brightness [14] is the regularization of original pixel values. Gradient [14] is calculated at each cuboid's location through the channelsx, y, t with the same size as cuboid. ULBP [32] is a simple and efficient method for texture description, which is not only as robust as the classical local binary pattern for illumination, but also contributes to preserve the structure. The 8-neighborhood of each location in the local visual region is carried out the uniform local binary pattern encoding, then the ULBP code for describing texture feature satisfies the range of 0-59. In the methods of instantaneous action description, optical flow occupies the predominant position. Employing the LucasKanade method [33] , the variety of corresponding points among adjacent of consistency is calculated in the flow field. Without loss of generality, the gradient and magnitude of velocity are further expressed.
Once multi-view visual features have been extracted, a video-word codebook is built for consistency. In each view m, k-means clustering on dataset feature is performed to form a vocabulary of K different bases. The centroids of clusters are regarded as the symbol of video-word and quantitated the visual features in Euclidean space. Each video sequence can be represented by the co-occurrence histogram of videowords, which models the mutual relation between visual features and the frequency of each bases appeared in the individual video. Then, a nonlinear mapping φ (·) :X → H is performed from the input space X to a high-dimensional feature space 
B. DISCRIMINATIVE GRAPH CONSTRUCTURE AND EMBEDDING
The kernel matrix enhances the separability of visual feature, but leading to an exponential growth of feature dimensions. To preserve the structure during the embedding from the high-dimensional feature space, graph theories are adopted to learn the embedding from the multi-view feature with label information. Therefore, a supervised graph is constructed to preserve the structure of high-dimensional data. Following the graph-embedding framework in [35] , the single-view intrinsic graph and penalty graph can be defined as (2) and (3), illustrated as Figure 3 .
where, C (·) is the label information. For the m-th view, G m w denotes the intrinsic graph and G m b denotes penalty graph. Then the multi-view inter-class and intra-class scatter of the related low-dimensional feature are explored as follows: 
According to the fact that multi-view weight selection and feature learning are mutually correlated and reinforce each other, (6) is optimized in an alternative way [31] , [36] , [37] which divides the original problem into the following subproblems. The first subproblem is to update the projection matrix W . In this stage, it is assumed that multi-view weights α m have already been optimized, then (6) 
The second subproblem is to update the multi-view weights α m . By fixing the projection matrix W , we derive a relaxed objective function from (6) to optimize α m as [36] . In (6) 
Let η ← η r , and r > 1, to avoid the situation that only a single-view can be selected. For multi-view, the general form of (10) as follows, arg min
With the Lagrangian multiplier η,
Let the derivatives of J (η, ζ ) with respect to η i and ζ , i.e.
According to (13) ,
Since
can update α, 
Update weight vector (α) t by (14) and (15) (
(6) converges or t = t max
The third subproblem is about initialization and postprocessing. In the first round of iteration, the multi-view weight α can be assumed that the efforts of each view information are equal and initialized as α m = 1/M , ∀m = 1, . . . , M . Fast convergence and accurate performance of the algorithm is benefit of the initialized parameter selection with some prior knowledge. After several round of iterations referred to the above alternative optimization, the iteration stops when the number of iterations reaches the maximum t max or the iteration converges. Then the final multi-view discriminative feature can be represented in the low-dimensional space with the fused weights.
The proposed video representation based on Multi-view Structure Preserving Embedding is in Algorithm 1.
III. EXPERIMENTS
In this section, a series of experiments based on the proposed method for content-based video retrieval are carried 
A. DATASETS AND EVALUATION INDICATORS
For the query video, the retrieval process aims to find out its similar targets belonging to the same category. A representative and discriminative feature representation is conducive to enhance the retrieval performance. For the proposed MSPEbased retrieval framework, the first task is to learn the optimal projection matrix and multi-view weights. Then, each video clip, including the query and the clips in the dataset, can be represented in the low-dimensional space. The similarity between low-dimensional features can be computed with Euclidean distance and ranked in descending order. The clips in the dataset with high similarity score fall into the same category of the query in theory and are feedback to the user. The above retrieval process can be illustrated as Algorithm 2. The performance of the proposed method is evaluated on several public benchmarks: FACE dataset [14] , KTH dataset [13] , UCF YouTube dataset [38] and MOUSE dataset [14] , which provide abundant video content including facial emotion, human action and animal behavior. The FACE dataset is consisted of 6 expressions, i.e. anger, disgust, fear, joy, sadness and surprise, which are collected from 2 individuals under 2 lighting setups. There are 598 clips and 1168 clips in KTH dataset and UCF YouTube dataset respectively. KTH dataset records 25 individuals engaged in the activities: walking, jogging, clapping, waving, boxing and running. UCF YouTube dataset groups into 11 action categories: basketball shooting, biking, diving, golf swinging, horseback riding, soccer juggling, swinging, tennis swinging, trampoline jumping, volleyball spiking and walking with a dog. The MOUSE dataset involves 406 clips filmed a same mouse at different points a day with various behaviors like drinking, eating, exploring, grooming and sleeping. The above datasets are challenging due to large variations in camera motion, object appearance, action type, sample size, etc. During the retrieval process, each video of the database is regarded as the query according to the leave-one-out rule and recalls 12 similar clips. The test is repeated 10 times. The final result is the mean value of 10 times. Precision-recall curve (PR curve) is adopted to analyze the user satisfaction to the retrieval results. The effectiveness is evaluated in terms of Precision, Recall, and F-measure, computed as follows:
where,
represents the label information of the query V q and feedback V n , N r is the total feedback number to user, N b is the total number of similar actions in the dataset.
B. PARAMETER ANALYSIS
Reasonable parameters selection can promote the discriminability of feature representation. There are three parameters playing a great role in the MSPE-based retrieval method, i.e. hot kernel parameter, view parameter and dimensionality scale. In this subsection, we discuss and analyze these parameters by the means of grid search and cross validation. Then, the optimum parameter is selected according to the mean and variance of F-measure in retrieval results of 10 times.
The hot kernel parameter σ occurs in the graph construction and determines the attenuation rate of similarity function. As in (2) and in (3), the relationship of any pair of samples weakens with increasing σ . When σ → ∞, the weight of each view is almost the same, so that the intrinsic graph and penalty graph easily blend together. Therefore, a relative small σ value represents the weight difference which can preserve the inter-class compactness and the intra-class separability. However, σ → 0 is forbidden due to the constraint of discriminative structure. In the proposed framework, σ = 0.2 is selected according to the outstanding F-measure illustrated in Figure 4 . To guarantee the low-dimensional feature representation with multi-view information, we introduce the view parameter r to control the weight coefficient of fused view. Combined (14) and (15), the relation of the view and r can be expressed as in (19) . If r = 1, the completely sparse solution will reduce the complementary information from multi-view, even leading to single-view choice, illustrated as in (20) . With the increasing r, the i-th view will get a smaller inter-class scatter and a larger intra-class scatter than the j-th, that means the i-th view is more important for content description. When r → ∞, α i /α j → 1, i.e. the view difference is suppressed. Therefore, the view parameter r is determined by the rule of both independence and complementarity. Some priori knowledge for r choice guides the weight optimization towards rapid convergence. Figure 5 and Figure 6 illustrate the F-measure of single-view, multi-view and average view, indicating that r = 2 satisfies the proposed method. , r > 1 (19)
During the generalized eigenvalue decomposition in (7), the dimensionality scale d is immediately in charge of the number of eigenvalues and the size of projection matrix. Lowdimensional and high-discriminative feature representation is the key for efficiency retrieval. As the Figure7, the dimensionality scale d is varying in the range of 5 to 100. The feature redundancy will weaken the discrimination.
C. EXPERIMENTAL RESULTS
In order to test the performance of the proposed method applied to content-based action retrieval task, the classified retrieval is discussed on the benchmarks and illustrated in Figure 8 . Each PR curve indicates the retrieval results belonging to the same category of the query. Theoretically, precision is proportional to recall like the category 'anger', 'joy' and 'surprise' in Figure 8(a) . However, the feedback recalls some negative samples leading to a lower precision, such as the curve of 'boxing' in Figure 8 (b) and 'tennis' in Figure 8(c) . Meanwhile, the imbalance category number aggravates a worse performance when the feedback number is fixed, for example, 'drink' in Figure 8 (d) with a total of 17 samples. In general, the MSPE-based retrieval method has the advantage of feedback with the same category in earlier.
To further demonstrate the performance, we compare MSPE with the state-of-the-art. In Table 1 to Table 4 , the retrieval based on BRIG, GRAD, ULBP, FLOW, MFVS, KMP and MSPE are illustrated. The single-view method BRIG, GRAD, ULBP and FLOW accounts for brightness, appearance, texture and motion information [14] . In fact, different content in the real data arouses different visual attention. For example, the movements of facial expressions are less drastic than body action so that FLOW holds low efficacy on FACE and inversely on MTH. As mentioned in Figure 5 , the above priori knowledge is conducive to the initialization of view parameter to reach fast convergence of the iteration. MFVS stands for multi-view feature vector splicing which averages view contribution. Although MFVS combines multi-view information, the redundancy feature is emerged. However, the multi-view method is still superior to the single-view, especially for UCF YouTube dataset with the real scene in Table 3 . During the graph embedding, KMP only preserves the inter-class structure. Therefore, MSPE on basis of complementary view, adaptive view weight scheme and the favorable structure preserving embedding has a more discriminative low-dimensional feature than KMP with the same parameter setting. Figure 9 provides the visual comparison of MSPE and the others with the query 'disgust'. We receive 12 clips and evaluate the retrieval result according to the GroundTruth. In Figure 9 , the feedback of MSPE-based retrieval method are all belonging to the same category of the query, but the other method only recall partial positive samples and multiview methods have advantage over the single-view. In particular, MSPE-based method utilizes complementary vision and structure information to realize cross-individual expression retrieval.
IV. CONCLUSION
In this paper, the Multi-view Structure Preserving Embedding module (MSPE) is proposed for video representation in content-based action retrieval task. MSPE is a unified framework in which both multi-view analysis and structure preserving embedding are explored. Brightness, appearance, texture and motion information are jointly described but interdependently represented in the defined adaptive way. Meanwhile, mining the multi-view inter-class and intra-class relationship preserves the internal structure of high-dimensional data during graph embedding. Then, a low-dimensional and high-discriminative feature can be carried out in the retrieval task. Although the experimental datasets are too abundant to challenging, experiments results indicated that MSPEbased method can retrieve precisely and comprehensively and have a high performance as being satisfactory. Since most online customer videos hold seldom useful labels, a semisupervised/unsupervised MSPE method will be extended in the future works. 
