Abstract: This study presents necessary and sufficient conditions for the existence of a constant matrix A that satisfies Ax = f , (A, B) is stabilizable and (A, C) is observable (resp., detectable), where x and f are two constant vectors with x = 0, while B and C are two constant matrices with approximate dimension. The conditions presented are very easy to check and a set of such feasible matrices A are also provided explicitly when the existence conditions are satisfied. In practical applications, this study may cooperate with the state-dependent Riccati equation (SDRE) implementation at those states where the SDRE scheme fails to operate, yet the presented existence conditions hold there.
INTRODUCTION
Numerous techniques currently exist for the control of nonlinear systems (see e.g. Byrnes and Isidori, 1991; Khalil, 1996; Kokotovic et al., 1976; Liang and Xu, 2006; Liang et al., 2007) . Among these, the state-dependent Riccati equation (SDRE) approach has recently attracted considerable attention and has become a promising and popular synthesis tool over the last decade (Banks et al., 2007; Ç imen, 2008 , 2010 Cloutier et al., 1996; Erdem and Alleyne, 2004; Hammett et al., 1998; Huang and Lu, 1996; Mracek and Cloutier, 1998; Shamma and Cloutier, 2003) .
The benefits of the SDRE scheme include i) the concept is intuitive and simple, which directly adopts the LQR design at every nonzero state, ii) the design can directly address system performance through the specification of the performance index by adjusting the state and the control weightings with predictable results, for instance, the engineer may tune up the weightings on system state to speed up the response at the expense of more control effort, iii) the scheme possesses an extra design degree of freedom arose from the non-uniqueness of the statedependent coefficient (SDC) matrix representation of the nonlinear drift term, which can be utilized to enhance controller performance, iv) the approach preserve the essential system nonlinearities, since it does not truncate any system's nonlinear term. Many practical and meaningful applications which are successfully performed by the SDRE design have been reported (see Ç imen, 2008 , and the references therein).
The SDRE design for nonlinear systems can be described as follows. Consider a class of nonlinear control systems and a quadratic performance index as (1)-(2) below:
and J = 1 2
Here, x ∈ IR n and u ∈ IR m denote the system states and control inputs, respectively, f (x) ∈ IR n , B(x) ∈ IR n×m , f (0) = 0, Q T (x) = Q(x) ≥ 0, R T (x) = R(x) > 0 and (·)
T denotes the transpose of a vector or a matrix. It is noted that the weighting matrices Q(x) and R(x) are in general state-dependent. The procedure of the SDRE scheme can be summarized as follows:
(i) Factorize f (x) into the SDC matrix representation form as f (x) = A(x)x, where A(x) ∈ IR n×n . (ii) Symbolically check stabilizability of (A(x), B(x)) and observability (resp., detectability) of (A(x), C(x)) to ensure the existence of a unique positive definite (resp., semi-defnite) solution of the following SDRE:
where C(x) ∈ IR p×n has full rank and satisfies (Kucera, 1972) . (iii) Solve for P (x) from (3) to produce the SDRE con-
Though the SDRE approach provides satisfactory performance in many practical applications, it has some drawbacks. First, it is known that the conditions "(A(x), B(x)) is stabilizable" and "(A(x), C(x)) is observable (resp., detectable)" are required for the existence of a unique positive definite (resp., semi-definite) solution P (x) in (3) that renders the closed-loop dynamics matrix A CL (x) := A(x) − K(x)x pointwise Hurwitz (Kucera, 1972) . However, these symbolic checking conditions are in general not easy to implement, especially when the system dynamics is complicated. Next, there is no guideline provided for the SDC factorization f (x) = A(x)x. Therefore, the SDRE scheme might be terminated due to the violation of the solvability condition of the algebraic Riccati equation
T , R(x) = 1 and Q(x) = I 2 . Suppose that an SDC matrix representation is given as A(
is not stabilizable at those nonzero states where x 2 = 0. By direct calculation, the SDRE given by (3) does not have any positive semi-definite solution P (x) when x 2 = 0, which will result in the SDRE scheme failing to operate. However, it will be clear later (see Theorem 5 below) that, at those nonzero states of x 2 = 0, there always exists a feasible SDC matrix representation that makes the ARE (3) be solvable there and the resulted A CL (x) be Hurwitz.
To avoid the difficulty of the SDRE approach on symbolically checking the stabilizability of (A(x), B(x)) and the observability (or detectability) of (A(x), C(x)), in this paper, we will study the existence condition regarding the following two problems:
Problem A. Let x and f be two constant vectors of IR n with x = 0 and B ∈ IR n×m and C ∈ IR p×n be two nonzero constant matrices. Does there exist a matrix A ∈ IR n×n such that Ax = f , (A, B) is stabilizable and (A, C) is observable?
Problem B. Same as Problem A except for the required condition "(A, C) is observable" being replaced with "(A, C) is detectable" It is known from (Kucera, 1972 ) that, at a specific state, the associated ARE (3) has a unique positive definite (resp., semi-definite) solution if Problem A (resp., B) is solvable. Thus, this study may provide an auxiliary means to successfully continue the SDRE scheme at those states where the SDRE scheme with a specific SDC matrix representation fail to operate, yet Problem A or B is solvable there.
NECESSARY AND SUFFICIENT CONDITIONS FOR PROBLEMS A AND B
It is noted that Problems A and B are always solvable for the case of n = 1. Therefore, in the following, we only consider the case of n > 1.
Solvability Conditions
Denote (IR n ) * = {x T |x ∈ IR n }, which is known to be the dual space of IR n . Suppose that
In addition, we denote B ⊥ := {q T ∈ (IR n ) * |q T B = 0} and C ⊥ := {p ∈ IR n |Cp = 0}. It will be shown later that once Problem A or B is solvable, there always exists a real diagonalizable matrix A that solves the problem. Therefore, we consider a real matrix A in the form of
n×n is nonsingular and (ii) (A, C) is observable (resp., detectable) if and only if p i ∈ C ⊥ for all i = 1, · · · , n (resp., whenever λ i ≥ 0). (iii) (A, B) is controllable (resp. stabilizable) if and only if q T i ∈ B ⊥ for all i (resp., whenever λ i ≥ 0).
Proof. (i) The result follows from writing Ax = f in the form of DM −1 x = M −1 f and then comparing both sides componentwise.
(ii) It is known from the PBH test (Chen, 1999) that the pair (A, C) is observable if and only if rank
It is clear that (
The case for detectability of (A, C) rather than observability follows readily by replacing "λ i for all i" with "whenever λ i ≥ 0."
(iii) It is known that (A, B) is controllable if and only if (A T , B
T ) is observable (Chen, 1999) .
⊥ for all i. The case for stabilizability of (A, B) can also be derived easily.
We also need the following three results: Lemma 2. Let V be a k dimensional vector subspace of (IR n ) * , k < n, and {q
Since both V and span{q
Proof. Note that, for all i = 1, · · · , k, W i is a vector space of dimension k − 1 and V = W i ; Otherwise, v T j ∈ V for all j = i, which contradicts to the assumption v T j ∈ V for all j. Since V and W i are vector spaces of dimension k − 1 for all i and ∪ k i=1 W i is not a vector space, we thus have
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Lemma 4. Let {q
Inserting the expression of q T n into the equation above yields
T } are LI, we have k n α c = 0 and k i +k n α i = 0 for all i = 1, · · · , n−1. Since α c = 0, we have k n = 0 and k i = 0 for i = 1, · · · , n − 1. This proves the linear independency of {q
into the equation, we have
T } are LI and α i = 0, we have from the coefficient of q T i that k n = 0, and thus k c = 0 and k j = 0 for all j = i and j ≤ n − 1. Thus, {q
(iii) Suppose, on the contrary, that {q
T } is a basis for (IR n ) * , it follows that p must be a zero vector, which contradicts the fact that {q
⊥ is a vector space of dimension 1. This proves that {q
In the following, we denote IR − the set of negative real numbers. A necessary and sufficient condition for Problem A is now stated as Theorem 5 below: Theorem 5. Problem A is unsolvable if and only if {x, f } are linearly dependent (LD) and Cx = 0.
Proof. We divide the proof into the following four cases:
⊥ and dim((λ n−1 x − f ) ⊥ ) = n − 1, it follows from Lemma 2 that there exists a q
Moreover, it is easy to check that q T n (λ n x − f ) = 0. Thus, from (i) of Lemma 1, we have Ax = f . From the structure of q T n , the fact
⊥ and Lemma 4, we have
⊥ and (ii) of Lemma 1 implies that (A, C) is observable. Finally, (A, B) is stabilizable since λ i ∈ IR − for all i. Thus, Problem A is solvable. If n = 2, the proof of this case can also be easily derived if we choose q
This case implies that each nonzero row vector c T of C satisfies c T ∈ {x, f } ⊥ . Similar to that of Case 1, we choose λ 1 , · · · , λ n ∈ IR − such that the n vectors
⊥ and q T 1 ∈ W, we have from Lemma 2 that there exists a vector q
and α i = 0 for all i. Since both c T and
Thus, from (i) of Lemma 1, we have Ax = f . Besides, from the structure of q T n , the fact p i ∈ {q
and (ii) of Lemma 1 implies that (A, C) is observable.
Finally, (A, B) is stabilizable since λ i ∈ IR − for all i. Thus, Problem A is solvable. The case for n = 2 can be similarly proved if we choose q
Case 3: ({x, f } are LD but Cx = 0) Let c T be a nonzero row vector of C such that c T x = 0, and b be a nonzero column vector of B. We choose n − 1 distinct real numbers λ 1 , · · · , λ n−1 ∈ IR − , and n − 1 LI row vectors q 
Finally, we choose λ n such that q T n (λ n x − f ) = 0. From these discussions, we have q T i (λ i x − f ) = 0 for all i = 1, · · · , n, which implies from (i) of Lemma 1 that Ax = f . Besides, due to the special structure of q T n and (ii) of Lemma 4, we have {q
T } are LI for any i = 1, · · · , n. This fact together with (iii) of Lemma 4 and p i ∈ {q Summarizing the above four cases gives the result.
From Theorem 5, it is clear that Problem A is solvable if {x, f } are LI or Cx = 0, which are easy to check. A necessary and sufficient condition for Problem B is stated as below: Corollary 6. Problem B is unsolvable if and only if f = kx for some k ≥ 0 and Cx = 0.
Proof. It was shown in the proof of Theorem 5 that Problem A is solvable for the first three cases. It follows that Problem B is also solvable for the first three cases, since observability implies detectability. Thus, it remains to consider the 4th cases where {x, f } are LD and Cx = 0. If f = λx with λ ≥ 0, then (λ, x) is an unstable eigenpair of A because of Ax = f = λx. Therefore,
and Problem B is unsolvable. On the contrary, suppose that f = λx and λ < 0. Choose
T . Then, from (i) of Lemma 1, Ax = f and Problem B is solved because all the eigenvalues of A are selected to have negative real part. This complets the proof.
Implementation of the Matrices A
From the proofs of Theorem 5 and Corollary 6, the solution matrices A for Problems A and B can always be implemented by real and diagonalizable ones if the associated existence conditions are satisfied. Since the solution matrix A of Problem B results in a unique positive semi-definite matrix solution P of the ARE (3), and such P renders the closed-loop dynamics matrix Hurwitz (Kucera, 1972) , below we only present the construction of A for Problem B. A set of solution matrices A for Problem A can also be easily derived from the proof of Theorem 5. Corollary 7. (Solution matrices for Problem B) Suppose that the existence condition for Problem B holds, i.e., f = λx for any λ ≥ 0 or Cx = 0. Then a set of solution matrices A, in the form of (4), for Problem B can be constructed as below:
Proof. (i) It is clear from the choices that q T i (λ i x−f ) = 0 for all i. Thus, by (i) of Lemma 1, Ax = f . Moreover, since λ i ∈ IR − for all i, (A, B) is stabilizable and (A, C) is detectable.
(ii) Since {x, f } are LD, we have λ i x − f = k i x for some k i ∈ IR, i = 1, · · · , n − 1, and λ n x − f = 0 (since λ n = λ).
It follows from the choices of q
for all i. Thus, by (i) of Lemma 1, Ax = f . It remains to verify the stabilizability and detectability conditions for the following two cases of "λ n < 0" and "λ n ≥ 0, but Cx = 0." First, if λ n < 0, then all the eigenvalues of A are negative and the stabilizability and detectability conditions hold. Next, suppose that λ n ≥ 0. Then, by the choice of q T n ∈ B ⊥ and (iii) of Lemma 1, we have (A, B) is stabilizable. Moreover, due to M −1 M = I, where M is given by (4), and the choice of q
Since, in this case, Cx = 0, we have Cp n = 0. Thus, by (ii) of Lemma 1, (A, C) is detectable and the proof is completed.
ILLUSTRATIVE EXAMPLES
Example 8. Consider the following single-input nonlinear affine systemẋ
Clearly, this system is in the form of (1) with
T and B(x) = [0, 1] T . Moreover, System (5) is found to be stabilizable and two global stabilizers, one uses the Sontag formula (Sontag, 1989) with the control Lyapunov function (CLF) V (x 1 , x 2 ) := (x 2 1 e 2x2 + x 2 2 )/2 and the other adopts backstepping scheme (see e.g. Khalil, 1996) , have the following forms:
and
To demonstrate the SDRE design, we choose the parameters in the performance index (2) to be Q(x) = I 2 and R(x) = 1. Two SDC matrices are selected to be
By direct checking, the two pairs (A 1 (x), B(x)) and (A 2 (x), B(x)) are stabilizable and detectable everywhere except the X 2 -axis where (A 1 (x), B(x)) is unstabilizable and the positive X 2 -axis where (A 2 (x), B(x)) is unstabilizable. Thus, the SDRE scheme with the SDC matrices given by (8) will fail to operate if the system state reach the places where they are unstabilizable. However, at every nonzero state
Thus, by Corollary 6, Problem B is always solvable at every nonzero state of X 2 -axis, and a matrix A exists there that can continue the SDRE scheme and render the closed-loop matrix Hurwitz. According to Corollary 7, we may select the matrix A in the form of (4) with
In the following numerical simulation, the matrix A constructed from (9) will be activated to continue the SDRE scheme if the system state reach the X 2 -axis.
Numerical results are summarized in Fig. 1 and Table 1 . Among these, we adopt the following four schemes: the first two adopt the Sontag and the backstepping designs given in (6)-(7) (labeled Sontag and BS, respectively) , while the other two use the SDRE scheme with the SDC matrices A 1 (x) and A 2 (x) given in (8) (labeled SDRE1 and SDRE2, respectively) . The initial state is chosen to be [5, 5] T . It is observed from Fig. 1 that all of the the system states of the four schemes are convergent to zero, as expected. However, from Table 1, the convergence time (time when x T x < 0.01) and the performance indices (x T x + u 2 ) and u 2 , which are evaluated from the beginning to the time when x T x < 0.01, for the Sontag formula are found much larger than the other three schemes. In addition, Table 1 also shows that the Sontag scheme requires much larger maximum control magnitude ||u|| ∞ := max t |u|, which occurs at the beginning, than the other three schemes. Though the performances of the four schemes depend on the choices of their parameters, in this example, the SDRE design looks to have better performances than the other two schemes. It can also be found from this example that the performances of the SDRE design actually highly depends on the choice of the SDC matrix representation. It is worth noting that the solution trajectories under the four schemes remain on the X 2 -axis if they start from there because, in this example,ẋ 1 = x 1 x 2 | x1=0 = 0 and then x 1 = 0 hereafter. Thus, by the Existence and Uniqueness Theorem of the solution of differential equation, the trajectories of the four schemes will never reach the X 2 -axis unless they start from there. If the system state starts from the X 2 -axis, we haveẋ 2 = −kx 2 for BS design,ẋ 2 = − √ 2x 2 for Sontag formula and A CL (x) of the SDRE design is pointwise Hurwitz. The asymptotic stability (with exponentially convergent rate) is then guaranteed for all of the four schemes when the system state starts from the X 2 -axis.
The next example demonstrates the case of which the system state will reach the region where the SDRE scheme, with a specific SDC matrix representation, fails to operate. Example 9. Consideṙ
(10) Again, this system is in the form of (1) (11) With Q(x) = I 2 , R(x) = 1 and the SDC matrix
it is easy to check that (A(x), B(x)) is stabilizable and detectable everywhere except for the nonzero points of X 1 -axis, where (A(x), B(x)) is unstabilizable. Thus, the SDRE scheme with the SDC matrix given by (12) will fail to operate if the system state reach the X 1 -axis. However, at every nonzero state x = [x 1 , 0] T of the X 1 -axis, we have f = [0, x 1 ] T and {x, f } are LI. Thus, by Corollary 6, Problem B is always solvable over the nonzero X 1 -axis and a matrix A exists there that can both continue the SDRE scheme and render the closed-loop matrix Hurwitz. According to (i) of Corollary 7, we may select the matrix A in the form of (4) with λ 1 = −1, λ 2 = −2 and q T i = null(λ i x − f ), i = 1, 2 (13) whenever the system state reach the X 1 -axis. Figure 2 demonstrates the success of the schemes with the initial state being chosen to be [5, 5] . Once again, the required maximum control magnitude for the Sontag controller is ||u|| ∞ = 25, which is much larger than that of the SDRE design ||u|| ∞ = 1.66.
CONCLUSION
In this paper, we have presented necessary and sufficient conditions for the existence of possible SDC matrices of a nonlinear system such that the associated ARE possesses a unique positive definite (resp., semi-definite) solution. These existence conditions are easy to verify and a set of feasible SDC matrices are also presented explicitly when the existence conditions hold. These analytic results may provide a means to successfully continue the SDRE scheme at those states where the associated ARE is unsolvable, yet the presented existence conditions hold there.
