Comparing with traditional learning criteria, such as mean square error, the minimum error entropy (MEE) criterion is superior in nonlinear and non-Gaussian signal processing and machine learning. The argument of the logarithm in Renyi's entropy estimator, called information potential (IP), is a popular MEE cost in information theoretic learning. The computational complexity of IP is, however, quadratic in terms of sample number due to double summation. This creates the computational bottlenecks, especially for large-scale data sets. To address this problem, in this paper, we propose an efficient quantization approach to reduce the computational burden of IP, which decreases the complexity from O(N 2 ) to O(M N) with M N. The new learning criterion is called the quantized MEE (QMEE). Some basic properties of QMEE are presented. Illustrative examples with linear-in-parameter models are provided to verify the excellent performance of QMEE. Index Terms-Computational complexity, information theoretic learning (ITL), minimum error entropy (MEE), quantization.
I. INTRODUCTION
A S A well-known learning criterion in information theoretic learning (ITL) [1] - [3] , the minimum error entropy (MEE) finds successful applications in various learning tasks, including regression, classification, clustering, feature selection, and many others [4] - [17] . The basic principle of the MEE is to learn a model to discover a structure in data by minimizing the entropy of error between the model and the data generating system [1] . Entropy takes all higher order moments into account and, hence, is a global descriptor of the underlying distribution. The MEE can perform much better than the traditional mean square error (MSE) criterion that considers only the second-order moment of the error, especially in nonlinear and non-Gaussian (multipeak, heavytailed, and so on) signal processing and machine learning.
In practical applications, an MEE cost can be estimated based on a probability density function (pdf) estimator.
The most widely used MEE cost in ITL is the information potential (IP), which is the argument of the logarithm in Renyi's entropy [1] . The IP can be estimated directly from data and computed by a double summation over all samples. This is much different from traditional learning costs that only involve a single summation. Although IP is simpler than many other entropic costs, it is still computationally very expensive due to the pairwise computation (i.e., double summation). This may pose computational bottlenecks for large-scale data sets. To address this issue, Han et al. [18] proposed a fast and accurate approximation of IP using the fast Gauss transform (FGT), which can reduce the complexity of the original MEE algorithm from O N 2 to O( pk N), with p the order of the Hermite approximation and k the number of clusters utilized in FGT. However, the MEE-FGT involves two additional free parameters and is still computationally expensive.
In this paper, we propose a more efficient approach to decrease the computational complexity of IP from O N 2 to O (M N ) with M N. The basic idea is to simplify the inner summation by quantizing the error samples with a simple quantization method. The simplified learning criterion, called the quantized MEE (QMEE), involves only one additional free parameter, the quantization threshold. Some properties of the QMEE are presented, and the desirable performance of QMEE is confirmed by several illustrative examples with linear-in-parameter models.
The remainder of this paper is organized as follows. The MEE criterion is briefly reviewed in Section II. The QMEE is proposed in Section III. The illustrative examples are provided in Section IV, and finally, the conclusion is given in Section V.
II. BRIEF REVIEW OF MEE CRITERION
Consider learning from N examples Z N = {(x i , y i ) ∈ X X X × Y Y Y}, i = 1, 2, . . . , N, which are drawn independently of an unknown probability distribution D D D on
Usually, a loss function ( f, (x, y)) is used to measure the performance of the hypothesis f : X X X → Y Y Y. For regression, one can choose the squared error loss ( f, (x, y)) = (y − f (x)) 2 = e 2 , where e = y − f (x) ∈ R is the prediction error. Then, the goal of learning is to find a solution in hypothesis space that minimizes the expected cost function E[( f, (x, y))], where the expectation is taken over D D D. As the distribution D D D is unknown, in general, we use the empirical cost function
which involves a summation over all samples. Sometimes, a regularization term is added to the above-mentioned sum to prevent overfitting. Under the MSE criterion, the empirical cost function becomes
where e i = y i − f (x i ) is the prediction error for sample (x i , y i ). The computational complexity for evaluating the above-mentioned cost and its gradient with respect to e i (i = 1, 2, . . . , N) is O(N).
In the context of ITL, one can adopt Renyi's entropy of order α (α > 0, α = 1) as the cost function [1] 
where p(.) denotes the error's pdf. Under the MEE criterion, the optimal hypothesis can thus be solved by minimizing the error entropy H α (e). The argument of the logarithm in H α (e), called IP, is
Since the logarithm function is a monotonically increasing function, minimizing Renyi's entropy H α (e) is equivalent to minimizing (for α < 1) or maximizing (for α > 1) the IP I α (e). In ITL, for simplicity, the parameter α is usually set at α = 2. In the rest of this paper, without loss of generality, we only consider the case of α = 2 (the extension to the case of α = 2 is straightforward). In this case, we have
According to ITL [1] , an empirical version of the quadratic IP can be expressed aŝ
wherep(.) is Parzen's pdf estimator [19] 
with G σ (.) the Gaussian kernel with bandwidth σ
The pdf estimatorp(.) can be viewed as an adaptive loss function that varies with the error samples {e 1 , e 2 , . . . , e N }. This is much different from the conventional loss functions that are typically left unchanged after being set. For example, the loss function of the MSE is always (x) = x 2 . The adaptation of loss function is potentially beneficial, because the risk is matched to the error distribution. The superior performance of MEE has been shown theoretically as well as confirmed numerically [1] . However, the price we have to pay is that there is a double summation over all samples, which is obviously time-consuming especially for large-scale data sets. The computational complexity for evaluating the cost function (6) is O(N 2 ). The goal of this paper is to find an efficient way to simplify the computation of the empirical IP.
III. QUANTIZED MEE Comparing with conventional cost functions for machine learning, the MEE cost (or equivalently, the IP) involves an additional summation operation, namely, the computation of the pdf estimator. The basic idea of our approach is thus to reduce the computational burden of the pdf estimation (i.e., the inner summation). We aim to estimate the error's pdf from fewer samples. A natural way is to represent the N error samples {e 1 , e 2 , . . . , e N } with a smaller data set by using a simple quantization method. Of course, the quantization will decrease the accuracy of pdf estimation. However, the pdf estimator for an entropic cost function is very different from the ones for traditional density estimation. Indeed, for a cost function for machine learning, ultimately what is going to matter is the extrema (maxima or minima) of the cost function, not the exact value of the cost. Our experimental results have shown that with quantization, the MEE can achieve almost the same (or even better) performance as the original MEE learning.
Let Q[.] denote a quantization operator (or quantizer) with a codebook C containing M (in general M N) real-valued code words, i.e., C = {c 1 , c 2 , . . . , c M ∈ R}. Then, Q[.] is a function that can map the error sample e j into one of the M code words in C, i.e., Q[e j ] ∈ C. In this paper, we assume that each error sample is quantized to the nearest code word. With the quantizer Q[.], the empirical IP in (6) can be simplified tô
where M m is the number of error samples that are quantized to the code word c m andp Q (
is the pdf estimator based on the quantized error samples. Clearly, we have M m=1 M m = N and
, which is much simpler than the original cost of (6) especially for large-scale data sets (M N ).
Before designing the quantizer Q[.], we present some basic properties of the QMEE cost in the following.
Property 1: When the codebook C = {e 1 , e 2 , . . . , e N }, we haveÎ Q 2 (e) =Î 2 (e). Proof: In this case, we have Q[e j ] = e j , j = 1, 2, . . . , N. Property 2: The QMEE costÎ 
with equality if and only if e i = Q[e j ], ∀i, j , which means e 1 = e 2 = · · · = e M = c.
Remark: By Property 3, the QMEE costÎ Q 2 (e) is equal to a weighted average of Parzen's pdf estimator evaluated at the code words. Moreover, when there is only one code word in C, i.e., C = {c}, we haveÎ (0), whereV (e) denotes the empirical correntropy [20] - [24] , which is a well-known local similarity measure in ITL. In this sense, the correntropy can be viewed as a special case of the QMEE cost. Actually, the correntropy measures the local similarity about the zero, while the QMEE costÎ Q 2 (e) measures the average similarity about every code word in C. 2 is the second-order moment of error about the code word c m .
Proof:
. It follows easily that:
Remark: By Property 4, as σ → ∞, the second-order moments tend to dominate the QMEE costÎ Q 2 (e). In this case, maximizing the QMEE cost is equivalent to minimizing a weighted average of the second-order moments about the code words.
is continuously differentiable over R, according to the mean value theorem, ∀i, j , there exists a point
where G σ (.) denotes the derivative of G σ (.) with respect to the argument. Then, we have
Remark: From Property 5, when ε is very small or σ is very large, the difference between the values ofÎ Q 2 (e) and I 2 (e) will be very small.
Property 6: For a linear regression model f (x) = ω T x, with ω ∈ R d the weight vector to be estimated, the optimal solution under the QMEE criterion satisfies
Setting
Remark: It is worth noting that the solution ω = R −1 QMEE P QMEE is not a closed-form solution as the matrix R QMEE and the vector P QMEE on the right-hand side of the equation depend on the weight vector ω through the error samples (i.e., e i = y i − ω T x i ). Actually, the equation ω = R −1 QMEE P QMEE is a fixed-point equation.
A key problem in QMEE is how to design a simple and efficient quantizer Q [.] , including how to build the codebook and how to assign the code words to the data. In this paper, we will use a method proposed in our recent papers to quantize the error samples. In [25] and [26] , we proposed a simple online vector quantization (VQ) to curb the network growth in kernel adaptive filters, such as kernel least mean square and kernel recursive least squares. The main advantage of this quantization method lies in its simplicity and online feature. The pseudocode of this online VQ algorithm is presented in Algorithm 1.
Algorithm 1 Online VQ
the j th element of C i−1 , and |C i−1 | stands for the cardinality of C i−1 . 5: if di s (e i , C i−1 ) ≤ ε then 6: Keep the codebook unchanged: C i = C i−1 and quantize e i to the closest code word Q[e i ] = C i−1 ( j * ); 7: else 8: Update the codebook: C i = {C i−1 , e i } and quantize e i to itself: Q[e i ] = e i ; 9: end if 10: end for Remark: The online VQ method in Algorithm 1 creates the codebook sequentially from the samples, which is computationally very simple, with computational complexity that is linear in the number of samples.
IV. ILLUSTRATIVE EXAMPLES
In the following, we present some illustrative examples to demonstrate the desirable performance of the proposed QMEE criterion.
A. Linear Regression
In the first example, we use the QMEE criterion to perform the linear regression. According to Property 6, the optimal solution of the linear regression model f (x) = ω T x can easily be solved by the following fixed-point iteration:
in which the matrix R QMEE (ω k−1 ) and vector P QMEE (ω k−1 )
where
The detailed procedure of the linear regression under QMEE is summarized in Algorithm 2.
Algorithm 2 Linear Regression Under QMEE
Output: weight vector ω 1: Parameters setting: iteration number K , kernel width σ , quantization threshold ε and termination tolerance τ . In addition, the noise v i is assumed to be generated by v i = (1 − a i )A i + a i B i , where a i is a binary process with probability mass Pr{a i = 1} = c, Pr{a i = 0} = 1 − c, with 0 ≤ c ≤ 1 an occurrence probability. The processes A i and B i represent the background noises and the outliers respectively, which are mutually independent and both independent of a i . In the following simulations, c is set at 0.1 and B i is assumed to be a white Gaussian process with zero mean and variance 10 000. For the distribution of A i , we consider four cases: 1) symmetric Gaussian mixture density: 0.5N (3, 1) + 0.5N (−3, 1), where N (μ, σ 2 ) denotes the Gaussian density with mean μ and variance σ 2 ; 2) asymmetric Gaussian mixture density: (2/3)N (−5, 1) + (1/3)N (2, 1); 3) binary distribution with probability mass: Pr{x = −2} = Pr{x = 2} = 0.5; and 4) Gaussian distribution with zero mean and unit variance. The root-mean-squared error (RMSE) is employed to measure the performance, computed by
where ω k and ω * denote the estimated and the target weight vectors, respectively. [24] , MEE, MEE-FGT, and QMEE. For the MSE criterion, there is a closed-form solution, so no iteration is needed. For MCC MEE and QMEE criteria, a fixed-point iteration is used to solve the model (see [23] , [27] for the details of the fixed-point algorithms under MCC and MEE). For an MEE-FGT criterion, we use a gradient decrease method with step size η to solve the model. To fairly compare the performance of different algorithms, we use the fivefold cross-validation method to select the parameters so that all algorithms achieve the best performance. Therefore, the parameter values may not be the same in different situations. The parameter settings of MCC, MEE, MEE-FGT, and QMEE are given in Table I .
The simulations are carried out with MATLAB 2014a running in i5-4590, 3.30 GHz CPU. The mean deviation results of the RMSE and the training time over 100 Monte Carlo runs are presented in Table II . In the simulations, the sample number is N = 200. When we compare the RMSE of different criteria, we set the termination tolerance parameter τ = 10 −6 and iteration number K = 100; when we evaluate the training time, we set the termination tolerance parameter τ = 0 and iteration number K = 100. From Table II, we observe: 1) the MCC, MEE, MEE-FGT, and QMEE can significantly outperform the traditional MSE criterion although they have no closed-form solution; 2) the MEE, MEE-FGT, and QMEE can achieve much better performance than the MCC criterion, except the case of Gaussian background noise, in which they achieve almost the same performance; and 3) the MEE-FGT and QMEE can achieve almost the same performance as the original MEE criterion, but QMEE consumes much less computing time than MEE and MEE-FGT. It is worth noting that the MCC can outperform the MEE, MEE-FGT, and QMEE in the case of Gaussian background noise. The possible reason is that the loss function of MCC involves a single Gaussian function, which, to a certain extent, can characterize the Gaussian noise better in this case. The loss functions of MEE and its variants, however, involve a mixture Gaussian function, which can characterize more complex noise distributions, such as the multimodal noise distributions. Fig. 1 shows the average training times of MEE, MEE-FGT, and QMEE with an increasing number of samples in Case 1). The iteration number is fixed at 100, which can guarantee all algorithms converge in this situation. We find that both MEE-FGT and QMEE can reduce the computational complexity of the original MEE with the increasing training sample size. Moreover, the proposed QMEE is computationally much simpler than MEE-FGT.
The quantization threshold ε and the kernel bandwidth σ are very important parameters in the QMEE. Here, we investigate how the values of ε and σ will affect the performance of QMEE. The simulation results in Cases 1) and 2) are shown in Figs. 2 and 3 . It can be seen from Fig. 2 that the QMEE can achieve a better performance with a smaller quantization threshold in general (but a smaller quantization threshold will result in higher computational burden). When the quantization threshold is very small, the performance of the QMEE will get very close to that of the MEE. In addition, from Fig. 3 , one can see that when the kernel bandwidth σ is too small or too large, the performance will get worse. In practical applications, the kernel bandwidth can be chosen by cross validation or trial and error methods.
Furthermore, we show the contour plots of the performance surfaces in Fig. 4 (i.e., the cost surfaces over the parameter space), where the background noise distribution is assumed to be symmetric Gaussian mixture. In Fig. 4 , the red crosses denote the target weight vector w * = [2, 1] T , and the blue circles stand for the optimal weight vectors corresponding to the minima of the performance surfaces. As one can see that, when faced with complex noises such as the noises with Gaussian mixture distributions, the optimal solutions under MSE and MCC may deviate from the target value. In particular, the MSE solution can be very far from the target value. However, in this case, the optimal solutions under MEE and QMEE are almost the same as the target value. This implies that one can get a nearly unbiased estimate of the target weight vector under the MEE and QMEE criteria.
B. Extreme Learning Machines
The second example is about the training of extreme learning machine (ELM) [28] - [32] , a single-hidden-layer feedforward neural network (SLFN) with random hidden nodes.
Given
. , x id ] T ∈ R d the input vector and t i ∈ R the target response, the output of a standard SLFN with L hidden nodes is 1, 2, . . . , L ) are the randomly generated parameters of the L hidden nodes, and β = (β 1 , . . . , β L ) T ∈ R L represents the output weight vector. Since the hidden parameters are determined randomly, we only need to solve the output weight vector β. To this end, we express (22) in a vector form as
where Y = (y 1 , . . . , y N ) T and Usually, the output weight vector β can be solved by minimizing the following squared (MSE-based) and regularized loss function:
where e i = t i − y i = t i − h i β is the i th error between the target response and the actual output, λ ≥ 0 represents the regularization factor, and T = (t 1 , . . . , t N ) T . Applying the pseudoinversion operation, one can obtain a unique solution under the loss function (24) , that is
Here, we propose the following QMEE-based loss function:
Setting (∂ J QMEE (β)/∂β) = 0, one can obtain
where A = through e i = t i − h i β. Thus, one can solve β by using the following fixed-point iteration:
where A(β k−1 ) and B(β k−1 ) denote, respectively, the matrix A and vector B evaluated at β k−1 . The learning procedure of the ELM under QMEE is described in Algorithm 3. This algorithm is called the ELM-QMEE in this paper.
Algorithm 3 ELM-QMEE
Output: weight vector β 1: Parameters setting: number of hidden nodes L, regularization parameter λ , iteration number K , kernel width σ , quantization threshold ε and termination tolerance τ . 2: Initialization: set β 0 = 0 and randomly initialize the hidden parameters w j and b j ( j = 1, ..., L ) 3: for k = 2, ..., K do 4: Compute the error samples based on β k−1 : e i = t i − h i β k−1 , i = 1, 2, · · · , N; 5: Create the quantization codebook C and quantize the N error samples by Algorithm 1; 6: Compute the matrix A(β k−1 ) and the vector B(β k−1 ) by (19); 7: Update the weight vector β by (28); 8: if β k − β k−1 2 β k−1 2 < τ then 9: break; 10: end if 11: end for
In the following, we consider the regression problem with six benchmark data sets from the UCI machine learning repository [33] . The details of the data sets are shown in Table III . For each data set, the training and testing samples are randomly selected from the data set. Particularly, the data are normalized to the range [0, 1]. In order to [28] , RELM [29] , ELM-RCC [31] , ELM-MEE, and ELM-QMEE. The ELM-MEE can be viewed as the ELM-QMEE with ε = 0. The parameter settings of the five ELM algorithms are presented in Table IV , which are experimentally chosen by fivefold cross validation. Since the ELM-MEE algorithm is too time-consuming on the CBM data set, we only compare the other four algorithms on this data set.
The RMSE is used as the performance measure for regression. The "mean ± standard deviation" results of testing RMSE and the training time over 100 runs are shown in Tables V and VI. In addition, since the MEE is shiftinvariant, the RMSEs of MEE and QMEE are calculated by adding a bias value to the testing errors [1] . This bias value was adjusted so as to yield zero-mean error over the training set. As one can see that, in all the cases, the proposed ELM-QMEE can outperform ELM, RELM, and ELM-RCC as well as the ELM-MEE. Compared with the ELM-MEE, the ELM-QMEE is computationally much simpler.
C. Echo State Networks
In the last example, we apply the QMEE to train an echo state network (ESN) [34] - [36] , a new paradigm in recurrent neural network (RNN) [37] , [38] . The ESN randomly builds a large sparse reservoir to replace the hidden layer of RNN, which overcomes the shortcomings of complicated computation and difficulties in determining the network topology of a traditional RNN.
We consider a discrete-time ESN with P input units, L internal network units, and Q output units. The dynamic and output equations of the standard ESN can be written as follows:
x
where 
where the kth column of the matrix X is ϕ(k). The optimal solution of W out under the MSE criterion can be obtained by W out = (X T X) −1 X T Y. Here, we use the following QMEE cost function to train the ESN: where η is the learning rate parameter, r is a small positive constant, and ρ is the forgetting factor. The gradient term ∇ w out i J QMEE (n) can be computed as
The learning algorithm of the ESN under QMEE is given in Algorithm 4, called ESN-QMEE in this paper. Next, we apply the proposed ESN-QMEE to the shortterm prediction of the Mackey-Glass (MG) chaotic time series compared to some other ESN algorithms. The MG dynamic system is governed by the following time-delay ordinary differential equation [39] :
Algorithm 4 ESN-QMEE
with a = −0.1, b = 0.2, and τ = 17. This system has a chaotic attractor if τ > 16.8. In this paper, we choose the delay time and the embedded dimension as six and four, which are determined by the mutual information [40] , i.e., the vector [x(t − 24), x(t − 18), x(t − 12), x(t − 6)] T is used as the input to predict the present value x(t) that is the desired response in this example. In the simulation, the number of reservoir units is set to 400. The spectral radius and the sparseness of W x are 0.95 and 0.01, respectively. A segment of 900 samples are used as the training data and another 400 samples as the testing data. The noise model v i = (1 − a i )A i + a i B i mentioned in Section IV-A is used to generate the noise that is added to the training data, where the occurrence probability is c = 0.2, B i is a white Gaussian process with zero-mean and variance 0.01, and A i is a mixture Gaussian process with density 0.5N (α, 0.01)+0.5N (−α, 0.01). Furthermore, the normalized RMSE (NRMSE) is used to measure the performance of different algorithms, given by NRMSE = 1 Nσ 2 target N−1 n=0 (t (n) − y(n)) 2 (36) where σ 2 target denotes the variance of the target signal. Similar to the previous example, the NRMSE of the MEE and QMEE will be calculated by adding a bias value to the testing errors. The parameter settings of five ESN algorithms are given in Table VII . The NRMSEs of six ESN algorithms over 10 Monte Carlo runs for different values of α are shown in Fig. 5 , and the corresponding training times are shown in Table VIII . Once again, the QMEE-based algorithm can outperform other algorithms, whose performance is very close to that of the MEE-based algorithm but with much less computational cost.
V. CONCLUSION
The MEE criterion outperforms the traditional MSE criterion in non-Gaussian signal processing and machine learning. However, it is computationally much more expensive due to the double summation operation in the objective function, resulting in computational expense scaling as O(N 2 ), where N is the number of samples. In this paper, we proposed a simplified MEE criterion, called QMEE, whose computational complexity is O(M N), with M N. The basic idea is to reduce the number of the inner summations by quantizing the error samples. Some important properties of the QMEE are presented. Experimental results with linear and nonlinear models (such as ELM and ESN) confirm that the proposed QMEE achieves almost the same performance as the original MEE criterion but needs much less computational time. In this paper, the proposed QMEE is only applied to the linear-in-parameter systems (linear regression, ELM, and ESN). The application to more general neural networks, including deep learning, is an interesting topic for future study. More advanced learning algorithms under the QMEE criterion, such as the conjugate gradient-based methods, should also be investigated in the future work.
