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The celebrated quantum no-cloning theorem states that an arbitrary quantum state cannot be
cloned perfectly. This raises questions about cloning of classical states, which have also attracted
attention. Here, we present a physical approach to the classical cloning process showing how cloning
can be realised using Hamiltonians. After writing down a canonical transformation that clones
classical states, we show how this can be implemented by Hamiltonian evolution. We then propose
an experiment using the tools of nonlinear optics to realise the ideas presented here. Finally, to
understand the cloning process in a more realistic context, we introduce statistical mechanical noise
to the system and study how this affects the cloning process. While most of our work deals with
linear systems and harmonic oscillators, we give some examples of cloning maps on manifolds and
show that any system whose configuration space is a group manifold admits a cloning canonical
transformation.
I. INTRODUCTION
Wootters and Zurek’s [1] work on the no-cloning theo-
rem has led to extensive research on the quantum cloning
process and its physical implications. While the stud-
ies in the quantum regime are both abstract [2–6] and
application-based [7–11], work on the classical cloning
process has been extremely limited and restricted to a
purely mathematical approach [12–15]. There appears
to be a belief that the classical cloning process is triv-
ial, perhaps because it is so familiar. Computers rou-
tinely copy files, photocopying machines are widespread
and the genetic information contained in DNA is repli-
cated every time a cell divides. However, there are sub-
tleties related to classical cloning[13] and even a classical
statistical no-cloning theorem[12] proved under certain,
general assumptions. A good understanding of the copy-
ing of classical information is essential to appreciate the
quantum case and the relation between the two.
The discussion of cloning involves three coupled sys-
tems: a source, a target and a machine. The source
contains the state to be cloned. The target is initially
in a standard blank state and the machine is initially in
a standard ready state, both independent of the source.
The objective of cloning is to copy the state of the source
into the target, without destroying the original. In the
copying process, the machine state may be altered and
has to be reset before the next copy can be made. In
this paper, we consider the cloning process from a phys-
ical point of view, clarifying the conditions under which
classical cloning is possible and explicitly constructing
Hamiltonians which implement the cloning process.
Before going any further we need to define more pre-
cisely what we mean by a “state”. A “state” in classical
mechanics is defined as a point in phase space. A system
in classical mechanics has a configuration space Q with
local coordinates qr and the phase space has twice the
dimension (qr, pr) including coordinates as well as con-
jugate momenta. Phase spaces are even dimensional and
allow us to define Poisson brackets between functions. In
statistical physics, a state would be defined as a probabil-
ity distribution on phase space. Daffertshofer et al. [12]
have proved a classical no-cloning theorem when states
are regarded as probability distributions. This proof is
based on the invariance of the relative entropy (Kullback-
Leibler divergence) under arbitrary diffeomorphisms of
the phase space. It follows from their work that cloning
of classical states is forbidden whenever the relative en-
tropy of the total system is well defined. However, there
are situations where the relative entropy of the system
is ill defined, for example when the phase space distri-
butions have delta function support and this permits a
discussion of classical cloning.
Aaron Fenyes [13] studied the cloning process from the
viewpoint of symplectic geometry. In his treatment, clas-
sical states are points in a symplectic manifold and the
cloning process is a symplectomorphism. This provides
a very general setting for the cloning process in classical
mechanics. In the physics community, symplectic mani-
folds and symplectomorphisms are more usually referred
to as phase spaces and canonical transformations. In this
paper, we use the framework provided by Fenyes to study
the classical cloning process in more detail. This paper is
organised as follows. In Sec. II we summarise the classi-
cal cloning process using a symplectic map. We describe
a procedure for generating a symplectic cloning map for
the case of variables in a linear phase space. We show
how to systematically generate Hamiltonians to realise a
given linear symplectic map. We then prove a general
result that the phase spaces normally occurring in clas-
sical mechanics (those that emerge from a configuration
space) admit a cloning map. In Section III, we propose
an experimental realisation of a cloning machine using
nonlinear optics. We then explore deviations from this
ideal situation and introduce statistical mechanical noise
and look at the effect of temperature on the cloning pro-
cess in Sec IV. The introduction of statistical mechanical
noise does result in a corruption of the cloning process,
consistent with the no-cloning theorem in the classical
statistical domain as expected from Ref. [12]. Finally, in
Sec V we end the paper with concluding remarks.
2II. CLASSICAL CLONING BY CANONICAL
TRANSFORMATIONS
Definition of the classical cloning process: Fol-
lowing [13], let M and N be symplectic manifolds. (A
symplectic manifold is a manifold with a closed, non de-
generate two-form ω0. Diffeomorphisms that preserve
the two form ω0 are called symplectomorphisms.) Let
(N,N,M) represent the source, target and machine re-
spectively. Initially, we suppose that the target and ma-
chine are in standard states b and r. Given an arbitrary
state s ∈ N of the source, a cloning map is a symplec-
tomorphism ψ : N × N ×M → N × N ×M such that
ψ(s, b, r) = (s, s, f(s, b, r)) for all s ∈ N , where b, r are
independent of s [13]. Here the manifold M acts as the
copying machine, while the source and the target states
are on the manifold N . The source state is s, the mate-
rial to be copied (for instance a birth certificate!); b the
target state, which is initially blank, as are the A4 sheets
in the tray of the copying machine; and the machine state
is r (r for ready) before cloning. We would like to know
whether there exists a cloning map for a given classical
system (N,ω0). What choice of the machineM is needed
to achieve this? It is also of interest to determine how
these maps can be generated in the laboratory by physi-
cal processes.
Let us suppose that that there is a cloning map ψ as
above. Let us now fix s = s0 and consider the linearised
map φ that maps the tangent space of (s0, b, r) to the
tangent space of (s0, s0, f(s0, b, r)). These tangent spaces
are symplectic vector spaces and φ is a linear symplectic
cloning map. Thus, the existence of ψ would imply the
existence of linear symplectic cloning maps. Let us begin
by addressing the simpler problem of linear symplectic
cloning. Linearity results in a considerable simplifica-
tion of the problem and permits explicit construction of
cloning maps. As we will see later, this simple case illu-
minates the more general problem of classical cloning. It
also covers the physically important case of harmonic os-
cillators, which are easily realised in an optics laboratory
as modes of the electromagnetic field.
Let us start with the simplest example and choose M
and N to be two dimensional symplectic vector spaces
(R2, ω0), so that we can view M and N as phase spaces,
with each point in these spaces being labelled by a posi-
tion and a momentum. Let b = r =
(
0
0
)
, and s =
(
qs
ps
)
.
A linear symplectic cloning map on R6 is given by
φ(s, b, r) =


1 0 1 1 −1 1
0 1 1 2 0 1
1 0 0 1 0 1
0 1 −1 −1 1 0
1 0 1 2 −1 2
0 −1 0 −1 −1 −1




s
b
r


. (1)
It is a cloning map because it satisfies φ(s, b, r) =
(s, s, Fs), where F =
[
1 0
0 −1
]
. φ is a symplectic map
as it satisfies the condition φTΩφ = Ω, where Ω =
dqs ∧ dps + dqt ∧ dpt + dqm ∧ dpm is the symplectic form
on R6. Cloning by a machine is only possible if the di-
mension of M is greater than or equal to the dimension
of N . A minimal choice is M = N . As emphasised by
[13], cloning is impossible without the presence of the
machine.
A. Cloning as a Canonical Transformation
In this section, we discuss a systematic procedure for
the generation of cloning maps on the symplectic vec-
tor space R2 ×R2 ×R2. By definition, the cloning map
φ : R6 → R6 must send (s, b, r) → (s, s, Fs) (where,
b = 0 and r = 0 are at the origin). The two dimensional
vector subspace V of R6 spanned by vectors of the form
(s, 0, 0) is mapped to the two dimensional subspaceW of
R
6 spanned by vectors of the form (s, s, Fs). In order for
the map from V to W to preserve the symplectic form, F
must be antisymplectic, i.e, it must reverse the symplec-
tic structure. A simple choice for F is F =
[
1 0
0 −1
]
. We
need to now extend this map to all of R6. Clearly V c,
the symplectic complement of V must map to W c, the
symplectic complement of W . A systematic procedure
for constructing the map is the Gram-Schmidt procedure
[16]. This procedure is carried out in detail in Appendix
B to produce the cloning map above (1).
Since the Gram-Schmidt procedure involves choices
there is clearly ambiguity in the extension of the cloning
map. What is the extent of this ambiguity? We have the
freedom to apply any symplectic transformation to the
combined target and machine state before cloning. As a
result there is an Sp(4) worth of ambiguity in mapping
V c to W c. In addition, we also have the freedom to com-
pose F with any other symplectic transformation in R2
of the machine. Thus there is a total of Sp(4) × Sp(2)
worth of cloning maps in R2.
B. Hamiltonian Cloning
Having found a linear cloning map, we would like
to implement this transformation by a Hamiltonian, so
that cloning can be realised in a laboratory. Since we
are working with linear spaces, it is natural to consider
quadratic Hamiltonian functions. If x is a vector in R6,
(xi, i = 1, 6), our Hamiltonian is a quadratic function
H(x) = 1/2xihijx
j (2)
with hij a real symmetric matrix hij = hji. Using Hamil-
ton’s equations we get an evolution
x˙i = Ωijhjkx
k (3)
3which is a linear transformation generated by hik =
Ωijhjk. Under time evolution for a time t, the vector
x would be mapped to the vector [expht]x where h is
the matrix hik.
We will now explicitly construct Hamiltonians to im-
plement the map φ mentioned earlier. The map φ can-
not be realised via a single time independent quadratic
Hamiltonian. [20]. To see this, suppose that the sym-
plectic map φ and its corresponding Hamiltonian matrix
h are related by
φ = eht. (4)
Taking the logarithm of both sides, we find that logφ =
ht, where the logarithm is the matrix log. We find that
the left hand side is complex, while the Hamiltonian ma-
trix must be real. This contradiction shows that to realise
the cloning map mentioned above we need at least two
Hamiltonians. In fact, Using the polar decomposition of
symplectic matrices [17], we can write φ = expX expY
whereX,Y are in the Lie algebra of the symplectic group.
Writing h1 = X/τ and h2 = Y/τ , we can express the
cloning map as
φ = eh1τeh2τ , (5)
where τ will be chosen later to suit our convenience.
The Hamiltonian matrices in explicit numerical form
(rounded to three decimal places) are ,
h1τ =


−0.209 −0.003 −0.206 −0.332 0.206 −0.128
0.418 0.209 −0.120 −0.120 −0.006 0.006
0.120 −0.332 −0.738 −0.254 0.284 −0.583
−0.120 0.206 1.066 0.738 −0.535 0.738
−0.006 −0.128 −0.738 −0.583 0.409 −0.505
−0.006 −0.206 −0.535 −0.284 0.254 −0.409


(6)
h2τ =


0.779 −0.203 −0.796 0.834 0.117 0.329
0.101 −0.779 −1.438 −0.412 1.107 −1.741
0.412 0.834 −2.509 −0.722 2.479 0.563
−1.438 0.796 4.039 2.509 −1.512 3.013
1.741 0.329 −3.013 0.563 1.534 0.958
1.107 −0.117 −1.512 −2.479 −0.774 −1.534


(7)
The Hamiltonian functions are given by (2). h1 repre-
sents a pure shear transformation and h2 a pure rotation
in phase space.
In a real physical process, the three systems (source,
target and machine) will have their own Hamiltonian evo-
lution. However, if we choose τ to be small (compared to
any time scale present in the source, target and machine)
we can ensure that the cloning Hamiltonians h1 and h2
dominate over the other terms. We can essentially as-
sume that the evolution of the systems is “frozen” while
cloning takes place.
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FIG. 1: Evolution of states (in phase space) for the Hamilto-
nians mentioned in (6) and (7) for the source (red), the target
(blue) and the machine (green).
Figure 1 shows the evolution of the source, the target,
and the machine (in phase space) using the Hamiltoni-
ans in (6) and (7), for a time, t = 2τ . From these figures
we observe that, while the source returns to its origi-
nal state after evolution i.e.
(
q
p
)
, the target starts at
the origin and goes to the state
(
q
p
)
making a perfect
copy. The machine state also starts at the origin and
it reaches
(
q
−p
)
. If one considers the phase space area
A(D) =
∫
D
dq ∧ dp of a disk D, under cloning this disk
is duplicated in the target space and it would seem that
the phase space area has doubled. However, the machine
is also affected and the image of D in the machine phase
space is such as to cancel out the duplication thereby
[13] preserving total phase space area. Thus we retain
the original, and we have created a perfect clone and an
anti-clone. (See Sec. V for an explanation of the term
“anti-clone”). The anti-clone contribution to the phase
space area cancels the one from the clone, thus preserving
the total phase space area.
Given three oscillators, one can, in principle create
a perfect clone and anticlone along the lines described
above by tuning the coupling strengths read off from
(6,7). This would be a minimal cloning machine, since
the machine has the same phase space as the source. In
practice, this may need a large degree of control over the
oscillators and their couplings. We will describe below
(sec. III) a more practical (albeit non-minimal) scheme
for realising the cloning process in the laboratory using
non linear optics.
4C. More General Cloning maps
Fenyes’ construction [13] provides cloning maps for
R
2n. This leaves open the question of cloning on other
symplectic manifolds. A large class of symplectic mani-
folds appear in classical mechanics as cotangent bundles
of configuration spaces. Some examples are the rigid ro-
tor and the symmetric top with configuration space S2
and RP 3 respectively. Let us consider some illuminating
examples.
Example 1: Starting with the cloning map above (1),
notice that its entries are all integers. We can there-
fore make an identification of x with x + 1, where x is
any of the coordinates of the R6 phase space. We thus
compactify R6 to (T 2)3. Since the identification is pre-
served under the action of φ, we find a cloning map on
T 2 viewed as a phase space. The symplectic structure
on R2 comes down to the quotient manifold T 2. Thus,
minimal cloning machines on T 2 do exist.
Example 2: The cloning map (1) mixes the positions
and momenta. The identifications made in the configu-
ration space force similar identifications in the momenta.
In contrast, consider the following linear transformation
onR3, viewed as a ‘configuration space’. With i = s, t,m,
and {qi}, let
q′i = Λijq
j
Λ =

1 −1 −11 0 1
1 −1 0

 (8)
This linear transformation of the configuration space lifts
to the cotangent space T ∗R3. The momenta transform
under the inverse map A = Λ−1 as
p′i = pjA
j
i
where
A =

 1 1 −11 1 −2
−1 0 1

 (9)
which clones the momenta. Thus the lift φ2 of the map Λ
to T ∗R6 is a symplectic, cloning map on the phase space.
We now compactify the configuration space (using the
earlier identification) and get a cloning map on T ∗S1. In
fact, we could use coordinates ui = exp iqi/(2π) and turn
the additive structure of the vector space of the original
cloning map to a multiplicative structure of a group. This
suggests the next example.
Example 3: Let Q be a group manifold, for example S3
which can be identified with the group SU(2). Consider
the map σ
u′s = us(um)−1(ut)−1 (10)
u′t = usum (11)
u′m = us(ut)−1 (12)
of the space Q×Q×Q on to itself. The map is smoothly
invertible, σ−1 being explicitly given by
us = u′s(u′m)−1(u′t) (13)
ut = (u′m)−1u′s(u′m)−1u′t (14)
um = (u′t)−1u′m(u′s)−1u′t (15)
and so its lift to T ∗(Q×Q×Q) is automatically a sym-
plectomorphism. It follows that φ3 is a symplectic map
and it is easily checked that φ3 clones on T
∗Q, when the
machine and target are initially in the identity state, with
zero momentum.
III. PROPOSED EXPERIMENT
As mentioned earlier, classical cloning can be realised
by using techniques of non-linear optics[18]. In particu-
lar, one can use a four-wave mixing process like the Kerr
effect to generate a clone and an anticlone (See Sec. V
for an explanation of the term ‘anticlone’.), leaving the
original unaltered. Each mode of the electromagnetic
field (characterised by a wave vector and polarisation)
of the electromagnetic field is an oscillator with a defi-
nite frequency. The phase space of an oscillator is (q, p)
and the complex number q + ip can be thought of as a
complex phase space coordinate. Electromagnetic waves
have negligible interaction with each other. The non-
linear crystal generates [18] an interaction between the
electromagnetic modes. This interaction takes place in
the short time that the light spends in the non-linear
crystal. We need only consider the participating beams
before and after the interaction.
The “machine” here is considerably more complex than
in the minimal cloning models of section II, since it in-
cludes two pump beams and a nonlinear material apart
from the anticlone. We are concerned here with a third
order nonlinear optics effect: the polarisation response
of the material is cubic in the incident electric field:
~P = ǫ0χ
3 ~E( ~E. ~E), where ǫ0 is the dielectric permittivity
and χ(3) the third order susceptibility. (It follows from
symmetry arguments that the second order susceptibil-
ity χ(2) vanishes for centrosymmetric materials.) The
cloning machine consists of a non-linear sample illumi-
nated by two strong“ pump” beams. These serve to bring
the response of the sample into the nonlinear regime, act-
ing rather like the bias voltage of a transistor. When this
sample is further illuminated by a weak “signal” beam,
we find that in addition to the signal beam (the source)
the system generates two more beams, a clone beam and
an anti-clone beam. We will describe the scheme more
fully below.
Let us note first that a mode of the electromagnetic
field is characterised by a wave vector ~k and a polarisation
vector. We will keep the polarisation vector fixed along
zˆ in the discussion below. All our wave vectors will lie in
the x−y plane. A wave in the kˆ direction can be described
5by the z component of its electric field E = zˆ. ~E
E(~r, t) = Au(~r, t) +Au(~r, t) (16)
where u(~r, t) = exp i(ωt− ~k.~r) and A is a complex num-
ber which describes the amplitude and phase of the beam.
Each mode of the field is an oscillator with frequency
ω = c˜|~k|, where c˜ = c/n(ω) is the speed of light in the
medium (which is assumed isotropic). The phase space of
the oscillator is described by the real and imaginary parts
of A (the two quadrature components of the wave), which
are canonically conjugate to each other. The symplectic
form can be written dA∧ dA/(2i). This symplectic form
is clearly reversed by the map A→ A taking A to A.
We have supposed the medium to be isotropic, so that
χ(3) and n(ω), the refractive index are scalar. We sup-
pose all beams in the experiment to have the same fre-
quency ω. This has the practical advantage that it makes
it easier to satisfy the phase matching conditions [18]. Let
us consider three incident waves represented as follows:
Ej(~r, t) = Ajuj(~r, t) +Ajuj(~r, t) (17)
where uj(~r, t) = exp i(ωt− ~kj .~r) with j = 1, 2, 3 and ω =
c˜~kj . Here we consider the beam 1 to be the signal beam
(corresponding to the source). The beams 2 and 3 are
the pump beams and the emergent beams contain the
clone and the anticlone. Thus there are actually five
beams involved: one signal ~k1, two pumps ~k2, ~k3, one
anticlone −~k1 and one clone ~k3 + ~δ. To start with, the
clone and anticlone are in their ground states. They are
excited to the desired states by the interaction with the
pump and signal beams. Third order nonlinear processes
are based on the term ǫ0χ
(3)E3 in the expression for the
polarisation. We are interested in the beams emerging at
frequency ω. Expanding the cubic term E3, the relevant
terms in the polarisation are of the following form:
Pa =
[
ǫ0χ
(3)A2A3
]
A1 exp i(ωt− (~k2 + ~k3 − ~k1).~r)
Pc =
[
ǫ0χ
(3)A2A3
]
A1 exp i(ωt− (~k1 + ~k3 − ~k2).~r).
Below we drop the constant terms in square brackets.
These just indicate an overall change of amplitude and
can be set to 1 by judicious choice of pump power.
We now have to choose the ~ki’s so as to satisfy the
phase matching conditions[18], in both these beams. We
choose the wave vectors such that ~k2 + ~k3 = 0 and ~k1 =
~k2. For this choice the two terms mentioned above reduce
to
Ea ∝ A1 exp i(ωt+ ~k1.~r)), (18)
which corresponds to an anticlone and
Ec ∝ A1 exp i(ωt− ~k3.~r), (19)
which corresponds to a clone. These two emergent beams
satisfy the phase matching conditions, since in each case
ω = c˜|~k| holds.
In the above arrangement, the directions of all the
beams are collinear, which makes it awkward in a labo-
ratory situation. For experimental ease, one can slightly
perturb the direction of the k1 beam by setting ~k1 =
~k2 + ~δ, such that ~δ.~k2 = 0. Then | ~k1 + ~δ| ≈ | ~k1| to first
order in |δ| and thus we still satisfy the phase matching
conditions, albeit approximately. With this new scheme,
the anticlone beam emerges in the ~ka = −~k1 direction,
while the clone beam emerges in the ~kc = ~k3 + ~δ direc-
tion, while the original source beam continues in the ~k1
direction from the linear part of the response. Regard-
ing ω as a carrier frequency we can use an Acousto-optic
modulator (AOM) to impress a modulation on the signal
A1 so that A1 depends on t on a slow timescale compared
to the inverse carrier frequency. This results in an output
in the clone channel (in the direction ~kc) proportional to
A1(t) and in the anticlone channel (in the direction ~ka)
proportional to A1(t).
IV. CORRUPTION OF CLASSICAL CLONING
BY THERMAL NOISE
Till now we have assumed an ideal, noise free situation
in which the state of a system is described by a point in
phase space. To understand the classical cloning process
in a more realistic context, we introduce thermal noise to
the system and study how this affects the cloning process.
In the ideal case, we had taken the states of the source,
the target and the machine to be Dirac delta functions in
the phase space. We now replace the delta functions with
functions of finite width which are statistical mechanical
probability distributions. For the sake of convenience, we
consider the distributions to be Gaussian. We suppose
the source to be a Gaussian peaked about (q0, p0). The
source and machine are chosen to be Gaussians peaked
around the origin.
The initial state of the total system (source, target,
machine) is taken to be
Pin(x) = N exp
[
− (x− µ)TA(x − µ)
]
(20)
where x = {qs, ps, qt, pt, qm, pm} is a six dimensional vec-
tor, µ = {q0, p0, 0, 0, 0, 0} represents the means of the
initial distributions and A a 6 × 6 diagonal matrix with
diagonal entries {αs, αs, αt, αt, αm, αm} and here and be-
low, N is a normalisation constant. Under the cloning
map x→ Λx, the distribution of the total system changes
as Pfin(x) = J
−1Pin(Λ
−1x) (where J = DetΛ = 1 since
Λ is symplectic).
N exp
[
− (Λ−1x− µ)TA(Λ−1x− µ)
]
(21)
which can be rewritten as
Pfin(x) = N exp
[
− (x− Λµ)TB(x− Λµ)
]
(22)
where B = (Λ−1)TAΛ−1. It is evident that the means of
the distributions are successfully cloned µ′ = Λµ. As we
6will see below, the variances are not faithfully cloned, in
keeping with the classical no cloning theorem [12].
We can find the marginal distribution of the source by
integrating over the target and machine. To do this we
write B in block form
B =


a ct
c b

 (23)
where a is a non-singular 2 × 2 matrix b a non-singular
4× 4 matrix and c a rectangular 4× 2 matrix and ct its
transpose. It is straightforward to compute the marginal
for the source.
This yields for the source distribution after cloning:
Psf (qs, ps) = Ns exp
[
− (xs − µs)
T Cs(xs − µs)
]
(24)
where xs = {qs, ps} is a 2 dimensional vector, and
Cs = a− c
tbc (25)
a 2× 2 covariance matrix and µs = {q0, p0}.
As an example, let us consider the target and the ma-
chine to be in a thermal state with temperature T with
an oscillator Hamiltonian. In fact, let us set k = m = 1 in
the oscillator HamiltonianH = p
2
2m+
1
2kq
2 so that the fre-
quency is 1. The target Hamiltonian is Ht = (q
2
t + p
2
t )/2
and the machine Hamiltonian is Hm = (q
2
m+p
2
m)/2. The
Gibbs state of the target and machine is
P =
1
Z
e−β(Ht+Hm), (26)
where β = 1
kBT
and Z a normalisation. We also set
αs = 1 and since the state of the machine and target are
thermal, we have αt = αm = α = β/2
The explicit form of the covariance matrix Cs is
Cs =
1
∆s(α)


α2 + 6α −4α
−4α α2 + 4α

 (27)
where ∆s(α) = α
2 + 10α+ 8.
A very similar calculation, marginalising over the
source and the machine gives the target state as
Ptf (qt, pt) = Nt exp−
[
(xt − µs)
T Ct(xt − µs)
]
(28)
where xt = {qt, pt} is a 2 dimensional vector, Ct a 2 × 2
covariance matrix and µt = µs = {q0, p0}. The explicit
form of the covariance matrix Ct is
Ct =
1
∆t(α)


α2 + 3α α
α α2 + 2α

 (29)
where ∆t(α) = α
2 + 5α+ 5.
As the general formulae make clear, in the limit of zero
temperature (β →∞), α goes to infinity and the covari-
ance matrices of both the source and the target go to
the initial distribution: the cloning is perfect. However,
at finite temperature, there is corruption of the source
as well as the target. There is also a spurious correla-
tion between momentum and position introduced by the
cloning process. Thus, the cloning is imperfect, as ex-
pected from the classical no-cloning theorem for classical
systems with statistical distributions.
Similar conclusions emerge from our numerical anal-
ysis, which also shows how presence of statistical me-
chanical noise affects the cloning process. When noise is
introduced either in the machine or the target state, the
original gets corrupted and the copy (which is distinct
from the corrupted original) is not perfect. For illustra-
tion, we describe only the case where the source and the
target are delta functions. (Initially, αs = αt are both in-
finite.) That is, only the machine is noisy with an initial
αm = 365. The means of the initial state to be copied
are µp = 8 and µq = 5.
Figure 2 shows the distributions of the states after
cloning when the machine is initially at an inverse tem-
perature 1/(kBT ) = 730. This temperature is chosen so
that the corruption is small but visible. Here it can be
observed that all the three distributions are different from
the original and from one another. These are Gaussian
distributions and the most general form can be written
as
P(q, p) =
e
−
(
(q−µq)2
2σ2q(1−ρ
2)
−
ρ(p−µp)(q−µq)
σpσq(1−ρ2)
+
(p−µp)2
2σ2p(1−ρ
2)
)
2π
√
1− ρ2σqσp
, (30)
where, µq, µp are the means and σq, σp are the standard
deviations pertaining to q and p and ρ is the correlation
between q and p.
One can notice that (Figure 2), while the clones are
imperfect, the means of the cloned states and the ma-
chine state are (µq, µp), (µq, µp)(µq ,−µp) i.e, the means
are exactly where the perfect copies would be if the tem-
peratures were 0K. At any finite temperature, the target
(and machine) will have deviations from the blank (and
ready) state. Since the map φ clones perfectly only when
there are no deviations, it is clear that thermal noise cor-
rupts the cloning process.
V. CONCLUSION
In summary, we have presented a discussion of classical
cloning and its subtleties. We have given a systematic
method for generating all possible linear cloning maps
for R2 and illustrated this method with an explicit ex-
ample. We have gone beyond earlier literature[12, 13] in
constructing explicit Hamiltonians generating a cloning
7(a) Source with the means (8, 5), the standard deviations
(0.037, 0.052), and the Correlation 0.708.
(b) Target with the means (8, 5), the standard deviations
(0.03696, 0.0371), and the Correlation 0.0017.
(c) Machine with the means (8,−5), the standard deviations
(0.052, 0.083), and the Correlation −0.32.
FIG. 2: Histograms showing the distributions of the states in phase space after cloning, when noise is present only in the
machine.
map. We then propose a realisable experiment to demon-
strate a classical cloning process in the laboratory, using
non-linear optics. We have studied the effect of statisti-
cal noise on the cloning process. An important off shoot
from this work is a proof that any phase space emerging
from a group manifold Q (as a cotangent bundle T ∗Q)
admits a cloning map, in fact with a minimal machine
size.
It is not presently clear whether all symplectic mani-
folds admit cloning maps. For example S2 can be given
a symplectic structure, with the area on the standard
sphere being the symplectic two-form. We leave it for fu-
ture work to determine whether general symplectic mani-
folds admit cloning maps and what size of machine would
be required for this. It was also curious to note that we
needed two quadratic Hamiltonians to generate the map
φ. Is this always true for cloning maps? The answer is
no, as shown by the following counterexample. Consider
the map R3 to R3 given in (8). This matrix can be con-
sidered an element of SL(3,R). Its matrix log is real
and in the Lie algebra of SL(3,R). Lifting this map to
R
6, we have a cloning map which is realised by a single
Hamiltonian.
Let us also remark in passing that despite the use of the
words “phase space”, and “Liouville equation”, in [12],
their proof has nothing to do with the phase space of
classical mechanics, the Liouville equation or symplectic
structure. In fact, the proof offered in Refs [12],[19] is
more general and goes through when the state space is
an arbitrary oriented manifold, which could even be odd
dimensional. This point is clarified below in an appendix.
How does the cloning of states differ between quan-
tum and classical mechanics? Intuition would suggest
that our inability to clone is an essentially quantum phe-
nomenon. Classical states, viewed as points in phase
space, can be measured to any desired accuracy and
8therefore reproduced; unlike quantum states which are
disturbed by measurement. However, some expositions
(the current Wikipedia version[21] for example) of the
quantum no cloning theorem do not include a “ma-
chine” or any ancillary degrees of freedom. They seek
to copy the source state by a Unitary transformation
of the source-target system. This is a misleading argu-
ment, since under the same conditions, classical cloning
is also forbidden[13] under Hamiltonian evolution. Du-
plication of an arbitrary classical state also implies du-
plication of the phase space area of an arbitrary loop
A(γ) (A(γ) → 2A(γ)). The machine is needed to can-
cel the excess phase space area. As we have seen, the
presence of the machine renders cloning possible. The
machine must at least be as large as the system to the
cloned, but could be larger. In contrast, even with a ma-
chine present, quantum cloning is impossible by Unitary
transformations, in accord with our intuition.
It is interesting to note that a clone state is always ac-
companied by an “anticlone” state. The anticlone is the
final state of the machine, which is a symplectically re-
versed version of the original state. In classical mechan-
ics, reversal of symplectic structure can be interpreted
as time reversal, for instance (q, p) → (q,−p). More
generally Hamilton’s equations df
dt
= {H, f} are invari-
ant under time reversal only if the symplectic structure
is reversed. Just as symplectic maps are the classical
analogue of quantum unitary transformations, antisym-
plectic ones are the classical analogue of quantum antiu-
nitaries, of which time reversal is a prime example. In
our proposed experiment, we have taken care to ensure
that the anticlone is also manifestly present in one of
the emergent beams. From the optics point of view, this
is a “phase conjugate beam”, which is an implementa-
tion of time reversal. In fact, our proposed experiment
is modelled very closely on the setup used in phase con-
jugation. A discussion of anticlone states also appears in
Ref.[6] which treats quantum cloning.
In our discussion of a “state” in classical mechanics, we
first introduced a state as a point in phase space or as a
statistical distribution with delta function concentration
at a phase point. More general states in the statistical
mechanical sense emerged from convex combinations of
these “states”. It is illuminating to compare this situa-
tion with quantum mechanics, where “pure states” are
rays in Hilbert space, or equivalently one dimensional
projections. Convex combinations of “pure states” yield
all possible quantum states or density matrices. In quan-
tum mechanics, the no-cloning theorem applies even to
“pure states”. In the classical case, “pure states” can
be cloned, but statistical mixtures of “pure states” can-
not. This seems to be an essential difference between the
classical and quantum cases.
Another point worth stressing is that both thermal and
quantum fluctuations spoil our ability to clone. This can
be seen operationally in the proposed experiment. Any
thermal noise occurring in the pump beams will auto-
matically leave its mark in both the clone beam and the
source beam. A similar effect happens with quantum
fluctuations. Zero point fluctuations in the electromag-
netic field will cause spontaneous emission in the emer-
gent beams and so spoil the cloning process. We expect
our study to generate interest in experimentally testing
these ideas.
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Appendix A: A Remark on the Classical No Cloning
Theorem
The classical no-cloning theorem [12] is based on the
invariance of the Kullback-Leibler divergence under dif-
feomorphisms. As we noted in the main text, the authors
of Ref.([12]) use the language of phase space and Liouville
measure. Our purpose here is to note that their result is
not related to phase space or the Liouville measure but
is true on arbitrary manifolds.
Let M be an n-dimensional orientable manifold and
P˜1, P˜2 probability densities on M . The K-L divergence
is defined as
DKL(P˜1, P˜2) =
∫
M
P˜1g[P˜1/P˜2] (31)
where g(x) = log x. This definition is clearly invariant
under diffeomorphisms of M . Consider a vector field
v, the infinitesimal generator of an arbitrary diffeomor-
phism on M . In local coordinates,
dxa
dt
= va (32)
Let us convert the density P˜1 into an n− form α1 on M
by multiplying by the Levi-Civita tensor density
˜
ηa1...an
of weight minus one. α1 =
˜
ηa1...anP˜1. The time rate of
change ofDKL under such a diffeo is given by the integral
of the Lie derivative of the integrand
∫
M
Lv(α1g), which
gives
∫
M
d(ivα1g) =
∫
∂M
ivα1g which is a boundary term
and vanishes if the distributions fall off fast enough. This
proves the key result on which the main theorem of [12] is
based for all manifolds, quite independent of any phase
space structure. By appropriate choice of g, our proof
also includes the more general version of the argument
[19]
Appendix B: Construction of the Linear Symplectic
Cloning map by Gram-Schmidt
In this section, we will discuss the procedure for the
generation of a symplectic cloning map. The cloning map
is described by (x, b, r) → (x, x, Fx) (where, b and r are
at the origin).
Let us choose (e1, g1, e2, g2, e3, g3) as a basis on R
6.
The symplectic form Ω is defined as follows:
Ω(ei, ej) = 0, Ω(ei, gj) = δij ,
Ω(gi, gj) = 0, Ω(gi, ej) = −δij . (33)
Let us consider φ : R6 → R6, an unknown linear map.
Ej = φej and Gj = φgj . We are trying to choose Ej and
Gj so that φ becomes a cloning map. Let us consider
E1 = e1 + e2 + e3, (34)
G1 = g1 + g2 − g3. (35)
We now use a symplectic version [16] of the Gram-
Schmidt Orthonormalization procedure and construct
the following:
e′2 = e2 − Ω(e2, G1)E1 +Ω(e2, E1)G1 = −e1 − e3,
e′3 = e3 − Ω(e3, G1)E1 +Ω(e3, E1)G1 = e1 + e2 + 2e3,
g2 = g2 − Ω(g2, G1)E1 +Ω(g2, E1)G1 = −g1 + g3,
g′3 = g3 − Ω(g3, G1)E1 +Ω(g3, E1)G1 = 2g3 − g1 − g2.
We now construct
E2 = −e
′
2 − 2g
′
2 + g3 = e1 + e3 + g1 − g2, (36)
G2 = e
′
3 − 3G
′
2 + g3,
= e1 + e2 + 2e3 + 2g1 − g2 − g3. (37)
We then construct
e′′3 = e
′
2 − Ω(e
′
2, G2)E2 +Ω(e
′
2, E2)G2
= −e1 − e2 − 2e3 − g1 + g3, (38)
g′′3 = g
′
2 − Ω(g
′
2, G2)E2 +Ω(g
′
2, E2)G2,
= e1 + e3 − g2 + g3. (39)
We continue further to generate
E3 = −g
′′
3 = −e1 − e3 + g2 − g3, (40)
G3 = −e
′′
3 = e1 + e2 + 2e3 + g1 − g3. (41)
Our cloning map is given by Eq. (1).
