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We propose a “sideways information passing” method for evaluating Horn clause queries in 
the presence of monotonicity constraints on the database relations. We give a necessary and 
sutlicient condition for its convergence and show that testing for the condition is polynomial 
when the arity of the relations is bounded, and PSPACE-complete otherwise. We also prove a 
related condition for the case of downward finite domains (e.g., Herbrand universes), thus 
improving an algorithm by Naish for a class of Prolog programs. 0 1989 Academic PISS, Inc. 
1. INTRODUCTION 
Sets of Horn clauses with neither function symbols nor negation can be con- 
sidered as a query language (sometimes called Datalog) that generalizes monotone 
relational algebra (i.e., expressions involving projections, selections, unions, and 
joins). For example, the following clauses define the transitive closure relation of a 
binary relation A: 
Rule 1. T(x, y) c ,4(x, y). 
Rule 2. T(x, y) t T(x, z), A(z, y). 
Here A is a database relation (it does not appear on the left-hand side of any rule), 
while T is a nondatabase (or derived) relation. A typical query would be T(5, x)?, 
asking for all items reachable from item 5. 
* And Stanford University, Stanford, California. 
t And Carnegie-Mellon University, Pittsburgh, Pennsylvania. 
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There are many ways to compute the (uniquely defined) answer to such a query. 
For example, Prolog would compute it assuming a fixed order of subgoals in the 
body of each rule and would pass values obtained for the variables of one subgoal 
to subsequent subgoals with those variables. Consequently, the performance of 
Prolog is highly dependent on the order in which subgoals are written in the body 
of each rule. The process of passing values from one subgoal to the next can be 
called sideways information passing. We would like to apply this idea in a broader 
way, as suggested in [Ul], by passing information sideways from all database 
relations in a rule to each subgoal before it is expanded.’ Unfortunately, such 
sideways information passing is not enough to prevent diverging computations. 
This paper proposes sideways information passing that is based on constraints that 
the database relations satisfy and provides an efficient test for its convergence. 
We are interested in the case that a certain kind of extra information is available, 
namely, that the database relations must obey some given monotonicity constraints. 
For example, the constraint x> y in the context of the database relation ,4(x, y) 
means that the binary relation A is monotonic in the sense that its first argument is 
always greater than the second (assuming a fixed order among the elements of the 
domains of our relations). Our evaluation algorithm, sketched below, relies heavily 
on such information. 
Our algorithm builds an AND-OR tree of subqueries in a top-down manner. 
The OR nodes are terms (such as A(x, 3)),’ while the AND nodes are rules whose 
left-hand side unifies with the parent term. An AND node has OR nodes as 
children, and in principle, an OR node has AND nodes as children. In practice, 
sometimes an OR node (as explained shortly) is expanded into other OR nodes 
that are, in turn, expanded into AND nodes. Thus, at some points the tree may 
have two consecutive levels of OR nodes. The children of an AND node are 
obtained by applying the unifying mapping (i.e., the mapping that unifies the rule 
with its parent term) to each term on the right-hand side of the rule. 
Among the children of an AND node we perform limited sideways information 
passing, as follows. If at some node with a database term, say ,4(x, y), constraint 
x > y holds and x is bound to a constant c, then we determine the set 
D = {d:A(c, d)}. F or each sibling of the term A(x, y) that has variable y, we create 
new children, where each child is obtained from its parent term by replacing y with 
an element of D (thus, the children are also OR nodes). Similarly, if y is bound to a 
constant, then x is replaced by constants. It is not hard to prove that whenever this 
algorithm terminates, the leaves of the tree collectively contain all answers to the 
query (Theorem 1). 
Why do we perform sideways information passing in this limited way only when 
monotonicity constraints are present? It turns out that more liberal forms of 
sideways information passing are possible, but would not enable us to prove con- 
vergence of any query. 
’ Since the Horn clauses being considered have no special features, such as a cut, the order of subgoals 
is unimportant and information can be passed from any subgoal to another. 
* Nodes with terms are also called goal nodes. 
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For which queries is the algorithm described guaranteed to terminate (assuming, 
of course, that the database relations are finite relations on some ordered set, such 
as the integers)? The answer is surprisingly involved and has required the develop- 
ment of several new concepts. We show that, for a lixed set of rules and a fixed 
query, the termination of all evaluation trees (one for each possible database) 
depends explicitly on the combinatorial properties of a finite collection of graphs, 
called argument mappings, which capture the Bow of information among the 
arguments of non-database relations. We give a necessary and sufficient condition, 
based on argument mappings, for the convergence of all evaluation trees. We also 
study the complexity of this condition. If (as is often the case) we have a fixed upper 
bound on the arity of any non-database relation, the condition can be tested in 
polynomial time. In the absence of such a bound, however, testing for the condition 
is PSPACE-complete. 
When talking about the convergence of all evaluation trees for a fixed definition 
and a fixed query, we really mean a fixed query pattern. For example, the query 
T(5, x)? is an instance of the pattern Tbf that describes queries on the relation Tin 
which the first argument is bound to a constant and the second is a free variable. 
Given the above definition of transitive closure, our algorithm converges for all 
databases whenever the first argument of the query is bound to a constant; that is, 
the algorithm converges given the query pattern T bY It also converges for the query . 
pattern T bb But it does not converge for the query pattern Tfi---meaning that there .
is at least one database and one constant c,~ such that, given the database and the 
query T(x, c)?, the algorithm generates an infinite tree. 
We also examine the case in which the domain of the database relations is an 
infinite partially ordered set with no infinite decreasing chains (that is, a well order) 
and the database relations may be infinite. This situation corresponds to Horn 
clauses with function symbols (and the order is lexical inclusion of terms); it was 
our original motivation for studying this problem and perhaps its more natural 
application. Under this more complex regime, we are able to state a similar 
necessary and sufficient condition. This result leads to a faster algorithm than that 
of Naish [Na] for testing the convergence of his class of Prolog programs. 
The paper is organized as follows: In the next section we define our model 
(programs, queries, monotonicity constraints), as well as our sideways information 
passing method for evaluation. In Section 3 we take on the issue of convergence, 
defining argument mappings and exploring their relationship with the convergence 
with our algorithms. We touch on complexity issues in Section 4, where we present 
both our polynomial algorithm for fixed relation width and our PSPACE-com- 
pleteness proof. Finally, in Section 5 we discuss the same issues for the case of 
databases with well-ordered (downwards finite) domains. 
3 In this particular case, the algorithm does not converge for any database and any constant c. 
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2. DEFINITIONS 
Datalog Queries 
A relational symbol A has associated with it a set Attr(A) = {A,, A,, . . . . Ak} of 
attributes. The arity of A is k. A term is a relational symbol together with a 
mapping that assigns to each of its attributes a variable or a constant. Variables are 
denoted by lowercase letters at the end of the Latin alphabet, constants by positive 
integers; generic constants (i.e., constants not known at “compile time” but which 
will be known at interpretation time) are denoted by early letters of the alphabet. 
Attributes mapped to a constant are called bound in the term, the others are free. A 
rule or Horn clause consists of a term called the head, and a set of terms called the 
body. In the sequel we shall assume that no constants appear in rules, that is, all 
attributes in a rule are free (we discuss briefly at the end how to accommodate 
constants). Rules in Datalog are denoted as in the tansitive closure example in the 
Introduction. Notice the absence of negation and function symbols. 
A definition (or Datalog program) is a set of rules. In a definition, database 
relations are those that do not appear in any head; those that do are called non- 
database (or derived) relations. Suppose that we are given a definition and we are 
given an actual finite relation on the positive integers for each database relational 
symbol in the definition. Then there is a unique relation (in fact, computable in 
polynomial time) for each nondatabase relational symbol. 
Now, a query is a definition, together with a term. The answer to the query is a 
list of all tuples, from the appropriate relation, that match the constants specified in 
the query. Database relations are supposed to be given explicitly as the data for the 
evaluation of the query. For example, the query T(5, x)? with the definition above 
asks for all descendants of 5 in the given finite binary relation A over the integers. 
Each database relation has a number of monotonicity constraints associated with 
it, that is, a partial order > (possibly empty) on its attributes. Constraint A,> A, 
means that in any instantiation of the database relation A with the positive integers 
as domain, the ith attribute of every tuple is constrained to be bigger than the jth 
attribute. If A(x, y) is a term, and A i > A,, we shall write x > y. 
The Algorithm 
In principle, any query can be evaluated as follows: We build a tree consisting of 
terms and rules as nodes, with the query term as root. Each term in the tree is an 
OR node, which means that each of its children is a possible contribution to the 
answer. The children of a term whose relational symbol is a non-database relation 
are all rules of the definition whose left-hand sides (heads) unify with the term (that 
is, we can map the variables in the head to variables and constants, so that the term 
in hand is produced). A rule is an AND node, since answers are obtained by com- 
bining compatible answers from all its children. The children of a rule are all the 
terms in its right-hand side (body), with arguments mapped according to the 
unification of the head with its parent term. The tree is thus built top-down, 
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starting with the query term, creating rule nodes that are children of the root, then 
term nodes that are children of those, and so on. 
Monotonicity constraints enter the picture in the following important way. Con- 
sider a database relation A that has the constraint A,> Aj. Suppose that a child of 
a rule node r is a term A( . . . . c, . . . . x, . . . ) having constant c in column Ai and variable 
x in Aj (that is, c > x). Then we do the following (see Fig. 1). We first determine the 
set D of all constants (in the present instance of relation A) that appear in the jth 
attribute of any tuple whose ith attribute has the value c. Next, for each sibling 
B( . . . . x, . ..) of A( . . . . c, . . . . x, . ..). such that B is a nondatabase relation, we create OR 
children of B(..., X, . ..) by replacing x with one of the elements of D. We say that 
information about x was passed sideways. If x can be thus constrained in two or 
more ways, then D is the intersection of all the sets of values constraining A. 
Similar sideways information passing is done if c < x. Sideways information passing 
has the effect that no term (which is expanded in to an AND node) has a variable 
that is related to a constant by < (or > ). We continue to create new rule nodes 
which are children of the term nodes and pass information sideways until this 
process terminates (if it does) when all leaves are one of the following: 
(1) database terms, 
(2) terms in which a variable is constrained (by sideways information 
passing) to an empty set, or 
(3) non-database terms that cannot be unified with any rule. 
It is certainly true that there are many more “safe” (in the sense that they produce 
no leaves that are not in the answer of the query) ways to pass information 
sideways. In fact, some of these ways may be more “agressive” than ours, in that 
information is passed more often and under fewer restrictions. However, it is 
unlikely that such schemes would converge (or, more to the point, that we could 
prove they always do). It is easy for sideways information passing schemes to cycle 
and produce infinite trees. The reason why we can show that our scheme does not, 
is that, intuitively, sideways information passing guided by monotonicity con- 
straints cannot cycle, since smaller and smaller constants appear. This intuition will 
be made precise in the proof of Theorem 2. 
TC 
AND 
A \ A(. . . , c, . . . , z, . . . 1 Bf . . . . Z ,...) 
/OR\ 
B(. . , d;, . .) 
OR 
. . L?(. , d, . . .) 
OR 
FIG. 1. Sideways information passing. 
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FIG. 2. Directed acyclic graph. 
EXAMPLE. Consider the transitive closure definition with the additional con- 
straint that x > y holds in ,4(x, y). If the query is T(5, x)? and A is the binary 
relation shown in Fig. 2, then the tree of Fig. 3 will be generated. Note that the term 
773, x) appears in two nodes, but for clarity only one node is expanded while the 
second has an arrow to the first, indicating how it should be expanded. 
Some finer details of the algorithm are as follows. When several variables can be 
replaced by constants in a single term, then all the variables are replaced 
simultaneously. If a rule node r has a child with constants in two columns that are 
related by a monotonicity constraint, and the constants do not obey this constraint, 
then all non-database terms that are children of rule node r get empty sets (and no 
children are created for them). Finally, when a rule has in its body a database term 
FIG. 3. Expansion of rule-goal tree with sideways information passing. 
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with the same variable in two columns that are related by a monotonicity con- 
straint, then the rule may as well be removed from the definition. Thus, we assume 
that there are no such rules. 
THEOREM 1. If for some query the above sideways information passing algorithm 
halts with a finite tree, then the answer to the query can be obtained by evaluating the 
AND-OR tree. 
Proof. It is easy to prove, by induction on the height of the AND-OR tree, that 
the answer to the query at the root can be obtained by recursively evaluating the 
tree (i.e., the answer to an OR node is the union of the answers of its subtrees, and 
the answer to an AND node is the combination (or join) of the answers of its sub- 
trees). This is trivial when the tree is a leaf, because the answer to a database term 
(i.e., case (1) above) is obtained from the instance of the appropriate relation by 
selecting tuples according to the constants specified in term, and in the other two 
cases, the answer is empty. 
For an OR node with children that are rules, the assertion follows immediately 
from the fact that non-database relations are defined to contain precisely the tuples 
afforded to them by the rules. For an AND node, the result restates the semantics 
of a rule as an implication of a term by a conjunction of terms. Finally, for an OR 
nodes with children that are results of sideways information passing, the assertion 
holds because, again by the semantics of rules, restrictions on the variables of a 
child of an AND node apply to its siblings as well. 1 
3. CONVERGENCE 
What are the kinds of queries for which the sideways information passing 
algorithm is guaranteed to converge, no matter what finite relation are presented as 
data? For example, this algorithm always converges on queries seeking the descen- 
dants of a node, with the definition of transitive closure given in the Introduction 
and with A, > A2 (so all rule-goal trees are finite, and not just the particular exam- 
ple in Fig. 3). However, if we discard the monotonicity constraint, or reverse it, or 
query about the ancestors of a node, then the algorithm would not converge (as no 
sideways information passing would ever occur, and thus the rule-goal tree would 
have no leaves). 
In general, we consider a fixed definition, with a fixed set of monotonicity 
constraints, and a fixed query pattern, i.e., a relational symbol and a subset of its 
attributes, which are the attributes bound to constants. We prove a necessary and 
sufficient condition for the algorithm to converge for every query on this deiinition 
that fits the pattern, independently of any particular data. The necessary and suf- 
ficient condition is stated in terms of the argument mappings of the definition, a 
mathematical object introduced next. 
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Suppose that we have the following rule: 
A(x,, . . . . x,,) + . ..) B( y,, . ..) y,,), . . . 
and let u and v be two occurrences of variables that appear in this rule. We say that 
u is related to v by = if u and v are identical as variables. Variable u is related to v 
by > (resp. < ) if both appear in a database term (of the above rule) that has 
monotonicity constraints implying (via the transitivity of > and its interaction 
with = ) u > v (resp. u < u). 
A pattern is a relational symbol A, together with a subset S of the attributes of A 
(intuitively, these are the bound attributes). Patterns (A, S) and (B, T) are related 
by the above rule if the following conditions are satisfied: 
(A) If Aim S and Aj has the same variable as Ai (i.e., xi = x,), then Aj~ S. 
Intuitively, this condition must hold if S is the set of all the attributes of A that are 
bound to constants. 
(B) The attribute B, is in T if and only if y, is related to some xj, where 
Aj~ S, by =, <, or >. In other words, T contains those attributes of B that are 
bound when the attributes of S are bound in A. 
If two patterns (A, S) and (B, T) are related in the above way, then they define 
an argument mapping. An argument mapping p is a mixed graph (that is, a graph 
containing both directed arcs and undirected edges), with node set Su T. There is 
an edge (the term will be used to describe undirected edges only) between two 
attributes if the corresponding variables in the rule are related by =. There is an 
arc (it is implied, directed) from one attribute to another if the corresponding 
variables are related by >. Pattern (A, S) is called the domain of the argument 
mapping, and (B, T) its range. For example, if 
4x, Y, Y) + B(x, x, z, w), C(Y, z), D(x, Y) 
is a rule and the constraints are C1 > C2 and D, > D2, then Fig. 4 shows an 
argument mapping from (A, Attr(A)) to (B, Attr( B) - {B,} ). 
Also, if 
B(x, Y, z, z) + A(Y, z, z), C(x, z) 
(A, Aft (A)) 
FIG. 4. Argument mapping 1. 
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is another rule, Fig. 5 shows another argument mapping from (B, Attr(B)) to 
(A, Attr(A)). 
Recall that, in a mixed graph, a cycle or a path may contain both edges and arcs, 
but all arcs must have the same orientation. We think of edges in a mixed graph as 
having zero weight, while directed arcs have weight one. Thus, we call a path or 
cycle positive if it contains at least one directed arc. 
We say that a pattern (A, S) is compatible with the domain (A, 7’) of an 
argument mapping p if 
(1) ScT, and 
(2) In CL, every Ai E T - S is connected to some Aje S by an edge. 
For example, the range of the argument mapping in Fig. 4 is compatible with the 
domain of the one in Fig. 5. These conditions state that when a goal with constants 
for the attributes of S is unified with the head of the rule from which ,U was derived, 
then the head has constants exactly for the attributes of T. Note that if the 
argument mapping p is derived from a rule that has distinct variables in the head, 
then the above conditions imply S = T. 
Argument mappings can be combined. For example, suppose that p is an 
argument mapping from (A, S) to (B, T) and v is an argument mapping from 
(B, T’) to (C, R). If (B, T) is compatible with the domain (B, T’) of v, then we can 
combine p and v to form p. v, by simply identifying the two copies of the nodes in 
T (recall that Tc T’). This composition can be generalized in the obvious way to a 
sequence of more than two argument mappings, as long as the range of each is 
compatible with the domain of the next. The results of such finite combinations are 
called finite composite argument mappings (we shall also consider infinite ones in the 
proof of the following theorem). For example, the composition of the argument 
mappings in Figs. 4 and 5 is shown in Fig. 6. 
Finally, given a composite argument mapping, a circular variant of the mapping 
is obtained as follows: We consider the range (A, S) of the composite mapping (the 
range of the last component). Suppose that (A, S) also appears as the domain of 
another component of the composite mapping. We add undirected edges that 
connect identical attributes in these two (distinct) appearances. We say that the 
these two appearances of pattern (A, S) define the circular variant. 
The relevance of argument mappings to the convergence of the algorithm can be 
(A,Att (A)) 
FIG. 5. Argument mapping Y. 
571/38/2-8 
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FIG. 6. The composition p Y. 
explained intuitively as follows: Every OR node on the tree produced by the 
algorithm can be thought of as a pattern having the set of attributes that are 
mapped to constants. Consequently, an edge of the tree can be considered as an 
argument mapping and a path as a composite argument mapping. In particular, an 
infinite path (which any infinite tree of bounded degree has by K&rig’s lemma) 
must contain a composite argument mapping, along which no progress is made; 
that is, the constants do not become any smaller when we move from one 
occurrence of some pattern to the next occurrence of the same pattern. Formally, 
we have the following theorem. 
THEOREM 2. Consider a definition with a set of monotonicity constraints and a 
query pattern (A, Q). The following are equivalent : 
(1) For any query thatfits the pattern (A, Q) and any finite instantiation of the 
database relations that satisfies the monotonicity constraints, the sideways infor- 
mation passing algorithm generates a finite tree. 
(2) For all finite composite argument mappings u, such that (A, Q) is com- 
patible with the domain of p, every circular variant of u has a positive cycle. 
Proof (2) implies (1). Suppose that there is a query and an instantiation of the 
database symbols by finite relations over the natural numbers, so that the 
algorithm does not terminate; that is, it produces an infinite tree. By K&rig’s 
lemma, there is an infinite path on this tree. On this path, identify the nodes that 
correspond to terms, skipping nodes whose children are also terms. Since we have 
selected at least every third node on the tree, we have an infinite sequence. Now 
consider only the attributes of the terms that are bound to constants and the 
corresponding infinite composite argument mapping. Since our definition only gives 
rise to a finite number of patterns, there is a pattern, call it (A, T), which appears 
an infinite number of times on this sequence. If either two consecutive appearances 
of (A, T) or the root and the first appearance of (A, T) have an infinite number of 
patterns in between, then consider a pattern that appears infinitely often in this 
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subsequence, and so on. Evidently, we shall end up with a pattern, say (A, T), that 
appears infinitely often, and there is a finite number of other pattern occurrences 
between any two of its consecutive appearances, and between the root and its first 
appearance. 
Let M be the largest integer appearing in the instantiation. As there are Mlrl 
possible combinations of values for the attributes of (A, T), there are two appearan- 
ces of this pattern, a finite number of patterns apart, that are labeled by the same 
1 TI-tuple of values. Consider the finite composite argument mapping defined by the 
root, by these two appearances of (A, T), and by all argument mappings in 
between. We claim that there is no positive cycle in the circular variant defined by 
the two appearances of (A, T). In proof, suppose it has a positive cycle. Label the 
nodes on this cycle by the values of the corresponding attributes on the tree. Both 
endpoints of each undirected edge have the same label, and the label of the head of 
each directed arc is smaller than the label of its tail. But no positive cycle can have 
such a labeling. 
(1) implies (2). Assume that there is a finite composite argument mapping that 
has a circular variant with no positive cycle. Imagine that all edges have weight 
zero, and all arcs have weight one. Since there is no positive cycle, the total weight 
of any path (node, arc, and edge repetitions allowed) in this graph is bounded by 
some constant L. Assign now to each node in the circular variant a label equal to L 
minus the weight of the longest simple path (i.e., path with no repetitions of nodes) 
from any other node to that node (longest path with repetitions may not be well 
defined). Consider the range of the composite mapping and the other appearance of 
the same pattern that defines the circular variant. Evidently, the two copies of an 
attribute in these two appearances (like all other nodes joined by an edge) are 
assigned the same number (since there is no positive cycle), and thus the portion 
between these two appearances (including the labeling) can be repeated infinitely 
many times, yielding an infinite path. Now, we claim that the sideways information 
passing. algorithm, given database relations of the form A = {(a,, . . . . +): 
O<a,, . ..) uk < L, and Ai > Aj implies a, > uj>, and the query corresponding to the 
labeling of the domain of the composite mapping, will produce a tree containing 
this infinite path. 
In order to prove this claim, we have to show that in the computation 
corresponding to the above infinite composite argument mapping, the only bound 
attributes are those in the mapping. But this claim can be established as follows: 
Consider an argument mapping and the corresponding rule. Two observations 
follow immediately from the definition of an argument mapping: 
A. The domain of an argument mapping is always closed under equality; that 
is, if the domain includes attribute Aj, then it includes all the attributes of the head 
that have the same variable as Aj. 
B. If the domain has all the attributes that are bound in the head, then the 
range has all the attributes that are bound in the corresponding predicate of the 
body. 
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A third observation follows from A. Consider the composition of argument map- 
pings p and v. Since the composition is possible only if the range of ,u is compatible 
with the domain of v, A and the definition of compatibility imply the following. If 
the bound attributes of a goal are exactly those in the range of ,u, then when this 
goal is unified with the head of the rule that corresponds to v, the attributes of the 
head that become bound are exactly those in the domain of v. 1 
The meaning of a positive cycle should now become clear. If a composite 
argument mapping has a positive cycle, then it cannot occur along a path of any 
evaluation tree. If a circular variant has a positive cycle, then whenever the 
mapping occurs in an evaluation tree, some attribute of the range has a constant 
that is strictly smaller (or bigger) than the constant for that attribute in the 
previous occurrence of that pattern. 
4. COMPLEXITY 
Our goal was to test condition (1) of Theorem 2. According to that theorem, we 
need only test condition (2). Let us assume that we are given a delinition with s 
relational symbols, with maximum arity k, and r rules. 
Let K be a finite composite argument mapping. We create a new mixed graph 
S(K), called the summary of K, as follows: We only consider the nodes of the first 
domain and the last range. Between any two such nodes, we draw an edge if there is 
a path of weight zero joining them, and an arc if there is a path of positive weight. 
For example, the summary of CL. v of Fig. 6 is shown in Fig. 7. 
LEMMA 1. The summary of an argument mapping has the following properties: 
(1) If the composite argument mapping p, . . ’ ’ . pjS pji+, . . . . . pj+, does not 
have a positive cycle, but the circular variant obtained by connecting the ranges of pj 
and pj + , does, then there is a positive cycle in a circular variant of the composition of 
the summaries of p,- ... .pj and pj+l. ‘.. . pji+,; the circular variant is the one 
obtained by connecting the ranges of the two summaries. 
(2) If neither the composite argument mapping pI . . . . . pj nor the composite 
argument mapping Pj+I ’ “’ ’ pji+, has a positive cycle, but the composite mapping 
(A,~tt (A)) 
(AAft (A)) 
FIG. 7. The summary of p v. 
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PI * *.- 
.pj.pj+l. . . . . pj+, does, then there is one in the composition of the sum- 
maries of p,- ... .pj and pj+l. ... .,ujLi+,. 
Proof: By the assumptions in Part (1 ), the positive cycle in the circular variant 
of p,. . . . .pj.pj+l. . . . . pj+, must pass through some edge that connects 
corresponding nodes in the ranges of /Lj and pj+,. Therefore, these nodes are con- 
nected by a positive path in the composite mapping ~1, f . .. . pj. pj+ i . . . . . pj+,, 
and by the definition of a symmary, they are also connected by a positive path in 
the composition of the summaries of pi . . . . . pj and pj+ 1 . . . . . pj+ ,. Thus, there is 
a positive cycle as claimed. 
By the assumptions in Part (2), the positive cycle in the composite mapping 
Pl . ... ‘Pj’Pj+l ’ “’ ‘Pj+l uses edges or arcs of both pi . . . . . pj and 
Pj+l ’ ‘.. . pi+,. Whenever the cycle goes from node a to node b, where a and b are 
in the range of CL, . . . . . pj, using only arcs and edges of the composite mapping 
Pl . ... .pji, then by definition, there is an arc (if the path from a to b has a positive 
weight) or an edge (if the path has zero weight) from a to b in the summary of 
PI. ... . pj. Similarly, for pj + i . . . . .pj+,. Thus, there is a positive cycle in the 
composition of the two summaries, as claimed. 1 
LEMMA 2. We can compute summaries of argument mappings so that: 
(1) The summary of the composition of I argument mappings can be obtained in 
O(lk3) time. 
(2) The summary of pl. ‘.’ .pj,pj+l’ ‘.. .pj+l can be computed from the 
summaries of p,- ... a,uj and pj+,’ ... .pjLj+[ in O(k3) time. 
Proof: Part (1) is done by performing k depth-first searches in a graph with 
O(lk*) edges. 
To see (2), notice that the summary of ,u~. ... .pj.pj+i. ... .pj+, has an arc 
from a node a to a node b if there is a connection (i.e., an edge or an arc) from a to 
some c in the summary of ~1~ . . a. . pj and a connection from c to b in the summary 
ofCli+,. *** . pi+ ,, and at least one of these connections is by an arc. If both con- 
nections are by edges, then there is an edge between a and b in the summary of 
PI * *** 'Pj*Pj+l' ‘*’ 'Pj+l, 
Now we can prove the following: 
THEOREM 3. (I) Whether a definition satisfies Theorem 2 can be tested in space 
polynomial in s, r, and k. (II) It also can be tested in time O(s4((2k)!)2k328k2). 
ProoJ: For part (I), we shall describe a nondeterministic algorithm that accepts 
the input if there is a composite argument mapping with domain (A, Q) and a 
circular variant that has no positive cycle. Guess summaries of two composite 
argument mappings while verifying that none of these two composite argument 
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mappings has a positive cycle. One of the two summaries has (A, Q) as the domain 
and some (B, T) as the range, and the other has the same (B, T’) as the domain 
and the range, and (B, T) is compatible with (B, T’). After guessing the two sum- 
maries, we construct their composition, and check whether the circular variant 
obtained by connecting the two appearances of (B, T’) has a positive cycle. If it 
does not, then accept the input. 
To complete the description of the algorithm, we will now show how to guess 
each one of the two summaries. Guess argument mappings one by one. At each 
step, compose the summary of the mappings guessed in previous steps and the 
argument mapping guessed in the current step. Check whether this composite map- 
ping has a positive cycle, and if it does, halt without accepting the input. If we guess 
a summary without halting, then by Part (2) of Lemma 1 (taking k = l), the com- 
posite argument mapping corresponding to this summary has no positive cycle. 
Conversely, by the delinition of a summary, the algorithm can guess the summary 
of any composite argument mapping that has no positive cycle without halting. 
By Parts (1) and (2) of Lemma 1, if after forming the circular variant of the 
composition of the two summaries, we do not find a positive cycle, then there is 
a circular variant of a composite argument mapping that has no positive cycle. The 
converse is obviously true as well. Therefore, the algorithm is correct. 
By (2) of Lemma 2, each step takes polynomial time. Thus, the algorithm 
requires only polynomial space, since each step takes polynomial time, and at most 
four mappings exist at any time. By Savitch’s theorem [Sal this algorithm can be 
turned into a polynomial-space deterministic algorithm. 
For (II), the algorithm is the following: Create and fill a directory of all possible 
summaries of composite argument mappings. At first, the directory contains the 
summaries of all (elementary) argument mappings. At each iteration it is scanned, 
and each summary is composed with each of the other elementary mappings; if the 
resulting composition does not have a positive cycle, then the summary of the result 
is inserted into the directory. We stop whenever, after a scan, no new additions 
were made. We then check whether any summary, which has a domain compatible 
with (A, Q), can be composed with another summary to obtain a circular variant 
with no positive cycle. There are at most K = s2(2k)! 24k2 possible summaries (there 
are s222k possible combinations of domains and ranges, and for each there are at 
most 2k’2k ~ ‘) possible sets of undirected edges, and at most (2/r)! 2k’2k- ‘) possible 
acyclic sets of directed arcs). Since the whole algorithm involves at most K rounds, 
and each round involves up to K compositions of argument mappings and inser- 
tions in the dictionary, the whole algorithm takes time 0(K2(k3 +log K)) = 
O(s4((2k)!)2k328k2). 1 
Part (II) of the theorem suggests that in practical situations, in which the arity of 
the relational symbols is bounded by small constants such as 2 and 3, the test can 
be carried out reasonably fast (one would expect that the naive bounds stated 
above can be vastly improved). Unfortunately, for the general problem, it turns out 
that polynomial space (part (I) of the theorem) is the best we can hope for. 
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THEOREM 4. Testing whether a definition satisfies the condition in Theorem 2 is 
PSPACE-complete. 
Proof: We shall reduce to it the following PSPACE-complete problem [GJ]: 
Given a Turing machine M and an input x, does M accept x without ever writing 
outside the first 1x1 input squares? Given such a machine and input, we construct a 
set of elementary argument mappings, such that there is a circular variant of a com- 
posite argument mapping with no positive cycle if and only if the machine accepts 
the input. It will then become apparent that these argument mappings can be 
thought of as coming from a Datalog program and a query pattern. 
The relational symbols used in the reduction are Aqia, where q is a state of M, i is 
a tape position (1~ i < /xl), and a is a tape symbol of M (without loss of generality, 
either 0 or 1). The relational symbol A,, indicates that the machine is in state q, 
and the head is scanning square i that has the symbol a. Each relational symbol has 
21x1 + 1 attributes. The first 2 1x1 of them describe the possible symbols in each 
square, and they are denoted by (j, a), where 1 <j< 1x1 and a = 0 or 1; there is also 
another attribute c. For each relational symbol A,, there is a pattern consisting of 
A,, and all its attributes; we will denote this pattern by the triple (q, i, a). 
The argument mappings correspond to moves of the machine. Suppose, for 
example, that M has the move 6(q, 1) = (p, 0, R), meaning that if M is in state q 
and scanning a 1, then it writes a 0, changes to state p and moves to the right. Then 
for each i< 1x1, there are two argument mappings: one from the pattern (q, i, 1) to 
( p, I’ + 1,0) and another from (q, i, 1) to (p, i + 1, 1 ), i.e., one mapping for each 
possible content of the next square to be scanned. In both mappings every node in 
the domain is connected to exactly one node in the range, by either an arc or an 
edge, as follows: 
( 1) There is an edge from node (i, 1) in the domain to node (i, 0) in the range. 
This edge says that the above move changes square i from 1 to 0. 
(2) There is an arc from node (i, 0) in the domain to node (i, 1) in the range. 
This arc says that the move does not change square i from 0 to 1. 
(3) For each j # i, there is an edge from each (j, a) in the domain to the same 
node in the range. These edges say that squares other than i are not changed by the 
move. 
(4) There is an arc from node c in the domain to node c in the range. The 
meaning of this arc will become clear later. 
See Fig. 8 for an illustration. 
Consider a composition of these mappings, which essentially corresponds to a 
sequence of moves of M. Each node (i, a) in the domain of a mapping is connected 
to exactly one node in the range, which is either (i, 0) or (i, 1). At most one of the 
nodes (i, 0) and (i, 1) in the domain, however, has a zero weight path to the range. 
If the zero weight path goes from (i, a) in the domain to (i, 6) in the range, then it 
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FIG. 8. An accepting computation described by a composite argument mapping. 
means that starting with symbol a in square i and finishing with b in square i is 
consistent with the sequence of moves represented by the composite mapping. 
To start the machine correctly, we add a special pattern S that has 1x1 + 1 
attributes, labeled 1, . . . . 1x1 and c. The starting convention says that the machine 
starts in state s, the head is in the first input square, and this square is 0; this 
starting convention corresponds to the pattern (s, LO). Accordingly, we also add 
an argument mapping from S to (s, 1,0) that has an edge from node i of S to node 
(j, xi) of (s, 1, 0), and an arc (again indicating an inconsistent change) from j to 
(j, 1 -x,) (recall that xj denotes the jth symbol of the input). As always, there is an 
arc from c to c. 
Finally, there is an argument mapping to be used at the end, intuitively to pick 
the zero path for each square. This mapping is from the pattern (h, 1,0) to S, where 
the halting convention says that the halting state is h, the first square is scanned, 
and all squares are 0. The mapping has edges joining the (j, 0) attribute of (h, LO) 
with the j attribute of S. In this mapping there is no arc from c to c. Since node c in 
the range must be connected to some node, we add an edge from (1,l) in the 
domain to c in the range. Note that this is the only mapping that has a pattern for 
the halting state as its domain. This completes the construction. 
Suppose that some composite argument mapping has a circular variant with no 
positive cycle. Recall that in the circular variant, the attributes of the range (of the 
composite mapping) are connected by edges to the attributes of an identical pattern 
that occurs in the mapping before the range. Consider all mappings between these 
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two occurrences. We now have a circular composite argument mapping, i.e., one in 
which the domain and range are the same pattern and identical attributes in the 
domain and range are connected by edges. Since there is no positive cycle in the 
original circular variant, there is also none in the circular composite argument map- 
ping. Therefore, this circular mapping must contain the pattern S (more specifically, 
it must contain the mapping from (h, 1,0) to S), since otherwise there is a positive 
cycle composed of the c nodes. We may assume that S is the domain and the range 
(otherwise, we just “wrap around,” i.e., merge the domain and the range and then 
split S into two copies that are now the domain and the range). We may also 
assume that S does not appear in the middle--only as the domain and the range. 
So, consider the composite mapping between the two occurrences of S (without 
the edges that make it circular). By the construction, each node j of S in the 
domain is connected to node j in the range and, since there is no positive cycle in 
the circular mapping, this connection is by a zero weight path. Therefore, the 
composite mapping describes a correct computation of M that accepts the input. 
Conversely, given any such halting computation, a circular composite argument 
mapping with no positive cycle can be produced by starting with S, following the 
moves of the machine by the appropriate mappings and finishing at S. It is also 
easy to see that the argument mappings used can be realized by an actual Datalog 
definition,4 essentially by having a rule for each mapping and a query pattern 
consisting of S and all its attributes. 1 
Rules with Constants 
Can we extend the method of Theorems 2 and 3 to the case in which the rules 
contain constants? This case can be handled by the same techniques, with certain 
appropriate modifications sketched below. Argument mappings now have certain 
nodes labeled with constants (again, they have edges of zero weight and arcs of 
weight one). In constructing the summary of a composite argument mapping, we 
record with each arc the maximum weight of a path that it summarizes. If a con- 
stant c appears on a node a in a summary, the nodes connected with a by edges are 
bound to the same constant; nodes b such that (b, a) is an arc of weight w are 
labeled “G c - w,” whereas nodes b such that (a, b) is an arc of weight w are labeled 
“a c + w.” Assuming that all such parameters appearing in the summary are 
between - 1 and 1, we create two new nodes “1” and “- 1,” with arcs of weight I- c 
from any node labeled “ <c” to 1, and arcs of weight I+ c from - 1 to any node 
labeled “2 c.” Finally, a path of weight -21 from 1 to -1. We simply test whether 
this summary graph has a positive cycle. 
4 Note that the definition has no predicate with the same variable for two distinct attributes. 
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5. DOWNWARDS-FINITE DOMAINS 
Consider now the case in which the database relations are over an infinite, par- 
tially ordered domain with no infinite decreasing sequence (e.g., the positive integers, 
or the terms over some alphabet ordered by lexical inclusion). Suppose, in fact, that 
we allow our relations to be infinite. The interest in this extension lies in that it 
models ordinary Prolog programs with function symbols (in this case the domain is 
the Herbrand universe of all terms generated by the function symbols, partially 
ordered by lexical containment). The convergence of sideways information passing 
in this case may tell us something about the convergence of ordinary Prolog 
programs. It is assumed that each infinite database relation A satisfies the following 
finiteness constraint: For every column Ai and every constant c, the database 
relation A has only a finite number of tuples with c in column Ai. This condition 
guarantees that only a finite amount of information is passed sideways by the 
evaluation algorithm. 
Sideways information passing must be modified to reflect downwards finiteness 
by passing sideways information only when c > x (that is, when A,> Aj and Ai is 
bound to a constant), but not vice versa. That is, if in a term node of a tree we have 
c > x, then we create new children with x replaced by all constants d related to c, 
since we know that the replacement cannot be repeated infinitely many times. But 
we do not pass information in this way if c < x, because there is no guarantee of 
upwards finiteness. 
What is a necessary and sufficient condition for convergence now? Our necessary 
and sufficient condition again relies on argument mappings; only now, each node in 
the range is reachable from some node in the domain by either an arc or an edge. 
THEOREM 5. Consider a definition with a set of monotonicity constraints and a 
query pattern (A, Q). The following are equivalent: 
(1) For any query that fits the pattern (A, Q) and for any (possibly infinite) 
instantiation of the database relations that satisfies the monotonicity constraints and 
is over a domain with no infinite decreasing chains, the sideways information passing 
algorithm generates a finite tree. 
(2) For all finite composite argument mappings p, such that (A, Q) is compatible 
with the domain of p, every circular variant of p has a positive cycle. 
Proof: The only change needed in the proof of Theorem 2 is showing that (2) 
implies (1). More specifically, the fact that the database is finite was used to prove 
that there are two appearances of the pattern (A, T) (on the infinite path) that have 
the same tuple for T. So, we will prove this fact without assuming that the database 
is finite, but assuming that all sideways information passing decreases values. 
Consider the tuples t,, t,, . . . . t;, . . . of constants for T that label the appearances of 
the pattern (A, T) along the infinite path. Let M be the largest integer appearing in 
t i . Since sideways information passing replaces a variable with constants that are 
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smaller than some constant that has appeared earlier,’ all constants in each ti are 
equal to or smaller than A4. Since there is no infinite decreasing sequence of 
constants, there are only a finite number of distinct tuples in the sequence 
t,, t,, . ..) ti, . ..) and consequently, there are two appearances of the pattern (A, T), a 
finite number of patterns apart, that have the same tuple of values for T. The rest of 
the proof is as in Theorem 2. m 
Similarly to Theorem 3, we have the following corollary. 
COROLLARY 1. (1) Whether a definition satisfies Theorem 5 can be tested in 
space polynomial in s, r, and k. (2) It also can be tested in polynomial time, if k is 
bounded. 1 
Since in the construction of Theorem 4, each node in the range of an argument 
mapping is reachable by either an arc or an edge from a node in the domain, we 
also have the following corollary. 
COROLLARY 2. Testing whether a definition satisfies Theorem 5 is PSPACE 
complete. i 
We end this section with the following comments. When the tree is finite it does 
not necessarily mean that the answer to the query is finite, since computing the 
answer (from the tree) involves unions and joins of relations that could be infinite. 
Determining when the answer is finite is beyond the scope of this paper. However, 
the lack of an infinite path (which is guaranteed by Condition (2) of Theorem 5) 
means that all answers can be enumerated by traversing the tree (as Prolog would 
do). 
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