The authors investigated whether anomalous information in the periphery of a scene attracts saccades when the anomaly is not distinctive in its low-level visual properties. Subjects viewed color photographs for 8 s while their eye movements were monitored. Each subject saw 2 photographs of different scenes. One photograph was a control scene in which familiar objects appeared in their canonical form. In the other picture, objects were altered in a way that rendered them deviant without introducing any obvious changes in low-level visual saliency. In Experiment 1, these alterations involved rotating an object in an unnatural fashion (e.g., an inverted head on a portrait, a truck parked on its front end). In Experiment 2, colors were distributed over objects in a way that was either reasonable or anomalous (e.g., a green cup vs. a green hand). Subjects fixated the anomalous items earlier (both in time and in order of fixations) than the nondistorted objects, suggesting that violations of canonical form are detected peripherally and can affect the likelihood of fixating an item.
When one passively surveys a scene, what kind of analysis does the visual system perform on the contents of the visual periphery to determine the destination of the next saccadic eye movement? Is the "meaning" (identity, significance) of a remote part of the scene processed even before the eye perches upon it? To put the question slightly differently, how extensively does the brain analyze objects that people see only "out of the corner of their eyes"?
Although these questions are intriguing as well as fundamental, research on the topic is scant and seemingly contradictory. A few points seem clear, however. First, it has been known for a long time that in passive viewing tasks, the eyes rarely fixate on blank walls or empty sky (Buswell, 1935; Yarbus, 1967) . One cannot infer too much from this observation, however; it might simply reflect the fact that these empty regions lack elementary visual features like edges or vertices, or are deficient in high spatial frequency content. Second, it has been noted that when people are given the opportunity to inspect scenes containing out-of-place objects, the eyes will spend more time fixated on the deviant objects than on other objects (Henderson, Weeks, & Hollingworth, 1999; Loftus & Mackworth, 1978) . However, this finding might reflect perceptual analysis that occurs after the first fixation on an object rather than before: Even if the visual system never detects the oddity of objects in the parafovea or periphery, once the eye lands on a deviant object it may linger there, or return to it later, on the basis of analysis that occurs while the object is foveated.
The most intriguing question, then, is whether objects that are odd in some way are fixated earlier than other objects. On this point, the answer seems to depend on the sort of oddity involved. There is little doubt that fixations are drawn to objects with discrepant low-level visual characteristics. However, if an item is discrepant, not because of its low-level features but because its identity is discrepant from the theme of the scene (e.g., an octopus in a farm scene), the evidence suggests that anomalous objects may not be fixated earlier than other objects. Thus, at the extremes it seems that low-level oddity is detected peripherally, whereas higher level semantic anomaly is not detected peripherally. Here we investigate whether an anomaly that requires an intermediate level of processing, one that is based on an object violating its stored perceptual properties (e.g., a green hand), is analyzed peripherally and thus draws early saccades.
Background
There appears to be a general consensus that visual discrepancies at the featural level are detected by visual processing that is parallel across the visual field. One possible mechanism for this computation was described by Itti and Koch (Itti, 2000; Itti & Koch, 2000 , 2001 , who proposed that local, competitive interactions between visual neurons result in a neural signal that is biased in favor of visually discrepant features. Implemented in a computational model, this model has been shown to make reasonably accurate predictions of where a human observer will look within both static and dynamic scenes.
Will an object that is odd according to its higher level characteristics also attract early saccades? To our knowledge, this issue has been examined in only two studies, both investigating the semantic mismatch between an object and surrounding objects. We refer to this as object-context oddity, meaning that the object is anomalous because it does not fit within the theme of the scene in which it is found.
In studies by Loftus and Mackworth (1978) and Henderson et al. (1999) , subjects viewed line drawings of scenes while their eye movements were tracked. In a subset of the images, an object that was consistent with the semantic theme of the scene was replaced with an object that was inconsistent with the theme. For example, Loftus and Mackworth replaced a tractor in a farm scene with an octopus, and Henderson et al. replaced a cocktail glass in a bar scene with a microscope.
The two studies arrived at opposite conclusions concerning the effect of object-context oddity on eye movements. Loftus and Mackworth (1978) found that subjects tended to make long saccades (M Ͼ 7°) to deviant objects and to fixate these objects earlier within the viewing period. Thus, they concluded that semantic information is analyzed in the periphery (at least 7°from fixation) and the eyes are drawn to semantically anomalous objects. Henderson et al. (1999) found no such effect. In their experiment, the saccades to the object were on average short (ϳ3°), and the anomalous object was fixated no earlier than a control object in the same location. Thus, they concluded that the initial saccade to an object was unaffected by semantic analysis of peripheral information. Only after the object was first fixated did its anomalous nature affect eye movements, with observers being more likely to return to the location.
Why did these studies produce discrepant results? Several possibilities exist. On the one hand, Henderson et al. (1999) proposed that the semantically anomalous stimuli used by Loftus and Mackworth (1978) may also have been anomalous in their low-level properties, confounding their results. Henderson et al. pointed out some indications of low-level anomalies. For example, when the octopus replaced the tractor, the resulting scene featured a single object with curvy contours in a drawing composed largely of rectilinear, man-made structures (barns, fences, etc.). Henderson et al. suggested that it may have been these low-level visual discrepancies that attracted the long early saccades observed by Loftus and Mackworth, rather than the semantic anomalies.
Seeking to avoid confounding low-level visual discrepancies with semantic discrepancies, Henderson et al. (1999) inserted the same object in two different scenes in the same experiment. In one display, the object was in a "semantically consistent" context, and in the other display it was in a "semantically inconsistent" context. For example, a fire hydrant appeared in a street corner scene (nonanomalous) and a living room (anomalous). They reasoned that having the same object occur in both conditions would equate the effect of visual anomaly.
However, this control does not necessarily equate low-level salience. Low-level salience has long been recognized as reflecting primarily the differences between an object and its surround (Itti & Koch, 2000 , 2001 Nothdurft, 1993 Nothdurft, , 2000 Titchener, 1908) . The same visual features will be visually salient (or not) depending on the scene context in which they appear. Thus, using the same set of objects as semantically anomalous targets in one set of scenes and nonanomalous targets in another set of scenes does not ensure that low-level visual discrepancies are equated across conditions. It is possible that some targets were visually salient in semantically consistent scenes whereas other targets were visually salient within semantically anomalous scenes. Distributing the effects of these low-level visual discrepancies between conditions could potentially override the effects of semantic anomaly per se.
The specific findings of Henderson et al. (1999) may also be questioned because of their use of fairly crowded line drawings. Recognition of line drawings relies exclusively on high spatial frequency contour information, which is subject to especially severe loss in the periphery (Hilz & Cavonius, 1974) . The use of cluttered displays also increases the contribution of lateral masking (crowding), which would be expected to further diminish the ability to identify the targets in the periphery (Bouma, 1970; Ehlers, 1936; Flom, Heath, & Takahashi, 1963) . Thus, it is possible that the negative results of Henderson et al. might not generalize to real scenes for this reason.
Although it would be possible to follow up on the issue of object-context oddity, it is not clear that a definitive study is really possible. Absent a complete enumeration of elementary visual features, there is no way to ensure that introducing a new item in two scenes does not change low-level salience. Counterbalancing stimuli, as done by Henderson et al. (1999) , does not solve this problem, for the reasons described above. Any experiment investigating object-relational oddities requires swapping out entire objects; thus, it seems extremely difficult to dissociate low-level visual discrepancy from semantic discrepancy.
The alternative strategy used here to examine the possible influence of higher level processing on saccadic control involves transforming one or several objects rather than substituting one object for another in a scene. The transformations are selected to be ones that introduce object-intrinsic oddity rather than objectcontext oddity. By object-intrinsic oddity we mean that we transform an item in such a way as to make the altered object violate the stored canonical form of the object (e.g., we transform the color of a hand to green).
This object-intrinsic manipulation also changes the visual features of the scene and thus might produce low-level visual discrepancies. Unlike the object-context manipulation, however, this method alters a single visual property of the scene. Thus, we can chose manipulations that, on the basis of previous research, appear unlikely to introduce low-level discrepancies (Experiment 1), or we can introduce the same manipulations in a control object where the manipulation introduces the same visual properties without producing object-intrinsic oddity (Experiment 2). In short, this method allows for more experimental control over the visual aspects that have been changed in the scene.
Finally, it is worth noting that switching from an object-context oddity to an object-intrinsic oddity may alter the level of processing required to detect the odd item. Detecting an oddity on the basis of object-context discrepancy is likely to occur later in the processing sequence than detecting an oddity on the basis of object-intrinsic oddity. The former requires the identification of both the odd item and the theme of the scene, activation of semantic information about the types of items that are consistent with the theme, and some mechanism to compare this semantic information with the odd object. By contrast, the object-intrinsic oddity might be detected at an intermediate level of processing; it requires only activation of the canonical representation of the object and a comparison of the structure of the visible object with that canonical representation. Thus, detection of this objectintrinsic oddity may represent an intermediate level of processing, higher along the processing stream than low-level visual properties but lower than the level of processing required to detect an objectcontext oddity.
Present Experiments
We began with a rotation manipulation in Experiment 1, because rotating faces and vehicles out of their canonical orientation plainly produces results that are grossly anomalous in just about any scene. As Corballis (1988) pointed out, detecting that an object is in an unusual orientation must normally be a relatively late process, occurring after the object has been identified and compared with a stored memory of the canonical or proper orientation of the object. Consistent with this notion, prior research suggests that rotating an object within the picture plane does not result in preattentive pop-out (Enns, 1990) or provide for efficient selection in a partial-report task (Von Wright, 1968) , implying that the low-level changes caused by rotation are not computed in parallel and without capacity limits across the visual field.
Wolfe (2001) also investigated how rotating objects might affect the allocation of attention. His subjects searched either for one upside-down ("dead") animal among upright ("live") distractors or for one live animal among dead ones. Notice that in both cases the target was rotated 180°relative to the distractors. If 180°of rotation produced low-level visual discrepancies capable of attracting attention to the target, subjects should have been equally fast in detecting both types of targets. Instead, Wolfe found a search asymmetry in which search for one dead animal among live distractors was more efficient than a search for a single live animal among dead animals. This asymmetry suggests that rotation alone did not result in low-level discrepancies that attract attention to a rotated item.
1 Instead, a rotated target rapidly attracted attention only when the rotation produced a target that violated the canonical representation for that item. This finding suggests that in the absence of low-level visual discrepancies, discrepancies based on a mismatch between the target's orientation and the canonical orientation of that object may be able to influence the allocation of attention.
Detection of this latter form of discrepancy is likely to rely on a relatively late stage of processing, after object identification allows access to the stored representation of the canonical form of the object. Indeed, Ballaz and colleagues found that this type of search asymmetry based on canonical orientation depends critically on the ability to identify the objects in the scene (Ballaz, Boutsen, Peyrin, Humphreys, & Marendaz, 2005) . They found that the search asymmetry disappeared when object identification was made impossible by low-pass filtering the displays. In addition, Ballaz et al. (2005) showed that the search asymmetry did not occur for a patient with visual agnosia. Taken in sum, these studies suggest that rotation fails to produce low-level visual discrepancies capable of attracting attention to a target, but that higher level discrepancies based on a mismatch between an object and its canonical orientation may be able to draw attention.
Finally, it has been noted that rotating a picture of a face that is illuminated from the top provides shape-from-shading information that can lead to preattentive pop-out (Braun, 1993; Enns & Shore, 1997) . To attempt to minimize this possibility, we used a portrait photograph that was lit from the front rather than from above.
Although it is logically possible that rotation could introduce orientation discrepancies between an object and its background, this seemed quite unlikely in the present situation (see Figure 1 ). To provide more assurance on this point, in the second experiment we used a different manipulation that was not subject to this potential limitation. Here, the transformation consisted of coloring one object in the scene green. When the object was one that should not have been green (a person's hand or a stop sign), this introduced an object-intrinsic anomaly. In control scenes, the objects that were colored green were ones that could reasonably be green (a coffee mug and a license plate). Thus, if the color green is either inherently salient or salient in the context of these scenes, then any early fixations on green hands and stop signs should also appear for green coffee mugs and license plates.
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There were several other notable precautions incorporated into our studies that were not featured in the earlier work in the area. One is that the deviant objects were pretested to be large enough to be readily resolved even with a very distant point of regard within the scene. Another is that our observers saw only one image that contained an anomaly. Both Henderson et al. (1999) and Loftus and Mackworth (1978) had subjects view an entire series of images, with half of the images containing something that was semantically anomalous. Given the abundance of anomalous items in these experiments, it would seem plausible that observers might begin searching for odd items, in which case the viewing behavior revealed would not necessarily reflect the habitual tendencies that arise when people view a scene with no particular expectation of encountering oddities.
General Method

Stimulus Materials and Design
Four color photographs served as stimulus materials. Each image subtended 33°ϫ 24°of visual angle. Two of the photographs were of one scene (the front of a house) and two were of a different scene (a portrait of four people). One of the pictures in each pair was a control image, and the second picture (the altered picture) was identical to the control photo except that one object had been altered (using Adobe Photoshop) to make it deviant. Each subject saw only two pictures: one control picture and the altered version of the other picture. The presentation order of control and altered images was counterbalanced across subjects.
Display
The images were shown on a 17-in. Sony Trinitron Multiscan 17SE II computer monitor set at a resolution of 1,024 ϫ 768 pixels, with 24-bit color.
Eye Tracking
Eye positions were monitored using an Eye Tech Digital Systems Quick Glance eye tracker running Eye Science SDK Version 3.1 software (Chap-pell, 2000) . The device has infrared lights mounted on each side of the computer monitor and a video camera mounted at the bottom of the monitor. The infrared lights illuminate the eye and provide a reference point for the eye-tracking video monitor. The eye tracker converted the eye position data to x and y screen coordinates. The eye tracker was set to obtain an eye position every 50 ms, and these x and y coordinates and the time of the reading were stored for later analysis.
Procedure
Subjects were informed that the goal of the experiment was to determine how people normally view scenes, and that they would view photographs while their eye movements were monitored. Subjects anticipated an unspecified type of memory test following the viewing period. They sat with their chin in a chin rest while looking at the computer monitor. The room lights were dimmed to keep stray light from interfering with the eye tracker, and the experimenter positioned and adjusted the infrared lights of the eye tracker until the software that came with the eye tracker indicated that the tracking was "good." The experiment then began.
The first event was a calibration check. Subjects were instructed to look directly at a small fixation cross that appeared on the screen. The cross appeared in one quadrant of the screen, remained there for 2 s, and then moved to a different quadrant. After the cross had appeared in all four quadrants, a fixation cross appeared in the center of the screen and remained there for 1 s. The first photograph replaced the fixation cross and remained present for 8 s, followed by another 1-s fixation cross and then 8 s of viewing the second picture. All photographs subtended the entire screen. Following the second picture the calibration check was run once again.
Data Analysis Routines
Calibration data. The data from the calibration portion of the experiment were used to identify and eliminate subjects for whom the eye tracker was not performing well. An analysis program (written in Macromedia Director) ignored the first 300 ms of calibration data following the appearance of each cross to allow time for the subjects to fixate on the new cross. It compared the measured coordinates of the remaining 1,700 ms of eye-tracking data with the actual position of the red crosses that the subject was fixating. A subject's data were discarded if more than 10% of the calibration measures, on either the original calibration or the calibration that occurred at the end of the experiment, were more than 1°from the center of the fixation cross.
Eye position data. Assuming the calibration data were satisfactory, the same program then identified fixations within the picture viewing periods. The algorithm defined the beginning of a fixation as two successive eye positions that were within 0.5°of one another. The algorithm continued to compare successive eye positions and defined the end of a fixation as occurring when the eye moved more than 0.5°between successive samples. The location of the fixation was defined as the average of all of the eye positions within a fixation. The program recorded the start time, duration, and fixation number of each fixation.
In addition, the program recorded whether a fixation landed on the target object. To determine this, we defined a rectangular region that just covered the target object. Fixations were deemed to be on the target if the mean fixation location was within 0.5°of this rectangle.
Experiment 1: Images With Rotational Violations
Method
Subjects. One hundred twenty-five subjects with normal or correctedto-normal vision participated for course credit. After the calibration data were used to filter out subjects for whom the tracker may not have been working accurately, 94 subjects remained. This high attrition rate was due to the relatively poor accuracy of our eye tracker and the fact that our calibration criterion was higher than the criterion of the eye tracker's setup software. However, the inaccuracy of the eye tracker should not be sys- Figure 1 . Approximate images used in Experiment 1 (with faces replaced for copyright reasons). All images were color photographs and subtended 33°ϫ 24°of visual angle. At the beginning of each trial the subject was fixated on the center of the image. Each subject saw only two images, either the top left and bottom right photos or the top right and bottom left photos.
tematic, and thus it should only add noise to our data, making real effects more difficult to detect (as do the numerous other sources of noise that arise in behavioral experiments, such as subject distraction, fingers slipping off response keys, etc.).
Stimuli. One of the images was a photographic portrait of four people (see Figure 1) . The original image served as the control image, and in the altered image, one of the people's heads was rotated 180°. The face that was rotated subtended about 5.5°ϫ 4°of visual angle. The second image was a picture of a house with a number of people standing around and a tow truck in front of the house. In the altered condition the tow truck was rotated 90°, so that it was sitting on its front grill rather than its tires. The truck subtended about 5°ϫ 3.3°of visual angle.
Results
Both Loftus and Mackworth (1978) and Henderson et al. (1999) found that odd items were fixated more often and for a greater total duration than "normal" control items. We also found (see Table 1 ) that people made more fixations to the rotated objects than their upright controls, face: t(76) ϭ 5.458; truck: t(78) ϭ 5.878 ( p Ͻ .001 for both). This resulted in a greater total duration looking at the rotated items than their controls, face: t(67) ϭ 5.586; truck: t(83) ϭ 5.712 ( p Ͻ .001 for both). This finding suggests that the modifications we made to the images were perceived as odd; however, our main interest was not in the total number of fixations on the odd objects but instead on the very first fixation on the objects.
The rotated objects were fixated substantially earlier than the same objects in their correct orientation. This was true whether one evaluated the time to first fixate the object (see Figure 2 , top) or the ordinal fixation number of the first fixation on the object (see Figure 2 , bottom). Independent-sample t tests comparing the object in its normal orientation with its rotated orientation confirm these findings for both the time to first fixate the object, face: t(93) ϭ 4.10; truck: t(73) ϭ 4.56 ( p Ͻ .001 for both), and the fixation number of the first fixation on the object, face: t(72) ϭ 6.31; truck: t(69) ϭ 4.65 ( p Ͻ .001 for both).
Although the rotated objects were fixated earlier, the duration of the first fixations to the rotated objects was not significantly different, face: t(93) ϭ 0.15; truck: t(77) ϭ 0.55 ( p Ͼ .20 for both), than the duration of fixations to the same objects in their correct orientation. People did, however, tend to make more fixations on the rotated objects before fixating on a new object, resulting in longer first gaze durations, face: t(72) ϭ 2.04; truck: t(88) ϭ 2.32 ( p Ͻ .05 for both), on rotated than on correctly oriented objects. Furthermore, the length of the first saccade to the rotated objects was no longer, face: t(84) ϭ 0.40; truck: t(81) ϭ 0.61 ( p Ͼ .20 for both), than the first saccades made to these objects when they appeared in their correct orientation. It is worth noting that these saccades were much larger than those reported by Henderson et al. (1999) and slightly larger than those reported by Loftus and Mackworth (1978) . The relatively large image size and the fact that our images were not very cluttered may have contributed to people making larger saccades.
Discussion
The main findings of this experiment were that observers fixated rotated objects earlier than objects that appeared in the common orientation; however, rotated objects were not fixated immediately, and the initial saccades to rotated images were about the same length as the initial saccades to upright objects in the same location. The finding that people fixated the anomalous items earlier in the pattern of fixations suggests that the mechanism responsible for choosing fixation locations is indeed affected by an object-intrinsic anomaly. However, the finding that the saccades to these anomalous items are not immediate and are no longer than saccades to nonanomalous objects suggests that this mechanism may analyze information over a limited area around fixation (Motter & Belky, 1998) or that this analysis may be subject to capacity limitations. Although the area of analysis clearly extends into the periphery at least some of the time (mean saccade length of ϳ8°), our data do not warrant concluding that the entire image is analyzed for semantic content prior to making a saccade. It is also worth noting that the mean fixation number on the face was earlier (regardless of orientation) than the mean fixation number on the truck. To foreshadow our more general conclusions discussed below, this may reflect the fact that items within the area analyzed by the mechanisms subserving oculomotor guidance compete for the next fixation, and this competition involves information about object-intrinsic anomalies together with other semantic and nonsemantic biases about where to look next (e.g., areas with high information content, areas close to the present fixation).
Though it is unlikely that the rotation of stimuli introduced discrepant low-level visual properties that in turn caused rotated items to be fixated early, it is difficult to completely rule out this possibility. As a further check on whether our manipulations introduce gross low-level anomalies, we used Itti and Koch's (2000; Itti, Koch, & Niebur, 1998 ) computational model to derive saliency maps of each of our images. 3 These saliency maps are gray-scaled images in which brightness indicates each point's saliency value. We then calculated the mean brightness values for the areas that corresponded to the manipulated objects. Using this method we found that the upright face (M ϭ 89.01) was slightly more visually salient than the inverted face (M ϭ 84.43). The visual saliency of the truck was virtually unaffected by the rotation manipulation (M ϭ 118.59 upright, M ϭ 118.79 inverted). These values suggest that our rotations did not produce a radical shift in the low-level visual saliency of the objects. Even so, in Experiment 2 we tried another kind of visual distortion to provide a converging test for the idea that object-intrinsic anomalies rather than lowlevel visual properties draw earlier fixations. 
Method
Subjects. One hundred twenty-eight subjects with normal or correctedto-normal vision participated for course credit. After the calibration data were used to filter out subjects for whom the tracker was not working accurately enough, 81 subjects remained.
Stimuli. In one picture (see Figure 3 ) a person's hand (subtending about 5°ϫ 4°of visual angle) was changed from flesh color to green. In the other a stop sign (subtending about 3°ϫ 3°of visual angle) was changed from red to green. Both of these alterations create object-intrinsic oddity. However, they Objects are fixated earlier when they appear in an anomalous orientation. This is true whether one measures the time needed to first fixate the object (top) or one counts the number of fixations made prior to fixating the item (bottom). Error bars represent the standard error of the mean. also introduce a low-level feature into the display (namely the green color itself). To be sure that this shade of green was not somehow attention grabbing in and of itself, we introduced the same green into the control images. Here, this alteration changed a neutral object to the same color green as the green in the experimental manipulation. The neutral objects were a large (subtending about 5°ϫ 3.2°of visual angle) coffee mug in the photo of people and a license plate (subtending about 2°ϫ 4°of visual angle) in the image of a car and stop sign. These objects are described as "neutral" to indicate that although they were not originally green, they could perfectly well have been that color. This also controls for the possibility that any alteration of the photo inadvertently introduced some very subtle low-level cue.
Results and Discussion
As seen in Table 2 , observers tended to make more fixations on the green hand, t(79) ϭ 3.374, p Ͻ .001, and to fixate on it for a longer total duration, t(77) ϭ 3.449, p Ͻ .001, than the flesh-colored hand. In addition, the hand was fixated earlier when it was green than when it was flesh colored. This was true whether one looked at the time to first fixate the hand, t(77) ϭ 2.2, p Ͻ .05 (see Figure 4) or the fixation number of the first fixation on the hand, t(69) ϭ 2.67, p Ͻ .05. It is our contention that the green hand was fixated earlier because hands do not normally appear green and thus the green hand is perceived as anomalous. However, it is possible that in this particular scene, any green object would have been visually anomalous and thus fixated earlier, more often, and for a greater duration.
To assess this possibility, we compared fixations on the coffee cup when it was green with fixations of the cup when it was not green. When the coffee cup appeared green it was fixated no earlier than when it was not. This was true whether one investi- Figure 3 . Approximate images used in Experiment 2 (with faces replaced for copyright reasons). All images were color photographs and subtended 33°ϫ 24°of visual angle. At the beginning of each trial the subject was fixated on the center of the image. Each subject saw only two images, either the top left and bottom right photos or the top right and bottom left photos. In addition the total number of fixations did not differ with the cup's color, t(69) ϭ 1.219, p Ͼ .20, nor did the total time fixating on the cup, t(77) ϭ 1.546, p Ͼ .10. These data are consistent with the view that the cup was not seen as anomalous when green and thus was not viewed earlier, more often, or for more total time. Finally, we again used saliency maps derived from Itti and Koch's (2000) low-level computational model to calculate the saliency value for the area of the hand and the cup in each image. When the hand was green (M ϭ 88.94), it was less visually distinct than when it appeared flesh colored (M ϭ 104.36). Similarly, the green cup (M ϭ 74.36) was less visually distinct than a fleshcolored cup (M ϭ 80.96). Thus, a model based solely on this construal of low-level visual saliency should have predicted the flesh-colored hand to be fixated earlier than the green hand, but we found the opposite, suggesting that the object-intrinsic anomaly was indeed responsible for the early saccades to the green hand.
In the image containing the stop sign (see Table 3 ), the stop sign was fixated earlier (Figure 5 ) when it appeared green than when it appeared red, t(79) ϭ 1.89, p Ͻ .05, and the fixation number of the first fixation on the green stop sign was marginally earlier than the fixation number of the red stop sign, t(80) ϭ 1.65, p ϭ .051. However, we also found that the time to first fixate the license plate was shorter when it appeared green than when it appeared white, t(80) ϭ 1.87, p Ͻ .05, and the fixation number of the first fixation was earlier in the sequence of fixations when the license plate appeared green, t(80) ϭ 2.1, p Ͻ .05. Thus, one possible interpretation of this result (but not the coffee cup result) is that any green object in this particular image is fixated earlier because of its low-level characteristics relative to the scene.
This interpretation is consistent with the data from a low-level saliency map of the images. The green license plate was more salient (M ϭ 135) than the white license plate (M ϭ 125), and the green stop sign was more salient (M ϭ 157) than the red stop sign (M ϭ 87). Thus, although we found the desired effect that the green stop sign was fixated earlier, it is possible that this effect was Figure 4 . A green hand is fixated earlier than a flesh-colored hand. This is true whether one measures the time needed to first fixate the object (top) or one counts the number of fixations made before fixating the object (bottom). A cup that is not anomalous when it is green is fixated no earlier when it is green than when it is flesh colored. Error bars represent the standard error of the mean.
due, at least in part, to low-level visual anomalies rather than higher level object-intrinsic anomalies. These saliency values limit the conclusions that can be drawn from this image. This finding, however, highlights that this method of control is able to distinguish between possible effects due to low-level visual characteristics and those stemming from higher level object-intrinsic oddity, thereby giving us additional confidence that the results from the other three images are not due to low-level factors.
For both sets of scenes, the duration of the first fixations to the target and control objects was no different (see Table 3 ) when the objects appeared green or in their normal color (all ps Ͼ .05). In addition, the length of the first saccade to target objects was not affected by the color of the target item (all ps Ͼ .05).
General Discussion
Our results demonstrate that the first fixation on an object altered in a way that deviates from the normal appearance of that object occurs substantially earlier than the first fixation on the same location when it contains the same object without any comparable alteration. The length of the initial saccade to these anomalous items was about 8°of visual angle. Taken together, these two findings suggest that substantial processing occurs in the visual periphery (at least when acuity allows it and scenes are relatively simple, as was the case in our displays). Furthermore, when this peripheral analysis reveals objectintrinsic anomalies, it draws early fixations. These results were replicated for all four of our images across two different types of image manipulation (rotation and color alteration).
Although it is tempting to conclude that our results agree with those of Loftus and Mackworth (1978) and contradict those of Henderson et al. (1999) , it should be noted that our object-intrinsic anomalies are noticeably different from the object-context anomalies examined in the earlier studies. In both the Henderson et al. and the Loftus and Mackworth studies, the anomalous items were objects whose presence would be improbable given the other objects present in the scene (e.g., a motorcycle in an opera house). In the present experiments, objects were transformed to assume a character that would be improbable in any context (with one notable exception: horror movies). The green hand, for instance, was anomalous because human hands are not normally green. The detection of this type of anomaly would seem to be something that can occur only at relatively late stages of the object-recognition process; to identify the green hand as anomalous, the observer must both identify the object as a hand and detect that the color differs from the canonical properties associated with that object category. This is a potentially important distinction between the present work and the earlier studies. One could imagine the possibility that object-intrinsic anomaly might draw early saccades even if object-context semantic anomaly does not.
Consistent with this view, neuropsychological research suggests that the abilities to detect object-intrinsic violations and objectcontext violations may operate independently. For instance, Riddoch and Humphreys (1987) presented a case study of patient J.B., who appeared to be able to detect object-intrinsic oddities but was unable to identify object-context oddities. J.B. could identify nonobjects that were formed by interchanging parts of real objects (e.g., replacing a kangaroo's tail with a foot), leading Riddoch and Humphreys to conclude that J.B. could access stored knowledge about the structure of particular objects. However, when shown pictures of a hammer, chisel, and screw, J.B. could not choose which two pictures should be used together. Thus, it seems that J.B. lacked the ability to retrieve the semantic information required to detect meaningful relationships between objects. It appears, therefore, that J.B. was sensitive to object-intrinsic anomalies without being sensitive to object-context anomalies.
Although our data suggest that object-intrinsic anomaly is processed in the periphery, it is of interest that anomalous items are not fixated immediately and that saccades to these anomalous items are no greater in length than saccades made to control objects. These two findings are open to various interpretations. It might be that the semantic analysis that drives the anomaly effects observed in this study is restricted to some limited spatial region. This could occur because perceptual acuity in the far periphery limits the ability to resolve the object with enough detail to allow object identification. As mentioned in the introduction, there is reason to believe that the ability to detect the object-intrinsic anomalies we used probably relies on the ability to identify the object (Ballaz et al., 2005) and access the stored perceptual representation for this type of object (Corballis, 1988) . In the far periphery, object identification may be impossible. However, it is worth noting that, although limited, our data suggest that this analysis of object-intrinsic oddity is rather expansive (extending at least 8°into the periphery, at least some of the time). It should also be kept in mind that semantic anomaly is likely to be only one of many factors entering into saccade planning. Itti and Koch (2000; Itti, Koch, & Niebur, 1998) suggest that low-level featural discrepancies seem to draw saccades more powerfully when they are near to the current fixation; the same might be true of high-level anomalies. Thus, the influence that anomaly detection has on saccadic programming may decline as the distance between the object and the current fixation increases, resulting in limited saccade distances to anomalous items.
In either case, our results suggest that the appearance of an objectintrinsic anomaly in the periphery (up to at least 8°from fixation) can influence the competition for the next fixation. When the anomaly occurs sufficiently close to the current fixation, the probability that the next saccade will be to the anomalous item increases, and thus the object is fixated earlier in time (and earlier in the sequence of fixations) than a comparable nonanomalous object.
The hypotheses offered in the preceding paragraph could be incorporated within a modified saliency-competition model of saccade selection. In such an account, it would be assumed that the visual system generates a global saliency map of the visual scene, with the most salient location competing most effectively to attract the next fixation (Itti, 2000; Itti & Koch, 2000; Koch & Ullman, 1985; Kusunoki, Gottlieb, & Goldberg, 2000; Wolfe, 1994) . Strength within the saliency map has been assumed to reflect activity at that location in a number of retinotopically organized cortical areas, each specialized for the analysis of particular visual features (e.g., V4 for color and middle temporal for motion). Models of this sort have only recently begun to postulate a role for semantic factors in this competition. For instance, some investigators have recently begun to add components to these computation models that take into consideration probable locations for relevant information given the scene context (Navalpakkam & Itti, 2005; Oliva, Torralba, Castelhano, & Henderson, 2003) . Our results suggest that object-intrinsic oddity may alter the activity associated with a particular location within the saliency map.
Our results are limited to showing that an object-intrinsic oddity affects weightings within the saliency map. However, it is possible that other types of semantic information may also affect these Figure 5 . A green stop sign is fixated earlier than a red one, in terms of both the time needed to first fixate the item (top) and the fixation number of the first fixation (bottom). A green license plate is also fixated earlier than a white license plate. This may be because a green license plate is also perceived as anomalous in California (subjects were run in California where most plates are white). Error bars represent the standard error of the mean.
weightings. For instance, saliency weights might be elevated for objects of special interest (e.g., faces), for emotionally charged or disturbing objects, for objects that have a momentary importance for the observer's current task, or for things related to the observer's ongoing thoughts (Moores, Laiti, & Chelazzi, 2003; Pashler & Shiu, 1999) . Although the suggestion that these other factors may affect saliency weightings is speculative, allowing them to affect the saliency weighting of items might help these models better account for the distribution of fixations. For example, faces might be a common target of fixations not only because of their low-level visual properties but also because the semantic recognition that an object is a face may increase the weight assigned to that object within the saliency map. It is also, of course, possible that objectcontext anomalies increase the weight, although given the problems with the literature on this question (discussed in the introduction), we do not attempt to speculate on whether that is so.
