In this paper we propose an approach to the segmentation of video objects based on motion cues. Motion analysis is performed by estimating local orientations in the spatiotemporal domain using the three-dimensional structure tensor.
INTRODUCTION
Algorithms for automatic segmentation of objects from a video sequence are required for a variety of applications ranging from video compression to object recognition. For instance, the MPEG-4 video coding standard [ 11 provides functionality for content-based access. Video information can be encoded in a num6er of arbitrarily shaped video object planes representing instances of video objects. In addition, algorithms for high-level vision tasks such as shapebased object recognition [2] depend on information with regard to object outlines.
Motion cues available in video sequences facilitate the segregation of moving objects from the background. Various approaches have been proposed in this field. However, many of them determine basic motion parameters on the basis of only two consecutive frames. Hence, these techniques are sensitive to noise and require appropriate compensation methods. In [3] an edge map is calculated from the difference image of two frames. Mech [6] perform a connected component analysis on the observed inter-frame differences.
In our approach, we analyze motion by estimating local orientations in the spatio-temporal domain using the threedimensional structure tensor, thus exploiting motion information from a space-time continuum. The estimates gained from the structure tensor are integrated as an external force into a level-set based active contour model. This model allows the simultaneous detection of several objects and also enables closure of holes and gaps in the motion detection result.
The remainder of the paper is organized as follows: Section 2 introduces the tensor-based motion detection algorithm. Sections 3 and 4 describe the integration of the structure tensor into the active contour model and a contour refinement technique. Section 5 presents experimental results.
Finally, Section 6 offers concluding remarks.
TENSOR-BASED MOTION DETECTION
Within consecutive frames stacked on top of each other, a video sequence can be represented as a three-dimensional volume with two spatial (z,y) and one temporal ( z ) coordinates. From this perspective, motion can be estimated by analyzing orientations of local gray-value structures [7] . Under the assumption of a non-varying illumination, gray values remain constant in the direction of motion. Thus, stationary parts of a scene result in lines of equal gray values in parallel to the time axis. Moving objects, however, cause iso-gray-value lines of different orientations. Figure  1 illustrates this observation.
can be determined from the direction of minimal gray value change in the spatio-temporal volume. This direction can be calculated as the direction n being as much perpendicular to all gray-value gradients in a 3D local neighborhood 0. Thus, we minimize where I(z, y ? z ) denotes the three-dimensional volume and V3 := (az , a,, a,) the spatio-temporal gradient.
As described in [7, 81 minimizing Equation 1 is equivalent to determining the eigenvector of the minimum eigenvalue of the 3D structure tensor where J p n l p : q E {z,y,z} are calculated within a local neighborhood 0 from Finally, if all three eigenvalues are greater than zero, we cannot determine the optical flow. In real-world video sequences, however, it is impractical to compare the eigenvalues to zero since due to noise in the sequence small gray-value changes always occur. Thus, we introduce normalized coherence measures ct and c, that quantify the certainty of the calculations. Note that our measures deviate from those defined in [8] and avoid the discontinuity problem [9] .. The coherence measure ct indicates indicates whether normal or real motion can be determined. Values near one allow the calculation of real motion. 0th-envise, only normal velocities can be specified. Hence, our motion detection scheme works as follows. At each position in the video sequence the structure tensor and the coherence measures are calculated. If ct is near 1.0, the motion vector is determined in accordance with c,. Then, under the assumption of a static camera, the position is marked as a "motion pixel" if the 2D velocity w, i. e., the norm of the motion vector, exceeds a certain threshold T,, e.g. T,, > 0.1 pixevframe.
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In the event of a moving camera, a global camera motion estimation has to be performed first. It is then possible to compare the motion vector determined from the structure tensor to the vector resulting from the the global camera parameters [6] . Figure 2 illustrates the perfomance of our motion detection scheme on frame 12 of the Hamburg taxi sequence. The sequence contains four moving objects: the taxi in the middle, a car on the left, a van on the right, and a pedestrian in the upper left comer of the image. Note that an increase of the neighborhood's size significantly reduces the amount of noise in the image without changing the parameter C. The tensor approach is able to detect motion areas reliably, though some parts of the van are left out due to low contrast. However, we observe two shortcomings that are inherent to this approach. First, due to areas of constant gray values within the moving objects, we do not receive dense motion vector fields . Second, the tensor fails to provide the true object boundaries accurately since the calculations within the neighborhood R blurs motion information across spatial edges.
TENSOR-DRIVEN ACTIVE CONTOUR MODEL
Tensor-based motion detection identifies regions of motion. However, these regions need neither be connected nor form semantically meaningful objects. Consequently, we need a grouping step that integrates neighboring regions into objects while closing gaps and holes.
Widely used within this context are active contour models. Basically, a planar parametric curve C(s) placed around image parts of interest evolves under smoothness control (internal energy) and the influence of an image force (external energy).
In the classical explicit snake model [IO] the following functional is minimized (culC'(s)12 + /31C"(s)12 -ylVI(C(s))l') ds (6) A,,, where the first two terms control the smoothness of the planar curve, while the third attracts the contour to high gradients of the image.
To obtain topological flexibility that allows the simultaneous detection of multiple objects, we employ geodesic active contours [ll, 121. The basic idea is to embed the initial curve as a zero level set into a function U : R 2 R, i. e., C is represented by the set of points x, with ~(x,) = 0, and to evolve this function under a partial differential equation. where n denotes the curvature of a level set, V := (ax, ay)
is the spatial gradient, c adds a constant force for faster convergence, and y represents the external image-dependent force or stopping function.
By defining an appropriate stopping function y we can integrate the tensor-based motion detection into the model. 
{
CONTOUR REFINEMENT
In order to improve the segmentation results, we employ a refinement procedure based not on motion information but on the gradient values within a single frame. As can be seen in Figure 4 (left), the motion-based segmentation detects regions that are slightly larger than the moving objects. Thus, we restart the image evolution process using the result from the motion-based segmentation as the zero level set. However, this time a stopping function .(I based on the spatial gradient is used:
Here, 6' is a contrast parameter that diminishes the influence of small gradient values. Figure 4 depicts the performance of the refinement procedure. 
EXPERIMENTAL RESULTS
We applied the proposed motion detection scheme to the real-world sequences ''Hamburg taxi" and "hall and monitor". While the first includes mainly rigid objects, the latter contains non-rigid objects. In both cases, the structure tensor calculations were carried out using the parameters 1 0 1 = 73, C = 5 , c = 0.25, and T,, = 0.1. Figure 5 depicts examples from the selected sequences. The moving objects are detected reliably and the active contour approximates the real object boundaries during the refinement step quite well.
CONCLUSION AND OUTLOOK
We presented an approach to segmenting objects based on motion cues. In particular, we employed the 3D structure tensor to derive information from the spatio-temporal volume constructed by the sequence of frames. This improves the motion detection re:jults significantly compared to calculations based on only two consecutive frames.
The integration of the 3D structure tensor as the external force within the geodesic active contour model results in a reliable scheme for the simultaneous detection of multiple moving objects. The subsequently employed contour refinement enables the accurate segmentation of the objects in question.
There are, however, several areas that require further development. First, the cc'ntour refinement is based on rather simple gradient calculations. The use of an enhanced edge detection scheme should improve the results. Second, and more relevant, the problem of large velocities should be addressed within a multi-resolution framework.
