Abstract-An understanding and appreciation of the ocean, Great Lakes and coasts' role in our lives (from commerce to recreation to weather) and our interdependence upon them is a chief goal of the Ocean Literacy Initiative. Today most Americans undervalue the ocean because few know and value the vital functions the ocean performs in service to our society and to each of us individually. One requisite for ocean literacy is the promotion of effective life-long learning of these vital functions and services through sustained communication that captures both our hearts and minds. Story development and data translation address one aspect of lifelong learning, the sustained supply of compelling and accurate science and technology stories about the ocean, coasts, and Great Lakes. Stories that educators and communication professionals can incorporate into all types of learning materials. Here we continue our examination of two models (Government Research Enterprise and an Academic Research Organization) that are case studies in developing and identifying highly effective story development and data translation practices.
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I. INTRODUCTION Our lives are dependent upon the ocean, coasts, and Great Lakes although most do not know it and many others do not fully appreciate the extent of that dependence [1, 2] . For centuries we have undervalued and underappreciated the critical services provided to our society and to our health, wealth, and well-being. We have used these services without attention to their economic and cultural value or to the economic and societal consequences of overuse [3, 4] . To develop an appreciation of the ocean, coasts and Great Lakes and to persuade citizens of their value so that informed and responsible decisions are made over a lifetime, citizens must understand and identify with the functions and services that the ocean, coasts, and Great Lakes provide and be motivated to act to sustain them [5, 6] . The chief goal of the Ocean Literacy Initiative [7] is to develop and then sustain this understanding, appreciation, and motivation over a lifetime. That lifelong journey begins when a citizen's attention has been captured and grows through sustained exposure to stories and activities that engage their hearts and minds. Stories that build upon familiar experiences; link to universal concepts held by all peoples, like concern for health, wealth and well-being; enrich and deepen a citizen's scientific and technological understanding of the ocean, coasts and Great Lakes, and builds their commitment to them [5, 6] .
Previously, story development and information translation models were examined to identify key similarities and differences in processes and approaches [8] . In the models examined, it was clear that effective efforts capture an audience's attention, engage the audience in an interactive and participatory way, strive to deepen understanding, and develop an appreciation of personal dependence on the ocean and Great Lakes. The ultimate objective being a behavior change (e.g., engaging in more science based activities or an act of environmental stewardship, pursuing a course of study or career) that stems from the deeper understanding, appreciation, and motivation [8] . The implementation of each model is a case study in development and identification of highly effective practices.
Here we present data for two of these models (i.e., University Research Organization and Government Research Enterprise). In both cases, the model's processes have a spin-up period during which team members learn to work together and complement each other's expertise [8] . One model exhibits a step function response consistent with this spin-up. Finally, we consider how the insights provided by these information translation case studies can be applied to developing and sustaining an effective lifelong ocean literacy campaign.
II. A WHOLE SYSTEM FRAMEWORK For ocean, coasts, and Great Lakes educators, knowing how to initiate and promulgate improvements within the large and complex system of learning in the U.S. so all are caught by the allure of the ocean, is a great challenge. This is doubly difficult because the numbers that must be caught and reeled-in are huge. Consequently, efforts that are cost effective on a small-scale may not be scalable to the numbers and financial reality ofthe full-scale problem. Beginning with a whole system vision, breaking the vision into functional parts, and constantly applying a filter for those solutions that both scale-up cost effectively and score high on improvements in output, outcome, and impact leads to investments in educational activities that maximize return-on-investment (i.e., greatest sustained improvements in awareness, appreciation, understanding, motivation, or labor supply for the financial investment). As argued previously [8] data translation and story development is a solution for one part ofthis whole system vision that can scale.
The whole system view ( Fig. 1 ) recognizes there are three distinct audiences whose purposes and objectives drive communication: Partner/Peer, Education, and Strategic audiences. In each, the nature of the target audience is fundamentally different: they differ in their a priori knowledge, their motivation for acquiring the knowledge, and how they will use it. Collaboration between science, data management, data translation, and education and outreach has increased dramatically with each formative year of operation. While initially independent, today the groups are tightly integrated which aids in accomplishing common goals (i.e. using oceanographic data visualizations to promote ocean literacy). Figure 3 depicts the organizational structure of the Operations and Outreach groups, and shows how the two groups interact to provide oceanographic products, programs, and services to the user community. Each instrument provides long-term, synoptic scale data that are an invaluable asset for researchers conducting process studies within the observing system region.
As both the EPO group and Operations Center have matured, the need for improved data products, visualizations, and delivery mechanisms for the data products increased. A Data Translator works with the leads from the data acquisition and data processing teams to develop relevant visualizations for a range of user groups (anyone from a scientist, to K-12 educator, to the media). This position fosters collaboration between the two groups, by ensuring the operations group is aware of the visualization needs of E&O efforts, and provides the E&O group with access to upcoming data products and research findings for story development. The data translator also assists the data processing team develop the data management system and new operational visualizations to ensure smooth and efficient collaboration between data archiving, retrieval, and data product delivery to user groups.
The EPO group delivers professional development for K-12 educators and coastal decision makers (municipal officials), family science programs, outreach events, and print products. The group also consults on programmatic needs of the scientists or by brokering service to a partner in the informal or formal education community. EPO staff members work together to 1) Assess the needs of user groups and provide feedback to data product developers (both on staff and contracted) 2) Engage K-12 and informal educators with educational design experts (e.g., curriculum developers and exhibit designers) to develop relevant education products that utilize COOL data, 3) Promote access by the media to COOL stories of interest to the press (print and TV/radio media), 4) Implement distribution of products and services developed (e.g., professional development programs, CD-ROMs, brochures, etc.) and evaluate the impact/success of products developed (including formative and summative assessments 
IV. GOVERNMENT RESEARCH ENTERPRISE MODEL (NASA)
NASA designed and implemented [8] a process to effectively and broadly disseminate NASA Earth science research results with intent to improve the public's awareness and understanding of the Earth system and NASA's role in that research. The story development and translation process was based on identification, translation, and dissemination of fully vetted, publication-ready science and technology discoveries and innovations. The resulting systematic process targeted media professionals as intermediaries to the end-audience (the public) and therefore measured effectiveness in terms of these professionals' efforts.
A. Background
In 1997, before this case study, NASA funded one of the largest and most productive collections of Earth system scientists and technologists in the U.S. These individuals were engaged in scientific research and technological innovation to discover the processes, interactions, and interdependencies of the Earth's environmental system. Scientific and technical publication rates for the scientists and engineers at Goddard Space Flight Facility (GSFC}one of the largest collections were comparable to their colleagues at Research Class I universities in the U.S. [9] . Yet, very little of this research at GSFC or university locations was known to the public or used by educators in their classrooms, exhibits, or programs. The public affairs office at GSFC produced on average 3-4 stories 0-933957-35-1 ©2007 MTS per year based on GSFC's research and technology innovations [10] . Occasionally a story would appear in local newspapers or news broadcasts. On rare occasions one would appear in exhibits at informal learning centers (i.e., science centers, museums, aquaria) or in formal classroom settings. There was no systematic mechanism to identify, translate, prepare, and disseminate engaging research results to the public.
B. The Case Study
The purpose of this study was (1) to show there are many stories of broad public interest embedded in the yearly research and innovation output and (2) to examine the ability of story development and data translation to produce large numbers of stories, promote their use among the media and educators, and provide a cost effective solution that promotes content continuity and coherency between and within communication sectors.
Previously, we described NASA's Earth science story development and data translation in terms of the products produced, audiences served, critical processes, essential skills, and required coordination and collaboration [8] . Here we focus on the results of story development and data translation in terms of stories produced, coverage achieved the media, and cost. A future publication will address use by educators, cost benefits, and promotion of continuity and coherency between and within communication sectors.
Here the engineering process improvement continuum is used to assess NASA's Earth science story development and data translation process, a small portion of the whole system (Fig. 1) . The terms input, output, outcome, and impact used here describe in-flow (input), out-flow (output), and effect of these two on the desired results (outcome and impact) of the process being improved. The direct audience for this portion of the whole system is the media, who are intermediaries to the indirect audience, the public. Within this context, measurement is focused on the direct audience and their actions because that is within the sphere-of-influence of the process being improved (Table I) . Consequently, impact data were not collected. Over the first five years inputs rose and then fell while output and outcome increased dramatically (Fig. 4) . The input in terms of manpower and funding peaked in Year 3. A count of potential stories was not collected during the study period. A slow increase in total stories is likely since this trend was observed for the period immediately preceding this study [9] . Output exhibited a 10-times increase in the number of stories produced for the media (Fig. 4) and outcome as coverage achieved by the media improved from mainly regional and local markets to national and global markets (Fig. 5) . The 10-times increase in stories produced can be partly explained by the increase in funding (Fig.4) . The influx of funds in Year 1 and 2 resulted in a significant increase in the number of stories (3 vs. 29). The team dedicated to Earth system science can explain this improvement. However, it is not the sole explanation since the budget and manpower followed a totally different pattern, increasing in these early years and then declining to the original level in later years. The peak in budget input did not coincide with the peak in output, stories produced. Moreover, when the first and last years are compared, budget and staffing were nearly the same, yet stories produced was 10-times greater (Fig. 4) . The stepfunction pattern of stories produced, coupled with the patterns for budget and staffing strongly suggest a threshold-response relationship between output and these input factors.
Going from essentially no organized team no dedicated staff, non-optimal visualization and illustration tools to an 0-933957-35-1 ©2007 MTS y I I I organized team yields an improvement in output of stories. Likewise, the plateau and continued increase in stories produced with declining budgets agrees with the prior observation [8] that a story development and data translation process exhibits a significant spin-up period. During this period, key processes, effective working relationships, and trust are established within the team and between the team and the story sources (i.e., scientists and technologists) and story consumers (i.e., broadcasters, science writers, journalists). Outcomes, as measured in Table I , improved significantly over the 5 years of the study. To quantify the extent that stories appeared in our society, each story was evaluated using the following factors: did media use the story; number and size of markets where story appeared, type and diversity of venues where story appeared, geographic distribution of venues that used story. Using this information stories were sorted into one of three coverage categories local/regional, national, or international (see Table II for an example).
The 10-times increase in stories produced coupled with their expanded coverage over the five years suggests that something more than improvements in team efficiency was at work (Fig. 5) . Improved efficiency cannot explain the change in distribution of coverage from a few small local markets to many national and global markets with many different venues. Not only are more stories produced, the stories were more desirable to the media. By Year 2, unlike the pre-experiment period, media professionals were using all of the stories produced. By Year 5 stories were used more often, appeared in a wider array of venues, and appeared as longer format, more prominent stories and features. Media professionals increasingly looked to this group as a trusted source of high quality stories and supporting materials [11] . Several factors contribute to this increase in outcomes: improvements in the story packages, creation of a positive reputation, and posting of stories to news services and clearinghouses used by science writers.
First, over the 5 years both the storylines and the composition of the story packages improved significantly. In Year 1, story packages had two main elements, a developed storyline and still images. In Year 5, packages had more elements (scientific visualizations, animated illustrations of abstract concepts, in-the-field footage and live interviews) with more formats and image resolutions targeted to different media outlets (newspapers, magazines, analog and digital TV, Internet, radio). Broadcasters who would not use the stories produced in Year 1 used these because the packages contained the elements they needed for an effective broadcast [12] .
Second, in Year 5 a positive reputation was established with the media who sought these packages because of their engaging stories; effective images, visualizations, and illustrations; and timeliness and reliability of product release [12] . Indeed, broadcasters and journalist were requesting to be notified of upcoming stories, and scientific journals (e.g., Science) called asking for help with public release of research publications sponsored by NASA. [1 1,12] .
Third, by Year 5 news services and clearinghouses were posting the stories and redistributing them to their clients. National offices of broadcast corporations (e.g., NBC, CBS, CNN) were redistributing stories to their local affiliates across the U.S. [12] . Stories began appearing in Science News and Science Daily, publications whose primary audience is science writers (see Table II ).
Together these 3 factors (more robust story packages, reputation for quality and reliability, and redistribution by third parties) reflect improvements in effectiveness of the team and go a long way toward explaining the remarkable increase in coverage observed over the 5 years ofthe case study.
V. INSIGHTS FOR OCEAN LITERACY For a person to become ocean literate, they must first want to learn about the ocean and the environment around them. They must care enough about the world and the ocean in particular to be concerned about the future of the ocean, coasts and Great Lakes. They must understand how closely tied their personal health, wealth and well-being is to the health and wellbeing of these water bodies. This desire to learn, to care, and to understand must be sustained for a lifetime, because ocean literacy is fleeting. Ifnot sustained, it will be lost.
Here we have addressed the supply of engaging stories that can be use to capture attention and begin the journey to learning, caring and understanding. The stories themselves are necessary but not sufficient to capture attention; they must work in consort with the efforts to develop motivation to learn, to care and to understand. This supply of stories can be used to invigorate those who already care, already want to learn, and already have some understanding. More importantly though, these stories when placed in the right hands can capture the attention of those who have not been moved to care, to learn, or to understand. For this to happen the stories must be many and varied and they must be known to and be useable by those who will convert them into polished and captivating learning materials. They must be everywhere in our society, in a large number of different settings, for people of all ages and demographic groups. And finally, they must be anchored in things that people care about and are familiar to them.
The story development and data translation case studies discussed here are mechanisms to provide this constant supply of new stories needed to achieve ocean literacy. They are a part and only a part of the very first step in that process. They address efforts to provide accurate information in a way that education and communication professionals can readily repackage in engaging ways for their audiences, moving them a small step at a time toward ocean literacy.
