ABSTRACT Energy management strategy is critical in the development of hybrid electric vehicles. It is used to improve fuel economy and sustain battery state of charge by splitting the power demand to different power sources while satisfying various physical constraints and vehicle performance simultaneously. However, it is challenging to achieve an optimal control performance due to the complexity of the hybrid powertrain, the time-varying constraints, and stochastic of the load power. Focusing on these problems, this paper presents an online correction predictive energy management (OCPEM) strategy for a hybrid electric tracked vehicle based on dynamic programming (DP) and reinforcement learning (RL). First, a multi-time-scale prediction method is proposed to realize the short-period future driving cycle prediction. Then, the DP algorithm is applied to obtain the local control policy based on the short-period future driving cycle. The RL algorithm is combined with the fuzzy logic controller to optimize the control policy by eliminating the influence of imprecise prediction. Finally, the simulations are conducted in Matlab/Simulink to evaluate the control effectiveness and adaptability of the proposed method. The results indicate that the fuel economy of the proposed OCPEM is improved by 4% compared with the original predictive energy management and achieve 90.51% of that of the DP benchmark.
Nowadays, electric vehicles (EVs), hybrid EVs (HEVs), and fuel cell HEVs (FCHEVs) have been widely considered to be the most promising solutions to environmental pollution and energy crisis [1] . Although EVs have gained tremendous momentum in addressing issues faced by automotive industry worldwide on energy and environment, they still face significant challenges including driving distance anxiety, high initial cost, energy storage reliability, and degradation [2] . HEVs are becoming a promising solution to the environmental issues by improving fuel economy through rational distribution of power demand between multi-power sources, especially for the long-distance vehicle, construction vehicle and military vehicle. Existing energy management strategies can be divided into two main categories: rule-based energy management strategies [3] , [4] and optimizationbased energy management. So far, rule-based energy strategy is one of the most popular control strategies in the automotive industry, for its reliability and simplicity in development [4] , [5] . Generally, it is implemented by an ''if-else'' structure, whose initial threshold values are designed by the expert experience. However, tuning these values requires a lot of repeated simulations and experiments on the vehicle. To address this issue, a state-of-the-art approach is proposed to extract the rules from optimization-based algorithms [4] , but the obtained rules have a great dependence on the original driving cycles, and the cycle adaptability is relatively poor. Furthermore, comparative researches indicate that the rulebased energy management strategies generally do not perform as well as those optimization-based approaches [2] , [6] , so that researches on optimization-based strategies are popular in recent years. The main objective of the optimization-based EMS (EMS) can be described as an optimization of a cost function including the fuel consumption, state of charge (SOC) variation of the battery, and emissions. Various optimization algorithms are applied to exploit the global optimal control strategy, including dynamic programming (DP) [7] [8] [9] , Pontryagin's minimum principle [10] , [11] , Particle swarm optimization (PSO) [12] , [13] and so on. Xie et al. used DP to develop a global optimization strategy for a plug-in serial-parallel hybrid electric bus [7] . Reference [8] employed DP to develop VOLUME 7, 2019 the optimal energy allocation for a plug-in hybrid electric vehicle with an engine-generator, battery, and ultra-capacitor. Hou et al. [11] combined a piecewise linear approximation strategy with PMP to establish optimal energy management for a Plug-in HEV (PHEV). Additionally, Chen et al. [13] developed an EMS by using improved PSO (IPSO) and compared the effectiveness of PSO and IPSO. These energy management strategies can realize the global optimization of the cost function with the complete knowledge of the global vehicle-speed trajectory in advance. However, for a practical trip path, it is difficult to gain the whole future driving cycle in advance, so these strategies are usually used to extract rules for online implementation or as a benchmark to evaluate other energy management strategies. In addition to the above global optimal methods, equivalent consumption minimization strategy (ECMS), which is based on PMP and first introduced in [14] , is also a sound technology for realtime optimal energy management, but the ECMS optimal equivalent factor λ * can be determined only with the preknowledge of demanded power. To overcome this problem, Musardo et al. [15] proposed adaptive-ECMS (A-ECMS) method with an estimation of equivalence factor λ * according to the driving cycle. Yang et al. [16] proposed an A-ECMS based EMS for a plug-in hybrid electric bus by adjusting the equivalence factor to different route segment. Zeng et al. [17] applied the PSO algorithm to optimize the equivalent factor and got a map of the factor under several variables to improve the performance of A-ECMS strategy. Rezaei et al. [18] use two soft bounds of battery SOC and the feedback of the SOC to calculate equivalence factor at each moment to build a new A-ECMS. Li et al. [19] proposed an A-ECMS EMS considering the lateral dynamics of the vehicle. A-ECMS methods transform the original global optimization problems to instantaneous ones by minimizing objective function at each step. Although they have great potential in being implemented online, the improvement of fuel economy would be limited without due consideration of the future driving cycle.
In order to improve the online implementation of optimization-based method, prediction energy management (PEM) strategy is proposed to get a sub-optimal fuel economy based on velocity prediction. The velocity prediction based on Markov chain is one of the most common methods for PEM. Liu et al. [20] , proposed a look-ahead EMS based on a finite-state Markov chain velocity prediction and reinforcement learning to reduce fuel consumption and computational time. They then rephrased the prediction algorithm and proposed an online Markov Chain-based energy management [21] , but the influence of the prediction error was not discussed. Liu et al. [22] established a trip condition prediction model by using BP neural network to obtain a realtime vehicle-speed trajectory and applied both the genetic algorithm (GA) and PSO to improve the prediction accuracy of the trip condition prediction model. Based on the velocity prediction methods model predict control (MPC) is a commonly used framework to explore EMS. Reference [23] formulated a velocity prediction method based on Markov model and applied a back propagation (BP) neural network to compensate the prediction error. Then MPC is adopted to obtain a prediction EMS with DP as an optimal solver. Since BP is used to fit the relationship between actual velocity and prediction error under a specific cycle, the trained deterministic BP network lack generalization. The Markov Chain Monte-Carlo method is applied to predict the velocity sequences in the short future, and MPC-based energy management has been put forward [24] . Xie et al. [25] also used Markov chain to predict the short period future diving cycle and proposed a stochastic MPC EMS based on PMP, and analyzed the influence of the prediction horizon on computational time and fuel economy. Then they considered the depth of battery discharge to optimize the EMS [26] . Another method called radial basis function neural network was also used for velocity prediction and embedded into MPC in literature [27] , [28] . Guo et al. [29] optimized the velocity trajectory with the onboard navigation system and proposed a bi-level MPC-based EMS. Although it is a good idea, the assumption about the traffic information is a little idealistic. To reduce online computation burden, an explicit MPC-based EMS was proposed by Li et al. [30] . Apart from the abovementioned methods, other prediction energy management or combination methods are also used for improving the performance of optimization-based energy management. An intelligent EMS based on hierarchical approximate global optimization for plug-in hybrid electric vehicle was proposed [31] , with a combination of long-term and short-term average speed prediction. Although these predictive energy management methods have relatively good performance yet are limited by prediction error.
With the development of machine learning and artificial intelligence, some inspiring innovative methods are also applied to deal with the energy management issues of HEVs, such as reinforcement learning (RL) [32] , [33] and game theory (GT). As one branch of machine learning, RL can achieve a model-free and adaptive control for the sequence decision problem. Zou et al. [33] proposed a Markov chainbased power recursive algorithm and applied RL to quantitatively compare the effects of different forgetting factors and KL divergence rates on reducing fuel consumption for a hybrid electric tracked vehicle. Reference. [34] applied Markov chain-based power transition prediction and RL to the hybrid energy storage system in a plug-in hybrid electric vehicle. Although these researches can yield a close-tooptimal solution by solving the optimal control problem for hundreds of thousands of times, they still face the ''curse of dimensionality'' due to the discrete of the state variables. On the other hand, the issue that the Q-learning algorithm may overestimate action value in some conditions is not considered. To address this issue, Reference [30] put forward a continuous reinforcement learning EMS by applying the deep Q network to the hybrid electric bus. Unlike the discretization matrix, continuous change in state variables can be reflected in a DNN-based system, which is insensitive to the increase of state dimension.
From the above analysis, it can be concluded that predictive EMS can realize online implementation for hybrid electric vehicles with better driving cycles adaptability. However, these strategies cannot guarantee the robustness especially when the actual driving cycles are significantly different from the training driving cycles, which means the performance of the predictive EMS highly depends on the prediction accuracy of the future driving cycle. Although many authors focus on improving the prediction accuracy of the driving cycles, few people study how to deal with the inaccurate prediction case. This paper proposes a novel online correction predictive energy management (OCPEM) strategy to solve this issue, which integrates the reinforcement learning algorithm to achieve online correction based on a fuzzy logic controller for a hybrid electric tracked vehicle (HETV). First, a multitime-scale prediction algorithm based on Markov Chain is proposed to realize the prediction of the future driving cycles with better prediction accuracy. Then the DP algorithm is applied to obtain the local control policy based on the future short-period predicted driving cycle. Finally, our previous study about reinforcement learning [33] , regarded as an online correction algorithm, are dynamically integrated to the final control policy by a fuzzy logic controller according to the real-time calculated prediction accuracy. This characteristic of the OCPEM makes it has a better driving cycle adaptability compared with the original RL or traditional PEM.
The remainder of this paper is organized as follows: the mathematical model of the series HETV is described in Section II. The multi-time-scale prediction method for realizing the prediction of the future driving cycle and the OCPEM are proposed in Section III. Section IV shows the simulation and control performance validation results. Section V concludes the paper. 
II. POWERTRAIN MODELING OF HYBRID ELECTRIC TRACKED VEHICLE A. STRUCTURE OF THE HETV
The power train of the HETV is illustrated in Fig. 1 , and the photo of the HETV is shown in Fig. 2 . The tracked vehicle is driven by two traction motors with 50 kW rated power on each side. Engine-generator set (EGS) and battery pack are the two power sources of the vehicle. The 3-cylinder gasoline engine can provide 93 Nm maximum torque at 2500∼3500rpm, 52kW maximum power at 6200rpm. The generator's rated power is 40 kW at 3500 rpm. The battery pack is composed of LiFePO 4 batteries, with 307 V rated voltage and 37.6 Ah capacity, which can store 11.5kWh electric power. The EGS, battery pack and two driving motors are all electrically connected to the integrated power electric module, which integrates power distribution unit, AC/DC, and DC/AC. In the integrated power electronic module, the EGS feeds the main electric bus through the AC/DC converter, and the battery directly feeds the electric bus. The bus voltage provides power to the two traction motors to drive the HETV. Table 1 shows the parameters of the tracked vehicle.
B. MODELING OF THE HETV
In order to solve the problem of energy management of the HETV, it is necessary to build models for components of the VOLUME 7, 2019 powertrain. The models are detailed as follows, and they are verified against experimental data as attached in the appendix.
1) MODELING OF THE POWER DEMAND
The power demand of the vehicle consists of heading power and steering power, shown in the following equations:
where F a means the accelerating resistance, F r is the rolling resistance, F w denotes the aerodynamic resistance, v ave means the average speed of two tracks, v 1 and v 2 denote the speed of two tracks respectively, M means resistance yaw moment, ω is yaw angular velocity of the vehicle, B means the track gauge. The resistances of the vehicle are calculated by:
where m means the vehicle mass. g means the acceleration of the gravity, and g = 9.8N /kg, f is the coefficient of rolling resistance, C D is the coefficient of aerodynamic resistance, A means the fronted area of the vehicle, a is the longitudinal acceleration.
The resistance yaw moment M is computed by:
where L means the track contacting length, u t is the lateral resistance coefficient and calculated by the empirical formula:
where u max means the maximum value of the lateral resistance coefficient,R denotes the turning radius of the vehicle. 
2) MODELING OF THE EGS
The equivalent electric circuit of the engine-generator set (EGS) is illustrated in Fig. 3 [21] . The rectified output voltage and current of the generator are U g and I g respectively, which are calculated by: where T g means the electromagnetic torque of the generator, K eωg is the electromotive force and K e is the coefficient of the force. K x means the equivalent impedance coefficient, and
is the synchronous inductance of the armature, P is the pole-pairs number. For the series hybrid system, the engine and generator are directly connected, so the rotating speed of engine and generator is the same. According to the torque balance, the following relationship should be satisfied:
where n eng and n g represent the speed of engine and generator respectively, and it is chosen as one state variable in the optimization algorithm, T eng is engine output torque, J e and J g are the moment of inertia of the engine and generator.
3) MODELING OF THE BATTERY
The internal resistance model of the battery pack is shown as follow [13] :
where Q b is the total battery capacity. I b means the battery current, V OC means the open-circuit voltage, and U bat means the output voltage of the battery, R int means the internal resistance of the battery. Besides, the battery current and SOC should satisfy the following constraints:
4) MODELING OF ELECTRIC POWER COUPLING
The electric power coupling of a hybrid electric vehicle refers to the power balance relationship between the front and rear power chains. The front power chain means the power provided by the EGS and the power battery pack, while the rear power chain refers to the power consumed by the two driving motors, i.e. the power demand P dem . The power demand may be supplied by the two power sources of the HETV. Since the EGS, battery pack and the driving motor controllers are all electrically connected to the main electric bus, the simplified electric powertrain model is expressed in Fig. 4 .
According to the circuit principle, the power balance relationship is shown as follow:
where U dc means the bus voltage. P L means the load power of the vehicle. P b means the power of the battery pack. P g is the power of the generator.
5) ENERGY MANAGEMENT MODEL
The cost function J is a combination of fuel consumption and battery SOC deviation, which can be expressed as follow:
where · fuel is the fuel consumption rate. ε is a penalty factor, which is used to satisfy the charge-sustainability constraint. Optimization target is to minimize cost function J . The dynamic system also has to meet the following constraints because of physical limitations.
III. PREDICTIVE EMS A. DRIVING CYCLE PREDICTION METHOD 1) SINGLE-TIME-SCALE PREDICTION METHOD
The velocity of the vehicle is modeled as a Markov chain. The transition probability of the velocity is calculated based on the maximum likelihood estimator and the nearest neighbor approach, and the equation is as follows: (12) where p ij (n) means the one-step transition probability as the velocity transfers from i at time n to j at next time n + 1, N ij is transition number from i to j, N i denotes total transition number initiated from i. Based on the one-step transition probability matrix, the future driving cycle is predicted as follows:
where x (n + 1) p is the velocity prediction value. Based on the prediction value, the singe-time-scale prediction is achieved by repeating the above process. Using the singe-time-scale prediction method, the driving cycle prediction process is conducted for the driving cycle shown in Fig. 5 . The prediction results are illustrated in Fig. 6 with the prediction horizon t p = 5s, 10s, 15s, and 20s. The prediction result of the next moment is determined by the prediction value at the last moment, so there will be error accumulation in the singe-time-scale prediction method.
2) MULTI-TIME-SCALE PREDICTION METHOD
To avoid the influence of the accumulative error on prediction accuracy, a multi-time-scale prediction method based on the multi-step transition probability matrix is developed as follows:
where p t ij (n) means the transition probability as the velocity transfers from i at time n to j at time n + t. Fig.7 shows the transition probability matrix for different time scale.
The velocity predictions in the prediction horizon are acquired according to the corresponding transition VOLUME 7, 2019 FIGURE 7. Transition probability matrix for different time scale.
probability matrix as follows: Fig.8 shows the processes of both the single-time-scale and multi-time-scale prediction with 5s prediction. In the process of multi-time-scale prediction, prediction at each step with different time scale is based on the corresponding time scale transition probability matrix and the true value of the current moment, so there are no accumulate errors caused by iteration, which is different to the single-time-scale prediction. Therefore, theoretically, the multi-time-scale prediction method has better prediction accuracy. The multi-time-scale prediction method is applied to the driving cycle shown in Fig. 5 , and the results are shown in Fig. 9 . The root mean square error (RMSE) is investigated to evaluate the accuracy of the two driving cycle prediction methods, which can be calculated as follows [36] :
The RMSEs of the two methods are shown in Fig. 10 . The results indicate that the prediction accuracy of both singletime-scale and multi-time-scale prediction decrease with the increasing of the prediction horizon. The multi-time-scale prediction method has higher prediction accuracy compared with the singe-time-scale prediction method at different prediction horizon. The RMSE of the multi-time-scale method with the prediction horizon of 5s is 1.545km/h.
To further verify the prediction performance, the two methods are applied to another two diving cycles collected in field test. The prediction results at 10s prediction horizon are plotted in Fig. 11 , and the similar result at other prediction horizon are no longer presented. The RMSE of the two methods is listed in Table 2 , which indicate that the multiprediction methods have better performance than the singletime-scale method regardless of the driving cycles. 
B. ENERGY MANAGEMENT STRATEGY
The proposed OCPEM strategy developed in this paper consists of two parts. In the first part, the MPC framework is applied to develop a PEM strategy on the velocity prediction horizon with the DP algorithm as optimization solver, assuming that all of the predictions are precise. Although the prediction accuracy is improved by using multi-time-scale prediction method, the prediction error still exists, which will reduce the effect of the optimization. Therefore, in the second part, a reinforcement learning framework working as an online correction algorithm is adopted to reduce the influence of prediction error on control performance according to the fuzzy logic controller. These two parts are discussed in detail in the following sections.
1) DYNAMIC PROGRAMMING ALGORITHM
Based on the future short-period driving cycle obtained by the multi-time-scale prediction method, the local control policy is achieved. The whole driving cycle is divided into several stages at regular intervals. For each stage, the driving cycle in the future interval is predicted, and DP is applied to solve the optimal control policy for the future stage. The local optimal process is shown in Fig. 12 . By using the DP algorithm, the optimal control sequence is achieved after the reverse solution to obtain the optimal cost function and the optimal control sequence. Then according to the initial state of the system, the positive solution is carried out. The optimal control policy is imposed on the state to obtain the optimal trajectory.
In the reverse solution, the cost function is calculated by: N -1 stage [37] :
where J * (x(k)) is the optimal cost function when the system applies optimal control, transferring
is the instantaneous cost at k stage. In the energy management problem, there are a set of state variables s t ∈ S = {0.4 < SOC(t) < 0.9, 1200 < n eng (t) < 6000} and a set of actions a t ∈ A = {0 < thr(t) < 1}. thr is the throttle of the engine. The discretization of the variables and the computation burden on different prediction horizon are list in Table 3 . The time step of all the computation is 0.1s. In order to implement in real time, both the state and control variables are discretized into 50 grids. And the prediction horizon is set to 5s for better prediction accuracy.
2) ONLINE CORRECTION PREDICTIVE ENERGY MANAGEMENT
RL algorithm can make optimal decisions through trial-anderror based on observations and analysis of system behavior VOLUME 7, 2019 to maximize the accumulated reward. For an energy management problem, RL can map the powertrain situations to actions with a brilliant optimal performance by training the RL agent in various driving cycles. In this paper, Q-learning, which is a famous RL algorithm, is applied to train a RL EMS. Then the obtained RL EMS, which is a control map from state and action, is used as an online correction to the PEM through a fuzzy logic controller, aiming to decrease the sensitivity of the EMS to the prediction accuracy. The operational process of the OCPEM, as shown in Fig. 13 , is based on the reinforcement learning algorithm and fuzzy logic controller.
The process of the OCPEM is described in detail as follows:
Step 1: DP is applied to obtain an optimal control policy U (t) based on the future predicted driving cycle. For the OCPEM, only the first element of U (t) is applied as one part of the final control policy.
Step 2: Given that the prediction accuracy of adjacent historical prediction is similar. we use the prediction accuracy of the previous stage to reflect the current one. Then a fuzzy logic controller [38] is adopted to evaluate the prediction accuracy of the previous stage, outputting an adjustment factor, α ∈ [0, 1]. The adjustment factor is used to adjust the confidence level of the predictive EMS algorithm. The smaller the adjustment factor is, the higher the confidence level of the predictive energy management is, and the greater the proportion of the result in the final control is. Since the actual driving cycle in the current interval is recorded, the root mean square error (RMSE) and error standard deviation (SD) are used as inputs for the fuzzy logic controller. The fuzzy logic controller can math the RSME, SD, and α to small, medium and big. The membership functions of the inputs and outputs are plotted and approximated using the trimf and trapmf distributions respectively as shown in Fig. 14 . And the parameters of the membership functions are optimized to map the RMSE and SD to proper α. The fuzzy control rules are listed in Table 4 . Then, we get the adjustment factor map as shown in Fig. 15 . Step 3: The Q-learning, which is a famous RL algorithm, is applied as an online correction algorithm for the PEM if the future driving cycle prediction is inaccurate.
In the Q-learning algorithm, the action-value function Q, which is the function of the pair (s, a), is obtained by recursive form as follows [32] :
where Q(s, a) is the accumulative reward at state s, action a taken at time t. γ is the discount factor with a value between 0 and 1. λ means the learning rate, and λ = 1/(k + 1). r is the reward obtained by selecting action a, and can be expressed as follow: (20) where fuel(t) is the gasoline cost at step t.
The optimal policy is obtained as follow:
After training convergence, we get the control map of RL EMS. Based on the system real-time feedback state, the realtime control U * (t) of the correction algorithm is obtained by looking up the control map, and a part of the control maps is shown as Fig. 16.   FIGURE 16 . Part of the control map calculated by RL.
Step 4: The OCPEM is a combination of the predictive EMS and reinforcement learning strategy with an adjustment factor α, which can be expressed as follow:
where U (t) is the OCPEM control policy. The adjustment factor α is used to determine the proportion between predictive energy management and online correction algorithm. It has to be pointed out that the OPCEM policy can be implemented on real-time because both of the two parts of the policy can obviously meet the real-time requirements.
IV. SIMULATION AND VALIDATION A. CONTROL PERFORMANCE VALIDATION
To validate the control performance of the proposed method, PEM without online correction method, RL algorithm and DP are introduced to make a comparison with OCPEM. The driving cycle for simulation is shown in Fig. 5 . The initial value of the engine speed n eng is set as 1200 r/min, and the initial value of the battery SOC is set as 0.75. Fig.17 shows the trajectories of the battery SOC and the engine throttle obtained from the four methods. The results show that in PEM without online correction algorithm, the battery SOC has little change with fluctuating around the initial value because SOC variation is constrained in each prediction horizon to solve the optimal control. The fluctuation will lead to frequent battery charge and discharge, which is not conducive to the battery life. Besides, the battery is not fully utilized to improve fuel economy. However, the proposed OCPEM can reduce the fluctuation in battery SOC. Specifically, during 500s-700s, the power demand of the vehicle is large, so the battery and engine jointly provide electricity for the motor, and SOC decreases to about 0.73. During 700s-900s, the power demand of vehicle is small, so the engine individually increases the throttle, as shown in Fig.17 (b) , to provides the electric power to drive the vehicle and recharges the battery at the same time to ensure the engine working in the region of the fuel economy. The battery SOC eventually approaches to the initial value.
FIGURE 18. The trajectories of the adjustment factor α, RSME, and SD.
The adjustment factor trajectory is shown in Fig.18 . It takes several seconds to record the actual driving cycle and calculate the RMSE and SD. Therefore, at the beginning of the VOLUME 7, 2019 trajectory, the adjustment factor is set to be 1.0, which means the control policy only contains the RL part in this period. During about 200s-300s, the adjustment factor is larger than other periods, which means the proportion of the PEM is smaller during this period. It is caused by the large fluctuation of the driving cycle, as shown in Fig. 5 , which influence the prediction accuracy of this period.
The power distributions between the engine and battery corresponding to the four methods are illustrated in Fig. 19 . Fig. 20 shows the engine working points in the fuel consumption map. Compared with PEM and RL algorithms, the OCPEM has more working points in the lower fuel consumption area. It can be seen from Table 5 that the fuel economy of the proposed method is increased by 4% compared with the previous predictive EMS and reaches 90.51% of that of the DP benchmark. The results show that applying the reinforcement learning algorithm to correct the control policy of predictive EMS through fuzzy control can effectively improve the fuel economy of the vehicle. 
B. ADAPTABILITY VALIDATION
To validate the effectiveness and adaptability of the OCPEM, we apply another new completely different driving cycle, as shown in Fig. 21 , to the OCPEM and make another simulation. Fig. 22 shows that all these four methods have good performance in maintaining the SOC even for the new driving cycle. It should be pointed out that the SOC of OCPEM increase at the beginning of the process where the power demand is low, which means the engine work in highpower area with high fuel economy to charge the battery and drive the HETV simultaneously. DP, with an assumption of knowing the driving cycle in advance, stops the engine during 0-300s and 500-700s as shown in Fig. 23 . The engine working points are plotted in Fig. 24 , and it can be seen that the OCPEM method have more engine working points located in the high economy area compared with PEM and RL. Table 6 shows that the fuel economy of the OCPEM increases 4.1% compared with the PEM and achieves 88.58% of that of DP benchmark, which means the OCPEM can adapt well to a new driving cycle.
V. CONCLUSION
This paper develops an OCPEM strategy for series HETV, which integrate an online correction algorithm to the PEM by a fuzzy logic controller. To reduce the accumulative error of singe-time-scale prediction method, the multi-time-scale prediction method is developed to realize the prediction of the future short-period driving cycle with a better prediction precision. To realize real-time control, DP is adopted to optimize the power-split during the prediction horizon. Moreover, through dynamically adjusting the coefficient α by a fuzzy logic controller, the reinforcement learning offline policy is employed as an online correction algorithm to solve the final optimal control policy.
Results indicate that the fuel economy of the proposed OCPEM strategy is reduced by 4%, compared with the previous predictive energy management, and achieve 90.51% of that of DP benchmark. In addition, the present method is conducive to the battery life because it can reduce the frequent charge and discharge of the battery, compared with the original predictive energy management. Since solving the optimization problems in the internal prediction horizon, the proposed method can be implemented online. In future work, the application of the proposed method will be conducted on a real hybrid electric tracked vehicle to prove the performance.
APPENDIX
In order to verify the accuracy of the model built in this paper, the main components and the entire HETV has been validated against the experimental data. First, we drive the HETV in a real way for a period of time to collect the experiment data. Then, divide the experiment data into input data and output data of different components. Finally, make a computer simulation with the established model based on the input data, and compare the simulation output of the models with the corresponding experiment output to see the accuracy of the models. 
A. THE VALIDATION OF EGS MODEL
The experimental driving trajectory is shown in Fig. 25 , and Fig. 26 shows the corresponding trajectory of the current, rotational speed, and the voltage of the EGS. Take the rotational speed and output current as the input of computer simulation of the EGS model, the simulation output voltage of the EGS model is achieved. The comparison result of the experiment voltage and simulation voltage is shown is Fig. 27 . The root square mean error of the EGS model, which can be used to reflect the accuracy of the built model, is 0.074V.
B. THE VALIDATION OF BATTERY MODEL
The collected experiment data of the battery is shown in Fig. 28 . Since the battery and the EGS are connected to the bus of the vehicle, the collected battery voltage is the same as the EGS voltage. Take the battery current I b as the input of simulation based on the battery model. Result Demonstrates that the battery model can reflect the battery characteristics, as shown in Fig. 29 . And the root square mean error of the battery voltage and SOC are about 0.06V and 0.007, respectively.
C. THE VALIDATION OF POWERTRAIN MODEL
Since the goal of EMS is to optimize the power distribution of different power sources on the premise of satisfying the dynamics constraints of the vehicle. So the powertrain model should have a great performance on tracing the demand power of the vehicle and simulating the power distribution. For the validation of the powertrain model, we conduct the simulation with the collected real driving cycle as shown in Fig. 25 . In addition, both EMS and initial state of the simulation are set as the same as the real experiment. The simulation result demonstrates that the powertrain model has a good performance in tracing the demand power of the HETV, as shown in Fig. 30 . The experimental power value is calculated by multiplying the value from the voltage sensor and current sensor with some filtering. The root mean square error of the demand power, battery power, and EGS power are 0.0359 kW, 0.347kW, and 0.0228kW, respectively. 
