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much	 greater	 speed	 than	 corresponding	 structures,	 creating	 a	 need	 for	 rapid	 structure	
determination.	 Computational	 modeling	 is	 the	 only	 feasible	 method	 for	 high-throughput	
structure	 determination,	 however	 it	 does	 not	 always	 produce	models	with	 high	 accuracy.	 In	












to	 a	 random	 cluster	 selection	model.	 Then,	 to	 improve	 the	 accuracy	 of	 template	 selection,	 I	
trained	a	machine	learning	classifier,	for	each	CDR	and	length	group,	with	sequences	as	features,	
and	 found	 that	 the	 classifier	 successfully	 improved	 the	 retrieval	of	 canonical	 structures.	This	
improvement	 is	 not	 achievable	 by	 the	 residue	 position	 rules	 alone.	 Finally,	 I	 propose	
incorporating	 canonical	 class	prediction	via	machine	 learning	 to	 improve	canonical	 structure	
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Chapter I: Introduction 
I. Antibody	CDRs	
The	 adaptive	 immune	 system	 present	 in	 all	jawed	 vertebrates1	 can	 respond	 to	 a	 myriad	 of	
pathogens.	Adaptability	stems	from	the	maturing	process	of	immunoglobulin	producing	lymphocytes	
(B	 cells)	 in	 which	 the	 immunoglobulin	 encoding	 genes	 undergo	 V(D)J	 recombination	 and	 somatic	
hyper-mutation	(SHM)	to	produce	an	enormous	variety	of	unique	antibody	sequences	(~10^13)2.	This	
process	generates	 immunoglobulins,	 or	 antibodies,	 comprised	of	 two	paired	 light	 and	heavy	 chains,	
where	the	light	chain	has	one	variable	and	one	constant	domain	and	the	heavy	chain	has	one	variable	
and	three	constant	domains	(in	the	IgG	 isotype)	shown	in	Figure	1-1.	Each	 immunoglobulin	domain	





Antibodies	 have	 emerged	 as	 important	 therapeutic	molecules4	 and	 research	 tools5,6	 because	
their	ability	to	bind	any	one	of	a	diverse	set	of	molecules.	Their	biomedical	importance	and	utility	has	
led	to	the	arduous	study	of	their	structure	and	function7	8,	and	to	antibody	design	projects4	to	develop	
antibodies	 capable	 of	 binding	 various	 new	 pathogens	 or	 cell	 markers,	 or	 with	 improved	 affinity.	
However,	 both	 antibody	 structure	 determination	 and	 design	 are	 not	 always	 easily	 carried	 out	





	Computational	 modeling	 and	 design	 of	 antibodies	 can	 overcome	 the	 time	 and	 cost	 barrier	
present	in	experiments	and	provide	value	information10,11.	For	example,	high-throughput	modeling	of	
antibody	 structures	 has	 been	 shown	 to	 add	 prognostic	 value	 of	 sequence	 data	 alone	 in	 chronic	
lymphocytic	 leukemia12.	 Beyond	 modeling,	 docking	 studies	 of	 antibodies	 complexed	 with	 various	










but	 most	 utilize	 homology	 modeling	 to	 choose	 a	 template	 structure	 followed	 by	 grafting	 onto	 the	
modeled	antibody	 framework	and	 “de	novo”	modeling	 for	 refining	 the	 grafted	CDRs.	The	homology	
modeling	step	seeks	a	structure	template,	based	on	the	query	CDR	sequence,	most	likely	to	resemble	
the	 query’s	 native	 structure.	 The	 antibody	 modeling	 tool	 SAbPred10	 utilizes	 FREAD15	 to	 find	 CDR	





















pairwise	 comparison	 of	 backbone	 torsion	 angles	 to	 generate	 structural	 clusters.	 By	 defining	 the	
canonical	 structure,	 or	 cluster	 exemplar,	 as	 the	 structural	median	of	 all	 cluster	members,	 this	work	








Figure 1-2. CDR loops of a typical antibody variable fragment(Fv).  
	
III. Utilization	of	canonical	clusters	in	current	CDR	loop	modeling		
Currently	antibody	modeling	methods	vary	 in	how,	or	 if	 at	 all,	 to	 incorporate	CDR	canonical	















clusters	 in	 loop	 H1-6	 and	 H1-9(labeled	 for	 a	 different	 CDR	 definition	 scheme)	 than	 the	 number	
identified	by	North	study.	Kotai	Antibody	Builder	took	one	step	further	in	this	issue17	by	devising	a	two-
voter	method	to	incorporate	all	canonical	structures	candidates	in	cluster	identification	other	than	just	
which	 sequence	 rules	 can	 identify.	 	 The	method	 select	 structural	 clusters	 passing	 position	 specific	
substitution	matrix	(PSSM)	thresholds		and	also	identified	from	specific	structural	cluster	by	curated	























when	 compared	 to	 the	 actual	 structures.	 The	 smaller	 percentage	 of	 sub-angstrom	 accuracy	models	





As	 stated	 above,	 the	 benchmarking	 studies	 for	 different	 modeling	 methods	 are	 done	 using	
different	 sets	 of	 antibodies,	 so	 evidence	 suggesting	 the	 superiority	 of	 one	 method	 over	 another	 is	
confounded	by	the	disparity	of	test	set	size	and	template	library	size	between	the	studies.	Most	of	the	
performed	 studies	 are	 also	 limited	 in	 the	 dataset	 size	 for	 evaluating	 the	 qualities	 of	 selected	 CDRs	
structural	templates.	The	evaluation	on	just	a	small	or	incomplete	data	sets	can	also	overlook	some	CDR	























studies	 identified	 the	 Proline	 cis-trans	 isomerization	 occurred	 in	 folded	 proteins	 not	 only	 in	 non-
antibody	protein	mentioned	above	but	also	 in	 the	antibody	 loops.	An	early	study	suggested	that	 the	





results	 from	 isomerization	of	 cis	 conformational	CDRs	due	 to	 the	consecutive	Proline	 loop	strain	or	
higher	loop	flexibility	required	by	antibody	antigen	bindings.	The	small	dihedral	distances	of	cluster	
exemplars	from	the	two	clusters	can	also	such	conclusion.		
On	the	supporting	side,	cis	or	 trans	conformation	of	Proline	 is	not	a	 trivial	structure	variant.	
There’s	an	energy	barrier	of	14-24	kcal/mol30	of	transforming	between	the	two	protein	in	disordered	
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query	 clusters.	 The	 majority	 of	 these	 errors	 are	 concentrated	 in	 a	 few	 error	 types	 identified	 as	
misclassifying	 cluster	 X	 to	 cluster	 Y,	 or	 clusterX-clusterY	 misclassification	 type.	 The	 prevalence	 of	
certain	misclassification	types	can	come	from	two	sources,	one	is	the	large	member	size	in	at	least	one	
cluster	involved	in	the	cluster	pair,	the	other	is	the	bias	toward	certain	misclassification	than	others	in	
the	 method.	 In	 this	 thesis,	 the	 top	 similarity	 template	 for	 each	 query	 is	 used	 for	 evaluating	 the	
effectiveness	of	blindBLAST	in	recovering	canonical	CDR	structure	of	the	query.			










A	machine	 learning	 classifier	 can	 be	 optimized	 by	 its	 training	method,	 cost	 function,	 and	 sampling	
method.	 Various	 machine	 learning	 methods	 have	 been	 used	 in	 these	 studies.	 A	 recent	 study	










































Chapter II: Methods  
I. Dataset	
A	 set	 of	 non-redundant	 canonical	 CDR	 loops	 was	 obtained	 from	 the	 PyIgClassify.	 In	 the	
PyIgClassify	set,	the	CDR	loops	are	partitioned	by	CDR	loop	(L1,	L2,	L3,	H1,	H2,	and	H3)	and	length,	each	

















given	residue	(k)	and	it’s	neighbors	(k±1):	C , N , C , , C 	and		N , C , , C , , N ,	respectively.	 	The	
pairwise	 loop	dihedral	angle	distance	is	denoted	as	D(i, j)	for	 	 loop	pair	 i	and	j	and	calculated	by	the	
following	equation:		












































D(i, j) = (2 	1 − cos � , − � , + 2 	1 − cos � , − � , 	)				
		
(	2	)	34	















The	 cluster	 exemplar,	which	 is	 the	median	 structure	 to	 all	 of	 the	 cluster	members,	has	been	




Within	 each	 cluster,	 the	dihedral	 angle	mean	and	 standard	deviation	 are	 calculated	 for	 each	
residue.	 The	mean	 dihedral	 angle	 is	 found	 as	 an	 angle	 value	 that	 can	minimize	 the	 dihedral	 angle	
variance	 from	 all	members	 at	 the	 angle	 position.	 The	 standard	 deviation	 is	 the	 square	 root	 of	 this	
variance.	The	means	and	variances	are	used	 for	demonstrating	 the	pattern	of	 structural	divergence	
	 22	





assuming	 the	 prediction	 method	 has	 no	 true	 discriminative	 power.	 	 In	 the	 null	 model,	 cluster	
membership	 is	 randomly	assigned	 to	every	CDR	 in	PyIgclassify	dataset	according	 to	 the	real	cluster	
member	size	distribution	in	the	dataset.	Such	sampling	is	performed	1000	times.	In	each	sampling,	an	



























� = min	 �
error
, 1 −	�  
� ≤ 0.025, � 	is	rejected 
� > 0.025, � 	is	not	rejected, 
(	4	)	
	





























I	propose	“guidedBLAST”,	a	method	 that	 introduces	a	machine-learning	model	 to	predict	 the	
cluster	 membership	 before	 using	 BLAST	 to	 search	 for	 a	 template	 within	 the	 predicted	 cluster.	 A	
preliminary	search	for	the	machine	learning	approach	with	high	accuracy	and	low	model	complexity	



































				� = 	1 − � + � + ⋯+ � 		���	�����	1 … �					
(	4	)	
	
				�� = 	(� ∗ � base	node − 	� ∗ � left	node − 	�






between	 the	 predicted	 template	 versus	 actual	 query	 CDR	 structures	 using	 different	 loop	modeling	
































Chapter III: Results: 
I. Misclassification	grouping	identifies	the	problematic	cluster	pairs	prone	to	be	
misclassified.	












there	 may	 be	 some	 residues	 pair	 that	 gives	 a	 large	 favor	 to	 the	 similarity	 scores	 of	 these	 wrong	
alignments.	I	examined	the	identities	of	these	amino	acid	pairs.		




the	 largest	 favor	 to	 the	 wrong	 alignment	 compared	 to	 the	 correct	 alignment	 are	 extracted.	
Misclassifications	from	L2-8-1	to	L2-8-5	are	caused	by	EE	alignment	favored	over	ED	at	the	7th	position	
of	the	loop(five	out	of	eight	cases),	and	the	remaining	three	cases	are	caused	by	TT	alignment	being	
favored	over	TS,	TN,	or	TF	at	variable	positions.	For	all	misclassifications	cases	 in	 this	category,	 the	
amino	acid	substitution	pairs	are	shown	in	Table	3-2.	In	these	error		cases,	PAM30	gives	a	large	favor	
to	wrong	alignment	substitution	GG	compared	to	GD/E/A/	for	H1-13,	similarly,	to	EE	compared	to	ED	
or	 TT	 compared	 to	 TS/N/F	 in	H2-8,	 and	 II	 compared	 to	 IS/T/R,	 or	WW	 compared	 to	WA/S,	 or	 YY	
compared	to	YS/N	in	H2-10.		
b). Similar	to	random	assignment,	but	with	greater	than	3	error	count	





























error mean	simu query template
count error	count 	cluster 	cluster
13 5 2.1 H2-10-2 H2-10-none 1
11 2.8 1.7 L2-8-1 L2-8-5 1
7 2.5 1.3 H2-10-4 H2-10-2 1
6 0.6 0.8 L1-11-3 L1-11-none 1
5 0.9 0.9 H1-13-5 H1-13-3 1
5 1.7 1.2 L3-10-none L3-10-cis7,8-1 0.997
4 1 1 H1-13-3 H1-13-2 0.999
4 0.9 0.9 H1-13-2 H1-13-3 0.999
4 0.8 0.9 H2-10-none H2-10-6 0.997
3 0.7 0.8 H1-13-2 H1-13-4 0.995
3 0.3 0.6 H1-13-5 H1-13-7 0.998
3 0.6 0.8 L1-11-none L1-11-3 1















q-wt q-rt pos q-cluster wt-cluster q-wt q-rt pos q-cluster wt-cluster
DA DY 11 H1-13-3 H1-13-2 LN LK 8 H2-10-2 H2-10-none
DD	
DD DP 11 H1-13-3 H1-13-2 MM MQ 1 L3-10-none L3-10-cis7,8-1
DD DG 5 H1-13-2 H1-13-3
DD DK 10 H2-10-none H2-10-6 NN NS 3 H2-10-2 H2-10-none
NN NT 5 L2-8-1 L2-8-5
DE DA 7 L2-8-1 L2-8-5 NN NT 5 L3-10-none L3-10-cis7,8-1
DN	
DN DY 10 H1-13-5 H1-13-3 RK RY 10 H2-10-2 H2-10-none
EE ED 7 L2-8-1 L2-8-5 RR RG 5 H1-13-5 H1-13-3
EE ED 7 L2-8-1 L2-8-5 RR RY 5 H1-13-2 H1-13-3
EE ED 7 L2-8-1 L2-8-5
EE ED 7 L2-8-1 L2-8-5 SS SK 7 H2-10-2 H2-10-none
SS SL 2 L2-8-1 L2-8-5
FF FQ 1 H2-10-4 H2-10-2 SS SR 7 L1-11-3 L1-11-none
SS SN 5 H1-13-5 H1-13-3
FL FV 1 H2-10-2 H2-10-none SS SV 8 H1-13-2 H1-13-3
GG GR 6 L1-11-3 L1-11-none TT TS 8 L2-8-1 L2-8-5
GG GD 13 H1-13-5 H1-13-3 TT TN 3 L2-8-1 L2-8-5
GG GE 4 H1-13-3 H1-13-2 TT TF 1 L2-8-1 L2-8-5
GG GA 11 H1-13-2 H1-13-3 TT TI 9 H2-10-4 H2-10-2
GG GA 6 H2-10-none H2-10-6 TT TA 2 H1-13-3 H1-13-2
GG GP 4 H2-10-none H2-10-6
VV VS 11 H1-13-5 H1-13-3
II IS 2 H2-10-2 H2-10-none
II IT 9 H2-10-4 H2-10-2 WW WA 4 H2-10-2 H2-10-none
II IR 9 H2-10-4 H2-10-2 WW WS 4 H2-10-2 H2-10-none
II IW 1 H2-10-none H2-10-6 WW WS 4 H2-10-2 H2-10-none
WW WL 6 L3-10-none L3-10-cis7,8-1
KK KF 10 H2-10-2 H2-10-none
KK KR 8 L1-11-3 L1-11-none YY YS 8 H2-10-4 H2-10-2
KK KR 8 L1-11-3 L1-11-none YY YS 10 H2-10-4 H2-10-2
KK KR 8 L1-11-3 L1-11-none YY YN 10 H2-10-4 H2-10-2
LL LV 1 H2-10-2 H2-10-none
LL LV 1 H2-10-2 H2-10-none
LL LW 6 L3-10-none L3-10-cis7,8-1




























error mean	simu 	query	 query template error
	count 	error	count 	cluster	size 	cluster 	cluster 	percentage
27 27.7 2.2 34 L3-9-2 L3-9-cis7-1 insignificant 0.79
25 44.9 4.3 75 L1-11-2 L1-11-1 smaller 0.33
21 22.5 1.5 25 L2-8-2 L2-8-1 insignificant 0.84
17 12.6 2.3 22 H2-10-3 H2-10-1 larger 0.77
15 25.5 2.3 32 H1-13-3 H1-13-1 smaller 0.47
14 18.2 1.9 23 H1-13-4 H1-13-1 insignificant 0.61
14 17.4 2.7 30 H2-10-6 H2-10-1 insignificant 0.47
10 9.0 0.9 10 L2-8-4 L2-8-1 larger 1.00
9 17.4 1.9 22 H1-13-2 H1-13-1 smaller 0.41
7 2.5 1.3 9 H2-10-4 H2-10-2 larger 0.78
6 6.5 1.1 8 L3-9-cis7-3 L3-9-cis7-1 insignificant 0.75
6 10.5 2.0 17 L3-8-2 L3-8-1 smaller 0.35




Column1 Column2 Column3 Column4 Column5 Column6
201 error mean	simu query template
46 count error	count 	cluster 	cluster
212
75 27 27.7 2.2 L3-9-2 L3-9-cis7-1 0.438
19 26 17.6 4.1 H2-10-1 H2-10-6 0.971
6 21 22.5 1.5 L2-8-2 L2-8-1 0.242
61 19 22.8 4.7 L2-8-1 L2-8-2 0.26
47 18 12.9 3.5 H2-10-1 H2-10-3 0.934
66 14 18.2 1.9 H1-13-4 H1-13-1 0.029
282 14 17.4 2.7 H2-10-6 H2-10-1 0.147
136 13 8.4 2.7 H2-10-2 H2-10-6 0.968
92 11 18.5 4.2 H1-13-1 H1-13-4 0.054
241 9 8.9 2.9 L3-9-cis7-1 L3-9-cis7-2 0.601
312 9 8.1 2.6 L3-10-1 L3-10-none 0.733
131 6 11.3 3.2 H1-13-1 H1-13-6 0.066
15 6 6.5 1.1 L3-9-cis7-3 L3-9-cis7-1 0.457
157 6 5.4 2.3 L1-16-1 L1-16-none 0.714
161 5 7.3 2.7 H1-13-1 H1-13-9 0.268
18 5 8.2 2.5 H2-10-6 H2-10-2 0.137
72 4 9.7 3.1 H1-13-1 H1-13-none 0.039
320 4 2.3 1.3 H2-10-7 H2-10-2 0.949
4 5.1 1.9 H2-10-none H2-10-2 0.406
4 2.7 1.6 L3-9-1 L3-9-2 0.851
4 1.9 1.3 L1-10-1 L1-10-2 0.963
25 44.9 4.3 L1-11-2 L1-11-1 0
15 25.5 2.3 H1-13-3 H1-13-1 0
14 25.7 5 H1-13-1 H1-13-3 0.011
13 44.4 5.7 L1-11-1 L1-11-2 0
12 102.2 6.6 H2-10-2 H2-10-1 0
12 27.6 5 L3-9-cis7-1 L3-9-2 0
9 17.4 1.9 H1-13-2 H1-13-1 0
8 103.4 8.4 H2-10-1 H2-10-2 0
6 10.5 2 L3-8-2 L3-8-1 0.021
5 8.9 1.3 L3-9-cis7-2 L3-9-cis7-1 0.01
4 7.2 1.2 H1-13-9 H1-13-1 0.016
4 9.5 1.4 H1-13-none H1-13-1 0.001
4 17.7 4.1 H1-13-1 H1-13-2 0
4 10.7 2.8 L3-8-1 L3-8-2 0.009






Table 3-4.  Misclassification types by blindBLAST performance group: 
Each	misclassification	is	defined	with	two	ordered	structure	clusters	with	its	corresponding	error	count	
being	the	number	of	CDRs	belonging	to	the	first	cluster	misclassified	to	the	second	cluster.	
error mean	simu query template
count error	count 	cluster 	cluster
2 33.5 2.4 L3-9-1 L3-9-cis7-1 0
0 33.1 5.5 L3-9-cis7-1 L3-9-1 0
1 22.0 2.9 L1-11-3 L1-11-1 0
1 21.7 4.4 L1-11-1 L1-11-3 0
3 15.5 3.9 H1-13-1 H1-13-5 0
2 15.0 1.8 H1-13-5 H1-13-1 0
3 11.2 1.5 H1-13-6 H1-13-1 0
0 10.7 2.8 L1-13-1 L1-13-2 0
0 10.7 1.8 L1-13-2 L1-13-1 0
3 10.5 3.2 H2-10-1 H2-10-none 0.008
2 10.3 1.5 H1-13-7 H1-13-1 0
3 10.3 2.1 H2-10-none H2-10-1 0
3 10.3 3.2 H1-13-1 H1-13-7 0.009
0 9.9 3.1 L1-11-2 L1-11-3 0
0 9.8 2.6 L1-11-3 L1-11-2 0
1 9.3 3.1 L2-8-1 L2-8-4 0.001
2 8.9 2.4 L1-14-2 L1-14-1 0.003
1 8.5 1.7 L1-14-1 L1-14-2 0
3 7.9 2.4 L1-12-1 L1-12-2 0.024
3 7.9 1.7 L3-10-none L3-10-1 0.003
1 6.6 2.6 L3-9-cis7-1 L3-9-cis7-3 0.007
1 6.2 2.3 H1-14-1 H1-14-none 0.01
0 6.1 2.1 H2-10-3 H2-10-2 0.001
0 6.0 2.4 H2-10-2 H2-10-3 0.005
1 5.6 2.2 L3-10-1 L3-10-cis7,8-1 0.018
0 5.6 1.4 L3-10-cis7,8-1 L3-10-1 0
2 5.4 0.8 L2-8-3 L2-8-1 0.002
0 5.2 1.5 H2-10-4 H2-10-1 0
0 5.0 2.1 L3-11-1 L3-11-cis7-1 0.006
0 4.5 0.7 L3-11-cis7-1 L3-11-1 0
0 3.8 1.2 L3-10-cis8-1 L3-10-1 0.006
0 2.4 1.0 L1-12-3 L1-12-1 0.024















one	exception	 is	 found	as	H1-13-7	and	H1-13-1.	 It	has	 relatively	 small	between-exemplars	dihedral	
distance	but	is	one	of	the	greatly	improved	ones	in	the	loop	H1-13.		
b). Similarity	score	cause	misclassification	problem	
The	 similarity	 score	 is	 previously	 defined	 in	 equation	 (1),	 and	 determines	 which	 template	
candidate	is	chosen	for	a	query.	Four	clusters	are	picked	out	to	examine	the	difference	between	the	best	
similarity	score	within	the	cluster	the	best	similarity	score	outside	of	the	cluster.	These	Clusters	H1-13-
1,	 H2-10-1,	 L2-8-1,	 L3-9-2	 have	 bad	 recovery,	 especially	 L3-9-2	 has	 bad	 recovery	 of	 .	 The	 	 The	
misclassification	L3-9-2-L3-9-cis7-1	is	the	worst	one	as	almost	all	the	L3-9-2	cases	are	predicted	as	L3-








Besides	 the	 fact	 that	 the	 error	 cases	 are	 directly	 caused	 by	 the	 favorable	 similarity	 score	 of	















































































































Figure 3-4. Per loop type blindBLAST cluster identification accuracy in 3-repeats-10-fold 
cross-validation: 
Each box is ploted based on 3 accuracy values each from the result of a 10-fold cross validation. The x 
axis denotes the loop length. These values each combine with the upper panel to indicate one specific 
loop type.  
H1 H2 L1 L2 L3


















for	 a	 loop	 and	 length	 type,	 the	model	 prediction	 accuracy	 is	 plateaued	or	 become	worse	 even	with	
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Gradient Boost Machine model complexity tuning
interaction.depth n.trees shrinkage n.minobsinnode logLoss Accuracy
H1_13 9 1200 0.01 3 0.873 0.800
H2_10 9 1500 0.01 5 1.372 0.810
H2_9 6 3000 0.01 5 1.718 0.939
L1_11 6 3000 0.01 5 1.404 0.853
L1_12 6 300 0.01 5 0.424 0.861
L1_13 3 100 0.01 5 0.272 0.965
L1_14 3 300 0.01 5 0.475 0.888
L1_15 9 2000 0.001 2 0.131 0.905
L1_16 6 3000 0.01 5 -0.438 0.947
L2_8 6 2500 0.01 5 1.315 0.856
L3_10 9 2000 0.001 5 0.645 0.820
L3_11 9 3000 0.01 5 0.528 0.976
L3_8 9 3000 0.01 5 4.241 0.779
L3_9 6 1500 0.01 5 0.701 0.887
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blindBLAST	compared	 to	 the	 trained	GBM	model	performance	 in	 these	misclassifications	 is	 studied.	
Figure	3-7	shows	that	the	GBM	rescued	most	of	Proline	cis-trans	conformation	associated	blindBLAST	
mis-classifications	in	L3-10	and	H1-13.	But	GBM	is	limited	in	its	power	in	distinguishing	L3-9-cis7-1	


























The	 blindBLAST	 error	 cases	 in	 misclassification	 “1-6”	 have	 the	 H2-10-1	 query	 sequences	 with	 7th	
Glycine,	but	Glycine	is	also	the	dominate	7th	residue	of	H2-10-6.	No	other	residues	exist	as	the	dominant	
residue	identity	in	one	cluster	but	not	the	other	(Figure	3-11).	The	other	improved	misclassifications	
























































































































































































































































Figure 3-8. Error count of averaged 10-fold CV of blindBLAST and GBM by CDR loop:  
The misclassification counts for each left-out fold of the 10-folds-CV are collected as the selected 
template does not belong to the correct cluster or predicted cluster does not agree with the correct 
cluster. Then the results for all 3 repeats are averaged. The misclassification counts for blindBLAST 
and GBM are plotted for comparison, sorted on the x-axis by the order of improved classification 
counts from using GBM instead of blindBLAST. Besides the improved loops, GBM model make two 


















































































GBM vs blindBLAST classification error counts
	 51	
 





























































































































































































































































































































































































































































































































































































































































































































































































































Figure 3-12. Variable importance plots for the model with the best tuned parameters set of 











FREAD	paper	 showing	 it	does	not	 surpass	Rosetta	Antibody	 in	 its	modeling	 result	 in	L1-L3,	H1-H2.		
Therefore	blindBLAST	still	can	serve	as	a	good	homology	modeling	template	searching	strategy	despite	




















































clusters	 (H2-10-3,	 H1-13-4,	 L2-8-2)	 in	 these	 cluster	 pairs	 are	 very	 imbalanced	with	 respect	 to	 the	






once	 the	majority	 cluster	 is	 relatively	 populated	 (H1-13,	 H2-10,	 L2-8,	 L3-9).	 Therefore,	 it	 could	 be	
suggested	that	as	more	antibody	structures	are	resolved	to	enrich	some	of	the	minority	clusters,	the	
misclassifications	associated	with	those	clusters	can	also	be	greatly	improved	as	the	cases	of	H2-10-1	











generated	 that	 lie	 in	 the	 cluster	 radius	 constraint,	 and	 Rosetta	 design	 can	 be	 used	 to	 generate	 the	










Chapter V: Supplementary: 
The	mean	dihedral	angle	is	calculated	for	each	dihedral	site	in	each	structural	cluster.	The	mean	
is	obtained	by	finding	the	value	that	minimize	the	variance	of	all	the	dihedral	angles	at	a	position	with	
this	 value	 being	 its	 mean.	 The	 standard	 deviation	 is	 calculated	 from	 the	 minimized	 variance.	 The	
equation	is:		
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Figure 5-1. Mean dihedral angle on each position of all members in the cluster along the cdr 
loops: 
 Clusters exhibit varying degrees of uniformity for the mean dihedral angle for each site. For some 
sites, the mean dihedral angles are close to each other, while for other sites, one of more clusters differ 
from each others by more than 20 degrees The plots suggest that the two ends of loops have less 
variable mean dihedral angles between different clusters than the middle positions of loops.  
 
L2_8 L3_10 L3_11 L3_8 L3_9
L1_14 L1_15 L1_16 L1_17 L2_12
H2_9 L1_10 L1_11 L1_12 L1_13











































































































Mean dihedral angles along the loop for each cluster 
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Figure 5-2. the standard deviation of dihedral angle at each position along the loop of all 
members in the cluster : 
 Most of the positions have standard deviation below 40 degrees except for the none clusters as they 
are the fail-to-classified ones. The dihedral angles in the loop center generally have greater sd than the 
positions near the stem.  
Co Column2
H1_13 1_phi 2_psi 3_phi 3_psi 4_phi 4_psi 5_phi 5_psi 6_psi 7_phi 7_psi 8_phi 8_psi 9_phi 9_psi 10_phi 10_psi 11_phi 12_phi 12_psi 13_phi 13_psi
H1_14 4_phi 5_phi 5_psi 6_psi 7_psi 8_psi 9_phi 9_psi 10_phi 10_psi 11_phi 11_psi
H1_15 5_psi 6_phi 6_psi 7_phi 7_psi 8_phi 8_psi 9_phi 9_psi 10_phi 10_psi 11_phi 11_psi 13_phi 13_psi
H2_10 3_phi 3_psi 4_psi 5_phi 5_psi 6_phi 6_psi 7_phi 7_psi 8_phi 8_psi 9_phi 9_psi 10_psi
H2_12 5_psi 6_phi 6_psi 7_psi 8_phi 8_psi 9_phi 10_phi 10_psi
H2_9 3_phi 3_psi 4_psi 5_phi 5_psi 6_phi 6_psi 7_psi 8_phi
L1_10 2_phi 3_phi 3_psi 4_phi 5_psi 6_phi 6_psi 7_phi 7_psi 8_phi
L1_11 2_phi 2_psi 3_psi 4_phi 4_psi 5_phi 5_psi 6_phi 6_psi 7_phi 7_psi 8_phi 8_psi 9_psi 10_phi
L1_12 2_phi 3_psi 4_phi 4_psi 5_psi 6_phi 6_psi 7_phi 7_psi 8_phi 8_psi 9_phi 9_psi 10_phi 10_psi 11_psi 12_phi 12_psi
L1_13 2_phi 2_psi 3_phi 3_psi 4_phi 4_psi 5_phi 5_psi 6_phi 6_psi 7_psi 8_phi 8_psi 9_phi 9_psi 10_psi 11_phi 11_psi 12_phi
L1_14 1_psi 2_phi 2_psi 3_phi 3_psi 4_phi 4_psi 5_phi 5_psi 6_phi 6_psi 7_psi 8_phi 8_psi 9_phi 9_psi 10_phi 10_psi 11_psi 12_phi 12_psi 13_phi
L1_15 3_psi 4_phi 8_phi 8_psi 9_phi 9_psi 10_phi 11_psi 12_phi 13_phi
L1_16 7_phi 8_phi 8_psi 9_phi 9_psi 10_phi 11_phi 11_psi 12_psi
L1_17 9_psi 10_phi 10_psi 11_phi 11_psi 12_phi 12_psi 13_phi 14_phi 14_psi 15_phi 15_psi 16_phi
L2_12 1_phi 3_psi 4_phi 4_psi 5_phi 5_psi 6_phi 7_phi 7_psi 9_phi
L2_8 1_phi 1_psi 2_phi 2_psi 3_phi 3_psi 4_phi 4_psi 6_phi 7_psi 8_psi
L3_10 2_phi 3_phi 3_psi 4_phi 4_psi 5_phi 5_psi 6_phi 6_psi 7_phi 7_psi 8_phi 9_phi
L3_11 2_phi 4_psi 5_psi 6_phi 6_psi 7_phi 7_psi 8_phi 9_phi 9_psi 10_phi
L3_8 2_psi 3_phi 4_phi 4_psi 5_phi 5_psi 6_phi 6_psi 7_phi 7_psi 8_phi
L3_9 2_phi 2_psi 3_phi 3_psi 4_phi 4_psi 5_phi 5_psi 6_phi 6_psi 7_phi 7_psi 8_phi 8_psi 9_phi 9_psi
L2_8 L3_10 L3_11 L3_8 L3_9
L1_14 L1_15 L1_16 L1_17 L2_12
H2_9 L1_10 L1_11 L1_12 L1_13





























































































































































































































































































































Cluster recovery error counts in H1−13 using two methods
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The effect size of wrong classifications
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disrupted	helicity	of	the	spliced	repeats.	
• Helped	with	assessing	neural	NO	Synthase	(nNOS)	binding	moiety	in	some	variants	
among	a	total	of	constructed	35	variants	in	the	STR1617	region,	with	each	
corresponding	to	a	bin	of	neighboring	charged	residues	substituted	by	alanine.	Studied	
how	the	charges	in	each	bin	affected	the	binding	activity	individually	or	in	combination	
using	a	bio-layer	interferometer.	
