Introduction 34
Video-based methods to observe and measure animals and their behavior have diverse 35 applications in fish research (Shortis et al. 2009 ), and they are especially useful for species 36 sensitive to handling or difficult to capture (Ellender et al. 2012 ). The use of calibrated multi-37 camera systems for measurement, a process known as videogrammetry, enables, in environments 38 with sufficient water clarity, precise determination of three-dimensional (3-D) positions, lengths, 39 velocities, and more complex quantities that provide insights into locomotion ( Videogrammetry can provide more precision and less bias than direct visual estimation, even by 44 skilled observers (Harvey et al. 2001 ). Video also offers qualitative advantages over direct 45 observation for analyzing behavior: (1) ambiguous behaviors, such as territorial conflicts in 46 which the winner is unclear, can be viewed repeatedly and by multiple observers to assure 47 consistent interpretations; (2) recordings can be re-analyzed from a new perspective as new 48 questions arise; (3) observers can measure the simultaneous actions of many interacting subjects 49 (e.g., shoaling fish) instead of a single focal animal; and (4) fleeting events (e.g., prey capture 50 (Whitehead 2014) , and its proprietary source code and mathematical methods are not fully 78 transparent. 79
We developed an open-source Mac application called VidSync that provides a broadly 80 applicable videogrammetry method integrated into modern video playback software in a freely 81 available and transparent package. Its mathematical methods are compatible with a broad range 82 of aquatic, terrestrial, or laboratory applications such as measuring through aquarium walls, 83 filming with any number of cameras (event logging and 2-D measurement with one camera, or 3-84 D with two or more cameras), and use of cameras at right angles (e.g., top view and side view) in 85 addition to the more typical side-by-side "stereo" camera configuration. Within the VidSync 86 program, users can synchronize, calibrate, and navigate videos with detailed playback controls 87 (e.g., frame stepping, slow motion, instant replay), record measurements into an organized 88 hierarchy of objects (e.g., fish) and events (e.g., foraging maneuvers, length measurements), and 89 use visual feedback (measurements overlaid on the video, and a magnified preview of the 90 measured region) to guide precise input and visualize, retrieve, or modify existing data. The 91
VidSync website (www.vidsync.org) contains a more comprehensive description of program 92 features, a user manual, calibration hardware designs, and a field protocol. 93
VidSync has provided 2-D and 3-D measurements in a variety of fish research settings. It 94 was developed to meet the needs of an in situ study of the drift-feeding behavior (Neuswanger et 95 al. 2014 ), territoriality (Neuswanger 2014) , and growth rates (Perry 2012) of juvenile Chinook 96 Salmon (Oncorhynchus tshawytscha) in the Chena River, Alaska. Vivancos (2015) similarly 97 measured the 3-D space-use behaviors of juvenile Roundhead Galaxiids (Galaxias anomalus) 98 and Brown Trout (Salmo trutta) in New Zealand. Tullos and Walter (2015) investigated the 99 response of juvenile Coho Salmon (Oncorhynchus kisutch) to hydraulic variability in an outdoor 100 6 experimental stream channel. Schoen (2015) used the 2-D capabilities of VidSync with four 101 cameras positioned above quadrants of a large circular tank to measure the reaction distances of 102 yearling Chinook Salmon to herring prey. On a larger scale, Whitehead (2014) used VidSync to 103 quantify the avoidance of divers by Whale Sharks (Rhincodon typus) in the Seychelles. Although 104 these applications indicate the system's potential, the mathematics underlying these 105 measurements have not yet been fully described nor their performance formally tested. 106
In this paper, we (1) describe the novel synthesis of mathematical methods used for 107 videogrammetry in VidSync; (2) test the system's accuracy and precision in an artificial setting; 108 and (3) test the system's speed and utility on a fish research question requiring extensive fine-109 scale spatial data. Specifically, we examined the hypotheses that, within aggregations of drift-110 feeding juvenile Chinook Salmon, (a) each fish maintains a distance around itself wherein its 111 nearest neighbor is less likely to be found than would be expected by chance; and (b) this region 112 is elongated along the upstream-downstream axis, as would be expected if fish respond to 113 shadow competition (Elliott 2002) by avoiding feeding directly downstream of competitors that 114 deplete the drifting prey supply. 115
Mathematics of 3-D measurement 116
The VidSync software incorporates a novel combination of mathematical techniques 117 based on the principle that one can triangulate a 3-D position from two or more known lines of 118 sight. This section, summarized by Fig. 1 , describes the steps required to correct footage for 119 optical distortion, project clicks on the screen into 3-D lines of sight, and find the approximate 120 intersection of those lines. VidSync users are not required to understand its background 121 8 Distortion parameters for each camera are estimated from footage of a chessboard 139 pattern, from which VidSync automatically extracts the distorted images of several straight lines, 140 called plumblines. To obtain the distortion parameters that best straighten the plumblines in the 141 corrected image, VidSync uses the downhill simplex method (Nelder and Mead 1965) to 142 minimize a cost function defined as the sum, over all straightened plumblines, of the squared 143 residuals from an orthogonal regression through each plumbline. 144
Distortion corrections are applied to each measurement in the background, without 145
altering the image on screen. Therefore, when overlaying some results of 3-D calculations on the 146 screen, it is necessary to re-distort their coordinates to overlay the distorted image, using the 147 inverse of the distortion model. No closed-form inverse is known for the Brown-Conrady 148 distortion model (Mallon and Whelan 2004) , so it is instead found numerically using Newton's 149 Method as implemented in the "gnewton" solver of the GNU Scientific Library 150 (www.gnu.org/software/gsl/). 151
From 2-D screen coordinates to 3-D lines of sight

152
The first step of the 3-D calibration process is to establish the mapping between each 153 screen's pixel coordinate system and the pair of known planes in a 3-D coordinate system shared 154 among all cameras. This requires filming a "calibration frame," which consists of known points 155 called nodes arranged in grids in two parallel planes. Different cameras may view different nodes 156 in each plane, or even different planes perpendicular to those from other cameras (i.e., a "top 157 view" camera may view different planes than a "side view" camera), provided the positions of all 158 nodes on all planes of the physical frame are known in the same 3-D coordinate system. The 159 position of the calibration frame during the calibration defines the 3-D coordinate system used 160 throughout the video. The orientation, origin, and scaling of those coordinates can be adjusted 161 arbitrarily; however, this explanation adopts the convention that the front and back frame faces 162 both lie in the x-z plane in 3-D, and the bottom left point on the front surface grid is the origin (0, 163 0, 0). The front and back calibration frame faces are located in the planes y=0 and y=d, where d 164 is the separation between the faces. 165
To perform a calibration, the user inputs the real-world (x, z) coordinates for the dots on 166 each face of the calibration frame and then clicks on each dot on the screen to establish 167 corresponding screen coordinates in pixels (u d , v d ). VidSync corrects these points for non-linear 168
distortion to obtain undistorted screen coordinates (u u , v u ). Having established correspondences 169 between (x, z) and (u u , v u ) coordinates for each node on one planar face of the calibration frame, 170
VidSync estimates a homography (or projective transformation), represented by a 3x3 matrix H, 171
that converts any undistorted screen coordinates (u u , v u ) into (x, z) coordinates in that planar face 172 ( Fig. 3 ). The homographies operate on homogeneous coordinates, meaning screen coordinates 173 are represented as (u u , v u , 1). Calibration frame plane coordinates (x, z) are recovered from the 174 product H.(u u , v u , 1) by factoring out a scalar w such that the third element of that product is 1: 175
H is estimated using the normalized Direct Linear Transformation (DLT) algorithm as 176 The CPA (x, y, z) of any number of lines is 202
From the CPA, a useful index of error is calculated, the mean distance from the CPA to 203 the lines from which it was calculated, which we term the point-line distance or PLD error: 204
An iterative method is used to refine measurements because linear triangulation methods 205 such as the CPA are not optimal estimates of 3-D intersections (Hartley and Zisserman 2004) . 206
Instead, assuming normally distributed errors, the maximum likelihood estimate of a 3-D 207 position is obtained by (1) constraining the lines of sight to perfectly intersect; (2) reprojecting 208 candidate 3-D points back onto the screen; and (3) iteratively minimizing the distance between 209 the input screen points and the reprojected screen points, which is termed the reprojection error. reported for 3-D measurements by VidSync is the root mean square of the reprojection errors in 223 each camera view: 224 
Methods used to test the system
Pool test of precision and accuracy 242
We tested our hardware system and VidSync with 1,010 measurements of objects of 243 known length in the University of Alaska Fairbanks swimming pool (Table 1) . We examined the 244 effects of various factors on precision and accuracy at the intended working distance of our 245 hardware (0.2 to 1.0 m) and at greater distances. To observe how the distance between the 246 cameras and calibration frame affects accuracy, we calculated all measurements using two 247 separate calibrations, one centered at a distance of 0.6 m from the cameras ("Calibration A") and 248 the other at 0.9 m ("Calibration B"). Calibration A was better centered within the intended 249 working distance of our hardware system, so we used it for all analyses shown here, except that a 250 row of results from Calibration B is included in Table 1 to show how accuracy at longer 251 distances can be improved by calibrating at longer distances. 252
We used sections of the distortion correction chessboard in four different lengths as 253 measurement targets to be held in front of our stationary camera system. The grid's precise 254 design and sharp corners provided unambiguous endpoints and dimensions. Measurements based 255 on Calibration A were grouped by their estimated distance d from the midpoint between the 256 cameras, resulting in four measurement distance categories: (1) closer to the cameras than the 257 front face of the frame, 0. We used Wolfram Mathematica® 10 to import VidSync's XML output, convert 286 measurements into stream-based coordinates, and calculate the position, relative to each fish, of 287 its nearest neighbor in the same frame, measured from snout to snout. Nearest-neighbor positions 288 and distances (NNDs) were combined across all frames from each video. 289
We compared observed fish positions against a null hypothesis that fish would be 290 distributed randomly throughout the visible volume occupied by the group. To simulate this 291 random distribution, we pooled the measured fish positions from all frames into a single data set 292 for each video, then fit this cloud of points with a 3-D smooth kernel distribution using a 293 rectangular kernel with a bandwidth of 3 cm. Graphical examination showed that drawing 294 random variates from this distribution produced a point cloud very similar in outer extent and 295 large-scale structure to the actual fish data, but with the fine-scale structure randomized. We then 296 created 100 random frames per observation frame, with the number of fish per random frame 297 selected by random sampling with replacement from the counts of fish in observation frames, 298 and the positions of fish within each random frame drawn from the smooth kernel distribution. 299
We calculated nearest-neighbor distances in these random frames by the same method we used 300 for observation frames. To plot the probability density of nearest-neighbor distances for 301 comparison between actual fish positions and the null hypothesis of random fine-scale positions, 302 we estimated smooth kernel distributions from each set of nearest neighbor distances using 303
Gaussian kernels with automatic bandwidth selection using the Silverman method. These can be 304 interpreted as smoothed histograms. Fig. 2b to the corrected grid in Fig. 2d . Parameter estimates and the calculated point 314 corrections were similar across several images of the chessboard at different distances, provided 315 the board was close enough to fill the screen. 316
To diagnose any uncorrected effects of radial distortion on length measurements, we 317 constructed plots of absolute error against the maximum distance of each measurement's 318 endpoints from the center of distortion in either camera. The absence of a clear increase in 319 absolute error for measurements near the edge or center of the screen suggests that the current 320 model adequately mitigates distortion (Fig. 5a) . 321 lengths, accuracy (absolute errors) and precision (variance) decreased as distance from the 327 cameras increased (Fig. 6) . At all distances, measurements of longer objects were less accurate 328 and precise than measurements of shorter objects, but most remained within 1 % of true target 329 lengths (Table 1) . When we recalculated all measurements using Calibration B, accuracy was 330 improved at long distances but reduced slightly in the region closest to the cameras (see the mean 331 abs % error in Table 1 ), indicating an advantage to calibrating at a distance close to the intended 332 working distance. We found no negative effect of measuring lengths at oblique angles of up to 333 50 degrees from the cameras (Fig. 5b) . 334
Accuracy and precision of length measurements
Length measurements of actual fish were less precise than measurements of our 335 chessboard, because they included more sources of uncertainty, including variation in the 336 straight-line distance between a fish's head and tail fork as its body flexes during swimming. In a 337 test of 10 repeated measurements of three juvenile Chinook Salmon 0.5 m from the cameras, we 338 measured fork lengths (mean ± sd) of 54.5 ± 1.6 mm (2.9 %), 57.3 ± 1.5 mm (2.6 %), and 54.8 ± 339 0.8 mm (1.5 %). These contrast with a standard deviation of only 0.23 mm (0.45 %) for an 340 artificial target of similar length, measured at similar distances, in our pool test (Table 1) frames can be manually digitized quickly, whereas foraging attempt outcomes are recorded more 362 slowly because of the time required to locate and interpret relevant observations. 363
Space-use patterns of juvenile Chinook Salmon 364
In all five videos, juvenile Chinook Salmon maintained greater distances from their 365 nearest neighbors than would be expected under the null hypothesis of random distribution 366 within the visible volume occupied by their group (Fig. 7) . The radius of the sphere within which 367 neighbors were less common than would be expected under the null hypothesis ranged from 4.6 368 to 14.7 cm, or 1.0 to 2.9 times the mean fork length of fish at their respective sites. 369
The nearest neighbor of a fish was located to its side more often than directly upstream or 370 downstream. This pattern is visible as an elongation of the inner contours of the probability 371 distributions in Fig. 8 along the upstream-downstream axis, and by the lobes of higher 372 probability density (darker shading) in lateral positions. 373
Discussion
374
VidSync provided 3-D measurements with high precision and accuracy-generally 375 within 1% of the true length of measured objects (Table 1) . We demonstrated its capacity to 376 quickly process large quantities of data by recording 2,696 position measurements for a juvenile 377
Chinook Salmon space-use analysis at a rate of 394 measurements per hour. This analysis 378 produced biological insights that (1) fish avoided the immediate vicinity of their neighbors out to 379 a radius ranging between 4.6 and 14.7 cm, or 1.0 to 2.9 body lengths; and (2) this avoided region 380 was elongated along the upstream-downstream axis, consistent with behavioral responses to the 381 depletion of drifting prey by upstream competitors in shadow competition (Elliott 2002) . 382
However, other factors such as visual distraction could also deter drift-feeding fish from feeding 383 directly downstream of their neighbors. 384
Measurement error
385
Absolute errors in length measurement increased as the distance from the cameras 386 increased, and as the length of the target increased (Table 1 ). The increase with distance is 387 intuitive, but it is less obvious why error increases with target length. ( Table 1 ), suggesting that they were caused more by systematic than random errors. This 416 understanding emphasizes the importance of constructing the calibration frame with precision 417 and digitizing it carefully. 418
Both random and systematic errors increase with distance. Random errors in screen 419 coordinates cause uncertainty in the angle of the 3-D line of sight, which corresponds to a small 420 spatial uncertainty close to the cameras, and a much larger one far away. Also, the lines of sight 421 from multiple cameras converge at a narrower angle for more distant targets, so small angular 422 uncertainty in each line of sight leads to a larger uncertainty in their intersection than it does for 423 nearby targets. Finally, systematic errors associated with imperfections in the calibration frame 424 should also scale with distance outside the frame, because small imperfections will be 425 extrapolated outward into larger ones. 426
Our tests suggested potential ways to improve the precision and accuracy beyond the 427 values reported here. Foremost, our calibration frame (Fig. 3) could have been improved by 428 using markers with easy-to-locate exact centers, and by using a wider and taller grid of nodes, 429 with less spacing between the front and back faces, to maximize the screen coverage of the frame 430 during calibration and reduce the need for extrapolation outside the calibrated grid. These 431 software for Windows. We do not draw comparisons with the many other videogrammetric 439 methods designed for specific, narrower applications, nor with methods focused on the distinctly 440 different challenges of automatic tracking. 441 Hughes and Kelly (1996b) presented mathematical methods that have proven broadly 442 useful in studies of fish behavior (e.g., Hughes et al. 2003; Piccolo et al. 2007; Uglem et al. 443 2009). They introduced the concept of projecting screen coordinates onto two planes in world 444 space and intersecting the lines of sight defined by points in the front and back planes. Compared 445 with more common methods that implicitly assume light travels in a straight line from the 446 subject to the camera housings, the two-plane method is especially versatile for fish research 447 because it is compatible with filming through air-water interfaces such as the side of a tank, and 448 it is easily applied to systems of more than two cameras to cover larger viewing areas. VidSync 449 retains this two-plane concept but uses different mathematical techniques for other tasks, most 450 importantly using Direct Linear Transformation to map screen points onto the calibration planes. 451
This advance enables accurate measurement anywhere within the joint field-of-view of two or 452 more cameras, whereas the previous method, based on polynomial interpolation, had 453 substantially reduced accuracy when extrapolating measurements outside the region of the screen 454 occupied by the calibration frame during the calibration. Hughes and Kelly (1996b) reported 455 mean errors in locating 3-D points of 4.7 mm with a standard deviation of 2.7 mm, larger than 456 the errors reported here for most measurement tasks (Table 1) , although their test methods were 457 not described in enough detail for direct comparison. 458
We know of only one other general-purpose system for videogrammetry with standalone 459 software comparable to VidSync-the commercial SeaGIS® software suite that includes their 460 CAL TM calibration program and EventMeasure Stereo TM measurement programs, which are 461 For personal use only. This Just-IN manuscript is the accepted manuscript prior to copy editing and page composition. It may differ from the final official version of record. mathematically based on a bundle adjustment method (Granshaw 1980) . In a recent test (Harvey 462 et al. 2010), this system's accuracy and precision were very close to those of VidSync. The mean 463 absolute error was 0.5 mm for measurements of a 50.5-mm-long target within 1 to 3 m from the 464 cameras, close to our mean absolute error of 0.37 mm for a 50.8-mm-long target within 0.828 to 465 2 m from the cameras. Although their other tests were not directly comparable to ours, they 466 summarized their results as accurate to approximately 1% of the true length of the measured 467 object, similar to our results. 468
Given the similarly high precision and accuracy of VidSync and the SeaGIS ® methods, 469 the most practically important differences between the systems are in their transparency, costs, 470 capabilities, and user interface features. VidSync is freely available, but it requires a Mac 471 computer and a calibration frame that can be built in-house, or with help from a sign printer, for 472 less than $300 USD. The SeaGIS ® products, according to their May 2015 price sheet 473 (www.seagis.com.au/SeaGIS%20Prices%202015_05.pdf), cost $8,895 AUD ($6,351 USD) for 474 the combination of products comparable to a VidSync system: academic/research licenses for 475 CAL TM and EventMeasure TM , and their least expensive calibration hardware (website accessed 476 and currency converted on November 18, 2015). Both systems function well with side-by-side 477 stereo camera systems placed in the water with their subjects, but VidSync is additionally 478 compatible with filming through the sides of an aquarium, and with laboratory setups involving 479 more than two cameras (for example, a jointly calibrated row of four cameras, in which only any 480 two adjacent cameras have overlapping fields-of-view). Differences in software features are 481 extensive and may be explored by the reader on the websites of each system; however, two 482 primary differences are that VidSync offers more options for fine playback control (e.g., slow 483 2013). VidSync is compatible with any such application, provided that the water is not too dark 493 or turbid to observe targets clearly on video, and that the number of desired measurements does 494 not require automated object tracking. 495
Many of the above-described, past applications of videogrammetry directly involved the 496 developers of the measurement methods used. This suggests that biologists who did not have the 497 substantial time and technical expertise required to cost-effectively develop videogrammetry 498 systems themselves, or at least close access to such a developer, may have avoided pursuing 499 research topics that required large quantities of precise, 3-D spatial data. We believe the methods 500 presented here will make such studies more tractable by providing freely available, user-friendly 501 videogrammetry software with high precision, accuracy, and versatility. 502 
Note:
Metrics of accuracy and precision included the mean error (measured length -true length), 660 mean absolute error (absolute value of error), standard deviation of the measured length, and 661 mean absolute error as a percentage of the true length. All metrics are shown for Calibration A. 662
To show the effect of calibration distance on errors, the exact same measurements were 663 recalculated for comparison using Calibration B, which was obtained with the calibration frame 664 0.3 m farther from the cameras than in Calibration A. No measurements are shown for the largest 665 2 targets at the smallest distance range because they did not fit within the field of view at that 666 distance. 667 homographies calculated during this calibration step convert between these coordinate systems 683 as shown, and they remain valid for measurement throughout the video (note the identical grid 684 overlays in Fig. 4) . 685 Although VidSync performs this calculation with any coordinate orientation, assume for this explanation that the frame surfaces are parallel to the x-z plane, with known y coordinates. A unit vector normal to those planes is ݊ ො = (0, 1, 0). Let subscripts x, y, and z denote their respective elements of the subscripted points. Having measured the thickness of the front frame material, ܲ ଵ௬ and ܲ ଶ௬ are known, and the unknowns are ܲ ଵ௫ , ܲ ଵ௭ , ܲ ଶ௫ , and ܲ ଶ௭ . These are calculated using Snell's law of refraction, which governs the angles (relative to the surface normal vector) at which light enters and leaves a surface. Let the ray coming from B enter the first interface at angle ߠ ଵ from the normal and exit at ߠ ଶ . It enters the second interface at the same angle ߠ ଶ (because the surfaces are parallel) and exits at ߠ ଷ , pointing toward C. These angles may be expressed in terms of the defined vectors as:
(1) ߠ = ‫ݏܿ‬ ିଵ ቆ ‫ݒ‬ റ • ݊ ො ‫ݒ‖‬ റ ‖ ଶ ቇ These are used to write a system of four equations that depend on the four unknowns:
(2) ߟ ଵ sin ߠ ଵ = ߟ ଶ sin ߠ ଶ ߟ ଶ sin ߠ ଶ = ߟ ଷ sin ߠ ଷ ‫ݒ(‬ റ ଵ × ݊ ො) • ‫ݒ‬ റ ଶ = 0 ‫ݒ(‬ റ ଶ × ݊ ො) • ‫ݒ‬ റ ଷ = 0
The first two equations are the familiar form of Snell's law of refraction. The others specify that the light ray leaving each surface lies in the plane spanned by the normal vector and the ray that entered the surface (so the ray bends directly toward or away from the normal, rather than rotating around it). VidSync solves this system for ܲ ଵ௫ , ܲ ଵ௭ , ܲ ଶ௫ , and ܲ ଶ௭ using a discretized version of the Hybrid algorithm for multidimensional root-finding, specifically the gsl_multiroot_fsolver_hybrids function of the GNU Scientific Library (www.gnu.org/software/gsl/). The points C and now-known ܲ ଶ define the camera's line of sight to the apparent position of the back frame point, which is recorded as the (x, z) coordinates at which that line passes through the y coordinate of the back frame plane. This apparent position is then used to calculate the calibration homography for the back frame surface.
VidSync users applying this correction need only specify the thickness of their front frame surface and refractive index of the medium (water or air) and frame material. Indices for several common materials are listed in the program. The correction can be disabled for users of wireframe-type calibration frames. Although the process described here is a type of refraction correction, it is specific to the described situation, and does not apply directly to the problem of correcting refraction through aquarium walls. However, analogous mathematics could be employed to extend VidSync for that purpose, and VidSync's two-plane calibration method is less sensitive to that problem than other common methods. For personal use only. This Just-IN manuscript is the accepted manuscript prior to copy editing and page composition. It may differ from the final official version of record.
the plane of the water's surface is ߱ ሬ ሬറ ௦ = ߱ ሬ ሬറ − ሺ߱ ሬ ሬറ • ݊ ො ௦ ሻ ݊ ෝ ௦ . This vector is normalized to calculate a 23 unit vector pointing in the downstream direction, parallel to the plane of the surface, ݊ ෝ ௗ = 24 ߱ ሬ ሬറ ௦ ‖߱ ሬ ሬറ ௦ ‖ ଶ ⁄ . 25
Finally, the unit vector in the "cross-stream" direction-perpendicular to the water 26 velocity and parallel to the surface plane-is the cross product ݊ ෝ = ݊ ෝ ௦ × ݊ ෝ ௗ . These three unit 27 vectors comprise the rows of the 3 × 3 matrix M: 28
Any 3-D position (x, y, z) in the calibration system coordinates provided by VidSync can 29 then be converted into biologically meaningful "stream coordinates" (downstream ‫ݔ‬ ௦ , cross-30 stream ‫ݕ‬ ௦ , vertical ‫ݖ‬ ௦ ) coordinates by multiplying them by M: 31
The positive ‫ݔ‬ ௦ direction is always downstream. The sign of the cross-stream and vertical 32 directions may differ among videos depending on the calibration, surface, and velocity data, but 33 it is easily determined by graphical inspection of results, and it can be flipped if necessary by 34 multiplying ݊ ෝ or ݊ ෝ ௦ by -1 in equation (1) For personal use only. This Just-IN manuscript is the accepted manuscript prior to copy editing and page composition. It may differ from the final official version of record.
