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Spine surgery is a therapeutic modality for treatment of spine disorders, including spinal deformity, 
degeneration, and trauma. Such procedures benefit from accurate localization of surgical targets, 
precise delivery of instrumentation, and reliable validation of surgical objectives – for example, 
confirming that the surgical implants are delivered as planned and desired changes to the global 
spinal alignment (GSA) are achieved. Recent advances in surgical navigation have helped to 
improve the accuracy and precision of spine surgery, including intraoperative imaging integrated 
with real-time tracking and surgical robotics. This thesis aims to develop two methods for 
improved image-guided surgery using image analytic techniques. The first provides a means for 
automatic detection of pedicle screws in intraoperative radiographs – for example, to streamline 
intraoperative assessment of implant placement. The algorithm achieves a precision and recall of 
0.89 and 0.91, respectively, with localization accuracy within ~10 mm. The second develops two 
algorithms for automatic assessment of GSA in computed tomography (CT) or cone-beam CT 
(CBCT) images, providing a means to quantify changes in spinal curvature and reduce the 
variability in GSA measurement associated with manual methods. The algorithms demonstrate 
GSA estimates with 93.8% of measurements within a 95% confidence interval of manually defined 
truth. Such methods support the goals of safe, effective spine surgery and provide a means for 
more quantitative intraoperative quality assurance. In turn, the ability to quantitatively assess 
instrument placement and changes in GSA could represent important elements of retrospective 
analysis of large image datasets, improved clinical decision support, and improved patient 
outcomes. 
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Chapter 1: Introduction 
The prevalence of spinal disorders – including spinal deformity, degeneration, and trauma – presents a large 
burden on societal health and the healthcare system. Slow progression of some spinal disorders combined 
with a lack of preventative health measures and delays in diagnosis and treatment contribute to low and 
variable levels of treatment efficacy.1 Spine surgery is an important therapeutic modality for treatment of 
spinal deformities, degeneration, and trauma, with the total number of spine operations in 2002 exceeding 
one million.2 In 2015, there were 199,140 elective lumbar fusions at a cost of around $10 billion.3 More 
than 50% of first-time spine surgeries achieve positive (i.e., beneficial) patient outcomes; however, the rate 
of success in revision surgery decreases successively (30%, 15%, and 5% with second, third, and fourth 
surgeries respectively).2 Precise administration of treatment is imperative to reduce the need for revisions. 
Among the contributors to technical failure in spine surgery is targeting of the wrong vertebral level – so-
called “wrong-level” surgery, often associated with manual counting errors, with a reported incidence of 1 
in 3110 spine surgeries.4 Anatomical variation and degenerative pathologies can confound target 
localization even for experienced surgeons, challenging accurate treatment delivery. 
Another contributor to technical failure is malplacement of surgical instrumentation – for example, failure 
to deliver screws safely or securely within the spinal pedicle, leading to comorbidity and/or implant failure. 
The rate of misplaced pedicle screws has been shown to range from 14% to 55% using standard insertion 
techniques not involving navigation assistance.5 
Image guidance in spine surgery improves visualization of the target, surrounding tissues, and surgical 
instrumentation, helping to improve the accuracy of pedicle screw placement and reduce the rate of pedicle 
breach to less than 5%.5 Surgical navigation using preoperative and/or intraoperative imaging has evolved 
over the last two decades to assist in precise localization, placement of instrumentation, and promotion of 
minimally invasive surgical techniques.6 
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In spine surgery, intraoperative x-ray radiography or fluoroscopy is often used for visual verification of 
patient anatomy and implant placement, although visualization and 3D localization can be confounded by 
anatomical clutter in projection images and the inability to precisely determine 3D information from visual 
interpretation of 2D projection views. Surgical navigation based on preoperative CT has shown improved 
accuracy in pedicle screw placement.7 Postoperative CT can also be used to validate pedicle screw 
placement,8 but acquiring images following wound closure and outside the operating room (OR) introduces 
workflow difficulties and a challenging clinical decision for costly revision surgery. Intraoperative CT or 
cone-beam CT (CBCT) can be used to register to preoperative CT and evaluate instrument placement in 
the OR at the time of treatment. Such systems offer to improve the accuracy, precision, and safety of spine 
surgery and require streamlined integration with clinical workflow for broad utilization.5 Although surgical 
navigation has demonstrated improved levels of precision in implant placement,7 challenges still remain 
with respect to clinical outcomes, and improvements in workflow integration and automation in image 
analysis can promote better assessment of the surgical product. The ability to automatically localize targets 
and verify implant placement in 2D radiography / fluoroscopy offers major benefits to mainstream use. 
Accurate placement of surgical implants in spine surgery correlates with improved patient outcomes, as 
precise placement provides high pullout strength and prevents pedicle breach.5 Reliable intraoperative 
assessment of the surgical product provides the opportunity to revise implant placement prior to leaving the 
OR and helps to reduce the frequency of costly revision surgery. Current evaluation of screw placement is 
commonly performed by qualitative assessment of an intraoperative radiograph or – if intraoperative CT or 
CBCT is available – by assessment of a 3D image acquired at the end of the case. 
Other methods have been proposed to quantitatively assess device placement through 3D-2D registration 
of the preoperative CT to a post-instrumentation, intraoperative radiograph – for example, using the known-
component registration (KC-Reg) algorithm.9 While KC-Reg has demonstrated a high degree of accuracy 
in 3D localization of surgical instruments from 2D projections, some challenges remain in order for it to 
meet efficient workflow requirements in surgery. These include the need to initialize the registration with 
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a reasonable estimate of device location, orientation, and model (i.e., type of implant). Clinical translation 
of an algorithm such as KC-Reg would greatly benefit from automatic detection of instrumentation in 
intraoperative radiographs. 
In addition to safe, accurate, and precise delivery of surgical instrumentation, the success of spine surgery 
also relies on the changes imparted to the anatomy. For example, surgical correction of spinal deformity 
often aims to impart a change in spinal curvature, which is typically quantified in terms of various metrics 
of global spinal alignment (GSA). GSA metrics are pertinent to clinical decision support in treating spinal 
deformity and disability and correlate well with patient outcomes.10–13 Assessing GSA in the OR is 
challenged by a number of factors, including difficulty in visualizing spinal curvature on the operating table 
and understanding its relationship to measurements under weight-bearing conditions. Current standard 
metrics for evaluation of spinal morphology are manually defined in post-operative radiographs. The ability 
to accurately measure GSA from images acquired in the OR could provide a valuable means of verification 
and quality assurance (QA) and help improve clinical outcomes. Manual methods lack reproducibility due 
to high reader variability.14 Automatic measurement of GSA in intraoperative radiographs could provide 
clinical decision support and provide quantitative assessment of changes in GSA. 
Image analytics, including quantitative measures of implant placement and changes in spinal curvature, 
have the potential to improve accuracy and patient outcomes in spine surgery. A recent study in a large 
database of spine surgery scans demonstrated that image features – as opposed to demographic features – 
had the strongest correlation to patient outcomes, in which local curvatures about T12-L1 and L4-L5 
vertebrae were the most important features in predicting 12-month mJOA outcome.15 Quantitative metrics 
extending from image-derived features are already used in other surgical fields, such as radiation oncology, 
in which treatments are delivered through optimization of radiation dose distribution to the treatment 
volume.16 Considering the challenges faced in spine surgery outcomes, metrics derived objectively and 
consistently from readily available image data could help to improve patient outcomes and reduce the rate 
of failed back surgery. 
4 
 
This thesis aims to develop image analysis techniques that accurately and automatically (or semi-
automatically) localize surgical instrumentation (viz., spinal pedicle screws) and changes in patient 
anatomy (viz., measures of GSA) in intraoperative images. In Chapter 2, a method is developed for 
automatic detection and localization of pedicle screws in intraoperative radiographs using artificial neural 
networks. In Chapter 3, methods are developed to analyze metrics of GSA from CT or CBCT. Together, 
these methods could provide a basis for improved intraoperative QA, more quantitative clinical decision 
support, and a basis for retrospective analysis of large image datasets in support of data-intensive analytics 
and prediction of clinical outcomes.  
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Chapter 2: Data-Driven Detection of Spine Surgery 
Instrumentation in Intraoperative Images 
1 Introduction 
Accurate placement of spinal instrumentation is essential to mitigating complications (e.g., breach of the 
spinal canal),17 ensuring stable fixation (high pullout strength), and improving long-term patient outcomes. 
Intraoperative checks on device placement can be performed using radiography/fluoroscopy, but 
assessment is largely qualitative, and poor image quality can confound reliable evaluation of implants in 
relation to 3D patient anatomy. Previous work established a method for quantitative verification of implants 
using 3D-2D image registration,9 combining preoperative CT of the patient registration and analysis based 
on the known designs of surgical implants to achieve accurate 3D localization. 
Despite the demonstrated accuracy of such model-based registration approaches, performance can be 
challenged by a number of factors, including: (1) limited capture range; (2) model validity (i.e., ensuring 
that the correct screw model is used); and (3) stringent runtime requirements of the intraoperative workflow. 
Data-driven approaches, such as deep learning, have shown great potential for complex image processing 
tasks that rely on both local and global contextual information.18–20 Convolutional neural networks (CNNs), 
for example, have been proposed to detect the geometric pose of surgical screws in 2D and 3D radiographic 
images,21 with varying degrees of geometric accuracy and sensitivity to training data. 
In this work, a deep CNN was developed to count, localize, and classify pedicle screws as an initialization 
for a subsequent model-based known-component registration (KC-Reg).9 The combined approach brings 
together the speed and global support of data-driven approaches with the accuracy of model-based 
techniques. Strong initialization from the CNN is hypothesized to enable KC-Reg to run faster, with fewer 
iterations, and less susceptibility to local minima. The combined registration system offers to improve 
workflow for a number of algorithms that have been developed using KC-Reg for guiding instrument 





2.1 Model-Based 3D-2D Registration 
The proposed solution is intended to initialize the KC-Reg algorithm for 3D-2D image registration, which 
uses prior knowledge of surgical instrument shape and material type.9 The registration solves for the 3D 
pose of the screws using an evolutionary optimizer (CMA-ES) to iteratively correlate image features 
(gradients) between the radiographic views and projections simulated at estimated poses. Previous work 
has demonstrated application of this method on complex models with articulating pieces (e.g., polyaxial 
tulip heads), simple parametric models, and models that allow deformation of the implant (e.g., flexible K-
wires and stents). KC-Reg has also been incorporated in other algorithms – for example, the “known-
component metal artifact reduction” (KC-MAR) algorithm22 and the “known-component reconstruction” 
(KC-Recon) algorithm23, where the registration process provides sub-pixel segmentation of device 
boundaries prior to (or in joint optimization with) image reconstruction. Accurate delineation of metal 
implants was shown to reduce streak and blooming artifacts and permit clear visualization of anatomical 
structures at the implant boundary. 
Figure 2.1 demonstrates the proposed workflow, with a component initializer that counts, localizes, and 
classifies component models from input intraoperative radiographs to initialize the “known component” 
parameters for KC-Reg. The data-driven initialization stage provides initial component localizations to 
constrain the optimization search space, avoid local minima, and reduce registration runtime. Model 
selection leverages the estimated bounding box size in multiple views as well as detected screw length and 
width. Screw localization is the subject of work detailed below, and screw classification (“model selection” 
in Figure 2.1) is the subject of future work – e.g., identifying a particular screw type based on the bounding 




Figure 2.1. Algorithm workflow for intraoperative 3D-2D registration of preoperative CT to post-instrumented intraoperative 
radiographs. (a) The component initializer is composed of data-driven detection of screws – yielding the number (𝑁𝑠) and 
location (𝐿𝑖) of screws – in radiographs and model selection. (b) KC-Reg uses knowledge of initial component location and 
model type to perform accurate 3D-2D registration. 
 
2.2 Data-Driven Detection of Pedicle Screws in Intraoperative Radiographs 
Object detection networks have demonstrated strong performance in detection-related tasks and have been 
proposed for use in medical imaging. Faster R-CNN, for example, performs particularly well in a diverse 
range of datasets with high accuracy and precision.24 The network architecture for this work uses Faster R-
CNN with VGG1625 for feature extraction. Faster R-CNN consists of three distinct segments: the backbone 
feature extractor; a region proposal network (RPN); and a detection network (RCNN). The feature extractor 
inputs salient image map features to both the RPN and RCNN. These feature maps are extracted through a 
series of convolutional layers in the backbone network. The RPN then determines which blocks of a 16×16 
grid of the input image are most likely to include objects (by proposing anchor boxes for each block) and 
determines respective transformation coordinates to refine anchor box proposals to more closely fit objects. 
The RCNN performs crop pooling to output a 1D feature vector for each ROI, performs classification 
(background vs. screw) on the ROIs, and outputs bounding box coordinates by class. 
Input training data consisted of projection images and ground truth bounding box labels. Data generation 
combined real patient CT images and screw models as described in greater detail in Section 2.3. Bounding 
box labels were defined as a vector of minimum and maximum x and y coordinates. Coordinates were 
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automatically obtained from the simulation process illustrated in Figure 2.2, where output screw masks give 
the extent of the object in the image. 
The network outputs bounding box coordinate labels, from which the number of screws and 2D locations 
are determined. Post-processing can be used to further refine screw localization. In ongoing work, the 3D 
pose of each screw is determined from detection of the same screw in multiple radiographs. Screw location, 
pose, and number are taken as input to initialize KC-Reg in order to relate the 3D position as determined 
from intraoperative radiographs to a preoperative CT. 
 
Figure 2.2. Convolutional neural network architecture for screw detection in radiographs. The network achieves fast 2D 
localization of screws as initialization to subsequent model-based image registration and reconstruction approaches. 
 
2.3 Training Dataset of Realistic Surgical Instrumentation 
A clinical study was performed with Institutional Review Board (IRB) approval in which 17 subjects 
undergoing spine surgery were imaged under informed consent. 3D cone-beam CT (CBCT) scans were 
acquired of each subject using the O-arm (Medtronic, Littleton MA) prior to and following instrument 
placement, recording the screw models delivered in each case. Standard clinical techniques were used (120 
kV with 186–596 mAs), yielding 745 projections of 1024×384 pixels at 0.388×0.766 mm2 spacing (at 2×4 
detector binning) for each scan. 
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The training dataset was generated from the projection datasets acquired with each CBCT scan combined 
with the design specifications (CAD models) of Solera spine instrumentation (Medtronic, Littleton MA) – 
specifically, 30 types of pedicle screws. The image simulation pipeline depicted in Figure 2.3 was 
constructed to combine real (pre-instrumentation) projection images with screws placed virtually in the 2D 
projections, yielding 13,000 annotated radiographic images. 
 
Figure 2.3. Generation and augmentation of the training dataset. Augmentations of the clinical images included affine 
transformations (without skew), downsampling, and noise simulation. The initial pipeline was limited to 5 screw types. While 
the data generation pipeline used images from 17 subjects, each step in the process introduced an increasing number of 
random elements to augment the number of training images. 
 
For each subject, a 2D projection image was randomly sampled from the raw projections of the pre-
instrumented CBCT scan (potentially containing other tools, such as retractors) to realize a highly realistic, 
complex radiographic scene. View selection included projection angles ranging from AP to LAT, including 
oblique views. The images were cropped to square format (from the 40×30 cm2 detector size) and 
downsampled using cubic interpolation to 250×250 px at isotropic spacing of 1.2×1.2 mm2. For simulating 
the screws, combinations of screw pairs were randomly sampled from the model library. Each screw was 
oriented according to previously defined transpedicle trajectories at a particular vertebral level. The images 
were further augmented by imparting a random translation (Gaussian distribution with σ = 10 mm) and 
rotation (σ = 7°) to each screw trajectory, with additional rotation (σ = 15°) for the polyaxial tulip head. 
The screws were then projected onto (i.e., added to) the downsampled projections. Random noise 
approximating quantum and electronic noise was added to simulate various levels of imaging dose26 and to 
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allow the network to learn salient features of the screws (and ignore quantum noise). Finally, the training 
set was augmented by translation (−20, 20 px) and rotation (−15°, 15°) of the images. 
Detection labels were computed directly from the projection of the screws into the 2D radiograph, where 
extent in x and y were known. Subsequent bounding box coordinates and input projection images were 
associated for training. A total of 12,500 images was used for initial network training, beginning in the 
current work with simulations based on images of a single patient (i.e., many projection views of common 
underlying 3D anatomy). Ongoing work will include a diversity of patient cases in the training set. As 
shown below, training based on images with anatomical background derived from one patient presented a 
test of network generalizability to other patient cases and the network’s ability to ignore background 
anatomy in the screw detection task. 
2.4 Model Training 
Network training was completed on the training dataset of 12,500 images described in Section 2.3 for 500 
epochs on a GeForce RTX (Nvidia, Santa Clara CA). A batch size of 128 images per iteration was used 
with a training / validation split of 90% / 10%. The loss function consisted of a sum of categorical cross 
entropy and a smoothing L1 regression loss for the bounding box coordinates. An Adam optimizer with 
momentum parameters 𝛽₁ = 0.9 and 𝛽₂ = 0.999 was used for training. Optimal learning rate was 
determined through a series of learning rate sweeps from 10−2 to 10−10. The lowest loss (and highest 
detection accuracy) was observed between 10−6 and 10−8, so an initial learning rate of 10−6 with a learning 
rate decay of 0.1 after 250 epochs was chosen.  
2.5 Model Testing 
Testing was performed for training on a single patient dataset and on a multiple patient dataset. Testing for 
the single patient training consisted of two datasets The first dataset consisted of 2,000 images generated 
from the same patient, but with random instantiations of screws, screw poses, projection views, noise, and 
affine transformations as detailed in Section 2.3 that differed from the initial training dataset. The second 
dataset consisted of 2,000 images generated from five patients with similar random instantiations of 
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parameters as the first dataset. The performance on the first dataset (referred to below as the “same-patient” 
dataset) demonstrates the ability of the network to generalize due to screw types, poses, viewing angle, and 
noise, whereas the second dataset (referred to below as the “many-patient” dataset) demonstrates the 
robustness of the network to varying background anatomy. 
Multiple patient training was evaluated with two validation folds. The multiple patient dataset consisted of 
six cases. To test on data that hadn’t been seen before, the first test consisted of training on four of the 
patients and testing on two of the patients (training cases: 2, 4, 5, 6, testing cases: 1, 3) and the second test 
consisted of training on a different set of four and testing on a different set of two patients (training cases: 
2, 4, 5, 6, testing cases: 2, 4). Two separate testing folds were chosen to assess generalizability through 
independence of the training and testing data. 












where TP is the number of true positives, FP is the number of false positives, and FN is the number of false 
negatives. A total of 500 images were sampled from each test dataset to compute these measures of 
detection accuracy. 
The accuracy of screw localization was evaluated in terms of the intersection-over-union: 
 





TPi + FPi + FNi
 
(2.3) 
where region A represents the predicted bounding box, region B represents the ground truth bounding box, 
TPi is pixelwise true positives for an object, FPi is pixelwise false positives for an object, and FNi is 
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pixelwise false negatives for an object. Localization accuracy was also evaluated in terms of the difference 
(distance) between predicted and true bounding box coordinates. 
Sample images from training and testing datasets are shown in Figure 2.4, illustrating variations in screw 
pose, noise level, and projection view angle. 
 
Figure 2.4. Example radiographs with instances of pedicle screws to be detected. (a) Example images from the training set, 
which consisted of 12,000 projections at various view angles, each with two pedicle screws. (b) Example images from dataset 
2, consisting of projections from five patients at various view angles, each with two pedicle screws. 
 
3 Results 
3.1 Model Testing 
Predictions were generated for single-patient training on test dataset 1 (same-patient) and dataset 2 (many-
patient) with 2,000 images each. Sample detections for test dataset 1 are depicted in Figure 2.5 and appear 
reasonably close to ground truth labels. This suggests that the network performed reasonably well for a 




Figure 2.5. Example network detections for test dataset 1. Predicted bounding boxes (green) closely resemble the ground 
truth (cyan). 
 
Sample detections for five patients in test dataset 2 are depicted in Figure 2.6. Detections again appear to 
be in line with ground truth labels, despite not having seen such patient anatomy during training. In the 
sample detection for patient 4, there is also another surgical instrument (other than a screw) in the 
background of the image, for which predictions are still accurate. The results suggest that the network 
generalized fairly well in learning to ignore background anatomy and other surgical instrumentation and 
was able to discern salient image features specifically associated with the pedicle screws. For multiple-
patient training, predictions are shown in Figure 2.7, with predictions appearing close to ground truth. Some 
slight deviations are noticed in the edges of the bounding boxes, though barely noticeable. The detection 
ability of the network suggests that the varied background anatomy did not affect the ability of the network 
to learn the appearance of screws in the images. It is worth noting that the multiple-patient training data 
was log-normalized, so the screws appear lighter in these images. Log normalization was used to better 




Figure 2.6. Sample network detections for test dataset 2. Predicted bounding boxes (green) appear to closely resemble the 
ground truth (cyan). 
 
 
Figure 2.7. Sample network detections for Multiple patient training. Predicted bounding boxes (green) appear to closely 
resemble the ground truth (cyan). 
 
Detection accuracy was computed for single-patient training on test datasets 1 and 2, determining the ability 
of the network to accurately count the number of screws in each image. Figure 2.8 shows the true-positive, 
false-positive, and false-negative detections for both test datasets. Both test datasets exhibited a high true-
positive rate and a low false-positive rate. Notably, the performance of dataset 1 exceeded that of test dataset 
2, suggesting some residual advantage for the same-patient training case. Precision and recall are shown 
for multiple patient training in Figure 2.9, where the data show an average precision of ~92% and recall of 
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~89%. Neither dataset exhibits a considerable number of false or missed detections. The precision and recall 
are shown for single-patient and multiple-patient training in Table 2.1. 
 
Figure 2.8. Performance of screw detection for single-patient training: true-positive, false-positive, and false-negative 
detections for test datasets 1 and 2. 
 
 
Figure 2.9. Performance of screw detection for multiple-patient training: precision and recall detections for cross validation 















Test dataset 1 95.0% 87.8% 
Test dataset 2 90.5% 85.2% 












Cases 1 / 3 91.0% 87.6% 
Cases 2 / 4 93.2% 89.9% 
Overall (Mean) 92.1% 88.8% 
Table 2.1. Performance of screw detection: precision and recall. 
3.2 Accuracy of Localization 
The spatial accuracy of screw localization was evaluated in comparison to ground-truth bounding boxes. 
The localization accuracy is quantified in terms of IOU in Figure 2.10, showing the fraction of the predicted 
bounding box area that is shared with ground truth. The overall median IOU for single patient training on 
both datasets was 0.90 (with interquartile range, IQR ~0.77 – 1.0). The median IOU was 0.91 (with IQR 
~0.8 – 1.0) for test dataset 1, and the median IOU for dataset 2 was 0.87 (with IQR ~0.73 – 1.0). 
Accordingly, both test datasets appear to perform well in localization as measured by IOU, with the same-
patient dataset performing slightly higher (p-value = 0.08) possibly due to residual influence of the learned 
background anatomy. Multiple-patient training IOU in Figure 2.11 shows a median IOU of 0.91 for two 
pooled cross validation datasets. It appears that training on multiple patients (in this case, 4) overcame the 
differences in background anatomy between test dataset 1 and 2 in the single patient training.  
 
Figure 2.10. Localization accuracy of screw 
detections for single-patient training: IOU of 




The spatial accuracy of screw localization was further quantified in terms of the mean difference in (distance 
between) bounding box coordinates. Note that the coordinate difference metric captures errors associated 
with a case in which the detected bounding box is centered on a screw but its size differs from the true size 
of the screw. The mean of the difference of ground truth and predicted bounding box coordinates for single 
patient training is shown in Figure 2.12. The median bounding box coordinate differences were 1.2 mm for 
test dataset 1 and 0.4 mm for test dataset 2. Test dataset 2 appears to have a slightly broader spread of 
localization error than test dataset 1. Overall, the network was able to localize screws within ~10–13 mm 
of ground truth screw (including outliers), which is within the typical capture range of KC-Reg. For multiple 
patient training, shown in Figure 2.13, localization error seems to be within ~10 mm, again within the 
typical capture range of KC-Reg. 
  
Figure 2.12. Localization accuracy of screw 
detections for single-patient training: Distance 
between predicted and ground truth bounding 
box coordinates. 
Figure 2.11. Localization accuracy of screw 
detections for multiple-patient training: IOU of 




4 Discussion and Conclusions 
A data-driven method was presented using a deep CNN to initialize pose estimates for subsequent model-
based registration and reconstruction of intraoperative images containing surgical instrumentation (viz., 
spine screws). The study demonstrates a potentially streamlined approach to initializing model-based 
registration approaches, such as KC-Reg, to better integrate with intraoperative surgical workflow. To this 
end, the CNN approach provides initialization that could obviate the need for manual user input, help to 
avoid local minima, and reduce runtime by limiting the search space. The network demonstrated high 
accuracy in single patient and multiple patient screw detection – counting screws with fairly high precision 
(~92.6%, 92.1%) and recall (~86.5%, 88.8%). Localization performance demonstrated median IOU ~0.90 
and median bounding box coordinate difference within ~1-2 mm (and within ~10–13 mm including 
outliers). This level of initialization accuracy was well within the typical capture range of KC-Reg.9 
Among the limitations in the initial development of the network is the scope of training data, which 
consisted of projection data from CBCT scans of a single patient with scan geometry restricted to that of 
the O-arm imaging system. The screw models projected in both the training and test datasets in the current 
work were sampled from a library of Solera spine screws, and the generalizability to other designs of pedicle 
screws is unknown at the current time. Moreover, the current work involved training data presenting only 
two screws. The approach likely extends to more complex scenes with a higher density of implants – to be 
investigated in future work. Furthermore, training on a more broadly varied set of projection data is 
anticipated to yield greater network generalizability, including training data with increased variability in 
Figure 2.13. Localization accuracy of screw 
detections for multiple-patient training: 
Distance between predicted and ground truth 
bounding box coordinates. 
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the number of screws, patient anatomy, and imaging protocol (e.g., energy and dose). Ongoing work 
extends the network detection to integrating multiple views of the same scene. 
Overall, the data-driven approach to screw detection in intraoperative radiographs appears to provide a 
useful means of initializing model-based registration (KC-Reg)9 and reconstruction (KC-MAR and KC-
Recon)22,23 approaches. Such initialization is important to the stability, robustness, and runtime of such 
algorithms and likely an important step to their realization in routine clinical use. Given the promising 
initial performance, one might envision future development in which the data-driven approach in itself may 
provide localization accuracy sufficient for the 3D-2D registration – a possibility that forms the subject of 
future work.  
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Chapter 3: Automatic Analysis of Global Spinal Alignment 
1 Introduction 
Quantitative measurements of global spinal alignment (GSA) are frequently used to evaluate spinal 
deformity and characterize the progression of spinal disability.10–12 GSA metrics are conventionally 
measured by manual annotation of anatomical landmarks (e.g., vertebral endplates) in radiographic images 
and have been shown to correlate with spine surgery outcomes in treatment of both deformity and 
degenerative disease.10–13,27 For example, courses of treatment for scoliosis and kyphosis are frequently 
chosen based on progression of GSA measures beyond pre-determined thresholds. (E.g., normal thoracic 
kyphosis falls within a range 20–40°).28 Retrospective analysis29 of patients undergoing degenerative 
lumbar spinal fusion suggests that GSA assessment is pertinent to lumbar fusion as well, with abnormal 
ranges of spinopelvic GSA parameters (pelvic incidence – lumbar lordosis mismatch, PI–LL > 11°) 
indicating a 75% positive predictive value for adjacent segment failure. 
The conventional approach to measurement of GSA is based on manual identification of pertinent 
anatomical landmarks in radiography. However, variability in manual annotation is high. As summarized 
in Table 3.1, intra-reader intraclass correlation coefficient (ICC) has been reported to range from 0.40 to 
0.96 (poor to excellent).30 Inter-reader ICC shows similar findings (ICC ranging from 0.20 to 0.86) and 
confirms expectations that variability between readers is worse than variability within one reader. Such 
wide variability implies important dependence on study controls and conditions and suggests inherent 
variability in GSA measurement based on visual assessment of endplate angles. As reported by Carman et 
al.,31 change in GSA must exceed 11° to be of clinical utility and not be solely attributable to measurement 
error. Challenges to manual measurement include radiographic image noise,14 angulated projection of the 
endplate plateau,14,30,32 differences in plateau visualization due to kyphosis and lordosis, patient obesity, 
and degeneration of bone quality.30 The lack of reproducibility in manual measurement has led some to 
question the usefulness of measurements of sagittal alignment from radiographs.14 
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Inter-Reader ICC Intra-Reader ICC Reference 
Thoracic Lumbar Pelvic / 
Global 
Average Thoracic Lumbar Pelvic / 
Global 
Average  
0.50-0.57 0.76-0.84 -0.04-0.44 0.29-0.95 0.36-0.46 0.62-0.74 – – [33] 
– – 0.50 0.71 0.83 0.70 0.77 0.71 [32] 
>0.80 <0.80 >0.80 >0.80 – >0.80 <0.20-> 0.80 0.40-0.76 [14] 
0.88 0.90 0.83 0.81 – – 0.86 0.87 [34] 
– – 0.83 0.89 0.79-0.99 0.84-0.99 – – [35] 
0.82-0.85 0.82-0.93 – – 0.78-0.86 0.87-0.96 0.78-0.86 0.82-0.96 [30] 
Table 3.1. Summary of reports on inter- and intra-reader variability (ICC) in measurement of spinal alignment. 
 
Computer-assisted technologies – for example, Surgimap (Globus Medical, Audubon PA) and iGA 
(NuVasive, San Diego CA) – have shown similar or better performance than manual approach in analyzing 
GSA.36 However, such approaches still require significant manual input that is subject to variability. 
Recently, a number of algorithms for automated vertebral labeling and segmentation have emerged that 
could improve the identification of image features pertinent to GSA to increase efficiency and reduce 
variability. Such automatic labeling methods include model-based approaches (prior shape modeling,37 
mathematical morphology,38 regression forests39) and deep learning approaches,18,20,40 some of which have 
been translated to clinical use – for example, FAST Spine (Siemens Healthineers, Malvern PA). 
Automatic determination of GSA metrics would be of benefit not only in diagnostic radiology (e.g., 
assessment of scoliosis) but also in intraoperative measurement of GSA as a tool for quantitatively 
evaluating the change in curvature imparted during spinal reduction. As discussed by Ailon et al.,41 the 
development of an intraoperative tool for GSA computation requires efficient computation time and a low 
impact on workflow, further motivating an automatic method. The evolution of minimally invasive, image-
guided spine surgery in recent decades raises the opportunity for more quantitative assessment of GSA in 
the perioperative context. A straightforward method involves use of a surgical tracking system to localize 
pertinent anatomical features on the patient and assess GSA accordingly. Image-guided spine surgery has 
also prompted more frequent acquisition of preoperative and postoperative CT – from which changes in 
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GSA may be determined – and steady adoption of intraoperative CT from which assessment of deformity 
correction could be performed during the case.42–44 
Automatic assessment of GSA from preoperative, intraoperative, and postoperative spine CT or radiographs 
could provide a valuable tool for data-intensive methods that aim to analyze large-scale image datasets for 
correlation with patient outcomes. For example, recent work by DeSilva et al.15 shows that GSA (among 
other features derived from perioperative images) could provide insight on surgical outcomes beyond that 
of conventional patient demographic data. It also prompts further analysis of the relationship between GSA 
assessed in supine, prone, and standing orientations. 
The work reported in this chapter details automatic measurement of radiographic GSA metrics from 
vertebral labels identified in spine CT using two distinct approaches. The first approach (referred to as 
EndSeg) operates by segmentation of vertebral endplates, analogous to conventional manual approach 
based on measurement of endplate angles. The second approach (referred to as SpNorm) uses the vertebral 
labels themselves as a surrogate for spinal curvature determined by spline fit. Both operate by projection of 
CT-derived inputs to 2D radiographic planes for GSA analysis in terms that are consistent with 
conventionally defined 2D GSA measures. Each method is tested in retrospective analysis of spine CT 
images and compared to manual definition by expert radiologists. 
2 Methods 
Metrics of GSA are defined by various Cobb angles as illustrated in Figure 3.1. On a radiograph, a Cobb 
angle is the angle between lines parallel to the superior endplate of a particular (superior) vertebra and the 
inferior endplate of a second (inferior) vertebra as presented in a 2D radiographic view. Three methods for 
GSA measurement are described below and evaluated in terms of reproducibility and accuracy: 
conventional manual annotation and two novel automatic methods. 
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Figure 3.1. Definitions and illustration of various GSA metrics. Sagittal GSA is determined from LAT 
radiographs (top) and coronal GSA from PA or AP radiographs (bottom). 
  

















   
 
 
C7S1 Sagittal Vertical 
Axis 
(SVA) 
Horizontal distance from vertical plumb line through 




Angle subtended by line parallel to superior endplate 




Angle subtended by line parallel to T4/T5 superior 
and line parallel to inferior endplate of T12. 
Thoracic Kyphosis 
(ThK) 
Angle subtended by line parallel to superior endplate 
of T1 and line parallel to inferior endplate of T12 
Lumbar Lordosis 
(LL) 
Angle subtended by line parallel to superior endplate 
of L1 and line parallel to superior endplate of S1 
Pelvic Incidence 
(PI) 
Angle between line from hip axis to midpoint of 




Angle subtended by vertical reference line through 















Angle subtended by line parallel to superior endplate 
of T2 and line parallel to inferior endplate of T4. 
Main Thoracic Cobb 
Angle 
(MThC) 
Angle subtended by line parallel to superior endplate 
of T4 and line parallel to superior endplate of L1*. 
Lumbar Cobb Angle  
(LC) 
Angle subtended by line parallel to superior endplate 
of L1 and line parallel to inferior endplate of L3. 
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2.1 Manual Annotation 
A reader study was performed to assess inter and intra-reader variability in manual annotation of vertebral 
endplate angles by five expert clinicians (two radiologists and three spinal neurosurgeons). Seven patient 
CT images were used from SpineWeb Dataset 14,45 from which lateral (LAT) and anterior-posterior (AP) 
digitally reconstructed radiographs (DRRs) were computed spanning spinal vertebrae from C7 to S1. 
Readers annotated a single endplate digitally on each of 128 DRRs (49 LAT + 15 LAT repeats + 49 AP + 
15 AP repeats). 
The DRRs were generated with 0.6 mm pixel spacing and system geometry characterized by source-to-
detector distance (SDD) = 120 cm and source-to-axis distance (SAD) = 60 cm using a prism projector 
(divergent fan-beams stacked in rows to form a full length DRR – thus simulating a line scanner or CT 
“scout” view). This projection model reduces distortion of endplates compared to a divergent cone-beam 
projection and represents an optimistic lower bound on variability in manual endplate delineation. 
Reproducibility of manual annotation was quantified in terms of intraclass correlation coefficient (ICC), 
ranging from −1 to 1. Rubrics for ICC performance cited in Koo et al.46 are 0.00–0.49 (poor), 0.50–0.74 
(fair), 0.75–0.90 (good), and 0.90–1.00 (excellent). Inter-reader ICC was calculated as: 
 









2  is the variance between five expert readers and σWR
2  is the mean variance within readers. Inter-
reader ICC was calculated from 98 single endplate angle measurements (49 LAT + 49 AP). Intra-reader 











2  is the variance between repeated trials of measurements, σWT
2  is the variance between trials 
within a particular reader, and 𝑘 is the number of repeated measurements. Intra-reader ICC was calculated 
from 60 single endplate angle measurements (15+15 LAT repeats + 15+15 AP repeats). Inter- reader root 
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mean square (RMS) was also computed as measures of the dispersion in endplate angle distribution within 
and across readers, and was used to compute the inter-reader 95% confidence interval (CI95). 
2.2 Automatic Method 1: Endplate Segmentation (EndSeg) 
An automatic endplate segmentation method (denoted EndSeg) was developed to delineate endplate angles 
analogous to the manual method described in Section 2.1. With a CT image and vertebral labels (defined 
at the approximate centroid of the vertebral body) as input, the EndSeg algorithm identifies endplate angles 
as illustrated in Figure 3.2. A pseudocode description of operations is shown in Table 3.2. The input 
vertebral labels could be defined by any of the various automatic labeling methods described in Section 
1.18,20,37–40 In the work reported here, the vertebral point labels were defined manually by an expert 
radiologist at the approximate centroid of each vertebra. Sources of variation in the location of labels 
include intra-user variability (for manual labeling, as in this work) and image quality limitations (for manual 
or automatic labeling methods). 
The EndSeg method starts with a segmentation of the vertebral body using continuous max-flow 
optimization,47 which has demonstrated robust performance in a variety of applications, including spine 
imaging.48 The max-flow objective function uses a maximum-a-posteriori estimate of voxel labels, a 
weighting function based-on the vertebral centroid seed point, and a smoothness preserving regularization 
term. Image erosion was applied to separate the vertebral body from the spinous process. Following erosion, 
principal component analysis of the larger component (vertebral body) was used to determine the direction 
of the principal axis of the vertebral body (roughly superior-inferior direction). 
The EndSeg method then delineates the vertebral endplate starting with a seed point defined by the 
intersection of the principal axis with the vertebral body segmentation. A region-growing method expands 
about the seed point on the vertebral endplate, stopping near the edge of the endplate, where the gradient 
elevation direction (i.e., the angle of the surface out of the x-y plane) changes sharply. The region growing 
is constrained by the distance from the seed point and a gradient elevation threshold parameter. A voxel at 
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location x is added to the endplate segmentation if the gradient elevation at that location, ∇G(x), differs 
from the mean gradient elevation in a small patch around the seed point, ∇G̅̅̅̅ 𝑒 by less than the threshold, 𝜏: 
 |∇G̅̅̅̅ e − ∇G(𝑥)| < 𝜏 (3.3) 
thus growing along the “flat” surface of the endplate. Region growing was constrained to the anterior 
portion of the vertebra (i.e., did not include the spinous or transverse processes) by a distance cutoff beyond 
the posterior surface of the vertebral body. The posterior constraint was defined using the principal 
component of the segmentation as a proxy for anterior-posterior axis. A sensitivity analysis was performed 
to investigate the dependence of EndSeg endplate angle estimation on the selection of the gradient threshold 
parameter, 𝜏. 
As illustrated in Figure 3.2, the EndSeg method then projects the locus of region-grown endplate voxels 
onto a DRR as a point-cloud distribution with forward projection as in Section 2.1. A linear fit to the point-
cloud is then performed, and the slope is taken as a surrogate for the endplate angle. The resulting endplate 
angles are used as the basis to compute the various GSA metrics according to the definitions in Figure 3.1. 
 
Figure 3.2. The EndSeg algorithm for calculation of GSA. (a) Input CT image with vertebral labels. (b) 
Computation of principal axis and intersection with endplate. (c) Region growing along the endplate. (d) 
Projection of the segmented endplate from 3D to the 2D LAT or AP radiographic plane. (e) Linear fit to the 




Pseudocode User Interaction 
Get CT image, vertebral labels, and vertebra segmentation   
Get vertebral labels ci 
 ci(xi, yi, zi): 3D “centroid” position for vertebra 𝑖 
Manual 
or Auto [16-18] 
for each vertebra 𝒊:  
 vertebra.seg = maxflow(CT, ci) 




Find endplate edge  
for each vertebra 𝑖:  
 if not vertebra S1:  
  principal.axes = PCA (vertebra.seg) Auto [31] 
  principal.axis = max.z(principal.axes) Auto 
 else:  
  principal.axis = direction(ci (S1) to ci+1 (L5)) Auto 
 endplate.edge = peak.gradient(principal axis) 
 
Auto 
Segment the endplate (region growing)  
specify τ: Angular threshold of region growing 
for each vertebra: 
 compute ∇𝐺 (local 3D image gradient) 
Adjustable [32] 
Auto 
 while ∇G < 𝜏 
  endplate.seg = endplate.seg + current voxel 
 
Auto 
 endplate.seg = posterior.cutoff(endplate.seg) 
 
Auto 
Project endplate to DRR and compute endplate angle  
for each endplate.seg  
 endplate.pointcloud = forward.projection(endplate.seg) Auto 
 linear.fit = fit(endplate.pointcloud, ‘linear’) Auto 
 endplate.angle = slope(linear.fit) Auto 
Table 3.2. Pseudocode for EndSeg. Functional blocks correspond to the Figure 3.2 flowchart. Calculations and 
parameters in the first column are denoted in the second column as manual, automatic, or adjustable. 
2.3 Automatic Method 2: Spline-Fit Normals (SpNorm) 
The Spline-Fit Normals (SpNorm) method computes spinal curvature without segmentation. Given 
vertebral labels as input (as in Section 2.2), SpNorm forward projects vertebral labels to a DRR and 
computes a 2D curvilinear fit as illustrated in Figure 3.3. A pseudocode description of operations is shown 
in Table 4. Various fit models were investigated, including a smoothing spline-fit and polynomial models 
(3rd, 5th, 6th, and 7th order). The smoothing-spline fit minimized the following objective for vertebral label 




p ∑ (yi − sj(xi))
2











where s is the smoothing spline function, xi is the distance along the cranial-caudal axis determined by 
orientation of the CT, yi is distance perpendicular to the cranial-caudal axis determined by projection type 
(i.e., LAT, AP), and p is approximately 1/(1 +
ℎ3
6
), where ℎ is the average data point spacing. 
The SpNorm method then identifies rays normal to the spline as proxies for endplate angles. The normal 
ray intersection was nominally computed midway between vertebral levels, but locations varied somewhat 
depending on spinal region: half-way between the superior and inferior vertebral for levels C7-L5; and at a 
distance 0.65 of the way between labels from L5–S1 (slightly closer to S1 to more accurately capture the 
sharp curvature at the lumbosacral junction). The S2 level provided an additional inferior control point for 
curve fitting. Metrics of GSA were then computed as defined in Figure 3.1. 
The sensitivity of SpNorm to variations in the location of the vertebral label (e.g., due to intra-user or image 
noise) was investigated by varying the label coordinate and analyzing the effect on GSA metric. 
Perturbations from the “true” (manually defined) locations were realized according to a Gaussian 
distribution with σ = 5.7 mm and a cutoff at ∆xj = 9 mm to confine within the vertebral body. A total of 
100 perturbed locations were simulated for each level, and the resulting variation in GSA metric was 
analyzed. 
 
Figure 3.3. SpNorm algorithm for calculation of GSA. (a) Input CT image with vertebral labels. (b) Projection 
of vertebral labels from 3D to the 2D LAT or AP radiographic plane. (c) Spline fit to the projected labels. (d) 
Normal rays computed between vertebral labels, with slope taken as a proxy for endplate angle. (e) GSA 




Pseudocode User Interaction 
Get CT image and vertebral labels  
Get vertebral labels ci 
 ci(xi, yi, zi): 3D “centroid” position for vertebra 𝑖 
 
Manual 
 or Auto [28] 
Project labels to DRR  
for each vertebra 𝒊  
 cR,i (ui, vi) ← project label ci(xi, yi, zi) to DRR 
 
Auto 
Fit smoothing spline  
spline.fit = fit(cR,i, ‘smoothing_spline’) 
 
Auto 
Compute spline normal 
specify 𝒇𝒗: fraction of distance between vertebra to approximate 
 … endplate location 
specify 𝒇𝑺𝟏: fraction of distance between L5 and S1 to 





for each vertebra 𝑖  
 if not vertebra L5  
  spline.point = spline.fit(cR,i + 𝒇𝒗cR,i+𝟏) Auto 
 else  
  spline.point = spline.fit(cR,𝐋𝟓 + 𝒇𝑺𝟏cR,𝐒𝟏) Auto 
 spline.slope = derivative(spline.fit(spline.point)) 
 
Auto 
Compute endplate angle  
 endplate.angle = −1 / spline.slope Auto 
Table 3.3. Pseudocode for SpNorm. Functional blocks correspond to the Figure 3.3 flowchart. Calculations 
and parameters in the first column are denoted in the second column as manual, automatic, or adjustable. 
 
2.4 Performance of Manual and Automatic Methods 
The EndSeg and SpNorm methods were compared to manual annotation, which represents the conventional 
clinical means of GSA analysis and is therefore a reasonable basis of comparison (recognizing that it may 
or may not represent an actual “truth” definition). Endplate angles computed by EndSeg and SpNorm were 
compared to manual annotation using Passing-Bablok (PB) regression tests, a non-parametric test of 
similarity between measurements.49 Deviations from the regression line were computed and compared to 
the CI95 of manual measurements. Such non-parametric measures provided insight for small sample sizes 
and spread about the median. Student’s t-tests were used to assess differences between automatic and 
manual methods. 
The performance of GSA measurement (from endplate angle estimates as described above) was similarly 
analyzed using PB regression tests to evaluate the similarity of manual and automatic methods. Metrics of 
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GSA included lumbar lordosis (LL), main thoracic kyphosis (MThK), proximal thoracic kyphosis (PThK), 
lumbar Cobb angle (LC), main thoracic Cobb angle (MThC), and proximal thoracic Cobb angle (PThC) – 
each defined in Figure 3.1. Adherence to the regression line within CI95 was tested, and parametric Student’s 
t-tests were performed to compare the distributions in manually and automatically determined GSA metrics. 
3 Results 
3.1 Manual Annotation 
Inter-reader and intra-reader ICC (ICCinter and ICCintra, respectively) are summarized in Table 3.4. The 
ICCinter was similar to ICCintra for both LAT and AP cases. Noting that ICCinter is within two standard 
deviations of ICCintra, it appears that visual interpretation of the endplate is no more consistent for a single 
reader than between different readers. 
 ICCintra 
ICCinter 
 R1 R2 R3 R4 R5 Average 
AP 
0.75 
(0.39 - 0.91) 
0.86 
(0.73 - 0.93) 
0.76 
(0.60 - 0.86) 
0.76 
(0.62 - 0.85) 
0.78 




(0.69 - 0.87) 
LAT 
0.99 
(0.96 - 1.00) 
0.99 
(0.98 - 1.00) 
0.98 
(0.95 - 0.99) 
0.97 
(0.94 - 0.98) 
0.97 




(0.99 - 1.00) 
Table 3.4. Inter- and intra-reader agreement (ICCintra, and ICCinter) in manual definition of endplate angle. 
Parenthetical values denote the CI95 (or ± standard deviation for average ICCintra). 
According to Table 3.4, both ICCinter and ICCintra were greater in LAT views, suggesting that measures of 
sagittal curvature have higher reproducibility than coronal measures. This observation may be associated 
with better visualization (e.g., reduced overlap) of endplates for cases included in this study, which 
exhibited varying levels of normal or abnormal lordosis and kyphosis but did not include pathologically 
significant scoliosis.  
However, the distributions in Figure 3.4 suggest that LAT views have slightly higher median and standard 
deviation in endplate angle definition than AP views. The apparent discrepancy between standard deviation 
and ICC is because the former solely describes inter/intra-reader variability. ICC additionally describes the 
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inherent range of variability within a single type of measurement (i.e., LAT views have a typical endplate 
angle range of −40 to 40°) as it is a ratio between the inherent variability in a particular type of measurement 
(σWR and σWT) and the sum of the inherent variability and inter- or intra-reader variability (𝛔𝐁𝐑 or 𝛔𝐁𝐓, 
respectively). In the extreme case when inherent variability is much greater than the inter/intra-reader 
variability as with LAT views, then ICC approaches 1. From the standard deviations shown in Figure 3.4, 
inter-reader CI95 in endplate angle definition was 5.8°. 
 
Figure 3.4. Standard deviation in (a) inter-reader and (b) intra-reader variability of endplate angle definition in 
AP and LAT views. The violin plots show individual sample points, an envelope fit to the sample distribution, 
the median (open circle with horizontal bar), and interquartile range (upper and lower horizontal range bars). 
The inter-reader CI95 for sagittal GSA metrics was 8.2° for PThK, 6.0° for MThK, and 7.4° for LL, with a 
similar range for coronal GSA metrics: 11.0° for PThC, 8.2° for MThC, and 4.8° for LC. The mean inter-
reader error for GSA metrics across all manual annotations was 7.6°. Because GSA metrics aggregate the 
error from two endplate angle measurements, they are subject to a higher rate of variability than the error 
for individual endplate measurements. The variability in GSA measurements are consistent with such 
propagation of error. 
3.2 Automatic Method 1: Endplate Segmentation (EndSeg) 
The sensitivity of EndSeg to selection of the gradient angle threshold parameter (τ) was analyzed to 
determine the operating range and a suitable, nominal parameter setting for the region growing operation. 
As shown in Figure 3.5, the error in endplate angle (calculated as the difference from manual annotation) 
was greater for low values of the threshold, τ < ~5°. Above this level, endplate region growing appeared 
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stable, with error ~0.5°, which is within the range of errors associated with manual (inter- or intra-reader) 
delineation. 
 
Figure 3.5. Sensitivity of endplate angle measurement in the EndSeg method to the gradient elevation 
threshold parameter, 𝜏. 
3.3 Automatic Method 2: Spline-Fit Normals (SpNorm) 
Performance of various curvilinear fits is shown in Figure 3.6. As shown in Figure 3.6(a), the smoothing-
spline model demonstrated the best adherence to manually defined endplate angles. The goodness of fit was 
quantified via the coefficient of determination (r2) as shown in Figure 3.6(b), where the smoothing-spline 




Figure 3.6. Selection of model fit for the SpNorm method. (a) Endplate angle evaluated for various model fits 
(solid curves) and by manual definition (open circle) shown as a function of position along the spine. (b) 
Coefficient of determination (𝑟2) between model-based and manual endplate angle definition for various models 
in SpNorm.  
The sensitivity of SpNorm to variations in vertebral label location is shown in Figure 3.7(a), illustrating the 
impact of variation in the label coordinate on the spline fit. Relatively small deviations in the fit are observed 
with reasonable range of vertebral coordinate variations (e.g., within ±9 mm). Overall, 95% of the angle 
deviations are within the inter-reader CI95 as shown in Figure 3.7(b), with the exception of T1 and S1, for 
which the 95% bounds exceed the inter-reader CI95 (although the IQR was within the CI95). The effect of 
label coordinate perturbations on GSA measurement is shown in Figure 3.7(c), with similar findings as for 




Figure 3.7. SpNorm sensitivity analysis. (a) LAT DRR with representative un-perturbed (yellow) and perturbed 
(cyan) SpNorm vertebral labels and fits. (b) Distribution in endplate angle estimation for SpNorm over the range 
of perturbation in vertebral label location. (c) Distribution in GSA metrics computed over the range of perturbed 
vertebral label location. The violin plots in (b) and (c) show the sample points, median (open circle), and 
interquartile range (vertical bar). The gray range in the background of (b) and (c) shows inter-reader CI95 for 
endplate angle and GSA metric, respectively. 
 
3.4 Comparative Analysis of Manual and Automatic Methods 
Figure 3.8 illustrates EndSeg and SpNorm GSA metric calculations. Most GSA metrics agreed within 3.0° 
(LL, PI, and PT) or ~10 mm (C7S1 SVA). The most notable difference was in ThK, with angle differences 
up to ~6°. The SpNorm estimate of ThK was unaffected by variations in endplate angle estimation and 




Figure 3.8. Example LAT DRR with GSA metrics as measured by (a) EndSeg and (b) SpNorm. 
3.4.1 Endplate Angles 
Endplate angle estimation for manual, EndSeg, and SpNorm methods suggests similar underlying 
distributions as seen in Figure 3.9. The alternative hypothesis (HA) that the methods sample from distinct 
distributions (p < 0.05) was rejected for PB regression tests (manual to EndSeg, manual to SpNorm). 
Deviations in endplate angles from the regression line show that 93.8% of the endplate angle estimates for 
both EndSeg and SpNorm are within the inter-reader CI95. With the exception of three outliers (> 2 standard 
deviations) for each method, endplate angle estimates suggested strong correspondence with manual 
definition. Comparison of example endplate angle measurements in Figure 3.9(c-d) showed comparable 




Figure 3.9. Comparison of automatic and manual endplate angle estimation. (a) Endplate angle PB regression 
between Manual and EndSeg, and (b) between Manual and SpNorm. The narrow transparent range marked about 
the fit shows the CI95 in PB regression slope, and the dashed lines mark the CI95 for inter-reader variability. 
Example endplate angle measurements for Manual, EndSeg, and SpNorm are shown in (c) for the T2 inferior 
endplate and in (d) for the L3 superior endplate. (Other endplates showed similar trends.) The violin plots show 
sample points, envelope of the distribution, median (open circle) and IQR. 
Table 3.5 summarizes the average endplate angle difference between EndSeg and SpNorm compared to 
manual definition. EndSeg exhibited stricter adherence to manual definition than SpNorm in lower 
thoracic/lumbar regions, potentially due to the interplay between endplate plateaus and the curvature line 
along the spine, whereas endplate plateaus are more normal to the direction of curvature in the upper spine. 
Although EndSeg was observed to have an average absolute difference in endplate angle measurement less 
than SpNorm, both methods were within inter-reader CI95. Student’s t-tests failed to detect significant 
differences between manual and automatic methods.  
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EndSeg -3.6° -4.0° -2.2° 0.1° 0.4° 1.9° 0.8° 1.9° p = 0.33 
SpNorm -2.1° -1.6° -0.4° 1.4° 2.6° 5.6° -5.3° 2.7° p = 0.83 
Table 3.5. Difference in average endplate angle for EndSeg and SpNorm compared to manual definition for 
various vertebral levels. Paired T-tests reject the hypothesis that automatic and manual measurements are 
different for both EndSeg and SpNorm. 
3.4.2 GSA Metric Computation 
Pairwise Student’s t-tests and PB regression tests (Figure 3.10) between manual and automatic GSA 
measurement methods (EndSeg, SpNorm) rejected the alternative hypothesis (HA), thus failing to detect 
statistically significant differences between methods. All deviations of GSA metrics from the regression 
line are within inter-reader CI95. Most notable differences in GSA metrics were observed in the sagittal 
upper thoracic measures (PThK in Figure 3.10(a) and MThK in Figure 3.10(b)), but strong correspondence 
was seen between automatic and manual GSA metric estimates. Violin plots of GSA metric examples in 
Figure 3.10 suggest similar GSA metric estimates for the three methods, although significant outliers (> 2 






Figure 3.10. GSA metric comparison for automatic and manual methods for (a–c) sagittal and (d–f) coronal 
metrics of spinal alignment. In each case, the PB regression shows correspondence between automatic and 
manual methods as in Figure 3.9. Violin plots show sample points, distribution, median, and IQR in GSA metrics 
for each method. 
Figure 3.11 shows PB regression between EndSeg and SpNorm for GSA metrics that require hip axis 
annotation. All tests rejected the alternative hypothesis (HA) and failed to indicate significant differences 
between GSA metric estimates. Correspondence between the two methods suggests extension of EndSeg 
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and SpNorm to pelvic measures of alignment, although manual definitions of hip axis were not collected 
in the current work. 
 
Figure 3.11. Comparison of GSA metric estimated by EndSeg and SpNorm for (a) PI, (b) PI-LL, and (c) SVA. 
The PB regression plots show correspondence in GSA metrics between the two methods, and violin plots show 
the sample points, distribution, median, and IQR in GSA estimate for each case. 
 
4 Discussion and Conclusions 
Two methods for automatic analysis of GSA from spinal CT were presented in this chapter – the first 
(EndSeg) based on endplate angle definition analogous to conventional endplate visualization and the 
second (SpNorm) based on angles normal to a robust spline fit of vertebral body labels. Both take vertebral 
body annotations defined in CT as basic input, and each projects to a 2D radiographic plane to analyze GSA 
in terms common to conventional analysis (as defined in Figure 3.1). EndSeg and SpNorm measurements 
demonstrated that 93.8% of endplate angles and all GSA metrics were within the inter-reader CI95 of manual 
measurements. There was no significant difference between GSA metrics determined by the manual and 
automatic methods. 
Such automatic methods could help to avoid the high level of variability observed in manual definition 
(Table 2 and Refs. [14,32,33,35]) and could streamline efficiency compared to fairly time-consuming manual 
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analysis. Such capability could benefit more widespread analysis of GSA (e.g., retrospectively and/or 
intraoperatively) in large datasets and improve understanding of correlation between GSA and surgical 
outcomes. Such methods could be applied to intraoperative CT at the end of a case for validation of the 
surgical construct, with automatic analysis of the change in GSA imparted by surgery. In contrast, manual 
annotation disrupts surgical workflow and is not commonly practiced in intraoperative evaluation. With the 
advent of image analytic tools for correlative analyses of patient outcomes and risk factors, metrics 
computed by such automated method could help to glean important correlates and drive improvement in 
spinal surgery outcomes. 
An important consideration for future work is the extension to more patient cases. This work describes 
application of both automatic algorithms to seven SpineWeb patient cases with similar scan protocols and 
patient pathologies, subsequently limiting the scope of the results. For future work, broader variation in CT 
scan protocol or patient pathology would permit validation of the algorithms for potentially broader 
application. The increased statistical power that accompanies an increase in the number of cases could 
elucidate important differences / similarities between methods that are not evident from this work. While 
SpNorm and EndSeg demonstrate similar performance within the current dataset, SpNorm is potentially 
more robust to vertebral shape abnormalities, owing to its shape-agnostic description of the curvature of 
the spine. Investigation of GSA analysis in pathologic spinal cases (e.g., ankylosing spondylitis or butterfly 
vertebra) could demonstrate further utility of SpNorm compared to endplate-based methods, in which 
pathologic vertebral shapes can alter representations of global spinal curvature. 
Although EndSeg operates within a vertebral segmentation and both EndSeg and SpNorm require vertebral 
labels as input, existing methods for such inputs are numerous.18,20,37–40 In the future, EndSeg will be 
investigated in unsegmented CT (i.e., operating on image gradients rather than segmentation boundaries), 
thus eliminating the need for segmentation prior to GSA measurements. Variations in CT scan protocols 
are particularly relevant, since poor image quality (e.g., large slice thickness) can affect the accuracy of 
vertebral segmentation.  
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Inter- and intra-reader variability reported in Section 3.1 quantify the reliability and reproducibility in DRRs 
alone. The measurements represent conservative lower bounds, since DRRs lack pertinent forms of image 
noise and artifacts that can challenge anatomical landmark identification in true radiographs. Thus, the 
respective measures are likely lower bounds on manual variability, and do not quantify all sources of 
variability present in radiographic measures. Comparison of automatically derived measures to manual 
ranges of variability serves as a preliminary baseline for validation in the current work. 
The conventional approach to GSA analysis involves manual annotation of radiographs directly, whereas 
the current work applied EndSeg and SpNorm to radiographic GSA analysis from a CT image. Preoperative 
assessment of the patient commonly includes a CT image, while intraoperative and postoperative 
assessment is frequently limited to radiographs. Additional consideration of the effect of patient positioning 
on spinal curvature is important, recognizing that diagnostic radiographs are typically acquired under load-
bearing conditions, whereas CT is typically acquired in supine or prone positioning. Although findings have 
demonstrated a correlation between metrics of GSA between standing, supine, and prone positioning, direct 
comparison may be difficult. Direct analysis of GSA from radiographs in future work could more readily 
allow computation of perioperative changes in GSA.  
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Chapter 4: Discussions and Conclusion 
This thesis presented image analysis techniques to automatically localize surgical instrumentation and 
changes in spinal curvature in intraoperative radiographic imaging. Chapter 2 covered an algorithm to 
automatically detect and localize pedicle screws in intraoperative radiographs using a deep learning 
framework. The network achieved fairly high precision (~92.1%) and recall (~88.8%) in screw detection 
for neural networks trained on multiple-patient training and testing sets. Such an algorithm could improve 
the capture range and runtime of registration methods such as KC-Reg by providing a reliable initialization 
of screw locations. Chapter 3 reported the development of two algorithms to automatically analyze metrics 
of GSA in CT/CBCT. The two methods (EndSeg and SpNorm) demonstrated accurate assessment of GSA, 
with 93.8% of measurements within the CI95 of manual measurements. Both chapters present 
automatic/semi-automatic methods with sufficient accuracy to provide meaningful quantitative 
intraoperative QA. Work is underway to use such methods as a basis for data-intensive, retrospective 
analysis of large image datasets to extract image features that may correlate with surgical outcome.15 
Recent advances in spine surgery have begun to integrate the use of machine learning to perform automatic 
detection and labeling of spine imaging. Localizing and labeling spine structures has achieved excellent 
performance comparable to expert annotation. Such methodology integrated with the electronic medical 
record (EMR) and Picture and Archiving Communication Systems (PACS)50 could improve clinical 
decision support in diagnosis of spinal pathology and correlating image information with pain or functional 
outcomes.51 Extending these methods to detection and characterization of medical implants, such as the 
approach covered in Chapter 2, can similarly provide quantitative input to determining the proper course 
of treatment or rehabilitation. 
Additional forms of image processing have arisen with the increased prevalence of machine learning. 
Automatic anatomical segmentation has been a rapidly advancing field, including automatic segmentation 
of the spine.18,37,52–59 Differences in vertebra shape due to anatomical deformities and degenerative 
pathologies challenge such algorithms and necessitate manual confirmation by the clinician. As covered in 
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Chapter 3, segmentation of vertebrae could provide useful input to clinical decision support based on 
vertebral shape and intervertebral spacing.50 
Other important image-analytic methods emerging in recent research include automatic planning of pedicle 
screw trajectories using an atlas-based registration of anatomy and reference trajectories60 and classification 
of scoliotic curve severity and location to determine the risk of curve progression.61 Taken together, these 
tools could offer substantial improvements in patient care pathways, help to reduce medical error, increase 
the precision in the administration of spine surgery, and ultimately improve patient outcomes. 
As described in Chapter 2, automatic detection of surgical spine surgery instrumentation helps to better 
integrate the KC-Reg framework into intraoperative workflow, obviating the need for manual input, and 
increasing the capture range via robust initialization. This method was developed using a network trained 
on radiographic images across four patients scanned on the Medtronic O-arm with simulated 
instrumentation using Medtronic Solera spine screw models. Generalization of network detection may be 
affected by system geometry, the appearance of the spine screws, and variations in patient anatomy. Using 
a larger set of training data would improve the generalizability and is the subject of future work. The method 
could be further generalized to detect different types of instrumentation, as well as learning to differentiate 
them – e.g., classification of surgical implant, surgical retractor, rod, or other medical devices can provide 
further clinical decision support. These techniques for detection of surgical implants have utility beyond 
spine surgery and could provide a basis for more generally applicable instrumentation classifiers for 
radiographing imaging. 
Chapter 3 presented two methods for automatic analysis of GSA: one using seed points in CT (SpNorm); 
and the other using vertebra segmentations in CT (EndSeg). Reliable and accurate algorithms exist to 
automatically label vertebrae,37–40,50 providing an accurate starting point for SpNorm. Although the current 
algorithm operates in CT, the approach is also compatible with intraoperative CT and CBCT, which 
supports its application in surgery. Extending the method from CT to radiography could be accomplished 
by a variety of 3D-2D registration techniques, recognizing challenges associated with deformation of the 
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spine between preoperative CT and intraoperative radiographs. Multi-stage 3D-2D deformable registration 
as proposed by Ketcha et al,62 could account for spinal deformation while maintaining the rigid structure of 
the vertebrae. Application of this method could provide access to intraoperative QA without the need for 
intraoperative CT. Additional questions arise in comparing GSA assessed in images acquired under load-
bearing conditions – as in a standing radiograph – to non-load-bearing conditions – as in a supine / prone 
CT, although correlation between the two has been demonstrated.63  
The methods developed in this thesis advanced two key examples of image-analytic techniques for 
improving the accuracy, precision, and quality assurance of spine surgery. For the screw detection 
algorithm, as mentioned above, future work should include larger training datasets and extend the detection 
methods to other types of instrumentation. Similarly, extension of the automatic GSA analysis algorithm 
(particularly SpNorm) to automatically compute other potentially important image features – e.g., local 
curvature and intervertebral space – is a topic for future development. In both contexts, the extension of the 
methods from current stages to more generalizable forms with efficient, integrated algorithms is essential 
to eventual clinical translation. 
Quantitative features derived from image data appear to be an important factor in improving the 
performance of clinical outcomes prediction, as demonstrated in De Silva et al.15 Future integration of 
image analytics within healthcare interfaces to electronic medical records will be vital to realizing such 
potential in the shared decision support process between surgeons and patients. Considering the high 
prevalence of spine surgery and the fairly broad variability in surgical outcomes within existing techniques, 
even small gains in clinical decision support could have major benefit to many patients, and the promise of 
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