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Abstract: We approach the topic of Classical group nilpotent orbits from the per-
spective of their moduli spaces, described in terms of Hilbert series and generating
functions. We review the established Higgs and Coulomb branch quiver theory con-
structions for A series nilpotent orbits. We present systematic constructions for BCD
series nilpotent orbits on the Higgs branches of quiver theories defined by canonical
partitions; this paper collects earlier work into a systematic framework, filling in gaps
and providing a complete treatment. We find new Coulomb branch constructions for
above minimal nilpotent orbits, including some based upon twisted affine Dynkin di-
agrams. We also discuss aspects of 3d mirror symmetry between these Higgs and
Coulomb branch constructions and explore dualities and other relationships, such as
HyperKa¨hler quotients, between quivers. We analyse all Classical group nilpotent or-
bit moduli spaces up to rank 4 by giving their unrefined Hilbert series and the Highest
Weight Generating functions for their decompositions into characters of irreducible rep-
resentations and/or Hall Littlewood polynomials.
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1 Introduction
An intriguing avenue for research into the relationships between supersymmetric (“SUSY”)
quiver gauge theories and the nilpotent orbits of Lie groups has been opened up by a
number of recent papers [1–3]. The theory of nilpotent orbits [4] provides a language for
classifying and describing the moduli spaces associated with the nilpotent generators
of a Classical or Exceptional group.1 Nilpotent orbits are increasingly being recognised
as being relevant to many topics, ranging from supergravity (“SUGRA”) theories in-
volving G/H coset spaces, whose field content can be characterised by nilpotent orbits
of G [5], to counting massive vacua in N = 1 Super Yang-Mills (“SYM”) theory [6],
where the number of vacua is derived from the structure of the nilpotent orbits of the
gauge group. In [7], nilpotent orbits are used as building blocks in the construction of
3d Sicilian theories and their mirrors.
We choose to approach the topic of nilpotent orbits from the perspective of their
moduli spaces and Hilbert series, which we analyse using the tools of the Plethystics
Program [8, 9]. Each such Hilbert series counts holomorphic functions on the closure
of a nilpotent orbit [10].
Remarkably, it appears that all the nilpotent orbits of any Classical group G cor-
respond to the moduli spaces of particular SUSY quiver gauge theories that can be
constructed on the root lattice of G and which are determined by the canonical param-
eters associated with the orbits.
There are two extremal non-trivial nilpotent orbits, the minimal nilpotent orbit
and the maximal nilpotent orbit [4]. In the case of classical groups, the dimensions of
the minimal and maximal nilpotent orbits match the dimensions of the Hilbert series of
the Higgs branches of particular SUSY quiver gauge theories. These correspond to the
Hilbert series of reduced single instanton moduli spaces (“RSIMS”) and to the Hilbert
series of T (G) quiver theories, respectively.
Instanton moduli spaces have been studied extensively, following early work in
[11, 12]. The connection between instanton moduli spaces and nilpotent orbits was
made in [13]. The minimal nilpotent orbit of a group G corresponds to a reduced single
G instanton moduli space and, for Classical groups, the Higgs branch quiver theory
constructions of such moduli spaces are well known [14, 15]. The Hilbert series of these
moduli spaces have been calculated [16]. Indeed, many different constructions for the
Hilbert series of RSIMS are known, including Coulomb branch and other types [17–19].
1Recall that the nilpotent matrices of a group are nilpotent linear combinations of its raising
and lowering operators, relative to some chosen basis of Cartan operators, and correspond to linear
combinations of its roots.
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The Hilbert series of maximal nilpotent orbits are also known, as are their con-
structions for Classical groups from T (G) quiver theories with maximal partitions. The
Higgs branches of maximal T (G) quiver theories can be calculated from linear chains
comprised of gauge fields and bifundamental hypermultiplets transforming in basic rep-
resentations of unitary or alternating orthogonal and symplectic groups, building on
structures outlined in [1, 20, 21]. These T (G) quiver theories can be self dual under
3d mirror symmetry, and their Hilbert series correspond to modified Hall Littlewood
polynomials transforming in the singlet representation of G [22].
While the minimal and maximal nilpotent orbits coincide for SU(2), a group gen-
erally has a characteristic set of distinct nilpotent orbits, which is bounded by these
extremal cases, and which increases in number with rank. This opens up a rich land-
scape for study. These nilpotent orbits can be described canonically, in terms of parti-
tion data, Dynkin labels, their dimensions, or a partial ordering using Hasse diagrams
[4, 21, 23]. Methods have also been proposed for mapping Classical group nilpotent
orbits to particular quiver theories and their Hilbert series [3]. One aim of this paper
is to recapitulate the established method for mapping A series nilpotent orbits and to
develop a comparable method for a complete and consistent mapping of BCD series
nilpotent orbits to quivers and their Hilbert series.
We focus mainly on Higgs branch constructions involving 4dN = 2 SUSY, however,
by principles of 3d mirror symmetry [1, 24–27], these can have counterparts in the form
of Coulomb branch constructions on dual quiver theories involving N = 4 SUSY in
three dimensions. Consequently, our investigations also shed light on aspects of 3d
mirror symmetry.
We introduce a number of systematic improvements to the analysis of the moduli
spaces of BCD nilpotent orbits and develop and implement methods for the systematic
decomposition of the Hilbert series (“HS”) of Classical group nilpotent orbits into
their representation content, which we describe in terms of highest weight generating
functions (“HWGs”), either for irreducible representations (“irreps”) or modified Hall
Littlewood polynomials (“mHL”) of G.
In section 2, we summarise relevant aspects of the theory of nilpotent orbits pre-
sented in the mathematical literature [4, 23] and give simple algorithms for identifying
the nilpotent orbits of any Classical group G and calculating their dimensions, by find-
ing homomorphisms from SU(2) to G using character maps and selection rules. The
labelling of nilpotent orbits that we adopt is consistent with that in the mathematical
literature. Each nilpotent orbit of G is associated with a moduli space of representa-
tions of G and our objective is to identify and describe these spaces in terms of their
Hilbert series and their decompositions into representations of G. Presented in refined
form, a Hilbert series faithfully encodes the representation content of a nilpotent orbit,
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up to isomorphisms, and, for brevity, we may identify a nilpotent orbit by either its
refined Hilbert series or quiver.
In section 3, we carry out a complete Higgs branch analysis of A series quiver
chains with unitary gauge nodes, corresponding to A series nilpotent orbits, up to and
including rank 4. We describe the moduli spaces of these chains in terms of Hilbert series
and their decompositions into characters and/or modified Hall Littlewood polynomials
of An. Appendix A contains some basic information about our use of modified Hall
Littlewood polynomials and their generating functions in decompositions. The reader
is also referred to [19] for a fuller exposition of our method of working with modified
Hall Littlewood polynomials. We confirm identities between the Higgs branches of these
quivers and the Coulomb branches of their 3d mirror duals and examine the relationship
between the Coulomb branch quivers and the corresponding canonical nilpotent orbit
descriptions.
In section 4, we carry out a complete Higgs branch analysis of quiver chains with
alternating O/USp gauge nodes, corresponding to B,C and D series nilpotent orbits,
up to and including rank 4. We describe the moduli spaces of these chains in terms of
Hilbert series and their decompositions into characters of G and/or into the modified
Hall Littlewood polynomials of G. We also find new Coulomb branch constructions for
the moduli spaces of supra-minimal (i.e. next to minimal in the Hasse diagram) and
other close to minimal BCD series nilpotent orbits, using methods based upon twisted
affine Dynkin diagrams, amongst others.
In the concluding section 5, we summarise key findings and the many dualities that
can be identified and also discuss the implications for aspects of 3d mirror symmetry.
Notation and Terminology We freely use the terminology and concepts of the
Plethystics Program, including the Plethystic Exponential (“PE”), its inverse, the
Plethystic Logarithm (“PL”), the Fermionic Plethystic Exponential (“PEF”) and, its
inverse, the Fermionic Plethystic Logarithm(“PFL”). For our purposes:
PE
[
d∑
i=1
Ai, t
]
≡
d∏
i=1
1
(1− Ait) ,
PE
[
−
d∑
i=1
Ai, t
]
≡
d∏
i=1
(1− Ait),
PE
[
d∑
i=1
Ai,−t
]
≡
d∏
i=1
1
(1 + Ait)
,
PE
[
−
d∑
i=1
Ai,−t
]
≡ PEF
[
d∑
i=1
Ai, t
]
≡
d∏
i=1
(1 + Ait),
(1.1)
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where Ai are monomials in weight or root coordinates or fugacities. The reader is
referred to [28] or [9] for further detail.
We present the characters of a group G either in the generic form XG(xi), or as
[irrep]G, or using Dynkin labels as [n1, . . . , nr]G, where r is the rank of G. We may
refer to series, such as 1 + f + f 2 + . . ., by their generating functions 1/ (1− f). We
use distinct coordinates/variables to help distinguish the different types of generating
function, as indicated in table 1.
Table 1. Types of Generating Function
Generating Function Notation Definition
Refined HS (Weight coordinates) gGHS(t, x)
∞∑
n=0
an(x)t
n
Refined HS (Simple root coordinates) gGHS(t, z)
∞∑
n=0
an(z)t
n
Unrefined HS gGHS (t)
∞∑
n=0
ant
n ≡
∞∑
n=0
an(1)t
n
HWG (Character) for HS gGHS(t,m)
∞∑
n1,...,nr=0
an1,...,nr(t) m
n1
1 . . .m
nr
r
HWG (mHL) for HS gGHS(t, h)
∞∑
n1,...,nr=0
an1,...,nr(t) h
n1
1 . . . h
nr
r
Character gGX (m,x)
∞∑
n1,...,nr=0
[n1, . . . , nr]G(x) m
n1
1 . . .m
nr
r
modified Hall Littlewood gGmHL(h, x, t)
∞∑
n1,...,nr=0
mHLG[n1,...,nr] (x, t) h
n1
1 . . . h
nr
r
These different types of generating function are related and can be considered as
a hierarchy in which the refined HS, HWG, character and mHL generating functions
fully encode the group theoretic information about a moduli space. We typically label
unimodular Cartan subalgebra (“CSA”) coordinates for weights within characters by
x ≡ (x1 . . . xr) and simple root coordinates by z ≡ (z1 . . . zr), dropping subscripts if no
ambiguities arise. We use the Cartan matrix Aij to define the canonical relationships
between simple root and CSA coordinates as zi =
∏
j
x
Aij
j and xi =
∏
j
z
A−1ij
j . We
generally label field counting variables with t, adding subscripts if necessary.
Finally, we deploy highest weight notation [9], which uses fugacities to track high-
est weight Dynkin labels, and describes the structure of a Hilbert series in terms of
the highest weights of its constituent irreps. We typically denote such Dynkin la-
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bel counting variables by m ≡ (m1 . . .mr) for representations based on characters
[n]G ≡ [n1, . . . , nr]G and by h ≡ (h1 . . . hr) for representations based on Hall-Littlewood
polynomials mHLG[n], although we may also use other letters, where this is helpful. We
define these counting variables to have a complex modulus of less than unity and fol-
low established practice in referring to them as “fugacities”, along with the monomials
formed from the products of CSA or root coordinates.
2 Nilpotent Orbits
We will limit ourselves to a brief summary that is pertinent to the enumeration of
nilpotent orbits for Classical groups; the reader is referred to [4] for a full exposition. We
start from the Jacobson Morozov Theorem, which states that the nilpotent orbits of a
group G are in one to one correspondence, up to conjugation, with the homomorphisms
ρ from SU(2) to G.
2.1 Homomorphisms as Character maps
Such homomorphisms lead to character maps from G to SU(2), under which every
representation of G decomposes into an exact sum of representations of SU(2):
ρ : (x1, . . . xr)→ (xn1 , . . . , xnr) ,
ρ (XG (x1, . . . xr))→
∑⊕
mult[n][n]A1 (x) ,
(2.1)
where we have taken the CSA coordinates of G and SU(2) as {x1, . . . , xrank(G)} and
{x}, respectively. The enumeration of nilpotent orbits therefore reduces to the problem
of identifying all such valid character maps.
We can refine the problem as follows. The exponents of x that appear in a valid
map ρ(R) of some representation R of G are weight space Dynkin labels of SU(2) and
must therefore be integers. Moreover, the highest exponent of x that can appear must
be an integer below Dim[R], otherwise the monomials within ρ(R) could not form a
complete representation. Furthermore, once we establish that a map ρ is valid for all
the basic representations of G (those with highest weight Dynkin labels of the form
[0, . . . , 1, . . . , 0]), it follows that the map must be valid for all representations of G [29].
This limits the number of possible maps at most to the product of the dimensions of
the basic representations of G.
Indeed, the number of possible maps can be limited further by a theorem [23],
which states that the map ρ, when expressed in terms of the simple roots {z1, . . . , zr}
of G and {z} of SU(2), must be conjugate under the action of the Weyl group of G to
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a map of the form:
ρ : (z1, . . . zr)→
(
z
q1
2 , . . . , z
qr
2
)
, (2.2)
where qi ∈ {0, 1, 2}. The labels [q1, . . . , qr] are termed the Dynkin labels of the nilpotent
orbit2. Thus, there are at most 3rank[G] possible character maps that need to be tested
for a given group G, which is a straightforward computational procedure.
These homomorphisms can be labelled by the decomposition in SU(2) of ρ(R),
where R is some representation of G. For B and D series groups, R is usually cho-
sen to be the vector representation, or, for A and C series groups, the fundamental
representation. These decompositions are conventionally expressed using condensed
partition notation, under which each SU(2) irrep in ρ(R) is assigned an element in the
partition equal to its dimension, and the partition elements for any irreps with non-zero
multiplicities are assigned exponents equal to their multiplicities 3:
ρ(R) =
max∑
n=0
an [n],
ρ(R)⇔ (Dim[max]amax , . . . , Dim[n]an , . . . , 1a0).
(2.3)
Additional selection rules are required to ensure that the partitions ρ(R) assigned
to each irrep of G by the homomorphism ρ are consistent with its bilinear invariants.
Recall that an irrep can be classified as (i) real, (ii) pseudo real or (iii) complex, de-
pending, respectively, on whether it has (i) a symmetric bilinear invariant with itself,
(ii) an antisymmetric bilinear invariant with itself, or (iii) a bilinear invariant with its
complex conjugate. As shown in [4], when R has bilinear symmetric or antisymmet-
ric invariants, this leads to selection rules that exclude homomorphisms ρ containing
partitions ρ(R) that do not meet specified criteria which depend on the bilinears of R:
1. Real R. If an even element appears, it must appear an even number of times.
These are often referred to as B partitions or D partitions.
2. Pseudo real R. If an odd element appears, it must appear an even number of
times. These are often referred to as C partitions.
It is important to appreciate that the selection rules depend crucially on the rep-
resentation R of the parent group upon which ρ acts, since several groups contain both
real and pseudo real representations. We set out in appendix B a full set of these
2As distinct from the highest weight Dynkin labels of a representation
3The labelling of partitions ρ can be refined to assign the multiplicities {a0, . . . , amax} of SU(2)
representations to representations of the group H that is generated by the subalgebra of G that
commutes with the SU(2) subalgebra, termed the commutant of ρ in G.
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homomorphisms, up to conjugation, along with their action on the key basic irreps and
the adjoint irrep of Classical groups up to rank 5. While partial tables are regularly
presented in the literature [2, 4], we believe that a fuller presentation, including spinors
and the adjoint representation in particular, is helpful to an understanding of nilpotent
orbits.
Thus, taking A3 as an example, there are five nilpotent orbits and these can be
referred to uniquely, either by the partition data assigned to one of the basic repre-
sentations, or by the Dynkin labels of the root coordinate map, or by the CSA co-
ordinate map under the homomorphism ρ. Taking the fundamental character of A3
as [1, 0, 0] = x1 + x2/x1 + x3/x2 + 1/x3 and its simple roots as {z1 = x21/x2, z2 =
x22/x1/x3, z3 = x3
2/x2}, all obtained from the Cartan matrix for A3, we can express
the homomorphism ρ ≡ (4) in any one of the following equivalent ways:
ρ : (x1, x2, x3)→
(
x3, x4, x3
)
,
ρ : (z1, z2, z3)→ (z, z, z) ,
ρ : (x1 + x2/x1 + x3/x2 + 1/x3)→
(
x3 + x+ 1/x+ 1/x3
)
,
ρ : [1, 0, 0]→ [3].
(2.4)
Since there is a bijective correspondence between partitions and homomorphisms
[4] , the possible partitions can also be found from generating functions that encapsulate
the selection rules. We introduce fugacities (n1, . . . , nN), where N is the fundamen-
tal/vector dimension of the flavour group, to identify the dimensions of the SU(2) irreps
appearing in the homomorphism ρ, such that the exponents of the fugacities correspond
to the multiplicities of each irrep. For example, ρ ≡ (4) maps to the monomial n4 and
ρ ≡ (12, 2) maps to the monomial n21n2. We use an overall counting fugacity t. A short
calculation then leads to the generating functions for partitions set out in table 2.
Table 2. Generating Functions for Partitions of Classical Group Nilpotent Orbits
Flavour Group Partition Series Generating Function
SU(N)
∞∑
i=1
PSU (n1, . . . , n∞) ti
∞∏
i=1
1
1−niti − 1
USp(N)
∞∑
i=1
PUSp (n1, . . . , n∞) ti
∞∏
i=1
1
1−niti
∞∏
j=0
1
1+n2j+1t2j+1
− 1
SO(N)
∞∑
i=1
PSO (n1, . . . , n∞) ti
∞∏
i=1
1
1−niti
∞∏
j=1
1
1+n2jt2j
+
∞∏
j=1
1
1+n22jt
4j − 2
Thus, to obtain the partitions for the fundamental of SU(4), we find the coefficient
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of t4 in the Taylor expansion of the generating function for
∞∑
i=1
PSU (n1, . . . , n∞) ti. This
is n41+n
2
1n2+n1n3+n
2
2+n4, corresponding to the set of five partitions {(14), (12, 2), (1, 3), (22), (4)}.
2.2 Dimensions of Nilpotent Orbits
Each nilpotent orbit Oρ has a characteristic dimension |Oρ|, which can be calculated
from the partition data, as set out in [4]. Consider an ordered partition (in standard
notation) ρ = (ρ1, . . . , ρn), with max being the greatest element appearing in ρ. The
transpose partition σ ≡ ρT , where σ = (σ1, . . . , σmax), can be obtained using Young’s
diagrams. It is convenient, for our purposes, to restate (6.1.4) of [4] more simply in
terms of rank n and the transposed partition σ, to obtain the dimension formulae shown
in table 3. These dimensions are based on a lattice over a complex space and are always
even.
Table 3. Dimension Formulae for Nilpotent Orbits of Classical Groups
Group Dimension of Nilpotent Orbit |Oρ|
An (n+ 1)
2 −
max∑
i=1
σ2i
Bn n (2n+ 1)− 12
∑
i odd
σi (σi − 1)− 12
∑
i even
σi (σi + 1)
Cn n (2n+ 1)− 12
∑
i odd
σi (σi + 1)− 12
∑
i even
σi (σi − 1)
Dn n (2n− 1)− 12
∑
i odd
σi (σi − 1)− 12
∑
i even
σi (σi + 1)
We can identify within the expressions for |Oρ|, the dimension of the flavour group
of rank n, reduced by a sequence of dimensions of square matrices defined by the
elements σi from the partition data. For the A series, this sequence is associated with
unitary matrices, while for BCD series, this sequence is associated with alternating
symmetric and antisymmetric real matrices.
We note that the dimensions of any nilpotent orbit can be found more directly by
subtracting from Dim[G] the number of SU(2) representations into which the adjoint
representation of G is split by the homomorphism ρ :
|Oρ| = Dim [G]− Length[ρ (adj (G))], (2.5)
as can be checked by inspection of appendix B. Importantly, identical dimensions can
also be obtained by assigning a quiver theory to any partition that satisfies the B/D
and C-partition selection rules, as will be shown below.
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The dimensions of nilpotent orbits have a partial ordering, which is often expressed
using Hasse diagrams. There are a number of characteristic orbits within this partial
ordering:
1. The trivial orbit. This is associated with the partition (1Dim[irrep]) and always
has zero dimension.
2. The minimal orbit. This is the first orbit with non-zero dimension and is always
unique. Its complex dimension is equal to twice the sum of the dual Coxeter
labels of the Dynkin diagram for G. This equals the dimension of the reduced
single instanton moduli space of G.
3. The sub-regular orbit. This is the orbit with next to highest dimension, which
is always unique, having a complex dimension equal to the number of the roots,
less 2.
4. The maximal orbit. This is the orbit with highest dimension and is always unique.
Its complex dimension is equal to the number of roots of the group.
The moduli space of the maximal orbit is equal to the modified Hall-Littlewood
polynomial of G transforming in the singlet representation, mHLG[0,...,0]. This obeys the
important identity [22] involving the Casimirs of G 4 5:
mHLG[0,...,0](t
2) =
( ∏
Casimirs
(
1− t2 degree(Casimir)))PE[adjoint, t2], (2.6)
The above orbits are not distinct for low rank groups. For example, in the case of
A1, the minimal and maximal orbits coincide, as do the trivial and sub-regular. It
is also significant that a description of nilpotent orbits, by partitions of the vector
representation alone, does not give a unique labelling for D series groups of even rank.
Recalling that the spinor is a more fundamental representation than a vector, we can
see in appendix B.4, for example, that the (24) and (42) vector partitions of D4 both
correspond to pairs of nilpotent orbits that are distinguished by the partition data for
the spinors.
4The Casimirs of a group are given by the degrees of the symmetric invariant tensors of the adjoint
representation, being An : {2, . . . , n, n+ 1}, B/Cn : {2, 4, . . . , 2}, Dn : {2, 4, . . . , 2n− 2, n}, G2 : {2, 6},
F4 : {2, 6, 8, 12}, E6 : {2, 5, 6, 8, 9, 12}, E7 : {2, 6, 8, 10, 12, 14, 18} and E8 : {2, 8, 12, 14, 18, 20, 24, 30}
5We use mHL polynomials with a t2 fugacity in order to match the Higgs branch constructions.
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2.3 Quiver Theories for Nilpotent Orbits as Moduli Spaces
SUSY quiver gauge theories whose Higgs branches correspond to nilpotent orbits are
all described by an SU(Nf ) flavour node linked to certain linear chains of unitary gauge
nodes U(Ni) [20]. Such quivers are a subset of the set of quivers with a descending
sequence of unitary gauge nodes, as shown in figure 1. We shall often use the notation
[Nf ]− (N1)− . . . (Nmax) to describe such quivers.
Figure 1. Unitary Linear Quiver. Square (red) nodes denote flavour nodes. Round (blue)
nodes denote gauge nodes. The links represent pairs of bifundamental fields transforming
in the fundamental or antifundamental representations. The quiver is ordered such that
Nf > N1 > Ni > . . . > Nmax.
If we consider the Higgs branch of such a quiver: each link represents a bifundamen-
tal hypermultiplet containing a conjugate pair of scalar fields Xij and Xji transforming
under the flavour and/or gauge groups associated with its nodes; each gauge node is
associated with a scalar field Φii transforming in the adjoint representation of the gauge
group. A superpotential can be formed by contracting the bifundamental and adjoint
fields. The F-terms obtained by application of vacuum minima conditions to the su-
perpotential lead to the association to each node of a HyperKa¨hler quotient (“HKQ”).
The ring of gauge invariant operators that is formed by symmetrising the bifundamental
fields, modulo the HKQ, can be enumerated in a Hilbert series.
The Higgs branch formula for this Hilbert series, expressed in terms of characters
X (x) and a counting fugacity t, is:
gAHiggs (X (x), t) =
∮
gauge
dµ
∏
i>j
PE [X (Xij +Xji) , t]
gHK(Xgauge(i), t) . (2.7)
One delicate aspect of this calculation is that of the HyperKa¨hler quotient gHK . This
has the effect of ensuring, for each Weyl integration, that the flavour group Hilbert series
excludes any flavour group singlets, (which might otherwise result under the PE from
invariants of the gauge group). As noted above, the usual method of calculation involves
applying vacuum conditions to the superpotential terms that can be constructed from
the bifundamental fields and adjoint gauge fields. A more direct route, which we
adopt here, is to find the HKQ from the refined Hilbert series of the gauge fields that
correspond to the flavour group singlets that we wish to exclude:
– 12 –
gHK
(XU(Ni), t) = ∮
U(Nj)
dµ PE [X (Xij) + X (Xji) , t] . (2.8)
For a linear A series quiver, this HyperKa¨hler quotient is usually equal to the PE of
the adjoint of the gauge group: gHK(XU(Ni), t) = PE[X (Φii), t2]. The Hilbert series for
the Higgs branch is then given by:
gAHiggs (X (x), t) =
∮
gauge
dµ
(∏
i>j
PE [X (Xij +Xji) , t]
PE [X (Φii) , t2]
)
(2.9)
The dimension of this Hilbert series, when unrefined by setting all the flavour group
CSA coordinates x to unity, is given by the formula:
Dim
[
gAHiggs (X (1), t)
]
=
∑
ij
Dim [X (Xij)]−
∑
i
Dim [X (Φii)]−
∑
gauge
Dim[adjoint]
(2.10)
The last two terms on the RHS follow from the HyperKa¨hler quotient and the Weyl
integration over each gauge group, respectively, and have identical dimensions. Since
we have assumed that the sequence of node dimensions {Nf , N1, . . . , Nmax} is non-
increasing, we can assign unordered partition data to the quiver using the rule:
σ = {σi : σ1 = Nf −N1;σi = Ni−1 −Ni;σmax = Nmax} . (2.11)
Note that the σi from this construction are non-negative, but are not necessarily or-
dered. We now use the identity, Nf =
max∑
i=1
σi, to rearrange the dimension formula 2.10
as:
Dim
[
gAHiggs (1, t)
]
=
max−1∑
n=1
2
(
Nf −
n−1∑
i=1
σi
)(
Nf −
n∑
i=1
σi
)
︸ ︷︷ ︸
hypers
−2
(
Nf −
n∑
i=1
σi
)2
︸ ︷︷ ︸
vectors
= Nf
2 −
max∑
i=1
σ2i.
(2.12)
Thus, we have recovered the dimension of the A series nilpotent orbit in table 3 from
the unitary quiver defined by the sequence {Nf , N1, . . . , Nmax}. So, we can use the
partition data associated with an A series nilpotent orbit to identify a unitary linear
quiver, whose moduli space has a Hilbert series of the same dimension as the nilpotent
orbit.
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The process of matching partition data from the nilpotent orbits of BCD series
groups to quiver theories is similar, albeit less straightforward. The dimension formulae
in table 3 for BCD groups invite association with alternating O/USp groups. As a
natural development from diagrams outlined in [20], it was proposed in [1] that linear
quivers for BCD groups could take the form of alternating chains of O/USp groups.
It is therefore natural to examine the mapping of partition data from nilpotent orbits
to the vector/fundamental dimensions of an alternating chain of O/USp groups.
One issue that arises is that some partitions could require USp groups with odd
fundamental dimension; however, homomorphisms ρ with such partitions are precisely
those excluded by the B/D and C-partition selection rules. So the B/D and C-partition
selection rules in effect correspond to the restriction of nilpotent orbits for BCD groups
to homomorphisms ρ that can meaningfully be described by an alternating O/USp
chain.
The linear BCD quivers that we investigate all take the form of chains of alternat-
ing O/USp nodes, with the first node being a flavour node and the remaining nodes
being gauge nodes, ordered with non-increasing vector/fundamental dimension, as in
figures 2 and 3.
Figure 2. Orthogonal Linear Quiver. Square (red) nodes denote flavour nodes. Round
(blue) nodes denote gauge nodes. The links represent bifundamental fields transforming in
the vector/fundamental representations. The quiver is ordered such that Nf > N1 > Ni >
. . . > Nmax.
Figure 3. Symplectic Linear Quiver. Square (red) nodes denote flavour nodes. Round
(blue) nodes denote gauge nodes. The links represent bifundamental fields transforming in
the vector/fundamental representations. The quiver is ordered such that Nf > N1 > Ni >
. . . > Nmax.
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We can calculate the Hilbert series for the Higgs branches of such BCD series
quivers and find their dimensions using prescriptions similar to 2.9 and 2.10, with
certain modifications. The fields Xjk are now half-hypermultiplets, so that there is just
one field Xjk between nodes {j, k}. There are complications relating to the structure
of the HyperKa¨hler quotient and the use of orthogonal rather than SO groups; these
do not, however, affect the dimensions of a Hilbert series, so we defer a discussion of
these topics to section 4. The application of the dimensional formula 2.12 necessarily
reflects both the series of the flavour group and the position of a node, with the gauge
group series matching (or complementing) the flavour group on even (or odd) indexed
Ni nodes. Otherwise the Higgs branch dimension formula for BCD quivers follows in
a similar manner to that for A series quivers:
Dim
[
g
B/D
Higgs (1, t)
]
=
∑
n
(
Nf −
n−1∑
k=1
σk
)(
Nf −
n∑
k=1
σk
)
−
∑
n odd
(
Nf + 1−
n∑
k=1
σk
)(
Nf −
n∑
k=1
σk
)
−
∑
n even
(
Nf − 1−
n∑
k=1
σk
)(
Nf −
n∑
k=1
σk
)
=
1
2
Nf (Nf − 1)− 1
2
∑
i odd
σi (σi − 1)− 1
2
∑
i even
σi (σi + 1)
(2.13)
Dim
[
gCHiggs (1, t)
]
=
∑
n
(
Nf −
n−1∑
k=1
σk
)(
Nf −
n∑
k=1
σk
)
−
∑
n odd
(
Nf − 1−
n∑
k=1
σk
)(
Nf −
n∑
k=1
σk
)
−
∑
n even
(
Nf + 1−
n∑
k=1
σk
)(
Nf −
n∑
k=1
σk
)
=
1
2
Nf (Nf + 1)− 1
2
∑
i odd
σi (σi + 1)− 1
2
∑
i even
σi (σi − 1)
(2.14)
Thus, we can recover the dimensions of the BCD series nilpotent orbits in table 3
from quivers with alternating O/USp nodes, in a similar manner to the A series. We
can, therefore, use the canonical partition data from a BCD series nilpotent orbit to
identify a linear BCD quiver, whose moduli space should have a Hilbert series with
the same dimension as the nilpotent orbit.
We construct these moduli spaces in the following sections and examine their struc-
tures in terms of their Hilbert series and the representations of G which they contain.
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We analyse representations both in terms of characters of G and also in terms of the
modified Hall-Littlewood polynomials of G, which provide a useful basis for their finite
decomposition.
Clearly the set of well-ordered partitions does not exhaust the set of all possible
quivers and so it is also interesting to ask whether there are dualities, such that different
A or BCD quivers share the same moduli space. The dimension formulae in table 3 do
not depend upon the strict ordering of the partition data, so dualities can indeed arise.
Consider the general case of a link USp−O−USp between two symplectic nodes in
a quiver described by the partition data (. . . , σi, σi+1, . . .). It follows directly from the
dimension formulae 2.13 and 2.14 that the mapping (. . . , σi, σi+1, . . .) → (. . . , σi+1 −
1, σi + 1, . . .) preserves the dimension of the Hilbert series as calculated from the par-
tition data, while switching between USp−O(even)−USp and USp−O(odd)−USp
or vice versa. The issue is that the resulting partition data is not well ordered and so
detailed calculations are necessary to verify whether or not the Hilbert series of the
Higgs branches of the two related quivers are the same.
3 Quivers for A Series Nilpotent Orbits
3.1 Minimal and Maximal Higgs Branch: A Series
For the reduced single An instanton moduli space, or minimal nilpotent orbit of An,
the Higgs branch construction is given by a bifundamental hypermultiplet containing
a pair of chiral multiplets, with one transforming in the fundamental of an SU(Nf )⊗
U(1) product group and the other transforming in the corresponding antifundamental.
Applying the formula 2.9, we obtain, upon evaluation of the contour integral:
g
[Nf ]−(1)
Higgs (X , t) =
∮
U(1)
dq/q PE [[1, 0, . . . , 0] q + [0, 0, . . . , 1] /q, t] /PE
[
1, t2
]
= g
SU(Nf )
instanton (X , t) ,
(3.1)
where we have taken q as our U(1) CSA coordinate and t as our fugacity, corresponding
to highest weights under SU(2)R. The construction follows from the formation of the
adjoint representation of An as the contraction of its fundamental and anti-fundamental
representations, giving a U(1) singlet under the product group. The Weyl integral se-
lects such U(1) singlets from amongst the combinations of the bifundamental fields that
have been symmetrised by the PE, and the HyperKa¨hler quotient eliminates unwanted
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An singlets. In all cases, we obtain the RSIMS for An, whose Hilbert series dimension
is 2n, i.e. twice the sum of the dual Coxeter numbers of the nodes of An. [16]
6
Carrying out this calculation for [2] − (1), we obtain the RSIMS of A1. Since
the minimal and maximal nilpotent orbits coincide, this also equals the modified Hall
Littlewood polynomial 2.6 transforming in the singlet representation mHLA[0].
If we repeat a similar Higgs branch calculation for A2, decomposing its U(2) sub-
group as A1 ⊗ U(1), while also including the mHLA[0] polynomial in the integrand, we
obtain the linear quiver [3] − (2) − (1). This moduli space evaluates as the maximal
nilpotent orbit of A2:
g
[3]−(2)−(1)
Higgs (X , t) =
∮
A1⊗U(1)
dµ PE[[1, 0]q + [0, 1]/q, t]/PE[[1, 1] + 1, t2] mHLA[0](t
2)
= mHLA[0,0](t
2),
(3.2)
This is the first in a chain of recursive relations that can be used to generate mHLA[0,...,0]
for any A series group from a linear quiver consisting of a chain of unitary nodes. Thus,
we can construct the moduli spaces of the minimal and maximal nilpotent orbits of any
A series group from the quivers shown in figure 4. Consistent with section 2, these have
Figure 4. Quivers for A Series Minimal and Maximal Nilpotent Orbits. Square (red) nodes
denote flavour nodes. Round (blue) nodes denote gauge nodes. The links represent pairs
of bifundamental chiral scalars transforming in the fundamental and antifundamental repre-
sentations. The minimal nilpotent orbit, with two nodes, corresponds to the reduced single
instanton moduli space of SU(N). The maximal nilpotent orbit, with N nodes, corresponds
to the modified Hall Littlewood polynomial mHLA[0,...,0] of SU(N).
dimensions corresponding to those of the minimal and maximal nilpotent orbits of An,
described by the partitions (2, 1n−1) and (n+ 1), respectively.
6The dual Coxeter number of a group is equal to one plus the sum of the dual Coxeter numbers of
the nodes in its Dynkin diagram
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3.2 General Higgs Branch: A Series
The quivers in figure 4 lie at the extremal points of the set of quivers that can be
defined by an increasing linear sequence of unitary node dimensions, as in figure 1.
Similarly, the minimal and maximal nilpotent orbits define extremal points on the set
of non-trivial nilpotent orbits. As discussed in the previous section, the partition data
associated with a nilpotent orbit defines a sequence of dimensions, whose separation is
non-increasing, such that Ni − Ni+1 ≥ Ni+1 − Ni+2. However, these quivers represent
only a subset of those within the more general schema in figure 1, so we include the
full set in our analysis in order to examine dualities between quiver theories.
We can analyse the moduli space defined by the Higgs branch of a quiver theory in a
number of different ways. Once we have calculated a generating function gGHiggs (X (x), t)
for its refined Hilbert series, we can restate this in a number of different ways:
1. As an unrefined Hilbert series gGHiggs (X (1), t) in terms of the fugacity t, by setting
all the CSA coordinates in the refined Hilbert series to unity. An unrefined Hilbert
series permits the counting of dimensions, generators and relations. When the
generating function for an unrefined Hilbert series has a palindromic numerator,
this indicates a correspondence with a Calabi-Yau surface [30].
2. As a character expansion in irreps of G. These infinite series can be described
by an HWG gGHiggs(m, t) for the coefficients of each irrep, identified by its Dynkin
labels.
3. As an expansion in terms of modified Hall Littlewood polynomials of G. These
series can be described by an HWG gGHiggs(h, t) for the coefficients of each modified
Hall Littlewood polynomial, identified by its Dynkin labels.
Both characters and modified Hall Littlewood polynomials provide complete basis
sets of orthogonal functions that can be used to decompose the class functions repre-
sented by refined Hilbert series. We find that, for low rank groups, the moduli space
defined by a quiver often has a simple description in terms of one, but not always both,
of these bases, which thus provide complementary modes of analysis.
Applying the general prescription in 2.9, we obtain the formula for the refined
Hilbert series of an A type quiver:
g
[Nf ]−(N1)−...(Nmax)
Higgs
(XSU(Nf ), t)
=
∮
U(N1)⊗...U(Nmax)
dµ
max∏
n=1
PE
[
[fund]U(Nn−1) ⊗ [anti]U(Nn) + [anti]U(Nn−1) ⊗ [fund]U(Nn), t
]
PE
[
[adjoint]U(Nn), t
2
] ,
(3.3)
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where we have defined U(N0) ≡ U(Nf ), and note that gauge invariance entails that
the resulting quiver is one for SU(Nf ) ≡ ANf−1.
The Hilbert series gGHiggs (X , t) for such a linear quiver can be decomposed in the
form:
gGHiggs (X , t) ≡ PGHiggs (X , t) PE
[
[adjoint]G − rank(G), t2
]
, (3.4)
where PGHiggs (X , t) is the character expansion of some finite polynomial class function.
We often find it helpful to express the Hilbert series gGHiggs (X (xi), t) in unrefined form
as gGHiggs (Dim(X ), t) by mapping the CSA coordinates xi to unity. This facilitates the
calculation of the dimension of the moduli space and the identification of its structural
features, such as palindromy.
We can also analyse the representation structure of the moduli space in terms
of characters or in terms of Hall Littlewood polynomials. The HWG gGHiggs (m, t) for
the full character expansion of the Hilbert series is obtained from the projection of
gGHiggs(X (x), t) onto a generating function gGX (m,x∗) for characters of G, parameterised
by Dynkin label fugacities m ≡ (m1, . . . ,mrank(G)), as described in [9]:
gGHiggs (m, t) =
∮
G
dµ gGX (m,x∗) gGHiggs (X (x) , t) . (3.5)
The HWG gGHiggs (h, t) for the expansion of the Hilbert series in terms of modified
Hall Littlewood polynomials is obtained in a comparable manner from the projec-
tion of gGHiggs(X (x), t) onto a generating function gGmHL (h, x, t2) for the orthonormal
modified Hall Littlewood polynomials of G, parameterised by Dynkin label fugacities
h ≡ (h1, . . . , hrank(G)), as described in appendix A:
gGHiggs (h, t) =
∮
G
dµHL gGmHL
(
h, x, t2
)
gGHiggs (X (x) , t) . (3.6)
We set out in tables 4 and 5, the results of calculations of 3.3 through 3.6 for A1, A2,
A3 and A4, for all the possible quivers associated with descending sequences of unitary
gauge nodes as per figure 1. There are many observations that can be made:
1. All moduli spaces of Higgs branch quiver theories constructed using nilpotent
orbit partition data have dimensions equal to those of the nilpotent orbits.
2. The Hilbert series of these moduli spaces are all palindromic, indicating Cal-
abi Yau surfaces, and consistent with the property of being HyperKa¨hler. The
maximal nilpotent orbits all have Hilbert series that are complete intersections
[27].
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3. The moduli space decompositions into characters identify their generators, such as
the A1 generator m
2t2 or the A2 generator m1m2t
2. Each generator (or monomial)
is a root lattice object, having N-ality zero, i.e. the property that the sum of the
indices of the mi fugacities raised to their exponents, modulo the fundamental
dimension N of the flavour group, is zero.
4. All the moduli spaces can also be decomposed into finite sums of modified Hall
Littlewood polynomials. Again, each monomial is a root lattice object having
N-ality zero with respect to the hi fugacities.
5. The character and mHL descriptions are complementary; orbits close to the min-
imal nilpotent orbit have character HWGs that are freely generated or complete
intersections; orbits close to the maximal nilpotent orbit decompose to a small
number of mHL functions.
6. The characteristic A series nilpotent orbits have distinct signatures in terms of
Hilbert series, character HWGs and/or mHL HWGs and we summarise these in
table 6 for future reference.
7. There are some interesting dualities, where multiple quivers correspond to the
same nilpotent orbit. The circumstances under which these arise are discussed
further below.
8. There are inclusion relations between the moduli spaces that can be read off
most easily from the character HWGs. These follow exactly the canonical partial
orderings of the nilpotent orbits according to their Hasse diagrams, as given in
[4], for example.
It is significant that there are a number of quivers, such as [3]− (2), [4]− (3)− (1)
and [4]−(3)−(2), that cannot be described by partition data, since their decrements are
non-decreasing. These may nonetheless have the same Hilbert series as the canonical
quivers calculated directly from the nilpotent orbit partition data. Any linear quiver
that has decreasing dimensions can be dualised to one of the canonical quivers by
reordering its dimensional increments. Noting that the Hilbert series dimensions set
out in table 3 are insensitive to the order of the increments σi, this dualisation often
leaves moduli space dimensions invariant. Furthermore, we find, by full calculation,
that in many cases the refined Hilbert series of these non-partition quivers match those
of their canonical duals, including the aforementioned examples.
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There are, however, limits to the extent to which the σi can be reordered to obtain a
dual quiver with the same Hilbert series. For example, a calculation of the Hilbert series
of the quiver [4] − (3), using the procedure given, yields an incorrect non-palindromic
result that does not match [4] − (1). It is noteworthy that the related concepts of
quiver balance and conformal dimension developed in [1] can be used to identify when
the moduli spaces of such dual quivers match those of the canonical quivers.
The balance of a U(N) gauge node i in a simply laced ADE Series quiver is defined
as:
BalanceADE(i) = −2Ni +
∑
j∈
{
adjacent
nodes
}Nj. (3.7)
If all gauge nodes in a quiver have a balance of zero, the quiver is termed balanced. If
one or more gauge nodes have a positive balance and no gauge nodes have a negative
balance, the quiver is described as positively balanced. If one or more gauge nodes
have a shortage of at most one link, i.e. a balance of −1, the quiver is described as
minimally unbalanced. If one or more gauge nodes has a shortage of two or more links,
i.e. a balance of −2 or less, the quiver is described as unbalanced.
When calculating the Coulomb branch of an ADE Series quiver, the shift in con-
formal dimension associated with the first non-zero monopole charge on a gauge node
is given by:
δ (Conformal Dimension) (i) =
1
2
∑
j∈
{
adjacent
nodes
}Nj − (Ni − 1) =
1
2
BalanceADE(i) + 1.
(3.8)
If a quiver is balanced, a single monopole gauge charge has a conformal dimension
of 1, and corresponds to an integer shift around the root lattice. When a quiver is
minimally unbalanced, a single monopole gauge charge has a conformal dimension of
1/2. When a quiver is unbalanced, the conformal dimension is zero or negative (which
is meaningless). In [1], balanced or positively balanced quivers are termed “good”,
minimally unbalanced quivers are termed “ugly” and unbalanced quivers are termed
“bad”.
We observe from inspection of tables 4 and 5 that:
1. The quivers specified by the partition data from a nilpotent orbit are either
balanced or positively balanced.
2. The quivers that do not correspond to canonically ordered partitions are either
minimally unbalanced or unbalanced.
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3. Minimally unbalanced quivers have Hilbert series that match those of the nilpo-
tent orbits given by a canonical reordering of their partition data.
4. Unbalanced quivers, if evaluated using 3.3, have Hilbert series that are non-
palindromic and do not match those of the nilpotent orbits given by a normal
ordering of the quiver partition data. 7
This pattern of Higgs branch dualities between A series quivers is consistent with
findings in [31].
3.3 Coulomb Branch and Mirror Symmetry: A Series
It is well known that the Higgs branch constructions on the quivers described above
have moduli spaces that are identical to Coulomb branch constructions on unitary
quivers that are dual under 3d mirror symmetry and that the mirror symmetric dual
quivers can be calculated by working with their brane constructions [3, 25, 27]. We
display in figure 5 those quivers that yield the nilpotent orbits for A1 through A3 on
their Higgs branches along with their mirror duals that define the same moduli spaces
on on their Coulomb branches.
Some useful observations can be made about the structure of these Coulomb branch
quivers for A series nilpotent orbits.
1. The Coulomb branch quivers have a number of gauge nodes equal to the rank of
the group.
2. The dimension of each nilpotent orbit is equal to twice the sum of the ranks of
the gauge nodes of its Coulomb branch quiver.
3. The Coulomb branch quivers are all balanced, as defined earlier. Consequently,
the labels of the flavour and gauge nodes are mapped into each other by the
An Cartan matrix A
ij. So, taking the flavour node dimensions as the n-vector
(f1, . . . , fn) and the gauge node ranks as (g1, . . . , gn), we have f
i = Aijgj.
4. The Coulomb branch quivers of the minimal nilpotent orbits (or RSIMS) match
the affine Dynkin diagrams of their groups, once their flavour nodes are identified.
5. The Coulomb branch quivers of the maximal nilpotent orbits are all self-mirror
and match those of T (SU(N)) quiver theories.
7As discussed in [3] for the case of [Nf ]− (Nc) quivers, where Nf = 2Nc − k, the extra dimensions
of the moduli space result from incomplete breaking of the gauge group, for values of k > 1, when
the theory becomes unbalanced. These extra dimensions and non-palindromic features of the moduli
space can be eliminated by the introduction of FI terms.
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Figure 5. Mirror Dual Quivers for A Series Nilpotent Orbits. Round (blue) nodes denote
unitary gauge nodes of the indicated rank. Square (red) nodes denote numbers of uncharged
flavour nodes.
6. Interestingly, the flavour and gauge node vectors for near-minimal nilpotent orbits
match, respectively, the root and weight maps given in appendix B.
We defer further discussion of the monopole formula until section 4.4.
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4 Quivers for BCD Series Nilpotent Orbits
We now turn to the more intricate matter of carrying through a comparable analysis
for BCD series groups. Orthogonal and symplectic matrices are complementary in
terms of constructing the matrix generators of nilpotent orbits, which are all members
of GL(N,R), and the interplay between the two series is necessary to construct moduli
spaces that match the dimensions of B, C and D series nilpotent orbits. As observed
in [1], unitary and orthosymplectic quivers are related by a Z∈ orbifold action and the
orthogonal and symplectic groups in a quiver must alternate so that this action can be
defined. This does not, however, entail that a quiver should not contain both B and D
series groups and, accordingly, we work with quivers that can be of mixed BCD type.
We also encounter a number of complications relating to the necessity, in several
cases, of using character representations of O(N) gauge groups [20], rather than SO(N),
to obtain palindromic moduli spaces, and also to the calculation of HyperKa¨hler quo-
tients for O(N) groups. These complications are least severe for minimal and maximal
nilpotent orbits and so these are a good place to start.
4.1 Minimal and Maximal Higgs Branch: BCD Series
As noted earlier, minimal nilpotent orbits for BCD series are well known and corre-
spond to RSIMS and their Higgs branch constructions. For BCD series groups, these
quivers consist of a bifundamental half-hypermultiplet containing a scalar transform-
ing in the vector ⊗ fundamental of an O ⊗ USp product group. In all cases, the
vector/fundamental of the O/USp flavour group is coupled with a fundamental/vector
of a minimal rank USp/O gauge group. The quivers are shown in figure 6.
Figure 6. Quivers for BCD Series Minimal Nilpotent Orbits. Square (red) nodes denote
flavour nodes. Round (blue) nodes denote gauge nodes. The links represent bifundamental
half-hypermultiplets with scalar fields transforming in the vector/fundamental representa-
tions.
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The precise evaluations are provided by adapting formula 2.9:
gBnHiggs min (XB, t) =
∮
C1
dµ PE [[1, 0, . . . , 0]B ⊗ [1]C , t] /PE
[
[2]C , t
2
]
,
gDnHiggs min (XD, t) =
∮
C1
dµ PE [[1, 0, . . . , 0]D ⊗ [1]C , t] /PE
[
[2]C , t
2
]
,
gCnHiggs min (XC , t) =
1
2
(PE [[1, 0, . . . , 0]C , t] + PE [[1, 0, . . . , 0]C ,−t]) .
(4.1)
Minimal nilpotent orbits for SO flavour groups are based on Weyl integrations over
a C1 gauge group, whereas those for symplectic flavour groups are based on Molien
sums over a B0 ∼= O(1) gauge group. B0 is a finite group with two elements that
can be represented by the characters {1,−1}, so the group average is provided by a
Molien sum, rather than by Weyl integration [32]. The HyperKa¨hler quotient in the
integrations is given by the adjoint of the gauge group, with counting fugacity t2.
As for A1, a minimal nilpotent orbit for B1 or C1 is also maximal. Otherwise, the
maximal nilpotent orbits for BCD groups are provided by chains of O/USp groups
with adjacent dimensions, as shown in figure 7. In the case of the BC chain, the
Figure 7. Quivers for BCD Series Maximal Nilpotent Orbits. Square (red) nodes denote
flavour nodes. Round (blue) nodes denote gauge nodes. The links represent bifundamen-
tal fields transforming in the vector/fundamental representations. A maximal chain for a
symplectic group can be obtained by truncating either the BC or DC chain and taking the
highest rank symplectic group as the new flavour group.
fundamental dimension decreases by one between adjacent nodes, whereas in a DC
chain the fundamental dimension decreases by alternating steps of zero or two; it is
important to note the ordering, with the C series, which has higher group dimension,
taking precedence. These two types of maximal chain: BC and DC, represent special
cases, since we can substitute between CnDnCn−1 and CnBn−1Cn−1 links in a maximal
chain without affecting the moduli space.
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Once again, the precise evaluations are provided by adapting formula 2.9:
gBnHiggs max (XBn , t) =
∮
Cn⊗Bn−1...⊗C1
dµ
n∏
i=1
PE
[
[vec]Bi ⊗ [fund]Ci , t
]
PE
[
[adjoint]Ci , t
2
]
×
n∏
i=1
1
2
∑
t={t,−t}
PE
[
[fund]Ci ⊗ [vec]Bi−1 , t
]
PE
[
[adjoint]Bi−1 , t
2
] (4.2)
gCnHiggs max (XCn , t) =
∮
Bn−1⊗Cn−1...⊗C1
dµ
n∏
i=1
1
2
∑
t={t,−t}
PE
[
[fund]Ci ⊗ [vec]Bi−1 , t
]
PE
[
[adjoint]Bi−1 , t
2
]
×
n−1∏
i=1
PE
[
[vec]Bi ⊗ [fund]Ci , t
]
PE
[
[adjoint]Ci , t
2
]
(4.3)
gCnHiggs max (XCn , t) =
∮
Dn⊗Cn−1...⊗D1
dµ
n∏
i=1
PE
[
[fund]Ci ⊗ [vec]Di , t
]
PE
[
[adjoint]Di , t
2
]
×
n−1∏
i=1
PE
[
[vec]Di+1 ⊗ [fund]Ci , t
]
PE
[
[adjoint]Ci , t
2
]
(4.4)
gDnHiggs max (XDn , t) =
∮
Cn−1⊗Dn−1...⊗D1
dµ
n−1∏
i=1
PE
[
[vec]Di+1 ⊗ [fund]Ci , t
]
PE
[
[adjoint]Ci , t
2
]
×
n−1∏
i=1
PE
[
[fund]Ci ⊗ [vec]Di , t
]
PE
[
[adjoint]Di , t
2
]
(4.5)
The maximal nilpotent orbit for a symplectic group can be constructed from a BC
chain or a DC chain, or a combination.
In order for the moduli spaces to be HyperKa¨hler, the gauge groups must be con-
nected [20], which in turn entails that a quiver should contain orthogonal O, rather than
SO, gauge groups. This requirement is met by means of a Molien sum accompanying
each Weyl integration. The Molien sum performs a group average over the Z2 factor
corresponding to the sign of the determinant of the orthogonal group representation
matrix. For B series gauge groups the Z2 factor is −1 times the identity matrix, which
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commutes with the representation matrices and has no effect on the structure of the
characters. Algebraically, the Z2 factor for the B series is introduced by changing the
sign of the fugacity t within the PE function. For D series gauge groups, in the case of
maximal nilpotent orbits, the introduction of a Z2 factor has no effect on the Molien-
Weyl integrals, and so we defer further discussion of this topic, which is pertinent to
the calculation of general BCD nilpotent orbits, to the next section.
Calculation shows that the BCD maximal nilpotent orbits correspond to the mod-
ified Hall Littlewood polynomials mHLG[singlet](t
2), which encode both the Casimirs
and the adjoint of the flavour group G, as in 2.6. So, since mHLG[singlet](t
2) and the
HyperKa¨hler quotient associated with each gauge group contain offsetting factors of
PE[adj, t2], it follows, by recursion, that this correspondence holds for all BCD maxi-
mal nilpotent orbits, similar to the case for A series maximal nilpotent orbits [27].
4.2 O(2n) Gauge Groups
In most respects, the evaluation of a general BCD quiver follows the methodology for
minimal or maximal quivers, set out above. To obtain a HyperKa¨hler moduli space from
the partition data associated with a general nilpotent orbit, it is, however, necessary to
work with all the components of a gauge group, which entails using O rather than SO
gauge groups throughout.8 Whilst the Molien sum, introduced in the previous section,
deals with O(2n + 1) gauge groups, O(2n) gauge groups need a more sophisticated
treatment.
4.2.1 Characters of O(2n)
Recall that an orthogonal representation matrix O obeys the defining identity O.OT = I
and so Det[O] = ±1. A complication arises when constructing the character of an
O(2n) representation matrix, since the Z2 factor which acts to change the sign of its
determinant is not a multiple of the identity matrix and therefore does not commute
with it. As a consequence, the character (i.e. sum of the eigenvalues) of an O(2n)
matrix with negative determinant, denoted O(2n)−, does not have the same structure
as the character of an SO(2n) matrix. Indeed, it is necessary to calculate the character
of an O(2n)− matrix from first principles. While the calculation for O(2)− is relatively
straightforward, the general result for O(2n)− is surprising, since it involves both a
reduction in rank and a partly symplectic character.
An illuminating method of calculating the character of a representation matrix
is to find its eigenvalues, or at least their structure, as encoded in the characteristic
polynomial. Consider the D1 ∼= SO(2) ∼= U(1) matrix, O =
(
cos θ sin θ
− sin θ cos θ
)
. The
8This issue does not arise for nodes with Sp gauge groups, since these are simply connected.
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characteristic polynomial Det[O − λI] = 0 evaluates as 1− (e−iθ − eiθ)λ+ λ2 = 0 and
the eigenvalues of O follow as λ = e±iθ, corresponding to the D1 character x+ 1/x. If
we now apply the Z2 factor
(
0 1
1 0
)
, the characteristic polynomial becomes 1− λ2 = 0,
with the eigenvalues λ = ±1. Thus the character for O(2)− has zero rank and is just
1 + (−1). An equivalent treatment is given in [33].
Now consider O(4) and O(6) matrices acting on the vector representation. The
structures of their eigenvalues differ between SO and O− matrices, since the char-
acteristic polynomials of SO(2n) matrices are palindromic, while those of O(2n)− are
anti-palindromic. Their eigenvalues rearrange to the forms in table 7, where we use uni-
modular coordinates to indicate the groups from which characters are taken: {x, y, . . .}
for Dn and {a, b, . . .} for Cn. Importantly, this decomposition of the character of an
Table 7. Characteristic Polynomials and Eigenvalues of O(2n)
Matrix Characteristic Polynomial Eigenvalues(λ)
SO(2) 1− a1λ+ λ2 = 0 {x, 1/x}
O(2)− 1− λ2 = 0 {1,−1}
SO(4) 1− a1λ+ a2λ2 − a1λ3 + λ4 = 0 {xy, 1/xy, x/y, y/x}
O(4)− 1− a1λ+ a1λ3 − λ4 = 0 {1,−1, a, 1/a}
SO(6) 1− a1λ+ a2λ2 − a3λ3 + a2λ4 − a1λ5 + λ6 = 0
{
x
yz
, yz
x
, x, 1
x
, z
y
, y
z
}
O(6)− 1− a1λ+ a2λ2 − a2λ4 + a1λ5 − λ6 = 0
{
1,−1, a, 1
a
, a
b
, b
a
}
O(2n)− matrix in the vector representation generalises to higher rank O(2n) groups,
as [vec]O(2n)− ∼= [vec]O(2)− ⊕ [fund]Cn−1 .
Before proceeding, it is useful to verify that the use of the characters [vec]O(2n)−
and [vec]SO(2n) for the two types of O(2n) vector representation leads to the required
invariants. We obtain the Hilbert series for symmetric and antisymmetric invariants
by applying the PE or PEF, respectively, to a character, in both cases followed by
Weyl integration. The Weyl integration is carried out using the Haar measures for the
corresponding D or C groups and we obtain the results in table 8. The exponents of
the fugacity t give the degrees of the invariants [9, 34] and show that both types of
O(2n) vector representation matrices are associated with symmetric and antisymmetric
invariants in the form of delta and epsilon tensors, but with a change of sign in the
antisymmetric invariants (i.e. determinants). Thus, when we take a group average over
O(2n), the antisymmetric invariants encoded in a Hilbert series cancel out.
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Table 8. Invariants of O(2n) Matrices
Matrix Determinant X ≡ [vec]O
∮
dµ PE [X , t] ∮ dµ PEF [X , t]
SO(2) +1 q + 1/q 1
1−t2 1 + t
2
O(2)− −1 1 + (−1) 1
1−t2 1− t2
SO(4) +1 xy + 1
xy
+ x
y
+ y
x
1
1−t2 1 + t
4
O(4)− −1 1 + (−1) + x+ 1
x
1
1−t2 1− t4
SO(6) +1 x
yz
+ yz
x
+ x+ 1
x
+ z
y
+ y
z
1
1−t2 1 + t
6
O(6)− −1 1 + (−1) + x+ 1
x
+ x
y
+ y
x
1
1−t2 1− t6
SO(2n) +1 [vec]Dn
1
1−t2 1 + t
2n
O(2n)− −1 1 + (−1) + [fund]Cn−1 11−t2 1− t2n
4.2.2 HyperKa¨hler Quotients for Ck −O(2n)
The peculiar form of character for [vec]O(2n)− leads to a HyperKa¨hler quotient for
a quiver with Ck flavour group and O(2n)
− gauge group that varies from the usual
PE[[adjoint]SO(2n), t
2]. We can find this HKQ by integrating over the Ck flavour group,
where k ≥ n for the quivers under study:
gHK
(
XO(2n)− , t
)
=
∮
Ck
dµ PE
[
[fund]Ck ⊗ [vec]O(2n)− , t
]
(4.6)
Carrying out the calculation for O(2n)− characters up to n = 5 gives the results in
table 9. Based on these, we conjecture that the HKQ for higher rank O(2n)− characters
is as shown.
The structure of the HKQ terms follows from the invariants of the Ck flavour group
fundamental, which are generated by antisymmetric tensors of degree 2, 4, . . . , 2k. Un-
der the PE of the bifundamental of the Ck⊗O(2n)− product group, these Ck invariants
map the character [vec]O(2n)− ∼= [vec]O(2)−⊕ [fund]Cn−1 to a series of characters of Cn−1
irreps. The PEs in table 9 that generate this series contain terms at t4, in addition
to the usual term at t2 from the anti-symmetrisation of an orthogonal group vector
representation.
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Table 9. HyperKa¨hler Quotients for O(2n)−
Bifundamental g
O(2n)−
HK
(XCn−1 , t)
Ck≥1 ⊗O(2)− 1/(1 + t2)
Ck≥2 ⊗O(4)− PE[[2]C , t4]
Ck≥3 ⊗O(6)− PE[[0, 1]C , t2] PE[[2, 0]C − [0, 1]C , t4]
Ck≥4 ⊗O(8)− PE[[0, 1, 0]C , t2] PE[[2, 0, 0]C − [0, 1, 0]C , t4]
Ck≥5 ⊗O(10)− PE[[0, 1, 0, 0]C , t2] PE[[2, 0, 0, 0]C − [0, 1, 0, 0]C , t4]
Ck≥n ⊗O(2n)− PE
[
[0, 1, 0, . . . . . . , 0]Cn−1 , t
2
]
PE
[
[2, 0, 0, . . . , 0]Cn−1 − [0, 1, 0 . . . , 0]Cn−1 , t4
]
Based on the foregoing, we can express the group averaged Weyl integration over a
quiver containing a bifundamental field with Ck flavour group and O(2) gauge group,
as:
g
Ck−O(2)
Higgs (XCk , t) =
1
2
(
g
Ck−SO(2)
Higgs (XCk , t) + gCk−O(2)
−
Higgs (XCk , t)
)
, (4.7)
where
g
Ck−SO(2)
Higgs (XCk , t) =
∮
SO(2)
dµ
PE
[
[fund]Ck ⊗ [vec]SO(2), t
]
PE [1, t2]
(4.8)
and
g
Ck−O(2)−
Higgs (XCk , t) =
PE
[
[fund]Ck , t
]
PE
[
[fund]Ck ,−t
]
1/ (1 + t2)
. (4.9)
We represent the vector character of D1 ∼= SO(2) as x+ 1/x and use the unitary Haar
measure 1/x, when calculating 4.8. The action of the Z2 factor encoded in 4.9 is trivial
for the maximal chain C1 − D1, but has an impact on the Hilbert series for quivers
containing non-maximal chains, from C2 −D1 upwards.
The corresponding Weyl integral for a Ck flavour group and O(2n) gauge group
where k ≥ n > 1 is:
g
Ck−O(2n)
Higgs (XCk , t) =
1
2
∮
Dn
dµ
PE
[
[fund]Ck ⊗ [vec]SO(2n), t
]
PE
[
[adjoint]SO(2n), t
2
]
+
1
2
∮
Cn−1
dµ
PE
[
[fund]Ck ⊗ [fund]Cn−1 , t
]
PE
[
[fund]Ck , t
]
PE
[
[fund]Ck ,−t
]
g
O(2n)−
HK
(XCn−1 , t) ,
(4.10)
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where g
O(2n)−
HK is as in table 9. We incorporate these group averaging procedures, which
do not affect the dimensions of a moduli space, but may affect its structure, within the
results for general BCD quivers in the following.
4.3 General Higgs Branch: BCD Series
We have now assembled the analytic procedures necessary for the calculation of quiv-
ers associated with general BCD nilpotent orbits. We have shown in section 2 how
the partition data from a BCD nilpotent orbit can be used to define a quiver with
alternating O/USp nodes (figures 2 or 3), that has a moduli space of the required di-
mension (2.13 and 2.14). Using the averaging procedures over orthogonal groups set
out in sections 4.1 and 4.2, we can calculate the Hilbert series of a BCD quiver from
the formula, adapted from 2.9:
g
SO/USp(N0)
Higgs
(XSO/USp(N0), t)
=
1
2#O
∑
O±
∮
USp/O(N1)⊗
O/USp(N2)⊗...
dµ
∏
G(i)=USp
PE
[
[vec]O(Ni−1) ⊗ [fund]USp(Ni), t
]
PE
[
[adj]USp(Ni), t
2
]
×
∏
G(i)=O
PE
[
[fund]USp(Ni−1) ⊗ [vec]O(Ni), t
]
g
O(Ni)
HK
(XO(Ni), t) ,
(4.11)
where #O equals the number of orthogonal gauge groups and the summation indicates
that all possible combinations of SO/O− characters should be evaluated. Once the
Hilbert series for a BCD quiver has been calculated, it can be restated in a number of
forms, as per 3.5 and 3.6. We shall not digress further into the practical details of the
calculations, but simply set out the results for BCD groups of rank up to 4 in tables
10 to 15.
It is noteworthy that, for all the BCD nilpotent orbit partitions, this construction
yields moduli spaces that (i) have the correct dimensions, (ii) are unchanged under
the usual group isomorphisms, (iii) have character expansions that are free of singlets
(i.e. satisfy the vacuum conditions) and (iv) decompose into finite sums of modified
Hall Littlewood polynomials. There are inclusion relations between the moduli spaces
that can be read off either from the character HWGs or from the subgroup relations
amongst the quivers. These confirm that all the lower dimensioned moduli spaces are
contained in both the maximal and sub-regular nilpotent orbits. Almost all the moduli
spaces have palindromic Hilbert series and we comment on those that do not below.
– 34 –
T
a
b
le
1
0
.
Q
u
iv
er
s
fo
r
N
il
p
ot
en
t
O
rb
it
s
of
B
1
,
B
2
an
d
B
3
O
rb
it
Q
u
iv
er
D
im
.
H
il
b
er
t
S
er
ie
s
C
h
a
ra
ct
er
H
W
G
m
H
L
H
W
G
(1
3
)
B
1
0
1
1
1
−
h
2
t2
(3
)
B
1
,C
1
,B
0
2
1
+
t2
(1
−
t2
)2
1
1
−
m
2
t2
1
(1
5
)
B
2
0
1
1
1
−
h
2
2
t2
−
h
1
t4
+
h
1
h
2
2
t4
+
h
1
h
2
2
t6
−h
1
3
t6
−
h
2
4
t6
+
h
1
2
h
2
2
t8
(2
2
,1
)
B
2
,C
1
4
1
+
6
t2
+
t4
(1
−
t2
)4
1
1
−
m
2
2
t2
1
−
h
1
t4
−
h
1
2
t4
+
h
1
h
2
2
t6
(3
,1
2
)
B
2
,C
1
,B
0
6
(1
+
t2
)(
1
+
3
t2
+
t4
)
(1
−
t2
)6
1
(1
−
m
2
2
t2
)(
1
−
m
1
2
t4
)
1
−
h
1
t4
(5
)
B
2
,C
2
,B
1
,C
1
,B
0
8
(1
+
t2
)2
(1
+
t4
)
(1
−
t2
)8
1
+
m
1
m
2
2
t8
(
(1
−
m
2
2
t2
)(
1
−
m
1
t4
)
×(
1
−
m
1
2
t4
)(
1
−
m
2
2
t6
)
)
1
(1
7
)
B
3
0
1
1
..
.
(2
2
,1
3
)
B
3
,C
1
8
1
+
1
3
t2
+
2
8
t4
+
1
3
t6
+
t8
(1
−
t2
)8
1
1
−
m
2
t2
..
.
(3
,1
4
)
B
3
,C
1
,B
0
10
1
+
1
0
t2
+
2
0
t4
+
1
0
t6
+
t8
(1
−
t2
)1
0
(1
+
t2
)−
1
1
(1
−
m
2
t2
)(
1
−
m
1
2
t4
)
1
−
h
3
2
t4
−
h
2
t6
+
h
1
h
2
t6
−h
1
t6
+
h
1
h
2
t8
+
h
3
2
t8
−h
1
3
t8
−
h
2
2
t1
0
+
h
1
2
h
2
t1
2
(3
,2
2
)
B
3
,C
2
,B
0
12
1
+
8
t2
+
3
6
t4
+
9
2
t6
+
t8
−
6
t1
0
(1
−
t2
)1
2
(1
+
t2
)−
1
1
+
m
1
m
3
2
t6
(1
−
m
2
t2
)(
1
−
m
1
2
t4
)(
1
−
m
3
2
t4
)
1
−
h
1
t6
−
h
2
t6
−
h
2
2
t8
+
h
3
2
t8
+
h
1
2
h
2
t1
0
+
h
2
h
3
2
t1
0
−
h
1
2
h
3
2
t1
2
(3
2
,1
)
B
3
,C
2
,D
1
14
1
+
6
t2
+
2
1
t4
+
2
8
t6
+
2
1
t8
+
6
t1
0
+
t1
2
(1
−
t2
)1
4
(1
+
t2
)−
1
1
+
m
1
m
2
m
3
2
t1
0
( (1
−
m
2
t2
)(
1
−
m
1
2
t4
)(
1
−
m
3
2
t4
)
×(
1
−
m
1
m
3
2
t6
)(
1
−
m
2
2
t8
)
)
1
−
h
2
t6
−
h
1
t6
+
h
3
2
t8
(5
,1
2
)
B
3
,C
2
,B
1
,C
1
,B
0
16
1
+
3
t2
+
6
t4
+
3
t6
+
t8
(1
−
t2
)1
6
(1
+
t2
)−
2
(1
+
t4
)−
1
..
.
1
−
h
1
t6
(7
)
B
3
,C
3
,B
2
,C
2
,B
1
,C
1
,B
0
18
(1
−
t4
)(
1
−
t8
)(
1
−
t1
2
)
(1
−
t2
)2
1
..
.
1
B
/D
ga
u
ge
n
o
d
es
in
a
q
u
iv
er
in
d
ic
at
e
av
er
ag
es
ov
er
th
e
co
rr
es
p
on
d
in
g
O
ga
u
ge
gr
ou
p
s
A
n
m
H
L
H
W
G
of
1
d
en
ot
es
m
H
L
B [0
,.
..
,0
](
t2
).
S
om
e
ch
ar
ac
te
r
an
d
m
H
L
H
W
G
s
h
av
e
b
ee
n
om
it
te
d
fo
r
b
re
v
it
y.
S
ee
te
x
t
fo
r
a
d
is
cu
ss
io
n
of
th
e
n
on
-p
al
in
d
ro
m
ic
B
3
−
C
2
−
B
0
q
u
iv
er
.
– 35 –
T
a
b
le
1
1
.
Q
u
iv
er
s
fo
r
N
il
p
ot
en
t
O
rb
it
s
of
B
4
O
rb
it
Q
u
iv
er
D
im
.
H
il
b
er
t
S
er
ie
s
C
h
a
ra
ct
er
H
W
G
m
H
L
H
W
G
(1
9
)
B
4
0
1
1
..
.
(2
2
,1
5
)
B
4
,C
1
1
2
1
+
2
4
t2
+
1
2
9
t4
+
2
2
0
t6
+
1
2
9
t8
+
2
4
t1
0
+
t1
2
(1
−
t2
)1
2
1
1
−
m
2
t2
..
.
(3
,1
6
)
B
4
,C
1
,B
0
1
4
1
+
2
1
t2
+
1
0
5
t4
+
1
7
5
t6
+
1
0
5
t8
+
2
1
t1
0
+
t1
2
(1
−
t2
)1
4
(1
+
t2
)−
1
1
(1
−
m
1
2
t4
)(
1
−
m
2
t2
)
..
.
(2
4
,1
)
B
4
,C
2
1
6
1
+
2
0
t2
+
1
6
5
t4
+
6
0
0
t6
+
9
2
4
t8
+
6
0
0
t1
0
+
1
6
5
t1
2
+
2
0
t1
4
+
t1
6
(
1
−
t
2
)
1
6
1
(1
−
m
2
t2
)(
1
−
m
4
2
t4
)
..
.
(3
,2
2
,1
2
)
B
4
,C
2
,B
0
2
0
1
+
1
4
t2
+
1
0
6
t4
+
4
5
4
t6
+
7
8
8
t8
+
4
5
4
t1
0
+
1
0
6
t1
2
+
1
4
t1
4
+
t1
6
(
1
−
t
2
)
2
0
(
1
+
t
2
)
−
2
1
+
m
1
m
3
t6
(1
−
m
1
2
t4
)(
1
−
m
2
t2
)(
1
−
m
3
2
t8
)(
1
−
m
4
2
t4
)
..
.
(3
2
,1
3
)
B
4
,C
2
,D
1
2
2
1
+
1
3
t2
+
9
1
t4
+
3
3
5
t6
+
7
3
7
t8
+
9
4
6
t1
0
+
7
3
7
t1
2
+
3
3
5
t1
4
+
9
1
t1
6
+
1
3
t1
8
+
t2
0
(
1
−
t
2
)
2
2
(
1
+
t
2
)
−
1
1
+
m
1
m
2
m
3
t1
0
 
(1
−
m
2
t2
)(
1
−
m
2 1
t4
)(
1
−
m
2 4
t4
)
(1
−
m
1
m
3
t6
)(
1
−
m
2 2
t8
)(
1
−
m
2 3
t8
)
 
..
.
(3
3
)
B
4
,C
3
,B
1
2
4
1
+
1
0
t2
+
5
6
t4
+
1
9
4
t6
+
4
3
8
t8
+
5
7
8
t1
0
+
4
3
8
t1
2
+
1
9
4
t1
4
+
5
6
t1
6
+
1
0
t1
8
+
t2
0
(
1
−
t
2
)
2
4
(
1
+
t
2
)
−
2
..
.
1
−
h
2
t6
−
h
1
t8
−
h
2
t1
0
+
h
3
t1
0
+
h
1
h
3
t1
2
−
h
2 2
t1
4
+
h
3
t1
4
+
h
1
h
3
t1
4
−
h
1
h
2 4
t1
4
−h
1
h
2 4
t1
6
+
h
2
h
3
t1
8
(5
,1
4
)
B
4
,C
2
,B
1
,C
1
,B
0
2
4
1
+
1
0
t2
+
5
5
t4
+
1
3
6
t6
+
1
9
0
t8
+
1
3
6
t1
0
+
5
5
t1
2
+
1
0
t1
4
+
t1
6
(
1
−
t
2
)
2
4
(
1
+
t
2
)
−
2
(
1
+
t
4
)
−
1
..
.
1
−
h
3
t6
−
h
1
t8
+
h
1
h
2
t8
−h
3 1
t1
0
−
h
2
t1
0
+
h
1
h
2
t1
0
−h
2 2
t1
4
+
h
3
t1
4
+
h
2 1
h
2
t1
6
(4
2
,1
)
B
4
,C
3
,D
2
,C
1
2
6
1
+
9
t2
+
4
5
t4
+
1
6
5
t6
+
4
4
1
t8
+
8
5
4
t1
0
+
1
0
5
0
t1
2
+
8
5
4
t1
4
+
4
4
1
t1
6
+
1
6
5
t1
8
+
4
5
t2
0
+
9
t2
2
+
t2
4
(
1
−
t
2
)
2
6
(
1
+
t
2
)
−
1
..
.
1
−
h
1
t8
−
h
2 1
t8
−
h
2
t1
0
+
h
1
h
2
t1
4
+
h
3
t1
4
+
h
1
h
3
t1
4
−h
1
h
2 4
t1
6
(5
,2
2
)
B
4
,C
3
,B
1
,C
1
,B
0
2
6
1
+
7
t2
+
3
0
t4
+
9
8
t6
+
2
5
9
t8
+
5
5
4
t1
0
+
4
8
4
t1
2
+
7
1
t1
4
−
1
5
t1
6
−
2
t1
8
+
t2
0
(
1
−
t
2
)
2
6
(
1
+
t
2
)
−
3
..
.
1
−
h
1
t8
−
h
2
t1
0
−
h
2 2
t1
2
+
h
2 1
h
2
t1
4
+
h
3
t1
4
+
h
2
h
3
t1
6
−
h
2 1
h
3
t1
8
(5
,3
,1
)
B
4
,C
3
,D
2
,C
1
,B
0
2
8
1
+
6
t2
+
2
2
t4
+
6
2
t6
+
1
3
8
t8
+
2
2
7
t1
0
+
2
6
4
t1
2
+
2
2
7
t1
4
+
1
3
8
t1
6
+
6
2
t1
8
+
2
2
t2
0
+
6
t2
2
+
t2
4
(
1
−
t
2
)
2
8
(
1
+
t
2
)
−
2
..
.
1
−
h
1
t8
−
h
2
t1
0
+
h
3
t1
4
(7
,1
2
)
B
4
,C
3
,B
2
,
C
2
,B
1
,C
1
,B
0
3
0
1
+
3
t2
+
6
t4
+
1
0
t6
+
6
t8
+
3
t1
0
+
t1
2
(1
−
t2
)3
3
(1
−
t4
)−
1
(1
−
t8
)−
1
(1
−
t1
2
)−
1
..
.
1
−
h
1
t8
(9
)
B
4
,C
4
,B
3
,C
3
,
B
2
,C
2
,B
1
,C
1
,B
0
3
2
(1
−
t4
)(
1
−
t8
)(
1
−
t1
2
)(
1
−
t1
6
)
(1
−
t2
)3
6
..
.
1
B
/D
ga
u
ge
n
o
d
es
in
a
q
u
iv
er
in
d
ic
at
e
av
er
ag
es
ov
er
th
e
co
rr
es
p
on
d
in
g
O
ga
u
ge
gr
ou
p
s
A
n
m
H
L
H
W
G
of
1
d
en
ot
es
m
H
L
B [0
,.
..
,0
](
t2
).
S
om
e
ch
ar
ac
te
r
an
d
m
H
L
H
W
G
s
h
av
e
b
ee
n
om
it
te
d
fo
r
b
re
v
it
y.
S
ee
te
x
t
fo
r
a
d
is
cu
ss
io
n
of
th
e
n
on
-p
al
in
d
ro
m
ic
B
4
−
C
3
−
B
1
−
C
1
−
B
0
q
u
iv
er
.
– 36 –
T
a
b
le
1
2
.
Q
u
iv
er
s
fo
r
N
il
p
ot
en
t
O
rb
it
s
of
C
1
,
C
2
an
d
C
3
O
rb
it
Q
u
iv
er
D
im
.
H
il
b
er
t
S
er
ie
s
C
h
a
ra
ct
er
H
W
G
m
H
L
H
W
G
(1
2
)
C
1
0
1
1
1
−
h
2
t2
(2
)
C
1
,B
0
2
1
+
t2
(1
−
t2
)2
1
1
−
m
2
t2
1
(1
4
)
C
2
0
1
1
1
−
h
1
2
t2
−
h
2
t4
+
h
1
2
h
2
t4
+
h
1
2
h
2
t6
−h
2
3
t6
−
h
1
4
t6
+
h
1
2
h
2
2
t8
(2
,1
2
)
C
2
,B
0
4
1
+
6
t2
+
t4
(1
−
t2
)4
1
1
−
m
1
2
t2
1
−
h
2
t4
−
h
2
2
t4
+
h
1
2
h
2
t6
(2
2
)
C
2
,D
1
6
1
+
3
t2
+
t4
(1
−
t2
)6
(1
+
t2
)−
1
1
(1
−
m
1
2
t2
)(
1
−
m
2
2
t4
)
1
−
h
2
t4
(4
)
C
2
,B
1
,C
1
,B
0
8
(1
−
t4
)(
1
−
t8
)
(1
−
t2
)1
0
1
+
m
1
2
m
2
t8
(
(1
−
m
1
2
t2
)(
1
−
m
2
t4
)
×(
1
−
m
2
2
t4
)(
1
−
m
1
2
t6
)
)
1
(1
6
)
C
3
0
1
1
..
.
(2
,1
4
)
C
3
,B
0
6
1
+
1
4
t2
+
t4
(1
−
t2
)6
(1
+
t2
)−
1
1
1
−
m
1
2
t2
..
.
(2
2
,1
2
)
C
3
,D
1
10
1
+
1
0
t2
+
4
1
t4
+
1
0
t6
+
t8
(1
−
t2
)1
0
(1
+
t2
)−
1
1
(1
−
m
1
2
t2
)(
1
−
m
2
2
t4
)
1
−
h
2
t4
−
h
3
2
t6
+
h
1
h
2
h
3
t8
+
h
1
h
3
t8
−
h
2
t8
+
h
1
h
2
h
3
t1
0
+
h
1
h
3
t1
0
−
h
1
3
h
3
t1
0
−h
2
2
t1
0
−
h
2
3
t1
0
+
h
1
2
h
2
2
t1
2
(2
3
)
C
3
,B
1
12
1
+
7
t2
+
1
5
t4
+
7
t6
+
t8
(1
−
t2
)1
2
(1
+
t2
)−
2
1
(1
−
m
1
2
t2
)(
1
−
m
2
2
t4
)(
1
−
m
3
2
t6
)
1
−
h
2
t4
+
h
1
h
3
t8
−h
2
t8
+
h
1
h
3
t1
0
−h
2
2
t1
0
(3
2
)
C
3
,D
2
,C
1
14
1
+
6
t2
+
2
1
t4
+
3
5
t6
+
2
1
t8
+
6
t1
0
+
t1
2
(1
−
t2
)1
4
(1
+
t2
)−
1
1
+
m
1
m
2
m
3
t8
( (1
−
m
1
2
t2
)(
1
−
m
2
t4
)(
1
−
m
2
2
t4
)
×(
1
−
m
1
m
3
t6
)(
1
−
m
3
2
t6
)
)
1
−
h
1
2
t6
−
h
2
t8
+
h
1
h
3
t1
0
(4
,1
2
)
C
3
,B
1
,C
1
,B
0
14
1
+
6
t2
+
2
1
t4
+
5
6
t6
+
2
1
t8
+
6
t1
0
+
t1
2
(1
−
t2
)1
4
(1
+
t2
)−
1
..
.
1
−
h
2
t8
−
h
2
2
t8
+
h
1
2
h
2
t1
0
(4
,2
)
C
3
,D
2
,C
1
,B
0
16
1
+
3
t2
+
7
t4
+
1
3
t6
+
7
t8
+
3
t1
0
+
t1
2
(1
−
t2
)1
6
(1
+
t2
)−
2
..
.
1
−
h
2
t8
(6
)
C
3
,B
2
,C
2
,B
1
,C
1
,B
0
18
(1
−
t4
)(
1
−
t8
)(
1
−
t1
2
)
(1
−
t2
)2
1
..
.
1
B
/D
ga
u
ge
n
o
d
es
in
a
q
u
iv
er
in
d
ic
at
e
av
er
ag
es
ov
er
th
e
co
rr
es
p
on
d
in
g
O
ga
u
ge
gr
ou
p
s
A
n
m
H
L
H
W
G
of
1
d
en
ot
es
m
H
L
C [0
,.
..
,0
](
t2
).
S
om
e
ch
ar
ac
te
r
an
d
m
H
L
H
W
G
s
h
av
e
b
ee
n
om
it
te
d
fo
r
b
re
v
it
y.
– 37 –
T
a
b
le
1
3
.
Q
u
iv
er
s
fo
r
N
il
p
ot
en
t
O
rb
it
s
of
C
4
O
rb
it
Q
u
iv
er
D
im
.
H
il
b
er
t
S
er
ie
s
C
h
a
ra
ct
er
H
W
G
m
H
L
H
W
G
(1
8
)
C
4
0
1
1
..
.
(2
,1
6
)
C
4
,B
0
8
1
+
2
8
t2
+
7
0
t4
+
2
8
t6
+
t8
(1
−
t2
)8
1
1
−
m
1
2
t2
..
.
(2
2
,1
4
)
C
4
,D
1
1
4
1
+
2
1
t2
+
2
0
4
t4
+
4
0
6
t6
+
2
0
4
t8
+
2
1
t1
0
+
t1
2
(1
−
t2
)1
4
(1
+
t2
)−
1
1
(1
−
m
1
2
t2
)(
1
−
m
2
2
t4
)
..
.
(2
3
,1
2
)
C
4
,B
1
1
8
1
+
1
7
t2
+
1
2
6
t4
+
5
3
7
t6
+
8
9
4
t8
+
5
3
7
t1
0
+
1
2
6
t1
2
+
1
7
t1
4
+
t1
6
(1
−
t2
)1
8
(1
+
t2
)−
1
1
(1
−
m
1
2
t2
)(
1
−
m
2
2
t4
)(
1
−
m
3
2
t6
)
..
.
(2
4
)
C
4
,D
2
2
0
1
+
1
4
t2
+
7
9
t4
+
2
2
3
t6
+
3
1
7
t8
+
2
2
3
t1
0
+
7
9
t1
2
+
1
4
t1
4
+
t1
6
(1
−
t2
)2
0
(1
+
t2
)−
2
1
( (
1
−
m
1
2
t2
)(
1
−
m
2
2
t4
)
×
(1
−
m
3
2
t6
)(
1
−
m
4
2
t8
)
)
..
.
(4
,1
4
)
C
4
,B
1
,C
1
,B
0
2
0
1
+
1
4
t2
+
1
0
6
t4
+
5
7
4
t6
+
7
2
2
t8
+
5
7
4
t1
0
+
1
0
6
t1
2
+
1
4
t1
4
+
t1
6
(1
−
t2
)2
0
(t
2
+
1
)−
2
m
1
2
m
2
t8
+
m
1
m
2
m
3
t8
+
m
1
m
3
t6
+
1
( (1
−
m
1
2
t2
)(
1
−
m
1
2
t6
)(
1
−
m
2
t4
)
×
(1
−
m
2
2
t4
)(
1
−
m
3
2
t6
)
)
..
.
(3
2
,1
2
)
C
4
,D
2
,C
1
2
2
1
+
1
3
t2
+
9
1
t4
+
4
1
9
t6
+
1
3
4
6
t8
+
2
3
6
5
t1
0
+
1
8
4
1
t1
2
+
4
7
6
t1
4
−
5
6
t1
6
−
2
9
t1
8
+
t2
0
(1
−
t2
)2
2
(1
+
t2
)−
1
1
+
m
2
m
4
t8
+
m
1
m
2
m
3
t8
+
m
1
m
3
m
4
t1
0
+
m
1
m
2
m
3
m
4
t1
2
−
m
1
m
2
m
3
m
4
t1
4
(
(1
−
m
1
2
t2
)(
1
−
m
2
2
t4
)(
1
−
m
2
t4
)
×
(1
−
m
3
2
t6
)(
1
−
m
1
m
3
t6
)(
1
−
m
4
2
t8
)
)
..
.
(3
2
,2
)
C
4
,B
2
,C
1
2
4
1
+
1
0
t2
+
5
6
t4
+
1
9
4
t6
+
4
0
5
t8
+
5
1
2
t1
0
+
4
0
5
t1
2
+
1
9
4
t1
4
+
5
6
t1
6
+
1
0
t1
8
+
t2
0
(1
−
t2
)2
4
(1
+
t2
)−
2
..
.
1
−
h
2 1
t6
−
h
2
t8
−
h
4
t8
+
h
1
h
3
t1
0
−h
2
t1
2
+
h
1
h
3
t1
2
+
h
4
t1
2
−
h
2 2
t1
4
+
2
h
1
h
3
t1
4
−
h
2
h
4
t1
4
+
h
2 3
t1
6
−h
2
h
4
t1
6
(4
,2
,1
2
)
C
4
,D
2
,C
1
,B
0
2
4
1
+
1
0
t2
+
5
6
t4
+
2
3
0
t6
+
7
0
1
t8
+
7
7
6
t1
0
+
7
0
1
t1
2
+
2
3
0
t1
4
+
5
6
t1
6
+
1
0
t1
8
+
t2
0
(1
−
t2
)2
4
(1
+
t2
)−
2
..
.
1
−
h
2
t8
−
h
4
t8
−
h
2 3
t1
0
−
h
2
t1
2
+
h
1
h
3
t1
2
+
h
1
h
2
h
3
t1
2
+
h
4
t1
2
−
h
2 2
t1
4
−h
3 2
t1
4
+
h
1
h
3
t1
4
−
h
3 1
h
3
t1
4
+
h
1
h
2
h
3
t1
4
+
h
2 1
h
2 2
t1
6
(4
,2
2
)
C
4
,B
2
,C
1
,B
0
2
6
1
+
7
t2
+
3
0
t4
+
9
8
t6
+
1
9
9
t8
+
2
3
0
t1
0
+
1
9
9
t1
2
+
9
8
t1
4
+
3
0
t1
6
+
7
t1
8
+
t2
0
(1
−
t2
)2
9
(1
−
t4
)−
3
..
.
1
−
h
2
t8
−
h
4
t8
−
h
2
t1
2
+
h
1
h
3
t1
2
+
h
4
t1
2
−
h
2 2
t1
4
+
h
1
h
3
t1
4
(4
2
)
C
4
,D
3
,C
2
,D
1
2
8
1
+
6
t2
+
2
1
t4
+
5
6
t6
+
9
9
t8
+
1
1
7
t1
0
+
9
9
t1
2
+
5
6
t1
4
+
2
1
t1
6
+
6
t1
8
+
t2
0
(1
−
t2
)3
0
(1
−
t4
)−
1
(1
−
t8
)−
1
..
.
1
−
h
2
t8
−
h
2
t1
2
+
h
4
t1
2
(6
,1
2
)
C
4
,B
2
,C
2
,
B
1
,C
1
,B
0
2
8
1
+
6
t2
+
2
1
t4
+
5
6
t6
+
1
2
6
t8
+
2
5
2
t1
0
+
1
2
6
t1
2
+
5
6
t1
4
+
2
1
t1
6
+
6
t1
8
+
t2
0
(1
−
t2
)3
0
(1
−
t4
)−
1
(1
−
t8
)−
1
..
.
1
−
h
2
t1
2
−
h
2 2
t1
2
+
h
2 1
h
2
t1
4
(6
,2
)
C
4
,D
3
,C
2
,
B
1
,C
1
,B
0
3
0
1
+
3
t2
+
7
t4
+
1
3
t6
+
2
2
t8
+
3
4
t1
0
+
2
2
t1
2
+
1
3
t1
4
+
7
t1
6
+
3
t1
8
+
t2
0
(1
−
t2
)3
3
(1
−
t4
)−
2
(1
−
t8
)−
1
..
.
1
−
h
2
t1
2
(8
)
C
4
,B
3
,C
3
,B
2
,
C
2
,B
1
,C
1
,B
0
3
2
(1
−
t4
)(
1
−
t8
)(
1
−
t1
2
)(
1
−
t1
6
)
(1
−
t2
)3
6
..
.
1
B
/D
ga
u
ge
n
o
d
es
in
a
q
u
iv
er
in
d
ic
at
e
av
er
ag
es
ov
er
th
e
co
rr
es
p
on
d
in
g
O
ga
u
ge
gr
ou
p
s
A
n
m
H
L
H
W
G
of
1
d
en
ot
es
m
H
L
C [0
,.
..
,0
](
t2
).
S
om
e
ch
ar
ac
te
r
an
d
m
H
L
H
W
G
s
h
av
e
b
ee
n
om
it
te
d
fo
r
b
re
v
it
y.
S
ee
te
x
t
fo
r
a
d
is
cu
ss
io
n
of
th
e
n
on
-p
al
in
d
ro
m
ic
C
4
−
D
2
−
C
1
q
u
iv
er
.
– 38 –
T
a
b
le
1
4
.
Q
u
iv
er
s
fo
r
N
il
p
ot
en
t
O
rb
it
s
of
D
2
an
d
D
3
O
rb
it
Q
u
iv
er
D
im
.
H
il
b
er
t
S
er
ie
s
C
h
a
ra
ct
er
H
W
G
m
H
L
H
W
G
(1
4
)
D
2
0
1
1
1
−
h
2
2
t2
−
h
1
2
t2
+
h
1
2
h
2
2
t4
(2
2
)I
/
I
I
D
2
,C
1
2
1
+
4
t2
−
t4
(1
−
t2
)2
1
−
m
1
2
m
2
2
t4
(1
−
m
1
2
t2
)(
1
−
m
2
2
t2
)
1
−
h
1
2
h
2
2
t4
(3
,1
)
D
2
,C
1
,B
0
4
(1
−
t4
)2
(1
−
t2
)6
1
(1
−
m
1
2
t2
)(
1
−
m
2
2
t2
)
1
(1
6
)
D
3
0
1
1
1
−
h
2
h
3
t2
−
h
2
h
3
t4
+
h
1
h
3
2
t4
+
h
1
h
2
2
t4
−
h
2
h
3
t6
−h
1
2
h
2
h
3
t6
+
h
1
h
3
2
t6
−
h
2
2
h
3
2
t6
+
h
1
h
2
2
t6
+
h
1
2
t6
−
h
3
4
t6
−h
2
4
t6
−
h
1
2
h
2
h
3
t8
+
h
1
h
2
3
h
3
t8
−h
2
2
h
3
2
t8
+
h
1
h
2
h
3
3
t8
+
h
1
4
t8
+
h
1
h
2
3
h
3
t1
0
−
h
1
3
h
3
2
t1
0
−
h
1
3
h
2
2
t1
0
+
h
1
h
2
h
3
3
t1
0
−
h
2
3
h
3
3
t1
0
+
h
1
2
h
2
2
h
3
2
t1
2
(2
2
,1
2
)
D
3
,C
1
6
1
+
8
t2
+
t4
(1
−
t2
)6
(1
+
t2
)−
1
1
1
−
m
2
m
3
t2
1
−
h
2
h
3
t4
−
h
1
2
t4
−h
2
h
3
t6
+
h
1
h
3
2
t6
+
h
1
h
2
2
t6
+
h
1
2
t6
−
h
2
2
h
3
2
t8
(3
,1
3
)
D
3
,C
1
,B
0
8
1
+
5
t2
+
t4
(1
−
t2
)8
(1
+
t2
)−
2
1
(1
−
m
2
m
3
t2
)(
1
−
m
1
2
t4
)
1
−
h
2
h
3
t4
+
h
1
2
t6
−
h
2
h
3
t6
(3
2
)
D
3
,C
2
,D
1
10
1
+
4
t2
+
1
0
t4
+
4
t6
+
t8
(1
−
t2
)1
0
(1
+
t2
)−
1
1
−
m
1
2
m
2
2
m
3
2
t1
2
( (1
−
m
2
m
3
t2
)(
1
−
m
1
2
t4
)(
1
−
m
2
m
3
t4
)
×(
1
−
m
1
m
2
2
t6
)(
1
−
m
1
m
3
2
t6
)
)
1
−
h
2
h
3
t6
(5
,1
)
D
3
,C
2
,B
1
,C
1
,B
0
12
(1
−
t4
)(
1
−
t6
)(
1
−
t8
)
(1
−
t2
)1
5
..
.
1
B
/D
ga
u
ge
n
o
d
es
in
a
q
u
iv
er
in
d
ic
at
e
av
er
ag
es
ov
er
th
e
co
rr
es
p
on
d
in
g
O
ga
u
ge
gr
ou
p
s
A
n
m
H
L
H
W
G
of
1
d
en
ot
es
m
H
L
D [0
,.
..
,0
](
t2
).
S
om
e
ch
ar
ac
te
r
an
d
m
H
L
H
W
G
s
h
av
e
b
ee
n
om
it
te
d
fo
r
b
re
v
it
y.
S
ee
te
x
t
fo
r
a
d
is
cu
ss
io
n
of
th
e
n
on
-p
al
in
d
ro
m
ic
D
2
−
C
1
sp
in
or
p
ai
r
q
u
iv
er
.
– 39 –
T
a
b
le
1
5
.
Q
u
iv
er
s
fo
r
N
il
p
ot
en
t
O
rb
it
s
of
D
4
O
rb
it
Q
u
iv
er
D
im
.
H
il
b
er
t
S
er
ie
s
C
h
a
ra
ct
er
H
W
G
m
H
L
H
W
G
(1
8
)
D
4
0
1
1
..
.
(2
2
,1
4
)
D
4
,C
1
10
1
+
1
7
t2
+
4
8
t4
+
1
7
t6
+
t8
(1
−
t2
)1
0
(1
+
t2
)−
1
1
1
−
m
2
t2
..
.
(2
4
)I
/
I
I
D
4
,C
2
12
1
+
1
5
t2
+
8
5
t4
+
1
6
2
t6
+
1
5
t8
−
1
3
t1
0
−
t1
2
(1
−
t2
)1
2
(1
+
t2
)−
1
1
−
m
3
2
m
4
2
t8
(1
−
m
2
t2
)(
1
−
m
3
2
t4
)(
1
−
m
4
2
t4
)
..
.
(3
,1
5
)
D
4
,C
1
,B
0
12
1
+
1
4
t2
+
3
6
t4
+
1
4
t6
+
t8
)
(1
−
t2
)1
2
(1
+
t2
)−
2
1
(1
−
m
1
2
t4
)(
1
−
m
2
t2
)
..
.
(3
,2
2
,1
)
D
4
,C
2
,B
0
16
1
+
1
2
t2
+
7
7
t4
+
2
9
6
t6
+
4
7
6
t8
+
2
9
6
t1
0
+
7
7
t1
2
+
1
2
t1
4
+
t1
6
(1
−
t2
)1
6
1
+
m
1
m
3
m
4
t6
(
(1
−
m
1
2
t4
)(
1
−
m
2
t2
)
×(
1
−
m
3
2
t4
)(
1
−
m
4
2
t4
)
)
1
−
2h
2
t6
+
h
2 1
t8
−
h
2 2
t8
+
h
2 3
t8
+
h
2 4
t8
−
h
2
t1
0
+
h
2 1
h
2
t1
0
+
h
2
h
2 3
t1
0
+
h
2
h
2 4
t1
0
−
h
2 1
h
2 3
t1
2
−h
2 1
h
2 4
t1
2
−
h
2 3
h
2 4
t1
2
−h
1
h
3
h
4
t1
4
+
h
1
h
2
h
3
h
4
t1
6
(3
2
,1
2
)
D
4
,C
2
,D
1
18
1
+
9
t2
+
4
5
t4
+
1
0
9
t6
+
1
5
2
t8
+
1
0
9
t1
0
+
4
5
t1
2
+
9
t1
4
+
t1
6
(1
−
t2
)1
8
(1
+
t2
)−
1
1
+
m
1
m
2
m
3
m
4
t1
0
  
(1
−
m
1
2
t4
)(
1
−
m
2
t2
)
×(
1
−
m
2
2
t8
)(
1
−
m
3
2
t4
)
×(
1
−
m
4
2
t4
)(
1
−
m
1
m
3
m
4
t6
)
  
1
−
2h
2
t6
+
h
2 1
t8
+
h
2 3
t8
+
h
2 4
t8
−
h
2
t1
0
−
h
1
h
3
h
4
t1
4
(4
2
)I
/
I
I
D
4
,C
3
,D
2
,C
1
20
1
+
7
t2
+
2
8
t4
+
8
4
t6
+
1
7
3
t8
+
2
3
8
t1
0
+
1
3
3
t1
2
+
2
8
t1
4
−
1
4
t1
6
−
5
t1
8
−
t2
0
(1
−
t2
)2
0
(1
+
t2
)−
1
..
.
1
−
h
2 1
t8
−
h
2
t1
0
+
h
1
h
3
h
4
t1
4
(5
,1
3
)
D
4
,C
2
,B
1
,C
1
,B
0
20
1
+
6
t2
+
2
1
t4
+
2
8
t6
+
2
1
t8
+
6
t1
0
+
t1
2
(1
−
t2
)2
0
(1
+
t2
)−
2
(1
+
t4
)−
1
..
.
1
−
h
2
t6
+
h
2 1
t8
−
h
2
t1
0
(5
,3
)
D
4
,C
3
,D
2
,C
1
,B
0
22
1
+
3
t2
+
8
t4
+
1
6
t6
+
2
8
t8
+
1
6
t1
0
+
8
t1
2
+
3
t1
4
+
t1
6
(1
−
t2
)2
2
(1
+
t2
)−
3
..
.
1
−
h
2
t1
0
(7
,1
)
D
4
,C
3
,B
2
,
C
2
,B
1
,C
1
,B
0
24
(1
−
t4
)(
1
−
t8
)2
(1
−
t1
2
)
(1
−
t2
)2
8
..
.
1
B
/D
ga
u
ge
n
o
d
es
in
a
q
u
iv
er
in
d
ic
at
e
th
e
co
rr
es
p
on
d
in
g
O
ga
u
ge
gr
ou
p
s
A
n
m
H
L
H
W
G
of
1
d
en
ot
es
m
H
L
D [0
,.
..
,0
](
t2
).
S
om
e
ch
ar
ac
te
r
an
d
m
H
L
H
W
G
s
h
av
e
b
ee
n
om
it
te
d
fo
r
b
re
v
it
y.
S
ee
te
x
t
fo
r
a
d
is
cu
ss
io
n
of
th
e
n
on
-p
al
in
d
ro
m
ic
D
4
−
C
2
an
d
D
4
−
C
3
−
D
2
−
C
1
sp
in
or
p
ai
r
q
u
iv
er
s.
– 40 –
In the case of D groups of even rank, this construction does not yield palin-
dromic moduli spaces for those nilpotent orbits associated with pairs of spinor parti-
tions. Specifically, as can be seen from appendix B.4, the orbits with vector partitions
{(22), (24), (42)} all correspond to pairs of orbits distinguished by their spinor partition
data. While we can identify palindromic moduli spaces associated with each of the
spinors, the union of these spaces is non-palindromic. Since the method of nilpotent
orbit construction, which is based on bi-fundamental fields transforming in the vector
representation, is symmetric with respect to the spinors, it naturally yields this union
of two spinor moduli spaces. In the case of D2, the palindromic 2 dimensional moduli
spaces are provided by the 2 dimensional nilpotent orbits of the Weyl spinors, analysed
in section 3. In the case of D4, we can obtain 12 and 20 dimensional palindromic moduli
spaces by applying triality to the palindromic moduli spaces from the nilpotent orbits
with vector partitions {3, 15} and {5, 13}. We describe these relations between moduli
spaces in 4.12, 4.13 and 4.14. The algebraic relations hold equally well for all the types
of moduli space description; Hilbert series, character HWG and mHL HWG.
gD2(22) = g
A1
(2) ⊗ gA1(12) + gA1(12) ⊗ gA1(2) − gD2(14) (4.12)
gD4(24) = g
D4
(3,15)
∣∣∣m1⇔m3
h1⇔h3
+ gD4(3,15)
∣∣∣m1⇔m4
h1⇔h4
− gD4(22,14) (4.13)
gD4(42) = g
D4
(5,13)
∣∣∣m1⇔m3
h1⇔h3
+ gD4(5,13)
∣∣∣m1⇔m4
h1⇔h4
− gD4(32,12) (4.14)
In all these cases, the non-palindromic moduli space is the union of two palindromic
moduli spaces (i.e. their sum less their intersection, given by the palindromic nilpotent
orbit of lower dimension). We anticipate this analysis generalises to D2n.
There are three remaining non-palindromic moduli spaces of BCD groups up to
rank 4, generated by the quivers B3 − C2 − B0, B4 − C3 − B1 − C1 − B0 and C4 −
D2−C1. We can identify relationships between these non-palindromic quivers and the
non-palindromic spinor pair quivers of D2n discussed above. Specifically,
1. the quivers B3 − C2 − B0 and B4 − C3 − B1 − C1 − B0 are related to the non-
palindromic D4 − C2 and D6 − C3, under character maps between vector repre-
sentations D4 → B3 ⊗B0 and D6 → B4 ⊗B1, and
2. C4 −D2 − C1 contains the non-palindromic D2 − C1 as a subchain.
These non-palindromic nilpotent orbits of classical groups up to rank 4 are precisely
those tabulated as being unions of orbits in [21] based on a geometric analysis. We
anticipate that this structure extends to higher rank groups.
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Based on the analysis, we can generalise the structure and representation content
of the Hilbert series for certain characteristic nilpotent orbits to higher rank groups, as
set out in tables 16, 17 and 18. The minimal nilpotent orbit is the RSIMS, as discussed
earlier. For B/D groups, the supra-minimal nilpotent orbit has dimension two more
than the minimal and its characters are generated by the adjoint representation and
the graviton representation. The maximal orbit is a complete intersection [27] and the
sub-regular nilpotent orbit differs from the maximal nilpotent orbit by mHL
B/D
[1,0,...]t
2n or
mHLC[0,1,0,...]t
4n−4. For the C series, we can generalise the structure of nilpotent orbits
further inside the body of the Hasse diagram.
Interestingly, we can also generalise, to any rank, the character HWGs for all
O/USp quivers with only two nodes. The patterns of HWG generators for 2-node
quivers with SO flavour groups follow from the antisymmetric invariants of even degree
of USp fundamentals; the patterns for 2-node quivers with USp flavour groups follow
from the invariants of mixed symmetry of O vectors [9, 16, 34]. While there are several
similarities between the forms of these HWGs for Bn and Dn flavour groups, there are
differences in relation to the appearance of spinors, as can be seen from tables 16 and
18.
4.4 Coulomb Branch and Mirror Symmetry: BCD Series
Quivers whose Coulomb branches yield the moduli spaces of minimal nilpotent orbits of
BCD groups are known, being given by extended or untwisted affine Dynkin diagrams,
as discussed in [18, 24]. By principles of 3d mirror symmetry, these Coulomb branch
quivers may be mirror dual to the Higgs branch quivers for minimal nilpotent orbits of
BCD groups analysed above.
The structure of Coulomb branch quivers for general BCD nilpotent orbits is, how-
ever, problematic for a number of reasons. Firstly, the proposals for mirror symmetric
duals of BCD Higgs branch linear quivers via brane manipulations [3, 17, 35] can lead
to Coulomb branch quivers with non-unitary gauge nodes that are not equal in num-
ber to the simple roots of the BCD group, and which cannot therefore be calculated
using the monopole formula with unitary gauge nodes. Secondly, while versions of the
monopole formula with non-unitary gauge nodes have been proposed [22], these have
not been successful at generating moduli spaces whose refined Hilbert series match
those of the purported mirrors. Indeed, one method currently used for working with
the moduli spaces of Coulomb branch BCD quivers for maximal nilpotent orbits (T (G)
theories) [3, 22] is simply to bypass the problem, by conjecturing the equivalence of the
unknown quivers to BCD modified Hall Littlewood polynomials.
This contrasts with the situation for the A series nilpotent orbits, where all the
Higgs branch quivers have Coulomb branch mirrors [25], with gauge nodes equal in
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number to the simple roots, which can be evaluated using the unitary monopole for-
mula to obtain identical Hilbert series. Accordingly, we aim to find Coulomb branch
constructions for general BCD series nilpotent orbits in a manner consistent with the
A series.
Affine Dynkin diagrams play a pivotal role in the calculation of relationships be-
tween moduli spaces. They are instrumental in the Coulomb branch construction of
RSIMS [18]. They encode subgroup branching relationships [23]. They encode the
logic of gluing constructions, whereby Coulomb branch quivers can be obtained by
combining modified Hall Littlewood polynomials [19, 36]. In this section we shall show
how twisted affine Dynkin diagrams permit the construction of the moduli spaces of
some BCD nilpotent orbits above the minimal nilpotent orbit. We start with a brief
recapitulation of twisted affine Dynkin diagrams and of the monopole formula.
4.4.1 Twisted Affine Dynkin Diagrams
Affine Dynkin diagrams encode a particular class of degenerate extensions of the Cartan
matrix of a Lie algebra. They correspond to those Dynkin diagrams that can be
obtained by attaching a single extra node to the regular Dynkin diagram of a group,
subject to the constraints (i) that the links are of a type permitted in a regular Dynkin
diagram and (ii) that the resulting Cartan matrix, which acquires an extra row and
column, is positive semi-definite, having one zero eigenvalue.
In a normal affine or extended Dynkin diagram, the extra node is attached to the
adjoint node of the regular Dynkin diagram and the dual Coxter labels of existing
nodes are unchanged, with the new node acquiring a dual Coxeter label of 1. This
follows from the dual Coxeter labels of the affine Dynkin diagram being the column
eigenvector of the affine Cartan matrix with zero eigenvalue (or kernel). In a twisted
affine Dynkin diagram, however, the extra node is attached to some other node of the
regular Dynkin diagram [29] and the dual Coxeter labels follow as the kernel of the
twisted affine Cartan matrix. A twisted affine Cartan matrix takes the form:
AijAffine =
(
Aij [col]
−[irrep] 2
)
, (4.15)
where the column vector [col] is obtained by transposing the Dynkin labels of [irrep]
and replacing any non-zero entries with one of {−1,−2,−3,−4}, such that AijAffine
becomes positive semi-defininite. There are six types of twisted affine Dynkin diagram,
with three of these, B
(2)
n , B˜
(2)
n and C
(2)
n , forming infinite families, plus three unique
cases, A
(2)
1 , F
(2)
4 and G
(3)
2 . Figure 8 shows the BCF twisted affine Dynkin diagrams,
relevant to our study, using the naming convention of [29].
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Figure 8. Quivers from BCF Series Twisted Affine Dynkin Diagrams. The affine groups
are labelled using the notation of [29]. Round (blue) nodes denote gauge nodes in the regular
Dynkin diagram. The twisted affine diagram is obtained by adding a gauge node (black).
The dual Coxeter labels of each gauge node are shown. Square (red) nodes in a quiver denote
flavour nodes. When a short root attached to a long root in the affine diagram is taken as
the flavour node in a quiver, its rank is doubled.
The degeneracy of an affine Dynkin diagram permits us to make a gauge choice
and to eliminate one of the nodes. The other nodes then become the nodes of a new
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Dynkin diagram. By judicious elimination, we can obtain a simple algebra of the same
rank as that of the starting algebra. The node that is eliminated is treated as a flavour
node (with zero background charge) in the new quiver diagram. Figure 8 shows the
branching options for some twisted affine Dynkin diagrams,9 expressed in terms of the
Coulomb branch quivers to which they give rise. The most interesting quiver diagrams
for our purposes are those for the three infinite families and F
(2)
4 . These lead, via the
monopole formula, to the moduli spaces of certain nilpotent orbits of BCD groups.
It is significant that all the Dynkin diagrams and also the gauge nodes of quiver
diagrams each have zero balance, ∀i : BalanceG(i) = 0, providing the concept of
balance, introduced in section 3 for simply laced groups, is adapted to reflect the
different root lengths encoded in the off-diagonal terms of the affine Cartan matrix of
G:
BalanceG(i) ≡ −
∑
j
AijAffine GNj. (4.16)
As before, Nj is the one dimensional kernel of A
ij
Affine G.
4.4.2 Monopole Formula
The unitary monopole formula, in the absence of external charges, can be summarised
as:
gGCoulomb(X (z), t) =
∑
q
PU(N)(q, t
2)zqt2∆(q), (4.17)
where q ≡ (q1,N1 , . . . , qr,Nr) is a set of U(N) monopole charges attaching to the simple
roots with fugacities z ≡ (z1, . . . , zr), PU(N)(q, t2) is the U(N) symmetry factor following
from the symmetries of each set of monopole charges q and ∆(q) is their conformal
dimension. The reader is referred to [19] for more detail.10 We refer to this version of
the monopole formula as the unitary monopole formula, as distinct from versions that
have been proposed using other gauge groups [17].
As an example, we give the calculation for the B2 twisted affine Dynkin diagram
(1)⇐ (2)⇒ (1), which is mapped to the quiver [2]− (2)⇒ (1) by taking the twisted
affine node as the zero node. The monopole formula yields:
gB2Coulomb(X (z) , t) =
∞∑
q1,1=−∞
q1,1∑
q1,2=−∞
∞∑
q2=−∞
P
(
q, t2
)
z1
q1,1+q1,2z2
q2t2∆(q), (4.18)
9The corresponding analysis for normal affine or extended Dynkin diagrams was set out in [19]
10Note that, in this paper, we are using t2 rather than t as the fugacity within the RHS of the
monopole formula, to give consistency between Higgs branch and Coulomb branch constructions.
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where
∆(q) =
1
2
(|2q1,1|+ |2q1,2|+ |2q1,1 − q2|+ |2q1,2 − q2|)− |q1,1 − q1,2| (4.19)
and
PU(N)(q, t) =
{
q1,1 = q1,2 : 1/
(
(1− t)2 (1− t2))
q1,1 6= q1,2 : 1/(1− t)3 . (4.20)
It is important to note that, under the monopole formula, the quivers [1]⇐ (2)⇒ (1)
and [2]− (2)⇒ (1) are equivalent for an uncharged flavour node. Evaluating the sums
analytically and replacing the simple root fugacities of B2 by weight space coordinates
{z1, z2} → {x2/y2, y2/x}, we obtain:
gB2Coulomb(x, y, t) =
x3y4 (t2 + 1) (t8xy2 + t6xy2 − t4x2y2 − t4x2 − t4y4 − t4y2 + t2xy2 + xy2)
(t2 − x) (t2x− 1) (t2 − y2) (t2y2 − 1) (t2x− y2) (t2x2 − y2) (t2y2 − x) (t2y2 − x2)
(4.21)
As before, we can restate this in terms of an unrefined Hilbert series and in terms of a
character HWG:
gB2Coulomb(1, t) =
(1 + t2)(1 + 3t2 + t4)
(1− t2)6 , (4.22)
gB2Coulomb(m1,m2, t) =
1
(1−m22t2)(1−m12t4) , (4.23)
Comparison with table 10 shows that we have obtained the moduli space for the 6
dimensional sub-regular nilpotent orbit of B2.
We can repeat this process for the quivers identified in figure 8. We find a match
between the moduli spaces on the Coulomb branches of these quivers and those on the
Higgs branches of BCD linear quivers for supra-minimal nilpotent orbits. We sum-
marise this in figures 9, 10 and 11, giving the dimensions of the nilpotent orbits, their
Higgs branch quivers and their equivalent Coulomb branch quivers. We also present a
construction for the 20 dimensional nilpotent orbit of C4, based on a rearrangement of
the F4 twisted affine Dynkin diagram.
11 For reference, we also show Coulomb branch
quivers for nilpotent orbits based on untwisted affine Dynkin diagrams [19], including
the 16 dimensional nilpotent orbit of B4, which is based on a rearrangement of the F4
untwisted affine Dynkin diagram.
Turning to the Dn nilpotent orbits associated with pairs of spinor partitions, these
Coulomb branch quivers can generate palindromic moduli spaces centred on the spinor
representations. Thus, in the case of D4, the Coulomb branch quiver for the 12 dimen-
sional D4 −C1 −B0 nilpotent orbit is related by triality to two further 12 dimensional
moduli spaces, the union of which becomes the D4 −C2 spinor pair of nilpotent orbits
in 4.13.
11This also leads to the 22 dimensional nilpotent orbit of F4, which is a new construction.
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Figure 9. Higgs/Coulomb Quivers for B Series Nilpotent Orbits up to rank 4. B/D gauge
nodes in a Higgs quiver indicate the corresponding O group. Round (blue) nodes denote U(N)
gauge nodes. Square (red) nodes denote flavour nodes. The flavour nodes in these Coulomb
branch quivers do not carry external charges. The moduli spaces defined by the Nilpotent
Orbits can be calculated from either the Higgs or Coulomb branches of the dual quivers using
the Higgs branch or monopole formulae, respectively.
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Figure 10. Higgs/Coulomb Quivers for C Series Nilpotent Orbits up to rank 4. B/D gauge
nodes in a Higgs quiver indicate the corresponding O group. Round (blue) nodes denote U(N)
gauge nodes. Square (red) nodes denote flavour nodes. The flavour nodes in these Coulomb
branch quivers do not carry external charges. The moduli spaces defined by the Nilpotent
Orbits can be calculated from either the Higgs or Coulomb branches of the dual quivers using
the Higgs branch or monopole formulae, respectively.
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Figure 11. Higgs/Coulomb Quivers for D Series Nilpotent Orbits up to rank 4. B/D gauge
nodes in a Higgs quiver indicate the corresponding O group. Round (blue) nodes denote U(N)
gauge nodes. Square (red) nodes denote flavour nodes. The flavour nodes in these Coulomb
branch quivers do not carry external charges. The moduli spaces defined by the Nilpotent
Orbits can be calculated from either the Higgs or Coulomb branches of the dual quivers using
the Higgs branch or monopole formulae, respectively. The three 12 dimensional nilpotent
orbits of D4 are related by triality.
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We can observe a remarkable correspondence between the numbers of the flavour
nodes and gauge nodes of lower dimensional nilpotent orbits, shown in figures 5, 9,
10 and 11, and the respective root and weight maps, presented in appendix B. This
correspondence applies for those Coulomb branch quivers whose moduli spaces have
HWGs of a freely generated type, without numerator terms. Since the Coulomb branch
(unitary) monopole formula leads to a moduli space whose complex dimension is exactly
twice that of the sum of the unitary gauge nodes in a quiver [19], this correspondence
only appears for nilpotent orbits whose complex dimension is exactly twice that of the
sum of the Dynkin labels in the nilpotent orbit weight map.
We include in figure 10 the Coulomb branch quivers for the 12 and 18 dimensional
nilpotent orbits of C3 and C4, respectively, which can be found from Appendix B by
this rule. In the case of higher dimensioned nilpotent orbits, the moduli spaces are
complicated by relations between generators, so the Coulomb branch quivers (where
they are known) have gauge nodes that no longer correspond exactly to the Dynkin
labels of nilpotent orbit weight maps. As a corollary, not all the quivers from twisted
affine Dynkin diagrams lead to nilpotent orbits. For example, the quivers for B and C
groups in figure 8, in which all the gauge nodes carry U(2) monopole charges, do not
match up with any nilpotent orbits.
All the quivers in figures 9, 10 and 11 are balanced and their moduli spaces match
those of the Higgs branch constructions. We anticipate that these relationships between
the Coulomb branches of quivers drawn from affine Dynkin diagrams (or the weight
and root maps of SU(2) homomorphisms) and the moduli spaces of minimal and near-
minimal nilpotent orbits extend systematically to higher rank BCD groups 12.
5 Discussion and Conclusions
The methods set out above for constructing BCD nilpotent orbits resolve a number of
difficulties with previously proposed constructions. When working on the Higgs branch,
we take G as the flavour group, and when working on the Coulomb branch, we apply the
monopole formula to the simple roots of G, treating them as unitary gauge nodes. This
provides an unambiguous link from the nilpotent orbits of G to their moduli spaces,
which contain representations of G.
In particular, we have been able to avoid working with dual groups of G, which
can lead to difficulties in matching the results obtained to the canonical dimensions of
nilpotent orbits of G 13.
12These relationships also extend to some near-minimal nilpotent orbits of Exceptional Groups,
although these are not the focus of this study
13Some of these moduli spaces, described by their unrefined Hilbert series, have been calculated in
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Our approach does not depend on the Spaltenstein map [2, 3, 22, 37], which is
many to one, and has the problematic feature of conflating, through B/C/D collapses,
nilpotent orbits with different dimensions.
Also, our approach uses quivers which combine BCD gauge groups, rather than
shifting the dimensions of gauge nodes to achieve DC series only (Tρ+) or BC series only
(Tρ−) quivers, as discussed in [7]. Consideration of the dimension formulae 2.13 and
2.14 entails that, except for certain shifts, such as those within maximal sub-chains,
shifting gauge nodes Bn to Dn+1 for (Tρ+) or Dn to Bn for (Tρ−) will displace the
dimensions of a nilpotent orbit, as discussed in section 2.3. For example, the nilpotent
orbits D4 − C2 − B0 and D4 − C2 −D1 can be related by such node shifting, but are
not the same, as can be seen from table 15.
Our Higgs branch moduli spaces cover the full set of nilpotent orbits for Classi-
cal groups and yield palindromic HyperKa¨hler cones in almost all instances. In the
few non-palindromic cases, we have been able to identify how the nilpotent orbits are
formed as unions of such HyperKa¨hler cones, or, how they are related to such unions.
Importantly, the partial ordering of these Higgs branch quivers, using inclusion re-
lations either between the group structures of quiver chains, or between their Hilbert
series or character HWGs, matches the canonical ordering of nilpotent orbits into Hasse
diagrams by traditional methods [4, 21]. By way of further confirmation of our con-
structions, the dualities and relationships between nilpotent orbits, calculated from
these Higgs branch moduli spaces, are consistent with relationships identified through
geometric reasoning [20], as elaborated below.
It is clear that the map from Higgs branch quivers to nilpotent orbits is many to
one, in that multiple quivers can lead to the same nilpotent orbit and Hilbert series.
Indeed, there are many dualities and other relationships between the nilpotent orbits
of different groups that can be identified from our analysis of these moduli spaces. (We
refer to two quivers as dual if they have isomorphic Higgs branch moduli spaces.) These
relationships can be classified into different categories including:
1. Dualities between A series quivers described by non-canonical partition orderings
(see section 3.2),
2. Dualities between quivers containing maximal D − C or B − C subchains,
3. Dualities between quivers from isomorphic Classical flavour groups,
[3, 22]. However, their description and labelling therein is different to the canonical scheme from the
mathematical literature used herein.
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4. Pairs of quivers related by HyperKa¨hler quotients by some compact group and/or
discrete quotients [20]. Within these, sub-categories can be identified, as discussed
below.
We set out in table 19 the main dualities between pairs of quivers for nilpotent
orbits {O1,O2} of low rank groups that involve isomorphisms and/or maximal D − C
or B − C subchains.
Table 19. Quiver Dualities for Nilpotent Orbits of Low Rank Classical Groups
Dimension Quiver O1 Quiver O2
2
B1 − C1 −B0
B1 − C1 −D1 C1 −B0 [2]− (1)
4 B2 − C1 C2 −B0
6
B2 − C1 −B0
B2 − C1 −D1 C2 −D1
8
B2 − C2 −B1 − C1 −B0
B2 − C2 −D2 − C1 −D1
C2 −B1 − C1 −B0
C2 −D2 − C1 −D1
4
D2 − C1 −B0
D2 − C1 −D1 [2]− (1)⊗ [2]− (1)
6 D3 − C1 [4]− (1)
8
D3 − C1 −B0
D3 − C1 −D1 [4]− (2)
10 D3 − C2 −D1 [4]− (2)− (1)
12
D3 − C2 −B1 − C1 −B0
D3 − C2 −D2 − C1 −D1 [4]− (3)− (2)− (1)
Higgs branch moduli spaces are isomorphic along rows and identical within cells
B/D gauge groups indicate the corresponding O gauge group
[N] indicates SU(N) flavour and (N) indicates U(N) gauge groups
Table 20 sets out a selection of pairs of nilpotent orbits that are related by Hy-
perKa¨hler and/or discrete quotients, largely drawn from [20]. These have been rear-
ranged using the dualities in table 19. The relationship between each pair {OG ≡
gGHiggs,OK ≡ gK=G/HHiggs } can be described by a character map from the group G of the
parent nilpotent orbit to a product of its subgroups XG → XK⊗H1⊗...Hm , followed by a
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HKQ by the subgroup H ≡ H1 ⊗ . . . Hm and/or the action of a finite Zn factor:
gKHiggs (XK , t) =
1
|Zn|
∑
Zn
∮
H1⊗...Hm
dµ
gGHiggs (XK⊗H1⊗...Hm , t)
m∏
i=1
PE
[
[adj]Hi , t
2
] (5.1)
The precise implementation of the Zn group average differs from case to case, but can
be carried out after calculating the HWG for gKHiggs (XK , t).
Table 20. HyperKa¨hler Quotients between Nilpotent Orbits of Low Rank Classical Groups
OG Dim. XG → XK⊗H Quotient OK Dim.
B2 − C1 4 [1, 0]B → [1, 1]D ⊕ 1 Z2 D2 − C1 −B0 4
D3 − C1 6 [1, 0, 0]D → [1, 0]B ⊕ 1 Z2 B2 − C1 −B0 6
[4]− (2) 8 [1, 0, 0]→ [1, 0]q ⊕ 1
q3
U(1) [3]− (2)− (1) 6
D4 − C1 10 [1, 0, 0, 0]D → [1, 0]q ⊕ [0, 1] 1q + ( qq1 +
q1
q
) U(1)⊗ U(1) [3]− (2)− (1) 6
[8]− (1) 14 [1, 0, 0, 0, 0, 0, 0]→ [1, 0][1]q ⊕ [1] 1
q3
SU(2)⊗ U(1) [3]− (2)− (1) 6
B3 − C1 8 [1, 0, 0]B → [1, 0, 0]D ⊕ 1 Z2 D3 − C1 −B0 8
D4 − C1 10 [1, 0, 0, 0]D → [1, 0, 0]D ⊕ (q + 1q ) O(2) D3 − C1 −D1 8
[8]− (1) 14 [1, 0, 0, 0, 0, 0, 0]→ [1, 0, 0][1] SU(2) [4]− (2) 8
[6]− (1) 10 [1, 0, 0, 0, 0]→ [1, 0, 0]C Z2 C3 −D1 10
D4 − C1 10 [1, 0, 0, 0]D → [1, 0, 0]B ⊕ 1 Z2 B3 − C1 −B0 10
D4 − C1 −B0 12 [1, 0, 0, 0]D → [1, 0, 0]q ⊕ [0, 0, 1] 1q U(1) [4]− (2)− (1) 10
[5]− (2) 12 [1, 0, 0, 0]→ [1, 0, 0]q ⊕ 1
q4
U(1) [4]− (2)− (1) 10
D5 − C1 14 [1, 0, 0, 0, 0]D → [1, 0, 0]q ⊕ [0, 0, 1] 1q + ( q
4
q41
+
q41
q4
) U(1)⊗ U(1) [4]− (2)− (1) 10
[10]− (1) 18 [1, 0, 0, 0, 0, 0, 0, 0, 0]→ [1, 0, 0][1]q + [1] 1
q4
SU(2)⊗ U(1) [4]− (2)− (1) 10
B4 − C2 16 [1, 0, 0, 0]B → [1, 0, 0]B ⊕ (q + 1q ) O(2) B3 − C2 −D1 14
C4 −D2 20 [1, 0, 0, 0]C → [1, 0, 0]C ⊕ [1]C C1 C3 −D2 − C1 14
B/D gauge groups indicate the corresponding O gauge group,
[N ] indicates SU(N) flavour and (N) indicates U(N) gauge groups,
Dynkin labels are A series unless otherwise indicated,
U(1) or O(2) fugacities in the character map are denoted qi.
The above constitute only a sample of the possible HyperKa¨hler quotients between
nilpotent orbit moduli spaces, but serve to exemplify some particular types of relation-
ship. These include:
1. 2-node quivers with flavour group symmetry breaking (9 examples). The funda-
mental of the flavour group is broken to a sum of fundamentals of groups of the
same type (O/Sp/U). The HKQ is taken over the lower rank group, with the
quotient for B0 ∼= O(1) given by a Z2 factor. There are conditions that follow
from the requirement that the new quiver should be based on a well ordered par-
tition. Possibilities for Classical flavour groups are shown in table 21. In all cases
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the reduction in complex dimension of the nilpotent orbit is equal to twice the
dimension of the HKQ gauge group.
Table 21. Some Generalised HyperKa¨hler Quotients between Nilpotent Orbits
OG Dim. OG HKQ OK Dim. OK Conditions
[n+ 1]− (k) 2k(n+ 1− k) U(N) [n+ 1−N ]− (k)− (N) 2k(n+ 1− k)− 2N2 n+ 1 ≥ 2k ≥ 4N
SO(N)− Ck 2k(N − 2k − 1) O(N ′) SO(N −N ′)− Ck −O(N ′) 2k(N − 2k − 1)−N ′(N ′ − 1) N ≥ 4k ≥ 4N ′
Ck −O(N) N(2k −N + 1) Ck′ Ck−k′ −O(N)− Ck′ N(2k −N + 1)− 2k′(2k′ + 1) k ≥ N ≥ 4k′
[2k]− (1) 2(2k − 1) Z2 Ck −D1 2(2k − 1) k > 1
B/D gauge groups indicate the corresponding O gauge group,
[N ] indicates SU(N) flavour and (N) indicates U(N) gauge groups.
2. SU(2k) RSIMS folding to the supra minimal nilpotent orbit of Ck (1 example).
Consider the RSIMS quiver SU(2k)−U(1). The complex character of the flavour
group fundamental representation can be mapped to the pseudo real Ck funda-
mental. The gauge group maps from U(1) to O(2). The HKQ is a Z2 factor, as
shown in table 21.
3. Flavour group branching to product group. The HKQ is taken over all the mem-
bers of the product group other than the new flavour group. Considering that the
product group need not be semi-simple, there are many possibilities for branching
a group into its subgroups [23]. The possibilities are compounded by the alterna-
tive choices of HKQ and only some of these combinations lead to nilpotent orbits
of the new flavour group (rather than more general moduli spaces).
The generalisations in table 21 extend the results of [20] to a wide class of relationships
involving nilpotent orbits based on the Higgs branches of 2-node quivers.
The Coulomb branch quivers for A series nilpotent orbits herein follow the es-
tablished principles of 3d mirror symmetry and/or affine Dynkin diagrams. These
Coulomb branch constructions generalise to cover all the nilpotent orbits of the A se-
ries, and the 3d mirror symmetry that relates these Coulomb and Higgs branch quivers
is well established [27].
In the case of the BCD series, we have been obliged to combine a number of
methods. The minimal nilpotent orbits of the BCD series are given by Coulomb
branches of quivers based on affine Dynkin diagrams [17], and we have found that
supra minimal and other near-minimal nilpotent orbits can be found from twisted affine
Dynkin diagrams. Coulomb branch quivers for near-minimal nilpotent orbits can also
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be identified directly from the Dynkin labels of the root and weight maps associated
with nilpotent orbit partitions. Taken together, these Coulomb branch constructions
cover the minimal, supra-minimal and other near-minimal nilpotent orbits of the BCD
series.
We have shown how the moduli spaces of these nilpotent orbits and their relation-
ships can be analysed in terms of (unrefined) Hilbert series, and highest weight generat-
ing functions giving their decompositions into irreps and/or modified Hall Littlewood
polynomials, where it is noteworthy that all the Classical nilpotent orbits studied can
be expressed as finite expansions in mHLG[n]. In the course of this we have been able to
formulate general conjectures for the moduli spaces of several types of nilpotent orbit,
as summarised in tables 6 and 16 - 18.
Further Work While we have been able to show how to construct the Higgs branch
quivers for any Classical group nilpotent orbit, and also the Coulomb branch quivers
for A series and near-minimal BCD series nilpotent orbits, it appears that the higher
dimensioned nilpotent orbits of the BCD series contain relations, which obstruct their
construction from the unitary monopole formula, and we are not, at this time, able
to identify their Coulomb branch quivers. Such Coulomb branch quivers for higher
dimensioned nilpotent orbits of the BCD series would complete this study and perhaps
illuminate a route to Coulomb branch quivers for BCD mHL polynomials generally.
At this juncture, we are also unable to encapsulate the transformations between
Higgs and Coulomb branch quivers for BCD series nilpotent orbits in a set of rules.
For example, the 3d mirror transformations in [3] lead, when applied to BCD Higgs
branch quivers, to non-unitary gauge nodes that do not correspond to simple roots. Fur-
thermore, we are unable to examine the mirror symmetry of the dual Higgs/Coulomb
quivers for BCD series nilpotent orbits, since we cannot apply the unitary monopole
formula to the BCD series Higgs branch quivers, which contain non-unitary gauge
groups, and we do not know how to adapt the HKQ formula 2.7 to BC series Coulomb
branch quivers, which contain non-simply laced links.
While we have given examples, we have not attempted a complete enumeration of
the possible types of HKQ relationship between the moduli spaces of Classical group
nilpotent orbits. This would appear to present a large field for further study.
Finally, since the Higgs branch constructions for minimal nilpotent orbits or RSIMS
of Exceptional groups are not known, the identification of quivers for Exceptional group
nilpotent orbits is clearly a non-trivial problem. It would be interesting to see how
far this problem can be addressed, by drawing upon the Coulomb branch and other
methods discussed herein.
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A Hall Littlewood Polynomials
The families of orthogonal Hall-Littlewood polynomialsHLG and modified Hall-Littlewood
polynomials mHLG of a group G, having rank r, root space Φ, weight space coordinates
x ≡ (x1, . . . , xr), positive roots {xα : α ∈ Φ+} and Dynkin labels [n] ≡ [n1, . . . , nr],
can be defined as:
HLG[n] (x, t) =
∑
w∈Weyl[G]
w
(
xn11 . . . x
nr
r
∏
α∈Φ+
1− tx−α
1− x−α
)
, (A.1)
and
mHLG[n] (x, t) =
(∏
α∈Φ
1
1− txα
) ∑
w∈Weyl[G]
w
(
xn11 . . . x
nr
r
∏
α∈Φ+
1− tx−α
1− x−α
)
, (A.2)
where the sums are taken over the action of the Weyl group of G and we use the fugacity
t. The orthogonality between the (m)HLλ and their complex conjugates, under an inner
product incorporating the (modified) Hall-Littlewood measure dµG(m)HL, is given by
14: ∮
G
dµGHL HL
G
[n] (x∗, t) HLG[m] (x, t) = δ[n][m] vG[n] (t) , (A.3)
and ∮
G
dµGmHL mHL
G
[n] (x∗, t) mHLG[m] (x, t) = δ[n][m] vG[n] (t) , (A.4)
where we are using notation dµG(m)HL for the (modified) Hall-Littlewood measure:
dµGHL ≡
1
|Weyl [G]|
(
r∏
i=1
dxi
xi
)(∏
α∈Φ
(1− xα)
)(∏
α∈Φ
1
1− txα
)
(A.5)
and
dµGmHL ≡
1
|Weyl [G]|
(
r∏
i=1
dxi
xi
)(∏
α∈Φ
(1− xα)
)(∏
α∈Φ
(1− txα)
)
. (A.6)
14In [38] the (m)HL[n] are normalised by dividing by v[n](t) and in [36] they are normalised by
dividing by
√
v[n](t). We do not use either of these schemes, consistent with the approach in [22]
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The factors vG[n](t) relate to the symmetric Casimirs of G or its subgroups, and depend
on any zero Dynkin labels in the representation [n], being given by:
vG[n] (t) =
∏
C∈Casimirs(G/[n])
(
1− tdegree(C)
1− t
)
. (A.7)
The subgroup G/[n] is defined by the Dynkin diagram that remains after elimi-
nating from the Dynkin diagram of G any nodes which correspond to non-zero Dynkin
labels of [n]. Thus, the vG[n](t) incorporate all the Casimirs of G if the Dynkin labels
of [n] are all zero and reduce to unity if the Dynkin labels are all non-zero. For ex-
ample, the representation [0, 0, 0, 0] of D4 has the v
G
[n](t) factor
(1−t2)(1−t4)2(1−t6)
(1−t)4 , while
[0, 1, 0, 0] of D4 has the factor
(1−t2)3
(1−t)3 and [1, 1, 1, 1] has the factor 1.
In the limit where t→ 0, the (modified) Hall-Littlewood polynomials reduce to the
characters of G, the (modified) Hall-Littlewood measure reduces to the Haar measure
for G, and the factors v[n]
G(0) reduce to unity.
We now introduce the fugacities {h1, . . . , hr} for the highest weight Dynkin labels of
the (modified) Hall-Littlewood polynomials and define and construct their generating
functions:
gGHL (x, t, h) ≡
[∞]∑
[n]=[0]
HLG[n] (x, t) h
n
=
∑
w∈Weyl[G]
w
((
r∏
i=1
1
1− xihi
) ∏
α∈Φ+
1− tx−α
1− x−α
) (A.8)
and
gGmHL (x, t, h) ≡
[∞]∑
[n]=[0]
mHLG[n] (x, t) h
n
=
(∏
α∈Φ
1
1− txα
)
gGHL (x, t, h) ,
(A.9)
where we have defined hn ≡
r∏
i=1
hnii .
From A.3 and A.4, it follows that the generating functions gG(m)HL(x, t, h) have the
orthogonality property with the (m)HLG[n]:∮
G
dµ(m)HL g
G
(m)HL (x
∗, t, h) (m)HLG[n] (x, t) = v
G
[n] (t)h
n. (A.10)
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We can obtain more useful contragredient generating functions gG(m)HL (x, t, h),
which generate polynomials that are orthonormal (rather than just orthogonal) to the
(m)HLG[n], by gluing together the g
G
(m)HL(x∗, t, h) with generating functions for the
1/vλ
G(t), as described in [19]. These have the orthonormality:∮
G
dµ(m)HL g
G
(m)HL (x, t, h) (m)HL
G
[n] (x, t) = h
n, (A.11)
Since the (modified) Hall-Littlewood polynomials provide a complete basis for class
functions that combine the characters of a group G with coefficients given by polynomi-
als in the fugacity t, we can use these generating functions and orthonormality relation-
ships to decompose any such class function FG (x, t) into (modified) Hall-Littlewood
polynomials. We first define the decomposition coefficients C[n](t) from:
FG (x, t) ≡
∑
[n]
C[n] (t) (m)HL
G
[n] (x, t). (A.12)
We can then find a HWG C(t, h) for the C[n](t), using the contragredient generating
functions and their orthonormality:
C(t, h) ≡
∑
[n]
C[n] (t)h
n
=
∮
G
dµG(m)HL g
G
(m)HL (x, t, h) F (x, t) .
(A.13)
Individual C[n](t) can be extracted from C(t, h) by Taylor expansion, followed by match-
ing the coefficients of the monomials hn. The reader is referred to [19] for additional
explanation on our use of highest weight generating functions or to [38] for mathemat-
ical background.
In this study, we work with the modified Hall Littlewood polynomials since these
typically provide more concise HWGs C(t, h) for the decomposition coefficients of nilpo-
tent orbits. Many residue calculations are typically required by the contour integrations
involved and we use customised Mathematica routines to assist in this.
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B Nilpotent Orbits and SU(2) Homomorphisms
B.1 A Series
��������� ������ [�] [�] ���� ��� ������ ���
� {��} {��} {��} {�} {�}
� {��� ��} {�} {�} {�} {�}
��������� ������ [���] [���] [���] ���� ��� ������ ���
� {��} �� �� �� {�� �} {�� �}
� {��� ��} {�� �} {�� �} �� ��� � {�� �} {�� �}
� {��� ��� ��} {�} {�} {�� �} {�� �} {�� �}
��������� ������ [�����] [�����] [�����] [�����] ���� ��� ������ ���
� {��} �� �� �� ��� {�� �� �} {�� �� �}
� {��� ��} �� �� ��� �� �� �� �� ��� �� {�� �� �} {�� �� �}
� {��� ��} �� �� �� �� ��� �� {�� �� �} {�� �� �}
�� {��� ��� ��} {�� �} �� {�� �} �� ��� � {�� �� �} {�� �� �}
�� {��� ��� ��� ��} {�} {�� �} {�} {�� �� �} {�� �� �} {�� �� �}
��������� ������ [�������] [�������] [�������] ���� ��� ������ ���
� {��} �� �� ��� {�� �� �� �} {�� �� �� �}
� {��� ��} �� �� �� �� �� ��� �� {�� �� �� �} {�� �� �� �}
�� {��� ��} ��� � ��� � ��� ��� �� {�� �� �� �} {�� �� �� �}
�� {��� ��� ��} �� �� �� �� �� ��� �� {�� �� �� �} {�� �� �� �}
�� {��� ��� ��} {�� �} {�� �} �� ��� ��� ��� � {�� �� �� �} {�� �� �� �}
�� {��� ��� ��� ��} {�� �} {�� �} �� �� ��� �� � {�� �� �� �} {�� �� �� �}
�� {��� ��� ��� ��� ��} {�} {�} {�� �� �� �} {�� �� �� �} {�� �� �� �}
��������� ������ [���������] [���������] [���������] ���� ��� ������ ���
� {��} �� �� ��� {�� �� �� �� �} {�� �� �� �� �}
�� {��� ��} �� �� �� �� �� ��� ��� {�� �� �� �� �} {�� �� �� �� �}
�� {��� ��} ��� �� ��� �� ��� ��� �� {�� �� �� �� �} {�� �� �� �� �}
�� {��� ��} �� �� ��� �� {�� �� �� �� �} {�� �� �� �� �}
�� {��� ��� ��} �� �� �� �� �� ��� �� {�� �� �� �� �} {�� �� �� �� �}
�� {��� ��� ��} {�� �� �} {�� �� �} �� ��� ��� ��� �� {�� �� �� �� �} {�� �� �� �� �}
�� {��� ��� ��} �� �� ��� ��� �� {�� �� �� �� �} {�� �� �� �� �}
�� {��� ��� ��� ��} �� �� �� �� �� �� ��� �� �� {�� �� �� �� �} {�� �� �� �� �}
�� {��� ��� ��� ��} {�� �} {�� �} �� ��� ��� � {�� �� �� �� �} {�� �� �� �� �}
�� {��� ��� ��� ��� ��} {�� �} {�� �} �� �� ��� �� � {�� �� �� �� �} {�� �� �� �� �}
�� {��� ��� ��� ��� ��� ��} {�} {�} {��� �� �� �� �} {�� �� �� �� �} {�� �� �� �� �}
Partitions are shown under each homomorphism for the fundamental, anti-fundamental
and adjoint representations. For A3, the vector representation partitions are also shown.
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B.2 B Series
��������� ������ [�] [�] ���� ��� ������ ���
� {��} �� �� {�} {�}
� {��� ��� ��} {�} {�} {�} {�}
��������� ������ [���] [���] [���] ���� ��� ������ ���
� {��} �� �� ��� {�� �} {�� �}
� {��� ��} ��� � �� �� �� ��� �� {�� �} {�� �}
� {��� ��� ��} �� �� �� ��� � {�� �} {�� �}
� {��� ��� ��� ��� ��} {�} {�} {�� �} {�� �} {�� �}
��������� ������ [�����] [�����] [�����] ���� ��� ������ ���
� {��} �� ��� �� {�� �� �} {�� �� �}
� {��� ��} ��� �� �� ��� �� ��� �� {�� �� �} {�� �� �}
�� {��� ��� ��} �� �� ��� �� �� {�� �� �} {�� �� �}
�� {��� ��� ��} �� �� ��� ��� ��� �� �� ��� � {�� �� �} {�� �� �}
�� {��� ��� ��} ��� � �� ��� � ��� �� {�� �� �} {�� �� �}
�� {��� ��� ��� ��� ��} �� �� �� ��� �� � �� {�� �� �} {�� �� �}
�� {��� ��� ��� ��� ��� ��� ��} {�} {��� �� �} {�� �} {�� �� �} {�� ��� �}
��������� ������ [�������] [�������] [�������] ���� ��� ������ ���
� {��} �� ��� ��� {�� �� �� �} {�� �� �� �}
�� {��� ��} ��� �� �� ���� ��� ��� �� {�� �� �� �} {�� �� �� �}
�� {��� ��� ��} �� �� ��� ��� �� {�� �� �� �} {�� �� �� �}
�� {��� ��} ��� � ��� ��� ��� �� ��� �� {�� �� �� �} {�� �� �� �}
�� {��� ��� ��} �� ��� �� ��� ��� ��� �� ��� ��� �� {�� �� �� �} {�� �� �� �}
�� {��� ��� ��} ��� �� �� ��� �� ��� �� {�� �� �� �} {�� �� �� �}
�� {��� ��� ��} �� ��� ��� �� ��� �� {�� �� �� �} {�� �� �� �}
�� {��� ��� ��� ��� ��} �� �� �� ��� �� �� �� {�� �� �� �} {�� �� �� �}
�� {��� ��� ��� ��} ��� � �� ��� ��� �� �� �� ��� �� {�� �� �� �} {�� �� �� �}
�� {��� ��� ��� ��� ��} �� �� �� ��� ��� ��� �� �� ��� � {�� �� �� �} {�� �� �� �}
�� {��� ��� ��� ��� ��} {�� �� �} ��� ��� �� ��� �� {�� �� �� �} {�� �� �� �}
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Partitions are shown under each homomorphism for the vector, adjoint and spinor rep-
resentations.
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Partitions are shown under each homomorphism for the symplectic vector and adjoint
representations. For C2, the partition of the [0, 1] representation is also shown.
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�� {��� ��� ��� ��� ��} �� �� �� ��� ��� ��� � ��� �� ��� �� {�� �� �� �� �} {�� �� �� �� �}
�� {��� ��� ��� ��� ��} �� �� ��� �� ��� � {�� �� �� �} {�� �� �� �} {�� �� �� �� �} {�� �� ��� �� �}
�� {��� ��� ��� ��� ��� ��� ��} �� �� ��� ��� �� �� ��� �� ��� �� {�� �� �� �� �} {�� ��� ��� �� �}
�� {��� ��� ��� ��� ��� ��� ��} {�� �} ��� �� ��� �� �� {�� �� �} {�� �� �} {�� �� �� �� �} {�� ��� ��� �� �}
�� {��� ��� ��� ��� ��� ��� ��� ��� ��} {�� �} {��� ��� �� �� �} {��� �} {��� �} {�� �� �� �� �} {�� ��� ��� ��� ��}
Partitions are shown under each homomorphism for the vector, spinor and adjoint
representations.
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