Recently, the support vector machine (SVM), as a novel type of learning machine, has been introduced to solve chemical problems. In this study, ε-support vector regression (ε-SVR) and ν-support vector regression (ν-SVR) were, respectively, used to construct quantitative structure-property relationship (QSPR) models of Q and e parameters in the Q-e scheme, which is remarkably useful in the interpretation of the reactivity of a monomer in free-radical copolymerizations. The quantum chemical descriptors used to developed the SVR models were calculated from styrene and radicals with structures CH 3 CH 2 C 1
INTRODUCTION
Quantitative structure-property relationship (QSPR) studies for prediction of chemical and physical properties of molecules are unquestionably important in modern chemistry, 1 especially for the cases where the reliable experimental data are difficult to obtain from experiments. Usually, a satisfactory QSPR model can serve as a guide to chemists, because it can be used to select molecules (including those not yet synthesized) with the desired properties. Thus, the QSPR approach conserves resources and accelerates the process of development of new molecules for any purpose. 1 The Q-e scheme, as the most widely used general reactivity scheme, is remarkably useful in the interpretation of the reactivity of a monomer in freeradical copolymerizations. 2, 3 In the scheme, the parameter Q measures the general reactivity of a monomer (or a radical) and energetic properties (i.e. thermodynamic properties); the parameter e measures some polar properties of a monomer (or a radical), i.e. the supposed permanent electric charge resulting in mutual attraction or repulsion between the two monomers (or radicals). 4 Many researchers have predicted the reactivity parameters Q and e with QSPR approaches by using the multiple linear regression (MLR) technique and/or artificial neural network (ANN) approaches. 2, [5] [6] [7] [8] In fact, Q and e values are correlated with the reference monomer. 2, [9] [10] [11] While these descriptors used in these QSPR models did not include the information of the reference monomer.
In the present work, support vector machine (SVM) models are developed to predict the Q and e values with quantum chemical descriptors obtained from radicals CH 3 Tables 1 and 2 show 60 vinyl monomers with double bonds and their respective experimental lnQ and e values. These lnQ and e values were based on the reference monomer styrene (Q = 1.0 and e = -0.8) and taken from the literature. 12 These monomers comprise a variety of substitution groups, such as esters, ethers, sulfides, halides, ketones, acids, amides, aromatic and nonaromatic rings. The data were randomly split into three sets (in the ratio 50%, 25% and 25%): a training set (30 monomers), a validation set (15 monomers) and a test set (15 monomers). The training set was used to train SVM models, the validation set was used to optimize the parameters of SVM models, and the prediction set was used to evaluate its prediction ability. 
MATERIALS AND METHODS

Data collection
Molecular descriptors
Previous works have found that atomic charges and frontier molecular orbital energies are related to lnQ and e.
2, 6-9 Thus, these descriptors were calculated for radicals CH 3 CH 2 C 1 H 2 -C 2 HR 3 • with density functional theory (DFT) in Gaussian 03
13 program, at the UB3LYP level of theory with 6-31G(d) basis set. Calculations were also performed on styrene using the same methods. Descriptors calculated from radicals include the energies of the highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO) of alpha spin states (E αHOMO and E αLUMO ), the energies of HOMO and LUMO of beta spin states (E βHOMO and E βLUMO ), the energy gap between HOMO and LUMO of alpha spin states (E αg ) and the energy gap between HOMO and LUMO of beta spin (E βg ), Mulliken charges of R 3 (q MR 3), and Mulliken atomic spin densities on C 2 (D MC 2). The descriptors for styrene were Mulliken atomic charges of R 3 (q SMR 3) and the HOMO energy (E sHOMO ). In addition, we defined two descriptors q DMR 3 and e g . The former was equal to the absolute value of the Mulliken charge difference on R 3 between radicals and styrene, i.e., q DMR 3 = abs(q MR 3 q SMR 3). The latter is the absolute value of the energy difference between the LUMO energy of beta spin states (E βLUMO ) of radicals and the HOMO energy of styrene. it can be expressed as: e g = abs(E βLUMO -E sHOMO ). A total of 12 descriptors were calculated.
Support vector machine
Support vector machines (SVM) [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] are a powerful state-of-the-art data mining algorithm for nonlinear input-output knowledge discovery. In SVM, the idea is to map the input data into a high dimensional feature space and subsequently carry out the linear regression in the feature space. 14, 15 Thus, the input-output pairs of training data of size n
can be expressed as (1) where x i is an input example, Ф is a nonlinear mapping, w is a weight vector and b is the bias of the regression function. 15, 16 A loss function called ε-insensitive loss had been proposed in the context of the ε-insensitive support vector regression (ε-SVR). 15, 16 (2)
The standard SVR amounts to (simultaneous) minimization of the norm of the squared weight vector, ||w|| 2 , and minimization of the sum of permitted errors. To measure the deviation of training samples outside ε -insensitive zone, non-negative slack variables ξ i and ξ i * (i=1, 2,…, n) are introduced. Thus, ε-SVR can be formulated as minimization of the following functional: (3) subject to:
where ε is a prescribed parameter of the ε-insensitive loss function and C is a penalization parameter. This optimization problem can be transformed into the dual problem and the final solution can be expressed as
where the coefficients α i and α i * are in the ranges of 0 ≤ α i , α i * ≤ C, respectively, and n sv is the number of support vectors. In general, n sv is much smaller than the number of training samples since only a fraction of training samples appear with non-zero coefficients in Eq. 7. These training samples (vectors) are known as the support vectors and hence the name SVM.
According to the SVM training methodology, 15, 16 one does not need to know explicitly the form of the mapping Ф(x), but only a kernel function, which maps the samples into a high dimensional space. When a kernel satisfies certain requirements (Mercer's theorem), it can be defined connecting the dot products of the feature vectors to the vectors in the input space (8) The SVM models used in this study implement the Gaussian (or radial basis function, RBF) kernel, given by:
where γ is a parameter to be optimized. γ controls the amplitude of the Gaussian function and, therefore, controls the generalization ability of SVM. The RBF function is one of the most commonly used kernel function in the SVR technique and has been used widely in SVM. 15, 16 Besides the parameter γ, the parameters C and ε also need to be adjusted by users when a ε-SVR model is trained. The parameter C, the penalty factor, controls the trade off between errors of the SVM on training data and model complexity. The parameter ε controls the width of the ε-insensitive zone and determines the complexity and the generalization capability of the network.
The tube parameter ε is difficult to select as one does not know beforehand how accurately the function will fit. The ν-SVR was developed to automatically adjust the tube size, ε, by using a parameter ν. In the ν-SVR, the parameter ν replaces the parameter ε of the ε-SVR and used to control the number of support vectors. 24, 25 Similar to Eq. 3, the primal form is (10) subject to:
The final function, , is the same as that of the ε-SVR (see Eq.7). When RBF kernel is still adopted, three parameters C, ν and γ should be tuned in ν-SVR models.
All SVM models from the present paper were obtained with winSVM, which is freely available for download (http://www.cs.ucl.ac.uk/staff/M. Sewell/winsvm/). Stepwise multiple linear regression (MLR) was used to select an optimum subset of descriptors and develop a MLR model. Then these descriptors were used to develop SVM models.
RESULTS AND DISCUSSION
By carrying out the correlation between the 12 descriptors and reactivity parameters lnQ and e in the training sets with stepwise MLR, the optimal MLR models of lnQ and e were obtained. The optimum subset of descriptors in lnQ comprises three descriptors: E βg (the energy gap between HOMO and LUMO of beta spin), D MC 2 (Mulliken atomic spin densities on C 2 ), and
(the absolute value of the Mulliken charge difference on R 3 between radical and styrene). Statistical parameters corresponding to the MLR model are the following: (14) where N is the number of monomers used, R is the correlation coefficient, se is the standard error of estimation, F is the Fischer's ratio. The the root mean square (rms) errors for the training, validation and prediction sets are 0.555, 0.578 and 0.496, respectively.
By the view of the frontier molecular orbital (FMO) theory of chemical reactivity, the formation of a transition state is due to the HOMO (electron-rich component) and LUMO (electron-deficient component) interaction. Thus, the FMOs are separated from the other orbitals and become very popular quantum chemical descriptors. In general, the HOMO energy can describe ionization potential; while the LUMO energy can reflect the electron affinity.
1 Moreover, both the HOMO and the LUMO energies are important in radical reactions. 26 E g (the energy gap between HOMO and LUMO) is an important stability index. For example, a large E g value implies high stability for the molecule in the sense of its lower reactivity in chemical reactions. 27, 28 The parameter Q measures of the resonance stabilization, i.e. a monomer, that form free radicals easily, possesses a large lnQ value. Thus, it is easy to understand that a radical with a small E βg value would have high reactivity and a large lnQ value.
In fact, all chemical interactions are resulted from electrostatic (or orbital), which are based on atomic charges.
1 Atomic charge descriptors can reflect molecular chemical reactivity (or intermolecular interactions). A large D MC 2 or q dMR 3 implies that the monomer (or the radical) possesses a small resonance stabilization and has a small lnQ value.
The optimum MLR model of the reactivity parameter e includes two descriptors, E αg and e g . Statistical parameters for e are the following e = 2.339 + 7.314E αg -27.988e g (15) R = 0.925, R 2 = 0.856, n = 30, se = 0.417, F = 80.431
The rms errors for the training, validation and prediction sets are 0.395, 0.337 and 0.343, respectively. The parameter e is a measure of the polarity of a monomer (or a radical). In Eq. 15, the two descriptors E αg and e g are related to the FMO energies of radicals. Usually, the FMO energies (or the energy gap E g between HOMO and LUMO) are correlated with the polarization of a molecule. 1 Thus, E αg and e g are also related to the reactivity parameter e. The program winSVM was used to develop SVM models for lnQ and e. In order to get a satisfactory model, SVM parameters C, ε (or ν) and γ need to be selected properly. Here, take the training of SVM models of lnQ as an example. Firstly, the training set of lnQ was selected as the input file and optimized 100 times. Then the output results were inspected. Learning parameters of C = 10, ε = 0.01 and γ = 0.2 produced a low mean squared error. Thus, these SVM parameters were used for the validation set and optimized furtherly. By training the SVM models of lnQ with different parameters γ of 0.1, 0.15, 0.2, 0.25, 0.3 and 0.4 (C = 10, ε = 0.01), the rms errors of the validation set are 0.384, 0.353, 0.332, 0.353, 0.372 and 0.443, respectively. Thus, the optimal γ corresponding to the minimal rms error was set to 0.2. Subsequently, by using γ = 0.2 and C = 10, another parameter ε was optimized with ε being 0.005, 0.01, 0.03, 0.05, 0.07 and 0.08, respectively. The validation set rms errors based on different ε are 0.334, 0.332, 0.323, 0.319, 0.320, 0.330 and 0.327, respectively, which shows that the optimal ε was fixed to 0.05. Similarly, the last parameter C based on ε of 0.05 and γ of 0.2 was optimized. The validation set rms errors are 0.337, 0.320, 0.318, 0.319, 0.322 and 0.326, respectively, when the parameter C was tuned with C of 5, 8, 9, 10, 11 and 12. Thus, the optimal C was 9. Lastly, the optimum ε-SVR model of lnQ with the RBF kernel (C= 9, ε =0.05 and γ = 0.2) was tested by the prediction set. The rms errors for the training, validation and prediction sets are 0.343, 0.330 and 0.317, respectively. The lnQ values calculated with the ε-SVR model are listed in Table 1 and depicted in Figure 1 .
The SVM parameters of e were tuned with the same methods. Learning parameters of C = 100, ν = 0.6 and γ = 0.6 were obtained after initial optimization. Table 2 and depicted in Figure 2 . The rms errors for prediction sets of the lnQ and e models based on the ANN approach were 0.313 and 0.271, respectively [8] , which are close to the results obtained with the SVM approach. But the ratio (30/30) of fitted samples (15+15 = 30) to training samples (30) in this paper are larger than that (16/40) in previous model [8] . This means that the present SVM models have better statistical quality and generalization capability. For the previous ANN models of vinyl monomers, the training set rms errors were 0.581 for lnQ and 0.234 for e. 6 In addition, in the ANN models of acrylate monomers, the training set rms errors were 0.302 for lnQ and 0.127 for e. 7 In fact, as long as the correlation coefficient R between the experimental and calculated e values is greater than 0.876, then a good fit has been achieved. 2 The R values of the ν-SVR model for e in this paper are 0.971 for the training set, 0.943 for the validation set and 0.960 for the prediction set, which are larger than 0.876. This illustrates that our results for the model e are satisfactory and acceptable. In comparison with previous other models, the present SVM model shows satisfying statistical results, although the number of samples used in this article is much greater than that in previous models. 
CONCLUSIONS
Two SVR models were developed to predict the reactivity parameters Q and e, respectively, of vinyl monomers in radical copolymerization. Comparison to existing models, the SVM models shows good statistical characteristics. We have the following conclusions: 1) To developed the SVR models, calculating quantum chemical descriptors from styrene and radicals with structures CH 3 2) The SVR models describing the non-linear correlation between the quantum chemical descriptors and reactivity parameters Q and e is accurate and acceptable.
3) Atom charges ( D MC 2 and q dMR 3) and frontier molecular orbital energies (E βg , E αg and e g ) are the most important factors in predicting monomer (or radical) reactivity based on the reference monomer styrene (Q = 1.0 and e = -0.8).
