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Préface
Ce document reprend la plupart des travaux de recherche publiés après ma thèse de
troisième cycle [30]. J’ai volontairement omis les publications [7, 21] écrites en colla-
boration car elles ne suivent pas le fil directeur de la simulation d’automates cellulaires.
Comme en atteste le titre de cette thèse, je me concentre sur des résultats de simulation
de deux types ; dans la première partie je simule le fonctionnement d’automates cellulaires
par d’autres modèles de calcul et dans la seconde, je m’intéresse à la simulation d’auto-
mates cellulaires définis sur des graphes de Cayley en changeant le graphe de connexion
des cellules.
Dans les chapitres 2 et 3, j’introduis les automates cellulaires comme un modèle clas-
sique de calcul parallèle. J’ai en effet montré dans [33, 35] que les automates cellulaires
forment ce que l’on nomme un système de programmation acceptable en calculabilité. Je
m’intéresse dans le chapitre 5 à la simulation des automates cellulaires par différents types
de PRAM (CREW-PRAM et XPRAM). J’y regroupe les résultats publiés dans les actes de
MFCS’1993 [31] et de SCI-ISAS’1998 [37]. Dans le chapitre 6, je simule le fonctionne-
ment des automates cellulaires par des machines spatiales, un modèle de calcul introduit
par Y. Feldman et E. Shapiro dans les années 1990. Les machines spatiales permettent de
définir aussi bien un modèle de calcul séquentiel qu’un modèle de calcul parallèle. J’ai
publié la simulation du fonctionnement d’un automate cellulaire par une machine spatiale
séquentielle dans un article de TSI en 1995 [34] après l’avoir présenté à la conférence
RenPar’1994 [32]. J’ai ensuite montré l’existence d’une famille de machines spatiales pa-
rallèles qui mime le fonctionnement d’un automate cellulaire à EuroPar’1999 [38]. Le
chapitre 7 résume ma contribution à la complexité des modèles et résume quelques consé-
quences de ces résultats de simulation.
Dans la seconde partie, je définis dans le chapitre 8 les automates cellulaires sur des
graphes de Cayley . J’illustre ces définitions en rappelant quelques résultats de Zs. Róka
qui assurent la simulation d’un réseau hexagonal d’automates par des tores d’automates.
Le chapitre 9 présente deux simulations d’un tore d’automates par un anneau d’automates.
La première était ébauchée dans ma thèse de troisième cycle [30] et a fait l’objet d’une
publication dans la revue IJFCS en 1997 [36]. La deuxième simulation, obtenue en col-
laboration avec C. Peyrat [41], améliore le résultat précédent dans certains cas et est ac-
tuellement soumise à publication. En combinant mes résultats avec ceux de Zs. Róka, j’ai
également montré comment simuler un réseau hexagonal d’automates par un anneau d’au-
tomates dans un article de TCS en 2001 [39].
Enfin, en parallèle de mes travaux de recherche, j’ai publié en 2004 un ouvrage inti-
tulé «Codage, cryptologie et applications» [40]. J’y rassemble le contenu de plusieurs des
enseignements de troisième cycle que je dispense à l’Université de Nice Sophia-Antipolis.
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Première partie
Complexité des modèles

CHAPITRE 1
Introduction
Dans cette première partie, je m’intéresse à ce que A. Borodin nomme la complexité
des modèles. C’est ainsi qu’il a qualifié mon travail alors qu’il venait à Sophia-Antipolis
pour le colloque de complexité algébrique à la mémoire de J. Morgenstern en 1995.
Dans un premier temps, je rappelle quelques définitions sur les automates cellulaires
de dimension un. Il s’agit du modèle de calcul que je prendrai ensuite comme modèle de
référence. Je rappelle brièvement l’existence de mon automate cellulaire intrinsèquement
universel [29, 30, 33] et je rappelle quelques faits [35] permettant d’utiliser les automates
cellulaires comme système de programmation acceptable, une notion introduite par H. Ro-
gers [50] et reprise dans l’ouvrage de M. Machtey et P. Young [27].
Je présente ensuite mon résultat de simulation d’un automate cellulaire par une
PRAM [31]. Je m’en suis inspiré pour concevoir la simulation d’un automate cellulaire
par une XPRAM [37], un modèle du parallélisme plus réaliste introduit par Valiant [57].
Enfin, je m’intéresse à la simulation des automates cellulaires par des machines spa-
tiales. Ce modèle de calcul proposé par Y. Feldman et E. Shapiro [15] permet de définir
aussi bien des machines séquentielles que parallèles. Je montre qu’il est possible de si-
muler le fonctionnement d’un automate cellulaire arbitraire par une machine spatiale sé-
quentielle [32, 34]. Je décris ensuite le fonctionnement d’une famille de machines spatiales
parallèles pour simuler le fonctionnement d’un automate cellulaire [38].
Ces résultats de simulation d’automates cellulaires par d’autres modèles de calcul
conduisent directement à la construction de machines universelles. Je propose plusieurs
notions d’universalité publiées dans [35] ; elles sont toutes équivalentes du point de vue
du calcul, mais prennent en compte les différentes manières de simuler le fonctionnement
d’une autre machine.
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CHAPITRE 2
Modèles de calcul classiques
Nous rappelons les définitions usuelles de théorie des langages et nous présentons
deux modèles de calcul : les machines de Turing qui constituent un des principaux modèles
de référence pour le calcul séquentiel et celui des automates cellulaires qui, pour nous, est
un des principaux modèles du calcul parallèle. Nous définissons également la notion de
système de programmation que nous utiliserons beaucoup dans la suite.
1. Alphabets, mots, langages
Soit Σ un alphabet, c’est à dire un ensemble fini non vide de symboles, comme par
exemple l’alphabet binaire {0,1}.
Un mot fini est une suite finie de symboles sur cet alphabet, par exemple 01101 est un
mot sur {0,1}.
Σ⋆ représente l’ensemble des mots finis sur l’alphabet Σ.
Muni d’une opération associative la concaténation notée . et d’un élément neutre ε,
(Σ⋆, .) est un monoïde.
On définit un langage comme un sous-ensemble de Σ⋆. On a quelques langages parti-
culiers : le langage vide, L = ∅ = {} différent du langage du mot vide L = {ε}. Un langage
peut être soit fini comme L = {0110,1001}, soit infini dénombrable comme le langage des
mots binaires pairs.
2. Machines de Turing
Introduit par A. Turing en 1938, le modèle des machines de Turing est le plus répandu
et le mieux connu. Nous en rappelons la définition [20, 46] :
..
..
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. .....................
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machine d’états finis
ruban
tête de lecture/écriture
0 1 2 3-1-2-3
unité de contrôle
Fig. 1. Une machine de Turing.
Définition 2.1. Une machine de Turing est la donnéee de M = 〈Σ,Q,δ, I,F〉 où
– Σ est un alphabet fini muni d’un symbole particulier, le blanc, noté B ;
– Q est un ensemble fini, l’ensemble des états ;
– δ est la fonction de transition de la machine :
δ : Q×Σ → Q×Σ×{gauche,0,droite}
– I ⊆ Q est l’ensemble des états initiaux ;
– F ⊆ Q est l’ensemble des états terminaux.
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La machine de Turing est composée de deux éléments,
– le ruban sur lequel est écrit la configuration initiale de la machine, i.e. un mot de Σ⋆.
– une unité de contrôle qui rend compte de l’état de la machine qui comporte une tête
de lecture/écriture qui lui permet de lire ou d’écrire un caractère du mot inscrit sur
le ruban.
La fonction de transition s’interprète de la façon suivante : M étant dans l’état q ∈ Q lit un
caractère α∈Σ sur le ruban et, selon la fonction de transition δ, change l’état de la machine,
remplace le caractère α par un caractère β et déplace sa tête de lecture d’un caractère vers
la gauche ou vers la droite (ou ne la bouge pas).
On définit également la notion de description instantanée d’une machine qui recense
à la fois la configuration courante de la machine de Turing, son état courant et la position
de sa tête de lecture/écriture. Cette notion est formalisée par exemple dans [27].
3. Automates cellulaires
Le modèle des automates cellulaires a été introduit en 1948 par J. von Neumann pour
des considérations qui relevaient plus de la biologie que de l’informatique. Il s’agissait
de construire un modèle mathématique de la reproduction de cellules, d’où le nom de
l’automate cellulaire conçu par J. von Neumann : le jeu de la vie. Selon son créateur,
un automate cellulaire bidimensionnel est composé d’un ensemble de cellules identiques
disposées sur une grille bi-infinie.
Nous nous restreignons au modèle unidimensionnel des automates cellulaires, pour
lequel on considère un ensemble de cellules identiques indicées par Z ou par N. Chaque
cellule est une machine pourvue d’un nombre fini d’états. Les cellules évoluent parallè-
lement et de façon synchrone suivant des intervalles de temps discrets selon une fonction
de transition. Cette fonction de transition attribue à chaque cellule un nouvel état en fonc-
tion de son propre état et des états des cellules voisines à l’instant précédent. La fonction
de transition est identique pour toutes les cellules qui évoluent de manière uniforme. Plus
formellement,
Définition 2.2. Un automate cellulaire est un tableau de cellules identiques indicées
par Z. Chaque cellule est une machine à états finis identique C = (Q,δ) où
– Q est l’ensemble fini des états ;
– δ est une application Q×Q×Q → Q appelée fonction de transition ;
La fonction de transition permet d’attribuer un nouvel état à chaque cellule (fig 2). Si
on note c(i, t) l’état de la cellule i au temps t,
c(i, t +1) = δ(c(i−1, t),c(i, t),c(i+1, t))
On distingue un état particulier, appelé quiescent et noté généralement q qui vérifie la
propriété : δ(q,q,q) = q.
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Fig. 2. Transition d’une cellule.
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Pour un instant t fixé, la suite c(i) des états des cellules pour i ∈ Z est appelée la
configuration de l’automate cellulaire au temps t.
Définition 2.3. On distingue ici deux types de configurations :
– la configuration «générale», une application c : Z → Q qui associe un état à toute
cellule.
– la configuration finie, une application c : Z→Q qui attribue un état à toute cellule de
telle sorte que la partie non quiescente de l’automate cellulaire soit finie et connexe.
Si on note C l’ensemble de toutes les configurations possibles d’un automate cellu-
laire, on peut alors définir une fonction de transition globale :
Définition 2.4. Pour un automate cellulaire donné C = (Q,δ) d’ensemble de confi-
gurations C, la fonction de transition globale ∆ est définie au moyen de la fonction de
transition locale δ par :
∀c ∈ C,∀i ∈ Z,∆(c)(i) = δ(c(i−1),c(i),c(i+1))
Remarquons que dans la définition 2.2 aucune hypothèse n’est faite sur l’ensemble des
états. En particulier, cet ensemble ne possède aucune structure. Nous introduisons dans la
définition 2.5 la notion d’automate cellulaire totalistique qui donne une structure simple à
l’ensemble des états.
Définition 2.5 (Albert et Culik [1]). Un automate cellulaire C = (Q,δ) est dit tota-
listique si Q ⊂ N et s’il existe une fonction γ : N → Q telle que ∀a,b,c ∈ Q, δ(a,b,c) =
γ(a+b+ c).
On a introduit une notion d’ordre sur les états qui permet de définir la fonction de
transition comme faisant abstraction de la position relative des cellules entre elles. Contrai-
rement aux apparences, un automate cellulaire peut reconnaitre l’ordre sur les cellules (sa
droite et sa gauche) comme le prouve le lemme 2.1. (Observons que l’ensembles des états
de l’automate cellulaire Q est une partie de N mais pas nécessairement un segment initial
de N).
Lemme 2.1 (Albert et Culik [1]). Pour tout automate cellulaire, il existe un automate
cellulaire totalistique qui le simule sans perte de temps et qui n’a, au plus, que quatre fois
plus d’états.
s
-2s-3 s0 s1 s2 s3
10
s
-3
100
s
-2
1000
s
-1
s0 10s1
100
s2
1000
s3
s
-1
Fig. 3. Une configuration de C et sa version totalistique.
Preuve. On considère un automate celulaire C = (Q,δ) à n états. On construit C′ = (Q′,γ)
le totalistique qui simule C. On construit tout d’abord Q′ à partir de Q comme : Q′ = {s ·m :
s ∈Q,m ∈ {1,10,100,1000}}. Les états de Q′ peuvent être vus comme des entiers en base
b où b = n+1. Avec cette construction, ♯Q′ = 4 · ♯Q. On construit ensuite γ à partir de δ :
γ(zyx) = 10.δ(x,y,z) = δ(x,y,z)0
γ(zyx0) = 100.δ(x,y,z) = δ(x,y,z)00
γ(yx0z) = 1000.δ(x,y,z) = δ(x,y,z)000
γ(x0zy) = δ(x,y,z) = δ(x,y,z)
8 2. MODÈLES DE CALCUL CLASSIQUES
pour x,y et z des états de Q et xyz, xyz0, yz0x, z0xy, 1,10,100,1000, δ(x,y,z), δ(x,y,z)0,
δ(x,y,z)00 et δ(x,y,z)000 des entiers en base b. On observe alors que C′ simule conve-
nablement le fonctionnement de C sans perte de temps si on transforme la configuration
initiale de C en celle décrite par la figure 3.
Notons que la définition 2.5 va nous permettre d’établir une numérotation de Gödel
des automates cellulaires dans le chapitre 3, section 3.1.
Une autre variante de la définition 2.2 revient à considérer l’ensemble des états Q
comme le produit cartésien fini de plusieurs ensembles (finis) d’états : Q = ∏ni=1 Qi. Ainsi,
il est alors possible de définir des automates cellulaires produits, comme dans le cas des
automates finis. Remarquons que, dans ce cas, l’évolution de chaque automate cellulaire
composant le produit est indépendante de toute autre évolution. Nous nous intéresserons
plutôt à la définition suivante :
Définition 2.6. On appelle automate cellulaire uplet D = (Q,δ) tout automate cellu-
laire dont l’ensemble des états Q = ∏ni=1 Qi est le produit cartésien fini d’ensembles finis
et dont la fonction de transition δ : Q×Q×Q → Q est telle que
α = δ(x,y,z)
où x,y,z et α sont des n-uplets.
Dans la définition 2.6, les différents ensembles d’états seront aussi appelés des calques.
Il est clair que les définitions 2.2 et 2.6 sont équivalentes. L’intérêt «pratique» de la dé-
finition 2.6 provient du fait que l’action de l’automate cellulaire sur chacun des calques peut
être indépendante sauf en de rares exceptions. Donc, un automate cellulaire uplet pourra
être décrit comme plusieurs automates cellulaires simples avec des interactions possibles
entre les calques.
4. Systèmes de programmation
Nous rappelons la définition d’un système de programmation acceptable [27].
Définition 2.7. Un système de programmation est une liste ϕ0,ϕ1, . . . qui contient
toutes les fonctions récursives partielles (d’un argument sur N). Un système de program-
mation est appelé système de programmation universel si la fonction partielle ϕuniv telle
que ϕuniv(i,x) = ϕi(x) pour tout i et tout x est elle-même une fonction récursive partielle.
En d’autres termes, le système doit avoir une fonction universelle récursive partielle. Un
système de programmation universel est appelé système de programmation acceptable s’il
existe une fonction récursive totale c pour la composition telle que ϕc(i, j) = ϕi ◦ϕ j pour
tout i et j.
Les systèmes de programmation sont souvent appelés énumération ou numérotation
de Gödel des fonctions partielles récursives. Il est connu [27] qu’il existe des systèmes de
programmation acceptables et qu’ils sont tous isomorphes entre eux par l’isomorphisme
de Rogers [50] (en d’autres termes, il existe une fonction f qui permet de traduire des
programmes d’un système de programmation acceptable dans un autre).
Théorème 2.1 (Isomorphisme de Rogers). Soit ϕ0,ϕ1, . . . et ψ0,ψ1, . . ., deux systèmes
de programmation acceptables. Alors il existe une fonction récursive totale injective f telle
que ϕx = ψ f (x).
Le théorème 2.1 est très important ; il affirme qu’il est possible de traduire tout système
de programmation en un autre. Mais il n’est pas possible de borner la complexité d’une telle
fonction, ni d’exprimer une quelconque opinion sur l’efficacité de la fonction obtenue.
CHAPITRE 3
Quelques résultats sur les automates cellulaires
1. Introduction
Dans ce chapitre, nous rappelons quelques résultats sur les automates cellulaires. Nous
commençons par quelques résultats de synchronisation qui sont fort utilisés dans la suite.
Nous rappelons ensuite certains résultats permettant de démontrer que les automates cel-
lulaires forment un système de programmation acceptable.
2. Synchronisation d’une ligne de fusiliers
Nous présentons ici quelques résultats sur la synchronisation d’une ligne d’automates.
Ce problème, connu sous le nom de synchronisation d’une ligne de fusilliers, a été proposé
par J. Myhill en 1957. En voici une formulation :
«Étant donnée une ligne initiale de fusilliers comprenant un général à une des extré-
mités de la ligne, comment les fusilliers peuvent-ils tirer au même instant en sachant que
l’ordre de feu provient du général et met un certain temps pour se propager ?»
Chaque fusilier peut être représenté par une cellule d’un automate cellulaire. Le pro-
blème revient alors à construire la fonction de transition. La première solution à ce pro-
blème a été donnée en 1965 par M. Minsky et J. MacCarthy en découpant récursivement
en deux la ligne d’automates jusqu’à ce qu’on arrive à une seule cellule. La ligne d’auto-
mates est alors synchronisée (cf. figure 1). Cette solution en temps 3 ·n−1 au problème de
la synchronisation d’une ligne de n automates n’est pas optimale.
Lemme 3.1 (Lemme de synchronisation). Il existe un automate cellulaire Z = (Q,δ)
comprenant des états particuliers, g,F ∈ Q et un état quiescent q tel que :
∆t(q0n−1gq) =qFnq
pour un temps t = 3 ·n−1 et de telle sorte que l’état F n’apparaisse pas avant le temps t,
c’est à dire ∆(q0n−1gq)(i, t) 6= F pour 0 ≤ t < 3.n−1. Ci-dessus, ∆ représente la fonction
globale de transition correspondant à la fonction locale δ.
Les états du lemme 3.1 ont la signification suivante ; la cellule avec l’état particulier
g représente le général qui donne l’ordre de feu. A la fin du processus de synchronisation,
tous les fusilliers sont dans l’état de feu F .
La solution de Minsky a été maintes fois améliorée, tout d’abord sa complexité en
temps puis son nombre d’états. Les premières solutions minimales sont dues à E. Goto,
A. Waksman et R. Balzer [3, 58]. Quelques années plus tard, une solution en temps minimal
à 6 états a été proposée par J. Mazoyer [42]. Le nombre de transitions nécessaires a été
récemment diminué par K. Noguchi [47], au détriment du nombre d’états.
Lemme 3.2 (lemme de synchronisation rapide). Il existe un automate cellulaire Z =
(Q,δ) comprenant des états particuliers, g,F ∈ Q et un état quiescent q tel que :
∆t(q0n−1gq) =qFnq
pour un temps t = 2 ·n−2 et de telle sorte que l’état F n’apparaisse pas avant le temps t,
c’est à dire ∆(q0n−1gq)(i, t) 6= F pour 0≤ t < 2 ·n−2. Ci-dessus, ∆ représente la fonction
globale de transition correspondant à la fonction locale δ.
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Fig. 1. Solution de Minsky.
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Fig. 2. Solution de Mazoyer à un général.
Les états ont la même signification que dans le lemme 3.1. La figure 2 donne un
exemple de la solution de Mazoyer avec 6 états en temps 2 ·n−2.
Il est encore possible d’améliorer le temps de la synchronisation de la ligne si, au lieu
d’avoir un seul général, nous en avons deux, un à chaque extrémité de la ligne (cf. figure 3).
Cette solution a été développée par J. Mazoyer et N. Reimen [44] :
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AAA
AAA
AAAA
AA
AA
A
AAAAA
AAAAA
Fig. 3. Solution de Mazoyer à deux généraux.
Lemme 3.3 ( Synchronisation à deux généraux). Il existe un automate cellulaire Z =
(Q,δ) comprenant des états particuliers, g,F ∈ Q et un état quiescent q tel que :
∆t(qg0n−2gq) = qFnq
pour un temps t = n et de telle sorte que l’état F n’apparaisse pas avant le temps t, c’est à
dire ∆(q0n−1gq)(i, t) 6= F pour 0 ≤ t < n− 1. Ci-dessus, ∆ représente la fonction globale
de transition correspondant à la fonction locale δ.
Il existe beaucoup d’autres généralisations du problème de la synchronisation, que ce
soit sur la forme générale du graphe sous-jacent (voir par exemple [54]) ou sur le temps
nécessaire à la synchronisation. Nous utiliserons en particulier la solution construite à partir
de la remarque 3.1 qui peut être aisément obtenue à partir des résultats précédents, voire
en utilisant [19].
Remarque 3.1. Etant donnée une solution au problème de la synchronisation en temps
T , il est possible d’en construire une en temps aT +b pour a,b ∈ N, a 6= 0.
3. Automates cellulaires comme système de programmation acceptable
Dans cette section, nous rappelons la preuve que les automates cellulaires forment
un système de programmation acceptable. Il faut pour cela établir une numérotation de
Gödel des automates cellulaires, construire un automate cellulaire universel et une fonction
récursive totale pour la composition. Nous rappelons ces trois propriétés pour le modèle
des automates cellulaires.
3.1. Enumération de Gödel. Nous décrivons en détail la construction d’une énumé-
ration de Gödel des automates cellulaires. Celle-ci n’était en effet pas détaillée dans mes
précédents travaux : [30, 33].
Théorème 3.1 (Martin [35]). Il existe une énumération effective des automates cellu-
laires.
Preuve. On considère A = (Q,δ), un automate cellulaire à n états. On le transforme en
un automate cellulaire totalistique T = (QT ,γ) en suivant la construction décrite dans la
preuve du lemme 2.1 où l’on considère l’écriture en base b = n + 1 des images des diffé-
rents éléments de l’ensemble QT = {0000, · · · ,nnnn} (états du totalistique pris dans l’ordre
lexicographique) par la fonction de transition totalistique γ. C’est ainsi que Wolfram [59]
numérote ses automates cellulaires binaires, comme sa règle 150 décrite ci-dessous :
(0,0,0) (0,0,1) (0,1,0) (0,1,1) (1,0,0) (1,0,1) (1,1,0) (1,1,1)
0 1 1 0 1 0 0 1
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Observons que la plus grande valeur que peut prendre la somme des états de QT est (nnn0)
vu comme un entier en base b, soit nb3 + nb2 + nb en base 10. On pose B = n.b3 + nb2 +
nb+1 comme base pour exprimer r, l’entier qui caractérise T :
r = γ(0)B0 + γ(1)B1 + . . .+ γ(b4−1)Bb4−1
On code (B,r) par l’entier R = 〈B,r〉, où 〈,〉 est une bijection de N2 → N.
On note E(A ) ce codage de A . On ordonne ensuite l’écriture binaire de tous les co-
dages des automates cellulaires par l’ordre hiérarchique. On associe le numéro de Gödel
index(A ) à l’automate cellulaire A en posant index(A )=i si (A ) est le ie élément de l’en-
semble ordonné précédent. On construit ainsi de manière effective une suite d’automates
cellulaires A 0,A 1,A 2, · · · .
Réciproquement, étant donné un entier i, on cherche la valeur R qui lui correspond
dans l’énumération des automates cellulaires. Soit ensuite Π1(R) = B la première projec-
tion de R = 〈B,r〉 et Π2(R) = r la seconde. Il suffit alors de décomposer Π2(R) en base
Π1(R) pour retrouver r et donc γ la fonction de transition totalistique. L’ensemble des états
est obtenu en cherchant la solution entière de l’équation d’inconnue n n(n + 1)3 + 1 =
Π1(R). Q est alors défini par Q = {s.m : s ∈ {1, . . . ,n},m ∈ {1,10,100,1000}}, des
nombres exprimés en base b = n+1.
Notre codage des automates cellulaires nous permet d’utiliser des entiers naturels en
lieu et place des automates cellulaires. Ainsi, si l’entier p code un automate cellulaire i.e.
si le prédicat PROG(p) est vrai, alors ψ(p,x) est la valeur de la fonction récursive à un
argument calculée par l’automate cellulaire de numéro p sur l’entrée x. Si p ne code pas un
automate cellulaire i.e. si le prédicat PROG(p) est faux, on ne peut rien dire de ψ(p,x). On
définit une fonction partielle partiellement récursive universelle ϕuniv comme dans [27] :
ϕuniv(p,x) =
{
ψ(p,x) si PROG(p)
divergente sinon
Nous rappelons aussi la définition d’une machine universelle qui calcule une telle
fonction.
Définition 3.1. Une machine est dite universelle au sens du calcul si elle peut calculer
toute fonction Turing-calculable.
3.2. Un automate cellulaire universel. Il y a deux manières de concevoir
l’universalité d’un modèle de calcul. La première est une universalité externe qui se sert
d’une machine universelle d’un autre modèle de calcul par le biais de simulations. Nous
lui préférons la notion d’universalité intrinsèque avec laquelle aucune référence extérieure
au modèle n’est nécessaire.
Il est bien connu que les automates cellulaires sont capables d’une universalité ex-
terne [55, 25] en simulant une machine de Turing universelle ou un système de réécriture
simple.
Le problème de l’universalité interne a été étudié par J. Albert et K. Culik en 1987 [1]
avec la construction d’un automate cellulaire unidimensionnel intrinsèquement universel.
Celui-ci est capable de simuler tout autre automate cellulaire unidimensionnel unidirec-
tionnel1 avec seulement quatorze états par cellule.
Théorème 3.2 (Albert, Culik [1]). Il existe un automate cellulaire universel U à qua-
torze états qui peut simuler tout automate cellulaire unidirectionnel donné A sur n’importe
quelle configuration initiale.
1Un automate cellulaire est unidirectionnel s’il envoie son état interne dans une seule direction (c’est à
dire soit vers la gauche soit vers la droite) au lieu de l’envoyer dans les deux directions à la fois. Autrement dit,
la fonction locale de transition est soit de la forme c(i, t + 1) = δ(c(i− 1, t),c(i, t)) soit de la forme c(i, t + 1) =
δ(c(i, t),c(i+1, t)). Ce modèle d’automate cellulaire n’est pas restrictif car les deux types d’automates cellulaires
ainsi définis ont été prouvés équivalents par K. Culik. Cependant, les automates cellulaires unidirectionnels sont
deux fois plus lents que les bidirectionnels classiques.
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Le théorème précédent ne précise pas la complexité de la simulation de A par U que
nous rappelons ici. Nous commençons par considérer la complexité de la simulation d’une
transition de A par l’automate cellulaire U sur l’entrée x. Supposons que le nombre d’états
de A est k et que la longueur de x est m. Le calcul de la transition de A par U requiert
3(2k + 2)2 + 7(2k + 1) unités de temps. Ainsi la machine universelle U est plus lente que
la machine A d’un facteur quadratique en le nombre des états de A.
Complexité en espace : pour le codage de la fonction locale de transition de A en
unaire, nous avons besoin de (2k + 2)2 cellules de la configuration initiale de U comme
bloc de code. Ce bloc de code est dupliqué autant de fois que la longueur de l’entrée x,
donc nous obtenons une complexité en espace de O(mk2).
Dans [30, 33], nous avons proposé un automate cellulaire universel qui a une meilleure
complexité en temps et en espace mais au détriment du nombre des états.
Théorème 3.3 (Martin [33]). Il existe un automate cellulaire universel U avec des
milliers d’états qui peut simuler en temps quasi-linéaire tout automate cellulaire A à k états
donné sous forme totalistique sur n’importe quelle configuration initiale avec une perte de
temps en O(k⌈logk⌉).
3.3. Une fonction pour la composition. Il est possible de définir une fonction c pour
la composition en utilisant la définition du calcul pour un automate cellulaire. Nous ne
détaillerons pas un tel programme cellulaire (voir [33]).
3.4. Système de programmation acceptable. Grâce aux résultats précédents, nous
obtenons le théorème :
Théorème 3.4 (Martin [33]). Les automates cellulaires forment un système de pro-
grammation acceptable.
3.5. Conséquences. Pour illustrer l’importance du théorème 3.4, nous énonçons
quelques résultats valides pour tout système de programmation aceptable.
La première conséquence que nous donnerons ici est le théorème s−m−n. Il montre
que, pour tout système de programmation acceptable, la propriété de modifier des pro-
grammes en conservant certains paramètres d’entrée constants est toujours vérifiée :
Théorème 3.5. Pour tout système de programmation acceptable, il existe une fonction
récursive totale s telle que pour tout i, tout m ≥ 1 et tout n ≥ 1 et pour tous x1, . . . ,xm et
y1, . . . ,yn,
ϕs(i,m,x1,...,xm)(y1, . . . ,yn) = ϕi(x1, . . . ,xm,y1, . . . ,yn)
Autrement dit, cette fonction nous autorise à spécifier comme constants les m premiers
arguments du ie programme.
Comme seconde illustration de l’importance d’un système de programmation accep-
table, nous pouvons aussi citer quelques résultats d’indécidabilité qui sont vrais quelque
soit le système de programmation acceptable .
Soit ψ une fonction récursive. On dit que ψ(x) converge si la valeur ψ(x) existe ou,
de manière équivalente, si x est dans le domaine de ψ ce que l’on note x ∈ Dψ. Respecti-
vement, on dit que ψ(x) diverge si la valeur ψ(x) n’existe pas ou de manière équivalente,
si x 6∈ Dψ. Cela signifie que si le calcul de ψ sur l’entrée x est convergent, alors le pro-
gramme qui calcule ψ par rapport à une numérotation de Gödel s’arrète sur l’entrée x.
Nous présentons ici le problème général de l’arrêt qui permet d’affirmer qu’il n’existe pas
de programme qui décide si un programme donné s’arrête (ou non) sur une entrée donnée.
Ici aussi, il s’agit d’un théorème vrai pour tout système de programmation acceptable [27].
Théorème 3.6. Soit ϕ0,ϕ1, . . . un système de programmation acceptable . La fonction
f telle que pour tout x et y entiers,
f (x,y) =
{
1 si ϕx(y) est convergent
0 sinon
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n’est pas récursive
Ce théorème a un certain nombre de conséquences pratiques immédiates en ce qui
concerne les automates cellulaires :
Corollaire 3.1. Il est indécidable de dire que,
(i) durant l’évolution d’un automate cellulaire sur une entrée donnée, il n’est pas
possible de prédire l’occurrence d’un état particulier ;
(ii) durant l’évolution d’un automate cellulaire sur une entrée donnée, il n’est pas
possible de prédire l’occurrence d’un cycle particulier ;
De même, tout autre résultat en se réferrant à une quelconque définition de calcul licite
pour les automates cellulaires sera indécidable
Avec tous ces résultats, on peut montrer comme conséquence le théorème de Rice
qui signifie qu’il n’existe pas de propriété décidable non triviale sur le comportement des
entrées et des sorties d’un programme. En d’autres termes, on ne peut pas trouver de pro-
priétés sur les fonctions récursives partielles en regardant les programmes qui les exécutent.
Pour ce faire, on définit PC, l’ensemble de fonctions récursives partielles satisfaisant une
propriété donné : PC = {x : ϕx ∈C}. Le théorème de Rice s’énonce :
Théorème 3.7. PC est récursif si et seulement si PC = ∅ ou PC = N.
On en déduit qu’il n’est pas possible de tester algorithmiquement si deux automates
cellulaires peuvent accomplir le même calcul. Le théorème 3.7 est très important car il
détruit tout espoir de tester algorithmiquement le comportement des entrées/sorties des
automates cellulaires.
CHAPITRE 4
Simulation et universalité
Nous nous intéressons tout particulièrement à la simulation d’automates cellulaires,
que ce soit par des automates cellulaires eux-mêmes (pour obtenir un automate cellulaire
universel ou pour changer la topologie) ou par d’autre modèles de calcul pour construire
différentes machines universelles.
Dans ce chapitre, nous rappelons une notion de simulation courante (voir par exemple
[12] ou [52]). Nous présentons également différentes manières de concevoir des machines
universelles que nous illustrerons dans les chapitres suivants. Ces différentes façons de
construire des machines universelles ainsi que les conséquences ont été présentées au
congrès FCT en 1997 [35].
1. Définition de la simulation
Dans cette section, nous proposons une définition de la simulation entre deux machines
qui peuvent provenir de modèles de calcul différents. La définition 4.1 exprime que, si la
machine A simule le fonctionnement d’une étape de la machine B en τ unités de temps,
on doit pouvoir construire une correspondance entre les configurations équivalentes (à un
codage près) de la machine A et de la machine B.
B A
t0
t1
t2
t3
t4
τ
τ
τ
κ
ρ
la machine A est τ fois
plus lente que la machine B
κ◦ρ = Id
t0
t ′1
t ′2
t ′3
B
τ≺ A
Fig. 1. Illustration de la définition de simulation où B est simulée par A.
Définition 4.1. Soit CA et CB les ensembles de configurations des machines A et B
(respectivement). On dit que A simule chaque pas de calcul de B en temps τ (et on note
B
τ≺ A) s’il existe deux fonctions calculables κ : CB → CA et ρ : CA → CB telles que si
κ ◦ρ = Id et pour tout c,c′ ∈ CB, il existe une configuration c′′ ∈ CA telle que si c ⊢B c′,
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κ(c) ⊢τA c′′ avec ρ(c′′) = c′, où ⊢M représente une application de la fonction de transition
globale de la machine M et ⊢tM t itérations de cette même fonction de transition.
Observons également que la définition 4.1 est proche de la réduction utilisée pour les
classes de complexité fonctionnelles, en relaxant toutefois la contrainte de complexité. En
citant le livre de Papadimitriou [48], définition 10.1 :
Définition 4.2 (Papadimitriou [48]). On peut définir une réduction entre des pro-
blèmes de calcul. On dit que le problème de calcul B se réduit au problème de calcul A
si les conditions suivantes sont vérifiées : il existe deux fonctions R et S, toutes deux calcu-
lables en espace logarithmique, telles que pour toute entrée x et z on a : si x est une donnée
de B, alors R(x) est une donnée de A. De plus, si z est une sortie correspondant à l’entrée
R(x), alors S(z) est la sortie correspondant à l’entrée x.
A partir de la définition 4.2 on peut définir la complétude des classes de complexité
fonctionnelles relatives à P et à NP.
La fonction R joue un rôle analogue à notre fonction κ et S un rôle analogue à ρ. Dans
le cas de la définition 4.1, nous n’avons pas besoin de borner la complexité du calcul de
ces deux fonctions puisque nous nous intéressons à des problèmes de calculabilité et non
de complexité.
2. Construction de machines universelles
Dans son livre de 1967, M. Minsky [46] décrit une machine universelle comme :
The universal machine as an interpretive computer
The universal machine will be given just the necessary materials : a description, on
its tape, of T and of sx (string of symbols corresponding to the entry) ; some working
space ; and the built-in capacity to interpret correctly the rules of operation as given in the
description of T . Its behavior is very simple. U will simulate the behavior of T one step at
a time...
Dans cette section, nous décrivons plusieurs façons de construire une machine uni-
verselle qui dépendent de la simulation. En effet, lorsqu’on veut construire une machine
universelle, on commence par choisir un modèle de calcul M. Nous distinguons deux cas :
– on n’a, a priori, aucune connaissance sur le modèle M ; il nous faut :
– énumérer les machines de M ;
– construire une machine de M particulière qui simule le fonctionnement de
toute autre machine de M.
– on connait déjà un modèle de calcul M′ qui possède une machine universelle ; alors
soit :
– on construit une machine particulière de M capable de simuler le fonction-
nement de toute machine du modèle M′ ;
– on construit une machine particulière de M qui simule une machine univer-
selle de M′.
Selon le cas, on identifie une classe bien particulière de machine universelle que nous
décrivons ci-dessous :
– l’universalité par simulation : on simule le fonctionnement
– de n’importe quelle machine d’un autre modèle ;
– de n’importe quelle machine du même modèle.
– l’universalité par hérédité : on simule le fonctionnement d’une machine universelle
d’un autre modèle.
– l’universalité par construction : on construit explicitement une machine dont on a
reçu le code dans un langage (codage) quelconque.
2.1. Universalité par simulation.
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Définition 4.3 (Martin [35]). Une machine Puniv du modèle M est universelle par si-
mulation si, pour toute machine P′i du modèle M′ et pour toute entrée x, P′i (x)
τ≺ Puniv(i,x).
Dans ce cas, Puniv sert d’émulateur aux machines de M′. On distingue un cas par-
ticulier, celui de l’universalité intrinsèque, aussi appelée universalité forte par Albert et
Culik [1] : dans ce cas, la machine Puniv du modèle M peut simuler toute machine de M.
C’est notamment le cas de certaines machines de Turing universelles mais aussi celui de
quelques automates cellulaires universels comme [1, 29, 33].
2.2. Universalité par hérédité.
Définition 4.4 (Martin [35]). Une machine Ph du modèle M est universelle par hé-
rédité s’il existe une machine universelle P′univ du modèle M′ telle que pour tout i et x,
P′univ(i,x)
τ≺ Ph(i,x).
Dans ce cas, la machine Ph se comporte comme un interpréteur pour les machines du
modèle M′. C’est en particulier le cas de certaines -petites- machines de Turing qui si-
mulent des TAG-systems comme décrit par Margenstern dans [28] ou dans [17, 25, 55]. Le
résultat classique qui stipule que les automates cellulaires sont aussi puissants que les ma-
chines de Turing repose sur la simulation d’une machine de Turing universelle (voir [55]).
2.3. Universalité par construction.
Définition 4.5 (Martin [35]). Une machine Pc du modèle M est universelle par
construction si pour toute machine P′i du modèle M′, Pc(χ(P′i )) = P′i où χ dénote le code
du programme de la machine P′i .
L’exemple le plus classique qui illustre cette définition est celui des réseaux booléens.
Pour ce modèle de calcul, une machine de Turing reçoit en entrée le codage standard
(voir [22]) d’un circuit ainsi que sa taille et construit explicitement le réseau booléen cor-
respondant. Pour le modèle des automates cellulaires, Arbib [2] énonce «Turing’s result
that there exists a universal computing machine suggested to von Neumann that there might
be a universal construction machine Pc, which, when furnished with a suitable description
Pn of any appropriate automaton A, will construct a copy of A». Il s’agit de la première
machine universelle par construction qui mène à l’auto-reproduction.
2.4. Équivalence pour le calcul. Les trois définitions qui permettent la construction
de machines universelles sont cependant équivalentes vis à vis de la définition de l’univer-
salité au sens du calcul (définition 3.1, page 12). C’est ce qu’atteste le théorème suivant :
Théorème 4.1 (Martin [35]). Toute machine universelle Puniv du modèle M qu’elle
soit universelle par simulation, par hérédité ou par construction l’est également au sens du
calcul.
Preuve. Nous montrons que chacun de nos types d’universalité est également universel au
sens du calcul
– Soit PU une machine du modèle M universelle par simulation et soit P0,P1, · · · une
énumération de ces machines. Pour tout i, soit ϕi : N → N la fonction calculée par
Pi. Alors, ϕ0,ϕ1, · · · est une énumération des fonctions calculables par les machines
du modèle M. Supposons en outre que M soit un système de programmation ac-
ceptable. Soit ψ0,ψ1, · · · une énumération des machines du modèle M′. Par la dé-
finition 4.3, on a que toute fonction calculable pour le modèle M′ l’est également
pour le modèle M. il existe donc f une fonction récursive telle que pour tout x,
ψx = ϕ f (x). Ainsi,
ϕuniv( f (i),x) = ϕ f (i)(x) = ψi(x)
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L’énumération ψ0,ψ1, · · · possède une fonction universelle et il existe donc une
machine qui calcule cette fonction. Il suffit à une machine Puniv du modèle M de
simuler cette machine universelle du modèle M′ pour être universelle au sens du
calcul.
– Soit Puniv une machine du modèle M universelle par hérédité. Comme ψuniv(i,x) =
ψi(x), la définition 4.4 coïncide avec la définition 3.1, d’où le résultat.
– Soit Puniv une machine du modèle M universelle par construction. Par la défini-
tion 4.5, elle est aussi universelle au sens du calcul.
CHAPITRE 5
Simulation d’un CA par des PRAM
Le concept de Parallel Random-Access Machine (abrégé par PRAM) a été introduit
comme une généralisation parallèle du modèle des RAM dans les années 1976 pour le trai-
tement de grandes quantités de données. Dans ce modèle, le temps a été prouvé équivalent,
à un facteur polynomial près, à l’espace d’une machine de Turing [5]. Ce modèle est ca-
pable de gérer un grand nombre de processeurs. Chacun d’eux utilise une mémoire locale
et une mémoire globale partagée qui permet l’échange de messages entre les processeurs.
De plus, les processeurs ne sont pas contraints d’exécuter la même opération au même
instant comme c’est le cas avec les automates cellulaires.
Le modèle des XPRAM a été introduit dans les années 1990 par Valiant [56, 57] sous
le nom de bulk synchronous parallel model (BSP). Il se démarque du modèle classique des
PRAM en interdisant l’utilisation d’une mémoire globale partagée ; il ajoute un «réseau
d’interconnexion» pour les échanges de données ainsi qu’un mécanisme de synchronisa-
tion global de la machine. Ce modèle de calcul parallèle à mémoire distribuée a été conçu
pour être plus proche de la réalité que celui des PRAM avec un certain succès, comme en
attestent des implémentations de BSP pour de vraies machines parallèles [8, 9].
Les Parallel Random-Access Machines sont souvent comparées aux réseaux booléens
ou aux machines de Turing alternantes mais très rarement aux automates cellulaires. C’est
une telle comparaison que nous allons illustrer dans un premier temps en montrant que
les automates cellulaires peuvent servir de modèle de base aux Parallel Random-Access
Machines. Ce premier résultat a été présenté à MFCS en 1993 [31]. Nous étudierons ensuite
la simulation des automates cellulaires par des XPRAM. Selon le nombre de processeurs
qu’on autorise, on obtient deux résultats présentés à la conférence SCI/ISAS en 1998 [37].
1. Définition des PRAM
Plus formellement [22], une Parallel Random-Access Machine consiste en un en-
semble dénombrable de processeurs p0, p1, . . ., une mémoire globale infinie x0,x1, . . . et un
programme fini. Chaque processeur pi a une mémoire locale infinie y0,y1, . . .. Le registre
y0 est appelé l’accumulateur du processeur. Chaque processeur dispose d’un compteur de
programme et d’un drapeau indiquant si le processeur est actif ou non. Un programme est
une suite finie d’instructions parmi :
yi := constant; goto m if yi > 0;
yi := yi + yk; yi := xyi ;
yi := ⌈yi/2⌉; xyi := yi;
yi := yyi ; accept;
fork m;
Le parallélisme est réalisé par l’instruction "fork m". Lorsqu’un processeur pi exécute
cette instruction, il sélectionne le premier processeur inactif p j, remet à zéro la mémoire
locale de p j et charge l’accumulateur de pi dans celui de p j. Alors, p j commence son
calcul à l’étiquette m de son programme. Les communications entre les processeurs sont
réalisées par des accès à la mémoire globale partagée. Dans le modèle PRAM, on autorise
les lectures concurrentes simultanées de la mémoire globale par plusieurs processeurs. Si
deux processeurs tentent d’écrire une valeur à la même case de la mémoire globale, la
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machine s’arrète immédiatement et entre dans un état de rejet dans le cas du modèle le
plus restrictif. Plusieurs processeurs peuvent lire une même case de la mémoire globale
quand un processeur est en train de l’écrire. Dans ce cas, toutes les lectures sont réalisées
avant que la valeur de la case mémoire soit changée.
Afin de traiter différents niveaux de concurrence et pour régler les conflits de lecture
et d’écriture dans la mémoire globale, il a été défini des variantes de cette définition :
– le modèle EREW PRAM pour lequel ni les lectures concurrentes ni les écritures
concurrentes ne sont autorisées.
– le modèle CREW PRAM qui autorise les lectures concurrentes mais pas les écri-
tures.
– le modèle CRCW PRAM qui permet à la fois les lectures et les écritures concur-
rentes.
De plus, il est possible de rafiner le modèle des CRCW PRAM en détaillant la manière
d’arbitrer les conflits à l’écriture.
2. Simulation d’un CA par une PRAM
Généralement, on définit l’universalité des PRAM à l’aide des circuits ou des ma-
chines de Turing alternantes comme modèle de référence. Comme chacun de ces deux mo-
dèles est capable d’universalité, il est évident que par une simulation adéquate les PRAM
en sont aussi capables. Mais les deux modèles ci-dessus mentionnés ont des inconvénients.
Dans le cas des circuits, les entrées sont obligatoirement finies et il faut enrichir le mo-
dèle de l’hypothèse d’uniformité pour qu’une famille de circuits travaille sur des entrées
de taille quelconque. Nous proposons ci-dessous la simulation d’automates cellulaires par
les PRAM. Nous obtenons ainsi le théorème 5.1 pour un automate cellulaire totalistique A
à k états.
Théorème 5.1 (Martin [31]). Il existe une CREW PRAM capable de simuler le com-
portement de tout automate cellulaire totalistique A sur n’importe quelle entrée en temps
constant.
Preuve. L’idée de la simulation est suggérée par la figure 1 qui décrit la manière dont
la PRAM simule l’évolution d’un automate cellulaire. Le contenu di de chaque cellule ci
de A, l’automate cellulaire à simuler, est écrit dans un registre de la mémoire locale de
chaque processeur. Le code (il s’agit en fait de la fonction de transition totalistique) de A
est contenu dans la mémoire globale partagée de la PRAM. Le comportement de la PRAM
est alors :
– chaque processeur pi écrit di dans un registre (figure 1) ;
– chaque pi somme le contenu des registres de pi−1 et pi+1 et inscrit le résultat r à la
place de la valeur di. Le nombre r vérifie 0 ≤ r ≤ 3.#états(A) ;
– chaque pi recherche dans la table de transition l’image de r par la fonction de tran-
sition totalistique fA et remplace la valeur de r par la valeur fA(r) ;
– les points ci dessus sont itérés jusqu’à obtention du résultat.
Nous donnons ci-dessous les détails de la preuve de la simulation d’un (quelconque) au-
tomate cellulaire A par la PRAM P. Supposons que P a un nombre infini de processeurs.
La première chose à faire est d’associer un processeur à chaque cellule de A. Les registres
contiennent alors les informations suivantes : chaque donnée de la demi-ligne d’automates
A est contenue dans l’un des registres du processeur associé à la cellule i. Les registres
suivants contiennent tous le nombre 0 qui représente l’état quiescent.
Le code de A (sans codage supplémentaire) est contenu dans la mémoire globale parta-
gée sous la forme d’une table indicée par les valeurs du domaine de la fonction totalistique
fA. De cette manière, l’accès à l’image d’une valeur par la fonction de transition peut être
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1   ƒ(1)
2   ƒ(2)
3   ƒ(3)
n   ƒ(n)
d1
p1
d2
p2
d3
p3
dk
pk
table de 
transition
mémoire
globale
Fig. 1. Simulation d’un CA par une PRAM.
fait en temps constant. Alors le programme de chaque processeur pi est le suivant :
1 y3 := i+(3.k +2);
2 y0 := xy0 ;
3 xy3 := y0;
4 y1 := xy3−1;
5 y0 := y0 + y1;
6 y1 := xy3+1;
7 y0 := y0 + y1;
8 goto 2 if y0 > 0;
Remarquons qu’une «nouvelle» cellule est créée quand son contenu passe de la valeur
0 à une valeur non nulle. De plus, une seule cellule à la fois peut être créée pendant une
itération. Cela signifie que le nombre de cellules non-quiescentes au cours d’un calcul de
l’automate cellulaire peut être borné. Cette borne correspond plus ou moins à l’idée qu’on
a de l’espace d’une machine de Turing.
Observons qu’une CREW PRAM suffit pour la simulation puisqu’il n’y a pas d’écri-
tures concurrentes mais seulement des lectures concurrentes de la table qui représente la
fonction de transition de A. De surcroît, le processus défini ci-dessus simule une itération
de A en un temps constant.
3. Définition des XPRAM
Une XPRAM consiste en un ensemble dénombrable de processeurs auxquels on as-
socie une mémoire locale ainsi qu’un mécanisme qui permet de synchroniser l’ensemble
des processeurs de la machine, appelé barrier synchronisation. Chaque processeur pi a une
mémoire locale infinie y0,y1, . . .. Le registre y0 est appelé l’accumulateur du processeur.
Chaque processeur pi dispose d’un compteur de programme et d’un drapeau indiquant si
le processeur est actif ou non. Un programme est une suite finie d’instructions choisies
dans l’ensemble suivant :
yi := constant; goto m if yi > 0;
yi := yi + yk; [Pj.y]yk := yl ;
yi := ⌈yi/2⌉; yk := [Pj.y]yl ;
yi := yyi ; accept;
synchro;
En sus des instructions décrites dans la section 1, on définit des opérations de communi-
cation et de synchronisation. L’instruction [Pj.y]yk := yl correspond à l’envoi de la donnée
locale dont l’adresse est contenue dans le registre yl du processeur Pi vers le registre yk du
processeur j. L’instruction qui correspond à la réception de la donnée est yk := [Pj.y]yl ;
elle mémorise dans le registre yk du processeur courant Pi la donnée pointée par yl reçue
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du processeur Pj. Le calcul d’une XPRAM est découpé en une suite d’étapes générales
– les supersteps – ; chacune de ces étapes générales consiste en une suite d’instructions
suivie d’une synchronisation globale (l’instruction synchro) qui permet l’échange global
des données.
Les performances d’une XPRAM sont mesurées au moyen de trois paramètres :
– p, le nombre de processeurs ;
– ℓ, le nombre d’instructions entre chaque synchronisation globale ;
– g, le rapport entre le nombre total d’instructions effectuées par l’ensemble des pro-
cesseurs en une unité de temps fixée et la quantité globale d’information échangée
dans le réseau d’interconnexion pendant la même période de temps.
Le dernier paramètre, g, mesure en quelque sorte la fréquence à laquelle on peut accéder à
des données distantes.
Le temps de calcul d’une étape générale S est défini d’une manière un peu compliquée.
On définit tout d’abord le travail w comme le nombre total d’instructions exécutées par
l’ensemble des processeurs entre deux synchronisations. Soit hs et hr deux variables qui
comptent respectivement le nombre maximal de messages émis et le nombre maximal de
messages reçus par chaque processeur au cours de l’étape générale S. Le temps de S est
alors majoré par w+g.max{hs,hr}+ ℓ.
Le temps de calcul d’une XPRAM est obtenu en sommant les temps de calcul de
chaque étape générale. On obtient une expression de la forme W +H.g+S.ℓ, où W,H et S
dépendent de n, la taille de l’entrée et de p, le nombre de processeurs actifs.
Nous définissons l’efficacité η d’une simulation. On suppose qu’une XPRAM à p
processeurs M de complexité en temps T simule le fonctionnement d’une XPRAM à p′
processeurs M′ de complexité en temps T ′. L’efficacité de la simulation est T pT ′p′ ≥ η.
4. Simulation d’une EREW PRAM par une XPRAM
Pour mieux comprendre le fonctionnement d’une XPRAM et introduire la notion de
fonctions de hachage rapides nous reprenons la simulation d’une EREW PRAM par une
XPRAM introduite dans le chapitre de L. Valiant [57]. Pour réaliser cette simulation, L. Va-
liant a besoin de bonnes fonctions de hachage qui calculent rapidement l’adresse en fonc-
tion du paramètre g.
On dispose d’une EREW PRAM M à p processeurs et on considère sa mémoire par-
tagée comme un ensemble de m registres. On souhaite en simuler le fonctionnement par
une XPRAM M′ à p′ processeurs avec également m registres qui seront distribués sur les
mémoires locales des processeurs de M′. On suppose pour cela que ∀i ∈ P, la mémoire du
processeur Pi de M′ contient tous les registres j ∈ {1, . . . ,m} tels que j mod p′ = i.
Pour chaque exécution d’un programme, on tire aléatoirement une fonction de ha-
chage h d’un ensemble H de fonctions de hachage universelles. Chaque fonction h est une
permutation de {1, . . . ,m}. L’idée est qu’en simulant le fonctionnement de M par M′, M′ va
représenter le registre j de la mémoire de M par h( j) mod p′. Le rôle de la fonction h est
d’étaler le plus possible les accès mémoire dans les registres de M′. Pour cela, on requiert
la propriété suivante sur H : pour tout ensemble S de p registres (le nombre de processeurs
de la EREW PRAM), h(S) devrait être uniformément distribué sur les p′ processeurs de
M′ avec une forte probabilité.
Une classe H de telles fonctions de hachage h a été introduite dans [45] :
h( j) = ∑
i∈{1,...,k}
ai ji mod m
Cette classe de fonctions vérifie bien la propriété, comme en atteste le lemme 5.1.
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Lemme 5.1 (Melhorn and Vishkin [45]). Si m est premier, alors pour tout S de cardinal
p,
Pr{R(p′,S,h)≥ k|h ∈ H} ≤
(
p
k
)
p′1−kekp
′/m
avec R(p′,S,h) = maxi∈{1,...,p′} ♯{ j ∈ S : h( j) mod p′ = i}.
On dit que H , une famille de classes de fonctions de hachage, est bonne si,
pour tout p′ et pour tout m ≥ p′ log p′, il existe H ∈ H , une classe de fonctions
{h : {1, . . . ,m} → {1, . . . ,m}} telle que ˆR(p′,H, p′ log p′) = O(log p′), où ˆR(p′,H,v) =
maxS,|S|=p
{
1
|H| ∑R(p′,S,h)
}
.
Corollaire 5.1 (Melhorn and Vishkin [45]). Il existe une bonne famille de classes de
fonctions de hachage.
Preuve. Si m est premier, on remplace k par 4 log p′ et p par p′ log p′ dans le lemme 5.1 et
on obtient que, pour tout S de cardinal p′ log p′, Pr{R(p′,S,h)≥ 4log p′}= o(p′−1).
Si m n’est pas premier, on procède de même avec m′ premier nombre premier plus
grand que m.
On dit qu’une famille de XPRAM paramétrée par p′, le nombre de processeurs et
par m, le nombre de registres adressés possède une fonction de hachage rapide si elle
implémente une bonne fonction de hachage calculable en temps αg pour α une constante
qui ne dépend ni de p′ ni de m.
L. Valiant montre alors qu’une EREW-PRAM à p processeurs peut être simulée par
une XPRAM à p′ processeurs :
Théorème 5.2 (Valiant [57]). Une XPRAM à p′ processeurs munie de fonctions
de hachage rapides peut simuler une EREW-PRAM à p processeurs avec une efficacité
moyenne optimale si p ≥ p′ log p′.
Preuve. On souhaite simuler le fonctionnement de M, une EREW-PRAM à p processeurs.
On choisit aléatoirement une fonction de hachage h ∈ H ∈ H en fonction des paramètres
(p,m). Le contenu du registre j de M sera dans le registre h( j) mod p′ de la XPRAM M′.
On distribue les tâches des p processeurs de M arbitrairement de façon à ce que chaque
processeur de M′ en simule au plus ⌈p/p′⌉. En simulant une étape de M, il va falloir effec-
tuer ⌈p/p′ log p′⌉ «supersteps» de M′. Dans chaque «superstep», pour chaque processeur,
on va choisir aléatoirement un ensemble de log p′ accès parmi les ⌈p/p′⌉ qui sont à faire.
Par le choix de H , la moyenne du plus grand nombre d’accès effectués sur chaque registre
pendant un «superstep» sera O(log p′). Il s’ensuit que le temps moyen pour faire un «su-
perstep» sera identique. En faisant la somme sur les «supersteps» de M′ et les étapes de M,
on obtient que le temps moyen de simulation de M par M′ est O(p/p′).
On observe que, si le nombre total de registres utilisés pour l’entrée n’excède pas le
nombre d’opérations de calcul de M′, toutes les données peuvent être obtenues par h en
temps parallèle O(p/p′).
5. Simulation d’un CA par une XPRAM
Nous supposons dans la suite que nous simulons le fonctionnement d’un automate
cellulaire à n cellules par une XPRAM à p processeurs.
Nous étudions dans un premier temps une borne théorique obtenue par une suite de
simulations avant de décrire l’efficacité de nos simulations. Nous distinguons deux cas ;
celui (plus facile) où nous avons plus de processeurs que le nombre de cellules de l’auto-
mate cellulaire et celui où le nombre de cellules de l’automate cellulaire excède le nombre
de processeurs dont dispose notre XPRAM.
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5.1. Une première borne. Dans ce paragraphe, nous citons quelques résultats de si-
mulation connus qui, une fois combinés, vont nous donner une borne sur l’efficacité de la
simulation d’un automate cellulaire par une XPRAM.
Nous rappelons tout d’abord le résultat qui mesure l’efficacité de la simulation d’une
CREW-PRAM par une EREW-PRAM :
Lemme 5.2 (Karp and Ramachandran [23]). Une EREW-PRAM à p processeurs
peut simuler le fonctionnement d’une CREW-PRAM à p processeurs avec une efficacité
O(log p).
En combinant le lemme 5.2, le théorème 5.2 et notre simulation d’un automate cellu-
laire par une EREW-PRAM (théorème 5.1), on obtient la proposition suivante :
Proposition 5.1 (Martin [37]). Une XPRAM à p processeurs munie de fonctions de
hachage rapides peut simuler n’importe quel automate cellulaire totalistique à n cellules
avec une efficacité moyenne O( p
n
logn) si n ≥ p log p.
Nous pouvons nous demander si cette borne obtenue au moyen d’une chaîne de si-
mulations peut être atteinte par une simulation directe. Les simulations directes que nous
proposons par la suite ne permettent pas de répondre affirmativement à cette interrogation.
5.2. Cas où p ≥ n. C’est le cas le plus facile. On s’inspire de la simulation d’un
automate cellulaire par une PRAM décrit dans la section 2 pour obtenir le résultat :
Théorème 5.3 (Martin [37]). Une XPRAM à p processeurs peut simuler n’importe
quel automate cellulaire totalistique à n cellules avec une efficacité optimale lorsque p≥ n.
Preuve. On se donne l’automate cellulaire à simuler par sa fonction de transition totalis-
tique f :
0 1 . . . m−1 m
f (0) f (1) . . . f (m−1) f (m)
On réserve les m + 1 premières adresses de la mémoire locale du processeur Pi pour
mémoriser f et accéder directement à l’image d’une valeur. Le registre ym+2 va mémoriser
l’état de la cellule i− 1, ym+3 celui de la cellule simulée par Pi et ym+4 celui de la cellule
i+1. Le programme de chaque processeur Pi est alors :
0. ym+5 := 1;
1. ym+2 := [Pi−1.y]m+3;
2. ym+4 := [Pi+1.y]m+3;
3. synchro;
4. ym+3 := ym+3 + ym+2;
5. ym+3 := ym+3 + ym+4;
6. ym+3 := yym+3 ;
7. goto 1 if ym+5 > 0;
Les lignes 1 et 2 du programme permettent à Pi de récupérer le contenu des cellules
voisines simulées ; les lignes 4 et 5 calculent la somme des valeurs de cellules et la ligne 6
remplace le contenu de l’état de la cellule simulée par Pi par son image par f . Le registre
ym+5 est utilisé pour définir une condition d’arrêt compatible avec la définition d’un calcul
sur automate cellulaire.
Le temps de calcul d’une étape générale est 6 + 2.g + ℓ. Observons qu’il ne dépend
ni de p, ni de n. la simulation se fait en temps constant, ce qui nous donne une efficacité
optimale.
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5.3. Cas où p < n. On considère maintenant que le nombre de processeurs de la
XPRAM est inférieur au nombre de cellules de l’automate cellulaire. Dans ce cas, nous
avons montré le théorème 5.4.
Théorème 5.4 (Martin [37]). Une XPRAM à p processeurs peut simuler un automate
cellulaire à n > p cellules en temps O
(⌈
T (n)(T (n)+n)
p
⌉)
+g.O(pT (n))+ ℓ.T (n) pour T (n)
la complexité en temps de l’automate cellulaire.
Preuve. On supposera que le nombre de cellules de l’automate cellulaire croît d’une unité
à chaque itération. En d’autres termes, on s’intéresse au modèle d’automate cellulaire qui
ne s’étend que vers la droite, plutôt qu’à celui qui s’étend des deux cotés. Il ne s’agit pas
d’une restriction trop forte car les deux modèles ont été montrés équivalents dans [43].
Le programme du processeur Pi pour 1 < i < p est comme suit :
Algorithme 5.1.
while not fini do
read(Pi−1,T[0],newstate) ;
read(Pi+1,nbmsg,Rmsgin[0]) ;
read (Pi−1, Lcellnb, Lmsgin) ;
synchronize ;
for i ← 1 to nbmsg do T [cellnb+ i]← Rmsgin[i] ;
if nbmsg> 1 then cellnb←cellnb+1 ;
for i ← 1 to cellnb+1 do
T ′[i]← f (T [i−1]+T [i]+T [i+1]) ;
for i ← 1 to cellnb do T [i]← T ′[i] ;
if cellnb-Lcellnb > 1 then nbmsgout← 2 ;
else nbmsgout← 1 ;
for i ← 1 to nbmsg do Lmsgout[i]← T [i] ;
Lmsgout[0]← nbmsgout ;
write (Pi−1, nbmsgout, Lmsgout) ;
write (Pi+1,T [cellnb-nbmsg-1],newstate) ;
write (Pi+1,cellnb,Lmsgin) ;
endwhile
On suppose que chaque processeur a mémorisé une copie de la fonction de transition
et possède un accès direct à ses valeurs.
Dans l’algorithme précédent, nous avons quelque peu enrichi le jeu d’ins-
truction des XPRAM de base. Ici, l’instruction de lecture read est de la forme
read(P,localvar,fromvar) qui lit la variable fromvar du processeur P et qui l’ins-
crit dans la variable localvar. L’instruction d’écriture s’interprète de manière analogue.
La variable cellnb contient le nombre de cellules simulées par le processeur Pi, la table
Rmsgin[] mémorise les nouvelles valeurs des cellules simulées par le processeur Pi+1
après la synchronisation globale ; la table Lmsgout[] contient les nouvelles valeurs des
cellules simulées par le processeur Pi qui vont être envoyées au processeur Pi−1 à la fin de
l’étape générale ; la variable nbmsg contient le nombre de messages reçus du processeur
Pi+1.
La variable fini doit être mise à jour pour définir une condition d’arrêt compatible
avec la définition d’un calcul sur un automate cellulaire. La figure 2 illustre la simulation
d’un automate cellulaire à 8 cellules par une XPRAM à 3 processeurs. A chaque étape
générale, une cellule de plus est active sur l’automate cellulaire. Les flèches représentent
les opérations de communication entre les processeurs.
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Fig. 2. Simulation d’un CA par une XPRAM.
Le comportement du processeur P1 est analogue, sauf qu’il ne communique pas les
nouveaux états des cellules qu’il simule au processeur P0 ; le processeur Pp ne fait ni lecture
ni écriture vers le processeur Pp+1 ; il initialise T[cellnb+1] et T[cellnb+2] à la valeur
0 (qui représente l’état quiescent) ; il calcule aussi la nouvelle valeur de la cellule simulée
par T[cellnb+1] et incrémente cellnb si la valeur de T[cellnb+1] passe de 0 à une
autre valeur.
Le travail maximal par processeur est ∑T (n)i=1
⌈
n+i
p
⌉
≈ O
(⌈
T (n)(T (n)+n)
p
⌉)
, le nombre
maximal de messages correspond au nombre maximal de messages reçus qui vaut 2p ·T (n)
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et il faut accomplir T (n) synchronisations. On obtient donc l’expression suivante pour le
temps de calcul de la XPRAM :
O
(⌈
T (n)(T (n)+n)
p
⌉)
+g.O(pT (n))+ ℓ.T (n)
L’idée sous-jacente de cet algorithme de simultion est la suivante : si la charge d’un
processeur devient plus grande que celle du processeur précédent il transfère la simulation
d’une cellule à son prédécesseur.
6. Conséquences et conclusion
En corollaire du théorème 5.1, nous pouvons dire que :
Corollaire 5.2. Il existe une PRAM universelle au sens du calcul.
Pour cela, il suffit de simuler le fonctionnement d’un automate cellulaire arbitraire
sur une entrée quelconque. Le modèle des PRAM comporte donc une machine universelle
par simulation au sens de la définition 4.3. En effet, notre PRAM reçoit en entrée fA, la
fonction de transition totalistique d’un automate celulaire A, son entrée x et simule le fonc-
tionnement de A sur l’entrée x. Ainsi, le modèle des PRAM peut être vu comme un système
de programmation universel avec, comme modèle de référence les automates cellulaires.
En corollaire des théorèmes 5.3 et 5.4, nous pouvons dire que :
Corollaire 5.3 (Martin [37]). Il existe une XPRAM universelle au sens du calcul.
En effet, notre XPRAM est capable de simuler le fonctionnement de n’importe quel
automate cellulaire sur n’importe quelle entrée. Pour construire une XPRAM universelle
au sens du calcul, il suffit de simuler le fonctionnement d’un automate cellulaire arbitraire.
Le modèle des XPRAM comporte donc une machine universelle par simulation au sens de
la définition 4.3.

CHAPITRE 6
Simulation d’un CA par des machines spatiales
La motivation de Y. Feldman et de E. Shapiro quant à la création des machines spa-
tiales repose sur les observations suivantes : une information binaire n’occupe qu’une quan-
tité finie et minimale de l’espace et le transfert des informations est borné par la vitesse de
la lumière. De plus, le modèle des PRAM est beaucoup trop puissant pour modéliser de
façon fidèle le comportement des machines parallèles réelles. Dans le rapport de recherche
[14] et dans l’article [15], les auteurs définissent le modèle des machines spatiales et dis-
cutent de son aptitude à modéliser les machines parallèles réelles.
Ils montrent aussi que les machines spatiales sont capables de simuler n’importe quelle
machine de Turing et qu’elles sont donc capables d’universalité. C’est en nous inspirant de
leur simulation que nous avons mimé le fonctionnement des automates cellulaires de deux
manières différentes. Dans un premier temps, lors de la conférence Renpar de 1994 [32]
et dans un article de TSI de 1995 [34], nous nous sommes limités au cas de machines
spatiales à deux processeurs (appelées séquentielles) puis nous nous sommes interessés au
cas des machines spatiales à plusieurs processeurs, dites parallèles, simulation que nous
avons présentée lors de la conférence EuroPar en 1999 [38].
1. Définition des machines spatiales
Nous rappelons ici la définition «informelle» des machines spatiales [15] comme elles
sont présentées dans un article des CACM. Pour plus de précisions, on pourra se reporter
au rapport de recherches correspondant [14].
Le modèle des machines spatiales est défini usuellement dans un espace tridimension-
nel discret. Le modèle calcule selon des intervalles de temps discrets et chaque composant
effectue son calcul de manière synchrone. Un nombre fini de cases de l’espace est occupé
par des processeurs qui peuvent échanger des messages selon le principe suivant :
– chacune des cases de la grille -qui est soit vide soit occupée- comporte six bits de
communication, un par direction et à valeurs dans l’ensemble {0,1,B} ;
– au cours de chaque étape, chaque bit de communication est recopié dans la direction
désignée sur le bit de communication correspondant de la case adjacente.
Chaque processeur représente une unité de contrôle similaire à celle d’une machine de
Turing. Un processeur est donc constitué d’un nombre fini d’états et d’une fonction de
transition. A chaque pas de calcul des machines spatiales, en fonction de l’état interne du
processeur et de la valeur des bits de communication, l’unité de contrôle effectue une des
opérations suivantes :
– changer d’état interne ;
– changer la valeur des bits de communication avant qu’ils ne soient recopiés ;
– déplacer le processeur vers une des cases adjacentes de l’espace.
Il est interdit aux processeurs d’occuper une même case de l’espace ou d’occuper une case
qui l’était au début du pas de calcul. Dans ces cas, le processeur reste dans la case qu’il
occupait et effectue les autres opérations normalement. Un nombre fini de bits de commu-
nication sont désignés comme bits d’entrée. Au début du calcul, tous les processeurs sont
dans le même état initial et tous les bits de communication, à l’exception des bits d’entrée,
sont dans l’état blanc B. La valeur des bits d’entrée peut changer arbitrairement au cours du
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calcul. Une case de l’espace est désignée comme cellule de terminaison. On dit qu’un cal-
cul est terminé quand un processeur entre dans un état final dans une case de terminaison.
Le résultat du calcul est alors défini sur un ensemble de cellules distinguées, les cellules de
sortie.
1.1. Propriétés des machines spatiales. Nous rappelons ici quelques propriétés des
machines spatiales qui sont énoncées et démontrées dans [15].
On dit qu’une machine spatiale est séquentielle si
– un seul processeur est “actif” i.e. qui traite effectivement les données et ne sert pas
seulement de mémoire ou de réflecteur1 ;
– pour toute description instantanée -sauf peut-être pour la première- il ne peut y avoir
qu’un seul message (ou suite non vide de bits de communication) qui circule ;
Si, de plus, le processeur actif d’une machine spatiale séquentielle est immobile, on dit
que la machine spatiale séquentielle est stationnaire. Il a été montré dans [15] que si la puis-
sance de calcul des machines spatiales séquentielles est équivalente à celle des machines de
Turing, les machines spatiales séquentielles stationnaires ne sont pas plus puissantes que
les automates finis. La puissance de calcul des machines spatiales stationnaires n’est pas
accrue par l’augmentation du nombre de processeurs actifs s’ils sont également station-
naires. De manière analogue, il a été montré que les machines spatiales parallèles ont la
même puissance de calcul que les machines spatiales séquentielles. Cependant, l’augmen-
tation du nombre de processeurs d’une machine spatiale séquentielle stationnaire permet
d’accélérer les calculs :
Théorème 6.1 (Feldman, Shapiro [15]). Une machine spatiale stationnaire d-
dimensionnelle (d = 1,2,3) à p processeurs a un facteur d’accélération en Ω(p1+(1/d))
par rapport à une machine spatiale séquentielle stationnaire.
Dans le cas des machines spatiales non stationnaires, le problème du facteur d’accélé-
ration demeure ouvert.
2. Addition par une machine spatiale
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Fig. 1. État initial de la machine spatiale.
La machine spatiale qui permet d’additionner deux entiers écrits en binaire nous four-
nit un bon exemple de fonctionnement d’une machine spatiale. Dans ce cas, nous n’avons
besoin que d’un unique processeur que nous représenterons soit par un P soit par son état,
comme indiqué dans les figures 1 et 2.
La configuration initiale de la machine spatiale est décrite figure 1 où nous avons
représenté les cellules d’entrées, les cellules de sorties et la position initiale du processeur
P qui est dans son état initial. Observons que les cellules d’entrée peuvent être choisies
1Le processeur sert de réflecteur lorsqu’il ne fait que rediriger les bits de communication qu’il reçoit.
3. SIMULATION D’UN CA PAR UNE MACHINE SPATIALE SÉQUENTIELLE 31
0
1
1
0
1
1
1 0 0 1 0 0 1
0
1
1
1
1
1
1
0
0
temps = 0 temps = 1 temps = 2 temps = 3 temps = 4
B
B
B
B
état de fin de calcul
état “retenue”état “pas de retenue”
directions
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Fig. 3. Configuration initiale de la machine spatiale.
n’importe où dans le plan. Les trois autres états du processeur sont portés sur la figure 2 où
nous avons décrit les étapes successives de l’addition binaire de 3+6, représentés avec le
bit de poids faible à gauche. Nous avons donc l’opération suivante, 110+011 = 1001 où la
machine spatiale calcule la somme bit à bit en reportant la retenue dans la case voisine de
droite. Les directions imposées aux bits de communication sont représentées par les petits
triangles noirs.
Nous obtenons la proposition 6.1 dont la démonstration est immédiate.
Proposition 6.1 (Martin [34]). L’addition de deux entiers x et y est réalisée
par une machine spatiale à un seul processeur en temps T (n) = n + 1 pour n =
max{⌊log2 x⌋,⌊log2 y⌋}+1
3. Simulation d’un CA par une machine spatiale séquentielle
Nous décrivons dans cette section la simulation d’un automate cellulaire par une ma-
chine spatiale séquentielle. Par souci de simplicité, nous avons pris quelques libertés vis-
à-vis du modèle des machines spatiales en accroissant l’ensemble des états des bits de
communication. Leur nouvel ensemble d’états est alors le produit cartésien de {0,1,B} par
Q, ensemble des états de l’automate cellulaire à simuler. Nous appelons machine spatiale
généralisée une telle machine. Nous avons le résultat suivant :
Théorème 6.2 (Martin [34]). Il existe une machine spatiale séquentielle généralisée
capable de simuler un automate cellulaire unidimensionnel. De plus, si le temps de calcul
de l’automate cellulaire est T (n), sa simulation par une machine spatiale généralisée sera
de complexité en temps T 2(n)+(n−1)T (n) pour une entrée de taille n.
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Fig. 4. Machine spatiale simulant un automate cellulaire.
Preuve. On suppose que la configuration initiale de l’automate cellulaire à simuler est
donnée par la séquence qq{c0i }i=1,...,n qq où l’indice supérieur représente le numéro de
l’itération de l’automate cellulaire. La lettre q qui borde la séquence de configuration sert à
délimiter la configuration d’entrée et symbolise des états dits quiescents. La configuration
initiale de la machine spatiale séquentielle qui simule l’automate cellulaire est conforme à
la description de la figure 3 où la configuration initiale de l’automate cellulaire a été repliée
sur elle-même.
Nous utilisons une technique similaire à celle du mime d’une machine de Turing par
une machine spatiale séquentielle présentée dans [15]. Nous utiliserons deux processeurs,
P et R. Le premier, actif, comporte une unité de contrôle dont le rôle est de simuler le fonc-
tionnement de la fonction de transition de l’automate cellulaire. Le second, R est inactif et
ne sert qu’à réfléchir les bits de communication (cf. fig. 3).
Le processeur P mémorise alors les valeurs nécessaires pour effectuer la transition
d’une cellule, par exemple ci. Alors, pour envoyer la nouvelle valeur cti , il a besoin d’avoir
en mémoire les valeurs ct−1i−1,c
t−1
i et de recevoir la valeur c
t−1
i+1 . Après avoir appliqué la
fonction de transition à ces valeurs et renvoyé la valeur cti , il mémorise les états c
t−1
i ,c
t−1
i+1
et se prépare à recevoir la valeur ct−1i+2 . La figure 4 illustre cette simulation dont le dessin
est restreint à la valeur reçue à l’instant t−1 et à la valeur émise à l’instant t.
La taille des configurations d’un automate cellulaire peut croître de deux cellules par
unité de temps, c’est-à-dire que les deux états quiescents qui bordent la configuration de
part et d’autre peuvent passer dans un état non quiescent. Pour simuler cette croissance de
la configuration de l’automate cellulaire, il faut déplacer le processeur P d’une case vers
la gauche à chaque fois qu’on rencontre une transition de la forme δ(q,q,β) = α ∈ Q ou
δ(β,q,q) = α ∈ Q pour un état β 6= q. Dans le premier cas, il y aura émission d’un q puis
de la valeur α et dans le second cas, il y aura émission de la valeur α puis de q.
La complexité de cette simulation est n = |{ci}| fois plus lente. Elle correspond en
effet à une séquentialisation des transitions de l’automate cellulaire. On passe en effet de n
unités de contrôle à une seule. De plus, la taille des configurations étant croissante, le temps
de la simulation est borné supérieurement par n.T (n)+∑T (n)−1i=1 2.i = T 2(n)+(n−1)T (n).
3.1. Deux lemmes d’équivalence. Dans cette partie, nous justifions l’équivalence
entre les machines spatiales séquentielles généralisées et celles définies par Y. Feldman et
E. Shapiro dans [15].
Lemme 6.1 (Martin [34]). Toute machine spatiale séquentielle dont l’ensemble des
états des bits de communication a été étendu à n symboles peut être simulée par une ma-
chine spatiale séquentielle dont l’ensemble des états est restreint à l’ensemble {0,1,B}
avec une perte de temps de l’ordre du logarithme de n .
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Fig. 5. Fonctionnement de la machine spatiale binaire en réception.
0
0
0
B
B B B BB B
0
0
1
B B B B B
0
0
1
0
1
1 0
0
1 1
1
0
e0 e1 e2 e3 e4 e5
Fig. 6. Fonctionnement de la machine spatiale binaire en émission.
Preuve. Soit Σn l’ensemble étendu des états des bits de communication. Sans perte de
généralité, on peut identifier Σn à {1,2, . . . ,n}. On simule le fonctionnement de la machine
spatiale étendue par une machine spatiale binaire de la façon suivante : les états éten-
dus seront codés en binaire et séparés par deux symboles B. La machine spatiale binaire
va simuler exactement le fonctionnement de la machine spatiale étendue en recevant et
en émettant les états codés bit à bit. Puisque les machines spatiales reçoivent et envoient
simultanément des valeurs, nous avons besoin d’états produits. Les états de la machine
spatiale binaire seront donc de la forme (état, bit reçu, bit émis). Nous allons décrire le
fonctionnement de la machine spatiale binaire pour n = 5 :
Réception : La machine spatiale binaire fonctionne à la manière d’un automate fini à la
réception. Elle cumule les bits reçus jusqu’à recevoir le symbole séparateur BB. La figure 5
illustre la réception. Les états de type r j indiquent que la valeur binaire j a été reçue avant le
symbole B. Les états de type ik sont des états internes au fonctionnement. Nous illustrons le
fonctionnement de cet automate par l’exemple suivant : supposons que la machine spatiale
reçoive successivement les bits 011BB. La suite de transitions effectuée sera la suivante :
(r0,0) ⊢ (r0,1) ⊢ (i1,1) ⊢ (i4,B) ⊢ (r3,B) ⊢ (r0, . . .). La machine spatiale a donc reçu la
valeur 3 et s’est repositionnée sur l’état initial r0.
Émission : Le fonctionnement de la machine spatiale à l’émission est analogue à son
fonctionnement à la réception. Nous pouvons construire un automate fini qui va émettre
la valeur voulue comme décrit par la figure 6. Les états de type e j indiquent que la valeur
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j doit être émise en binaire suivie des deux blancs de séparation. Nous n’avons pas men-
tionné les états internes par souci de clarté. Nous les numérotons ensuite ekj avec 1≤ k ≤ 5
qui donne le nombre de valeurs émises. Nous illustrons le fonctionnement de cet automate
par l’exemple suivant : supposons que la machine spatiale étendue ait à émettre la valeur
décimale 5. La machine spatiale binaire qui la simule va passer dans l’état e5 et enverra
successivement les symboles de la suite 101BB qui code la valeur 5. Avec la convention
ci-dessus pour la numérotation des états, nous aurons la suite de transitions suivante :
(e5,1) ⊢ (e15,0) ⊢ (e25,1) ⊢ (e35,B) ⊢ (e45,B).
Fonctionnement général : Maintenant que nous avons décrit le fonctionnement de la ma-
chine spatiale binaire en émission et en réception, nous pouvons indiquer son fonctionne-
ment général. Pour ce faire, nous donnons la suite de transitions de la machine spatiale
binaire qui simule les deux transitions de la machine spatiale généralisée indiquées ci-
dessous :
? ⊢ (q4,2,arrêt)
(q4,3) ⊢ (q5,5,arrêt)
qui correspond au cas où la machine spatiale généralisée émet la valeur 2, reçoit la valeur 3
et va émettre ensuite la valeur 5. La suite de transitions de la machine spatiale binaire sera
alors la suivante. On rappelle que, dans ce cas, les états de la machine spatiale binaire sont
des triplets d’états :
((q4,r0,e2),0) ⊢ ((q4,r0,e12),0,arrêt)
((q4,r0,e12),1) ⊢ ((q4,r0,e22),1,arrêt)
((q4, i1,e22),1) ⊢ ((q4,r0,e32),0,arrêt)
((q4, i4,e32),B) ⊢ ((q4,r0,e42),B,arrêt)
((q4,r3,e42),B) ⊢ ((q5,r0,e5),B,arrêt)
Il nous reste maintenant à décrire la simulation de la machine spatiale généralisée
lorsque le processeur mobile se déplace. Nous allons donner la simulation de la suite de
transitions dans le cas où le processeur mobile est à gauche et se déplace d’une case vers
la gauche.
? ⊢ (q4,2,gauche)
(q4,3) ⊢ (q5,5,arrêt)
(q5,2) ⊢?
La simulation du déplacement d’un processeur est illustrée par la figure 7 où nous avons
reporté à chaque unité de temps l’état du processeur mobile à gauche. Observons que la
valeur 3 en binaire est reçue avant le déplacement et que, lors de ce mouvement, le proces-
seur entre dans l’état particulier gki qui signifie que le processeur va passer dans l’état i à
l’issue du déplacement vers la gauche et qu’il s’est déjà décalé de k cases vers la gauche
(1≤ k ≤ 5). Notons aussi que lors du mouvement deux “cases” vides ont été créées, ce qui
correspond aussi à ce qui se passe dans le cas de la machine spatiale généralisée.
Nous ne décrirons pas le cas où le processeur se déplace d’une case vers la droite qui
peut être déduit aisément du cas précédent.
Dans la preuve du lemme 6.1, nous avons introduit la notion d’ensemble d’états pro-
duit. Le lemme suivant nous permet d’affirmer qu’il y a équivalence entre les machines
spatiales dont l’ensemble des états est le produit cartésien de quelques ensembles finis et
les machines spatiales habituelles. Ainsi,
Lemme 6.2 (Martin [34]). L’ensemble des états des machines spatiales peut être égal
au produit cartésien de quelques ensembles finis.
Preuve. Nous utilisons un argument classique pour montrer l’équivalence entre les deux
ensembles d’états. Lorsque l’ensemble des états est égal au produit cartésien de k en-
sembles finis, il suffit de les renuméroter au moyen d’une bijection de Nk → N.
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Fig. 7. Simulation du déplacement d’un processeur.
3.2. Le résultat principal. Nous pouvons maintenant énoncer notre résultat principal
qui corrobore l’énoncé du théorème 6.2 en autorisant la simulation d’un automate cellulaire
par une machine spatiale séquentielle selon la définition de [15].
Théorème 6.3 (Martin [32, 34]). Une machine spatiale séquentielle est capable de
simuler un automate cellulaire unidimensionnel à k états. De plus, si le temps de calcul de
l’automate cellulaire est T (n), sa simulation par une telle machine spatiale sera de com-
plexité en temps (T 2(n)+(n−1)T (n))(⌊log2 k⌋+o(1)).
La preuve du théorème 6.3 peut être aisément obtenue à l’aide du théorème 6.2 et des
lemmes 6.1 et 6.2. On en déduit :
Corollaire 6.1. Il existe une machine spatiale séquentielle qui est universelle au sens
du calcul.
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4. Simulation d’un CA par une machine spatiale parallèle
Dans cette section, nous proposons une famille de machines spatiales parallèles pour
simuler le fonctionnement d’un automate cellulaire.
Théorème 6.4 (Martin [38]). Il existe une machine spatiale qui peut simuler le fonc-
tionnement de tout automate cellulaire totalistique à k états ; la simulation d’une transition
de l’automate cellulaire se fait en temps O(k⌈log2 k⌉).
Preuve. Soit A un automate cellulaire totalistique à k états et S la machine spatiale parallèle
qui en simule le fontionnement. On utilisera la mesure de complexité CLARGEA(x) qui
compte le nombre maximal de cellules non quiescentes utilisées par A au cours de son
calcul. Cette mesure de complexité, introduite dans [4] se définit au moyen de C = QZ,
l’ensemble des configurations de A et de F : C → C, la fonction de transition globale
induite par la fonction locale.
CLARGEA(x)=max
{
|x|,max
i, j
{|i− j| : ∃t, t ′ : F t(c0)i 6=q et F t ′(c0) j 6= q}
}
CLARGEA(x) nous donne le nombre de processeurs dont S va avoir besoin pour simuler
le fonctionnement de A.
Chaque processeur de S va avoir un comportement similaire. On note Pi, le proces-
seur qui simule le fonctionnement de la cellule i. On associe deux réflecteurs à chaque Pi
(fig. 8) ; celui du haut mémorise l’état de la cellule tandis que celui du bas mémorise la
table de transition.
Les états de l’automate cellulaire vont être codés en binaire sur η bits comme :
η =
{ ⌈log2 k⌉ si k ≡ 0 mod 2
⌈log2 k⌉+1 sinon
La fonction de transition totalistique sera aussi codée en binaire comme la suite
f (0), f (1), f (2), . . . , f (l). La longueur totale du code de la fonction de transition de A sera
lη. Pour des raisons de synchronisation, on ajoute deux blancs supplémentaires dans le
code de la fonction de transition.
La distance entre Pi et le réflecteur de l’état est η/2 et celle entre Pi et le réflecteur de
la fonction de transition, (l +2)/η et celle entre deux processeurs, η. Ce sont les distances
qui vont permettre de calculer la complexité en temps de la simulation.
Chaque processeur Pi va avoir un comportement analogue :
– il reçoit la suite de bits en provenance de Pi−1,Pi+1 et du réflecteur d’état et calcule
leur somme s ;
– il attend l’image de s qui lui est renvoyée par le réflecteur de la fonction de transi-
tion ;
– il remplace la suite de bits qui code l’état par la nouvelle valeur ;
– sur réception du premier blanc du code de la fonction de transition, il transmet aux
processeurs adjacents le contenu de la suite de bits qui code son propre état.
Il faut au préalable avoir mémorisé la configuration initiale de l’automate cellulaire,
comme dans la figure 8.
Le temps nécessaire pour que S simule une transition de A est donc (l + 2)η où l =
O(k).
Observons que, dans le résultat précédent, on démontre qu’une machine spatiale peut
simuler un automate cellulaire à n cellules et l transitions. Ainsi, on peut construire une
famille de machines spatiales capable de simuler le fonctionnement de tout automate cel-
lulaire, indépendamment de n et de l. La description d’une machine spatiale de la famille
pour n et l fixés, se calcule aisément de manière parallèle ; on obtient ainsi une famille
uniforme de machines spatiales.
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Fig. 8. Comportement du processeur Pi.
5. Conséquences et conclusions
Dans ce chapitre, nous avons montré que les machines spatiales sont capables de si-
muler les automates cellulaires de différentes manières.
Dans le cas de la simulation séquentielle, nous avons simulé le fonctionnement d’un
automate cellulaire arbitraire au moyen d’une machine spatiale, construisant ainsi une ma-
chine spatiale séquentielle universelle par simulation au sens de la définition 4.3. Dans le
cas de notre simulation parallèle, il nous faut connaître le plus grand nombre de cellules
utilisées par l’automate cellulaire au cours du calcul ; la machine spatiale reçoit donc en
entrée le code de l’automate cellulaire, sa configuration initiale et le nombre de cellules
utilisées pour le calcul. Il faut ensuite construire explicitement la machine spatiale qui va
simuler le fonctionnement de cet automate cellulaire et nous illustrons ainsi la construction
d’une machine spatiale universelle par construction au sens de la définition 4.5.
En tout état de cause, nous obtenons le fait que dans l’ensemble des machines spatiales
-tant séquentielles que parallèles- il en existe qui sont universelles au sens des automates
cellulaires.

CHAPITRE 7
Conclusion de la première partie
1. Résumé des différentes simulations
Dans cette section, nous résumons les différentes simulations d’automates cellulaires
que nous avons proposées et nous les mettons en perspective avec d’autres résultats de
même nature. Nous avons reporté dans la figure 1 des résultats de simulation entre diffé-
rents modèles de calcul soit séquentiels soit parallèles.
PRAM
XPRAM
automates
cellulaires
réseaux
booléens
machines
spatiales
machines
RAM
machines de
Turing
parallèle
séquentiel
Fig. 1. Simulations entre les modèles de calcul.
Dans la figure 1, le graphe orienté dont les sommets sont des modèles de calcul et les
arcs des relations de simulation résume quelques résultats classiques de simulation comme,
par exemple, celle d’une machine RAM par une machine de Turing [27]. La convention est
la suivante : le modèle à l’extrémité d’un arc est celui qui réalise la simulation. Par exemple,
l’arc d’origine les machines de Turing et d’extrémité les machines spatiales signifie qu’il
existe une simulation effective des machines de Turing par les machines spatiales [15].
Les résultats que nous avons présentés dans les chapitres précédents sont symbolisés par
des traits interrompus courts. Observons que deux modèles comportent une boucle –au
sens des graphes orientés–. Il s’agit dans ce cas d’une simulation au sein du même modèle
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qui symbolise l’existence d’une machine intrinsèquement universelle au sens de la défini-
tion 4.3. L’équivalence entre deux modèles de calcul symbolisée par une double flèche est
obtenue soit par deux simulations soit au moyen de l’isomorphisme de Rogers que nous
avons rappelé dans le théorème 2.1.
Sur le graphe de la figure 1, on retrouve tous les résultats que nous avons proposés dans
les chapitres précédents : l’existence d’un automate cellulaire intrinsèquement universel ;
le fait que toute fonction calculable par automate cellulaire l’est aussi par des PRAM, par
des XPRAM ou par des machines spatiales. De plus, par le biais des la composition de la
relation de simulation, on obtient aussi que toute fonction Turing-calculable l’est aussi par
automate cellulaire, par les PRAM ou les XPRAM ainsi que par les machines spatiales.
2. Machines parallèles CA-universelles
modèle nb. proc. complexité asymptotique type univ. réf.
CA nk logk k logk intrinsèque [29, 33]
CREW-PRAM p = n 1 simulation [31]
XPRAM p ≥ n 1 simulation [37]
XPRAM p < n T (n)( (T (n)+n)p + pg+ ℓ) simulation [37]
SM 2 (T 2(n)+n ·T (n)) logk simulation [32, 34]
SM n+2 ·T (n) k logk construction [38]
Tab. 1. Résumé des différentes simulations.
Le tableau 1 résume et référence l’ensemble des simulations d’automates cellulaires
totalistiques à n cellules et à k états qui sont rappelées dans ce mémoire. Nous décrivons
ce tableau colonne par colonne. La première colonne décrit le modèle qui simule un au-
tomate cellulaire totalistique. Nous avons abrégé automate cellulaire en CA et machines
spatiales en SM. Dans la seconde colonne, nous indiquons le nombre d’unités de contrôle
qui est requis pour réaliser la simulation. Dans le cas d’automates cellulaires, il s’agit du
nombre de cellules et dans le cas des (X)PRAM ou des machines spatiales, du nombre de
processeurs (noté p). La troisième colonne donne la complexité asymptotique de la simu-
lation. Nous indiquons également dans la quatrième colonne par quel type de simulation
il est possible d’obtenir une machine universelle pour le modèle considéré. Enfin, dans la
dernière colonne, nous indiquons l’article –ou les articles– dans lequel on peut trouver une
preuve de la simulation.
Considérons par exemple la troisième ligne du tableau 1. Celle-ci résume le résultat de
simulation d’un automate cellulaire totalistique à n cellules par une XPRAM qui dispose de
p = n processeurs. On lit dans la colonne 3 que cette simulation se fait en temps constant
et dans la colonne 4 qu’on peut déduire de cette simulation l’existence d’une XPRAM
universelle par simulation i.e. que la XPRAM est capable de simuler le fonctionnement de
n’importe quel automate cellulaire sous forme totalistique.
Observons que dans le tableau 1, nous ne faisons pas référence à l’universalité par
hérédité. Celle-ci est plus restrictive que l’universalité par simulation. En effet, pour ce
type de simulation, on ne peut pas simuler directement un automate cellulaire arbitraire.
On ne devrait simuler que le fonctionnement d’un seul automate cellulaire universel. C’est
ce type de simulation qui est employé pour construire certaines petites machines de Turing
universelles. La simulation d’un automate cellulaire au moyen d’une machine spatiale pa-
rallèle requiert la connaissance du nombre maximum de cellules actives au cours du calcul
de l’automate cellulaire. Le modèle des machines spatiales ne permet pas de «réveiller»
des processeurs au cours du calcul. C’est la raison pour laquelle notre simulation ne donne
lieu qu’à une machine spatiale parallèle universelle par construction. Mais, avec la donnée
du nombre de cellules actives de l’automate cellulaire, les machines spatiales parallèles
sont en mesure de simuler le fonctionnement de n’importe quel automate cellulaire.
3. CONSÉQUENCES ET CONCLUSION 41
3. Conséquences et conclusion
Nous citons dans cette section quelques conséquences relativement directes de nos ré-
sultats d’universalité obtenus par la simulation d’automates cellulaires. Nous commençons
par un résultat d’indécidabilité obtenu par réduction du problème de l’arrêt. En bornant le
temps de calcul, on obtient ensuite un résultat de P-complétude. Enfin, nous montrons qu’il
est possible de définir la complexité de Kolmogorov au moyen des automates cellulaires.
3.1. Indécidabilité de l’occurrence d’un état.
Théorème 7.1. Soit C = (Q,δ) un automate cellulaire, qˆ∈Q un état distingué et c∈C
une configuration initiale. Il n’est pas possible de décider si qˆ apparaît au cours du calcul
de C sur l’entrée c.
On procède par réduction du problème de l’arrêt. L’automate cellulaire simule le fonc-
tionnement d’une machine de Turing. D’après notre classification des modes de simulation,
l’automate cellulaire est universel par hérédité. Le théorème est également valide pour tout
modèle de calcul qui possède une machine universelle par hérédité ou par simulation.
3.2. P-complétude de l’occurrence d’un état au temps t. Pour le calcul paral-
lèle, la P-complétude joue un rôle analogue à la NP-complétude pour les calculs non-
déterministes. Elle correspond aux problèmes qui ne peuvent pas être résolus efficacement
par un algorithme parallèle autrement appelés intrinsèquement séquentiels [18].
Deux problèmes jouent pour la P-complétude un rôle comparable à celui que la satis-
fiabilité joue pour la NP-complétude :
Le problème générique de la simulation de machine
Donnée : Une chaîne x, la description M d’une machine de Turing M, et un entier t
en unaire.
Question : M accepte-elle x en moins de t pas de calcul ?
Le problème de la valuation des circuits
Donnée : α codage standard du circuit α, d’entrées x1,. . .,xn et de sortie y.
Question : La sortie y de α est-elle vraie pour les entrées x1, . . . ,xn ?
Le problème suivant est P-complet et la démonstration est immédiate en s’inspirant
du livre de R. Greenlaw, H. Hoover et W. Ruzzo [18] :
Donnée : c la configuration initiale d’un automate cellulaire, T une borne sur le temps
en unaire, q un état, i une cellule.
Question : La cellule i est-elle dans l’état q au temps T ?
La démonstration repose aussi sur la simulation d’une machine de Turing quelconque
par l’intermédiaire de la simulation d’une machine de Turing universelle. Comme pour
le résultat d’indécidabilité, celui-ci est vrai dès lors que notre ordinateur possède un pro-
gramme universel par hérédité ou par simulation.
3.3. Complexité de Kolmogorov. Dans cette section, nous illustrons la construction
d’une complexité de Kolmogorov au moyen des automates cellulaires –ou de tout autre
modèle de calcul convenable–. Rappelons que la complexité de Kolmogorov mesure la
complexité d’un objet combinatoire x. De manière intuitive, la complexité de Kolmogorov
correspond à la taille du plus petit programme qui permet de décrire x. Nous nous inspi-
rons ici de la définition de la complexité de Kolmogorov donnée dans le livre de M. Li et
P. Vitányi [24].
On identifie l’objet fini x avec son indice dans une énumération adéquate des ob-
jets et on considère la classe des fonctions récursives partielles comme des méthodes de
description. Le problème de la description d’un objet consistant en un entier naturel sera
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ramené à celui de trouver un programme donné sous un codage en binaire. Pour cela, on
se donne une énumération effective des automates cellulaires P0,P1,P2, . . . comme dans la
section 3.1. Nous utilisons le fait qu’une énumération effective des automates cellulaires
induit une énumération effective des fonctions récursives partielles ϕ0,ϕ1,ϕ2, . . . telle que
∀i, Pi calcule ϕi.
Définition 7.1 (Li et Vitanyi [24]). Soit x,y et p des entiers naturels. Toute fonction
récursive partielle ϕ avec la donnée de p et y telle que ϕ(〈p,y〉) = x est une description de
x. La complexité Cϕ(x) relative à y est :
Cϕ(x|y) =
{
min{l(p) : ϕ(〈p,y〉) = x}
∞ si p n’existe pas
où l(p) représente la longueur de p. On dit que p est un programme pour calculer x par ϕ
étant donnée y.
Le théorème 7.2 est la clé de voûte du développement de toute la théorie de la com-
plexité de Kolmogorov.
Théorème 7.2 (Li et Vitanyi [24]). Il existe une fonction récursive partielle ϕ0 telle
que, pour toute fonction récursive partielle ϕ, il existe une constante cϕ telle que Cϕ0(x|y)≤
Cϕ(x|y)+ cϕ pour tout x,y ∈ N.
Preuve. Soit ϕuniv la fonction récursive partielle calculée par notre automate cellulaire in-
trinsèquement universel PU . Rappelons que, par définition, l’automate cellulaire PU sur
l’entrée (n,〈y, p〉) simule le fonctionnement de Pn sur l’entrée 〈y, p〉. On a ϕuniv(n,〈y, p〉) =
ϕn(〈y, p〉). D’où, Cϕuniv(x|y)≤Cϕ(x|y)+ cϕ où cϕ = 2 · l(n)+1.
Nous sommes alors en mesure de définir la complexité de Kolmogorov avec les auto-
mates cellulaires comme modèle de référence.
Définition 7.2 (Li et Vitanyi [24]). On choisit une fonction universelle de référence
ϕuniv dont on omettra l’indice. On définit alors la complexité de Kolmogorov C(x|y) =
Cϕuniv(x|y). Cette fonction universelle particulière ϕuniv est la fonction de référence pour C.
On se donne également un automate cellulaire particulier PU qui calcule ϕuniv et on l’appelle
automate cellulaire de référence.
Par la définition de [24], on sait que la complexité de Kolmogorov ne dépend que de
l’objet. Mais, avec notre définition, il semble qu’elle dépende également de l’énumération.
La proposition suivante nous indique que, étant donnés deux énumérations reliées par un
va-et-vient effectif la complexité de Kolmogorov d’un objet est la même, à une constante
additive près. Il s’agit d’une conséquence de l’isomorphisme de Rogers.
Proposition 7.1 (Li et Vitanyi [24]). Soit ϕ0,ϕ1, . . . et ψ0,ψ1 deux énumérations dis-
tinctes des fonctions récursives partielles telles qu’il existe f et g, deux fonctions récursives
partielles telles que ψi = ϕ f (i) et ϕi = ψg(i). Soit C(x|y) la complexité de Kolmogorov re-
lative à ϕuniv et C′(x|y) celle relative à ψuniv. Alors, pour tout objet x, |C(x|y)−C′(x|y)| ≤ k.
En conséquence de quoi, on déduit :
Corollaire 7.1 (Martin [35]). La complexité de Kolmogorov définie au moyen des
machines de Turing est, à une constante additive près, la même que celle définie au moyen
des automates cellulaires.
Et il en serait de même pour les autres modèles de calcul que nous avons étudié dans
les chapitres précédents.
Deuxième partie
Automates cellulaires sur graphes de
Cayley

CHAPITRE 8
Définitions, notations et premières simulations
Les automates cellulaires sur des graphes de Cayley ont été introduits pour démontrer
une généralisation du théorème de Moore et Myhill par [26, 6] puis étudiés en tant que tels
par Zs. Róka [51, 54]. Le but est de décrire le réseau de connexion des automates au moyen
du graphe d’un groupe finiment présenté. Il faut pour cela que le réseau de connexions soit
régulier. On peut également définir des automates sur des réseaux hyperboliques au moyen
des graphes de Cayley, comme dans [49].
Dans ce chapitre, nous rappelons les définitions des groupes et des graphes de Cayley.
Nous montrons ensuite comment on peut définir un automate cellulaire sur un graphe de
Cayley. Enfin, nous rappelons deux résultats de Zs. Róka [51, 52, 53] qui permettent de
simuler le fonctionnement d’un réseau hexagonal d’automates sur des tores d’automates.
Ces résultats nous servent pour illustrer la notion d’automate cellulaire défini sur un graphe
de Cayley et nous seront utiles dans le chapitre 9.
1. Groupes et graphes de Cayley
On se donne Γ = 〈G |R 〉 un groupe finiment présenté où G est l’ensemble des géné-
rateurs du groupe et R celui de ses relations [10]. Soit également S ⊂ Γ un sous-ensemble
ne contenant pas 1Γ, l’identité du groupe. Lorsque cela sera nécessaire, la loi interne sera
notée par un point.
Exemple. Soit le groupe Γ = 〈α,β|αβ = βα〉 de générateurs G = {α,β} et d’ensemble
de relations R = {αβ = βα}. Il définit (Z2, ·).
On définit alors G = (V,E), le graphe de Cayley du groupe Γ en identifiant V , les
sommets de G, aux éléments de Γ et en ajoutant une arête entre x et y si et seulement si
y = si · x pour x ∈ Γ et si ∈ S .
Exemple. Soit le groupe ΓlR = 〈w|wl = 1Γ〉. Son graphe de Cayley définit un anneau
de l sommets.
Exemple. Soit le groupe Γn,mT = 〈α,β|αn = 1Γ,βm = 1Γ,αβ = βα〉. Son graphe de
Cayley définit un tore à n×m sommets.
α
β
Fig. 1. Un tore à 6×4 sommets.
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a
b
c
Fig. 2. Voisinage dans un réseau hexagonal.
Exemple. Soit le groupe Γr,p,qH = 〈a,b,c : ab = ba,ac = ca,bc = cb,abc = 1,arc1−q =
1,bp−1c−q = 1〉. Son graphe de Cayley définit un réseau hexagonal à r× p×q sommets.
On définit un chemin de G comme une suite des sommets adjacents ou, de manière
équivalente comme la donnée d’un sommet de départ et d’un mot sur l’alphabet S . Un cycle
est un chemin ayant au moins trois sommets tel que le dernier sommet soit adjacent au pre-
mier ou, alternativement, la donnée d’un sommet de départ et d’un mot sur S qui se réduit
à 1Γ. Un cycle est hamiltonien s’il passe par tous les sommets de G une et une seule fois.
Un cycle hamiltonien du tore est dit alterné si le mot sur S qui l’étiquette est de la forme
(αβ)⋆(α+ε) ou (βα)⋆(β+ε) ou bien (α−1β−1)⋆(α−1 +ε) ou encore (β−1α−1)⋆(β−1 +ε)
avec ε qui dénote le mot vide. La figure 3 décrit un cycle hamiltonien du tore à 6×4 som-
mets. Si on part du sommet en bas à gauche, le mot qui étiquette ce cycle est de la forme
(αβ)12.
α
β
1
1
22
3
3
44
5
5
Fig. 3. Un cycle hamiltonien du tore à 6×4 sommets.
2. Automates cellulaires sur des graphes de Cayley
On définit un automate cellulaire sur un graphe de Cayley G = (Γ,S ) comme un qua-
druplet A = (Q,G,N,δ) où Q est l’ensemble fini des états de la cellule ; G = (Γ,S ) est le
graphe du groupe Γ, N le voisinage tel que N = S ∪{1Γ} et δ : Q|N|→Q la fonction locale
de transition qui met à jour l’état des cellules en accord avec l’état des cellules du voisi-
nage défini par N à l’instant précédent. On associe une cellule de l’automate à chacun des
sommets du graphe. Nous ne considérerons ici que le voisinage dit de von Neumann qui est
défini comme l’ensemble des sommets à distance au plus un pour la distance de Hamming.
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Rappelons que la distance de Hamming compte le nombre de positions sur lesquelles deux
mots finis de même longueur diffèrent.
Une configuration de l’automate cellulaire est une application qui associe un état à
chacune des cellules de l’automate. L’ensemble de toutes les configurations de l’automate
cellulaire est noté C = QΓ. Il est alors possible de définir la fonction globale de transition
qui est définie au moyen de la fonction locale δ par :
∀c ∈ C, ∀x ∈ Γ,∆(c)(x) = δ(c(x),c(s1.x), . . . ,c(s|S |.x))
On peut alors définir des automates cellulaires sur des anneaux au moyen du groupe
ΓlR, sur des tores au moyen du groupe Γ
n,m
T et sur des réseaux hexagonaux grâce au groupe
Γr,p,qH . Il est possible de définir des automates cellulaires sur d’autres groupes comme
dans [16, 52]. Pour d’autres exemples de graphes de Cayley qui permettent de définir des
automates cellulaires, on peut se réferer à [11].
3. Premières simulations
Nous rappelons rapidement les notations ; on considère un automate cellulaire défini
sur le groupe Γr,p,qH = 〈a,b,c : ab = ba,ac = ca,bc = cb,abc = 1Γ,arc1−q = 1Γ,bp−1c−q =
1Γ〉. Son graphe de Cayley définit un réseau hexagonal à r× p× q sommets. Zs. Róka
en simule le fonctionnement par un automate cellulaire défini tout d’abord sur le groupe
Γn,m,kT = 〈a,b,c|an = 1Γ,bm = 1Γ,ck = 1Γ,ab = ba,ab = ba,bc = cb〉 dont le graphe de
Cayley définit un tore à n×m× k sommets puis par un automate cellulaire sur le groupe
Γn,mT = 〈a,b|an = 1Γ,bm = 1Γ,ab = ba〉 dont le graphe de Cayley définit un tore à n×m
sommets.
3.1. Simulation d’un réseau hexagonal par un réseau torique de dimension 3.
Cette section présente le théorème de Róka [52] qui simule le fonctionnement d’un auto-
mate cellulaire défini sur un réseau hexagonal avec un automate cellulaire défini par un
réseau torique de dimension 3.
Théorème 8.1 (Róka [52]). Tout automate cellulaire sur Γr,p,qH peut être simulé par
un automate cellulaire sur Γn,m,kT avec n = |α1(p+ r−1)−β1 p|, m = |α2(p−1)−β2(p+
q−1)|, k = |α3(1− p− r)+β3 p| et (p−1)α1 = ppcm (p−1, p+q−1), (p+ r−1)α2 =
ppcm (p + r− 1, p), (−r)α3 = ppcm (r,q− 1), (p + q− 1)β1 = ppcm (p− 1, p + q− 1)
and pβ2 = ppcm (p+ r−1, p), (q−1)β3 = ppcm (r,q−1).
Preuve. Soit τH un automate cellulaire sur Γr,p,qH de configuration initiale c0τH . Montrer
l’existence de τ3D un automate cellulaire sur Γn,m,kT qui simule le fonctionnement de τH
revient à démontrer que c0τH est périodique dans toutes les directions données par les géné-
rateurs. En d’autres termes, qu’il existe trois entiers n,m et k tels que an =1Γ,bm =1Γ et
ck =1Γ.
Soit vh ∈ Γr,p,qH et v3D ∈ Γn,m,kT . La configuration initiale de τ3D est : c0τ3D(v3D) =
c0τH (vh),c
0
τ3D(v3Da
i) = c0τH (vha
i) pour 1 ≤ i < n,c0τ3D(v3Db j) = c0τH (vhb j) pour 1 ≤ j <
m,c0τ3D(v3Dc
l) = c0τH (vhc
l) pour 1 ≤ l < k.
Le voisinage de c0τH est préservé dans c
0
τ3D . On définit alors τ3D comme Q3D = QH et
δ3D = δH qui simule τH sans perte de temps.
Montrons que cτH est périodique dans toutes les directions données par les générateurs.
Nous nous limiterons à la preuve pour le générateur a. La construction est analogue pour les
deux autres générateurs. En décrivant les relations, on obtient R = {c = a−1b−1;arc1−p =
1;bq−1c−p = 1} qui définit un système de deux équations d’inconnue a :{
ap+r−1bp−1 = 1Γ
apbp+q−1 = 1Γ
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Soient α1 = ppcm (p−1,q+p−1)p−1 et β1 = ppcm (p−1,q+p−1)q+p−1 ; d’où la valeur de a :
aα1(p+r−1)−β1 p =1Γ.
Les autres valeurs du théorème sont obtenues en résolvant les systèmes obtenus par la
description des relations sur le réseau pour les variables b et c et en définissant α2,α3,β2
et β3.
3.2. Simulation d’un réseau hexagonal par un réseau torique de dimension 2.
Cette section présente un corollaire du théorème 8.1. En observant que la troisième di-
rection donnée par les générateurs dépend des deux autres, il est possible de simuler le
fonctionnement d’un automate cellulaire sur un réseau torique par un automate cellulaire
sur un tore de dimension deux :
Corollaire 8.1 (Róka [52]). Tout automate cellulaire sur Γr,p,qH peut être simulé
sans perte de temps par un automate cellulaire sur Γn,mT avec n = |α1(p + r− 1)− β1 p|,
m = |α2(p− 1)− β2(p + q− 1)|, (p− 1)α1 = ppcm (p− 1, p + q− 1), (p + r− 1)α2 =
ppcm (p+ r−1, p), (p+q−1)β1 = ppcm (p−1, p+q−1) et pβ2 = ppcm (p+ r−1, p).
C’est grâce au corollaire 8.1 que nous allons pouvoir simuler le fonctionnement d’un
automate cellulaire sur un réseau hexagonal par un automate cellulaire sur un anneau dans
le chapitre 9.
CHAPITRE 9
Simulation d’un tore d’automates par un anneau
d’automates
1. Introduction
Nous présentons dans ce chapitre différents résultats de simulation d’un tore de n×
m automates par un anneau d’automates. La difficulté revient à conserver une copie des
cellules du voisinage du tore sur l’anneau. Pour cela, nous avons recours à la technique des
calques que nous avons introduite pour la construction d’un automate cellulaire universel
[33].
Le premier résultat, publié en 1997 dans [36], propose une première solution au moyen
de quatre calques sans requérir de condition particulière sur les valeurs respectives de n et
de m.
Le second résultat, soumis pour publication [41] et obtenu en collaboration avec C.
Peyrat, permet de restreindre le nombre de calques à un minimum de trois pour des valeurs
particulières de n et de m. Dans ce dernier résultat, nous montrons également que notre
simulation est optimale en temps.
Le premier résultat est de nature essentiellement algorithmique tandis que le second
demande plus de travail combinatoire.
2. Simulation d’un tore d’automates par un anneau à 4 calques
Le théorème 9.1 présente la simulation d’un tore de n×m automates qu’on nommera
par commodité des nœuds dans la suite. Remarquons qu’il n’est pas nécessaire de faire
des hypothèses sur les valeurs relatives de m et de n et que la perte de temps relative à la
simulation est sous-linéaire. En particulier, si n = m et pour un anneau à N automates de
complexité en temps T (N), la complexité en temps de la simulation sur un anneau de N
automates sera
√
N.T (N). Nous énonçons ci-dessous le théorème 9.1 :
C
U
DS
yn
c
Fig. 1. Une cellule de l’anneau.
Théorème 9.1 (Martin [36]). Tout automate cellulaire sur Γn,mT (un tore de m× n
automates) de complexité en temps T (mn) peut être simulé par un automate cellulaire à
quatre calques sur ΓnmR en temps min{m,n}T (mn).
Preuve. Soit le tore d’automates AT = (QT ,GT ,NT ,δT ) où GT représente le graphe du
groupe Γn,mT et NT le voisinage de von Neumann de dimension deux qu’il s’agit de simuler.
On construit l’anneau d’automates AR = (QR,GR,NR,δR) où GR représente le graphe
du groupe ΓnmR et NR le voisinage de von Neumann de dimension un. L’ensemble QR des
états de AR est obtenu comme QR = (QT )3×QSync. On définit ainsi quatre calques comme
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il est décrit dans la figure 1 où (C) représente le calque central (où on réalisera effective-
ment la simulation), (U) une copie du nœud «nord» du tore, (D) une copie du nœud «sud»
du tore et (Sync) un calque de synchronisation.
Il s’agit tout d’abord de décrire le «plongement» d’une configuration du tore dans une
configuration de l’anneau (et inversement, comment il est possible de «lire» la configura-
tion du tore sur celle de l’anneau).
On fixe donc ν = αxβy un nœud arbitraire du tore de coordonnées (x,y) et on décrit
µ = ak, la ke cellule de l’anneau d’automates. On définit T une application qui attribue un
état à un nœud du tore et trois applications U,C et D qui fournissent respectivement les
états inscrits sur les calques (U),(C) et (D) des cellules de l’anneau.
T (ν) est copié sur trois cellules différentes (et sur les trois calques) de l’anneau :
U(am(x+1)+y) = T (ν)
C(amx+y) = T (ν)
D(am(x−1)+y) = T (ν)
Inversement, pour retrouver le nœud du tore correspondant à la cellule k de l’anneau,
on utilisera :
T
(
α(k mod n)β(k|n)
)
= C(µ)
(ci-dessus, j|k dénote la division entière de j par k).
Le calque de synchronisation est construit de la manière suivante : on place un général
sur le calque Sync des cellules 0,(m−1),m,(2m−1),2m, . . . ,(nm−1). Le fonctionnement
de l’anneau sur ce calque est régi par la fonction de transition solution du problème des
fusiliers à deux généraux que nous avons rappelé dans le lemme 3.3.
Le scénario de la simulation est alors le suivant :
(i) le contenu du calque (C) est recopié vers la droite de proche en proche sur le
calque (U) tant qu’il n’apparaît pas de «top» de synchronisation (i.e. que l’état
contenu dans le calque (Sync) n’est pas l’état F de feu) ;
(ii) le contenu du calque (C) est recopié vers la gauche de proche en proche sur le
calque (D) tant qu’il n’apparaît pas de «top» de synchronisation (i.e. que l’état
contenu dans le calque (Sync) n’est pas l’état F de feu) ;
(iii) à l’apparition de l’état F sur le calque de synchronisation (Sync), l’information
recopiée est à sa place et les cellules de l’anneau d’automate peuvent simuler le
fonctionnement des nœuds du tore d’automates. Une fois cette opération réali-
sée, on procède à nouveau aux étapes (i) et (ii) précédentes.
Nous ne décrirons pas plus avant la fonction de transition de l’automate. Les opéra-
tions élémentaires de recopie ont été décrites dans ma thèse de doctorat [30].
La figure 2 décrit le plongement d’un tore à 4×6 automates (à droite) dans un anneau
de 24 automates (à gauche). Le tore est découpé suivant ses deux courbes de Jordan. Les
cellules de l’automate sont à l’intersection de la grille toroïdale qui «pave» le tore. Nous
avons choisi un nœud particulier (numéroté 31) et son voisinage dans la croix en pointillés.
L’anneau d’automates est représenté de manière analogue et nous retrouvons la cellule
qui simule le nœud 31 et son voisinage dans l’anneau, comme décrit dans la preuve du
théorème 9.1.
La dynamique de la simulation d’un tore à 4× 3 automates par un anneau de 12 cel-
lules est décrit dans la figure 3. Chaque cellule est conforme à la description de la figure 1.
Nous avons collé les cellules adjacentes pour simplifier la représentation. Nous avons éga-
lement omis les informations de simulation ainsi que le contenu du calque principal dans
un souci de lisibilité. Seuls les contenus des deux calques auxiliaires sont représentés pour
2. SIMULATION D’UN TORE D’AUTOMATES PAR UN ANNEAU À 4 CALQUES 51
00
01
02
03
10
11
12
13
20
21
22
23
30
31
32
33
40
41
42
43
50
51
52
53
50
51
52
53
00
01
02
03
10
11
12
13
00
01
02
03
10
11
12
13
20
21
22
23
10
11
12
13
20
21
22
23
30
31
32
33
20
21
22
23
30
31
32
33
40
41
42
43
30
31
32
33
40
41
42
43
50
51
52
53
40
41
42
43
50
51
52
53
00
01
02
03
12
12
Fig. 2. Plongement d’un tore de 4×6 automates dans un anneau de 24 automates.
mettre en valeur le déplacement des informations. Observons que la simulation d’une tran-
sition des nœuds du tore requiert 3 unités de temps, ce qui est conforme avec l’énoncé du
théorème 9.1.
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Fig. 3. Evolution d’un anneau de 12 automates.
3. Simulation d’un tore d’automates par un anneau à 3 calques
Nous nous sommes ensuite demandé s’il était possible d’améliorer les choses en jouant
sur différents paramètres : la complexité de la simulation et le nombre des états. En fait,
c’est en s’interrogeant sur la complexité de la simulation qu’il nous est venu l’idée de
minimiser le nombre des calques et donc le nombre des états.
Dans cette section, nous proposons de démontrer le théorème 9.2 :
Théorème 9.2 (Martin, Peyrat [41]). Tout automate cellulaire sur Γn,mT (un tore de
m×n automates) de complexité en temps T (mn) peut être simulé par un automate cellulaire
sur ΓnmR si et seulement si m et n sont tels que pgcd (m,n) = 2. Si n≡ 2 mod m, le nombre
de calques est alors minimal et égal à trois et le temps de simulation est Θ((n+m).T (mn)).
Cette démonstration est plus combinatoire que la précédente ; elle passe par la décom-
position du tore en cycle hamiltonien alterné puis par un arrangement plus astucieux des
cellules. Pour arriver à la décomposition en cycle hamiltonien, il faut fixer des conditions
sur les valeurs relatives de m et de n. Enfin, pour calculer la complexité de la simulation, il
faut mesurer la distance entre la cellule qui simule un nœud et sa copie sur l’anneau.
On introduit quelques notations. On dénote le tore de n×m automates par AT =
(QT,Gn,mT ,N,δT) où Gn,mT est le graphe du groupe Γn,mT et N = {1Γ,α,α−1,β,β−1} repré-
sente le voisinage de von Neumann de dimension deux. L’anneau de nm cellules sera noté
AR = (QR,GnmR ,N,δR) où GnmR est le graphe du groupe ΓnmR , N = {1Γ,w,w−1} représente
le voisinage de von Neumann et δR : (QR)3 → QR la fonction (locale) de transition.
L’ensemble des états de l’anneau QR est formé de trois calques : QR = (QT)2×QSync.
On représentera donc les états de l’anneau par un triplet (M,C,Sync) où (M) est le calque
principal (ou sera faite la simulation), (C) le calque contenant la copie d’un nœud et (Sync)
le calque de synchronisation.
On note N(ν) les voisins du nœud ν = αiβ j de coordonnées i et j sur le tore et C(ν)
le contenu du calque C de la cellule qui représente le nœud ν.
3.1. De la nécessité d’un cycle hamiltonien alterné. La proposition suivante ex-
prime une condition nécessaire pour le théorème 9.2.
Proposition 9.1 (Martin, Peyrat [41]). Si un automate cellulaire sur Γn,mT (un tore
de m× n automates) peut être simulé par un automate cellulaire sur ΓnmR avec un nombre
minimum de calques, alors il existe un cycle hamiltonien alterné dans Gn,mT , le graphe du
groupe Γn,mT .
Preuve. Soit ν un nœud arbitraire du tore et soient V1 et V2 ses voisins sur l’anneau. On
peut exprimer la contrainte de voisinage sur le tore comme N(ν) = {να,να−1,νβ,νβ−1}⊂
{V1,C(V1),V2,C(V2),C(ν)}.
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Fait 9.1. V1 et V2 appartiennent à N(ν).
Par l’absurde, supposons que V1 6∈ N(ν) –mais V1 est un voisin de ν sur l’anneau–.
Alors, C(ν) et C(V1) doivent être dans l’intersection C(ν)∩C(V1). Sans perte de généra-
lité, on peut supposer que C(ν) = να, V1 = ναβ, C(V1) = νβ. Il s’ensuit que {V2,C(V2)}=
{νβ−1,να−1}. Ainsi ni C(V2) ni C(ν) n’appartiennent à N(V2) sur le tore, une contradic-
tion.
On supposera sans perte de généralité que V1 = να−1.
Fait 9.2. Si V1 = να−1, alors V2 6= να.
Par l’absurde, supposons V2 = να. Sans perte de généralité, on peut supposer que
C(V1) = νβ. Cela implique que C(ν) doit être dans N(V1) mais ne peut être égal à νβ−1. En
conséquence, C(V2) = νβ−1 et C(ν) doit également être dans N(V2) tout en étant différent
de ν, ce qui est impossible.
On supposera donc que V2 = νβ et on s’intéresse à V3, l’autre voisin de V2 sur l’anneau.
Fait 9.3. Si V1 = να−1 et V2 = νβ, alors V3 = ναβ.
Par les deux faits précédents, V3 ne peut prendre que l’une des deux valeurs : V3 = ναβ
ou V3 = να−1β. Supposons que V3 = να−1β et considérons N(V2) = {ν,V3,νβ2,ναβ}.
C(ν) ne peut être égal ni à νβ2 ni à ναβ car ces deux nœuds ne sont ni dans N(V1) ni dans
N(ν) et que V1 et ν n’ont pas de voisin commun. Ainsi, {νβ2,ναβ} = {C(V2),C(V3)}.
Mais alors N(V3)∩{C(V2),C(V3)}= ∅, une contradiction.
On numérote les nœuds (νi)1≤i≤nm en fonction de leur position sur le tore. Sans perte
de généralité et par les faits précédents, on peut choisir ν1 = 1Γ, ν2 = α, ν3 = αβ et ν4 =
α2β. On montre facilement par récurrence que νi = α⌈ i−12 ⌉β⌊ i−12 ⌋.
3.2. Valeurs convenables pour m et n. Nous décrivons ici une condition nécessaire
et suffisante pour décomposer un tore d’automates sur un cycle hamiltonien alterné.
Proposition 9.2 (Martin, Peyrat [41]). Il existe un cycle hamiltonien alterné si et
seulement si pgcd (n,m) = 2.
Cette proposition se démontre au moyen des faits suivants :
Fait 9.4. Lorsque le pgcd (m,n) 6= 1, un cycle hamiltonien alterné n’existe que si et
seulement si pgcd (m,n) = 2.
Preuve. Notons d la valeur du pgcd (m,n). On a d ≥ 2. En décrivant le cycle hamiltonien
alterné, on a α nmd β nmd = 1Γ. Cela implique que 2nmd = nm, d’où l’on déduit d = 2. Récipro-
quement, si d = 2, il existe un cycle hamiltonien alterné défini par α nm2 β nm2 = 1Γ, αiβi et
αi+1βi 6= 1Γ si i < nm2 .
Fait 9.5. Si le pgcd (n,m) = 1 avec nm pair, alors il n’existe pas de cycle hamiltonien
alterné.
Preuve. Par contradiction, supposons que le pgcd (n,m) = 1 avec nm pair tel qu’il existe
un cycle hamiltonien alterné. Alors α nm2 β nm2 = 1Γ ; il s’ensuit que α nm2 = 1Γ et β nm2 = 1Γ.
On en déduit que n et m doivent tous deux être pairs ; une contradiction.
Fait 9.6. Si le pgcd (n,m) = 1 avec nm impair, alors il n’existe pas de cycle hamilto-
nien alterné.
Preuve. Par contradiction, supposons que le pgcd (n,m) = 1 avec nm impair tel qu’il existe
un cycle hamiltonien alterné. Alors, α nm2 +1β nm2 = 1Γ ; il s’ensuit que β nm2 = 1Γ. On en
déduit que n doit être pair ; une contradiction.
En combinant les faits précédents, on démontre la proposition 9.2.
54 9. SIMULATION D’UN TORE D’AUTOMATES PAR UN ANNEAU D’AUTOMATES
3.3. Unicité. Maintenant que nous connaissons les valeurs adéquates de m et de n
pour qu’il existe un cycle hamiltonien alterné, il faut trouver un placement adéquat des
copies des nœuds pour reconstruire le voisinage du tore sur l’anneau. Ce placement est
décrit dans la proposition suivante :
α
βV1
V4
V3
V2
ν
C(ν)
Fig. 4. Placement des cellules.
Proposition 9.3 (Martin, Peyrat [41]). Le placement des cellules dépend de l’exis-
tence d’un cycle hamiltonien alterné ; il est décrit par le mot
β→

 ν(α
−1)
↓ αβ−1
ν(β)

 α→

 ν↓ α−1β
ν(α−1β)

 β→

 νβ↓ αβ−1
ν(α)

 α→

 ν(βα)↓ α−1β
ν(β2)

 β→
pour ν = αiβ j la cellule qui simule le fonctionnement du nœud (i, j).
ν V2V1
V1
V3
V3
(a) (b)
ν
V2
(c)
V1 V3
C(ν)
ν V2
Fig. 5. Mauvais placement des copies.
Fait 9.7. Si C(ν) ∈ N(ν), certains voisins du tore ne sont voisins ni sur l’anneau ni
sur le calque des copies de l’anneau.
Preuve. Le placement des voisins du tore est décrit dans la figure 5 en (a) ou (b) selon le
début du cycle hamiltonien alterné. Nous nous restreignons aux seuls voisins du nœud ν
étiquetés V1,V2 et V3. Si C(ν) ∈ N(ν), alors ni V1 ni V3 ne peuvent être voisins de V2 sur
l’anneau. Ainsi, la cellule qui simule le fonctionnement de V2 ne dispose pas des informa-
tions suffisantes pour effectuer la simulation d’une transition.
Le placement adéquat des copies est décrit par la figure 4. Par le fait 9.7, comme V2
n’est pas un voisin de V1 et que V4 n’est pas un voisin de V3, cela implique que C(ν) doit
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être dans le voisinage à la fois de V1 et de V3, comme décrit dans la figure 4. On peut donc
supposer que le placement des cellules est bien de la forme donnée par la proposition 9.3.
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Fig. 6. Placement des nœuds d’un tore à 4×6 automates.
3.4. Minimiser la distance entre un nœud et sa copie. Afin de trouver le temps
de simulation minimal, il nous reste à calculer la distance entre un nœud et sa copie sur
l’anneau d’automates.
Proposition 9.4 (Martin, Peyrat [41]). Quand n et m vérifient pgcd (n,m) = 2, la
distance entre un nœud et sa copie sur le cycle hamiltonien alterné est comprise entre
min{m+n, mn2 } et max{m+n, mn2 }. La valeur de cette distance est minimale lorsque n≡ 2
mod m et vaut 2 ·n−2.
Preuve. Sans perte de généralité, on peut supposer que n ≥ m. Nous voulons calculer la
distance entre un nœud et sa copie sur l’anneau d’automates. En utilisant la description
du cycle hamiltonien alterné et le placement des nœuds, on veut calculer la distance entre
αiβ j et αiβ jα−1β ou αiβ jαβ−1. En décrivant les conditions du cycle hamiltonien alterné
pour une cellule à l’extremité d’un arc étiqueté par α (resp. β), on obtient : αiβ jβdαd =
αiβ jα−1β (resp. αiβ jαdβd = αiβ jαβ−1). Remarquons que la distance 2d entre un nœud et
sa copie ne dépend ni de i ni de j ; elle doit être paire puisque à la fois m et n sont pairs. Il
s’ensuit que le graphe de Cayley est biparti. Pour une cellule à l’extrémité d’un arc étiqueté
par α on obtient la relation :{
i+d ≡ i−1 mod n
j +d ≡ j +1 mod m ⇔
{
d +1 = λn
d−1 = µm
Pour une cellule à l’extrémité d’un arc étiqueté par β on obtient la relation :{
i+d ≡ i+1 mod n
j +d ≡ j−1 mod m ⇔
{
d−1 = λn
d +1 = µm
Pour une cellule à l’extrémité d’un arc étiqueté par α on a 2 = λn−µm. Puisqu’il existe un
cycle hamiltonien alterné ssi pgcd (n,m)=2, par Bezout, il existe a,b tels que an−bm=2.
La distance 2d = 2an−2 est minimale lorsque a = 1 i.e. n ≡ 2 mod m. On en déduit que
la distance minimale entre un nœud et sa copie sur l’anneau d’automates dans le cas d’un
cycle hamiltonien alterné est 2n−2.
La preuve pour une cellule à l’extrémité d’un arc étiqueté par β serait analogue.
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Fig. 7. Fonctionnement de la simulation d’un tore à 4×2 automates.
3.5. Fonctionnement de la simulation. Le calque de synchronisation est construit de
la manière suivante : on place un général sur le calque Sync des cellules 1,n+1, . . . ,(m−
1)n+1. Le fonctionnement de l’anneau sur ce calque est régi par la fonction de transition
solution du problème des fusiliers à un général (Lemme 3.2) qui fonctionne en temps
2an−1.
Le scenario de la simulation est alors le suivant :
a) le contenu du calque principal des cellules d’indices pairs est recopié vers la droite
de proche en proche tant que le «top» de synchronisation n’apparaît pas ;
b) le contenu du calque principal des cellules d’indices impairs est recopié vers la
gauche de proche en proche tant que le «top» de synchronisation n’apparaît pas ;
c) à l’apparition de l’état F sur le calque de synchronisation, l’information est bien
placée et les cellules peuvent simuler une transition du tore. Une fois cette opération
réalisée, on effectue à nouveau les étapes a) et b).
Un algorithme pour déplacer des informations de manière synchrone est décrit
dans [33].
Remarquons que cette simulation est optimale en temps. Cela provient du placement
des copies des nœuds du tore sur les cellules de l’anneau. En effet, le tore est découpé
en tranches de n cellules et la première cellule de chaque tranche devient un général pour
synchroniser la tranche de n cellules. De plus la distance entre une nœud et sa copie est un
entier modulo m.
4. Optimalité de la simulation par un anneau à 3 calques
Il est aisé de vérifier le théorème suivant qui énonce qu’on ne peut réaliser ce type de
simulation avec moins de trois calques en synchronisant les recopies :
Théorème 9.3 (Martin, Peyrat [41]). Il n’existe pas d’automate cellulaire sur ΓnmR à
deux calques qui puisse simuler le fonctionnement d’un automate cellulaire sur Γn,mT .
5. Conséquences et conclusion
Nous présentons ci-dessous deux conséquences immédiates de la simulation d’un tore
d’automates par un anneau. La première utilise itérativement le résultat de simulation pour
simuler le fonctionnement de tout tore d’automates de dimension finie par un anneau. La
seconde reprend la simulation de Róka d’un réseau hexagonal d’automates par un tore de
dimension deux et la combine à la simulation d’un tore par un anneau.
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Enfin, nous discutons notre simulation à trois calques d’un tore d’automates par un
anneau d’automates.
5.1. Simulation de tores de dimension finie par un anneau d’automates. En uti-
lisant itérativement le théorème 9.1, il est possible de simuler le fonctionnement d’un tore
de dimension arbitraire mais finie d, par un anneau d’automates. C’est ce qu’exprime le
théorème suivant :
Théorème 9.4 (Martin [36]). Tout automate cellulaire sur un tore de dimension d à
(k1× . . .×kd) nœuds et de complexité en temps T (∏di=1 ki) peut être simulé par un anneau
de (∏di=1 ki) cellules en temps ∏d−1i=1 kiT (∏di=1 ki).
5.2. Simulation d’un réseau hexagonal par un anneau d’automates. Dans cette
section, nous combinons notre simulation d’un tore d’automates de la section 2 avec la
simulation d’un automate cellulaire défini sur un réseau hexagonal de Róka présentée dans
la section 3.2 du chapitre 8. Nous obtenons ainsi le corollaire :
Corollaire 9.1 (Martin [39]). Tout automate cellulaire sur Γr,p,qH peut être simulé
par un automate cellulaire sur ΓnmR pour n et m qui vérifient n = |α1(p + r− 1)− β1 p|,
m = |α2(p− 1)− β2(p + q− 1)|, (p− 1)α1 = ppcm (p− 1, p + q− 1), (p + r− 1)α2 =
ppcm (p+ r−1, p), (p+q−1)β1 = ppcm (p−1, p+q−1) et pβ2 = ppcm (p+ r−1, p).
5.3. Remarques sur la simulation à trois calques. Notre première remarque sur
cette simulation optimale porte sur la synchronisation. Synchroniser ou ne pas synchroniser
est une question assez générale. Une croyance répandue est que tout algorithme d’automate
cellulaire qui est réalisé au moyen d’une solution au problème de la synchronisation peut
être réalisé sans synchronisation. A notre connaissance, personne ne sait si cette croyance
est formulée comme théorème, ni même si une quelconque preuve existe. La simulation
que nous proposons dans la preuve du théorème 9.2 utilise fortement une solution au pro-
blème de la synchronisation à un général. En fait, l’utilisation de la synchronisation s’est
imposé naturellement à partir du moment où la distance entre un nœud et sa copie dans le
cas optimal valait précisément le temps nécessaire à la synchronisation. Cependant, il est
possible de se passer de celle-ci en utilisant des signaux (voir par exemple [13] à ce sujet)
et en déplacant les copies dans le sens opposé. Une rapide description de cette simulation
est la suivante : il faut partager l’anneau d’automates en deux segments de même taille,
initier deux signaux qui partent du milieu et qui zig-zaguent entre le milieu et les «bords»
pour déclencher l’émission des copies. Cependant, pour continuer ce scenario, il faut éga-
lement avoir comme donnée la distance entre un nœud et sa copie. Cette simulation sans
synchronisation, bien que possible, est beaucoup plus difficile à expliquer et à mettre en
œuvre que celle que nous décrivons ici.
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Résumé
Ce mémoire est composé de deux grandes parties. Dans la première, nous simulons le fonction-
nement d’automates cellulaires par différents modèles de calcul parallèle comme les PRAM, les
XPRAM et les machines spatiales. Nous obtenons ainsi différentes preuves de l’universalité de ces
modèles. Nous tirons quelques conséquences de ces résultats du point de vue de la calculabilité
et de la complexité. Dans la seconde partie, nous considérons les automates cellulaires définis sur
des graphes de Cayley finis. Nous rappelons la simulation de Róka qui permet de mimer le fonc-
tionnement d’un tore hexagonal d’automates par un tore d’automates de dimension deux. Nous
décrivons ensuite différentes manières de plonger un tore d’automates de dimension deux dans un
anneau d’automates. Nous déduisons de ces résultats la simulation de tores de dimension finie par
un anneau d’automates et celle d’un tore hexagonal d’automates par un anneau d’automates.
Abstract
This report consists in two main parts. The first deals with the simulation of cellular automata by
different models of parallel computation : PRAM, XPRAM and spatial machines. We thus obtain
new proofs of the universality of these models based on cellular automata. We draw some conclu-
sions from these results from the point of view of computability and complexity. In the second part,
we consider cellular automata defined on finite Cayley graphs. We point out the simulation of Róka
which allows to mimic the operation of a hexagonal torus of automata by a torus of automata of
dimension two. We describe then various manners of embedding a torus of automata of dimension
two in a ring of automata. We deduce from these results the simulation of torus of finite dimension
by a ring of automata and that of a hexagonal torus of automata by a ring of automata.
