One of the popular methods for breast cancer detection is to make comparisons between contralateral images. When the images are relatively symmetrical, small asymmetries may indicate a suspicious region. In thermal infrared (IR) imaging, asymmetry analysis normally needs human intervention because of the difficulties in automatic segmentation. In order to provide a more objective diagnostic result, we describe an automatic approach to asymmetry analysis in thermograms. It includes automatic segmentation and supervised pattern classification. Experiments have been conducted based on images provided by Elliott Mastology 1 Center (Inframetrics 600M camera) and Bioyear, Inc. (Microbolometer uncooled camera).
Introduction
The application of IR imaging in breast cancer study starts as early as 1961 when Williams and Handley first published their results in the Lancet [11] . However, the premature use of the technology and its poorly controlled introduction into breast cancer detection in the 70s have led to its early demise [9] . IR-based diagnosis was criticized as generating a higher falsepositive rate than mammography, and thus was not recommended as a standard modality for breast cancer detection. Therefore, despite its deployment in many areas of industry and military, IR usage in medicine has declined [8] . Three decades later, several papers and studies have been published to reappraise the use of IR in medicine [9, 8] The main objective of this work is to evaluate the viability of IR imaging as a noninvasive imaging modality for early detection of breast cancer so that it can be performed both on the symptomatic and the asymptomatic patient and can thus be used as a complement to traditional mammography. This report summarizes how the identification of the asymmetry can be automated using image segmentation, feature extraction and pattern recognition techniques. We investigate different features that contribute the most towards the detection of asymmetry. This kind of approach helps reduce the false positive rate of the diagnosis and increase chances of disease cure and survival.
Measuring the Temperature of Human Body
Temperature is a long established indicator of health. The Greek physician, Hippocrates, wrote in 400 B.C. "In whatever part of the body excess of heat or cold is felt, the disease is there to be discovered [17] ." The ancient Greeks immersed the body in wet mud and the area that dried more quickly, indicating a warmer region, was considered the diseased tissue. The use of hands to measure heat-emanating from the body remained well into the sixteenth and the seventeenth centuries. It wasn't until Galileo, who made a thermoscope from a glass tube, that some form of the temperature sensing device was developed, but it did not have a scale. It is Fahrenheit and later Celsius who have fixed the temperature scale and proposed the present day clinical thermometer. The use of liquid crystals is another method of displaying skin temperature. Cholesteric esters can have the property of changing colors with temperature and this was established by Lehmann in 1877. It was involved in use of elaborative panels that encapsulated the crystals and were applied to the surface of the skin, but due to large area of contact, they affected the temperature of the skin. All the methods discussed above are contact based.
Major advances over the past 30 years have been with infrared (IR) thermal imaging.
The astronomer, Sir William Herschel, in Bath, England discovered the existence of infrared radiation by trying to measure the heat of the separate colors of the rainbow spectrum cast on a table in the darkened room. He found the highest temperature appear beyond the red end of the spectrum. He reported to the Royal society as Dark Heat in 1800, which is eventually the Infrared portion of the spectrum. Infrared radiation occupies the region between visible and microwaves. All objects in the universe emit radiations in the IR region of the spectra as a function of their temperature. As an object gets hotter, it gives off more intense infrared radiation, and it radiates at a shorter wavelength [8] . At moderate temperatures (above 200 o F), the intensity of the radiation gets high enough so that the human body can detect that radiation as heat. At high enough temperatures (above 1200 o F), the intensity gets high enough and the wavelength gets short enough so that the radiation crosses over the threshold to the red end of the visible light spectrum. The human eye cannot detect IR rays, but they can be detected by using the thermal infrared cameras and detectors.
Metabolic Activity of Human Body and Cancer Cells
Metabolic process in a cell can be briefly defined as the sum total of all the enzymatic reactions occurring in the cell. It can be further elaborated as a highly coordinated, purposeful activity in which many sets of interrelated multi enzyme systems participate, exchanging both matter and energy between the cell and its environment. Metabolism has four specific functions: 1) To obtain chemical energy from the fuel molecules; 2) To convert exogenous nutrients into the building blocks or precursor of macromolecular cell components; 3) To assemble such building blocks into proteins, nucleic acids, lipids and other cell components; and 4) To form and degrade biomolecules required in specialized functions of the cell. The net effect is that in addition to the generation of ATP in mitochondria from respiration, there is a very large formation of ATP in extramitochondrial compartment from glycolysis.
The most important effect of this metabolic imbalance in cancer cells is the utilization of a large amount of blood glucose and release large amounts of lactate into blood. The lactate so formed is recycled in the liver to produce blood glucose again. Since the formation of blood glucose by the liver requires 6 molecules of ATP whereas breakdown of glucose to lactate produces only 2 ATP molecules, the cancer cells are looked upon as metabolic parasites dependent on the liver for a substantial part of their energy. Large masses of cancer cells thus can be a considerable metabolic drain on the host organism. In addition to this, the high metabolic rate of cancer cells causes an increase in local temperature as compared to normal cells. Local metabolic activity ceases when blood supply is stopped since glycolysis is an oxygen dependent pathway and oxygen is transported to the tissues by the hemoglobin present in the blood, thus blood supply to these cells is important for them to proliferate.
The growth of a solid tumor is limited by the blood supply. If it were not invaded by capillaries a tumor would be dependent on the diffusion of nutrients from its surroundings and could not enlarge beyond a diameter of a few millimeters. Thus, in order to grow further the tumor cells stimulate the blood vessels to form a capillary network that invades the tumor mass.
This phenomenon is popularly called "angiogenesis" which is a process of vascularization of a tissue involving the development of new capillary blood vessels.
Vascularization is a growth of blood vessels into a tissue with the result that the oxygen and nutrient supply is improved. Vascularization of tumors is usually a prelude to more rapid growth and often to metastasis (advanced stage of cancer). Vascularization seems to be triggered by angiogenesis factors that stimulate endothelial cell proliferation and migration. In the context of this paper the high metabolic rate in the cancer cells and the high density of packaging makes them a key source of heat concentration (since the heat dissipation is low) thus enabling thermal infrared imaging as a viable technique to visualize the abnormality.
Early Detection of Breast Cancer
There is a crucial need for early breast cancer detection. Research has shown that if detected earlier (tumor size less than 10mm), the breast cancer patient has an 85% chance of cure as opposed to 10% if the cancer is detected late [12] .
Different kinds of diagnostic imaging techniques exist in the field of breast cancer detection. The most popularly used method presently is X-ray mammography. The drawback of this technique is that it is invasive and experts believe that electromagnetic radiation can also be a triggering factor for cancerous growth. Because of this, periodic inspection might have a negative effect on the patient's health. Research shows that the mammogram sensitivity is higher for older women (age group 60-69 years) at 85% compared with younger women (<50 years) at 64% [12] . A new study in a British medical journal (The LANCET [14] ) has asserted that there is no reliable evidence that screening with mammography for breast cancer reduces mortality. They show that screening actually leads to more aggressive treatment, increasing the number of mastectomies by about 20% and the number of mastectomies and tumorectomies by about 30%.
In contrast to this IR imaging uses a non-invasive imaging technique as the diagnostic tool. The main source of infrared rays is heat emitted from different bodies whose temperature is above absolute zero. Thus a thermogram of a patient provides the heat distribution in the body. The cancerous cells, due to high metabolic rates and angiogenesis, are at a higher temperature than the normal cells around it. Thus the cancer cells can be imaged as hotspots in the infrared images. The thermogram provides more dynamic information of the tumor since the tumor can be small in size but can be fast growing making it appear as a high temperature spot in the thermogram [5, 18] . However, this is not the case in mammography, in which unless the tumor is beyond certain size, it cannot be imaged as X-rays essentially pass through it unaffected. This qualifies IR imaging as an effective diagnostic tool for early detection of breast cancer. Keyserlingk et al. [9] reported that the average tumor size undetected by thermal imaging is 1.28cm and 1.66cm by mammography. It is also reported that the results of thermography can be correct 8-10 years before mammography can detect a mass in the patient's body [3, 13] .
Asymmetric Analysis in Breast Cancer Detection
Radiologists routinely make comparisons between contralateral images. When the images are relatively symmetrical, small asymmetries may indicate a suspicious region. This is the underlying philosophy in the use of asymmetry analysis for mass detection in breast cancer study [4] . Unfortunately, due to various reasons like fatigue, carelessness, or simply because of the limitation of human visual system, these small asymmetries might not be easy to detect. Therefore, it is important to design an automatic approach to eliminate human factors.
There have been a few papers addressing techniques for asymmetry analysis of mammograms [4, 15, 19, 20, 21, 22] . [6, 10] recently analyzed the asymmetric abnormalities in infrared images. In their approach, the thermograms are segmented first by an operator.
Then breast quadrants are derived automatically based on unique point of reference, i.e. the chin, the lowest, rightmost and leftmost points of the breast.
This chapter describes an automatic approach to asymmetry analysis in thermograms. 
Automatic Segmentation
There are several ways to perform segmentation, including threshold-based techniques, edgebased techniques, and region-based techniques. Threshold-based techniques assign pixels above (or below) a specified threshold to be in the same region. Edge-based techniques assume that the boundary formed by adjacent regions (or segments) has high edge strength.
Through edge detection, we can identify the boundary that surrounds a region. Region-based methods start with elemental regions and split or merge them [16] .
Edge Image Generation
In this research work, we choose to use the edge-based segmentation technique as we have identified four dominant curves in the edge image which we call "feature curves", including the left and right body boundaries, and the two lower boundaries of the breasts (e.g. Fig. 3) or the two shadow boundaries that below the breasts (e.g. Fig. 2 ) whichever are stronger.
Edges are areas in the image where the brightness changes suddenly. One way to find edges is to calculate the amplitude of the first derivative (Eq. 1) that generates the so-called "gradient magnitude" image where ∂f /∂x is the derivative of the image f along the x direction, and ∂f /∂y is the derivative along the y direction (the x and y directions are orthogonal to each other) and to threshold the amplitude image.
Another way is to calculate the second derivative and to locate the zero-crossing points, as the second derivative at edge pixels would appear as a point where the derivatives of its left and right pixels change signs.
Although effective, both derivative images are very sensitive to noise. In order to eliminate or reduce the effect of noise, a Gaussian smoothing low-pass filter is applied before taking the derivatives. The smoothing process, on the other hand, also results in thicker edges. The Canny edge detector [1] solves this problem by taking two extra steps, the nonmaximum suppression (NMS) step and the hysteresis thresholding step, in order to locate the true edge pixels (only one pixel wide along the gradient direction).
For each edge pixel in the gradient magnitude image, the NMS step looks one pixel in the direction of the gradient, and another pixel in the reverse direction. If the magnitude of the current pixel is not the maximum of the three, then this pixel is not a true edge pixel.
NMS helps locate the true edge pixels properly. However, the new edges still suffer from extra edge points problem due to noise and missing edge points.
The hysteresis thresholding improves the quality of edge image by using a dual-threshold approach, in which two thresholds, τ 1 and τ 2 (τ 2 is significantly larger than τ 1 ), are applied on the NMS-processed edge image to produce two binary edge images, denoted as T 1 and T 2 , respectively. Since T 1 was created using a lower threshold, it will contain more extra edge pixels than T 2 . Edge pixels in T 2 are therefore considered to be parts of true edges. When some discontinuities in edges occur in the T 2 image, the pixels at the same location of the 
Hough Transform for Edge Linking
From Figs. 2 and 3, we find that the edge images still cannot be used directly for segmentation as the edge detector picks up all the intensity changes which would complicate the segmentation. On the other hand, many edges show gaps among edge pixels which would result in segments that are not closed. We have identified four feature boundaries that could enclose the breast. The body boundaries are easy to detect. Difficulties lie in the detection of the lower boundaries of the breasts or the shadow. We observe that the breast boundaries are generally parabolic in shape. Therefore, the Hough transform [7] is used to detect the parabola.
The Hough transform is one type of parametric transforms, in which the object in an image is expressed as a mathematical function of some parameters, and the object can be Similarly, the problem of deriving the parameters that describe the parabola can be formulated in a 3-D parametric space of x 0 − y 0 − p as there are three parameters unknown:
Each point on the parabola in the x−y space corresponds to a parabola in the x 0 −y 0 −p space. All the points on the parabola in the x − y space intersect at one point in the x 0 − y 0 − p space. In order to locate this intersection point in the parametric space, the idea of accumulator array is used in which the number of times that a certain pixel in the parametric space is "hit" by a transformed curve (line, parabola, etc.) is treated as the intensity of the pixel. Therefore, the value of the parameters can be derived based on the coordinates of the brightest pixel in the parametric space. The readers are referred to [16] for details on how to implement this accumulator array.
The coordinates of the two brightest spot in the parametric space are used to describe the parabolic functions that form the lower boundaries of the breasts, as shown in Figs. 2 and 3.
Segmentation based on Feature Boundaries
Segmentation is based on three key points: the two armpits (P L , P R ) derived from the left and right body boundaries by picking up the point where the largest curvature occurs, and the intersection (O) of the two parabolic curves derived from the lower boundaries of the breasts/shadow of the breasts. The vertical line that goes through point O and is perpendicular to line P L P R is the one used to separate the left and right breasts.
Experimental Results
The first set of testing images are obtained using the Inframetrics 600M camera, with a thermal sensitivity of 0.05 
Asymmetry Identification by Unsupervised learning
Pixel values in a thermogram represent the thermal radiation resulting from the heat emanating from the human body. Different tissues, organs and vessels have different amount of radiation. Therefore, by observing the heat pattern, or in another word, the pattern of the pixel value, we should be able to discover the abnormalities if there are any.
Usually, in pattern classification algorithms, a set of training data are given to derive the decision rule. All the samples in the training set have been correctly classified. The In asymmetry analysis, none of the pixels in the segment knows its class in advance, thus there will be no training set or testing set. Therefore, this is an unsupervised learning problem. We use k-means algorithm to do the initial clustering. k-means algorithm is described as follows:
1. Begin with an arbitrary set of cluster centers and assign samples to nearest clusters;
2. Compute the sample mean of each cluster; After each sample is relabeled to a certain cluster, the cluster mean can then be calculated. The segmented image can also be displayed in labeled format. From the difference of mean distribution, we can tell if there is any asymmetric abnormalities. Figure 5 provides the histogram of pixel value from each segment that generated in Fig. 2 with 10-bin setup. We can tell just from the shape of the histogram that lr is more asymmetric than nb. However, the histogram only reveals global information. Figure 6 displays the classification results for each segment in its labeled format. Here, we choose to use four clusters. The figure also shows the mean difference of each cluster in each segmented image. From Fig. 6 , we can clearly see the much bigger difference shown in the mean distribution or image lr which can also be observed from the labeled image. The distribution of different intensities can now be quantified by calculating some highorder statistics as feature elements. We design the following features to form the feature space:
• Moments of the intensity image: The intensity component of the image directly corresponds to the thermal energy distribution in the respective areas. The histogram describing the intensity distributions essentially describes the texture of the image.
The moments of the histogram give statistical information about the texture of the image. Figure 5 shows the intensity distribution of images of a cancerous patient and non-cancerous patient. The four moments, mean, variance, skewness, and kurtosis are taken as
Variance σ
where p j is the probability density of the jth bin in the histogram, and N is the total number of bins.
• The peak pixel intensity of the correlated image: The correlated image between the left and right (reflected) breasts is also a good indication of asymmetry. We use the peak intensity of the correlated image as a feature element since the higher the correlation value, the more symmetric the two breast segments.
• Entropy: Entropy measures the uncertainty of the information contained in the segmented images. The more equal the intensity distribution, the less information. Therefore, the segment with hot spots should have a lower Entropy.
• Joint Entropy: The higher the joint entropy between the left and right breast segments, the more symmetric they are supposedly to be, and the less possible of the existence of tumor.
where p ij is the joint probability density, N X and N Y are the number of bins of the intensity histogram of images X and Y respectively .
From the above set of features derived from the testing images, the existence of asymmetry is decided by calculating the ratio of the feature from the left segment to the feature from the right segment. The closer the value to 1, the more correlated the features or the less asymmetric the segments. Classic pattern classification techniques like the maximum posterior probability and the kNN classification [2] can be used for the automatic classification of the images. The typical values of the cancerous images and non-cancerous images are tabulated in Table 2 . The asymmetry can be clearly stated with a close observation of the above feature values. We used 6 normal patient thermograms and 18 cancer patient thermograms. With a larger database, a training feature set can be derived and supervised learning algorithms like discriminant function or kNN classification can be implemented for a fast, effective, and automated classification. From the figure, we observe that the high-order statistics are the most effective features to measure the asymmetry, while low-order statistics (mean) and entropy do not assist asymmetry detection. use of TIR images for breast cancer detection and the advantages of thermograms over traditional mammograms are studied. From the experimental results, it can be observed that the Hough transform can be effectively used for breast segmentation. We propose two pattern classification algorithms, the unsupervised learning using kmeans and the supervised learning using kNN based on feature extraction. Experimental results show that feature extraction is a valuable approach to extract the signatures of asymmetry, especially the joint entropy. With a larger database, supervised pattern classification techniques can be used to attain more accurate classification. These kind of diagnostic aids, especially in a diseases like breast cancer where the reason for the occurrence is not totally known, will reduce the false positive diagnosis rate and increase the survival rate among the patients since the early diagnosis of the disease is more curable than in a later stage.
