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Abstract
In this paper we consider several classes of operators on a complex Hilbert space which appear in
local spectral theory. A complete description, in terms of properties of various parts of the spectrum,
is obtained for the operators in the closure and for the operators in the interior of each of these classes.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
By an operator we mean a bounded linear transformation on a complex Hilbert space.
The set of all operators on the Hilbert space H will be denoted by B(H). If T is an operator,
we will use σ(T ) to denote the spectrum of T . By subspace we mean a closed linear
manifold. A subspace M is called invariant for T ∈ B(H) if T (M) ⊂ M. In this case we
will use TM to denote the restriction of T to M.
An operator T on the Hilbert space H is said to have the single-valued extension prop-
erty, abbreviated SVEP, if for every open subset U of the complex plane, the only analytic
solution f : U → H of the equation (T − λ)f (λ) = 0 for all λ ∈ U is the null function.
The set of all SVEP operators on the Hilbert space H will be denoted by SVEP(H).E-mail address: gprajitu@brockport.edu.
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complex plane and every sequence of analytic functions fn : U →H with the property
(T − λ)fn(λ) → 0
uniformly on compact subsets of U , it follows that fn(λ) → 0 in the same topology. The
set of all operators having the Bishop’s property (β) will be denoted by β(H).
An operator T ∈ B(H) has the decomposition property (δ) if T ∗ has Bishop’s prop-
erty (β). This is not the definition but according to [10, Theorem 2.5.18, p. 172] it is
equivalent to the definition. For the exact way of defining this notion see [10, Defini-
tion 1.2.28, p. 32]. The set of all operators having the decomposition property (δ) will
be denoted by δ(H).
An operator T ∈B(H) is called decomposable if every open cover of the complex plane
by two open sets U and V splits the spectrum of T and the space, i.e., there are M1, M2,
two invariant subspaces of T , such that σ(TM1) ⊂ U , σ(TM2) ⊂ V and H = M1 + M2.
The set of all decomposable operators on the space H will be denoted by DEC(H).
For an operator T ∈ B(H) and a vector x ∈ H the local resolvent set ρT (x) of T at
the vector x is the union of all open subsets U of the complex plane for which there is an
analytic function f : U →H such that (T − λ)f (λ) = x for all λ ∈ U . The local spectrum
σT (x) of T at x is defined by
σT (x) = C \ ρT (x).
If F is a subset of the complex plane, then the set
HT (F ) =
{
x ∈H; σT (x) ⊂ F
}
is called a local spectral linear manifold of T . The set is a linear manifold but it may not
be a subspace, that is, it may not be closed.
An operator T ∈B(H) is said to have Dunford’s property (C) if for every F , closed sub-
set of the complex plane, HT (F ) is closed. The set of all operators possessing Dunford’s
property (C) will be denoted by DC(H).
Let B be the σ -algebra of all Borel subsets of the complex plane. An application
E : →B(H) is called a spectral measure if E(∅) = 0, E(C) = I , for every two Borel
sets A and B , E(A ∩B) = E(A)E(B) and for every countable family of pairwise disjoint
Borel sets Bn,
E
( ∞⋃
n=1
Bn
)
=
∞∑
n=1
E(Bn)
in the sense of the strong operator topology. That is, for every x ∈H,
E
( ∞⋃
n=1
Bn
)
x =
∞∑
n=1
E(Bn)x.
Notice that we do not require for the values of E to be selfadjoint. The third property in
the definition implies that E(A) is an idempotent for every Borel set A, but we do not ask
for a projection. This is not a make up change in a definition. See, for example, [10, p. 2],
where the spectral measure is defined in the same way. The motivation is to be consistent
with the Banach space case and to give more flexibility to the notion.
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T =
∫
C
λdE(λ).
We will denote the class of all scalar operators by SC(H).
It is clear that a normal operator is scalar. And so is every operator similar to a normal,
because of the relaxation in the definition of the spectral measure.
There are four other classes in local spectral theory: generalized scalar operators,
A-scalar operators, super-decomposable operators and strongly decomposable operators.
We will not define them here because the actual definition does not play any role in our
approach. See [10] for definitions and properties. For us the only relevant information is
that these four classes include SC(H) and are included in DEC(H).
2. Spectral properties
In this section we will determine some spectral properties of the operators in the classes
considered. Later we will use these properties to characterize the operators in the closures
of the classes.
If T is an operator on H and 1 k ∞, we will denote by T (k) the kth inflation of T ,
that is the direct sum of k copies of T , acting on the space H(k). For an operator T we will
use σp(T ) to denote the point spectrum of T , i.e., the set of all eigenvalues of T . The set
of all isolated eigenvalues of finite (geometric) multiplicity (i.e., normal eigenvalues) will
be denoted by σp0(T ).
It is easy to see from the definition that:
1. SVEP(H) is invariant under similarities.
2. If σp(T ) has empty interior, then T has SVEP.
3. If T ∈ SVEP(H) and M is an invariant subspace of T , then TM ∈ SVEP(M).
4. If T ∈ SVEP(H) and 1 k ∞, then T (k) ∈ SVEP(H(k)).
5. If T ∈ SVEP(H), then for every λ ∈ C, T − λ ∈ SVEP(H).
The following proposition, which appeared first in [7], is a very useful tool in clarifying
the spectral picture of an operator possessing SVEP.
Proposition 1. If T ∈ SVEP(H) and is onto, then T is invertible.
Proof. See [7, Theorem 2]. 
For an operator T we will denote the essential spectrum (the spectrum in the Calkin
Algebra) by σe(T ) while σlre(T ) will stand for the left and right essential spectrum. This
last spectrum, sometimes called the Wolf spectrum, is the intersection of the left essential
spectrum and the right essential one, i.e., consists of all complex numbers λ such that T −λ
is not left invertible and is not right invertible in the Calkin Algebra.
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the semi-Fredholm domain of T where the index is positive, negative, nonzero, infinite,
respectively. The semi-Fredholm domain of T will be denoted by ρSF(T ). Also, P0(T )
will stand for the set of all λ ∈ σ(T ) \ σp0(T ) such that T − λ is Fredholm of index 0.
For an operator T the map min.indT : ρSF(T ) → N, given by min.indT (λ) =
min{dim ker(λ − T ),dim ker(λ − T )∗} is called the minimal index of T . The points where
min.indT is continuous, when considering the uniform topology on B(H), are called the
regular points of T . The points where min.indT is not continuous are called the singular
points of T . The set of all regular points and the set of all singular points of an operator T
are denoted by ρrSF(T ) and ρ
s
SF(T ), respectively.
The next proposition states the main topological properties of the set of regular points
and the set of singular point.
Proposition 2. If T is an operator, then:
(i) ρrSF(T ) is an open set;
(ii) ρsSF(T ) has no limit point in ρSF(T ).
Proof. See [3, Theorem 2.2]. 
The following proposition will clarify a little bit more the spectral picture of an operator
possessing SVEP. In the proof we made use of the Apostol triangular representation of an
operator. See [3] for details. Recall that the Weyl spectrum of an operator, denoted by
σW(T ) is the set of all complex numbers α such that T − α is not a Fredholm operator of
index 0.
Proposition 3. If T ∈ SVEP(H), then:
(i) ρrSF(T ) ∩ σp(T ) = ∅;
(ii) P+(T ) ∪P0(T ) = ∅;
(iii) σW(T ) = σ(T ) \ σp0(T ).
Proof. (i) Suppose that there is λ ∈ ρrSF(T ) ∩ σp(T ). Let Hr be the closed linear span of{
ker(λ − T ); λ ∈ ρrSF(T ) ∩ σp(T )
}
.
It is easy to see that Hr is an invariant subspace of T . Let T1 be the restriction of T to Hr .
Since T1 is the restriction of T to an invariant subspace, T1 has SVEP.
By [3, Theorem 2.8], λ ∈ ρrSF(T1) ∩ σp(T1) and min.indT1(λ) = 0. This implies that
T1 − λ is an onto operator possessing SVEP. Therefore, by Proposition 1, T − λ is invert-
ible, which contradicts the fact that λ ∈ σp(T ). Hence ρrSF(T ) ∩ σp(T ) = ∅.
(ii) and (iii) follow from part (i) and Proposition 2. 
The fact that P+(T ) = ∅ if T has SVEP was obtained in a different manner in [7]. SeeTheorem 9 there. See also [1].
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shift and let T = S(∞) ⊕ S∗(∞). Then σ(T ) = σlre(T ) and so ρrSF(T ) ∩ σp(T ) = ∅. Nev-
ertheless, T does not have SVEP since S∗ is a restriction of T to an invariant subspace
and ρrSF(S
∗)∩σp(S∗) 
= ∅. Thus, the next statement is a further clarification of the spectral
picture of a SVEP operator.
Corollary 4. If T ∈ SVEP(H), then for every M, invariant subspace of T , P+(TM) = ∅.
We will turn our attention now toward β(H). Let us notice first that β(H) ⊂ SVEP(H)
and that β(H) is invariant under similarities. The following theorem, which is from [2],
establishes a very interesting connection between Bishop’s property (β) and decompos-
ability.
Theorem 5. T ∈ β(H) if an only if there is a Hilbert space K⊃H and S ∈ DEC(K) such
that H is invariant for S and T is similar to SH.
It is easy to see that an arbitrary inflation of a decomposable operator is decomposable
and that a direct sum of a finite number of decomposable operators is decomposable. Using
the previous theorem, we get the next result.
Proposition 6.
(i) If T ∈ β(H) and 1 k ∞, then T (k) ∈ β(H(k)).
(ii) If Tj ∈ β(Hj ) for 1 j  n, then ⊕nj=1 Tj ∈ β(⊕nj=1 Hj ).
To clarify the spectral picture of a decomposable operator, we need the following theo-
rem from [8].
Theorem 7. T is decomposable if and only if T ∗ is decomposable.
In particular, this theorem implies that if T is decomposable, then both T and T ∗ have
SVEP. Thus Proposition 3 implies the next statement.
Proposition 8. If T ∈ DEC(H), then:
(i) P±(T ) = ∅;
(ii) σ(T ) = σlre(T ) ∪ σp0(T ).
3. Closures and interiors
In this section we will determine the closures and the interiors (in the norm topology)
of all classes considered.Theorem 9. For an operator T ∈B(H) the following are equivalent:
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(b) T is in the closure of SVEP(H);
(c) P+(T ) = ∅.
Proof. (a) implies (b) because β(H) ⊂ SVEP(H).
(b) implies (c). By part (ii) of Proposition 3,
SVEP(H) ⊂ {T ; P+(T ) = ∅}.
The implication follows from the fact that the second set is closed.
(c) implies (a). Let T be an operator such that P+(T ) = ∅ and ε > 0. By Apostol–
Morrel approximation theorem, see [9, Theorem 6.1, p. 159], there is an operator Sε such
that ‖T −Sε‖ < ε and Sε is similar to a finite direct sum of inflations of Bergman operators
and an operator with finite spectrum.
Since a Bergman operator is subnormal and a normal operator is decomposable, by
Theorem 5 a Bergman operator has Bishop’s property (β). An operator with finite spectrum
is decomposable and thus has Bishop’s property (β). Using Proposition 6, we deduce that
Sε ∈ β(H), which concludes the proof. 
Corollary 10. cl SVEP(H) = clβ(H) = cl DC(H) = {T ; P+(T ) = ∅}.
Proof. In general, β(H) ⊂ DC(H) ⊂ SVEP(H). See, for example, the diagram [10, p. 97].
The result follows from Theorem 9. 
Corollary 11. cl δ(H) = {T ; P−(T ) = ∅}.
The closure of SVEP(H) is the class of adjoints of quasitriangular operators while the
closure of δ(H) is the class of quasitriangular operators. See [5] or [9, Section 6.2]. This
fact will give us the possibility of computing the distance from an operator to any of the
classes considered so far in this section.
For T ∈B(H) the essential minimum modulus of T is
me(T ) = min
{
λ ∈ σe
(|T |)}.
Corollary 12. For an operator T ∈B(H), dist(T , δ(H)) = max{me(λ−T ); λ ∈ P−(T )∪
σlre(T )}.
Proof. The result follows because of the spectral characterization of the closure of δ(H)
and of [4, Theorem 12.27, p. 171]. 
Corollary 13. For an operator T ∈ B(H), dist(T ,β(H)) = dist(T ,DC(H)) =
dist(T ,SVEP(H)) = max{me(λ − T ∗); λ ∈ P+(T ) ∪ σlre(T )}.
Now we will turn our attention toward the decomposable operators and the subclasses
of them.Theorem 14. For an operator T ∈B(H) the following are equivalent:
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(b) T is in the closure of DEC(H);
(c) P±(T ) = ∅.
Proof. (a) implies (b) because SC(H) ⊂ DEC(H).
(b) implies (c). By part (i) of Proposition 8,
DEC(H) ⊂ {S; P±(S) = ∅}.
The implication follows from the fact that the second set is closed.
(c) implies (a). Let T be an operator such that P±(T ) = ∅ and ε > 0.
By Apostol–Morrel approximation theorem, see [9, Theorem 6.1, p. 159], there is an
operator Sε such that ‖T − Sε‖ < ε and Sε is similar to a normal operator with finite
spectrum. Since Sε is then in SC(H) it follows that T is in the closure of the class. 
Corollary 15. cl DEC(H) = cl SC(H) = {T ; P±(T ) = ∅} and the closure of every class
in between is the same.
As above, the closure is a well-known class of operators, in this case the biquasitrian-
gular one. See [9, Theorem 6.15, p. 171]. Once again, this fact will give us the possibility
to compute the distance from an operator to any of the classes considered in the previous
corollary.
Corollary 16. For an operator T ∈ B(H), dist(T ,DEC(H)) = max{me(λ − T ); λ ∈
P−(T ) ∪ σlre(T )} ∪ {me(λ − T )∗; λ ∈ P+(T ) ∪ σlre(T )}.
Proof. The result follows because of the spectral characterization of the closure of
DEC(H) and of [4, Theorem 12.31, p. 172]. 
Next we will deal with the interiors.
Theorem 17. int SVEP(H) = ∅.
Proof. Let T ∈ SVEP(H) and ε > 0. By [6, Proposition 2.1], there is an operator S such
that ‖T − S‖ < ε/2, σlre(S) has a finite number of components, each of them being a
perfect set with nonempty interior, σp0(S) is a finite set, P+(S) ∪ P0(S) = ∅ and P−(S)
has a finite number of components (if any), each included in a component of P−(T ) having
the same index.
Let {∆j }nj=1 be a collection of closed discs, each of them selected from a different
component of σlre(S). Let zj be the center of the disc ∆j and rj the radius. For every 1
j  n, let Bj = zj + rjR(∞) ⊕R∗(∞), where R is the unilateral shift. Let B =⊕nj=1 Bj .
Let {Dj }mj=1 be the components of P−(S) and let kj be the index of the component Dj .
For every 1 j m let Aj be the kj inflation of the Bergman operator on L2a(Dj ) and let
A =⊕mj=1 Aj .
Let C be the Riesz summand of S corresponding to σp0(S). C is an operator on a finite
dimensional subspace.
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the same reason as the operator discussed after Proposition 3.
Therefore, we established following properties:
σp0(S) = σ(C) = σp0(L);
σe(L) and σe(S) do not have isolated points;
each component of σlre(S) intersects σe(L);
ρSF(S) ⊂ ρSF(T ) and ind(λ − S) = ind(λ − T ) for all λ ∈ ρSF(S);
min.ind(λ − S)k = 0 = min.ind(λ −L)k for λ ∈ ρSF(S) and k  1;
the summands of S and L corresponding to isolated eigenvalues are identical.
These properties imply that L spectrally dominates T (see the definition in [4, p. 5] and
notice that what there is called σne is empty for both S and T since for both the essential
spectrum does not have any isolated points, while what is called k+ is always 0 for the
same reason).
By the Similarity Orbit Theorem (the reduced form), see [4, Theorem 9.1, p. 5], there is
an operator Lε , similar to L, such that ‖S −Lε‖ < ε/2.
Thus ‖T − Lε‖ < ε and Lε does not have SVEP because is similar to L. Therefore,
T is not in the interior of SVEP(H). 
Corollary 18. The interior of any class in local spectral theory is empty.
Proof. For every class except δ(H) the result follows from Theorem 17 and the fact that
the class is a subset of SVEP(H). For δ(H) the result follows because δ(H) = β(H)∗. 
Corollary 19. For every class in local spectral theory the complement of the class is dense
in B(H).
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