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Abstract
We show that three fixed point structures equipped with (sequential) composition,
a sum operation, and a fixed point operation share the same valid equations. These
are the theories of (context-free) languages, (regular) tree languages, and simulation
equivalence classes of (regular) synchronization trees (or processes). The results reveal
a close relationship between classical language theory and process algebra.
1 Introduction
Iteration theories [6] capture the equational properties of fixed point operations, including
the least fixed point operation over continuous or monotone functions over cpo’s or com-
plete lattices, the initial fixed point operation over continuous functors over categories with
directed colimits, Elgot’s (pointed) iterative theories [13], and many other structures. It
was argued in [6, 10] that all natural cartesian fixed point models lead to iteration theories,
and it was proved in [30] by rigorous means that essentially all natural cartesian fixed point
models satisfy exactly the equations of iteration theories.
But several models have an additional structure, such as an additive structure, which inter-
acts with the cartesian operations and the fixed point operation in a nontrivial way. The
relationship between the iteration theory structure and the additional operations has been
the subject of several papers, including [1, 7, 11, 17, 9, 15, 18, 19, 22, 23] and the more
recent [21]. In many cases, it was possible to capture this relationship by a finite number of
equational (or sometimes quasi-equational) axioms. As a byproduct of these results, it was
possible to give complete sets of equational axioms for various bisimulation and trace based
process behaviors, rational power series and regular languages, regular tree languages, and
many other models.
The theory of simulation equivalence classes of (regular) synchronization trees over a set of
action symbols, equipped with the cartesian operations, the least fixed point operation and
sum, has a finite equational axiomatization relatively to iteration theories [17]. Incidentally,
the very same equations hold for continuous or monotone functions over complete lattices
equipped with the least fixed point operation and the pointwise binary supremum operation
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as sum, or more generally, in all ‘(ω-)continuous idempotent grove theories’. In this paper,
our main new contribution is that two more well-known classes of structures relevant to
computer science are of this sort, the theories of (regular) tree languages and the theories
of (context-free) languages (Theorem 3.1). In our argument, we will make use of a concrete
characterization of the free ω-continuous idempotent grove theories, which is a result of
independent interest (cf. Theorem 4.3). The facts proved in the paper reveal a close
relationship between models of concurrency, automata and language theory, and models of
denotational semantics.
The results of this paper can be formulated in several different formalism including ‘µ-
terms’, ‘letrec expressions’, or cartesian categories. We have chosen the simple language of
Lawvere theories, i.e., cartesian categories generated by a single object. The extension of
the results to many-sorted theories is straightforward.
2 Theories
In any category, we write the composition f · g of morphisms f : a → b and g : b → c in
diagrammatic order, and we let 1a denote the identity morphism a → a. For an integer
n ≥ 0, we let [n] denote the set {1, . . . , n}. When n = 0, this set is empty.
A (Lawvere) theory [27, 6] is a small category T whose objects are the nonnegative integers
such that each object n is the n-fold coproduct of object 1 with itself. The home-set of
morphisms n → p of a theory T is denoted T (n, p). We assume that every theory comes
with distinguished coproduct injections in : 1 → n, i ∈ [n], n ≥ 0. Thus, for any sequence
of morphisms f1, . . . , fn : 1 → p, there is a unique morphism f : n → p with in · f = fi,
for all i ∈ [n]. We denote this unique morphism f by 〈f1, . . . , fn〉 and call it the tupling of
the fi. When n = 0, we also write 0p. Since 0 is initial object, 0p is the unique morphism
0 → p. It is clear that 1n = 〈1n, . . . , nn〉 for all n ≥ 0. We require that 11 = 11, so that
〈f〉 = f for all f : 1→ p. Since the object n+m is the coproduct of objects n and m with
respect to the coproduct injections
κn,n+m = 〈1n+m, . . . , nn+m〉 : n→ n+m
λm,n+m = 〈(n+ 1)n+m, . . . , (n+m)n+m〉 : m→ n+m,
each theory is equipped with a pairing operation mapping a pair of morphisms (f, g) with
f : n→ p and g : m→ p to 〈f, g〉 : n+m→ p:
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The pairing operation is associative and satisfies 〈f, 0p〉 = f = 〈0p, f〉 for all f : n → p.
Also, we can define for f : n → p and g : m → q the morphism f ⊕ g : n +m → p + q as
〈f · κp,p+q, g · λq,p+q〉. Then f ⊕ g is the unique morphism n+m→ p+ q with
κn,n+m · (f ⊕ g) = f · κp,p+q
λm,n+m · (f ⊕ g) = g · λq,p+q.
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The ⊕ operation is associative, and 00 ⊕ f = f = f ⊕ 00 for all f : n→ p. Also,
(f ⊕ g) · 〈h, k〉 = 〈f · h, g · k〉
for all f : n→ p, g : m→ q, h : p→ r and k : q → r.
Each theory T may be seen as a many-sorted algebra, whose set of sorts is the set N×N of
all ordered pairs of nonnegative integers, satisfying the following equational axioms:
(f · g) · h = f · (g · h), f : m→ n, g : n→ p, h : p→ q
1n · f = f = f · 1p, f : n→ p
in · 〈f1, . . . , fn〉 = fi, f1, . . . , fn : 1→ p, i ∈ [n], n ≥ 0
〈1n · f, . . . , nn · f〉 = f, f : n→ p
11 = 11.
Morphisms of theories are functors preserving objects and distinguished morphisms. It
follows that any theory morphism preserves the tupling, pairing and ⊕ operations. The
kernels of theory morphisms are called theory congruences. The quotient T/ ≡ of a theory
T with respect to a theory congruence is defined as usual. A subtheory of a theory T is a
theory T ′ whose set of morphisms is included in the morphisms of T such that the natural
embedding of T ′ into T is a theory morphism T ′ → T . See [6] for more details.
We end this section by providing some examples.
Let X = {x1, x2, . . .} denote a fixed countably infinite set of variables, and let A be a
set disjoint with X. For each p ≥ 0, let Xp = {x1, . . . , xp}. The theory WA has as
morphisms 1 → p all words in (A ∪Xp)
∗. A morphism n → p is an n-tuple of morphisms
1 → p. For morphisms u = (u1, . . . , un) : n → p and v = (v1, . . . , vp) : p → q, we define
u · v = (u1 · v, . . . , un · v), where for each i ∈ [n], ui · v is the word obtained from ui by
substituting a copy of vj for each occurrence of the variable xj in vi, for all j ∈ [p]. Equipped
with this composition operation and the morphisms 1n = (x1, . . . , xn) : n → n as identity
morphisms, WA is a category. In fact, WA is a theory with distinguished morphisms
in = xi : 1→ n, i ∈ [n], n ≥ 0.
Suppose now that Σ =
⊎
k≥0Σk is a ranked set which is disjoint with X. We may view Σ
as a pure set and form the theory WΣ. Consider the subtheory TreeΣ of WΣ consisting of
the Σ-trees (or Σ-terms). A morphism 1→ p in TreeΣ is a well-formed word in (A ∪Xp)
∗
which is either a variable in Xp or a word of the form σt1 . . . tk for a letter σ ∈ Σk and trees
t1, . . . , tk : 1 → p. A morphism n → p is an n-tuple of morphisms n → p. It is well-known
that the theory TreeΣ is the free theory, freely generated by Σ. Indeed, each letter σ ∈ Σn
may be identified with a tree in TreeΣ(1, n) so that given any theory T and rank preserving
function ϕ : Σ→ T , there is a unique theory morphism ϕ♯ : TreeΣ → T extending ϕ.
If in the previous example Σ is empty, then we obtain the initial theory Θ. A morphism
n → p of this initial theory is a tupling of distinguished morphisms and may be identified
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with a function [n] → [p], so that composition corresponds to composition of functions. A
base morphism of a theory T is a morphism that arises as the image of a morphism in the
initial theory with respect to the unique theory morphism Θ → T . For example, the base
morphisms n→ p in a theory WA are the morphisms of the form (x1ρ, . . . , xnρ), where ρ is
a function [n] → [p]. In any theory, we may represent base morphisms n → p as functions
[n]→ [p].
3 Statement of the main result
By taking sets of morphisms of a theory T , we may sometimes define a theory P (T ). (For
a more general construction, the reader is referred to [8].)
The morphisms 1 → p in P (T ) are all sets L ⊆ T (1, p). A morphism n → p is an n-
tuple (L1, . . . , Ln) of morphisms 1 → p, including the tuple 0n,p = (∅, . . . , ∅). To define
composition, suppose that L : 1 → p and K = (K1, . . . ,Kp) : p → q. Then we define
L ·K : 1→ q to be the set of all morphisms 1→ q in T of the form
f · 〈g1, . . . , gm〉
such that f : 1 → m and there is a base morphism ρ : m → p with f · ρ ∈ L and
gi ∈ Kiρ for all i ∈ [m]. When L = (L1, . . . , Ln) : n → p, we define L ·K as the morphism
(L1 ·K, . . . , Ln ·K) : n → q. For each n ≥ 0, the identity morphism 1n is the morphism
({1n}, . . . , {nn}) : n→ n, and the ith distinguished morphism 1 // n is {in}.
The above construction does not necessarily give a theory. When it does, we call P (T ) a
power-set theory.
Suppose that P (T ) is a power-set theory. We may equip P (T ) with a sum operation,
denoted + and defined by component wise set union. We define
L+ L′ = (L1 ∪ L
′
1, . . . , Ln ∪ L
′
n) : n→ p,
for all L = (L1, . . . , Ln) : n → p and L
′ = (L′1, . . . , L
′
n) : n → p in P (T ). It is clear
that, equipped with the operation + and the constant 0n,p, each hom-set P (T )(n, p) is a
commutative, idempotent monoid. Moreover,
in · (L+ L
′) = in · L+ in · L
′ (1)
in · 0n,p = 01,p (2)
(L+ L′) ·K = L ·K + L′ ·K (3)
0n,p ·K = 0n,q, (4)
for all L,L′ : n → p and K : p → q. (Here, we adapt the convention that composition has
higher precedence than sum.) Thus, P (T ) is an idempotent grove theory [6].
The above power-set construction is applicable to the theories WA and TreeΣ, yielding the
idempotent grove theories LangA of languages over A and TreeLangΣ of tree languages
over Σ.
Any power-set theory P (T ) is naturally equipped with a partial order⊆ defined by component-
wise set inclusion. It is clear that each hom-set P (T )(n, p) is a complete lattice with least
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element 0n,p, moreover, the theory operations are monotone, in fact continuous. (Compo-
sition preserves all suprema in its first argument, and tupling preserves all suprema in each
of its arguments.) Thus, we can define a dagger operation † : T (P )(n, n+ p)→ T (P )(n, p),
L 7→ L†, by taking the least solution of the fixed point equation X = L · 〈X,1p〉. In partic-
ular, the theories LangA and TreeLangΣ are also equipped with a dagger operation. The
least subtheory of LangA containing the finite languages which is closed under dagger is the
theory CFLA of context-free languages, and the least subtheory of TreeLangA containing
the finite tree languages which is closed under dagger is the theory RegΣ of regular tree
languages [15, 19, 25]. Both CFLA and RegΣ are idempotent grove theories.
We define yet another class of theories equipped with both an additive structure and a
dagger operation, the theories of synchronization trees. A hyper tree consists of a countable
set V of vertices and a countable set E of edges, each edge e having a source v in V
and an ordered sequence of target vertices (v1, . . . , vn) ∈ V
n, for some n ≥ 0. There is a
distinguished vertex, the root v0, such that each vertex v is the target vertex of a unique path
from v0 to v. An isomorphism between hyper trees is determined by a bijection between
the vertices and a bijection between the edges that jointly preserve the root and the source
and target of the edges.
Synchronization trees over a set A of action symbols were defined in [32]. A (slight) gen-
eralization of synchronization trees for ranked sets is given in [17]. Suppose that Σ is a
ranked set. A synchronization tree t = (Vt, Et, λt) : 1→ p over Σ is a hyper tree with vertex
set Vt, hyper edges Et, equipped with a labeling function λt : Et → Σ ∪ {ex1, . . . , exp},
where the exi are referred to as the exit symbols. Each hyper edge e : v → (v1, . . . , vn)
with source v and target (v1, . . . , vn) is labeled in Σn, or by an exit symbol when n = 0.
When t is a synchronization tree and v is a vertex of t, then the vertices ‘accessible’ from
v (including v) span the subtree t|v. The edges of t|v are those edges of t having a source
accessible from v. Similarly, if e is an edge v → (v1, . . . , vn), then v and the vertices acces-
sible from the vi determine a synchronization tree denoted t|e and called a summand of t|v.
An isomorphism between synchronization trees is an isomorphism of the underlying hyper
trees which preserves the labeling. We usually identify isomorphic synchronization trees. A
synchronization tree n→ p over Σ is an n-tuple (t1, . . . , tn) of synchronization trees 1→ p
over Σ. A synchronization tree t : 1 → p is finite if its set of edges is finite (and thus its
vertex set is also finite), finitely branching if each vertex is the source of a finite number
of edges, and regular, if it has a finite number of subtrees (up to isomorphism) and only
a finite number of letters from Σ appear as edge labels. When t : 1 // p is regular, the
number of trees of the form t|e where e is an edge is also finite. A synchronization tree
t : n→ p is finite (finitely branching, regular, resp.) if its components are all finite (finitely
branching, regular, resp.).
We may identify each letter σ ∈ Σn with the finite synchronization tree 1 // n having and
edge r // (v1, . . . , vn) labeled σ, where r is the root, and an edge originating in vi labeled
exi for each i ∈ [n]. In the same way, we may view each exit symbol exi as a tree 1 // n
for each i ∈ [n], n ≥ 0.
Synchronization trees over Σ form a theory STΣ. When t : 1→ p and t
′ = (t′1, . . . , t
′
p) : p→
q, then t · t′ : 1 → q is constructed from t by replacing each edge of t labeled exi for some
i ∈ [p] by a copy of t′i. When t = (t1, . . . , tn) : n→ p, then t · t
′ = (t1 · t
′, . . . , tn · t
′) : n→ q.
For each i ∈ [n], the distinguished morphism in is the tree having a single edge labeled exi.
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For synchronization trees t, t′ : 1 → p, we also define t + t′ : 1 → p as the tree obtained
from (disjoint copies of) t and t′ by merging the roots. When t = (t1, . . . , tn) : n // p and
t′ = (t′1, . . . , t
′
n) : n→ p, then t+t
′ = (t1+t
′
1, . . . , tn+t
′
n) : n //p. We also define 01,p as the
tree 1→ p having no edge, and 0n,p = (01,p, . . . , 01,p) : n→ p, for all n, p ≥ 0. Clearly, each
hom-set of STΣ is a commutative monoid and (1)–(4) hold, so that STΣ is a grove theory
[6]. We also define the grove theories FSTΣ of finite and RSTΣ of regular synchronization
trees over Σ.
Suppose that t and t′ are synchronization trees 1→ p over Σ. A simulation [28, 29] t→ t′ is
a relation R ⊆ Vt×Vt′ , relating the roots such that whenever e : v → (v1, . . . , vn) is an edge
of t and vRv′, then there is an equally labeled edge v′ → (v′1, . . . , v
′
n) of t
′ such that viRv
′
i
for all i. Note that the domain of a simulation R : t → t′ is Vt. When R is a simulation
t → t′ and h is a function contained in R, then h is also a simulation, called a functional
simulation. It is well-known that simulations compose, so that if t, t′, t′′ : 1→ p and R is a
simulation t→ t′ and R′ is a simulation t′ → t′′, then the relational composition of R and R′
is a simulation t→ t′′. When t = (t1, . . . , tn) and t
′ = (t′1, . . . , t
′
n) are synchronization trees
n→ p, a simulation t→ t′ is an n-tuple (R1, . . . , Rn), where each Ri is a simulation ti → t
′
i.
We say that t and t′ are simulation equivalent, denoted t ≡s t
′, if there are simulations t→ t′
and t′ → t. The relation ≡s is a grove theory congruence of STΣ, i.e., a theory congruence
which preserves the sum operation, giving rise to the grove theory SSTΣ = STΣ/ ≡s.
We will denote the simulation equivalence class of a tree t by [t]s, or sometimes just [t].
Moreover, when t = (t1, . . . , tn) : n // p, we identify [t]s with ([t1]s, . . . , [tn]s).
We define the relation t ⊑s t
′ for synchronization trees t, t′ : n→ p iff there is a simulation
t→ t′. Also, we define [t]s ⊑s [t
′]s iff t ⊑s t
′, since the definition is independent of the choice
of the representatives of the equivalence classes. Since simulations compose, the relation
⊑s is a pre-order on synchronization trees and a partial order on simulation equivalence
classes. Each hom-set of SSTΣ has all countable suprema. Indeed, when ti, i ∈ I, is a
countable family of trees n → p, then supi∈I [ti] = [t] for the tree t =
∑
i∈I ti : n → p
obtained by taking the disjoint union of the ti and identifying the roots. When I is empty,
the sum is the tree 0n,p. The theory operations are ω-continuous, so that we can define a
dagger operation. For each f = [t]s : n → n + p in SSTΣ, f
† : n → p is the least solution
of the fixed-point equation x = f · 〈x,1p〉. The least subtheory of SSTΣ containing the
finite synchronization trees which is closed under dagger is the theory SRSTΣ of simulation
equivalence classes containing at least one regular tree. Further, we denote by SFSTΣ the
subtheory determined by those simulation equivalence classes containing at least one finite
synchronization tree. Both SRSTΣ and SFSTΣ are closed under the sum operation and
both of them are grove theories. Note that we may identify SRSTΣ with RSTΣ/ ≡s and
SFSTΣ with FSTΣ/ ≡s.
A term is well-formed expression composed of morphism variables and constants for the
distinguished morphisms using the theory operations, sum, and dagger. Each term has a
source n and a target p, for some nonnegative integers n, p.
We are now ready to state our main result. We may view each set A as a ranked set where
each letter has rank 1.
Theorem 3.1 The following conditions are equivalent for sorted terms t, t′ : n → p con-
structed from sorted morphism variables by the theory operations, sum, and dagger.
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• The identity t = t′ holds in all power-set theories.
• The identity t = t′ holds in all theories LangA (or CFLA), where A is a set.
• The identity t = t′ holds in all theories TreeLangΣ (or RegΣ), where Σ is a ranked
set.
• The identity t = t′ holds in all theories SSTΣ (or SRSTΣ), where Σ is a ranked set.
• The identity t = t′ holds in all theories SSTA (or SRSTA), where A is a set.
(In the second and fifth items, we could as well require that A is a two-element set.) The
proof of Theorem 3.1 will be completed in Section 5.
Since simulation equivalence is known to be decidable (in polynomial time for finite process
graphs, cf. [2, 31]), it follows that it is decidable for terms t, t′ : n→ p whether t = t′ holds
in in all theories CFLA. This fact is in contrast with the well-known undecidability of the
equivalence problem for context-free grammars. Intuitively, our positive result is due to the
fact that we are interested in the equivalence of terms under all possible interpretations of
the morphism variables as context-free languages, and we do not have a constant for the
language {x1x2} : 1→ 2. By adding this constant, we would run into undecidability.
Remark 3.2 Languages and tree languages satisfy
L · 〈L1 + L
′
1, . . . , Ln + L
′
n〉 =
∑
Ki∈{Li,L′i}
L · 〈K1, . . . ,Kn〉
L · 〈L1, . . . , 01,p, . . . , Ln〉 = 01,p
for all L : 1 → n, and Li, L
′
i : 1 → p whenever each of the variables x1, . . . , xn occurs
exactly once in each word/tree of L. However, these equations do not hold universally.
4 Free ω-continuous idempotent grove theories
Recall that a grove theory is theory T with a commutative additive monoid structure
(T (n, p),+, 0n,p) on each hom-set such that (1)–(4) hold. An idempotent grove theory
is a grove theory with an idempotent sum operation. A morphism of (idempotent) grove
theories is a theory morphism preserving + and the constants 0n,p. When T is an idempotent
grove theory, we may define a partial order ≤ on each hom-set T (n, p) by f ≤ g iff f+g = g.
It is clear that 0n,p is the least element of T (n, p) with respect to this partial order, and
the tupling and sum operations preserve the order. Composition necessarily preserves the
order in the first argument, but not necessarily in the second. When it does, we call T an
ordered idempotent grove theory. Moreover, when f, g : n→ p, then f ≤ g iff in · f ≤ in · g
for all i ∈ [n]. Thus, the partial order on morphisms n → p is determined by the order
on the morphisms 1→ p. Morphisms of idempotent grove theories necessarily preserve the
order.
We say that an idempotent grove theory is ω-continuous if the supremum supk fk of each
ω-chain (fk : n → p)k exists and composition preserves the supremum of ω-chains in both
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arguments. It follows that every ω-continuous idempotent grove theory is ordered, and the
supremum of every countable family of morphisms fi : n → p, i ∈ I exists. Moreover,
composition preserves the supremum of all countable families in its first argument. A
morphism of ω-continuous idempotent grove theories preserves the supremum of ω-chains.
Examples of ω-continuous idempotent grove theories include the theories LangA,TreeLangΣ
and SSTΣ defined above. In LangA and TreeLangA, the relation ≤ is the component-wise
set inclusion relation ⊆, whereas it is the relation ⊑s in SSTA. Each of these theories is
equipped with a dagger operation. More generally, we may define a dagger operation in
any ω-continuous idempotent grove theory: for a morphism f : n → n + p, f † : n → p is
the least solution of the equation x = f · 〈x,1p〉. We have f
† = supk f
(k), where f (0) = 0n,p
and f (k+1) = f · 〈f (k),1p〉, for all k ≥ 0. It is clear that every morphism of ω-continuous
idempotent grove theories preserves dagger.
In this section, our aim is to give a concrete description of the free ω-continuous idempotent
grove theories and relate them to the theories SSTΣ. To this end, we will need some more
facts about synchronization trees. Suppose that t, t′ : 1→ p in STΣ. A morphism t→ t
′ is a
function τ : Vt → Vt′ that preserves the root and such that if there is an edge v → (v1, . . . , vn)
in t, then there is an equally labeled edge vϕ→ (v1ϕ, . . . , vnϕ) in t
′. Thus, we may extend τ
to a function Et → Et′ . Note that a morphism is just a functional simulation, so that t ⊑s t
′
for t, t′ : 1 → p in STΣ iff there is a morphism t → t
′. Morphisms between trees 1 → p
compose by function composition; we denote the composite of ρ : t→ t′ and τ : t′ → t′′ by
ρ ⋆ τ . For each t : 1→ p, there is an identity morphism I(t) : t→ t. When t, t′ : n→ p with
t = (t1, . . . , tn) and t
′ = (t′1, . . . , t
′
n), then a morphism t→ t
′ is an n-tuple ρ = (ρ1, . . . , ρn)
of morphisms ρi : ti → t
′
i, i ∈ [n]. When τ = (τ1, . . . , τn) : t
′ → t′′ is another morphism,
where t′′ = (t′′1 , . . . , t
′′
n) : n→ p, ρ⋆τ is (ρ1 ⋆τ1, . . . , ρn ⋆τn). Composition is associative, and
the morphisms I(t) = (I(t1), . . . , I(tn)) act as identities. Thus, each hom-set T (n, p) is a
category, called a vertical category. It is shown in [6] that each vertical category STΣ(n, p)
is countably cocomplete.
We define another, ‘horizontal’ composition of synchronization tree morphisms. Suppose
that t, t′ : 1→ p and s, s′ : p→ q with components si, s
′
i : 1→ q, i ∈ [p]. Let ρ : t→ t
′ and
τ = (τ1, . . . , τp) : s→ s
′. Recall that t · s is the tree obtained by replacing each exit edge of
t labeled exi for some i ∈ [p] by a copy of si, and similarly for t
′ · s′. Now we define ρ · τ
to be the function that acts as ρ on the vertices of t and as τi on those vertices of copies
of each si that replace an exit edge of t labeled exi. When t, t
′ : n → p and ρ : t → t′, we
define ρ · τ : t · s→ t′ · s′ component wise. It is clear that the ‘interchange law’ holds:
(ρ ⋆ ρ′) · (τ ⋆ τ ′) = (ρ ⋆ τ) · (ρ′ ⋆ τ ′),
for all appropriate morphisms ρ, ρ′, τ, τ ′. Also, I(t) · I(t′) = I(t · t′) for all t : n // p and
t′ : p // q. It is shown in [6] that horizontal composition preserves colimits of ω-diagrams.
We can also define the sum ρ+τ : t+s //t′+s′ of synchronization tree morphisms ρ : t //t′
and τ : s // s′, t, t′, s, s′ : 1 // p so that it acts as τ on the vertices of t and as ρ on the
vertices of s. When ρ = (ρ1, . . . , ρn) and τ = (τ1, . . . , τn) are appropriate synchronization
tree morphisms between synchronization trees n //p, we define ρ+τ = (ρ1+τ1, . . . , ρn+τn).
It is known that each fixed point equation x = f · 〈x,1p〉 for f : n // n + p in STΣ has
an ‘initial ’ solution obtained as the colimit of the ω-diagram (τk : f
(k) // f (k+1))k. Here,
we define f (0) = 0n,p and f
(k+1) = f · 〈f (k),1p〉 for all k ≥ 0. Further, τ0 is the unique
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morphism f (0) // f (1), and τk+1 = f · 〈τk,1p〉 for all k ≥ 0. Denoting this initial solution
by f †, we obtain a dagger operation † : STΣ(n, n + p) // STΣ(n, p), n, p ≥ 0. Since the
morphisms τk are injective, we may suppose that each τk is in fact the inclusion of f
(k)
into f (k+1). The colimit f † then becomes the union of the f (k). It is known that when
f = (f1, . . . , fn) : n // n + p is ‘guarded’ in the sense that none of the fi has an exit
edge labeled exj with j ∈ [n] originating in the root, then f
† is the unique solution (up to
isomorphism) of the fixed point equation for f . Moreover, the least subtheory of STΣ with
respect to set inclusion which contains the finite trees and is closed under dagger is RSTΣ,
the theory of regular synchronization trees.
An ideal in FSTΣ(n, p) is a nonempty set Q ⊆ FSTΣ which is downward closed with
respect to the relation ⊑s. An ω-ideal is an ideal Q which is generated by some ω-chain
(tk)k of trees tk : n → p in FSTΣ with tk ⊑s tk+1 for all k ≥ 0. Note that we may
identify any (ω)-ideal Q ⊆ FSTΣ(n, p) with an n-tuple of (ω)-ideals (Q1, . . . , Qn), where
Qi ⊆ FSTΣ(1, p) is the set of all ith components of the members of Q, for each i ∈ [n]. We
may recover Q from (Q1, . . . , Qn) as the set {t : n→ p : in · t ∈ Qi for all i ∈ [n]}.
We may turn ω-ideals into an idempotent grove theory ωSFSTΣ. The set of morphisms
n // p in ωSFSTΣ is the collection of all ω-ideals Q ⊆ FSTΣ(n, p). When Q : n → p
and Q′ : p → q, then we define Q · Q′ : n → q to be the ideal generated by the set of all
trees f · g with f : n → p in Q and g : p → q in Q′. When Q and Q′ are generated by
the ω-chains (fk)k and (gk)k, then Q · Q
′ is the ω-ideal generated by (fk · gk)k. For each
i ∈ [n], n ≥ 0, the distinguished morphism 1 → n is the ideal generated by the tree exi.
The sum Q + Q′ : n // p of Q : n → p and Q′ : n → p is defined as the ideal generated
by {f + g : f ∈ Q, g ∈ Q′}. It is easy to see that this is again an ω-ideal. The morphism
0n,p : n→ p in ωSFSTΣ is the ideal containing only the tree 0n,p.
There is a canonical embedding of SFSTΣ into ωSFSTΣ which maps the simulation
equivalence class of a finite tree t : n // p to the principal ω-ideal (t] = {t′ : n // p :
t′ ⊑s t}. It is easy to see that this defines an ordered idempotent grove theory morphism
SFSTΣ // ωSFSTΣ.
An ω-ideal in SFSTΣ(n, p) is defined in the same way as in FSTΣ(n, p) using the partial or-
der ⊑s. We may identify any ω-ideal Q ⊆ SFSTΣ(n, p) with an ω-ideal in Q
′ ⊆ FSTΣ(n, p)
which is the union of all simulation equivalence classes of the trees in Q. Using this identi-
fication, ωSFSTΣ is just the completion of SFSTΣ by ω-ideals as defined in [4]. It follows
from the main result of [4] that ωSFSTΣ is an ω-continuous idempotent grove theory, and
we that have:
Proposition 4.1 The theory ωSFSTΣ is the free ω-continuous idempotent grove theory,
freely generated by SFSTΣ. Given any ω-continuous idempotent grove theory T and an
ordered idempotent grove theory morphism ϕ : SFSTΣ //T , there is a unique ω-idempotent
grove theory morphism ϕ♯ : ωSFSTΣ // T extending ϕ.
Proposition 4.2 The theory SFSTΣ is the free ordered idempotent grove theory, freely
generated by Σ.
Proof. It is known that FSTΣ is the free grove theory, freely generated by Σ, cf. [6]. Let
≈ denote the least grove theory congruence such that FSTΣ/ ≈ is an ordered idempotent
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grove theory, and define f  g iff f + g ≈ g, for all f, g : n // p. Thus, f ≈ g iff both
f  g and g  f hold. We show that the relations ≡s and ≈ are equal. The inclusion of ≈
is ≡s is clear, since SFSTΣ is an ordered idempotent grove theory. To complete the proof,
we show that for all f, g : 1 // p in FSTΣ, if f ⊑ g, then f  g. We argue by induction
on the height1 of f . When the height of f is 0, f = 01,p and our claim is clear. Suppose
now that the height of f is positive. If the root of f is the source of a single edge, then
f = σ · 〈f ′1, . . . , f
′
k〉 or f = jp for some σ ∈ Σk, f
′
1, . . . , f
′
k : 1 → p and j ∈ [p]. In the first
case, since f ⊑ g, we may write g as g0+ σ · 〈g
′
1, . . . , g
′
k〉 for some g0, g
′
1, . . . , g
′
k : 1→ p with
f ′i ⊑s g
′
i for all i ∈ [k]. By the induction hypothesis, we have f
′
i  g
′
i for all i ∈ [k] and thus
f  g. In the second case, when f = jp, g can be written as g0 + jp, for some g0 : 1 → p.
Thus, f  g again. Suppose finally that the root of f has 2 or more outgoing edges e. Then
we van write f as a finite sum of summands f |e. By the previous case and the induction
hypothesis we have fe  g for each e. Since sum is idempotent, we conclude that f  g.
✷
By Proposition 4.2 and Proposition 4.1, we immediately have:
Theorem 4.3 For each ranked alphabet Σ, the theory ωSFSTΣ is the free ω-continuous
idempotent grove theory, freely generated by Σ.
Our next task is to relate ω-ideals of finite synchronization trees to possibly infinite syn-
chronization trees. By the prefix of a tree t : 1→ p of height at most n ≥ 0 we shall mean
the tree tn : 1→ p obtained from t by removing all vertices at distance greater than n from
the root together with all incident edges.
We call a synchronization tree t : 1→ p (simulation) reduced if whenever v is vertex of t and
e and e′ are different edges originating in v, then the trees t|e and t|e′ are not comparable
by the relation ⊑s. Not all simulation equivalence classes of synchronization trees contain
a reduced tree. For example, suppose that σ ∈ Σ1, and let t =
∑
n≥0 σ
n · 0 : 1 → 0. Then
the simulation equivalence class of t does not contain a reduced tree. However, each finitely
branching tree t : 1 → p is simulation equivalent to a (finitely branching) reduced tree
t′ : 1→ p. The tree t′ can be constructed from t by starting at the root and at each vertex
v, keeping only one summand from each maximal simulation equivalence class of the trees
t|e, where e ranges over the set of edges originating in v. Note that when t is reduced, then
so is any subtree t|v, where v is a vertex of t. It follows that if the simulation equivalence
class of a tree contains a finitely branching tree, then it also contains a reduced tree. In
particular, each regular tree is simulation equivalent to a reduced (regular) tree. When t is
reduced, then t is the unique reduced tree in its ≡s-equivalence class [t]s.
Lemma 4.4 A synchronization tree t : 1 → p in STΣ is reduced iff the single morphism
t→ t is the identity morphism.
Proof. Suppose first that t is reduced, and let τ be a a morphism t→ t. Let v be a vertex
of t of distance n from the root. We show by induction on n that vτ = v. When n = 0, this
is clear, since both v and vτ are equal to the root of v. Suppose now that n > 0 and that
we have proved our claim for vertices of distance less than n from the root. Consider the
1The height is the length of the longest path.
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edge e : u→ (v1, . . . , vk) of f such that v is one of the vi for some i ∈ [k]. Since uτ = u and
since t|e is not comparable with respect to ⊑s to any other summand t|e of t|u, we must
have viτ = vi for all i and thus vτ = v.
Suppose now that t is not reduced. Then there is some vertex v with different outgoing
edges e, e′ such that t|e ⊑s t|e′ . Let ρ denote a morphism t|e → t|e
′. Using ρ, we may
construct a nontrivial morphism τ : t→ t. We define uτ = u if u is not a vertex of t|e, and
uτ = uρ otherwise. ✷
Corollary 4.5 Suppose that t, t′ : 1 → p are simulation equivalent reduced trees in STΣ.
Then t is isomorphic to t′.
We will call a tree t = (t1, . . . , tn) : n → p (simulation) reduced if its components ti are.
The above facts also apply for reduced trees t : n→ p.
For each tree t : n → p in STΣ, let K(t) denote the set of all finite trees t
′ : n → p with
t′ ⊑s t.
Proposition 4.6 A set of finite trees Q ⊆ FSTΣ(n, p) is an ω-ideal iff Q = K(t) for some
(possibly infinite) tree t : n→ p in STΣ.
Proof. It suffices to prove the claim for n = 1. Suppose first that Q = K(t) for some
t : 1 → p in STΣ. Then Q is the ω-ideal generated by the ω-chain (tk)k, where tk is the
prefix of t of height at most k.
Suppose now that Q is the ω-ideal generated by the ω-chain (tk)k of finite trees 1→ p. Let
t =
∑
k≥0 tk. Then for any finite tree s : 1→ p, s ⊑s t iff s ⊑s
∑n
k=0 tk iff s ⊑s tk for some
k ≥ 0. ✷
Proposition 4.7 Suppose that t, t′ : n → p in STΣ. If t ⊑s t
′ then K(t) ⊆ K(t′). More-
over, if t and t′ are finitely branching, or simulation equivalent to some finitely branching
trees, and if K(t) ⊆ K(t′), then t ⊑s t.
Proof. The first statement is obvious. In order to prove the second, we may restrict ourselves
to finitely branching trees 1 → p. So suppose that t, t′ : 1 → p are finitely branching with
K(t) ⊆ K(t′). For each k ≥ 0, let tk and t
′
k denote the (finite) prefixes of t and t
′ of height
at most k, so that t is the union of the tk and, similarly, t
′ is the union of the t′k, for k ≥ 0.
Since K(t) ⊆ K(t′), we have tk ⊑s t
′
k for each k ≥ 0, so that there is a finite nonempty set
of morphisms tk → t
′
k for each k ≥ 0. Also, the restriction of a morphism tk+1 → t
′
k+1 onto
t + k is a morphism tk → t
′
k. By Ko¨nig’s lemma, we may select a sequence of morphisms
(τk : tk → tk+1)k such that τk is the restriction of τk+1 for each k ≥ 0. Since t is the union
of the tk and t
′ is the union of the t′k, the sequence (τk)k determines a morphism τ : t→ t
′.
✷
Corollary 4.8 If t, t′ : n→ p in STΣ are simulation equivalent to finitely branching trees,
then t ⊑s t
′ iff K(t) ⊆ K(t′), and t ≡s t
′ iff K(t) = K(t′).
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Example 4.9 Let t be the tree t =
∑
n≥0 σ
n · 01,0 : 1 → 0, and let t
′ = σω : 1 → 0, a tree
consisting of a single infinite branch with edges labeled σ ∈ Σ1. Then K(t) = K(t
′) but
t ≡s t
′ does not hold.
Since every regular synchronization tree is simulation equivalent to a finitely branching
regular tree, we have:
Corollary 4.10 Suppose that t, t′ : n → p in RSTΣ. Then t ⊑s t
′ iff K(t) ⊆ K(t′) and
t ≡s t
′ iff K(t) = K(t′).
From Theorem 4.3 and Corollary 4.10, we obtain:
Corollary 4.11 Suppose that Σ is a ranked set, T is an ω-continuous idempotent grove
theory and ϕ : Σ → T is a rank preserving function. Then there is a unique way to extend
ϕ to an idempotent grove theory morphism ϕ♯ : SRSTΣ → T preserving dagger.
Proof. Suppose that T is an ω-continuous idempotent grove theory and ϕ is a rank preserv-
ing function Σ → T . We may extend ϕ to a morphism ψ : ωSFSTΣ → T of ω-continuous
idempotent grove theories. We know that SRSTΣ embeds in ωSFSTΣ by the function
which maps a regular tree t : n → p to K(t). It is a routine matter to verify that the
embedding preserves the theory operations, the additive structure, and dagger. Thus, we
may identify SRSTΣ with a subtheory of ωSFSTΣ. The restriction of ψ to SRSTΣ is the
required extension ϕ♯ : SRSTΣ → T . ✷
5 Proof of the main result
In this section our aim is to prove Theorem 3.1.
Recall that we may view each set A as a ranked set of letters of rank 1. We start by
showing that for each ranked set Σ there is some set A such that SSTΣ embeds in SSTA
and SRSTΣ embeds in SRSTA.
Proposition 5.1 For every ranked set Σ there exist a set A and an injective (idempotent)
grove theory morphism SRSTΣ → SRSTA preserving dagger.
Proof. When Σ is a ranked set, define A = Σ ∪ {#}, where Σ = {σ : σ ∈ Σ}. Our aim
is to show that there is an injective dagger preserving grove theory morphism SRSTΣ →
SRSTA.
Consider the function ϕ which maps the simulation equivalence class of the tree correspond-
ing to a letter σ ∈ Σn, n ≥ 0, to the simulation equivalence class of the synchronization
tree
sσ = σ · (# · 1n +#
2 · 2n + . . .+#
n · nn) : 1→ n
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in STA. (Recall that σ has rank 1. The tree sσ has a single edge originating in the root,
which is labeled σ. When n = 0, the simulation equivalence class of the tree σ is mapped
to the equivalence class [σ · 01,0]s. By Corollary 4.11, this function can be extended in a
unique way to an idempotent grove theory morphism ϕ : SRSTΣ → SRSTA preserving
dagger.
It is not hard to see that ϕ takes the following concrete form. Suppose that t : 1 → p in
RSTΣ. Then [t]sϕ is the equivalence class of the (regular) tree t
′ : 1→ p in RSTA obtained
from t by replacing each edge labeled σ ∈ Σ by a copy of the tree sσ. Formally, the set
of vertices of t′ consists of the vertices of t together with a vertex [v, (v1, v2, . . . , vn)] and
vertices (vi, j) with 1 < j < i ≤ n, for each hyper-edge v → (v1, . . . , vn) of t.
The edges of t′ are the exit edges of t labeled as in t together with the following ones, where
we suppose that e : v → (v1, . . . , vn) is a hyper-edge of t labeled σ.
1. An edge v → [v, (v1, . . . , vn)] labeled σ.
2. An edge [v, (v1, . . . , vn)]→ (vi, 1) for each 1 < i ≤ n labeled #.
3. An edge (vi, j) → (vi, j + 1) and an edge (vi, i − 1) → vi labeled #, for all 1 < i ≤ n
and 1 < j < i− 1.
4. An edge [v, (v1, . . . , vn)]→ v1 labeled #.
When t = (t1, . . . , tn) : n→ p and each [ti]s is mapped to [t
′
i]s, then [t]sϕ = ([t
′
1]s, . . . , [t
′
n]s).
Since each t : 1 → p can be recovered from t′ : 1 → p, [t]s is uniquely determined by [t
′]s,
i.e., ϕ is injective. ✷
Remark 5.2 The above proof can be extended to all synchronization trees to obtain an
injective continuous idempotent grove theory morphism SSTΣ → SSTA.
Proposition 5.3 For each set A there exist a set B and an injective dagger preserving
(idempotent) grove theory morphism SRSTA → CFLB.
Proof. Let B = A ∪ {#, $} and consider the dagger preserving grove theory morphism ϕ :
SRSTA → CFLB defined by the assignment a 7→ a(#x1$)
∗ = {a, a#x1$, a(#x1$)
2, . . .} :
1→ 1, so that the image of each letter a ∈ A is a regular language. We claim that for any
regular trees t, s : 1→ p in RSTA,
[t] ⊑s [s]⇔ [t]ϕ ⊆ [s]ϕ.
The implication from left-to-right is immediate from Corollary 4.11.
Suppose now that t 6⊑s s. We want to prove that [t]ϕ 6⊆ [s]ϕ. We consider only the case
p = 0 since the argument is similar for p > 0.
The n-round simulation game on the pair (t, s) is played by two players, player I and II. In
each round, player I selects an edge originating in the vertex of t entered in the previous
round, or in the root in the first round, and player II must respond by selecting an equally
labeled edge originating in the vertex of s entered in the previous round, or in the root of
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s in first round. Player I wins the play if player II cannot respond. Otherwise player II
wins. Since t 6⊑s s, there is some n ≥ 1 such that player I wins the n-round simulation
game on (t, s). We show by induction on n that [t]ϕ 6⊆ [s]ϕ. When n = 1, player I can
choose an edge originating in the root of t whose label is not matched by the label of any
edge originating in the root of s. Since the label of this edge is the first letter of a word in
[t]ϕ but not the first letter of any word in [s]ϕ, we have [t]ϕ 6⊆ [s]ϕ.
Suppose now that n > 1 and that we have established the claim for n − 1. Now player
I can select an edge originating in the root of t, labeled a ∈ A, with target the root of a
subtree t′ such that for each a-labeled edge from the root of s to the root of some subtree
s′, player I wins the (n−1)-round game on (t′, s′). By the induction hypothesis, this means
that [t′]ϕ 6⊆ [s′]ϕ for all such subtrees s′.
Let t1, . . . , tk be up to isomorphism all those subtrees of s whose roots are the targets of
a-labeled edges originating in the root of s. We have [t′]ϕ 6⊆ [ti]ϕ for all i. Now [t]ϕ
contains a(#[t′]ϕ$)k as a subset, and all the words in [s]ϕ starting with a are in the set
{a} ∪
⋃
i∈[k]
⋃
m≥1 a(#[ti]ϕ$)
m. For each i ∈ [k], let ui be a word in [t
′]ϕ which is not in
[ti]ϕ. Then the word a#u1$ . . .#uk$ is in [t]ϕ but does not belong to [s]ϕ, since it does
not belong to any a(#[ti]ϕ)
k. Thus, [t]ϕ 6⊆ [s]ϕ. ✷
Proposition 5.4 For each set A there exist a ranked set Σ and an injective dagger pre-
serving (idempotent) grove theory morphism SRSTA → RegΣ.
Proof. Let Σ0 = A ∪ {#, $}, Σ2 = {σ}, and let Σn be empty if n = 1 or n > 2. For each
a ∈ A, consider a regular tree language La : 1→ 1 in RegΣ whose ‘frontier’ is the context-
free language described in the previous proof. (Such a regular tree language exists, since
context-free languages are exactly the frontier languages of regular tree languages, see e.g.
[25].) For example, let La = {t0 = a, t1 = σaσ#σx1$, t2 = σaσ#σx1σ$σ#σx1$, . . .}. Then
let ψ : SRSTA → RegΣ be the unique dagger preserving morphism of idempotent grove
theories determined by the assignment a 7→ La for all a ∈ A, which exists by Corollary 4.11.
The morphism ϕ constructed in the proof of Proposition 5.3 factors through ψ by the
‘frontier map’. Since ϕ is injective, so is ψ. ✷
We are now ready to prove Theorem 3.1. Suppose first that the identity t = t′ holds in
all power-set theories, where t, t′ are terms of sort n → p. Since the theories LangA are
particular power-set theories, t = t′ holds in all such theories as well as in all theories CFLA,
since CFLA embeds in LangA. Any theory TreeLangΣ embeds in a theory LangA, and
similarly, any theory RegΣ embeds in some theory CFLA. Thus, if t = t
′ holds in the
theories LangA (CFLA, resp.), then it holds in all theories TreeLangΣ (RegΣ, resp.).
Suppose now that t = t′ holds in all theories CFLA. Then by Proposition 5.4, t = t
′
holds in all theories SRSTA, where A is any set. This in turn implies by Proposition 5.1
that t = t′ holds in all theories SRSTΣ, where Σ is a ranked set. Now, this yields that
t = t′ holds in the theories SSTΣ. Indeed, given Σ, we can choose the ranked set ∆
large enough such that for each n there is surjective map ∆n → SSTΣ(1, n). These maps
determine a rank preserving function ϕ : ∆→ SSTΣ which can be extended to a (necessarily
surjective) dagger preserving morphism ϕ♯ : SRST∆ → SSTΣ of idempotent grove theories.
Thus, any identity that holds in all theories SRSTΣ also holds in all theories SSTΣ. The
same argument proves that if an identity holds in the theories SRSTΣ then it holds in all
continuous idempotent grove theories. The fact that if t = t′ holds in the theories SSTΣ,
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then it also holds in all power-set theories now follows by noting that SRSTΣ embeds in
SSTΣ. ✷
Remark 5.5 (Based on [17].) The above proof also establishes the fact that an identity
holds in all ω-continuous idempotent grove theories iff it holds in all theories SRSTΣ (or
the theories mentioned in Theorem 3.1).
When A is a poset with all countable suprema, the ω-continuous functions over A form an
ω-continuous idempotent grove theory ωContA. A morphism n→ p in this theory is an ω-
continuous function Ap → An (note the reversal of the arrow), and composition is function
composition (in the reverse order). For each i ∈ [n], n ≥ 0, the distinguished morphism
in : 1→ n is the ith projection function A
n → A. The constant 0n,p is the constant function
mapping all elements of Ap to the least element of An, and f +g is the pointwise supremum
of f and g, for each f, g : n → p (i.e., ω-continuous functions f, g : Ap → An). Note that
the order ≤ becomes the pointwise partial order. Since ωContA is a continuous idempotent
grove theory, it comes with the least fixed point operation as dagger operation.
Every ω-continuous idempotent grove theory T may be embedded in a theory ωContA. Given
T , let A =
∏
p≥0 T (1, p), equipped with the pointwise partial order. The embedding maps a
morphism f : 1→ n to the ω-continuous function Ap → A defined by:
f((g1,p)p, . . . , (gn,p)p) = (f · 〈g1,p, . . . , gn,p〉)p.
By this embedding, we conclude that an identity holds in all continuous idempotent grove
theories iff it holds in all theories of the sort ωContA, where A is an ω-continuous poset (or
in fact a complete lattice, since every ω-continuous poset may be embedded in a complete
lattice).
6 Completeness
We devote the rest of the paper to axiomatic issues. The results of this section are taken
from the conference paper [17] and are included here for two main reasons. First, [17] uses
a different formalism, the language of µ-terms. Second, due to size limitations, [17] does
not contain full proofs. The argument presented here is a modification of that outlined in
[17].
Iteration theories, introduced as a generalization of Elgot’s iterative theories [13] and the
rational and continuous theories [26, 33] of the ADJ group, provide an axiomatic framework
to fixed point computations. An iteration theory [6] is a theory T equipped with a dagger
operation † : T (n, n + p) → T (n, p) for all n, p ≥ 0, satisfying certain equational axioms
such as the fixed point equation
f · 〈f †,1p〉 = f
† (5)
or the parameter equation
(f · (1n⊕g))
† = f † · g, (6)
where f : n → n + p and g : p → q. For complete (equational) axiomatizations we refer to
[6, 16]. A morphism of iteration theories is a theory morphism preserving dagger. Iteration
theory congruences are defined in the expected way.
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A grove iteration theory [6, 11] is an iteration theory which is a grove theory satisfying
11
† = 01,0.
It is known that in a grove iteration theory,
(1n⊕0p)
† = 0n,p
holds for all n, p ≥ 0.
It is possible to define a star operation ∗ : T (n, n+ p)→ T (n, n+ p) in any grove iteration
theory. When f : n→ n+ p, we define
f∗ = (f · (1n⊕0n⊕1p) + (0n⊕1n⊕0p))
†.
It can be seen, cf. [6], that in grove iteration theories T , f∗ is a solution of the equation
x = f · 〈x, 0n⊕1p〉+ (1n⊕0p),
for all f : n→ n+ p in T . When p = 0, this equation becomes x = f · x+ 1n.
A grove iteration theory is ω-idempotent if
11
∗ = 11
holds. Any ω-idempotent grove iteration theory is an idempotent grove theory and thus an
idempotent grove iteration theory, Indeed, if T is ω-idempotent, then
11 + 11 = 11 · 11
∗ + 11 = 11
∗ = 11
and thus f + f = (11 + 11) · f = 11 · f = f , for all f : 1→ p. Thus, we can define a partial
order as above by f ≤ g iff f + g = g, for all f, g : n → p. An idempotent grove iteration
theory is ordered if the dagger operation is monotone:
f ≤ g : n→ n+ p ⇒ f † ≤ g† : n→ p,
or equivalently, if
f ≤ (f + g)†,
for all f, g : n → n + p. It follows that composition is also monotone, since in iteration
theories,
f · g = (1n⊕0p) · 〈0n⊕f⊕0q, 0n+p⊕g〉
†,
for all f : n→ p and g : p→ q. (It can be seen that an idempotent grove theory is ordered
iff composition and the scalar dagger operation f 7→ f †, f : 1→ 1 + p are monotone.)
A morphism of grove iteration theories is both a grove theory morphism and an iteration
theory morphisms. A congruence of grove iteration theories is a grove theory congruence
which is an iteration theory congruence. Morphisms and congruences of ω-idempotent grove
iteration theories are defined in the same way.
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We have already defined the congruence ≡s of simulation equivalence on STΣ. A closely
related congruence is bisimulation equivalence, or bisimilarity. Recall [28, 29] that a sim-
ulation R : f → g for trees f, g ∈ STΣ is a bisimulation if the relational inverse of R is a
simulation g → f . We say that trees f, g : 1 → p are bisimilar if there is a bisimulation
f → g. When f = (f1, . . . , fn) : n → p and g = (g1, . . . , gn) : n → p, then we say that f is
bisimilar to g is each fi is bisimilar to gi. As mentioned above, bisimilarity, denoted ≡b, is
a grove iteration theory congruence [6], moreover, BSTΣ = STΣ/ ≡b is an ω-idempotent
grove iteration theory as is BRSTΣ = RSTΣ/ ≡b. The bisimilarity class of a tree f : n→ p
in STΣ (or in RSTΣ) will be denoted [f ]b. Note that we may embed Σ into BRSTΣ or
BSTΣ by the function mapping a letter σ ∈ Σn into the bisimilarity class of σ seen as a
tree 1→ n.
The following result was proved in [11, 6] (at least in the case when each letter in Σ has
rank 1).
Theorem 6.1 For each ranked alphabet Σ, BRSTΣ is the free ω-idempotent grove iteration
theory, freely generated by Σ. In more detail, given any ω-idempotent iteration theory T
and rank preserving function Σ → T , there is a unique morphism of ω-idempotent grove
iteration theories ϕ♯ : BRSTΣ → T extending ϕ.
We will use Theorem 6.1 in our characterization of SRSTΣ as the free ordered ω-idempotent
grove theory, freely generated by Σ. But first we need some preparations. Recall that a
morphism τ : f → g for f, g : 1 → p in STΣ is a function Vf → Vg with appropriate
properties so that we may extend τ to a function Ef → Eg. The definition of the extension
is unique for edges v → (v1, . . . , vn) with n ≥ 1, but there might be several options to
define the image of an edge with empty target sequence. Call τ locally surjective if has
an extension to edges such that for every vertex v of f , the edges of f with source v are
surjectively mapped onto the edges of g with source vτ . Clearly, every locally surjective
morphism is surjective. Moreover, we have:
Lemma 6.2 Suppose that Σ is a ranked alphabet and f, g : 1 → p in STΣ. Then a mor-
phism τ : f → g is a bisimulation iff τ is locally surjective.
Lemma 6.3 Suppose that Σ is a ranked alphabet and f, g : 1 → p in RSTΣ with f ⊑s g.
Then there is a regular tree f ′ : 1 → p in RSTΣ such that f
′ ≡b g and f embeds in f
′ by
an injective synchronization tree morphism.
Proof. First note that since f ⊑s g, there is a morphism τ : f → g such that if f |u is
isomorphic to f |v and g|uτ is isomorphic to g|vτ for some vertices u, v of f , then f |uτ and
f |vτ are also isomorphic. Thus, we can write each subtree g|uτ in the form f |uτ + gu for a
(unique) tree gu. Let f
′ be obtained from f by ‘adding’ gu as a summand to f |u, for each
vertex u of f , so that f ′|u = f |u + gu for each vertex u of f . Then clearly f embeds in f
′
and f ′ ≡b f , since there is a locally surjective morphism f
′ → g. ✷
Lemma 6.4 Suppose that ≈ is a grove iteration theory congruence of BRSTΣ such that
the quotient BRSTΣ/ ≈ is an ordered grove iteration theory morphism. For all f, g : n→ p
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in RSTΣ, define f  g when [f ]b + [g]b ≈ [g]b. Moreover, define f ≈ g iff [f ]b ≈ [g]b, so
that f ≈ g iff f  g and g  f .
Let f, g : 1→ p in RSTΣ. If f : 1→ p embeds in g : 1→ p by an injective morphism, then
f  g.
Proof. Without loss of generality, we may choose an embedding τ : f → g such that
whenever f |u is isomorphic to f |v and g|uτ is isomorphic to g|vτ , for some vertices u, v
of f , then f |uτ and f |vτ are also isomorphic. Let f1 = f, . . . , fn and g1 = g, . . . , gm be,
up to isomorphism, all the subtrees of f and g, respectively. Let us label a vertex u of f
by the pair (i, j) if f |u = fi and g|u = gj . Let K denote the set of all pairs that label
some vertex u, and consider a bijection ψ between the sets K and [k], where k denotes the
number of elements of K. We may assume that (1, 1)ψ = 1. Let ψ′ denote the inverse of
ψ. Now using f , let us construct a tree a : k → k + p, a = 〈a1, . . . , ak〉. Consider a vertex
u of f labeled (i, j), say, together with all edges e originating in u. For each σ ∈ Σr that
occurs as the label of an edge, and for each sequence (i1, j1), . . . , (ir, jr) of elements of K, let
ℓ = ℓ(σ, (i1, j1), . . . , (ir, jr)) denote the number of outgoing edges of u labeled σ with target
vertices labeled (i1, j1), . . . , (ir, jr). Consider the tree ℓ ·σ · ρ, where ρ is the base morphism
r → k corresponding to the function [r]→ [k] with s 7→ (is, js)ψ, for all s ∈ [r]. Moreover,
for each j ∈ [p], let ℓj denote the number of edges originating in u labeled exj. Then the
component a(i,j)ψ of a corresponding to (i, j)ψ is the sum of all such trees (ℓ · σ · ρ)⊕0p and
0k⊕(ℓj · jp).
Having constructed a : k → k+p, we construct b : k → k+p in the same way using the tree
g. Clearly, a  b, since b = a+ c for some c. For each s ∈ [k], let is be the first component
of sψ′, and js the second. Then the fixed point equation x = a · 〈x,1p〉 has 〈fi1 , . . . , fik〉
as its unique solution. Similarly, the equation y = b · 〈y,1p〉 has 〈gj1 , . . . , gjk〉 as its unique
solution. In particular, f = 1k · a
† and g = 1k · b
†. Since a  b, we conclude that f  g.
✷
Theorem 6.5 For each ranked set Σ, SRSTΣ is the free ordered ω-idempotent grove iter-
ation theory, freely generated by Σ.
Proof. Let ≈ denote the least grove iteration theory congruence of BRSTΣ such that the
quotient BRSTΣ/ ≈ is an ordered grove iteration theory. For all f, g :→ p in RSTΣ, define
f  g when [f ]b + [g]b ≈ [g]s. Moreover, define f ≈ g iff [f ]b ≈ [g]b, so that f ≈ g iff f  g
and g  f .
Our goal is to show that the relations ⊑s and  on RSTΣ are equal. It is clear that ⊑s is
included in . To complete the proof, it suffices to show that f  g whenever f, g : 1 → p
in RSTΣ with f ⊑s g. But if f ⊑s g, then by Lemma 6.3 there exists f
′ : 1→ p in RSTΣ
with f ′ ≡b g and such that there is an injective synchronization tree morphism f → f
′. But
then f ′ ≈ g by Theorem 6.1, and f  f ′ by Lemma 6.4. It follows that f  g. ✷
A idempotent Park grove theory is an ordered idempotent grove theory equipped with a
dagger operation satisfying the fixed point identity (5), the parameter identity (6) and the
fixed point induction rule:
f · 〈g,1p〉 ≤ g ⇒ f
† ≤ g,
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for all f : n→ n+p and g : n→ p. For example, all ω-continuous idempotent grove theories
are idempotent Park grove theories. It is known, cf. [14], that every idempotent Park grove
theory is an ordered ω-idempotent iteration theory. A morphism of idempotent Park grove
theories is an idempotent grove theory morphism which preserves dagger.
From Theorem 6.5 we have:
Corollary 6.6 For each ranked set Σ, SRSTΣ is the free idempotent Park grove theory,
freely generated by Σ.
Corollary 6.7 The following are equivalent for an identity t = t′ between terms t, t′ : n→ p
involving the theory operations, dagger, and sum.
• t = t′ holds in all ω-continuous idempotent grove theories.
• t = t′ holds in all ordered ω-idempotent grove iteration theories.
• t = t′ holds in all idempotent Park grove theories.
Remark 6.8 Adding the equations
f · (g + h) = f · g + f · h
f · 0p,q = 0n,p,
for all f : n→ p and g, h : p→ q, the resulting system is known to be complete for (matrix)
theories over ω-continuous idempotent semirings, or regular languages, or theories of ω-
continuous functions over ω-continuous semirings or complete lattices preserving binary
(or countable) suprema, or theories of binary relations. See [6], where original references
may be found.
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