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SUMMARY 
I n  t h i s  paper a f eas ib l e  method of implementing t h e  
Maximum P r i n c i p l e  i s  given based on a n  adapt ive  random 
search algori thm which u t i l i z e s  d i r e c t  measurements of 
t h e  boundary cos t  -function hyper -surfaces .  
t i o n s  are placed o n  t h e  con t inu i ty  of t h e  su r faces  or 
t h e  number of v a l l e y s .  
by varying t h e  mean and var iance  of a p robab i l i t y  d i s t r i b u -  
t i o n  as a func t ion  of the pas t  performance. 
has both l o c a l  and global  search  p rope r t i e s  so  t h a t  "hanging 
up" i n  l o c a l  va l l eys  i s  avoided. 
No r e s t r i c  - 
The adapt ion enhances convergence 
The algori thm 
A hybrid computer implementation of t h e  algori thm i s  
discussed. 
experimentally f o r  a f i r th -order  nonlinear minimum-fuel 
o r b i t  -transfer problem. 
within several thousand i t e r a t i o n s  (one t o  two minutes) . 
Details a r e  g iven  on the manner i n  which t h e  system i terates ,  
The usefulness of  t h e  a lgor i thm i s  inves t iga t ed  
Convergence i s  genera l ly  obtained 
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t y p i c a l  so lu t ions  obtained f o r  a wide range of  s i t u a t i o n s ,  
and t h e  convergence proper t ies  of s e v e r a l  v a r i a t i o n s  of 
t h e  bas ic  algorithm. Cross s ec t ions  through t h e  boundary 
hyper -surfaces r e v e a l  the s t r i k i n g  i r r e g u l a r i t i e s  which 
high-order systems can have and, hence, demonstrate t h e  
e f fec t iveness  of t h e  adaptive random search  approach i n  
coping with them. 
INTRODUCTION 
The Pontryagin Maximum P r i n c i p l e  i s  an  exceedingly 
elegant  and powerful theory for determining t h e  optimal 
con t ro l  of dynamic systems descr ibable  by nonlinear d i f  - 
f e r e n t i a l  equations w i t h  bounded con t ro l .  Although t h e r e  
has been a f l u r r y  of a c t i v i t y  f o r  s e v e r a l  years  i n  i t s  
app l i ca t ion  t o  low-order systems, t h e r e  have been f e w  
app l i ca t ions  t o  high-order systems. For high-order systems 
t h e  Maximum P r i n c i p l e  y ie lds  much information about t h e  
nature  o f  t h e  so lu t ion ,  but t h e  a c t u a l  so lu t ion  i s  genera l ly  
d i f f i c u l t  t o  obtain.  The reason  f o r  t h i s  i s  t h a t  a d i f f i -  
c u l t  mixed boundary-value problem i s  invar iab ly  encountered, 
one i n  which t h e  known boundary condi t ions a r e  divided between 
i n i t i a l  and terminal values.  Furthermore, t h e  mapping from 
t h e  i n i t i a l  t o  terminal  boundary values  i s  not genera l ly  
e x p l i c i t l y  known. 
i 
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One poss ib l e  approach t o  t h e  boundary-value problem i s  
based on some form of the grad ien t  method. 
a r e  sevei-a1 disadvantages i n  t h i s  approach: only l o c a l  prop- 
e r t i e s  a r e  u t i l i z e d ,  only one l o c a l  minimum i s  i m p l i c i t l y  
assumed, and t h e  gradient i s  not a n a l y t i c a l l y  a v a i l a b l e .  
These d i f f i c u l t i e s  were shown i n  r e fe rence  1 t o  l ead  t o  con- 
vergence problems. Thus t h e  approach i s  of l imi t ed  value when 
t h e  surface being s tudied i s  multi-peaked, discont inuous,  or  
very f la t  i n  c e r t a i n  regions.  Random search  methods would 
seem t o  be promising i n  overcoming some of t h e  above de f i c i en -  
c i e s .  Such methods have been used mostly i n  connection with 
d i r e c t  search problems ( refs .  2 and 3 ) .  However, i n  a recent  
study ( r e f .  4) a f ixed-step,  random-sign-type search was used 
t o  implement t h e  Maximum P r i n c i p l e ,  and app l i ca t ion  was made 
t o  l i n e a r  second- and third-order  systems. 
However, t h e r e  
I n  t h i s  paper w e  w i l l  i nves t iga t e  a more genera l  approach 
based on an adapt ive  random search method f o r  solving t h e  two- 
point  boundary-value problem involved i n  t h e  Maximum Pr inc ip l e .  
The search has both loca l  and g loba l  p rope r t i e s .  
does not depend on t h e  cont inui ty  of t h e  sur face  being searched 
or t h e  number of minima, and does not r equ i r e  t h a t  an  a n a l y t i c a l  
expression f o r  t h e  surface be known. I n  t h e  sec t ions  t o  
follow, t h e  adapt ive random search w i l l  be descr ibed,  t h e  
hybrid computer r e a l i z a t i o n  discussed,  and t h e  r e s u l t s  of 
The method 
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an  a p p l i c a t i o n  of t h e  method t o  a f i f th -o rde r  nonl inear  
o r b i t  - t ransfer  problem presented. 
THE ADAPTIVE RANDOM SEARCH ALGORITHM 
General Approach 
The c l a s s  of problems considered here  are r e s t r i c t e d  t o  
those  f o r  which t h e  Maximum P r i n c i p l e  i s  app l i cab le .  Famil- 
i a r i t y  with t h e  Maximum P r i n c i p l e  i s  assumed ( re fs .  5 ,  6 ,  7 ) .  
Thus, w e  w i l l  not review t h e  de r iva t ion ,  t h e  theorems, t h e  
as sumpt ions involved , or t h e  boundary -value theory  . For 
purposes of no ta t ion ,  however, a f e w  remarks are appropr ia te .  
The system t o  be  cont ro l led  i s  8ef ined by t h e  vector  equation. 
2 = f ( x ,  u, t )  (1) 
where x = (XI, ~ 2 ,  . . Xn), u = ( ~ 1 ,  ~ 2 ,  . . . U m ) ,  and 
ufU, t h e  con t ro l  region. I n t e r e s t  w i l l  center  on fixed-time 
problems because o f .  i t s  convenience i n  computer opera t ion .  
It w i l l  be des i red  t o  t ake  t h e  system from a given s t a t e  
x(0)  t o  a f ina l  t a r g e t  set S 
genera l ized  cost  funct ion 
so as t o  minimize t h e  
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where 
quant i ty  t o  b e  minimized ( r e f .  7 ) .  Some of  t h e  poss ib l e  
t a r g e t  se ts  of i n t e r e s t  a r e  (a) SERn, ( b )  S c Rny and 
( e )  S = xf€Rn, corresponding t o  a f ree  po in t ,  a subset  of  
t h e  whole space 
x o ( t )  i s  t h e  aux i l i a ry  s t a t e  a s soc ia t ed  with t h e  
Rn, and a f i x e d  poin t .  The s o l u t i o n  t o  
t h e  problem invar iab ly  requi res  t h e  s o l u t i o n  t o  t h e  set  of  
equat ions 
where t h e  known boundary va lues  a r e  divided between t h e  
i n i t i a l  and te rmina l  values .  The f i n a l  boundary condi t ion  
requi red  on p i s  dependent on t h e  des i r ed  f i n a l  boundary 
condi t ion  on t h e  states.  
The genera l  approach t o  be used here  t o  ob ta in  
e x p l i c i t  so lu t ions  t o  the  M a x i m u m  P r i n c i p l e  i s  based on an  
adapt ive  random sea rch  procedure. A hybrid computer diagram 
of t h e  approach i s  i l l u s t r a t e d  i n  f i g u r e  1. 
concerned with t h e  f.ixed time i n t e r v a l  0 t o  T; however, 
it i s  t r i v i a l  t o  vary t h i s  t i m e  i n  t h e  computer implementa- 
t i o n .  The l e f t  ha l f  of t h e  f igu re ,  ind ica ted  by t h e  analog 
computation, i s  a n  implementation of t h e  set  of equat ions ( 3 ) .  
F ig .  1- < We w i l l  be  
i 
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The r i g h t  h a l f ,  ind ica ted  by t h e  d i g i t a l  computation, i s  t h e  
a lgor i thm which w i l l  enable t h e  boundary condi t ions involved 
i n  t h e  Maximum P r i n c i p l e  t o  be s a t i s f i e d .  
L e t  us d i scuss  t h e  algori thm i n  d e t a i l .  The b a s i c  not ion 
i n  t h e  random search  algori thm i s  t o  s e l e c t  t h e  i n i t i a l  con- 
d i t i o n  vector  f o r  t h e  ad jo in t  equations from a noise  source,  
i n  t h i s  case a gaussian d i s t r i b u t i o n  with f i x e d  mean m and 
f i x e d  s tandard devia t ion  IS. Conceptually, t h e  mean and s t a n -  
dard devia t ion  can be separated as ind ica t ed  i n  t h e  f i g u r e  by 
adding t h e  mean m t o  the output  o f  a gaussian noise  source 
with s tandard devia t ion  a and zero mean. Thus, on any k t h  
i t e r a t i o n  t h e  vector  pk i s  
pk = mk + (4) 
The gaussian source generates  a purely random, gaussian,  
n-dimensional vector  sequence { k  ] with zero mean and k 
independent components : 
k r n =  E(! ) = 0 
cov(gj ,  kk) = Q i f  j = k 
0 i f  j f k  
(5) 
and I i s  t h e  i d e n t i t y  matr ix .  
Continuing around t h e  loop  i n  f i g u r e  1, t h e  value of  pk 
as determined by equation (4)  becomes 
condi t ion  f o r  t h e  ad jo in t  equat ion.  Since t h e  value of p (0 )  
p(O) ,  t h e  i n i t i a l  
toge ther  with t h e  given x (0 )  i S  s u f f i c i e n t  t o  def ine  a 
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so lu t ion  of t h e  set (3), t h e s e  equat ions,  as represented  by 
t h e  l e f t  ha l f  of f i g u r e  1, can be i n t e g r a t e d  t o  t h e  te rmina l  
time T .  The f i n a l  s t a t e  xk(T) a c t u a l l y  achieved w i l l  
genera l ly  f a i l  t o  satisPy t h e  des i red  t e r m i n a l  s t a t e  as 
defined by t h e  t a r g e t  s e t .  S imi l a r ly ,  t h e  f i n a l  values  of 
t h e  ad jo in t  va r i ab le s  
a ry  condi t ions requi red  depending on t h e  t a r g e t  s e t .  For 
t h i s  reason we w i l l  introduce a func t ion  t o  measure t h e  d i f -  
ference between t h e  ac tua l  boundary values  and t h e  des i red  
boundary values .  
of t h e  scalar-valued metric w i l l  be avoided. 
t i a l l y  order systems by a vector-valued metr ic .  Since t h e r e  
w i l l  genera l ly  b e  t h r e e  d i s t i n c t  types of boundary condi t ions 
t o  s a t i s f y  a t  t h e  terminal time, we w i l l  t a k e  t h e  vector  
metric of t h e  form 
pk(T) w i l l  f a i l  t o  s a t i s f y  t h e  bound- 
The def ic ienc ies  pointed out i n  re ference  8 
We w i l l  par-  
J = (JD, JV, Jp) (6) 
where t h e  components r e fe r  t o  displacement, ve loc i ty ,  and 
ad jo in t  var iables ,  respec t ive ly .  For two systems S and S' 
we w i l l  say S > S'  i f  and only if J > J ' ,  t h a t  i s ,  
JD 3 JD' , Jv > Jv', and Jp > Jp' . 
concerned with choosing from a c e r t a i n  s e t  of systems a 
noninfer ior  system ra the r  t han  a n  optimum system. This  
corresponds more closely with a r e a l i s t i c  ob jec t ive  as pointed 
out i n  re ference  8. 
With t h i s  concept one i s  
t 
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A s s u m e  now t h a t  t h e  search i s  pure ly  random with no 
adapt ive c h a r a c t e r i s t i c s .  I n  t h i s  case  t h e  dashed l i n e s  
ind ica ted  i n  f i g u r e  1 would be absent .  Then as a r e s u l t  of 
t h e  random vector  sequence {kk!, t h e  vec tor  sequence {Jk] 
i s  generated.  Since t h e  search i s  pure ly  random, t h e  
algori thm log ic  decides a t  each i t e r a t i o n  whether t h e  value 
of J has been reduced t o  zero.  
Sa t i s fy ing  t h e  boundary condi t ions i s  s l i g h t l y  more 
involved than  t h e  above because i n  an experimental  study it 
i s  not l i k e l y  t h e  boundary condi t ions f o r  x and p w i l l  
ever be p rec i se ly  achieved. For t h i s  reason we w i l l  enlarge 
t h e  t a r g e t  set by some small amount and al low t h e  system t o  
terminate  at any poin t  i n  t h e  enlarged s e t .  This view i s  
more r e a l i s t i c ,  s ince  there  i s  no reason  t o  demand t h a t  a 
p r a c t i c a l  system satisfy t h e  boundary condi t ion  exac t ly .  
To accomplish t h i s  i n  the  random search  method, we w i l l  
r equ i r e  of t h e  vector  metric 
J < E  
where 
E = (ED, EV, E P )  
(7) 
The values  of 
des i red  t h a t  t h e  system states approach t h e  des i red  t a r g e t  
s e t .  The v a l u e  of EP i s  more d i f f i c u l t  t o  choose because 
of i t s  l ack  of physical  i n t e r p r e t a t i o n .  Fortunately,  t h e  
hybrid conputer approach makes it easy t o  choose a suf'f'i- 
c i e n t l y  small value by experimentally observing t h e  s e n s i t i v i t y  
eD and eV are d i c t a t e d  by how c lose ly  it i s  
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of t h e  so lu t ions  t o  small changes i n  
study t o  be described l a t e r ,  t h e  so lu t ions  were qu i t e  insen-  
+. I n  a n  experimental  
s i t i v e  t o  va r i a t ions  i n  cP over a wide range. 
The Adaptive Algorithm 
The pure random search descr ibed i n  t h e  preceding sec t ion  
i s  genera l ly  unsa t i s fac tory  because of t h e  excessively long 
convergence t imes,  a s  w i l l  be seen i n  a l a t e r  example. We 
attempt t o  improve t h e  convergence p rope r t i e s  by making t h e  
system adapt ive by varying t h e  mean m and s tandard devia- 
t i o n  CI as a func t ion  of t h e  system's pas t  performance. 
Since performance i s  determined by t h e  input  and output 
sequences, {Ek] and {Jk], w e  w i l l  make t h e  mean and s tandard 
devia t ion  adapt ive of the form 
m k-tl = fEJ(E1, e2, . . . kk, Jo, J1, . . . Jk) 1 
Some reasonable and eas i ly  implemented forms w i l l  be discussed 
i n  t h e  following paragraphs. A fundamental notion i n  t h e  
algorithm w i l l  be  that of a "success" or " fa i lu re"  defined by 
a funct ion of t h e  cos t  Jk on any k t h  i t e r a t i o n  and t h e  
smallest  preceding cost J2 obtained on t h e  2th i t e r a t i o n .  
The most f requent ly  used d e f i n i t i o n s  were simply: 
success : J2 - J k > O \  
f a i l u r e  : Jz - J k < O  - 1 (9) 
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Obviously a success fu l  i t e r a t i o n  i s  both necessary and s u f f i -  
c i e n t  f o r  t h e  system t o  be noninfer ior .  It might be noted 
t h a t  \.hen any component of Jk i s  less than  i t s  corresponding 
E componl.nt, we will not r e q u i r e  f u r t h e r  reduct ion  f o r  a 
success as long as it remains less t h a n  E .  
Implementation o f  t he  adapt ive  p a r t  of t h e  algori thm i s  
i l l u s t r a t e d  i n  f i g u r e  1 by t h e  do t t ed  l i n e s  and t h e  algori thm 
log ic  block. 
t i o n s  i n  t h e  above equations by u t i l i z ing:  (1) t h e  pk 
The algorithm l o g i c  block performs t h e  computa- 
information from t h e  memory 
information, J , from the  memory 
algori thm l o g i c  block i s  then  t h e  mean and s tandard  devia t ion  
of t h e  d i s t r i b u t i o n  for t h e  next i t e r a t i o n  as indica ted .  
%, and (2 )  t h e  system Derformance 
k 
Mj. The output of t h e  
The r a t i o n a l e  behind t h e  p a r t i c u l a r  adapt ive  l a w  t o  be 
used here  i s  based on the not ion of a creeping, expanding, 
and cont rac t ing  search .  The creeping charac te r  of t h e  search  
i s  provided by varying the  mean of t h e  d i s t r i b u t i o n  so as t o  
equal  t h e  i n i t i a l  condi t ion of t h e  a d j o i n t  vec tor  on t h e  last 
successfu l  i t e r a t i o n .  The expansion and cont rac t ion  charac- 
t e r  of t h e  search i s  provided by varying t h e  s tandard devia t ion  
such that, t h e  search i s  l oca l i zed  when successfu l  but gradual ly  
expanded when not successful.  These c h a r a c t e r i s t i c s  g ive  t h e  
a lgor i thm some u s e f u l  search p rope r t i e s .  
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The adapt ive law f o r  ' the  mean va lue  of t h e  d i s t r i b u t i o n  
was taken t o  be: 
where t h e  i n i t i a l  values are 
based on t h e  i n i t i a l  values 
form (8) can be seen by combining (4) and (10) sequen t i a l ly .  
Thus, t he  f irst  f e w  terms of the sequence are 
m l  = 0 and Jo i s  t h e  value 
x(0). That  t h i s  l a w  i s  of t h e  . 
m l  = 0 
The adapt ive l a w  for t h e  s tandard  devia t ion  of t h e  d i s -  
t r i b u t i o n ,  6, was implemented so  as t o  expand t h e  s i z e  of t h e  
search depending on performance. Let Jz be t h e  metric 
obtained on t h e  last  successful  i t e r a t i o n .  
t h e  s tandard devia t ion  on any k t h  i t e r a t i o n  is 
Then t h e  l a w  f o r  
,k = a1 
= 92 
- OY 
where t h e  hi's 
I n  other  words , 
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i f  k - q < Z  
i f  J ~ ,  . . . Jk-q > Jz 
Y '  a re  constants  such t h a t  c f 1  < 02 < . . . cf 
u1 i s  used i f  t h e r e  was a success  i n  t h e  last  
q i t e r a t i o n s ,  62 i f  the re  w a s  no success i n  t h e  las t  q i t e r -  
a t ions ,  a3 if no success i n  t h e  l as t  2q i t e r a t i o n s ,  e t c .  
These equations a r e ,  of course,  a simple form of equat ions (8) .  
Occasionally,  dependip4 on t h e  d i f f i c u l t y  of t h e  p a r t i c u l a r  
problem being s tudied ,  no success w i l l  be achieved i n  t h e  yq  
i t e r a t i o n s .  For t h i s  reason, we repea t  t h e  search  i n  equa- 
t i o n s  (12) a number of times C (u sua l ly  twice),  and then  
r e i n i t i a l i z e  t h e  e n t i r e  search  i f  no success i s  achieved. 
The parameters which are f ree  t o  choose are q, y ,  and t h e  
a i ' s ;  i n  t h e  example t o  be discussed later va lues  of 
and y = 10 were chosen and they  do not seem t o  be c r i t i c a l .  
The choice of 0 values i s  more important because it a f f e c t s  
both t h e  smallness and t h e  la rgeness  of t h e  search.  However, 
it i s  not d i f f i c u l t  t o  choose reasonable  va lues .  A reasonable  
lowest value,  61, can  be determined by observing on t h e  d i s -  
p lay  system (ye t  t o  be descr ibed)  t h e  metr ic  
i t e r a t i o n ,  and choosing a va lue  small enough so t h a t  t h e  J 
genera l ly  v a r i e s  only s l i g h t l y .  For t h e  o r b i t  - t ransfer  
problem discussed later, a1 = 0.1 v o l t  proved s a t i s f a c t o r y .  
q = 100 
J on every 
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The upper value i s  c h o s e n t o  cover some s i z a b l e  po r t ion  of  
t h e  e n t i r e  space; a value of  10 v o l t s  seemed reasonable  f o r  
t h e  100 v o l t  space ava i l ab le  on t h e  analog computer. I n  
between, t h e  s t eps  are a geometric progression t o  enable 
t h e  search t o  expand r ap id ly .  
Severa l  a d d i t i o n a l  adapt ive s t r a t e g i e s  were incor  - 
porated i n t o  t h e  algorithm t o  provide b e t t e r  convergence 
p rope r t i e s  and g r e a t e r  v e r s a t i l i t y  i n  c e r t a i n  s i t u a t i o n s .  
They are itemized by t h e  following: 
1. Single-s tep  s t r a t egy  -- This  s t r a t e g y  i s  intended 
t o  take  advantage of  favorable  l o c a l  p rope r t i e s  of 
t h e  sur face .  It i s  based on t h e  not ion t h a t  t h e  
s t e p  following a success fu l  s t e p  k should not be  
random but  de te rminis t ic  i n  t h e  same d i r e c t i o n  and 
of t h e  same amount. That i s ,  p i s  def ined by k+ 1 
+ k k  if Jk-l - Jk > 0 (13) pk+l = mk+l 
The cos t  i n  time, one i t e r a t i o n ,  i s  i n s i g n i f i c a n t ,  
and t h e  bene f i t s  a r e  s u b s t a n t i a l  as w i l l  be seen i n  
a l a t e r  example. 
2.  Threshold s t r a t egy  -- I n  t h i s  s t r a t e g y  t h e  r equ i r e -  
ment f o r  a success i s  modified so  t h a t  t h e  d i f f e r -  
ence between t h e  cos t  f o r  t h e  k t h  i t e r a t i o n  and 
t h a t  f o r  t h e  l a s t  successfu l  i t e r a t i o n  ( i . e . ,  t h e  
l e f t  s i d e  o f  equations ( 9 ) )  must exceed some th re sh -  
old value  dependent on t h e  cos t  func t ion .  We t a k e  
t h e  case i n  which t h e  threshold  i s  simply q J z  where 
0 < 7 < 1. Thus, a success i s  def ined by 
This  s t r a t e g y  has t h e  d e s i r a b l e  c h a r a c t e r i s t i c  t h a t  
smaller improvements are  r equ i r ed  as t h e  minimum i s  
approached . 
3. Localized end-search s t r a t e g y  -- This  end-search 
s t r a t e g y  i s  intended t o  l o c a l i z e  t h e  search  when i n  
t h e  immediate neighborhood of t h e  minimum. This  i s  
(lone by reducing t h e  s tandard dev ia t ion  i n  equa- 
t i ons (12)  so tha t  5 v a r i e s  from aul t o  my 
when J' < P ,  where 0 < a < 1, and p i s  some small 
value general ly  on t h e  order  of  2 ~ .  This  s t r a t e g y  
was used spar ingly s i n c e  it w a s  b e n e f i c i a l  i n  reducing 
convergence time only under c e r t a i n  condi t ions .  
Although a gradient  method could be  used i n  t h i s  f i n a l  
phase, t h e  random sea rch  method accomplishes t h e  same 
ob jec t ive  without an  implementation change. 
4. I n i t i a l  search -- It w a s  found advantageous t o  c o n t r o l  
t h e  d i s t r i b u t i o n  from which t h e  f i r s t  successfu l  
ad jo in t  vector  p(0) i s  obtained.  This w a s  done by 
starting t h e  search with a square d i s t r i b u t i o n  of 
v a r i a b l e  width, -W t o  +W. When a success i s  obtained 
t h e  search continues with a gauss ian  d i s t r i b u t i o n  as 
descr ibed above. The r a t i o n a l e  behind t h e  square 
d i s t r i b u t i o n  i s  t h a t  s ince  no information i s  ava i l ab le  
on t h e  best s t a r t i n g  value,  t h e  weighting wi th in  t h e  
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l i m i t s  should be equal .  The s i z e  of W i s  a com- 
promise: 
so lu t ions  but not so l a r g e  t h a t  t h e  volume b e i n g  searched 
i s  excessive.  The choice of W w i l l  b e  dependent, of 
course,  on t h e  pa r t i cu la r  problem; it i s  not d i f f i c u l t  
t o  choose experimentally a reasonable  va lue .  Values of 
1 5  t o  30 v o l t s  are t y p i c a l  f o r  t h e  l a te r  example 
problem. 
It must be l a r g e  enough t o  include poss ib l e  
It i s  c l e a r  t h e  behavior of  t h e  adapt ive  algori thm i s  
d i f f e ren t  from t h e  pure random or  nonadaptive search descr ibed 
before .  Now t h e  vector  metric J which measures t h e  d i s p a r i t y  
between des i r ed  and ac tua l  t e rmina l  boundary condi t ions i s  
sequen t i a l ly  reduced r a the r  t h a n  being reduced i n  one i t e r a t i o n .  
The way i n  which t h i s  occurs i s  i l l u s t r a t e d  i n  f i g u r e  2, where +. 2
a rep resen ta t ive  su r face  i s  given i n  only two dimensions. Due 
t o  i t s  adapt ive  character ,  after any success t h e  mean of t h e  
d i s t r i b u t i o n  moves t o  t h e  last successfu l  p .  A t  t h i s  point  
t h e  search starts l o c a l l y  and increases  i n  a geometric pro- 
g re s s ion  u n t i l  t h e  next success i s  obtained. I n  t h i s  way, 
t h e  successive values of J may jump from one va l l ey  t o  
another as ind ica t ed  by the  numbered po in t s  u n t i l  a J less 
than  t h e  requi red  c i s  reached. The a lgor i thm log ic  block 
decides when t h i s  condi t ion occurs.  
The v i r t u e s  of t h e  random search approach are c l e a r .  It 
has des i r ab le  l o c a l  and g loba l  search  p rope r t i e s  so  t h a t  "hanging 
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UP" i n  l o c a l  v a l l e y s  as with grad ien t  methods i s  avoided. 
Fur ther ,  it w i l l  not matter i f  t h e  su r face  i s  discontinuous o r  
how many peaks or  valleys t h e r e  are. 
of course,  t h e  convergence t i m e .  This  i s  best s tud ied  
experimentally on a n  example t o  be  discussed i n  a l a t e r  
s ec t ion .  
The main ques t ion  i s ,  
Considerations i n  t h e  Choice of Computer System 
The hybrid computer proved t o  be t h e  most feasible  way 
i n  which t o  implement t h e  random search  algori thm. The reasons 
f o r  t h i s  and a comparison with t h e  a l t e r n a t i v e s  are worth 
discussing.  
I n  gene ra l  t h e r e  a r e  three basic computational techniques 
a v a i l a b l e  t o  t h e  experimenter f o r  t h e  implementation: analog, 
d i g i t a l ,  or a combination of t h e  two, hybrid.  O f  prime 
importance i n  t h e  se l ec t ion  of t h e  computer system i s  a con- 
s i d e r a t i o n  of t h e  number of i t e r a t i o n s  requi red  t o  f i n d  a 
so lu t ion ,  and t h i s  number i s  not known a p r i o r i .  For a 
second-order system, p i l o t  s tud ie s  ind ica t ed  something on 
t h e  order of lo2 i t e r a t i o n s  t o  ob ta in  a so lu t ion .  
t h e  volume of t h e  space increases  s o  r ap id ly  with t h e  order 
of t h e  system, one might expect s e v e r a l  thousand i t e r a t i o n s  
t o  be necessary f o r  a n  increase  i n  system order  t o  perhaps 
f i v e  or s i x .  Thus, w e  see that t h e  t i m e  per i t e r a t i o n  
Since 
. 
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w i l l  be of c r i t i c a l  importance and w i l l  l a r g e l y  d i c t a t e  t h e  
means f o r  implementing the  search  algori thm. 
Each i t e r a t i o n  can be divided i n t o  two s t eps :  
(1) i n t e g r a t i o n  of t h e  equations of motion on t h e  i n t e r v a l  
[0,  T I ,  and (2 )  execution of t h e  algorithm. For t h e  o r b i t -  
t r a n s f e r  problem t o  b e  discussed l a t e r ,  an  I R M  7094 machine 
r equ i r e s  1-10 seconds t o  perform t h e  i n t e g r a t i o n  i n  s t e p  1. 
An analog computer, however, performs t h e  same i n t e g r a t i o n  
i n  1-10 mill iseconds w i t h  an  accuracy of about 5 percent  
r e l a t i v e  t o  t h e  d i g i t a l  machine so lu t ions .  Thus f o r  t h i s  
s p e c i f i c  example, t h e  analog computer i s  about lo3 f a s t e r  
t han  t h e  d i g i t a l  computer i n  performing t h e  i n t e g r a t i o n  
i n  s t e p  1. 
The t ime t o  perform t h e  second s t e p  on a d i g i t a l  computer 
of speed comparable t o  the IBM 7094 i s  t h e  same order of 
magnitude as t h e  t i m e  required for t h e  analog t o  perform 
s t e p  1. 
r e a l i z e d  over a completely d i g i t a l  s imulat ion by a hybrid 
approach. 
was inves t iga ted  u t i l i z i n g  pseudo-hybrid techniques,  t h a t  
i s ,  a n  analog computer and something l e s s  than a d i g i t a l  
computer. However, our experience shows t h a t  inaccuracies ,  
l imi t ed  s torage,  and l imi ted  f l e x i b i l i t i e s  i n  l o g i c a l  
operat ions ser ious ly  l i m i t  t h e  f e a s i b i l i t y  of t h i s  approach. 
The second s tep  i s  bes t  accomplished d i g i t a l l y .  
Therefore,  a great  saving i n  computer time can be 
It i s  worth noting t h a t  an  a l t e r n a t i v e  approach 
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The Hybrid System 
I n  t h e  hybrid implementation t h e  analog computer w a s  
delegated t h e  t a s k  of solving t h e  s t a t e ,  a d j o i n t ,  and con t ro l  
equations,  as given i n  equations ( 3 ) .  
point a t  which t h e  operator exerc ised  manual c o n t r o l  over 
t h e  hybrid system. The d i g i t a l  computer w a s  r equ i r ed  t o  
c a l c u l a t e  t h e  metr ic ,  provide s torage,  implement t h e  algorithm, 
generate  t h e  i n i t i a l  conditions f o r  t h e  ad jo in t  equations,  
and f i n a l l y ,  oversee t h e  sequencing of events of t h e  i terate  
cycle .  
It a l s o  served as t h e  
Figure 3 i s  a hardware diagram of t h e  hybrid system used. F ig .  3 < 
Shown a r e  t h e  two bas i c  elements of t h e  s imulat ion,  t h e  
analog and d i g i t a l  computers along with t h e i r  coupling system, 
and pe r iphe ra l s .  The coupling system i s  comprised of two 
d i s t i n c t  pa r t s :  
In t e r f ace  System. 
subsystems i s  given i n  t he  four  s ec t ions  t o  follow. A f i na l  
sec t ion  d iscusses  t h e  sequencing,of events  through t h e  sub- 
systems during one i t e r a t i o n  cyc le  i n  order t o  b e t t e r  descr ibe 
t h e  funct ioning of t h e  hybrid system as a whole. 
(a)  t h e  Linkage System and ( b )  t h e  Control 
A discussion of t h e  hardware used i n  t hese  
A .  D i g i t a l  Computer -- The d i g i t a l  computer used i n  
t h e  opt imizat ion program was an Elec t ronic  Associates ,  Inc.  
(FAI) model 8400. It i s  a medium-sized, high-speed computer 
which i s  designed t o  operate i n  a hybrid atmosphere. The 
p a r t i c u l a r  machine used has 16,000 words of core  memory 
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with 32 b i t s  per word. 
The mch ine  uses p a r a l l e l  operat ion f o r  maximum speed. 
ing poin t  operat ions a r e  hardware implemented. 
languages a v a i l a b l e  include a MACRO ASSEMBLY language and 
FORTRAN IV. 
ASSEMBLY i n  order t o  keep t h e  execution t i m e  t o  a minimum. 
The i n s t r u c t i o n  r epe r to i r e  includes s p e c i a l  commands by which 
d i s c r e t e  s igna l s  can be sent t o  or rece ived  from t h e  ex te rna l  
world. Externa l  i n t e r rup t s  are provided which can t r a p  t h e  
computer t o  a s p e c i f i c  c e l l  i n  memory. I n  an  example t o  be 
discussed l a t e r  t h e  optimization program u t i l i z e d  about 
8,000 words of s torage .  
a c t u a l  opt imizat ion executive program, t h e  remaining 7,000 
being used f o r  subroutines, monitor and on-l ine debugging 
and program modification rout ines .  
Memory cyc le  t ime i s  two-microseconds. 
F l o a t -  
Programming 
The optimization program was coded i n  MACRO 
O f  t h i s  about 1,000 comprise t h e  
The per iphera ls  of the  d i g i t a l  computer include mag- 
n e t i c  tapes ,  card  reader,  and p r i n t e r .  The two former 
devices were used fo r  program input  and s to rage  while t h e  
l a t t e r  device w a s  used f o r  data logging. 
B .  Analog Computer -- The analog hardware cons is ted  
of an Elec t ronic  Associates 23lR-.V analog computer. The 
s t a t e  equations,  ad jo in t  equations,  and t h e  con t ro l  l og ic  
were programmed i n  standard fash ion .  Consequently, analog 
schematics were thought not e s s e n t i a l  i n  t h i s  paper. 
' .  
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The analog computer serves  as t h e  poin t  a t  which mode 
con t ro l  of t h e  hybrid computer i s  accomplished. By manual 
s e l e c t i o n  of switches e i ther  of two modes can be  commanded: 
(1) I n  t h e  "search" mode t h e  analog computer operates  i n  a 
high-speed r e p e t i t i v e  manner. Such opera t ion  i s  accomplished 
by con t ro l l i ng  t h e  mode of t h e  ind iv idua l  i n t e g r a t o r s  with 
an  appropr ia te  d i s c r e t e  s i g n a l .  This  s i g n a l  i s  a two-level 
s i g n a l  which i s  generated on t h e  con t ro l  i n t e r f a c e  i n  con- 
junc t ion  with t h e  d i g i t a l  computer and, depending on t h e  
l e v e l ,  holds a n  in tegra tor  i n  e i t h e r  "operate" or " i n i t i a l  
condition" mode. (2 )  I n  t h e  " rese t"  mode, t h e  i n t e g r a t o r s  
a r e  placed i n  t h e i r  i n i t i a l - cond i t ion  mode and held the re .  
Pa r t i cu la r  equipment worth poin t ing  out  a r e  t h e  t r ack -  
s t o r e  un i t s ,  D/A switches, and comparators with which t h e  
con t ro l  l og ic  w a s  implemented. A t  t h e  end of t h e  operate  
per iod T,  t h e  d i g i t a l  computer reads  a number of va r i ab le s  
e s s e n t i a l  t o  i t s  functioning. Because of t h e  high r e p e t i -  
t i v e  speeds used, t h e  value of a v a r i a b l e  could change 
considerably between the  end t i m e  
it i s  a c t u a l l y  converted. Thus, t r ack - s to re  u n i t s  were 
used t o  hold t h e  var iab les  at t h e i r  r e spec t ive  values  a t  
t ime T u n t i l  t h e  d i g i t a l  read  a l l  of t h e  va lues .  The 
con t ro l  l og ic  r equ i r e s  on-off t ype  switching and t h e  high- 
speed e l ec t ron ic  comparators and e l ec t ron ic  switches were 
T and a l a t e r  time when 
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qu i t e  necessary fo r  proper opera t ion .  Nonlinear operat ions 
such as mult iply and divide provided no p a r t i c u l a r  d i f f i c u l -  
t i e s ,  i n  t h e i r  normal operation, although a square r o o t  
operat ion d id  r equ i r e  the  use of a diode func t ion  genera tor .  
For continuous type  output,  a d isp lay  console w a s  con- 
nected t o  t h e  analog computer t o  provide v i s u a l  readout of 
var iab les .  The d isp lay  contained a cathode ray  tube  (CRT) 
which could simultaneously d isp lay  up t o  four  channels, 
and enabled photographic records t o  be taken of t h e  d isp lay  
q u a n t i t i e s .  The d isp lay  was extremely he lp fu l  i n  determining 
i f  t h e  algori thm w a s  funct ioning properly.  Other continuous 
analog data use fu l  for determining proper funct ioning were t h e  
2 2 p and J ; t hese  could be recorded on a pen recorder  s ince  
t h e i r  r a t e  of change was l o w .  
C .  Control In te r face  -- The con t ro l  i n t e r f a c e  between 
t h e  analog and d i g i t a l  system i s  an  Elec t ronic  Associates ,  
Inc.  DOS 350 ( see  f i g .  3) .  It i s  through t h i s  u n i t  t h a t  
t h e  i t e r a t i o n  process i s  cont ro l led .  An important t a s k  
a l l o c a t e d  t o  t h i s  subsystem i s  t h e  operate-t ime con t ro l .  This  
funct ion i s  implemented through t h e  use of a counter and 
i s  t h e  key element i n  the  con t ro l  of a l l  t i m i n g  i n  t h e  hybrid 
s imulat ion.  The counter i s  dr iven  from a high-frequency 
source i n  t h e  i n t e r f a c e  system allowing for a very high degree 
of r e s o l u t i o n  i n  t h e  simulated operate-t ime. The counter i s  
constructed by patching modular blocks which can be combined 
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t o  g ive  a wide range of simulated operate-t ime. 
times w i t h i n  t h i s  range are se l ec t ed  with thumb-wheel switches.  
Also, t h e  i n t e r f a c e  al lows t h e  d i g i t a l  computer t o  use any 
condi t ions i n  t h e  analog conrputer which can be  represented  
by d i s c r e t e  var iab les  (binary l e v e l s )  and t o  send d i s c r e t e  
s igna l s  t o  t h e  analog system t o  be used as c o n t r o l  l e v e l s  or 
i nd ica to r s .  An example of t h e  former would be t h e  hybrid 
Spec i f i c  
system mode con t ro l  which merely amounted t o  t h e  operator  
depressing t h e  " rese t"  or "search" switch on t h e  analog 
console. This a c t i o n  s e t s  a binary l e v e l  which i s  then  
sensed by t h e  d i g i t a l  computer. 
s i t u a t i o n  i s  when t h e  d i g i t a l  sends t h e  opera te  corumand t o  
An example of t h e  l a t t e r  
t h e  operate-t ime counter. 
patching of Boolean functions.  Hence, some of t he  log ic  
The i n t e r f a c e  system allows 
operat ions required fo r  t iming pulses ,  event s igna l s ,  and 
other l i k e  operat ions were very e f f e c t i v e l y  programmed on 
it. 
D. Linkage System -- The l inkage system which i s  
shown i n  f i g u r e  3 i s  that pa r t  of the  system which houses 
t h e  conversion equipment, t h e  A/D and D/A converters .  It 
i s  through here t h a t  a l l  of t he  data passes between t h e  
analog and d i g i t a l  port ions of t h e  s imulat ion.  The l inkage 
system i s  cont ro l led  by command from t h e  d i g i t a l  computer. 
Input t o  t h e  d i g i t a l  computer i s  through t h e  A/D 
converter which has preceding it a channel s e l e c t i o n  device 
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or multiplexer t o  se l ec t  t h e  analog channel which i s  t o  be  
converted. Conversions were done sequen t i a l ly  through t h e  
analog channels at a maximum r a t e  of 80,000 samples per 
second from channel t o  channel. 
Output t o  t h e  analog used t h e  D/A converters  with each 
data channel having i t s  own conversion u n i t .  The maximum 
conversion rate of t h e  D/A’s used i s  250,000 conversions 
per second. 
E. Sequencing of Events During One I t e r a t i o n  -- The 
sequencing of events during one i t e r a t i o n  cyc le  are depicted 
i n  f i g u r e  4. The in s t an t s  of time tl, t2, . . ., t 5  shown Fig .  4 
i n  t h i s  f i g u r e  a r e  considered f i x e d  r e l a t i v e  t o  each o ther ,  
and tl i s  conveniently regarded t o  be t h e  s tar t  of t h e  
i t e r a t i o n  cycle .  We w i l l  consider t h e  cyc le  t o  begin at 
tl with t h e  analog in t eg ra to r s  i n  an opera te  mode. A s  
discussed previously,  the elapsed t ime ( t 2  - tl) i s  con t ro l l ed  
by a counter on t h e  in t e r f ace  system. A t  t2 an  i n t e r r u p t  
pu lse  i s  generated on the c o n t r o l  i n t e r f a c e  which i s  sen t  t o  
t h e  d i g i t a l  computer s ignal ing it t o  commence i t s  opera t ions .  
Simultaneously, t h e  pulse i s  sen t  t o  t h e  analog t o  i n s t r u c t  
t h e  t r ack - s to re  u n i t s  t o  hold t h e i r  r e spec t ive  values which 
they possessed a t  t i m e  tz. During t h e  i n t e r v a l  ( t3  - t2) 
t h e  d i g i t a l  computer reads t h e s e  analog va r i ab le s  with t h e  
A/D converter .  A t  t3  the  d i g i t a l  sends a pulse  v i a  t h e  
< 
\ 
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i n t e r f a c e  t o  t h e  analog console which commands t h e  i n t e g r a t o r s  
t o  an  i n i t i a l  condi t ion  mode. A t  t 4 ,  when t h e  data r equ i r ed  
by t h e  a lgor i thm has been generated t h e  D/A conver te rs  send 
t h e s e  va lues  t o  t h e  appropr ia te  p o i n t s  i n  t h e  analog po r t ion  
of t h e  s imula t ion .  The d i g i t a l  machine allows enough t ime 
fo r  t h e  t r a n s i e n t s  t o  s e t t l e  i n  t h e  i n i t i a l  condi t ion  c i r c u i t s  
of t h e  analog before  sending a command a t  t 5  t h a t  p laces  t h e  
i n t e g r a t o r s  i n  an operate mode and starts t h e  counter.  Since 
t 5  and tl 
sequence fo r  r e p e t i t i v e  operahion. 
a r e  t h e  same event, we merely r epea t  t h e  above 
Some s p e c i f i c  numerical values might be of i n t e r e s t .  
The t o t a l  i t e r a t e  t i m e  (ts - tl) i s  p r imar i ly  composed of 
two p a r t s :  
was sca l ed  i n  t h e  simulation t o  2.5 mill iseconds,  and ( 2 )  
( ts  - t z ) ,  which w a s  primarily determined by t h e  speed of 
t h e  d i g i t a l  machine i n  computing, converting, and generating 
random numbers; t h i s  l a t t e r  per iod  wits on t h e  order  of 
7.5 mill iseconds.  
s i t u a t i o n  i s  on t h e  order of 10 mi l l i seconds  (or  100 i t e r a t i o n s  
per second). 
chosen and t h e  exact form of t h e  a lgor i thm implemented. 
The Algorithm Flow Graph 
(1) (t2 - tl) which i n  a later example problem 
Thus, t h e  t o t a l  i terate  t ime f o r  t h e  above 
This  f igu re  is dependent on t h e  c o n t r o l  problem 
A program flow graph which shows t h e  opera t ion  of t h e  
Fig.  5 < i t e r a t i o n  process i s  displayed i n  f i g u r e  5. T h i s  b a s i c a l l y  
' .  
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i s  t h e  flow graph of t h e  algorithm and t h e  i t e r a t i o n  c o n t r o l  
sequences u t i l i z e d  by t h e  b b r i d  system. 
t h e  event times tl, t2, . . . discussed e a r l i e r  i n  connection 
with f i g u r e  4. 
high-speed r e p e t i t i v e  fashion. 
Note t h e  i n c l u s i o n  of 
The program i s  continuously recyc l ing  i n  a 
There a r e  t h r e e  basic  loops which correspond t o  t h e  
t h r e e  system modes i n  t h e  opt imizat ion program: a r e s e t  
loop, a search loop, and an end-state  loop. The r e s e t  loop 
i s  fo r  t h e  purpose of i n i t i a l i z i n g  t h e  program. The search 
loop i s  t h a t  po r t ion  of the  program which uses t h e  algori thm 
t o  search f o r  a so lu t ion  t o  t h e  problem. The end-s ta te  loop 
i s  entered by t h e  d i g i t a l  program when a s o l u t i o n  i s  found, 
and i s  used for t h e  generation of graphic  d isp lays .  The 
operator manually s e l e c t s  t h e  search or r e s e t  mode as d i s -  
cussed i n  t h e  sec t ion  dealing with t h e  analog computer. 
A .  Reset Loop -- The r e s e t  loop i s  t h e  po r t ion  of 
t h e  r e p e t i t i v e  opera t ion  cycle  which i n i t i a l i z e s  t h e  program 
and prepares it for t h e  search mode. When t h e  system i s  i n  
r e s e t  mode, t he  in t eg ra to r s  of t h e  analog computer remain 
i n  t h e i r  i n i t i a l  condition s t a t e .  The flow of t h e  r e s e t  
cycle  i s  shown i n  f i g u r e  6 where t h a t  p a r t i c u l a r  loop i s  
emphasized by l i n e  weight, f i g u r e  6 being t h e  same as 
f i g u r e  5 otherwise.  It is while t h e  system i s  i n  t h e  r e s e t  
mode t h a t  t h e  d i g i t a l  program i s  f irst  entered,  t h e  point  of 
entrance being designated by START i n  t h e  f i g u r e .  The f i r s t  
* 
Fig .  6 < 
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opera t ion  performed is  t h a t  of i n i t i a l i z a t i l n .  It i s  during 
t h i s  process t h a t  a l l  t h e  program va r i ab le s  are set t o  t h e i r  
i n i t i a l  states. Also, the l i n e  p r i n t e r  i s  i n i t i a l i z e d  and 
and t h e  da t a  header pr in ted .  Once complete, t h e  i n t e r r u p t  
l i n e  i s  e n a b l e d  and t h e  analog computer s igna led  t h a t  a n  
i t e r a t i o n  cyc le  i s  t o  begin. It i s  at t h i s  po in t  t h a t  t h e  
counter which con t ro l s  the opera te  t i m e  of t h e  a2alog i s  
s t a r t e d .  The d i g i t a l  computer than  h a l t s  and w a i t s  for an 
i n t e r r u p t  t o  s i g n a l  t h a t  t h e  per iod  T has ended. 
When t h e  i n t e r r u p t  occurs, t h e  d i g i t a l  program proceeds 
t o  t h e  next opera t ion  where t h e  values  of t h e  s ta tes  
an3 
Once t h e  inputs  t o  t h e  d i g i t a l  computer have been read,  a 
pulse  i s  sen t  t o  t h e  analog computer t o  p lace  t h e  i n t e g r a t o r s  
i n  t h e i r  i n i t i a l  condition mode. Since t h e  i n t e g r a t o r s  are 
a l ready  i n  i n i t i a l  condi t ion state due t o  t h e  reset mode, 
t h i s  pu lse  has no e f f e c t  bu t  it i s  needed la ter  when t h e  
system i s  i n  t h e  search  mode or  t h e  end-s ta te  mode where t h e  
i n t e g r a t o r s  are not so constrained. 
xk(T) 
k p (T)  of t h e  analog computer are r ead  by t h e  A/D conver te r .  
The next opera t ion  performed i s  t h a t  of ca l cu la t ing  t h e  
metr ic ,  Jk, based on t h e  samples of t h e  state obtained i n  
t h e  l as t  block. This  value i s  pecul ia r  t o  t h e  reset  mode 
and, t he re fo re ,  i s  designated Jo and saved as such. Once 
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t h e  metr ic  i s  ca lcu la ted ,  t h e  d i g i t a l  computer t e s t s  t h e  
system mode and branches t o  t h a t  po r t ion  of t h e  program 
which i s  exclusive t o  the  r e s e t  loop. 
The program now i n i t i a l i z e s  t h e  algori thm by s e t t i n g  
The values  of  t h e  components mk = ~ ' ( 0 )  = 0 and Jz = Jo. 
of 
noise source,  t h e  space of t h e  noise  being [ -W, W ] .  
t h a t  i n  r e s e t  mode pk(0) = Ek. 
pk(0) a r e  then  generated using a uniformly d i s t r i b u t e d  
Note 
A t  t h i s  point t h e  rese t  loop r e t u r n s  t o  t h e  mainstream 
of t h e  program by entering t h e  output po r t ion  of a cycle .  
It i s  here  t h a t  a l l  of  the q u a n t i t i e s  requi red  a t  t h e  analog 
computer a r e  converted t o  analog form by t h e  D/A converters.  
The da ta  sen t  t o  t h e  analog include 
Jk. Note t h a t  pk(0) i s  requi red  by t h e  analog computer 
whereas t h e  o thers  are displayed t o  determine i f  t h e  algori thm 
i s  funct ioning properly.  
pk(0)  , ~ ' ( 0 )  , Jz , and 
F ina l ly  t h e  d i g i t a l  program enables t h e  i n t e r r u p t  l i n e  
and s igna l s  t h e  analog computer and c o n t r o l  i n t e r f a c e  t o  
begin another cycle.  As before,  t h e  program now goes i n t o  a 
ha l t ed  s t a t e  waiting for t h e  i n t e r v a l  T t o  pass.  Cycling 
i n  t h e  r e s e t  loop continues u n t i l  t h e  operator  i s  ready t o  
begin a search cycle and does so by put t ing  t h e  hybrid system 
i n  t h e  search mode. 
B .  The Search Loop -- It i s  i n  t h e  search mode t h a t  t h e  
algori thm i s  used t o  seek a n  optimal so lu t ion  t o  t h e  con t ro l  
-28 - 
problem implemented. Search mode i s  s e l e c t e d  by t h e  opera tor  
at any t i m e  and i s  considered t o  begin on t h e  f i rs t  i t e r a t i o n  
after h i s  doing so.  
During t h e  f irst  i t e r a t i o n  of  search  mode, t h e  analog 
computer so lves  t h e  system, a d j o i n t  and c o n t r o l  equat ions 
using t h e  p ( 0 ) ' s  es tab l i shed  i n  t h e  l as t  cyc le  through t h e  
reset loop. The d i g i t a l  computer t hen  receives t h e  t i m e  T 
i n t e r r u p t  s i g n a l  and proceeds t o  read t h e  states xk(T) and 
pk(T) as shown i n  f i g u r e  7.  Once read,  t h e  i n t e g r a t o r s  are 
s e t  back t o  i n i t i a l  condi t ion where they w i l l  await t h e  next 
/ 
p(0)  t o  be generated by t h e  algori thm. The next operat ion 
computes t h e  metric as was done i n  t h e  r e s e t  loop; only t h i s  
time t h e  Jk i s  based on t h e  a c t u a l  s o l u t i o n  of t h e  system 
equations at time T .  
The system mode test is  next and r e s u l t s  i n  a branch t o  
t h a t  po r t ion  of t h e  program t h a t  so lves  t h e  a lgor i thm and 
generates  t h e  
The search branch begins with a , t e s t  t o  determine i f  t h e  
system i s  i n  end s ta te .  
p(0)  ' s  based on t h e  adapta t ion  pr ' inciples .  
S ince  t h i s  i s  t h e  f i r s t  t i m e  through 
t h e  search loop, end-state condi t ion  cannot have been e s t ab l i shed  
so  t h e  program proceeds t o  t h e  opera t ion  which tes ts  t h e  metr ic .  
Here a l l  of t h e  components of t h e  metr ic  are t e s t e d  according 
t o  equat ions(3)  and t h e  condi t ion  of a success or fa i lure  
ascer ta ined  as discussed before .  
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A t  t h i s  point  i n  the  d iscuss ion  we shall t a k e  t h e  r e s u l t s  
of t h e  metr ic  t e s t  t o  be a success  so t h a t  t h a t  po r t ion  of 
t h e  search loop can be examined. 
segment up-dates t h e  memory of t h e  algori thm by s e t t i n g  t h e  
last  good values  of t h e  pk (0 ) ,  t h e  vec tor  which 
gave t h i s  success,  and by setting t h e  last good metr ic  
t o  Jk. 
meets t h e  requirement of a so lu t ion ,  i . e . ,  Jz< E. 
f o r  t h e  moment t h a t  it does not and t h a t  t h e  program proceeds 
out t h e  lower branch of t he  t es t .  The program t h e n  generates  
t h e  next t r y  for t h e  ad jo in t  i n i t i a l  condi t ions  on t h e  basis 
of t h e  s ing le - s t ep  s t ra tegy .  Following t h e  establishment of 
pk+'(O) t h e  program t e s t s  Jk t o  determine i f  t h e  end-search 
s t r a t e g y  should b e  employed by comparing Jz with 6. If 
The f i rs t  opera t ion  i n  t h i s  
~ ( 0 ) ' s  t o  
Jz 
Next a t e s t  i s  made on t h e  metr ic  t o  see  i f  it 
Assume 
JL 
through mul t ip l i ca t ion  by t h e  constant  a; i f  Jz i s  not l e s s  
than  6, t h e  s tandard deviat ion i s  una l te red .  Then a f t e r  
s e t t i n g  CJ t o  t h e  s t a r t i n g  value 61, t h e  program execution 
r e tu rns  t o  t h a t  p a r t  which i s  common t o  a l l  loops, t h e  output 
por t ion .  The program then starts t h e  next i t e r a t i o n  exact ly  
as it does i n  t h e  reset loop. 
i s  l e s s ,  t h e  noise  standard dev ia t ion  sequence i s  reduced 
I f  t h e  t e s t  of t h e  metric had r e s u l t e d  i n  a f a i l u r e ,  t h e  
program would have branched t o  t h e  r i g h t  after t h e  metric test  
shown i n  t h e  f low graph. 
generate  a new s e t  of ad jo in t  i n i t i a l  condi t ions using t h e  
noise generator  as discussed i n  t h e  desc r ip t ion  of t h e  
Here t h e  primary func t ion  i s  t o  
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adapt ive  algori thm. Before t h e  actual genera t ion  o f  pk+’(O) 
can take place,  however, c e r t a i n  of t h e  a lgor i thm parameters 
must be  examined. These parameters c o n t r o l  t h e  maximum t i m e  
a t  a g iven  cr level,  t h e  changing of  u levels, and whether 
or not t o  start t h e  search anew. F i r s t ,  a t e s t  i s  performed 
t o  f i n d  out i f  q consecutive t r ia l s  have r e s u l t e d  i n  
fa i lures .  If not, u remains f ixed  and t h e  program executes 
t h e  jump ahead shown; if true,  u i s  incremented t o  t h e  next 
value i n  t h e  sequence (61, . . ., o y )  . 
determine if cr > c r y .  I f  not,  a jump ahead i s  executed. If 
it is ,  t h e n  a t e s t  i s  made t o  determine i f  t h e  sequence has 
been gone through C times. If so, t h e  program w i l l  r e i n i -  
t i a l i z e  i t s e l f  by enter ing t h e  reset loop f o r  a new start .  
T h i s  does not put t h e  hybrid system i n  reset  s t a t e  but only 
restarts the  algori thm. If t h e  program d id  not r e i n i t i a l i z e ,  
t hen  u i s  set  t o  ul, t o  prepare it f o r  another cyc le  
through t h e  sequence. 
N e x t  i s  a t e s t  t o  
This  br ings t h e  execution of t h e  program t o  t h e  genera t ion  
of t h e  noise  vector  
were less  than  q consecutive failures or i f  u was not 
g r e a t e r  than  o r ) .  The d i s t r i b u t i o n  of t h e  noise  generator  
i s  uniform over t h e  space [ -W, W] i f  no success  has been 
achieved s ince  f i r s t  entering t h e  search loop. Otherwise t h e  
d i s t r i b u t i o n  i s  gaussian with zero mean. Next, t h e  new 
ad jo in t  i n i t i a l  conditions are obtained by adding S k + l  
tkt1 (where it would have been i f  t h e r e  
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t o  t h e  las t  s e t  of adjoint  i n i t i a l  condi t ions which produced 
a success,  and t h e  program moves t o  t h e  output s ec t ion .  
The search  mode continues reducing t h e  metr ic  by t h e  
s e l e c t i o n  of 
so lu t ion  t o  t h e  simulated con t ro l  problem. This  so lu t ion  i s  
sensed a t  t h e  poin t  i n  the program where i s  compared 
w i t h  E .  This  t e s t  results i n  a branch t o  t h e  l e f t  where 
t h e  f i r s t  operat ion i s  t o  set  up t h e  end-s ta te  loop condi- 
t i o n .  Next, t h e  da t a  represent ing a s o l u t i o n  a r e  logged on 
t h e  p r i n t e r  and the  new adjo in t  i n i t i a l  condi t ions set t o  
t h e  value which gave t h e  so lu t ion .  The program then  goes 
t o  output with t h e  system set t o  perform t h e  end-s ta te  loop. 
p(0) u n t i l  a value i s  found which g ives  a 
Jz 
G i g .  8 C .  E n d S t a t e  Loop -- The end-s ta te  loop i s  shown i n  f i g u r e  8 by t h e  l i n e  weight emphasis. 
i n t e g r a t o r s  s t i l l  sequence through t h e i r  i n i t i a l  condi t ion 
or operate  modes j u s t  as  i n  t h e  search mode. However, 
p (0 )  remains f i x e d  a t  that  value which produced t h e  so lu t ion .  
I n  t h i s  manner it i s  possible  t o  observe t h e  optimal so lu t ions  
found by t h e  search algorithm on t h e  CRT disp lay  described 
e a r l i e r  . 
I n  end s t a t e  t h e  
AN EXAMPLF, ORBIT-TRANSFER PROBLEM 
I n  t h i s  s ec t ion  the usefulness  of t h e  random search 
algori thm i n  solving a moderately d i f f i c u l t  problem w i l l  be 
discussed. An o r b i t  - t ransfer  problem was s e l e c t e d  because 
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it i s  high order ,  nonlinear,  and i s  t h e  type  of problem fo r  
which opt imizat ion i s  appropriate .  That i s ,  s i n c e  such l a r g e  
amounts of f u e l  are involved i n  e f f e c t i n g  an o r b i t  t r a n s f e r ,  
it would be  p r o f i t a b l e  t o  minimize t h e  requi red  f u e l .  
f i r s t  four subsections,  we will formulate  t h e  problem, show 
t h e  equations which r e s u l t  from a n  app l i ca t ion  of  t h e  Maximum 
Pr inc ip l e ,  and discuss  t h e  boundary condi t ions and t h e  asso- 
c i a t e d  metric;  i n  t h e  last four subsect ions,  w e  w i l l  present  
some experimental  r e s u l t s  on t h e  c h a r a c t e r i s t i c s  of t h e  random 
search algori thm and on the o r b i t  - t r ans fe r  problem. 
I n  t h e  
Formulation 
The p a r t i c u l a r  o r b i t - t r a n s f e r  problem considered w a s  a 
t r a n s f e r  from an earth-moon t r a j e c t o r y  t o  a circular o r b i t  
around t h e  moon. The physical  s i t u a t i o n  i s  i l l u s t r a t e d  i n  
f i g u r e  9 for t h e  p lanar  s i t u a t i o n .  
i s  a c i r c l e  l9O km above t h e  lunar  surface,  i . e . ,  a c i r c l e  
of rad ius  1928 km. 
placed t h e  veh ic l e  on some t y p i c a l  o r b i t s  as shown i n  which 
per icynth ian  may or may not coincide with t h e  des i r ed  f i na l  
o r b i t .  The equations of motion i n  t h e  v i c i n i t y  of t h e  moon 
w i l l  be governed by two-body equations and t h e  t r a j e c t o r i e s  
w i l l  be hyperbolas as indicated.  For purposes of simulation, 
a good coordinate  system t o  descr ibe  t h e  motion i s  t h e  r o t a t i n g  
coordinate  system shown i n  f i g u r e  9; t h e  o r i g i n  i s  on t h e  
c i r c u l a r  o r b i t  and i t s  ve loc i ty  i s  t h e  same as f o r  
a p a r t i c l e  i n  t h a t  c i r c u l a r  o r b i t .  
Fig.  9 < The f i n a l  des i r ed  o r b i t  
The midcourse cor rec t ions  might have 
This  coord ina te  system 
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i s  a d e s i r a b l e  one t o  use because it sub t r ac t s  out l a r g e  
constant  values  from t h e  i n e r t i a l  coordinate  system. Assuming 
t h e  veh ic l e  i s  t o  be cont ro l led  by gimbaling a t h r u s t i n g  
engine i n  which t h e  mass flow r a t e  i s  used t o  vary t h e  t h r u s t ,  
t h e  exact equations of motion i n  t h e  r o t a t i n g  coordinate  
system shown i n  f i g u r e  9 a r e :  
m ( t ) 2  - 2 m ( t ) ?  = -rh(t)c cos  a + m ( t )  
The gimbaling implies the cons t r a in t  
cos2 a + cos2p = 1 
I n  t h e  above equations m ( t )  i s  t h e  vehic le  mass, w i s  t h e  
angular ve loc i ty  of t h e  r o t a t i n g  coordinate  system, c i s  
t h e  exhaust ve loc i ty ,  a and p 
vector  and t h e  x and 
t o  t h e  veh ic l e  i n  t h e  i n e r t i a l  coordinate  system, re 
rad ius  of t h e  des i red  c i r cu la r  o r b i t ,  and p i s  a g r a v i t a -  
t i o n a l  cons tan t .  Typical values  used were m ( 0 )  = 39,096 kg, 
c = 3.1405 km/sec, re = 1928.68 km, p = 4,890 km3/sec2, 
h ( t )  = -31.07 kg/sec, w = 8 . 2 5 9 ~ 1 0 ~  r / s ec .  
a r e  t h e  angles  between t h e  t h r u s t  
axes ,  r e spec t ive ly ,  r i s  t h e  r ad ius  Y 
i s  t h e  
Now i f  we l e t  x1 = X, x2 = X, xg = Y, x4 = Y, and 
x5 = m ( t ) ,  t h e  equations of motion can be put i n  t h e  s t a t e  
vec tor  form 
i = f ( x ,  u) 
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where x = (x1, x2, x3, x4, xg) and u = ( ~ 1 ,  U2, u3). I n  
expanded form we have t h e  s e t  of f i v e  nonlinear d i f f e r e n t i a l  
equations : 
21 = x2 \ 
k4 = -2wx2 + -+ cu2w x5 (3 -.$)x 3 
where u1 = cos u, u2 = cos P,  and = -h ( t ) .  It i s  worth 
noting with respec t  t o  simulation accuracy t h a t  by using t h e  
r o t a t i n g  coordinate  system t h e  terms involving r which aze 
d i f f i c u l t  t o  s imulate  accurately provide small cor rec t ions  
t o  t h e  more dominant terms involving only t h e  s t a t e s  i n  t h e  
r o t a t i n g  coordinate  system. These cor rec t ion  terms cannot 
be ignored, however. A simpler model which ignores t h e s e  
terms was found t o  introduce s i g n i f i c a n t  e r r o r s  i n  end 
s t a t e s  and f u e l  required.  
The t a s k  t o  be accomplished i s  t o  minimize t h e  f u e l  t o  
go from a given pos i t i on  on t h e  hyperbolic o r b i t  t o  t h e  
c i r c u l a r  o r b i t .  Thus, the  quant i ty  of f u e l  used i s  i n t r o -  
duced as t h e  added coordinate: 
xo( t )  = fl&(T)dT (18) 
0 
and w e  can i n t e r p r e t  t he  ob jec t ive  as t h e  minimization of 
t h e  t e rmina l  value xo(T). This  a d d i t i o n a l  coordinate  
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r equ i r e s  t h e  corresponding d i f f e r e n t i a l  equat ion 
ko( t )  = %(t) (19) 
t o  be adjoined t o  t h e  s e t  (17) .  
Maximum P r i n c i p l e  Solut ion 
Although app l i ca t ion  of t h e  Maximum P r i n c i p l e  t o  t h e  
present  problem w i l l  not b e  given i n  d e t a i l  here,  t h e  equa- 
t i o n s  important t o  t h e  hybrid computer implementation w i l l  
be summarized. F i r s t  a r e  t h e  ad jo in t  equations which are 
fundamental t o  t h e  development. 
equations can be shown t o  be 
The approximate a d j o i n t  
fi0 = 0 
Second are t h e  equations for  t h e  optimal c o n t r o l  vec tor  which 
have been der ived from t h e  Maximum Pr inc ip l e :  
P2 
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=P, 
llpll 
u2 
0 otherwise I 
where llPll =J- and M i s  t h e  magnitude of t h e  
maximum t h r u s t .  It is  seen t h a t  t h e  t h r u s t  magnitude i s  
e i t h e r  on or off depending on t h e  s i g n  of t h e  switching 
func t ion  v, and t h e  t h r u s t  angles  are continuous func t ions  
of t h e  ad jo in t  var iab les .  
it i s  now necessary t o  solve simultaneously by means of t h e  
To obta in  a n  e x p l i c i t  so lu t ion ,  
analog computer t h e  equations (17) f o r  x, equations (20) 
f o r  p, and equations (21) f o r  con t ro l  u, subjec t  t o  
c e r t a i n  boundary conditions y e t  t o  be discussed.  
i a r y  d i f f e r e n t i a l  equations f o r  x o ( t )  and p o ( t )  do not 
The a u x i l -  
couple t o  t h e  o ther  equations; they  can, t he re fo re ,  be dropped 
i n  t h e  implementation t o  be descr ibed later.  
Boundary Conditions 
The boundary conditions,  as yet unspecif ied,  a r e  t h e  
hear t  of t h e  random seazch method. The i n i t i a l  values  f o r  
t h e  s t a t e  vector  x(0)  a re  fixed at t h e  g iven  values while 
t h e  i n i t i a l  va lues  of the  
algorithm. 
p (0 )  vector  are chosen by t h e  
The des i r ed  terminal condi t ions  can be spec i f i ed  
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i n  a v a r i e t y  of ways depending on t h e  t a r g e t  set chosen. 
On t h e  one hand, t h e  end points  could be t r e a t e d  as f ixed  a t  
some point  such as t h e  o r ig in  of t h e  coordinate  system. T h i s  
i s  somewhat r e s t r i c t i v e .  On t h e  other  hand, t h e  end poin ts  
could be t r e a t e d  as var iab le  by t ak ing  t h e  t a r g e t  s e t  t o  be 
t h e  desired c i r c u l a r  o r b i t .  This  approach would y i e l d  t h e  
bes t  point  i n  t h e  t a r g e t  s e t  but  would r equ i r e  complicated 
. 
t r a n s v e r s a l i t y  condi t ions t o  be s a t i s f i e d .  We w i l l  take 
a middle ground i n  t h e  i n t e r e s t s  of not unduly complicating 
t h e  problem. We w i l l  t ake  t h e  t a r g e t  s e t  t o  be t h e  des i red  
c i r c u l a r  o r b i t ,  but w e  w i l l  consider t h e  end poin t  f i x e d  at 
whatever point  i n  t h e  t a r g e t  set i s  reached i n  t h e  f ixed  
t i m e ,  T .  The advantage of t h i s  s p e c i f i c a t i o n  i s  t h a t  t h e  
boundary condi t ions are somewhat simpler t h a n  i f  t r ansve r  - 
s a l i t y  condi t ions had been included. With t h e s e  boundary 
condi t ions t h e  vehic le  w i l l  reach some point  on t h e  desired 
c i r c u l a r  o r b i t  but perhaps not t h e  b e s t  po in t .  However, as 
we w i l l  s ee  i n  a l a t e r  example, t h e  f u e l s  f o r  t h e  l a r g e  
majori ty  of so lu t ions  were s o  c lose  t o  t h e  t h e o r e t i c a l  mini- 
mum f u e l  based on impulsive o r b i t  t r a n s f e r  t h a t  it does not 
appear t h a t  satisfying t r a n s v e r s a l i t y  condi t ions could result 
i n  a b e t t e r  so lu t ion  w i t h  lower f u e l .  This conclusion w a s  
found v a l i d  over t h e  range f o r  which t h e  problem w a s  s tud ied .  
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The s p e c i f i c  values  f o r  the  te rmina l  boundary condi t ions  can 
be  found from conventional theory and summarized as: 
f i x e d  
f r e e  
f r e e  
f i x e d  
For purposes of s a t i s f y i n g  t h e  boundary condi t ions,  t h e  
components of t h e  vec tor  metric J need t o  be spec i f i ed .  
Since t h e  t a r g e t  s e t  i s  taken t o  be t h e  c i r c u l a r  o r b i t ,  a 
s u i t  a b l e  displacement metric i s  
where re i s  t h e  r ad ius  of t h e  des i r ed  c i r c u l a r  o r b i t .  A s  
f o r  t h e  ve loc i ty  metr ic ,  it i s  c l e a r  t h a t  f o r  t h e  veh ic l e  t o  
s t a y  c lose  t o  t h e  desired c i r c u l a r  o r b i t  a f t e r  t h e  t e rmica l  
time T ,  we would l i k e :  
i n e r t i a l  ve loc i ty ,  V, t o  be small, and ( b )  t h e  t a n g e n t i a l  
component, VT, t o  be c lose  t o  t h e  v e l o c i t y  cons is ten t  with 
t h a t  f o r  t h e  c i r c u l a r  o r b i t ,  i . e . ,  r c w .  Thus, a reasonable  
metr ic  which measures the  e r r o r s  i n  t h e s e  ve loc i ty  components 
(a) t h e  radial component of t h e  
i s  
The q u a n t i t i e s  VT and VR a r e  simple t ransformations of t h e  
states i n  t h e  r o t a t i n g  coordinate system. 
va r i ab le  which must b e  f ixed  at t h e  t e r m i n a l  end i s  
The only ad jo in t  
so p5 
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t h a t  we use simply 
Jp = P52(T) (25) 
The values  t o  which t h e  components of 
a r e  somewhat dependent on t h e  mission and accuracy r equ i r e -  
ments a f t e r  t h e  te rmina l  t i m e .  
were chosen t o  be 
J must be reduced 
For most of t h e  study values  
1 cD = 8 km 
cv = 15 m/s  
‘p = 0.5  v o l t  
This  ve loc i ty  requirement reduces t h e  te rmina l  i n e r t i a l  veloc - 
i t y  t o  l e s s  t h a n  1% of the i n i t i a l  value.  
requirement was r e a d i l y  found experimentally.  
i n  t h e  discussion following equation (7) ,  values of cP 
seve ra l  times t h i s  value were found t o  be s a t i s f a c t o r y .  
The ad jo in t  va r i ab le  
A s  mentioned 
Behavior and Charac te r i s t ics  of t h e  Algorithm 
The implementation of t h e  random search algori thm f o r  
t h e  o r b i t  - t ransfer  problem followed c lose ly  t h e  d iscuss ion  
i n  a previous sec t ion  and no fu r the r  details  w i l l  be given 
here .  
t o  determine some of i t s  important proper t ies  and t h e  e f f e c t  
of sone of i t s  poss ib le  va r i a t ions .  
s tud ie s  w i l l  be discussed i n  t h i s  sec t ion .  
With t h i s  implementation t h e  algorithm was s tudied  
The r e s u l t s  of such 
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I n  order t o  study t h e  algorithm, we w i l l  conf ine  our  
i n t e r e s t  t o  one p a r t i c u l a r  s i t u a t i o n  of t h e  o r b i t  - t r ans fe r  
problem. T h i s  s i t u a t i o n  was chosen such that t h e  veh ic l e  i s  
approaching t h e  moon on t h e  hyperbolic o r b i t  number 2 as shown 
i n  f i g u r e  9. 
c i r c u l a r  o r b i t ,  which i s  190 km above t h e  lunar  su r face .  
Rather a r b i t r a r i l y  t h e  i n i t i a l  s t a r t i n g  po in t  was chosen 
as -37O,  and t h e  t ime allowed f o r  t h e  v e h i c l e  maneuver w a s  
t aken  t o  be 600 seconds. 
per icynth ian  with zero con t ro l  i s  534 seconds. 
Pericynthian co inc ides  with t h e  des i r ed  f i n a l  
For comparison, t h e  t ime t o  reach  
There a r e  two displays which wel l  i l lustrate t h e  manner 
i n  which t h e  system i t e r a t e s  and searches f o r  a so lu t ion .  
f irst  d i sp lay  i l l u s t r a t e d  i n  f i g u r e  10 g ives  information about F ig .  10 
t h e  success ive  improved i t e r a t i o n s .  I n  t h i s  f i g u r e  i s  shown 
t h e  successive improvedvalues of t h e  i n i t i a l  a d j o i n t  vector 
p(0)  and  t h e  corresponding decrease i n  t h e  boundary c o s t  
func t ions  JD, Jv, and Jp .  It i s  worth noting t h e  creeping 
na ture  of t h e  
even though t h e  i n i t i a l  square d i s t r i b u t i o n  w a s  
and t h e  maximum s tandard  dev ia t ion  of t h e  gauss ian  d i s t r i b u -  
t i o n  was cry = 10 v o l t s .  This  s i t u a t i o n  occurred o f t en .  
The second d isp lay ,  i l l u s t r a t e d  i n  f i g u r e  11, provides i n f o r -  F ig .  11 
mation about every i t e r a t i o n .  Here t h e  va lues  of t h e  boundary 
cost  func t ion  
and t h e  success fu l  i t e r a t i o n s .  It can be noted t h a t  when 
The < 
p,(O) value t o  a s o l u t i o n  va lue  of 24 v o l t s  
+l5 v o l t s  
< 
JD, Jv, and J p  a r e  shown f o r  every i t e r a t i o n  
no improvement i s  obtained i n  t h e  J vec to r ,  t h e  search  
gradual ly  en larges  u n t i l  an improvement i s  found. A t  t h i s  
po in t  t h e  sea rch  i s  loca l i zed .  With t h i s  t ype  of d i sp lay  
it i s  easy t o  s e l e c t  a r a t i o n a l  value f o r  t h e  lower l i m i t  
of t h e  s tandard  deviation, ul. 
The convergence t ime t o  ob ta in  a s o l u t i o n  i s  c e r t a i n l y  
one of t h e  c e n t r a l  considerations i n  t h e  random search  method. 
Since t h i s  t i m e  i s  a random v a r i a b l e ,  data were t aken  t o  
g ive  s u i t a b l e  averages and some i n d i c a t i o n  of t h e i r  accuracy. 
I n  terms of t h e  number of i t e r a t i o n s ,  N, r equ i r ed  for  a so lu -  
t i o n ,  it w a s  found from 70 so lu t ions  for t h e  p a r t i c u l a r  
s i t u a t i o n  descr ibed above t h a t  
- 
N = 7,724 
ON = 5,142 
Thus, t h e  average length  of t ime t o  ob ta in  a s o l u t i o n  i s  
about 1.25 minutes. The va lue  of UN g ives  some i n d i c a t i o n  
of t h e  accuracy t o  be expected for measurements of o ther  
s i t u a t i o n s .  For example, i f  25 t r i a l s  a r e  made f o r  another 
s i t u a t i o n ,  we would expect t h e  standard dev ia t ion  of t h e  
average t o  be 
a n  ind ica t ion ,  however, s ince  t h e  standard devia t ion ,  aN, 
would not l i k e l y  remain the  same for  o ther  s i t u a t i o n s .  
05 = an/m w 1,000. This r e l a t i o n  i s  only 
Next, we w i l l  examine some of t h e  poss ib l e  v a r i a t i o n s  
i n  t h e  algori thm and i t s  parameters t o  i n d i c a t e  t he i r  r e l a t i v e  
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e f f e c t s  on t h e  convergence. Although t h e s e  e f f e c t s  a r e  s tud ied  
f o r  t h e  given problem s i t u a t i o n ,  t h e  t r e n d s  are gene ra l ly  v a l i d  
f o r  o ther  s i t u a t i o n s .  
F ig .  12 < F i r s t ,  t h e  e f f e c t  of the  th re sho ld  s t r a t e g y  i s  shown i n  f i g u r e  12. The value of q = 0 corresponds t o  removing t h e  
th re sho ld  s t r a t e g y .  Also, a s tandard  dev ia t ion  is  shown on 
t h e  curve. It i s  worth no t ing  t h a t  some improvement can be 
obtained by increas ing  ? .  
Second, t h e  e f f ec t  of t h e  one-step s t r a t e g y ,  t h e  end- 
search s t r a t e g y ,  and an increased i n i t i a l  search  s i z e  a r e  
given below with standard devia t ions  as ind ica t ed .  It i s  
Average number 
of i t e r a t i o n s  
Algorithm with: one-step s t r a t e g y  
end-search s t r a t e g y  
normal i n i t i a l  search  s i z e  
Algorithm without one-st ep s t r a t e g y  
7,724 5 610 
12,707 2 1,150 
~- ~~~- _. -
Algorithm without end-s earch s t r a t e g y  
Algorithm with twice i n i t i a l  search s i z e  
seen t h a t  t h e  one-step s t ra tegy i s  f a i r l y  e f f e c t i v e ,  s ince  
i t s  d e l e t i o n  increases  convergence t ime by 658. It w a s  always 
7,065 f 1,626 
9,971 * 766 
b e n e f i c i a l  i n  terms of convergence, c o s t s  so  l i t t l e  i n  search 
t i m e ,  and was, the re fo re ,  always employed. On t h e  other hand, 
it i s  seen t h e r e  t h a t  t h e  end-search s t r a t e g y  i s  s l i g h t l y  
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d e l e t e r i o u s  f o r  t h e  given s i t u a t i o n  and inc reases  convergence 
t i m e  by 10%. 
i n  view of t h e  l i k e l y  standard dev ia t ion . ,  The end-search 
s t r a t e g y  appears t o  be of g rea t e s t  va lue  when t h e  algori thm 
has i t e r a t e d  t o  t h e  neighborhood of t h e  minimum and has d i f -  
f i c u l t y  i n  meeting t h e  boundary conditions;  such a s i t u a t i o n  
might e x i s t  perhaps i n  t h e  neighborhood of a very  sharp 
v a l l e y .  I n  t h e s e  cases,  the end-search s t r a t e g y  g r e a t l y  
reduces t he  s i z e  of t h e  search and enhances t he  c e r t a i n t y  
of f ind ing  t h e  minimum.  The e f f e c t  of i n i t i a l  search s i z e  
on convergence i s  i n t e r e s t i n g .  It i s  s u r p r i s i n g  t o  note t h a t  
an  inc rease  i n  t h e  i n i t i a l  search  s i z e  of 1005 i n  a l l  f i v e  
a d j o i n t  v a r i a b l e s  (32 times l a r g e r  volume) r e s u l t e d  i n  an  
inc rease  of only 308 i n  convergence t ime. 
This  increase  i s  not t o o  s i g n i f i c a n t ,  however, 
The i n i t i a l  starting value Jo i s  another parameter i n  
d i f f e r e n t  s t a r t i n g  values,  i n  f i g u r e  13, shows tha t  convergence 
t h e  a lgor i thm which i s  somewhat a r b i t r a r y .  The e f f e c t  of 
i s  f a i r l y  f l a t  w i t h i n  a wide range. A t  t h e  lower values,  t h e  
convergence t i m e  increases sharp ly  because t h e  search  approaches 
t h e  pure random search. 
Fig- < 
Resul t s  f o r  Orbi t  -Transfer Problem 
I n  t h i s  s e c t i o n  w e  w i l l  i l l u s t r a t e  i n  some d e t a i l  t h e  type  
of r e s u l t s  obtained for one p a r t i c u l a r  s i t u a t i o n ,  t h e  same 
s i t u a t i o n  as i n  t h e  preceding s e c t i o n .  
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A t y p i c a l  s o l u t i o n  which was obtained by t h e  random 
search algori thm i s  i l l u s t r a t e d  i n  f i g u r e  1 4  by t h e  r a t h e r  
complete set of time h i s to r i e s ;  shown are t h e  system states 
i n  t h e  r o t a t i n g  and i n e r t i a l  coordinate  systems, t h e  c o n t r o l  
vector ,  and t h e  a d j o i n t  va r i ab le s .  Perhaps t h e  most i n t e r e s t -  
ing are t h e  v e l o c i t i e s  i n  t h e  r o t a t i n g  frame which 
can be seen t o  be reduced from l a r g e  values  of around - 9 0  m/s  
and 400 m/s  t o  small values i n  order t o  reduce t h e  i n e r t i a l  
v e l o c i t y  components, VR and VT, t o  near t h e i r  des i r ed  values .  
Also t h e  quant i ty  r - rc, t h e  d i f f e rence  between t h e  veh ic l e  
t e rmina l  r ad ius  and the  des i red  c i r c u l a r  o r b i t  rad ius  can be  
seen t o  have been reduced t o  a small va lue  so t h a t  t h e  veh ic l e  
w i l l  end up c lose  t o  t h e  des i red  o r b i t .  The t e rmina l  i n e r t i a l  
value i s  s l i g h t l y  pos i t i ve  ind ica t ing  t h e  des i r ed  o r b i t  
was a t t a i n e d  s l i g h t l y  past  per icynthian.  The optimal c o n t r o l  
vec tor  i s  a l s o  of i n t e r e s t ;  it i s  ind ica t ed  t h a t  t h e  t h r u s t  
should be  turned on a t  about 260 seconds before  t h e  f i x e d  
f i n a l  t ime and d i r e c t e d  as  shown. 
Fig.  1 4  < 
x2 and x4 
Average performance and i t s  v a r i a t i o n  are perhaps more 
Observation of 70 s i g n i f i c a n t  t han  a n  ind iv idua l  s o l u t i o n .  
so lu t ions  revealed tha t  t h e i r  t i m e  histories were only 
s l i g h t l y  d i f f e r e n t .  
used, t h e  following s t a t i s t i c s  were obtained: 
I n  terms of t h e  end states and f u e l  
, 
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It i s  
6 - Ave r ( T )  - rc - 
Ave V, - r c w  = 2 
1 - Ave VR 
Ave f u e l  = 10,230 +80 kg 
25 km 
+8 km 
25 km 
*7 m/s 
+12 m/s 
Jorth noting here  ( f r o m x ,  y, nd r - re) t h  t t h  
s e t  of reachable po in t s  i s  centered s l i g h t l y  f u r t h e r  out 
than t h e  des i red  c i r c u l a r  o r b i t  and s l i g h t l y  pas t  pericynthian; 
t h e  s tandard devia t ion  shows t h i s  s e t  i s  confined t o  a very 
small region.  The i n e r t i a l  v e l o c i t i e s  i n d i c a t e  t h a t  they have 
been s u b s t a n t i a l l y  reduced from t h e  i n i t i a l  t o t a l  magnitude 
of approximately 2400 m/s. The f u e l  data a r e  i n t e r e s t i n g  
because t h e  f igu res  a r e  so c lose  t o  t h e  idea l i zed  minimum- 
f u e l  impulsive o r b i t  t r a n s f e r  of 10,120 kg. 
It i s  s i g n i f i c a n t  t o  note t h a t  from t h i s  same s e t  of 
70 so lu t ions ,  t h e  solutions f o r  t h e  i n i t i a l  condi t ion ad jo in t  
vector  p(0)  were v a s t l y  d i f f e r e n t  even though t h e  time 
h i s t o r i e s  of t h e  system s t a t e s  Vere so c lose .  The extremes 
observed as well  as t h e  p(0)  vector  corresponding t o  f i g -  
ure  1 4  a r e  as follows. 
Values f o r  Extremes Adjoint 
va r i ab le  f igu re  14  
-31.98 t o  +7.15 -11.36 
+1.08 t o  +14.67 +8.96 
Pl 
p2 
p3 
p4 
p5 
-8.33 to +35.60 -. 54 
-11.94 t o  +5.45 -9.25 
-7.98 t o  +8.11 -6.30 
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These r e s u l t s  are s ign i f i can t  because they  i l l umina te  t h e  nature 
of t h e  papping 
more d e t a i l  l a t e r ,  t hese  r e s u l t s  mean t h a t  t h e  boundary cos t  func- 
p(0) + J. I n  geometr ical  terms, discussed i n  
t i o n  hypersurfaces have many s t a l a c t i t e s  protruding below t h e  
E l e v e l .  
Variat ions i n  t h e  t ime allowed t o  reach  t h e  des i red  o r b i t  
were s tud ied  with much t h e  same type of r e s u l t s  as i n  t h e  
preceding two paragraphs. Solutions were obtained for t imes 
from 550 seconds t o  850 seconds ( t h e  t i m e  t o  reach per icynth ian  
with zero con t ro l  was 534 seconds). The main d i f f e rence  i n  
r e s u l t s  obtained was t h a t  as t h e  allowable t i m e  increases ,  t h e  
set of reachable poin ts  as given by and moves fu r the r  
around t h e  des i red  c i r c u l a r  o r b i t  and t h e  f u e l  requirements 
Q 
appear t o  increase .  For example, f o r  T = 850 seconds, 
x, 1828 km, y m  658 km, and t h e  f u e l  r equ i r ed  increased by 
about 300 kg. When t h e  allowable t i m e  i s  ou t s ide  t h e  range 
given above, no so lu t ions  could be obtained.  
Resul ts  f o r  Other S i tua t ions  
The algori thm w a s  experimentally t e s t e d  on a v a r i e t y  of 
s i t u a t i o n s .  They include d i f f e r e n t  i n i t i a l  po in t s  along each 
of t h e  t h r e e  t r a j e c t o r i e s  as ind ica ted  by t h e  g r i d  of po in ts  
i n  f i g u r e  9, d i f f e r e n t  allowable times for t h e  veh ic l e  t o  
reach t h e  des i red  poin t ,  and v a r i a t i o n s  i n  some of t h e  
veh ic l e  design parameters. A sampling of some of t hese  da ta  
and a few comments a r e  appropriate .  
Figures 15 and 16 show t w o  d i f f e r e n t  so lu t ions  t o  t h e  <&4.1;5 
same problem i n  which t h e  s t a r t i n g  poin t  i s  fu r the r  along on 
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o r b i t  2 (-13') than  i n  t h e  previous two s e c t i o n s .  These 
s o l u t i o n s  a r e  i n t e r e s t i n g  because of t h e  unusual c o n t r o l  
func t ions  found. One of t h e  c o n t r o l  s o l u t i o n s  has two t h r u s t -  
ing per iods  (on-off -on) w i t h  t h e  i n i t i a l  t h r u s t i n g  being q u i t e  
long; t h e  other s o l u t i o n  has only one t h r u s t i n g  per iod  (on-off)  
and aga in  t h e  i n i t i a l  t h rus t ing  i s  long. I n  c o n t r a s t ,  most 
of t h e  so lu t ions  found for other s i t u a t i o n s  have only a s i n g l e  
t h r u s t i n g  per iod  of t h e  off-on type.  
/ 
Next, f i g u r e s  17 and 18 i l l u s t r a t e  s o l u t i o n s  which were /Figs. 17 
\nd 18 - 
obtained on o r b i t s  1 and 3. On o r b i t  1, t h e  s o l u t i o n s  showed 
t h e r e  w a s  always one th rus t ing  per iod  of t h e  off-on type  ( s e e  
f i g .  17) f o r  a l l  s t a r t i n g  points along t h e  o r b i t  and a l l  t imes 
T f o r  which so lu t ions  could be  obtained; t h e  f u e l s  used were 
c l o s e  t o  t h e  values obtained on o r b i t  2. On o r b i t  3, t h e  
so lu t ions  nearly always consisted of t h e  more unusual two 
t h r u s t i n g  periods of t h e  on-off-on type  ( s e e  f i g .  18). 
was a l s o  noted t h a t  so lu t ions  were q u i t e  d i f f i c u l t  t o  ob ta in  
It 
on o r b i t  3 and t h a t  t h e  f u e l s  r equ i r ed  were approximately 
1500 kg grea te r  t han  on o r b i t s  1 and 2. No explanation was 
apparent . 
Fina l ly ,  it w a s  demonstrated t h a t  t h e  random search  
approach could be of considerable va lue  i n  prel iminary veh ic l e  
design. For t h i s  purpose t h e  e f f e c t s  of varying some of t h e  
i n i t i a l  veh ic l e  design parameters were inves t iga t ed ,  namely, 
t h r u s t  l e v e l  and mss. It i s  s i g n i f i c a n t  t o  note t h a t  so lu t ions  
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could r e a d i l y  b e  obtained with engines of 75s and 50s of 
t h e  hormal t h r u s t  capab i l i t y  used i n  t h e  previous po r t ions  of 
t h e  s tudy.  S imi la r ly ,  t he re  were no d i f f i c u l t i e s  i n  obta in ing  
so lu t ions  f o r  d i f f e r e n t  i n i t i a l  veh ic l e  masses. 
Boundary Cost Function Surfaces 
Perhaps t h e  most i l lumina t ing  results were revea led  by a n  
experimental  s tudy of t h e  mapping: p(0)  --+ J. Geometrically 
t h i s  mapping can be in t e rp re t ed  as three hypersurfaces ( r ep -  
resent ing  t h e  components of  t h e  metric J ) ,  which are func t ions  
of t h e  f i v e  a d j o i n t  i n i t i a l  condi t ions .  The charac te r  of t h e  
c ross  sec t ions  through these sur faces  a t  a s o l u t i o n  poin t  i s  
given i n  f i g u r e s  19 and 20 f o r  t h e  two d i f f e r e n t  problem 
s i t u a t i o n s  ind ica ted .  These curves were obtained by slowly 
F igs .  19 < and 20 
varying one of t h e  ad jo in t  va r i ab le s  from -100 v o l t s  t o  +lo0 v o l t s  
while a l l  t h e  o the r s  were f ixed  a t  t h e i r  r e spec t ive  s o l u t i o n  
values .  I n  t h i s  manner cross sec t ions  through t h e  hypersurfaces 
passing through a so lu t ion  poin t  were p l o t t e d .  Note t h e  d i p  
i n  a l l  t h r e e  surfaces at t h e  optimum value  of t h e  ad jo in t  
va r i ab le .  The i n t e r e s t  i n  t h e s e  curves i s ,  of course,  i n  
t h e  r a t h e r  i r r e g u l a r ,  multi-valleyed na ture  of t h e  sur faces  
as w e l l  as t h e  r a t h e r  narrow va l l eys  surrounding t h e  optimum 
poin t .  The sharpness or narrowness of t h i s  va l l ey  g ives  an  
ind ica t ion  of t h e  d i f f i c u l t y  i n  f ind ing  t h e  so lu t ion .  Fur ther ,  
t hese  sur faces  c l e a r l y  ind ica t e  t h e  d i f f i c u l t i e s  which gradien t  
methods would have because of  t h e  l i k e l y  p o s s i b i l i t y  of "hanging 
up" i n  t h e  wrong v a l l e y .  The two-dimensional c ros s  sec t ions  
-49 - 
shown g ive  only a h i n t  o f t h e  d i f f i c u l t i e s  t o  be encountered 
i n  t h e  a c t u a l  six-dimensional space.  
Another more p i c t o r i a l  r ep resen ta t ion  ( f o r  t h e  same 
problem s i t u a t i o n  as i n  f igure  19) i s  given by t h e  t h r e e -  
dimensional views i n  f igure  21. Here are shown t h e  boundary F ig .  21  
cos t  func t ion  sur faces  i n  t h e  pl, p2 plane and i n  t h e  pl, 
< 
p4 plane while a l l  o ther  ad jo in t  v a r i a b l e s  are f i x e d  at t h e i r  
so lu t ion  va lues .  These r e s u l t s  i l l u s t r a t e  t h e  cha rac t e r  of 
t h e  sur faces  away from t h e  optimum poin t  i n  two d i r ec t ions  
in s t ead  of only one d i rec t ion .  
Fur ther  c lues  as t o  the  na ture  of  t h e  boundary cos t  
func t ion  sur faces  are  revealed by previously presented data 
i n  which it was shown t h a t  many d i s t i n c t l y  d i f f e r e n t  p(0)  
vec tors  result i n  so lu t ions .  The s ign i f i cance  of t h i s  t ype  
da ta  i s  that it shows that t h e  sur faces  have many s t a l a c t i t e s  
which protrude below t h e  E l e v e l .  
CONCLUDING REMARKS 
It i s  worth emphasizing t h a t  t h e  ob jec t ive  i n  thespresent  
study has been t o  devise  and demonstrate a f e a s i b l e  method of  
implementing t h e  Maximum P r inc ip l e  based on an adapt ive  random 
search algori thm. It has been demonstrated t h a t  t h e  computa- 
t i o n a l  requirements a r e  most e f f e c t i v e l y  implemented on a hybrid 
computer system. The method has been shown t o  be a p r a c t i c a l  
approach t o  generat ing e x p l i c i t  opt imal  so lu t ions  f o r  a moderately 
complex example problem under a wide range of s i t u a t i o n s .  The 
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v e r s a t i l i t y  and ease i n  obtaining s o l u t i o n s  makes it a va luable  
approach f o r  prel iminary system design because it allows one 
t o  study t h e  t r adeof f s  among var ious  i n i t i a l  design choices i n  
terms of performance. More genera l ly ,  t h e  method could be 
appl ied  t o  any two-point boundary va lue  problem or t o  parameter 
opt imizat ion of systems with g iven  conf igura t ions .  
More e f f ec t ive  u t i l i z a t i o n  of t h e  method e i t h e r  i n  an  
on-l ine or of f - l i ne  implementation could be r e a l i z e d  by an 
increase  i n  t h e  i t e r a t i o n  r a t e .  Such increases  w i l l  i n  
genera l  have t o  be t h e  r e s u l t  of advances i n  hybrid systems. 
However, a moderate increase i n  r a t e  could be r e a l i z e d  with 
t h e  present  system by ca re fu l  redes ign  of t h e  program. 
Undoubtedly t h e  most important l i m i t a t i o n  of t h e  method 
i s  due t o  t h e  minimum reso lu t ion  of t h e  analog computer. 
Thus c e r t a i n  problems with excessive dynamic range might be 
excluded. 
The approach has a number of advantages over a l t e r n a t e  
approaches. It i s  conceptually simple,  s t ra ight forward ,  and 
e a s i l y  implemented. It can be app l i ed  uniformly within i t s  
l i m i t a t i o n s .  No r e s t r i c t i o n s  are placed on t h e  boundary 
sur face ,  and an  a n a l y t i c a l  expression f o r  t h e  sur face  i s  not 
requi red .  The algori thm's  l o c a l  and g loba l  search  p rope r t i e s  
provide it with t h e  a b i l i t y  t o  jump from one l o c a l  va l l ey  t o  
another so t h a t  "hanging up" i n  l o c a l  va l l eys  i s  avoided. 
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FIGURE LEGEND3 
Figure 1.- Hybrid system block diagram f o r  random search method. 
Figure 2. - Typical  boundary cos t  func t ion  su r face .  
Figure 3. .- Hybrid system hardware. 
Figure 4 . -  Sequencing of events during one i t e r a t i o n .  
Figure 5.- Algorithm flow graph. 
Figure 6. - Reset loop. 
Figure 7. - Search loop. 
Figure 8. - End-state loop. 
Figure 9. - Geometry of o rb i t  - t ransfer  problem. 
Figure 10.- Behavior of successful  i t e r a t i o n s  during search.  
Figure 11. - Behavior of  every i t e r a t i o n  during search .  
Figure 12.  - Effec t  on convergence of th reshold  s t r a t e g y .  
Figure 13 . -  Ef fec t  on convergence of varying i n i t i a l  value 
Figure 14 . -  Time h i s t o r y  solut ions;  o r b i t  2, x(0) a t  -37O, 
Jo. 
T = 600 see .  
Figure 15.  - T i m e  h i s t o r y  so lu t ions  1; o r b i t  2, x(0) at  -l3O, 
T = 400 see .  
Figure 16. - Time h i s t o r y  so lu t ions  2; o r b i t  2, x ( 0 )  a t  -13O, 
T = 400 sec .  
Figure 17.- Time h i s t o r y  solut ions;  o r b i t  1, x(0) a t  -60°, 
T = 971 see .  
Figure 18.- Time h i s t o r y  so lu t ions ;  o r b i t  3, x(0) at  -bo, 
T = 1075 sec. 
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Figure 19.  - Two-dimensional c ros s  s e c t i o n s  of boundary hyper - 
surface; o r b i t  2, x(0) at  -37O, T = 600 see .  
Figure 20.- Two-dimensional c ros s  sec t ions  of boundary hyper- 
surface; o r b i t  3, x(0) a t  -60°, T = 1075 see .  
F igure  21. - Three-dimensional c ross  s e c t i o n s  of boundary hyper - 
surface;  o r b i t  2, x(0) at -37', T = 600 see .  
(4 P1, P2 plane. 
Figure 21. - Concluded. 
( b )  PI, ~4 plane. 
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Figure 5 . -  Algorithm flow graph. 
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Figure 6 .  - Reset loop.  
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Figure 7 .  - Search loop.  
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Figure 8. - End-state  loop. 
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Figure  21. - Three-dimensional c ros s  sec t ions  of boundary hypersurface; 
o r b i t  2, x(0) a t  -37O, T = 600 sec .  
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(b) PI, p4  plane.  
Figure 21. - C mcluded . 
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