In this paper two main results are obtained for a nematic liquid crystal model with timedependent boundary Dirichlet data for the orientation of the crystal molecules. First, the initial-boundary problem is considered, obtaining the existence of global in time (up to infinity time) weak solution, the existence of global regular solution for viscosity coefficient big enough, and the weak/strong uniqueness. Second, using these previous results and the existence of time-periodic weak solutions proved in [2], the regularity of any time-periodic weak solution is deduced for viscosity coefficient big enough.
Introduction
In this work, a simplified Ericksen-Leslie version for a nematic liquid crystal model is considered; see for instance [8] for a formulation of a more complete liquid crystal problem.
This model can be seen as a variant of the Navier-Stokes problem (respect to the velocitypressure unknowns (u, p)) coupled with a convection-diffusion system for a new variable d, which is a unit vectorial function modelling the orientation of the crystal molecules. On the other hand, it is usual to consider an approximation by Ginzburg-Landau penalization ( [1] ) for the constraint |d| = 1 (|d| = |d(t, x)| denotes the point-wise euclidean norm). This penalized model (where the constraint |d| = 1 is relaxed by |d| ≤ 1) was introduced by Lin in [6] and studied (from a mathematical point of view) by Lin and Liu in [7, 8] . Coutand and Shkoller in [4] also studied this simplified model but including stretching effects. 
The constants ν, λ and γ are positive, representing respectively, the fluid viscosity, an elasticity constant and a relaxation time (for simplicity we consider λ = γ = 1 and ν > 0 and for the last result, large enough). The problem (1) is completed with the (Dirichlet) boundary conditions
(assuming as in [2] a time-depending boundary data for d given by h : ∂Ω × (0, +∞) → IR N ; in [7, 8] only a time-independent boundary data is considered) and either the initial condition
or the time-periodic condition:
where T > 0 is a given final time. In this last case, we assume, moreover, that h(0) = h(T ).
This model has, beside well known difficulties for the Navier-Stokes problem (a nonlinear parabolic system with the free divergence constraint related to the pressure), other different difficulties which come from the strongly nonlinear coupling between the orientation vector d and the velocity-pressure (u, p) and from the constraint |d| ≤ 1.
An essential characteristic of the problem for d (given u), either the initial-value problem with (3) or the time-periodic case with (4), is the following weak maximum principle (see [7, 2] ): Assume |h| ≤ 1 on ∂Ω × (0, T ) and either |d 0 | ≤ 1 in Ω for the initial-value problem or h(0) = h(T ) on
below for the definition of spaces V and H), any point-wise solution for the d-problem verifies
In [7] , considering the initial-value problem (1)-(3) with time-independent boundary conditions for d, authors prove existence of global weak solution (
if ν is big enough for N = 3 and uniqueness of regular solutions. However, in these previous results of [7] there is an important simplification; the boundary data h does not depend on time.
In this case, the time-periodic problem (1),(2),(4) with boundary condition independent of the time (d(x, t) |∂Ω×(0,T ) = d 0 (x)), leads to a trivial problem (see [2] ), because all "static" solutions
time-periodic solutions. Respect to the nontrivial case of time-dependent boundary condition, the existence of weak time-periodic solutions of (1), (2), (4) is proved in [2] .
The main results of the present article are the following: always for boundary data h depending on the time, we prove existence of global weak solution (defined in [0, +∞)) for the initial value problem (1)-(3), existence of global strong solutions under the constraint of viscosity coefficient ν big enough and uniqueness of strong/weak solutions, that is any weak solution coincides with the strong solution (if this strong solution exists). Moreover, we prove existence of regular timeperiodic solutions under the same type of constraint.
A existence result of regular time-periodic solutions for a generalized Boussinesq model can be seen in [3] .
The paper is organized as follows. In Section 2, some differential inequalities in weak norms are deduced, whereas Section 3 is devoted to obtain differential inequalities in strong norms. In Section 4, the global in time solution of the initial-value problem is studied (at infinity time), and finally the existence of strong time-periodic solution is obtained in Section 5, using results of Section 4 and the existence of weak time-periodic solution of [2] .
• In general, the notation will be abridged. We set
the Banach space L p (0, T ; X). Also, boldface letters will be used for vectorial spaces, for
• The L p norm is denoted by |·| p , 1 ≤ p ≤ ∞, the H m norm by · m (in particular |·| 2 = · 0 ) and the product norm in
• We set V the space formed by all fields u ∈ C
. H and V are Hilbert spaces for the norms | · | 2 and · 1 , respectively. Furthermore,
• In the sequel, C, D > 0 will denote different constants, depending only on the fixed data of the problem, as Ω, λ, γ.
Differential inequalities in weak norms

A lifting function
We define d(t) as the weak solution of the Laplace-Dirichlet problem
In the time-periodic case, since by hypothesis 
jointly with either the initial condition
Remark: The choice of this type of lifting function allows us to obtain estimates up to infinity time, which is not possible with the lifting function that we will consider in Section 3.
Differential inequalities
We will give two different differential equalities in the next two lemmas.
Lemma 1 If u and d are regular enough, the following differential inequality holds:
Proof: Taking u and −∆ d as test functions in (6), adding up, taking into account that
one arrives (at least formally) at the following energy equality:
Consequently, applying Young inequality, one has (7).
Lemma 2 If u and d are regular enough, the following differential inequality holds:
Proof: Taking u and −∆ d + f(d) as test functions in (6), adding up and taking into account (8),
****************** By rewriting the second term as
by using |f(d)| ≤ 1 ε 2 owing to the maximum principle |d| ≤ 1 one has
Therefore, one arrives (at least formally) at (9).
Differential inequalities in regular norms
A lifting function
We will consider another suitable lifting function d for the boundary data h (that we denote equal) in such a way that we could made estimates of H 3 -type for the homogeneous variable related to d (see [5] ). Concretely, we define d as the solution of the problem:
Then, the d−problem of (1) can be rewritten as follows:
and
in Ω for the time-periodic case. As consequence of the maximum principle |d| ≤ 1 and
We are going to consider the following equivalents norms:
Remark: Owing to the lifting function considered in this section, we have that
because the rest of the terms in (11) vanish on the boundary. That is not true with the lifting function of the Section 2.
Differential inequalities
In the previous conditions, the following regularity result will be frequently used.
(Ω) and
Then, by adding and subtracting f(d) into the norms d 2 ≈ |∆ d| 2 and
we obtain the first and second inequality, respectively, using that |f(d)| ≤ C and
Then, if u and d are regular enough, the following differential inequality holds:
where D, E > 0 are constants independent of ν.
Proof: Taking Au as test functions in the u-system of (1) (A being the Stokes operator) and applying adequately Hölder and Young's inequalities, one obtains:
Hence, owing to Lemma 3, weak estimates (
, we have:
In the last term we have considered that C/ν is uniformly bounded respect to ν, as ν ≥ ν 0 .
By taking gradient in the d-system (11), multiplying by 
By using the d-system we have that
hence, the first term on the right hand side of (14) can be written as
Taking into account that
, we can bound these terms by:
The second term on the right hand side of (14) is estimated by
Analogously, the last term on the right hand side of (14) is bounded by
Consequently, applying previous estimates in (14) and considering that C/ν is uniformly bounded respect to ν as ν ≥ ν 0 , we arrive at
From (13) and (15) we obtain (12).
Global solution of the initial-value problem
Definition 5 We say that (u, d) is a weak solution of (1)- (3) if
verifying
In the finite time case (T < ∞), (17) holds even when
Remark: (16) and (17) imply that (
Definition 6
We say that (u, p, d) a weak solution of (1)- (3) is also a strong solution if
verifying the following system a.e. in Q:
In the finite time case (T < ∞), again γ = 0 can be taken in (19).
Remark: (18) and (19) imply that for all γ > 0 and for all t ≥ 0:
Theorem 7 (Existence and uniqueness of the initial-valued problem)
(1) Let Ω be a bounded domain in R 3 with boundary ∂Ω of class independent of ν for each ν ≥ 1/2, and the follow energy inequality:
where the lifting function d is defined as in Section 3.
(2) If moreover, ∂Ω is of class
there exists an unique strong solution of (1)-(3) in [0, +∞), which verifies (18) and (19) with constants C 3 , C 4 independent of ν.
is a weak solution of (1)-(3) which verifies the energy inequality (24) and (
is a strong solution of (1)-(3), then both solutions coincide.
Proof:
(1) In the proof of this part a semi-Galerkin method will be used. Let {w i } n ≥ 1 a "special" basis of V formed by eigenfunctions of the Stokes problem
Let V m be the finite-dimensional subspace spanned by {w 1 , w 2 , . . . , w n }. 
, and the following variational formulation holds:
Here, P m : H → V m denotes the usual orthogonal projector from H onto V m . In particular,
The existence and uniqueness of local in time solution of (25) (in Q T , for small enough T ) is proved in the Appendix. Moreover, one has the estimates (independent of m): u m bounded in
. This suffices to control nonlinear terms and to pass to the limit in (25). Therefore, we get a weak solution of initial-valued
Next, to extend the solution to whole [0, +∞) we will prove that the approximate solutions (u m (t), d m (t)) are bounded in [0, +∞). By using the lifting (5) (Section 2), the approximate problem (25) can be rewritten as follows: From (7), one has in particular
where C 0 = min{ 2ν P , 1 P } and P is a Poincaré constant (for each ν ≥ 1/2, C 0 = 1/P a constant independent of ν). In the last estimate we have used that |f(d m )| 2 2 is bounded in L ∞ (0, +∞) and 
for all t ≥ 0, with C > 0 a constant independent of ν, hence (16) holds with a constant C 1 independent of ν for all ν ≥ 1/2. Now, getting back to (7), multiplying by e γt for any γ > 0 and using the uniform in time estimates (28), we get
From this last differential inequality is easy to deduce (17) for a constant C 2 independent of ν for all ν ≥ 1/2. Then, existence of weak solution of (1)- (3) in (0, +∞) can be proved by means of a rather standard pass to the limit argument.
To obtain (24) 
then (12) is rewritten as follows:
where E, D > 0 are constants (independent of ν).
We will prove that Φ(t) ≤ M for all t ∈ [0, ∞), where M will be a constant independent of ν that we will specify latter. By an absurd argument, let t * > 0 be a time such that
Next, we shall assume that ν ≥ ν 0 where ν 0 = ν 0 (E, M ) is a constant verifying
(recall that E is independent of ν). In particular ν 0 > 1. Then,
We denote P = 1/C whereC is the Poincaré constant such that Φ ≤CΨ. Therefore, Ψ ≥ P Φ,
Multiplying (31) by e P t and integrating in [0, t * ] one finds:
By using estimate (17), one has Φ(t
ν 0 , the constant C 2 is independent of ν. Therefore, if we choose a constant M > 0 such that
, we arrive at contradiction.
is bounded for any t ∈ [0, ∞]. Finally, taking into account Lemma 3 a), (18) is deduced. Getting back to (30) we have
Multiplying by e γt for any γ > 0 and integrating in [0, t] it is easy to deduce that
hence, (19) is deduced taking into account Lemma 3 b). Finally, by passing to the limit, one finds that the limit (u, p, d) is the strong solution of (1)- (3) in (0, +∞). Now, we are going to prove estimates (21), (22) and (23) using the semi-Galerkin problem (25).
To prove (21) it suffices to consider ∂ t u m as test function in the u m -system of (25), multiply by e γt , integrate in [0, t] and use (18) and (19).
To prove (22), first one proves that
is bounded for all t. Indeed, from d m −system of (25) we have
(32) and owing to (18) and (19) the right hand side of (32) is bounded. Second, differenciating with respect to the time the d m -system of (25) and multiplying by ∂ t d m (t) one has
The three terms on the right hand side of the previous inequality are bounded respectively, by
therefore, applying L ∞ in time estimates already deduced, one arrives at
Then, multiplying by e γt for each γ > 0, integrating in [0, t] and using the bound (21) previously obtained, one arrives to (22).
Finally, estimate for pressure (23) can be deduced in a similar way from the u m -system.
(3)
We will use an argument of strong/weak uniqueness (see for instance [9] for Navier Stokes case).
be a weak solution of (1)- (3) verifying (24) and let (u 2 , d 2 ) be a regular solution. We 
By bounding adequately the terms on the right hand side of (33) (see [2] ), using that f is locally lipschitz, |d 1 | ≤ 1, |d 2 | ≤ 1 and recalling that d = d, one arrives at
(34) 
Solution of time-periodic problem
In this section, we assume that T > 0 is finite and fix.
Definition 8
We say that (u, p, d) is a regular time-periodic solution of (1), (2) and (
satisfying (1) a.e. in (0, T ) × Ω, boundary conditions (2) and periodic conditions u(0) = u(T ),
in the sense of spaces V and H 2 respectively.
Theorem 9 (Existence and uniqueness of time-periodic solutions) Let Ω be a bounded domain in R 3 with boundary ∂Ω of class C 2,1 and
then there exists a regular periodic solution of (1), (2) and (4), which verifies (18) and (19) with constants C 3 and C 4 independent of ν.
Proof: Let (u, d) a weak time-periodic solution in (0, T ) of problem (1), furnished as in [2] by means of a Galerkin method.
Here, we will consider d = d − d, where d is the lifting function given in Section 2. From weak estimates of the weak time-periodic solutions made in [2] , there exits a constant C > 0 (independent of ν) such that
In particular, recalling (29) and that |f(d)| ≤ 1 ε 2 one has that
(Φ is defined in (29)). We will prove that Φ(t) is bounded in the whole time interval [0, +∞) in two steps. For that, we will choose two constants M 1 and M 2 that we will specify latter.
First step: There are two positive constants
We consider the strong solution of the problem (1), (2) with the initial condition fixed at
. Owing to uniqueness of weak/strong solution, this strong solution coincides in [t 0 , +∞) with the weak time-periodic solution. In particular, Φ(t) ≤ M 1 , ∀ t ∈ [t 0 , +∞) (indeed, it suffices to repeat the proof of Theorem 7 (2), starting from t 0 ).
Second step: There are two positive constants Finally, the regularity for ∂ t u, ∂ t d and p is obtained as in the proof of Theorem 7 (2).
Appendix
Theorem 10 There is a time T > 0 depending on u 0 , d 0 , m and Ω such that the semi-Galerkin problem (25) has a unique solution in Q T .
Proof: To prove the existence of semi-Galerkin approximate solution, a linearized argument will be used by splitting the problem (25) into the two following problems:
in Ω.
(36) 
It suffices to prove that if u m 2
By considering the lifting function d given in (10), the problem (35) can be rewrite as
by a constant which depends on the bound of u m 2
where K(T, M ) → 0 as T → 0, for each M > 0. That finishes the first step. By using the first step, ∇d m is bounded in L
Therefore, the right hand side of (40) On the other hand, we take M > 0 such that |u 0 | 
