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Abstract—The goal of this paper is to use the unsupervised 
machine learning method in road accident analytics, especially 
using k-means clustering to identify patterns and understand 
the relationships between variables recorded by the UK police 
department. These include features like number of casualties, 
number of vehicles, age of vehicle and age bracket of the driver. 
We aim to describe clusters of accidents based on similarity 
measures in the features and identify what separates each one. 
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I. INTRODUCTION 
Despite the improvements in transport technologies, road 
accidents in the UK are very common and cause not only 
significant damage to those directly affected but also cause 
significant inconvenience to the public [1]. However, due to 
the high complexity of each different accident based on 
driver’s fault, weather, road condition, specific location etc. it 
is almost impossible to build a mechanistic or first principle 
model (as opposed to a statistical model) to get deeper insight 
into how accidents happen and how we can prevent them [2]. 
The only feasible solution to understand the mechanism of 
accidents is perhaps analysing historic events and studying 
their patterns using different statistical modelling and machine 
learning methods. Machine learning methods have previously 
been used in the context of vehicle accident analytics such as 
various data mining approaches including classification and 
association rule mining [3],[4],[5], hybrid clustering 
regression approach [6], latent class clustering and Bayesian 
networks [7] or spatio-temporal clustering [8]. The k-means 
clustering has also been used successfully in profiling vehicle 
accident hotspots [9], identifying traffic congestion [10], 
modelling vehicle trajectories at cross roads along with fuzzy 
c-means clustering [11] for examining patterns of vehicle 
crashes in before-after analysis.  
In the interest of facilitating to answer these questions, the 
UK Government’s Department of Transport has released large 
datasets including all road accidents between 2005-2017 [12]. 
The number of car crashes per year is gradually on the decline 
in the UK. This is likely due to the technological progress of 
cars themselves rather than other external factor such as 
improving policing methods as numbers of road police fell by 
27% between 2010-2014, while accidents per month 
maintained a downward trend. Besides road policing focuses 
primarily on reducing fatal and serious accidents, usually the 
result of driving while under the influence of alcohol or drugs. 
This downward trend shows that vehicle accidents are very 
much a solvable problem, and that continued efforts in this 
field will gradually bring about life saving changes in the road 
systems of both developed and developing countries. With 
improved vehicle designs, this will become especially true as 
driverless vehicles using advanced data science technologies 
transition into the normal life. On contrary to these examples, 
we here focus mainly on higher and reduced dimensional 
clustering of road accident data in UK and map the variables 
on global and local geospatial scales for better understanding 
of the relationships of the features for such accidents.   
II. MATERIALS AND METHODS 
A. Description of the Dataset 
The dataset under consideration is obtained from Kaggle 
[12], which is a compendium of UK police traffic reports 
detailing accident information ranging from the year 2005 to 
2017 and vehicle information ranging from 2004 to 2016. It 
covers a wide range of 34 variables, though as discussed in the 
‘variables’ section some, if not most are not useable within the 
context of clustering, for being categorical variables in nature. 
As an example, ‘Did a police officer attend the scene’ which 
is a 1 or 0 is excluded from the variable list, which would have 
little meaning or weight when a clustering algorithm is 
applied. Figure 1 shows a multivariate scatterplot between 
variable pairs with 1D kernel density estimate (KDE) of the 
marginal distributions on the principal diagonal. The data 
visualization of variables of interest is carried out using the 
Python data visualisation package: Seaborn [13]. 
The volume of the dataset is 1.26 GB which poses 
additional challenge in loading it in the CPU memory and 
cleaning for non-numeric entries. There are over two million 
entries in the datasets which is sufficiently large to train a 
machine learning model reliably. It would have been possible 
to create an even larger dataset by merging multiple of such 
similar datasets from further years and removing duplicates by 
matching their ‘accident index’ variable. However, for brevity 
the analysis has been focussed on one big dataset in [12] only. 
B. Choice of Clustering as the k-means Algorithm 
The k-means clustering is one of the simplest clustering 
methods using only simple geometric distance calculations 
(e.g. Euclidean distance or others). It has good scalability, and 
is capable of clustering large datasets in moderate to high 
dimensions at reduced computational expense. It is a far more 
efficient choice when compared to nonlinear methods like 
spectral clustering which uses a nearest neighbour graph to 
calculate distance between the clusters. However, this method 
would also be very computationally expensive to use for a 
very large dataset as done in this paper which has over one 
million entries due to increasing memory usage in the 
intermediate steps of the clustering algorithm. Hence, we 
restrict our study with only k-means clustering. In recent 
literature, few other studies applied computational statistics 
and machine learning methods for road accident analytics. 
These include k-means clustering [14], KDE maps of the 
severity index and categorization of hotspots [15], visual 
analytics and clustering for anomaly detection, unusual road 
behaviours, obtaining heatmap of accident prone areas and 
carry out hypothesis testing [16], as the most prominent 
options in terms of computational speed and robustness.  
 
Figure 1: Multivariate scatterplot of the variables used in clustering. 
C. Hyperparameter Settings in the k-means Clustering 
The k-means clustering is a class of unsupervised machine 
learning algorithms that aims to separate n datapoints into k 
clusters. Unsupervised machine learning looks for patterns in 
a dataset with no prior labelling of the dataset, it uses a 
minimum of human supervision. Initially k centroids are 
randomly generated in the chosen multi-dimensional space. 
Every data point is then assigned to the closest centroid by 
minimum Euclidean distance criteria. Then the centroids are 
recalculated as the means of each new cluster and the 
assignment process are updated. Thus, the clusters gradually 
change with each iteration. The algorithm ends either when 
the centroids stabilize (no further change between two 
iterations) or when the given number of iterations have been 
performed. Due to the random nature of the initialization of 
the k-means clustering, it is not guaranteed to find the 
optimum arrangement. Due to this it is common to run the 
algorithm with several different initializations and then 
average the centroid coordinates that result. To calculate the 
optimum number of clusters for any given number of 
variables or features, one need to use the elbow curve, which 
matches the number of clusters against the mean square error 
(MSE) of all datapoints from their respective nearest cluster 
centroids. This process is repeated with increasing number of 
clusters but without plotting the points to save computing 
time. Using this method, we can determine the optimum 
number of clusters to use in mining this big dataset. 
D. Important Variables or Features in the Accident Data 
In order for variables to be usable in the k-means 
clustering algorithm they need to have a numeric value (float 
or integer) so that the Euclidean distance from the cluster 
centroids can be calculated. In this paper, we have used only 
variables that can be read as numerical variables for use 
within the k-means clustering. This includes 8 variables 
which are listed as an integer/float, or can easily be converted 
for example median value of the age bracket of the driver to 
feed as a single value to be used in the k-means algorithm as:  
• latitude information, 
• longitude information, 
• number of casualties, 
• number of vehicles, 
• age of the driver, 
• age of the vehicle, 
• speed limit, 
• engine capacity. 
III. RESULTS AND DISCUSSIONS 
A. General Overview of Road Accidents in the UK  
As a general context, here we provide a general overview 
of road accidents in UK, such as the density of accidents and 
where the urban or rural areas are in the UK. Figure 2 shows 
a decreasing trend of the number of road accidents in UK 
between 2005-2017 while it also shows small periodicity in 
the temporal pattern during winter due to fog and poor 
visibility. Figure 3 shows that most of the accidents are slight 
cases followed by serious and fatal cases. In Figure 4, we 
show the accident locations along with an overlayed 2D KDE 
plot which shows most of the accident-prone regions are 
around London and greater Manchester.   
 
Figure 2: UK Accidents per Month between 2005-2017. 
 
Figure 3: Pie-chart of the accident severity in percentages between the years 
2005-2017. 
 
Figure 4: Scatterplot of UK accidents, split by ‘Urban or Rural’ with an 
overlayed 2D KDE plot. 
B. Higher Dimensional Analysis with Eight Variables 
 
Figure 5: Distortion score elbow curve and computation time with increasing 
number of clusters for eight variables. 
 
Figure 6: Scatterplots by latitude-longitude for three clusters obtained by the 
k-means clustering algorithm applied on all the eight variables. 
 
Figure 7: Univariate KDE plot of the number of vehicles split by clusters. 
For our analysis, each datapoint has eight variables or 
dimensions viz. longitude, latitude, number of vehicles, 
number of casualties, speed limit, age of vehicle, engine 
capacity and age of driver. The datapoints are assigned to one 
of the three clusters. The three clusters were selected using 
the elbow method which identifies two clusters as optimal. 
However, the reduction in MSE vs. increase in the computing 
time for using three clusters is justifiable while also matching 
with the analysis in reduced dimensions. The datapoints in 
each of the 3 clusters can now be visualized in terms of 
scatterplots between the latitude-longitude as shown in Figure 
6 or as univariate KDE plots of the respective variable viz. 
number of vehicles (Figure 7), number of casualties (Figure 
8), speed limit (Figure 9), age of vehicle (Figure 10), engine 
capacity (Figure 11), driver’s age (Figure 12). 
 
Figure 8: Univariate KDE plot of the number of casualties split by clusters. 
 
Figure 9: Univariate KDE plots of the speed limit split by clusters. 
 
1) Observation from the Geospatial Map for 8D Data 
As can be seen, cluster label 0 dominates the UK map in 
Figure 6, with highly focused spatial groupings of clusters 1 
and 2 in narrow regions when the clustering is done on all 8 
variables. This is also evident from the highly skewed number 
of datapoints in cluster 0 as shown in Figure 13. 
 
Figure 10: Univariate KDE plot of the age of vehicle split by clusters. 
 
Figure 11: Univariate KDE plot of the engine capacity split by clusters. 
 
Figure 12: Univariate KDE of the driver’s age value split by clusters. 
 
Figure 13: Bar graph of the number of datapoints in each cluster for 8D data. 
 
2) Observation from Cluster 0 
This cluster is clearly separated by the data points for 
engine capacity, in the range of 0cc to ~3000cc as observed 
from Figure 11. It is the largest cluster, showing that lower cc 
accidents are the most frequent in the UK. Moving forward 
from 10 years of age, these lower cc accidents have a higher 
probability density of being in older vehicles than in the other 
groups. Conversely this means that higher cc vehicles are 
more likely to be younger vehicles which fits the intuition. 
3) Observation from Cluster 1 
This cluster has engine capacity range of approximately 
3000cc to 8000cc. The lower cc cluster dominates this 
clustering making it difficult to make observations relevant 
to other clusters. Cluster 1 is also slightly larger than cluster 
2, this is due to higher cc vehicles being rarer. 
4) Observation from Cluster 2 
This cluster has engine capacity range of 8000cc and 
above. It has the highest probability density for the youngest 
vehicles from 0 years to approximately 4 years. This suggests 
that owners of these very high cc vehicles are most likely to 
have an accident within the first 4 years of owning the car. 
5) General Observations 
The probability density of the age of vehicle declines 
rapidly for all clusters. This could be used to suggest that 
owners of young vehicles are more likely to crash within the 
first few years of owning the car in combination with the fact 
that there are simply fewer older cars on the road due to 
malfunction or other reasons. 
C. Reduced Dimensional Analysis with Seven Variables 
 As illustrated in the previous subsection, the engine 
capacity variable dominates the others showing clear 
separation of the clusters based on minimum overlapping 
intervals. In order to investigate the influence of other 
variables on the clustering, the engine capacity variable has 
been removed and the data is reduced to 7D. Repeating a 
similar elbow curve method to determine the optimum number 
of clusters, we observe from Figure 14 that three clusters is the 
optimal case for both computing time and minimum distance. 
Each of these clusters can now be visualized as 2D latitude-
longitude geospatial map as shown in Figure 15 or the 
respective variable spaces similar to the previous section 
given in Figure 16-Figure 20. Using this reduced 7D 
clustering improves balancing the number of datapoints in 
each cluster as shown in Figure 21.   
 
Figure 14: Distortion score elbow curve and computation time with 
increasing number of clusters for seven variables. 
 
 
Figure 15: Scatterplots by latitude-longitude for three clusters obtained by 
the k-means clustering algorithm applied on reduced seven variables. 
 
Figure 16: Univariate KDE plot of the number of vehicles for 7D data. 
 
 
Figure 17: Univariate KDE plot of the number of casualties for 7D data. 
 
Figure 18: Univariate KDE plots of the speed limit split for 7D data. 
 
Figure 19: Univariate KDE plot of the age of vehicle for 7D data. 
 
Figure 20: Univariate KDE of the driver’s age value for 7D data. 
 
Figure 21: Bar graph of the number of datapoints in each cluster for 7D data. 
 
1) Observation from the Geospatial Map for 7D Data 
 For the reduced 7D data, cluster 2 is found to be the most 
spatially widespread cluster, seemingly dominating rural areas 
with clusters 0 and cluster 1 being split between the urban 
regions. From the detailed plots in Figure 22-Figure 27, this 
appears to hold true, with what appears to be smaller towns 
and villages outside of Newcastle, London and Greater 
Manchester also split between clusters 0 and 1 in the reduced 
dimensional analysis. 
2) Observation from Cluster 0 
This is the largest cluster which contains accidents up to 
40mph zones involving individuals in age brackets up to 40 
years. It is almost exclusively positioned in urban areas, due 
to the speed limit influence on this cluster. This cluster 
potentially provides evidence to support the hypothesis that 
younger people driving in urban areas are the most likely to 
have a crash, interestingly it appears that when compared to 
cluster 1, they are also more likely to suffer a casualty as a 
result of the crash. 
3) Observation from Cluster 1 
This cluster contains accidents mostly in the 0 to 40mph 
range. As seen in Figure 18, there is a spike in probability 
density at the 60mph range though not nearly as much as 
cluster 2. This cluster contains accidents involving 
individuals in age bracket 50 and above. Interestingly, there 
is a lower number of casualties for this group. This perhaps 
suggests that accidents involving this older group are less 
likely to result in fatalities. Cluster 0 and cluster 1 overlap for 
number of vehicles, with a large spike at 2 vehicles far more 
than cluster 2. This may potentially support the hypothesis 
that urban crashes are more likely to involve multiple cars. 
4) Observation from Cluster 2 
Cluster 2 is differentiated from clusters 0 and cluster 1 by 
its much higher speed limit zones, involving accidents 
occurring in zones of 50mph to 70mph. This correlates with 
more rural areas under the national speed limit and 
motorways. It appears to have the highest probability density 
for multiple casualty accidents, there is a large spike at 3 
casualties in Figure 17. Based on the histogram in Figure 16, 
this cluster also appears to contain more accidents occurring 
with only a single vehicle. 
5) General Observations 
Going against the hypothesis that older drivers would be 
driving older vehicles, there appears to have low correlation 
between age of the driver and age of the vehicle. This is 
because all three clusters follow a similar path. There are a 
few spikes in the probability density throughout. But all three 
clusters look very similar in terms of the age of the vehicles. 
 
Figure 22: Newcastle localized geospatial map of higher dimensional (8D) 
cluster analysis. An enlarged version of Figure 6 around Newcastle. 
D. Localised Latitude and Longitude Plots 
Considering the macroscale clustering of Figure 6 and 
Figure 15, further enlarged versions of these geospatial maps 
are now generated for a more localized analysis around 
Newcastle, Greater London and Greater Manchester and 
Liverpool which is highlighted as the high density regions for 
accident in Figure 4 before the clustering was carried out. 
This is to show these high-density accident regions in greater 
detail in order to see the finer structures of the clustering. 
Figure 22, Figure 24, Figure 26 show the 8D clustering 
analysis applied to Newcastle, London and Manchester 
respectively. The 8D analysis shows that the macro-scale 
geospatial maps have little spatial correlation between the 
clusters, which are primarily being split by engine capacity. 
 
Figure 23: Newcastle localized geospatial map of higher dimensional (7D) 
cluster analysis. An enlarged version of Figure 6 around Newcastle. 
 
 
Figure 24: Greater London geospatial map of higher dimensional (8D) 
cluster analysis. An enlarged version of Figure 6 around London. 
 
 
Figure 25: Greater London localized geospatial map of higher dimensional 
(7D) cluster analysis. An enlarged version of Figure 6 around London. 
 
 
Figure 26: Greater Manchester and Liverpool localized geospatial map of 
higher dimensional (8D) cluster analysis. An enlarged version of Figure 6 
around Manchester and Liverpool. 
 
Figure 23, Figure 25, Figure 27 show the reduced 7D 
analysis around Newcastle, London and Manchester regions 
which reveals that clusters 0 and 1 not only apply to urban 
cities but also smaller towns and villages. This is because a 
heavily influential feature in the reduced 7D analysis is the 
speed limit. These enlarged maps of the reduced 7D analysis 
show that motorways are considered as a part of cluster 2. 
This will be due to speed limit. However, it is interesting to 
note that truly rural crashes correlate enough with motorway 
crashes which need to be considered a part of the same group. 
Here again motorways passing around city centers are visible 
as being a part of cluster 2. This suggests that a more in-depth 
breakdown of road class and its correlation with the clusters 
formed may be interesting to investigate further. By looking 
at the enlarged pictures we can observe the finer structures of 
the clusters and the relationships between the variables which 
do not change with the geospatial scale of the observation. 
 
Figure 27: Greater Manchester and Liverpool localized geospatial map of 
higher dimensional (7D) cluster analysis. An enlarged version of Figure 6 
around Manchester and Liverpool. 
 
In Figure 28 and Figure 29 we show the latitude and 
longitude plots of Motorway class and A class roads. This 
excludes A class roads in urban areas which were all included 
in cluster 2 of the reduced dimensional analysis. The details 
can be seen in the localised plots in Figure 25-Figure 27 which 
include motorways. There appears to be no spatial correlation 
at least in these variables, though the connection may be worth 
further investigation. 
 
Figure 28: Latitude longitude plot of A class roads coloured and sized by the 
number of casualties. 
IV. FUTURE SCOPE OF WORK 
The future scope of work would be to look in detail at other 
clustering and statistical modelling methods for a detailed 
comparison of additional information gained vs. complexity 
of the models. A greater number of variables can also be 
included in the analysis after researching and adapting each 
one to fit the basic k-means clustering inputs, such as 
correlating weather conditions from local or national weather 
station e.g. temperature or wind condition data with accidents 
in the UK. These may provide additional insights into what 
weather conditions cause what kind of accident and if any 
specific group is more at risk. It would also be interesting to 
look in further detail at what role road class plays in road 
accidents, given that motorways and rural crashes are similar 
enough to be put into the same category e.g. high speed, more 
likely to be a single vehicle leading to greater chance of a 
fatality occurring. This encourages further study into other 
road classes and how far we can classify, or cluster vehicular 
accidents based on the class of roads, the accident occurs on. 
 
Figure 29: Latitude longitude plot of Motorway class roads coloured and 
sized by the number of casualties. 
V. CONCLUSION 
The k-means has been shown to be a good choice for 
accident analytics involving big open dataset for UK. 
However, other clustering methods could have been explored 
depending on the computing power requirements for handling 
such big data. The k-means combined with a breakdown of 
each cluster using KDE gives a lot of information about the 
variables under investigation. A simple use of k-means 
clustering on the UK road accident dataset supports boosting 
evidence for the hypothesis about vehicular accidents such as 
‘Young people are more likely to suffer an accident’ as well as 
provided more detail beyond this such as ‘Young people 
driving in urban areas are more likely to suffer an accident’. 
The dataset analysed here can be expanded in future. Further 
investigation could be carried out to explore the changing 
influence of vehicle accident variables over time, and which 
variables were more prominent in the past and what will 
become prominent in the future. The methodology used in this 
paper can easily be applied to other datasets, or datasets 
covering more years in the UK. It is computationally less 
expensive to use simpler clustering methods which provides a 
lot of insight into variables of accident analytics and 
prevention and allied topics in general. It may also be worth 
carrying out similar data analytics combining datasets from 
other countries. It may provide additional information that can 
be used in further refining the machine learning models to 
predict the probability of an accident for an individual, 
providing additional information for studies on driverless cars. 
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