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PARTIAL REGULARITY FOR MINIMIZERS OF
SINGULAR ENERGY FUNCTIONALS, WITH
APPLICATION TO LIQUID CRYSTAL MODELS
LAWRENCE C. EVANS, OLIVIER KNEUSS AND HUNG TRAN
Abstract. We study the partial regularity of minimizers for certain
singular functionals in the calculus of variations, motivated by Ball and
Majumdar’s recent modification [BM] of the Landau-de Gennes energy
functional.
1. Introduction
1.1 A singular variational problem. In this paper we establish
the partial regularity of minimizers u ∈ H1(U ;Rk) for singular energy
functionals having the form
(1.1) I[v] :=
∫
U
F (v, Dv) + f(v) dx
where F is quasiconvex in the gradient variables and the convex function
f blows up to infinity at the boundary of a given bounded open set K ⊂
R
k. As we will explain later in Section 5, this sort of energy functional
arises in some recently proposed models in nematic liquid crystal theory.
We assume hereafter that U ⊂ Rn is bounded smooth domain and that
K is a bounded, open convex subset of Rk. Our assumptions are these:
(H1) Hypotheses on f : The given function f : Rk → [0,∞] is
nonnegative, convex and smooth on K ⊂ Rk. We will write f = f(z).
We further require that
(1.2)
{
f(z) <∞ if z ∈ K,
f(z) =∞ if z ∈ Rk −K
and
(1.3) f(z)→∞ as dist(z, ∂K) → 0, z ∈ K.
(H2) Hypotheses on F : We assume F : Rk ×Mk×n → R is given,
M
k×n denoting the space of real, k× n matrices. We write F = F (z, P ).
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supported by Swiss NSF Grant 143575, and HT is supported in part by NSF Grant
DMS-1001724.
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We suppose as well that F is uniformly strictly quasiconvex in the P
variables. This means that there exists a constant γ > 0 such that
(1.4)
∫
V
F (z, P ) + γ|Dw|2 dx ≤
∫
V
F (z, P +Dw) dx,
for each smooth bounded domain V ⊂ Rn, each z ∈ Rk and P ∈ Mk×n,
and all w ∈ C1(V ;Rk) satisfying w = 0 on ∂V . The physical significance
of quasiconvexity is discussed for instance in the foundational paper [B]
of Ball.
We introduce the further technical assumptions that
(1.5)


|D2PF (z, P )| ≤ C,
γ|P |2 ≤ F (z, P ) + C,
|F (z, P )− F (zˆ, P )| ≤ C(1 + |P |2)|z − zˆ|,
for appropriate constants C, γ > 0 and all z, zˆ ∈ Rk, P ∈ Mk×n.
(H3) Hypothesis on admissible mappings: We propose to mini-
mize the functional I[·] over the admissible class of functions
A := {v ∈ H1(U ;Rk) | v = g on ∂U in the trace sense},
where the given smooth function g : ∂U → Rk provides the boundary
conditions. For this we need to assume
(1.6) there exists u∗ ∈ A with finite energy: I[u∗] <∞.
Under the hypotheses (H1)-(H3), standard arguments in the calculus
of variations prove the existence of a minimizer u ∈ A:
(1.7) I[u] = min
v∈A
I[v] <∞.
The key question that we address in this paper is the regularity of u.
Since I[u] < ∞, we certainly have u ∈ K almost everywhere, but con-
ceivably u(x) lies in Rk −K for a dense set of points x ∈ U .
Remark: Our hypothesis that the second derivatives in P of F are
bounded is restrictive for quasiconvex integrands, as most polyconvex F
will not satisfy this. Our partial regularity assertions are in fact valid
under more general growth conditions, but to keep this paper at a rea-
sonable length, we omit the proofs: see for instance [E1]. 
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2. Partial regularity for a model problem
The proof of partial regularity is a fairly straightforward modification
of standard, but rather complicated, variational techniques (cf [EG1]),
with particular attention paid to the singular term involving the function
f .
To keep the presentation fairly simple, we devote this section to a
simplified model where F = F (P ) depends only on the gradient. We
therefore consider now the energy functional
(2.1) I[v] =
∫
U
F (Dv) + f(v) dx,
and hereafter assume that u ∈ A is a minimizer.
2.1 Linear approximation. Given a ball B(x0, r) ⊂ U , we define
the quantity
(2.2) E(x0, r) := r
1/2 +−
∫
B(x0,r)
|Du− (Du)x0,r|
2 dx,
which measures the averaged L2-deviation of Du over the ball from its
average value
(Du)x0,r := −
∫
B(x0,r)
Du dx.
We later use also the similar notation
(u)x0,r := −
∫
B(x0,r)
u dx.
In the above formulas, the slash through the integral sign means the
average over the ball B(x0, r).
The following assertion is the key to C1 partial regularity:
Theorem 2.1. For each L > 0, there exists a constant C = C(L) with
the property that for each τ ∈ (0, 1
8
) there exists ǫ = ǫ(L, τ) > 0 such that
(2.3) |(u)x0,r|, |f((u)x0,r)|, |(Du)x0,r| ≤ L
and
(2.4) E(x0, r) ≤ ǫ
imply
(2.5) E(x0, τr) ≤ Cτ
1/2E(x0, r)
for each ball B(x0, r) ⊂ U .
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Proof. 1. We argue by contradiction. Should the Theorem be false, there
would exist balls {B(xm, rm)}
∞
m=1 ⊂ U such that
(2.6) |(u)xm,rm|, |f((u)xm,rm)|, |(Du)xm,rm| ≤ L,
and
(2.7) E(xm, rm) =: λ
2
m → 0,
but
(2.8) E(xm, τrm) > Cτ
1/2λ2m,
for a constant C we will select later.
2. We have from (2.2) and (2.7) that
(2.9) r1/2m ≤ λ
2
m.
Also
(2.10) λ−2m −
∫
B(xm,rm)
|Du− (Du)xm,rm |
2 dx ≤ 1.
We combine (2.10) with (2.6), to discover
−
∫
B(xm,rm)
|Du|2 dx ≤ C.
Put am := (u)xm,rm, Am := (Du)xm,rm , and introduce the rescaled
functions
vm(z) =
u(xm + rmz)− am − rmAmz
λmrm
for z ∈ B := B(0, 1). Then
Dvm(z) =
Du(xm + rmz)− Am
λm
,
and
(vm)B = (Dvm)B = 0.
Observe also that
−
∫
B
|Dvm(z)|
2 dz = λ−2m −
∫
B(xm,rm)
|Du− (Du)xm,rm|
2 dx ≤ 1.
Since (vm)B = 0, Poincare´’s inequality then provides the bound
−
∫
B
|vm|
2 dz ≤ C.
Passing if necessary to a subsequence and relabelling, we may suppose
that
(2.11)
{
vm → v strongly in L
2(B;Rk),
Dvm ⇀ Dv weakly in L
2(B;Mk×n).
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Also since |am|, |Am| ≤ L, we may assume also that
am → a, Am → A.
3. We hereafter write
Kδ := {q ∈ K| dist(q, ∂K) > δ}.
for small δ > 0. According to (2.6), we have
|f(a)| = lim
m→∞
|f(am)| ≤ L.
It consequently follows from (1.3) that there exists ǫ0 > 0 such that
a ∈ K2ǫ0 ; and hence there exists a sufficiently large index M such that
am ∈ Kǫ0 for m > M .
Recalling that u is a minimizer and rescaling B(xm, rm) to the unit
ball B, we see that
(2.12) −
∫
B
F (Am + λmDvm) + f(am + rmAmz + λmrmvm) dz
≤ −
∫
B
F (Am + λmDv˜m) + f(am + rmAmz + λmrmv˜m) dz,
provided v˜m ∈ H
1(B;Rk) and v˜m = vm on ∂B. Then
(2.13) −
∫
B
DF (Am) ·Dvm dz = −
∫
B
DF (Am) ·Dv˜m dz.
It follows that vm is a minimizer of
Imr [w] =
∫
B(0,r)
Fm(Dw) +
1
λ2m
f(am + rmAmz + λmrmw) dz,
subject to its boundary conditions, for the rescaled energy density
Fm(P ) :=
F (Am + λmP )− F (Am)− λmDF (Am) : P
λ2m
and r ∈ (0, 1]. In other words,
(2.14) Imr [vm] ≤ I
m
r [w]
for any w ∈ H1(B(0, r);Rk) such that w = vm in ∂B(0, r).
4. To streamline the presentation, we sequester various intricate cal-
culations into the proofs of two technical lemmas that follow this main
proof.
According to the following Lemma 2.3 the limit v is a weak solution
of the constant coefficient, uniformly elliptic system (2.26). Standard
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regularity theory (cf. for instance [G]) implies then that v is smooth. In
particular we have the bound
max
B(0, 1
2
)
|D2v| ≤ C−
∫
B
|Dv|2 ≤ C.
Consequently
−
∫
B(0,τ)
|Dv− (Dv)0,τ |
2 dx ≤ C1τ
2
for some constant C1 = C1(L).
However, rescaling the inequalities (2.8) and using (2.9) gives
−
∫
B(0,τ)
|Dvm − (Dvm)0,τ |
2 dx ≥ (C − 1)τ 1/2.
But owing to the following Lemma 2.2, we have the strong convergence
vm → v in H
1(B(0, τ);Rk). This leads to the desired contradiction,
provided we take C = C1 + 2. 
The previous proof invoked the following two technical lemmas.
Lemma 2.2. Dvm converges strongly to Dv in L
2
loc(B;M
k×n).
Proof. 1. We firstly define a Radon measure µm on B = B(0, 1) by
µm(A) =
∫
A
|Dvm|
2 + |Dv|2 dx,
for any Borel set A ⊆ B. Since {µm(B)}
∞
m=1 is bounded, we may assume,
passing if necessary to a subsequence, that there exists a Radon measure
µ on B such that
µm ⇀ µ weakly in the sense of measures.
We then also have µ(B) <∞; whence
(2.15) µ(∂B(0, r)) = 0
for all but at most countably many r ∈ (0, 1]. Select any r ∈ (0, 1) such
that (2.15) holds.
2. For R ∈ (r, 1), let ξ be a smooth cutoff function satisfying{
0 ≤ ξ ≤ 1; ξ ≡ 1 on B(0, r);
ξ ≡ 0 on Rn − B(0, R); |Dξ| ≤ C
R−r
.
Define φm = (φ
1
m, . . . , φ
k
m), where
(2.16) φjm(x) =


1
rm
, if vj(x) ≥ 1
rm
− 1
rm
, if vj(x) ≤ − 1
rm
vj(x), if − 1
rm
< vj(x) < 1
rm
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Then
rm|φm| ≤ C
and so λmrm|φm| ≤ Cλm → 0 uniformly. Since am ∈ Kǫ0 , it follows that
for m large enough
(2.17) am + rmAmz, am + rmAmz + λmrmφm ∈ Kǫ0/2.
for all z ∈ B.
Observe also that∫
B
|φm − v|
2 dz ≤
k∑
j=1
∫
{rm|vj |>1}
|v|2 dz → 0
and ∫
B
|Dφm −Dv|
2 dz ≤
k∑
j=1
∫
{rm|vj |>1}
|Dv|2 dz → 0.
Hence
(2.18) φm → v in H
1(B;Rk).
3. Put
v˜m := ξφm + (1− ξ)vm.
Then Dv˜m = ξDφm + (1− ξ)Dvm + (φm − vm)Dξ.
We now assert that
(2.19) lim sup
m→∞
(Imr [vm]− I
m
r [φm]) ≤ 0.
To see this, note that ImR [vm] ≤ I
m
R [v˜m], according to (2.14). Conse-
quently,
0 ≥ ImR [vm]− I
m
R [v˜m]
= Imr [vm]− I
m
r [φm] +
∫
B(0,R)−B(0,r)
Fm(Dvm)− Fm(Dv˜m) dz
+
1
λ2m
∫
B(0,R)−B(0,r)
f(am + rmAmz + λmrmvm)
− f(am + rmAmz + λmrmv˜m) dz;
and so
(2.20)
Imr [vm]− I
m
r [φm] ≤
∫
B(0,R)−B(0,r)
Fm(Dv˜m)− Fm(Dvm) dz
+
1
λ2m
∫
B(0,R)−B(0,r)
f(am + rmAmz + λmrmv˜m)
− f(am + rmAmz + λmrmvm) dz.
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Now∫
B(0,R)−B(0,r)
Fm(Dvm) dz
=
1
λ2m
∫
B(0,R)−B(0,r)
F (Am + λmDvm)− F (Am)− λmDF (Am) ·Dvm dz
=
∫
B(0,R)−B(0,r)
∫ 1
0
∫ 1
0
s(Dvm)
T ·D2F (Am + stλmDvm)Dvm dt ds dz.
Likewise
1
λ2m
∫
B(0,R)−B(0,r)
F (Am + λmDv˜m)− F (Am)− λmDF (Am) ·Dv˜m dz
=
∫
B(0,R)−B(0,r)
∫ 1
0
∫ 1
0
s(Dv˜m)
T ·D2F (Am + stλmDv˜m)Dv˜m dt ds dz.
Combining the foregoing, we deduce that
(2.21)∫
B(0,R)−B(0,r)
Fm(Dv˜m)− Fm(Dvm) dz
≤ C
∫
B(0,R)−B(0,r)
|Dvm|
2 + |Dφm|
2 + |Dξ|2|φm − vm|
2 dz
≤ Cµ(B(0, R)−B(0, r)) + o(1)
as m→∞, where we have used (2.11) and (2.18).
We next consider the terms involving f , taking particular care since f
blows up at ∂K. The convexity of f and (2.17) yield
1
λ2m
[f(am + rmAmz + λmrmv˜m)− f(am + rmAmz + λmrmvm)]
≤
1
λ2m
[ξf(am + rmAmz + λmrmφm) + (1− ξ)f(am + rmAmz + λmrmvm)
− f(am + rmAmz + λmrmvm)]
=
1
λ2m
ξ[f(am + rmAmz + λmrmφm)− f(am + rmAmz + λmrmvm)]
≤
1
λ2m
ξ[f(am + rmAmz) + λmrmDf(am + rmAmz) · φm + C|λmrmφm|
2−
− f(am + rmAmz)− λmrmDf(am + rmAmz) · vm)]
≤ Cξ(
rm
λm
|φm − vm|+ r
2
m|φm|
2),
C depending upon maxz∈Kǫ0/2
(|Df(z)|+ |D2f(z)|).
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According to (2.9), (2.10), (2.11), and (2.18), we see that
rm
λm
|φm − vm| → 0
in L1(B). Furthermore, r2m|φm|
2 ≤ C and r2m|φm|
2 → 0 almost every-
where. Hence the Dominated Convergence Theorem implies
lim sup
m→∞
1
λ2m
∫
B(0,R)−B(0,r)
[f(am + rmAmz + λmrmv˜m)
− f(am + rmAmz + λmrmvm)] dz ≤ 0.
We recall the previous estimates (2.20) and (2.21), to conclude that
lim sup
m→∞
(Imr [vm]− I
m
r [φm]) ≤ Cµ(B(0, R)− B(0, r))
Letting R→ r and remembering (2.15), we obtain the assertion (2.19).
4. Given 0 < s < r, we let ρ be another smooth cutoff function such
that {
0 ≤ ρ ≤ 1; ρ ≡ 1 on Bs;
ρ ≡ 0 on Rn − B(0, r), |Dρ| ≤ C
r−s
.
Define
ψm = ρ(vm − φm)
and notice that φm +ψm = ρvm + (1− ρ)φm.
Then
Imr [vm]− I
m
r [φm] = (I
m
r [vm]− I
m
r [φm +ψm]) + (I
m
r [φm +ψm]− I
m
r [φm])
=: R1 +R2.
Proceeding as above,
(2.22)
−R1 = I
m
r [ρvm + (1− ρ)φm]− I
m
r [vm] ≤ Cµ(B(0, r)− B(0, s)) + o(1),
as m→∞. The term R2 can be written as
R2 =
∫
B(0,r)
Fm(Dψm) dz +
∫
B(0,r)
Fm(Dφm +Dψm)− Fm(Dφm)− Fm(Dψm) dz
+
1
λ2m
∫
B(0,r)
f(am + rmAmz + λmrm(φm +ψm))
(2.23)
− f(am + rmAmz + λmrmφm) dz
=:S1 + S2 + S3.
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Now the convexity of f implies
−S3 =
1
λ2m
∫
B(0,r)
f(am + rmAmz + λmrmφm)− f(am + rmAmz + λmrm(φm +ψm)) dz
≤
1
λ2m
∫
B(0,r)
Df(am + rmAmz + λmrmφm) · (−λmrmψm) dz
≤
Crm
λm
∫
B(0,r)
|ψm| dz ≤
Crm
λm
∫
B(0,r)
|vm|+ |v| dz
≤
Crm
λm
≤ Cλ3m = o(1)
as m→∞, according to (2.9) and (2.17).
The uniform strict quasiconvexity of F yields
S1 =
∫
B(0,r)
Fm(Dψm) dz
=
1
λ2m
∫
B(0,r)
F (Am + λmDψm)− F (Am)− λmDF (Am) ·Dψm dz
=
1
λ2m
∫
B(0,r)
F (Am + λmDψm)− F (Am) dz ≥ γ
∫
B(0,r)
|Dψm|
2 dz.
Since
Fm(P +Q)− Fm(P )− Fm(Q) = (
∫ 1
0
(DFm(P + tQ)−DFm(tQ)) dt) ·Q
= P T (
∫ 1
0
∫ 1
0
D2Fm(sP + tQ) ds dt)Q,
we obtain
S2 =
∫
B(0,r)
(Dφm)
TGmDψm dz,
for
Gm =
∫ 1
0
∫ 1
0
D2Fm(sDφm + tDψm) ds dt
=
∫ 1
0
∫ 1
0
D2F (Am + sλmDφm + tλmDψm) ds dt.
Since λmDφm, λmDψm → 0 strongly in L
1 we deduce that (up to a
subsequence) λmDφm(x), λmDψm(x) → 0 a.e. Hence, recalling that
Dφm → Dv strongly in L
2 and that D2F is bounded and continuous,
we find that, using the Dominated Convergence Theorem,
(Dφm)
TGm → (Dv)
TF (A) strongly in L2.
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As Dψm ⇀ 0 weakly in L
2, we therefore get that
S2 = o(1), as m→∞.
Combining the foregoing estimates on R1, S1, S2, S3, we eventually find
that
lim sup
m→∞
∫
B(0,r)
|Dψm|
2 dz ≤ Cµ(B(0, r)− B(0, s)).
Hence for any 0 < s < r,
(2.24) lim sup
m→∞
∫
B(0,s)
|Dvm −Dφm|
2 dz ≤ Cµ(B(0, r)− B(0, s)).
Hence (2.24) and (2.18) imply
lim sup
m→∞
∫
B(0,s)
|Dvm −Dv|
2 dz ≤ Cµ(B(0, r)− B(0, s)).
Our sending s→ r completes the proof. 
We need one further assertion, that v solves a linear elliptic system
(and consequently is smooth.) We again have to take care, as f is singu-
lar:
Lemma 2.3. The function v satisfies the integral identity
(2.25)
∫
B(0,r)
(Dw)TD2F (A)Dv dz = 0
for all w ∈ H10 (B(0, r);R
k).
Consequently, v is a weak solution of the constant coefficient elliptic
system
(2.26) div
(
D2F (A)Dv
)
= 0.
Proof. 1. First we show that for any ϕ ∈ C∞(B;Rk),
(2.27)
∫
B(0,r)
(Dv˜)TD2F (A)Dv˜ dz ≥
∫
B(0,r)
(Dv)TD2F (A)Dv dz,
for v˜ = ρϕ+ (1− ρ)v, where ρ is a cutoff function as in Lemma 2.2.
To prove this, we set v˜m := ρϕ+ (1− ρ)vm. According to (2.14),
Imr [vm] ≤ I
m
r [v˜m]
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As before, the convexity of f implies
1
λ2m
[f(am + rmAmz + λmrmv˜m)− f(am + rmAmz + λmrmvm)]
≤
1
λ2m
ρ[f(am + rmAmz + λmrmϕ)− f(am + rmAmz + λmrmvm)]
≤
1
λ2m
ρ[f(am + rmAmz) + λmrmDf(am + rmAmz) · ϕ+ C|λmrmϕ|
2−
− f(am + rmAmz)− λmrmDf(am + rmAmz) · vm]
≤ C(
rm
λm
|ϕ− vm|+ r
2
m|ϕ|
2).
Therefore
lim sup
m→∞
1
λ2m
∫
B(0,r)
f(am+rmAmz+λmrmv˜m)−f(am+rmAmz+λmrmvm) dz ≤ 0.
Thus ∫
B(0,r)
Fm(Dvm) dz ≤
∫
B(0,r)
Fm(Dv˜m) dz + o(1)
as m → ∞. Repeating the calculations before, the above inequality is
equivalent to∫
B(0,r)
∫ 1
0
∫ 1
0
s(Dvm)
TD2F (Am + tsλmDvm)Dvm dt ds dz
≤
∫
B(0,r)
∫ 1
0
∫ 1
0
s(Dv˜m)
TD2F (Am + tsλmDv˜m)Dv˜m dt ds dz + o(1).
Lemma 2.2 shows that Dvm → Dv in L
2
loc. Letting m → ∞, we derive
the inequality (2.27).
2. By approximation we see that (2.27) is still valid for v˜ = v + λw
for w ∈ C∞c (B(0, s)) and λ > 0. Hence∫
B(0,r)
(Dv+λDw)TD2F (A)(Dv+λDw) dz ≥
∫
B(0,r)
(Dv)TD2F (A)Dv dz.
We expand out the left hand side and cancel the terms that do not involve
λ. Dividing by λ > 0 and then sending λ→ 0, we find that∫
B(0,r)
(Dw)TD2F (A)Dv dz ≥ 0
Replacing w with−w, we get the reverse inequality, and so (2.25) follows.

2.2 Iteration
We next recursively apply Theorem 2.1 on smaller and smaller concen-
tric balls.
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Lemma 2.4. Given L > 0, let C1 = C(2L) is the constant from Theorem
2.1. Then for each τ satisfying
(2.28) 0 < τ < min
(
1
8
,
1
4C21
)
,
there exists η = η(L, τ) > 0 such that
(2.29) |(u)x,r|, |f((u)x,r)|, |(Du)x,r| ≤ L
and
(2.30) E(x, r) ≤ η
imply
(2.31) E(x, τ lr) ≤ C1τ
1/2E(x, τ l−1r) (l = 1, . . . )
for each ball B(x, r) ⊂ U .
Proof. 1. We first note from hypothesis (H1) that for each L > 0, there
exists ǫ1 = ǫ1(L) ∈ (0, 1) such that
(2.32) if f(a) < L and |a− b| ≤ ǫ1, then f(b) < 2L.
Let ǫ2 = ǫ(2L, τ) be as in Theorem 2.1. Define
η = min
(
L2, ǫ2,
(
ǫ1(1− τ)τ
n
(1 + L)C2
)1/2
,
(
τnL(1− C
1/2
1 τ
1/4)
)2)
,
the constant C2 to be selected below.
2. We assert next that the following inequalities hold for all l ≥ 0:
(2.33) |(u)x,τ lr| ≤ 2L,
(2.34) |f((u)x,τ lr)| ≤ 2L,
(2.35) |(Du)x,τ lr| ≤ 2L,
(2.36) E(x, τ lr) ≤ η ≤ ǫ2.
The proof is by induction, the case l = 0 being the hypothesis. Assume
next that (2.33)-(2.36) are valid for l = 0, 1, ..., p− 1; we will show that
are also valid for l = p.
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Proof of (2.33): Poincare´’s inequality implies for each l ≤ p− 1 that
|(u)x,τ l+1r − (u)x,τ lr| ≤ −
∫
B(x,τ l+1r)
|u− (u)x,τ lr| dy(2.37)
≤
(
−
∫
B(x,τ l+1r)
|u− (u)x,τ lr|
2 dy
)1/2
≤
1
τn
(
−
∫
B(x,τ lr)
|u− (u)x,τ lr|
2 dy
)1/2
≤
Cτ lr
τn
(
−
∫
B(x,τ lr)
|Du|2 dy
)1/2
.
The induction hypothesis then gives
−
∫
B(x,τ lr)
|Du|2 dy ≤ 2−
∫
B(x,τ lr)
|Du− (Du)x,τ lr|
2 + |(Du)x,τ lr|
2 dy
≤ 2(η + (2L)2) ≤ 10L2.
Plugging into (2.37), we find that
(2.38) |(u)x,τ l+1r − (u)x,τ lr| ≤
C2Lrτ
l
τn
.
Thus
|(u)x,τpr| ≤ |(u)x,r|+
p−1∑
l=0
|(u)x,τ l+1r − (u)x,τ lr|
≤ L+
C2Lr
τn
p−1∑
l=0
τ l ≤ L
(
1 +
C2r
τn(1− τ)
)
≤ 2L,
since
r ≤ E(x, r)2 ≤ η2 ≤
(1− τ)τn
C2
.
Proof of (2.34): Using (2.38), we see that
(2.39) |(u)x,τpr − (u)x,r| ≤
p−1∑
l=0
|(u)x,τ l+1r − (u)x,τ lr| ≤
C2Lr
τn(1− τ)
≤ ǫ1,
the last inequality holding since
r ≤ E(x, r)2 ≤ η2 ≤
ǫ1(1− τ)τ
n
(1 + L)C2
≤
ǫ1(1− τ)τ
n
LC2
.
So (2.39) and (2.32) imply |f((u)x,τpr)| ≤ 2L.
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Proof of (2.35): For l ≤ p − 1, using the induction hypothesis and
Lemma 2.1 we have
|(Du)x,τ l+1r − (Du)x,τ lr| ≤
1
τn
(
−
∫
B(x,τ lr)
|Du− (Du)x,τ lr|
2 dy
)1/2
≤
1
τn
E(x, τ lr)1/2
≤
1
τn
[C
1/2
1 τ
1/4]lη1/2.
Therefore
|(Du)x,τp+1r| ≤ |(Du)x,r|+
p−1∑
l=0
|(Du)x,τ l+1r − (Du)x,τ lr|
≤ L+
1
τn
η1/2
p−1∑
l=0
[C
1/2
1 τ
1/4]l
≤ L+
η1/2
τn(1− C
1/2
1 τ
1/4)
≤ 2L,
since η1/2 ≤ τnL(1 − C
1/2
1 τ
1/4).
Proof of (2.36): the induction hypothesis and Lemma 2.1 yield
E(x, τ pr) ≤ (C1τ
1/2)pη ≤ η.
3. Finally combining (2.33)-(2.36) and Lemma 2.1 one immediately
obtains the lemma. 
2.3 Partial regularity. We are at last ready to state and prove our
main assertion of partial regularity:
Theorem 2.5. There exists an open set U0 ⊂ U such that
|U − U0| = 0
and, for every α ∈ (0, 1/4),
u ∈ C1,α(U0;R
k).
Proof. 1. Set
U0 : =
{
x ∈ U | lim
r→0
(u)x,r = u(x), lim
r→0
(Du)x,r = Du(x), |u(x)| <∞,
|Du(x)| <∞, f(u(x)) <∞, lim
r→0
−
∫
B(x,r)
|Du− (Du)x,r|
2 dy = 0
}
.
Then |U − U0| = 0, since u ∈ H
1(U) and
∫
U
f(u) dx <∞.
2. We assert that U0 is open and Du ∈ C
α(U0) for 0 < α < 1/4.
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For each x ∈ U0, there exist L = L(x) and R = R(x) ∈ (0, dist(x, ∂U))
such that {
|(u)x,s|, |(Du)x,s| < L for all 0 < s < R.
|f((u)x,s)| < L for all 0 < s < R.
(2.40)
Fix α ∈ (0, 1/4). Take τ ∈
(
0,min
(
1
8
, 1
4C2
1
))
such that
C1τ
1/2−2α < 1.
We then can choose 0 < r < R so small enough that
(2.41) E(x, r) = r1/2 +−
∫
B(x,r)
|Du− (Du)x,r|
2 dy < η(L, τ),
where η has been constructed in Lemma 2.4.
In summary, (2.40) and (2.41) imply
(2.42) |(u)x,r|, |f((u)x,r)|, |(Du)x,r| < L, and E(x, r) < η(L, τ).
Moreover, the following mappings
x 7→ (u)x,r, f((u)x,r), (Du)x,r, E(x, r)
are continuous. Hence (2.42) holds for z ∈ B(x, s) for some s > 0.
Applying Lemma 2.4, for any z ∈ B(x, s)
E(z, τ lr) ≤ (c(2L)τ 1/2)lη(L, τ) ≤ (τ lr)2αη1(L, τ, r)
for l = 1, . . . , where η1(L, τ, r) = η(L, τ)r
−2α. The previous estimate now
implies (cf. for instance [G]) that Du ∈ Cα near x. This immediately
shows that u ∈ Cα(U0) and that U0 is open. 
3. Partial regularity for the general problem
In this section we return to the general functional
I(v) =
∫
U
F (v, Dv) + f(v) dx
and outline the requisite modifications in the previous proof of partial
regularity.
Theorem 3.1. Let u be a minimizer of I[ · ].
Then there exists an open set U0 ⊂ U such that
|U − U0| = 0
and, for each α ∈ (0, 1/4),
u ∈ C1,α(U0;R
k).
We start by an elementary lemma which will allow us to reduce the
problem to the model problem (F = F (P )).
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Lemma 3.2. Let am ∈ R
k and Am ∈ M
k×n be bounded and let wm ∈
H1(B;Rk) be bounded. Let rm, λm > 0 be such that rm ≤ λ
4
m → 0 as
m→∞.
Then, upon passing if necessary to a subsequence, we have∫
B
|F (am, Am + λmDwm)− F (am + rmAmz + λmrmwm, Am + λmDwm)|dz
= o(λ2m).
Proof. 1. Using our hypothesis (H2) we deduce that∫
B
|F (am, Am + λmDwm)− F (am + rmAmz + λmrmwm, Am + λmDwm)|dz
≤ C
∫
B
(1 + |Am + λmDwm|
2) |rmAmz + λmrmwm| dz
≤ Cλ2m
∫
B
[
rm/λ
2
m + rm|wm|/λm
]
dz
+ Cλ2m
∫
B
|Dwm|
2min{1, rm + rmλm|wm|} dz
= : R1 +R2.
It is elementary to see that R1 = o(λ
2
m).
2. Since wm is bounded in H
1, we may assume that there exists w ∈
H1 such thatDwm ⇀ Dw weakly in L
2. Moreover since ‖rmλmwm‖L1(B) →
0 we deduce that
lim
m→∞
rm + rmλm|wm|(x) = 0 a.e.
Fix ǫ > 0. According to Ergoroff’s Theorem there exists a measurable
set Aǫ ⊂ B such that
|B − Aǫ| < ǫ and rm + rmλm|wm| → 0 uniformly in Aǫ.
We hence have
R2 ≤ C2λ
2
m
∫
Aǫ
|Dwm|
2(rm + rmλm|wm|) dz + C2λ
2
m
∫
B−Aǫ
|Dwm|
2 dz
≤ C2λ
2
m‖Dwm‖L2(Aǫ)‖ [rm + rmλm|wm|] ‖L∞(Aǫ) + C2λ
2
m
∫
B−Aǫ
|Dwm|
2 dz
= o(λ2m) + C2λ
2
m
∫
B−Aǫ
|Dwm|
2 dz
= o(λ2m) + C2λ
2
m
∫
B−Aǫ
|Dw|2 dz.
Letting ǫ→ 0 we immediately obtain the result. 
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We now sketch the proof of Theorem 3.1. As already said the proof is
almost identical to the one of Theorem 2.5.
Proof. We first claim that Theorem 2.1, Lemma 2.2 and Lemma 2.3 still
hold. Define am, Am, vm, rm, λm, E(x, r) as in Section 2. Then (compare
with (2.12))
−
∫
B
F (am, Am + λmDvm) + f(am + rmAmz + λmrmvm) dz
+−
∫
B
F (am + rmAmz + λmrmvm, Am + λmDvm)− F (am, Am + λmDvm) dz
≤−
∫
B
F (am, Am + λmDv˜m) + f(am + rmAmz + λmrmv˜m) dz
+−
∫
B
F (am + rmAmz + λmrmv˜m, Am + λmDv˜m)− F (am, Am + λmDv˜m) dz,
provided v˜m ∈ H
1(B) and v˜m = vm on ∂B. It follows that vm is a
minimizer of
Imr [w] =
∫
B(0,r)
Fm(Dw) +
1
λ2m
f(am + rmAmz + λmrmw) dz
+
1
λ2m
∫
B(0,r)
F (am+rmAmz+λmrmw, Am+λmDw)−F (am, Am+λmDw) dz,
subject to its boundary conditions, for
Fm(P ) :=
F (am, Am + λmP )− F (am, Am)− λmDF (am, Am) · P
λ2m
and r ∈ (0, 1]. In other words,
Imr [vm] ≤ I
m
r [w]
for any w ∈ H1(B(0, r)) such that w = vm in ∂B(0, r). By Lemma 3.2
we have that
1
λ2m
∫
B(0,r)
F (am + rmAmz + λmrmwm, Am + λmDwm)− F (am, Am + λmDwm) dz
= o(1),
as long as wm is bounded in H
1(B(0, r);Rk).
We now proceed exactly as in Section 2 to obtain the claim. We have
in effect reduced the problem to the case F = F (P ). Finally the end of
the proof is exactly the same as in Section 2. 
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4. Improved estimates for convex F
This section is devoted to the study of improved partial regularity for
minimizers when F is uniformly convex and only depends on the gradient,
meaning that there exists a positive constant γ such that
(4.1) RTD2F (P )R ≥ γ|R|2
for all matrices P,R ∈Mk×n.
4.1 Second derivative estimates. We first show that the second
derivatives of our minimizer exist and are locally square-integrable. This
is a standard assertion in the calculus of variations when the singular
term f is absent: see for instance Giaquinta [G] or [E2, Section 8.3.1].
Theorem 4.1. Suppose in addition to the hypotheses of Section 2 that
F is uniformly convex. Then
u ∈ H2loc(U).
Proof. 1. Fix any open set V ⊂⊂ U and then select a cutoff function ξ
satisfying {
0 ≤ ξ ≤ 1, ξ = 1 on V
ξ = 0 near ∂U.
For |h| > 0 small, let
v = D−hk (ξ
2Dhku),
where Dhku denotes the difference quotient
Dhku(x) =
u(x+ hek)− u(x)
h
(h ∈ R, h 6= 0)
and ek is the unit vector in the xk direction. The explicit form of v is
ξ2(x)u(x+ hek) + ξ
2(x− hek)u(x− hek)− (ξ
2(x) + ξ2(x− hek))u(x)
h2
.
2. There exists an open setW such that V ⊂⊂W ⊂⊂ U and spt(v) ⊂
W for |h| > 0 small enough. For small t = t(h) > 0, we have
1− t
ξ2(x)
h2
− t
ξ2(x− hek)
h2
≥ 0.
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The convexity of f consequently implies that
f(u+ tv) = f
(
t
ξ2(x)
h2
u(x+ hek) + t
ξ2(x− hek)
h2
u(x− hek)
+
(
1− t
ξ2(x)
h2
− t
ξ2(x− hek)
h2
)
u(x)
)
≤ t
ξ2(x)
h2
f(u(x+ hek)) + t
ξ2(x− hek)
h2
f(u(x− hek))(4.2)
+
(
1− t
ξ2(x)
h2
− t
ξ2(x− hek)
h2
)
f(u(x)).
3. We note next that
(4.3)
∫
U
f(u+ tv) dx ≤
∫
U
f(u) dx.
To confirm this, observe from (4.2) that∫
U
f(u+ tv)− f(u)
t
dx ≤
∫
U
ξ2(x)
h2
(f(u(x+ hek))− f(u(x))) dx
+
∫
U
ξ2(x− hek)
h2
(f(u(x− hek))− f(u(x))) dx
=
∫
U
ξ2(x)
h2
(f(u(x+ hek))− f(u(x))) dx
+
∫
U
ξ2(y)
h2
(f(u(y))− f(u(y + hek))) dy
= 0.
4. Since u is a minimizer, we have for small t > 0 that
0 ≤
∫
U
F (Du+ tDv)− F (Du) dx+
∫
U
f(u+ tv)− f(u) dx
≤
∫
U
F (Du+ tDv)− F (Du) dx,
according to (4.3). Divide by t and send t→ 0+:
(4.4) 0 ≤
∫
U
DF (Du) : Dv dx.
Recalling the definition of v, we see that
0 ≤
∫
U
DF (Du) : Dv dx =
∫
U
Fpαi (Du)[D
−h
k (ξ
2Dhku
α)]xi dx
= −
∫
U
Dhk(Fpαi (Du))[(ξ
2Dhku
α)]xi dx.
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Following now a standard argument (as for instance in [E2, Section
8.3.1]), we use the uniform convexity of F to bound the term∫
V
|DhDu|2 dx
independently of h. This implies that Du belongs to H1loc. 
Note that in this proof we carefully avoided confronting the possibly
very singular term Df(u). In particular, we do not know that Df(u) is
integrable.
4.2 Rate of blow-up of f . If we know more about the speed of
blow-up of f near the boundary ofK, then Theorem 2.5 can be improved:
Theorem 4.2. Assume that F is uniformly convex and there exists a
constant γ > 0 such that
(4.5) f(z) ≥
γ
dist(z, ∂K)2
, (z ∈ K).
Then
(4.6) Hn−2+ǫ(U − U0) = 0
for each ǫ > 0, Hs denoting s-dimensional Hausdorff measure.
Proof. According to Theorem 4.1, u ∈ H2loc(U).
1. Set
U1 :=
{
x ∈ U | lim
r→0
−
∫
B(x,r)
|Du− (Du)x,r|
2 dy = 0
}
.
Using Poincare´’s inequality and since D2u ∈ L2loc(U) we have (cf. for
instance [EG2, page 77])
Hn−2(U − U1) =H
n−2
({
x ∈ U | lim sup
r→0
−
∫
B(x,r)
|Du− (Du)x,r|
2 dy > 0
})
≤Hn−2
({
x ∈ U | lim sup
r→0
1
rn−2
∫
B(x,r)
|D2u|2 dy > 0
})
= 0.
2. Set
U2 :=
{
x ∈ U | lim
r→0
(u)x,r = u(x), lim
r→0
(Du)x,r = Du(x), |u(x)| <∞, |Du(x)| <∞
}
.
We claim that Hn−2+ǫ(U − U2) = 0 for every ǫ > 0. This follows since
if a function belongs to H1, then the limit of its averages over balls
converges to a finite limit (in fact to the function itself) except possibly
for a set E with capacity Cap2(E) = 0 ([EG2, page 160]), and therefore
Hn−2+ǫ(E) = 0 ([EG2, page 156]).
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3. Let
Λ =
{
x ∈ U | lim sup
r→0
1
rn−2
∫
B(x,r)
f(u) dy > 0
}
.
Since f(u) ∈ L1(U), we have as before thatHn−2(Λ) = 0: see for instance
[EG2, page 77].
3. Define next
U3 := {x ∈ U1 ∩ U2| f(u(x)) =∞}.
We claim that
(4.7) U3 ⊆ Λ.
To see this, take any x ∈ U3 ⊂ U1 ∩ U2. By the definition of U1 and U2,
there exists r, L > 0 such that
(4.8) |(Du)x,s| ≤ L, −
∫
B(x,s)
|Du− (Du)x,s|
2 dy ≤ L for all s ≤ r.
Then (cf. Lemma 2.4)
|(u)x,τ l+1s − (u)x,τ ls| ≤ Cτ
ls
for l = 0, 1, . . . ; and hence
|(u)x,s − u(x)| ≤
∞∑
l=0
|(u)x,τ l+1s − (u)x,τ ls| ≤
Cs
1− τ
.
As u(x) ∈ ∂K, the assumption (4.5) implies
f((u)x,s) ≥
γ
dist((u)x,s, ∂K)2
≥
γ
|(u)x,s − u(x)|2
≥
C
s2
.
Jensen’s inequality now implies
−
∫
B(x,s)
f(u) dy ≥ f((u)x,s) ≥
C
s2
.
Thus for s < r we have
1
sn−2
∫
B(x,s)
f(u) dy ≥ C > 0;
and consequently x ∈ Λ.
4. Observe finally that U0 = (U1 ∩ U2)− U3 and U − U0 = (U − U1) ∪
(U − U2) ∪ U3. Hence H
n−2+ǫ(U − U0) = 0 for each ǫ > 0. 
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As we will discuss in Section 4, Ball-Majumdar [BM] have introduced
certain liquid crystal models for which f exhibits a logarithmic divergence
near ∂K: this is much weaker than (4.5). We propose therefore to extend
the previous proof to handle this case, and for motivation look at the
following model problem:
Example. Assume K = B(0, 1) and there exists r ∈ (1/2, 1) such that
f(z) = − log(1− |z|), for r < |z| < 1.
Then
fzα(z) =
zα
|z|(1− |z|)
,
and
fzαzβ(z) =
δαβ
|z|(1− |z|)
+
zαzβ
|z|2(1− |z|)2
(
2−
1
|z|
)
.
Therefore
fzαzβ(z)y
αyβ ≥ γ |Df(z) · y|2 for r < |z| < 1,
where γ := 2− 1
r
. 
Motivated by this example, we introduce the condition that
(4.9) C|y|2 + yTD2f(z)y ≥ γ |Df(z) · y|2, (z ∈ K, y ∈ Rk)
for constants C, γ > 0.
Theorem 4.3. (i) Assume that F is uniformly convex and f satisfies
(4.9), then
f(u) ∈ H1loc(U).
(ii) Therefore
Hn−2+ǫ(U − U0) = 0
for each ǫ > 0.
Proof. 1. Let f η be smooth, convex and everywhere defined on Rk, such
that
0 ≤ f η ≤ f, f η ≡ f on Kη.
Let uη denote the unique minimizer of
Iη[v] =
∫
U
F (Dv) + f η(v) dx
over the admissible class of functions A. The functions {uη}η>0 are
uniformly bounded in H2(V ) for each compactly contained subregion
V ⊂⊂ U (see the proof of Theorem 4.1). As a consequence we claim that
(4.10) uη → u in H1loc
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as η → 0. We already know that
uη → w in H1loc
for some w ∈ H1loc. It remains to show that w = u. Note that
(4.11)∫
U
f η(uη) + F (Duη) dx ≤
∫
U
f η(u) + F (Du) dx ≤
∫
U
f(u) + F (Du) dx.
We can assume that (up to a subsequence)
(4.12) uη → w, Duη → Dw a.e. in U.
Using the properties of f η and F we hence deduce
f η(uη(x))→ f(w(x)), F (Duη(x))→ F (Dw(x)) a.e. in U.
Combining (4.11), (4.12) and Fatou’s lemma we have∫
U
f(w) + F (Dw) dx ≤
∫
U
f(u) + F (Du) dx.
Hence by uniqueness of the minimizer of I we obtain u = w.
2. Since uη is a minimizer of Iη we have∫
U
f η(uη)− f η(uη + tvη) dx ≤
∫
U
F (Duη + tDvη)− F (Duη) dx
where
vη = D−hk (ξ
2Dhku
η)
and the function ξ is as in the proof of Theorem 4.1. Dividing by t > 0
and sending t→ 0, we deduce
−
∫
U
Df η(uη) · vη dx ≤
∫
U
DF (Duη) : Dvη dx ≤ C,
owing to the uniform H2loc estimates on u
η. Rewriting the left hand side,
we obtain the bound∫
U
ξ2Dhk(f
η
zα(u
η))Dhku
η,α dx ≤ C.
Since f η is convex, the integrand in the last expression is pointwise
nonnegative. Invoking Fatou’s Lemma, we deduce that∫
U
ξ2f η
zαzβ
(uη)uη,αxk u
η,β
xk
dx ≤ lim inf
h→0
∫
U
ξ2Dhk(f
η
zα(u
η))Dhku
η,α dx ≤ C.
Since ξ ≡ 1 on V , it follows that
(4.13)
∫
V
f η
zαzβ
(uη)uη,αxk u
η,β
xk
dx ≤ C,
the constant independent of η.
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3. Fix a small δ > 0 and let
Aδ := {x ∈ U | u ∈ Kδ}.
Then (4.13) implies for 0 < η < δ that∫
V ∩Aδ
f η
zαzβ
(uη)uη,αxk u
η,β
xk
dx ≤ C.
Recall that we may assume that
uη → u, Duη → Du a.e. in U
Hence
f η
zαzβ
(uη)uη,αxk u
η,β
xk
→ fzαzβ(u)u
α
xk
uβxk a.e. in V ∩ Aδ
Since f η
zαzβ
(uη)uη,αxk u
η,β
xk
≥ 0, we may invoke Fatou’s Lemma, to deduce
that∫
V ∩Aδ
fzαzβ(u)u
α
xk
uβxk dx ≤ lim infη→0
∫
V ∩Aδ
f η
zαzβ
(uη)uη,αxk u
η,β
xk
dx ≤ C.
Next, let δ → 0: ∫
V
fzαzβ(u)u
α
xk
uβxk dx ≤ C.
We combine this with our assumption (4.9), to discover
(4.14)
∫
V
|Df(u)Du|2 dx ≤
1
γ
∫
V
(Du)TD2f(u)Du+ C|Du|2 dx ≤ C.
4. We claim next that Df(u)Du is the weak gradient of f(u) in the
sense of distributions. To see this, take a large number η and define the
open, convex set
Fη := {z ∈ R
k | f(z) < η}.
Let Φη denote the projection of R
k onto the closure of Fη. Then Φη is
Lipschitz continuous, with Lipschitz constant equal to one. Next let
uη := Φη(u).
Then
0 ≤ f(uη) ≤ f(u) ∈ L
1(V ),
and therefore the Dominated Convergence Theorem implies that
f(uη)→ f(u) in L
1(V ).
Since Φη has Lipschitz constant equal to one and since f restricted to
Fη is smooth, we see that
f(uη) ∈ H
1(V ).
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Now if a function belongs to the Sobolev space H1 its gradient vanishes
almost everywhere on each level set. Consequently,
Df(uη)Duη = D(f(uη)) = 0 a.e. on {f(uη) = η} = {u /∈ Fη};
and hence
Df(uη)Duη =
{
Df(u)Du a.e. on {u ∈ Fη}
0 a.e. on {u /∈ Fη}.
It follows that
|Df(uη)Duη| ≤ |Df(u)Du| ∈ L
2(V ),
according to (4.14). Since Df(uη)Duη → Df(u)Du almost everywhere,
the Dominated Convergence Theorem now implies that
Df(uη)Duη → Df(u)Du in L
2(V ).
Hence for any function φ ∈ C∞(V ) with compact support and for any
k = 1, . . . , n, we have∫
V
f(u)φxk dx = limη→∞
∫
V
f(uη)φxk dx
= − lim
η→∞
∫
V
(f(uη))xkφ dx
= − lim
η→∞
∫
V
fzα(uη)(u
α
η )xkφ dx
= −
∫
V
fzα(u)u
α
xk
φ dx.
ThereforeD(f(u)) exists in the sense of distributions and equalsDf(u)Du ∈
L2(V ).
Next, put (f(u))V := −
∫
V
f(u) dx < ∞. According to Poincare´’s in-
equality, ∫
V
|f(u)− (f(u))V |
2 dx ≤ C
∫
V
|D(f(u))|2 dx ≤ C.
Thus ∫
V
|f(u)|2 dx ≤ C.
Hence f(u) ∈ H1loc(U); which in turn implies (see the proof of Theorem
4.2)
Hn−2+ǫ ({x ∈ U | f(u(x)) =∞}) = 0,
for each ǫ > 0. Now proceeding similarly as in the proof of Theorem 4.2
we get that Hn−2+ǫ(U − U0) = 0 for each each ǫ > 0. 
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5. Applications.
5.1 Variational models for liquid crystals. Our partial regularity
theorems are motivated by some new physical models for nematic liquid
crystals.
The nematic phase of a liquid crystal is a phase for which the molecules
are free to flow but still tend to align, so as to have long range directional
order locally. These long range directions are locally approximately par-
allel. Thus the molecule at a point x has a preferred direction n(x)
belonging to the unit sphere S2, but it can also move around a little bit
in the other two directions.
There are two well-known mathematical models of nematic liquid crys-
tals, the mean field approach and and Landau-de Gennes theory.
5.2 Mean field models. In the mean field approach, the alignment of
the nematic molecules at each point x in space is described by a probabil-
ity distribution function ρx on the unit sphere satisfying ρx(p) = ρx(−p),
to model the head-to-tail symmetry. The first moment of ρx hence van-
ishes: ∫
S2
pρx dH
2 = 0.
A corresponding macroscopic order parameter is
(5.1) Q(x) =
∫
S2
(p⊗ p− 1
3
I)ρx dH
2.
Thus Q is a symmetric, traceless 3 × 3 matrix whose eigenvalues λi =
λi(Q) are constrained by the inequalities (see e.g. [M])
(5.2) −1
3
≤ λi ≤
2
3
(i = 1, 2, 3);
3∑
i=1
λi = 0.
Notice that (5.2) is equivalent to
(5.3) −1
3
|ξ|2 ≤ (Qξ, ξ) ≤ 2
3
|ξ|2 for all ξ ∈ R3;
3∑
i=1
Qii = 0.
Consequently the set K of symmetric, traceless matrices Q satisfying
(5.2) is bounded, closed and convex.
5.3 Landau-de Gennes models. The Landau-de Gennes theory
also describes the state of a nematic liquid crystal by the macroscopic
order parameter Q. However, now Q is only required to be symmetric,
traceless 3× 3 matrix; and here is no requirement of a priori bounds on
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the eigenvalues of Q like (5.2). The corresponding Landau-de Gennes
energy functional is
ILG[Q] =
∫
U
fB(Q) + F (Q,DQ) dx,
where fB is a thermotropic bulk potential. As noted in Ball-Majumdar
[BM], the function fB usually has the form
fB(Q) =
1
2
a trQ2 + 1
3
b trQ3 +
1
4
c (trQ2)2 + · · · ,
the coefficients a, b, c, . . . depending upon the temperature T . In par-
ticular, in this model there is no term that enforces the physical con-
straints (5.2) on the eigenvalues. The equilibrium and physically observ-
able configurations correspond either to global or local minimizers of the
Landau-de Gennes energy subject to the imposed boundary conditions.
Majumdar observed in [M] that there are cases that the equilibrium or-
der parameters can take value outside K even for temperatures T quite
close to the nematic-isotropic transition temperature.
Ball and Majumdar in [BM] address this issue by defining a new bulk
potential
fB(Q) = Tψ(Q)− κ|Q|
2
Here
ψ(Q) = inf
ρ∈AQ
∫
S2
ρ log ρ dH2,
where
AQ =
{
ρ : S2 → R | ρ ≥ 0,
∫
S2
ρ dH2 = 1, Q =
∫
S2
(p⊗ p− 1
3
I)ρ dH2
}
.
The f is convex and blows up a ∂K (that is, whenever the eigenvalues ap-
proach the limiting values of either −1
3
or 2
3
in (5.2)). Ball and Majumdar
also showed that f exhibits a logarithmic divergence as the eigenvalues
approach either −1
3
or 2
3
.
Example. In the case of modified Landau-de Gennes model, we set
n = 3, k = 5, and we define a linear mapping Q 7→ q from the set of
traceless, symmetric matrices S3 to R5 as follows:
q = (Qij)i≥j, i+j<6.
It is clear that this linear mapping is an isomorphism. Then
u(x) = (Qij(x))i≥j, i+j<6,
and the bounded open convex set K ⊂ R5 is
K = {q ∈ R5 | −1
3
< λi(Q) <
2
3
, for i = 1, 2, 3}.
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