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ABSTRACT 
Let A be an n-by-n nearly singular matrix with Rank(A) > n - 1 and singular 
values d,> ... > d,_, > d,, where d,, can be small or zero. Consider the rank-l 
modification of A: 
ff = A t azwT, 
with ll.zll = ljwll= 1. We give lower and upper bounds for the condition number of A 
in terms of Ial and the angles between z and w and the singular vectors of A 
corresponding to d “. 
1. INTRODUCTION 
Let A be a n X n nearly singular matrix with Rank(A) > n - 1 and 
singular-value decomposition (SVD) given by 
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where d, > . . . > d,_, > d n >, 0 and d n can be zero or very small. Let 9 be 
the last column of V, and 4 the last column of U, so 
and 
A’$ = d,,+. 
We shall use only the 2-norm in this paper. 
Note that the condition number of A is 
X(A)= ;, 
n 
which can be very large if d, is small. Since the null space of A is at most 
one-dimensional, it is possible to remove the singularity by an appropriately 
chosen rank-l modification. Consider the following modification to A: 
ii = A + azwT (1.2) 
with ]]z]] = ]]w]] = 1. Golub [i] and B unch etA al. [l] studied the problem of 
updating the eigenvalues of A when A and A are symmetric. Thompson [c] 
gives the following interlocking property of the singular values of A and A: 
THEOREM 1.1 (Thompson). 
A. Then, 
Let ci 2 . . . > c, be the singular values of 
under the convention d, = + 00, d ,,+ 1 = 0. Conversely, given c1 > + . . > c, 
satisfying (1.3), there exists a rank-l modification to A with singular values 
cl,. . ., Cfl. 
Since the above theorem does not give any information about the extreme 
singular values of A, we cannot infer any conclusion on the conditioning of 
the perturbed matrix. In fact, one can conclude from the results given in 
Section 2 that the condition number of d can take any real value between 
4/d,-, and infinity. Ideally, one would like X(d) to be as close to 
d z/d n_ 1 as possible. This, however, may be difficult to achieve because the 
optimal choice of (II, z, and w depends on a knowledge of the SVD of A. If 
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the singular vectors + and 4 are known (e.g. obtained by inverse iteration 
[5,2]), then, by choosing cx = d n _ 1 -d,, z = 1,5 and w = $J, we get .X(A)= 
d,/d,pn which is close enough to the optimal bound, since we are assuming 
that A is at most rank-one deficient. But even this is not always possible in 
practice, because J, and C#I may not be known explicitly and also one may not 
be free to choose z and w. In Section 3, we give upper and lower bounds for 
the condition number of A in terms of 10~1, the angle between # and z, and 
the angle between 9 and w. Some examples of the use of these bounds are 
presented in Section 4. 
2. A PRlORl LOWER BOUND 
We shall show that d z/d n_ 1 is the optimal condition number that can be 
achieved with a rank-l modification to A. We also give a particular rank-l 
modification which gives the nearly optimal value d,/d n _ 1. Thompson’s 
theorem will be used heavily in this and the next section. 
LEMMA 2.1. Let A be an n X n matrix with SVD given by (1.1) and d 
defined as in (1.2). Then 
(a) X(d)> d,/d,_, for all a, z, and w, and 
(b) there exist q,, zo, and w. such that .X(A)= d,/d,_,. 
Proof. (a): By Theorem 1.1 we have 
c,>d, 
and 
where c,> .** > c, are the singular values of A. Therefore, 
(b): The second part of Thompson’s theorem shows that, given 
c,> *** >, c,, satisfying (1.3), there exists a rank-l modification to A with 
singular values ci, . . . , ;“. In particular, there exist CQ, zO, and w0 such that 
thesingularvaluesofA=A+cy,z,w~arec,=d,,ci=difori=2,...,n-1, 
and ~,=d,_~.Thus, X(ri)=d,/d,_,. n 
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LEMMA 2.2. Let 
d = A + (d,_, - d,)+$T. 
Then 
X(d)= *. 
n-1 
n 
Proof. The matrix A can be written as 
A=u[D+(dn_,-dn)UTl&Tv]Vz 
= U [ D + (d,_, - d,)e,e,T] VT. 
Therefore, the singular values of A are d ,, . . . , d n _ 1, d n _ 1. Thus, 
3qA)=&. 
n-1 
3. UPPER AND LOWER BOUNDS 
In this section we give an estimate of the effect that a general rank-l 
perturbation has on the conditioning of a matrix A which is at most rank-l 
deficient. We show that the improvement in the condition number depends 
on how close the vectors z and w are to the null spaces of A and AT, 
respectively. 
The following lemma will be needed later: 
LEMMA 3.1. Let 
where e, denotes the nth unit vector, 0 < p < 1, and u, v are arbitrary vectors 
in R”. Then B has at most three singular values different from 1, namely, sl, 
s2, and sg such that 
Sl> 1 > s2 > sg, (3.1) 
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and moreover, 
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(3.2) 
Proof. If we define T = I +(p - l)e,e,‘, we can easily verify that 
\ P, 
Let ui, i = l,..., n, be the singular values of B. Then, by applying Theorem 
1.1 to B = T + uvT, we have 
a,> 1 
l>a,>l, i=2 ,...,n - 2, 
l>U,_,>,P 
1 2 a, > 0. 
Therefore, ui=1 for i=2,...,n-2, and, by calling sl=ul, .s~=u,_~ and 
sg = un, we have (3.1). Suppose that sg # 0. Then, since 
ldet BI = s1s2s3, (3.3) 
we can derive the upper bound in (3.2) as follows: 
832 sB ~(B)=S’=- ~ 
sg Jdet BJ ’ Jdet BJ ’ 
On the other hand, given (3.3) we have 
ldet B( 2 s2s3 2 s:. 
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Thus, 
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sf 1 
X2(B)=+.- 
s3 ldet III’ 
giving the lower bound in (3.2). n 
THEOREM 3.1. Let A be an n x n matrix with SVD given by (Ll), $I the 
lust column of V, and J/ the last column of U. Define A as in (1.2), and let ez 
be the angle between 1c, and z, and 6, the angle between 9 and w, i.e., 
and 
Then, 
cos e, = +‘w. 
where 
d 3/2 
q=> 
1 
d, 
l/2 
~a~~~cosezcosew~+dn $+lsinB,sinB,I 
n 1 II 
and 
I4 2 
K,= 
d1 ‘+ d,_, [ -1 
l~l~lcosezcose~l -d, 
i 
provided that the denominator in K, is positive. 
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Proof. The matrix A can be written as 
d=ucvT, 
where 
C= D+apq’ 
229 
(3.4) 
with v = U Tz and a = V TV. Since U and V are orthogonal matrices, we have 
llpll = 11q)j = 1 and X(A) = Y(C). Define 
‘d, 
D,= D+(dn_l-dn)e,ez= ‘* 
\ 
\ 
d n-1 
h-1, 
where e, denotes the nth unit vector. Then, with 
+ aD, ‘pqT, (3.5) 
we have 
C = D,B. 
The matrix B can be written as a rank-2 modification to the identity matrix as 
follows: 
B=l+[-l+&]ene~+a(D;‘p)qT. (3.6) 
By applying the identity 
det( Z + &“+ qr) = l+ vTu + yTx + ( ZI%)( y’z) - ( u’x)( y’u) 
(proven in [3]), we get 
d 
detB=---!!-- 
d n-1 
(3.7) 
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where pi and qi denote the components of the vectors p and q. Since 
p, = cos tlz and q, = cos B,, we have 
n-1 
1 p~=l)p/12-p~=1-cos28Z=sin20Z. 
i=l 
Similarly, 
n-l 
iTl 42 = sin2e,, . 
Using the Cauchy-Schwartz inequality, we have 
Therefore, by applying the inequality Ia + bl> [al - lb] to (3.7), we get 
I4 
ldetBI>d 
d* 
lcos Gas kl - d,_, ( 
n-1 
(3.8) 
and also 
14 
IdeW -. d,_, 
d” < - lcos ezcos e, I+ - 
d n-1 
On the other hand, by Lemma 3.1 we have 
Since s1 = 11 BII, from the definition of B we can easily derive that 
(3.10) 
Z 0 I4 
‘lG 0 d,/d,_, + laj.IID;‘pqrII d 1+ d. (3.11) n-1 
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This and (3.8) can be applied to (3.10) to get the following upper bound: 
provided that the right-hand side in (3.8) is positive. We can also get the 
lower bound K, by applying (3.9) to (3.10) as follows: 
dn I4 . - l/2 
- (cos e,cos e, I+ - 
d ‘+ d,_, 
- lsin ezsin e, ) = K,. 
n-1 
4. EXAMPLES 
Theorem 3.1 suggests that, in order to make the upper bound K, as small 
as possible, one should choose z and w sufficiently aligned with \c, and + 
respectively so that layI* (cos fIzcos 0,l is large compared to 
l+ $--lsinB,sin8,,1 
n-l 
As d n + 0, the upper bound K 2 takes the form 
K,= 
d,[l+ l’yl/L,12 
~a~~~osezcose,~+ o(d,) . 
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In particular, when A is exactly singular (i.e. d, = 0), and (Y = d,_ i, the 
bound becomes 
dl 
X(/Q<-. 
4 
d,_, ~cosB,cos8,~ ’ 
Further, to make this bound as small as possible, one should choose .z and w 
such that lcos e( = )cos e,l= 1, so that 
which is only a factor of 4 larger than the actual value of X(R) given by 
Lemma 2.2. 
On the other hand, if z and w are such that lcos flzl and lcos e,l are small, 
there may not be any improvement in the condition number of A. In 
particular, when z is orthogona;l to $J and w is orthogonal to 9, we have the 
following lower bound for .X(A): 
which is O(d; ‘1’) as d n + 0. In fact, we have not improved X(A) because 
in this case the smallest singular value of R is still equal to d,. 
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