Abstract-Transmitter cooperation enabled by dedicated links allows for a partial message exchange between encoders. After cooperation, each encoder knows a common message partially describing the two original messages, and its own private message containing the information that the encoders were not able to exchange. We consider the interference channel with both private and common messages at the encoders. A private message at an encoder is intended for a corresponding decoder whereas the common message is to be received at both decoders. We derive conditions under which the capacity region of this channel coincides with the capacity region of the channel in which both private messages are required at both receivers. We show that the obtained conditions are equivalent to the strong interference conditions determined by Costa and El Gamal for the interference channel with independent messages.
I. INTRODUCTION
A problem in which encoders partially cooperate in a discrete memoryless channel was proposed by Willems for a multiple access channel (MAC) [1] . To model the transmitter cooperation, two communication links with finite capacities are introduced between the two encoders. The amount of information exchanged between the two transmitters is bounded by the capacities of the communication links. The proposed discrete channel model enables investigation of transmitter cooperation gains. For a Gaussian network with two transmitters and two receivers, improvements in the achievable rates due to node cooperation were demonstrated in [2] - [6] . In [2] , the transmitters fully cooperate by exchanging their intended messages and then jointly encode them using dirty paper coding. Other cooperation schemes were analyzed in [3] - [5] .
In the discrete memoryless MAC with partially cooperating encoders [1] , the outcome of the cooperation is referred to as a conference. Willems determined the capacity region of this channel and thus specified the optimum conference. His result was recently extended to a compound MAC in which two decoders wish to decode messages sent from the encoders [7] . The same form of conference as in [1] was shown to remain optimal.
When cooperating over the links with finite capacities, encoders obtain partial information about each other's messages. This information is referred to as the common message as it is known to both encoders after the conference. In addition, 1 This work was supported by NSF Grant NSF ANI 0338805. each encoder will still have independent information referred to as the private message, as this message remains unknown to the other encoder. Both common and private messages are decoded at a single decoder in the case of the MAC [1] , or at both receivers in the case of a compound MAC [7] . In this paper, we consider the communication situation in which two encoders each have a private message and a common message they wish to send. Each decoder is interested in only one private message sent at the corresponding encoder . Both decoders wish to decode the common message. We refer to this channel as an interference channel with common information, denoted are the corresponding channel outputs. Each encoder , needs to be communicated from the encoders to both decoders, as shown in Figure 1 . The channel is memoryless and time-invariant in the sense that and a maximum error probability
where
A rate triple
is achievable if, for any , there is an
code such that The capacity region of the interference channel with common information is the closure of the set of all achievable rate triplets
. The next theorem is the main result of this paper. It gives conditions under which the capacity region coincides with the capacity region of the channel in which both private messages are required at both receivers. 
III. THE MAC WITH COMMON INFORMATION AND ACHIEVABILITY
The interference channel with common information is closely related to a discrete channel model in which private and common messages are transmitted to a single receiver, referred to as the MAC with common information [12] . The capacity region of this channel, ¡ ¢ £ , was shown in [12] and [13] to be ¡ ¢ £
. We remark that under the conditions (12) and (13), the regions (14)- (17) and (22) are the same.
Consider next the strong interference channel with common information. The achievability of the rates of Theorem 1 in the case in which both messages are required at the receivers guarantees that these rates are also achieved when a weaker constraint of decoding of a single message is imposed at the receivers. Hence the proof of achievability in Theorem 1 is immediate. We next prove the converse.
IV. CONVERSE
Consider a code
for the interference channel with common information. Applying Fano's inequality results in
(24) where
To prove the converse, we will use the data processing inequality for the following Markov chains: Lemma 1: The following form Markov chains for the interference channel with a common message: 
We first consider the bound (17) at the decoder a . We have
where again
follows from the independence of (39) where we have used 
The same approach as in (35) and (38) can be used to obtain
is satisfied for all input distributions of the form (18) if and only if the vector version of the strong interference condition (2), given by satisfied for all independent inputs.
Combining Theorem 2 and the Lemma in [10] we conclude that the conditions (46) and (45) reduce to the strong interference conditions (1) and (2) respectively, thus proving Theorem 1.
É
The equivalence of the per-letter conditions (3)-(4) and the strong interference conditions (1)-(2) relies on the fact that (3)-(4) must hold for all input distributions of the form (18). At this point, it is not clear if these conditions can be tightened to require a subset of distributions (for example only capacityachieving distributions) to satisfy the conditions (3)-(4).
V. GAUSSIAN CHANNEL
Consider the Gaussian interference channel in the standard form [9] , [15] From the maximum-entropy theorem [16, Thm.
] it follows that Gaussian inputs are optimal in Theorem 1. We have the following result.
Corollary 1: When the strong interference conditions°©
