Sylvester's criterion states that a symmetric (more generally, Hermitian) matrix is positive definite if and only if its principal minors are all positive. The theorem is especially useful when employing the Second Derivative Test for local extrema of functions of several variables. When the proof of the sufficiency of positive principal minors is included in a linear algebra text, it is usually based on Gaussian elimination [4, pp. 331-332] or on the reduction theory for quadratic forms [2, pp. 328-329]. In either case, the heart of such proofs is a matrix computation. This note presents a proof which, while still very dependent on matrices, makes more use of ideas from the theory of vector spaces. In a one semester course in linear algebra, one often has the feeling of developing the machinery of abstract vector spaces without ever really making use of it. The proof here is short, requires only concepts that are standard in beginning linear algebra, and provides an opportu- The determinant of a diagonalizable matrix is the product of its eigenvalues.
The next theorem provides one of many opportunities for nontrivial inductive proofs in a linear algebra course. We complete the proof of sufficiency in Sylvester's criterion by induction. For n = 1, the result is trivial. Assume the sufficiency of positive principal minors for (n -1) x (n -1) real, symmetric matrices. If A is an n x n real, symmetric matrix with positive principal minors, then, by the inductive hypothesis, its (n -1)st principal submatrix is positive definite. Let W be the (n -1)-dimensional subspace of Rn consisting of those vectors whose last coordinate is zero. Then for any nonzero vector w in W, wtAw > 0. Lemma 2 now implies that A has at least n -1 positive eigenvalues (counting multiplicity). We apply the Proposition above and the fact that det A > 0 to conclude that A has n positive eigenvalues. This completes the proof of Sylvester's criterion.
