This work develops a static analysis to create a model of the behavior of an Android application's GUI. We propose the window transition graph (WTG), a model representing the possible GUI window sequences and their associated events and callbacks. A key component and contribution of our work is the careful modeling of the stack of currently-active windows, the changes to this stack, and the effects of callbacks related to these changes. To the best of our knowledge, this is the first detailed study of this important static analysis problem for Android. We develop novel analysis algorithms for WTG construction and traversal, based on this modeling of the window stack. We also propose WTG extensions to handle certain aspects of asynchronous control flow. We describe an application of the WTG for GUI test generation, using path traversals. The evaluation of the proposed algorithms indicates their effectiveness and practicality.
Introduction
The explosive growth in the number of deployed smartphones and tablets has significantly changed the computing landscape. The correctness, security, and performance of such devices is of paramount importance for many millions of users. For software engineering researchers, this raises high expectations for developing a comprehensive toolset of algorithms for understanding, testing, and verification of Android software.
Our focus is on a key component of such a toolset: a static analysis to create a model of an application's graphical user interface (GUI). The model captures essential aspects of run-time semantics and can be used for program understanding, testing, and dynamic exploration Anand et al. 2012; Cai and Ryder 2017; Choudhary et al. 2015; Hao et al. 2014; Jamrozik et al. 2017; Jensen et al. 2013; Machiry et al. 2013; Mahmood et al. 2014; Takala et al. 2011; Wontae et al. 2013; Xiong et al. 2017; Yan et al. 2013; Yang et al. 2013a; Zhang et al. 2016; Zhang and Elbaum 2012) . It could also potentially be a starting point for static data-flow analyses, for example, for checking of security properties, leak defects, and other correctness/performance properties (Arzt et al. 2014; Banerjee et al. 2014; Chin et al. 2011; Dubroy 2011; Feng et al. 2014; Fuchs et al. 2009; Google Inc 2017c; Grace et al. 2012; Guo et al. 2013; Huang et al. 2014; Lin et al. 2014; Liu et al. 2014; Lu et al. 2012; Octeau et al. 2013; Pathak et al. 2012; Payet and Spoto 2012; Wei et al. 2014; Wu et al. 2016; Zheng et al. 2012) .
We propose a particular form of a GUI model for Android: a window transition graph (WTG) . Nodes in this graph represent windows and edges represent transitions between windows, triggered by callbacks executed in the UI thread. To allow the development of client data-flow analyses based on the WTG, graph edges are annotated with the sequences of callback methods invoked by the Android platform. These annotations capture event handling callbacks and window lifecycle callbacks.
Challenges and insights
The representation and analysis of these callback methods play a critical role in a static analysis for WTG construction, and more generally, control/data-flow analysis for Android. Transitions between windows are triggered by such methods, and during these transitions additional callbacks occur. The current state of the art in static analysis for Android is inadequate when it comes to represent such run-time behavior. For example, we have seen various cases from real applications where an event handler may force the closing of the current window and its predecessor window, while at the same time opening a new window; this leads to complicated interleavings of callbacks for the three windows. As another example, we have seen many cases where the return from a window does not come back to the predecessor, but rather to another window displayed earlier. In existing work, including our own prior work, there is no conceptual clarity on these possible run-time behaviors and how they can be analyzed in a static control-flow analysis.
We address this problem by clarifying the major elements of such behaviors, using the abstraction of a window stack. The window stack generalizes the standard Android notion of a "back stack" (Google Inc 2017d), which stores the currently-alive activities.
(Activities correspond to one major category of windows.) Our generalization (1) captures additional categories of windows, and (2) models the changes to the window stack. An important observation is that a single transition in the WTG can have complex effects on the window stack: for example, it can pop and/or push windows, all as part of the same WTG edge. A major contribution of our work is the careful modeling of these stack changes and their related callbacks-both the callbacks that trigger the stack changes, and the callbacks triggered by them. To the best of our knowledge, this is the first detailed study of this important static analysis problem for Android.
The combined analysis of callbacks and the window stack also provides a solution to an important related problem: which sequences of window transitions are feasible? One cannot consider all WTG paths, since some such paths are provably infeasible. We can draw an analogy with the sequences of calls and returns in ordinary programs: modeling the possible states of the call stack is a key concern in static analysis of call/return sequences (which, in turn, is an important component of interprocedural data-flow analysis). However, the behavior of the window stack can be significantly more complicated. Our work provides a systematic identification of valid WTG paths (and, by trivial extension, valid call/return sequences), which is a critical prerequisite for future developments in interprocedural data-flow analysis for Android. As an exemplar client, we have developed a test generation tool in which valid WTG paths naturally correspond to test cases. In follow-up work, we used the WTG for static detection of energy-related defects as well as for test generation to uncover leaks and to allow profiling of app responsiveness . Contributions The contributions of this work are: (1) definition of the window transition graph (WTG) as a GUI model for understanding, testing, dynamic exploration, and static checking of Android applications; (2) static analysis for WTG construction, employing careful modeling of the interplay between callbacks and the window stack; (3) algorithm to identify valid paths in the WTG, based on modeling of window stack changes; (4) WTG extensions to model certain aspects of asynchronous control flow; (5) test generation tool based on the WTG; and (6) experimental evaluation of the proposed algorithms.
An initial version of this work appeared at the 2015 IEEE/ACM International Conference on Automated Software Engineering (Yang et al. 2015b ). This journal version provides a significantly more detailed discussion of control-flow semantics, which forms the basis for the proposed static analysis. A new conceptual contribution of this paper is a static analysis of asynchronous control flow and related WTG refinements. The description of the design and implementation of the static analysis has been extended with more details and with some new features not handled in the conference paper (e.g., externally-defined event handlers). A precise definition of a WTG path traversal algorithm has been provided. The experimental results have been updated to use the latest version of the analysis. The discussion of related work has been extended significantly, including our follow-up work on several WTG clients. Additional details are available in the first author's Ph.D. dissertation (Yang 2015) . 2 Android behavior and its WTG representation
Relevant Android features
Figure 1 contains an example derived from the APV PDF viewer (APV 2015) . For simplicity, the code and its description omit a number of non-essential details. The example illustrates windows (e.g., ChooseFileActivity), GUI widgets (e.g., fileListView), and event handlers (e.g., onItemClick). We will use Event to denote the set of all widget events and default events. Callbacks Each e ∈ Event triggers a sequence of callbacks that can be abstracted
Here c i is a callback method and o i is a run-time object on which c i was triggered. We focus on two categories of callbacks. Widget event handler callbacks respond to widget events. Figure 1 shows three examples. Method onItemClick handles click events for items of list fileListView. The call at line 6 registers the activity with a listener for such events. The list, the item being clicked, and its position in the list are provided as parameters to the callback. Method onOptionsItemSelected handles clicks for items in the options menu, and takes the clicked item as a parameter. Method onClick at lines 34-36 responds to clicks on btn.
In addition to handler-registration calls such as setOnClickListener (line 33 in Fig. 1 ), it is possible to define a widget event handler using an XML layout file. Such layout files define the GUI structure for an activity, including its widgets and their types. The activity "inflates" the layout definition at run time to create the necessary widget objects (e.g., the objects references by fields fileListView and btn in the example). For brevity, Fig. 1 does not show this inflation API call. The layout definition can also provide the event handler for a "click" event on a widget. An example is shown in Fig. 2 . This example is derived from app VLC, which was used in our experiments. The XML layout file defines (among others) an ImageButton widget, with several properties including the name of an event handler. AudioPlayerActivity inflates this layout; as a result, event handler onShuffleClick is associated with the widget.
The processing of layout files and API calls such as setOnClickListener is described in our earlier work (Rountev and Yan 2014; Yan 2014) and is implemented in our GATOR analysis toolkit (GATOR 2017), which also contains an implementation of WTG construction. The layout files are available in several standard locations in the app archive. The analysis uses an XML parser to extract the layout structure. Next, close to eighty Android API calls and their related parameter/return types are obtained from a specification file external to the static analysis. The APIs can be broadly characterized into several categories such as "set listener", "look up widget", etc. Each category contains several APIs with similar functionality. Category-specific semantics is hard-coded in the static analysis. A fixed-point iteration algorithm propagates widgets, widget/layout ids, activities, and listeners to/from calls to these APIs. While this structure is somewhat flexible and can handle new APIs that fall under existing categories, significant changes to Android semantics may require the creation of new categories and corresponding changes to the analysis. The original analysis by Rountev and Yan (2014) did not consider XML-defined handlers, but the latest version of GATOR handles such definitions. The results of this processing are then used for WTG constructions, as described later.
Lifecycle callbacks are used for lifetime management of windows. These methods are of significant interest to developers-for example, in order to avoid leaks (Dubroy 2011; Google Inc 2017c; Guo et al. 2013; Wu et al. 2016; Yan et al. 2013 ). There are seven lifecycle callbacks for activities; all are listed in Fig. 1 . For example, creation callback onCreate indicates the start of the activity's lifetime, and termination callback onDestroy indicates end of lifetime. Menus and dialogs also have create/terminate callbacks, e.g. onCreateOptionsMenu and onOptionsMenuClosed in Fig. 1 . 1 We will use names create and destroy to represent these create/terminate callbacks. The remaining lifecycle callbacks in activities will be denoted by start, pause, . . . Let Cback be the set of all lifecycle and widget event handler callbacks.
Motivation and related work
Section 2.4 describes the window transition graph (WTG), our proposed static representation of window transitions and callbacks. Each node corresponds to a window and each edge represents a window transition, labeled with a callback sequence. Figure 3 , presented in Sect. 2.4, shows the WTG for the running example. Why this static representation? A number of challenging software engineering problems for Android can be addressed with static analyses where the modeling of control flow plays a critical role. A few examples include checking of security properties (Arzt et al. 2014; Cai and Ryder 2017; Chin et al. 2011; Feng et al. 2014; Fuchs et al. 2009; Grace et al. 2012; Huang et al. 2014; Lu et al. 2012; Octeau et al. 2013; Zheng et al. 2012) , detection of energy defects (Banerjee et al. 2014; Li et al. 2013; Liu et al. 2014; Min et al. 2015; Oliner et al. 2013; Pathak et al. 2012; Wu et al. 2016) , leak defects (Dubroy 2011; Google Inc 2017c; Guo et al. 2013; Yan et al. 2013) , data races (Lin et al. 2014) , and other correctness checking (Payet and Spoto 2012; . For example, common battery-drain defects-"no-sleep" (Pathak et al. 2012) and "missing deactivation" (Banerjee et al. 2014; Liu et al. 2014; Wu et al. 2016 )-can be stated as properties of callback sequences. These sequences could potentially be derived from WTG paths. Prior work (Pathak et al. 2012 ) defines a data-flow analysis to identify relevant API calls (e.g., GPS is turned on) and to search for no-sleep paths along which corresponding turn-off/release calls are missing. For this work, the order of callbacks is of critical importance, but their solution lacks generality and precision, and may even involve manual efforts by the user. Some dynamic analyses of energy defects (Banerjee et al. 2014; Liu et al. 2014 ) also consider paths in which a sensor (e.g., the GPS) is not put to sleep appropriately, often because of mismanagement of lifecycle callbacks. A static approach to identify such code paths requires callback ordering information, and the WTG can provide this information, as demonstrated by Wu et al. (2016) . Another example is static taint analysis for Android. Studies have shown ) that representative algorithms such as FlowDroid (Arzt et al. 2014) do not model soundly all callback interleavings and do not employ the controlflow validity constraints captured in our work. Yet another example is static detection of resource leaks. Such leaks are often the result of improper resource management under event/callback sequences (Dubroy 2011; Google Inc 2017c; Guo et al. 2013; Yan et al. 2013) , including events such as rotate, home, and back. Developing static leak detectors requires callback sequences, which could be obtained from the WTG.
In addition to defect detection, the WTG is directly applicable for GUI model construction for program understanding, testing Takala et al. 2011; Yan et al. 2013; Yang et al. 2013a; Zhang et al. 2016) , and dynamic exploration Yang et al. 2013b) . In Sect. 5 we describe a test generation tool we developed based on the WTG, using traversals of valid WTG paths. Related work Despite the critical importance of analyzing statically the possible GUI behaviors of an Android application, the current state of the art lacks a systematic and comprehensive solution. For example, an activity transition graph is constructed in the A3E tool to guide run-time GUI exploration, but the underlying static analysis (Fuchs et al. 2009; SCanDroid 2015) uses conservative assumptions about GUI-related control flow, and does not model the changes to the window stack. Other work that creates static GUI models (e.g., (Zheng et al. 2012) ) also lacks generality and representations of the window stack. Our earlier work (Yang et al. 2015a ) considers analysis of callbacks and determines ordering constraints between them. However, it also does not provide a comprehensive solution: (1) it considers only a limited subset of lifecycle callbacks; (2) it does not represent the interleavings of callbacks from multiple windows, as illustrated in Table 2 from Sect. 2.3; (3) it does not model the window stack (e.g., it assumes that each back event will return to the previous window); (4) it does not handle the owner-close operations described shortly; (5) it does not consider rotate, home, and power events. Other work that analyzes possible callbacks in Android (Arzt et al. 2014; Feng et al. 2014; Huang et al. 2014; Liang et al. 2013; Lin et al. 2014; Lu et al. 2012) has similar or even more significant limitations. To the best of our knowledge, the proposed static analysis is the first comprehensive solution to the important problem of modeling the possible window/callback sequences in an Android GUI. Since our approach is tightly coupled with Android-specific semantics, it is unlikely that it will be relevant beyond Android code.
Since the original work that proposed the WTG model (Yang et al. 2015b) , we have developed several clients that use this model. Section 3.6 provides additional details on these clients.
Semantics of window transitions
This section describes the relevant details of Android run-time behavior related to window stack changes. Note that we focus on the behavior of the main thread (i.e., UI event thread) of the application. General analysis of multiple threads (Lin et al. 2014) or of control flow across applications is not being considered. However, as discussed later, we do develop techniques to model some common forms of interaction between the UI thread and other threads.
Opening and closing of windows
There are various API calls to open and close windows. For example, a call to startActivity opens a new activity, and a call to finish closes an existing one. Similarly, calls to show and dismiss can create and destroy a dialog. These will be represented with abstract operations open(w) and close(w), where w is the window being created/destroyed. We have never encountered an example of an execution of a callback method c that opens more than one window, and thus we assume that any path through c contains at most one open(w) operation.
Operations close(w) may also be triggered during an execution of c. The two common patterns are self-close and owner-close. In a self-close, c is associated with a window w and c's execution issues close(w); an example is shown at line 36 of Fig. 1 . Another example is onOptionsItemSelected associated with the options menu m: the semantics of menu-item-click event handlers includes an implicit menu selfclose operation close(m) that does not appear in the code. In owner-close operations, if c is associated with a menu m or a dialog d, it may issue close(a) for the owner activity a. For example, the path at lines 27-29 in Fig. 1 . At any moment of time, the window w ∈ Win at the top of the stack determines the possible events that could be triggered by the user. These include widget events [v,t] where v ∈ View is a widget defined by w and t is the event type, as well as default events such as [w, back] , etc. When a widget event [v,t] is triggered, callback [v,h] is invoked. Here h ∈ Cback is the corresponding event handling method, invoked on that same widget v. If h triggers a self-close operation, w is popped from the window stack. If, in addition, h triggers an owner-close operation, the owner activity is also popped from the top of the stack. 3 Finally, if h opens a new window, this window is pushed on top of the stack.
These scenarios are summarized in Tables 1 and 2 . The first column in Table 1 describes the stack state, with the currently-visible window on top. We use a and a to denote activities, m to denote a menu, and d denote a dialog. If there are behavioral differences between options menus and context menus, these menus are denoted by om and cm, respectively. In several rows the event handler is listed as "implicit", because it is defined by the Android platform semantics and not by the application code. Column "Open/Close" shows the window open/close operations triggered by the event handler. The corresponding changes to the window stack are shown in the last column of the table. After these changes are applied, the new stack top becomes the visible window. For each row in Table 1 , a corresponding row in Table 2 defines the sequence of callbacks invoked during this transition.
Rows 1-11 describe cases where the top of the window stack is an activity. The first row represents the simplest possible scenario: an event of type t for a widget v in the current activity a, such that the event handler h does not open or close any windows. Rows 2-4 show cases where h opens a new window-an activity a , a dialog d, or a menu m. A menu could also be opened using the default menu event (row 5). In all these cases, a is not closed and remains on the window stack under the newly-opened window.
Row 6 represents the more complex case when the handler h both opens a and closes a. Note that when a dialog d or a menu m is opened, the owner activity a cannot be closed because its lifetime contains the lifetime of the menu/dialog. In cases when a new activity a is opened (rows 2 and 6), the callback sequences interleave lifecycle callbacks for a and a , as shown in Table 2 . The implicit handlers for default events also may trigger stack changes. For example, rotating the screen destroys a and then recreates it on top of the stack (row 7); here a represents a new instance of the same activity.
Suppose the current activity is a and under it on the window stack is another activity a. An event on a widget v for a could trigger a handler h that closes a , which makes a the currently visible window (row 10). A similar effect could be achieved by pressing the BACK button (row 11). In both cases, lifecycle callbacks for a and a are interleaved during this stack change. Rows 26-37 present the scenarios for a menu m. The events are of the form [menu_item,click] with handlers h illustrated by onOptionsItemSelected in the running example. The implicit close(m) operation in h is explicitly represented. Row 29 corresponds to code line 26 in the running example, and row 30 represents the effects of lines 27-29. It is worth noting that starting from Android 3.0, the options menu of an activity a can be displayed as an action bar, which shows the menu items as part of the activity's window. Whether or not to use the action bar depends on the app's theme and target API level. If the action bar is used, the menu items can be treated as widgets of the corresponding activity a and their initialization happens when a is opened; in essence, the menu is merged into the activity. In such cases the effects of row 5 at Table 1 and Table 2 are "appended" to the effects of any operation push(a). For simplicity, the subsequent discussion and the analysis implementation assume that an action bar is not used. Given the produced WTG, a client can derive the action-bar-specific behavior by conceptually merging the node for an options menu with the node for its activity, and adjusting the WTG edges accordingly.
Window transition graph
Given the run-time behavior described so far, we propose the WTG as a static model of that behavior. The WTG is defined as G = (Win, E, , δ, σ ) with nodes w ∈ Win and edges e ∈ E ⊆ Win × Win. Here we use Win and View to denote sets of static abstractions of run-time windows and widgets (while previously these sets denoted the actual run-time entities). There are various ways to define such static abstractions. As described in Sect. 2.1, we use an approach from our prior work (Rountev and Yan 2014; Yan 2014) which creates a separate a ∈ Win for each activity class, together with appropriate m, d ∈ Win for its menus and dialogs, and abstractions v ∈ View for their widgets (i.e., defined in layout XML files), and then propagates them similarly to interprocedural points-to analysis, but with special handling of Android API calls.
In the WTG, labels : E → Event indicate that the window transition represented by an edge could be triggered due to a particular event. Labels δ : E → ({push, pop}× Win) * annotate an edge with a sequence of window stack operations push(w) and pop(w). Finally, σ : E → ((Win∪View)×Cback) * shows the sequence of callbacks for the transition.
The meaning of an edge e = w 1 → w 2 is as follows: suppose that the currentlyvisible window is w 1 (i.e., it is on top of the window stack). If event (e) is issued by the GUI user, the processing of this event may trigger the stack changes described by δ(e), resulting in a new stack top element w 2 . During these changes, the callback sequence σ (e) is observed. Example Figure 3 shows the WTG for the running example. To simplify the figure, edges w → w for rotate and home events are not shown. Since edges for power are very similar to the ones for home, they are not shown either. The back-event edge from the starting activity a 1 , which returns control back to the Android platform, is also not shown. Each e i is labeled with its triggering event (e i ). Edge e 1 represents the case when the PDF file does not exist (line 12 in onItemClick) and the event handler returns without opening a new window. The table shows the associated stack changes as well as row numbers from Table 2 describing the callback sequences σ (e).
Two acyclic paths reach a 3 : p = e 2 , e 4 , e 7 and p = e 2 , e 4 , e 9 , e 11 , where p produces a window stack (a 1 , a 2 , a 3 ) and p produces (a 1 , a 3 ) . Edges e 8 and e 12 correspond to possible next edges along p and p , respectively. Note that if e 8 is appended to p , the path is invalid: it represents a stack (a 1 ), but the end node of the path is a 2 , which violates the property that the current window is on top of the window stack. Similarly, e 12 cannot be appended to p. Our graph construction creates both e 8 and e 12 , while our subsequent path traversal avoids the infeasible paths p , e 8 and p, e 12 .
WTG construction algorithm
The static analysis algorithm to construct the WTG takes as input all w ∈ Win, v ∈ View, and, for each w, the possible widget events [v,t] and their corresponding event handler callbacks [v,h] . This information is computed by a static analysis from prior work (Rountev and Yan 2014; Yan 2014) ; this analysis was outlined in Sect. 2.1. Given this input, the WTG construction algorithm proceeds in three stages. In the first stage, initial edges e are constructed and annotated with trigger-event labels (e). This stage requires analysis of open(w) operations in event handlers, as well as modeling of default events rotate, home, power, and menu. Since close(w) operations are not accounted for in this stage, some of the resulting edges have incorrect target nodes. In the second stage, the initial edges are extended to include push/pop sequences δ(e) and callback sequences σ (e). This requires analysis of self-close and owner-close operations. In the third stage, backward traversal of the graph is used to analyze the push/pop sequences along traversed paths, in order to determine the correct target nodes of edges that could not be resolved earlier.
Stage 1: open-window operations and default events
The first stage applies Algorithm 1. Helper function AddEdge(w 1 , w 2 , ev) represents the addition to the WTG of an edge from window w 1 to window w 2 . The edge is labeled with event ev: a widget event [v,t] , where v is an widget in w 1 , or a default event [w 1 , t].
For each window w, in addition to w's widget events [v,t] and their callbacks [v,h] , the algorithm requires two additional properties. The first is a map Open, mapping each callback [v,h] to the set of open(w ) operations that could be triggered by paths in the callback's execution. The second is a map MayOpenNone from [v,h] to a boolean value: true if the callback's execution could complete without triggering any open(w ) (i.e., there is an execution path without window-open operations), and false otherwise. Both of these maps can be computed using an approach defined by Yang et al. (2015a) , in which interprocedural control-flow traversal of h (and its transitive callees) is performed to find calls such as startActivity.
Details of this analysis are available elsewhere (Yang 2015, Section 2.2), but its key features can be summarized as follows. First, given [v,h] , class hierarchy analysis is used to determine the transitive callees of h. Next, using a form of constant propagation analysis, the control-flow graphs of h and its callees are analyzed based on knowledge of the calling context v in order to determine feasible edges in these graphs. For example, for handler h = onOptionsItemSelected (line 25 in Fig. 1 Fig. 3 illustrates this case; the edge is created because there is a path in onItemClick (through line 12 in Fig. 1 ) for which no windows are created. We will refer to such edges as no-open edges. Next, each possibly-opened window w is considered. At line 6, an edge from w to w is created for event [v,t] . Line 8 handles default event menu for activities. The edges created at lines 6 and 8 push a new window on top of the window stack, and will be referred to as window-open edges.
At line 9, initial edges for back-button events are created. The targets of these edges (as well as their callback sequences) will not be known until Stage 3. Next, for each menu and dialog w, its owner activity is determined by traversing backward Table 1 . The cases for context menus and dialogs are not shown, but they are similar to those for options menus. In all cases, the algorithm's behavior is consistent with the description in Table 1 . Example Figure 4 shows the WTG for the running example after Stage 1 has completed. The edge numbering is the same as in the final WTG from Fig. 3 . Similarly to that earlier figure, certain rotate, home, and power edges are not shown for simplicity. Edge e 1 is created because MayOpenNone is true for the corresponding event handler, while e 2 shows that this handler could open a 2 . The owner of m is a 2 , and the home edge for m reflects that. The back-event edges have incorrect targets that will be fixed later. The back-event edge for a 3 is labeled as e 8 , e 12 since eventually it will lead to the creation of two separate edges e 8 and e 12 .
Stage 2: close-window operations
In this stage the analysis first considers each edge e for a widget event [v,t] and handler [v,h] . Using the same interprocedural control-flow reachability analysis by Yang et al. (2015a) , h under calling context v is analyzed for self-close operations (e.g., calls to finish) and e is classified in one of three disjoint categories: must-not-self-close, may-self-close, and must-self-close. If h under context v does not contain a path reaching a self-close operation, e is in the first category. If some but not all paths reach a self-close, the second category applies. If every path reaches a self-close, the edge is must-self-close.
In a similar manner, classification is performed for owner-close operations. The analysis considers each menu and dialog w and w's owner activity a. For an edge e = w → . . . for a widget event [v,t] , we can classify e as must-not-close-owner, may-close-owner, and must-close-owner. Example In Fig. 4 , e 7 and e 9 are must-self-close due to the implicit close(m) in onOptionsItemSelected. Edge e 11 is also must-self-close due to the call to finish at line 36 in the running example. (If, hypothetically, this call were guarded by a conditional, the classification would have been may-self-close.) The other two widget event edges e 1 and e 2 are must-not-self-close. For owner-close operations, e 7 is must-not-close-owner, while e 9 is must-close-owner, since under widget context optionsItem the handler definitely closes the owner activity a 2 (line 29 in the running example).
This classification is used to create push/pop labels δ(e) for the analyzed edges. For example, e 9 opens a 4 while definitely closing m and its owner a 2 ; thus, δ(e 9 ) = pop m, pop a 2 , push a 4 . Algorithm 2 provides some details on this process. One important observations is that a single edge created by Stage 1 may be expanded into several edges, with different δ(e) labels. For example, if (hypothetically) e 11 were may-selfclose, it would expand to two edges from a 4 to a 3 , one labeled with push a 3 (line 7 in the algorithm) and the other with pop a 4 , push a 3 (line 5 in the algorithm). Helper function ExpandEdge(e, d) takes an edge e created by Stage 1 and constructs an "expanded" version of it with δ(e) = d. After Stage 2, the edges from Stage 1 are discarded.
Some details of the processing are elided for brevity. For example, the handling of dialogs is similar to that of menus, but with the additional possibility that a self-close operation is not executed. The handling of rotate, home, and power events is consistent with the push/pop sequences listed in Table 1 , and is not shown in Algorithm 2. After the algorithm completes, all edges have posh/pop labels δ(e). These labels for the running example are shown in Fig. 3b . At this point, there is still a single back-event edge for a 3 (labeled with pop a 3 ); Stage 3 creates two separate edges from it.
Certain edges have incorrect targets and have to be processed by Stage 3. These edges do not open new windows, but close existing ones: namely, (1) edges for back events, and (2) no-open edges that contain close operations. In both cases, the top of the stack after executing the edge is some (yet) unknown previously-opened window. The rest of the edges have correct target nodes and their callback sequences σ (e) can be determined at this time, using the Android semantic specification illustrated by Table 2 . For edges e 1 , e 2 , e 4 , e 6 , e 7 , e 9 , e 11 from Fig. 4 , the callback sequences computed by Stage 2 are listed in Fig. 3b . The rest of the edges in Fig. 4 have incorrect target nodes, and since σ (e) depends on the target of e, their callback sequences cannot yet be determined. 
Stage 3: backward analysis of the window stack
Edges with incorrect targets require further processing. They are of the form e = w → w, with labels δ(e) containing no push but at least one pop. To identify the correct target of e, Stage 3 performs a backward traversal from w, using correct edges finalized in Stage 2, to examine all paths ending at w. This traversal is parameterized by a value k, which defines the largest number of edges along any path being considered. 5 For each such path e 1 , e 2 , . . . , e n , where n ≤ k and the target node of e n is w, we need to consider the sequence of push/pop operations δ(e 1 ), δ(e 2 ), . . . , δ(e n ), δ(e) and to decide (1) whether this sequence represents valid run-time behavior, and (2) what could be the top of the window stack after the sequence is executed.
Example Suppose that k = 2 and we consider e 5 = m → m in Fig. 4 , labeled with pop m. Two paths ending at m need to be examined: e 2 , e 4 and e 6 , e 4 . The edge labels for the first path (including e 5 's label) are push a 2 , push m, pop m. This is a feasible sequence whose execution is guaranteed to leave a 2 as the top of the stack. Thus, e 5 should have a 2 as a target, and the analysis creates this corrected edge. For the second path, the edge labels (including e 5 ) are pop m, push m, pop m. Although this is a feasible sequence, it does not provide enough information to decide what would be the top of the stack after executing these operations, and the analysis does not create any edges due to this path.
As another example, consider edge e 10 = a 4 → a 4 . For k = 4, the relevant path is e 0 , e 2 , e 4 , e 9 . Here e 0 is an implicit edge entering a 1 , labeled with push a 1 ; this edge represents the triggering of the start activity a 1 by the Android platform. The sequence for e 0 , e 2 , e 4 , e 9 , e 10 is push a 1 , push a 2 , push m, pop m, pop a 2 , push a 4 , pop a 4 . This sequence leaves a 1 as the top of the stack. Thus, e 10 should be redirected to a 1 (as shown in the graph in Fig. 3) .
As a final example, consider back-event edge a 3 → a 3 . Path e 2 , e 4 , e 7 , with this edge appended, has the sequence push a 2 , push m, pop m, push a 3 , pop a 3 . Thus, this back-event edge should have a 2 as target. In the final graph from Fig. 3 , e 8 is this redirected edge. Another relevant path is e 0 , e 2 , e 4 , e 9 , e 11 ; the sequence along the path, appended with the back-event edge, is push a 1 , push a 2 , push m, pop m, pop a 2 , push a 4 , pop a 4 , push a 3 , pop a 3 , which leaves a 1 as the top of the stack. In this case an edge from a 3 to a 1 needs to be introduced (e 12 from Fig. 3) .
Stage 3 analyzes an edge e = w → w as follows. A stack containing push and pop operations is maintained. The stack is initialized with the reverse of δ(e); for all examples from above, this is an operation pop w. Backward traversal from w is performed, limiting path length to at most k edges. When an edge e i is encountered during the traversal, the reverse of its δ(e i ) sequence is used to update the stack. If pop w is seen, it is just added on top of the stack. If push w is encountered and the stack is not empty, the top of the stack must be pop w (otherwise the path is infeasible and is ignored) and pop w is removed from the stack. If push w is observed when the stack is empty, the traversal stops and w is identifies as a possible target, leading to a new edge w → w . Example Consider edge e 10 = a 4 → a 4 . Starting from a stack containing pop a 4 , edges e 9 , e 4 , e 2 , e 0 are visited to produce the following sequence: push a 4 , pop a 2 , pop m, push m, push a 2 , push a 1 . Operations push a 4 and push a 2 empty the stack. Since push a 1 occurs for an empty stack, edge e 10 becomes a 4 → a 1 .
Limitations
The algorithm and its implementation have several limitations. Control flow due to multiple threads or across multiple apps is not modeled; the next section discusses generalizations to handle asynchronous control flow. The modeling of GUI widgets and event handlers (Rountev and Yan 2014) captures many commonly-used Android widgets, but is not fully comprehensive. For example, it does not handle fragments or custom window/widget systems. Similarly, it does not handle Preference GUI elements, which are similar to views but are used to capture app settings and have their own specialized APIs and XML definitions. System-defined windows are not considered-for example, the "Application Not Responding" dialog and the app permissions dialog. Asynchronous transitions (e.g., due to timers and sensor events) are not represented in the WTG.
The WTG can be used to identify certain scenarios when one WTG edge is only possible after another one has been executed. However, such dependences can only be determined when they correspond to suitable changes to the window stack. Consider the following example: an activity a has a button b 1 . The onClick handler for b 1 creates a new button b 2 and adds it to the window for a. Assume b 2 's onClick does not cause window transitions. In this case, the WTG will have two edges: e 1 = a → a for clicking on b 1 , and e 2 = a → a for clicking on b 2 . Clearly, the only feasible path is e 1 , e 2 . But in the WTG both e 1 and e 2 do not affect the window stack, and e 2 , e 1 will be considered as a feasible path. Neither the WTG not any other static analysis work we are familiar with handles such dependences between events. The WTG does handle dependences of the form "if some onClick opens w, the click event should happen before push(w)", "if button b is in window w, push(w) should happen before click(b)", and "push(w) should happen before pop(w)".
The interprocedural intent analysis used to resolve open(w) calls (Yang et al. 2015a ) considers only explicit intents, as they are designed for use inside the same application (Google Inc 2017b). More general intent analyses (Octeau et al. 2013 SCanDroid 2015) could be used instead. Our analysis also does not model the different launch modes for activities (Google Inc 2017d). Due to these limitations, some window transitions are missing: for example, if we consider the percent of WTG nodes that have no incoming edges, the average such percent over the 20 apps used in our evaluation is 12.5%. While most of these limitations are orthogonal to the contributions of this paper, they emphasize the need to advance the state of the art in static analysis for Android, and in particular the comprehensive modeling of Android-specific control flow and data flow. studied further the unsoundness of static control-flow analyses for Android, including the analyses described here.
Path validity
The analysis outlined earlier does not ensure that each path represents a feasible runtime execution. Consider again the final WTG (after Stage 3) shown in Fig. 3 . Paths p = e 0 , e 2 , e 4 , e 7 and p = e 0 , e 2 , e 4 , e 9 , e 11 both reach node a 3 . However, p cannot be extended with edge e 12 because the corresponding edge labels would be push a 1 , push a 2 , push m, pop m, push a 3 , pop a 3 . This leaves a 2 as the top of the window stack, while the target node of e 12 is a 1 . Similarly, if p were extended with e 8 , the top of the stack would be a 1 while the target of e 8 is a 2 .
The WTG can be augmented with a path validity check, which "simulates" the window stack along a given path of interest, and decides whether the path is valid. This is similar in spirit to classical interprocedural analyses, where the sequence of calls and returns along a path is used to simulate the call stack, in order to decide path validity (Sharir and Pnueli 1981) . A WTG edge may correspond to several push/pop operations, but the validity of these operations is still based on the same style of push/pop matching as in traditional analyses. As discussed in Sect. 5, one use of this validity check is during test generation, to avoid the creation of unexecutable test cases. Path validity checks may also be needed for static checking of correctness properties, in order to avoid analyzing infeasible paths that lead to false positives. As described below, our follow-up work on static checking, test generation, and run-time profiling makes extensive use of path validity checks when traversing WTG paths.
WTG clients
Following the work on WTG definition and construction (Yang et al. 2015b) , we have proposed several clients based on the WTG. One example is a static analysis of energy defects , which uses the WTG to determine feasible sequences of GUI events/transitions, their callback sequences, and related acquire/release properties. Traversal of WTG paths using the path validity check, similar to the one described in Sect. 5, plays a key role in this approach. The evaluation of this analysis further confirmed the precision and utility of the WTG representation. Other related work, which considers test generation for leaks (Wu et al. 2018; Zhang et al. 2016) , explores various WTG paths that could trigger run-time leaking behaviors. Experimental results from these projects show good scalability and high precision for WTG construction. Both for static defect detection and for test generation, the evaluation was performed on apps different from the ones used in this paper. Yet another client of the WTG is a technique for profiling of app responsiveness , in which WTG paths are used to trigger potentially-expensive operations that could "freeze" the app's UI thread. The callbacks along the path are analyzed for the presence of such operations, in order to generate test cases with high coverage. These operations and their surrounding callbacks are then instrumented for subsequent run-time profiling. In all clients, the traversals of the WTG employ the path validity checks from above, which eliminates a significant number of infeasible paths.
Modeling of asynchronous control flow
The WTG aims to model the sequence of events generated by the GUI user and processed by the UI thread, which is the main thread of the application. However, in addition to user-event-driven window transitions, the UI thread may perform window transitions due to other threads in the application. Such threads can generate separate sequences of events and window transitions that are interleaved with the ones generated by the GUI user. The WTG representation described earlier is not designed to capture such events and transitions.
The approach from Sect. 3 does consider two API calls allowing threads to post events on the UI thread: Activity.runOnUiThread and View.post. However, as explained later, this handling does not represent faithfully the actual run-time execution. Furthermore, several other similar APIs are not handled at all. The work presented in this section (1) generalizes the APIs that are considered by the analy- 
Example
We illustrate these issues with the example in Fig. 5 . The code implements text search in a PDF file. When options menu item findTextMenuItem is selected, a dialog to enter the searched text is displayed (line 12). After the user enters the text and clicks goButton, this dialog is closed (line 10) and a thread is started to search for the text (line 16); the progress of this thread is displayed by another dialog (opened at line 25). The search functionality is offloaded to a background thread for better responsiveness, because the UI thread may be blocked while a large PDF file is processed. Because Android does not allow non-UI threads to access GUI widgets, developers use API calls such as Activity.runOnUiThread (line 22) to post a Runnable task into the event queue of the UI thread, in order to update the progress dialog. This is a typical example of how another thread can affect the execution of the UI thread and can trigger window transitions.
The WTG construction described earlier determines opened/closed windows by analyzing the control-flow graphs of methods reachable from event handler callbacks and lifecycle callbacks. In this example, the reachability analysis starts from handler onClick for goButton. The version of the analysis described in the previous section uses a specialized form of reachability: it resolves calls to trigger new threads and considers the control flow due to the execution of these threads. Going back to onClick, the call to start at line 16 will be considered to be an invocation of method run defined at lines 21-26. To identify the called methods for such invocations, a backward traversal along the chain of assignments is used to identify the Runnable instance that flows as a parameter to the constructor of Thread (line 15). This traversal is performed on a flow graph defined in prior work (Rountev and Yan 2014; Yan 2014) . In this example, the thread is coupled with the Finder instance created at line 14. This information is used to resolve the call to start at line 16: the Thread instance that flows to the call to start is determined through backward traversal of the flow graph (this instance is created at line 15) and the associated runnable object is examined. As a result, the call to start is considered to invoke Finder.run.
Similarly, the call to runOnUiThread (line 22) will be considered to be an invocation of method run defined at lines 23-25. This resolution is done by determining the Runnable instances that can flow as parameters of the call. The corresponding run methods will be considered as callees at this call site. Due to unsoundness in the modeling of the complete Android framework, it is possible that no objects are reached during the backward flow graph traversal from a Runnable parameter. In this case, class hierarchy analysis is used to determine the potentially invoked run methods.
In the example, the parameter of runOnUiThread is determined to be the anonymous class instance created at line 22, and the analysis will consider the call to runOnUiThread to be an invocation of method run defined at lines 23-25. Thus, the reachability analysis will include the call to show at line 25. As a result, the WTG will contain a transition from the window for the dialog created at line 5 to the progress dialog created at line 24. This edge is shown as e 3 in Fig. 6a . While this approach considers the code executed by the UI thread due to other threads (i.e., the body of run at lines 23-25), it does not represent precisely the run-time behavior, since it implies that the body of run is executed as part of processing a click event.
Representation of events and transitions triggered by other threads
The earlier example indicates a general pattern: after being offloaded into a background thread, a long running task has to communicate with the UI thread in order to access and modify GUI state. We propose WTG generalizations and analysis to represent some common cases of such interactions. In particular, we focus on the following standard API calls: -Activity.runOnUiThread(Runnable): This API enqueues the runnable task on the event queue of the UI thread. The posted task will be executed in the future when the UI thread is free. -View.post(Runnable): Similarly to runOnUiThread, this API call adds a runnable action to the event queue. The task will be run on the UI thread. The receiver View object is a GUI widget. -View.postDelayed(Runnable,long): Calling this method will add the runnable task into the event queue. The task will be run on the UI thread once the specified amount of time elapses. We aim to model the behavior of these APIs (together with the Handler APIs described later) in a more comprehensive and precise manner compared to the techniques presented so far. This extension could be used as the starting point for more generalized control-flow analyses of Android asynchronous operations, beyond these particular popular API calls.
To represent the run-time behavior of such asynchronous operations, we consider and analyze the run methods of runnable tasks used as parameters at calls to runOnUiThread, post, and postDelayed. Each such run method can be thought of as a special kind of event handler for an artificial "post" event. The post event is triggered by another thread (not the UI thread), concurrently with the "regular" widget/default events triggered by the GUI user. The representation of these artificial events and their run handlers is detailed next. Runnable tasks. Classes implementing interface java.lang.Runnable define runnable objects that encapsulate tasks to be run in various threads. Class Finder from the running example represents a tasks to be executed in a non-UI thread, while the anonymous inner class implementing Runnable defines a task to be executed in the UI thread. Let Runnable be the set of all static abstractions of runnable objects. As usual, in our analysis each such abstraction corresponds to a new expression instantiating a Runnable class. Post events. We define a special type of "post" event to represent the posting of a runnable task to be executed by the UI thread. A post event will be represented as e = [w,post,r ] where w ∈ Win indicates the window through which the event is posted and r ∈ Runnable is the posted runnable task. For example, in Fig. 5 , the call to runOnUiThread at line 22 triggers event e = [OpenFileActivity,post,Runnable (22)] because the receiver activity of the call is an instance of OpenFileActivity. Here Runnable (22) is a static abstraction of the object created at line 22. The API call to post a task explicitly defines a window w through which the post operation is executed. For Activity.runOnUiThread, the receiver object of this call is that window. For View.post and View.postDelayed, the View is a widget that is part of the GUI structure of some window, and that window is the one through which the post operation occurs. Given this w, the corresponding post event is [w,post,r ]. Source window. Post events may trigger window transitions that are represented by edges in the WTG. The source node of a transition for an event e = [w,post,r ] will be considered to be w. In our observations, the typical scenario is the following: both when the task is posted, and when it is later executed, the window through which the task was posted is on top of the window stack. Thus, in our WTG representation and analysis, we assume that the visible window through which the runnable task is posted is the same as the visible window at the time the task is executed. Figure 6b shows the new WTG for Example 5 after introducing post events. The target of edge e 3 in the new WTG is changed to OpenFileActivity because this edge represents an event handler that closes the current dialog (line 10 in Fig. 5 ) and starts a new Finder thread. A new edge e 7 is added in the WTG to represent the effects of the post event triggered at line 22. Note that the two edges are related: e 7 can be observed only after e 3 has occurred. In the WTG representation we do not represent this constraint. Algorithmic extensions. We generalized the algorithm from Stage 1 (described in the previous section) to create edges corresponding to post events. The implementation of this generalization is used to obtain the experimental results presented later in Sect. 6. Each call for a post operation is considered, and the source window w is determined as described earlier. The corresponding run methods are analyzed using the same interprocedural control-flow analysis, producing maps Open and MayOpenNone. These maps are then used to decide how to create window transition edges from the source window w, in a manner similar to Algorithm 1. In the running example, edge e 7 is created at this stage of the analysis. The edges for post operations, along with other transitions generated by Stage 1, are processed by the subsequent stages of the analy-sis. During these stages, additional edges are generated based on edges created by the first stage. This processing treats edges for post events the same way it treats "normal" edges, by analyzing run methods as if they were event handlers, and establishing callback sequences and push/pop sequences as expected. Tasks posted through handlers. The Android framework defines another, more general solution to manage thread interactions. A Handler object allows sending and processing instances of Runnable associated with a thread. When a Handler is initialized, it is bound to the thread creating it. By posting a Runnable through a Handler, the associated thread will execute the tasks at some point in the future. 6 In our analysis we focus on the following three standard APIs calls defined in class Handler.
-Handler.post(Runnable): This API call enqueues the runnable task on the event queue of the thread associated with the Handler. The posted task will be executed in the future when the associated thread is free. -Handler.postDelayed(Runnable,long): Calling this method will add the runnable task into the event queue. The task will be run on the associated thread once the specified amount of time elapses. -Handler.postAtTime(Runnable,long): Similarly to postDelayed, this API call adds a runnable action to the event queue at a specific time. The task will be run on the associated thread when it is available.
Similarly to the post operations introduced earlier, the post events of a Handler may trigger transitions in the WTG. We aim to recognize Handler instances that are created by lifecycle callbacks or GUI event handler callbacks, since these callbacks are executed by the UI thread and can be directly associated with GUI elements. Specifically, consider a window w ∈ Win whose GUI hierarchy involves widgets v ∈ View, and any callback c triggered by event e = [v,t] where t is an event type (e.g., v could be a button and t could be "click"). If the creation of a Handler object is reachable from c, the post events associated with this handler are represented in the WTG by edges starting from node w. Additional details and examples of this processing are available elsewhere (Yang 2015) .
Test generation
One possible application of the WTG is for model-based test generation as considered in prior work (Banerjee et al. 2014; Jensen et al. 2013; Takala et al. 2011; Yan et al. 2013; Yang et al. 2013a) . To illustrate this use of the WTG, we developed a prototype test generation tool. The tool traverses certain WTG paths and for each path creates a test case implemented with the Robotium testing framework (Robotium 2016). For a path p = e 1 , e 2 , . . ., the event label (e i ) is translated to corresponding Robotium API calls to trigger the event. Some events may require additional input from the tester-e.g., to decide which item in a list to click. Since the static analysis solution is conservative, it is possible that event (e i ) may not be feasible at run time, or even if UndoAppend (t, path, stack) it is feasible, the target window of e i after the run-time event is not as expected. Each test case includes run-time checks to detect such scenarios and report the test case as infeasible.
One can consider various test generation schemes. For example, some forms of leak testing consider neutral-effect cycles in a manually-constructed WTG-like GUI model or in the WTG itself ). In our proof-ofconcept tool, we use a simple path-based approach. Starting from the implicit edge e 0 showing the invocation of the start activity, we append m distinct edges to create a path p = e 0 , e 1 , . . . , e m . A naive approach is to simply explore all such paths. A more precise approach is to apply the validity check from Sect. 3.5 each time the path is extended with a new edge. The next section shows that this validity check, which is based on our proposed tracking the push/pop sequences, can reduce substantially the number of test cases being generated.
Algorithm 3 shows the details of the path generation approach. During the traversal, path stores the current path and stack is the window stack corresponding to that path. Once a path contains m + 1 edges, it is recorded by helper function RecordPath. During the depth-first traversal, helper function CanAppend considers the sequence δ(t) of stack operations for a given edge t = [w,w ] and decides whether this sequence can be successfully applied to the current window stack. In particular, for each pop w operation in δ(t), the current top of the stack must match w . Furthermore, after all operations are applied, the top of the stack must be the same as the target node of t.
If CanAppend returns true, this means that the sequence of stack push/pop operations in the concatenation of δ(path) and δ(t) is valid. If transition t is a valid extension of the current path, helper function DoAppend appends t to path and applies stack operations δ(t) to stack. After the traversal of the new path completes, helper function UndoAppend removes t from the path and "unrolls" the changes made to stack due to operations δ(t).
To generate the paths, TraversePaths is invoked with the the starting activity of the app w, stack containing only w, and path containing the implicit edge e 0 that represents the opening of w. The recorded paths are used to generate test cases using Robotium APIs.
As described in Sect. 3.6, we have developed several clients that explore various categories of WTG paths Zhang et al. 2016; Wu et al. 2018; . For all such clients, path exploration uses a traversal approach similar to the one described above.
Experimental evaluation
The WTG was constructed for the 20 open-source applications used in our prior work (Rountev and Yan 2014; Yang et al. 2015a ). The first goal of the evaluation is to characterize the effects of different stages of the analysis from Sect. 3, as well as its overall cost. The second goal is to evaluate precision, relative to a manuallyconstructed model. The third goal is to evaluate precision for the test generation from Sect. 5. Finally, the evaluation characterizes the effects of asynchronous control flow (Sect. 4).
The implementation is available as part of our GATOR public analysis toolkit (GATOR 2017). The toolkit takes as input Dalvik bytecode from an APK file and, using the Soot analysis framework (Soot 2018), transforms it to the three-addresslike Jimple intermediate representation. This IR is then analyzed as described earlier.
For the study presented in this paper, we used open-source apps so that we can study their internal logic and investigate analysis precision via manually-constructed precise WTGs. In follow-up work (Wu et al. , 2018 Zhang et al. 2016) we applied this analysis to many additional Android apps, including hundreds of closed-source apps from Google Play. Our conclusions about analysis cost and precision from these follow-up studies are consistent with the result of the study presented in the rest of this section. Note that the measurements presented here differ slightly from the ones from the earlier conference paper (Yang et al. 2015b) , due to minor analysis changes, as well as the inclusion of event handlers defined in XML layout files. Table 3 provides measurements of the number of WTG nodes and edges. Column "Stage 1" shows the number of edges before considering any close-window operations (Algorithm 1). After Stage 2, the edges are expanded with push/pop sequences, based on analysis of close-window effects. Column Δ 1,2 shows the increase due to this expansion. One can observe that an edge from Stage 1 can often have several possible push/pop sequences. This indicates that an event handler may exhibit a variety of behaviors. Our analysis discovers such variations and represents them with separate edges (Algorithm 2). We are not aware of any existing work that performs such detailed analysis of Android event handlers.
Algorithm for building the WTG
For some applications, the number of edges is close to the square of the number of nodes. This is due to the large number of self edges (i.e., edges with the same source and target), which are common when a window has several widgets which do not trigger any window transitions. The large number of edges for FBReader and XBMC is caused by a known limitation of our prior analyses (Rountev and Yan 2014;  Yang et al. 2015a) . Both analyses use a context-insensitive call graph based on class hierarchy analysis. Class hierarchy resolution for calls can be highly imprecise when a type has many subtypes. More precise call graph construction is likely to solve this problem. In addition, as we show later, FBReader's imprecision is largely due to the handling of highly-polymorphic calls to run and can be significantly improved if asynchronous control flow is handled as described in Sect. 4. Recall that some of the Stage 2 edges have incorrect target nodes. Column "Stage 3" shows the number of edges after the correct targets have been determined. This is achieved with backward path analysis, based on a parameter k for path length. The results in Table 3 were obtained for k = 4. Column Δ 2,3 shows the size of the difference (number of edges removed and added) between the edge sets from Stage 2 and Stage 3. The backward path traversal, combined with tracking of feasible push/pop sequences along the path (Sect. 3.3), results in significant changes to the graph. Table 4 shows the effects of increasing the path length limit k. In general, newlycreated edges require backward traversals of non-trivial length. Thus, one cannot consider just the edges entering a node w to determine the targets of Stage 3 edges w → . . .; rather, paths of length k reaching w must be examined. To the best of our knowledge, ours is the first approach to perform such static modeling of possible transitions in Android GUIs. For most programs, the graph stabilizes at k = 4; for the rest, slightly larger values of k (not shown here) are needed. The last column shows the running time of the analysis in seconds. This measurement includes the time for the context-sensitive event handler analysis (Yang et al. 2015a ) which is invoked on-demand inside our analysis to find reachable open(w) and close(w) operations. Overall, the running times are suitable for practical use, even though we have not made any significant effort to optimize the implementation. However, as indicated by the results for FBReader, scalability limitations could be encountered for large WTGs.
Manual examination of WTGs
For in-depth evaluation of analysis precision, we examined the WTG (k = 4) for APV, BarcodeScanner, OpenManager, SuperGenPass, TippyTipper, and VuDroid. These applications had the smallest numbers of WTG nodes, and thus could be examined manually with reasonable effort.
Column "WTG" in Table 5 replicates the Stage 3 measurements from Table 3 . Column "Manual" shows the number of WTG edges that were manually confirmed to be feasible using run-time test cases. The last column contains the number of infeasible WTG edges. The infeasibility was asserted by examining the source code. In general, the number of infeasible edges is small (around 6% across the six applications). We determined the root causes of all infeasible edges. In all cases, the infeasibility was due to deficiencies in the earlier work on window/widget modeling (Rountev and Yan 2014; Yan 2014 ) and event handler analysis (Yang et al. 2015a) . If these existing static analyses were to be improved, the WTG would achieve perfect precision. These results highlights the need for continued advances in static analysis of GUI structure and behavior for Android applications. Still, the small number of infeasible edges is a positive indicator that highly-precise static GUI models can be constructed automatically.
Test generation
Recall that our prototype test generator considers paths p = e 0 , e 1 , . . . , e m (all e i are distinct) and generates test cases from them. Here e 0 represents the invocation of the start activity by the Android platform. The numbers of paths for m = 2 and m = 3 are shown in Table 6 . Columns "All" contain the number of all paths, while columns Δ show the reduction (in percent) when the path validity check from Sect. 3.5 is applied. For FBReader the number of paths with m = 3 was too large enumerate in reasonable time.
For several applications the path validity check reduces the number of test cases. For example, for m = 3 (i.e., test cases containing three GUI events), 10 applications show reductions of 26% or more. Such reductions indicate that statically we can eliminate significant numbers of infeasible test cases.
Of course, even if a path satisfies the static validity condition, it could still result in an infeasible test case. As indicated earlier, due to deficiencies in prior static analyses, some WTG edges (and thus paths) may be infeasible. To understand better this infeasibility, for the six applications studied in Sect. 6.2 we generated test cases from the statically-feasible paths for m = 2. Although the sequences of events-implemented through Robotium (Robotium 2016) API calls-are generated automatically, some test cases still require manual effort: for example, for BarcodeScanner, we need to manually set up a variety of actual barcode images to drive the different test cases. Due to this manual effort, we did not consider larger values of m. The number of test cases (with path validity) is shown in column "Static" in Table 7 . We set up and executed all 1581 test cases indicated in this column. The next column "Feasible" shows the number of these test cases that were feasible at run timethat is, they could match the event sequence and target windows of the static path. In BarcodeScanner, the event handler analysis (Yang et al. 2015a ) leads to infeasible edges that make most of the test cases infeasible. As described by Yang et al. (2015a) , the application processes eleven types of barcodes, and the GUI behavior (subset of visible widgets and subset of handler effects) differs based on the barcode type. This variability cannot easily be modeled statically. In OpenManager, the 6.5% of Columns "WTG edges" contain the numbers of WTG edges in three settings for the analysis. Column 'Sec 3" shows the number of WTG edges for the approach defined in Sect. 3. These measurements are the same as the ones in column "Stage 3" in Table 3 and are replicated here for convenience. As described in Sect. 4, this approach has ad hoc handling of Activity.runOnUiThread and View.post (the remaining post operations described in Sect. 4 are not considered). When these operations are reached during interprocedural control-flow graph traversals, the corresponding method run is identified as the callee. The next column, labeled "w/o post", represents a variation of this analysis where these post operations are ignored during the traversals-that is, the bodies of resolved methods run at post operations are not traversed. In the case of FBReader, the resolution using class hierarchy is highly imprecise and "w/o post" handling reduces significantly the size of the graph. The last column "Sec 4" shows the number of WTG edges when the post operations are analyzed and represented as described in Sect. 4.
Several conclusions can be drawn from these measurements. First, a significant number of our experimental subjects use post operations. The WTGs of 14 out of the 20 programs are affected by the more general handling of such operations. Second, the effects of post operations on the WTG can be substantial. In several cases, we observe significant differences between the two graphs-for example, comparing columns "Sec 3" and "Sec 4" for FBReader, KeePassDroid, MyTracks, and XBMC, we see differences of at least 40% (and often much more) in the number of WTG edges. On the other hand, there are several applications that are minimally affected (or not at all), which indicates that the usage of post operations is limited in those apps.
The uses of the modified WTG remain to be explored in future work. For example, one can define test coverage goals based on WTG edges, in which case edges for post operations would require testing scenarios that trigger asynchronous behaviors. From the point of view of general static control-flow analysis, it is clear that more work is needed to capture fully the richness of asynchronous control flow in Android, and its effects on the UI thread and window transitions. We consider the approach presented in Sect. 4 to be a step in this direction.
Threats to validity
As with other similar studies, there are various threats to the validity of our results and conclusions. The implementation of the analysis algorithms could be incorrect, which would render the results invalid. We have performed extensive testing of the analysis implementation over the span of several years and with several developers, which reduces the potential impact of this threat. Another threat is the possibility for human error when deciding the feasibility of WTG edges. We have used multiple authors to confirm independently this feasibility, which to some degree control for this threat.
Our conclusions about analysis cost and precision are subject to the analysis limitations described in Sect. 3.4. These limitations also affect the recall (i.e., soundness) of the analysis. In a separate study we provide evidence that these limi-tations do not introduce significant unsoundness. However, as with any static analysis, the lack of handling of some software features presents a threat to validity. Another threat is the ability to generalize our conclusions. Our experimental subjects are opensource programs; it is possible that the analysis behaves differently on closed-source programs. This threat is mitigated by our follow-up work (Wu et al. 2018) in which a WTG-based client was applied to a large number of closed-source apps, with similar observations about analysis cost and precision.
Related work
Control-flow analysis for Android Summaries of many existing analyses have been presented in prior work (Choudhary et al. 2015; Li et al. 2017) . The control/data flow of Android applications is driven by the GUI and static analysis of this flow is an important problem. One of the first related efforts is the SCanDroid analysis tool (Fuchs et al. 2009; SCanDroid 2015) which employs control-flow analysis and intent analysis in the context of a security analysis. Later work on related security problems (Chin et al. 2011; Grace et al. 2012; Lee et al. 2017; Lu et al. 2015; Octeau et al. 2013 Octeau et al. , 2015 Tsutano et al. 2017; Xiong et al. 2017 ) also uses intent analysis and control-flow analysis. These techniques do not attempt detailed analysis of GUI-related control/data flow due to widgets and event handlers.
An activity transition graph, used for run-time GUI exploration (Azim and Neamtiu 2013) and based on SCanDroid (2015) , has some similarities to our WTG. This representation does not capture menus/dialogs, does not consider the general GUI effects of event handlers (e.g., window-close) and the triggered callbacks, and does not model the window stack and its state changes. A similar model of activity transitions is used in an analysis of security-sensitive behaviors (Zheng et al. 2012) . This approach is much less comprehensive than ours, in terms of both the model and the analysis algorithm.
The taint analysis in FlowDroid (Arzt et al. 2014; Li et al. 2015 ) models the effects of callbacks by creating an artificial main method. The flow of control in this method encodes possible sequences of callbacks, but does not account for the general GUI effects of event handlers, and does not represent control flow that spans multiple activities. This approach cannot capture the callback sequences described in Table 2 ( . Control flow involving dialogs, menus, and window termination is also not captured. A more comprehensive solution is available from our prior work (Yang et al. 2015a) , where ordering constraints between callbacks are represented by a callback control-flow graph. This work provides event handler analysis for our WTG analysis (to detect window open/close effects of callbacks). However, this earlier approach does not represent the window stack, the push/pop sequences at transitions, or the path feasibility based on these sequences. It also ignores several categories of lifecycle callbacks, cannot represent correctly the callback interleavings from Table 2 , does not handle operations that close the owner, and does not represent the effects of rotate, home, and power.
An existing operational semantics for activities (Payet and Spoto 2014) captures aspects of Android control flow, including callbacks and the activity stack, but does not define GUI static models or analysis algorithms. Various other static analyses aim
Conclusions
A representation of window/callback sequences is a foundation for static analyses for Android. One can draw an analogy with the interprocedural control-flow graph (Sharir and Pnueli 1981) , a key representation for traditional static analysis. We propose the WTG as a similarly-important static model for Android, and develop algorithms for its construction and traversal. In the future, it is important to generalize this work to handle more comprehensive control flow in Android applications.
