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Abstract
In this work the growth of self-assembled InP/InGaP quantum dots, as well as their
optical and structural properties are presented and discussed. The QDs were grown
on In0.48Ga0.52P, lattice matched to GaAs.
Self-assembled InP quantum dots are grown using gas-source molecular beam
epitaxy over a wide range of InP deposition rates, using an ultra-low growth rate of
about 0.01 atomic monolayers/s, a quantum-dot density of 1 dot/μm2 is realized.
The resulting isolated InP quantum dots embedded in an InGaP matrix are indi-
vidually characterized without the need for lithographical patterning and masks on
the substrate. Such low-density quantum dots show excitonic emission at around
670 nm with a linewidth limited by instrument resolution. Both excitionic and
biexcitonic emissions are observed from single dots, appearing as doublets with a
fine-structure splitting of 320 μeV. The polarization of the split states is also invest-
igated. Hanbury Brown-Twiss correlation measurements for the excitonic emission
under cw excitation show anti-bunching behavior with an autocorrelation value of
g(2)(0)=0.2. This system is applicable as a single-photon source for applications
such as quantum cryptography.
The formation of well-ordered chains of InP quantum dots on GaAs (001) sub-
strates by using self-organized In0.48Ga0.52P surface undulations as a template is
also demonstrated. The ordering requires neither stacked layers of quantum dots
nor substrate misorientation. The pronounced alignment of the InP quantum dots
along [110] is driven by linear undulations in the surface material composition and
strain in a In0.48Ga0.52P buffer layer. Although the In0.48Ga0.52P buffer layer is nearly
perfectly lattice matched to the GaAs substrate on average, grazing incidence x-ray
scattering indicates that the undulation regions are In rich. These regions of in-
creased In content and consequent increased strain act as a template for subsequent
InP quantum dot growth. When the buffer layer is grown at lower temperatures, the
undulations do not form and the InP quantum dots show no ordering. Well-ordered
chains of InP quantum dots on a self-organized undulating In0.48Ga0.52P surface
exhibit optical anisotropy due to their shape and the In0.48Ga0.52P matrix. The
structures are investigated by polarization-dependent photoluminescence together
with transmission electron microscopy. Luminescence from the In0.48Ga0.52P matrix
is polarized in one crystallographic direction due to anisotropic strain arising from
a lateral compositional modulation. The photoluminescence measurements show
enhanced linear polarization in the alignment direction of quantum dots, [110]. A
polarization degree of 66% is observed; this polarization in emission is independent
of the polarization of the excitation laser. The optical anisotropy is achieved with a
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straightforward heterostructure, requiring only a single layer of QDs.
Abstract
In dieser Forschungsarbeit wird das selbstorganisierte Wachstum von InP/InGaP-
Quantenpunkten sowie ihre optischen und strukturellen Eigenschaften untersucht.
Die Quantenpunkte wurden auf GaAs-gitterangepasstem In0.48Ga0.52P gewachsen.
Selbstorganisierte InP-Quantenpunkte werden mittels Gasquellen Molekularstrah-
lepitaxie gewachsen, wobei die InP-Abscheidungsrate über einen weiten Bereich
variiert wird. Bei besonders geringer Wachstumsrate von rund 0,01 Atomlagen/s
wird eine Flchendichte von 1 Quantenpunkt/μm2 erreicht. Die daraus resultier-
enden InP Quantenpunkte, welche in einer InGaP-Matrix eingebettet sind, können
einzeln charakterisiert werden ohne vorher das Substrat lithografisch behandeln zu
müssen. Diese Quantenpunkte geringer Flächendichte zeigen exzitonische Emission
um 670 nm mit einer durch die Messapparatur limitierten Linienbreite. Sowohl
exzitonische als auch biexzitonische Emission kann dabei an einzelnen Quanten-
punkten als Doublett mit einer Feinstrukturaufspaltung von 320 μeV beobachtet
werden. Die Polarisierung dieser aufgespaltenen Zustände wird ebenfalls unter-
sucht. Hanbury-Brown-Twiss Korrelationsmessungen der exzitonischen Emission
unter Dauerstrichanregung zeigen Antibunching mit einem Autokorrelationskoeffiz-
ienten von g(2)(0)=0.2. Dieses System liee sich beispielsweise als Einzelphotonen-
quelle in Anwendungsberei- chen wie der Quantenkryptographie einsetzen.
Darüber hinaus wird die Bildung wohlgeordneter Quantenpunktketten auf GaAs
(001)-Substraten unter Ausnutzung einer selbstorganisierten In0.48Ga0.52P Oberflächen-
wellung demonstriert. Diese Anordnung basiert weder auf gestapelten Quanten-
punktschichten noch einem intentionalen Substratschrägschnitt. Die Anordnung
der InP-Quantenpunkte entlang der [110]-Richtung wird vielmehr durch lineare
Schwankungen der Oberflächenmaterialzusammensetzung und -verspannung der In0.48
Ga0.52P-Pufferschicht hervorgerufen. Obwohl diese Pufferschicht im Mittel nahezu
perfekt gitterangepasst zum GaAs-Substrat ist, deuten Untersuchungen mittels Rönt-
genstreuung unter streifendem Einfall darauf hin, dass die gewellten Regionen beson-
ders reich an Indium sind. Diese Bereiche hoher Indiumkonzentration und damit ho-
her Verspannung dienen als Vorlage für das anschlieende InP-Quantenpunktwachstum.
Wird die Pufferschicht bei niedrigerer Temperatur gewachsen, bilden sich keine Wel-
lungen aus und die Quantenpunkte zeigen keine Ordnung. Wohlgeordnete Ketten
von InP-Quantenpunkten auf einer selbstorganisiert gewellten In0.48Ga0.52P Oberfläche
weisen eine optische Anisotropie auf, die sich durch ihre Form und die In0.48 Ga0.52P-
Matrix erklärt. Die Strukturen werden mittels polarisationsabhängiger Photolu-
mineszenzspektroskopie sowie Transmissionselektronenmikroskopie untersucht. Die
Luminesz- enz der In0.48Ga0.52P-Matrix ist in eine kristallografische Richtung po-
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larisiert, bedingt durch anisotrope Verspannung, welche ihrerseits aus der lateralen
Variation der Materialzusammensetzung entsteht. Photolumineszenzmessungen der
Quantenpunkte zeigen eine lineare Polarisation entlang [110], der Richtung der
Ketten. Der Polarisationsgrad liegt bei 66% und ist unabhängig von der Polarisation
des anregenden Lasers. Diese optische Anisotropie wird direkt in einer Heterostruk-
tur hervorgerufen, die lediglich eine Quantenpunktschicht beinhaltet.
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The building blocks of several electronic and photonic devices are semicon-
ductor structures. There are a lot of examples for these structure, such as laser di-
odes [Hoa91], photo detectors [Tem86], light-emitting diodes (LED) [Hat06], field ef-
fect transistors (FET) [Mim80], vertical-cavity surface-emitting laser (VCSEL) [Sha03].
Semiconductor quantum dots are widely studied for these applications with their
unique properties. Quantum dots are semiconductor nano-crystals in which ex-
citons are confined in all three spatial dimensions. They act like artificial atoms
due to quantum confinement effects. These atom-like properties make QDs unique
to study the physics of confined carriers and they are the leading sources for novel
device applications in fields like quantum computing and optoelectronics. To avoid
the non-radiative recombination defects due to common nano-fabrication processes
for these zero dimensional semiconductor structures, enormous efforts have been
focused on a Stranski-Krastanow growth of self-assembled QDs which is a one step
process (i.e, In(Ga)As/GaAs, InP/GaInP and GeSi/Si material systems). QDs show
controllable discrete energy levels. They were first fabricated in the 80s by Louis
E. Brus [Bru84]. The unique properties of these special nano-structures attracted
interest from many fields [Mic05; Ort06].
Several methods for preparing QDs have been investigated, especially the men-
tioned self-assembled Stranski-Krastanov (SK) growth-mode which is possible with
epitaxial growth by either molecular beam epitaxy or metal organic chemical vapor
epitaxy. The very typical examples of material combinations are Ge/Si, InP/GaAs,
InP/InGaP and InAs/GaAs. Due to the lattice mismatch between these materials
the film growth can only occur due to a certain thickness, in layer-by-layer fashion
known as the Frank-Van-der-Merwe growth mode. After a critical thickness, 3D
formation of the island begins known as the SK mode. And if the strain is high
enough between the layers, the island formation directly takes place without forma-
tion of a wetting layer, that is the Volmer-Weber mode. The growth can also be the
combination of different growth modes which is going to be explained in this work.
These methods have the advantage of producing high-quality single-crystal quantum
dots that can be embedded within a single-crystal matrix material and with good
quantum efficiency for light emission. The process of depositing, or growing, atom-
ically thin layers of similar or dissimilar elements is called epitaxy and each grown
layer is called epilayer. Molecular beam epitaxy (MBE) is a popular and well known
method to grow these required epilayers in ultra high vacuum (UHV). Additional
tools such as, reflection high-energy electron diffraction (RHEED), low-energy elec-
tron diffraction (LEED), quadrupole mass spectrometry (QMS) or even x-ray can
be used together with MBE for in situ characterization.
The most extensively investigated QD system is that of InAs quantum dots
on and in GaAs. These QDs are attractive for their efficient and stable emission.
Their emission wavelength is in the near infrared region around 1.3-1.5 μm that are
important for the fiber optical communication devices [Yan06]. However, the visible
side of the spectrum has also great interest and especially the red emission range
is particularly important due their wide application areas such as optical fibers,
quantum cryptography and lasers.
We have worked on GaAs/InGaP/InP material systems grown with gas-source
MBE. Their optical and structural properties are investigated with the help of the
mentioned techniques above (RHEED, X-ray) together with the optical characteriz-
ations due to their interesting potential applications. For instance, compound semi-
conductor solar cells using GaAs, InP and InGaP/GaAs materials have recently
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been developed and used in space because of their high conversion efficiency and
more superior radiation resistance compared to Si cells [Yam01]. InP/InGaP sytem
is also suitable for PMMA plastic optical fibers, which have one of their attenuation
minimum in red spectral range [Dum43]. InP/InGaP quantum-dots are widely used
for lasers that are operating in the wavelength range 690 – 750 nm which is in the
visible range [Smo05]. Another approach is to use self assembled single quantum
dots for quantum information. InP QDs with their emission wavelength in the red
part of the spectrum [Hat03] are of especial interest as single-photon sources because
the Si-detectors that are used for photon detection have their highest quantum effi-
ciency in the red spectral window [Uni05]. A broad range of experimental techniques
have been employed to understand the structural and optical properties of InGaP
films and InP/InGaP QDs grown on GaAs (001) substrates. Single quantum dot
generation with a straightforward technique is the main goal of the project to un-
derstand and improve its optical properties . During this survey InGaP films are
also analyzed carefully to understand its affect on QDs.
The work is organized in the following way: In chapter 2 information about the
physics of low dimensional system is given including the band alignment calculations
for the grown GaAs/InGaP/InP system. Chapter 3 describes mainly the epitaxy
and solid source MBE together with gas source MBE. Characterization techniques
are explained in chapter 4 that are used in this work to understand the structures.
Chapter 6 serves to describe the possible atomic ordering in InGaP that is finally




In this chapter, information about physical and optical properties of QDs is discussed.
In this respect, basic principles of the quantum dots and optical transitions will
be introduced in section 2.3 to improve the understanding of the physics behind.
Additionally, the QDs are also explained as single photon sources. Finally, the band
alignment and the band structure of low dimensional system is explained.
5
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2.1 Quantum Dots
One of the elementary concept in quantum mechanics is the particle in a box where
a particle (i.e. an electron) is in a potential barrier that is zero within some regions
and finite outside of the region. Only certain standing wave patterns of the electron
wavefunction is possible, with corresponding discrete energy levels (as shown in
Fig. 2.1). The potential well quantizes the energy of the electron.
Using this potential-well model, semiconductor structures can be fabricated, such
as semiconductor heterostructures, or composite crystal of more than one semicon-
ductor material. A modified version of Blochs theorem can be used to describe
the states of electrons and holes in these structures. The particle wavefunction
ψ(r) is written as a product of a periodic part u(r) and an envelope wavefunction
χ(r) [Wei91]:
ψ(r) = u(r)χ(r) (2.1)
u(r), the Bloch function, repeats with the periodicity of the lattice. (GaAs, InP
and In0.5Ga0.5P , u(r) is a s-like wavefunction for electrons in the conduction band,
and is a p-like wavefunction for holes in the valence band)
Figure 2.1: Schematic illustration of the finite square well potential. The solutions for a
particle in such potential well are shown in terms of eigenfunctions for certain (two lowest
wave functions such as n = 1 and n = 2 are shown) eigenstate energies.
Using the effective mass approximation the envelope function χ(
→





∇2 + V (r)
]
χ(r) = Eχ(r) (2.2)
where E is the carrier energy. Except the particle mass is replaced by effective mass
m∗ and the potential V (r) that corresponds to the energy of the appropriate band,
the equation of motion is equivalent to the ordinary Schroedinger equation. That
is, V is the bottom of the conduction band for electrons, and it is the top of the
valence band for holes.
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For particle in a box, the profile of the potential can thus be simulated by a
variation in bandgap. A thin layer of semiconductor material with a lower bandgap,
that is sandwiched between layers of semiconductor material with a wider bandgap,
is called a quantum well. Because of the effective potential well, carriers are trapped
in the low-bandgap material and the carriers from standing waves can only occupy
discrete energy levels if the layer is small enough. Both electrons and holes have
potential minima in the same location due to the quasielectric fields created by
bandgap variations (that is not possible with real electric fields).
All the carriers in a quantum well, at low enough temperatures (cryogenic tem-
peratures), will be in the lowest quantum-confined state (in equilibrium conditions).
The carriers are free to move only in the plane of the well (quasi-two-dimensional
system)1. The density of states for this case shows a step-like pattern. If the effective
number of dimensions is reduced, the density of states can be made more singular.
It is one in a quantum wire and zero in a quantum dot (as shown in Fig. 2.2). The
energy levels in a quantum dot are fully quantized like in an atom. Therefore, op-
tical transitions between the valance band and the conduction band can only occur
at discrete energies.
Figure 2.2: Semiconductor heterostructures and corresponding densities of states (DOS).
In the case of quantum well alternating layers of materials along the growth direction
provide a confinement in this direction which results a step like DOS. Further three di-
mentional confinement makes the particle in a box potential achievable and in this case
the DOS becomes a delta function like.
Initially, QDs were grown on patterning quantum wells using nano scale litho-
graphic techniques, such as etching, gate deposition, stressor deposition, and ion im-
plantation [Kas90] or on the other hand pre-patterning the semiconductor substrate
1The density of state function bulk (3D-system) is continuous and proportional to
√
E, for
quantum well (2D-system) is constant for each subband, for quantum wires (1D-system) is pro-
portional to 1/
√
E, and for quantum dot (0D-system) is proportional to Dirac δ-function [Dav96].
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prior to epitaxial growth. However, the optical efficiency of these dots is generally
reduced due to the damages that are formed during the fabrication process. In ad-
dition to that, limitations on the tolerances of the microelectric fabrication led to
large variations in dot size.
These problems have been overcome when the quantum dots could be grown
directly in MBE or MOCVD by strain induced process. This has led to a great
interest in quantum dots since these structures have many important applications,
especially in optoelectronic. In quantum information processing QDs are used as
single photon sources which is briefly discussed in 2.2.
2.2 The Second-Order Correlation Function
Quantum information processing requires indistinguishable photons, identical in fre-
quency and without a phase jump, so they can interfere with each other. And the
light source should be efficient, emitting a photon in a large fraction of the possible
time slots [Nie00]. Single-photon source research is now focused on developing true
single photon sources that are suitable for different practical applications.
The perfect light source would emit only one photon for a quantum key-distribution
with raw transmission rate R, in each time interval T = 1/R. However, any real
light source, the probability of emitting more than one photon at a given time in-
terval is non-zero. As the probability of multi-photon pulses increases, a higher rate
of secure communication can be achieved. It is desirable to have a light source that
has reduced probability of emitting multi-photon pulses as compared to a Poissonian
source2. This light source is going to be called as single-photon source. Second order
correlation function g(2)(τ), is used to quantify how good a single photon source is.





〈E∗(t) + E(t+ τ)E(t+ τ)E(t)〉
〈E∗(t)E(t)〉2 (2.4)
where I(t) is the intensity at time t, E(t) and E∗(t) are the corresponding electric
field and its complex conjugate, and 〈...〉 indicates averaging over t. There are two
general conditions on the classical correlation function [Lou83] according to simple
algebraic inequalities:
g(0) ≥ 1 (2.5)
g(2) ≤ g(0) (2.6)
2From a classical perspective, a perfectly coherent beam of constant intensity is the most stable
type of light that can be predicted and can help to classify other types of light according to
standard deviation of their photon number distribution. Respectively, Sub-poissonian, poissonian




n̄ and Δn >
√
n̄, where
n̄ and Δn are mean value and standard deviation photon number, respectively [Fox06].
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For example, g(2)(τ) = 1 for a classical beam of constant intensity. The correla-
tion function for a pulsed source consists of a series of identical peaks separated by
the repetition period T (when normalized by T, the area of each peak is equal to
unity).
Quantum mechanically, operators are used to describe the electromagnetic field.






where â† and â are the photon creation and annihilation operators, respectively.
Therefore, g(2)(τ) is described as the probability of detecting a second photon at a
given time τ after a first photon is observed. Poissonian photon statistics is reflected
by its correlation function. The detection probability of a photon is independent of
whether one has already been detected.
The inequalities of equations (1.14) and (1.15) are not obeyed in quantum-
mechanical formalism. g(2)(τ) can not be negative, which is the only general condi-
tion. Actually, the generation of light is possible where both inequalities are violated.
For this case, the probability of detecting a second photon is very low immediately
after detecting a first photon. This kind of light is called antibunched light where
the spacing between the photon is regular. The first evidence of quantum nature of
light is the observation of antibunching [Kim77].
Figure 2.3: Schematic of possible optical transitions in a QD
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2.3 Optical Transition in Self-Assembled QDs
Self-assembled InP/InGaP QDs are attractive optical emitters. A large potential
well is formed for both electrons and holes with the arrangement of the bandgaps
of two materials. InP is a direct bandgap material, where efficient optical transition
takes place. For investigation optical emission from QDs photoluminescence (PL)
is used. The process of PL is illustrated in Fig. 2.3. The sample is excited with
a laser light forming electron-hole pairs. When the energy of the incident beam is
larger than the InGaP, the excitation is called above-bandgap excitation where many
electron-hole pairs are created in the InGaP matrix. The carriers diffuse towards the
QDs. The carriers are trapped faster at low temperatures, and relax quickly (of the
order of 2x10−1 s−1) to the lowest-energy confined state [Ohn96]. After relaxation
they recombine to emit a photon with a characteristic energy.
If the incident light is tuned in a way that the photon energy is equal to the energy
difference between higher-lying states in the dot, it is called resonant excitation. In
contrast to the above band-gap excitation, in this case the diffusion and trapping of
the carriers from InGaP is avoided, and electrons and holes are created in the QD
in equal numbers.
Figures 2.4 and 2.5 show schematics of the experimental apparatuses used for PL
measurements. Two different setup have been used for the measurements. Some of
the photoluminescence measurements carried out at Cavendish Laboratory, Univer-
sity of Cambridge in collaboration with research group Atatüre (see Fig. 2.4). The
spectra were taken at 4 K. The samples were mounted onto the cold-finger of a he-
lium flow cryostat cooled to 4 K. Measurements were performed using a homemade
confocal microscope. An objective with a numerical aperture of 0.7 was used for
both excitation and detection. The excitation laser wavelength was 532 nm and the
PL spectra were recorded using a spectrometer with a spectral resolution of 0.01 nm.
Fig. 2.5 shows the second setup where detailed analyzes on isolated QDs have
been performed. These PL measurements are performed in collaboration with re-
search group of Prof. A. Forchel at Würzburg University. Single QDs are investig-
ated by μ-PL spectroscopy using a He-flow cold-finger cryostat. For this setup, A
50× microscope objective with a numerical aperture of NA= 0.42 and a spot size of
about 3 μm was used for both excitation and detection. For the excitation, a diode
laser with emission wavelength of 375 nm was used. The luminescence was dispersed
by a monochromator and detected by a liquid nitrogen cooled CCD camera with a
spectral resolution of 0.02 nm. Autocorrelation measurements were carried out us-
ing a standard Hanbury Brown and Twiss setup (HBT) with two Si-avalanche photo
diodes (APDs) at the side exit of the monochromator. The HBT setup is presented
in Fig. 2.6. A start-stop technique with a time-to-amplitude converter allows us to
build the histogram of coincidences as a function of time delay between two consec-
utive photodetections on the two output channels of the interferometer. In the limit
of low collection efficiency and short timescale, the recorded histogram coincides
with a measurement of the second-order intensity correlation function. The APDs
used in this measurements have their maximum efficiency at 700 nm, and the dark
counts are smaller than 100 counts per second. The data obtained with this setup
is shown in the chapter 6.
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Figure 2.4: Schematic illustration of μ-Photoluminescence setup at Cavendish Laborat-
ory, Cambridge University. Sample is mounted in a He-flow cold finger cryostat. Meas-
urements setup includes a home made confocal microscope, in the measurements a laser,
which has a 532 nm wavelength, is used with 0.7 numerical aperture for both excitation
and detection, and a spectrometer with 0.01 nm resolution.
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Figure 2.5: Schematic illustration of μ-Photoluminescence setup for analyzing the isol-
ated single QD in detail at Würzburg University. Sample is mounted in a He-flow cold
finger cryostat. Measurements setup includes a home made confocal microscope, in the
measurements a laser, which has a 375 nm wavelength, is used with 0.42 numerical aperture
for excitation, a CCD camera with a spectral resolution of 0.02 nm, and HBT setup 2.6.
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Figure 2.6: Hanbury-brown Twiss setup which includes two Si-avalache photo di-
odes (APD) to get the coincidence as a function of time delay.
2.4 Light From Single Quantum Dots
There are several techniques to isolate the luminescence of a single QD. A small
part of the sample can be selectively excited by cathodoluminescence (CL) [Leo96],
current injection by a scanning tunneling microscope (STM) [Yam98], or near-field
scanning optical microscopy (NSOM) [Hes94]. Another method is to pattern micro-
scopic holes into a metal layer deposited in the sample. When the laser light is used
to excite the sample, only dots below the holes are excited. The light that escapes
through the holes is collected [Gam96; Hes96]. An alternative method is to remove
all the other dots by etching mesas into the sample [Mar94]. If the mesas are small
enough, only one QD can be located per mesa.
Figure 2.7: (a) Type I, (b) Type II band alignment for semiconductor heterostructures.
Open and solid circles indicate holes and electrons, respectively
QDs are isolated by growing ultra low density of QDs by using ultra low growth
rate. Our studies show that the density of the quantum dots depends strongly on
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the growth rate and the growth temperature. Longer migration lengths allow the
formation of QDs whose size is driven by the strain and surface energies; these
QDs are larger and, therefore, sparser than what one obtains at higher growth rates
with smaller migration length [Ugu08]. By reducing the growth rate of InP and the
substrate temperature the density of quantum dots is decreased from 100 dots per
μm2 to 1 dots per μm2. The results are demonstrated in section 6.2.
2.4.1 Band Alignment
Low dimensional systems are not only important to understand their physics, but
also offer improvements of electronic devices (i.e. lasers, transistors, detectors, single
photon sources).
Figure 2.8: Energy gap and corresponding optical wavelength versus lattice constant
at 300 K for most III-V semiconductors. The connection lines denote the behavior for
corresponding alloys [Ada92].
In this work, InP QDs are grown on InGaP buffer layer. These semiconductors
show a type-I band alignment, i.e. conduction and valence band of InGaP form a
potential well for InP where the electrons and holes are confined. Fig. 2.7 (a) shows
a schematic plot of the type I bandgap alignments.
In type-I systems the bandgap of the semiconductors are aligned in a way that
the barriers for electrons and holes are in the same semiconductor, which results
in the localization of electrons and holes in the same material as shown in Fig. 2.7
(a). In contrast, in type-II systems,Fig. 2.7 (b), the band alignment of the semicon-
ductors gives rise to a barrier either for electrons or for holes in each of the aligned
semiconductors, which results in the localization of electrons and holes in different
materials.
Fig. 2.8, shows the bandgap of common III-V semiconductors over their lattice
constant, excluding the nitrides. The lattice mismatch of 3.8% between InP and
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In0.48Ga0.52P (lattice matched to GaAs) drives the strain-induced formation of QDs
via the Stranski-Krastanov mechanism [Aho93; Oku98].
The band alignement of GaAs/InGaP/InP system is calculated using the model
solid theory which is explained in detail in the publication of Van de Walle [Van89].
In Fig. 2.9 the schematic representation is shown together with the calculations.
Some constants for InGaP are taken from [Che02] and from [Sch02a] and our exper-
imental photoluminescence values are used for Eg values.
Figure 2.9: Schematic of the band alignments for GaAs/InGaP/InP material system.
2.5 Band Structure of Low Dimensional Systems
In semiconductors, for most applications it is important to know what happens
near top of the valance band and bottom of the conduction band where the states
originate from the atomic levels of the valence shell in the elements making up the
semiconductor (outermost atomic levels are either s-type or p-type).
Most device properties are determined by the behavior of electrons near band
edges. Electrons can be described by simple effective mass pictures (the electrons
behave as if they are in free space except their masses are m∗). In free carrier
approximation the band structure is described by the dispersion relation as function









which is clearly just the kinetic energy of a wave traveling in three-dimensional
space. Furthermore, the effective mass meff for free carriers is given by:
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Figure 2.10: (a)Schematic of the valence band, direct bandgap,
and indirect bandgap conduction bands, (b) Band sturcture of InP
(http://www.ioffe.rssi.ru/SVA/NSM/Semicond/InP/bandstr.html.)





In semiconductors if the Γ point (k = 0) is a global minimum of conduction
band energy transition between valance band and conduction band is possible via
photons, the semiconductor is called direct semiconductor, on the other hand it is
called indirect where a a momentum-conserving phonon is involved in the transition
between the valence band and conduction band. In this case Γ is not the global
minimum of conduction band energy. A schematic representation can be seen in
Fig. 2.10 (a) and Fig. 2.10 (b) is exhibits the band structure of InP.
As we talk about the lower dimensional systems, we should keep in mind the
reduced degree of freedom of carriers due to the reduced spatial confinement. In
quantum wells, the restriction will be from three to two dimensions for the carrier














As we go to lower dimensions, e.g. quantum dots, three dimensional confinement
restriction occurs. The confinement energy for a cubic QD, where L is the dot height,










where nx , ny and nz are the quantum numbers and integer.
Chapter3
Epitaxy
In this chapter, the details of MBE system is described by comparing solid source-
MBE and gas-source-MBE. The environment needed for successive growth is de-
scribed together with the sample preparation process and growth modes in MBE. At




GaAs/AlGaAs single heterostructure laser was first described with the term het-
erostructure in 1969 [Pan69; Hay69]. This term was differentiated the multilayer,
multicomponent, single-crystal, lattice matched semiconductors from the more gen-
eral ”heterojunction”. The mentioned heterostructure lasers were produced by liquid
phase epitaxy (LPE). The success of these lasers induced the idea of studying the
physics of thin single crystal structures by using heterostructure for the aim of devel-
oping new devices. That motivation was the driving force to obtain great precision
for the growth of complicated structures with epitaxy.
Molecular beam epitaxy has been first realized at Bell Labs which was studying
heterostructure lasers. The closeness of the physics, device and materials, in the
late 1960’s and early 1970’s, provided a model for the heterostructure studies for
the next two decades. The idea of using non-elemental sources was began in 1978
with the name of gas source molecular beam epitaxy (GSMBE) also at Bell Labs.
They were again interested in heterostructure lasers with GaInAsP semiconductor
system.
The details of MBE and the need for non-elemental sources will be described
detail in the next section 3.1.1 together with UHV.
3.1.1 Molecular Beam Epitaxy
MBE is a technique used for the epitaxial growth of materials. There are different
kinds of MBE such as solid source MBE (SSMBE), hydride-source MBE, gas- source
MBE (GSMBE), and metal-organic MBE. It is based on the reaction between a
molecular or atomic beam and a substrate maintained at the desired temperature
under UHV conditions [Her96]. The molecular beams are generated at sources as
Knudsen cells or electron beam evaporators where the constituent materials are
evaporated.
There are also other approaches to grow epitaxial layers such as, liquid-phase
epitaxy (LPE) or chemical vapor deposition (CVD). Due to UHV environment,
MBE presents several advantages against other growth techniques. Thanks to UHV,
epitaxial layers with high purity can be obtained and also MBE offers a high degree
of control on the growth parameters such as with temperature the beam fluxes can
be controlled precisely. Sharp interfaces can be produced due to individual blocking
of the molecular beams by beam shutters [Cha85]. By controlling the temperature of
the sources very low growth rates can be achieved. The high precision of the growth
rates allows us to grow reproducible deposition of layers. UHV environment, also
allows to use in situ characterization as electron diffraction (low energy electron
diffraction (LEED) and RHEED). UHV is going to be discussed in the following
section 3.1.2.
3.1.2 Ultra High Vacuum
Ultra-high vacuum (UHV) is the vacuum regime characterized by pressures lower
than about 10−9 Torr. In this vacuum regime the influence of the residual gas or of
the adsorption of contaminants can be neglected. It is possible to grow well-defined
surfaces in this low ambient pressure Pa due to the very low impinging rate.
MBE consists of stainless UHV chambers where different pumps are used to
reach to the desired background pressures. For epitaxy the pressure in the order of
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10−9 Torr is necessary (during the growth for our GSMBE the pressure is 10−5 Torr)
. Combination of different types of pumps are required in MBE depending on the
operation pressure of each pump (i.e, ion pump, turbo molecular pump, rotary
pump).
3.1.3 Gas Source Molecular Beam Epitaxy
In contrast with SSMBE the group V elements in GSMBE are used as gas sources.
When elemental As and P sources are used it is difficult to achieve precise control
over the flux of arsenic or phosphorus molecules arriving at the growing semicon-
ductor surface. It is necessary to use large effusion cells for the group V elements
at relatively low vaporization temperatures. The vapor pressures of the elements
are exponential with annealing temperature, i.e., k-cell base temperature. The large
amounts of solids in this effusion cells have poor conductivity which makes it dif-
ficult to obtain precise temperature control over time which effects the growth.
Phosphorus is initially mixture of allotropic forms, each of which has a different
vapor pressure [Rot47; Pan80; War83; Pan84; Pan93]. The subsequent thermal his-
tory of the effusion cell will be effective for the amount of the presence of each
allotropic form. Therefore, the partial pressure of phosphorus vapor in equilibrium
with any particular condensed phosphorus source is expected to depend upon its
thermal history. For this reason it is difficult to calibrate the elemental phosphorus
in SSMBE.
In addition, another difficulty is of using elemental P is that the beam generated
consists of entire P4 molecules because tetramer is the predominant equilibrium
vapor species at the temperature and pressure in such a source.
In 1978, the use of gas sources for the group-V elements was started rather than
solid sources which can eliminate these disadvantages [Pan80; Pan84; Tsa84]. The
injection of the hydrides to the system is made through a high temperature cracking
cell operated at 850 ◦C (this temperature depends on the MBE system). At this
temperature, the cracking products are mainly the dimers P2/As2, and atomic and
molecular hydrogen H and H2 [Pan93] resulting from the reaction
2MH3 ⇒ M2 + 3H2 (3.1)
where M is symbolizing either As or P. The extraction of the hydrogen from the
growth chamber is done with a high capacity turbo-molecular pump. The typical
chamber pressure is 1× 10−5 Torr, which is sufficient to have molecular beams. The
flux of group V is controlled by mass flow controller for hydrides. To turn on and
off the hydride mass flow valves are used precipitously. Also a shutter is placed in
front of the cracking cell to abruptly turn on and off the group V beam.
The group III elements are once deposited on the substrate they cannot evaporate
at temperatures 400− 560 ◦C. Therefore, the growth rate can be controlled by the
group III flux. However, the flux of group V should be larger than the group III flux
in order to ensure that all group III atoms are used to form the III-V compound. If
a less flux is used for group V, group III metal droplets form on the surface. The
excess of the group V elements evaporate from the substrate.
In this work, the samples are grown by a MBE Riber Compact 21T system as
can be seen in Fig. 3.1. Load/unload chamber, buffer chamber, and growth chamber
are the UHV chambers in the system. Load/unload chamber is maintained under a
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Figure 3.1: MBE Riber Compact 21T. Growth chamber, RHEED screen, beam sources,
Buffer chamber, Load chamber, transfer rod, outgasing station, control electronics, cassette
lift, control computer and liquid nitrogen pipes are illustrated.
vacuum condition in the 10−8 Torr range by the small turbo pump and membrane
pump. After loading the samples to loading chamber the transfer to the buffer
chamber is realized with a cassette lift that operates by a remote controller. Manual
transfer rod is used to transfer the sample to the outgassing station. An ion pump is
used to obtain a vacuum pressure of 10−9 Torr in the buffer chamber. The transfer
to the growth chamber is also done with the transfer rod. The pressure in growth
chamber is in the range of 10−9 Torr obtained by a big turbo pump and an ion
pump. In addition, a liquid nitrogen cooled circulation surrounds the entire inner
surface of the growth chamber and the sources.
The system contains indium (In), gallium (Ga), aluminum (Al) as group III-
elements, silicon (Si) as n dopant, and manganese (Mn) as p dopant. Antimony
(Sb) as group V-element is filled in the cracking cell. All the cells have a ther-
mocouple. Increment of the temperature results in thermally induced atomic or
molecular beams of the constituent elements. There are mechanical shutter placed
in front of the cells that controls the incorporation of a specific element. Temper-
ature and shutter of the cells are controlled by a computer. Apart from the solid
sources, group V-elements: arsenic (As) and phosphor (P) are supplied from gases
sources. A high temperature cell is used to crack both gases arsine (AsH3) and
phosphine (PH3). The cracking temperatures for AsH3 and PH3 are usually 850
◦C
and 920 ◦C, respectively,
Sample Preparation
GaAs (001) substrates are used to grow the desired samples. The samples have
thickness of around 575 μm and mis-cut angle is smaller than 0.05 ◦. The substrate
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Figure 3.2: Possible surface processes during the growth. (1) shows impinging single
atomic beam, (2) surface diffusion along the surface, (3) desorption from the surface by
single, binary, quaternary or different way, (4) nucleation after sufficient surface migra-
tion, and (5) shows the growth of the layer.
that is first loaded to the loading chamber and transfered to the buffer chamber (BC)
is heated at 200 ◦C at least for 2 hours for outgasing prior to the growth. After
this step the sample is transfered to the growth chamber (GC) and removal of oxide
layer from the surface is done by heating under continuous group V-elements beam
at a temperature between 550 and 600 ◦C.
The surface processes during the growth
The important processed that occurs on the surface of the sample during the
growth are illustrated in Fig. 3.2 and listed as:
• adsorption of the impinging molecules on the surface
• migration and dissociation of the molecules along the surface




There are three different growth modes for epitaxial growth where two of them are
for lattice-matched materials as illustrated in Fig. 3.3 and one of them for lattice
mismatch systems. Frank-ver der Merve growth is the first growth mode. In this
growth mode the growth occurs layer-by-layer when the sum of the epitaxial sur-
face energy and the interface energy is less than the substrate surface energy. The
second growth mode known as Volmer-Weber growth occurs if the energy balance
is reversed. In this case epitaxial material forms small island on the surface.
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Figure 3.3: Schematic illustration of three possible growth modes: planar growth (Frank-
van der Merwe), island growth (Volmer-Weber), and planar plus island growth (Stranski-
Krastanow)
Growth Modes for QDs
In the case of lattice-mismatched material, strain energy should also be considered
together with surface and interface energies. This growth mode is called as Stranski-
Krastanow growth mode (Fig. 3.3). In this mode, first a planar wetting layer forms
following three dimensional island formation. Growth start with a layer-by-layer
mode following distortion of the unit cell of the epitaxial material in order to conform
to the lattice constant of the substrate. This leads strain in the epitaxial layer. The
energy associated with this strain increases as the layer thickness increases and the
strain relieves by forming small island on the surface, allowing the lattice constant in
the islands to relax towards its natural value. If the energy lost by strain reduction
is greater than the energy associated with the additional surfaces island formation
will be favorable [Shc95; Bim99; Shc04; Bim08].
Since the island formation competes with formation of the dislocations to relieve
the strain, the growth of coherent islands is possible, if the energy lost by formation
of the dislocations is smaller than the energy lost by formation of the islands. With
the right growth conditions, deposition of InP on InGaP leads to such islands [Bim99;
Bim08]. In self assembled nucleation process, it not straightforward to control the
shape, size and the position of the formed dots which is important for the optical
quality of the QDs. There are some methods to produce well shaped and ordered
QDs to overcome this drawback [Sri10], such as;
droplet epitaxy is an another method to produce QDs not only lattice mismatch
but also in lattice match materials [Kog93],
pre-patterned induced method is used substrate which are lithographically fab-
ricated patterned prior to epitaxial growth of dots [Sch07],
cleaved edge overgrowth is performed in situ cleaving the the grown layer and
processing further growth on the cleaved surface. By this way electron and
hole are possible to confine at the intersection region [Weg97],
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nanocrystals are prepared from precursor compounds in a certain chemical solu-
tion [Hin96].
3.1.5 Strain
Obtaining values for the band lineups at strained-layer interfaces are more complic-
ated than the ideal interfaces. The appropriate strains in each of the materials must
be included to construct the band alignments. For instance, to calculate the band
lineups for GaAs/InGaP/InP system in section 2.4.1 the strain tensors are taken in
to account.
For two materials (A,B) with lattice constants aA and aB, respectively, the rel-





Figure 3.4: In epitaxy, over layer growth produce (a) a strained layer which alters the
lattice spacing along the growth direction and produce pseudomorphic layer and (b) an
unstrained layer with misfit dislocations at the interface to relieve the strain and produce
relaxed layer after certain critical thickness.
If the lattice constant of material A (aA) is larger then the lattice constant of
material B (aB), the strain in material A is said to be compressive. On the other
hand, the strain in the material B is tensile. For pseudomorphic structure, in-plane
lattice constant (a‖) of A is the same as that of B, while their perpendicular lattice
constants (a⊥) are different from aA and from aB, which is called biaxial strain.
As the thickness of material B is much larger compared to material A, the in-plane
lattice constant gets the value of aB. Fig. 3.4 (a) represents the case. To express this
a strain tensor, ε can be defined with parallel, ε‖, and perpendicular ε⊥ components











where ν is the Poisson ratio which is a scaling factor depending on the material.
In the case of highly lattice-mismatched material systems, formation of disloca-
tions at the interface is unavoidable in thick pseudomorphic structures, due to the
large strain. When the thickness of material A exceeds a critical thickness hcrit,
the strain is partially relaxed as shown in Fig. 3.4. hcrit depends on the lattice
mismatch [Jai96].
The lattice mismatch of 3.8% between InP and In0.48Ga0.53P, result in a strain
which is the main reason for the formation of the InP QDs. The total strain energy







C11, C12, C44 are the parameters that represents the elastic moduli Cijkl, for
cubic crystal. εij and εkl are representations of the components of the strain tensor.




In this chapter, in-situ and ex-situ characterization techniques are described which
are used to have a better understanding of the structures that we have grown.
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During or after the deposition of the layer described in the previous chapter,
the properties and the quality of the grown layer was characterized by various in-
situ and ex-situ techniques. Reflection high-energy electron diffraction (RHEED) is
used as an in-situ characterization and controlling the crystal growth by MBE in real
time, while atomic force microscopy (AFM), scanning electron microscopy (SEM),
transmission electron microscopy (TEM), and various x-ray based experimental tech-
niques are used as an ex-situ techniques to characterize the samples. This chapter
presents the an overview of the these experimental techniques that we used.
4.1 In-Situ – Real Time Control and Analysis
4.1.1 Reflection High-Energy Electron Diffraction
For real-time characterization of growth processes in ultrahigh vacuum, the reflection
high-energy electron diffraction (RHEED) is a powerful and widely used in-situ tool.
In this technique, analysis is based on reflected and diffracted high-energy electrons
(typically 5 − 40 keV, 12 keV in our system) from the crystal surface and they are
monitored at glancing incidence and exit angles (1 − 5◦ respect to the surface). In
the case of constructive interference of scattered electron, the Bragg’s law can be
written for electrons as







also p and K are the momentum and the kinetic energy of the incoming electron
under certain voltages, h is the Planck’s constant, and c is the speed of light. For
12 keV the equations will give us about 0.111 Åwavelength1 for incoming electron
which is enough to probe surface with the diffraction pattern for several orders.
This feature of RHEEDmakes this method surface sensitive and allows to analyze
the grown layer in-situ. The diffraction pattern does not show the local picture of
the surface but rather a statistical view of the surface. The maximum distance
between the reflected electrons is the coherence length and is typically of the order
of several hundreds nanometers [Lar88]. Ewald construction in the reciprocal lattice
can be used to describe the conditions for the constructively interfere electrons on
a phosphorescent screen mounted opposite to the electron gun.
Digital highly sensitive charge-coupled device (CCD) is used to evaluate the
RHEED patterns in real time which is controlled by a computer with a digital
image processing software. A schematic illustration of RHEED apparatus can be
seen in Fig. 4.1.
For smooth surfaces, the electrons are diffracted from a two dimensional layer
where the third dimension is missing in real space which results in the absence of
1The wavelength defines the maximum resolution of the analysis and it has to be in the same
order or comparable as the lattice spacing of the top layer. In addition, the wavelength of the
electron is much smaller than the size of the atom, hence the interaction of them with the top
surface atoms in diffraction images can be described by simple wave mechanics in the case of
elastic scattering.
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Figure 4.1: (a) Schematic representation of RHEED system. High-energy electrons
(12 keV) impinge on a crystal at grazing incidence, diffract, and are detected by taking an
image of the electron pattern created on a phosphorescent or fluorescent screen. (b) and
(c) are the side and the top view of (a), respectively which show Ewald sphere construction
of electron diffraction. The incident electron wave vector is k0, the scattered electron wave
vector is k, and Δk is the change in the electron wave vector, which must be equal to an
inverse lattice vector, q. φ is the azimuthal angle for rotation and rotation axis is parallel
to the growth direction.
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Figure 4.2: Schematic representation of RHEED intensity oscillation where Θ is frac-
tional layer coverage.
the third dimension in reciprocal space. Therefore, the image of the smooth surface
in reciprocal space is a perpendicular rod to the sample surface. Depending on the
processes, electrons can be classified into two groups; elastic and inelastic scattering.
In elastic case the electrons are scattered from the surface. This case is identified
with a single lattice plane. Electrons involved in inelastic scattering occurs within
the sampling depth of about several nanometers.
The Ewald sphere, on which all elastic scattering conditions are satisfied, seems
quite large compared to the reciprocal interrod spacing with such high energy elec-
trons. For the RHEED pattern, the diffraction condition is given by the cutting
of the Ewald sphere with reciprocal rods and intersection with the specular beam
indicate the (00)rod [Ich04].
There are different configurations of atomic arrangements between bulk lattice
and the surface lattice plane. The constituent atoms at the top layer needs relaxation
to get suitable minimum energetical configuration via bond length contraction or
extension. Another way is the reconfiguration of the top atoms laterally with a new
type of two dimensional surface unit cell called as reconstruction. The impinging
electrons feel the lateral crystalline periodicity as well as the vertical periodicity
when they transmit through the material with certain roughness. In this case the
diffraction pattern appears to be spot-like (3-D like) known as transmission pattern.
The inelastically scattered electrons may influence the RHEED image as background
intensity. Some of these electrons may satisfy the Bragg condition by penetrating the
bulk crystal and scattering elastically for the second time [Ich04]. These inelastically
scattered electrons can reach the detector and create Kikuchi lines.
For smooth surfaces, reflectivity of the specular beam is relatively high which
gives information about layer-by-layer growth behavior with its intensity evaluation
during the growth. One period of oscillation gives the coverage time of one monolayer
of deposited material. The main reason for intensity oscillation is the result of an
alternation in surface roughness (see Fig. 4.2).
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Figure 4.3: Schematic of a tip scanning in an AFM. A laser beam reflected on the end
of the cantilever is focused on a four-quadrant PSPD. This allows the precise detection of
small cantilever deflections
4.2 Ex-Situ – Quality and Structural Analysis
4.2.1 Atomic Force Microscopy
The invention of atomic force microscopy is done in 1986 [Bin86] by Binnig et al. In
an AFM, a very sharp tip (few electrons in length and less than 10 nm in diameter)
is located at the free end of a cantilever. As the tip scanned over the sample the
cantilever deflection is measured. A map of the surface topography is generated by
the measured deflection. Both semiconductors and insulators can be investigated
with AFM.
In AFM, the sample is scanned under the tip driven by a piezoelectric material.
With an applied voltage the piezoelectric material changes its dimensions. The
movement in the xy-plane (surface plane) and in the z-axis (perpendicular to the
surface) is obtained by a segmented tube design. By optical techniques the deflection
of the cantilever (during scanning the sample) is detected. By using one or more
mirrors, a laser beam reflected on the free end of the cantilever is focused on a
position-sensitive photodetector (PSPD). This configuration of the setup allows the
detection of small vertical displacements of the cantilever, as well as lateral deflection
of the cantilever precisely (Fig. 4.3).
There are two different modes for AFM measurements. These modes differ on
the distance between the tip and the surface of the sample. Due to the relative
distance change between the tip and the surface due to he forces between them
the deflection of the cantilever takes place. The interaction is described by the van
der Waals forces between the tip and the surface. In Fig. 4.4, the dependence of
these forces on the distance tip-surface is shown. In the figure two modes that are
commonly used in AFM are defined as contact and non-contact modes.
In contact mode, the measurement is performed at a constant height (z) of the
sample. From deflection of the cantilever, the topographical image of the surface can
be derived. Another method to derive the topographical image is the variation of
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Figure 4.4: Interaction (van der Waals force) between the tip and the surface as a
function of the distance between both surface. The highlighted regions are the regimes at
which the contact and non-contact AFM work
the height of the surface needed to maintain a constant deflection of the cantilever.
This is achieved by using the deflection of the cantilever as the input to a feedback
circuit which moves the scanner back and forward until the desired deflection is
achieved.
In-non contact mode the attractive force between the sample and the tip is
measured. In this case the attractive forces between the tip and the surface are
weaker compared to the forces involved in contact mode. Non-contact mode is less
sensitive to the changes in the height and a different detection mechanism applies.
The cantilever is oscillated at a frequency close to its resonant frequency at a
given amplitude. Differences in the frequency or the amplitude are detected as the
tip approaches to the sample. By moving the sample forwards and backwards, the
feedback circuit restores the original values. The topological image of the surface is
derived from this feedback. Both the amplitude or the frequency can be used as the
feedback parameter.
Non-contact mode is ideal for the samples where damage has to be avoided.
There is another mode where a slight modification of the non-contact mode is made.
This mode is known as tapping mode in which the cantilever oscillates at its resonant
frequency with a high amplitude.
In this work, atomic force microscopy using an ex-situ Nanoscope IIIa in the
tapping mode was used to image the surfaces of the un-capped samples.
4.2.2 Scanning Electron Microscopy
Secondary electrons are used in the operation of scanning electron microscopy (SEM)
for imaging of the surface structures in real space. The typical energy of the primary
beam used scan the surface is about 0.5− 40 keV. The image of the surface which is
formed from the variation in the intensity of the emitted electrons from the surface,
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has a lateral resolution which is limited by the diameter of the electron beam of
about 20 Å.
In SEM, signals are produced by: secondary electrons, back-scattered elec-
trons (BSE), characteristic X-rays, light (cathodoluminescence), specimen current
and transmitted electrons. The most common is secondary electrons. The signals
result from interactions of the electron beam with atoms at or near the surface of
the sample. With secondary electron imaging, the SEM can produce high-resolution
images of a sample surface.
The SEM which is used in this work is Field Emission Scanning Electron Mi-
croscope S-4800. The secondary electron image resolution is 2 nm at 1 kV and the
back scattered electron resolution is 3 nm at 15 kV.
4.2.3 Transmission Electron Microscopy
Transmission electron microscopy is a useful tool, provides high resolution images
that show structures at the atomic scale. For TEM measurements, a very thin
specimen is irradiated by an electron beam. To manipulate the electron beam,
magnetic lenses and solenoids are used. The electrons travel along the symmetry
axis of the lenses where an axial and transversal magnetic field is present where
the axial component provides the electrons to circle around the axis. The circular
motion and the transversal component of the magnetic field are results in a force
pointing towards the center of the lenses. With the help of the field strength (e.g.
electric current), the point of focus can be controlled. In TEM, the first lens below
the irradiated specimen is called objective lens that forms an intermediate image
with a magnification of 20 to 50 times in its image plane. Rays that leave the
specimen at the same angle are collected in the same spot in the back focal plane of
the objective lens. By using a second lens, either of these planes can be projected
on the viewing screen. By projecting the image plane a real image is obtained and
the back focal plane is projected to examine the diffraction pattern. The back focal
plane is where the objective lens is located (a small hole in a metallic plate). With
the help of this aperture single spots in the back focal plane are selected for the
formation of the image. It is called a bright field image when the unscattered beam
is selected and the image formed by the scattered electrons is called a dark field
image.
In the lack of this aperture scattered and unscattered electrons are used to form
the image which has a lower contrast compared to dark and bright field images is
non-crystalline specimens are probed. In these measurements the contrast stems
from inelastic scattering of the electrons by atoms in the specimen. For crystal-
line specimens dark field and bright field images can be used since crystals scatter
electrons as described by Braggs law.
The Fourier transform of the distribution of atoms in the specimen are repres-
ented by the back focal plane, multiplied by the contrast transfer function. Smooth
functions have only few Fourier coefficients in a small range, while rapidly vary-
ing functions have Fourier components in a much wider range. The distribution of
atoms counted in the second type of function. In dark field and bright field mode,
the small aperture truncates the Fourier transform that results in the contribution
of only coefficients in a small range to the image. Therefore with these conventional
imaging modes, high resolution images can not be produced. Even in the case of
no aperture usage, where all Fourier coefficients are included, the spacial resolution
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Figure 4.5: Basic setup of X-ray diffractometer. 2θ is the angle between the incident and
diffracted X-ray beam.
is limited by the phase distortion W(k), increased with k. The mentioned contrast
transfer function is defined as:
exp (iW (k)) (4.2)
as W (k) increases rapidly with k, high frequencies can not be used for image
formation. Because of that reason the resolution of standard TEM is limited to
about 2 Å. The interference of the scattered and unscattered beam is used to obtain
high resolution images containing lattice fringes. The electrons can be described
as a wavefront where the phase of this wavefront is shifted when the electrons pass
the specimen. This phase shift depends on the potential in the specimen. Detailed
explanation can be found in [Ful01].
4.2.4 X-Ray Based Techniques
To get information on crystal quality, layer thickness, material composition, strain
and relaxation of the heterostructures double-crystal X-ray diffraction (DCXD) is a
powerful method.
A complex diffraction pattern may occur from scattering of incident monochro-
matic (characteristic) X rays by the atomic planes of the bulk crystal. A diffraction
peak appears in scanning detector when the interference is constructive. At points of
constructive interference, a diffraction peak appears in a scanning detector (Fig. 4.5).
The condition for maxima of diffracted intensity is explained by Bragg law:
nλ = 2dhkl sin θ (4.3)
4.2 EX-SITU – QUALITY AND STRUCTURAL ANALYSIS 33
Figure 4.6: Schematic illustration of X-ray diffraction by atomic planes in a cubic crystal
where n is the integer diffraction order, λ and dhkl denote the wavelength of x-ray,
and the spacing between hkl lattice planes, respectively. θ is the angle of incidence




h2 + k2 + l2
(4.4)
where a0 is the lattice constant. The lattice mismatch between the epilayer and
substrate in a pseudomorphical structure can be calculated by the shift of diffraction
peak position where dhkl changes by strain. The equation is:
Δa
a⊥
= −ΔΛcot θb (4.5)
ΔΛ is the angular distance between the substrate peak and the epilayer peak; θb
is the Bragg angle from Equation (1.3).
A broadening of the diffraction peak occurs because of the non-uniform strain
and the finite size of the layers, which grows with sin θ. This gives the opportunity
to determine the layer size by analyzing the peak shape and peak width W2θ. By
several diffraction orders in DCXD measurements the strain and the size effect can





To calibrate Al and Ga RHEED oscillations in Riber21T MBE system or growing
AlxGa1−xAs/GaAs superlattices is for Riber32T MBE system is used. According to
Bragg law, the thickness of the superlattice period T is given by:
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T = n
λ
2 sin θsl − 2 sin θn (4.7)
where (n + 1)-order satellite peak is considered to be θsl. For zero-order peak
θsl = θB + Δθ and θn = Δθ. Δθ denotes the average distance between satellite





which is used for estimation of superlattice periodicity.
In real crystal a more comprehensive theory is required. The rocking curve
analysis by dynamical simulation (RADS) software [BSIL00] is used for examination
of rocking curves. This simulation is based on the generation diffraction theory from
Takagi [Tak62; Tak69] and Taupin [Tau64]. This dynamic theory applies the two-
beam approximation and describes the field within the crystal as differential form of
total amplitude of incident and diffracted X-ray waves. Thereby it allows to depict
the passage of X rays through a crystal with any kind of distortion.
A Bede QC1a diffractometer is used to examine all the DCXD spectra [BSIL96].
X rays are generated by focusing an electron beam (Imax = 1 mA, Vmax = 50 kV)
onto a copper block, producing Cu Kα1 and Kα2 radiation with a wavelength of
λ = 1.54 Å. A (001)-GaAs reference crystal is used as beam conditioner for supply
of monochromatic beams ((004) reflections) with an approximate cross section of
0.5× 3.0 mm2.
High Resolution X-ray Diffraction
For determination of the composition and strain state of an epitaxial layer, high
resolution X-ray diffraction can be used. The principle of this technique is based on
the practical application of Bragg’s Law that is combined with high precise angular
positioning.
The high resolution diffractometer used in this works with a high power copper
X-ray source (Cu Kα1 λ = 1.540597 Å) operating at typically 40 kV/40 mA.
In home labaratory, the x-ray reflectivity and initial extended reflectivity ex-
periments have been performed. This diffractometer configuration is illustrated in
Fig. 4.7 in which the x-ray source is fixed and provides CuKα radiation
2 with a
wavelength of λ = 1.54056 Å. The sample stage allows us for the scan in various
directions and Fig. 4.7 represents a more complex geometrical construction. This
construction is based on the Ewald sphere construction that is related to the ex-
perimental setup of the high resolution diffractometer. It illustrates the purpose of
conducting an ω and ω − 2θ scan in mapping a selected region of reciprocal lattice
space.
The different configuration of diffractometer gives different scan direction in the
reciprocal space and its setting define the scattering vector Q. An ω-scan is done
by the rocking the sample via keeping the detector position 2θ fixed. The measured
2Monochromaticity of a beam has to be obtained, because the analysis with x-ray needs a single
wavelength.
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Figure 4.7: Schematic diagrams showing how the Ewald sphere construction relates to
the experimental parameters of the apparatus.
points lie on a circle along the origin as shown in Fig. 4.7. An Qz- or ω − 2θ-scan
is done by the keeping Qx component of the wave vector constant via changing the
ω and θ angles.
Some specific scans are used to characterize the epitaxial layers. Collection of
symmetric [004] and asymmetric [224] omega (ω)-omega-2theta (ω − 2θ) are used
that are also called as reciprocal lattice maps. For the calculation of in-plane and
out-of-plane lattice constants, two scans are required. The [004] scan allows direct
determination of the out-of-plane lattice spacing and the [224] scan consists of com-
ponents from both, allowing the extraction of the in-plane lattice parameter when
combined with the [004] scan (Fig. 4.8).
A series of points in reciprocal space can be used to represent the planes of
a crystal in real space. Fig. 4.9 is a representation of how a reciprocal lattice is
derived from the real space lattice and how they are related, a reciprocal lattice can
be constructed from a real space lattice by combining a series of reciprocal lattice
vectors with lengths inversely proportional to lattice spacing and orientation defined
by the surface normal of the corresponding planes.
Reciprocal lattice points are the end points of the reciprocal lattice vectors.
Reciprocal lattice points are labeled with plane indices with which they correspond.
The points corresponding to all of the real space lattice planes constructs the entire
36 CHARACTERIZATION TECHNIQUES 4.2
Figure 4.8: Schematic representations of a tetragonally distorted cubic unit cell showing
that the (004) spacing is entirely out of plane whilst the (224) contain components both in
plane, ax, and out of plane, az
reciprocal lattice. All lattice vectors originate at the center of reciprocal lattice.
A geometrical expression of Braggs Law is provided from the Ewald reflecting
sphere construction where reciprocal lattice space is used. The Ewald sphere con-
struction consists of a sphere in reciprocal lattice space with a diameter equal to
1/λ (λ is the x-ray wavelength) with the reflecting crystal located at its center.
The interception between the transmitted beam and the sphere is the origin of the
reciprocal space location. When the Bragg condition is satisfied with the crystal
orientation then the intersection of the diffracted beam with the sphere will coincide
with the position of the corresponding reciprocal lattice point. In other words, sat-
isfaction of Braggs Law is equivalent to the intersection of a reciprocal lattice point
by the sphere in this arrangement (see Fig. 4.10).
Grazing Incidence X-ray Diffraction
Vertical net planes of a crystal that are defined by Miller indices (hk0) can be probed
by grazing incidence x-ray diffraction (GID). In GID q is perpendicular to the surface
normal. The impinging x-ray beam to the surface of a crystal generates two beams,
namely, transmitted nad reflected beams. The incident angle plays an important
role in the relation of intensities of these beams. The penetration depth is small
if the incident angle is in the region of the critical angle, therefore the specularly
reflected beam is high.
For GID the major point of interest is its geometry where the intensity of the
specular reflected beam is mainly determined by the near surface region of the
sample. By means of that, we can obtain information about the horizontal lattice
distances [Sch10]. Fig. 4.11 represents the geometry of GID where αi is the angle
between the incident beam and the crystal surface and αf is the angle between the
diffracted beam and the surface. We can write the components of the scattering
vector q as:
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Figure 4.9: Schematic representations illustrating how a reciprocal lattice is derived from
the real space lattice and how they are related. d1 and d2 are the spacing between sets of












[sin(αf ) + sin(αi)] (4.11)
In this work, both coplanar x-ray diffraction and grazing incidence x-ray diffrac-
tion measurements are performed and the results are explained in chapter 6.
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Figure 4.10: Ewald reflecting sphere construction for a set of planes at the correct Bragg
angle
Figure 4.11: Grazing incidence geometry
Chapter5
Results and Discussions
In this chapter, the results are discussed. Initially, the growth conditions for the
growth of lattice macthed InGaP to GaAs and InP/InGaP QDs are described. The
structural investigations obtained by RHEED, AFM and x-ray methods are followed
by the optical characterization.
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5.1 Introduction
Semiconductor quantum dots grown via Stranski-Krastanow growth-mode are inter-
esting both for fundamental physics as well as for device applications, due especially
to the simplicity of their growth and to their good crystal quality. The SK growth
mode, used during epitaxial growth by either molecular-beam epitaxy (MBE) or
metal-organic chemical vapor epitaxy (MOVPE), has the advantage of producing
quantum dots that can be embedded within a single-crystal matrix material and with
good quantum efficiency for light emission [Ben92; Kni01; Zre02; Sch06b; Hat05].
Their simplicity in positioning in microcavities increase their collection efficiency and
improve the coupling to optical fibers or detectors [Pel03]. Electroluminescence can
also be easily obtained by placing the QDs in an appropriate p-n junction [Hat05].
Semiconductor QDs have also been widely studied for quantum communication and
information systems [Ben92; Kni01; Zre02].
For device application different density of QDs are required. For laser applic-
ations, a high density of QDs is desirable [Li07], while for quantum-information
applications, a low density of QDs is preferred to get single photon emission by
preventing the coupling between QDs [Rei08]. The control of the density and size
of the QDs depends on many parameters during growth: the substrate growth tem-
perature, growth rate, and deposition time of incoming species. By reducing the
deposition rate of the material (InAs growth rate of lower than 0.002 ML/s), QDs
are formed, with 35 − 40 nm in width, 3 − 5 nm in height, and very low densit-
ies [Joy01; All05] (2QDs/μm2).
There are several different approaches to obtain photon emission from single
QDs. Several complicated approaches such as patterning or introducing a strain
inducing QD seed layer [Ric10] have been used to realize single photon emitters
based on QDs. If the density is small enough, micro-photoluminescence (μ-PL)
could be obtained from a single QD. For somewhat higher densities, an obvious
way to reduce the QD number is to etch sub-μm mesas, some of which will contain
a single QD [Bei05]. The etching can also be done prior to growth, resulting in
QDs grown on sharp tips etched out of GaAs substrate [Zwi05]. An approach that
does not rely on growth or processing is to use a narrow bandpass filter to collect
the light from QDs which emits at the same wavelength [Zwi03], since the emission
wavelength of the QDs changes according to their sizes. The size and density of QDs,
however, can be controlled by many variable parameters in the epitaxial growth.
These include, as mentioned above, the substrate temperature, the orientation of
the substrate, and rate of incoming species. MBE in general uses low growth rates
(1 ML/sec ), with the resulting advantages of very good composition control and sub-
monolayer thickness control. By reducing the deposition rate of the material forming
the quantum dots, normally sized QDs form with low deposition and, therefore, with
very low densities [Joy01; All05].
For applications as single-photon emitters, it is important to control the intrinsic
properties of QDs, the electronic structures, the excitonic behavior, and particularly
the coherence [Zwi04]. Of particular practical interest are nanostructures with InP
QDs that can be used to fabricate the laser structures emitting in the red spectral
range [Zun98]. In contrast to the thoroughly studied InAs QDs, InP QDs with
their emission wavelength in the red range [Ugu11; Hat03] are of especial interest
as single photon sources because the Si-detectors that are used for photon detection
have their highest quantum efficiency in the red spectral window.
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On the other hand, in many applications it is essential to control the positions
of the QDs too; for example, ordered ensembles of QDs can improve laser per-
formance [Men05; Mui95] as well as open new possibilities in computing [Lip04;
Maz03; Aml98]. Sophisticated techniques have been recently developed to obtain
self-assembled highly ordered QD structures, see e.g. [Sch07; Woh99]. Vertical stack-
ing of QDs [Xie95; Hat00; Wan04] is one of the most popular attempts to improve
the spatial ordering in QD structures by which nearly perfect three-dimensional QD
lattices can be produced [Spr98; Sch06a]. In another approach QD arrays are formed
by self-organized anisotropic strain engineering of an (In,Ga)As/GaAs quantum wire
superlattice template with MBE [Man04]. The (In,Ga)(As,P)/InP material system
grown by chemical beam epitaxy is also studied with the same method [TS07].
Furthermore, control of polarization direction is also important for vertical-cavity
surface-emitting lasers (VCSELs) to control the polarization mode without excess
polarizer [Sai97]. As mentioned above sophisticated techniques have been recently
developed to obtain self-assembled highly ordered QD structures which need stack-
ing layer of QDs and/or surface miscut angles, see e.g. [Sch07; Woh99]. A more
recent example of ordered self-organized growth of QDs describes laterally ordered
InP/In0.48Ga0.52P QDs on GaAs along the [1̄10] crystallographic direction by us-
ing a self-organized undulating In0.48Ga0.52P buffer layer, lattice matched to GaAs
substrate, as a template [Ugu09]. The impact of the InGaP layer is discussed
with the help of grazing-incidence x-ray diffraction and photoluminescence meas-
urements [Ugu09].
5.1.1 Growth of Lattice Macthed InGaP on GaAs
The GaAs substrates are deoxidized at around 580◦C, before starting the growth. A
full oxide desorption is observed accompanied by the rise of narrow RHEED streaks
forming 2× 4 reconstruction pattern. The 100 nm GaAs buffer layer is grown with
the growth rate of 0.39 ML/sec, determined by the RHEED specular spot intensity
oscillations (also called growth oscillations), with a substrate growth temperature of
550◦C . After GaAs growth the substrate temperature is reduced to 440◦C for the
growth of InGaP layer.
Inidum growth rate is extrapolated from the data points that is obtained by
growing InP/InPAs superlattices on InP substrate. The In growth rate that is used
for latticed matched InGaP to GaAs is 0.36 ML/sec (the growth rate of InGaP is
0.75 ML/sec). From the extrapolated data for In calibration samples are grown
and fine tuning for the In concentration is made by increasing or decreasing the In
cell temperature according to the x-ray measurements perfomed on the calibration
samples. Fig. 5.1 represents the x ray measurements on InGaP layers grown on
GaAs substrates. In Fig. 5.1, two peaks can be seen in the ω − 2θ scan.The main
peak stems from GaAs substrate and buffer layer. The satellite peak on the left and
right hand sides of the GaAs peak stems from InGaP layer. For the perfect lattice
matched condition the In concentration should be 0.48% . In (a) the concentration
of In is determined to be 49.4% by RADS simulation programm. The In temperature
is decreased couple of degrees to obtain the concentration of 48.4%, or in (c) the In
concentrartion is determined to be 47.8% where an increase of In cell temperature
is needed. The fine tuning of the In cell temperature is obtained after some x-ray
measurements. And as demonstrated in (b) the perfectly lattice matched InGaP
to GaAs is obtained. The RHEED images of two InGaP samples can be seen in
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Figure 5.1: Well-shaped x-ray diffraction peaks taken from epitaxial InGaP layers grown
on GaAs(001) substrate in the vicinity of the GaAs(004) reflection and the peak siplitting
is due to mismatching between them which are prepared under different condition. (a) The
In concentration is 49.4% (b) The In concentration is 48.4% (lattice macthed) (c) The In
concentration is 47.8%
Fig. 5.2. In Fig. 5.2 (a) the RHEED image of perfectly lattice matched InGaP to
GaAs is shown. The reconstruction lines are perfectly streaky. Fig. 5.2 (b) is the
RHEED image of InGaP that is around 1% off to GaAs. The InGaP reconstruction
lines becomes slightly spotty due to the mismacth.
5.2 Optically Isolated InP/InGaP QDs
A straightforward way to obtain single, well-isolated quantum dots emitting in the
visible part of the spectrum is demonstrated, and the optical emission is charac-
terized from single quantum dots using this method. Self-assembled InP quantum
dots are grown using gas-source molecular-beam epitaxy over a wide range of InP
deposition rates; using an ultra-low growth rate of about 0.01 atomic monolayers/s,
a quantum-dot density of 1 dot per μm2 is realized. The resulting isolated InP
quantum dots embedded in an InGaP matrix are individually characterized without
the need for lithographical patterning and masks on the substrate. Such low-density
quantum dots show excitonic emission at around 670 nm with a linewidth limited
by instrument resolution. This system is applicable as a single-photon source for
applications such as quantum cryptography.
In this chapter, the applicability of using ultra-low growth rates to obtain 670-nm
light emission from single InP quantum dots without mesas or structured substrate
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Figure 5.2: RHEED images of two different InGaP layers. The samples are grown on
GaAs substrate (a) The In concentration is 48.4% (lattice macthed)(b) The In concentra-
tion is 47.4%
is shown. Because the QDs are isolated from adjacent QDs, no band-pass filter
is needed and there is no coupling between different photon sources. Our studies
show that the density of the quantum dots depends strongly on the growth rate
and the growth temperature. By reducing the growth rate of InP and the substrate
temperature, the density of quantum dots is decreased to one single dot per μm2.
This density is low enough to address single QDs that are promising single photon
sources for quantum communication.
Figure 5.3: RHEED images of same sample before and after deposition of InP. The
sample is grown on GaAs substrate, the In concentration is 48.4% (a) InGaP layer (b)
After depositing InP on InGaP (The construction lines becomes spotty after InP depos-
ition)
5.2.1 Growth of Low Density QDs
Quantum dots composed of InP within an InGaP matrix were grown using GSMBE
in a RIBER 21T MBE system. The lattice mismatch of 3.8% between InP and
In0.48Ga0.52P (lattice matched to GaAs) drives the strain-induced formation of QDs
via the Stranski-Krastanov mechanism [Aho93; Oku98]. After oxide desorption, a
100-nm thick GaAs buffer was grown at 550 ◦C at a rate of 0.39 atomic monolayers
(ML)/s, followed by 200 nm In0.48Ga0.52P grown at 440
◦C. Subsequently, the sub-
strate temperature was lowered to about 410 ◦C and the InP deposited, growing the
wetting layer and the quantum dots.
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Figure 5.4: RHEED images of same sample before and after deposition of InP. The
sample is grown on GaAs substrate, the In concentration is 48.4% (a) InGaP layer (b)
After depositing InP on InGaP (The construction lines stays streaky after low amount of
InP deposition)
For samples intended for photoluminescence measurements (PL), the resulting
structures were capped by a ∼ 100 nm In0.48Ga0.52P layer. The samples grown
for atomic force microscopy (AFM) investigations, on the other hand, were grown
without the cap layer. During the growth process, the surface of In0.48Ga0.52P shows
a (2×1)-reconstruction, as observed using reflection high-energy electron-diffraction
(RHEED). For growth rates in the range of normal growth rates and down to about
0.03 ML/s, the RHEED-pattern at the beginning of the InP growth appears streaky
and becomes gradually spotty after deposition of about 1 ML InP (see Fig. 5.3).
During the growth of ultra low density QDs, for which the growth rate is lower than
0.03 ML/s, however, the change in the RHEED was unrecognizable and the RHEED
pattern stays streaky as can be seen in Fig. 5.4. For all samples we used the same
deposition time of 27 seconds and hence, the amount of deposited InP depends
solely on the differences in growth rate. The resulting total coverage of InP was
varied from 0.16 ML to 0.8 ML; the formation of quantum dots occurs in all cases
after deposition of about 0.27 ML of InP. The structural properties of the samples
and the compositions of the InGaP layers were characterized using double-crystal
X-ray diffractometry (DCXD) and the results show lattice-matched In0.48Ga0.52P to
GaAs with good crystal quality. Atomic force microscopy (AFM) using an ex-situ
Nanoscope IIIa in the tapping mode was used to image the surfaces of the un-capped
samples.
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Figure 5.5: AFM images of three samples grown at different growth rates. (a) 0.015 ML/s
(0.5 μm ×0.5 μm) (b) 0.006 ML/s (1 μm ×1 μm) (c-d) 0.01 ML/s (1 μm×1 μm).
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5.2.2 AFM Characterization of QDs
AFM images of three samples are shown in Fig. 5.5 which are grown at different
growth rates and different InP coverage at about 410 ◦C growth temperature. By
interrupting the substrate rotation during the growth of the InP QDs, the InP
deposition and the QD density are not uniform across the sample. This intentional
non-uniformity allows us to obtain varying QD densities from one growth process.
The variation of the densities of QDs in the same sample can be seen in comparing
the AFM micrographs Fig. 5.5 (c) with about 5 dots per μm2 taken from the side
closer to the InP cell and Fig. 5.5 (d) with only 1 dot per μm2 from the side farther
from the InP cell. The graphs in Fig. 5.5 (a-b-d) are all taken from similar regions
of the substrates for different samples with differing growth rates and InP coverage.
The density of QDs increases from 0 dots per μm2 to 1 dot per μm2 and finally to
8 dots per μm2 as the InP growth rate is increased from 0.006 ML/s to 0.01 ML/s and
to 0.015 ML/s. Table 5.1 shows the dependence of QD density on the InP deposition
rate and coverage. At low growth rates the migration length of indium ad-atoms
increases, resulting in lower QD densities [All05]. Longer migration lengths allow the
formation of QDs whose size is driven by the strain and surface energies; these QDs
are larger and, therefore, sparser than what one obtains at higher growth rates with
smaller migration length [Nak00]. In agreement with this picture, samples grown
at a much higher InP deposition rate of 0.1 ML/s and 4 ML coverage, but with the
same substrate temperature [Hat00], have smaller QDs than in our ultra-low-growth
rate samples. These InP QDs formed with more usual growth rate have a lateral
density of 35 nm, height of 2 nm, and density of 400 dots μm−2, while the QDs grown
at 0.01 ML/s have a lateral density of 40 nm, height of 2 nm, and density of only
1 dot μm−2. If we compare the samples which are grown with low InP growth rates
smaller then 0.015 ML/s among each other, however, the lateral size and the height
of the dots do not change and remain about 40 nm and 2 nm, respectively. The
question arises why the size of the dots grown with low and ultra-low growth rate do
not change, even though the density decreases and the deposited material gets less as
the growth time is same. The lower growth rate may postpone the formation of QDs
and enables to grow thicker wetting layer, hence, the amount of available material for
formation of QDs may stay the same. However, if we model QDs as cylinder which
gives the maximal volume of a possible shape for QDs, the wetting layer thicknesses
of samples for ultra-low density QDs are almost constant and varies slightly from
0.37 ML to 0.27 ML with decreasing the growth rate from 0.015 ML/s to 0.01 ML/s.
For ultra low growth rates it is not straightforward to determine the growth rate.
The growth rates are extrapolated from a calibration based on RHEED oscillations
performed at somewhat higher growth rates; thus, especially for the lowest growth
rates, the uncertainty is rather large which is difficult to determine.
Table 5.1: Density and size of QDs with Different InP Growth Rates
RInP InP Coverage QD Density QD size
(ML/s) (ML) μm−2 (width/height)(nm)
0.006 0.16 0 0
0.01 0.27 1 40/2
0.015 0.40 8 40/2
0.03 0.80 30 30-35/2 and 70/4
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5.2.3 Ultra-Low Density QDs Growth Kinetics
The growth mechanisms of self-assembly QDs have been a great interest to fully un-
derstand the formation of artificial atom-like structures. Daruka et al. showed that
there are four topologically different phase diagrams describing the self-assemble
quantum dot formation process [Dar98]. A detailed explanation of the main equilib-
rium phases, such as Frand-Van der Merwe (FM), Stranski-Krastanov (SK), Volmer-
Weber (V)W have been provided with the phase diagrams. They have also investig-
ated in more detail the properties of strained heteroepitaxial systems in equilibrium,
incorporating the formation and the growth of a wetting lm, dislocation-free island
formation, and ripening. In their phase diagram 5.6 the possible growth modes with
respect to the island density, equilibrium size and the wetting layer thickness have
been explained [Dar97].
Figure 5.6: Equilibrium phase diagram in function of the coverage H and misfit ε. The
small panels on the top and the bottom illustrate the morphology of the surface in the six
growth modes [Dar97].
In equilibrium condition; free energy per atom defined as:
f ∝ u(H,n1, n2, ε) = EML(n1) + n2Eisl + (H − n1 − n2)Erip (5.1)
where, H is the monolayer coverage, ε is the mismatching, n1 is stored materials
in strained part (in ML), n2 is the stored materials in islands (in ML) and H−n1−n2
is the total number of atoms stored in the ripened island. First term provides the
contributions of the n1 strained overlayers and second term descirbes the free energy
per atom of the island and island-island interaction.
If deposited material is H < Hc(ε) where ε < ε2 free energy has a minima at
n1 = H and n2 = 0. Thickness of the wetting layer coincides with deposited material
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H, this is the condition for FM mode. If deposited material is H < Hc(ε) where
ε > ε2 free energy has a minima at n1 = 0 and n2 = H , in this phase wetting
of the film is absent and island form directly on the substrate which is the VW
mode. SK mode divides into two modes, namely SK1 and SK2 modes. Above
Hc(ε) for ε1 < ε < ε2 free energy develops a minima at nonzero n1 and n2, such that
n1+n2 = H. The deposited material H is distrubuted between wetting layer and the
islands. With increasing H, island density increases, which is the SK1 mode. Below
Hc(ε) for ε1 < ε < ε2 free energy has a minima at n1 = 0 and n2 = H. Initially, VW
island formation takes place and continues deposition pushes the system to SK2
phase where the island density and the size remain unchanged until a full monolayer
is completed. With further deposition the island density continues to increase up to
a value and the ripening of the islands as the maximum island density is reached.
In our work we deposit InP with different depositions rates to obtain different
densities of QDs. The table shows the variation of QD denstiy that depends on
the growth rate of InP 5.1. By using 0.01ML/sec InP deposition rate we obtain 1
dot/μm2. We measured QD dot height and lentgh by AFM images to be 1 nm in
height and 30 nm nm in lenght. Aspect ratio is two. We can conlclude that our QD
value is between 150-550 nm3, when we assume that they have pyramidal shape. As
can be seen in the table, InP material is not enough to wet all the surface. Even
in this case, QDs form on the surface which is opposite to traditional SK growth
mode. From the phase diagram of the growth modes, it can be discussed that our
QDs are not in this SK1 region. And the data that obtained tells us that the QD
growth behaviour is on the SK2 region for our QDs. Therefore, complete wetting is
achieved after the formation of QDs.
Figure 5.7: (a) Wetting layer coverage versus QD density, (b) with further InP deposition
first the density of QDs increases and ripening of the islands starts as can be seen on the
inset AFM images.
In Fig. 5.7 (a), we can easily distinguish the two regions below the 1 ML wetting
coverage QDs are SK2 region. When we exceed 1 ML QDs are grown in traditional
SK1 mode. And we can also see the incremenet in the wetting in SK1 region. From
the phase diagram continues deposition will not increase the height of wetting layer
anymore. It will saturate at some point, in our case above 3 ML, system will go in
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to the ripened 2 region as can be seen in the inset AFM images Fig. 5.7 (b). With
these results we can conclude that well-known Stranski-Krastanov 1 growth mode
is not the case for well-isolated InP QDs. Our experimental prediction is well-fitted
to previous theoretical model for hetero-epitaxial growth modes [Dar97].
5.2.4 Optical Characterization of InP QDs
Micro-photoluminescence measurements were performed on samples grown with the
same conditions as described in section 6.2.1 but with a 100-nm InGaP capping layer.
The samples were mounted onto the cold-finger of a helium flow cryostat cooled to
4 K. Measurements were performed using a homemade confocal microscope. An
objective with a numerical aperture of 0.7 was used for both excitation and detection.
The excitation laser wavelength was 532 nm and the μ-PL spectra were recorded
using a spectrometer with a spectral resolution of 0.01 nm
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Figure 5.8: PL from InP/InGaP QDs. From (a) to (c) as the density of QDs are reduced
the emission lines from QDs are resolvable
By optimizing the growth conditions, the density of the QDs can be reduced.
We reduced the growth rate of InP to reduce the QD density. Figure 5.8 shows
PL spectra of three InP/InGaP structures on GaAs with different InP growth rate.
The InP growth rate for the samples are from left to the right 0.06, 0.03, and
0.015 ML/s. The dots are formed through a self-assembly process, therefore they
have a distribution of sizes and shapes. This distribution causes a variation in the
confined levels which results in the large inhomogenous linewidth. Several spectra
were taken at different locations on the samples. It can be seen that as the density
of QDs are reduced the emission lines from QDs are resolvable. In order to obtain a
narrow homogeneous linewidth, a single QD should be isolated from the ensemble.
Fig. 5.9 (a) shows the spectrum of the sample with 0.40 ML of InP coverage
and 8 dots per μm2 using an excitation power of 2.5 μW. One can see the emission
of the wetting layer around 645 nm and the broader emission of a quantum dots
ensemble around 673 nm with inhomogeneous broadening of 50 nm. It is interesting
to note that in contrast to the PL spectra of the InP/InGaP QDs grown using MBE
and usual growth rate of about 0.1 ML/s [Hat00; Zun98], the emission from two-
dimensional wetting layer is here clearly detectable. The reason may be the very
low coverage density of QDs which is less than 0.2% and enables the wetting layer
to act as a radiative recombination channel.
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Figure 5.9: μ-PL emission for sample Fig. 5.5(a). a) The sharp peaks 650–710 nm
wavelength shows resolvable QD density. The peak at 645 nm wavelenght is due to the InP
wetting layer.(grating:150) b)μ-PL spectra for another location with finer grating (1200)
on sample Fig. 5.5(a). Sharp features of single QD with 0.1 nm FWHM are resolved.
(exposure time: 2s, temperature: 4K, NA:0.7)
We also observe strong structural changes in the μ-PL profile from one location
to another due to the resolvable QD density. Fig. 5.9 (b) shows a higher resolu-
tion spectrum around 700 nm; sharp features corresponding to single quantum dots
emission are also observable. Fig. 5.10 (a) shows the results of μ-PL measurements
on the ultra-low density sample grown using the InP deposition rate of 0.01 ML/s.
For this sample, the low density enables us to isolate emission from a single quantum
dot and study its spectral evolution as a function of the excitation power. For an
excitation power below 22 μW, a single emission peak is observed around 675.6 nm
and corresponds to the excitonic recombination X (see also the inset for the spec-
trum at 21 μW). Above 22 μW, the bi-excitonic recombination XX is observable at
higher energy (≈ 673 nm). The binding energy of the bi-exciton is measured to be
5.46 meV which is consistent with previous results [Aic04].
To conclude, we have optimized the growth conditions of samples which are
grown by gas-source molecular-beam epitaxy. Reduction of the growth rate of InP
results in ultra-low density InP QDs grown in InGaP matrix on GaAs substrate.
PL emission is also observed from single InP QD. With these results it is clear
that InP/InGaP QDs are promising candidates for applications (such as quantum
cryptography) demanding isolated single quantum systems with emission in the
spectral window of highest Si-based detector efficiency.




































































Figure 5.10: (a) Saturation curve for single QD on sample Fig. 5.5(b). (b) Single QD
emission with 21 μW excitation power.
5.2.5 Excitonic Properties of Single QDs
In the previous chapter, we showed an easy approach to realize well-isolated InP
QDs and their emission without using any extra apertures by radically reducing
the density of InP QDs [Ugu08]. For applications as single-photon emitters, it is
important to control the intrinsic properties of QDs, the electronic structures, the
excitonic behavior, and particularly the coherence [Zwi04]. In this section, the single-
photon emission of the epitaxially grown ultra-low density InP QDs is demonstrated
and the excitonic properties of single QDs are focused. By our straightforward
technique for the growth of well-isolated QDs, a value of 0.20 for g(2)(0) is achieved
which is comparable with the values achieved up to now using more complicated
techniques to isolate single QDs, such as etching tips before growth, fabricating small
mesa structures after growth, for different material systems (InP/InGaP, InP/GaAs,
InAs/InP) [Zwi05; Tak05; Zin06].
Single QDs are investigated by μ-PL spectroscopy using a He-flow cold-finger
cryostat. A 50x microscope objective with a numerical aperture of NA= 0.42 and
a spot size of about 3 μm was used for both excitation and detection. For the
excitation, a diode laser with emission wavelength of 375 nm and was used. The
luminescence was dispersed by a monochromator and detected by a liquid nitrogen
cooled CCD camera with a spectral resolution of 0.02 nm. Autocorrelation meas-
urements were carried out using a standard Hanbury Brown and Twiss setup (HBT)
with two Si-avalanche photo diodes (APDs) at the side exit of the monochromator.
The low density of QDs (1 dot per μm2) allows the observation of single QD
emission lines without using any apertures. Fig. 5.11 depicts the PL emission from
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Figure 5.11: PL spectra for low density QD ensemble. Emission at 630 nm stems from
InGaP and the emission at 650 − 670 nm from InP QDs. Inset graph is a magnified
view of the spectrum from one of the single QDs; both excitonic (X) and biexcitonic (XX)
emission can be seen.
such a low-density sample where the emission at 635 nm stems from InGaP buffer
layer and the emission peaks within the range 650−670 nm stem from the single InP
QDs. The inset graph in Fig. 5.11 is a closer look at the emission of a single QD where
excitonic (X) and biexcitonic (XX) emission can be seen. At low excitation powers
only excitonic emission is apparent; by increasing the excitation power, biexcitonic
emission begins to appear in lower energy side of the spectrum. The biexciton
binding energy is defined as the energy difference between the energies of two non-
interacting single excitons and the energy of the biexciton and is calculated to be
2.7 meV. To help distinguish between single-exciton and biexciton emission lines, the
intensity of emission lines as functions of excitation power was investigated. As can
be seen in Fig. 5.13 for typical exciton and biexciton emission, the emission intensity
due to exciton recombination is linear with respect to the excitation energy and the
biexciton emission intensity varies quadratically. The data are fitted as described
in Ref. [Sug02] with the master equation that N excitons are created in a QD. The
dependencies of exciton and biexciton emission intensities with respect to excitation
power are in good agreement with that equation.
The total angular momentum M of heavy hole excitons is composed of the heavy
hole angular momentum J = 3/2 and electron spin S = 1/2, resulting in a optically
inactive (dark) doublet with M = 2 and a (two-fold degenerate) optically active
(bright) transition with M = 1 [Gam96]. When the symmetry is reduced from
D2d to C2ν due, for example, to anisotropies in the dot form, the bright exciton
degeneracy is lifted due to the inequivalence of the x and y in-plane directions.
The two bright states produce linearly polarized emission lines along [1̄10] and [110]
crystallographic directions. The difference in energy between these lines is the struc-




























Figure 5.12: The excitation power dependence of exciton and biexciton emission intens-
ities. Squares indicate the exciton intensity measured at 650.4 nm and circles the biexciton
intensity measured at 651.3 nm.
ture splitting (FSS). The ground state of biexciton, however, is not split, even with
symmetry lowering, since its total angular momentum is zero. Since the biexciton
recombination is due to the decay of the biexciton to the exciton, and the exciton
state is split, that transition also shows two distinct energies, but with the energies
being reversed.
All excitonic transition lines appear as doublets, split by up to 320 μeV. Gen-
erally, values of FSS in QD-confined excitons between a few tens μeV [He08] and
about 400 μeV have been reported [Ren99]. The magnitude of the FSS depends on
the geometry, size and strain distribution of each QD. Large FSS values have been
observed due to the anisotropic matrix of QDs [Sig99], the QDs elongation [Kul99],
and their small size [Now09]. Especially in small QDs, the dot elongation mechanism
leads to a larger FSS [Kul99].
To investigate the FSS, the polarization of the luminescence was analyzed with a
linear polarizer between the objective and monochromator. In order to eliminate the
polarization effect on the grating efficiency of the monochromator, a λ/4-waveplate
is inserted after the linear polarizer, resulting in only circular-polarized light entering
the monochromator. Both linear polarizer and waveplate were rotated in steps of
5◦. Fig. 5.13 depicts the excitonic and biexcitonic emission from single QDs for
polarizations of 0, 45, and 90◦. The [110] direction corresponds to 0◦. The data
show clearly the expected polarization of the bright heavy-hole exciton, split by
symmetry reduction.
To ensure that the observed polarization behavior does not include effects due
to the InGaP matrix, the measurements were also carried out on the matrix without
QDs and a linear polarization degree of 17% is observed in the [1̄10] direction [Ugu10].
The low degree of polarization indicates that the lateral compositional modulation
in InGaP layer is not pronounced [Ugu09] and hence, the anisotropic matrix is not


























Figure 5.13: Fine structure splitting of 320 μeV is shown for exciton and biexciton. Lin-
early polarized emission lines along [1̄10] (90◦) and [110] (0◦) crystallographic directions.
the main driving mechanism for the large FSS. On the other hand, the large lateral
aspect ratio of around 2 : 1 and a height of 1− 2 nm for our InP QDs may explain
the relatively large value of 320 μeV for the FSS.
5.2.6 Antibunching
To investigate to what extent the isolated QDs emit uncorrelated photons, we per-
formed correlation measurements on the single QDs by using a Hanbury Brown-
Twiss interferometer (HBT) (The antibuncing measurements are performed by Stefan
Kremling in Würzburg University). The measurements are performed on a well-
defined single-exciton emission line centered at 669.0 nm as can be seen in Fig. 5.14 (a).
Continuous wave and pulsed excitations are used for the PL measurements. The
coincidences of detecting a photon by two APDs in HBT set up are recorded. The
clear antibunching dip at τ = 0 is a signature for emission of uncorrelated (single)
photons. The data is fitted using a second order correlation function:
g(2)(τ) = 1− [1− g(2)(0)] e− |τ |τ0 (5.2)
and the dip at 0 delay is obtained to be g(2)(0) = 0.2088± 0.0538 with τ0 = 0.860±
0.085 ns. This value of g(2)(0) is comparable with the reported InP single photon
emitters which are realized with more complicated techniques [Zwi05]. For pulsed
excitation the dip at 0 delay is obtained to be g(2)(0) = 0.24 ± 0.09 (see Fig. 5).
The repetition frequency of the pulsed excitation was 80MHz. The g(2)(0) value is
calculated by comparing the number of coincidences at zero delay time with thus for
the multiple repetition time, which is equal to the area under the respective peaks.
The values are not corrected by background emission or time resolution limit of
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Figure 5.14: Pl spectrum for InGaP (630 nm) and InP QDs (650− 680 nm)(b) Second
order correlation function of X from InP QD.
the APDs. The latter means that the APDs have a finite time resolution of about
800 ps and if the QD lifetime is shorter than this, the g(2) value is limited. In cw
measurement, we can eliminate this error by deconvolution of the measured g(2)
function with a setup response function based on the APD timing resolution. This
is a normal distribution where the APD resolution limit is the FWHM. Then we get
the g(2) function and value for infinitely fast APDs. For the cw measurement we
achieve g(2)(0)deconv. = 0.01. This value is, as expected, very close to zero. The dip
do not reach exactly to zero because of background photons which are emitted by
the surrounding layers. They spectrally overlap with the QD exciton lines.
In summary, we have investigated the single-photon emission properties of ultra-
low density InP QDs. Because of the low density, emission from well-isolated QDs
can be investigated, allowing the study of single-photon emission without the ne-
cessity of an extra aperture (mask) or patterning. The fine-structure splitting in
the exciton and biexciton emission from single QDs was measured to be 320 μeV.
Correlation measurements show a minimum normalized value of 0.23 at zero time
delay. These results show that by using epitaxy to achieve an ultra-low density
InP QDs, structures convenient for the realization of single photon emitters can be
conveniently realized.
5.3 QDs in Cavities
5.3.1 Theory
By redirecting the light using, lenses, mirrors and linear optical elements, the col-
lection of spontaneous emission from a QD can be enhanced. The change of photon
statistics of the light due to this interaction can be avoided by modifying the non-
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Figure 5.15: Second order correlation function with pulsed excitation
linear interaction of the QD dipole with the electromagnetic vacuum which results
in modifying the spontaneous emission characteristics of the dot. This modification
can be done with an optical cavity which is known as the Purcell effect, proposed by
Purcell in 1946 [Pur46]. In the weak coupling regime, it also called cavity quantum
electrodynamics (cavity QED). Here, the spontaneous emission is modified by the
presence of an optical cavity and is a reversible process. Since field quantization is
needed to describe the spontaneous emission, it is called a QED effect. For example,
the electron orbitals of an atom, are stable solutions of Schrodinger’s equation. In a
semiclassical theory, an incident field is necessary to derive the transitions from an
excited state to a ground state. By quantizing the electromagnetic field, the spon-
taneous downwards transitions required for thermal equilibrium can be recovered.
In a second-quantized theory of the electromagnetic field, the energy is never zero
even for the case where no photons are present. This zero-point energy of the dark
state is equivalent to the energy of a single photon in each spatial mode. We can
think that, the energy is carried by virtual photons, or zero-point fluctuations. The
stimulation of spontaneous emission by these fluctuations is the same as the stim-
ulation of spontaneous emission by real photons. If the density of optical modes
is change by the cavity surrounding the atom, the spontaneous emission properties
of the atom would be modified. An optical cavity can be used for this aim. The
vacuum field is enhanced if the atomic transition is resonant with a cavity mode,
and the spontaneous emission rate into the mode is increased. Correspondingly, the
vacuum field is reduced if the transition is non-resonant with the cavity modes, and
the spontaneous emission rate is decreased.
To have a detailed basis for treating the modification of spontaneous emission, we
can start by considering the simple Jaynes-Cummings model for a two-level atom
on resonance with a single cavity mode at frequency ω. Atoms dipole moment
is oriented parallel to the electric field where is is assumed to be located at the
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antinode of the standing wave in the cavity, the dot linewidth is assumed to be zero
and the lifetime of the cavity is assumed to be infinite. With these assumptions, the
Hamiltonian can be written as:
Ĥ = h̄ω(â†â+ π̂†π̂) + h̄g(π̂†â+ â†π̂) (5.3)
where â is the annihilation operators for photons in the cavity mode, and π̂ =
|g〉 〈e| is the atomic lowering operator, takes the atom from the excited sate to the
ground state. g is the vacuum Rabi frequency that describes coupling between the








where D is the atomic dipole moment, and V0 is the volume of the cavity mode.





†π̂ − π̂†â) (5.5)
d
dt
σ̂g = −ig(â†π̂ − π̂†â) (5.6)
d
dt
π̂ = ig(σ̂e − σ̂g)â (5.7)
d
dt
â = igπ̂ (5.8)
where σ̂e = |e〉 〈e| and σ̂g = |g〉 〈g| are the population for the atomic excited
state and ground state, respectively.
Rabi oscillations are described by the solutions of the equation of motion. If
we consider a system begins with an atom that is in its excited state without any
photons in the cavity, the free evolution of the system will involve coherent oscillation
back and forth (at frequency g) between this initial state and the state where the
cavity contains one photon and the atom is in its ground state. By introducing
the damping of the cavity photons, the effect of photon loss from the cavity can be
explained, where 5.8 is replaced by the following quantum Langevin equation:
d
dt
â = − ω
2Q
â− igπ̂ + F̂ (t) (5.9)
where Q is the quality factor of the cavity which can be explained by the ring
down time, in units of the optical period. F̂ (t) is the fluctuation operator that
describes noise due to the field decay. Assuming that dephasing of the atomic
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dipole is slow compared to the cavity damping, we neglect the dephasing. When
g << ω/Q, it is considered to be the weak coupling regime. Solving the equation of
motion for that case gives:
〈σ̂e〉 ≈ exp[−(2g2Q/ω)t] (5.10)
where 〈σ̂e(t = 0)〉 = 1 is used.
The generalization of Jaynes-Cummings is needed to determine the spontaneous
decay rate for the atom without cavity to allow for a continuum of modes. After





that is equivalent to Einsteins A coefficient.
The ratio of spontaneous emission rate for an atom in a cavity to the emission







where λ is the wavelength of light in the cavity medium. The equation is some-
times called as Purcell factor.
5.3.2 Semiconductor Cavity
The majority of the emitted light by an atom will end up in a particular cavity mode
where its emission rate is strongly enhanced by its interaction with that mode. The
coupling coefficient β can determined into a single cavity mode in terms of the
enhanced emission rate γ and the emission rate γ0 in the absence of a cavity:
β =
γ − (γ0 − γc)
γ
(5.13)
where γc/γ0 is the fraction of radiation that would be coupled into the cavity
mode in the limit of zero photon storage time, for example where Q − > 0.
If the value of the β is high, it means low threshold for lasers where the threshold
is defined as the point that the gain due to an inverted medium overcomes losses [Sie86].
Finite Q of the laser cavity and spontaneous emission into non-lasing modes can be
explained as the reasons of the fundemantal losses in a laser. The threshold pump
power can be reduced by increasing the β which was first observed for dye mo-
lecules [Mar88]. This discovery inspired the idea of using cavity-QED effects to
reduce the threshold current of semiconductor lasers. MBE allows us to produce
monolithic Fabry-Perot cavities with microscopic mirror spacing which are known
as microcavities. Distributed Bragg reflectors (DBR’s), consist of alternating layers
of AlAs and AlGaAs, with the thickness of each layer equal to one quarter of the
optical wavelength in the material. A spacer layer of InGaP is grown between the
DBRs with a optical thickness of one wavelength that serves as a optical cavity.
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QDs which forms the active region, are located at the middle of InGaP layer. Single
quantum dots have narrow homogeneous linewidth, allows for efficient coupling to
microcavity modes. The disadvantage of the DBRs is their leaky modes due to the
light confinement only in normal direction. Through a continuum of guided modes
light can propagate in near-transverse directions. In order to get rid of this prob-
lem confinement of light in all three dimensions is necessary which can be achieved
by etching micro pillars in order to obtain small mode volumes with high quality
factors [Jew91; Ger96; Rei97; Gay98].
5.3.3 Growth of AlAs/AlGaAs DBRs
Distributed Bragg Reflectors that contains InP/InGaP QDs can be grown in a single
MBE deposition process once the calibration of the AlAs, GaAs, InGaP and InP
is well known. Accurate layer thicknesses for DBR are required for high quality
cavities. Therefore the most challenging part is to have reliable calibrations which
are stable for long growth times. Since the interface plays crucial role for cavity
from optical point of view, the growth rate should be low enough to have smooth
surfaces.
For calibration of AlAs and AlGaAs, first various number of periods (10-20 peri-
ods) of AlAs/AlGaAs is grown with extrapolated values from previous calibrations
that are obtained from RHEED oscillations for AlAs and GaAs. The thickness of
one period should be one quarter of the emission wavelength of the InP QDs. InP
QDs are emitting at around 660 − 700 nm. For emission at 675nm, the thickness
of 46.8 nm and 44.8 nm are needed for AlAs and AlGaAs, respectively. After the
growth, x-ray measurements are performed on the samples for simulating the data
with RADS program where the thickness information of the layers can be obtained.
Figure 5.16: Reflectivity graph of AlAs/AlGaAs DBRs with respect to the number of
pairs (plotted with Mathematica)
To obtain the growth conditions several samples are grown with various growth
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parameters. Reflectivity measurements are also performed on the samples to figure
out the working wavelength of the DBR cavities. Below, the progress of the growth
depending on the change of the parameters will be explained with the help of the
SEM images, X-ray simulations and reflectivity data.















where ns is the refractive index of the substrate, n1 and n2 are the refractive
indexes of the contrasting semiconductors and m is the number of periods.
In Fig. 5.16 the calculated reflectivity of AlAs/AlGaAs with respect to the num-
ber of DBR pairs can be seen that is calculated with eqn. 5.14.
Figure 5.17: Reflectivity measurement of 30 pairs AlAs/AlGaAs DBRs
As can be seen in the Fig. 5.16, with 30 pairs of AlAs/AlGaAs the reflectivity
of 0.99% can be reached. In Fig. 5.17 the reflectivity measurement is demonstrated.
The reflectivity of 0.999% is reached as proposed with 30 pairs of DBR layers. The
reflectivity varies between the center and the corner of the sample as can be seen in
the figure. In the regions close to the edges the reflectivity drops to 0.9% due to the
very small thickness difference of the layers. Some of the layers may have different
layer thicknesses (especially in the edges of the sample) due to possible inhomogenus
growth over the sample surface, which reduces the reflectivity, since all the periods
in the DBR sample should have the same thickness to give the desired reflectivity.
Fig. 5.18 shows how DBR samples are reflecting the red light since they are
designed for this wavelength which is also the emission range of InP QDs. After
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Figure 5.18: Image of DBR samples
the desired reflectivity is achieved, first one sided DBRs are grown with InGaP/InP
active region and InGaP cap layer where InGaP /air interface acts as a mirror with
approximately 30% reflectivity [Ro08]. Optical measurements are performed and
shown in Fig. 5.19. In the fig. (a) wide-field image recording the luminescence can
be seen. There are well separated isolated single emission as can be seen in this
wide-field image. In fig. (b) spectra from 3 different locations on sample is shown
(at 4K). The spectra is believed to be the QD emission decorated DBR modes and
in fig. (c) the spectrum from location 3 (marked in wide-field image) is shown. The
peak is sharp and narrow that is believed to be a well isolated single InP QD coupled
to the DBR modes. However, antibunching deep could not be observed with second
order correlation function measurements.
To check the interface of the DBR layers SEM measurements are performed on
the samples, grown with different deposition rates of AlAs and AlGaAs. Fig. 5.20 is
the SEM images of samples that are grown with 3 different deposition rates. In (a)
deposition rate of 1 ML/sec is used for AlAs where the rough interface is visible in the
image (the growth rate of AlGaAs is 2 ML/Sec). In (b) the deposition rate for AlAs
is reduced to 0.75 ML/sec where the improvement in the interfaces can be observed
(the growth rate of AlGaAs is 1.5 ML/Sec) and finally in (c) the deposition rate is
reduced to 0.45 ML/sec where the smooth interfaces between AlAs and AlGaAs are
obtained (the growth rate of AlGaAs is 0.9 ML/Sec).
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Figure 5.19: Spectrum of 30 pairs of DBR pairs together with InGaP/InP/InGaP layers
on the top. (a) wide-field image of luminescence (b) QD emission deocrated DBR modes
(c) Well isolated singel photon emission (location 3)
Reflectivity measurements are also performed on the samples with the complete
structure (30 pairs buttom, 27 pairs top and one wavelength thick InGaP/InP/InGaP
in between DBRs). However, multiple dips are observed in the reflectivity measure-
ments which made difficult to figure out the position of the cavity (see fig. 5.21).
There should be only one dip for the structure as can be seen in the simulation
graph which is shown in the same figure. The reason for the multiple dips can be
the change in the thickness of the DBR layers. In the MBE system Riber compact
21 T, which is used to grow the structures has conical shape effusion cells. The
growth rate of the material changes with time in the long growth procedures be-
cause of the change in the area of the material in the effusion cell (the growth of
the complete structure takes about 12 hours). This change in the deposition rate
can cause variations in the thicknesses of the DBR layers. Therefore we have tried
to grow the samples in the Riber compact 33 T MBE system which has cylindrical
effusion cells that keeps the growth rate same. The same growth conditions are used
as in previous growths.
The multiple dip problem have been overcome with the new structures as can
be seen in fig. 5.22. The photoluminescence of the samples are measured, however
the structures need more improvements to have good optical properties. Because
of the time limitations we could not continue with the further growth of the DBR
structures despite of the improvements that are obtained with the structures.
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Figure 5.20: SEM image of 30 pairs bottom, 27 pairs top DBR pairs together with
InGaP/InP/InGaP layers in between. (a)-(b) SEM image of DBR layers where deposition
rate of 1 ML/sec is used for AlAs (c)-(d)SEM image of DBR layers where deposition rate
of 0.75 ML/sec is used for AlAs. (e)-(f) SEM image of DBR layers where deposition rate
of 0.45 ML/sec is used for AlAs.
5.4 Self-assembled Chains of InP/InGaP QDs
The formation of well-ordered chains of InP quantum dots on GaAs (001)substrates
by using self-organized In0.48Ga0.52P surface undulations as a template is demon-
strated. The ordering requires neither stacked layers of quantum dots nor substrate
misorientation. The pronounced alignment of the InP quantum dots along [1̄10]
is driven by linear undulations in the surface material composition and strain in a
In0.48Ga0.52P buffer layer. Although the In0.48Ga0.52P buffer layer is nearly perfectly
lattice matched to the GaAs substrate on average, grazing-incidence x-ray scattering
indicates that the undulation regions are In rich. These regions of increased In con-
tent and consequent increased strain act as a template for subsequent InP quantum
dot growth. When the buffer layer is grown at lower temperatures, the undulations
do not form and the InP quantum dots show no ordering.
In this section, self-assembled laterally ordered chains of InP QDs grown using
GSMBE on a In0.48Ga0.52P buffer layer on GaAs (001) substrates is described. When
the buffer layer is grown at higher growth temperatures, it forms height undulations
aligned along the [1̄10] direction; the subsequent InP QDs form preferentially on the
higher regions of these undulations, where the In content and lateral lattice spacing
are somewhat higher than average. The QD-chain formation does not require either
stacked QDs or intentional misorientation of the GaAs substrate. It appears that
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Figure 5.21: Reflectivity measurement of 30 pairs bottom , 27 pairs top DBR pairs
together with InGaP/InP/InGaP layers in between. red line: simulation, black line: data
the QD alignment is caused by an ordered strain field that results from preferential
In surface diffusion during the growth of the In0.48Ga0.52P buffer layer.
5.4.1 Atomic Ordering in InGaP
The InP QDs that are investigated in this work are grown on or sandwiched between
InGaP bulk layer. QDs are grown on both flat or structured InGaP surfaces. There-
fore it is useful to give some information on InGaP, which is also investigated as a
part of this work. InP and GaP have zinc-blend structure. The metal and phosphor
atoms form a face-centered cubic crystal lattice where the one lattice is placed in







We can talk about an ordering of the atoms in InGaP depending on the arrange-
ment of the atoms. It was observed that InGaP can have long-range-atomic ordering
called copper-platinum ordering [Gom88](Cu-Pt). The ordering takes place in the
111-planes of metal sublattice, that results in alternating planes of indium and gal-
lium atoms. There are two kinds of ordering that is pronounced Cu-PtA variant and
Cu-PtB variant ordering. In Cu-PtA type ordering the ordering happens on (111) or
(1̄, 1̄, 1)planes and in Cu-PtB type ordering it is (1, 1̄, 1) or (1̄, 1, 1) planes [Oso92].
The rows of indium and gallium are going along [11̄0]-direction and periodically al-
ternating along the [110]-direction on a [001]-surface. The schematic representation
of CuPtB type ordering in InGaP can be seen in Fig. 5.23 The investigations of or-













). The appearance of this lattice spots is a sign of a created
periodicity in the unit cell by the altering indium and gallium planes [Son01].
When Cu-PtB type ordering occurs the double-periodic crystal-field is intro-
duced and the lattice periodicity in the [1̄11] doubles from zincblende structure with
cubic symmetry to Cu-PtB structure with trigonal symmetry. The same double-
period crystal field introduced by Cu-PtB ordering lifts the three fold degeneracy
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Figure 5.22: Reflectivity measurement of 30 pairs bottom, 27 pairs top DBR pairs to-
gether with InGaP/InP/InGaP layers in between grown in Riber compact 33 T MBE
system. red line: simulation, black line: data
of the valance band top level into two levels that results in bandgap lowering and
polarization dependence as introduced in Fig. 5.24.
5.4.2 Growth of Chains of QDs
The structures were grown in a RIBER-21T GSMBE system. After oxide desorption,
a 100 nm thick GaAs buffer was grown at 550 ◦C at a rate of 0.39 monolayers/s,
followed by 230 nm In0.48Ga0.52P grown at 470
◦C or at 440 ◦C. Subsequently, the
InP layer for the QDs was deposited at 410 ◦C. Increasing the growth temperature
more than the critical temperature (470 ◦C) and growing 230 nm thick InGaP buffer
layer (same thickness for the case where undulations are formed) causes formation
of island like In0.48Ga0.52P surface.
Finally, a capping layer of In0.48Ga0.52P with thickness of 100 nm is grown,
named as sample A.The lattice mismatch between InP and In0.48Ga0.52P (lattice
matched to GaAs) of 3.8% provides sufficient strain to allow the formation of QDs
via the Stranski-Krastanow mechanism [Hat00; Aho93; Oku98; Ugu08]. The con-
troled structures without undulations were also prepared using the same growth
conditions, except that the In0.48Ga0.52P growth temperature was lower (440
◦C),
named as ”sample B”. These samples do not have any QDs. Reflection high-energy
electron-diffraction (RHEED) patterns were monitored in-situ during growth. The
surface of In0.48Ga0.52P shows a (2× 1)-reconstruction for all samples. Investigating
several InGaP samples grown at different substrate growth temperatures (in the
range of 440 ◦C to 500 ◦C) by atomic-force microscopy show that undulations that
will serve as templates for laterally-aligned QDs form only in a specific window of
growth conditions with growth temperature near 470 ◦C. Increasing the temperat-
ure to 490 ◦C results in the InGaP surface growing island-like, while decreasing the
temperature to 440 ◦C results in a smooth surface, upon which homogeneous QDs
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Figure 5.23: Cu-PtB type ordering (source: master thesis of Christoph Wollstein)
Figure 5.24: Band gap reduction due to CuPtB type ordering
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Figure 5.25: AFM images of three samples grown at different substrate growth temper-
atures. (a) 440 ◦C (1μm × 1μm) (b) 470 ◦C (1μm × 1μm) (c) 490 ◦C (1μm × 1μm)
can be grown [Ugu11].
Figure 5.26: RHEED images of two different samples grown at different growth temper-
atures. The sample is grown on GaAs substrate, the In concentration is 48.4% (a) InGaP
grown at 440 ◦C (b) InGaP grown at 490 ◦C
AFM images of the first set of the samples are shown in Fig. 5.25. These are
the images of buffer In0.48Ga0.52P layers which are grown at different growth tem-
peratures. The first sample Fig. 5.25 (a), having a smooth surface with rms (root
mean square) roughness of 0.3 nm was grown at 440 ◦C. The buffer layers which are
grown under these conditions are later used for the growth of homogeneously dis-
tributed and low density of QDs. Fig. 5.25 (b) shows an In0.48Ga0.52P layer which is
grown at 470 ◦C. In this sample, an undulating In0.48Ga0.52P surface is formed with
a surface rms roughness of 1.18 nm. The formation of the structure can be driven
by an anisotropy in the surface kinetics of In and Ga add-atoms. The anisotropy is
induced by the (2 × 1) reconstruction of the In0.48Ga0.52P surface which results in
an adatom diffusion length along the [1̄10] direction being different from that along
the [110] direction [Sch02b]. Surface kinetics are more pronounced by increasing the
growth temperature, since there is no surface misorientation or stacking layers the
change in the migration length of In and Ga atoms can form the undulations along
[1̄10] crystallographic direction. Another explanation of the formation of the un-
dulating surface can be the appearances of long range atomic ordering (LRO). The
ordering is believed to be induced at the surface during growth and is accompanied
by a pronounced anisotropy of surface diffusion. By further increasing the growth
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temperature to 490 ◦C an island-like surface is obtained. The rms roughness of the
surface is analyzed to be 3.5 nm. A slight elongation of the island like structure
along [1̄10] still can be observed, however the undulations are totally absent. The
RHEED images of two different samples are shown in Fig. 5.26. Fig. 5.26 (a) shows
smooth InGaP surface grown at 440 ◦C, where the streaky lines of InGaP surface
can be seen, and (b) is the InGaP surface that is grown at 490 ◦C, where the surface
becomes island like and rough, results in spotty RHEED.
After the undulations are formed, InP was deposited with ultra-low growth rates
(0.015 ML/s) for the formation of the QDs. Using ultra-low InP growth rate may
encourage the formation of the QDs only on the hills where the lattice can be more
easily deformed compared to the valleys. At lower growth rates the migration length
of In ad-atoms increases. Larger migration lengths allow the formation of QDs whose
position and size are driven by the strain and surface energies [Sri85; Ugu08]. An
AFM micrograph is shown in Fig. 5.30 (a) where the QDs on the top of the InGaP
undulation can be seen.
Structures intended for PL include an additional final 100 nm thick In0.48Ga0.52P
capping layer. During the growth process RHEED patterns were monitored in-situ.
For all samples we have chosen identical deposition times and growth rates, ensuring
that the amount of deposited InP is the same for all samples.
5.4.3 Surface Characterization
The surfaces of the samples were characterized using AFM operated in tapping
mode. AFM images of two (In,Ga)P samples without InP QDs are shown in Fig. 5.27
with two different buffer growth temperatures of 470 ◦C (a) and 440 ◦C (b). The
growth at higher temperature (Fig. 5.27 (a)) allows the formation of surface undu-
lations aligned along the [1̄10] direction with a height of about 5 nm.
The appearance of one-dimensional undulations on a lattice matched (In,Ga)P
buffer layer is itself an interesting experimental result. Different mechanisms have
been reported that may lead to a (periodic) surface height modulation [Lae96;
Pat00]. For example, if growth takes place on a vicinal surface with a miscut of
larger than about 1◦, the nominal distance between steps is comparatively small.
Step-step interaction then leads to bunching of the steps which can result in a one-
dimensional quasi-periodic pattern on the surface. This mechanism is not applicable
in the present case, however, because the miscut of our samples is smaller than 0.05◦.
In this case the nominal step distances are large and the step bunching is strongly
suppressed. Apart from this purely kinetic mechanism, residual strain caused by a
possible lattice mismatch between the (In,Ga)P layer and the GaAs substrate may
cause the formation of the undulations. Then a morphological instability of the
growing surface - the Asaro-Tiller-Grinfeld instability [Asa72; Gri86] - may occur.
Moreover, if the layer consists of an alloy, additional instability can be induced which
is accompanied by compositional fluctuations. A correlation between compositional
modulation and surface morphology is, however, not well established. Many theor-
etical works predict morphological instabilities coupled to compositional segregation
phenomena, e.g. [Spe01], with a strong influence of surface diffusion [Bor07]. How-
ever, some experimental works report very flat InGaP surfaces although a significant
lateral compositional modulation (LCM) occurs, e.g. [Bor07], while in other works a
significant influence on the surface morphology has been found, e.g. [Cah06]. Nev-
ertheless, LCM usually leads to a two-dimensional patterning of the InGaP layer,








Figure 5.27: AFM micrographs of four samples: the scale for each micrograph is
1μm × 1μm, (a) 252 nm thick In0.48Ga0.52P layer grown at 470 ◦C, the height contrast is
between 0− 5 nm, (b) 230 nm thick In0.48Ga0.52P layer grown at 440 ◦C, (c) same growth
conditions as (a) but with an extra 0.3 ML thick InP layer for the formation of QDs and,
the height contrast is between 0 − 6 nm (d) same growth conditions as (b) with an extra
0.3 ML thick InP layer.
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which is not in accordance to the observed undulating pattern in Fig. 5.27.
We propose that the undulations observed on a nominally oriented surface and
with almost no lattice mismatch in this work, are caused by an anisotropy in the
surface kinetics of In and Ga ad-atoms. The anisotropy is induced by the (2 × 1)
reconstruction of the (In,Ga)P surface which makes the ad-atom diffusion length
different along the [1̄10] and along the [110] direction [Sch02b]. Lacking any other
symmetry breaking (steps, for example), a difference in surface diffusion mobility on
the growing surface between In and Ga add-atoms will result in In-rich regions that
are invariant in the [1̄10] direction, but variant in the [110]-direction. The effect
of anisotropy in surface kinetics is much pronounced when the substrate growth
temperature is large. Then, the surface mobility is enhanced and undulations aligned
along the [1̄10] direction will be formed. When the growth temperature is decreased,
the undulations do not form (Fig. 5.27 (b)). Thus we believe that the observed
composition undulations are surface-kinetics driven.
5.4.4 Structural Characterization
In order to obtain information about strain, composition and near surface morpho-
logy of the (In,Ga)P layers coplanar x-ray diffraction and grazing incidence x-ray
diffraction were employed. The vertical strain inside the (In,Ga)P buffer layer was
measured in the vicinity of the GaAs (004) symmetrical reflection (Fig. 5.28 (a)).
The pronounced fringes on both sides of the GaAs peak in Fig. 5.28 (a) are caused
by the finite thickness of the (In,Ga)P layer. They demonstrate good crystal qual-
ity and a smooth interface. The (In,Ga)P layer thicknesses t for the samples with
and without undulations have been determined as t = 252 nm and t = 230 nm,
respectively. The samples also exhibit a slight difference in the value of the lattice
mismatch between the (InxGa1−xP) layer and the GaAs. For the sample with undu-
lations a very small vertical strain of ε⊥ = 2.5× 10−4 can be evaluated while for the
sample without undulations it is ε⊥ = −6.0 × 10−4. These values correspond to In
concentrations of x = 0.4864 and x = 0.4807, respectively. X-ray and AFM meas-
urements were also performed on the samples with In concentrations varying from
0.478 to 0.493 to ascertain if, perhaps, even such small values of strain could be driv-
ing formation of the concentration undulations. We observe that at higher growth
temperatures the composition undulations form, both with small positive and with
small negative values of strain; at lower growth temperatures, no undulations form.
Repeated experiments indicate that the described results are reproducible. Thus,
the small residual strain is not the cause of the undulations.
The horizontal strain was investigated by grazing incidence x-ray diffraction in
the vicinity of the GaAs 220 reciprocal lattice point. In Fig. 5.28 (b) the corres-
ponding x-ray diffuse intensity is shown along the strain-sensitive radial direction
(qrad ≡ q220) that is directed perpendicular to the undulations. Two broad peaks
P1 and P2 are observed left and right from the sharp GaAs substrate reflection (S),
respectively. These peaks result from the horizontal correlation between neighboring
undulations and from the peak distance of Δq220 = 0.26 nm
−1, the mean spacing
between undulations of about L = 4π/Δq220 = 49 nm determined. This result is
consistent with the AFM data shown in Fig. 5.27 (a). More importantly, the average
position of the two Peaks P1 and P2 is shifted to lower q220-values with respect to
the GaAs substrate reflection. Because the grazing incidence diffraction primarily
samples the higher-lying regions of the undulations, this result indicates that the









Figure 5.28: (a) Coplanar x-ray diffraction in the vicinity of the GaAs 004 reflection for
the samples with and without undulations. (b) Grazing incidence x-ray diffraction in the
vicinity of the GaAs 220 in-plane reciprocal lattice point for the sample with undulations.
The two peaks P1 and P2 are caused by ordering of the undulations along the [110]-
direction. Their position with respect to the GaAs substrate reflection (S) indicates a
horizontal strain within the undulations of about ε110 = 1.26× 10−3.
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Figure 5.29: Photoluminescence data for the sample in Fig. 5.27 (c). The emission at
658 nm is from QDs and the emission at 632 nm is from the (In,Ga)P buffer layer. In
the inset graph, photoluminescence measurements for the samples in Fig. 5.27 (a) and (b)
are shown. The peak at 637 nm is from the sample without stripes (black) (exposure time:
1 s, excitation power: 0.1 mW) and the one at 647 nm is from the sample with stripes
(red) (exposure time: 10 s, excitation power: 0.005 mW.)
observed undulations have a larger horizontal lattice spacing in [110]-direction. The
horizontal strain in the undulation regions relative to the GaAs substrate can be
evaluated as ε‖ ≡ ε110 = 1.26 × 10−3. This value is much larger than one could
expect from the corresponding average vertical strain of ε⊥ = 2.5× 10−4 inside the
buffer layer. Thus, the undulations appear to be compositional undulations with
the higher regions being In rich. Further investigations are needed in order to con-
firm this conclusion. From the observed mean horizontal strain we can estimate an
enhancement of the In composition inside the undulations of about Δx = 0.017.
Further samples were grown under the same conditions as the sample in Fig. 5.27 (a)
with 230 nm of (In,Ga)P lattice matched to GaAs with an extra InP layer to form
the QDs (Fig. 5.27 (c)). The height of the undulations without QDs is around 5 nm
and with QDs it is around 6 nm which gives a height of the QDs about 1 nm. After
the undulations are formed at high growth temperature a 0.50± 0.1 ML thick InP
layer is grown with very low growth rate of 0.015 ML/s and the QDs are formed on
the top of the undulations. The ordering of the QDs along the tops of the compos-
itional undulations can be explained by an effective local strain between (In,Ga)P
and InP layer for the formation of the laterally ordered QDs in the sample where
first the chains are formed. Owing to the undulation like structure, the (In,Ga)P lat-
tice can be more easily deformed on top of an undulation as compared to the valley.
Therefore, InP, with a larger lattice than (In,Ga)P, is preferentially deposited on the
ridge of an undulation. The undulating pattern thus acts as a template for further
InP Stranski-Krastanow growth and the observed ordering of the InP QDs is driven
by the initial ordering of the undulations on the (In,Ga)P layer. Using ultra-low InP
growth rate may also encourage the formation of the QDs only on the hills because
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at lower growth rates the migration length of In ad-atoms increases. Larger migra-
tion lengths allow the formation of QDs whose position and size are driven by the
strain and surface energies [FH06; Nak00]. Fig. 5.27 (d) shows an AFM micrograph
of the sample is grown with low growth temperature as in Fig. 5.27 (b) (440 ◦C)
with the same deposition of InP (0.5±0.1 ML)where the formation of around 8 QDs
per 1 μm2 can be seen with the height of around 2 nm. The difference in the density
and structure of the QDs can be seen in atomic force micrographs, Fig. 5.27 (c) and
(d).
This difference may be due to the formation of the thicker wetting layer in the
sample with less QDs. Since the strain is higher on the hills of the sample with
chains, higher density QDs can be formed [Sch07].
5.4.5 Optical Characterization
PL measurements were carried out on all samples. The samples in Fig. 5.27 (a) and
(b) are excited with a HeCd laser with an excitation laser wavelength of 325 nm
at 10 K. The excitation power for the sample without stripes is 0.1 mW with 1 s
exposure time and for the sample with stripes the power is 0.005 mW with 10 s
exposure time. The inset of Fig. 5.29 shows PL from (In,Ga)P samples which
are presented in Fig 5.27 (a) and (b). The shift of 30 meV (10 nm) between the
peaks is very clear between samples with stripes (Fig. 5.27 (a)) and without stripes
(Fig. 5.27 (b)). From the x-ray measurements presented in Fig. 5.28 (a) a difference
of the In content of Δx = 0.002 between samples with and without stripes was
evaluated which results in a shift in the bandgap of (In,Ga)P of 1.4 meV [Jai96]
only. Therefore a difference in the In concentration in both samples cannot explain
the experimentally observed shift in the PL spectra.
An alternative explanation of the PL peak shift is the appearance of long range
atomic ordering (LRO). The ordering is believed to be induced at the surface during
growth and is accompanied by a pronounced anisotropy of surface diffusion. LRO
has been theoretically predicted [Sri85] and experimentally observed [Gom88] in
In0.50Ga0.50P. These works show that (In,Ga)P exhibits a so-called CuPtB-type bulk
ordering. For ideally ordered In0.50Ga0.50P, In and Ga occupy alternating 〈111〉B
planes of the group-III sublattice, leading to a Ga and In monolayer atomic super-
lattice formed in [1̄11] directions. This results in a decrease of the fundamental band
gap because of the reduced bulk symmetry [Vog00] and thus to a shift of PL emis-
sion to lower energies. Owing to the varying temperatures during the growth there
is an order-dependent PL difference. Assuming, that the sample in Fig. 5.27 (b) is




g −ΔEη=1g · η2 (5.15)
where Eg denotes the band gap energy. The experimentally observed shift in the PL
data can be used to calculate a value of η around 0.2 which would be quite large.
Also from the studies performed by Wei et al. a 30 meV shift results in an order
parameter between 0.20 and 0.30 [Wei94].
Photoluminescence measurements were also performed on the sample with the
chains of QDs. The detailed explanation of the PL setup is described elsewhere [Ugu08]
and the sample is grown under the same conditions as that depicted in Fig. 5.27 (c),








































Figure 5.30: (a) AFM micrograph of a sample without cap layer with excitation direc-
tions, the height contrast is between 0−6 nm, the scale for AFM micrograph is 1μm × μm,
(b) PL spectrum for laterally ordered QDs, emission at 630 nm stems from InGaP and
emission at 660 nm stems from InP QDs.
but with a 100 nm thick (In,Ga)P cap layer. At 4 K the InP/(In,Ga)P QD emission
is observed at 658 nm. A detailed analysis of the emission properties of the ordered
QD arrays including the polarization dependent measurements are explained in the
next section.
In conclusion, we have demonstrated that by changing the growth conditions
pronounced lateral ordering can be achieved in a single layer of InP QDs grown on
(In,Ga)P/GaAs. The chain-like ordering is mediated by an undulation structure
observed on the (In,Ga)P buffer layer. Although the average strain in the buffer
layer is considerably small we observe a rather large horizontal strain in the near
surface region which is possibly caused by a lateral In composition fluctuation. Pho-
toluminescence measurements suggest a atomic ordering in the (In,Ga)P layer. In
order to prove this model further x-ray scattering investigations on fractional Bragg
reflections [Li01] and transmission electron microscopy (TEM) measurements are
planned.
5.4.6 Polarized Chains of InP/InGaP QDs
Well-ordered chains of InP quantum dots on self-organized undulating In0.48Ga0.52P
surface exhibit optical anisotropy due to their shape and the In0.48Ga0.52P matrix.
Luminescence from the In0.48Ga0.52P matrix is polarized in one crystallographic dir-
ection due to anisotropic strain arising from a lateral compositional modulation. The
structures are investigated by polarization dependent photoluminescence together
with transmission electron microscopy. The photoluminescence measurements show
enhanced linear polarization in the alignment direction of QDs, [1̄10]. This polar-
ization in emission is independent of the polarization of the excitation laser. The
optical anisotropy is achieved with a straightforward heterostructure, requiring only
a single layer of QDs.
In this part, the polarization behaviors of an undulated InGaP buffer layer and
the InP QDs that are formed on top of the undulations are investigated. The un-
dulations of the InGaP layer form on a GaAs substrate, where the miscut is smaller
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Sample A-Ordered QDs-polarization 0 Sample A-Ordered QDs-polarization 90 Sample B-InGaP-No QDs
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Figure 5.31: Polarization dependent PL measurements for the samples with QDs, (a)
The collection polarization dependence of the InGaP buffer layer, in sample A, for θe = 0
◦,
45◦ and 90◦ (b) The collection polarization dependence of the InP QDs, in sample A, for
θe = 0
◦, 45◦ and 90◦ (c) The collection polarization dependence of the InGaP buffer layer,
in sample B, for θe = 0
◦ and 45◦ , (d) 2D-plot for excitation polarization direction θe = 0,
sample A, (e) 2D-plot for excitation polarization direction θe = 90, sample A, (f) 2D-plot
for excitation polarization direction θe = 0, sample B.
than 0.05◦, and are used as a template for the aligned QD growth in [1̄10] direc-
tion. The samples were also investigated by transmission electron microscopy. These
measurements address the mechanism for the formation of the undulations, if lat-
eral composition modulation (LCM) or long range ordering (LRO) take place in the
InGaP layer, and if one of these is responsible for the formation of the InGaP undu-
lations. At the same time the effects of these mechanisms (LCM, LRO) on QDs that
are formed on the ridge of the undulations, are investigated through polarization-
dependent PL measurements, that give information about electronic energy levels.
Polarization of the emitted light contains additional information about the elec-
tronic states, both about the matrix within which the QDs are embedded as well as
about the lifting of degenercies in QDs due to mechanisms such as LCM or LRO.
Both LCM and LRO should cause a smaller band gap. Because of valance band
splittings, a partial polarization in the [1̄10] direction is predicted for LCM. Polariz-
ation in the [110] direction, however, is expected in the case of LRO [Mas89; Ren99].
Thus, polarization-dependent photoluminescence may indicated which mechanism
takes place.
Polarization-dependent microphotoluminescence (μ-PL) measurements were per-
formed to study the impact of the InGaP morphology on the optical properties and
to explore the origin of the undulations. An objective with numerical aperture of
0.7 focuses the light from a 532-nm laser on the sample, exciting above the bandgap,
and collects the emitted luminescence. A μ-PL spectrum of the laterally ordered
InP/InGaP QD sample is shown in Fig. 5.30 (b). The shorter wavelength lumines-
cence peak centered at 630 nm originates from the InGaP buffer layer and the longer
wavelength luminescence peak, centered at 660 nm, from the InP QDs. To exam-
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ine the polarization properties of each spectral feature, Fig. 5.31 depicts the μ-PL
intensity as a function of collection polarization angle (θc) for 3 different excitation
laser polarizations (θe) from 2 different samples. Sample A has InGaP undulations
and sample B does not. As illustrated in Fig. 5.30 (a), the [1̄10] direction defines
the 0◦ linear polarization direction for both excitation and collection polarization.
In Fig. 5.31 (a) the collection polarization dependence of the InGaP buffer layer
[630 nm peak in Fig. 5.30 (b)], in sample A, is presented for θe = 0
◦, 45◦ and
90◦ and Fig. 5.31 (b) is the same measurement for the InP QDs [660 nm peak in
Fig. 5.30 (b)]. In both Fig. 5.31 (a) and (b) the InP QDs and InGaP buffer layer
collection polarization orientation is independent of the excitation laser polariza-
tion. This demonstrates there is no influence of the excitation laser polarization on
the collected μ-PL polarization orientation. In Fig. 5.31 (b) the normalized μ-PL
intensity along θc = 0
◦ is more than twice the measured intensity along θc = 90◦.
From the data in Fig. 5.31 it is possible to determine the degree of linear polarization





where Iθc=0 is the (μ-PL) intensity along θc. With this definition the degree of
polarization is 46% for the InGaP buffer layer and 66% for the InP QDs. Figure
2(c), which depicts the collection polarization dependence of the InGaP buffer layer
for sample B, can be contrasted with Fig. 5.31 (a). The degree of linear polarization
for the InGaP layer in sample B is 16%, reflecting the influence the undulations have
on (μ-PL) polarization orientation.
The increment of the degree of polarization from 16% to 46% in InGaP buffer
layer for the samples A and B, respectively, may be explained by two different ef-
fects. One of them is atomic ordering. If there is CuPt-type ordering in the system
double-periodic crystal-field is introduced and the lattice periodicity in the [1̄11]
doubles (from zincblende structure with cubic symmetry to CuPt-B structure with
trigonal symmetry). The splitting of degenerate states occurs which results in en-
hanced polarization properties. This kind of ordering promotes the transition of
light polarized along [110] direction. On the other hand if there is lateral compos-
ition modulation in our system there is splitting of valance band maximums which
promotes the transition of light polarized along [1̄10] direction [Hak03]. If one of
these properties is weak in the structure then the ansitropy is more pronounced in
the opposite direction. Since we see enhanced intensity on [1̄10] direction we can
conclude that LCM is dominant in our structure which may be the reason for the
formation of undulations.
The PL spectra were independent of the excitation laser polarization, indicat-
ing that the excited electron-hole pairs do not retain any polarization by the time
they recombine. The polarization dependence that is observed at the wavelength of
660 nm which is the emission range for InP QDs could be because of the anisotropic
shape of InP QDs which was reported earlier [Sch02b]. On the other hand, the
anisotropic matrix that the QDs are embedded causes anisotropic strain. We have
shown before that the observed undulations have a larger horizontal lattice spacing
in [110] direction [Ugu09]. The horizontal and vertical strain in the undulation re-
gions relative to the GaAs substrate have been evaluated as ε‖ ≡ ε110 = 1.26× 10−3
and ε⊥ = 2.5 × 10−4 inside the buffer layer, respectively [Ugu09]. This strain res-
ults in an anisotropic lattice structure of the QDs which also can be the reason




Figure 5.32: TEM images for the samples (a) without undulations, no lateral composition
can be seen, (b) without undulations, lateral composition can be seen with darker regions
to be In-rich and brighter regions to be Ga-rich.
for optical anisotropy [Sig99]. We know from previous works that the aligned QDs
have polarization degree of 36%-45% with optical anisotropy for both ordered and
homogenously distributed QDs [Sch02b; Hak03; Sig99]. Proving that the QDs are
lying in a medium which has anisotropic strain anisotropy in their polarization is
also expected. The polarization degree of 66% is observed which is higher than
the observed degrees. When the QDs are embedded in a matrix which has either
LCM or LRO, their intrinsic electronic properties change and a splitting of their
degenerate states is expected. Radiative recombination in these states may exhibit
different polarizations according to selection rules. Fine splitting of the degenerate
quantum dot states into components containing [110]-allowed, [1̄10]-allowed, and
[001]-allowed optical transitions, is expected [Ren99].
High resolution TEM measurements were also performed on the samples with
and without undulations. As shown in Fig. 5.32, in the reference sample which was
grown at 440 ◦C (without undulations) there is no compositional modulation since
the image appears to be smooth. However, in the sample which was grown at 470 ◦C
(with undulations) composition modulation is observed that is composed of In-rich
(darker regions) and Ga-rich (brighter regions) regions. To get information about
atomic ordering and learn about the atomic bounds together with bound distances
new set of measurements including transmission electron diffraction and extended
x-ray absorption fine structure measurements are planned.
In conclusion, we have demonstrated that by embedding the laterally ordered
QDs into a matrix which has an undulating surface changes the intrinsic properties
of QDs. This new environment for QDs enhances the linear polarization which is




In this work the growth of self-assembled InP/InGaP quantum dots, as well as their
optical and structural properties are presented and discussed. The QDs were grown
on In0.48Ga0.52P, lattice matched to GaAs.
The growth conditions of samples which are grown by gas-source molecular-beam
epitaxy are optimized. Reducing the growth rate of InP results in ultralow density
InP QDs grown in InGaP matrix on GaAs substrate. PL emission is also observed
from single InP QD. With the presented results it is shown that InP/InGaP QDs
are promising candidates for applications such as quantum cryptography with their
emission in the spectral window of highest Si-based detector efficiency. Because of
the low density, emission from well-isolated QDs can be investigated, allowing the
study of single-photon emission without the necessity of an extra aperture (mask)
or patterning. The fine-structure splitting in the exciton and biexciton emission
from single QDs was measured to be 320 μeV. Correlation measurements show a
minimum normalized value of 0.2 at zero time delay. These results show that by
using epitaxy to achieve an ultra-low density InP QDs, structures convenient for the
realization of single-photon emitters can be conveniently realized.
It have also been demonstrated that by changing the growth conditions pro-
nounced lateral ordering can be achieved in a single layer of InP QDs grown on
InGaP/GaAs. The chainlike ordering is mediated by an undulation structure ob-
served on the InGaP buffer layer. Although the average strain in the buffer layer
is considerably small we observe a rather large horizontal strain in the near surface
region which is possibly caused by a lateral In composition fluctuation. PL measure-
ments suggest an atomic ordering in the InGaP layer. By embedding the laterally
ordered QDs into a matrix, which has an undulating surface, changes the intrinsic
properties of QDs. This new environment for QDs enhances the linear polarization
of the optical emission. For device applications such as for VCSELS, it is important
to control the polarization and its direction without the need of a polarizer. We
expect that the ability to achieve optical anisotropy with a straightforward hetero-
structure, requiring only a single layer of QDs without stacking layers or surface
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