Multi-electron dynamics investigated with strong-field tunnelling and XUV photoionization. by Gregory Richard Alexander James, Nemeth
  Swansea University E-Theses                                     
_________________________________________________________________________
   
Multi-electron dynamics investigated with strong-field tunnelling
and XUV photoionization.
   
Nemeth, Gregory Richard Alexander James
   
 
 
 
 How to cite:                                     
_________________________________________________________________________
  
Nemeth, Gregory Richard Alexander James (2011)  Multi-electron dynamics investigated with strong-field tunnelling
and XUV photoionization..  thesis, Swansea University.
http://cronfa.swan.ac.uk/Record/cronfa42905
 
 
 
 Use policy:                                     
_________________________________________________________________________
  
This item is brought to you by Swansea University. Any person downloading material is agreeing to abide by the terms
of the repository licence: copies of full text items may be used or reproduced in any format or medium, without prior
permission for personal research or study, educational or non-commercial purposes only. The copyright for any work
remains with the original author unless otherwise specified. The full-text must not be sold in any format or medium
without the formal permission of the copyright holder. Permission for multiple reproductions should be obtained from
the original author.
 
Authors are personally responsible for adhering to copyright and publisher restrictions when uploading content to the
repository.
 
Please link to the metadata record in the Swansea University repository, Cronfa (link given in the citation reference
above.)
 
http://www.swansea.ac.uk/library/researchsupport/ris-support/
 Swansea University 
Prifysgol Abertawe
Multi-electron dynamics investigated 
with strong-field tunnelling and 
XUV photoionization
Gregory Richard Alexander James Nemeth
Department of Physics 
Swansea University
Submitted to Swansea University in fulfilment o f  the 
requirements for the Degree o f Doctor o f Philosophy
2011
ProQuest Number: 10821295
All rights reserved
INFORMATION TO ALL USERS 
The quality of this reproduction is dependent upon the quality of the copy submitted.
In the unlikely event that the author did not send a com p le te  manuscript 
and there are missing pages, these will be noted. Also, if material had to be removed,
a note will indicate the deletion.
uest
ProQuest 10821295
Published by ProQuest LLC(2018). Copyright of the Dissertation is held by the Author.
All rights reserved.
This work is protected against unauthorized copying under Title 17, United States C ode
Microform Edition © ProQuest LLC.
ProQuest LLC.
789 East Eisenhower Parkway 
P.O. Box 1346 
Ann Arbor, Ml 48106- 1346
LIBRARY
To the memory of Dr. Colin J. Evans, Emeritus Professor of Physics. 
His daughter, Louise -  one of my first music teachers -  was delighted 
that I was considering applying to Swansea University, since this would 
potentially give me the opportunity to meet and study under her father, 
with whom she felt I shared many similarities -  in our approaches to 
science and to life. As an undergraduate, Dr. Evans was assigned to be 
my Personal Tutor, and chance would lead me to follow in some of his 
academic footsteps as a postgraduate. In my many shared conversations 
with him, whether about science, computers, music, radio, or our 
attachment to the university, Louise’s intuitions were proven.
“We meet at a college noted for knowledge, in a city noted for progress, 
in a State noted for strength, and we stand in need of all three, for we 
meet in an hour of change and challenge, in a decade of hope and fear, 
in an age of both knowledge and ignorance.”
— President John F. Kennedy
“If I have seen further it is by standing on the shoulders of giants.”
— Isaac Newton
iv
Contents
A bstract ix
Declarations and Statem ents xi
A cknowledgem ents xiii
List of tables xv
List of figures xlii
1 Introduction 1
1.1 Strong-field pho to io n iza tio n ................................................................. 1
1.2 Recollision and high-harmonic generation ..........................................  10
1.3 Multielectron effects .............................................................................. 25
1.4 Conclusion.................................................................................................  33
2 U ltrashort intense laser pulse generation and characterisation 35
2.1 G eneration.................................................................................................  35
2.1.1 O scillators....................................................................................  35
2.1.2 Q -sw itch ing .................................................................................  38
v
2.1.3 M ode-locking ............................................................................... 39
2.1.4 Chirped-pulse amplification ( C P A ) ........................................ 40
2.1.5 Chirped m irro rs ...........................................................................  41
2.1.6 FemtoLasers 30 fs 1 kHz NIR laser s y s te m ........................... 42
2.1.7 KMLabs RedDragon 30 fs NIR laser s y s te m ........................ 44
2.1.8 Hollow fibre com pression...........................................................  44
2.2 M etro logy ..................................................................................................  50
2.2.1 Autocorrelator ...........................................................................  51
2.2.2 Frequency-resolved optical gating (F R O G )........................... 53
2.3 Conclusion..................................................................................................  55
3 Experim ental techniques 57
3.1 Time-of-flight mass spectrometer ........................................................ 57
3.2 Data c o lle c tio n ........................................................................................  61
3.3 Interferometric te ch n iq u es ..................................................................... 64
3.4 Polarization c o n tro l.................................................................................  67
3.5 Conclusion.................................................................................................. 68
4 Tunnel ionization and spatiotem poral pulse m odelling 69
4.1 Pulse propagation ..................................................................................... 69
4.1.1 Temporal effects and p o la riz a tio n ........................................... 75
4.2 Multielectron tu n n e ll in g ........................................................................ 80
4.3 Temporal pulse shaping ........................................................................ 96
4.4 Conclusion.................................................................................................. 97
v i
5 Recollision-free m ultiple tunnel ionization of xenon 101
5.1 NIR beamline overview ..............................................................................101
5.2 R esu lts ........................................................................................................... 103
5.3 Deconvolution of ionization p ro b a b ilitie s ..............................................105
5.3.1 On-axis d econvo lu tion .................................................................. 113
5.3.2 Slit-convolution and volume-averaging ..................................... 114
5.3.3 Genetic algorithm ............................................................................120
5.4 Full spatiotemporal a n a ly s is .................................................................... 122
5.5 C onclusions................................................................................................. 131
6 Two-colour tim e-resolved ionization o f krypton 133
6.1 R eview ........................................................................................................... 133
6.1.1 Weak-field photoionization........................................................... 134
6.1.2 XUV-NIR experim en ts .................................................................. 137
6.2 Astra Artemis beamline ...........................................................................146
6.3 M o d e llin g .....................................................................................................150
6.4 R esu lts ........................................................................................................... 153
6.5 Conclusion.....................................................................................................160
7 Beam -transport diffraction in N IR  FCP experim ents 163
7.1 Review of typical FCP b e a m lin e s .......................................................... 164
7.2 Model beam lin e ...........................................................................................168
7.3 Distribution of focused intensity and p h a s e .......................................... 173
7.4 Conclusion.................................................................................................... 180
v i i
8 Conclusions and Future Work 183
8.1 C onclusions................................................................................................. 183
8.2 Future W ork ................................................................................................. 186
Conferences 187
Publications 189
Bibliography 191
v i i i
Abstract
Tunnel ionization initiated by intense ultrashort laser pulses is highly nonlin­
ear with intensity. Few-cycle pulses can therefore be used to control electron 
dynamics on subfemtosecond timescales. Experimental measurements of xenon 
ionization by a temporally-shaped pulse are compared to modern tunnel theory, 
modified to allow the time-dependent population of multiple energy levels. A 
temporal asymmetry is seen in the experiment, the behaviour of which is best- 
matched by the model when multiple degenerate 5p  and 5s energy levels are 
allowed to tunnel directly to the continuum. This is the first observation of this 
phenomenon.
A similar pump-probe measurement is conducted using krypton and a combi­
nation of extreme-ultraviolet (XUV) and near-infrared (NIR) pulses. Individual 
XUV harmonics are selected using a state-of-the-art monochromator. If NIR fol­
lows XUV, satellite states populated by 4s or 4p photoionization by the XUV 
are tunnel ionized by the NIR to Kr2+. Vice versa, much less Kr2+ is produced, 
resulting in a step in the ion yield as a function of pump-probe delay. From this, 
the contributions of 4s and 4p photoionization to the overall ion yield can be 
elucidated, with application to specific population of core or valence electronic 
states.
Finally, beam propagation along a few-cycle NIR beamline is modelled, 
demonstrating the effects of diffraction due to hard-edged and annular optics 
typically used to minimise material dispersion. Optical configurations predicted 
to give longer interaction lengths and improved phase-matching are found, with 
implications for high-harmonic generation and attosecond pulse generation. The 
model’s usefulness as a tool for beamline design and optimisation is discussed, 
with relevance to the experiments described.
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Chapter 1
Introduction
Intense laser pulses can generate electric fields strong enough to suppress the 
Coulomb potential of atoms, triggering tunnel and multiphoton ionization. Few- 
cycle pulses can control the outgoing electron motion, which can lead to the 
generation of attosecond pulses, and the probing of time-resolved multielectron 
dynamics on timescales approaching the atomic unit of time (24 attoseconds).
This chapter reviews the development of modern strong field photoionization 
theory, including electron recollision processes, the generation of high-harmonics 
by recombination, and landmark experiments.
1.1 Strong-field photoionization
An electron may be removed from an atom in a strong field by multiphoton 
ionization (MPI) and tunnel ionization (TI). In MPI, several photons are re­
quired to be absorbed in order for an electron to transition to the continuum, 
which has a high probability of occuring in an intense laser focus due to the high 
photon flux. The atom is able to nonlinearly absorb multiple quanta, thus allow­
ing electron ejection. Where the field is strong enough to distort the Coulomb 
potential of the atom ( / >  1014 W /cm 2), the electron can tunnel through the
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(a) Multiphoton
V(x)
Tunnelling( b)
V(x) I < 1015Wcrrr2
(c)
Over the  
barrier 
I >  1015W cnr2
X  V(x)
Figure 1.1: Strong-field ionization mechanisms and approximate intensity
regimes: (a) MPI, (b) TI, (c) OBI. Reproduced from [1].
modified Coulomb barrier directly into the continuum. Over-the-barrier ioniza­
tion (OBI) occurs when the field is strong enough to completely suppress the 
barrier (I > 1015 W /cm 2), and the probability of ionization is therefore unity. 
Figure 1.1 illustrates the shape of the modified Coulomb potential for each of 
these processes.
In 1965, the theory of Keldysh [2] related the mechanisms of nonlinear pho­
toionization to a strong-field oscillating electromagnetic wave. Where the photon 
energy is far from resonance with an excited state or ionization threshold, the 
theory can be applied to ionization in an intense laser pulse.
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Keldysh also defined the adiabaticity parameter (or Keldysh parameter), 7 , 
as [2]
wave period of the applied electric field ( tl) , in atomic units (h = m e = e = 1). 
Ut and ujl are the corresponding frequencies of the tunnelling and applied electric 
field respectively, also in atomic units.
The Keldysh parameter can also be expressed in terms of the energy of a 
free electron in an oscillating field, also known as the ponderomotive potential,
where I  the intensity, Ip the ionization potential or binding energy of the electron, 
ujl the frequency of the laser field, all in atomic units, and
is the ponderomotive energy of the electron due to the laser field, where e is the 
amplitude of the induced electric field and ujl the laser frequency, both in atomic 
units, I  the intensity in W /cm 2, and A is the wavelength in pm.
If tl tu multiphoton absorption dominates and tunnel ionization is sup­
pressed, since the electron does not have sufficient time to tunnel through the 
barrier during half the laser cycle. The rate of MPI is given by [1]
_  __
1 u t t l
(1.1)
i.e. the ratio of tunnelling time through the Coulomb potential barrier (rt) to the
Up [3,4]
( 1.2)
(in a.u.) (1.3)
Up =  9.33 x 10“14/A2 (in eV) (1.4)
(1.5)
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Ip Nfioo
Figure 1.2: The ponderomotive potential Up results in an energy-level shift, af­
fecting the outer levels most, raising the ionization potential, /p, to Ip + Up. N  + S  
photons are therefore required to ionize via MPI. Reproduced from [1].
where a ^  is the N-photon photoabsorption cross-section, and I  is the laser inten­
sity. Where tl ^  rt , there is a high probability of tunnel ionization. This can 
dominate over MPI, since in a strong electric field, the influence of the pondero­
motive potential results in the ionization potential being raised, actively reducing 
the MPI probability, as illustrated in Figure 1.2.
The Keldysh parameter is often used as an indicator of the dominant ion­
ization process in intense laser-matter interactions, with 7 1 signifying MPI-
dominance, and 7 «  1 signifying Tl-dominance. For intermediate 7 ~  1, both 
processes influence the ionization rate. The use of 7 as a general quantifier of 
strong-field ionization behaviour has recently been criticised by Reiss [4], being 
strictly applicable only over a small wavelength range. This is demonstrated 
in Figure 1.3. Many strong-field ionization experiments are conducted at wave­
lengths of ~800 nm, where 7 =  10 corresponds to an intensity of ~  1012 W /cm 2 
(predominantly MPI), and 7 =  0.1 to an intensity of ~  1016 W /cm 2 (predom­
inantly TI/OBI). However, at ~5 nm for example, 7 implies that T l and MPI 
take place in a high-intensity regime (mid-1016 to mid-1020 W /cm 2), where the
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Figure 1.3: The Keldysh parameter for ground-state hydrogen, 7 , plotted as a 
function of intensity and laser period for 7 =  0.1 (‘TI-dominant’), 1 (‘T l and 
M PI’) and 10 (‘MPI-dominant’). This interpretation is strictly only applicable 
to a narrow wavelength range in the vicinity of 800 nm. Reproduced from [4].
energy of a single photon (272 eV) is far in excess of the ionization potential of 
hydrogen at 13.6 eV. The photon energy is so large as to eject core electrons, 
causing significant excitation (as will be covered in more detail in Chapter 6). 
This is very unlike the situation at ~  800nm, where ionization is expected to 
proceed by removal of the outer valence electrons. Reiss therefore argues that 
ionization mechanisms cannot be reliably described using the same parameter, 7 , 
for all wavelengths.
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101
intensity (W/cm2)
Figure 1.4: Singly-charged (circles) and doubly-charged (diamonds) xenon ion 
yields produced by a 527 nm, 50 ps laser pulse, for linear- (open markers) and 
circular-polarization (filled markers). Reproduced from [5].
Figure 1.4 shows ionization yields for xenon in a 50 ps, 527 nm laser pulse. 
When log(rMpi) is plotted, the gradient of the ion yield in the MPI regime is JV, 
the number of photons required. As the intensity increases, and therefore 7 de­
creases, the MPI contribution to the overall yield is actively reduced as described 
previously, and the signal results from a mixture of MPI and Tl behaviour.
The Schrodinger equation for atomic systems cannot be solved exactly in 
a direct fashion. Keldysh’s approach treated the tunnelling electron using the
6
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Gordon-Volkov wavefunction [6, 7] describing the interaction of a free electron 
with a plane-wave field, which can be solved exactly. However, Keldysh ne­
glected the effect of the Coulomb potential. After tunnelling into the continuum, 
the outgoing electron may remain in the vicinity of the parent ion, in which case 
the continuum electron wavefunction deviates from the Volkov plane wave [8]. 
The Coulomb effects cannot therefore be neglected. For multiply-charged ions, 
considering the Coulomb potential becomes increasingly important, as its influ­
ence on the outgoing electron will strengthen with successive charge states. Perry 
et al. [9] studied multiple ionization of argon, krypton and xenon at 586 nm for 
7 =  1.5 - 4, comparing their results to the full version of Keldysh’s original for­
mulation. They conclude that the discrepancy between their experimental results 
and Keldysh theory, which becomes larger with increasing charge state, is due to 
the exclusion of Coulomb potential effects.
In 1966-67, Perelomov, Popov and Terent’ev (PPT) [10-12] developed 
Keldysh’s tunnelling rate calculations by including corrections to the tunnelling 
rate due to the effects of the Coulomb potential. This resulted in the successful 
prediction of ionization rates for 7 < 3 -  4 [3,13].
In 1986, Ammosov, Delone and Kramov (ADK) [14] used [10] as a starting 
point, deriving tunnel ionization rates for complex atoms in arbitrary states. 
Popov [15] identifies the ADK theory as a special case of the generalized PPT 
formula. ADK can dramatically underestimate the yield in the MPI regime [13], 
but is found to converge with the generalized PP T  formula for 7 < 0.5 [16]. 
Therefore, since ADK features a significantly less complex Coulomb correction 
factor, its ease of implementation and integration has led to it often being used 
as a comparison for experimental data [17,18].
Alternative treatments by Reiss [19] in 1980 and Szoke [9] in 1988 are based on 
the Keldysh-Faisal-Reiss (KFR) formulation of S-matrix theory [2,19,20]. These
7
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theories were found to make reasonable qualitative predictions of the variation 
of tunnel rate with intensity, but there is a significant quantitative offset in com­
parison to experimental data [13,21] since they also do not include the influence 
of the Coulomb potential on the outgoing electron.
A large number of investigations of atomic tunnel ionization occurred dur­
ing the 1990s, using ADK theory for comparison. Auguste et al. [22] used 
linearly- and circularly-polarized 1053 nm, 1 ps pulses to produce ion yield data 
for multiply-charged helium, neon, argon and xenon over a peak intensity range 
1013-1018 W /cm 2. For circular polarization, results were found to be satisfac­
torily described by ADK theory. However, for linear polarization, discrepancies 
emerged at low intensities. W ith improved sensitivity, subsequent experiments 
such as those by Walker et al. [5,18] and Larochelle et al. [17] were able to resolve 
these discrepancies as distinctive ‘knee’ structures, which were proportional to 
the experimental and theoretical yields of the previous charge states (see Figures
1.7 and 1.8 in Section 1.2).
In 2005, the intense-field many-body S-matrix theory (IMST) of Becker and 
Faisal [23] took into account the Coulomb interaction, laser interaction and inter­
mediate states of the ionizing atom using a flexible ab initio approach; it was also 
not limited to a single active electron. IMST successfully reproduced the charac­
teristic knee in the ionization yield for linear polarization. The predictions of the 
IMST are compared to helium data from Walker et al. [18] in Figure 1.5. Becker 
and Faisal were able to provide evidence that the ‘knee’ was a result of recollision 
ionization, whereby electrons removed from the atom in a linearly-polarized field 
are driven back towards the parent ion, which may cause additional ionization 
by removal of another electron when it collides with the core. However, in a 
circularly-polarized case, the electron is driven on a path where it is unlikely to
1.1 Strong-field photoionization
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Figure 1.5: IMST predictions of intensity-dependent He ionization yields at 780 
nm (solid lines) by Becker and Faisal [23], compared to data from Walker et al. [18] 
for singly-ionized (circles) and doubly-ionized helium (squares). The dotted line 
shows the IMST prediction for sequential ionization only. Reproduced from [23].
recollide; the ‘knee’ is therefore suppressed. Recollision will be discussed in more 
detail in Section 1.2.
Other ab initio techniques include the R-matrix methods of Lysaght 
et al. [24-26], where the Schrodinger equation is solved for multielectron atoms 
interacting with ultrashort pulses of ultraviolet wavelengths. The atom is split 
into two regions: an inner region considering all interactions between the elec­
trons and the laser field; and an outer region considering only long-range effects 
on the outgoing electron. The method is in good agreement with ADK theory at
9
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high intensities, and has resulted in successful predictions of electron momentum 
distributions.
Modern laser technology now allows for the production of few-cycle pulses 
(FCPs) [27-34]. Some of the techniques used to produce ultrashort pulses will be 
described in more detail in Chapter 2. FCPs provide opportunities to rigorously 
test atomic ionization theory. However, most models previously described [2,9- 
12,14,19] calculate cycle-averaged rates, and assume adiabatic tunnelling, which is 
inappropriate in a situation where the ionization dynamics can vary significantly 
between cycles, as occurs in intense FCPs.
In 2001, Yudin and Ivanov [3] derived expressions for nonadiabatic instanta­
neous ionization rates for arbitrary 7 , with applicability to FCPs. The Yudin and 
Ivanov theory takes the general form [3]
m =  J V ( t ) « p ( - ^ p * ( 7 ( t ) , * ( t ) ) )  (1.6)
where N(t)  is the pre-exponential factor, e is the electric field amplitude, f ( t )  
the envelope of the electric field, u l  the laser period, and <f>(7 (£), 6 (t)) a function 
which depends on the time-varying Keldysh parameter 7 (t) and the phase 6 (t) 
of the oscillating laser field. This theory will be discussed in more detail and 
modified in Chapter 4.
1.2 Recollision and high-harm onic generation
Recollision is now known to be the dominant mechanism by which nonsequential 
atomic ionization takes place. The outgoing electron from an MPI or TI event is 
still in the vicinity of the parent ion and remains under the influence of the laser 
field. In some cases, the electron which is removed from the atom during one half
10
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Figure 1.6: Illustration of Corkum’s three-step model (ionization, propagation, 
recombination) of recollision ionization [35]. Starting at zero electric field, the 
magnitude of the electric field increases, reaches a maximum |-cycle later, and 
decreases again to zero after another ~-cycle. The electric field distorts the 
atomic potential (maximally |-cycle after zero field), allowing an electron to 
tunnel through the suppressed Coulomb barrier, which appears in the continuum 
at time 7*,. Depending on the electric field magnitude at the point of release, it 
is initially driven away from the ion, then back towards it when the field direc­
tion reverses, having gained energy as a result of the ponderomotive potential. 
The returning electron can now recollide with the core, or recombine at time r  
releasing a high-energy XUV photon, u)Xu v • Adapted from [36].
of the laser period can be driven back towards the atom within the same cycle 
when the field direction reverses, recolliding with the ionic core.
Corkum [35] explains this with a purely classical ‘simple-many or three-step 
model, as illustrated in Figure 1.6. The electron is removed from the atom or ion, 
then driven away from the ion by the laser field. For a linearly-polarized pulse, the 
electron is driven back towards the parent ion with increased kinetic energy when 
the field direction reverses, where it either recollides or recombines with the core. 
In recollision, the free electron impacts on the core and causes further ionization 
by removal of an additional electron. In recombination, the electron gives up its 
excess kinetic energy as a high-energy photon. The probability of either process
11
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occurring decreases with decreasing ellipticity, with a minimum probability for 
circular polarization, since the increased angular momentum drives the electron 
on a helical trajectory which takes it further from the core with each cycle.
Except for IMST, the tunnelling theories summarised in Section 1.1 describe 
sequential ionization, assuming a single active electron (SAE) interacts with the 
laser field for each charge state. For circular polarization, experimental data is 
relatively well-described, but see Section 1.3 on multielectron effects for a more 
detailed discussion. For linear polarization, additional contributions to the ion 
yield are observed for multiply-charged ions and found to be proportional to the 
behaviour of previous charge states. Figure 1.7 shows the comparison of ADK 
tunnel theory and experimental data for doubly-ionized neon. Figure 1.8 shows 
a similar comparison for multiple charge states of xenon.
There were three proposed mechanisms for nonsequential ionization. Fit- 
tinghoff et al. [39] proposed ‘shake-off’, whereby the atomic configuration re­
arranges due to the removal of an electron, resulting in another electron being 
promoted to the continuum. Corkum [35] suggested recollision as described previ­
ously. A third possibility of collective multielectron tunnelling was also proposed 
by Eichmann et al. [40]. The IMST [23,41] indicated recollision was the best 
description for the process, successfully describing experimental results from [18] 
for several ions, as shown in Figure 1.5. In 2000-1, conclusive experimental 
proof of recollision as the dominant mechanism came from cold-target recoil-ion 
momentum spectroscopy (COLTRIMS), which gave a complete kinematical un­
derstanding of the electron-ion system following ionization. For photoionization 
experiments, COLTRIMS [42] crosses an intense laser focus with a carefully- 
prepared supersonic gas jet target. Figure 1.9 illustrates a typical supersonic 
expansion: a gas at pressure Pq accelerates due to the decreasing area of the noz­
zle and the pressure difference between Pq and the background pressure, Pb. If
12
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Figure 1.7: Ne+ (open circles) and Ne2+ yields (open squares) for an 800 nm, 
200 fs laser pulse. The solid line (1) and dotted line (3) are the sequential ADK 
predictions [14], dotted line (2) has been scaled to fit the data and is proportional 
to (1). Reproduced from [17].
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Figure 1.8: Multiple ionization of xenon using an 800 nm, 200 fs laser pulse. 
Experimental results of Larochelle et al. [17] are compared to ADK theory [14] 
which (for nonsequential ionization) have been scaled vertically to fit the data. 
The ionization channels leading to each feature in the ion signal are labelled 
according to the form i —> j ,  where i and j  correspond to the charge state of the 
ion (equivalent to Xe*+ —> Xe?+). Reproduced from [17].
(Po/Pb) > 2 .1 , the pressure at the exit becomes independent of Pb. Without the 
constriction of the nozzle, the gas expands supersonically. The internal energy of 
the gas is converted to the increasing flow velocity in the ‘zone of silence’ identified 
in Figure 1.9, up to a terminal velocity which depends on the atomic/molecular 
weight and the initial temperature. As a consequence, the temperature of the jet 
decreases with distance from the nozzle, as shown in Figure 1.10 [37]. The recoil 
energy of the ions during ionization can therefore be significantly lower than the 
kinetic energy at room temperature. Using well-characterised electric and mag­
netic fields, the ions and electrons are guided towards position-sensitive detectors.
14
1.2 Recollision and high-harmonic generation
BACKGROUND PRESSURE Pb
COMPRESSION 
WAVES \  y
REFLECTED
SHOCK
•MACH DISK SHOCK
EXPANSION 
'  FAN ZONE OF M »  
SILENCE
FLOWM «
BARREL SHOCK
JET BOUNDARY
Figure 1.9: Illustration of a supersonic jet expansion for a gas at initial pressure 
Pq and temperature T0. M  is the Mach number, indicating the speed of the gas 
(M  = 1 is the speed of sound). Ion beams for COLTRIMS are extracted from 
the ‘zone of silence’. Reproduced from [37].
From the impact position and time-of-flight, the momenta of the electrons and 
ions can be uniquely calculated. The detection efficiency of each individual ion 
or electron may be near 100%, but in coincidence measurements there will be a 
significant number of ‘false coincidences’, where electrons and ions arrive at the 
detector at the same time but did not originate from the same atom. Additionally, 
depending on the intensities used and the tunnelling dynamics investigated, the 
ion count rate may be low (~  10%). In tunnelling, the electron and ion momenta 
are expected to be equal, but in opposite direction, thereby providing a method 
by which the background of false coincidences can be removed from the results. 
Figure 1.11 shows the argon electron-ion coincidences for a 220 fs, 800 nm laser 
pulse with a peak intensity of 3.8 x 1014 W /cm 2. True coincidences are expected 
to lie along the antidiagonal of the plot.
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Figure 1.10: Properties of an ideal atomic gas as a function of distance from nozzle 
(in nozzle diameters) in a supersonic expansion. V = velocity, =  terminal 
velocity, T  = temperature, n =  density and v — collision frequency. To,n0 ,v0 
denote the values of the same quantities in the region behind the nozzle throat 
and exit. Reproduced from [37].
In the shake-off and collective tunnelling scenarios, the electrons were pre­
dicted to have a distribution centred around zero momentum, being released 
near-simultaneously at maximum field strength. In the case of recollision how­
ever, there is a significant time delay between the release of the first electron and 
the release of one or more subsequent electrons on recolliding with the parent 
ion. As recollision predominantly occurs at a zero of the electric field, this results 
in a large final drift momentum and momentum transfer between the electrons. 
A double-peaked structure appears in the direction parallel to the polarization 
direction for multiply-charged ions [41,43], in stark contrast to the single-peak for 
the singly-charged ion. Figures 1.12 and 1.13 show the electron momentum results
16
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Figure 1.11: COLTRIMS electron-ion coincidence measurement for argon ion­
ization in a 220 fs, 800 nm pulse with a peak intensity of 3.8 x 1014 W /cm 2. 
M omenta are recorded along the laser polarization axis. Reproduced from [38],
obtained for singly- and multiply-charged neon electron momentum distributions 
from [41].
Figure 1.14 shows the momentum correlation of the electrons released when 
Ar2+ is produced by a 220 fs, 800 nm laser pulse. At 3.8 x 1014 W /cm 2, a substan­
tial contribution to the nonsequential ion yield is expected, and this corresponds 
to a strong correlation for non-zero electron momenta. The peaks lie along the 
direction labelled k f , indicating the electron mom enta are dominated by the
17
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Figure 1.12: Two-dimensional COLTRIMS measurements for Ne using 30 fs, 
795 nm laser pulses. Reproduced from [41].
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Figure 1.13: Projections of the COLTRIMS measurements from Figure 1.12 onto 
the axis parallel (py) and perpendicular (p±) to the polarization direction. The 
distinctive double-peak in the py-direction for Ne2+ and Ne3+ is due to recollision. 
Reproduced from [41].
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Figure 1.14: COLTRIMS electron-electron correlation measurement (a) for a peak 
intensity of 3 .8x l()14 W /cm 2, where nonsequential ionization is significant, and 
(b) 1 5 x l0 14 W /cm 2, where sequential ionization is dominant. Reproduced from
[38].
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Figure 1.15: Kinetic energy gained by the electron as a result of the ponderomo- 
tive potential, Up, as a function of the phase <p of the laser pulse at which the 
electron is released into the continuum. Reproduced from [44].
driving laser field and not by electron-electron repulsion (which would result in a 
wider distribution in the k~ direction). At a higher intensity, 15 x 1014 W /cm 2, 
the strong correlation is lost, corresponding to sequential ionization becoming 
dominant.
The energy gained by the recolliding electrons depends on the point at which 
tunnel ionization takes place in relation to the phase of the laser radiation, reach­
ing a maximum at the classical ‘cut-off’ at [45]
E c — hwc ^  Ip -1- 3.17Up (1.7)
A graph of this dependence is shown in Figure 1.15.
The probability of the electron recolliding with the core depends on the el- 
lipticity, e, of the laser field. For increasing ellipticity, the electron is driven on 
an increasingly helical trajectory, making a re-encounter with the core unlikely,
21
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Figure 1.16: Experimental xenon ionization probabilities for a 50 fs, 790 nm 
linearly- (filled markers) and circularly-polarized (open markers) laser pulse, 
(solid line) ADK tunnelling theory, (long dashed line) MPI prediction, (short 
dashed line) ADK of previous charge states, scaled to the data to show pro­
portionality of extra contribution to the linear yield due to recollision. The de- 
convolution procedure does not work above saturation, therefore the recovered 
probabilities flatten. Reproduced from [46].
with the probability minimised for circular polarization e = 1. An example of 
recollision suppression in xenon is shown in Figure 1.16.
When the electron recombines with the ionic core, rather than resulting in the 
ejection of another electron, it releases the energy gained as a high-energy photon. 
This process is exploited in high-harmonic generation (HHG) [45,47]. Typically 
an intense linearly-polarized NIR drive pulse is focused into a gas jet [48-55],
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Figure 1.17: Argon HHG spectrum produced by an 800 nm, 30 fs laser pulse, 
focused to a peak intensity of ~  1014 W /cm 2 in an argon gas jet. The peaks cor­
respond to odd harmonics of the fundamental drive laser frequency. Reproduced 
from [56].
resulting in the generation and collinear propagation of the fundamental NIR 
and odd harmonics up to XUV wavelengths.
XUV radiation is typically produced only at odd harmonics of the driving 
laser frequency, since most HH-generating media possess inversion symmetry. 
Odd harmonics are produced up to the cut-off given by Equation (1.7). An 
example HHG spectra is given in Figure 1.17 for argon using an 800 nm drive 
laser.
The phase at which ionization occurs also determines the trajectory followed 
by the outgoing electron. Not all trajectories will result in recollision or recombi­
nation, even for a linearly-polarized pulse. The classical trajectories are modelled 
in Figure 1.18, and the trajectory with maximum recollision energy corresponds 
with Figure 1.15 (p ~  20°). This means that the highest harmonics will be emit­
ted as a pulse train, producing a subfemtosecond or attosecond burst of XUV 
radiation every half-cycle near the zeroes in the electric field, peaking when the 
electron is released at p ~  18°, 198°.
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Figure 1.18: Electron trajectories as a function of phase </? at which the electron 
is released into the continuum. Only some trajectories result in the recollision. 
Reproduced from [44].
The macroscopic effects of focusing the driving laser into the target gas can 
limit the harmonic yield [36] through absorption, dephasing and (at high inten­
sities) defocusing. HH photons may be absorbed by the gas target itself, due to 
core excitation. Additionally, for any laser focus, the wavefront phase will not 
be uniform over the entire focal volume. As such, HHG will occur at different 
phases throughout the interaction volume of the drive laser and gas jet. Changes 
to the spatial profile can improve this phase-matching [47,57]. There will also be 
nonlinear distortions to the focus caused by the generated plasma.
The geometric effects of propagation through a typical attosecond beamline 
on the wavefront phase and focal volume intensity distribution are covered in [58], 
which will be discussed in Chapter 6.
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1.3 M ultielectron effects
The tunnel theory described in Section 1.1 assumes that the outermost electron 
is removed from the atom without affecting the remaining ion core. As a result, 
this ignores the possibilities of excitation of the core due to the outgoing electron, 
and direct tunnelling of electrons other than the highest-lying.
Inspired by [40], Zon et al. [59] developed the ADK theory [14] to include 
nonsequential tunnelling of A  equivalent electrons, e.g. A  =  6 in the outer 5p 
shell of ground-state xenon. This multielectron tunnel ionization (METI) theory 
was further developed by Kornev et al. [60] to include the effects of core excitation, 
where the outgoing electron results in the population of excited states through 
shake-up (inelastic tunnelling). The output of the Kornev model is shown and 
compared to ADK [14] theory in Figure 1.19.
In many experiments [17,22], the ion yield from the full signal producing 
volume is recorded. As the intensity increases, and therefore 7 decreases, the 
yield changes from MPI-dominant behaviour (gradient A, where A  is the number 
of photons required for MPI) to a mixture of MPI and TI (gradient 7^  A), and 
OBI where the yield is said to be saturated. At this point, for a Gaussian focus 
the gradient is § [62], dominated by the increase in the signal-producing volume 
with increasing intensity. This is illustrated in Figure 1.20. For any comparisons, 
the full focal volume must be reintroduced to the tunnel theory. Focal averaging 
of both the theory and experimental data therefore obscures the saturation point 
and tunnelling behaviour, which would make a conclusive comparison of METI 
and non-METI theory with experimental data difficult.
Varying the intensity in the full-volume case requires the laser power to be 
adjusted or the beam to be attenuated, which reduces the count rate dram at­
ically. Additionally, the focal geometry and/or temporal characteristics of the
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Figure 1.19: Comparison of the intensity-dependent ionization probabilities pre­
dicted by the METI (solid lines) and ground-state-only models (dotted lines) by 
Kornev et al. [60] for argon and krypton ionized by an 800nm, 50 fs circularly- 
polarized pulse. The ground-state-only models exclude the core excitation ioniza­
tion channels, and are therefore equivalent to the predictions of sequential ADK 
theory [10,14,61]. Reproduced from [60].
laser pulses may be affected, especially if additional material is introduced in 
order to attenuate the beam. In 1996-8, Van Woerkum and coworkers [63 65] 
proposed and utilised a scheme to avoid these undesirable effects and circumvent 
the need for focal averaging, by keeping the focal conditions constant and scan­
ning the signal-producing volume using a thin slit or aperture. This technique is 
known as intensity-selective scanning (ISS), since for a slit width/aperture diam­
eter A z  < zr , where zr is the Rayleigh length of a Gaussian focus, the variation 
of the signal in z can be assumed to be small. An illustration of the difference be­
tween full-volume and ISS techniques is shown in Figure 1.21; in ISS, low-intensity
26
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Figure 1.20: Argon ionization yields for an 800 nm, 200 fs pulse. The MPI 
contribution (red dotted line) has a gradient of ~9, indicating a 9-photon process. 
Above saturation, the gradient is |  (green dotted line) due to the expansion of 
the Gaussian focal volume with increasing intensity. A dapted from [17].
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Figure 1.21: Section of the focal volume which dominates the detected signal in 
the (a) full-volume and (b) ISS case, where the detected volume is limited by a 
slit of width Az. Reproduced from [64].
behaviour can be selected so as not to be dominated by high-intensity signal closer 
to the centre of the focus.
In the full-volume case, the detected signal is effectively a convolution of the 
ionization probabilities and the entire three-dimensional focal geometry. In 1998, 
Walker et al. [65] introduced the deconvolution technique, enabling the extraction 
of the ionization probabilities directly from experimental data. Using ISS for 
the condition Az < zR, the signal is reduced to a convolution of the ionization 
probabilities and the on-axis intensity distribution, I ax(z), such tha t
where P  is the ionization probability, I ax(z) is the on-axis intensity representative 
of the slice through the signal-producing volume, S is the ion signal i.e. the 
integrated ion yield in this case, and z is the axial position of the detector with 
respect to  the geometric focus. The deconvolution procedure was adapted for a
( 1.8)
28
1.3 Multielectron effects
I I I I I I | T rT T T T J I I I I I:
tL
0-
D 1 
O 2 
A 3 
■ 4 
•  5
A 6
Intensity (Wcm2)
Figure 1.22: Deconvoluted ISS ionization probabilities for argon generated by 
a 790 nm, 50 fs laser pulse. The numbers in the key refer to the charge state 
(‘1’ for Ar+, ‘2’ for Ar2+ etc.). Reproduced from [66].
non-Gaussian focus by Bryan et al. [46] in 2006, in order to take into account the 
effects of diffraction in the beamline. An example of deconvoluted ISS results is 
shown in Figure 1.22.
Bryan et al. compared the ISS-deconvoluted recollision-free yields of argon [66] 
and krypton [67] to the predictions of Kornev et al. [60] and ADK [14] theory, 
finding them to be in superior agreement when METI and core excitation were 
taken into account, as shown in Figures 1.23 and 1.24, supporting the importance 
of considering multi-electron dynamics.
In contrast to the excitation previously described, it is also possible for elec­
trons to directly tunnel from lower-lying orbitals. Though the probability of 
this process is low, in some cases it is not negligible. Akagi et al. [68] provided 
experimental COLTRIMS evidence for direct tunnel ionization from the highest- 
occupied molecular orbital (HOMO) and a lower-lying orbital (HOMO-1) for 
hydrogen chloride (HC1), with Ip — 12.747 and 16.265 eV respectively, comparing
29
1 Introduction
10P (a) Ar
104
€
3*
CL
O  
Io
&<1)
jg
£
f (b) Ar
(c) Ar
f (d )Ar
(e) Ar
(f) Ar
Intensity (Wcm'2)
Figure 1.23: Ar+ (open squares), Ar2+ (filled squares), Ar3+ (open circles), Ar4+ 
(filled circles), Ar5+ (open triangles) and Ar6+ experimental ion yields (filled 
triangles) measured by Bryan et al. [66] are compared to the METI (thick solid 
line) and ground-state-only ADK theory (thin solid line) as modelled by Kornev 
et al. [60]. Reproduced from [66].
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Figure 1.25: Ratio of measured dissociation probability from two different or­
bitals, rhom o/rhom o -1 j following ionization from HOMO and HOMO-1 respec­
tively (filled circles) is plotted and compared to ADK theory for the same process 
(red solid line) and for bond softening (black dotted line). Reproduced from [68].
their results to ab in itio  simulations. Circular polarization was used to suppress 
recollision. In this case, electron-ion coindicence measurements were used to spa­
tially distinguish the yields from the HOMO and HOMO-1. The ratio of the 
dissociation probabilities following removal of an electron from the two levels, 
rHOMo/rHOMO-i was calculated and compared to an ADK model for dissociation 
due to ionization from the two orbitals, and dissociation via bond softening, the 
results of which are shown in Figure 1.25. The data  is found to be best described 
by the former, within error.
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In 2011, Shiner et al. [69] have shown experimental evidence of collective multi­
electron dynamics influencing high-harmonic generation in xenon. They observe 
a contribution to the high-harmonic spectrum due to the 4d orbital, despite the 
direct tunnel ionization yield being negligible compared to the outermost 5p or­
bital. Measured photoionization cross-sections are compared to a model based 
on the strong-held approximation (SFA) and found to be in agreement. The au­
thors attribute the results to inelastic scattering resulting in the population of 
an excited state as illustrated in Figure 1.26. This is similar to to the excitation 
mechanism described by [59] in the recollision-free case.
The modelling of tunnel ionization in the present work is described in 
Chapter 4, where direct tunnel ionization is allowed from multiple levels in the 
xenon atom. This is in contrast to [60], as lower-lying electrons are assumed to 
tunnel directly to the continuum without interacting with the remaining bound 
electrons, albeit with a lower probability of ionization due to the increased ion­
ization potential for states above the ground-state ionization threshold.
1.4 Conclusion
Multiphoton and tunnel ionization processes have been discussed, with landmark 
experimental and theoretical work reviewed. Experimental results for multiple 
ionization yields confirm the existence of excitation due to inelastic tunnelling. 
The characterisation of multielectron dynamics in atoms will lead to a better 
understanding of more complex systems, such as molecules, clusters and other 
nanoscale targets, and solids, where electron correlation effects become increas­
ingly important. Recollision processes and therefore the generation of correlated 
electrons can be controlled using carrier envelope phase (CEP) stabilised FCPs, 
enabling the control and optimization of high-harmonic generation, leading to 
the production of attosecond pulses.
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Chapter 2 
Ultrashort intense laser pulse 
generation and characterisation
This chapter describes the production of ultrashort (<100 fs) near-infrared (NIR) 
pulses in laser oscillators, the temporal compression techniques used to approach 
the single-cycle limit (~2.7 fs) and amplification techniques to produce very high 
intensity (> 1014 W /cm 2) pulses capable of significantly distorting the Coulomb 
potential of atoms and molecules. The interaction of intense many-cycle pulses 
with m atter results in tunnel and multiphoton ionization processes. W ith intense 
few-cycle pulses (~10 fs), tunnelling becomes dominant, hence can be resolved.
2.1 G eneration
2.1.1 O scillators
A laser oscillator comprises the gain medium in this case titanium-doped sap­
phire (Ti:Al20 3 , or Ti:S) -  within a resonant optical cavity. The electronic energy 
levels of the titanium  ions are strongly coupled to the vibrational energy levels 
of the sapphire crystal structure, splitting the degeneracy of the titanium  energy
35
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Figure 2.1: Schematic of four-level laser operation in a Ti:S crystal, showing 
the pump, lasing (tunable laser output) and non-radiative (collisional relaxation) 
transitions. Reproduced from [70].
levels and effectively creating a four-level system (as illustrated in Figure 2.1) 
with broad-bandwidth absorption (450 -  600 nm) and lasing (600 -  1000 nm), 
as shown in Figure 2.2. A pump laser creates a population inversion by promot­
ing electrons from the 2T2 ground state to the 2E  excited states. These decay 
rapidly via non-radiative vibronic relaxation to the lowest-energy 2E  state. Spon­
taneous or stimulated emission occurs for the lasing transition 2E  — >2 T2, and 
the population inversion between the lowest 2E  and the non-ground-state 2T2 
levels maintained by their rapid relaxation to the 2T2 ground state [70-72].
Ti:S is typically pumped using frequency-doubled infrared lasers: 
Nd:Y3Al50i2 (neodymium-doped yttrium  aluminium garnet, or Nd:YAG),
36
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Nd:YV04 (neodymium-doped yttrium vanadate) at 532 nm; and Nd:YLiF4 
(neodymium-doped yttrium lithium fluoride, or Nd:YLF) at 527 nm, which are 
near the absorption peak at ~500 nm.
The optical cavity comprises high-reflectivity mirrors at each end. As such, 
standing waves are formed when the reflected waves are in phase. The cavity 
supports standing waves, or modes with frequency spacing:
where L  is the cavity length, typically ~1 -  2 m, Though the cavity in principle 
supports n  modes of frequency v = g , only modes within the gain bandwidth 
and reflectivity response of the mirrors will be amplified in the oscillator, typically 
resulting in a gain bandwidth for a Ti:S oscillator of 700 900 nm centred at
~780 nm.
2.1.2 Q-s w itching
High-intensity pulses with duration ~ns can be produced by allowing the quality 
of the resonant cavity -  or Q-factor -  to be modified [73]. In practice, this can be 
achieved by reducing the reflectivity of one of the mirrors, using a mechanical or 
electronic shutter within the cavity. By continuing to pump the gain medium in 
an optical cavity with a low Q-factor, stimulated emission is suppressed, allowing 
the population inversion to build to its maximum level. If the same cavity is 
quickly switched so that it has a high Q-factor, the maximal population inversion 
results in maximum gain, resulting in a ‘giant’ pulse (with ~G W  peak power).
Typically, a Pockels cell between two polarizers is used as a fast electro-optic 
shutter (switching time ~ns). The first polarizer is aligned to the laser polar­
ization, and the second at 90°. The Pockels cell consists of a crystal with a
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birefringence tha t depends linearly on the voltage applied, and is set up to rotate 
the incoming polarization by 0° (no voltage) or 90° (voltage applied), thereby 
allowing or preventing the laser light from passing through the shutter. This is 
known as active Q-switching. Alternatively, the process can be achieved pas­
sively at regular intervals using media with intensity- and therefore time-varying 
gain such as saturable absorbers, which are made from materials which have an 
intensity-dependent absorption such as absorbant-doped material or semiconduc­
tors.
2.1.3 M ode-locking
When a laser output is continuous-wave (cw), each cavity mode oscillates with a 
random phase with respect to the next, resulting in an almost-continuous output, 
fluctuating slightly due to the random occurrence of phase matching between 
modes. If the gain of the oscillator is modulated to coincide with the round-trip 
time t = ^  of the optical cavity, several modes can be locked together in phase, 
and the laser produces a series of pulses regularly spaced in time.
Saturable absorbers can be used to modulate the cavity in such a way. Al­
ternatively, the properties of the gain medium can be exploited in a technique 
known as self-modelocking (SML) or Kerr lens modelocking [74], where the non- 
linearities in the gain medium itself act to suppress the gain. The Kerr effect is 
an intensity-dependent contribution to the refractive index of certain media, so 
that the refractive index becomes
n =  no +  n2/  (2.2)
where n2 is 3 x 10-16 cm2/W  for Ti:S. Two phenomena occur as a result: the 
variation of refractive index across the spatial intensity distribution of the beam
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Figure 2.3: Illustration of chirped-pulse amplification (CPA). A pulse stretcher 
introduces chirp to  spread the peak power over the spectrum  of the pulse, allowing 
it to  be amplified without exceeding the damage threshold of the amplifier crystal. 
A compressor restores the original pulse duration by removing the chirp imposed 
by the stretcher.
creates a lensing or self-focusing of the beam; the pulse also experiences self-phase 
modulation (SPM), which increases m aterial dispersion.
In principle, in mode-locked operation the oscillator can produce near- 
bandwidth-lim ited few-cycle pulses. However, as the pulse energy is typically 
of the order of 11J, focused intensities can only reach up to 1014 W /cm 2. These 
intensities would just be capable of single ionization by tunnelling, but higher 
charge states would not be generated.
2.1.4 C hirped-pulse am plification (CPA)
Direct amplification of the pulses from the oscillator would result in nonlinear 
effects developing further along the beam line (e.g. in subsequent gain media), 
degrading the beam  quality and, in the worst case, resulting in damage due to 
heating. To circumvent this, a technique known as chirped-pulse amplification 
(CPA) is employed, as illustrated in Figure 2.3. A pulse stretcher consisting 
of a pair of prisms or diffraction gratings -  uses angular dispersion to impose a
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wavelength-dependent path length and therefore a wavelength-dependent tempo­
ral delay. On passing through the pulse stretcher, fs-duration pulses from the 
oscillator are typically stretched to ~ns. The peak power is also significantly 
reduced, which allows for larger amounts of amplification without exceeding the 
damage threshold of the gain medium. Following amplification, a pulse com­
pressor -  also consisting of a grating or prism pair -  can be used to restore the 
original pulse duration after amplification, recompressing the pulse by introducing 
the opposite dispersion to that introduced by the amplification stage.
Ideally, the resultant frequency variation with time will remain linear, in which 
case the pulse is said to be chirped. However, higher-order time-dependent dis­
persion is possible and likely. Additional dispersion control optics (e.g. prisms) 
may be employed to try  to compensate for these higher-order dispersive effects, 
or in the case of a prism compressor the angularly dispersive elements themselves 
can be adjusted to minimise dispersion.
2.1.5 C hirped mirrors
An alternative method of dispersion compensation is to use multilayer dielectric 
chirped mirrors (see Figure 2.4), which reflect light at different depths depending 
on the incident wavelength. The idea of dispersion removal using a wavelength- 
dependent path length is similar in principle to the operation of the grating or 
prism compressor, but the chirped mirrors are much more accommodating of 
wider bandwidth pulses and significantly easier to align. Since each mirror is 
fabricated to add or remove a fixed amount of dispersion, several mirrors are typ­
ically used in series to compensate for dispersive effects introduced intentionally 
(e.g. spectral broadening for few-cycle pulse generation) or unintentionally (e.g. 
dispersion in air) along the beam path.
41
2 Ultrashort intense laser pulse generation and characterisation
Figure 2.4: Multilayer chirped mirror. Assuming the incident pulse is positively 
chirped as shown, longer wavelength components (red) penetrate to a greater 
depth than shorter wavelengths (blue), and as such traverse a longer path length. 
This delays the longer wavelength components and temporally compresses the 
pulse.
2.1.6 Fem toLasers 30 fs 1 kHz N IR  laser system
The FemtoLasers system shown in Figure 2.5 comprises a Ti:S oscillator, pumped 
with a frequency-doubled diode-pumped N d:Y V 04 laser (Coherent Verdi) at 
532 nm. Chirped mirrors within the oscillator cavity minimize dispersion; the 
resulting pulses are 12 fs, >4 nJ, 75 MIlz repetition rate with a bandw idth of 
750 850 nm. A Pockels Cell reduces the repetition rate to 1 kHz. These pulses
are stretched to ~20 ps in a 10 cm long SF57 glass block, and pass through 
an acousto-optic programmable dispersive filter (Fastlite Dazzler), which uses a 
measurement of the spectral phase to generate an inverse filter, in principle flat­
tening the spectral phase. The pulse then enters a Ti:S amplifier (FemtoLasers 
Femtopower Com pactPro), pumped with a continuous-wave frequency-doubled 
diode-pumped Nd:YLF laser (Thales JADE) at 532 nm, producing pulses of 
around ~20 fs in duration. The Ti:S amplifier crystal is housed within a vac­
uum chamber, and Peltier-cooled to -20°C. After recompression using two fused 
silica prism pairs, the resultant pulses are ~30 fs pulses with a bandwidth of 
~40 nm, which reach a peak energy of ~0.8 m j.
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Figure 2.5: FemtoLasers laser system overview. The system comprises a Ti:S 
oscillator and multipass Ti:S amplifier (Femtopower Compact Pro), producing 
~30 fs, ~0 .8  m J NIR pulses with a bandwidth of ~40 nm after recompression 
as described in the text. The separation between the second prism pair (PP) in 
the prism compressor can be adjusted to optimise dispersion removal. AOPDF =  
acousto-optic programmable dispersive filter (Dazzler), FI =  Faraday Isolator, T 
=  demagnifying telescope, P =  polarizer, B =  Berek polarization compensator. 
PC =  Pockels Cell, A =  apertures, F =  filter, PP  =  prism pair, OC =  output 
coupler, CM =  chirped mirror.
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2.1 .7  KM Labs R edD ragon 30 fs N IR  laser system
The RedDragon laser system shown in Figure 2.6 comprises a centre-wavelength- 
adjustable (700 -  900 nm) Ti:S oscillator (KMLabs Griffin) pumped by a 532 nm 
diode laser running at 5.6 W (Coherent Verdi), producing ~6 nJ pulses of <10 fs 
duration with a bandwidth of 55 - 60 nm. Chirped mirrors are used in the oscil­
lator to minimize dispersion. The pulse then passes through two cryogenically- 
cooled mechanically-isolated Ti:S multipass amplifier stages. The first stage is 
pumped by a 527 nm diode-pumped Nd:YLF laser (Photonics Industries DM30) 
running at ~28 W, and the second by two similar pump lasers (Photonics Indus­
tries DM30 and DM40) with a combined maximum power of 70 W. The pulses 
are then recompressed using a grating pair to a duration of <30 fs.
With the first amplifier in operation, output pulses are 1.2 -  1.5 mJ. With 
both amplifiers, the maximum pulse energy increases to 14 mJ, with a 1 kHz 
repetition rate, centred at 785 nm with a bandwidth of ~40 nm.
2.1.8 H ollow  fibre com pression
In order to generate few-cycle pulses approaching the transform-limit, additional 
bandwidth is required. The minimum achievable pulse duration or transform- 
limited pulse depends ultimately on the time-bandwidth product (TBWP)
A i'A r =  (2.3)
where A v  is the bandwidth, A t  is the pulse duration, and is a constant 
which depends on the temporal pulse shape. Assuming the pulse could be 
made approximately Gaussian in time after dispersion compensation (for a Gaus­
sian, Cj5 =  0.441), the minimum achievable duration for the pulse spectrum in
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output: NIR <25 fs 
1.2 - 1.5 mJ (amp 1 only) 
-14  mJ (amp 1 & 2)
Com pressor
527 nm 
Pump
527 nm 
Pump
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Pump
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Figure 2.6: KMLabs RedDragon laser system overview. The laser comprises a 
Ti:S oscillator (KMLabs Griffin), grating stretcher, first-stage amplification (KM­
Labs Dragon), second-stage amplification and a grating compressor, producing 
NIR ou tpu t pulses of <25 fs, ~40 nm bandwidth and an energy of 1.2 1.5 mJ
(amplifier 1 only) or 14 mJ (amplifiers 1 & 2), as described in the text. G =  
gratings, PC =  Pockels cell. The pulse exiting the grating stretcher enters a 
14-pass amplifier ring (some passes om itted for clarity). A set of apertures (A) 
only allows the most intense central part of the beam on each pass to proceed to 
the next pass. The Ti:S crystals in both amplification stages are cryogenically 
cooled (cryo) to 50 80 K, preventing therm al lensing and damage due to heat
buildup. The grating compressor compensates for linear and second-order dis­
persion; the angle of the final grating can be adjusted to optimise the dispersion 
compensation.
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Figure 2.7: Typical measured spectrum from the laser system described in Section 
2.1.7, with a bandwidth of ~40 nm.
Figure 2.7 (bandwidth ~40 nm) would be ~24 fs. For few-cycle NIR pulses, a 
single cycle is 2|  fs at 800 nm, hence ~10 fs and shorter pulses are desirable.
The phenomenon of self-phase modulation (SPM) may be exploited in a gas- 
filled hollow fibre [31] to broaden the pulse spectrum; the fibre acts as a waveguide 
and therefore increases the interaction length of the laser with the broadening 
medium. The optical Kerr effect results in an intensity- and therefore time- 
dependent nonlinear change to the refractive index, so the propagating pulse 
affects its own phase- and therefore frequency-shifts. Assuming a positively- 
chirped input pulse the leading edge shifts to lower frequencies (longer wave­
lengths) and the trailing edge to higher frequencies (shorter wavelengths), as 
shown in Figure 2.8. Using a differentially-pumped hollow fibre, shown in Fig­
ure 2.9, broadening is improved and becomes tunable by adjusting the pressure. 
Typical spectra obtained before and after the fibre are shown in Figure 2.10, 
demonstrating a bandwidth of ~140 nm is achievable, enabling near-transform- 
limited (~  8 -  12 fs) pulses to be produced after recompression using e.g. chirped
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Figure 2.8: Illustration of self-phase modulation (SPM). (left) The Kerr effect 
in the gas-filled hollow fibre results in an intensity- and therefore time-varying 
refractive index. As a result, the front of the pulse experiences a decrease in 
frequency (increase in wavelength) whilst the back of the pulse experiences an 
increase (decrease in wavelength), (right) The input pulse (dotted line) is spec­
trally broadened by SPM (solid line). The spectrum  therefore has a distinctive 
broadening pattern  centred a t the input pulse centre wavelength.
pressure gradient
evacuated, -0.1 bar noble gas, <2.4 bar
Figure 2.9: Differentially-pumped gas-filled hollow fibre. The end pieces are a t­
tached to the fibre and have Brewster windows at the outer faces. The laser 
pulses enter at the evacuated end of the fibre; this reduces the chances of ion­
ization which would at best reduce the power transm itted to the fibre entrance, 
and a t worst tem porally distort the pulse. SPM due to the nonlinear interaction 
with the noble gas spectrally broadens the pulse along the length of the fibre as 
dem onstrated in Figure 2.8. The pressure gradient, m aintained by the differential 
pumping, enhances the effect of SPM compared to a static-filled hollow fibre, as 
detailed in [31].
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Figure 2.10: Typical measured spectra from the laser system described in Section 
2.1.7 before (top) and after hollow fibre compression (bottom). The spectrum 
before the fibre has a FWHM of ~40 nm, centred at ~785 nm. After broadening 
in a 75 cm differentially-pumped hollow fibre (see Figure 2.9), with ~1.6 bar of 
argon at the high-pressure end, the spectrum is still centred at ~785 nm but has 
a bandwidth nearer ~140 nm. The new wavelengths generated by SPM are not 
necessarily in phase, the resulting interference creating structure in the sidebands 
(in contrast to the smooth sidebands illustrated in Figure 2.8).
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Figure 2.11: Overlap functions for the first three I =  1 fibre modes. The coupling 
between a Gaussian input beam and the EHn mode of the fibre reaches a peak 
when the input beam waist is 0.65 times the fibre inner radius, a. Reproduced 
from [30].
mirrors to compensate for the additional dispersion incurred due to the fibre (the 
transform limit is ~ 7  fs).
Assuming the input beam profile can be considered to be approximately Gaus­
sian, the overlap between the input beam and the fibre modes is given by the 
overlap function [30]
=  4[J r Jo(uimr/a)  expj - r 2 / w 2) dr] 2  
77 [w2 f  rJ$(uimr/a)dr\
where 77 is the coupling efficiency, a is the hollow fibre inner radius, uim is the 
root of the equation Jo(uim) = 0 and is 2.405 for the EHn mode, and w is the 
beam waist (1/e 2 radius). The Gaussian beam profile at the input results from 
the fundamental TEM0o (transverse electromagnetic) mode output expected from 
the laser oscillator, where the electric and magnetic fields only have components 
which are transverse to the beam propagation direction. The EHn fundamental 
mode supported by the fibre is a hybrid mode, where the electric field also has
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an axial component, since the beam propagates by grazing incidence reflections 
from the fibre wall [30,75-77].
Figure 2.11 shows the coupling efficiency (given by Equation (2.4) for the first 
three I = 1 modes vs. normalized spot size at the fibre entrance. The optimum 
coupling efficiency (~  98%) is achieved by coupling to the EHn mode, which 
requires the input beam radius to be 0.65 times the fibre inner radius. However, 
the coupling efficiency is expected to be 90% even if the input beam radius is 
between 0.49 and 0.84 times the fibre radius.
Experimentally, such high coupling efficiency is difficult to achieve. The input 
pulse profile is not necessarily Gaussian, resulting in the excitation of higher fibre 
modes. There will also be deviations of the ‘real’ fibre as compared to an ideal 
one; due to the manufacturing process the core is unlikely to be perfectly circular 
nor the fibre perfectly straight along its length. The fibre may also bend due 
to external stresses such as may be caused by the mountings used, which will 
result in losses. Ionization may also occur within the gas-filled fibre core, despite 
attempting to minimize this effect using differential pumping. There is also the 
possibility of thermal damage to the end of the fibre, which will gradually reduce 
the coupling efficiency throughout the fibre’s lifetime. The combination of all 
these effects results in a typical experimental energy throughput of 50 -  60%, 
after optimizing the fibre angle and position with respect to the focus at the 
input to produce a predominantly single-mode (EHn) output.
2.2 M etrology
In order to fully characterise an ultrashort pulse, either the temporal intensity and 
phase, or the spectral intensity and phase are required. Pulse spectra are easily 
and readily measurable, but temporal characterisation is more difficult, since the
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only diagnostic tool capable of measuring the pulse on ultrashort timescales is 
the pulse itself.
This chapter describes two methods which are commonly used to characterise 
ultrashort pulses: the autocorrelator, which has significant limitations for pulses 
much shorter than ~30 fs; and its successor, frequency-resolved optical gating 
(FROG) which is capable of uniquely characterising shorter few-cycle pulses by 
extracting information from a simultaneous measurement of the pulse in the spec­
tral and temporal domains, i.e. a spectrogram.
2.2.1 A utocorrelator
Autocorrelation involves overlapping a pulse with a delayed copy in a nonlinear 
crystal, producing the autocorrelation signal
achieve single-shot measurement of the pulse duration, rather than changing the 
pulse delay by mechanically changing the path length of one of the arms with 
respect to the other, the two beam paths are made to cross at a small angle 
in a slice of Type I /?-BaB204 (/?-barium-borate, or BBO) crystal, as shown in 
Figure 2.12. This produces a spatial distribution of second-harmonic intensity, 
which is essentially a mapping of the delay t . A CCD camera (Sony) images 
the second-harmonic signal. The pulse shape is assumed and deconvolved from 
the measured autocorrelation, and the full-width half-maximum (FWHM) deter­
mined to give a measurement of the pulse duration.
o o
(2.5)
— OO
where r  is the relative delay between the two copies of the pulse.
A 50:50 pellicle beamsplitter splits the pulse to be measured. In order to
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Figure 2.12: Second-harmonic autocorrelator. The near-infrared (NIR) input 
pulse is split equally using a 50:50 pellicle beam splitter (BS), with the two copies 
of the pulse following different paths which cross at a small angle in a piece of 
BBO crystal. The manual translation stage can be adjusted until the tem poral 
overlap of the two pulses occurs within the crystal. The second-harmonic (SH) 
signal produced is filtered (F) to  remove the NIR, and the SH focused onto a 
CCD. with the image i.e. autocorrelation trace being transferred to  a PC.
Autocorrelation is limited to measuring the pulse duration, and cannot give 
any information about the temporal or spectral phase. It also requires the pulse 
shape to be known or assumed. For >30 fs pulses, a measurement of the pulse 
spectrum  allows the expected pulse shape to be inferred, and a successful autocor­
relation measurement can be made assuming the pulse has a flat spectral phase 
i.e. dispersion has been successfully compensated. However, for shorter pulses, 
higher-order dispersion is more likely to remain in the pulse despite (or because
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of lower-order) dispersion compensation. Unless the effects of these multiple or­
ders of dispersion are accurately quantified and included in the assumed pulse
shape, the autocorrelation becomes ambiguous and unreliable [78]. Dispersion 
information cannot be reliably inferred from the spectrum either, since there is 
no one-to-one mapping of spectrum and autocorrelation.
2.2.2 Frequency-resolved optical gating (FRO G )
Frequency-resolved optical gating (FROG) [79] temporally- and spectrally- 
resolves the pulse in order to retrieve the information that autocorrelation can­
not. Moreover, as FROG simultaneously measures the pulse temporally and 
spectrally, a unique solution can be found for the temporal pulse shape, and the 
tem poral/spectral phase can be determined.
SHG-FROG (a variant of FROG) overlaps the pulse to be measured and a 
delayed copy in a second-harmonic crystal such as BBO, producing a spatial 
mapping of r  as with the autocorrelator, but the second-harmonic signal is then 
spectrally resolved by e.g. passing it through a diffraction grating, as shown in 
Figure 2.13. This produces a spectrogram of the form
this case is a copy of the pulse E(t)  itself, delayed by r . The resulting spectrogram 
is recorded using a CCD camera (AVT Pike), an example of which can be seen 
in Figure 2.14.
A proprietary algorithm is used to recover the temporal intensity envelope 
I(t) and phase (p(t) from the measured spectrograms, as well as the spectral 
intensity S(X)  and phase <^ (A). Figure 2.15 shows the output of this algorithm
E{t) g{t — t ) exp(-iujt) dt
2
(2.6)
where E(t)  is the pulse electric field, and g(t — r)  is the gating function, which in
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Figure 2.13: SHG-FROG. The input pulse is split equally by a 50:50 thin glass 
beam splitter. The two copies of the pulse cross at a small angle in the SHG crystal 
as with the autocorrelator in Figure 2.12, but in this case the second-harmonic 
(SH) signal is focused onto a transmission diffraction grating (G). The resulting 
spectrogram (an example of which can be seen in Figure 2.14), with delay r  in 
the ^-direction, and wavelength A in the ^/-direction (illustrated by ‘side view') is 
recorded by a CCD and transferred to a PC.
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340 360 380 400 420 440 460
wavelength, A [nm]
Figure 2.14: Typical measured SHG-FROG spectrogram for a ~12 fs pulse. The 
‘ripples’ at lower wavelength and large delay are due to higher-order dispersion.
for the spectrogram shown in Figure 2.14. From the recovered I ( t )  and 0(Z), it 
is possible to reconstruct the complete pulse electric field, using the equation
E(t )  =  \  y /W )  exp (i(u0t -  (f>(t)) +  c.c. (2.7)
where u>o is the centre frequency, and c.c. is the complex conjugate of the first 
term.
2.3 Conclusion
Intense u ltrashort pulse production, amplification and dispersion compensation 
have been discussed, and the layout of the beamlines used for the experiments in 
Chapters 5 and 6 detailed. The retrieved pulse characteristics from FROG are
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Figure 2.15: FROG retrieval, showing the normalised temporal and spectral in­
tensity and phase for the spectrogram in Figure 2.14
shown, and form the basis of the pulse electric field reconstructions discussed in 
Chapter 4.
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Chapter 3
Experim ental techniques
This chapter describes the use of time-of-flight mass spectrometry to detect and 
distinguish the ions produced by the interaction of an ultrashort intense laser 
pulse with atoms. Interferometric techniques are also described which allow for 
pump-probe studies, or modifications to the temporal intensity profile of the 
incoming pulses.
3.1 Tim e-of-flight mass spectrom eter
Figure 3.1 shows the ultra-high vacuum (UHV) tank, which houses the ion time- 
of-flight mass spectrometer (TOFMS) and focusing optic. The pressure in the 
tank is monitored using a combined Pirani/Bayard-Alpert ionization gauge (Pfeif­
fer PBR 260), with a range of 5 x 10-10 — 1000 mbar. A turbo pump (Pfeiffer 
Vacuum TPU 450H), with a pumping rate of 450 Z/s backed by an oil-free di­
aphragm pump (Pfeiffer MD 4T) typically reduces the measured base pressure of 
the tank to ~  10-9 mbar.
Laser pulses enter through an AR-coated 3 mm thick fused silica window, 
and are reflectively focused by an /  =  50 mm spherical mirror. The mirror is 
mounted on an XYZ manual translation stage with the manipulators on the tank
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Sample gas 
(e.g. Xe)
NV
MCP
3mm-thick 
fused silica window
DT
Manual translator 
w w — BP from
interferometer
Turbo pump
Diaphragm 
(backing) pump
Figure 3.1: Schematic of the time-of-flight mass spectrom eter (TOFMS). The di­
aphragm and turbo pumps m aintain ultra-high vacuum (UHV) in the interaction 
region, and the needle valve (NV) controllably introduces the sample gas. NV =  
needle valve, BP =  bottom  plate, T P  =  top plate, DT =  drift tube, MCP =  mi- 
crochannel plate detector stack, M =  focusing mirror. Ions produced at the laser 
focus (represented by blue arrows) are accelerated bv the electric field produced 
between BP and TP. The ions enter DT through a 250 fin l aperture, encoun­
tering a field-free region where they separate according to their charge-to-mass 
ratio, and are detected by the MCPs.
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exterior, with 0.01 mm resolution in x and y , and 0.1 mm resolution in z. After 
temporarily placing a fluorescent card with a pinhole at the entrance window, 
the laser can be aligned to the tank by adjusting the translation stage until the 
centres of the pinhole, the incoming beam and back-reflected beam are coincident.
The target gas enters the tank via a needle valve, which controls the flow rate. 
A 1 mm diameter capillary tube connected to the needle valve channels the target 
gas to the focal region, where it is delivered as an effusive gas jet ~1 cm from 
the focus. The needle valve is adjusted so that the tank pressure is increased to 
~  10-7 mbar, corresponding to a target density (for xenon) of ~  109 cm-3.
Target ions produced at the laser focus, under the influence of an external 
electric field, will experience an acceleration which depends on their mass and 
charge. The ion time-of-flight mass spectrometer illustrated in Figure 3.1 is used 
to detect and distinguish ions by their mass-to-charge ratio. By applying voltages 
to the top plate (TP), bottom  plate (BP) and drift tube (DT), each of which 
are electrically insulated from each other, three independent electric field regions 
may be generated: an accelerating ‘source’ region (between BP and TP), a second 
accelerating region (between TP and DT), and a field-free drift region (within 
DT). Typically, equal voltages of opposite polarity are applied to TP and BP 
respectively, introducing a constant electric field over the source region. In the 
current work, the spectrometer is set up to detect positive ions, i.e. BP has 
a positive voltage applied, and all accelerating voltages (TP, DT and at the 
detector) are negative. The specific voltages applied, and the ratios between 
them, will depend on the mode of operation required.
S p a tia l m ode  The voltage applied to TP and DT are set equal, reducing 
the spectrometer to a simple two-stage case: a source region (between BP and 
TP) and a field-free drift region (TP and DT). Ions are accelerated in the source 
region, then separate in time according to their mass-to-charge ratio in the drift
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region. Assuming the ions have zero initial momentum at the point of ionization, 
they follow a straight trajectory throughout, and the expected flight-time is given
where m  is the mass of the sample atom, n is the charge state, e is the elementary 
charge, E  is the magnitude of the electric field in the acceleration region, s is the 
distance between the point of origin of the ion and the end of the acceleration 
region, and D the length of the drift region.
W iley-M cLaren m ode The source region is split into two stages: one 
between BP and TP, and the other between TP and DT. The ions no longer follow 
straight trajectories, but undergo spatial lensing due to the increased electric field 
curvature [80-83], as illustrated in Figure 3.2. A ratio of voltages is found which 
allows all ions of a particular mass-to-charge ratio are made to arrive at the 
detector at the same time, wherever they are generated within the laser focus. 
The mass resolution of the spectrometer is therefore increased, at the expense 
of spatial resolution. Additionally, in studies where the initial kinetic energy 
is not negligible and is to be measured, the Wiley-McLaren mode gives greater 
energy resolution, e.g. in the case of photodissociation and Coulomb explosion in 
molecules, as reviewed in [84].
At the end of the drift tube, a high-voltage grid accelerates the ions towards 
the detector, and rejects any electrons which may have travelled through the 
drift tube. The detector is illustrated in Figure 3.3, and consists of a pair of 
impedance-matched Philips G25-25DT/13 microchannel plates (MCP), each with 
diameter 25 mm, 2 mm thick with 25 pm  diameter pores at 13° bias angle. These 
are mounted in a chevron configuration to reduce electron backscattering. Ions 
striking the first MCP produces a cascade of electrons which drift towards the
by [80]
(3.1)
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Figure 3.2: Illustration of spatial lensing. In spatial mode, the field line curvature 
is negligible, and the ions follow a straight trajectory. In the Wiley-McLaren 
mode, the field line curvature is significantly higher, particularly in the presence 
of the aperture, resulting in an electrostatic lens between the source and the 
detector, and a spatial focusing of the ions in the drift tube.
second MCP, producing another cascade. By this point, the gain is 10'. These 
electrons are driven towards the anode, where they are collected and conducted 
to ground via a known resistance. The resulting brief increase in the potential 
difference between the anode and ground produces a pulse of duration ~ 2  ns.
3.2 D a ta  collection
The pulses produced by the MCP are passed through a fast pre-amplifier 
(EG&G ORTEC VT120A), with a gain of 200 and response tim e ~1 ns. The 
amplified pulses are then detected using a 40 gigasamples/s, 2.5 GHz bandw idth 
digital phosphor oscilloscope (Tektronix D P07254). At this point, the pulses are 
measured to be ~ a  few ns, spreading as a result of the filtering circuit between
6 1
3 Experimental techniques
anode
MCP2
MCP1
Rivera
[7777/77771
DT
TP
BP
-► s ig n a l to  D P O
0 V
-222 V 
-1.3 kV 
-2.6 kV
-2.8 kV
-300 V
ions
-300 V 
-300 V
+300 V
E -fie ld
Figure 3.3: Illustration of TOFMS, highlighting the detector stack and electron­
ics. Typical applied voltages are shown for spatial mode operation with a xenon 
target. G =  acceleration grid, MCP — microchannel plate, BP =  bottom  plate, 
TP  =  top plate, DT =  drift tube. The red arrows represent the direction and 
m agnitude of the electric fields, and the direction of travel of ions and electrons 
(e“ ) are shown.
(c^Control program j-»--
Move 
translation 
stage
Acquire  data Store dataSync signal?
Figure 3.4: Flowchart of the procedure followed by the oscilloscope.
the MCP anode and the signal output of the detector electronics. The timebase 
is adjusted according to the minimum measurable pulse.
The DPO simultaneously runs the data collection, storage and processing soft­
ware under Lab VIEW, as well as communicating with a motion controller (New­
port MM4005) via RS-232 and ASCII commands to autom ate the pump-probe 
delay and temporal pulse shaping described later. The oscilloscope behaviour for
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Figure 3.5: Typical time-of-flight spectrum for xenon, timebase 4 ns. Xe+ to Xe6+ 
charge states are visible (higher charge states appear earlier than lower charge 
states), with the five most abundant isotopes (129Xe,131Xe,132Xe,134Xe,136Xe) de­
tected. The mass resolution, ^  ~  120 (average Xe mass =  131.29 amu, from 
average isotope mass weighted by natural abundance [85]).
the experiments described in Chapters 5 and 6 is summarised in Figure 3.4. A 
photodiode samples the incoming laser pulses, utilising mirror leakage or back- 
reflection, and triggers the oscilloscope to be synchronised with each laser pulse.
A typical time-of-flight spectrum for xenon using spatial mode is shown in 
Figure 3.5. The velocity of each ion on leaving the acceleration region in­
creases with increasing charge state; as such, the highest detected charge state 
(Xe7+, at ~2.6 /is) arrives at the detector first, and the lowest charge state last 
(Xe+, at ~6.7 //s). The total time-of-flight for each ion is predominantly deter­
mined by its charge, but the mass dependence can be resolved in the structure of 
each charge state peak, with the subpeaks corresponding to the arrival times of 
the different isotopes. Using the time-of-flight spectrum, the position of the focus 
with respect to the TOF aperture can be fine-tuned by maximising the amplitude
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Figure 3.6: Xenon time-of-flight ion yield peaks plotted as a function of the 
square-root of their mass-to-charge ratio. Charge states are well-separated in 
time. The multiple data  for each charge state  correspond to the several isotopes 
of xenon present. The linear fit shown confirms the relationship expected from 
Equation (3.1).
of the highest charge state peaks, which are only generated over a small volume 
of the focal region.
Equation (3.1) predicts a linear relationship between the square root of the 
mass-to-charge ratio and the time-of-flight, which is verified in Figure 3.6 for the 
flight times, identified masses and charges in Figure 3.5.
3.3 In te rfe rom etric  techniques
In order to investigate the temporal behaviour of ionization processes, an inter­
ferometer is used to create co-propagating identical copies of a pulse separated in 
time. The Mach-Zehnder interferometer layout is shown in Figure 3.7. The pulse
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computer-controlled 
translation stage
— ►—
BS BS
Figure 3.7: Mach-Zehnder interferometer, with a computer-controlled motorised 
translation stage in the variable arm. BS =  thin beam splitter.
is split a t the input beam splitter, and each copy traverses one of the interferome­
ter arms. One arm has a fixed length; the other can be varied using a translation 
stage, which is controlled by the DPO via the Newport MM4005. A difference in 
path length corresponds to a difference in the time taken for each pulse copy to 
arrive at the ou tpu t beam splitter, where the beam paths recombine.
In order for time-dependent studies to be successful, the interferometer needs 
to be spatially well-aligned over the range of translation of the variable arm, 
with the overlap verified initially visually, then with a CCD. Near the temporal 
overlap, the spatial overlap can be fine-tuned using interference fringes as a guide. 
Typically, a path  variation of less than a fringe (~30 nm, beam diameter 10 mm, 
distance 9 m) is acceptable, corresponding to ~0.1 fs.
A coarse determ ination of the tem poral overlap position will be determined 
from the beam path  length. The autocorrelator described in Section 2.2 is then 
used for a more accurate determ ination. Near tem poral overlap, three peaks will 
be seen in the autocorrelation signal, which correspond to four temporal overlaps, 
the origin of which are illustrated in Figure 3.8. Temporal overlap is achieved 
where all peaks are superimposed.
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Figure 3.8: Measuring temporal overlap using an autocorrelator. The illustration 
shows two beams overlapped at a small angle (exaggerated in the figure for clar­
ity) in a SHG crystal as illustrated in Figure 2.12. An autocorrelation signal is 
produced wherever the pulses overlap spatially and temporally within the crystal.
The translation stage in the variable arm of the Mach-Zehnder inter­
ferometer is comprised of a 25 mm long high-resolution translation stage 
(Newport M-MFN25CC), which may be mounted on a 25 cm long motorised 
translation stage (Newport ILS250CCL) to facilitate coarse adjustment of the 
beam path length. The small stage has a minimum increment of ~  |  fs 
(0.055 pm), repeatability of 1 fs (0.3 /mi) and a stability of <300 as. The larger 
stage has a minimum increment of ~ 3 | fs (1 pm), repeatability of 1.5 pm, and a 
range of ~800 ps.
The optical cycle of NIR (wavelength ~800 nm) is ~2.7 fs. In order to resolve 
subcycle behaviour, a resolution of at least one half-cycle is required. Once the
I
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approximate position of temporal overlap is found, the delay between the two 
pulses can be varied with ~0.3 fs resolution (twice the translation stage resolution, 
as the beam path length increases by 2A z for every change A z in stage position), 
which corresponds to |-cycle resolution as used in the experiment.
For pump-probe studies, e.g. the XUV-NIR experiment described in 
Chapter 6, either or both stages may be used in combination, with the smaller 
stage providing subcycle resolution if required.
W ith overlapped NIR-NIR pulses of the same polarization, the interferometer 
may be used for temporal pulse shaping, as modelled in Chapter 4 and used in the 
experiment described in Chapter 5. Superposition of the electric fields of the two 
pulses results in constructive and destructive interference, changing the temporal 
intensity profile of the pulse. Depending on the beamsplitters chosen, an unequal 
energy splitting can be used, enabling the weaker pulse to modify the shape of the 
stronger pulse without complete destructive or constructive interference occuring 
at temporal overlap.
The carrier envelope phase (CEP) of the pulses are not locked for the laser 
systems described in Section 2.1.6 and 2.1.7. However, the two copies of the pulse 
traversing the interferometer maintain the same relative CEP. The beamsplitters 
are thin to minimise material dispersion, and each pulse experiences the same 
amount of material dispersion, i.e. (aside from the mirrors) each pulse experiences 
one reflection from, and one transmission through a beamsplitter at 45°.
3.4 Polarization control
In order to transform the initially linearly-polarized pulses to circular polarization 
(as used in Chapter 5), a broadband achromatic quarter-waveplate (FemtoLasers 
OA229) is used, with a 14.5 mm clear aperture. The QWP consists of alternating
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layers of quartz (Si02) and magnesium fluoride (MgF2) crystals. The retardation 
is 0.25 ±  0.007 over the range 650 -  950 nm. The pulse propagation through the 
QWP is modelled in Section 4.1.1.
3.5 Conclusion
The detection of ions produced at the laser focus by TOFMS is thoroughly dis­
cussed, as well as the apparatus for temporal pulse shaping and polarization 
control. The TOF spectra obtained as a function of mirror position and pulse 
shape are processed and analysed in Chapter 5.
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Chapter 4 
Tunnel ionization and 
spatiotem poral pulse m odelling
This chapter describes the spatial and temporal modelling of pulse propagation 
through the NIR beamline used for the experiments in Chapter 5, incorporating 
temporal pulse shaping. The nonadiabatic tunnel theory of Yudin and Ivanov 
described in Chapter 1 is used in a modified form to incorporate multielectron 
effects, and used to generate ionization probabilities for comparison to the data 
in Chapter 5. The beamline and tunnelling models are then combined in order 
to predict the three-dimensional ion distributions over the focal region.
4.1 Pulse propagation
In order to generate laser intensities required for most strong-held processes, it 
is typically necessary to produce a laser focus. Gaussian optics are commonly 
assumed to sufficiently describe the focal geometry. However, as a consequence 
of the processes leading to ultrashort pulse generation described in Chapter 2, 
and diffraction due to beam transport optics over propagation distances of a few 
metres as discussed in Chapter 7, the resultant beam profile may differ signif­
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icantly from a Gaussian. In these cases, more rigorous predictions of the focal 
geometry are required in order to derive meaningful results from experimental 
data, particularly where strong-held physics at the focus is spatially resolved.
It is convenient to describe an optical system mathematically as a matrix, 
which is a combination of individual matrices describing optical components. 
Typical experimental setups are radially-symmetric, and it is fair to assume that 
the paraxial condition is maintained, i.e. that all rays lie near to, and form a 
small angle with respect to the axis of propagation. The optical matrices are 
therefore simplified by the paraxial approximation [75] to give
T  =
\ °  V
L =
( 1 0
R =
n
\ u •» /
(4.1)
where T  is a free-space translation, L is a thin lens or spherical mirror (with 
7 =  r 5 c ’ w^ere /  is the focal length and ROC is the radius of curvature), and R  
is refraction at an index boundary (ni and 77,2 are the refractive indices before and 
after the boundary respectively). Each component matrix describes the effect on 
a paraxial ray (J), with r and 6  being the displacement and angle with respect 
to the propagation axis respectively.
Ray-tracing can provide useful information such as approximate changes in 
beam size, if the initial size is known, and positions of geometric foci. In itself, 
this method cannot yield changes to beam profile. However, it can be combined 
with diffraction equations which predict the complex electric field distribution at 
an output plane from a given input plane. A generalized form of the Huygens- 
Fresnel diffraction equation for cylindrically-symmetric coordinates, derived from
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the work of Collins [86], is given as
2-n a
U2 (r2 ,<j>,z) =  ~
1 1 U l{n ' 9'
2 =  0) exp(ikS)ridridO
o o
(4.2)
where
S  = Z'  +  - i ( Ar\  -  2n r 2 cos(0 — 0) + Dr\)
JD
is a function describing the distance between any two points on the input and out­
put planes, 2 is the axial position, A is the wavelength, k — is the wavenumber, 
and A, B, D  are elements of the paraxial system matrix M  — ( c  d ) describing 
the optical system between the two planes. M  is constructed by multiplying 
together the necessary component matrices T, L  and R  for each section of the 
beamline, giving
M in-+\ —  L \T \ —
1 x
\ ~ *
>3 =  Tz =
dx
 L ]_ _
\
— T2 —
t)
^1 (d3)^
' 1  d2'
\ °  V
0 1
M 3 _>4 — T 4 L 2  —
/
(4.3)
where M in^ i  is the matrix describing the section between the hollow fibre exit 
plane, Uin(rin) on Figure 4.1, and the collimating mirror plane, M i ^ 2
the matrix between the collimating mirror and the quarter-wave plate (QWP), 
U2 (r2); M 2^ s  between the QWP plane and the focusing mirror plane t/3(r3); and 
M3_>4 between the focusing mirror and the plane U^{r^ 2) within the focal region 
at a chosen axial position, 2. f i  and f 2 are the focal lengths of the collimating 
mirror and focusing mirror respectively. In the model described in this chapter, 
d\ =  1 m, d2 = 6 m, d3 =  2.6 m, f i  =  1 m, and f 2 = 50 mm.
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Figure 4.1: Beamline modelling. The Huygens-Fresnel integral (Equation (7.1)) 
is solved numerically at each of the planes U\ to t/4, with the propagation between 
planes modelled using matrices, as described in the text. QW P =  quarter-wave 
plate. Distances and angles have been exaggerated for diagram m atical purposes.
The input and output planes are separated by a to tal axial distance Z ', and 
co-ordinates (n ,# )  and (r2 , 0 ) define points on the input and output planes re­
spectively.
Using the laser resonator condition [87]
2tt
f  exp[?(-" / 2 cos[fl — 4>\ — W)\d0 =  2nil exp(-il<f>)Ji{--*!2) (4.4)
J  A  An
and expanding Equation (4.2), the electric field at the output plane is given by
27r? D r 2 f
U( r2,z) = - — exp( ik(Z, +  - ^ . ) )  J  Ui { r u z =  0 ) exp(Gbf) J ^ H r ^ d r i  (4.5)
o
where G =  i k A / 2 B  and H =  k r2/ B .
The optical setup used in Chapter 5 has been modelled as illustrated in
Figure 4.1. A Gaussian beam profile is assumed to be optimally coupled at the 
input end of the hollow fibre described in Section 2.1.8, such th a t the output 
consists predominantly of the EH n fundamental Bessel mode [30.88,89] of the
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Figure 4.2: Solutions to the Huygens-Fresnel equation at the exit of the hollow 
fibre (U{n), collimating mirror (£/]), quarter-wave plate (7/2) and focusing mirror 
(f/3), as labelled in Figure 4.1. Normalised intensity, J / / 0 is plotted as a function 
of radius, r, where 10 is the peak intensity at (he input plane. The grey region in 
U2(r)  represents the truncation due to the QW P having a clear aperture of 7.25 
111111.
form
U f a )  =  J 0(2.405r1/ a 1) (4.6)
which is a zeroth-order Bessel function of the first kind truncated at the first root, 
and <ii =  125 pim is the radius of the hollow fibre.
Figure 4.2 shows the solutions of the Huygens-Fresnel (IFF) at the hollow 
fibre exit, collimating mirror, quarter-wave plate (QW P) and focusing mirror. 
The beam profile a t the output of the hollow fibre forms the input plane for the 
first stage of the model. The hard edge a t the fibre exit causes diffraction, as 
can be seen in the solution of the IFF  at plane U\. The beam is truncated by 
the 1“ (25.4 mm) diam eter collimating mirror, and this is used as the input to 
the IFF  for the second stage of propagation. The QW P converts the initially 
linearly-polarized light to circular polarization, but also causes further diffraction 
(14.5 m m -diam eter clear aperture). The IFF  is evaluated a t the QW P after
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Figure 4.3: IIuygens-Fresnel intensity solution in the focal region, U±{rA,z)  in 
Figure 4.1, after propagation through the model beamline in the same figure. 
Thick contours are plotted at each order of m agnitude change in intensity, with 
thin contours for every |-order. The contour colour change is for clarity only.
truncation {U2 ), which propagates towards the 1 " diameter focusing mirror, where 
Us is evaluated. In Chapter 5, the focusing mirror is housed within the time-of- 
flight mass spectrom eter (TOFMS) described in Section 3.1. Since the focusing 
mirror can be translated with respect to the detector, the H-F at U^r^z)  is 
evaluated for a range of axial positions, 2 .
Figure 4.3 shows a radial slice through the full three-dimensional axisymmetric 
focal region. The effects of diffraction can be seen as oscillations in the contours, 
most clearly between 2: =49.4 49.7, 50.2 50.4 111111 for r  <  20 /i 111. There is also
an asymm etry either side of the expected geometric focus at 2: =  50 111111. The 
peak intensity is offset 40 gm  downstream of the geometric focus, and there are 
asymmetric lobes for intensities between three and four orders below the peak 
intensity, extending to z =  49.6 mm 011 one side of the geometric focus, and to 
z =  50.2 111111 on the other.
Using the procedures described, the full three-dimensional focal volume (in 
x, y and 2 ) can be modelled numerically. However, a fixed volume element size 
sufficient to accurately represent the small (in r) structured intensity distribution
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at low z will result in an unnecessarily high-resolution representation of the large 
(in r) smooth distribution at high z, resulting in an inefficient use of computer 
processing time. An adaptive grid has therefore been adopted, where only A z  
is fixed, and Ax ,  A y  vary according to the half-width half-maximum (HWHM) 
in r for each Az.  The calculation time for a section of the focal volume be­
tween z = 49-50 mm using an adaptive grid in (x,y), with a minimum step 
size A x  =  A y  ~  0.3 pm  and maximum A x  =  A y  ~  5 pm  took ~  15 minutes, 
compared to ~  3 |  hours with a fixed A x  =  A y  =  0.5 pm.
Histograms demonstrating the variation in intensity distribution with the ax­
ial position, 2, as a series of slices through the full three-dimensional volume 
are plotted in Figure 4.4 for / peak =  1017 W /cm 2, calculated over a volume 
of 125 pm  x 125 pm  x 5 for each z-slice. Ax, A y  varies between 0.15 -  
2 pm,  and A z  = 5 pm  is fixed. At 49.0 mm, no volume elements are above 
I  =  1.4 x 1015 W /cm 2, and most are below 3.2 x 1014 W /cm 2. As z increases up 
to 50 mm, the on-axis peak intensity increases and the radial intensity profile nar­
rows, i.e. the volume decreases and occupies a wider range of intensities, which is 
reflected in the histograms. At 49.6 mm, secondary peaks appear, corresponding 
to the diffraction structure in the beam reaching higher intensities. At 50 mm, 
there are two maxima in the histogram. The peak intensity is 1017 W /cm 2, but 
the volume above 7.5 x 1016 W /cm 2 is at least ten times smaller than the vol­
ume contributing to the intensity range 6.7 x 1016 -  7.5 x 1016 W /cm 2. Above 
z = 50 mm, the volume begins to increase and the intensity range occupied de­
creases.
4.1.1 Tem poral effects and polarization
The modelling described in Section 4.1 considers only the spatial effects of beam 
propagation. For the experiments in Chapter 5, circularly-polarized pulses are
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Figure 4.4: Histograms of the full three-dimensional intensity distribution, at the 
^-positions labelled, for a peak intensity of 101' W /cm 2. The volume scale for 
all histograms has been normalized to the height of the highest bar at z =  49.0 
mm for clarity. The grey filled areas indicate regions which are above the peak 
intensity for th a t particular z. The intensity bin width is lO0 05 W /cm 2.
used to suppress recollision ionization (which is discussed in Chapter 1 ). To trans­
form the initially linearly-polarized pulses from the laser to circular polarization, 
a QW P is used (Section 3.4). Apart, from the entrance window of the TOFMS, 
the QW P is the only transmissive optic in the NIR-N1R beamline after the hol­
low fibre (Figure 5.1). Any material in the beam path will result in temporal 
dispersion of the laser pulse.
Section 2.2.2 describes the FROG technique used to measure the pulse elec­
tric field envelope and phase as a function of time, enabling the retrieval of the
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before GDD 
after GDD
°-60 -40 -20 0 20 40 60
time, t (fs)
Figure 4.5: (left) Measured pulse electric field before the QW P (red), and mod­
elled pulse electric field after the QW P (blue), incorporating the effects of addi­
tional group-delay dispersion (GDD). (l ight)  Corresponding pulse intensity en­
velopes before and after QWP.
temporal intensity and reconstruction of the pulse electric field. The FROG 
measurement already takes into account the propagation through the TOFMS 
entrance window, with a glass plate of the same thickness positioned in front of 
the FROG. The group-delay dispersion (GDD) due to propagation through the 
air is also included, since the beam paths to the FROG and the TOFMS entrance 
window are equivalent. However, the measurement does not take into account 
the GDD the pulse acquires due to the QWP, since the circularly-polarized pulses 
are reduced in intensity, below the FROG's detection threshold. The pulse prop­
agation through the QW P must therefore be modelled to determine the resultant 
pulse shape.
Since the waveplate retardation is approximately constant over a large spectral 
range (650 950 nm), it is reasonable to consider the effects of m aterial dispersion
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and the change in polarization separately. The linearly-polarized pulse electric
field is Fourier-transformed. In the frequency domain, the GDD then corresponds 
to the ip2 term in the Taylor expansion of the spectral phase
where (pi is the group delay, uj the frequency and ujq the centre frequency of the 
laser field. By analogy with Equation (4.7), the additional spectral phase incurred 
due to the waveplate is therefore given by
where <£>g d d , is the QWP GDD taken from [90]. </?q w p  is then added to the 
spectral phase of the pulse. The inverse Fourier transform of the pulse then 
yields the resulting linearly-polarized pulse in the time domain. Figure 4.5 shows
QWP GDD. Even though a temporal spreading of the pulse is expected, the full- 
width half-maximum of the main peak has been retained (~13 fs). However, the 
minimum at —20 fs has largely disappeared, and the temporal structure above 
~8 fs is significantly distorted.
Figure 4.6 illustrates the modelling of the conversion of the linearly-polarized 
pulse to circular polarization. The pulse electric field (with GDD) is decomposed 
into two orthogonal components at 45° to the initial pulse, one component is 
retarded by A/4, and the magnitude of the resultant electric field vector taken as 
the output electric field from the QWP. The resultant intensity is the square of 
the electric field magnitude, as shown in Figure 4.7. The small subcycle ripples in 
intensity are as a result of the propagation through the waveplate: the retardation
(4.7)
( u  -  u 0 ) 2
V?QWP =  <PG D D  77.------ (4.8)
the pulse electric field and intensity envelope before and after the inclusion of the
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Figure 4.6: Electric field as a function of time, transformed from linear to circular 
polarization using the method described in Section 4.1.1. For each of the three 
frames, the left and bottom faces show a projection (black lines) of the three- 
dimensional plot (coloured lines); the projection on the rear face is omitted for 
clarity but would be similar to the bottom face. The initial linearly-polarized 
pulse (top frame) is decomposed into two equal-amplitude orthogonal components 
(middle frame) which combine to give the same resultant at each time, t. One of 
the components is retarded by A/4, and the new resultant of the two electric field 
components calculated (bottom frame), giving the circularly-polarized pulse.
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Figure 4.7: Modelled tem poral intensity profile of the pulse following inclusion 
of QW P GDD as shown in Figure 4.5, and transform ation from linear to circular 
polarization as shown in Figure 4.6.
of one of the polarization components by A/4 is equivalent to temporally delaying 
it by |  fs with respect to the other, resulting in an offset in the intensity envelopes.
4.2 M ultie lec tron  tunnell ing
The tunnel theory of Yudin and Ivanov [3] discussed in Chapter 1.3 is used to 
predict the instantaneous ionization rate as a function of intensity. For circularly- 
polarized pulses, the rate is given by
r drc{t) =  N ( t ) e x p ( - - - < & c i rc( l ( t ))) (4.9)
where
^  2 I 2
$drc{ l )  — ( l 2 +  2 ) cosh 1 ^ 1  +  -y  ^  -  2 ~/y 1 +
e is the peak electric field amplitude, f [ t )  the electric field envelope, u i  is the 
frequency of the laser field, and 7 (t) is the time-dependent Keldysh param eter,
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all in atomic units. The pre-exponential factor, N(t),  is given by [3]
2n* —|m| —1
N(t) — | (4.10)
where C  ~  1 for tunnelling, Ip the ionization potential, and
A n*T(n* -f Z* +  l)r(n* — I*)
( 2 1  +  I) (I +  |ro|)! 
Z,H 2 H |m | ! ( / - | m |)
where r(:r) is the mathematical Gamma function, n, Z,m are quantum numbers, 
and n* and /* =  n* — 1 the effective quantum numbers, where
6 i is the quantum defect [91], Z  is the core charge, and Ip the ionization potential 
(in a.u.). The effective quantum numbers include the quantum defect in order to 
compensate for the core electrons not completely screening the nuclear charge, 
since the valence electron orbitals can penetrate the core.
Section 1.3 of the review describes the possibility of excitation during the 
process of ionization, since discrepancies exist between experimental results and 
ground-state-only models. Agreement between theory and experiment is im­
proved when multiple levels are included, and population transfer occurs, pos­
sibly due to shake-up excitation caused by the rapid removal of the outgoing 
electron [60,66]. Additionally, in molecular studies [68], contributions from the
n* = n — 8 i =
Z
y / 2 Tp
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highest-lying (highest occupied molecular orbital, or HOMO) and a lower-lying 
energy level (HOMO-1) have been experimentally-resolved, and matched to mod­
els which consider the possibility of direct tunnelling of the lower-lying electrons.
Inspired by [68], some of the modelling described in this section allows tunnel 
ionization between several/all initial and final states resulting from the sequential 
removal of electrons from outer- (5p) or inner-valence (5s) orbitals. The direct 
removal of lower-lying electrons therefore creates population in several states 
without any transfer of population taking place between the states via excitation. 
Each pathway between initial and final states has a probability, which for any 
particular intensity, orbital will depend on the ionization potential, / p, determined 
from the difference in energy between initial and final states.
Spectroscopic data [92] provides the inner- (5s) and outer-valence (5p) elec­
tron configurations and corresponding energy levels for the model, which are 
listed in Table 4.1, and plotted as a Grotrian diagram in Figure 4.8. There are 
three possible final energy levels for Xe+, nine for Xe2+, and thirteen for Xe3+. 
Figure 4.9 gives illustrative examples of the different ionization pathways possi­
ble as a result of including all energy levels. Additionally, each level has 2 J  +  1 
degenerate states with the same energy.
This leads to the two models considered in this chapter. In one model (non­
degenerate model), the degeneracy does not affect the rate of ionization between 
initial and final states. In the other model (degenerate model), the degeneracy 
of the final state is included, assuming all degenerate states can be reached with 
the same probability. The degenerate model therefore assumes the rate T^ - is 
equal for m  = —1,0,1, whereas Equation (4.10) predicts a lower ionization rate 
for m  =  ±1 compared to m  = 0.
Table 4.2 summarises the number of 5p~n and 5s-n levels in each charge state 
for the degenerate and nondegenerate models.
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Figure 4.9: Illustration of allowed ionization pathways in Xe, up to Xe3+: 
(a) ionization proceeds via the ground states only, via 5p-electron removal, leav­
ing the Xe3+ ion in the ground state; (b) removal of lower-lying 5p electrons is 
allowed, enabling an alternative ionization pathway for population of the Xe3+ 
ground state; (c) as before, but with population of a higher-energy Xe3+ state; 
(d & e) additional pathways enabled by allowing removal of 5s electrons.
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For each energy level, the data are converted to a set of ionization pathways, 
labelled by the required change in the number of s or p  electrons, As and Ap 
respectively, and Ip. Two versions of the model are used: the first includes only 
the ground, or lowest-energy level for each ion, only allowing a single ionization 
pathway for each charge state; the second includes all 5s and 5p levels.
In order to convert ionization rate to ionization probability, the kinetic model 
used by Perry et al. [9] is adopted, whereby the evolution of the populations 
in each energy level can be described by a set of first-order coupled ordinary 
differential equations of the form
where is the number of ions in energy level «, and is the ionization rate 
for the production of ions in level j  from level i , with ktot being the total number 
of energy levels included in the model.
Equation (4.11) is adapted for discrete-timestep calculation as
The electric field term in Ty, s f ( t ) : is taken from the output of the modelling 
described in Section 4.1.1. The quantities n*,/* ,/,ra and Ip are determined from 
the spectroscopic data, resulting in the rate Ty (t) becoming a function of intensity 
only, where the intensity is defined as I(t) = e2 f 2 (t). For sequential ionization, 
Tij =  0 for j  > i +  1. By scaling the peak intensity of the input pulse, the 
remaining non-zero values of Ty (t) are calculated, and Equation (4.12) solved for 
subsequent A t.
r jknj{t) (4.11)
i=0 k=j+1
(4.12)
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Figure 4.10: Populations of multiple energy states of Xe ions as a function of 
time. The solid lines denote the to tal population of each charge state; the shaded 
regions represent the contribution to the total population of each labelled state 
(full list of states given in Table 4.1).
Figures 4.10 and 4.11 show the results of an application of Equation (4.12), 
using the I { t )  plotted in Figure 4.7 with a timestep size St -- 0 .1  fs. At this 
resolution, the error in n( t ) / nXot is 0.001%. Figure 4.10 includes all of the energy 
levels shown in Figure 4.8 and listed in Table 4.1 without degeneracy included; 
Figure 4.10 includes the same levels with the degeneracies listed in Table 4.1.
The population in non-ground-state energy levels is significant. For example, 
in Figure 4.10: at the peak in Xe+ yield at —15.5 fs, ~86.9% of the population is 
in the ground state (2 P}/2 ), with the remaining 13.9% in the liigher-energy (2 P i/2 ) 
state. At the peak in Xe2+ at —12.8 fs, ~99.8% of the population is spread across 
four levels (3 P2 ,3 Po,3 P i , 1 P 2 ), with 58.5% in the ground state, 19.8%, 15.8% and 
5.7% in the other three states respectively.
The ni(t)  values for each included energy level are grouped and added together 
according to charge state. Figures 4.12 and 4.13 show n( t ) / n tot and n ( r ) / n tot 
for the nondegenerate and degenerate models respectively, for a range of peak
4-2 Multielectron tunnelling
1015W /cm
t ime, t (fs)
Figure 4.11: Populations of multiple energy states including degenerate states 
of Xe ions as a function of time. The solid lines denote the to tal population 
of each charge state; the shaded regions represent the contribution to the total 
population of each labelled state (full list of states given in Table 4.1).
intensities, 7peak, f°r charge states up to Xe4+. In all models, nearly all of the 
ionization is completed in the leading edge of the pulse, between t =  — 2 0  and 
— 5 fs. However, the peak region of the pulse from around t =  —10 to 0 fs 
appears to have the greatest influence on the distribution of population in the 
highest charge states, since it is here th a t the largest difference is seen between 
the ground-state and m ultiple-state models. Note the peak intensity is positioned 
at around — 5 fs in the figure.
There is also a consistent difference in the degenerate and nondegenerate mod­
els over a large range of peak intensities. The leading-edge gradient of n( t ) / n tot 
is generally steeper in the degenerate case. Also, at / peak =  3.2 x 1014, 5 x 1014 
and 6.3 x 1014 W /cm 2, it can be seen tha t the Xe+ population has a higher peak 
which persists for a longer duration in the degenerate than  the nondegenerate 
case. At / peak =  1015 W /cm 2, the Xe+ population begins to be influenced by the 
weaker part of the leading edge of the pulse, between t =  —30 and —18 fs. The
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Figure 4.12: Normalized charge state  populations, n { t ) / nXot. as a function of tim e 
for a range of peak intensities, / peak, with no degeneracy considered. The sub­
figures (a)-(h) are arranged in order of increasing 7peak- The tem poral intensity 
profile of the pulse (from Figure 4.7) is also shown above each plot for visual 
comparison.
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Figure 4.13: Normalized charge s ta te  populations including degenerate states, 
n { t ) / nxo t ,  as a function of time for a range of peak intensities, / p e a k - The subfigures 
(a) (h) are arranged in order of increasing / p e a k- The temporal intensity profile of 
the pulse (from Figure 4.7) is also shown above each plot for visual comparison.
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Figure 4.14: Probability of ionization vs. peak intensity for all models:
(top) nondegenerate ground-state and multiple-state model (all 5p and 5s), (bot­
tom) ground-state and m ultiple-state model including degenerate energy levels.
leading edge of n ( t ) / n toi for Xe+ again lias a steeper gradient in the degenerate 
than the nondegenerate case, and also has a different shape.
The normalized population, n ( r ) / n tot, of each charge state at the end of the 
pulse (duration r)  is equivalent to the ionization probability, P. In Figure 4.14, 
P(^peak) for a range of peak intensities / peak are plotted for all models. From 
Figures 4.10 and 4.11, the predicted Xe+ yield is expected to be similar in both 
the ground-state and m ultiple-state models for the nondegenerate and degenerate 
cases respectively. This is the case up to ~  1.3 x 1014 W /cm 2, after which 
point the differences between all models are clear. The inclusion of additional
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ionization pathways as illustrated in Figure 4.9 generally results in the ionization 
probability curves shifting to lower intensities for charge states above Xe+, with 
the magnitude of the shift increasing with increasing charge state. The inclusion 
of degenerate levels results in a shift to lower intensities for all charge states, with 
nearly constant magnitude for each charge state except for Xe4+ in the ground- 
state model, where the degeneracy of the ground state is 1, and the probabilities 
as a function of intensity nearly overlap, being indistinguishable in the figure 
between P  = 0.1 to 1.
The magnitude of the differences between the multiple-state and ground-state 
models also has a distinct behaviour with increasing charge state in the nonde­
generate and degenerate models. In the nondegenerate case, there is a large 
difference between Xe2+ in the multiple-state and ground-state models, which in­
creases slightly with increasing charge state, whereas in the degenerate case there 
is a small difference for Xe2+ and Xe3+, followed by a large difference for Xe4+ in 
the multiple-state and ground-state curves.
There is also a shape change due to the inclusion of the degenerate energy 
levels, with the probability near saturation having a flatter peak, and slightly 
steeper gradient up to saturation in the degenerate case.
The ionization probabilities in Figure 4.14 can be used in conjunction with the 
full beamline modelling described in Section 4.1 to generate full three-dimensional 
predictions of the signal-producing volumes. Figure 4.15 shows radial slices 
through the full 3D model for the nondegenerate ground-state only predictions, 
where the probability of ionization at each point in the axisymmetric focal volume 
shown in Figure 4.3 is calculated and plotted as a function of the radius, r, and 
axial position, 2. The nonlinear dependence of probability picks out the spatial 
structure of the intensity distribution, with the effects of diffraction causing oscil­
lations in the probability as a function of (r, z). The offset in the peak intensity
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Figure 4.15: Radial slice through the full signal-producing volume modelled using 
the nondegenerate ground-state only predictions shown in Figure 4.14 for the focal 
intensity distribution shown in Figure 4.3. The peak intensity is 1015 W /cm 2. 
Thick contours denote an order of m agnitude in probability; the thin contours 
are at every ^-order.
from the geometric focus, as well as the asymmetry of the intensity distribution in 
2  is seen to have an increasing effect with increasing charge state, with the extent 
of the Xe3+ significantly greater upstream  of the geometric focus (z < 50mm) 
compared to downstream (z > 50mm).
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Figure 4.16: Temporal pulse shaping: (top) intensity profile after propagation 
through the interferom eter and QW P as described in the text, (bottom) enlarged 
section for A t =  — 20 to +20 fs.
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4 Tunnel ionization and spatiotemporal pulse modelling
4.3 Temporal pulse shaping
The interferometer described in Section 3.3 is used to temporally shape the 
linearly-polarized pulse before the QWP. For the work described in Chapter 5, 
the beamsplitters in the interferometer are chosen to produce two copies of the 
pulse with an unequal energy splitting (4:1 ratio). As a result, the numerical 
modelling of the interferometer output pulses begins with two copies of the re­
constructed electric field from the FROG measurements (Section 2.2.2) scaled 
to a corresponding energy ratio of 4:1. The maxima of the pulse envelopes are 
offset by a variable delay At,  and the electric fields added. The pulses are then 
transformed from linear- to circular-polarization using the modelling described in 
Section 4.1.1, including dispersion due to the QWP GDD.
Figure 4.16 shows the temporal pulse shape following propagation through 
the interferometer and QWP. Interference is not seen over the whole range of At, 
since there is no data for the electric field for At < —60 fs or At > +80 fs. The 
maximum intensity occurs at temporal overlap (At =  0). Due to the 4:1 energy 
splitting, the resulting pulse never undergoes complete destructive interference, 
but near temporal overlap the difference between maximum and minimum inten­
sity is around an order of magnitude. The asymmetry in the single-pulse electric 
field also results in an asymmetry in the pulse shapes produced on either side of 
temporal overlap. At A t below around —12.5 fs, two distinct peaks are formed, 
whereas above +5 fs the leading edge of the pulse is modified.
Figure 4.17 shows the temporal pulse profiles from Figure 4.16 at selected 
At.  Each row in the figure samples a different A t  region, and the slices in each 
row demonstrate the variation of the pulse profile in this region, over a A t  range 
corresponding to a single cycle of the laser period. For A t  = 0 to +2.7 fs, the 
peak intensity variation is at its largest, but the temporal profile changes very
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little. This is in stark contrast to the other cycles selected. A t  =  +13.3, +16.0 
and +11.3 fs are examples of modification of the leading edge of the pulse with 
increasing magnitude. At A t  = —18.7 and —10.0 fs, the trailing edge is modified, 
substantially in the latter case. At A t  = —20.7 and —18.0 fs, two strong peaks 
of almost equal intensity, but differing duration are created. In other cases, e.g. 
A t  = —19.3,+12.0,+16.6 and +17.3 fs, the pulse shape becomes quite complex, 
with a variety of peak shapes. The nature of the temporal variation of the pulses 
is expected to have implications for tunnel ionization, which will be discussed 
further in Chapter 5.
4.4 Conclusion
Modern tunnel theory has been modified to consider the possibility of additional 
ionization pathways, by allowing direct tunnelling of electrons from energy levels 
higher than the ground state. The differences between the models are highlighted 
as a function of time and intensity. The realistic modelling of the spatial propa­
gation of the pulse through the beamline has produced a structured, asymmetric 
focus. The temporal effects of the polarization control and pulse shaping are also 
considered, with a diversity of pulse shapes generated as the overlap between the 
pulses in each interferometer arm changes as a function of the delay, At.  The 
pulse shape has important implications for the time-dependent populations of 
multiple electronic energy levels, as discussed in Chapter 5.
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charge state 2J+1 energy (eV)
Xe 5 ('•So) 1 0.000000
Xe+ 5p b (2T3/ 2) 4 12.129843
( 2T l / 2 ) 2 13.436266
5s5p6 (2s 1/2) 2 23.396763
Xe^+ hs'2h p A (aT2) 5 33.104843
(3^o) 1 34.112843
(3Pi) 3 34.319143
( ' d 2 ) 5 35.224815
( ' S o ) 1 37.581037
5s5p5 (3P2°) 5 45.287833
(3A°) 3 45.945662
(3^ o°) 1 46.536517
(^1°) 3 53.379665
5 p 6 ('So) 1 59.247838
X e 3 + 5s^5p3 (4S£/2) 4 64.150443
(2D°3/2) 4 65.795343
(2d i /2) 6 66.321493
(2^ / 2) 2 67.626513
W / 2) 4 68.570433
5s5p4 (4^ 5/2) 6 76.507143
(4t 3/2) 4 77.407233
(4^ i/2) 2 77.696263
(2^ 3 /2) 4 79.267703
(2^ 5/2) 6 79.707323
(2S 1/2) 2 82.839483
(2P3/2) 4 84.731233
{2P i/2) 2 86.213563
Xe4+ 5s2 5p2 (3Po) 1 105.065243
(3 P i ) 3 106.217243
(3P2) 5 106.816733
( ' d 2 ) 5 108.587783
{'So) 1 110.578873
5s5p3 (5S2°) 5 116.494443
(3Dl) 1 119.358923
( 3 d °2 ) 5 119.459433
(3D°s) 7 119.933303
(3Po) 1 121.610293
(3P i°) 3 121.750443
(3p 2 ) 5 121.766253
( ' d °2 ) 5 123.143003
(sS?) 3 124.347033
('Pf) 3 126.101963
Table 4.1: Energy level data from NIST [92]. Electronic configurations are given 
in the form nlN, where n  is the principal quantum number, I is the angular 
momentum quantum number, and N  the number of electrons in the subshell I. 
The term symbols (given in brackets) are in the form 25+1 L j, where S  is the 
total spin quantum number, L is the total orbital quantum number, and J  is the 
total angular momentum quantum number. ° denotes an odd-parity term. The 
degeneracy of each state is 2 J  4-1.
4-4 Conclusion
charge state 5p ~ n 5s 15p1 71 5s 25p2 n
Xe+ 2 1 0
Xe2+ 5 4 1
Xe3+ 5 8 0
Xe4+ 5 10 0
charge state 5 p  n 5s 1 b p 1 n 5s 25p2 n
Xe+ 6 2 0
Xe2+ 15 13 1
Xe3+ 20 30 0
Xe4+ 15 38 0
Table 4.2: Summary of energy levels per charge state for the (top) nondegenerate 
and (bottom) including degenerate levels.
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Chapter 5 
Recollision-free m ultiple tunnel 
ionization of xenon
This chapter discusses the results obtained from the NIR-pump NIR-probe mea­
surement of tunnel ionization of xenon. The beamline modelling described in 
Chapter 4 and the nonadiabatic tunnel theory described in Chapter 1 are applied 
in order to draw comparisons between the measured spatially- and temporally- 
resolved data.
5.1 N IR  beam line overview
Figure 5.1 shows the experimental setup used to study xenon ionization with 
ultrashort, temporally-shaped pulses. The FemtoLasers CompactPro Ti:S laser 
system described in Section 2.1.6 produces ~1 mJ, 30 fs NIR pulses, which are 
spectrally broadened by self-phase modulation in an argon-filled hollow fibre, 
and recompressed to ~10 fs by a series of chirped mirrors which compensate 
for the group-delay dispersion (GDD) acquired after propagation through the 
fibre, as described in Chapter 2. A Mach-Zehnder interferometer then splits 
the pulse, introducing a variable delay A t  when the two parts are recombined
101
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NIR 30 fs 
0.8 mJ
M ach-Z ehnder
in te rferom eter
computer-controlled 
translation stage
BSBS
gas-filled 
hollow fibre
'  manual 
translationQWP
chirped mirrors
T O FM S
collimating
mirror
chirped mirrors
Figure 5.1: Illustration of the NIR beamline. BS -  beam splitter, Q W P -  quarter 
wave plate, TOFMS =  ion time-of-flight mass spectrometer.
with an energy ratio of 4:1. At  =  0 is defined to  be the point at which the 
pulses are temporally overlapped. A quarter-wave plate converts the pulse from 
linear to circular polarization. The pulse incurs additional GDD due to the 
waveplate, as discussed and modelled in Chapter 4. The pulse is reflectively 
focused ( /  =  50 mm) into an effusive xenon gas jet, generating intensities of 
1013 mid-1016 W /cm 2 over the focal region. The ions produced are detected
using the ion time-of-flight mass spectrom eter (TOFMS) described in Section 3.1, 
with a 250 /mi aperture to limit the 2 -range and therefore the range of intensities 
over which the ions are detected. The focusing mirror position is varied with 
1 0 0  pm resolution, translating the laser focus with respect to the aperture in the 
TOFMS. As a result, ion yield as a function of 2  and At  is recorded.
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Figure 5.2: Time-of-flight spectra recorded at 100 f in i intervals in axial position, 
2 , from the geometric focus. Each spectrum  is offset by 0.4 units on the yield 
axis for clarity.
5.2 R esu lts
A typical time-of-flight spectrum  is shown in Figure 3.5 and explained in
Chapter 3. The TOFMS is operated in the spatial mode as described in Sec­
tion 3.1, such th a t the ions created in the focal region are presumed to  travel 
along straight trajectories to t he detector. The TOFM S layout is illustrated, and 
the applied voltages given in Figure 3.3. Figure 5.2 shows the variation of the 
xenon time-of-flight spectrum (at A t  — 0) as a function of 2 . The highest number 
of charge states are expected to be detected at the geometric focus where the in­
tensity is highest. This point has been defined as 2  =  0 in the figure, where peaks 
up to Xe6+ are resolved, and X e '+ just detected. As 2  increases, the number of
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Figure 5.3: Xenon time-of-flight spectra as a function of NIR pump-probe delay, 
At.  The structured bands correspond to the structured peaks seen in Figure 5.2. 
Xe7+ is just detected at temporal overlap (At =  0).
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charge states detected decreases, with only Xe+ resolvable at 800 pm.  Figure 5.3 
shows the variation of the spectrum as a function of At,  varied in |fs  steps (at 
z = 0 mm), as a colour plot. Each charge state is seen as a distinct band: the 
structure along the time-of-flight axis within each band corresponds to the differ­
ent isotopes of each ion (see Figure 3.5 and accompanying text), and the structure 
in A t  arises from the temporal pulse shaping described in Section 4.3. Since the 
generation of more highly-charged ions requires higher intensities, the At-range 
over which signal is produced decreases with increasing charge state, peaking at 
A t  = 0. The oscillations in the signal are strongest at small A t  and decrease in 
amplitude away from the temporal overlap, corresponding to the peak intensity 
variation expected from Figure 4.16. The period of the oscillations is ~ 8 /3  fs over 
the At-range recorded, as expected for a pulse with centre wavelength ~800 nm.
At each A t  and z, a 1000-shot average spectrum is recorded as described in 
Section 3.2. The background in the immediate vicinity of the signal peaks for 
each charge state is subtracted, and the signal integrated as a function of time 
for each charge state. The resulting integrated ion yield, Sexpt.(z, At),  is plotted 
in Figure 5.4. The signal volume decreases in size for increasing charge state, 
which is seen in the figure as a decrease in the axial extent of the detected signal. 
The oscillations (period ~ 8 /3  fs) are observed as in Figure 5.3. Additionally, the 
influence of the temporal pulse shaping (described in Section 4.3) is seen more 
clearly in the two-dimensional plot, since different intensities are sampled by the 
detector at each z-position.
5.3 Deconvolution of ionization probabilities
As discussed in Chapter 1, the ability to extract ionization probabilities directly 
from experimental z-scan measurements greatly enhances the clarity of compar­
ison to theory, particularly when elucidating multielectron behaviour. The orig-
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X e + X e 2+
Pump-probe delay, At (fs)
Figure 5.4: Xenon integrated ion yield as a function of delay, A/, and axial 
position, z. The yield for each charge state is normalized to the global maximum 
yield of the dataset. An absolute yield measurement is not possible due to the 
unknown quantum  efficiency of the detector.
inal deconvolution procedure described in Section 1.3 is intended for a slit- or 
aperture-diam eter which is smaller than the Rayleigh range, z r .  of a Gaussian 
focus, zr cannot be defined for the focus in the current work, which originates 
from a propagated diffracted Bessel profile. However, a nondiffracted Gaussian 
of equivalent diameter before focusing would have zr ~  50 pm. Comparing to 
the 250 pm  aperture in the TOFMS, this is one-fifth the diameter.
Figure 5.5 shows the recovered ionization probabilities obtained by deconvo- 
luting the z-scans at A^ =  —20.7,0 and +18 fs, where the z-scans refer to the 
vertical slices extracted from the full dataset shown in Figure 5.4. The data are 
smoothed using a Savitzky-Golay filter [93.94], then interpolated using the cubic 
spline method, giving S(z) for the deconvolution routine described in Section 1.3.
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5 Recollision-free multiple tunnel ionization of xenon
The on-axis intensity, /ax(z) is calculated from the beamline model described in 
Chapter 4. The peak intensity, / peak, is then scaled until a best fit is found 
between the experimentally-recovered Xe+ probabilities and the theory. This is 
because Xe+ is least-affected by multielectron effects, as only one electron is re­
moved, therefore it is expected to be well-described by the theory. The process 
by which the theory curves are obtained is described in Chapter 4.
As can be seen from the figure, the Xe+ data follows the theory 
curves only over a limited range of intensities near 1014 W /cm 2. Below 
-fpeak =  8 x 1014 W /cm 2 for each of the A t  values sampled, the Xe+ data breaks 
away from the theory. The sudden change in gradient is unexpected, and the fact 
that it is accompanied by a similar change in gradient in the Xe2+ and Xe3+ data 
indicates this is not the result of an atomic process, but a spatial effect.
Since the measured yields are not absolute, due to the unknown quantum 
efficiency of the detector, a certain amount of arbitrary probability scaling is 
expected to be required for the remaining charge states. However, this is expected 
to be no more than a few orders for the highest charge states [67]. In the figure, 
the Xe2+ and Xe3+ data are scaled so tha t they match the theory at saturation. 
However, this results in a significant recovered probability of ionization below 
saturation in Xe2+ when saturation has not yet been reached in Xe+, and similarly 
in Xe3+. This is not self-consistent, since such a large deviation in the Xe2+ 
probability, without an accompanying drop in the Xe+ probability results in a 
total probability of ionization greater than unity. Alternatively, a best fit of the 
data between / peak =  7 x 1013 and 1.3 x 1014 W /cm 2 may be obtained, but this 
would require a shift in probability of several orders, far more than anticipated 
due to the compensation for the quantum efficiency [67].
In order to test whether modifications to the deconvolution routine are able to 
overcome the limit Zr < a , where a  is the diameter of the aperture in the TOFMS,
108
5.3 Deconvolution of ionization probabilities
a
Figure 5.6: The 250 pm  diameter aperture in the TOFMS images a cylinder of 
the signal producing volume with diam eter a.
the full three-dimensional focal volume as seen by the detector is modelled using 
the techniques described in Chapter 4. A significant advantage of the model 
is th a t the 2 -scans can be produced at a much higher resolution than those in 
the experiment, enabling the deconvolution and any modifications to be tested 
rigorously.
The modelled 2 -scans are produced by integrating the signal-producing vol­
ume over an a-diam eter cylinder at each 2  position for a range of peak intensities, 
as illustrated in Figure 5.6.
Figure 5.7 dem onstrates the distortion of the 2 -scan as a function of peak 
intensity. The effect of the aperture can clearly be seen to dominate the signal 
at lower peak intensities. However, as the intensity and therefore the extent of 
the signal in 2  increases, a large proportion of the signal behaviour is common to 
both  the 10 pnl and 250 pm  aperture cases. This indicates th a t at least some of 
the ionization proabilities may still be recoverable from the aperture-convoluted 
signal.
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5.3 Deconvolution of ionization probabilities
5.3.1 O n-axis deconvolution
The deconvolution in its original form is applied to the modelled 2-scans and com­
pared to the inputted theory; the results are shown in Figure 5.8 for three different 
values of / peak- The recovered probabilities from the deconvolution procedure de­
pend on the gradients of Iax(z) and S(z)  (see Equation (1.8), Section 1.3), and 
are therefore sensitive to subtle changes in I ^ z ) .  Diffraction of the propagating 
beam can result in a beam profile with several points of inflection or local min­
ima, each of which will result in a ‘spike’ in the deconvoluted probabilities. This 
is the cause of the significant scatter in Figures 5.8 and 5.9. Despite this, it is 
expected tha t the overall shape of the recovered ionization probabilities should 
match the inputted probabilities very well, since they should be nearly identical 
to those used to generate the signal-producing volume.
Figure 5.9 shows the results of the deconvolution procedure compared against 
the probabilities from which they were generated, at / peak — 1016 W /cm 2 for 
several TOFMS aperture sizes, a. For a = 10 /im and 25 pm,  the recovered 
probabilities reproduce the overall behaviour of the input probability curves very 
well, up to just above saturation. For a = 50 p m , however, the Xe3+ probabilities 
begin to depart from the input curves. For a = 75 pm,  this occurs for Xe2+ also. 
For larger apertures up to 250 /xm, there is a significant difference between the 
recovered and input probabilities for Xe2+ and Xe3+, accompanied by a change 
in shape which makes the saturation point unclear, particularly in the Xe3+.
Figure 5.8 shows the same deconvolution method for a 10 pm  slit and a 250 p m 
aperture, for / peak — 1014,1015 and 1016 W /cm 2. For the 10 pm  slit, the input 
probabilities are well-recovered at each of the intensities. However, as can be 
seen in the 250 pm  case, the shifts and changes in shape apparent in Figure 5.9 
become worse at lower intensities.
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At /peak =  1015 W /cm 2, the gradient of the recovered Xe2+ probabilities up to 
an intensity of 7 x 1013 W /cm 2 are much steeper than the input probability. For 
Xe3+, the shift brings the recovered probabilities closer to those expected from 
Xe2+.
At /peak =  1014 W /cm 2, it becomes difficult to fit even the Xe+ to the in­
put probabilities, except for a small range of intensities between 5 x 1013 and 
1014 W /cm 2. Below this, the recovered probabilities are significantly lower than 
the inputted probabilities. For Xe2+, the recovered probabilities no longer fit near 
saturation.
None of the recovered probabilities have been shifted vertically in the figure, 
nor does the model compensate for any differences in absolute probability for 
each charge state due to the quantum efficiency of the detector. It is therefore 
clear that these effects are due to the 2-scan not only being a convolution of the 
ionization probability and the intensity distribution, but also the aperture itself.
Whilst these results indicate that using a smaller aperture improves the suc­
cess of the deconvolution routine for the model, there is a practical limitation for 
the experimental case. If a 25 pm  aperture had been used for data collection, 
the reduction in the area would mean that 100 times more laser shots would be 
required to build up the same TOF spectra at each 2 and/or A t, and 625 times 
more shots would be needed for a 10 pm  aperture.
5.3.2 S lit-convolution  and volum e-averaging
In order to modify the deconvolution, and compensate for the effect of the aper­
ture, two methods have been tested. Assuming S(z) is still dominated by the 
rapid variation of intensity along the 2-axis, the aperture can be considered as 
a larger-width 250 pm  slit. The on-axis intensity distribution in Equation (1.8),
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^ax(^), is then replaced by
s^lit-convC^ ) I&xfz) & 7ax(-^) (^*1)
i.e. a convolution of the original on-axis intensity distribution with the slit, where
Tax{z) = <
1 0 < z < slit-width
(5.2)
0 z > slit-width
is the function describing the extent of the slit in the ^-direction.
If the radial variation becomes significant, then the intensity distribution 
used for deconvolution needs to consist of the most representative intensity for 
the whole aperture at each ^-position. The average intensity over the three- 
dimensional cylinder (Figure 5.6) imaged by the aperture is not a representative 
measure, since it takes no account of the significance of each point in the volume. 
The ionization probability as a function of intensity is highly nonlinear, there­
fore higher intensity points within the volume are more significant than lower 
intensities, and therefore should receive a higher weighting in the representa­
tive probability for the cylinder. A weighted average is given by the formula 
5^"=1 WiXi/ wi> where Wi are the weighting factors and Xi the data. The in­
tensities themselves are used as the weighting factors in this case, hence referred 
to as the intensity-weighted volume average (IWVA).
The validity of using the IWVA is tested with the 10 /im slit, and compared to 
the non-averaged case in Figure 5.10. For / peak =  1014 W /cm 2, the fit is slightly 
worse, indicating that the signal at low peak intensity is being generated very 
near to the axis and would be better represented by the on-axis intensity dis­
tribution. However, for / peak — 1015 and 1016 W /cm 2, the general behaviour of 
the recovered probabilities is comparable. The fit is also improved, since the
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5.3 Deconvolution o f ionization probabilities
z  o.o
volume-averaged
intensity-weighted
volume-averaged
on-axis
slit-convolved
-1 .0 -0 .8 -0 .6 -0 .4 -0 .2  0.0 0.2 0.4 0.6 0.8 1.0 
Axial position, z (mm)
Figure 5.11: One-dimensional intensity distributions used for deconvolution. The 
slit-convolved distribution (red) is obtained from the on-axis distribution (black) 
by convolution with a 250//m slit; the volume-averaged (blue) and intensity- 
weighted volume-averaged (green) distributions are obtained by averaging the 
intensity over a 250 gm  cylinder of the three-dimensional modelled focal volume 
at each 2 .
discontinuities caused by the oscillations in the 011-axis intensity distribution 
are smoothed by performing weighted-averaging of the radial and axial inten­
sity distribution at each 2 -position. The one-dimensional intensity distributions 
on-axis, slit-convolved, volume-averaged and the IWVA are shown for comparison 
in Figure 5.11.
The intensity-weighted volume-averaged and slit-convolved deconvolution 
methods are compared for the 250 //in aperture in Figure 5.12. Both methods 
almost compensate for the intensity shifting of Xe2+ seen in the on-axis decon­
volution, but are not so successful w ith Xe3+. For Xe+ and Xe2+, the intensity- 
weighted volume-averaged l ( z )  produces the best fit for / peak =  1016 W /cm 2, 
whereas at / peak =  1 0 15 W /cm 2 the Xe2+ fit is comparable, with the slit-convolved 
I (z )  producing a better fit for Xe+ a t lower intensities.
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5 Recollision-free multiple tunnel ionization of xenon
The variation in the quality of fit with peak intensity -  in spite of the modifi­
cations described has important implications for the recovered probabilities at 
different At.  The signal-producing volume will change in size as the peak inten­
sity varies as a function of At.  At large A t , the peak intensity is 0.4 orders lower 
than the maximum at A t  = 0, but can be as much as a whole order lower at 
minimum intensity (Figure 4.16). This means that, for / peak ~  1016 W /cm 2, the 
quality of fit for the experimental deconvolution as a function of At  can vary by 
an amount comparable to the variation between the / peak — 1015 and 1016 W /cm 2 
plots shown in Figure 5.8 for the 250 /xm aperture.
5.3.3 G enetic algorithm
An iterative approach to finding I(z)  could compensate for known and/or un­
known geometrical effects in an unbiased fashion. In the case of the model, the 
input ionization probabilities represent a target state, Ptarget(P - The recovered 
probabilities should match these as well as possible, with the ideal limit that they 
should match exactly. A random variation produces a new, trial I ( z ), which is 
used to recover the probability Ptriai(Ariai(^)) from the modelled S(z). If the fit 
between Ptriai and Ptarget is improved, Itnai(z) is accepted, otherwise it is rejected 
and the previous I(z)  accepted. On the next iteration, the accepted intensity dis­
tribution is again randomly varied, and this process is repeated until a suitable 
goodness-of-fit is achieved.
This idea is in principle a simple genetic algorithm, with a goal to maximise 
the goodness-of-fit by random variation. There are many forms of goodness-of-fit 
parameter, but in this case the nonlinearity of the ionization probabilities must 
be taken into account. The Pearson form of the chi-squared test [95] takes the
form
(Parget (P) Prial(P))
-Parget (A)
(5.3)
1 2 0
5.3 Deconvolution of ionization probabilities
and incorporates the weighting of the sum of least-squares by the target proba­
bility.
Trial I(z)  distributions were constructed using a Fourier series, with initial 
conditions generated from the initial on-axis, slit-convolved or intensity-weighted 
volume-averaged I(z)  by Fast Fourier Transform (FFT). To avoid unrealistic 
variations in the amplitude for higher harmonics, each harmonic is weighted by 
1/n, where n is the harmonic number.
The genetic algorithm is also allowed to pursue multiple improvements to 
the fit in parallel, with a number of trial I(z)  distributions generated in each 
iteration, which are individually accepted or rejected based on whether they are 
an improvement to the fit or not, then the accepted distributions are averaged to 
give I(z)  for the next generation of trials.
Since the genetic algorithm has access to the entire intensity distribution at 
once, and multiple trial distributions per generation, it converges very quickly. 
The algorithm produces a comparable I(z)  and deconvoluted ionization prob­
abilities to the slit-convolved and IWVA deconvolutions in Figure 5.12 after a 
runtime of order seconds, with a mixture of slit-convolved at low intensity and 
IWVA at high intensity being favoured. However, as a result the deconvoluted 
ionization probabilities still suffer from the problems identified in Section 5.3.2, 
resulting in a shifting and a change in shape of the recovered curves as a function 
of peak intensity.
By limiting the intensity and probability ranges over which the genetic algo­
rithm searched for a best fit, the fit could be improved over a runtime of minutes. 
However, significant improvements were only seen when the limits resulted in 
each charge state being treated independently. As a result, the genetic algorithm 
effectively found a different best-fit I(z)  for each charge state simultaneously, 
manifesting as an I(z)  with discernible steps in the gradient.
1 2 1
5 Recollision-free multiple tunnel ionization of xenon
In conclusion, the deconvolution therefore cannot be used to recover the proba­
bilities in its original form, nor using the modifications described, since the change 
in position and shape of the recovered ionization probabilities indicate that the ef­
fects of the focal geometry cannot be completely removed from the data, therefore 
an intensity-independent comparison of the recovered probabilities at different A t  
is impossible.
5.4 Full spatiotem poral analysis
The geometry-independent ionization probabilities could not be recovered using 
the previously discussed techniques as a function of A t  and z. Therefore, a full 
spatiotemporal model attem pts to reproduce the experimental results using all of 
the elements described in Chapter 4. The pulse temporal electric field/intensity 
profile is reconstructed from measured FROG data (Chapter 2), including the 
temporal shaping introduced by varying A t  using the Mach-Zehnder interferom­
eter, and dispersion due to the quarter-waveplate, as described in Chapter 4. 
The spatial electric field profile generated at the hollow fibre exit is propagated 
through a realistic beamline model to generate the three-dimensional intensity 
distribution over the focal volume, including the effects of diffraction due to 
hard-edged optics, as also described in Chapter 4. Finally, the predicted tunnel 
ionization probabilities for each model (ground-state and multiple-state, nonde­
generate and degenerate) are calculated for each A t  over a range of peak inten­
sities, and used in conjunction with the beamline model to reconstruct the full 
three-dimensional signal-producing volume as imaged by the 250 pm  aperture in 
the TOFMS at each ^-position, described in Chapter 4. A t  is calculated at the 
resolution used in the experiment (At  step size =  |  fs). In order to account for 
the temporal jitter of the translation stage in the Mach-Zehnder interferometer, 
the results for an offset of 0 fs and — |  fs (i.e. half the step size) are averaged.
1 2 2
5.4 Full spatiotemporal analysis
Figures 5.13 and 5.14 compare the results of the full spatiotemporal models 
to the experimental data in Figure 5.4. The accuracy of the temporal pulse 
shaping model (described in Section 4.3) is expected to decrease at large At, 
since the FROG measurements (Section 2.2.2) are known only over a finite t- 
range. The central 40 fs of the data in Figure 5.4 has therefore been selected, 
roughly corresponding to the overlap between the highest-intensity parts of the 
pulse envelopes in each of the interferometer arms (Section 4.3).
In each figure 5.13 & 5.14(a)-(l), the ion yield as a function of axial dis­
tance, z and pump-probe delay, A t is represented as a colour plot. For each 
charge state, there is expected to be an offset in the global maximum due to the 
quantum efficiency of the detector. As such, the ground-state only and multiple- 
state models are scaled by the same factor in order to account for this overall 
quantitative difference, but the qualitative behaviour of the modelled yield is 
unaffected. Subtractions are also shown in order to demonstrate the differences 
between the models. It is expected from the probability plots shown in Fig­
ure 4.14, the ground-state and multiple-state models for the nondegenerate case 
should match almost up to saturation in Xe+, as should the ground-state and 
multiple-state degenerate models, because only one electron is removed from the 
neutral xenon, therefore multielectron effects are minimised. Figures 5.13(m)- 
(p) and 5.14(m)-(p) confirm this, with the Xe+ differences being much smaller 
overall in comparison to Xe2+-Xe4+. The peak intensity has been adjusted in 
order that the model best represents the data for Xe+ for both models, which 
occurs at 3.2 x 1016 W /cm 2 in the nondegenerate case, and 2.8 x 1016 W /cm 2 for 
the degenerate case. These are higher than the peak intensity expected from the 
deconvolution (1016 W /cm 2), though as discussed in Section 5.3.1, the recovered 
probabilities are affected by spatial averaging of the recorded z-scans over the 250 
pm  aperture. The best fit between experimental and modelled Xe+ yields in Fig-
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5 Recollision-free multiple tunnel ionization of xenon
ures 5.13 and 5.14 also requires the experimental data to be shifted by 300 fim in 
the 2-direction. As predicted by the beamline modelling described in Chapter 4, 
there is a 40 fim offset between the peak on-axis intensity and the geometric 
focus position. The exact position of the on-axis peak intensity falls between the 
2-positions of the aperture, accounting for as much as a further 50 /zni offset. The 
on-axis and full three-dimensional focus is also asymmetric in z. The shifting of 
the apparent peak intensity position in z is therefore attributed to these effects, 
combined with the convolution of the focal volume with the TOFMS aperture.
All models underestimate the signal at small z values for Xe+-X e3+, partic­
ularly for Xe+. All ions generated over the focal region are assumed to travel 
in a straight line when accelerated by the electric field in the TOFMS (between 
bottom and top plates), and the aperture therefore spatially selects ions produced 
in a cylinder of the same diameter extending below it. Space charge effects, if 
present, ensue when the Coulomb repulsion between the ions becomes significant, 
and causes the ion paths to diverge, causing broadening of the time-of-flight peaks 
and a spatial spreading of the ions as they travel from the source to the detector.
In order to determine whether space charge effects contribute significantly to 
the measured signal, Figure 5.15 shows representative TOF spectra from the full 
dataset, at A t = —20.7,—3.3,0,+3.3 and +18 fs. The 2-axis values are shifted 
by 0.2 mm to match Figures 5.13 and 5.14, the reason for which is explained 
previously.
For Xe+, the two isotope peaks between 6.65 and 6.70 /zs are just resolved 
from z=0.9 to 1.1 mm across all selected A t, up to 2 =  0.8 mm for A t = +18 
and —3.3 fs, and up to 2 =  0.7 mm for A t = —20.7 fs. The first sign of a small 
space charge effect is the merging of these peaks below these 2-values. A stronger 
space charge effect is present when the wings of this merged peak begin to overlap 
with the wings of the main peak at 6.6 /zs. The minimum between the peaks at
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Figure 5.15: T O F spectra for A t =  -20 .7 . -3 .3 ,0 , +3.3 and +18 fs for Xe+ Xe4+. 
The axial distance, 2 , has been shifted by 300 /an  to correspond with Figures 5.13 
and 5.14. Spectra are coloured for clarity, with each colour corresponding to the 
yield recorded at each labelled 2 -position.
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6.63 fis decreases in depth due to this overlap, with the effect being strongest 
near A t = 0 fs between 2=0.3 and 0.8 mm.
For Xe2+, the space charge effect is present over a smaller range in 2, present 
between 2 =  0.3 to 0.5 mm for A t  =  0 and —3.3 fs, and at 2 =  0.2 only for 
A t = -20.7, +3.3 and +18 fs. The Xe3+ space charge is noticeable only from
0.3-0.4 mm at A t = 0 and —3.3 fs. The effect is very small for Xe4+.
Since Xe+ has the slowest transit from the interaction region to the detector, 
a packet of Xe+ ions generated at the focus will have the most time to repel and 
diverge before they reach the aperture. It is in the Xe+ signal where the signal, 
and therefore the ion density is highest that would therefore be the most likely to 
be affected by any space charge effects, as confirmed by Figure 5.15. As charge 
state increases, transit times from the interaction region to the aperture also 
decrease, as does the overall volume of ions produced. The discrepancy between 
the experimental data and the models at low 2 therefore appears to be explained 
by space charge, which also decreases with increasing charge state. Additionally, 
space charge is not expected to affect the shape of the outer edges of the signals 
in 2 (yellow-to-blue regions in the colour plots) for Xe+-X e3+.
Comparing Figures 5.13(n)-(p) and 5.14(n) (p) highlights immediately the 
difference in the way the models behave as a result of including degenerate energy 
levels. In the nondegenerate case (Figure 5.13), the difference between ground- 
state only and multiple-state models are most evident in 2, with a large difference 
between the models in (n), slightly smaller in (o) and again in (p), with the A t  
extent of the difference very similar in each case. In the degenerate case (Figure 
5.14), the differences between the ground-state and multiple-state models in (n) 
and (o) are much smaller than in the nondegenerate case, followed by a substantial 
difference in 2 and A t  predicted yields between the models, as shown in (p). As 
seen in Figure 4.14, the ground-state degenerate and nondegenerate probabilities
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overlap, since (as quoted in Table 4.1) the ground-state degeneracy of Xe4+ is
1. More directly, the difference in z  and A t  extent between Figures 5.14(g) and 
(h) is significantly larger than that seen between (k) and (1), between Figures 
5.13(g) and (h) or 5.13(k) and (1). Such a large difference is also not seen in the 
experimental data, indicating that Xe4+ in particular is not well-described by the 
ground-state only degenerate model.
The models predict too much signal at high z. At 0.9 mm in Figure 5.13(b), 
the experimental Xe2+ yield is negligible, yet the ground-state model in (f) pre­
dicts a yield contribution peaking at around 0.2 units over a A t  range of —5 to 
+5 fs. The multiple-state model in (j) predicts a higher, more constant yield 
contribution of ~  0.2 over a similar A t  range. In fact, in the z = 0.5 to 0.9 mm 
range the overall multiple-state prediction is higher than the ground-state only 
model, with the ground-state model at + A t  producing a better fit to the data 
particularly around z = 0.8 mm. In the degenerate model, the high-z behaviour 
is better-described in both Figures 5.14(f) and (j), corresponding to the ground- 
state and multiple-state models respectively, with (f) providing a slightly better 
description of the data near A t = 0. As summarised in Table 4.2, there are 28 
energy levels involved in Xe2+ ionization in the degenerate case, compared to 9 
in the nondegenerate case. This creates a greater density of ionization poten­
tials over the same energy interval, which may be expected to smooth out the 
intensity-dependent ionization behaviour.
In the Xe3+ case, the nondegenerate multiple-state model in Figure 5.13(k) 
seems to be more descriptive of the data, predicting significant yield consistently 
at higher z, whereas the ground-state model in (g) seems to predict a much 
sharper falloff in z. As in Xe2+, including degenerate states results in a much 
smoother falloff in intensity in both cases. However, differently to Xe2+, the
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mulitiple-state degenerate model in Figure 5.14(k) seems to better describe the 
spatial extent of the signal in (c) for the Xe3+.
The experimental data (Figures 5.13(a)-(d) and 5.14(a)-(d)), there is an over­
all asymmetry observed, seen most clearly in the leading and trailing edges of the 
plots. In Xe+ (a), the gradient on the — At-side of the overlap (at A t = 0) is 
steeper than on the -t-At-side. At — A t, the strong pulse precedes the weak pulse 
at the interferometer output, and vice versa at At. As described in Section 4.3, 
the sharpest rising edge exists for the — At-side of the temporal overlap, and 
therefore the prevalence of nonadiabatic ionization is anticipated to be higher 
here than on the +A£-side.
The nondegenerate model (Figure 5.13) is fairly symmetric overall for Xe+ 
(Figure 5.13(e) and (i)), with a very slight asymmetry developing for subsequent 
charge states. The deepest signal minima occur for all charge states (Figure 
5.13(e)-(l)) between A t = —5 and +5 fs, with the distribution of minima centred 
at A t  =  0, corresponding to the strongest intensity variations expected near 
temporal overlap as shown in Figure 4.16. In the experimental data however, 
these occur over a smaller range, centred nearer —8 fs. The reduction in the 
depth of the minima at A t =  — 7 fs and above is not due to aliasing; if it were, 
the minima would be expected to follow a regular pattern depending on the 
step size, becoming deeper again at +A t. Neither the ground-state only nor the 
multiple-state nondegenerate model better reproduces the — A t  behaviour below 
—5 fs, and both models reproduce the behaviour equally well at -f A t above +7 fs.
In the degenerate case however, whilst the deepest minima are still predicted 
over a similar range to the nondegenerate case, there is a temporal asymmetry in 
Xe2+ and Xe3+ predicted in the multiple-state degenerate model (Figures 5.14(j) 
and (k)), highlighted by the subtractions (n)-(o). The range of minima is no 
longer centred at A t = 0 but at slight negative —A t, over a range ~  —10 to
130
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+5 fs. The asymmetry is possibly present in the multiple-state model for Xe4+ 
also (1), but due to the lower signal yield, the effect on the subtraction (p) is more 
subtle.
5.5 Conclusions
Spatially- and temporally-resolved measurements of recollision-free xenon ioniza­
tion using circularly-polarized NIR pulses have been compared to full spatiotem­
poral models based on modifications to the nonadiabatic tunnel theory of Yudin 
and Ivanov. The inclusion of direct tunnelling from multiple energy levels has the 
greatest effect on the spatial distribution of ions; however, some subtle temporal 
differences are also observed, despite the apparent overall symmetry of the models 
in At. Including all possible degenerate energy levels reveals a more significant 
temporal asymmetry. The experimental data is visibly asymmetric in A t.
By comparing experiment and theory in two dimensions (At,z) for four charge 
states, the degenerate multiple-state model appears to be the best description of 
the experimental data, since it is the best description of the variation of the ion 
yield in z, and is the only model to begin to explain the temporal asymmetry in the 
data. W ith a higher number of energy levels involved in the ionization process, 
this results in several more ionization channels becoming available, smoothing 
the intensity-dependence of the process in z, and accentuating the dependence 
on the temporal shape of the pulse, since the time-ordering of the population 
of the states becomes more important. However, whilst the degenerate model 
attempts to be the most complete treatm ent of all the models, the other mod­
els can be better descriptions of localised subtle effects, suggesting the complex 
variation of the temporal pulse shape with A t  can influence the preference for 
ionization by specific channels. The degenerate model, for example, assumes that 
all of the degenerate energy levels have identical ionization probabilities, whereas
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Equation (4.10) in Chapter 4 demonstrates that degenerate energy levels will be 
reached with different probabilities for m = 1,0, — 1. The degenerate model may 
therefore overestimate the ionization rate, whereas the non-degenerate model may 
underestimate the ionization rate in some cases. A detailed model will require 
an in-depth look at each accessible level separately, and would therefore become 
significantly more complex. Additionally, coupling or interference between ion­
ization channels is not considered in the model.
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Chapter 6 
Two-colour tim e-resolved  
ionization of krypton
This chapter briefly reviews single-photon ionization and excitation processes, fol­
lowed by a detailed discussion of the experimental setup used for the XUV-NIR 
cross-correlation measurement of krypton ionization. In Chapter 5, strong-field 
tunnelling in a NIR field results in a time- and intensity-dependent population of 
multiple electronic energy levels in multiple xenon charge states. In this chapter 
however, the population of multiple levels in singly-charged krypton occurs in­
stantaneously via weak-field XUV single-photon ionization, with the relative pop­
ulations of the specific energy levels under investigation depending predominantly 
on the energy of the XUV photon. The potential for predicting photoionization 
cross-sections and elucidating electron correlation dynamics from the results is 
demonstrated by comparing the results to numerical models of the interaction.
6.1 R eview
Chapter 1 discusses strong-field ionization and excitation processes requiring the 
nonlinear absorption of multiple low-energy (typically NIR) photons, resulting in
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multiphoton and tunnel ionization with a strong intensity dependence. In weak 
fields, linear absorption of a single high-energy (typically XUV) photon can cause 
ionization, and result in the population of excited ‘satellite’ ionic states which are 
easily ionized, these processes exhibiting a strong photon energy dependence. In 
combination, XUV and NIR can therefore be used to control and probe time- and 
energy-dependent electron dynamics via the satellites.
6.1.1 W eak-field photoion ization
Single-photon ionization (SPI) occurs when a photon at or above the ionization 
threshold is absorbed. For most atoms, a single photon with the required energy 
to remove an electron would need to be of ultraviolet wavelengths or shorter. For 
example, the first ionization threshold of krypton is ~14 eV, requiring a ~89 nm 
(XUV) photon.
The rate of SPI is given by [1]
r SPi =  a (u )I  (6.1)
where I  is the laser intensity, and a(u) is the photoionization cross-section, which 
is highly dependent on the photon frequency u. Figure 6.1 shows the krypton 
photoionization cross-section modelled by McGuire et al. [96], demonstrating a 
strong peak in the vicinity of the first ionization threshold at 887 A (~14 eV). 
The total photoionization cross-section a(uj) = the sum of the partial
photoionization cross-sections, cq, for each electron orbital [97].
The outgoing electron can cause excitation of the remaining ion via the elec­
tron correlation, resulting in the population of satellite states. Several processes 
may contribute to the population of the satellites: shake-up (SU), configuration 
interaction (Cl) and interchannel coupling (IC). In SU, the sudden change in the
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6 Two-colour time-resolved ionization of krypton
potential from the electron removal results in another electron being excited to 
a higher energy level, leaving a hole. In Cl, there is a strong Coulombic interac­
tion between single-hole and two-hole-one-electron configurations. For example, 
the 5s5p6 singly-ionized state in xenon interacts strongly with the 5s25p45d and 
5s25p46s states [98,99].
Shake-up can be separated into two forms, depending on which electron 
(ejected or excited) removes the majority of the photon energy. Direct shake- 
up (DSU) sees exchange of energy between the photo- and excited electrons, 
whereas in conjugate shake-up (CSU) there is an exchange of energy and angular 
momentum. CSU is dominant at or near threshold as there is a significant over­
lap between the initial bound and final continuum states, while DSU is strongest 
when the photon energy is tens or hundreds of eV above threshold.
The satellite states populated during photoionization of krypton by syn­
chrotron radiation have been studied extensively with high resolution photo­
electron spectroscopy [97, 99-103]. In these studies, a general agreement on 
state assignment is reached, however the mechanisms leading to the population 
of these states is disputed, especially in the vicinity of photoionization thresh­
olds [97,99,102,103].
Figure 6.2 shows the photoelectron spectrum of the 4s satellite states in kryp­
ton for a photon energy of 68.5 eV, as measured by Calo et al. [99]. The intensity 
variation of some satellite lines follows either the 4s or 4p photoionization main 
line as a function of photon energy [97,99,103-105], meaning CSU or CI+DSU 
respectively are expected to dominate. Calo et al. measured the partial cross- 
sections of the satellites over the range 60-88 eV (as shown in Figures 6.3 and 6.4) 
and used these in combination with the (5 parameter and total angular momenta 
to assign and confirm the ionization mechanisms for each state. These 4s- and
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4p-following satellite levels are listed in Table 6.1, and are the levels used in the 
modelling of the XUV-NIR interaction in Section 6.3.
Peak No. Energy(eV) 
(modelling) (Calo)
State Mechanism
1 51 35.88 (1D)5d(^G9/2)+ (aP)7p 4p  IC, SU
2 46 34.95 (■SJSppPa/s) 4p  SU
3 30 32.63 (■D)5p(2P3/2)
(*D)4d(2D3/2) 4p  SU
4 25 31.65 (3P)5p(2S1/2) 4 pSU
5 24 31.61 (3P)5p(2D3/2) 4p SU
6 23 31.57 (3P)5p(4S3/2) 4p SU
7 22 31.37 (3P)5p(2P 3/2) 4p SU
8 21 31.22 (3P)5p(2P i / 2) 4p  SU
9 20 31.16 (3P)5p(2S1/2) 4p SU
10 17 30.65 (3P)5p(4D3/2) 4p  SU
11 84 39.47 (‘D)10d(2D3/2) 4s Cl
12 83 39.31 4s Cl
13 79 38.99 (’D)8d(2S1/2) 4s Cl
14 72 38.55 (1D)7d(2S1/ 2) 4s Cl
15 68 37.84 (1D)6d(2S1/ 2) 4s Cl
16 59 36.48 ('D ^ d ^ S ,,; .) 4s Cl
17 39 34.39 (1S)6s(2S 1/2) 4s Cl
18 37 34.15 (3P)5d(4D 1/2)+ (4P 1/2)
+  (2F7/2) +  (4F7/2) 4s Cl
19 36 34.07 (3P)6s(4P i / 2)+ (4P 3/ 2)
+  (4D3/2) 4s Cl
20 34 33.94 (] D)4d(2SJ/2) 4s Cl
21 28 32.08 (1S)5s(2S ,/2) 4s Cl
22 13 30.23 (3P)4d(4P 1/2)+ (2P i/2) 4s Cl
23 12 30.06 (3P)4d(2P 1/2)+ (4P1/2)
+ (4F5/2); (1D)4d(2P 1/2) 4s Cl
24 5 28.70 (3P)5s(2P 3/2) 4s Cl
25 2 28.27 (3P)5s(4P 3/2) 4s Cl
Table 6.1: Kr+ satellite energies and states populated following XUV photoioniza­
tion identified by Calo et al. [99] to exhibit a photon energy dependence. The peak 
numbers from Calo correspond to Figures 6.2-6.4, and the modelling peak num­
bers correspond to Figures 6.12 and 6.13. State assignments are from [99,106].
6.1.2 X U V -N IR  experim ents
Uiberacker et al. [107] used a subfemtosecond XUV pulse to populate shake-up 
satellites in neon and xenon, probed by a NIR few-cycle pulse (FCP) with vari­
able delay between the XUV and NIR. Figure 6.5 demonstrates the ionization
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routes for one-colour (XUV) and two-colour (XUV+NIR) processes, and shows 
the relative populations of the satellites and ionization probabilities. Uiberacker 
et al. compare their attosecond XUV pump and femtosecond NIR probe mea­
surements for neon with predictions calculated using the tunnel theory of Yudin 
and Ivanov (described in Chapter 1) as shown in Figure 6.6. By comparing the 
measured ion yield as a function of delay to the model, the steps in the yield can 
be attributed to the onset of distinct satellite contributions at different delays, 
demonstrating real-time observation of multielectron dynamics.
In contrast, the ability to select XUV pulses of a single wavelength makes 
it possible to selectively populate energy levels. Synchrotron and XFEL sources 
can produce highly monochromatic tunable XUV radiation. Meyer et al. [108] 
recently conducted experiments using XFEL XUV and NIR pulses to investigate 
two-colour above-threshold ionization (ATI) in xenon, neon and helium as a func­
tion of pump-probe delay. Figure 6.7(a) illustrates the formation of sidebands in 
the electron kinetic energy spectrum for XUV photoionization due to the absorp­
tion or stimulated emission of NIR photons, and Figure 6.7(b) shows the strong 
dependence of the measured photoelectron spectra on pump-probe delay.
Unlike separate NIR and XUV sources, high-harmonic generation (HHG) can 
be used to generate temporally-synchronised collinear NIR and XUV. In a HHG 
source, the drive NIR causes tunnel ionization of an electron and its subsequent 
recombination with the parent ion within half a laser cycle. The additional energy 
gained by the electron due to the driving laser field is released as a high energy 
photon. The process of HHG is discussed in more detail in Chapter 1). The range 
of energies gained by the electron, depending on the time at which it is released 
into the continuum, results in a range of harmonics being produced at odd integer 
multiples of the NIR, occurring in bursts every half-cycle near the zero crossings 
of the electric field. As such, the harmonics are automatically synchronized with
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1.9%7 0 - i (1S)
(1D)
Shake-up satellites
0.2%
9.7%62.53 eV
Ad6 0 -
3d
1.0 %
12.3%
51.3%
50 48.47 eV 2p~2 nlA
4 0 -
Q)
C
UJ
3 0 -
21.56 eV
2 0 -
1 0 -
XUV + IR (At > 0): 93.3% 
XUV: 95.2%
6.7%
4.8%
0 - 1
Ne
Figure 6.5: Energy levels, transitions and predicted populations in neon consid­
ered by Uiberacker et al. Reproduced from [107].
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Figure 6 .6 : Ne2+ ion yield versus delay between the subfeintosecond XUV pump 
and the NIR FCP. The red line (top) is a six-point average of the experimental 
data, and the blue line (bottom) is a summation of the remaining thin coloured 
lines, calculated using nonadiabatic tunnel theory [3] for a 250 attosecond XUV 
pulse and a 5.5 fs Gaussian NIR pulse. Reproduced from [107].
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(a) 5p3/2 Xe 5s2 5p6
electron kinetic energy in eV time in fs
Figure 6.7: (a) Illustration of XUV photoionization and NIR sideband (SB) for­
mation for 5p photoelectrons in Xe, and (b) photoelectron spectra for 90 eV 
(13.8 nm) XUV and ~1.6 eV (800 nm) NIR for four different XUV-NIR delays. 
The maximum number of sidebands is generated where the two pulses are at 
tem poral overlap. Reproduced from [108].
the NIR, and the delay between the NIR and harmonic beamlines manipulated 
using an interferometer setup. Monochromation of the harmonic beam may be 
achieved using multilayer mirrors [109-111] which selectively reflect a particular 
harmonic, or a diffraction grating setup [104,112].
G uyetand et al. [109] generate harmonics in a gas cell using 35 fs NIR pulses. 
A filter reduces the NIR transm itted, and a pair of multilayer mirrors selectively 
reflects either H19 or H25. The XUV is overlapped with a delayed NIR pulse and 
focused into an effusive xenon gas jet. The resulting ion and electron momenta 
and angular distribution are recorded using the COLTRIMS technique described 
in Chapter 1. The ionization routes considered are illustrated in Figure 6 .8 . The 
authors conclude tha t two-colour sequential ionization processes are generally 
weaker than nonsequential processes, and sequential processes are dominant for 
I119+N1R in xenon.
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Figure 6 .8 : Double ionization routes identified by Guyetand et al. [109] for (left) 
H25 only, (middle) H19+N1R, and (right) H25+NIR in xenon, highlighting the 
additional pathways accessible as a result of a combination of XUV and NIR 
radiation. In the middle figure, H19 photons only have sufficient energy to singly 
ionize Xe, but in combination with multiple NIR photons, double ionization oc­
curs via the pathways identified for H25 single-photon ionization (left figure), as 
well as an additional pathway not accessible to H25 only. In the right-hand fig­
ure, NIR in combination with 1125 opens several additional ionization pathways 
via m ultiphoton processes and sideband formation, s =  sequential process, ns =  
nonsequential process, d =  direct, i  =  indirect. Reproduced from [109].
Ranitovic et al. [110] use a combination of NIR and two XUV harmonics, H ll  
and H13, generated by HHG and separated using filters and multilayer mirrors. 
Excited states of helium dressed by the NIR are populated by XUV photoabsorp­
tion. with the NIR causing ionization. The interference between the two channels 
is analogous to a double-slit experiment in the frequency domain. The intensity 
and relative delay between the XUV and NIR are carefully varied to dem onstrate 
controllable modification of the electronic structure to control the interference
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between ionization pathways, with complete destructive interference resulting in 
helium becoming transparent to XUV radiation.
The use of specific-wavelength multilayer mirrors places obvious limits the 
tunability of a HHG XUV system. Grating monochromators can be used to 
select harmonics from a large energy range, but at the expense of intensity, and 
can stretch femtosecond-duration XUV pulses to the order of picoseconds. By 
using a time-preserving monochromator in the off-plane geometry [104], such as 
will be described in Section 6.2, pulse stretching is avoided. Additionally, the 
transmission efficiency may be close to the reflectivity of the mirror coatings 
used [113].
6.2 A stra Artem is beam line
Figure 6.9 illustrates the experimental setup used for the XUV-NIR cross­
correlation measurement. The 1 kHz Ti:S CPA laser described in Section 2.1.7 
(KMLabs RedDragon) produces 2.4 mJ, 30 fs pulses at 785 nm, 0.8 mJ of which 
is focussed by a 25 cm focal length lens into a 1 kHz pulsed effusive argon gas jet 
controlled by a piezoelectric valve (Attotech, Sweden). High-harmonics are gener­
ated over an interaction length of approximately 5 mm, producing XUV radiation 
by high harmonic generation (HHG) as described in Chapter 1. The beam now 
consists of a range of harmonics, including XUV harmonics (10-100 nm) mixed 
with the NIR.
A state-of-the-art XUV monochromator (LUXOR, Padova) [104] is used to 
select the XUV harmonic transmitted. Four gold-coated diffraction gratings 
(Richardson Grating, USA) are mounted on a two-axis computer-controlled stage 
which can be linearly translated in order to select the desired grating, and tilted 
with respect to the beam propagation direction for wavelength selectivity. A 
toroidal mirror (Standa, Lithuania) at grazing incidence (TM1) collimates the im-
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NIR 30 fs 
-2.4 mJ
-0.8 mJ
computer-controlled 
^ translation stage
HHG chamber
gas
NIR+harmonics
TM1
Monochromator NIR(bypass)TM2
S2
monochromated XUV manual
translation
Q p
CEM
Toroidal mirror 
chamber TM3
manual
translation manual
translation
CCD
TOFMS
Figure 6.9: Illustration of the Astra Artemis beamline configured for XUV-NIR 
cross-correlation measurement. BS = beamsplitter (3:1 energy ratio), L =  lens, S 
=  slit, TM =  toroidal mirror, G =  gratings, CEM =  channel electron multiplier, 
AM =  annular mirror, TOFMS =  ion time-of-flight mass spectrometer.
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Kr+ ion yield (arb.)
-200 -150 -100 -50 0 50 100
Pump-probe delay (fs)
150 200
Figure 6.10: Measured Kr+ yield as a function of the tem poral overlap between 
zero-order (NIR+harmonics) pump and NIR probe, showing interference fringes 
between the two NIR pulses. The asymmetry in the K r+ yield is a consequence 
of the XUV also transm itted in the zero-order.
age of the entrance slit (SI), which falls onto the selected grating. The diffracted 
light is focused by a second toroidal m irror (TM2) onto the exit slit of the spec­
trometer. In this configuration (i.e. diffracted first-order transm ission), the NIR 
hits the toroidal mirror off-axis and is blocked by the chamber wall before the exit 
slit (S2). Tilting the grating will translate the diffracted XUV spectrum  across 
the exit slit, with the transm itted bandw idth limited by the width of the exit slit.
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The transm itted XUV pulse duration depends on the number of grating rulings 
illuminated and is comparable to, or shorter than, the NIR drive pulse duration.
A third toroidal mirror (TM3) focuses the monochromated XUV into the 
interaction region of the ion time-of-flight mass spectrometer (TOFMS) de­
scribed in Section 3.1, where krypton is effusively released to a local density 
of 2 x 1011 cm-3 . En route, the XUV passes through the hole at the centre of 
an annular mirror (AM).
The remaining 1.6 mJ of the NIR beam bypasses the HHG chamber and 
monochromator (Figure 6.9) described previously, and is recombined with the 
monochromated XUV on reflection from the annular mirror (AM). A computer- 
controlled translation stage in the bypass beamline introduces a sub-cycle tem­
poral delay relative to the XUV. The XUV ‘through’ and NIR bypass beamlines 
therefore essentially form an interferometer with arm length ~6 m. The location 
of temporal overlap was found by configuring the monochromator for zero-order 
transmission (NIR+harmonics); both beams are then focused into the interaction 
region of the TOFMS, and the Kr+ yield recorded as a function of delay, as shown 
in Figure 6.10. Since the focus produced by the ‘through’ and ‘bypass’ beamlines 
are spatially overlapped, and the NIR present in both beams originate from the 
same source. Therefore, interference fringes are observed in the Kr+ yield when 
the pump-probe delay approaches the pulse duration.
The amplitude variations become larger as the delay approaches zero, or tem­
poral overlap, but is never completely destructive due to the unequal energy 
splitting between the two NIR pulse copies. The peak in the ion yield locates the 
translation stage position corresponding to temporal overlap, and the subcycle 
fringes verify the stability of the system to better than 300 attoseconds.
Due to the nonaxisymmetric beam propagation expected from this beamline, 
the focal volume modelling techniques described in Chapter 4 have not been used;
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instead, the XUV and NIR foci have been characterised experimentally using a 
CCD for beam profile measurements. The through beam spot size for the zero- 
order NIR was found to be 130 //m; however, the XUV spot size is not expected 
to exceed 20 pm  due to the size of the source, which should be imaged 1:1 at the 
output. The NIR bypass beam is larger and more astigmatic (170 //m by 250 gm), 
with a significant power drop incurred due to the loss of the centre of the beam 
profile on reflection from the annular mirror. As described in Chapter 7, this 
can also cause a shift in the focus position with respect to the monochromated 
XUV or zero-order focus, which is taken into account. Despite these effects, the 
focused NIR intensity is still expected to be above 1013 W /cm 2.
The spatial region in which the XUV and NIR overlap is small; to increase 
the ion signal, the pressure of the gas target was higher (10-6 mbar) compared to 
the NIR-only experiments (10-7 mbar) described in Chapter 5. The aperture in 
the TOF was also removed, allowing the full interaction volume to be detected.
Using a calibrated channel electron multiplier (CEM) inserted into the beam- 
line after the monochromator slit, the XUV photon flux can be determined from 
the measurements of CEM current. Changing the angle of the diffraction grat­
ing in the monochromator changes the XUV wavelength, and therefore photon 
energy transmitted, as described previously. By scanning through a range of an­
gles, a spectrum of photon flux vs. photon energy can be plotted, as shown in 
Figure 6.11(c). A photon flux of 104 -  106 photons per shot was detected over 
the harmonic range H13 -  H27 (20 -  45 eV).
6.3 M odelling
Figure 6.11(a) illustrates the processes that are to be considered for the. XUV- 
NIR pump-probe setup described in Section 6.2. Over the H21, H23, H25 and 
H27 photon range (32.8 -  42.1 eV), krypton is either 4p~l or 4s-1 photoionized,
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Figure 6.11: (a) Energy level diagram for krypton showing relevant electronic 
transitions: the XUV harmonics (violet arrows) photoionizes to 4p~} or 4s-1 
K r+, populating excited satellite states through shake-up or configuration inter­
action with a bound 4p electron (green arrows). The NIR strong held pulse then 
tunnel ionizes the satellite states (red arrows) leaving the Kr2+ ion in the 4p~2 
or 4s-14p-1 states, (b) 4s-1 (red) and 4p~1 (green) partial photoionization cross 
sections as a function of photon energy from the respective thresholds of 13.99 
and 27.50 eV. The cross-sections are an am algam ation of experimental and theo­
retical results [97,99 103] with the uncertainty indicated by the shaded area, (c) 
XUV harmonic spectrum  measured on a channel-electron multiplier inserted into 
the beamline after the monochromator as the photon energy is selected, corrected 
for CEM sensitivity (electrons per photon) and dispersion as a function of angle.
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with the photoionization cross-sections shown in Figure 6.11(b). During pho­
toionization, bound 4p electrons have a small probability of being excited into 
unoccupied orbitals [99,100,102,103] populating satellite states by DSU and CSU 
as described in Section 6.1.1.
Photoexcitation cross-sections for krypton are unknown at the photon energy 
range in the present work, therefore the state assignments from Calo et al. [99] 
(as listed in Table 6.1) is employed, assuming the main-line-following behaviour 
extends to lower photon energy. The model makes no assumptions about the ion­
ization mechanism. The 4s- and 4p-following peaks in the photoelectron spectrum 
from [99] are assumed to be proportional to the 4s and 4p partial photoabsorption 
cross-sections a4s and a4p respectively; varying these trial cross-sections scales the 
amplitudes of the corresponding satellite lines, modifying the satellite populations 
in the model accordingly. The excitation of the satellites could alternatively have 
been modelled using shifted cross-sections, as used by Calo et al. Following 4p~l 
or 4s_1 ionization, the population of the satellite states occurs under the influence 
of the XUV photon, resulting in a shift in the electron ejection energy from the 
4p_2nd states. However, this would result in some additional complexity when 
considering individual states, since individual shifts would also have to be incor­
porated into the modelling described in Section 6.3, whereas Calo introduce an 
average shift to aid visual comparison of the 4s and the SU, Cl and IC satellites.
The harmonic-induced satellite yield is then integrated as a function of time 
through the XUV pulse; at each time-step (0.02 fs) the tunnel ionization of the 
cumulative satellite population is then predicted by the established strong-field 
tunnel ionization theory of Yudin and Ivanov [3], as described in Chapter 1 and 
used in the modelling in Chapter 5. Importantly, since this theory applies at 
arbitrary Keldysh parameter, it is valid for all satellite states even in the vicinity 
of the ionization threshold. Finally, since the focal length is long compared to
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the length of the interaction region within the TOFMS, the XUV and NIR foci 
are approximated by intersecting cylindrical volumes, with radii corresponding to 
the beam profile measurements given in Section 6.2. Integrating over this volume 
gives the predicted ion yields for direct comparison with experiment.
The model therefore has only three fitting parameters: the trial partial pho­
toionization cross-sections cr4s and a4p, and the XUV pulse duration. These are 
systematically varied to fit the predicted ion yield as a function of pump-probe 
delay to the experimental results for H21-H27, as will be shown in Section 6.4.
6.4 R esults
By varying the harmonic order (i.e. changing the photon energy) and scanning the 
delay between XUV and NIR, the enhancement of the Kr2+ ion yield can be used 
as an atomic cross-correlation measurement. Figure 6.12 presents the measured 
Kr2+ yields as a function of pump-probe delay for H21-H27, with theoretical 
predictions modelled as described in Section 6.3. Also shown are the individual 
predicted satellite populations as a function of pump-probe delay for the levels 
given in Table 6.1.
If the NIR pulse precedes the XUV pulse, the NIR intensity 
(7n i r  < 2 x 1013 W /cm 2) is only sufficient to produce Kr+ in the lowest lying 
electronic states with a probability of the order 10-4 per shot. As a result, 
subsequent XUV photoionization is essentially negligible as very few Kr+ ions 
are generated, so the subsequent Kr2+ yield is below the detection limit of the 
TOFMS. Furthermore, direct tunnel ionization to Kr2+ in the NIR is predicted 
to have a probability around 7 orders of magnitude lower than Kr+.
There is a clear time-dependent enhancement in the Kr2+ yield in the case of 
XUV-NIR pulse arrival rather than NIR-XUV. As illustrated in Figure 6.11, if
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the XUV pulse precedes the NIR, the satellite states populated by the correlated 
electron dynamics are tunnel ionized by the NIR. As the pulses overlap in time, 
the satellite states will be depopulated generating either 4s- 14p“1 or Ap~2 Kr2+, 
and the yield and temporal structure is a direct measure of the satellite excitation 
process.
Despite some statistical noise in the Kr2+ yield presented in Figure 6.12, a 
clear change in the step size from H21 to H27 is seen, which the theoretical 
treatm ent reproduces very successfully. Furthermore the changing shape of the 
rising edge of the step is reproduced: H21 exhibits a sharp gradient change and 
H23 to H27 exhibit a successively less acute gradient. This is the result of tunnel 
ionization from the 4s satellites occurring later in the NIR pulse (i.e. at higher 
intensity) and a changing distribution of population with XUV energy.
The XUV photon energy and photoionization cross-sections place limits on 
the satellite states populated, and, as the harmonic order is varied, the ease 
with which the NIR pulse can initiate tunnel ionization. This is illustrated in 
Figure 6.13 where the cumulative Kr+ populations are presented for all satellite 
states following the XUV pulse only, and are equivalent to the photoelectron 
spectrum expected following the harmonic pulse. For H21, a limited group of low- 
lying satellite states are energetically permitted; H23 sees this limitation reduced. 
In H25, only a small number of high-lying 4s-following states cannot be accessed 
and for H27, the full range of states are available. The energy considerations 
of the populated satellite states is approximate; if the XUV photon energy lies 
below the main line and satellite state, shake-up or configuration interaction are 
treated as impossible however this is worthy of future theoretical investigation, 
particularly in light of [110]. The degree of configuration interaction mixing 
between the 4s-1, 4p~l and satellite states is also of importance.
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From the relative As and Ap photoionization cross-sections, it might appear 
that the photoionization and excitation will be dominated by the Ap contribution, 
however two important factors must be considered. Firstly, there are many more 
high-lying satellites populated through 4s photoionization which will be far more 
readily tunnel ionized by the NIR. This tips the balance in favour of the 4s states, 
particularly for H25 and H27. Secondly, without the influence of both the 4s- 
and 4p-following states, the best-fit XUV pulse duration would approach 45 fs, 
as shown in Figure 6.14. The emission harmonic time is principally governed by 
the time within the pulse that significant tunnel ionization occurs in the argon 
gas jet. For a 30 fs NIR drive pulse, H21-H27 are caused by tunnelling in the 
central 12 to 8 fs of the pulse at the dominant intensity in the focal volume. For 
the plane grating employed in the current work, a full-width temporal response 
of 10 to 8 fs [112] is expected, calculated by ray-tracing paths from the gas jet to 
the exit slit through the monochromator. There is a requirement therefore that 
two processes are occurring: an XUV pulse with a duration of 45 fs would appear 
unlikely, and the predicted XUV durations of 24 to 28 fs seem much more in line 
with the ray-tracing predictions.
The a4p and a4s satellite photoexcitation cross-sections that produce the best- 
fit to the Kr2+ yields presented in Figure 6.12 are shown in Figure 6.15(a), and 
compared to the 4s-1 and Ap~l main-line cross-sections. An absolute compari­
son cannot be performed as normalization to previous observations has not been 
possible, however relative comparisons reveal the energetic trends which are medi­
ated by the correlation dynamics. The Ap satellite follows the energy dependence 
of the Ap~l main line, the result of DSU and Cl dominating, as this route is ~  
20 eV above threshold. This confirms the observations [99,103] at a significantly 
lower photon energy despite using a radically different experimental configura­
tion. The 4s satellite exhibits a distinct divergence from the 4s_1 cross-section
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Figure 6.13: Relative populations of satellite states predicted by XUV-N1R mod­
elling following fitting routine. For harmonic orders (a) H21 to (d) H27, the 
populations of the satellite states identified in Table 6.1 are presented as a func­
tion of binding energy. These states are derived from [99] and the populations 
are predicted by the photoexcitation cross-sections in Figure 6.11 which produces 
the theoretical yield curve shown in Figure 6.12 following tunnel ionization by 
the NIR pulse as predicted by [3]. The vertical dashed line represents the photon 
energy above which excitation is assumed to be energetically forbidden.
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Figure 6.14: Yield of Kr2+ (filled squares) as a function of XUV-NIR pump-probe 
delay (lines) for H23 (35.7 eV). An XUV pulse with a Gaussian tem poral profile 
of ~45 fs gives the best fit to the data.
although a minimum is predicted. The separation between the 4s - 1  and satellite 
states ranges from 0 to 13 eV hence DSU, CSU and the Cl are all possible however 
CSU is expected to dominate. CSU is the result of multi-electron interactions 
and is unlikely to be well approxim ated by the main line.
An interesting by-product of the measurement presented in Figure 6 . 1 2  is 
the first observation of single-photon double-ionization (SPDI) at threshold using 
a harmonic source, shown in Figure 6.12(b). A single 1125 or 1127 photon can 
directly initiate a double 4p subshell vacancy, as apparent from Figure 6.11(a). 
As presented in Figure 6.13, for 1121 and 1123 the Kr2+ yield is zero when the 
NIR pulse precedes the XUV pulse, however for H25 and H27, there is a clear 
Kr2+ offset tha t exhibits no time dependence. The XUV intensity is not suffi­
cient to permit two-photon effects, therefore the remaining route is SPDI. This 
process has an extremely small cross-section, and previous measurements have 
required a number density orders of m agnitude higher and integration times of
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Figure 6.15: (a) Relative pho toexcita tion  cross-sections recovered from time- 
energy dom ain XUV-NIR pum p-probe in itia ting  photoionization, shake-up and 
strong-held ionization com pared to  the  4 s-1 and 4p~l photoionization cross sec­
tions. T he uncertain ties are estim ated  by varying th e  trial 4s and 4p photoex­
cita tion  cross sections until an appreciable change in the  regression fit to  the 
experim ental K r2+ yield is found, (b) The non-tim e-correlated residual K r2+ 
yield from Figure 6.12 is presented as a function of harm onic order, indicating 
the onset of direct double ionization for 1125 and 1127. The shaded region indi­
cates th a t  direct double ionization is energetically unfavorable and the error bars 
indicates 2 s.d. where the  XUV and NIR pulses are well separated  in tim e.
m inutes. C on trast th is  w ith of the  order 105 XUV photons per 30 fem tosecond 
shot, repeated  for 2500 shots in the  present work.
6.5 Conclusion
XUV-NIR cross-correlation m easurem ents reveal a step  in the K r2+ ion yield as 
a function of pum p-probe delay. T he m easured yield is significantly higher when 
the XUV precedes the  NIR, corresponding to  the population  and subsequent 
tunnel ionization of satellite  sta tes. Single-photon double ionization is also ob­
served as an increase in signal on the  lower side of the  step  for harm onics above 
the  double ionization threshold (1125 and 1127). P artia l XUV photoionization
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cross-sections have been extracted from the data by fitting a model based on 
nonadiabatic tunnelling theory [3] of satellite states, with relative populations 
based on photoelectron measurements [99].
Whilst the modelling has reproduced some of the qualitative features of the 
4s and 4p partial photoionization cross-sections (Figure 6.15), future investiga­
tions may require the inclusion of processes which are not currently considered, 
which may account for the quantitative differences. For example, the modelling 
assumes two-colour double ionization is dominated by sequential processes, and 
does not include sideband formation [108,109]. The satellites are assumed to 
be populated instantaneously by the XUV pulse, whether this is from the 4p 
or 4s level. However, as recently discussed in [114], recent experimental results 
suggest a time delay exists between photoelectron emission from the p and s 
shells in helium and neon, which the author attributes to elastic scattering and 
many-electron correlation. Additionally, there is assumed to be zero population 
in satellite states with energy greater than the XUV photon, which may not be 
true if the atomic energy levels were significantly shifted in the presence of the 
NIR field [110].
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Chapter 7
Beam -transport diffraction in 
N IR  FCP experim ents
In typical few-cycle pulse (FCP) beamlines, material dispersion must be min­
imised in order to preserve the pulse duration. Air propagation can cause mea­
surable temporal broadening, and few-mm thick optics can broaden the initial 
few-cycle pulses to tens of fs. In order to control the peak intensity and phase- 
matching conditions at the focus, hard-edged apertures are therefore often utilised 
since they introduce no additional material dispersion to the transm itted FCP. 
As a consequence, however, additional diffraction effects are introduced to the 
spatial beam profile and the resulting focus.
In this chapter, the methods described in Chapter 4 are applied to a model 
FCP beamline. The Huygens-Fresnel diffraction integral is used to quantify the 
distribution of spatial intensity and the shape of the wavefront through the fo­
cal volume as the beam propagates and is truncated by finite-diameter optics. 
Reflection from a spherical annular mirror for a range of annulus and aperture 
sizes are simulated. Finally, predictions are made of the changes to intensity and
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focal position as the aperture is reduced. The model’s usefulness as a tool for 
optimisation of an experimental beamline is therefore highlighted.
7.1 R eview  of typical FCP beam lines
Generation of a FCP requires the spectrum of the input pulse from a Ti:S laser 
(Chapter 2) to be broadened to a few hundred nm bandwidth, which is typically 
achieved by self-phase modulation (SPM) in a gas-filled hollow fibre as described 
in Section 2.1.8. In an optimally coupled fibre, this imposes a Bessel EHn spatial 
profile on the divergent beam at the exit of the fibre. The original spatial profile of 
the laser before the hollow fibre does not propagate. The propagation of the beam 
profile from the exit of the fibre through diffracting optics can differ significantly 
from a Gaussian, as discussed in Chapter 4, as modelled by de Nicola [115] for a 
pure Bessel input beam, and as studied by Nisoli et al. [57] with implications to 
high-harmonic generation (HHG).
State-of-the-art FCP, attosecond and single-harmonic experiments employ 
minimally- or non-dispersive duration-preserving techniques to vary the intensity 
of subfemtosecond NIR pulses, separate XUV pulses from the NIR drive pulses in 
HHG, improve phase matching in HHG and precisely manipulate XUV and NIR 
pulses spatially and temporally [56,57,104,105,107-112,114,116-118]. Novel so­
lutions include multilayer mirrors, toroidal mirrors, piezoelectrically-manipulated 
segmented mirrors and composite filters. The latter being a transmission optic, 
it must be comprised of /zm-thickness material in order to ensure minimal disper­
sion of the NIR, and minimise material absorption of the XUV. Each hard-edge 
encountered by the NIR beam will result in diffraction, which becomes significant 
when the optics substantially encroach on the central, highest-intensity part of 
the beam profile. W ith the segmented optics previously described, the intensity
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profile may be axisymmetrically modified from the centre outwards, as well as 
from the outer edges inwards using e.g. apertures.
In many pump-probe NIR-XUV experiments, such as the experiment de­
scribed in Chapter 6, the NIR probe beam is often separated prior to the HHG 
stage, this however results in a lower intensity pump beam for XUV generation. 
In 2010, Fiefi et al. [Ill] have demonstrated an experimental setup in which the 
XUV and NIR are successfully separated following HHG. Figure 7.1 is a diagram 
of the beamline. NIR enters into the first chamber, where it is focused into a gas 
jet, resulting in HHG. The divergence angle of the harmonics is smaller than that 
of the drive NIR radiation, enabling them to be spatially separated at the first 
perforated mirror (PM1). The NIR-only part of the beam is reflected, and the 
NIR-fharmonic beam passes through the hole at the centre of the mirror. Filters 
reduce the NIR intensity in the harmonic beam, and the multilayer mirror (ML) 
selectively reflects an XUV harmonic. The intensity of the NIR is controlled using 
apertures A l and A2. The beams are then recombined at a second perforated 
mirror (PM2) before being used in a photoelectron streaking experiment.
In 2011, Magerl et al. [116] used the experimental setup illustrated in 
Figure 7.2. A segmented filter is used to separate the XUV and NIR from a 
collinear beam, ensuring the separated radiation falls correctly onto the corre­
sponding sections of a coaxial segmented mirror, consisting of a central ~5  mm 
diameter XUV multilayer mirror and a NIR-reflecting annulus. The filter al­
lows 92% transmission of NIR through a nitrocellulose annulus which completely 
blocks XUV. The central part of the filter consists of zirconium, which allows 
transmission of a large fraction of the XUV (~30 50%) whilst reducing the NIR 
transmission by several orders. The segmented mirror is piezoelectrically manip­
ulated to introduce an XUV-NIR pump-probe delay.
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multilayer 
mirror ML
concave mirror M2
filter wheels 
FW1.2 with 
Al. Si and Zr 
filters
motorized 
aperture AI 
for intensity 
adjustment
perforated 
mirror PM 1 
at entrance o f  
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filter wheel 
FW3 with 
Pd and Zr 
filters perforated 
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\
to experiment
Figure 7.1: Section of the AS- 2  attosecond beamline at the MPQ-LMU Joint Lab­
oratory for Attosecond Physics. The first chamber is responsible for HHG, and the 
second chamber for introducing a delay between the XUV and NIR pulses. The 
XUV and NIR are separated and recombined using perforated/annular optics, 
w ith the NIR intensity varied using apertures, which are used in a photoelectron 
streaking experiment. A dapted from [111].
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U
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0.5 m
aperture
focusing
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mirror
Figure 7.3: Schematic of the optical system considered: a Bessel EH n spatial 
mode propagates from the input plane at the exit of the hollow fibre (radius a\ =  
125 pm)  via a spherical collimating mirror (radius a2 =  12.7 mm), through an 
intensity-controlling aperture of variable radius a 3 and focused into the interaction 
region by a spherical mirror (radius a4 =  12.7 mm). The annulus is modified 
by increasing the radius h of the central hole from 0 to 2 mm. The electric 
field distribution U\(r \ )  is determined by the EHn fibre mode, and is given by 
Equation (4.6). U2(r2), ^ 3 (7 3 ), U4(r4) and U5(rb, z) are solutions of the Huygens- 
Fresnel equation (7.1) after propagation using the matrices described in Equation 
(7.2), and are plotted in Figure 7.4.
7.2 M odel beam line
The beamline in Figure 7.3 is inspired by those described in Section 7.1, and 
incorporates the salient elements: a hollow-fibre for FCP generation, collimating 
mirror, intensity-controlling aperture and a perforated/annular focusing mirror. 
While it does not have the complexity of beamlines AS- 2  (Figure 7.1) and AS-3 
(Figure 7.2), it is at least illustrative of the optical effects encountered.
On the exit of the fibre, the spatial profile of the pulse electric field is de­
scribed by an EH n Bessel, the reasons for which are explained in Section 2.1.8. 
The intensity profile at the hollow fibre exit is shown in Figure 7.4. Following 
propagation of around 1 m, the fibre output is recollimated on reflection from a 
spherical mirror, again introducing diffraction from the mirror edge. Temporal 
compression and beam transport into a vacuum chamber allows the diffraction
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from the fibre edge and recollimating mirror to dramatically alter the beam pro­
file.
To facilitate the generation of an XUV pump and NIR femtosecond probe 
with variable delay, some form of material or spatial beamsplitting and filtering 
is required. It is assumed at this point that the NIR pulse is split with a thin glass 
beamsplitter, with one beam reflection-focused into a gas-jet, and the resulting 
XUV separated from the NIR by metal filters then reflection-focused into the 
interaction region of a spectrometer without encountering any material.
The Huygens-Fresnel diffraction equation is described in Section 4.1, and is 
employed to numerically model the beam propagation through the beamline il­
lustrated in Figure 7.3. The case of a spherical mirror followed by an identical 
treatment for an annular spherical mirror are modelled. It should be noted that 
only the spatial characteristics of the diffraction process are considered, taking 
no account for the broadband nature of the temporal pulse or nonlinear processes 
in the laser focus.
Starting from the generalized form of the Huygens-Fresnel equation for cylin­
drical coordinates [46,86,119] and following the derivation given in Chapter 4, 
the electric field at the output plane is given by
a
2 tt7  D v  ^ f
u 2(r2, z) =  exp(ik{Z'  +  -^q )) j  u i(r i , z = °) exp(Gr^)J0(Hri)r1dr1
o
(7.1)
where G =  i k A / 2 B , H  = kr2/ B , 2 is the axial coordinate, A is the wavelength, 
k =  ^  is the wavenumber, and A, B, D  are elements of the paraxial system ma­
trix M  = ( q %) describing the optical system between the two planes. The input 
and output planes are separated by a total axial distance Z', and co-ordinates 
( r i ,0) and (r2,<f>) define points on the input and output planes respectively.
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The ray-tracing matrices describing each section of the beamline between 
limiting apertures are
where Mi_»2 is the matrix describing the section between the hollow fibre plane, 
Uffri) on Figure 7.3, and the collimating mirror plane, t/2(r2); ^ 2->3 the ma­
trix between the collimating mirror and the intensity-controlling aperture plane, 
^ 3(^3); between the aperture plane and the focusing mirror plane U^(r^)\
and M4_>5 between the focusing mirror and the plane U^{r^z)  within the focal 
region at a chosen axial position, z. f i  and / 2 are the focal lengths of the colli­
mating mirror and focusing mirror respectively. In the model described in this 
chapter, di ,d2, d3 =  1 m, / j  =  1 m, and / 2 =  0.5 m.
The input plane is defined as the output end of the fibre and the complex elec­
tric field distribution at subsequent optics evaluated numerically. Propagation, 
diffraction and reflection focusing are treated in this representative optical sys­
tem, however the same treatment can be applied to more complex optical systems 
provided they are axisymmetric. Clearly the spatial step size defines the compu­
tation time required to solve the diffraction integral. Typically, it was sufficient 
to use a step-size corresponding to 0.1% of the aperture radius. Furthermore, 
before carrying out the calculations presented here, a convergence test was per­
formed whereby the step size was systematically reduced until a less than 0.01% 
variation was found. All presented calculations were carried out well within the 
convergence range.
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Figure 7.4: Solutions of the Huygens-Fresnel equation at the hollow fibre exit, 
collimating mirror, aperture and focusing mirror in the optical system illustrated 
in Figure 7.3, solved for 0 < r < a at planes U2 to U$. U\ is the electric field 
(EHn mode) at the hollow fibre exit, normalized to 1. /<(r) =  \Uf(r)\ at each 
plane i, and are relative to the peak intensity / i ( 0) at the fibre exit.
The optical system illustrated in Figure 7.3 is now considered. The complex 
electric field at the collimating mirror is found by substituting Equation (4.6) 
for U\ in Equation (7.1). This is then integrated numerically over the finite 
aperture of the fibre end. The imaginary component of the electric field contains 
phase information allowing the wavefront shape to be propagated. This process 
is then repeated for the collimating mirror which is defined to have a radius of 
0,2 =  12.7 mm, also defining the integration limits of Equation (7.1) at this point, 
the fully-open intensity-controlling aperture with a3 =  12.7 mm and focusing 
mirror with 04 =  12.7 mm. The limits 02,03 and 04 are chosen to represent the 
hard edges imposed by 25.4 mm (1”) diameter beamline optics typically used in 
experimental beamlines.
Figure 7.4 shows the intensity distribution at the hollow fibre /i( r i) , and 
the intensity solutions to the Huygens-Fresnel integral at the collimating mir-
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Figure 7.5: Radial intensity distribution at the focusing mirror (/4(r4) =  |£/f (r4)|, 
where t/4(r4) is evaluated at the position indicated in Figure 7.3) after propagating 
1 m from the intensity-controlling aperture in the optical system illustrated in 
Figure 7.3. The aperture (radius as) truncates the beam and reduces the relative 
power, P, transmitted. The dotted line shows the position of the aperture edge 
in relation to the transm itted intensity profile.
ror, / 2(r2); at the aperture, /a(r3); and at the focusing mirror, / 4(r4), where 
h(r) = \Uf{r)\, and Ui{r) are labelled in Figure 7.3. Defining the beam radius as 
the Airy disk radius, i.e. the position of the first intensity minimum, the 125 pm  
disk at the fibre exit expands to ~5.5 mm at the collimating mirror after 1 m 
propagation. The diffracted intensity profile is truncated just after the third max­
imum (at r 3 ~  10 mm), with the second maximum being three orders below the 
peak intensity (first maximum). The subsequent aperture and optic (12.7 mm ra­
dius) have very little effect on the overall intensity profile, with subtle diffraction 
effects beginning to change the shape of the second maximum.
Figure 7.5 shows the effect of reducing the radius of the intensity-controlling 
aperture. Since the Airy disk contains 99.2% of the beam power, changes in 
the aperture size have little effect on the power transmitted for radii between 
12.7 mm and 5.5 mm, though the low-intensity features present between these
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radii will be truncated and distorted. However, as the hard edge encroaches on the 
Airy disk, small changes in the transmitted power are immediately accompanied 
by dramatic changes in the transmitted beam profile. For an aperture radius, 
a3 =  2.9 mm, corresponding to a relative transm itted power, P =  0.8 compared 
to a3 =  12.7 mm, the underlying Bessel profile is barely recognisable, dominated 
by multiple intensity peaks due to diffraction at the intensity-controlling aperture 
(t/3(r3) in Figure 7.3).
7.3 D istribution of focused intensity and phase
Figures 7.6 and 7.7 show the spatial intensity distribution and wavefront shape 
as a function of the optical power transm itted through the aperture after be­
ing reflection-focused from a spherical focusing mirror, and an annular spherical 
focusing mirror respectively. The maximum power corresponds to the aperture 
being the same radius as the collimating mirror (Figure 7.3).
At the maximum transmitted power (P =  1), where there is negligible diffrac­
tion, the spatial distribution of intensity for the non-annular spherical mirror is 
a good approximation to a Gaussian focus centred at z = 0.5 m. As the Airy 
disk is increasingly truncated by closing the aperture down, diffraction structure 
becomes immediately apparent at the focus, the contrast of which increases with 
decreasing aperture radius, as expected from the intensity distributions at the 
focusing mirror shown in Figure 7.5. Comparing the distribution before and after 
the focus, it is clear that the distribution of intensity quickly becomes asymmet­
ric due to the truncation. This is also apparent along the axial direction as the 
frequency of the oscillatory structure increases. Furthermore, as the power drops 
below P =  0.6 there is a noticeable shift in the maximum intensity position.
The annular mirror has an outer radius of a4 =  12.7 mm and a hole of radius 
h = 1 mm. The integration limits of Equation (7.1) are now h and a4. As
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Figure 7.6: Spatial intensity distribution and wavefront shape at the focus of the 
optical system in Figure 7.3 as a function of relative power, P transm itted  by 
the aperture. Here the focusing mirror is spherical without a hole. The axial 
position, z is measured with respect to the focusing mirror. Figures 7.4 and 
7.5 show the intensity distribution at the focusing mirror at z =  0. The lowest 
relative intensity is 1 0 “ 3 and highest is 1 0 °; each thick contour represents an 
order of m agnitude change, each hue contour is an intensity change of 10° 2. The 
power P =  1.0 corresponds to the aperture radius being equal to the collimating 
mirror radius. Below each intensity plot the wavefront shapes are presented in 
2  pm  slices; the wavefronts are separated by 27t.
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Figure 7.7: Spatial intensity distribution and wavefront shape at the focus of 
the optical system in Figure 7.3 as a function of relative power, P transm itted  
by the aperture. Here the spherical focusing mirror has a circular hole at the 
centre of radius h =  1 mm. The axial position, z is measured with respect to 
the focusing mirror. Figures 7.4 and 7.5 show the intensity distribution a t the 
focusing mirror at z =  0. The lowest relative intensity is 10~ 3 and highest is 10°; 
each thick contour represents an order of m agnitude change, each fine contour 
is an intensity change of 10° 2. The power P =  1.0 corresponds to the aperture 
radius being equal to the collimating m irror radius. Below each intensity plot the 
wavefront shapes are presented in 2  //m slices; the wavefronts are separated by 
27r.
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is apparent from Figures 7.4, 7.5 and 7.6, propagation from the fibre to the 
focusing mirror already introduces significant diffraction structure in the beam. 
A hole in the annular mirror introduces an additional hard edge and removes the 
highest-intensity section of the beam from the centre to the radius h of the Airy 
disk, causing additional diffraction effects as well as a reduction in the power 
transm itted to the focus. The maximum power in Figure 7.7 corresponds to the 
aperture being the same diameter as the collimating mirror and the relative power 
transm itted by the aperture agrees with that shown in Figure 7.6. As discussed 
earlier, this case is comparable to attosecond and XUV-NIR beamlines. Even at 
the highest power, there are obvious differences between the annular (Figure 7.7) 
and non-annular spherical mirror (Figure 7.6): cylindrically symmetric intensity 
lobes are generated on-axis and following the outer edge of the focal cone. As the 
power is decreased, the structure of the focal volume becomes more pronounced, 
with the ‘V’-shaped distribution dominating. Again, a significant shifting of the 
peak spatial intensity is observed, to a greater extent than the non-annular case.
Figures 7.6 and 7.7 show the effect of the aperture and the annular mirror on 
the wavefront shape. In the case of a spherical mirror without a hole, the near- 
Gaussian profile at P = 1.0 (aperture fully open) has the strongest and smoothest 
wavefront curvature. At z — 0.5m, it also has the smallest flat-phase region, 
extending to r = 60 yum, corresponding to an intensity variation of an order of 
magnitude from the peak. After this point, phase jumps are seen in the plot, 
but this is less significant since the intensity drops off sharply, and is over three 
orders lower at r = 100 /am. As the aperture radius and the power transm itted 
decreases, the intensity at the focus becomes shallower, and the regions of flat 
phase at all selected z extend in r. For P = 0.7, the phase is flat to r  =  100 /am, 
over two orders of magnitude from the peak. At P = 0.3 the peak intensity is 
reduced by just over an order, but the elongation of the focus results in a region
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Figure 7.8: Peak spatial intensity in the focal region as function of aperture radius 
a3, relative to the peak intensity with the aperture fully open. The minimum in 
intensity at a3 =  7 mm is due to a splitting of the focus into two peaks, which 
are symmetric about the geometric focus (average A f  = 0).
of relatively flat phase over a much larger r and z range, extending to r  ~  180 fim 
between z = 0.46-0.52 m. In the context of HHG, this increases the interaction 
length over which high harmonics are in phase. Such conditions are qualitatively 
similar to those experimentally found to maximize the efficiency of HHG by phase 
matching [57,120,121].
The effect of removing a section of the spherical mirror of diameter h = 1 mm 
in the annular mirror case is clearly evident from Figure 7.7 in terms of intensity. 
In the non-annular case, the wavefront shapes are generally smooth, or incorpo­
rate discrete 2tt phase jumps. In the annular case shown in the wavefront plots in 
Figure 7.7, the wavefronts are significantly more complex in structure, following 
the significant radial and axial structure of the intensity profiles. However, the 
effect of the aperture is still to extend the flat phase region in r and z, albeit at 
a lower transmitted intensity due to the loss of the central part of the beam.
Figures 7.6 and 7.7 have been produced from full three-dimensional plots of the 
focal volume, which require significant computing time to produce at sufficient
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Figure 7.9: Peak intensity position in the focal region as function of aperture 
radius a3, relative to the peak position with the aperture fully open (A / =  0).
accuracy to be meaningful. However, as can be seen from the figures, despite 
additional diffraction structure and spreading of the highest-intensity part of the 
focus, the peak intensity remains on axis. By solving Equation (7.1) at r 2, r 3 and 
r4 =  0 only, i.e. on axis, the peak intensity and focal shift can be quantified 
far more quickly and efficiently. Figure 7.8 and 7.9 has been produced in such a 
manner at representative aperture radii a3, where the step size in aperture radius 
is varied with peak power. These plots can be produced in timescales of tens of 
seconds, meaning this calculation is practicable for quantifying or verifying focal 
parameters during an experiment.
Figure 7.8 demonstrates how the peak intensity varies as a function of aperture 
radius, a3. The spatial intensity depends on the distribution of power through 
the aperture and the diffractive influence of all other elements in the system. As 
a result, the peak intensity is expected to be nonlinear with aperture radius.
The increase in aperture size has the largest effect on the peak intensity over 
the range a3 =  0 to 5 mm. The gradient of the peak intensity increasing rapidly 
over the first 2 mm. Above a3 =  6 mm, the gradient decreases substantially,
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since the aperture is now larger than the Airy disk. The contribution to the 
intensity now comes from the second maximum in the radial intensity profile 
between r ~  6 -  8 mm, as shown in Figure 7.4. The second maxima is 7r phase- 
shifted relative to the Airy disk, which results in some destructive interference, 
though the magnitude of the effect will be smeared due to diffraction effects which 
introduce their own phase modulations across the whole radial profile. Even so, 
the result is a local minimum in / peak at a3 =  7 mm, where the peak in fact splits 
into two, separated by a few mm. Between a3 =  8 -  11 mm, the gradient actually 
increases slightly, where the third radial maximum contributes to / peak-
The effect of an increasing-diameter hole at the centre of an annular mirror 
on the peak intensity as a function of a3 is also shown in the figure, for h = 0 to 
2 mm in 0.5 mm steps. The dominant effect is a drop in the overall intensity as 
expected, since sections of the Airy disk are being removed from the beam profile. 
There are also some more subtle effects. The gradient changes more slowly with 
increasing h over the range a3 =  0 -  3 mm. For h > 1.5 mm, the lack of significant 
intensity is visible in the peak intensity plots. In the inset figure (plotted on a 
log scale), the gradient of log(/peak) has a point of inflection at a3 =  h. The 
minimum at a3 = 7 mm is also less pronounced as h increases, possibly indicating 
that removing more of the central part of the Airy disk reduces the destructive 
interference between it and the second radial maxima over the focal region.
As apparent from Figures 7.6 and 7.7, as the aperture is closed, the maximum 
spatial intensity is observed to translate along the 2-axis by a measurable amount, 
with clear implications particularly for position-sensitive measurements involving 
intensity variation. This focal shift is quantified in Figure 7.9 as a function of 
aperture radius and annular hole radius. For all hole radii, for an aperture radius 
above 4 mm, the focal shift is less than a millimetre. As the aperture is reduced 
below 4 mm, a dramatic shift of the focal position is predicted. With a hole radius
179
7 Beam-transport diffraction in NIR FCP experiments
of 2 mm and aperture radius of 3 mm (corresponding to a relative intensity of 
~0.1), a focal shift of 1 cm is predicted. Such a shift could easily move the useful 
intensity region of the focal volume outside the source region of a spectrometer.
The model beamline demonstrates several important features of beam prop­
agation. Once the beam profile is defined by the hollow fibre and collimating 
mirror, hard-edged optics with a much larger diameter than the Airy disk have 
a minimal effect on the propagating beam. However, even a single intensity- 
controlling aperture can have a large effect, especially when combined with an­
nular optics which remove central parts of the beam. In the experimental setups 
reviewed in Section 7.1, several intensity-controlling apertures, annular or seg­
mented reflection optics and filters are common. As a result, the peak intensity 
variation with aperture radius may be strongly structured compared to the vari­
ation shown in Figure 7.8. Focal shift effects may become more pronounced, and 
for non-axisymmetric beamlines may result in focal shifting in more than one 
dimension, or the generation of spatially-resolvable multiple foci.
7.4 Conclusion
The numerical modelling of the focal volume, using established methods applied 
specifically to a typical FCP beamline, reveals significant changes to a focused 
beam when parameters are modified using typical non-dispersive methods, with 
clear implications to intensity- and spatially-resolved attosecond and few-cycle 
pulse experiments. The intensity structure in the focal region can become heav­
ily structured and the peak intensity significantly offset from the geometric focus; 
these effects have been characterized for a range of conditions. Properly quan­
tified, diffraction can be utilized advantageously to create regions of the focus 
where the intensity varies smoothly and phase variations are greatly reduced. 
Full three-dimensional focal volume modelling can be computationally intensive,
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but the on-axis intensity distribution can be computed quickly, revealing shifts in 
the focal position which are not predicted when geometric behaviour is assumed 
to be dominant. The method relies on a proper characterization of the input 
beam profile, since the beam propagation and therefore focal volume are strongly 
dependent on this. The models can therefore be used to guide axisymmetric 
beamline design and construction, as well as optimisation of focal conditions in 
FCP beamlines, with application to attosecond pulse production techniques and 
experiments.
The simplified model gives representative results of the effects of beam prop­
agation for a single wavelength. For sharper foci than those considered, the 
bandwidth of FCPs may become significant, necessitating modelling over all 
wavelengths corresponding to the spectrum of the pulse. The model could be 
expanded, again requiring an increase in computing time proportional to the res­
olution in wavelength required. If the spectral phase were included, the expansion 
to the modelling procedures described could yield both spatial and temporal varia­
tions across the focal region, enabling a better understanding of spatially-resolved 
time-dependent ionization experiments.
The assumption has been made in this chapter that diffraction effects are only 
significant in the NIR beamline. However, the purpose of including the annular 
mirror in the FCP beamline model is to allow for the copropagation of XUV 
and NIR pulses. XUV will also be affected by diffraction, albeit less so due to 
its shorter wavelength. If both the XUV and NIR foci develop the significant 
structure demonstrated in this chapter for NIR only, this has implications for 
optimising the spatial overlap between XUV and NIR pulses in pump-probe ex­
periments. Modelling the propagation of XUV along an axisymmetric beamline 
can be performed simply using the current model. However, typical FCP beam­
lines involving HHG typically employ grazing-incidence optics such as toroidal
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mirrors for XUV beam transport, leading to astigmatic foci. These can still be 
modelled within the paraxial approximation, but using more complex methods 
than are employed in this chapter, and resulting in a substantial increase in com­
puting time due to the loss of radial symmetry [122].
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Conclusions and Future Work
8.1 Conclusions
The tunnel ionization of electrons from energy levels higher than the ground state 
(i.e. more tightly bound) is considered by modifying modern tunnelling theory. 
In the case of xenon exposed to shaped few-cycle NIR pulses, the direct tunnelling 
of both 5p and 5s electrons is included and the degeneracy of all states is allowed 
by introducing additional pathways.
The modified tunnelling models have been employed to numerically predict 
recollision-free multiple ionization of xenon as a function of laser intensity and 
pump-probe delay. The laser intensity is controlled by varying the position of the 
laser focus with respect to an apertured detector, and the 4:1 split pump-probe 
pulses cause a diversity of structured pulses as a function of the delay.
A deconvolution procedure is attempted, and the limitations of this method 
qualified in significant detail by the realistic modelling of the spatial propagation 
of the pulse through the beamline.
The full three-dimensional beamline model is then used in conjunction with 
the generated probabilities to recreate the signal-producing ion volume as seen
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by the detector. Four tunnelling models were considered in total: ground-state 
only or multiple-state ionization, for the nondegenerate case and considering all 
degenerate energy levels respectively. There is a subtle difference between the 
ground-state only and multiple-state nondegenerate models, with neither model 
being a significantly better fit than the other overall. However, there are two 
noticeable changes in the output of the degenerate model. The first is a better 
fit to the experimental data than all other models. The second is the temporal 
asymmetry, predicted only by the multiple-state degenerate model. This model 
is also the most complete description of the xenon electronic energy levels. Even 
though the effect of the temporal asymmetry is weaker in the model than in the 
experimental ion yields, the significance of its appearance in the model with the 
highest number of energy levels strengthens the evidence for an intensity- and 
time-dependent multielectron contribution to the overall ion yield.
In contrast to the approach used in the xenon studies, where the population 
of multiple energy levels by tunnelling is influenced by the pulse shape and varies 
continuously throughout the pulse duration, the krypton studies focus on the in­
stantaneous population of several energy levels by single photon ionization. The 
relative populations in singly-charged krypton are therefore independent of the 
XUV pulse duration and shape, but highly dependent on the photon energy, and 
are described by extensive synchrotron studies. The time-dependence of sub­
sequent tunnel ionization of the singly-charged krypton is time- and intensity- 
dependent, but the photon energy distribution of the NIR field does not change. 
Multiple tunnel ionization of Kr+ —> Kr2+ is therefore used as a probe of the sin­
gle photon ionization pathways. A combination of XUV and NIR pulses are used 
in a pump-probe configuration. If the XUV precedes the NIR, photoionization 
of Kr —> Kr+ occurs from the 4s or 4p valence states, with the excess photon 
energy resulting in excitation of electrons to satellite states. The weakly-bound
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excited electrons are then easily tunnel-ionized by the NIR pulse, creating a sig­
nificant population of Kr2+. W ith the pulse order reversed, NIR tunnel-ionizes 
Kr —» Kr+. For harmonics H21-H23, the XUV photon energy is insufficient to 
cause double ionization, therefore no significant yield in Kr2+ is detected. How­
ever, at the higher energies H25-H27, experimental observations of single-photon 
double ionization are observed.
The step in the ion yield as a function of pump-probe delay gives an estimate 
of the duration of the XUV pulse. Additionally, the height change in the step as 
a function of harmonic energy is modelled using satellite population predictions 
from synchrotron measurements, and the tunnel theory of Yudin and Ivanov 
described in Chapter 4. By modelling the tunnel ionization rate for multiple 
energy levels, an estimate of the relative populations in each level, and therefore 
a photoionization cross-section measurement were possible.
Lastly, the beamline modelling is revisited in the context of a typical few-cycle 
pulse beamline with XUV generation. The effects of hard-edged optics, including 
a variable diameter aperture for intensity control and annular optics have been 
considered. The purpose of the annular optic, with a section removed at its 
centre, is to allow the XUV pulse to pass through a mirror without being affected 
by material dispersion, and copropagate with a reflected NIR beam. Despite the 
significant structure introduced to the focus, the predictions give indications of 
how the focus might be optimised, with the aperture providing a method by which 
the highest intensity part of the focus may be elongated and wavefront phase 
flattened over a significantly larger volume than the unapertured beam. This has 
particular relevance to HHG or attosecond pulse generation, and spatially- and 
temporally-resolved experiments such as those discussed previously, where the 
overlap in both is critical.
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8.2 Future Work
The time-dependent processes investigated in the thesis could be improved by a 
full dynamical picture of the ionization process, including the behaviour of the 
electrons on leaving the atom, and the effect of the laser field on their trajectory. 
Such a picture can be obtained using electron-ion coincidence measurements, such 
as COLTRIMS or velocity map imaging (VMI).
Shorter pulses, of two or three cycles are now achievable for NIR, and would 
result in a significant increase in the temporal resolution of multielectron ion­
ization processes. This could be combined with a synchronised XUV pulse in a 
pump-probe configuration. The ability to selectively probe energy levels in the 
presence of a shaped NIR pulse would provide a measure of the populations in 
each state as a function of time. The implications of the results would assist in 
the further development of semiclassical tunnel theory.
A wealth of atomic studies are yet to be carried out. An interesting direction 
could be the multielectron tunnelling of alkali metals, as they may be cooled to 
millikelvin temperatures hence far higher momentum measurements are possible, 
which may further elucidate multielectron ionization dynamics.
The study of ionization is not limited to atoms, but the better understand­
ing of multielectron atomic processes makes an essential contribution to the un­
derstanding of processes in more complex systems such as atomic clusters and 
molecules.
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