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Unsupervised Nonlinear Adaptive Manifold Learning for Global
and Local Information
Jiajun Gao, Fanzhang Li , Bangjun Wang, and Helan Liang
Abstract: In this paper, we propose an Unsupervised Nonlinear Adaptive Manifold Learning method (UNAML) that
considers both global and local information. In this approach, we apply unlabeled training samples to study nonlinear
manifold features, while considering global pairwise distances and maintaining local topology structure. Our method
aims at minimizing global pairwise data distance errors as well as local structural errors. In order to enable our
UNAML to be more efficient and to extract manifold features from the external source of new data, we add a feature
approximate error that can be used to learn a linear extractor. Also, we add a feature approximate error that can
be used to learn a linear extractor. In addition, we use a method of adaptive neighbor selection to calculate local
structural errors. This paper uses the kernel matrix method to optimize the original algorithm. Our algorithm proves to
be more effective when compared with the experimental results of other feature extraction methods on real face-data
sets and object data sets.
Key words: unsupervised manifold learning; global and local information, adaptive neighbor selection method; kernel
matrix

1

Introduction

Machine learning is associated with a large of highdimensional data[1, 2] . The increase in dimensions leads
to an exponential increase in computer computing.
This is called “curse of dimensionality”. Therefore,
obtaining a compact representation of high-dimensional
data in low-dimensional space by suitable feature
extraction methods is very important. We intend to
preserve the important information of high-dimensional
data as completely as possible when looking for
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low-dimensional compact representations of highdimensional data, such as topology structure in highdimensional data.
Many methods have been proposed to obtain new
features from the original features. They are generally
divided into feature selection and feature extraction.
However, we note that the extraction feature is widely
used than the former. The feature extraction method
refers to the use of various methods to map data in
high-dimensional space to low-dimensional space. The
aim is to get a mapping function f W x ! y, where x
refers to the data in the original high-dimensional space,
and y is the corresponding data in the mapped lowdimensional space. Recently, researchers proposed many
feature extraction methods. These methods are generally
divided into three categories: supervised methods, semisupervised methods, and unsupervised methods.
The supervised feature extraction method extracts
the feature using labeled data. This method relies on
the labeled samples to increase the accuracy of data
classification and clustering. Representative methods
are Linear Discriminant Analysis (LDA)[3] , Supervised
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ISOmetric feature MAPping (S-ISOMAP)[4] , Supervised
Locally Linear Embedding (SLLE)[5] , and Supervised
Locality Preserving Projection (SLPP)[6] . Few of these
data used by semi-supervised method have label
information, and the rest are unlabeled data.
However, sufficient label information is not easy
to obtain, so the unsupervised learning methods
are of great importance in processing data. The
Principal Component Analysis (PCA)[7] is a classic
unsupervised feature extraction method. Although,
it is essentially a linear method relating to the
effect of processing the data on the manifold. This
effect is not as good as expected. Subsequently,
researchers proposed a number of nonlinear manifold
learning algorithms. Examples of the algorithms are
Isometric feature mapping (called Isomap)[8] , Locally
Linear Embedding (LLE)[9, 10] , Laplacian Eigenmaps
(LE)[11, 12] , Locality Preserving Projection (LPP)[13] ,
Unsupervised Discriminant Projection (UDP)[14] , Global
and Local feature Preservation Embedding (GLPE)[15] ,
etc.
The two most classic nonlinear algorithms are the
Isomap algorithm and the LLE algorithm. The Isomap
algorithm considers maintaining the global pairwise
distance. While the LLE algorithm tries to keep the
local topology structure. Evidently, we observe that the
Isomap algorithm is based on the whole, and the LLE
algorithm is based on locality. They both retain only
a single property of high-dimensional data. Also, the
k-Nearest Neighbor (kNN) method is generally used in
the LLE algorithm to determine the neighbors of each
point. However, it is difficult to select the appropriate
value of k without prior knowledge. If the value of k
is too large or too small, it will have an adverse effect
on the experimental results. Following this, it is safe to
state that these two algorithms are not efficient enough
to process new data.
In this paper, we combine these two algorithms in
form of the kernel matrix[16] . An adaptive neighbor
selection method is introduced essentially for solving
the problems caused by the ordinary kNN method.
Moreover, we add the feature approximate error to
process external new data by a linear extractor.
This paper is organized as follows. Section 2
introduces and reviews the Isomap and LLE algorithms.
Section 3 presents our Unsupervised Nonlinear Adaptive
Manifold Learning (UNAML) algorithm. Section 4
presents and discusses the experimental results to show
its effectiveness. Finally, some conclusions are drawn in
Section 5.
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2.1

Related Work
Isomap

Proposed by Tenenbaum et al.[8] 2000, the Isomap
algorithm is one of the most classic unsupervised
manifold learning which is used to extract features.
Based on MultiDimensional Scaling (MDS)[17] , Isomap
introduces geodesic distance as a measure of the distance
between two points. The core goal of the algorithm
is to find an optimal subspace which can minimize
the geodesic distance errors between pairs of points.
Let the data set be given as X D .x1 ; x2 ; : : : ; xN / 2
RDN , where N is the number of this dataset and
D is the original dimensionality of the dataset. Y D
.y1 ; y2 ; : : : ; yN / 2 Rd N represents a set of N points
in the reduced d-dimensional space (d 6 D). The
algorithm flow can be divided into three steps:
Step 1: Determine the nearest neighbors of each point
using the k-neighborhood or " -neighborhood.
Step 2: Calculate the geodesic distance. we compute
the Euclidean distance between the points at first. If
the two points are not the nearest neighbors, we set the
distance between the two points to be the C1, and then
compute the shortest path with Dijkstra’s algorithm[18]
or Floyd’s algorithm[19] . This will give you the geodesic
distance between points. Then, d.xi ; xj / denotes the
Euclidean distance between point xi and point xj and
dG .xi ; xj / represents the geodesic distance of the point
xi and point xj .
Step 3: Find the low-dimensional representation of the
data by taking the minimum value of the cost function
as follows:
X
min
.d.yi ; yj / dG .xi ; xj //2
(1)
Y

i;j

which can be similarly solved by the solution of
MDS. Let H D I .1=N /eeT , where I is an N  N
matrix and e is a vector of all ones. Then Eq. (1)
can be written as minY jjY T Y
Rjj2 , where R D
HQH=2 and Q is an N  N matrix which can be
obtained by Qij D dG2 .xi ; xj /. It is worth mentioning
that jj  jj is the Frobenius norm. We can get Y
p
p
p
by calculating Œ 1 V 1 ; 2 V 2 ; : : : ; m V m T , where
1 ; 2 ; : : : ; m and V 1 ; V 2 ; : : : ; V m represent the first m
leading eigenvalues and the corresponding eigenvectors
of R, respectively.
2.2

LLE

LLE is one of the most popular nonlinear dimensionality
reduction algorithms. The idea of LLE is to assume that
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high-dimensional data is locally linear, and a sample
can be represented linearly by several samples in the
neighborhood. The goal of LLE algorithm is to maintain
the local topology structure of the data. The LLE
algorithm flow can be summarized to three steps:
Step 1: Find the nearest neighbors of each point using
the k-neighborhood or " -neighborhood.
Step 2: Compute the local reconstruction weight
matrix W by minimize the cost function,
X
X
˚.W/ D
jjXi
W ij Xj jj2
(2)
i

j

Step 3: Obtain the optimal low-dimensional
embedding by minimizing the embedding cost function,
X
X
˚.W/ D
jjY i
Y ij Yj jj2
(3)
i

j

which can be written as F.Y/ D

X
i;j

Mij .Y i Yj /

where M D .I W/T .I W/. Finally, we take a matrix
decomposition method for M to obtain the feature
vectors corresponding to its smallest 2nd to .d C 1/th eigenvalues. These feature vectors make up the result
of Y.

3 Unsupervised Adaptive Manifold Learning
Considering Global and Local Information
3.1

Problem formulation

Section 2 shows that Isomap aims at preserving
the global pairwise distances and the LLE preserves
the neighborhood relationship structure. The Isomap
neglects the local structure but rather considers only
the global structure, whereas the LLE considers the
local structure and neglects the global structure. Isomap
and LLE directly show the low-dimensional embedding
without an explicit mapping for processing new
data. This is actually inefficient for processing new
data. The challenge is the selection of the nearest
neighbors. We observe that it is difficult to select the
appropriate value without the prior knowledge. If the
value of k is too large, it will destroy the smoothness of
the entire high-dimensional data and cannot maintain the
small-scale geometry on the original data. Moreover, it is
unsafe to use the same k to select neighbors for each data
point without distinction. kNN method only considers
the topology structure of the data points that are close
to each other, and neglects the important structural
features of points that are far apart. Furthermore, the
large-scale neighborhood structure contains a large
amount of less important structural data. This eventually
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increases the amount of the unnecessary calculations,
and subsequently destroys some of its own real local
topologies by selecting some wrong neighbors.
Therefore, in order to solve this problem, we
propose an algorithm called UNAML. The UNAML
algorithm keeps the global feature structure as well as
the relationship between the local structure neighbor
data. The goal of our algorithm is to minimize the global
pairwise distance errors, the local structural errors, and
the feature approximate error at the same time. In this
algorithm, we use an adaptive nearest neighbor selection
method to complete the construction of the adjacency
graph, compared to k-neighborhood. This method has
been used in Modification of LPP (MLPP)[20] , which is
one of the extended versions of the LPP[21, 22] . It uses
a “graph growing” strategy to construct the adjacency
graph. And we only choose the nearest point thereby
simplifying the problem of selecting the number of
neighbors. This method boils down to two steps.
The first step is to extend the neighboring points. For
example, the nearest neighbor of x1 is x2 , but the nearest
neighbor of x2 is x3 . In this case, both x1 and x3 are the
nearest neighbors of x2 .
The second step is to merge neighborhoods. For
example, in Step 1, x1 and x3 are also considered to
be neighbors of each other. In this way, we do not need
to select parameters, we can get an adjacency graph with
an unfixed number of neighbors.
Figure 1 shows how this adaptive neighbor selection
method works. In Fig. 1a, x1 to x13 are random points in
high-dimensional spaces. After the above two steps,
as shown in Fig. 1b, x1 and x2 become the nearest
neighbors to each other. Therefore, x3 to x10 become
the nearest neighbors to each other. Also, x11 , x12 , and
x13 become the nearest neighbors to each other.
Considering the above illustration, we define our
objective function now,
min
Y

s:t:

 .Y/;
Y T Y D ;
X
 .Y/ D
.d.yi ; yj /

dG .xi ; xj //2 C

i;j

˛

N
X

jjyi

i D1

ˇ

N
X
i D1

X

W ij yj jj22 C

j W xj 2MNN.xi /

jjPxi

yi jj22

(4)
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JNN D

2

XN

yi

i D1

JFA D jjPX

X
j W xj 2MNN.xi /

W ij yj

Yjj2F , Eq. (4) can be written as
min  .Y/;

, and
2

Y

s:t: Y T Y D ;
 .Y/ D JGL C ˛JNN C ˇJFA

(6)
T

(a)

JFA can be written as trace..PX Y/.PX Y/ /. So
we can obtain P by setting the derivative P to zero,
@..PX Y/.PX Y/T /
D
@P
@.PXXT PT PXY T YXT PT C YY T /
D0
@p
)P D YXT .XXT / 1
(7)
Now, we will rewrite JGL , JNN , and JFA into the
following form:
JGL D trace.Y T TY/
(8)
JNN D trace.Y T MY/

(9)

T

JFA D trace.Y KY/
(b)

Fig. 1

where

Process of adaptive neighbor selection.

XN
i D1

jjPxi

yi jj22 is the feature approximate

error indicating the mismatch between the embedded
features by the extractor and the reduced manifold
features, P is a projection matrix which is used to process
new data, and ˛ and ˇ are the trade-off parameters. The
parameter ˛ mainly trades-off global pairwise distance
preservation and neighborhood preservation. We observe
that when the value of the trade-off parameter ˛ is
relatively small, the formula pays more attention to
the global pairwise distance errors. When ˛ takes a
larger value, the formula considers the local topological
relationship more. ˇ usually trades-off the manifold
feature learning and the linear feature approximation.
We observe that when ˇ is set to a large value, the linear
feature approximation error would have a greater impact
on the objective function. xj 2MNN.xi / means that after
using our adaptive neighbor selection method above, xj
is the neighbor of xi . Similar to LLE, the reconstruction
weights matrix W can be obtained by optimizing the
following problem:
X
X
˚.W/ D min
jjxi
W ij xj jj22 (5)
W

i

j W xj 2MNN.xi /

3.2

Method of merging two formulas
X
If we define JGL D
.d.yi ; xj / dG .xi ; xj //2 ,
i;j

(10)

where T D HQH=2 and H D I .1=N /eeT . I is an
N  N identity matrix and e is a vector of all ones. In
addition, Q is an N  N matrix which can be obtained
by Qij D dG2 .xi ; xj / and M D .I W/T .I W/. We
can obtain K by K D I XT .XXT / 1 X.
Then Eq. (6) can be transformed into
min  .Y/;
Y

s:t: Y T Y D ;
 .Y/ D trace.Y T .T

˛M

ˇK/Y/

(11)

We define A D T ˛M ˇK, then we perform
matrix decomposition on A to obtain the first d
eigenvalues 1 ; 2 ; : : : ; d (in descending order) and
the corresponding feature vector V 1 ; V 2 ; : : : ; V d . we
p
p
p
can get Y by Œ 1 V 1 ; 2 V 2 ; : : : ; d V d T . Then,
we can obtain P by P D YXT .XXT / 1 .
The optimization process of our algorithm is written
in Algorithm 1.

4

Experiment and Result

In this section, we perform a number of experiments on
different real image datasets to evaluate the validity and
the effectiveness of our approach.
These datasets include three face-datasets (YaleB
database, ORL database, and AR database), an object
dataset (COIL20 database), and a handwriting dataset
(Hand drawn digit database). The detailed data of these
datasets can be obtained from Table 1. We compare our
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relationship structure in LLE and GLPE is set to 7, and
we adopt this in our approach.

Algorithm 1 UNAML for global and local information
Inputs: Data matrix X 2 RDN , geodesic neighborhood size
k, and parameter ˛.
Preparation:
Search the k-neighbors of each sample;
Compute the shortest path distance dG .xi ; xj / using Dijkstra’s
or Floyd’s algorithm.
Optimization process:
Initialize I 2 RN N which is an identity matrix, e is a vector
of all ones;
2
Compute H D I .1=N /eeT ,Qij D dG
.xi ; xj /;
Compute T D HQH=2, M D .I W/T .I W/, and K D
I XT .XXT / 1 X;
Obtain A by A D T ˛M ˇK;
Compute the first d eigenvalues 1 ; 2 ; : : : ; d (in descending
order) and the corresponding eigenvectors V 1 ; V 2 ; : : : ; V d of
A;
p
p
Get optimal embedding Y by Œ 1 V 1 ; 2 V 2 ; : : : ;
p
d V d T and obtain P by P D YXT .XXT / 1 ;
Outputs: Optimal embedding Y and linear projection P.

4.1

Quantitative classification evaluations

In this section, we compare our UNAML with other
algorithms on YaleB database, AR database, and ORL
database. We notably use ACcuracy (AC) as a criterion.
Before the experiment, we first select randomly a fixed
number of samples from each class of each database to
form the training sets. In the experiment, we used the
one-Nearest-Neighbor (1NN) classifier with Euclidean
distance.
Therefore, the different training sets will result in large
differences in results. Each experiment is performed 50
times, thus we get the average of 50 results. The specific
experimental results are shown in Figs. 2–4.
From Figs. 2–4, we observe that: (1) As the reduced
dimensionality and the number of training data increases,
the classification accuracy generally increases. (2) Our
approach performs better in almost all cases when
compared to other methods, especially when reduced
dimensionality is small. (3) On YaleB dataset, Isomap
has better performance, followed by GLPE, LLE, and
LPP, while PCA and UDP perform poorly. On the AR
dataset, LLE performs worse than all other algorithms.

Table 1

List of used datasets and database information.
Database
Number of Number of
Data type
name
points
classes
YaleB
2414
38
Face database
AR
2600
100
ORL
400
40
Object database
COIL20
1440
20
Handwriting
Hand drawn digit
550
10
database

4.2

Quantitative clustering evaluatoins

In the clustering experiment, we use COIL20 database
and Hand drawn digit database. We compare our results
with PCA, UDP, Isomap, LLE, and LPP results by AC
and Normalized Mutual Information (NMI). We obtain
that the values of AC and NMI are between 0 and 1,
respectively. Moreover, the higher the values of AC and
NMI, the better the clustering effect.
In the clustering experiment, we first select C from
2 to 9. Then we obtained d-dimensional embedding Y
of data through various algorithms (where d D C C 1/.

methods with the following algorithms under the same
conditions, including PCA, UDP, Isomap, LLE, LPP,
and GLPE. It is remarkable that PCA, UDP, and LPP
have no tuning parameters. When experimenting with
Isomap and GLPE, the nearest neighbor number k used
to calculate the geodesic distance is the same as the k
used in our method. According to Ref. [23], the nearest
neighbor number k used in preserving the neighborhood

(a)
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(b)

(c)

Fig. 2 Classification accuracies vs. varied dimensionalities on YaleB database, the number of labeled face images is fixed as (a)
20, (b) 25, and (c) 30, respectively.
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(a)

(b)

(c)

Fig. 3 Classification accuracies vs. varied dimensionalities on AR database, the number of labeled face images is fixed as (a) 8,
(b) 10, and (c) 12, respectively.

(a)

(b)

(c)

Fig. 4 Classification accuracies vs. varied dimensionalities on ORL database, the number of labeled face images is fixed as (a)
3, (b) 4, and (c) 5, respectively.

Each time we took C categories from d-dimensional
embedding Y to form a new subset of Y, and then we
performed k-means clustering on the new subset. The
results of such clustering experiments are easily affected
by the selected subset and the different initializations of
the cluster centroids. Therefore, for each C D 2 to 9,
we obtained the subset 30 times and performed k-means
clustering on the subset 30 times to mitigate the above
effects.
The specific comparison results are shown in Tables 2
and 3. We can make the following conclusions: (1) In
general, the larger the value of C, the more accurate our
clustering results will be. (2) The clustering results of our
method are almost always better than other algorithms
on the two datasets.
4.3

Parameter selection analysis

Our algorithm has two trade-off parameters. In this
section, we will study the impact of these two parameters
on the performance of our algorithm. We discuss the
impact of parameters on clustering and classification
results.
The major problem is the selection of parameters.

So we choose our parameter ˛ from the region
f1  10 16 ; 1  10 12 ; 1  10 8 ; 1  10 4 ; 1; 1 
104 ; 1  108 ; 1  1012 ; 1  1016 g. We use clustering
and classification experiments to analyze the choice of
parameters. In the clustering experiment, we used the
ORL database and used AC as an evaluation criterion.
Specifically, we first reduced the initial data dimension
to 3 to get the low-dimensional embedded Y. Then
we performed k-means clustering on low-dimensional
embedded Y. The results of the clustering experiment
are shown in Fig. 5. We performed classification
experiments on the AR database. We also pay attention
to the classification accuracy of the experiments. We set
the number of samples from each class of AR database to
12 by simply to form the training sets. And the reduced
dimension was fixed to 5. The results of classification
experiments are illustrated in Fig. 6. Figures 5 and 6
show that: (1) When the value of ˛ is around 1  108 ,
our algorithm has relatively stable and good results. (2)
In general, the larger the value of ˇ, the more inaccuracy
of our experimental results. (3) When the value of ˇ is
around 1, our experiment will get a relatively accurate
result.
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Table 2
Method
k-means
PCA
UDP
Isomap
LLE
LPP
GLPE
UNAML
Method
k-means
PCA
UDP
Isomap
LLE
LPP
GLPE
UNAML

Clustering results under various C on COIN20 database.

C D2
89.5˙15.8
91.0˙11.8
85.6˙14.7
95.1˙15.3
78.7˙12.5
90.3˙14.5
94.0˙10.3
96.8˙10.1

C D3
81.5˙12.0
79.1˙14.2
79.6˙13.5
95.5˙9.9
56.1˙9.7
86.9˙12.4
91.7˙11.2
96.6˙10.6

C D4
75.7˙7.6
75.2˙11.2
75.2˙13.3
95.5˙9.9
43.9˙10.0
86.6˙11.7
85.1˙11.8
96.6˙7.2

Clustering accuracy (%)
C D5
C D6
71.9˙9.1
66.6˙8.8
73.7˙9.5
71.1˙9.4
73.7˙9.4
73.0˙8.5
91.3˙9.1
89.4˙10.9
41.4˙9.7
35.5˙9.2
83.2˙11.2
80.1˙8.0
88.2˙10.7
81.9˙9.4
93.4˙9.5
90.6˙8.4

C D7
69.0˙6.7
64.2˙10.0
70.7˙7.2
91.9˙5.2
33.6˙7.0
78.9˙7.8
83.4˙8.7
95.0˙7.8

C D8
66.5˙8.2
67.8˙7.1
68.7˙7.9
90.1˙6.7
36.9˙9.0
74.5˙7.0
82.8˙8.0
92.8˙6.1

C D9
61.8˙6.8
67.5˙7.9
66.1˙4.4
85.3˙4.6
37.8˙7.7
72.9˙6.2
81.4˙6.3
88.6˙5.4

C D2
73.4˙34.5
72.8˙30.6
59.3˙33.4
90.0˙31.6
43.7˙22.7
75.1˙33.1
84.6˙25.3
90.7˙28.5

C D3
72.1˙19.5
68.3˙22.2
65.9˙21.0
94.6˙12.2
45.7˙11.8
78.7˙20.3
90.4˙14,2
96.3˙11.5

C D4
74.1˙11.1
71.5˙14.3
69.8˙17.7
94.6˙12.2
45.3˙11.5
83.3˙11.5
86.0˙11.5
96.1˙8.5

NMI (%)
C D5
C D6
73.2˙11.8
70.8˙9.9
74.2˙11.8
73.9˙9.5
72.8˙11.9
75.3˙9.4
89.9˙10.3
90.7˙10.3
48.5˙9.3
44.3˙12.1
82.7˙12.1
75.1˙8.2
90.7˙9.1
88.0˙7.2
92.8˙10.7
91.5˙7.7

C D7
76.1˙9.9
68.8˙10.7
75.9˙8.4
94.6˙2.9
42.4˙8.8
82.2˙7.4
90.2˙6.2
97.3˙3.5

C D8
74.7˙10.6
74.2˙7.2
75.2˙8.9
95.5˙2.6
47.9˙9.5
79.2˙7.1
90.3˙5.7
96.1˙3.1

C D9
70.1˙8.5
74.9˙7.9
74.0˙5.4
93.8˙1.9
50.7˙7.8
80.5˙5.6
89.3˙4.2
94.4˙3.2

Table 3
Method
k-means
PCA
UDP
Isomap
LLE
LPP
GLPE
UNAML
Method
k-means
PCA
UDP
Isomap
LLE
LPP
GLPE
UNAML

5
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C D2
59.4˙5.5
61.8˙6.9
60.1˙6.3
59.1˙6.7
57.3˙4.8
60.1˙7.0
59.9˙7.2
63.8˙7.1

Clustering results under various C on Hand drawn
Clustering accuracy (%)
C D3
C D4
C D5
C D6
45.7˙3.8
41.9˙3.0
36.8˙2.2
34.2˙2.2
47.3˙3.9
39.8˙3.5
36.7˙4.5
33.7˙2.7
47.9˙4.7
40.2˙3.3
35.6˙2.6
32.9˙2.7
46.5˙4.4
41.8˙2.9
40.3˙3.0
38.2˙1.8
44.6˙2.8
36.7˙2.5
31.7˙2.0
28.5˙1.4
48.0˙4.5
41.0˙4.4
36.3˙2.8
34.7˙2.5
44.6˙6.8
36.8˙4.2
32.8˙4.2
28.9˙3.6
50.4˙2.3
42.9˙2.9
41.5˙3.0
38.6˙2.2

C D2
5.2˙4.7
6.9˙7.5
4.7˙4.8
8.6˙9.4
8.0˙7.4
5.4˙6.2
9.2˙8.0
12.6˙11.3

C D3
8.6˙3.2
9.7˙4.9
10.5˙5.5
11.9˙6.5
14.9˙6.4
11.0˙5.8
11.2˙6.6
16.9˙3.1

C D4
13.9˙4.0
11.4˙3.9
12.0˙3.4
14.6˙3.3
16.4˙4.8
12.6˙4.4
11.2˙4.0
18.1˙2.9

NMI (%)
C D5
C D6
14.9˙3.1
16.0˙3.0
13.4˙4.4
14.9˙2.8
13.6˙2.9
13.9˙2.5
18.9˙3.3
21.3˙1.6
16.5˙4.2
17.4˙2.9
13.9˙3.2
16.5˙2.7
13.3˙4.0
13.5˙3.4
20.3˙3.1
21.5˙2.9

Conclusion

In this paper, we discussed the unsupervised nonlinear
manifold learning problem and proposed the UNAML
learning algorithm[24] . The goal of our algorithm is to
minimize global pairwise data distance errors as well
as local structural errors. Furthermore, we introduced
an adaptive neighbor selection method. This method

digit database.
C D7
31.1˙1.8
30.7˙2.0
31.0˙2.9
34.8˙1.8
26.0˙1.0
31.8˙1.7
26.1˙2.2
37.0˙2.7

C D8
29.0˙1.0
29.1˙1.4
29.6˙1.6
35.0˙1.4
24.7˙0.8
30.8˙1.3
25.0˙2.5
38.1˙1.4

C D9
27.1˙1.1
28.2˙0.8
27.7˙1.0
33.4˙1.0
22.4˙0.5
28.3˙0.8
22.7˙2.0
35.5˙1.2

C D7
16.6˙2.3
15.0˙2.3
15.1˙2.7
20.3˙1.5
17.8˙1.7
16.7˙2.1
13.7˙2.3
23.2˙3.2

C D8
16.4˙1.5
15.9˙1.7
16.0˙1.6
23.7˙1.0
19.0˙1.2
18.7˙1.6
15.0˙2.3
25.8˙1.2

C D9
16.5˙1.4
17.5˙1.0
17.1˙1.3
23.9˙1.1
18.3˙0.7
18.5˙1.1
14.7˙1.0
25.7˙1.0

is more flexible and reliable than manual selection of
parameters that relies on prior knowledge.
A large number of experimental results show that
our proposed UNAML is more effective than other
algorithms. But there are still many places worth
improving. For example, obviously, our method of
adaptive weight calculation cannot always be very
effective. Thus, better adaptive methods are open to
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[4]

[5]

[6]

[7]
[8]
Fig. 5 Clustering accuracy of our method under various
parameters on the ORL database.
[9]

[10]

[11]

[12]

[13]
Fig. 6 Classification accuracy of our method under various
parameters on the AR database.

[14]

research. In addition, the optimal choice of model
parameters still needs further exploration.
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