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Abstract
We consider the problem of selecting a
seed set to maximize the expected num-
ber of influenced nodes in the social net-
work, referred to as the influence maxi-
mization (IM) problem. We assume that
the topology of the social network is pre-
scribed while the influence probabilities
among edges are unknown. In order to
learn the influence probabilities and simul-
taneously maximize the influence spread,
we consider the tradeoff between exploit-
ing the current estimation of the influ-
ence probabilities to ensure certain influ-
ence spread and exploring more nodes to
learn better about the influence probabili-
ties. The exploitation-exploration trade-off
is the core issue in the multi-armed ban-
dit (MAB) problem. If we regard the in-
fluence spread as the reward, then the IM
problem could be reduced to the combina-
torial multi-armed bandits. At each round,
the learner selects a limited number of seed
nodes in the social network, then the in-
fluence spreads over the network accord-
ing to the real influence probabilities. The
learner could observe the activation status
of the edge if and only if its start node
is influenced, which is referred to as the
edge-level semi-bandit feedback. Two clas-
sical bandit algorithms including Thomp-
son Sampling and Epsilon Greedy are used
to solve this combinatorial problem. To en-
sure the robustness of these two algorithms,
we use an automatic ensemble learning
strategy, which combines the exploration
strategy with exploitation strategy. The
ensemble algorithm is self-adaptive regard-
ing that the probability of each algorithm
could be adjusted based on the historical
performance of the algorithm. Experimen-
tal evaluation illustrates the effectiveness of
the automatically adjusted hybridization of
exploration algorithm with exploitation al-
gorithm.
1 Introduction
Social network is very effective in propagating in-
formation through word-of-mouth, which provides
a powerful avenue for the marketers to expand the
influence of their products. With certain amount of
budget, the marketers are willing to provide some in-
fluential users with free products, in hope that they
could influence more users in the social network to
purchase the products. The final goal is to select
a set of nodes maximizing the expected number of
influenced users. This kind of problem is referred to
as the influence maximization (IM) problem. The
selected nodes are called the seed set.
The influence propagation could be modeled as
a stochastic cascade, two commonly used cascade
models are Independent Cascade (IC) and Linear
Threshold (LT) [17]. For the IC model, the influence
propagation is independent of the historical process.
Initially, the seed nodes are activated. Each acti-
vated node at the current step has one and only
one chance to activate its neighborhoods at the next
step, and the activated node could not turn back to
the state of being inactivated. This process contin-
ues until no further activation is available. For the
LT model, the node is activated if the sum of weights
of its activated neighborhoods exceeds a threshold.
The IM problem under these models are proved to
be NP-hard. As a result, a great number of work
proposed heuristics [7, 8, 15, 18] and approximation
algorithms [21, 14].
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Classical influence maximization researches assume
that the influence probabilities between nodes are
prescribed [32]. However, it is usually impractical
to obtain the influence probability in many appli-
cation scenarios. The algorithm needs to learn the
influence probability in order to facilitate the selec-
tion of the most influential nodes. On the one hand,
the past selections and feedbacks should be exploited
to guarantee certain amounts of influence spread.
On the other hand, those nodes which have not be
sampled sufficiently are encouraged to be explored
in order to raise the learner’s awareness about the
global network. The exploration-exploitation trade-
off fits into the framework of multi-armed bandits
and motivates a line of research on IM semi-bandits
[20, 10, 32, 33, 5, 31].
To make the algorithm scalable to large social net-
works, [33, 31] made linear generalization assump-
tion on the influence probability under the contex-
tual combinatorial bandit framework, and proposed
the LinUCB based algorithm for edge-level feedback
and pairwise feedback separately. For the edge-level
feedback, a limited number of seed sets are selected
at each round, and the activation status of each edge
whose start node is influenced could be observed.
With the feedback and the contextual information,
the estimation of the influence probabilities could be
updated, and the updated influence probabilities are
then used to select the seed nodes at the next round.
Thompson Sampling is one of the earliest heuristics
for the MAB problem, which randomizes action ac-
cording to their uncertainty, i.e. it choses the best
arm based on the parameter sampled from the pos-
terior distribution. [25, 6] demonstrated the good
empirical performance of Thompson Sampling algo-
rithm, which greatly raised the researcher’s interest
in Thompson Sampling. The first theoretical results
about Thompson Sampling was proposed in [3], then
a series of work including [16] and [19] have been
proposed, these works show that Thompson Sam-
pling achieves optimal performance in the frequen-
tist setting [2]. Besides, [23] mentioned that Thomp-
son Sampling is very effective regarding to the linear
bandits [29].
We firstly propose a Thompson Sampling based algo-
rithm for the IM problem in the contextual combina-
torial bandit framework, under the assumption that
the influence probability is linear with the contextual
information. The linear realizability assumption is
made to ensure certain efficiency of the algorithm.
However, it might be hard for the linear function to
explain the relationship between the influence proba-
bility and the contextual information. In view of this
situation, we hope to devise an efficient algorithm
without the assumption of any particular functional
form. As a result, we further propose a novel al-
gorithm without the linear realizability assumption,
the algorithm is easy to implement and is both ef-
ficient in terms of the running time and effective
regarding to the influence spread.
For the exploitation strategy, it takes good advan-
tage of the past observations, while it is easy for
this kind of algorithm to be trapped in the locally
optimal solution. The exploration strategy has a
higher probability to find the global optimal solu-
tion, meanwhile this kind of algorithm might face
higher risk. The complementary nature of these two
categories of algorithms motivates the hybridization
of the exploitation methods with the exploration ap-
proaches. We introduce an ensemble learning frame-
work that combines the exploitation with the explo-
ration approaches automatically. Under this frame-
work, the algorithm used in each round is sampled
according to the probability distribution, and the
probability associated with each algorithm depends
on the historical influence spreads gained by select-
ing this algorithm. Experimental results on real
datasets illustrate that our method significantly out-
performs the state-of-the-art algorithms in terms of
the influence spread. Besides, our algorithm tends
to be more robust to various datasets since the pref-
erences towards the strategies are updated promptly
according to the performance of the algorithm on the
dataset.
2 Related Work
[11, 22] firstly provided the probabilistic methods for
influence maximization problem. [17] then proved
the IM problem to be NP-hard, and they showed
that this problem could be approximated with a con-
stant approximation guarantee of 1 − 1/e. Since
then, various improved algorithms have been pro-
posed, including heuristics with high efficiency (De-
gree Discount [8], IRIE [18]), and approximation
algorithms with theoretical guarantee (CELF [21],
CELF++ [14]). Currently, TIM and TIM+ [28] and
IMM [27] are the most widely used algorithms.
Considering the influence probabilities are unknown
in many application scenarios, a line of work on
IM semi-bandits was proposed to learn the influence
probability and at the same time maximizing the
influence spread [20, 10, 32, 33, 5, 31]. The feed-
backs of these bandit algorithms could be divided
into three categories according to the feedback [30]:
1) full-bandit, where the learner could only observe
the number of influenced nodes; 2) edge-level feed-
back, in which the diffusion status of each edge is
observed; 3) node-level feedback, in which the learn-
ing agent could only observe the activation status of
each node, but have no idea about the specific dif-
fusion process. [20, 33, 31] focus on the edge-level
feedback, while [32] proposed an algorithm with re-
gard to the node-level feedback.
The work including [12], [33], [24] and [31] exploited
the contextual information to deal with the influence
maximization problem. [12] assume that the reward
of an arm is obtained from the selected user and
the neighborhoods. The arm is selected based on
the contextual information and the network relation-
ship, but they did not provide any formal definition
about the relationship. [33] proposed a LinUCB-
based bandit algorithm IMLinUCB with regard to
each edge, and [31] proposed a LinUCB-based ban-
dit algorithm DILinUCB with regard to each pair of
nodes. They made the linear assumption in order to
ensure that the algorithm is efficient for large-scale
IM semi-bandits.
[20] considered the IM problem in the edge-level
semi-bandit feedback setting, and showed that the
-greedy algorithm and the Confidence-Bound (CB)
strategies have good empirical performance. [32]
provided theoretical analysis for both the edge-level
feedback and the node-level semi-bandit feedback.
[10] proposed a UCB-based algorithm called CUCB
for the edge-level semi-bandit feedback, they show
that the reward function of the influence maximiza-
tion is monotonous and bounded-smooth, and thus
their algorithm CUCB for the combinatorial semi-
bandits could be applied to the IM problem, while
the regret bound might be exponentially large for
influence maximization bandits.
3 The Models
3.1 Influence Maximization
The social network could be represented by a di-
rected graph G = (V,E), where V represents the in-
dividuals, and E represents the relationships among
the individuals. The graph is directed considering
that the influences among people are asymmetric.
The goal of the influence maximization problem is
to select a set of nodes that maximizes the expected
number of influenced nodes, satisfying that the num-
ber of seed nodes not exceeding a specified value K
due to some considerations including the budget con-
straint [30]. Denote by w∗ the real influence proba-
bilities among edges, y corresponds to the activation
status of the edges, which is sampled according to
the influence probability, i.e. y(e) ∼Bern(w∗(e)).
The influence maximization problem could be for-
mally described as
arg max
S⊆V
f(S,w∗) =
∑
v∈V
E[I(S,y, v)], (1)
where f(S,w∗) the expected number of nodes influ-
enced by the seed set S, I(S,y, v) is an indicator
function that takes on a value of 1 if node v is acti-
vated under the seed set S and the particular acti-
vation status vector y, and 0 otherwise. Note that
the expectation is taken over the randomness of the
sampled activation status y(e) for e ∈ E, and the
possible randomness of the IM algorithm.
3.2 Contextual Combinatorial Bandits
The problem of contextual combinatorial bandits
could be formulated as follows. At each round t,
the learner is presented with a set of arms A =
{1, 2, . . . ,K}, each arm e ∈ A is associated with
a feature vector xt(e), and the learner could select
a set of arms satisfying the number of the selected
arms not exceeding a specified number. The leaner
decides which arm set to choose at round t based on
the historical information: the actions and the cor-
responding rewards at rounds τ < t, and the feature
vectors of each arm at rounds τ ≤ t. Denote these
historical information up to round t as
Ht = {aτ , wτ (aτ ),xτ (e),xt(e)|e ∈ [K], τ ∈ [t− 1]}.
(2)
Under the linear reward assumption, the expected
reward of each arm is a linear combination of
the contextual information. Denote by w∗t (e) =
E[wt(e)|Ht], then the expected reward of arm e at
round t could be formally represented as
w∗t (e) = θ
T
∗ xt(e). (3)
The goal of the learner is to choose the arm set with
the highest cumulative reward, or equivalently, to
minimize the cumulative regret. Denote by w∗t the
real linear coefficient, the cumulative regret is de-
fined as
R(T ) =
T∑
t=1
[f(A∗t ,w
∗
t )− f(At,w∗t )], (4)
where At is the arm set selected at round t based
on the estimated weight vector w∗t , and A
∗
t =
arg max
A⊂A
f(A,w∗t ) is the arm set with the highest ex-
pected reward at round t, referred to as the optimal
arm set.
4 Online Influence Maximization
In many practical scenarios, the topology of the so-
cial network is available while the exact influence
probabilities among users are unknown. The prob-
lem of maximizing the influence when the influence
probabilities are unavailable is referred to as online
influence maximization (OIM) [20]. To accumulate
information about the influence probabilities in the
social network, the influence is propagated for mul-
tiple rounds with various selections of the seed set,
and the feedback information is collected to refine
the learning about the influence probabilities. Un-
der the edge-level feedback, the activation status of
the edges whose start nodes are influenced could be
observed. The learning agent needs to exploit the
past observations and feedbacks to guarantee certain
influence spread, and explore more nodes to have
a better understanding about the whole social net-
work. Taking the contextual information associated
with each node into consideration, then the online
IM problem fits into the framework of contextual
combinatorial bandits. Each edge in the social net-
work could be regarded as an arm. At round t, a set
of nodes are selected. Each selected node could in-
fluence their direct neighborhoods, and the activated
node could influence their direct neighborhoods at
the next step, this proceeds until no node will be
further activated. For each influenced node s, the
learner could observe the activation status y(s, v),
∀v ∈ V . The activation status of each edge (arm)
could be regarded as the reward of this edge. The
total number of activated nodes by the source node
set S is regarded as the reward of S. Considering
that the IM problem is NP-hard, the regret is the
gap between the scaled number of activated nodes
by the optimal set S∗ and the number of activated
nodes by the selected seed set St. The regret for the
IM semi-bandits could be represented as
Rη(T ) = ηTf(S∗, w∗)−
T∑
t=1
f(St, w
∗), (5)
where w∗ is the true influence probability vector and
is unknown to the learning agent.
Algorithm 1 illustrates the basic framework of the
online influence maximization. The algorithm runs
for a total of T rounds. X represents the feature
vector associated with the edges, At is the arm set
selected at round t, P
′
t represents the estimated in-
fluence probabilities of the edges at round t, Ft rep-
resents the statistics analyzed from the feedback in-
formation, and ORACLE is the offline IM algorithm.
The basic framework of OIM problem contains the
following three main parts:
• Influence Estimation(line 3): The learner
estimates the influence probabilities based on
the contextual information and the feedback in-
formation;
• Seed Selection (line 4): The seed set is se-
lected by the offline oracle algorithm with the
estimated influence probabilities;
• Information Processing (line 5): The feed-
back information is collected, and the collected
information including the activated edges is pro-
cessed and embodied in the statistics. For the
contextual setting, the information also includes
the contextual information for each node.
It was shown by [13] that the learning of the in-
fluence probabilities from the propagation informa-
tion is of critical importance in maximizing the in-
fluence. In the following sections, we propose several
algorithms for influence estimation, and analyze the
performance of these algorithms.
Algorithm 1 The framework of online influence
maximization
1: Input: ORACLE,G,K,X
2: for t← 1, 2, ..., T do
3: Pˆt ← ESTIMATE(X,A1:t−1)
4: St ← ORACLE(G, Pˆt,K)
5: Ft ← FEEDBACK(G,St)
6: end for
5 CCMAB Framework for OIM
Denote by At the set of nodes that are influenced
by the seed set S at round t. Under the edge-level
feedback, at each round t the learner could observe
the activation status of the edge e = (u, v) whose
start node u ∈ At, i.e. node u is influenced at round
t, denote as E
′
t (line 8). Nt,e represents the total
number of times edge e = (u, v) has been activated
up to round t, and Tt,e denotes the total number of
times the activation status of edge e = (u, v) has
been observed until round t, i.e. the total number of
times node u has been influenced until round t. The
online influence maximization algorithm under the
contextual combinatorial bandits with linear payoff
assumption is displayed in Algorithm 2.
At each round t, the influence probabilities are esti-
mated based on the contextual information and the
feedback information (line 4). With the estimated
influence probability, a seed set S is selected by the
oracle algorithm (line 5). Then the influence propa-
gates across the network according to the indepen-
dent cascade model. With the feedback information
and the contextual information, Vt and Yt could be
updated accordingly (line 7 and line 15).
Under the assumption that the influence probability
is linear with the contextual information, the lin-
ear coefficient vector could be estimated based on
the influence probability at each round. In fact, the
feedback information we could get is the activation
status of the edges whose start nodes are influenced
(line 11). Then we estimate the influence probability
using Thompson Sampling (line 13). The activation
status of each edge follows the Bernoulli distribution,
i.e. edge e is activated with the influence probabil-
ity p(e). Assume that the prior distribution of the
influence probability of each edge follows the Beta
distribution, i.e. p(e) ∼ Beta (α, β), then the poste-
rior distribution of p(e) at round t follows from Beta
(α+Nt,e, β + Tt,e −Nt,e).
Algorithm 2 The OIM algorithm under the
CCMAB Framework
1: Input: α, β,ORACLE,G,K,X
2: Initialization: θˆ0 ← 0d×1, V0 ← λId×d, Y0 ←
0d×1
3: for t← 1, 2, ..., T do
4: Pˆt = ESTIMATE(Vt−1, Yt−1, X)
5: St ← ORACLE (G, C, Pˆt)
6: //INFORMATION PROCESSING
7: Vt ← Vt−1 +
∑
e∈E xt(e)xt(e)
T
8: E
′
t ← {(u, v) : (u, v) ∈ E, u ∈ At}
9: for e ∈ E′t do
10: Tt,e ← Tt−1,e + 1
11: get feedback nt,e
12: Nt,e ← Nt−1,e + nt,e
13: sample p˜t(e) from Beta (α+Nt,e, β + Tt,e−
Nt,e)
14: end for
15: Yt ← Yt−1 +
∑
e∈E′t xt(e)p˜t(e)
16: end for
We consider two strategies to estimate the influ-
ence probability of each edge under the contextual
combinatorial framework with the linear realizability
assumption: the Upper Confidence Bound (UCB)
strategy and the Thompson Sampling (TS) strategy.
We will illustrate these strategies in detail.
5.1 Upper Confidence Bound Strategy
With the information gained during the online pro-
cess, the learner could learn the relationship between
the contextual information and the reward. De-
note the edge set in the social network as E. In
the contextual combinatorial setting, the learner is
provided with the contextual information xt(a
t
e) as-
sociated with each edge e for e ∈ E at round t.
A set of nodes could be selected as the seed set at
each round, then the activation status of the edges
whose start nodes are influenced could be observed
according to the edge-level feedback. At round t,
denote the total number of edges whose activation
status could be observed is Kt, then the learner
could observe the reward wt(a
t
i) of each edge a
t
i for
i ∈ [Kt]. Under the assumption of linear payoff,
the upper bound of the expected reward could be
estimated using the ridge regression. Specifically,
denote Wt = [Wt−1;wt(at1); . . . ;wt(a
t
Kt
)],Xt =
[Xt−1;xt(at1); . . . ;xt(a
t
Kt
)], where Kt is the number
of selected arms at round t, and Vt = X
T
t Xt + λId,
then the upper confidence bound of each edge e for
e ∈ E at round t could be represented as
Ut(e) = θˆ(t)
Txt(e) + β
√
xt(e)TV
−1
t xt(e), (6)
where θˆt = V
−1
t X
T
t Wt and β > 0. The ridge re-
gression estimation could be regarded as the mean
estimation wˆt(a
t
i) added with the width estimation
σˆt(a
t
i). The width estimation could be interpreted
as the Mahalanobis distance from the center of mass
of Xt, which has the property that the distance is
smaller when xt(a
t
i) is closer to the center of mass of
Xt. Specifically, when the noise follows the standard
normal distribution, the width corresponds to the
standard deviation of wˆt(a
t
i). In fact, β could be a
value updated along the rounds, [1] proposed a UCB
based algorithm with the confidence radius βt =√
λ+
√
log(|Vt−1|/(λdδ2)) at round t, and the regret
bound of which is O(d log(T )
√
T +
√
dT log(T/δ)),
where d is the dimension of the feature vector.
5.2 Thompson Sampling Strategy
In the contextual bandit setting such as the news
recommendation problem, Thompson Sampling al-
gorithm tends to have better performance than the
other approaches such as UCB [4], which motivates
us to use the Thompson Sampling algorithm to es-
timate the influence probabilities based on the con-
textual information and the feedback information.
The paper [4] proposed a Thompson Sampling based
algorithm for linear contextual bandits with lin-
ear payoff assumption, the high probability regret
bound of which is O˜(min{d3/2√T , d√T log(N)}).
At each round t, the algorithm LinThompson sam-
ples θ˜t from a multi-variate Gaussian distribu-
tion N (θˆt, v2V−1t ), and the arm with the maximal
xt(e)
Tθ˜t is selected. For convenience of description,
we call this algorithm the LinThompson algorithm.
To make the LinThompson algorithm applicable to
the OIM problem, we extend this algorithm to the
contextual combinatorial setting. In terms of the
linear payoffs assumption, the expected reward for
each edge e is a linear combination of the contextual
information. Specifically, w∗t (e) = θ
T
∗ xt(e), where
θ∗ is the linear coefficient vector and is unknown
to the learner. Suppose that the likelihood of the
reward wt(e) of arm e at time t is N (θT∗ xt(e), v2),
where v = R
√
9d log(t/δ), d is the dimension of the
feature vector. If we set the prior for θ∗ at time t
as N (θˆt, v2V−1t ), then the posterior distribution for
θ∗ at time t + 1 is given by N (θˆt+1, v2V−1t+1). The
definition of Vt and θˆt is illustrated in Eq.(7) and
Eq. (8), where aτk represents the k
th edge whose
activation status could be observed at round τ , and
Kτ is the total number of edges whose activation
status could be observed at round τ .
Vt = Id +
t−1∑
τ=1
Kτ∑
k=1
xτ (a
τ
k)xτ (a
τ
k)
T (7)
θˆt = V
−1
t (
t−1∑
τ=1
Kτ∑
k=1
xτ (a
τ
k)wt(a
τ
k)). (8)
5.3 The LinThompsonUCB Algorithm
We observe that if the influence probability is di-
rectly estimated using the extended LinThompson
strategy, then the selected seed set often falls into a
locally optimal solution, which implies that the ex-
ploration tendency embedded in the pure TS strat-
egy is not sufficient. To make the algorithm more
suitable for the OIM problem, we merged the explo-
ration part of the UCB strategy with the TS strat-
egy, the pseudo-code of the proposed LinThomp-
sonUCB algorithm is illustrated in Algorithm 3.
The influence probability of edge e is initially esti-
mated using xt(e)
Tθ˜t, where θ˜t is sampled according
to the Thompson Sampling strategy. The confidence
interval is further merged to the estimation to make
this algorithm more suitable for the online influence
maximization problem, where βt is an effective con-
fidence radius proposed by [1].
Algorithm 3 LinThompsonUCB algorithm
1: Input: Vt−1,Wt−1,X
2: Output: pˆt,e for e ∈ E
3: //ESTIMATE
4: θˆt−1 ← V−1t−1Wt−1
5: βt−1 ←
√
λ+
√
log(|Vt−1|/(λdδ2))
6: Sample θ˜t from N (θˆt−1, v2V−1t−1)
7: for e ∈ E do
8: pˆt,e ← xt(e)Tθ˜t + βt−1‖xt(e)‖V−1t−1
9: end for
6 CMAB Framework for OIM
For some algorithms, it is commonly seen that the al-
gorithm performs excellent in one dataset, but might
have poor performance in another dataset. Some-
times the algorithms may not perform well just due
to the fact that the parameters of the algorithms
have not been set suitably, while it is sometimes hard
or require lots of energy to find the parameters that
well-matched with the specific dataset or problem.
In view of this situation, we ensemble the pure explo-
ration and pure exploitation strategies, and adjust
the preference towards these algorithms automati-
cally based on the performance of the algorithms.
It was shown by [26] that the practical performance
of EXP3.P is significantly inferior to that of EXP3
in the stochastic setting, which motivates the use of
EXP3 algorithm to select the strategies.
Algorithm 4 EXP3 algorithm
1: Initialization: probability distribution ψi =
1/N , weights wi = 1 for strategy i = 1, 2, . . . ,K
2: for t← 1, 2, ..., T do
3: gt−1 ←
∑
v∈V I(St−1,yt−1, v)/|V |
4: for i← 1, 2, ..., N do
5: wi ← wi × exp(γ × (gt−1 × I[i = It−1])/ψi)
6: end for
7: W ←∑Nk=1 wk
8: for i← 1, 2, ..., N do
9: ψi ← (1− γ)× wi/W + γ × 1/n
10: end for
11: end for
Assume there are N base strategies. Denote by
w = (w1, w2, . . . , wN ) the weight vector, ψ =
(ψ1, ψ2, . . . , ψN ) the probability distribution over
the strategies, satisfying that ψi ≥ 0, i = 1, 2, . . . , N ,
Algorithm 5 UpdateExp3
1: Input: influence spread C, selected strategy M ,
weight vector w, probability distribution ψ
2: Output: weight vector w′ , probability distri-
bution ψ′
3: g ← C/|V |
4: for i← 1, 2, ..., N do
5: w′i ← wi × exp(γ × (g × I[i = M ])/ψi)
6: end for
7: W ′ ←∑Nk=1 w′k
8: for i← 1, 2, ..., N do
9: ψ′i ← (1− γ)× w′i/W ′ + γ × 1/N
10: end for
and ‖ψ‖1 = 1. The EXP3 algorithm starts with the
probability distribution ψi = 1/N , and the weight
vector wi = 1, i = 1, 2, . . . , N . If the selected strat-
egy leads to a high influence spread at current round,
then the EXP3 algorithm tends to assign this strat-
egy with higher weight, and improve the probability
of using this strategy at the next round.
In fact, the thought of determining which strategy to
use based on the probability distribution is also em-
bedded in the design of Epsilon-Greedy algorithm.
There are a total of two strategies to be selected, one
is the exploit strategy, and the other is the explore
strategy. The probability distribution for these two
strategies is (, 1− ). One of the main distinctions
of these two algorithms lies in that the probability
distribution for the Epsilon-Greedy algorithm has to
be set manually and is prescribed, while for the En-
semble Learning algorithm, the probability distribu-
tion could be adjusted automatically based on the
observed feedback.
Denote Mt as the label of the selected method at
round t, Ct as the influence spread at round t. The
pseudo-code of Ensemble-Rand-Mean is illustrated
in Algorithm 6. A total of two strategies are pro-
vided for selection. Initially, the probability of se-
lecting both strategies are identical. At round t, the
learner samples a strategy according to the prob-
ability distribution ψt, and estimate the influence
probabilities based on the selected strategy. If the
selected strategy is strategy 1, then we exploit the
empirical mean to estimate the influence probability
(line 6). If the selected strategy is strategy 2, then
we explore more nodes by estimating the influence
probability using the value randomly sampled from
U(0, 0.01) (line 10). Denote by Pˆt the estimated in-
fluence probabilities for the edges at round t, P ∗ the
real influence probabilities associated with the edges.
With the estimated influence probabilities, the seed
Algorithm 6 Ensemble-Rand-Mean Algorithm
1: Initialization: probability distribution ψi =
1/N , weights wi = 1 for strategy i = 1, 2
2: for t← 1, 2, ..., T do
3: Sample the strategy Mt randomly according
to the probability distribution ψt
4: if Mt is 1 then
5: for e ∈ E do
6: pˆt,e ← Xt,e/Tt,e
7: end for
8: else if Mt is 2 then
9: for e ∈ E do
10: pˆt,e ← rand(0, 1)
11: end for
12: end if
13: St ← ORACLE(G, Pˆt, K)
14: Ct, At ← CALSPREAD(G,P ∗, St)
15: [wt+1,ψt+1]← UpdateExp3(Ct,Mt,wt,ψt)
16: E
′
= {(u, v) : (u, v) ∈ E, u ∈ At}
17: for e ∈ E′ do
18: Tt+1,e ← Tt,e + 1
19: get feedback xt,e
20: Xt+1,e ← Xt,e + xt,e
21: end for
22: end for
set St is selected by the offline oracle algorithm (line
13), then the influence spread is calculated using the
real influence probability (line 14), and the influence
spread observed at this round is utilized to update
the weight of each strategy (line 15).
7 Experiments
In this section, we conduct experiments to show the
performance of distinct algorithms for solving the
OIM problem under the independent cascade (IC)
model, and analyze the strength of the automatic
ensemble learning strategy. The experiments illus-
trate the significant improvement of our algorithm
over the compared state-of-art algorithms. Besides,
the Ensemble-Rand-Mean algorithm is efficient with
respect to both the running time and space consum-
ing, and this algorithm is robust regarding to various
datasets.
7.1 Experimental Settings
The experiment results are averaged across three in-
dependent simulations. Note that in practical, each
round of experiment requires the company to offer K
influencers with free product, and collect the edge-
level feedback information, which is rather costly.
(a) Subgraph of Facebook (b) Facebook (c) NetHEPT
Figure 1: Average influence spread for distinct algorithms
(a) Subgraph of Facebook (b) Facebook (c) NetHEPT
Figure 2: Average regret for distinct algorithms
Thus, the total number of running rounds will not
be set as very large such as the order of thousands in
the experiments. Next we will illustrate the imple-
mentation details about the experiments including
the construction of the feature vector, the genera-
tion of the influence probability, the simulation of
the influence propagation, and the selected oracle
algorithm.
Datasets: In the experiment, we used three
datasets to evaluate the performance of the al-
gorithms, separately the Facebook dataset, the
NetHEPT dataset, and the subgraph of the facebook
dataset. The Facebook dataset is extracted from
survey participants using the Facebook app, it con-
tains 4039 nodes and 88,234 edges. The NetHEPT
dataset is a real world academic collaboration net-
work, which is extracted from the ”High Energy
Physics - Theory” section of arXiv 1. This dataset
contains 15,233 nodes and 58,891 unique edges, and
each node represents an author, each edge represents
the coauthorship relation. In order to embody the
power of the algorithm from distinct aspects, we fur-
ther extracted a subgraph of the Facebook dataset,
which contains 347 nodes and 5,038 edges.
1http://www.arXiv.org
Feature vector: The feature vector of node u is
constructed using the laplacian approach, denote as
f(u). For the edge (u, v), the feature vector f(u, v)
of the edge is the pointwise product of its two end-
points, i.e. f(u, v) = f(u) ∗ f(v).
Influence probability: The influence probabil-
ity associated with edge (u, v) in the graph is set
as 1/degree(v), which has been commonly used in
many papers including [13, 17, 28, 21].
Influence propagation: The activation status of
each edge follows the Bernoulli distribution. Sup-
pose the influence probability of edge e is p(e), then
edge e is activated with probability p(e), and inacti-
vated with probability 1-p(e). In term of the imple-
mentation, we sample a number randomly for each
edge, then the activation status of each edge is de-
termined by the random number and the true influ-
ence probability. Specifically, if the random number
is greater than the influence probability, then this
edge is regarded as activated; otherwise, this edge
is regarded as non-activated. Given a seed set, then
the spread on the graph could be regarded as the
diffusion over the sampled deterministic graph.
Oracle algorithm: The oracle algorithm provides
an (α-β) - approximation solution. Specifically,
(a) Subgraph of Facebook (b) Facebook
Figure 3: Ensemble-Rand-Mean V.S. Explore-Rand and Exploit-Mean
given the topology of the graph and the influence
probability, the oracle algorithm could output an α-
approximation to the optimal value with probability
β. The oracle algorithm used for the experiments is
the state-of-the-art algorithm TIM, which is pro-
posed by [28]. This algorithm returns a (1−1/e− )
- approximate solution with at least 1− n−l proba-
bility.
7.2 Performance of the Proposed
Algorithms
In the first experiment, we compare the performance
of our proposed Rand-LinThompson and Rand-
Mean algorithms with the following algorithms,
which includes both the contextual dependent algo-
rithms and the algorithms that do not use the con-
textual information.
• Random: This algorithm selects a set of K
nodes randomly from the n nodes in the graph.
• CUCB: CUCB is an algorithm that uses the
UCB strategy in the combinatorial multi-armed
bandit (CMAB) setting, which is proposed by
[10].
• IMLinUCB: IMLinUCB is also a UCB-based
algorithm, which utilizes the contextual infor-
mation and makes the linear generalization as-
sumption, proposed by [33].
The performance of distinct algorithms in terms of
the average influence spread and the average regret
on various datasets are shown in Figure 1 and Fig-
ure 2. The average regret illustrates the gap be-
tween the average number of nodes activated by the
’optimal’ seed set and the selected seed set, where
the ’optimal’ seed set is the nodes chosen by the ora-
cle algorithm under the true influence probabilities,
while the selected seed set is the nodes chosen under
the estimated influence probabilities. In the exper-
iment, the maximal number of selected seed nodes
K at each round is set as 10. The IMLinUCB al-
gorithm and the Ensemble-Rand-LinThompson al-
gorithm are both contextual based algorithm with
linear assumption on the influence probability, and
the contextual information of both algorithms are
constructed using the Laplacian approach.
As could be viewed from Figure 1 and Figure
2, Ensemble-Rand-LinThompson algorithm outper-
forms the state-of-the-art algorithms including the
contextual dependent IMLinUCB algorithm, but
not significantly. The Ensemble-Rand-Mean algo-
rithm has a competitive performance compared with
the state-of-the-art algorithms on various datasets.
Specifically, the performance of the simple algo-
rithm Ensemble-Rand-Mean is significantly better
than two contextual based algorithms IMLinUCB
and Ensemble-Rand-LinThompson, without the as-
sumption about the linear form of the influence
probability and does not use the contextual infor-
mation. Commonly, the introduction of contextual
information could assist the learner in learning the
underlying function and thereby improve the perfor-
mance of the algorithm. The performance improve-
ment over the contextual based algorithm illustrates
the strength of the Ensemble-Rand-LinThompson
algorithm.
Viewing the performance of the proposed algo-
rithms, one may easily raise the following questions,
• Does the pure exploit part or the pure explore
(a) Average Regret (b) Average Influence Spread
Figure 4: Ensemble-Rand-Mean V.S. Explore-Rand-Plus on Facebook dataset
part perform better than the Rand-Mean algo-
rithm?
• Is the Ensemble Learning strategy effective for
improving the performance the algorithm? Or
what is the advantage of the Ensemble Learning
algorithm?
• The Ensemble-Rand-Mean algorithm is moti-
vated from the Epsilon-Greedy algorithm, so is
Epsilon-Greedy algorithm also very powerful for
solving the OIM problem?
We conduct the following experiments to answer the
above questions.
7.3 The Effect of Automatic Ensemble
Learning
To illustrate the power of the automatic ensem-
ble strategy, we conduct another experiment, which
compares the performance of the proposed ensemble
algorithms with the corresponding components.
The Ensemble-Rand-Mean algorithm is composed of
the exploration operation and the exploitation oper-
ation. We firstly compare the performance of the
Ensemble-Rand-Mean algorithm with the algorithm
that purely explore with randomly generated influ-
ence probabilities, and the algorithm that purely ex-
ploit the empirical mean as the estimation of the
influence probabilities, which are referred to as the
Explore-Rand algorithm and the Exploit-Mean algo-
rithm separately. The experiment results are dis-
played in Figure 3.
For the Facebook dataset, the Explore-Rand has
a better performance than the Exploit-Mean algo-
rithm, and the Ensemble-Rand-Mean algorithm per-
forms better than both the Explore-Rand algorithm
and the Exploit-Mean algorithm. While for a smaller
subgraph of the Facebook dataset, the Exploit-Mean
algorithm has a poor performance at the earlier
rounds since the influence function has not been
learned very well, while in later rounds it performs
better than the Explore-Rand algorithm due to the
accumulated experience with the increasing num-
ber of rounds. The Ensemble-Rand-Mean algorithm
automatically makes up the shortage of both algo-
rithms, and adapts well with distinct datasets, show-
ing the robustness of the Ensemble-Rand-Mean al-
gorithm.
Note that for the Ensemble-Rand-Mean algorithm,
only one strategy could be exploited at each round.
We further compare the Ensemble-Rand-Mean al-
gorithm with the Rand-Plus-Mean algorithm, which
estimates the influence probability using the summa-
tion of the empirical mean and the randomly gen-
erated value. As can be viewed in Figure 4, the
Ensemble-Rand-Mean algorithm obtains significant
improvement over the Rand-Plus-Mean in terms of
both the average regret and the average influence
spread, illustrating the effectiveness of the automatic
ensemble strategy.
7.4 Performance of Epsilon-Greedy
The first experiment shows that the Ensemble-Rand-
Mean algorithm achieves significant improvement
over the state-of-the-art algorithms. Note that the
invention of Ensemble-Rand-Mean algorithm is mo-
tivated from the Epsilon-Greedy algorithm, which
selects the best strategy by exploiting the empirical
mean with probability 1-t, and explores uniformly
(a) Facebook (b) NetHEPT
Figure 5: The performance of Epsilon-Greedy algorithm V.S. Ensemble-Rand-Mean algorithm
Figure 6: The performance of Ensemble-Rand-Mean
compared with Epsilon-Greedy
over all other actions with probability t at round
t. One might wonder is the performance of this
algorithm, is this algorithm also powerful for solv-
ing the OIM problem? In the third experiment, we
show the performance of the Epsilon-Greedy algo-
rithm. It was shown by [9] that logarithmic regret
could be guaranteed if t is set as c/t for the OIM
problem under the edge-level feedback, where c is a
constant. We tried distinct settings of c, and finally
select c = 0.1 at which Epsilon-Greedy performs the
best on the Facebook dataset among the selected
parameters. As can be viewed from Figure 5, the
Epsilon-Greedy algorithm has a poor performance
compared with the Ensemble-Rand-Mean algorithm
on both Facebook dataset and the larger NetHEPT
dataset. The comparison of these two algorithms
with more rounds is shown in Figure 6.
Besides, even though it has been demonstrated the-
oretically that the algorithm could have a good per-
formance setting t as c/t, it still requires to select
a suitable parameter for distinct datasets, which is
rather hard and requires lots of energy. To illus-
trate the effect of distinct settings of the parameter
on the performance of the Epsilon-Greedy algorithm,
we compare the cases when the parameter c is 15, 25,
and 35. From the experiment results shown in Fig-
ure 7, we can observe that when the parameter c is
set as 0.1, the average regret of the Epsilon-Greedy
algorithm is smaller than the other two cases and
converges in a faster speed.
8 Conclusion
In this work, we propose a novel algorithm for the
influence maximization problem, and show that the
performance of our algorithm is significantly better
than the state-of-the-art algorithms. It is worth not-
ing that previous works mainly assume that the se-
lected influentials have identical payoffs. But in re-
ality, distinct advertisers might have different wages
due to their various experiences and abilities, which
is a considerable direction for future research. In
addition, the newly proposed methods including de-
cision trees could also be utilized for the online in-
fluence maximization problem. Considering that
gaussian process regression merges both the rule-
based and similarity-based theories, using the gaus-
sian process regression approach to solve the online
influence maximization problem could be another
future direction. Besides, it is sometimes hard to
obtain the whole topology of the social network in
practical. However, it is easier to obtain the clos-
est friends of a given person, which corresponds to
the nearby connections in a social network. Thus it
(a) Average Regret (b) Average Influence Spread
Figure 7: The performance of Epsilon-Greedy algorithm under different parameters on Facebook dataset
is meaningful to investigate the influence maximiza-
tion problem under this kind of incomplete graph.
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