Abstract -Assume that the potential q(r), r > 0, is known for r ≥ a > 0 and the phase shifts δ l (k) are given at a fixed energy, i. e., at a fixed k > 0, for l = 0, 1, 2, . . .. The inverse scattering problem is: find q(r) on the interval 0 ≤ r ≤ a using the above data. The proposed numerical method consists of a reduction of this problem to a moment problem for q(r) on the interval r ∈ [0, a]. The moment problem is solved numerically, the results are presented.
INTRODUCTION
In this paper a numerical realization of the method proposed in [3] for an approximate solution of the inverse scattering problem with fixed-energy phase shifts as the data is considered. The basic idea is quite simple: since δ l and q(r) for r ≥ a are known, one can solve the following Cauchy problem: respectively. Thus ϕ 0l (kr), the regular solution, and f 0l (kr), the Jost solution, are given by the formulas:
where u l (r) and v l (r) are linearly independent solutions to (1.1) with q(r) ≡ 0, called the Bessel -Riccati functions:
J ν (r) and N ν (r) are the Bessel functions regular and irregular at the origin respectively. Denote
The numbers b l are known. Indeed, ψ
l (a) can be computed by formula (1.7), in which ψ l (ρ) is known on the interval (a, ∞) if q(r) is known on this interval and the phase shifts δ l , which determine the asymptotics of ψ l (r), as r → ∞, are known. Taking r = a one gets
(1.15)
NUMERICAL ASPECTS
2.1. The moment problem for the case of compactly supported potential Assume that q(r) ≡ 0 for r ≥ a and set k = 1 without loss of generality. By (1.7) we obtain ψ
From system (1.1) and asymptotics (1.2) for ψ l (r) it follows that
By (1.9), (1.12), (1.13) one obtains
From (1.14), (2.1), (2.2) it follows that the right-hand side of (2.3) can be written as
Let us take finitely many phase shifts (l = 0, 1, 2, . . . , n) and approximate ψ l (ρ) by ψ l (ρ) = u l (ρ) for compactly supported potentials and k = 1, we get
The systems of functions {u 
So, the moment problem can now be stated as follows: given the numbers
. . , n and the functions
. . , n one has to find q(ρ) from (2.5).
The solution to the moment problem
Below we follow [1, pp. 209-211] .
Let us look for an approximation to q(ρ) of the form
and choose h l (r) so that
where · denotes the L 2 [0, a] norm. Substitute (2.5) into (2.6) and get:
Thus A n (r, ρ) should be a δ-sequence in the sense:
Introduce the notation
and take
where
. . , α n ). Formula (2.8) is the normalization condition for the δ-sequence. The less is Q(r) the better approximation of δ(r − ρ) provides the kernel A n (r, ρ) if condition (2.8) holds. The quantity Q(r) can be written as the scalar product:
where the overbar stands for complex conjugate and
Thus, we get the following optimization problem:
If one uses the Lagrange multipliers method, then one can solve (2.9)-(2.10) assuming that B is a positive-definite matrix and get the solution [1, pp. 209-211]
In our case α is a real-valued vector since the function
In [1] the moment problem with noisy data is also solved.
Description of the numerical experiment
To conduct the numerical experiment we solve problems (1.1)-(1.2) and (1.4)-(1.5) with a compactly supported potential q orig (r) and find the phase shifts δ l (1). Then we recover q orig (r), r ∈ [0, a] by solving moment problem (2.4), if the imaginary part of q orig (r) is nonzero, or problem (2.5), if q orig (r) is realvalued.
The case of a constant potential
In the case of a constant potential on the interval [0, a]:
it follows from (1.5) that the solution to (1.4)-(1.5) is
12)
The solution to (1.1)-(1.2) on the interval [a, +∞) when q(r) = 0 is
For r = a we have ψ
which implies:
Thus the actual computation consists of two steps: we find the phase shifts using (2.16) and then we reconstruct the potential by formulas (2.6), (2.11).
The case of a piecewise-constant potential
In the case of a piecewise-constant potential q orig (r) on the interval [0, a]:
where C i and D i are some constants. From the regularity of ψ
We are looking for a continuously differentiable solution ψ l (r). Thus, the following interface conditions, similar to (2.14)-(2.15) hold:
where the entries of the matrix γ i can be written explicitly:
From (1.1)-(1.2) one gets:
which implies that
NUMERICAL RESULTS
The principal difficulty of the numerical solution of moment problem (2.9)-(2.10) with fixed-energy data is the severe ill-posedness of the matrix B. The order of the condition number of B grows very fast as the number Table 8 of phase shifts changes from 2 to 10. Thus, using more phase shifts we cannot obtain better accuracy of the recovered potential. Therefore we take 8 phase shifts in our experiment and we do not use the rest of the data. The parameter a is equal to 1. Looking at Figure 1 one can compare the original and the recovered potentials when the original potential is a complex constant. The upper and the lower curves indicate the real and the imaginary parts respectively. Table 1 represents the phase shifts that correspond to the original potential (the first column) and to the recovered one (the second column).
In the case of a real valued constant potential (Figure 2 ) one can see an error of the recovery of the potential in a neighborhood of zero. The reason for this, probably, is the replacement of − sin(δ l )e iδ l by its real part in the right-hand side of moment problem (2.4). However on the major part of the interval [0, 1] the accuracy is high. Also one can see from Table 2 that the original and the recovered phase shifts are rather close. Figures 3, 4 , 5 illustrate the dependence of the quality of the recovery of the potential on the absolute value of the original potential. In Tables 3, 4 , 5 the original and the recovered phase shifts are presented.
As we have already mentioned the error of the replacement of ψ l (ρ) by ψ When the noise reaches 10 −12 then the error in the recovered potential grows. Such a sensitivity with respect to noise is the consequence of the severe illposedness of moment problem (2.5).
The proposed approach does work for compactly supported potentials. Further investigations are needed to develop a method to reduce the ill-posedness of moment problem (2.5). This hopefully can be achieved by imposing a priori restrictions on the class of the considered potentials.
