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L’-convergence theorems for Fourier series with complex quasimonotone coef- 
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1. SURVEY OF CLASSICAL AND NEOCLASSICAL RESULTS 
1. I. Introduction 
Denote by L’(T) Banach space of all complex, Lebesgue integrable 
functions on the circle group T= R/273. To every function .f~ L’( T) 
corresponds the Fourier series off 
where 
are Fourier coeffkients off: 
The following is the notation that will be used throughout this paper. A 
sequence of partial sums will be denoted by 
&l(f) = %I(5 f) = 1 Pbw’, n = 0, 1) 2 )...) 
Ikl sn 
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All righrs of reproductmn m  any form rerened 
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while the (C, 1 )-means (Fejer sums) of the sequences of partial sums will be 
written as 
~a”) = ~rz(L t) = -& ,;,, Sk(f, 1). n=o, 1. 2 ,.... 
The Dirichlet kernel is defined by 
D,(t)= 1 eikr= 
Ikl <rr 
and the Fejer kernel is defined by 
w=& i Dk(f)= 
k=O 
&[sin (F) ,i,ini]‘. 
Note that 
lIDnIl =++O(I), n+ Km, 
IlFnll = 1 for every n, 
where II . I/ denotes the L’( T)-norm. The partial sums of a real cosine and 
sine series will be denoted by 
and 
S,(.r)=~+ i ak cos kx 
k=l 
S,(x) = i hk sin kx, 
k= I 
respectively, where x E (0, rr]. The Banach space in the real case will be 
denoted by L’(0, 7t), and norm by )I /I. 
The problem of L’-convergence, via Fourier coefficients, consists of 
finding the properties of Fourier coefficients such that the necessary and 
sufficient condition for 
IlS,u-) -fll = 4 I), n+m, 
is given in the form 
f(n) log I4 = 4 I), (nl + a-2. 
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In general, L’( 7’) does not admit convergence in L’( T)-norm, Katznelson 
[ 11, since the operator norm 11 S,J “‘r’ is unbounded, i.e., 
II&II n+ x,. 
Classically and neoclassically, cosine series 
7 + i ak cos kx 
- k=l 
and sine series 
c h, sin ks, 
kz, 
have been considered separately. Therefore, classes of functions considered 
in these results are periodic, real, Lebesgue integrable functions on (0, rr]. 
There are two kinds of theorems in the classical and neoclassical 
development. In the first kind, the conditions on the coefficients are strong 
enough to guarantee the integrability and pointwise convergence, hence the 
Fourier character of the considered series. In the second kind, the con- 
ditions on the coefficients are not strong enough to guarantee the 
integrability (although they guarantee the pointwise convergence), and 
therefore the integrability that is the Fourier character of the considered 
series has to be assumed. In both cases, these conditions define the so- 
called L’-convergence classes, namely the classes of Fourier coefficients 
such that the convergence in L’-norm is equivalent to 
a,, log n = o( I), n --t ‘c/_ 
( h,l log n = o( 1). n-r ;r-). 
1.2. Classical and Neoclassical Results 
We shall consider only the case of the cosine series since results for the 
sine series can be obtained in an analogous way. 
THEOREM 1.2.1 (Young [2]). [f {a,,}; is a conuex (d’a,>,O,.for etierJ 
n) null sequence, then the cosine series 
T+ f a,cosnx 
n=l 
is the Fourier series of its sum f, and 
IIUf 1 -f II = 4 117 n+ ;r_, 
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is equivalent to 
a,logn=o(l), n+c;c. 
THEOREM 1.2.2 (Kolmogorov 131). If a, = o( 1), n --* XJ, and the series 
converges, then the cosine series 
T + f a,, cos nx 
,I= I 
is the Fourier series of its sum f, and 
is equivalent to 
a, log n = o( 1). n -+ x2. 
The null sequences that satisfy Kolmogorov’s condition 
C,“=, n lA*a,,( < CC are called quasi-convex. The class of all such sequences 
is an extension of the class of convex null sequences. The class of quasi- 
convex sequences is a subclass of 8%’ class, the class of all null sequences 
of bounded variation. 
THEOREM 1.2.3 (Sidon [4]). Let (a,l)F and (pn}T he sequences such 
that /a,1 < 1, for every n, and let 
converge. 
0” 
n = 1, 2,..., 
then the cosine series 
T+ 2 a,cosnx 
“=L 
is the Fourier series of its sum J: 
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From Sidon’s conditions it follows that the sequence (u,,}; E A?Y . . 
The class Y is defined by reformulating Sidon’s condition: a null 
sequence (a, ) (; belongs to the class 9’ if there exists a monotonicly 
decreasing sequence {A, ); such that 
converges, and Ida,] < A,, for every n. Class Y is also the extension of the 
class of the quasi-convex sequences. 
THEOREM 1.2.4 (Telyakovskii [5]). Ler {an}; E Y. Then the cosine 
series 
F$+ f a, cos nx 
,I = I 
is the Fourier series of its sumf and 
II&(f) -fll = 4 1). n + cc, 
is equivalent to 
a,,logn=o(l), n -+ x’. 
The importance of Telyakovskii’s contributions are twofold. First, he 
expressed Sidon’s conditions in a succinct equivalent form, and secondly, 
he showed that the class Y is also a class of L’-convergence which in turn 
led to numerous, more general results. 
THEOREM 1.2.5 (Fomin [6]). Let a, = o(l), n -+ cc. If .for some 
1 <pQ2 series 
converges, then the cosine series 
%. 
?+ 1 a,cosnx 
n=l 
is the Fourier series of its sumf and 
Ilsncf) -Al= o(l), n + cc, 
is equivalent to 
a,logn=o(l), n -b rUI. 
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Fomin’s theorem is a generalization of the theorem of Telyakovskii. 
This section concludes with the results of Garrett-Stanojevic [7, 81, 
developed in the seventies. The reason being that methods and ideas of 
their results lead to important generalizations in the area of complex 
trigonometric series. 
THEOREM 1.26 (Garrett and Stanojevic [8]). Let {a,,}? ~3%~. [ffor 
euery E > 0 there exists C?(E) > 0, independent of n, such that 
for ever)’ n, 
then the cosine series 
k$+ f a, cos nx 
II = I 
is the Fourier series of its sum f and 
IIS, -f II = o( 11, n-+ 22, 
is equivalent to 
a,logn=o(l), n + 1x1. 
The class of null sequences that satisfy the condition that for every E > 0 
there exists b(.s)>O, independent of n, such that 
Aa, Dk(x) d.u < E for every n, 
is denoted by V. The proof of Theorem 1.2.6 is based on the use of 
modified cosine sums defined by 
For the sums of this kind Garrett-Stanojevic [S] proved that 
II& -f II = 4 I), n+m, 
is equivalent to 
(~2~): e%TnS-iW. 
409 IIS 2-l? 
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Hence, within the 9% _ class, condition ‘8 is a sufficient condition for the 
integrability of the cosine series. 
Theorem 1.2.6 contains all previous results as special cases. 
1.3. L’-convergence Classes of Fourier Series nith Quasimonotone Coef- 
ficien ts 
The Fourier character of trigonometric series in this section will be 
assumed because the quasimonotonicity does not guarantee the Fourier 
character. 
THEOREM 1.3.1 (Fomin, Telyakovskii [9]). Let {a,,}: be a quasi- 
monotone sequence. Zf the cosine series 
x? 
T+ C a,cosnx 
n=l 
is the Fourier series of its sum f, then 
II S,(f) -fll = o( I), n+ aI, 
is equivalent to 
a,logn=o(l), n + 92. 
(A sequence {a,,}; of positive numbers is quasimonotone if for some Q > 0, 
an/na 1, n + co.) 
The proof of sufficiency in the theorem of FominTelyakovskii is sim- 
plified by Garrett-Rees-Stanojevii: [lo], using more refined estimations of 
II%-onll. 
THEOREM 1.3.2 (Garrett, Rees, and StanojeviC: [lo]). Let 
7 + f (a,* cos nx + b, sin nx) 
n=l 
be the Fourier series with quasimonotone coefficients. Then 
IISn-CJnll =0(l), n+a, 
is equivalent to 
(a, + b,,) log n = o( 11, n -+ r-1. 
CONVERGENCE OF FOURIER SERIES 489 
In [ 111 Stanojevic gave, for the case of cosine Fourier series with 
quasimonotone coefficients that satisfy 
nda,, = 0( 1 ), n-m, 
a nebc, shorter proof for both sufficiency and necessitlf. 
2. DEFINITIONS AND LEMMAS 
2.1. Characterizations of Complex Monotone and Complex Quasimonotone 
Sequences 
In this section it will be shown that it is possible to define the 
monotonicity and quasimonotonicity of the sequences of complex numbers. 
DEFINITION 2.1.1. A sequence of complex numbers {c, },“I= 1 is complex 
quasimonotone if there exists a cone 
such that for some c1>, 0 
for all n. 
The following lemma gives an estimate of xJYn ) Ac,l, needed in Sec- 
tion 3. 
LEMMA 2.1.1. Let {c ,, j,“= , be a complex quasimonotone sequence such 
that for some tIO E [0, n/2) and some a b 0, 
where 
Then 
&,++Wo), 
K((e,)= {zl largz(<&}. 
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Proof: To the first term of the right-hand side of the inequality 
we apply the inequality of Petrovic [ 121, i.e., 
and obtain 
Finally 
For IX =O, we have the following definition and the corresponding 
lemma. 
DEFINITION 2.1.2. A sequence {c,, };= 1 of complex numbers is complex 
monotone if there exists a cone 
K(8,)= 21 Iarg,-l<ti,<i 
i I 
such that AC, E K(O,), for every 12. 
LEMMA 2.1.2. Let {c,,).;=, be a complex monotone sequence such that 
for some eoE [0,7cr/2), 
Then 
AC,, E Woo). 
From the above inequality it is clear that a complex monotone null 
sequence {c, > is of bounded variation, i.e., I,c, 1 E BY’-. 
If we consider complex sequences of nonzero terms and such that they 
belong to the cone K(8,) then we can obtain a characterization of complex 
quasimonotonicity. 
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THEOREM 2.1.1. Let {c, } be a sequence of complex numbers such that 
c, # 0 for every n E Z and for some 0 -c 8, -c n/2, and let {c, l belong to the 
cone K(8,). Then the sequence (c,,} is complex quasimonotone with respect 
to the cone K(B,) and for some a z 0 if and only if 
{ Ic,I sin(bfargc,,)) 
are quasimonotone sequences of real numbers for the same a > 0. 
Proof From Definition 2.1.1 follows 
or 
sin I& 
--< 
Im(dc, + (a/n)c,) sin f& 
cos 80 Re(dc, + (a/n)c,) ’ cos BO’ 
Write c, = a,, + ib,. Then the last inequalities become 
sin OO 
--< b,-b,+,+(a/n)b, sine, 
cos 8, a, - a, + I + (ain )a, 
6- cos 8; 
From the inequality 
6, - b, + , + (a/n)b, sin 8,, 
an-an+, +(+)a, 
<- cos e. 
it follows that 
b,cost&-b,+, eos8,+C1b,cos8~~a,sin6r,-a,+,sin8,+Ua,sinB, 
n n 
or 
a ,,+, sin&-b,+, 
Since 
we have 
Im(E, . e’““) = a, sin 8, - 6, cos 8,, 
492 
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Ic,+,l sin(kargc,+, 4 ) < 1 +t Ic,I sin(B,-argc,). 
From the last inequality and the fact that f$, - rr < arg c, < 6J, it follows 
that the sequence 
{Ic,l sin(Gargc,)} 
is a quasimonotone sequence of real numbers for a Z 0. In a similar way it 
follows that the sequence 
{lc,l sin(B,+argc,)J 
is also a quasimonotone sequence of real numbers for TV b 0. 
Reversing the string of corresponding inequalities we have that if the 
sequences 
{Ic,l sin(b+wc,,)) 
are quasimonotone sequences of real numbers for c( > 0 and for 8, < 7rj2 
then the sequence {c,,) is complex quasimonotone. That concludes the 
proof. 
The following example of a class of complex quasimonotone sequences 
points out the possibility of the reprezentation of the complex 
quasimonotone sequences. 
EXAMPLE 2.1.1. Let 
P,=fi l,, 
,=I ( 1 
and let (d,} be a complex monotone sequence. It can be shown that the 
sequence 
c,= P,-,d, 
is complex quasimonotone. 
Indeed from 
Ad,, E K(&,), for some 8,, 
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it follows that 
c,-cC,+,+t(c,=P,-,d,-P,d,+, +f P,-,d, 
n n 
P,+,d,,-P,d,,+, 
=Pn(Gd,+,) 
= P, Ad, E K( 0,). 
2.2. Tauberian Lemmas 
For the proof of the Basic Lemma we shall make use of the following 
denotations. 
For TV T- (0) let 
A,(t) = sgn(m) e 
isgn(m)llml +(liz))r 
2i sin t/2 ’ 
m E z. 
Let T,, denote the set (-rc, -z/n) u (n/n, rc). For the sequence of complex 
numbers (c(n)) ,n, < ixi denote 
In=/ Ic(n)A,(t)+c(-n)L.(t)l dt. 
T” 
LEMMA 2.2.1. Let {c(n)},,,,, be a sequence of complex numbers. Then 
I, = o(l), n + ‘~0, is equivalent to c(n) log InI = o(l), InI -+ m. 
Proof If {c(n)} . 1s even or odd the proof is immediate. Thus assume 
neither. Suppose that Z, = o(l), n + cr. First, we shall prove that 
Ic(n)+c(-n)l logn=o(l), n+ 0z. 
Note that 
A,(-t)=A-.(t). 
From 
I, =I n Ic(n)A,(t) + c( -n)A -,(t)(dr njn 
+.I 
- n/‘n 
Ic(nM,,(~) + 4 -nM -,(~)I& 
-n 
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it follows that 
+ jr Ic(n)A Jt) + c( -n)A,(t)ldt. an 
Therefore 
I, =s, : , (Ic(n)A(~)+ 4 -nM -.(t)l 
+ IOV -n(f) + cc-nM,(t)l )df 
2 I :,,, (Ic(n)A,,(t) + 4 -nM -n(t) 
+ c(n)A -,(t) + c( -n)A,(t)l)dc 
= s A (IA,(r)(c(n)+c(-n))+A~.(t)(c(n)+c(-n))l)~r n:n 
= s n I(c(n) + 4 -n))@,(r) + A -,,(f)W nin 
= Idn) + c( -n)l jr IA,(f) +A -,(t)(dr 
Cl, 
= It(n) + c( -n)l jr ID,(t)ldt. 
x ‘” 
Since there always exist absolute constants B, and B, such that 
it follows that 
Z,aIc(n)+c(-n)l B,logn. 
Hence, from I,, = O( 1 ), n + CC, we have 
Ic(n)+c(-n)l logn=o(l), n-+a. 
From the identity 
I,= I r, I(c(n)+c(-n))A,(f)-c(-MA,(f)--Ap.(t))ldt 
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we get 
because of 
IA,(t) - L(t)l = 
cos(n + (1/2))t 
sin t/2 ’ 
Since there always exist absolute constants B,, B,, B,, B, (not necessarily 
different from each other), such that 
B,logn< 
cos(n + (1/2))t 
sin t/2 
dtQB,logn 
and 
B,lognQ IA,(t)ldt6B610gn, s L 
from (2.2.1) follows that 
c(-n)logn=o(l), n + a. 
We have already proved that from I,, = o(l), n + cx;, follows 
(c(n) + c( -n)) log n = O( 1 ), n+ cr. 
Finally from 
(c(n) + c( -n)) log n = O( 1) and c(-n)logn=o(l), n-+m, 
we get 
c(n) log n = o( 1 ), n+m, 
namely 
0) log I4 = o(l), InI --a co. 
From c(n)log InI =o(l), InI + CO, follows that I,, =o( l), n -+ tm. That 
concludes the proof of Lemma 2.2.1. 
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LEMMA 2.2.2. Let {c(n)} ,,, <a be a sequence of complex numbers. 
Thenfor any 1 <pQ2 andm>n, 
where C, is an absolute constant and (l/p) + (l/q) = 1. 
Proof. Since the set T,, does not contain the interval ( --r/n, n/n) we 
can apply the Holder inequality to the integral 
and we get 
or 
J,, < C,n ‘jq 
Applying Riesz’s extension of Housdorff-Young inequality to the last 
integral we get 
J,, G Cp@ (,:. 14k)lp)“p, 
which completes the proof. 
Lemmas 2.2.1 and 2.2.2 will be used in the proof of my Basic Lemma. 
BASIC LEMMA. LetfELl( rffor some 1 <p62 
lim lim C IklP-’ Idfik)lp =O, 
I-1+on*m ,k,=n 
then 
is equivalent to 
IlsAf)-fII =o(lL n + ~0, 
P(n) log I4 = o(l), InI -+ 00. 
Proof: For ;1> 1, consider the identity 
(2.2.2) 
zz(J t) - fJ,(f, t) = Cnn, _ n c ’ + ’ (o,,,,(f, t) - a,(f, t)) - QSLnl (L f), 
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where 
Since f~ L’(T) it follows that 
Ib[in,(f) - o,(f)ll = o(l), n-bca. 
Note that 
IIS,(f, t) - a,ui t)ll = [yIn IS,(f, f) - a,(f, tw 
+ J- IS,(f, f) - o,(f, rw. 
7” 
For the first integral we have the following estimate 
Since both terms in the above estimate are o( 1) as n + CXI, we have that the 
first integral is o( 1) when n + CO. Therefore 
Il%0-) - ~,u-)ll = 4 11, n+cG, 
is equivalent with 
I-,+On-co 1 lim lim IQ? (f, tW=O. 
T” 
In the next step we have to show that (2.2.3) is equivalent to 
3b)log Inl =0(l), InI + co. 
Indeed from 
(2.2.3) 
+ ma 4q,,,w +A - CAnI) E-p.&) 
[An] -n 
[An] - InI + 1 - 
[An] -n (f(n) E,(t) +f( -n) -L(t)), 
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where E,(t) = 1; =0 eik’, it follows that 
+ [Ani _n ,,,$I f(k) Ak(l) ?I+1 
- (f(n) k(r) +fc -n) A-,(l)). 
From Lemma 2.2.1 it follows that 
i VW A,(r)+f(-n)A-,(t)ldr=O(l), 
n + cc, 
rn 
is equivalent to 
P(n) log Inl = 4 11, InI -+ 32. 
It remains to estimate integrals 1: and c, where 
CAnI-’ [An] - Ikl 
c=j c 
rn Ikl=n 
CLnl _ n (&W &c(t) 4 
and 
Using Lemma 2.2.2 we get 
and 
~BBp(lin;-n)‘;4(~inj-n,k,~:, lfww)“p. 
where C, and B, are absolute constants. Henceforth from (2.2.2) and 
lim Eiii c =0, 
i+l+On+r. 
we get that 
lim lim * lQ!,“fll (J t)(dt=O, 
J i.+l+On-x j-” 
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is equivalent to 
Therefore we have shown that 
lim lim I lb,,(f) -fll - IIS, -fll I = 0, d+l+On-x 
is equivalent to 
ml% Inl =@(l), Jnl + 32. 
That concludes the proof of the Basic Lemma. 
The usage of the point-wise limitfin previous lemmas is justified by the 
following lemma. 
LEMMA 2.2.3. Let f e L’(T). If fur some 1 <p ~2 2 (2.2.2) holds, then the 
series C,,, < r f(n)e’“’ contlerges a.e. in T - {O }. 
Proof: Let 1 <i 6 2. Then 
Hence 
[in] 7 
lim hm 1 I&U = 0. i-l+on-r~ ,k,=n+, 
But that is slightly extended Hardy’s Tauberian condition for a.e. con- 
vergence in T- (0). This completes the proof. 
In [13] the class SW is extended in the following way. 
DEFINITION 2.2.1. Let {c(n) } be a null sequence of complex numbers. If 
for some integer m 2 1 
c IA”c(n)l < a, (2.2.4) 
InI c cc 
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where 
d”c(n)=Ll”~-Lc(n)-L4”-‘c(n+ I), 
we say that {c(n)) E(&“)“, the class of null sequences of bounded 
variation of order m. In [ 131 is also given an example that shows that 
(2.2.4) is an effective generalization of the null sequences of bounded 
variation. 
Concerning the point-wise convergence of Fourier series with coefficients 
of bounded variation of order m, I have shown in [ 143 that if (2.2.4) holds 
then the series C,,, < 35 f(n)@ converges for all t E T- (0). This generalizes 
the point-wise convergence theorem in [ 131. 
3. RESULTS 
3.1. L’-convergence 
The results in this section are extentions and generalizations of my 
results in [15]. Following [16] and [ 171 it was assumed in [ 151 that 
{I(,)} is asymptotically even. However later I was able to drop that con- 
dition using my auxiliary functions A,,. Bray and Stanojevic [18] used 
functions A, in a slightly different way (they omitted the complete proof of 
Lemma 2.2.1) and they acknowledged in [ 181 priority of my contribution. 
The main result in this section gives necessary and sufficient condition 
for L’-convergence of Fourier series with complex quasimonotone coef- 
ficients. 
THEOREM 3.1.1. Let 
be the Fourier series of .f E L’(T). 
If {f(n) > is complex quasimonotone and if for some 1 <p d 2, 
then 
IlUf)-J'II =0(l), n-+w, 
is equivalent to 
 ^
f(n)log I4 =41), InI + = 
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Proof: We will show that (3.1.1) and complex quasimonotonicity imply 
(2.2.2). Using Lemma 2.1.1 and from 
we obtain 
Since both If( [An])1 and If(n)1 are less then max, S Li, i c1,,, l&)1 and since 
IL?, l/j < Clog 1, where C is an absolute constant, then for 1> 1 
Taking lim sup as n + cr and then lim as A-+ 1 + 0, the proof follows. 
In the case of complex monotone coefficients we can obtain the following 
theorem with slightly weakened condition (3.1.1). 
THEOREM 3.1.2. Let 
S[f] - C f(n)e’“’ 
1111 < SC 
be the Fourier series off E L’(T). If {f(n)> is complex monotone sequence 
and if for some 1 < p d 2, 
lim lim max (bl IAj‘o’)l)‘;q I~([An])-,~(n)I’~P=O, (3.1.2) 
A-rlfon-ic nc~l<[h] 
then 
Il%Lf) -fll = 4 111 n+c0, 
502 
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f((n)log InI =0(l), InI + x2. 
Proof: In a similar way as in Theorem 3.1.1, we obtain 
from which the proof follows. 
The result of Stanojevic [ 111 is a special case of the following corollary. 
COROLLARY 3.1.1. Let 
S[f] - C f(n)e’“’ 
InI < x 
be the Fourier series offs L’(0, n). If‘ {f(n)} IS even comp1e.Y quasimonotone 
sequence and if for some 1 < p 6 2 (3.1.1) holds, then the Fourier series 
converges in L’(0, x)-norm if and only if 
f(n) log I4 =0(l), InI -+ x8. 
It is worth mentioning that in the case of the metric space Lp( T) 
(0 <p < 1 ), one can obtain the convergence in LP-metric for the Fourier 
series with coefficients of bounded variation of order m. This result is the 
generalization of the theorem of Uljanov [ 191 and appeared in [ 141. 
3.2. Point- Wise Convergence 
In this section we shall generalize the concept of null sequences of 
bounded variation of order m, and show that one can obtain a.e. conver- 
gence of Fourier series with such coefficients. 
DEFINITION 3.2.1. Let {c(n) 1 be a null sequence of complex numbers. If 
the limit of 
exists as n + xl, we say that {c(n)) belongs to the class Y ‘,,i. 
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THEOREM 3.2.1. Ler fE I,‘( T). rffor some integer m 2 1 {f(n)} E Y,, 
then the series I,,, < ~ converges a.e. in T- (0). 
Proof. 
1 CAnI 
TJ-=[+n,=n+, c sat). 
It is well known that if lcr,(f, t) -f(t)/ = o( I), n + CG, on some subset of T, 
then 
iT,(f, t; 1) -f(t)1 = ‘d 11, n + #cI~, 
on the same subset. From the identity 
1 Cinl k 1 
TJf, t; Al - SA.f, t) = CAn, _ n ,=E+ , Li, =jl+ L.ftik~‘, 
applying the identity from [14], 
N+m 
x ((A m~I-~(M+k))e’(“+k)l 
-(A “I-ILkf((N+k+ l))e”N+k+l)l) 
we have 
where B, = o( 1 ), n + CC. Since 
and since 
1 Cinl 
;FLt 2(Chl-n),,,=n+, 1 WI IA”3W)l 
exists, we have 
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where C is an absolute constant. Taking the limit of the last inequality as 
A + 1 + 0, it follows that 
Cinl 
lim lim c lAy( = 0. 
L-l+on+-r ,k,=n+, 
Therefore 
lim 
7 
lim IT,(J t; A) - S,(J t)j = 0. 
I+l+On-r_~ 
Finally 
IU.L f) -.f(r)l = dl), n+~xl, 
a.e. in T- {O}. 
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