In this paper, we consider one-parameter exponential family and obtain the minimum variance unbiased estimator , Bayes and empirical Bayes estimators of the unknown parameter based on record values under entropy loss function. The admissibility and inadmissibility of a class of inverse linear estimators are also discussed based on upper records.
Introduction
Record values and the associated statistics are of interest and importance in the areas of meteorology, sports and economics . Chandler (1952) laucnched a statistical study of the record values, record times and inter record times. Many authors have studied record values and the associated statistics; see, for example, Nagaraja(1988) , Ahsanullah (1990) and Arnold et al. (1992 Arnold et al. ( ,1998 . There are some papers on estimation and prediction for parameters of some life distributions based on records. See for example Ahmed and Soliman (2008) , and Jaheen (2004) , Ahmadi and Doostparast (2006) , Asgharzadeh(2009) and references therein. Let  , , 2 1 X X be a sequence of independent and identically distributed (iid) random variables with cumulative distribution function (cdf) ) (x F and probability density function (pdf) ) (x f This paper will discuss the Estimation of parameter from a special one-parameter exponential family,and the admissibility of a class of inverse linear estimators of are also studied based on upper records. Let  , , 2 1 X X be a sequence of iid random variables from the class C of one-parameter exponential family with cdf
is a real positive function. The family in C is well-known in the lifetime experiments which includes several well-known lifetime distributions such as: Exponential, Pareto, Lomax, Burr type XII, Weibull (one parameter) among others.
Estimation
In this section,let
be the observed n upper record values from distribution cdf (1) and pdf (2) . Then, the joint distribution of
and the marginal pdf of 
Lemma 2.1 Suppose we observe n upper record values
 from distribution cdf (1) and pdf (2) and
is an unbiased estimator of  ,and is also a function the complete and sufficient statistics T .Therefore, by using theorem of Lehmann 
are also given.
we will consider the Bayesian and empirical Bayesian estimation of  under entropy loss function
 be a random sample drawn from the probability density ) ;
,under entropy loss function (5),the unique Bayes estimator of  , say B ˆ, under the asymmetric precautionary loss (2) is given by
Since the loss in (2.3) is strictly convex, the unique Bayes is obtained from the relation
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which reduces to (2.4).
Bayes Estimation
Suppose  has the conjugate family of prior Gamma distributions, ( , ) It is easy to verify that the posterior distribution of  , say B ˆ, is given by
which is of the form 
Empirical Bayes Estimation
Assume that the conjugate family of prior distributions for  is the family of gamma distributions, ) , (    with parameter and  ,and prior parameter  is unknown. we may use the empirical Bayes approach
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to get its estimate. From (3) and (7), we calculate the marginal pdf of ) , , (
, we obtain an estimate 
() Un T T X 
In the rest of this paper, these estimators are compared on the basis of their risks under the loss (2.3). We also obtain conditions under which linear estimators are admissible in terms of risk. In fact,
So the form equation (8) which is given
is the jiont probability density function of ( , ) T  . 
For any prior distribution ( , ) ab  of  ,the following conclusion is always tenable 1 1
00
( 
Then derivative of the risk with respect to c is： 
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Conclusions
Based on record statistics, this paper considers the estimation of the unknown parameter from the one parameter exponential family. 
