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Abstract
In this paper we determine, under some mild restrictions, the lattice of submodules Λ of a
module M all of whose composition factors have multiplicity one. Such a lattice is distributive,
and hence determined by its poset of down-sets P . We define a directed Ext graph ExtΛ of Λ
and show that if ExtΛ is acyclic, then ExtΛ determines P . The result applies to multiplicity free
indecomposable modules for finite dimensional algebras with acyclic Ext graph. It also applies
to some deformed Verma modules which arise in the Jantzen sum formula basic classical simple
Lie superalgebras in the deformed case.
1 Introduction.
Two basic problems in representation theory are to determine the simple objects in some abelian
category A, and then to determine the nontrivial extensions between simples. Often that is as much
as we can expect to say about the internal structure of objects in A, even those of finite length. For
example it is possible for a Verma module to contain infinitely many submodules [CD72]. However
if we consider multiplicity free objects then we can often say more. For convenience we will assume
that A is a category of (finite length) modules over some ring.
In some situations the lattice of submodules Λ of a module M can be determined completely.
Indeed if M is multiplicity free, then Λ is distributive, so is determined by the Fundamental The-
orem on Distributive Lattices in terms of its poset P of join irreducible submodules, see Theorem
2.6. We that if the underlying graph of ExtΛ is acyclic, then ExtΛ determines P .
In Section 3 we give some applications of our result. Recall that a quiver is a 4-tuple Q =
(Q0,Q1, s, t) where Q0,Q1 are finite sets of vertices and arrows respectively and s, t : Q1 −→ Q0
are maps assigning to each arrow its source and target respectively. We call the graph whose vertex
and edge set are Q0,Q1 as the underlying graph Q of Q. If its underlying graph has no cycles, we
say that Q is acyclic. In section 2 we refer to quivers as digraphs since this is more common in the
world of combinatorics.
∗Research supported by NSA Grant H98230-12-1-0249.
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The result on lattices applies to indecomposable multiplicity free module over path algebras
KQ provided that Q is acyclic. In addition the result applies to certain deformed Verma modules
for a classical simple Lie superalgebra. In these cases Λ is the free distributive lattice Dk freely
generated by k join irreducibles [Mus].
I am grateful to Peter Cameron for many pleasant conversations about lattices. Another approach
to the lattice of submodules of a multiplicity free module was given by Alperin [Alp80]. I thank
Zongzhu Lin for pointing this out.
2 Background from lattice theory
A finite poset Λ is a lattice if every pair A,B of elements of Λ has a greatest lower bound A ∧ B
and a least upper bound A∨B. These are necessarily unique. Furthermore the conditions B ≤ A,
B = A ∧B and A = A ∨B are equivalent. In this case we say that [A,B] is an interval. If B < A
and B ≤ C ≤ A implies that C = A or C = B we say that A covers B. We say that A is join
irreducible if A = X ∨ Y implies that either A = X or A = Y, and We say that the interval [X,Y ]
is uniserial if there is a unique maximal chain from X to Y . Let ≡ be the smallest equivalence
relation on the set of intervals such that [A ∨B,B] ≡ [A,A ∧B]. The equivalence classes under ≡
will be called simple lattice factors of Λ. We say that A is join irreducible if A = X ∨ Y implies
that either A = X or A = Y. We say that Λ is multiplicity free if given a maximal chain
0 = X0 < X1 < . . . < Xp = 1 (2.1)
in Λ, [Xi−1,Xi] ≡ [Xj−1,Xj ] implies that i = j. In general we use upper case letters to denote
elements of Λ and lower case letters for simple lattice factors. We sometimes refer to elements of
Λ as submodules.
We will apply our result to the case where Λ is the lattice of submodules of a module M of fi-
nite length. So we assume henceforth that Λ is modular. If M is multiplicity free as a module then
Λ is multiplicity free. The converse of this statement is false, as shown by the cyclic group of order 4.
The following is well known, but we include a proof for completeness.
Lemma 2.1. A multiplicity free modular lattice is distributive
Proof. By [Bir79] Theorem II.13 it is enough to show that Λ contains no sublattice with Hasse
diagram
•
•
•• •
This follows since Λ is multiplicity free.
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Note that every element of Λ is a join of irreducible elements. In addition we have
Lemma 2.2. (a) If A is join irreducible element then the join of all elements of Λ that are strictly
less than A is the unique element that is covered by A.
(b) If X covers Y , then [X,Y ] ≡ [A,B] where A is join irreducible.
(c) If [X,Y ] is uniserial, then [X,Y ] ≡ [A,B] where A is join irreducible.
Proof. (a) is immediate, and (b) is a special case of (c), so we prove (c). Suppose that A is minimal
such [X,Y ] ≡ [A,B] for some B. We claim that A is join irreducible. If not then A = U ∨V where
U < A and V < A. If also U ∨B = A we have [A,B] = [U ∨B,B] ≡ [U,U ∧B] and this contradicts
the minimality of A. Hence U ′ = U ∨ B, and similarly V ′ = V ∨ B = B are both greater or equal
to B and strictly less than A. Since A = U ′ ∨ V ′, and [A,B] is uniserial, this is impossible.
If U covers V and X covers Y we write [U, V ] ⇒ [X,Y ] or [X,Y ] ⇐ [U, V ] if U ∨ Y = X, and
U ∧ Y = V.
Lemma 2.3. (a) The relation ⇒ is transitive.
(b) If X is join irreducible and [U, V ]⇒ [X,Y ], then [U, V ] = [X,Y ].
Proof. Suppose [U, V ] ⇒ [X,Y ] as above, and [A,B] ⇒ [U, V ]. Then U = A ∨ V and B = A ∧ V.
Thus A∨ Y = A∨ V ∨ Y = U ∨ Y = X, and A∧ Y ≤ A∧U ∧ Y = A∧ V = B, so [A,B]⇒ [X,Y ].
To prove (b) Suppose U ∨ Y = X, and U ∧ Y = V. Since X is join irreducible, and X 6= Y
we have U = X, and V = X ∧ Y = Y.
Lemma 2.4. If Λ is distributive, the join irreducible in Lemma 2.2 (b) is unique.
Proof. If not, then by Lemma 2.4 (b) we can find a sequence of intervals
[A,B], [X0, Y0], [A1, B1], . . . [Am, Bm], [Xm, Ym]
such that
[A,B]⇒ [X0, Y0]⇐ [A1, B1]⇒ [X1, Y1]⇐ . . .⇐ [Am, Bm]⇒ [Xm, Ym]⇐ [X,Y ]
with A and X join irreducible. Choose such a sequence with m minimal, and set U = A∧A1, V =
B ∧ B1. Since Λ is distributive, it follows that [A,B] ⇐ [U, V ] ⇒ [A1, B1]. Hence by Lemma 2.4
[A,B] = [U, V ], so by transitivity [A,B] ⇒ [X1, Y1]. We have now found a sequence of shorter
length, a contradiction.
We will be a bit lazy and write [U, V ] = y to mean that U covers V , and the equivalence class
of [U, V ] is y. If X is join irreducible, we denote the unique maximal submodule and simple factor
module of X by X0 and x respectively. If there is any chance of ambiguity we will say X is the
join irreducible with top x.
Lemma 2.5. Any submodule of Λ with y as a simple lattice factor contains Y .
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Proof. If X contains y as a simple lattice factor, choose a submodule of X having y as a simple
lattice factor such that no proper submodule has y as a simple lattice factor. This submodule is
join irreducible, so by uniqueness it is equal to Y .
If P is a poset then a subset I of P is called an down set or order ideal if whenever y ≤ x and x ∈ I
we have y ∈ I. If I and J are down sets, then so are I ∩ J and I ∪ J . Thus the set of down sets of
P forms a distributive lattice J(P ) with ∧,∨ given by ∩,∪ respectively.
The next result is known as the fundamental theorem of distributive lattices.
Theorem 2.6. Let Λ be a finite distributive lattice, and let P be the subposet of Λ consisting of
join irreducibles. Then there is a unique (up to isomorphism) finite poset P such that Λ ∼= J(P ).
Proof. This is shown in [Sta12] Theorem 3.4.1.
Note that from any poset P , we obtain an acyclic digraph P, with vertex set P and an edge x −→ y
iff x covers y. Moreover any acyclic digraph can be obtained in this way. We call P the digraph
associated to P .
Now suppose that x, y are simple lattice factors. If there is a length two interval [u,w] containing a
unique proper subinterval [v,w] such that [u, v] ≡ x and [v,w] ≡ y, we say that [u,w] is a non-trivial
extension of y by x, and write ExtΛ(x, y) 6= 0.
Lemma 2.7. Suppose X,Y are join irreducible with unique simple factors x, y respectively. Let P
be the poset of join irreducible ideals of Λ.
(a) If X covers Y in P , then ExtΛ(x, y) 6= 0.
(b) Suppose ExtΛ(x, y) 6= 0, and the edge x −→ y is the only path from x to y in the the underlying
graph of the directed ExtΛ graph. Then X covers Y in P.
(c) Suppose the underlying graph of the directed Ext graph of Λ is acylic. Then X covers Y in
P iff ExtΛ(x, y) 6= 0
Proof. To prove (a) suppose X covers Y , that is X,Y are join irreducibles such that there is no
join irreducible strictly between X and Y . Choose a submodule A of Xo that is maximal such
that A ∩ Y = Y o. We claim that A+ Y = Xo. Obviously A + Y ⊆ Xo. If the inclusion is proper
then in the interval [Xo, A+Y ] we can write Xo as a join of join irreducibles. This contradicts the
assumption that X covers Y. Now set C = X/A. Then C has a submodule Xo/A ∼= y with factor
module isomorphic to x. It follows that X/A is uniserial and ExtΛ(x, y) 6= 0.
Since (c) follows at once from (a) and (b), it remains to prove (b). Suppose ExtΛ(x, y) 6= 0. By
Lemmas 2.2 and 2.4 there is a uniserial interval [X,U ] in Λ which is a non-trivial extension of y by
x. Suppose X does not cover Y in the poset of join irreducibles, and let X > Z1 > . . . > Zn > Y be
a maximal chain with n ≥ 1. Then by (a) there are arrows x −→ z1 −→ . . . −→ zn −→ y. However
this gives a cycle in the Ext graph.
Theorem 2.8. Let P be the poset of join irreducible elements of the distributive lattice Λ, and let
P be the digraph with vertex set the set of simple lattice factors of Λ and with an edge x −→ y iff
ExtΛ(x, y) 6= 0. If P is acyclic, then P is isomorphic to the associated digraph of P .
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Proof. By Lemmas 2.4 and 2.7 the map sending X to x is an isomorphism.
3 Applications and Examples.
Let M be a multiplicity free R-module of finite length, and let Λ be its lattice of submodules. In
this case the composition factors of M are the same as the simple lattice factors of Λ. By definition
the ExtΛ graph (resp. the ExtR graph) of M has the composition factors of M as its vertices, with
an edge from x to y iff ExtΛ(x, y) 6= 0 (resp. ExtR(x, y) 6= 0). From the point of view of ring theory
ExtR is more natural than ExtΛ, so we are interested in conditions where they are the same.
Lemma 3.1. If M is an indecomposable module, then ExtΛ is connected.
Proof. Suppose ExtΛ is a disjoint union ExtΛ = Γ1 ∪ Γ2, and for i = 1, 2 let Mi be the largest
submodule of M all of whose composition factors are vertices of Γi. Then M =M1 ⊕M2.
3.1 Finite Dimensional Algebras
A representation of the quiver Q is a family of vector spaces Mx indexed by x ∈ Q0 together with
maps
fα :Ms(α) −→Mt(α)
for every arrow α ∈ Q1. Given such a representation, M =
⊕
x∈QMx is a KQ-module and every
KQ-module arises in this way. The dimension vector dimM ofM is the vector with entries indexed
by Q0 such that the entry corresponding to x is dimMx. Clearly M is multiplicity free iff every
entry of dimM is equal to zero or one. We set Supp M = {x ∈ Q0|Mx 6= 0}. If H is a subset of
the vertex set of a digraph G, the subgraph of G induced by H has vertex set H and has an arrow
from x to y iff there is an arrow from x to y in G.
Theorem 3.2. Suppose that Q is a finite acyclic quiver and set R = KQ. If M is an indecom-
posable multiplicity free module, with lattice of submodules Λ, then ExtΛ is the subgraph of ExtR
induced by SuppM.
Proof. By [ASS06] Lemma II.2.5, R is indecomposable as an algebra iff Q is connected. Now if e is
any central idempotent in R we haveM = eM⊕(1−e)M. Thus we can assume that Q is connected,
that is Q is a tree. Thus if any edge of Q is removed (without removing any vertices) the result
is a disconnected graph. Suppose that x and y are composition factors of M and ExtR(x, y) 6= 0.
Then there is an edge α from x to y in Q. Since M is indecomposable this implies that the map
fα :Mx −→My is also non-zero. Thus ExtΛ(x, y) 6= 0.
Corollary 3.3. Let K be an algebraically closed field, and R a finite dimensional K-algebra.
Suppose that the Ext quiver of R is acyclic. If M is an indecomposable multiplicity free module,
with lattice of submodules Λ, then ExtΛ is the subgraph of ExtR induced by SuppM.
Proof. If B is the basic algebra associated to R [ASS06] I.6, then R is Morita equivalent to B, so
we can replace R by B to assume at the outset that R is basic. Let Q be the directed quiver of
R. Then by [ASS06] Theorem II.3.7 and Lemma III.2.12, there is an admissible ideal I of the path
algebra KQ such that R ∼= KQ/I. Thus M is also a KQ-module, so the result follows.
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Remarks 3.4. (a) There are situations, for example modular group algebras, where an inde-
composable projective M has isomorphic socle and cosocle. However it is clear that the to
determine the lattice of submodules, it is enough to consider rad(M)/soc(M) instead.
(b) The following simple example may be instructive. Let K be a field of characteristic three
and G the symmetric group of degree three. Then e = 1+(12)2 is idempotent in R = KG,
and P = Ae is uniserial with socle and cosocle isomorphic to the trivial module V +, and has
rad(P )/soc(P ) isomorphic to the sign module V −. The Ext graph of R is
V +
−→
←− V −.
Therefore if M = rad(P ) and Λ is the lattice of submodules of M , then ExtA(V
−, V +) 6= 0
but ExtΛ(V
−, V +) = 0.
3.2 Deformed Verma modules for basic classical Lie superalgebras.
Let {P1, . . . , Pn} be a set of n independent propositions, and D = Dn the set of propositions that
can be formed from the Pi using conjunctions and disjunctions. We put a partial order on D by
declaring that P ≤ Q means that P ∨ Q = P. We include 0 (resp.) 1 as elements of Dn which are
less (resp. greater) than any other element. We call the lattice Dn the Dedekind lattice of order n.
The cardinality |Dn| is known as the n
th Dedekind number.
According to Wikipedia “the Dedekind numbers are a rapidly growing sequence of integers named
after Richard Dedekind, who defined them in 1897. The Dedekind numberM(n) counts the number
of monotonic Boolean functions of n variables. Equivalently, it counts the number of antichains of
subsets of an n-element set, the number of elements in a free distributive lattice with n generators,
or the number of abstract simplicial complexes with n elements.”
In the notation of Theorem 2.6 we have Dn ∼= J(P ) for P the boolean lattice with n atoms.
Additionally in [DH78] the Dedekind lattice (without 0 and 1) is called the lattice of lattice poly-
nomials Ln on n variables. For the Hasse diagram of L3 see [DH78] Figure 6.8.1. This lattice is
also isomorphic to the lattice of square free monomial ideals in n variables, see [MS05]. In spite of
these many incarnations of the Dedekind lattice, the value of |Dn| is known only for n ≤ 8.
In [Mus] we show that if M is a deformed Verma module for a basic classical simple Lie
superalgebra, andM has degree of atypicality n, then the lattice of submodules of M is isomorphic
to Dn. See [Mus12] for background on Lie superalgebras. It was this result which prompted our
investigations into lattices.
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