OTHER AIDS TO COMPUTATION

A Graphic Solution of Simultaneous Linear Equations
This note presents a graphic method of solving sets of simultaneous linear equations which can easily be extended to the inversion of matrices and the calculation of determinants.
Its main advantages are speed and simplicity, its main disadvantage is the approximate nature of graphic solutions.
The procedure to be followed involves the repeated use of the following diagram : Figure 1 The dotted lines are drawn parallel, the vertical distance between the top two being hi, between the bottom two being A2. Since c is parallel to a and since e is parallel to b, the ratios c/a and e/b are each proportional to ¿2/(^1 + h2). That is, c/a = h/ih + A2) = e/b.
Therefore, e = cb/a, and The process, after n -Í repetitions, gives (5) ttn»(n-l)ï» = ûnO(n-l), which is easily solved for xn.
Finally a "back solution" gives in turn the values xn-i, x"-2, ■ ■ ■, X\. This entire process can be carried out graphically by repeated use of diagrams like that in Figure 1 . We shall illustrate the process by the following example.
Consider the following set of two linear equations-typical of a problem of regression in three variables; The coefficients in the equations are plotted as heavy horizontal lines to some convenient scale. That is, the lengths of the lines in the first row are ab = an = 1; cd = an -0.55; and ef = aw = 0.82. The lines in the second row represent gh = a2i = 0.55; ij = a22 = 1; and kv = a2o = 0.68. The dotted lines are used to evaluate the reduced coefficients. First, we draw line bh and extend it to meet the 0-line at m. Second, we draw mo perpendicular to the 0-line. Third, we draw dj and extend it to meet mo at n. Fourth, we draw nc, intersecting ij at p. Fifth, we draw fv and extend it to intersect mo at o. Sixth, we draw eo, intersecting kv at q. Now, 022(1) = ip, 023(1) = kq, and 0i3.2 = kq/ip.
We can evaluate 013.2 graphically by drawing the heavy dotted lines below the segments representing the second equation. These lines are located on the 0-line by the intersection of line en and a line parallel to the 0-line at a distance 1. The value of 0i3.2 is measured by line st.
A "back solution" is shown also for 012.3-First, draw line rd and extend it to meet the 0-line at u. Second, draw uu' horizontal. Third, draw line //and extend it to intersect uu' at u'. Fourth, draw su', intersecting ef at w.
The value of 0i2.3 is ew.
Whether the computations are carried out arithmetically or graphically, the number of steps in an «-variable problem increases rapidly as n increases about in proportion to «3. A diagram for a problem of four or five variables is much larger than Figure 2 and many more points must be located. But, as in the Doolittle method, the entire process is a repetition of the steps taken in Figure 1 . And after a little practice it is unnecessary to draw all the lines indicated in Figures 1 and 2 . All we need is to locate and mark points of intersection, using a transparent straightedge. We have found that the reduction of each coefficient takes about five seconds if there are no complications.
The complications that arise are caused by a lack of space if two of the initial coefficients are almost equal, causing near parallelism of two lines which must intersect. This can easily be rectified by first going through one of the equations involved and halving each of its coefficients and the constant term.
The scale should be chosen so that there is no length of as long as 8 inches. Generally the result will have accuracy of three significant figures, occasionally less. It should be noticed in the computation that negative coefficients are measured to the left of the 0-line, positive to the right. If more accuracy is needed this process gives an excellent first approximation to use in one of the iterative methods discussed by Hotelling.1
The equipment necessary includes a good drawing board, a T-square and a triangle, together with a rule, preferably transparent with several scales. If one uses colored pencils for consecutive reductions of the set of equations one can do at least a 5 X 5 set without tracing the partial solution to another sheet. This paper by the chief engineer of the Marchant Calculating Machine Company discusses the engineering questions associated with the mass production of calculating machines and similar devices and presents an example of the design of such a calculator. The design example includes a method for introducing an addend continuously by means of gears into the machine. The keyboard selects the proper gear ratio but the actual gear shifting is done automatically. There is also a discussion of a carry system based on differentials, the use of differentials to position the wheels of a register and a continuous method of comparing the remainder in division with the divisor in order to control automatic division.
F.J.M.
13. B. S. BENSON, "Description of an automatic data-analyzing machine,"
Meek. Engineering, v. 72, 1950, p. 285-288 . This device has as its input the film record telemetering data from flight tests of airplanes and missiles in bar graph form. In each frame the values of six out of twenty-eight variables are chosen, measured, and plotted. The selection is governed by a counting relay and integrating networks are provided for the measurement by photo cells and calibration of the quantities. The six quantities are distinguished in the graphical recorder by color. The time between frames is used as a reference for checking the counter relays.
analyzer for computing transient stresses in airplane structures," In. Meek., v. 17,1950, p. 310-314 .
If the point of suspension of a torsion pendulum is rotated in accordance with a function I/t(t), the rotation 0 of the pendulum satisfies the differential equation n + ",2(0 -I/t) = 0 or n + ",20 = ",21/t(t). Thus a torsion pendulum permits an easy realization of this last equation. In the application described here, three such pendulums are set up with the angular output 0 measured by wire strain gauge elements which when used in bridge circuits will yield a.c. voltages proportional to the angle of twist. A linear combination of these a.c. voltages may be obtained by using transformers and potentiometers. Since the war, the use of REAC equipment has become widespread in certain fields. A REAC is an electromechanical differential analyzer, manufactured in "packages" consisting of seven feedback amplifiers and associated equipment to permit their use as integrators or summers, potentiometers and four servo units which are used as multipliers, dividers or resolvers. The purpose of "Symposium I" was to coordinate the experience of the many users of REAC equipment for their mutual benefit. (The symposium refers to "40 installations" many of which have more than one package.)
The symposium took place on March 15, 16, 1951.
Session I. The first paper given here was by A. S. Mengel and concerns the application of the Rand REAC installation to an unusual type of problem in the calculus of variations concerning the motion of a dynamic system in which one of the end values is to be maximized. This problem has been studied mathematically in previous Rand reports by M. R. Hestenes who showed that its solution depended on the simultaneous solution of the equations of motion of the dynamic system and a set of Euler-Lagrange equations. The REAC equipment can be effectively utilized both to obtain solutions and also to determine the sensitivity of the solutions to various parameters which appear. In practical applications, this last is frequently a very important question.
The second paper of this session by G. W. Evans is entitled "Some partial differential equations solvable by the REAC." A single first order partial differential equation can be solved by the method of characteristics, which is also applicable to certain linear partial differential equations of the second order in the hyperbolic and parabolic case. Two examples of these last with constant coefficients are given with detailed REAC circuits.
The third paper by W. A. Mersman is concerned with the solution of an equation in the form L(x) = M(y) where L and M are linear differential operators with constant coefficients and y has a discontinuity at / = 0. The fourth paper by L. Bauer & S. Fifer discusses the realizations of a polynomial in a complex variable z by either resolvers which generate sine and cosine or by obtaining these functions as the solution of differential equations. Either method is applicable to the REAC and such a realization of the polynomial can be used to locate the roots.
The concluding paper of this session is by L. C. Merrill and is concerned with the evaluation of multidimensional integrals. These can be evaluated as a properly averaged one-dimensional integral on an ergodic path through the region of integration. The path is generated by sawtooth voltages of incompatible frequencies, and irregular regions of integration in the multidimensional space are handled by suitable on-off circuits. The range of the integration is extended by a direction reversing method. Session II. W. S. Melahn describes in the first paper of this session certain additions to the REAC equipment at Rand including an IBM plugboard method of set up, which permits one to retain the set up of an individual problem while the machine is used on a different problem, an operator's console, a digital read out and certain stabilized power supplies. By additional wiring to the parts of components, the Rand installation has attained a much greater flexibility and by additional checking and adjusting techniques a greater accuracy than the usual REAC installation.
The next paper by J. L. Burnside advocates a number of changes in REAC design. One of these is the separation of heat producing non-manipulated components such as power supplies from the rest, a second is the substitution of a switching system for the patch bay set up. He also recommends the addition of certain equipment like high speed multipliers and printing readers for the servo units. The design of such a device involves a number of stability considerations which are normally considered first in a simplified form by direct calculation and then all factors are studied in full generality on the REAC. In testing airplane equipment and instruments, it is necessary to consider their performance under conditions simulating flight. This is usually done by mounting these on a rotating mount. C. F. Cook discusses the control of one such mount by REAC equipment and finds a region of stable control.
The next paper was by D. S. Teague & R. D. Gilpin, "Preliminary investigation of the suitability of REAC for experimental curve fitting." The objective here is the determination of certain unknown coefficients in a differential equation, when a solution is given.
The concluding paper of this session by H. H. Goode, W. A. Wheatley and G. Gi den Broeder is concerned with the problem of simulating TV chance variables with a joint N dimensional distribution with given means and given covariance matrix, by analog equipment. This is accomplished by means of certain transformations on N variables which are the output of N noise generators, whose specifications are given. , F. J. M.
Session III. This session consisted of three papers on noise and frequency analysis and one on the solution of integral equations.
A. S. Fulton and R. R. Bennett, "The generation and measurement of ultra low frequency random noise." In this article an electronic noise generator suitable for use with an electronic analog computer is described. The type of noise produced has a normal amplitude distribution.
Its frequency spectrum is essentially flat at low frequencies with a half power point at 25 c.p.s. The mean value is practically zero and is obtained by passing the noise through a high pass filter. The frequency spectrum can be altered by passing the noise through various types of filters and the amplitude distribution can even be changed by suitable combinations of linear and non-linear filters. The (residual) mean value of the noise is obtained by integrating the voltage for a sufficiently long length of time. The mean square value can be determined essentially by half-wave recti-fying the noise and then integrating. The spectrum of a particular noise can, of course, be computed from its autocorrelation function. In simulator work it is often simpler to pass the noise through various sharp band pass filters and measure the transmitted power.
H. EHLERS & E. VOGEL, "Simulation of noise in missile homing problems." (Only an abstract of this paper appears.) It is said to contain a description of the noise generator and the shaping of the output to simulate the noise as recorded in flight.
W. A. MCCOOL, "Frequency analysis by electronic analog methods." In this paper an electronic analog computer technique for evaluating Fourier transforms is described. The method is to consider the complex Fourier series expansion of period T of an arbitrary function get), get) = L~ .. Yn P. BROCK and S. SHERMAN, "Applications of REAC equipment to the solution of problems involving integral operators." In this paper practical methods (successfully used on REAC equipment) are given for the solution of typical problems involving integral operators. The method is by iteration using the "point-plot method." For example, the following problem was solved:
<Pn(s) is determined from (*) using the previously determined <Pn-l curve as a function of t. Session IV. This session on numerical checks was devoted to a discussion by many of the members of the Symposium (under the chairmanship of P. Brock) of the general problem of determining the accuracy of REAC solutions. No papers were presented. Most of the remarks were of a qualitative nature.
Session V. This session consisted of five papers devoted to particular techniques used on the REAC for solving various special problems.
A. H. MILLER, "A REAC solution of a linear proton accelerator design problem." The mathematical problem considered in this paper is that of solving a number of systems of equations. Each system is composed of one linear and one non-linear differential equation. The initial conditions for the nth system are determined by the solutions of the (n -l)st system. The problem that arises in solving these equations on the REAC is that seven servos (necessary to generate lin, cotangents, tangents, etc.) are needed while only four are available. By considering the numerical range of the variables involved, certain <l-pproximations and other circuit arrangements can be used. For example, lin can be generated by solving the differential equation, dyldn = -y2/100.
H. MEISSINGER, "Representation of functions of several variables on REAC equipment." One can represent a function of two variables by using a three dimensional cam or a multi-wire pick-off device. Neither of these methods is particularly feasible. A method is described where certain functions can be broken up into sums and products of functions of a single variable. For example, it is shown that a certain function z(x, y) which occurred in a recent problem on guided missile trajectory work could be approximated by z(x, y) = f3(x) -fi(x)fi(y). Approximate analytic expressions were determined for fu f2 and /3 and the result set up on the REAC. C. Beck, "A method for solving problems on the REAC by use of transfer functions without passive networks."
Some problems are stated directly in terms of the transfer function H(s) of a linear system, that is, (*) xo(s) = H(s)xi(s) where 5 is the Laplace transform variable and H(s) is a rational function of 5. A method is described whereby (*) can be solved without resorting to the original differential equation. The case where the system is not originally in the relaxed state (zero initial conditions) is also considered.
W. , v. 17, 1950, p. 13-26. Four systems of partial differential equations in two independent variables x and t are solved by an analog method in which x is permitted to have only a small number of values so that the partial differential equations become an ordinary system on the variable t, which can be realized by an electric analog \_MTAC, v. 3, p. 501-513J. The systems treated are linear of the second and fourth order on one, two or three unknown functions and the coefficients may depend on the variable x. The validity of the results also depends on an analogy : results from the analog are compared with analytic solutions in certain simple cases. Meek., v. 17, 1950, p. 291-298. 19. MULTIX Multiplying Sticks. Larchmont, N. Y. $1.00.
This set consists of ten cardboard strips and two mimeographed pages of instruction. The strips are similar to the well known "Napier bones" for multiplying a number of any size by a one digit number. For each possible digit of the multiplicand a strip is given. When these are suitably arranged the product can be read off. However in these "Multix," the same strip can be used for either 5 in the multiplicand or 55 or 555 and, consequently, only ten strips are needed. The price seems high and many people will find multiplication tables more useful, even if less intriguing. The purpose of these Newsletters is to allow rapid interchange of information between computers concerning computational methods on IBM punched-card equipment. Technical Newsletter Number 1 describes general purpose control panel diagrams which have been used successfully. Three of these diagrams are for the IBM Card-Programmed Electronic Calculator. The fourth diagram is for the IBM Type 604 Electronic Calculator."
In both numbers, the solution to the stated problems is given without mathematical discussion in the technical language of the IBM manuals. The flows studied in this paper are two dimensional with no vorticity and no viscosity. Consequently, they can be described by two potential functions, <p and \f/, by plotting the curves ¡p = Ci and \p = C2 for equally spaced values of Ci and C-¿. ¡p is the velocity potential and ^ is the streamline function and thus the two sets of curves intersect at right angles. The plot divides the given area into curvilinear rectangles, which in the case of incompressible flows are equisided. For the compressible case, Bernoulli's equation gives a relation between the sides of these curvilinear rectangles. The authors give a historical discussion of graphical methods in this problem and describe, with examples, a process of starting with the incompressible case and arriving at the desired result. For this purpose a number of mechanical aids are described. A four legged caliper is described which will give the proper size for the other side of the rectangle, when one side is given and a cam device for the same purpose is described. To permit a ready modification of the plot, the latter is realized by wires and pegs which have two holes bored at right angles through their sides. Lord Rayleigh has pointed out that the incompressible case can be plotted very effectively by using a double mesh of wires. For this purpose each peg has an additional pair of perpendicular holes making an angle of 45 ° with the first pair and the double mesh involves both the sides and the diagonals of the smaller squares. The authors also discuss the representation of the equations of fluid flow by means of a resistance network. Here the resistances are to be adjusted until the proper relation between potential and current flow is 22. W. W. Soroka, "Experimental aids in engineering design analysis,"
Mech. Engineering, v. 71, 1949, p. 831-837. This is a survey article with a bibliography, covering certain analogue techniques for the solutions of partial and ordinary differential equations and algebraic equations. 
