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GEVREY REGULARITY FOR THE SUPERCRITICAL
QUASI-GEOSTROPHIC EQUATION
ANIMIKH BISWAS
To my teacher Professor Ciprian Foias on the occasion of his eightieth birthday.
Abstract. In this paper, following the techniques of Foias and Temam, we establish suit-
able Gevrey class regularity of solutions to the supercritical quasi-geostrophic equations in
the whole space, with initial data in “critical” Sobolev spaces. Moreover, the Gevrey class
that we obtain is “near optimal” and as a corollary, we obtain temporal decay rates of
higher order Sobolev norms of the solutions. Unlike the Navier-Stokes or the subcritical
quasi-geostrophic equations, the low dissipation poses a difficulty in establishing Gevrey
regularity. A new commutator estimate in Gevrey classes, involving the dyadic Littlewood-
Paley operators, is established that allow us to exploit the cancellation properties of the
equation and circumvent this difficulty.
1. Introduction
We consider the dissipative, two-dimensional (surface) quasi-gesotrophic equation (hence-
forth, QG) on R2 × (0,∞) given by
∂tθ + Λ
κθ − u · ∇θ = 0, θ(0) = θ0,
u = (−R2θ, R1θ), Ri = ∂iΛ
−1, i = 1, 2.
}
(1)
Here u is the velocity field, θ is the temperature, the operator Λ = (−∆)1/2 with ∆ denoting
the Laplacian and the operators Ri are the usual Riesz transforms. The cases κ > 1, κ = 1
and 0 < κ < 1 are known as the subcritical, critical and supercritical cases respectively.
The QG arises in geophysics and meteorology (see, for instance [13, 15, 43]). Moreover, the
critical QG is the dimensional analogue of the three dimensional Navier-Stokes equations.
This equation has received considerable attention recently; see [44, 17, 19, 12], and the
references therein.
In this paper, we establish higher order (Gevrey class) regularity of solutions to the su-
percritical QG in the whole space R2, with initial data in the critical Sobolev space H2−κ.
Although such results are known for the subcritical and critical QG [22, 23], to the best of
our knowledge this is the first such result for the supercritical case. We follow the Gevrey
class technique introduced in the seminal work of Foias and Temam [26] for the Navier-
Stokes equations, where they established analyticity, and provided explicit estimates of the
analyticity radius, of solutions to the Navier-Stokes equations. In their approach, one avoids
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cumbersome recursive estimation of higher order derivatives and intricate combinatorial ar-
guments. Since its introduction, Gevrey class technique has become a standard tool for
studying analyticity properties of solutions for a wide class of dissipative equations and in
various functional spaces (see [29, 8, 25, 4, 5, 2] and the references therein). In [42], and
subsequently in [6], it was shown how Gevrey norm estimates can be used to derive sharp
bounds for the (time) decay of higher order derivatives of solutions to a wide class of dis-
sipative equations including the Navier-Stokes equations. Other approaches to analyticity
and higher order regularity can be found in [28, 41, 30] for the 3D NSE and [23] for the
subcritical surface quasi-geostrophic equation.
The subcritical QG is fairly well understood; it possesses a globally regular (even, analytic)
solution for adequate initial data (see [17, 9, 23]), as well as a compact global attractor [33].
However, relatively less is known concerning the critical (κ = 1) and the supercritical (κ < 1)
QG. Concerning the critical case, the authors in [14] proved the existence of unique, globally
regular solution for small initial data in L∞. The global well-posedness for the critical QG, for
initial data of arbitrary size, was solved independently in recent works [7, 36]; subsequently
they were generalized to include initial data in larger functional spaces [1, 46]. In [16]), an
alternative proof of global well-posedness was found using a “nonlocal maximum principle”.
The supercritical case also received considerable attention of late, although less is known
about it. It has been shown that it is locally well posed for initial data of arbitrary size
in appropriate functional spaces while being globally well-posed for sufficiently small initial
data in adequate functional spaces (see [10, 40, 32, 34, 12, 31, 24] and the references therein).
Although the global well posedness for arbitrary initial data is still open (as of this writing)
for the supercrtical QG, a regularity criterion for solutions has been establsished [18] and
[24] and eventual regularity has been addressed recently in [20].
Recall that f is said to belong to L2−based Gevrey class Gα if
‖f‖Hn ≤ Cf
(
n!
ρn
) 1
α
, (2)
where Hn denotes the usual Sobolev space of order n. This can be characterized by the
finiteness of the exponential norm ‖eρ
′Λαf‖L2 for all ρ
′ < ρ. If α = 1, then f is analytic
with (uniform) analyticity radius ρ (see [39, 42]) while α < 1 corresponds to sub-analytic
Gevrey classes. We show that for the supercritical QG in the whole space R2, and for suffi-
ciently small initial data in H2−κ, a solution to (1) exists which moreover satisfies satisfying
supt>0 ‖e
ρ(t)Λαθ(t)‖
H˙2−κ
< ∞. Here α < κ ≤ 1 and ρ(·) is an adequate function. This im-
mediately implies a higher order decay estimate similar to (2). The result also holds locally
for arbitrary initial data. As noted in Remark 3, the Gevrey class we obtain is “near opti-
mal” and moreover, our result includes as corollary the higher regularity and decay results
established in [22, 24] with sharper constants (see Remark 5).
The idea of the proof follows that of [47] and [27] for the Navier-Stokes equations, suitably
modified for Gevrey classes. A crucial step in establishing Gevrey regularity for the Navier-
Stokes or the subcritical QG (see [5, 6]) is to obtain an estimate in Gevrey classes of the
form (in 2D)
‖eλΛ
α
(fg)‖
H˙ζ
≤ C‖eλΛ
α
(f)‖
H˙ζ1
‖eλΛ
α
(g)‖
H˙ζ2
, ζ = ζ1 + ζ2 − 1, ζ1, ζ2 < 1, ζ1 + ζ2 > 0,
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where H˙ζ denotes homogeneous Sobolev spaces. This can be derived from the corresponding
inequality in Sobolev spaces, namely,
‖fg‖
H˙ζ
≤ C‖f‖
H˙ζ1
‖g‖
H˙ζ2
, ζ = ζ1 + ζ2 − 1, ζ1, ζ2 < 1, ζ1 + ζ2 > 0.
However, unlike the Navier-Stokes equations or the subcritical QG, due to the the low
dissipation in the supercritical case, one has to work in higher regularity spaces, namely
H
δ, δ > 1, for well-posedness. An inequality of the above type does not hold in general in
such spaces (as ζ1, ζ2 will have to be taken larger than 1). This poses a hurdle in establishing
Gevrey regularity. To get around this difficulty, we establish in Theorem 2.1 a new (to
the best of our knowledge) commutator estimate in Gevrey classes involving the dyadic
Littlewood-Paley operators, which may be of independent interest as well. This commutator
estimate allows us to exploit the cancellation properties of the equation to get around the
challenges posed by low dissipation. Usually, if one works in Gevrey classes, one looses the
cancellation properties of the equation which is available in L2 spaces; see however the work
in [39, 38] where a certain cancellation property in the analytic Gevrey class was also used
to establish analyticity estimate for the space periodic Euler equation. Our technique can
be generalized to initial data in critical (and noncritical) Besov spaces. Due to the lack of
Hilbert space structure as well as the Plancherel theorem, the corresponding estimates are
more involved and will be presented in a future work.
The organization of the paper is as follows. In Section 2, we state our main results; in
Section 3, we develop the requisite notation and background material while Sections 4 and
5 are devoted to the proof of the main results.
2. Main Results
Denote by ∆ the Laplacian and by Λ = (−∆)1/2. For notational parsimony, we will denote
‖f‖L2 = ‖f‖. The Sobolev and the homogeneous Sobolev spaces on R
2 are respectively
denoted by Hm and H˙m, m ∈ R. Recall that the corresponding norms are given by
‖f‖Hm = ‖(I + Λ)
mf‖ and ‖f‖
H˙m
= ‖Λmf‖, m ∈ R.
Recall that by Plancherel theorem,
‖f‖Hm =
(∫
(1 + |ξ|)2m|Ff(ξ)|2 dξ
)1/2
and ‖f‖
H˙m
=
(∫
|ξ|2m|Ff(ξ)|2 dξ
)1/2
;
here, and henceforth, F denotes the Fourier transform. As is well known, the Sobolev spaces
are Hilbert spaces for all m. The homogeneous Sobolev spaces on the other hand are Hilbert
spaces for m < 1, while they are normed inner product spaces (but not complete) for all
m ≥ 1 (see [21] , [3]).
Gevrey Norms: Let 0 ≤ α ≤ 1. We denote the Gevrey norms by
‖f‖G(s) = ‖e
λs
α
κΛαf‖and ‖f‖G(s),H˙m = ‖e
λs
α
κΛαf‖
H˙m
, (λ > 0 fixed ).
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The Gevrey norms are characterized by the decay rates of higher order derivatives, namely,
if ‖f‖G(s),H˙m <∞ for some m ∈ R, then we have the higher derivative estimates
‖f‖
H˙m+n
≤
(
n!
ρn
) 1
α
‖f‖G(s),H˙m where ρ = λαs
α
κ and n ∈ N. (3)
In particular, when α = 1, f in (3) is analytic with (uniform) analyticity radius ρ, while for
α < 1 the corresponding functional classes are referred to as subanalytic gevrey classes. For
the above mentioned facts including (3), see Theorem 4 in [39] and Theorem 5 in [42].
Remark 1. The indices of s appearing in the definition of the Gevrey norms and in inequality
(5) below, allow us to establish global Gevrey regularity result for small data in the whole
space. They are dictated by the scaling properties of the equation. It is not possible (at
least, in our work) to establish such global results unless they are precisley of that form.
The global Gevrey regularity result in turn enables us to establish decay result for higher
derivatives as given in Corollary 2.3 below.
We now describe our main results. The first one is a commutator estimate involving
Gevrey norms which may be of independent interest. The second, which employs the first
in its proof, concerns Gevrey regularity of solutions of the critical and subcritical quasi-
geostrophic equations.
2.1. A Commutator estimate in Gevrey classes. The commutator of two operators is
defined as
[A,B] = AB − BA.
The estimate for the commutator [f, eλs
α
κΛα∆j ], where ∆j denotes the (homogeneous)
dyadic Littlewood-Paley operator, is crucial for our work.
Theorem 2.1. Let f, g ∈ L2 with eλs
α
κΛαf ∈ H˙1+δ1 , eλs
α
κΛαg ∈ H˙δ2 and
min{ζ, δ1, δ2} > 0, δ1 + ζ < 1, δ2 < 1 and ζ < α. (4)
Denote by ∆j, j ∈ Z the dyadic (homogeneous) Littlewood-Paley operators. There exists a
constant C, independent of j, s, f and g, and a sequence of constants {cj}j∈Z (which may
depend, in addition, on s, f and g) satisfying cj ≥ 0 and
∑
j c
2
j ≤ 1, such that
‖[f, eλs
α
κΛα∆j ]g‖ ≤
Ccj‖e
λs
α
κΛαf‖
H˙1+δ1
‖eλs
α
κΛαg‖
H˙δ2
{
s
(α−ζ)
κ 2−(δ1+δ2+ζ−α)j + 2−(δ1+δ2)j
}
. (5)
For definition of ∆j , Sj in Theorem 2.1, see Section 3 below.
2.2. Gevrey Regularity for the quasi-geostrophic equations. Here we will consider
only the critical and super-critical cases, i.e., 0 < κ ≤ 1. For β > 0 and a measurable
function Θ : (0, T )→ H˙2−κ+β , we denote
‖Θ(·)‖ET :== ess sup0<s<T s
β
κ‖eλs
α
κΛαΘ(s)‖
H˙2−κ+β
, (6)
provided the right hand side is finite.
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Theorem 2.2. Let κ ≤ 1, α < κ and θ0 ∈ H
2−κ. There exist β > 0 and T > 0 and a solution
θ(·) on [0, T ] of (1) such that
‖θ(·)‖ET ≤ C‖θ0‖H2−κ ,
where the constant C is independent of θ0 and T . Furthermore, in case ‖θ0‖H˙2−κ is adequately
small, we can take T =∞.
Remark 2. In case θ0 ∈ H
2−κ+ǫ with ǫ > 0, following the method presented here, we can
provide an explicit estimate of T in Theorem 2.2 above in terms of ‖θ0‖H2−κ+ǫ. However, in
the critical space H2−κ considered here, T depends in a more complicated way on θ0, not
just on its norm.
Remark 3. The Gevrey regularity result presented in Theorem 2.2 is “near optimal” since
the solution in the linear case (i.e., when the nonlinearity in the quasi-geostrophic equation
is not present) belongs to the same Gevrey class with α = κ, and no better. Though our
result for the supercritical case is new, for the critical case κ = 1, Theorem 2.2 shows that
for arbitrary initial data θ0 ∈ H
1, the solutions are in all subanalytic Gevrey classes. In [6]
we showed that the solution to the critical quasi-geostrophic equation is analytic if ‖Fθ0‖L1
is sufficiently small; see also [37] for a similar result in fractal burgers equation. Thus, it
would be interesting to see if one can obtain the optimal Gevrey class regularity (i.e., α = κ
in Theorem 2.2) for initial data in the critical Sobolev space H2−κ.
Remark 4. Following our proof, it is not difficult to show that in Theorem 2.2, the functiom
s → eλs
α
κΛαθ(s) in fact belongs to C([0, T ];H2−κ). Moreover, the definition of the norm
‖θ(·)‖ET can be modified to
‖θ(·)‖E˜T := sup
0<t<T
max{t
β
κ‖θ(t)‖G(t),H˙2−κ+β , ‖θ(t)‖G(t),H˙2−κ}.
The conclusions of Theorem 2.2 still hold with ‖θ(·)‖E˜T in place of ‖θ(·)‖ET . This method is
inspired by the work of [47] and [27] in case of the Navier-Stokes equations, where a higher
order regularity gain due to dissipation is used to control the critical norm.
Corollary 2.3. For any n ∈ N satisfying n > 2 − κ and α < κ, for some constant C
independent of n and s, the solution θ(·) in Theorem 2.2 above satisfies the higher order
decay estimates
‖Λnθ(s)‖
H˙2−κ
≤ C‖θ0‖
(n!)
1
α
ρ
n
α
where ρ = λαs
α
κ and s ∈ (0, T ). (7)
The proof of the corollary follows immediately from Theorem 2.2 and (3).
Remark 5. In [22], it was proven that in case ‖θ0‖H˙2−κ is sufficiently small, there exists
constants Cn such that the decay estimate
‖Λnθ(s)‖
H˙2−κ
≤
Cn
s
n
κ
holds. This is the same rate as in (7) except that the constants Cn were not identified there,
which in our case follows as a consequence of Gevrey regularity. Moreover, the constants
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in (7) are “near optimal” since the (optimal) rate for the linear case is same as in (7) with
α = κ (see Remark 3).
3. Notation and Preliminaries
We will need the following notions and some standard results from harmonic analysis to
proceed. For more details, see for instance [11], [21], [3], or [45].
3.1. Littlewood-Paley Decomposition. Let ϕ, ψ ∈ D(Rd), with ranges contained in the
interval [0, 1], and such that
ψ(ξ) =
{
1, |ξ| ≤ 1
2
,
0, |ξ ≥ 1
and ϕ(ξ) = ψ(ξ/2)− ψ(ξ).
Let ∆j and Sj be the (homogeneous) dyadic Littlewood-Paley projections given by
F(∆jf) = ϕ(·/2
j)Ff and F(Sjf) = ψ(·/2
j−3)Ff.
We denote the (open) ball B(r) and the (open) annulus A(r1, r2), 0 < r1 < r2 by
B(r) = {ξ : |ξ| < r} and A(r1, r2) = {ξ : r1 < |ξ| < r2}.
For each j ∈ Z, the Fourier spectrum of ∆jf (respectively, Sjf) is “localized” in A(2
j−1, 2j+1)
(respectively, B(2j−3)), i.e.,
F(∆jf) = 0 for ξ ∈ A(2
j−1, 2j+1)c and F(Sjf)(ξ) = 0 for ξ ∈ B(2
j−3)c.
Moreover,
Sj =
∑
k≤j−4
∆k,
where the equality holds in the space of distributions “modulo polynomials” [3, 21]. The
(homogeneous) paraproduct formula is given by
fg = Tfg + Tgf +R(f, g), (8)
where, denoting ∆˜j =
∑j+3
k=j−3∆kg, Tfg and R(f, g) are given by
Tfg =
∑
j∈Z
Sjf∆jg, R(f, g) =
∑
j,k:|j−k|≤3
∆jf∆kg =
∑
j
∆jf∆˜jg,
The following facts concerning the paraproduct decomposition will be used throughout:
∆i∆k = 0 if |i− k| ≥ 2, ∆i(Skf∆kg) = 0 if |i− k| ≥ 3 (9)
and
∆i(∆kf∆˜kg) = 0 if i ≥ k + 6. (10)
The above two facts, namely (9) and (10), follow readily from the spectral localization of
the operators ∆j and Sj .
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3.2. Bernstein and other related inequalities. Let f and g be two Schwartz class func-
tions with Fourier spectrum localized in the ball B(rµ) and annulus A(r1µ, r2µ) respectively,
with min{r, r1, r2, µ} > 0. Then, for some constants C,C1, C2, depending only on r, r1, r2,
we have
‖f‖
H˙m
≤ Cµm‖f‖ (m > 0) and C1µ
m′‖g‖ ≤ ‖g‖
H˙m
′ ≤ C2µ
m′‖g‖, (m′ ∈ R). (11)
Moreover,
‖Sjf‖H˙m ≤ ‖f‖H˙m and C1‖f‖ ≤
(∑
j
‖∆jf‖
2
)1/2
≤ C2‖f‖. (12)
As a consequence of the Young’s convolution inequality and Parseval equality, we have
‖fg‖L2 ≤ C‖Ff‖Lp‖Fg‖Lq ,
3
2
=
1
p
+
1
q
, 1 ≤ p, q ≤ 2. (13)
We will also need versions of the Bernsten’s inequalities in the Fourier space that are easy
to prove, namely,
C12
αj‖F∆jf‖Lp ≤ ‖F∆jΛ
αf‖Lp ≤ C22
αj‖F∆jf‖Lp,
‖F∆jf‖Lp ≤ C2
2j( 1
p
− 1
q
)‖F∆jf‖Lq , j ∈ Z, 1 ≤ p ≤ q ≤ ∞, (14)
and where the constants C,C1, C2 are independent of f and j and the space dimension is
two.
Recall that for 0 ≤ α ≤ 1, the Gevrey norms that we will use were defined in Section 2 by
‖f‖G(s) = ‖e
λs
α
κΛαf‖and ‖f‖G(s),H˙m = ‖e
λs
α
κΛαf‖
H˙m
, (λ > 0 fixed ).
It is clear from the definition of the Gevrey norms that
‖f‖G(s) ≥ ‖f‖ and ‖f‖G(s),H˙m ≥ ‖f‖H˙m.
Moreover, since eλs
α
κΛα,∆j , Sj are all Fourier multipliers, they commute with each other,
i.e.,
eλs
α
κΛα∆jf = ∆je
λs
α
κΛαf and eλs
α
κΛαSjf = Sje
λs
α
κΛαf,
for f in appropriate functional classes. We will use these facts throughout without any
further mention. The following inequalities will also be crucial.
Let s > 0 and ζ1, ζ2 ∈ R satisfy
ζ1 + ζ2 > 0,max{ζ1, ζ2} < 1.
Then, for functions f and g belonging to H˙ζ1 and H˙ζ2 respectively, there exists a constant
C = C(ζ1, ζ2), which is independent of s, such that
‖fg‖
H˙ζ1+ζ2−1
≤ C(ζ1, ζ2)‖f‖H˙ζ1‖g‖H˙ζ2 (15)
‖fg‖G(s),
H˙
ζ1+ζ2−1
≤ C(ζ1, ζ2)‖f‖G(s),H˙ζ1‖g‖G(s),H˙ζ2 . (16)
The first one is well known and is a consequence of a more general convolution inequality
of Kerman [35] or can be found in [45]. The second can easily be derived from the first as
8 ANIMIKH BISWAS
follows. Note first that for ξ, η ∈ R2 and s ≥ 0, we have |ξ| ≤ |η| + |ξ − η|; consequently
from the elementary inequality
(x+ y)α ≤ xα + yα, x, y ≥ 0, 0 < α ≤ 1, (17)
we have
eλs
α
κ |ξ|α ≤ eλs
α
κ |η|αeλs
α
κ |ξ − η|α. (18)
For notational simplicity, denote δ = ζ1 + ζ2 − 1, Using the Plancherel theorem and (18),
‖eλs
α
κΛα(fg)‖2
H˙δ
=
∫ (
eλs
α
κ |ξ|α|ξ|δ
∫
f(ξ − η)g(η) dη
)2
dξ
≤
∫ (
|ξ|δ
∫
eλs
α
κ |ξ − η|α|f(ξ − η)| eλs
α
κ |η|α|g(η)| dη
)2
dξ
≤ ‖eλs
α
κΛαf‖2
H˙ζ1
‖eλs
α
κΛαg‖2
H˙ζ2
.
The last inequality follows by applying (15) to the “auxilliary” functions f˜ and g˜, where
F f˜(ξ) = eλs
α
κ |ξ|α|f(ξ)| and F g˜(ξ) = eλs
α
κ |ξ|α|g(ξ)|.
We have also used the elementary (yet, crucial) fact that
‖eλs
α
κΛαf‖
H˙ζ1
= ‖f˜‖
H˙ζ1
and ‖eλs
α
κΛαg‖
H˙ζ2
= ‖g˜‖
H˙ζ2
.
This finishes the proof of (15) and (16).
Let 1 ≤ p, q, r ≤ ∞ with 1 + 1
r
= 1
p
+ 1
q
. Proceeding in an analogous manner and using
Young’s convolution inequality, one readily obtains also the inequality
‖F
(
eλs
α
κΛα(fg)
)
‖Lr ≤ ‖F(e
λs
α
κΛαf)‖Lp‖F(e
λs
α
κΛαg)‖Lq . (19)
4. Proof of Theorem 2.1
In order to prove this result, we will need the following lemma, which may be regarded as
central to the proof of Theorem 2.1.
Lemma 4.1. In the notation and setting of Theorem 2.1, we have the estimate
‖[Tf , e
λs
α
κΛα∆j ]g‖ ≤ Ccj
{
s
(α−ζ)
κ 2−(δ1+δ2+ζ−α)j‖Ske
λs
α
κΛαf‖
H˙1+δ1
‖eλs
α
κΛαg‖
H˙δ2
+2−(δ1+δ2)j‖Ske
λs
α
κΛαf‖
H˙1+δ1
‖eλs
α
κΛαg‖
H˙δ2
}
. (20)
Proof. Due to (9), we have
[Tf , e
λs
α
κΛα∆j ]g =
∑
k:|k−j|≤2
[Skf, e
λs
α
κΛα∆j ]∆kg.
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Note that
−F [Skf, e
λs
α
κΛα∆j ]∆kg(ξ) =∫
FSkf(η)F∆kg(ξ − η)e
λs
α
κ |ξ|α
[
ϕ(
ξ
2j
)− ϕ(
ξ − η
2j
)
]
dη
+
∫
FSkf(η)F∆kg(ξ − η)ϕ(
ξ − η
2j
)
[
eλs
α
κ |ξ|α − eλs
α
κ |ξ − η|α
]
dη
= I + II.
Recall that from (9), we have
I = II = 0 if ξ ∈ [A(2k−2, 2k+2)]c and [Skf, e
λs
α
κΛα∆j ]∆kg = 0 if |j − k| ≥ 3.
Due to this, for any δ ∈ R and k ∈ [j − 2, j + 2] ∩ Z, we have
‖I‖ ≤ C2−δk‖ΛδI‖ ≤ C2−δj‖ΛδI‖ and ‖II‖ ≤ C2−δk‖ΛδII‖ ≤ C2−δj‖ΛδII‖, (21)
where the constant C is independent of j, f and g. Now note that since ϕ and all its
derivatives are uniformly bounded, applying the mean value theorem (to ϕ), we obtain
|ϕ(
ξ
2j
)− ϕ(
ξ − η
2j
)| ≤ Cϕ2
−j|η|, Cϕ = ‖ϕ
′‖L∞ .
Inserting the above estimate and (18) in I and using (21), we obtain∣∣∣∣∫ FSkf(η)F∆kg(ξ − η)eλsακ |ξ|α [ϕ( ξ2j )− ϕ(ξ − η2j )
]
dη
∣∣∣∣
≤ C2−(δ1+δ2)j
∥∥∥∥Λ(δ1+δ2−1) ∫ |η||eλsακ |η|αFSkf(η)||eλsακ |ξ − η|αF∆kg(ξ − η)|dη∥∥∥∥ .
Now using (15) with ζ1 = δ1, ζ2 = δ2, we finally obtain the estimate
‖I‖ ≤ C2−(δ1+δ2)j‖Ske
λs
α
κΛαf‖
H˙1+δ1
‖∆ke
λs
α
κΛαg‖
H˙δ2
≤ C2−(δ1+δ2)jcj‖e
λs
α
κΛαf‖
H˙1+δ1
‖eλs
α
κΛαg‖
H˙δ2
,
where 0 < δ1, δ2 < 1 and cj =
(∑j+3
k=j−3 ‖∆ke
λs
α
κΛαg‖2
H˙δ2
)1/2
C ′‖eλs
α
κΛαg‖
H˙δ2
, (22)
where we have also used the first inequality in (12) above. Furthermore, the constant C ′ in
(22) may depend only on δ1, δ2 and
∑
c2j ≤ 1. These facts follow from the second inequality
in (12).
We will now estimate II. Note that∣∣∣∣eλsακ |ξ|α − eλsακ |ξ − η|α∣∣∣∣ = ∣∣∣∣∫ 1
0
d
dτ
(eλs
α
κ |ξ − (1− τ)η|α)dτ
∣∣∣∣
≤ Cλs
α
κ
∫ 1
0
|η|
|ξ − (1− τ)η|1−α
eλs
α
κ |ξ − (1− τ)η|αdτ. (23)
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Since 0 < α ≤ 1, from (17) it follows that
|ξ − (1− τ)η|α = |(ξ − η) + τη|α ≤ |ξ − η|α + τα|η|α.
Consequently,
eλs
α
κ |ξ − (1− τ)η|α ≤ eλs
α
κ |ξ − η|αeλs
α
κ τα|η|α. (24)
Recall that the support of FSkf is in B(2
k−3) and the support of F∆kg is in A(2
k−1, 2k+1).
Thus, for the integrand in II to be nonzero, we must have
|ξ| ≥ |ξ − η| − |η| ≥ 2k−1 − 2k−3 = 3(2k−3) ≥ 3|η|. (25)
Since 0 ≤ (1− τ) ≤ 1, this immediately implies that
|ξ − (1− τ)η| ≥ |ξ| − (1− τ)|η| ≥ |ξ| − |η| ≥
2
3
|ξ|. (26)
From (26), we obtain
|II| ≤ C
s
α
κ
|ξ|1−α
∫ 1
0
∫
|η||eλs
α
κ τα|η|αFSkf(η)||e
λs
α
κ |ξ − η|αF∆kg(ξ − η)|dη dτ. (27)
Since II is non-zero only for ξ ∈ A(2k−2, 2k+2) and |j − k| ≤ 2 (see (9)), we have
1
|ξ|1−α
≤ C2−(1−α)j .
Thus, from (27), we obtain
|II| ≤ C
s
α
κ
2(1−α)j
∫ 1
0
∫
|η||eλs
α
κ τα|η|αFSkf(η)||e
λs
α
κ |ξ − η|αF∆kg(ξ − η)|dη dτ. (28)
To the inequality in (28), we apply (15) with ζ1 = δ1 + ζ, ζ2 = δ2, followed by Minkowski
inequality (in order to switch dτ and dξ integrals while computing relevant norms). Conse-
quently, consulting also the second inequality in (21), we obtain
‖II‖ ≤ Cs
α
κ 2−(δ1+δ2+ζ−α)j
∫ 1
0
‖Ske
λs
α
κ ταΛαf‖
H˙1+δ1+ζ
‖∆ke
λs
α
κΛαg‖
H˙δ2
dτ. (29)
Now note that
‖Ske
λs
α
κ ταΛαf‖
H˙1+δ1+ζ
= ‖Λζe−λs
α
κ (1− τα)ΛαSke
λs
α
κΛαf‖
H˙1+δ1
≤
C
(s
α
κ (1− τα))ζ/α
‖Ske
λs
α
κΛαf‖
H˙1+δ1
,
where the last inequality follows from Plancherel equality and the elementary estimate
sup
x>0
xme−tx
κ
≤
C(m, κ)
tm/κ
, (m ≥ 0). (30)
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Therefore, from (29), we obtain
‖II‖ ≤ Cs
α
κ 2−(δ1+δ2+ζ−α)j‖Ske
λs
α
κΛαf‖
H˙1+δ1
‖∆ke
λs
α
κΛαg‖
H˙δ2
∫ 1
0
1
s
ζ
κ (1− τα)ζ/α
dτ
≤ Cs
(α−ζ)
κ 2−(δ1+δ2+ζ−α)j‖Ske
λs
α
κΛαf‖
H˙1+δ1
‖∆ke
λs
α
κΛαg‖
H˙δ2
≤ Cs
(α−ζ)
κ 2−(δ1+δ2+η−α)jcj‖e
λs
α
κΛαf‖
H˙1+δ1
‖eλs
α
κΛαg‖
H˙δ2
, (31)
where cj is as defined in (22). To obtain (31), we also used the fact that∫ 1
0
1
(1− τα)ζ/α
dτ <∞, (since α ≤ 1 and ζ < α).
Putting together (22) and (31), we obtain (20). 
Proof of Theorem 2.1: Note that by (8),
[f, eλs
α
κΛα∆j ]g
= [Tf , e
λs
α
κΛα∆j ]g + T
eλs
α
κΛα∆jg
f − eλs
α
κΛα∆j(Tgf)
+R(f, eλs
α
κΛα∆jg)− e
λs
α
κΛα∆jR(f, g). (32)
Concerning the first term [Tf , e
λs
α
κΛα∆j ]g, the inequality stated in (5) follows immediately
from (20). We will now estimate the remaining terms on the right hand side of (32). Ob-
serving that eλs
α
κΛα∆j = ∆je
λs
α
κΛα and using (9), we obtain
‖T
eλs
α
κΛα∆jg
f‖ = ‖
∑
k:k≥j+2
(Sk∆je
λs
α
κΛαg)(∆kf)‖
≤ ‖∆je
λs
α
κΛαg‖
∑
k:k≥j+2
‖F∆kf‖L1 ≤ C‖∆je
λs
α
κΛαg‖
∑
k:k≥j+2
‖∆kf‖H˙1 (33)
≤ C2−jδ2‖∆je
λs
α
κΛαg‖
H˙δ2
∑
k:k≥j+2
2−kδ1‖∆kf‖H˙1+δ1 (34)
≤ C2−jδ2‖∆je
λs
α
κΛαg‖
H˙δ2
( ∑
k:k≥j+2
2−2kδ1
)1/2( ∑
k:k≥j+2
‖∆kf‖
2
H˙1+δ1
)1/2
≤ Ccj2
−(δ1+δ2)j‖eλs
α
κΛαg‖
H˙δ2
‖f‖
H˙1+δ1
, (35)
where cj is as in (22) and in order to obtain (33) and (34), we successively used Young’s
convolution inequality, (14) and (11). Proceeding in a similar manner, with cj as in (22), we
obtain
‖R(f, eλs
α
κΛα∆jgf‖ ≤ C2
−(δ1+δ2)jcj‖e
λs
α
κΛαg‖
H˙δ2
‖f‖
H˙1+δ1
. (36)
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We will now estimate ‖eλs
α
κΛα∆j(Tgf)‖. Due to (9), we have
eλs
α
κΛα∆j(Tgf) =
∑
k:|k−j|≤2
eλs
α
κΛα∆jSkg∆kf =
∑
k:|k−j|≤2
∆je
λs
α
κΛαSkg∆kf.
We have
‖∆je
λs
α
κΛα(Skg∆kf)‖ ≤ C2
−(δ1+δ2−1)j‖eλs
α
κΛα(Skg∆kf)‖H˙δ1+δ2−1
≤ C2−(δ1+δ2−1)j‖eλs
α
κΛα∆kf‖H˙δ1‖e
λs
α
κΛαSkg‖H˙δ2
≤ C2−(δ1+δ2)j‖eλs
α
κΛα∆kf‖H˙1+δ1‖e
λs
α
κΛαSkg‖H˙δ2
≤ Ccj2
−(δ1+δ2)j‖eλs
α
κΛαf‖
H˙1+δ1
‖eλs
α
κΛαg‖
H˙δ2
, cj =
(∑j+2
k=j−2 ‖e
λs
α
κΛα∆kf‖
2
H˙1+δ1
)1/2
‖eλs
α
κΛαf‖
H˙1+δ1
,
where the first inequality in the above line is obtained using (11), the second using (16) and
the third again by (11). Additionally, we have also used the fact that k ∈ [j − 2, j + 2] ∩ N.
Finally, we will prove that there exists {cj}
∞
−∞, cj ≥ 0 with
∑
c2j ≤ 1 such that
‖eλs
α
κΛα∆jR(f, g)‖ ≤ C2
−(δ1+δ2)jcj‖e
λs
α
κΛαf‖
H˙1+δ1
‖‖eλs
α
κΛαg‖
H˙δ2
, δ1 + δ2 > 0. (37)
From (10) we have
‖eλs
α
κΛα∆jR(f, g)‖ ≤ 2
−(δ1+δ2)j
∑
k≥j−6
2(δ1+δ2)j‖eλs
α
κΛα(∆˜kf∆kg)‖
≤ 2−(δ1+δ2)j
∑
k≥j−6
2(δ1+δ2)j‖Feλs
α
κΛα∆˜kf‖L1‖e
λs
α
κΛα∆kg‖ (38)
≤ 2−(δ1+δ2)j
∑
k≥j−6
2(δ1+δ2)j2k‖eλs
α
κΛα∆˜kf‖‖e
λs
α
κΛα∆kg‖ (39)
≤ 2−(δ1+δ2)j
∑
k≥j−6
2(δ1+δ2)(j−k)2(δ1+1)k‖eλs
α
κΛα∆˜kf‖ 2
δ2k‖eλs
α
κΛα∆kg‖, (40)
where to obtain (38 ), we used (19), while to obtain (39), we used (14). Let (ak)k∈Z and
(bk)k∈Z be sequences defined by
ak = 2
(δ1+1)k‖eλs
α
κΛα∆˜kf‖2
δ2k‖eλs
α
κΛα∆kg‖, bk = χ[−6,∞)(k)2
−(δ1+δ2)k.
Applying Cauchy-Schwartz and the second inequality in (12), we have
‖(ak)k∈Z‖ℓ1 ≤ C‖e
λs
α
κΛαf‖
H˙1+δ1
‖eλs
α
κΛαg‖
H˙δ2
. (41)
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Define
cj =
1
C‖eλs
α
κΛαf‖
H˙1+δ1
‖eλs
α
κΛαg‖
H˙δ2
∑
k∈Z
bj−kak
=
1
C‖eλs
α
κΛαf‖
H˙1+δ1
‖eλs
α
κΛαg‖
H˙δ2
∑
k≥j−6
2(δ1+δ2)(j−k)2(δ1+1)k‖eλs
α
κΛα∆˜kf‖2
δ2k‖eλs
α
κΛα∆kg‖,
where C is as in (41). Now using (41), the fact that ‖(bk)‖ℓ2 < ∞ ( since δ1 + δ2 > 0) and
Young’s convolution inequality for sequences, we get that
∑
c2j ≤ 1. Using this fact, we
immediately obtain (37) from (40).
5. Proof of Main Result
We will need the following lemma, the proof of which follows that of Lemma 8 in [42].
Lemma 5.1. Let α < κ and f is such that f ∈ H˙α/2 and eλs
α
κΛαf ∈ H˙κ/2. Then eλs
α
κΛαf ∈
H˙
α/2 and we have the estimate
‖eλs
α
κΛαf‖2
H˙α/2
≤ e‖f‖2
H˙α/2
+ (2λ)
κ
α
−1s1−
α
κ ‖eλs
α
κΛαf‖2
H˙κ/2
. (42)
Proof. From the Plancherel equality, we have
‖eλs
α
κΛαf‖2
H˙α/2
=
∫
|ξ|αe2λs
α
κ |ξ|α|(Ff)(ξ)|2 dξ. (43)
Moreover, for all x ≥ 0 and m > 0, we have the inequality ex ≤ e + xmex. This is due to
the fact that ex ≤ e for x ∈ [0, 1] and ex ≤ xmex for x ≥ 1. Applying this to (43) with
x = 2λs
α
κ |ξ|α and m = κ
α
− 1, we obtain the desired conclusion. 
We will also need an estimate for the linear term given in the lemma below.
Lemma 5.2. Let θ0 ∈ H˙
2−κ and β > 0. Denote
‖θ0‖ET = sup
0<s≤T
s
β
κ‖eλs
α
κΛαe−sΛ
κ
θ0‖H˙2−κ+β . (44)
In this setting, with a constant C independent of T and θ0, we have
‖θ0‖ET ≤ C‖θ0‖H˙2−κ and lim
T→0
‖θ0‖ET = 0. (45)
Proof. Observe that
‖eλs
α
κΛαe−sΛ
κ
θ0‖
2
H˙2−κ+β
=
∫ (
|ξ|2−κ+βeλs
α
κ |ξ|αe−s|ξ|
κ
|(Fθ0)(ξ)|
)2
dξ
=
∫ (
|ξ|2−κ+βeλs
α
κ |ξ|α− s
2
|ξ|κe−
s
2
|ξ|κ|(Fθ0)(ξ)|
)2
dξ. (46)
Now observe that
sup
s≥0,ξ∈R2
eλs
α
κ |ξ|α− s
2
|ξ|κ = sup
s≥0,ξ∈R2
eλ(s
1
κ |ξ|)α− 1
2
(s
1
κ |ξ|)κ ≤ C(λ, κ, α), (47)
14 ANIMIKH BISWAS
since, for α < κ, the function f(x) = λxα− 1
2
xκ ≤ C(λ, α, κ) for all x > 0. Applying (47) and
(30) to (46), we obtain the first inequality in (45). In case θ′0 ∈ H˙
2−κ+β , a similar calculation
using (47) yields
‖eλs
α
κΛαe−sΛ
κ
θ′0‖H˙2−κ+β ≤ C‖θ
′
0‖H˙2−κ+β . (48)
Given ǫ > 0, we can choose θ′0 such that
‖θ′0 − θ0‖H˙2−κ ≤ ǫ and θ
′
0 ∈ H˙
2−κ+β. (49)
From the first inequality in (45), (48) and (49), the second assertion in (45) immeditely
follows.

Before embarking on the proof of Theorem 2.2, we note that
‖u‖
H˙m
≃ ‖θ‖
H˙m
, m ∈ R,
since they are related by the Riesz transform as given in (1).
Proof of Theorem 2.2. As is customary, we consider the following approximate sequence
of solutions:
∂tθ
(n+1) + Λκθn+1 + u(n) · ∇θ(n+1) = 0, θ(n+1)|t=0 = θ0,
u(n) = (−R2θ
(n), R1θ
(n)), n = 0, 1, · · · ,
}
(50)
with the convention that θ(−1) ≡ 0 and u(−1) = 0. Denote
θ˜(n)(s) = eλs
α
κΛαθ(n)(s), u˜(n)(s) = eλs
α
κΛαu(n)(s) = (−R2θ˜
(n), R1θ˜
(n)); (51)
the very last equality above is due to the fact that Ri, i = 1, 2, commute with e
λs
α
κΛα .
Due to Theorem 1 and Corollary 1 in [40], provided either ‖θ0‖H2−κ or T is sufficiently
small, the sequence {θ(n)} converges (in H2−κ) to a solution θ of (1) which additionally
belongs to C([0, T ];H2−κ). Moreover, for all n, {θ(n)} satisfies
‖θ(n)‖ET = sup
0<s≤T
s
β
κ‖θ(n)(s)‖
H˙2−κ+β
≤ C‖θ0‖H˙2−κ and lim
T→0
sup
n
‖θ(n)‖ET = 0; (52)
the constant C above is independent of T and θ0. Thus, in order to prove the Theorem 2.2,
it will be sufficient to demonstrate a priori esimates, i.e., to obtain bounds on ‖θ˜(n)(·)‖ET ,
independent of n.
For the remainder of the proof, we choose, and fix, the parameters β, ζ by
0 < β < min
{κ
2
, 2(κ− α), α
}
and ζ = α−
β
2
. (53)
Using respectively the facts that u(n) is divergence free and the operators eλs
α
κΛα∆j and
eλs
α
κΛαSj are Fourier multipliers (and hence commute with ∇), we have
eλs
α
κΛα∆j∇θ
(n)(s) = ∇∆j θ˜
(n)(s), eλs
α
κΛαSj∇θ
(n)(s) = ∇Sj θ˜
(n)(s) and
〈u(n) · ∇∆j θ˜
(n+1),∆j θ˜
(n+1)〉 = 0, (54)
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where θ˜(n), u˜(n) are as in (51). From (1) and (54), taking L2-inner product, we readily obtain
1
2
d
ds
‖∆j θ˜
(n+1)‖2 + ‖Λκ/2∆j θ˜
(n+1)‖2
= λ
α
κ
s
α
κ
−1‖Λα/2∆j θ˜
(n+1)‖2 + 〈[u(n), eλs
α
κΛα∆j ]∇θ
(n+1),∆j θ˜
(n+1)〉
≤ C(α, κ)λ
κ
α‖Λκ/2∆j θ˜
(n+1)‖2 + λs
α
κ
−1C(α, κ)‖Λα/2∆jθ
(n+1)‖2
+ 〈[u(n), eλs
α
κΛα∆j ]∇θ
(n+1),∆j θ˜
(n+1)〉, (55)
where to obtain the inequality (55), we applied (42). Since α < κ and C(α, κ) is independent
of λ, we can choose (and henceforth, fix) λ small enough so that C(α, κ)λ
κ
α < 1
2
. Note that
due to (53), the parameters β and ζ satisfy the conditions
min{β, ζ} > 0, β + ζ < κ and ζ < α. (56)
We can now apply Theorem 2.1 to the commutator term on the right hand side of inequality
(55) with
δ1 = 1− κ+ β, δ2 = 1− κ+ β, f = u
(n), g = ∇θ(n+1), (57)
and Bernstein’s inequality (11) to the term ‖Λκ/2∆j θ˜
(n+1)‖2 on the left hand side of (55), to
obtain
d
ds
‖∆j θ˜
(n+1)‖2 + C12
κj‖∆j θ˜
(n+1)‖2
≤ C
{
2αjs
α
κ
−1‖∆jθ
(n+1)‖2
+cj
(
2−(2−2κ+2β)j + s
(α−ζ)
κ 2−(2−2κ+2β+ζ−α)j
)
‖θ˜(n)‖
H˙2−κ+β
‖θ˜(n+1)‖
H˙2−κ+β
‖∆j θ˜
(n+1)‖
}
.
Now divide both sides by ‖∆j θ˜
(n+1)‖ and recall that
‖∆jθ
(n+1)‖
‖∆j θ˜(n+1)‖
≤ 1. This yields
d
ds
‖∆j θ˜
(n+1)‖+ C12
κj‖∆j θ˜
(n+1)‖
≤ C
{
s
α
κ
−12αj‖∆jθ
(n+1)‖
+cj
(
2−(2−2κ+2β)j + s
(α−ζ)
κ 2−(2−2κ+2β+ζ−α)j
)
‖θ˜(n)‖
H˙2−κ+β
‖θ˜(n+1)‖
H˙2−κ+β
}
.
The variation of parameters formula, and the fact that θ˜(n+1)(0) = θ(n+1)(0) = θ0, now yield
‖∆j θ˜
(n+1)(t)‖ ≤ e−C12
κjt‖∆jθ0‖+ C
∫ t
0
s
α
κ
−12αje−C12
κj(t−s)‖∆jθ
(n+1)(s)‖ ds
+ C
∫ t
0
cj2
−(2−2κ+2β)je−C12
κj(t−s)‖θ˜(n)(s)‖
H˙2−κ+β
‖θ˜(n+1)(s)‖
H˙2−κ+β
ds
+ C
∫ t
0
cjs
(α−ζ)
κ 2−(2−2κ+2β+ζ−α)je−C12
κj(t−s)‖θ˜(n)(s)‖
H˙2−κ+β
‖θ˜(n+1)(s)‖
H˙2−κ+β
ds. (58)
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Multiply both sides of the inequality (58) by 2(2−κ+β)j and apply (30). Subsequently, take
the ℓ2-norm of the resulting sequence and apply Minkowski inequality (to interchange ds
and
∑
j). Consequently, from (58), the first relation in (52) and the fact that
∑
c2j ≤ 1, we
obtain for all t > 0 the estimate
‖θ˜(n+1)(t)‖
H˙2−κ+β
≤ C˜1
‖θ0‖H˙2−κ
t
β
κ
+ C˜2‖θ0‖H˙2−κ
∫ t
0
ds
(t− s)
α
κ s1+
β−α
κ
+ C˜3‖θ˜
(n+1)‖ET ‖θ˜
(n)‖ET
{∫ t
0
ds
s2
β
κ (t− s)1−
β
κ
+
∫ t
0
ds
s
2β−α+ζ
κ (t− s)
α+κ−ζ−β
κ
}
, (59)
where the constants C˜i above are independent of n, T, t and θ0 as well as the sequences {θ
(n)}
and {θ˜(n)}. The integrals on the right hand side of (59) are finite because α < κ, and due
to (53), the parameters β, ζ satisfy
β < min{α,
κ
2
}, β <
κ
2
−
ζ − α
2
and α < ζ + β. (60)
From (59), we easily obtain
‖θ˜(n+1)(·)‖ET = sup
0<t<T
t
β
κ‖θ˜(n+1)(t)‖
H˙2−κ+β
≤ C˜1‖θ0‖H˙2−κ + C˜4‖θ0‖H˙2−κ + C˜5‖θ˜
(n+1)‖ET ‖θ˜
(n)‖ET , (61)
where
C˜4 = t
β
κ C˜2
∫ t
0
ds
(t− s)
α
κ s1+
β−α
κ
and
C˜5 = t
β
κ C˜3
{∫ t
0
ds
s2
β
κ (t− s)1−
β
κ
+
∫ t
0
ds
s
2β−α+η
κ (t− s)
α+κ−η−β
κ
}
.
The integrals in the definition of C˜4 and C˜5 above are finite due to (60).
In a similar manner, following the derivation of (61) and using (45), we can also obtain
‖θ˜(n+1)‖ET ≤ C˜1‖θ0‖ET + C˜4‖θ0‖ET + C˜5‖θ˜
(n+1)‖ET ‖θ˜
(n)‖ET , (62)
where ‖θ0‖ET is as defined in (44). Assume that C˜5‖θ˜
(n)‖ET < 1/2. From (61), we readily
obtain,
‖θ˜(n+1)‖ET ≤ 2(C˜1 + C˜4)‖θ0‖H˙2−κ. (63)
Provided
2C˜5(C1 + C4)‖θ0‖H˙2−κ ≤
1
2
,
we see that C˜5‖θ˜
(n+1)‖E ≤
1
2
and by induction, (63) holds for all n. In case θ0 ∈ H˙
2−κ is
arbitrary, for sufficiently small T , we can similarly derive uniform (in n) bound on ‖θ˜(n+1)‖ET
from (62), by applying (45) and the second relation in (52).
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In order that the parameters satisfy (56) and (60), it is sufficient that the conditions
α < η + β < κ, η < α and β <
κ
2
hold. As long as α < κ, simply take η = α − β
2
with β < κ
2
. All conditions are met and we
finish the proof.
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