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Abstract
Adaptive landscape has been a fundamental concept in many branches
of modern biology since Wright’s first proposition in 1932. Meanwhile,
the general existence of landscape remains controversial. The causes
include the mixed uses of different landscape definitions with their
own different aims and advantages. Sometimes the difficulty and the
impossibility of the landscape construction for complex models are
also equated. To clarify these confusions, based on a recent formu-
lation of Wright’s theory, the current authors construct generalized
adaptive landscape in a two-loci population model with non-gradient
dynamics, where the conventional gradient landscape does not exist.
On the generalized landscape, a population moves along an evolution-
ary trajectory which always increases or conserves adaptiveness but
does not necessarily follow the steepest gradient direction. Compar-
isons of different aspects of various landscapes lead to a conclusion
that the generalized landscape is a possible direction to continue the
exploration of Wright’s theory for complex dynamics.
Keywords: adaptive landscape; linkage disequilibrium; evolution theory;
natural selection; dynamic systems
1 Introduction
Wright (1932) proposed adaptive landscape to illustrate his shifting-balance
theory of evolution. It maps a measure of the population adaptiveness as
2
the “height” of the landscape over the allele or genotypic frequency space
and visualizes a specific population as a dot on the landscape (Arnold et
al., 2001). A peak on the landscape represents a local adaptive state and a
valley represents an unadaptive state. Evolution is generally visualized as a
valley-to-peak uphill climbing process. Biologists extensively used landscape
to visualize and quantify stable states and evolutionary trajectories in the
fields of population biology (Lande, 1976; Ao, 2005; Weinreich et al., 2006),
developmental biology (Waddington, 1957), gene regulation (Delbru´ck, 1949;
Zhu et al., 2004), neural dynamics (Hopfield, 1999), protein folding (Dill and
Chan, 1997), cell cycle (Wang et al., 2006), signal transduction pathway
(Lapidus et al., 2008), and cancer genesis and progression (Andrews, 2002;
Ao et al., 2008). It is found to be analogous to the potential energy function,
which characterizes the long-term stability of a physical systems (Ao, 2008;
Wang et al., 2008; Ge and Qian, 2012). It also connects to the Lyapunov
function in control theory (Lyapunov 1992; Haddad and Chellaboina, 2008),
which is a measure for the local stability of a fixed point in dynamical systems.
Although it has been widely employed for similar visualization and quan-
tification purposes in different contexts, the adaptive landscape was not al-
ways unambiguously defined and consistently used (Rice, 2004). The inter-
changing uses of different landscape definitions, implicitly or explicitly, may
lead to confusions and controversies. Here we summarize different types of
population-level landscapes as follows:
The mean fitness landscape (the“first type”) maps the effect of natural
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selection over the frequency space, where the adaptive peaks are also called
“fitness peaks”, denoting the environmentally favorable population states.
This definition is most intuitive in terms of biological meaning, and is very
useful when there is only selection or selection is very strong.
Another type of landscape is also defined on the population level. Com-
pared to the fitness landscape, it does not necessarily map a population’s
mean fitness, but maps a more general measure of a population’s evolutionary
stability (the “second type”). Such measure usually integrates the effects of
all biological forces (selection, mutation, and recombination) instead of being
limited to selection. It visualizes evolution as uphill climbing process (called
the Lyapunov property) and might be termed “generalized landscape”. Ao
(2004), Qian (2005), Wang et al. (2008), and Barton and Coe (2009) took
efforts to construct such Lyapunov- or energy- like landscape in biological
systems. Ao (2004) first explicitly revealed the dynamical structure built
into an evolution model, where a generalized landscape was constructed as
an intrinsic component. Many fruitful results were obtained following his
work in both linear-dynamical systems (Kwon et al., 2005) and systems with
non-linear dynamics (Tang et al., 2013; Ma et al., 2014). It was applied to
several biological systems (Zhu et al., 2004; Ao, 2005; Ao et al., 2008; Xu et
al., 2014) and was validated in a physical experiment (Volpe et al., 2010).
In simple models with gradient dynamics, a generalized landscape reduces
to a “gradient landscape” (the “third type”), on which a population’s trajec-
tory not only follows the uphill direction, but is strictly the steepest uphill
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(gradient) direction of the landscape. However, such gradient landscape only
exists in gradient models, which represent a very small subset of all biological
models. The term “gradient” here refers to the multi-dimensional derivative
of a scalar measure function. It should be distinguished from the term “se-
lection gradient” in population biology, which usually denotes the steepness
of the individual-level fitness landscape (Kirkpatrick and Rousset, 2005).
The differences in the definitions and constraints of the above three land-
scapes sometimes cause confusion. For example, Moran (1964) derived the
mean fitness landscape and expected it to act as a generalized landscape.
Many researchers implicitly used the mean fitness landscape as a gradient
landscape (Edwards, 2000). Gavrilets (2004) and Carneiro and Hartl (2010)
felt that generalized landscape is very useful but is hard to construct. Kaplan
(2008) doubted whether we should use this concept. Recently, Weinreich et
al. (2013) challenged the validity of adaptive landscape again in a 2-loci
population model by showing that the model is not gradient.
Here we do not aim at providing a universal guide for finding adaptive
landscape for every non-gradient system or exhausting all its biological ap-
plications in one paper, but trying to explore the applicability of adaptive
landscape in non-gradient dynamics. We take the same population model
as in Weinreich et al. (2013)’s work and construct generalized landscapes.
We also clarify and compare the differences of various landscapes to avoid
confusions. The current work is the first one to our knowledge to voice this
out in a specific biology model.
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2 Population genetics model
The model describes a population’s evolution on two loci: the A/a pair and
the B/b pair. It was used to examine the dynamical system describing an
infinite populations evolutionary trajectory in response to natural selection
and recombination for the two-loci genotypic fitness landscape in different
coordinates (Weinreich et al., 2013). It assumes continuous time and non-
overlapping generations for convenient analysis of the dynamics of the model.
The population size is assumed to be infinite, so there is no random effect
induced by genetic drift. There is no mutation considered in the system.
Under various biological forces such as selection and recombination, the fre-
quencies of different genotypes pAB, pAb, paB, and pab may change with time.
Denote p1 = pAB(t), p2 = pAb(t), p3 = paB(t), p4 = pab(t), where the time-
dependency is neglected without ambiguity. Let wi denote the fitness of
each genotype (i = 1, 2, 3, 4). Under selection alone, the dynamics of the
four-dimension system is
p˙i =
wi · pi
W
− pi, i = 1, . . . , 4. (1)
where p˙i is the time-derivative of pi. W is the population mean fitness
W =
4∑
i=1
wi · pi. (2)
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In this simple case, W is a valid adaptive landscape (Moran 1964). If we
further add recombination, the system in Eq. (1) becomes
p˙1 =
w1 · p1
W
− p1 − r(p1 · p4 − p2 · p3), (3)
p˙2 =
w2 · p2
W
− p2 + r(p1 · p4 − p2 · p3), (4)
p˙3 =
w3 · p3
W
− p3 + r(p1 · p4 − p2 · p3), (5)
p˙4 =
w4 · p4
W
− p4 − r(p1 · p4 − p2 · p3). (6)
where r is the recombination rate satisfying 0 ≤ r ≤ 0.5. Recombination in-
duces complex interactions between different loci, leading to the difficulty for
landscape construction (Moran 1964). The four variables pi are constrained
by the probability conservation
p1 + p2 + p3 + p4 = 1. (7)
If one further assumes symmetric selections on Ab and aB individuals (w2 =
w3) and symmetric initial frequency distribution between Ab and aB (p2(0) =
p3(0)), we have the symmetricity holds for any t > 0:
p2(t) = p3(t). (8)
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With the two constraints in Eq. (7) and Eq. (8), we are able to express the
model in a two-dimensional space:
p˙1 =
w1p1
W
− p1 − rp1 + r(p1 + p2)2, (9)
p˙2 =
w2p2
W
− p2 + rp1 − r(p1 + p2)2. (10)
Equivalently, it is possible to transform the two-dimensional system in Eq. (9)
and Eq. (10) into a different coordinate space (Weinreich et al., 2013):
q1 = p1 + p2, (11)
q2 = p1 · p4 − p2 · p3. (12)
where q1 takes the meaning of the allele frequency of A and q2 is the linkage-
disequilibrium term. Such operation is commonly employed to examine what
space would more accurately represent the evolutionary trajectories of a
model. Here we use q1 and q2 to avoid ambiguous notations with other
variables. To make sure that 0 ≤ pi ≤ 1 for i = 1, 2, 3, 4, the two variables
q1 and q2 in the q1 × q2 space is confined by
0 ≤ q1 ≤ 1, (13)
Max{−q21,−(1− q1)2} ≤ q2 ≤ q1(1− q1). (14)
This gives a sector-shaped domain of q1 and q2 for the transformed system
described by Eq. (11) and Eq. (12). Figure 1 shows the generalized land-
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scape (grayscale), the gradient flow of landscape (arrows), and a specific
evolutionary trajectory (the bold curve) in this domain as an example.
To further specify the model, we follow Weinreich et al. (2013)’s scheme
of fitness values as: w1 = 1 + s2, w2 = w3 = 1 + s1, and w4 = 1. Here
s1 denotes the selective advantages of the genotypes Ab and aB over the
genotype ab (taken to be the same) and s2 is that of the genotype AB over
ab. The parameter range for s1, s2 is taken such that w1 > w2 = w3 > 0:
− 1 < s1 < s2, 0 < s2. (15)
Inside the meaningful parameter ranges, there might exist one or two adap-
tive peaks in the model, at which we will come back in Section 4. The
dynamical equations of the transformed system are:
q˙1 =
q2(s2 − s1 − q1(s2 − 2s1)) + (1− q1)q1(q1(s2 − 2s1) + s1)
1 + 2q1s1 + (q2 + q21)(s2 − 2s1)
, (16)
q˙2 =
(1− r) ·
(
q2(1 + s2)− (2q1q2(1− q1)− q22 − q21(1− q1)2)(s2 − 2s1 − s21)
)
(1 + 2q1s1 + (q2 + q21)(s2 − 2s1))2
− q2.
(17)
We denote q˙1 = f1, q˙2 = f2 where [f1, f2]
τ = f is the deterministic dynamics
of the system. We also denote q = [q1, q2]
τ and q˙ = [q˙1, q˙2]
τ .
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3 Generalized adaptive landscape
3.1 Decomposition-based construction
In a deterministic model, the evolution equation at state q is
q˙ = f(q), (18)
where the notations are consistent with those in the current model, but are
actually more general in n ≥ 2 dimensions. Ao (2004) proposed an explicit
decomposition of f into three dynamical components
f(q) = (D(q) +Q(q)) · ∇φ(q), (19)
where φ is a generalized adaptive landscape, D is a symmetric and semi-
positive definite matrix, and Q is an anti-symmetric matrix.
With the decomposition, the dynamics along a specific evolutionary tra-
jectory q(t) can be separated into two parts: The dissipative part fd(q) =
D(q)∇φ(q) contributes to the increase of adaptiveness, which is ensured by
the semi-definity of D(q):
φ˙d(q) = (∇φ(q))τ fd(q) = (∇φ(q))τD(q)∇φ(q) ≥ 0. (20)
The conservative part fc(q) = Q(q)∇φ(q) does not change the adaptiveness,
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which is ensured by the anti-symmetry of Q(q):
φ˙c(q) = (∇φ(q))τ fc(q) = (∇φ(q))τQ(q)∇φ(q) = 0. (21)
Together we have
φ˙(q) = (∇φ(q))τ · (f(q)) = φ˙d(q) + φ˙c(q) = φ˙d(q) ≥ 0. (22)
The result φ˙(q(t)) ≥ 0 shows the Lyapunov property of the generalized
landscape, meaning that a population always heads for higher adaptive peak
(when φ˙(q(t)) > 0) or stays on equi-adaptiveness contour (when φ˙(q(t)) = 0).
This manifests Wright’s idea that a population’s evolution can be visualized
as the “adaptive” movements on a landscape.
To obtain the decompositions for a specific model, one way is to first find
φ, after which the two dynamical factors D and Q can be obtained as
D =
f · ∇φ
∇φ · ∇φI, (23)
Q =
f×∇φ
∇φ · ∇φ. (24)
where I is an n × n identity matrix. The cross product of the two vectors
x,y ∈ Rn is an anti-symmetric matrix in Rn×n defined as (x×y)i,j = (xiyj−
xjyi). Yuan et al. (2013) gave the validity of the constructions.
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3.2 Coordinate-invariance of the Lyapunov property
We found that the Lyapunov property of the generalized landscape is pre-
served under the coordinate transformation. Suppose that the deterministic
system Eq. (18) can be mapped to another dynamical system by an invertible
and differentiable coordinate transformation at state q:
y = h(q), (25)
Suppose that q(t) is a trajectory in the original system, φ(q) is the general-
ized landscape for the original system, and y(t) = h(q(t)) is the correspond-
ing trajectory in the new system. We show that ψ(y) defined as
ψ(y) := φ(h−1(y)). (26)
is a legitimate generalized landscape for the new system y(t). Pick any
trajectory y(t) and two positions y and y′ at two different times t > t′.
Denote q = h−1(y) and q′ = h−1(y′). The Lyapunov property of φ for the
original system implies that:
φ(q) ≥ φ(q′)⇒ φ(h−1(y)) ≥ φ(h−1(y′))⇒ ψ(y) ≥ ψ(y′), (27)
which shows that ψ is a legitimate landscape for the new system y(t). An
example from the current model is Eq. (31) and Eq. (32).
12
3.3 Coordinate-dependency of the gradient condition
Following the notations in Section 3.2, we prove the coordinate-dependency
of the gradient condition. If the original system q˙ = f(q) is gradient, the
curl of the system should be 0:
∇× f = ∂1f2 − ∂2f1 = 0. (28)
where ∂2f1 denotes the partial derivative of f1 with respect to q2 (similar
for ∂1f2). We can denote ∂2f1 = ∂1f2 = g(q). For the transformed system
y = h(q), we have
∇× y˙ = ∇× h˙(q) = ∇× h(q˙) = ∇× h(f(q)). (29)
if we assume the function h is time-independent. Eq. (29) is not necessarily
equal to 0, especially when the transformation h is nonlinear (as in Eq. (11)
and Eq. (12)). A simple example is to let h(f(q)) = (f1, f
2
2 ), then
∇× y˙ = ∂1f 22 − ∂2f1 = 2f2∂1f2 − ∂2f1 = (2f2 − 1)g(q). (30)
which is not necessarily 0. It proves that nonlinear transformation can lead
to the failure of the gradient condition.
13
4 Landscape construction
We construct generalized landscapes in three typical parameter regions, in-
cluding biologically and mathematically important cases. In the first case
(Case 1) with only selection (r = 0, s2 > s1 > −1), the mean fitness func-
tion W is always a proper generalized landscape for the model. The second
case (Case 2, r 6= 0, 0 ≤ s1 < s2) with recombination is a single-peak model
where we find a direct construction of the landscape, which captures the
global stability of the state (1, 0) corresponding to the fixation of the AB
genotype. In the third case (Case 3, r 6= 0, − 1 ≤ s1 < 0 < s2) with bi-
stable selection and recombination, we numerically construct a generalized
landscape which visualizes and quantifies the attractive basins of the two
peaks and the near-linear boundary between them.
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4.1 Case 1: Selection only (r = 0)
In this case, only selection drives the population to evolve. The mean fitness
W in Eq. (2) has the Lyapunov property
W˙ =
∑
i
p˙i · ∂W
∂pi
=
∑
i
pi
W
·
(
∂W
∂pi
)2
−
∑
i
pi
∂W
∂pi
=
1
W
(∑
i
pi ·
(
∂W
∂pi
)2∑
j
pj −
∑
i
pi
∂W
∂pi
·
∑
j
pj
∂W
∂pj
)
=
1
W
(∑
i<j
pipj
(
∂W
∂pi
− ∂W
∂pj
)2)
≥ 0. (31)
In this case, we construct the generalized adaptive landscape for the non-
gradient model in Eq. (16) and Eq. (17) as
φ = W = 1 + 2q1s1 + (q2 + q
2
1)(s2 − 2s1). (32)
The two dynamical factors are:
D =
 D11 0
0 D11
 , Q =
 0 −Q21
Q21 0
 . (33)
according to Eq. (23) and Eq. (24). We list the analytical expressions for D11
and Q21 in Appendix A. For s1 = 0.08, we plot the generalized landscape φ
in Figure 2. We also plot the vector field f of the system, its dissipative part
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fd, and its conservative part fc in Figure 7. For s1 = −0.01, we plot Figure
3 and Figure 8.
Figure 2 and Figure 3 illustrate that the model has one global stable state
at (1, 0). However, it is not biologically obvious because s1 can be negative
which may generate an adaptive valley within q ∈ (0, 1) and makes 0 and 1
both adaptive peaks. We can rigorously validate this by studying the partial
derivatives of the landscape function
∂φ
∂q1
= 2s1+2q1·(s2−2s1), ∂φ
∂q2
= s2−2s1
in all ranges. When s2 > 2s1 ≥ 0, s2 > 0, the landscape takes its maximal
value on the upper boundary {q| q2 = q1(1 − q1)}. And the landscape
φ = 1 + 2q1s1 + (q1(1 − q1) + q21) · (s2 − 2s1) = 1 + q1s2 takes its maximal
at (1, 0). When s2 = 2s1, the landscape φ = 1 + q1s2 takes its maximal at
(1, 0). When 0 < s1 < s2 < 2s1, the landscape takes its maximal value on
the lower boundary q2 = Max(−q21,−(1 − q1)2) and the global maximal at
(1, 0). When −1 < s1 < 0, The landscape φ takes its maximal on the upper
boundary q2 = q1(1 − q1), because s2 > 0 > s1. On the upper boundary,
φ = 1 + q1s2 has only one peak at (1, 0). In conclusion, the landscape φ has
a global adaptive peak in this case.
4.2 Case 2: One-peak selection with recombination
(s2 > s1 > 0, r > 0)
Biologically, the fitness scheme: AB > Ab = aB > ab intuitively results
in an increasing tendency of the A and B frequencies. With the effect of
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recombination, we expect this tendency still holds. We can construct the
generalized landscape as
φ = q1, (34)
which increases with q1 and is independent of the variable q2 and any other
parameters. In fact, φ = q1 is always non-decreasing inside the region in
Eq. (13) and Eq. (14):
φ˙ = ∇φ · f = ∂φ
∂q1
f1 +
∂φ
∂q2
f2
= f1 =
q2(s2 − s1 − q1(s2 − 2s1)) + (1− q1)q1(q1(s2 − 2s1) + s1)
1 + 2q1s1 + (q2 + q21)(s2 − 2s1)
=
(q2 + q
2
1)(s2 − s1)(1− q1) + s1q1[(1− q1)2 + q2]
1 + 2q1s1 − s1(q2 + q21) + (q2 + q21)(s2 − s1)
≥ 0 (35)
The last inequality comes from the following observations: The first term
of the nominator (q2 + q
2
1)(s2 − s1)(1 − q1) is positive as q2 > −q21, q1 <
1, s2 > s1. The second term is positive as q2 > −(1 − q1)2, s1 > 0, q1 > 0.
So the nominator is always bigger or equal to 0. For the denominator, using
q2 < q1(1− q1), we have −s1(q2 + q21) > −s1(q1(1− q1) + q21) = −s1q1, so the
denominator ends up always bigger than 0 as 1+2q1s1−s1q1 +(q2 + q21)(s2−
s1) > 1 + s1q1 > 0.
The analytical expressions of D and Q are obtained as:
D =
 f1 0
0 f1
 , Q =
 0 −f2
f2 0
 . (36)
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according to Eq. (23) and Eq. (24), where f1 = q˙1 given by Eq. (16) and
f2 = q˙2 given by Eq. (17). We plot the generalized landscape φ in Figure 4
with recombination r = 0.2. We also plot the vector field f of the system, its
dissipative part fd, and its conservative part fc in Figure 9.
This construction certainly applies to the case with zero recombination
rate r = 0, s2 > s1 > 0 (Figure 10) as a joint case of Case 1 and Case 2,
which shows the flexibility of choosing a proper landscape (see Section 5 for
detailed discussions). The single peak structure captures the global stability
of the population which naturally incorporates the local stability analysis by
Weinreich et al. (2013). The adaptiveness keeps increasing (φ˙ > 0), except
for the three fixed points A = (0, 0), B = (1, 0), and C = (0.5,−0.25) where
φ˙ = 0. A is a fixed point corresponding to the fixation of ab and B is a fixed
point corresponding to the fixation of AB. C is a fixed point only if r = 0,
corresponding to the extreme case where genotypes pAB = pab = 0, pAb =
paB = 0.5. On the landscape, any positive perturbation (∆q1 > 0) will be
amplified when the population starts from either A or C, which indicates
that these points are unstable.
4.3 Case 3: Two-peak selection with recombination
−1 < s1 < 0 < s2, r > 0
Finding a proper landscape under this setting with multiple stable states is
more challenging. We employ a numeric method defined in Eq. (37) and
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calculate other dynamical components numerically as well.
In the case with s1 = −0.01, s2 = 0.1, r = 0.125, the states E = (0, 0)
and F = (1, 0) are stable fixed states; the point G between E and F is a
saddle point. The stable manifold of G (the set of points that finally evolve to
state G) separates the space into the attractive basin of E and the attractive
basin of F . In each basin, the geometry length of the orbit from the point
q = q0 to the corresponding stable fixed point is given by
L(q0) =
∫ +∞
0
‖f(q˜(t,q0))‖ dt. (37)
Here we denote q˜(t,q0) to emphasize that the specific trajectory starts from
the current state q = q0.
We then assign the landscape adaptiveness (relative “heights” visualized
on the landscape) of each state q along the trajectory proportional to its
distance to the stable fixed point:
φ(q0) :=
 −(L(q0)− LE), If limt→+∞ q(t) = E,−(L(q0)− LF ), Otherwise. (38)
LE and LF give the adaptiveness values of the stable states E and F (Ap-
pendix B). The Lyapunov property is obvious as the adaptiveness always
decrease along the trajectory. Actually, after any given time δt > 0 on a
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specific trajectory:
φ(qδt)− φ(q0) = −(L(qδt)− L(q0))
= −(
∫ +∞
0
‖f(q˜(t,qδt))‖ dt−
∫ +∞
0
‖f(q˜(t,q0))‖ dt)
= −
(∫ +∞
0
‖f(q˜(t,qδt))‖ dt− (
∫ δt
0
‖f(q˜(t,q0))‖ dt+
∫ +∞
δt
‖f(q˜(t,q0))‖ dt)
)
=
∫ δt
0
‖f(q˜(t,q0))‖ dt > 0 (39)
Here by definition, f(q˜(δt,q0)) = f(q˜(0,qδt)), so for any t > δt, f(q˜(t,q0)) =
f(q˜(0,qt)) holds.
The matrices D and Q are numerically constructed according to Eq. (23)
and Eq. (24). We plot the generalized landscape φ in Figure 5 (global view)
and Figure 6 (local view near the saddle point, the color is re-scaled for better
visibility). We plot the vector field f of the system, the dissipative part fd,
and the conservative part fc in Figure 11 and Figure 12. The numeric method
automatically re-explores the saddle point G and locates the boundary of the
attractive basins in Figure 6, whose approximate linearity suggests an inter-
esting interchangeability between allele frequency and linkage disequilibrium
(Weinreich et al., 2013).
5 Discussion
The controversies of adaptive landscape have been for different reasons, even
Wright (1988) himself had been discussing this concept for more than half a
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century. One of the main concerns is whether adaptive landscape exists in
models with non-gradient dynamics as most realistic biological models are
not gradient. We tried to answer this question in a specific population model
under selection and recombination, which presents a simplest non-gradient
model with more than one biological forces and more than one dimensions.
We found that a part of the problem comes from the definition. Wright’s
original description of landscape asked for both the intuitive construction
as W and the gradient property. As it turns out, these two aspects cannot
usually be achieved in a single landscape. The fitness landscape can easily
fail as other forces will drag a population away from the fitness peak. Even
when there is only selection, a population’s trajectory does not necessarily
follow the gradient of the fitness landscape. The generalized landscape we
employed were shown to exist in many non-gradient models; and as long
as it exists, the Lyapunov property makes sure that a population always
moves towards an adaptive peak. Nevertheless, in many cases, it is true that
constructing generalized landscape explicitly is not easy.
Sometimes, the definitions of different landscapes can overlap. The mean
fitness landscape can be a legitimate generalized landscape when there is only
selection or if selection is very strong (Section 4.1). The gradient landscape is
a special case of the generalized landscape when the system dynamics is gra-
dient (corresponding to D = 1, Q = 0 in Eq. (19)). Mean fitness landscape
may or may not be a gradient landscape. For example, the selection-only
model is not gradient even in the original pi space. We consider the con-
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straint in Eq. (7) and calculate the curl of Eq. (1) with the current fitness
settings:
∇× f =
(
s1(1 + s1)(p2 − p3)
(1 + s2p1 + s1p2 + s1p3)2
,
s2p3 − s1p1 − s1s2p1 + s1s2p3
(1 + s2p1 + s1p2 + s1p3)2
,
−s2p2 + s1p1 + s1s2p1 − s1s2p2
(1 + s2p1 + s1p2 + s1p3)2
)
. (40)
which is not 0 whether or not we consider the further constraint p2 = p3:
∇ × f = (−s2p2 + s1p1 + s1s2p1 − s1s2p2)/(1 + s2p1 + 2s1p2)2 6= 0. Even in
this simplest model with pure selection, the mean fitness landscape is not a
gradient landscape, but a generalized adaptive landscape.
Based on the generalized landscape, the system dynamics is decomposed
into two parts:
Deterministic dynamics = dissipative part + conservative part,
where
dissipative part = gradient part + one part of non-gradient force,
conservative part = the other part of non-gradient force.
Intuitively, a part of the non-gradient dynamics also contributes to the in-
crease of adaptiveness. The decomposition takes an energy-view of the sys-
tem: When energy dissipates (decreases), stability (adaptiveness) increases,
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corresponding to that D∇φ drives the population towards the local adaptive
peak. When energy conserves, stability (adaptiveness) does not change, cor-
responding to that Q∇φ drives the population on equi-adaptiveness surfaces
of the landscape (neutral evolution). In the extreme case D = 0, Q 6= 0, the
dynamics is completely rotational and the uphill rate is 0 (limit cycle).
One feature of the generalized landscape is the coordinate-independency.
It allows us to construct a generalized landscape in a space with simpler
dynamical presentation (for example the pi space) and use the landscape in
another space (for example the qi space) with richer biological meaningful-
ness. The conclusion of Section 3.2 immediately provides a way to construct
a generalized landscape in any other space.
Another feature of the generalized landscape is its non-uniqueness, as is
shown by the joint Case of 1 and 2 (Section 4). This feature is consistent
to the non-uniqueness of the Lyapunov function (Haddad and Chellaboina,
2008). It comes from the degrees of freedom in determining φ, D, and Q in
Eq. (19). There are additional constraints to Eq. (19) in stochastic models,
which makes the construction unique (Ao, 2005). This non-uniqueness might
be interpreted as that the stability information is incomplete in deterministic
models (for example, the relative stabilities of two adaptive peaks cannot
be determined). This property, if not strengthening, does not weaken the
existence of generalized landscape in non-gradient systems.
Although we constructed generalized landscapes in the current model, it
is still quite hard to find constructions for more complex high-dimensional
23
models in general. For example, in the bi-peaked case (Section 4.3), we were
not able to find the explicit form of landscape. The heuristic construction
uses the trajectory information, but the constructed landscape as a scalar
function is always path-independent (Robinson, 2004). It is good enough to
capture the near-linear boundary between the two attractive basins (Figure
5) but is of limited numerical accuracy overall.
6 Conclusion
We constructed the generalized adaptive landscape for a two-dimensional
population model under the interactions of selection and recombination. The
landscape visualizes the global stable states and the evolutionary trajectories
of the model without bias, based on which we analyzed the non-gradient dy-
namics of the model in different parameter ranges. We also proved its appli-
cability in any coordinate space and concluded that it is a possible candidate
for continuing the exploration of Wright’s theory for complex dynamics.
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Appendix
A Dynamical factors in Case 1
We calculate the expressions of D11 and Q21 as:
D11 =
(
2(s1 − 2q1s1 + q1s2)
(
q2
(
(−1 + 2q1)s1 + s2 − q1s2
)
+ (1− q1)q1(s1 − 2q1s1 + q1s2)
)
1 + 2q1s1 + (q2 + q21)(−2s1 + s2)
+
(−2s1 + s2)
(
− q2 +
−
(
q2 + (−1 + q1)q1
)2
(2s1 + s
2
1 − s2) + q2(1 + s2)(
1 + 2q1s1 + (q2 + q21)(−2s1 + s2)
)2 −
r
(
−
(
q2 + (−1 + q1)q1
)2
(2s1 + s
2
1 − s2) + q2(1 + s2)
)
(1 + 2q1s1 + (q2 + q21)(−2s1 + s2))2
)
)/(
(−2s1 + s2)2 + 4(s1 − 2q1s1 + q1s2)2
)
. (A-1)
and
Q21 =
(
−
(−2s1 + s2)
(
q2
(
(−1 + 2q1)s1 + s2 − q1s2
)
+ (1− q1)q1(s1 − 2q1s1 + q1s2)
)
1 + 2q1s1 + (q2 + q21)(−2s1 + s2)
+
2(s1 − 2q1s1 + q1s2)
(
− q2 +
−
(
q2 + (−1 + q1)q1
)2
(2s1 + s
2
1 − s2) + q2(1 + s2)(
1 + 2q1s1 + (q2 + q21)(−2s1 + s2)
)2 −
r
(
−
(
q2 + (−1 + q1)q1
)2
(2s1 + s
2
1 − s2) + q2(1 + s2)
)
(
1 + 2q1s1 + (q2 + q21)(−2s1 + s2)
)2
)
)/(
(−2s1 + s2)2 + 4(s1 − 2q1s1 + q1s2)2
)
. (A-2)
29
B Continuity of the numerical construction
in the bi-peaked case −1 ≤ s1 < 0 < s2 and
r 6= 0
Consider a point q0 in the attractive basin of E. The specific trajectory q˜(t,q)
starting at q in the neighborhood O0 of q0 will all converge to the stable fixed
point E according to the Poincare´−Bendixson theorem (Hirsh and Smale, 1974).
For any given  > 0, select a neighborhood OA of A such that q˜(t+ T,q0) will
be in OA for all q ∈ O0, t > 0, and a fixed T > 0. Inside the neighborhood OA,
there are constants c, K > 0 satisfying (Robinson, 2004)
‖q˜(t+ T,q0)‖ ≤ K‖q˜(T,q0)‖e−ct. (A-3)
Inside OA, the integration is dominated by the linearized part DfA at (0, 0) which
is assumed to be non-degenerated, and there is a constant c′ > 0 that
∫ +∞
T
‖f(q˜(t,q0))‖ dt ≤
∫ +∞
T
c′‖DfA · q˜(t,q0)‖ dt
≤
∫ +∞
T
c′‖DfA‖ · ‖q˜(t,q0)‖ dt ≤
∫ +∞
0
c′‖DfA‖ ·K‖q˜(T,q0)‖e−ct dt
= c′K · ‖DfA‖ · ‖q˜(T,q0)‖
∫ +∞
0
e−ct dt
=
c′K · ‖DfA‖
c
· ‖q˜(T,q0)‖. (A-4)
Choose the neighborhood OA with radius smaller than c
4c′K · ‖DfA‖ > 0. Be-
cause the flow is continuous with respect to t × q, the neighborhood O0 can be
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also selected small enough such that
∣∣∣∣∫ T
0
‖f(q˜(t,q1))‖ dt−
∫ T
0
‖f(q˜(t,q2))‖ dt
∣∣∣∣ ≤ 2 . (A-5)
where q1, q2 ∈ O0. In all, |L(q0) − L(q)| <  for all q ∈ O0, therefore L is
continuous at q0.
Near the boundary between the two attractive basins, which is the stable man-
ifold of the saddle G, the orbit will first follow the stable manifold to the neighbor-
hood of the saddle, then to either E or B following the unstable manifold of the
saddle. There is a constant gap of the geometry length from the left side and the
right sides. This gap has been filled in Eq. (38) by subtracting the saddle-to-stable
length, either LE or LF , depending on whether it is on the left or right side.
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Figure 1: A typical generalized landscape in the q1 × q2 space. The white
part denotes states with higher adaptiveness and the black part denotes lower
adaptiveness. The arrows denote the gradient field of the landscape. The
bold line denotes an evolutionary trajectory towards the global stable state
(0, 1). The trajectory does not generally follow the gradient direction.
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Figure 2: Generalized landscape φ = W and its projection on the line q2 = 0
in Case 1 with s1 = 0.08, s2 = 0.1, r = 0.
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Figure 3: Generalized landscape φ = W and its projection on the line q2 = 0
in Case 1 with s1 = −0.01, s2 = 0.1, r = 0.
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Figure 4: Generalized landscape φ = q1 and its projection on the line q2 = 0
in Case 2 with s1 = 0.08, s2 = 0.1, r = 0.2.
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Figure 5: Global view of the numerically constructed generalized landscape
(without explicit form) and its projection on the line q2 = 0 in Case 3 with
s1 = −0.01, s2 = 0.1, r = 0.125.
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Figure 6: Local view (grayscale rescaled) of the numerically constructed
generalized landscape (without explicit form) and its projection on the line
q2 = 0 in Case 3 with s1 = −0.01, s2 = 0.1, r = 0.125.
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Figure 7: Decomposition of deterministic dynamics f (subfigure 1) into the
dissipative part fd (subfigure 2) and the conservative part fc (subfigure 3) in
Case 1 when φ = W with s1 = 0.08, s2 = 0.1, r = 0.
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Figure 8: Decomposition of deterministic dynamics f (subfigure 1) into the
dissipative part fd (subfigure 2) and the conservative part fc (subfigure 3) in
Case 1 when φ = W with s1 = −0.01, s2 = 0.1, r = 0.
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Figure 9: Decomposition of deterministic dynamics f (subfigure 1) into the
dissipative part fd (subfigure 2) and the conservative part fc (subfigure 3) in
Case 2 when φ = q1 with s1 = 0.08, s2 = 0.1, r = 0.2.
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Figure 10: Decomposition of deterministic dynamics f (subfigure 1) into the
dissipative part fd (subfigure 2) and the conservative part fc (subfigure 3) in
Case 2 when φ = q1 with s1 = 0.08, s2 = 0.1, r = 0.
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Figure 11: Decomposition (global view) of deterministic dynamics f (subfig-
ure 1) into the dissipative part fd (subfigure 2) and the conservative part fc
(subfigure 3) in Case 3 with s1 = −0.01, s2 = 0.1, r = 0.125.
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Figure 12: Decomposition (local view) of deterministic dynamics f (subfigure
1) into the dissipative part fd (subfigure 2) and the conservative part fc
(subfigure 3) in Case 3 with s1 = −0.01, s2 = 0.1, r = 0.125.
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