Abstract. We give some theorems of bi-Lipschitz or C 1 sufficiency of jets which are expressed by means of transversality with respect to some strata of a stratification satisfying the (L) condition of T. Mostowski. This enables us to prove that the number of metric types of intersection of smooth transversals to a stratum of an (a) regular stratification of a subanalytic set is finite.
Introduction
In this paper we study the problem of sufficiency of jets. This is a classical problem of singularity theory. The question is to determine whether a function germ is characterized (up to some equivalence relation) by its Taylor expansion at the origin. Many authors have given versatile criteria during the three last decades [Wa, Ku1, Ku2, Ku3, KuT, TW, Ma, Ta, Y, Ko1, Ko2, Wi] .
We give here several results about sufficiency of jets. We study the intersection of a stratified space with a transversal to a given stratum, the zero locus of maps and the maps themselves up to a homeomorphism. We focus on the bi-Lipschitz or C 1 equivalence in each case.
Our criteria for sufficiency of jets are proved by studying stratifications satisfying the (L) condition of T. Mostowski. This condition has been introduced to obtain the biLipschitz triviality along the strata. Existence of stratifications satisfying this condition has been proved for complex analytic or real subanalytic sets [M, P] .
It is important to note that for determinacy of transversal (section 4) we will not assume that the given stratum is a stratum of an (L) regular stratification (which would be a rather strong assumption). We will just fix an (L) regular stratification which is compatible with our given stratum. Actually such a stratification always exists for a given subanalytic set X. Then, we will put transversality conditions with respect to this stratification generalizing the results of [TW] .
In the two strata case we will get some results of C 1 determinacy. It is interesting to note that these theorems will apply not only on manifolds but also on the more general class of spaces having an isolated singularity at the origin. Moreover the criteria obtained are better than the ones given in [Wa] or [Ta] in the sense that the order of determinacy is lower.
We end this paper by two further applications of the results of section 3. The first one is a finiteness result which is also a generalization of a result of [TW] . We prove that the number of Lipschitz types of intersection of smooth direct transversals at a given point is finite when the stratification satisfies the Whitney (a) condition (Theorem 6.1.1). The second one is about Kuo and Trotman's blowing up. This is a transformation of stratified spaces introduced by T. C. Kuo and D. Trotman which is known to improve the regularity.
In [TW] the authors provide explicit criteria using the (t) condition about stratifications. This condition has been introduced by R. Thom and is weaker than the classical ones (Whitney and Kuo-Verdier) . It does not guarantee the topological triviality along the strata. It is proved in [Ku1, TW, Wi] that the (t) condition may induce the (w) condition of Kuo-Verdier. This observation is then used by the authors to prove some determinacy theorems for transversals to a stratum of a stratification. We emphasize in this paper that Lipschitz type conditions on stratifications have similar properties.
The paper is organized as follows. In the first section we introduce definitions, notations and show some basic results. In the second we study Lipschitz stratifications. In section 3, after recalling the notion of pull-back through a deformation of transversals we show our pull-back theorems for Lipschitz type conditions. These theorems enable us to state all the determinacy theorems of sections 4 and 5. In section 4 we deal with bi-Lipschitz sufficiency of jets and in section 5 we focus on C 1 sufficiency of jets.
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Notations. Throughout this paper n and m will be two fixed integers, d = m + n, Y will denote {0 R n } × R m , N will denote R n × {0 R m } so that R d = N + Y . We denote by π the orthogonal projection onto Y .
Given q ∈ R d , we will write d(q; Y ) for the distance from q to Y . Let
where G l d is the Grassmannian of vector spaces of dimension l in R d . Given a vector subspace A of R d we will denote by π A the orthogonal projection on A. We denote by Z + the set of integers with the symbol + as index (i. e. a + with a ∈ Z). We also fix a subanalytic subset X of R d .
All considered stratifications will be assumed to be subanalytic. The letters i and j will stand for two elements of Z satisfying i ≤ j.
We extend to Z ∪ Z + the order of Z as follows. Let k and k be two integers, then by convention k + ≤ k + if k ≤ k , k + < k if k < k , and k < k + . We also extend the addition by setting:
Let f and g be two functions defined on a subset A of R d . We will write f g whenever there exist a strictly positive constant C and a neighborhood U of the origin such that f (q) ≤ Cg(q) for all q ∈ U ∩ A. We will write f (q) g(q) k + if there exists a function ψ defined at each point where f and g are defined, and a neighborhood U of the origin such that f (q) ≤ g(q) k ψ(q) with ψ(q) tending to 0 at the origin.
Definitions and preliminaries
Definition 1.0.1. A direct transversal to Y is the germ of a mapping v : N → Y , at least C 2 satisfying v(0) = 0. We will denote by Γ v its graph. Definition 1.0.2. We call a horn neighborhood of order j of Γ v a neighborhood of type:
where C is a positive constant.
Definition 1.0.3. Let A be a subset of R d containing Y and let k be an element of Z∪Z + . A function w : A → R is called rugose with exponent k if for any point q of A :
It is called Lipschitz with exponent k if it is rugose with exponent k + 1 and if for any
Remark 1.
(1) If the function is constant on Y we may omit the hypothesis "rugose with exponent k + 1" in the above definition as long as we withdraw the restriction on the couples (q; q ) and we change the inequality for:
where
2) A mapping which is Lipschitz with exponent 0 + and C 1 outside Y is C 1 in the sense of Whitney.
We recall a classical result about partitions of unity (see for instance [F] (3.1.13)).
Proposition 1.0.4. There exists a positive constant C such that for any family (U l ) l∈L of open subsets of R d there exists a C ∞ partition of unity (α l ) l∈L whose supports form a locally finite covering of the covering U (of l∈L U l ), and whose derivatives satisfy:
,
Proposition 1.0.5. Let X be a closed subanalytic subset of R d containing Y and let k ≤ i. Let w 0 ∈ R and let w be a function defined on X, rugose with exponent i + 1 and Lipschitz with exponent k such that w |Y ≡ w 0 . Then w may be extended to the whole of R d into a function still rugose with exponent i + 1 and Lipschitz with exponent k.
Proof. First by Remark 1, (1.2) is true with no restriction on (q; q ) as long as we replace d(q; Y ) by θ(q; q ). We fix a constant C such that for any couple (q; q ) ∈ X × X the function w satisfies:
Thus, using Banach's extension theorem (cf. [Ba] ), we can extend w |Ap∩X to the whole of A p , to a function C 2 kp Lipschitz. Letŵ be this extension. The functionŵ satisfies (1.5). Hence for any couple of points (q; q ) in A p × A p :
We define the following subsets of A p :
By the preceding proposition there exists a partition of unity (α; 1 − α) adapted to the covering of A p given by (B p ; C p ) which satisfies |d x α| ≤ C h(x) where h(x) is the function defined in the Proposition 1.0.4. But since h(q)
Then by the Mean Value Theorem there exists a positive constant C (independent of p) such that:
, which implies since q belongs to A p :
We now set w p (q) := α(q)ŵ(q) + (1 − α(q))w 0 . On B p , the functionŵ is rugose of exponent i + 1. Given a point q of B p , let q 0 be the point which realizes the distance to A p ∩ X. Then:
Then we get using (1.6):
(by (1.7)).
In consequence w p is also a function rugose with exponent i + 1. Let us show that w p is a function Lipschitz with exponent k. Let (q; q ) ∈ A p × A p , we have:
This proves that w is Lipschitz with exponent k on A p .
Again applying Proposition 1.0.4 we find a partition of unity (φ p ) p∈N adapted to the
This implies by the Mean Value Theorem:
. As all the w p 's are rugose with exponent i + 1, so is the function w. It remains to see that w is Lipschitz with exponent k. Let q and q be two points of R d .
First remark that each point of R d belongs to at most two of the A p 's and consequently, in the sum defining w, at most two terms are nonzero at each point q.
For i ∈ Z + or k ∈ Z + the proof is analogous.
Note that the Lipschitz constants of the extension may be expressed as a function of the constant initially given and the ratio may be bounded by some constants depending only on the dimension of the ambient space.
Remark 2. The extensionŵ, rugose with exponent i + 1 and Lipschitz with exponent k, may fulfill as well:
(1)ŵ is C ∞ on R n \ X. (2) Let (W l ) l∈L be a collection of open disjoint manifold of X, such that w is differentiable at any point of W l for any l. Thenŵ may be chosen differentiable at any point of W l in R d for all l.
To prove it, it is enough to replace in the above proof the extension provided by Banach's Theorem, by an extension which is C ∞ in the complement of X. Actually we can make it differentiable by considering its convolution with a smooth map.
We need a definition about distributions. Given a direct transversal v, we denote by D v the m-distribution generated by the
Then Λ is said to be rugose with exponent i if
where P q denotes the orthogonal projection on Λ(q) and |.| is the norm of linear maps.
It is said to be Lipschitz with exponent k if it is rugose with exponent k + 1 and if for any couple (q; q ) ∈ X × X such that |q − q | ≤ 1 2c d(q; Y ), we have:
It is important to note that the integer k may be negative. Note that the case k = 0 + corresponds to distributions that extend to C 1 distributions to the ambient space if the distribution is C 1 on its domain. This is a consequence of the Whitney extension theorem. This will enable us to provide theorems for C 1 sufficiency of jets.
It is well known that Lipschitz vector fields are integrable and generate a bi-Lipschitz one parameter group. Clearly a distribution is Lipschitz (with exponent 0) if and only if it admits a family of Lipschitz sections ζ 1 , . . . , ζ m which induce a basis of Y at each point of Y . The one parameter groups generated by this family of vector fields give rise to an isotopy which induce a trivialization of X along Y (considering the variables of Y as parameters). So we can state: Lemma 1.1.2. . Let X be a closed subset stratified by a stratification S and let Λ : X → G m d be a Lipschitz m-distribution tangent to S. Then X is bi-Lipschitz trivial along Y . If X \ Y is smooth and if Λ is actually Lipschitz with exponent 0 + and
Some regularity conditions
Throughout this section X will denote a subset of R d , and Λ will be a mapping from X into G d . For instance it can be an m-distribution over X or the union of the tangent bundles of the strata of a stratification S. In the latter case we will write Λ(S) instead of Λ. Given such a subset we will denote by P q the orthogonal projection onto Λ q . The mapping v will be a fixed direct transversal. We recall that D v denotes the distribution generated by the vectors (∂ x v s − ∂ s ), s = 1, . . . , m.
2.1. The (t i ) conditions. The (t i ) conditions generalize the (t) condition introduced by R. Thom which was devoted to the case of C ∞ transversals. We recall their definitions which originate in [TW] or [Wi] .
Let U and V be two vector subspaces of R d and let us recall the following definition [TW, Wi] :
where θ(u; v) denotes the angle between u and v.
and µ(A; B) = inf
for A and B vector subspaces of R d .
The following identity is very easy to check:
for any given vector subspaces A, B, C of R d .
We start by recalling the definition of the (t i ) conditions (see [TW] ). We will say that the sequence (y s ) is i-flat with respect to a sequence (x s ) if |y s | |x s | i .
Definition 2.1.1. Let v be a direct transversal. We will say that (v; Λ) is (t i ) if no sequence (x s ; y s ; Λ (xs;ys) ) tending to 0 satisfies:
In the case Λ = Λ(S), the condition (t i ) can be characterized by the fact that any C i direct transversal to Y is transverse to the other strata. We will write (v; S) instead of (v; Λ(S)).
Remark 3. It is proved in [TW] that:
This implies in particular that the condition (t 0 ), is the condition (w) of Kuo-Verdier [Ve] .
Moreover, for i ≥ 1 the (t i ) for the couple (0; Λ) condition may be characterized by:
in some horn neighborhood of the 0 map of order i. Note that in particular if i = 1 then the (t i ) condition asserts that µ(Y ; T ) is bounded below away from zero on X in a horn neighborhood of 0 of order 1.
Observe that if we work up to the mapping φ v (x; y) := (x; y − v(x)), we reduce the study to the zero transversal.
Therefore, in the case of an arbitrary transversal we get the following characterization of the condition (t i ) for (v; Λ). The condition (t i ) holds for (v; Λ) if and only if in a horn neighborhood of v of order i we have:
The (t i ) condition may provide very explicit criteria for sufficiency of jets with respect to topological equivalence. In this paper we are interested in C 1 or bi-Lipschitz equivalence. For this, we need to introduce another condition which is expressed by means of another function µ 1 . Let us define for m > 1, A and B vector subspaces of R d :
Define also µ 1 to be µ if m = 1.
In view of (2.4) it is natural to set the definition of the (t j 1 ) conditions as follows. Definition 2.1.2. We will say that (v; Λ) satisfies the (t j 1 ) condition if in some horn neighborhood of order j of Γ v :
For simplicity if (v; Λ) is (t i ) and (t j 1 ) we will shorten it in (t i,j 1 ). Remark 4. Observe again that if we work up to the mapping φ v (x; y) := (x; y − v(x)), we reduce the study to the zero transversal. More precisely, if we set
1 ) if and only if so is the couple (v; Λ).
2.2. Lipschitz type conditions. We are going to construct distributions which are tangent to Lipschitz stratifications in the sense of Mostowski. We will work with a stratifica-
We recall the definition of the condition of Mostowski [M] . For convenience, we write it for a couple (Λ; S), where Λ is map Λ : R d → G d , instead of just a stratification S but it comes to the same in the case where Λ q is the tangent space to the stratum which contains q.
where S p is the stratum containing q. We denote by P q the projection on Λ q .
Following [M] we denote by d j (q) the distance from q to X j . Definition 2.2.1. Let c > 1 be a fixed constant. A c-chain of a point q ∈ S s relative to a stratification Σ, is a strictly decreasing sequence of indices
and a sequence of points {q sp } where q sp ∈ S sp and q s 1 = q, such that each s p is the greatest integer (< s p−1 ) for which:
If there is no confusion, we will call the sequence of points {q st } a c-chain of q, or simply a chain of q. The length of such a chain is r, the number of its elements.
We will need two identities about chains that are straightforward to check from the definition. We have:
Definition 2.2.2. (see [P, M] .) Let c > 1 be a fixed constant. We say that (S; Λ) is (L) regular if there is some constant C > 0 such that for every c-chain q s 1 = q, q s 2 , · · · , q sr relative to Σ, and each p, 1 ≤ p ≤ r,
and, for all q ∈ S s 1 such that
.
We recall that a stratification is said to be compatible with a subset if this subset is a union of strata.
As we have said, in the case Λ = Λ(S) (the union of the tangent bundles of the strata), we have by the definitions that S is (L) regular (in the sense of Mostowski) if and only if (S; Λ(S)) is.
Assume that i ≥ 1 (and recall that j ≥ i). We define inductively the following sequences of numbers:
n s := card {m < t ≤ s : X t−1 X t } and (2.10)
This enables us to define the following coverings of the X s 's, s ≥ m.
if X s = X s−1 (where e 0 , e are some strictly positive constants) and U l s := U l−1 s−1 whenever X s = X s−1 . Note that, given e, we can choose e 0 in such a way that {U 0 s , . . . , U s−m s } covers X s . If it is needed we will write U l s (e) instead of U l s to specify e.
Lemma 2.2.3. Given c > 1, there exists ν > 0 such that, for every q ∈ U l s (e), if q s 1 , ..., q sr is a c-chain for q then q s 2 , ..., q st belong to U l s (ν.e), where t is the greatest integer for which s t ≥ s − l.
Proof. We do the proof for q s 2 , the argument may be iterated to yield the result for the other q sp 's using (2.6). For simplicity set l 2 = l − (s 1 − s 2 ). First, as −α s is increasing we have:
Remark also that by definition of U l S :
This implies that:
Then, together with (2.11) we have:
Thus, it is enough to choose ν ≥ (c + 1)(s 1 − s 2 ).
We now prove a proposition which will be useful at the end of the next section. 
Proof. We are going to construct by induction on s > m the m-distributions D l s on X s , 0 ≤ l ≤ s − m. We start by checking that we may find a horn neighborhood H of Γ v of order i such that:
Replacing v by its Taylor expansion we may assume that it is polynomial. Thus, if (2.12) failed for any H, there would exist an analytic arc γ(t) ∈ X m satisfying:
. Then |γ(r)− γ(r)| r i (we parameterize these paths by their distance to the origin). This means that (2.14)
Let Q r be the normal space to γ (r) in T γ Γ v (r) and let P r := γ (r) ⊕ Q r . Then, by (2.14):
Note that γ (r) ∈ T γ(r) X m ∩ P r so that dim T γ(r) X m ∩ P r ≥ 1. Hence, the linear mapping λ : N → Y whose graph is P r belongs to Σ(T γ(r) X m ). By (2.15) we deduce that
As r is equivalent to d(q; Y ) along γ and Λ q is a subset of T q X m for any q ∈ X m , this contradicts the definition of the (t i ) condition.
Hence we must have on some horn neighborhood H of Γ v of order i:
But the (L) condition implies that on H ∩ X s 0 we must have whenever (q; q ) satisfies
Let s 1 be the first integer greater than m such that n s 1 = 1.
We can define D 0
is empty). By the above inequality and (2.3) we get for w ∈ D v (q) and q ∈ H ∩ X s 1 :
This implies that the m-distribution D 0 s 1 is Lipschitz with exponent (1 − 2i). As n s 1 = 1 we see that α s 1 = 1 − 2i which completes the first step of the induction.
Assume the result true until s − 1 > m. If X s = X s−1 then n s = n s−1 and there is nothing to prove. Hence we may assume X s−1 = X s and n s = n s−1 + 1. and let q j 1 , . . . , q jp be a chain of q. As in Lemma 2.2.3, let t be the greatest integer for which s t ≥ s − l. Then, by the definition of chains and by the definition of U l s :
for some strictly positive constant ε.
By Lemma 2.2.3 we know that q s 2 , ..., q st belong to U l s (ν.e) (we may apply the induction hypothesis to U l−1 s−1 (ν.e) and construct D l s only on U l s (e)). We may also assume that q s 2 , ..., q st belong to a given horn neighborhood of order i by taking H small enough.
As D is Lipschitz with exponent at least α s−1 (see Remark 1 (1)), given a unit vector w in D (q), we may find w(q s 2 ), . . . , w(q st ) in D (q s 2 ), . . . , D (q st ) respectively such that for each u:
Now thanks to (2.7), (2.16), and (2.17) we have:
Using again (2.17) and the definition of U l s we may derive that (for some constant C) we have:
1 ) as well, provided e is chosen small enough (recall that i ≤ j).
Let us now check that the constructed distribution D l s , l = 1, . . . , s is Lipschitz with exponent α s . Fix q and
we are done. So we may assume that:
As D is Lipschitz with exponent at least α s−1 , for w unit vector of D (q), we may find a unit vector w ∈ D (q ) for which:
But thanks to the definition of the (L) condition we may write:
using (2.8), (2.16), (2.17) and the definition of chains. Together with (2.19) this implies that
By (2.17) (for u = 0) and (2.18), as w is a unit vector, we have
for a strictly positive number ε independent of q and w. Together with the preceding inequality this implies that:
(since n s−1 < n s ) where µ q is the orthogonal projection on D l s (q).
If l = 0 it is enough to set D 0 s (q) := P q (D v (q) ). By definition, we see that the (t i,j 1 ) condition is clearly satisfied by this distribution when it is satisfied by (v; Λ). Furthermore, as D v is a Lipschitz for w unit vector of D v (q), we may find a unit vector w ∈ D v (q ) for which |w − w | ≤ C|q − q |. But thanks to (2.9) this implies that (for any e 0 ) we have on
Now, as (v; Λ) is (t i ) we have:
for some strictly positive constant ε independent of the unit vector w in D v (q). This implies that:
where µ denotes the orthogonal projection on D 0 s . But α s−1 − i − j + 2 = α s .
In the above proof e has to be small enough but e 0 is arbitrary so that we have a family of distributions which are defined on a covering of X s for every s.
Pullback and regularity conditions
In this section m will be an integer and Y will be {0 R n } × R m . We will write R d for N ⊕ Y . We fix a direct transversal v and a h-distribution Λ, with h positive integer. As in the previous section P q will be the orthogonal projection on Λ q .
Given a mapping
f : R d → R d (resp. f : R d → R d ) we will denote by f N its component along N , f Y (resp. f Y ) its component along Y (resp. Y ), and f Ys (resp. f Y s ) the s th component f Y (resp. f Y )
with respect to the canonical basis of Y (resp. Y ).
We define as in [TW] the notion of deformation of transversals.
Let ρ ∈ N and let U be a neighborhood of the origin in R m . Let h 1 , . . . , h m : N → Y be smooth functions on N satisfying |h r (x)| = o(|x| ρ ) (resp. |h r (x)| = O(|x| ρ )) and |d x h r | = o(|x| ρ−1 ) (resp. |d x h r | = O(|x| ρ−1 )) for any r. Then
is called a deformation of order ρ + (resp. of order ρ).
Deformations of transversals induce a pull-back transformation over the graphs of applications from N × Y into G d . We define it as in [TW] .
Let S = {S 0 , . . . , S d } be a stratification of a closed set X ⊂ R d . If for each point p ∈ U the mapping F is transverse to the strata we may define F * S as the stratification of F −1 (X) given by the manifolds F −1 (S k ).
Similarly, if at each point p ∈ R d , the linear mapping d p F is transverse to Λ F (p) we may define F * Λ by setting F * Λ p := d p F −1 (Λ F (p) ). In particular if Λ is an m-distribution, we thus define an m -distribution.
We may also push forward a transversal u by F by setting F * u(x) := F (x; u(x)).
Important. Throughout this section ρ will be an element of Z ∪ Z + , and F a deformation of order ρ. We will assume that ρ ≥ j and max(ρ − 2; 0) ≥ k.
We recall a result proved by D. Trotman and L. Wilson in [TW] . The terminology is a bit different, it is adapted to the one of the present paper which is more convenient to generalize these results for Lipschitz conditions. The reader is referred to [TW] for the proof of this theorem. The idea is that the pull-back by a deformation of transversals increases the regularity.
Theorem 3.0.5. [TW] If (v; Λ) satisfies the condition (t i ) and ρ ≥ i then F * Λ is rugose with exponent ρ − i + 1.
3.1. Lipschitz distributions. We denote by r 0 (v) the greatest integer satisfying |v(x)| |x| r 0 (v) . We set φ v (x; u) = (x; u − v(x)).
The following proposition will be useful since it will reduce the problem to the case where v = 0. Proof. Note that v for couples (x; x ) ∈ N × N satisfying |x − x | ≤ 1 2 |x| we have: (3.1)
This implies that d x φ v also satisfies this property. Now a straightforward computation shows that φ * −v Λ is still Lipschitz with exponent k if k ≤ r 0 (v) − 2.
3.2. Pullback of distributions. We recall that F is a deformation of order ρ with ρ ≥ max(j; k + 2). We postpone the proof of this theorem and shall prove some preliminary results.
Notations. We denote by D the distribution generated by the vectors P q ( m l=1 t l ∂ x h l,s − ∂ s ), s = 1, . . . , m, by D r (p) the subspace generated by the vectors ( m l=1 t l ∂ x h l,s − ∂ s ), with s = r, where q = F (x; t), and by D r (p) the vector subspace P q (D r (p) ). Let π r,p be the orthogonal projection onto the orthogonal complement of D r (p) in D(q). Proposition 3.2.2. We assume the same hypotheses as in Theorem 3.2.1 for the transversal v = 0. We also assume i ≥ 1. Then there exists a neighborhood U of Y such that for any r = 1, . . . , m:
where q = F (p) = (x; t 1 ; . . . ; t m ).
Proof. It is clear from the definition of the pull-back that, as ρ ≥ j, the inverse image of a horn neighborhood of Γ v of order j is a neighborhood of Y . Hence, if U is a sufficiently small neighborhood of Y the inequalities of the condition (t i,j 1 ) will hold on its image by F .
We show (i) by way of contradiction. Suppose:
for a sequence in U ∩ X.
Let p ∈ U ∩ X, q = F (p) and let π r,p be the orthogonal projection onto D r (p). We have π r,p +π r,p = P q . Let w(p) be the vector of D r (p) which projects onto π r,p (∂ r − m l=1 t l ∂ x h l,r ) via P q . Then
and so by (3.2):
By (2.3) we have
for each l between 1 and m .
As ρ ≥ i we get | m l=1 t l ∂ x h l,r | µ(Y ; Λ q ). Thus:
As w ∈ D r (p) the norm of (∂ r −w(p)) is bounded below away from zero. This contradicts the definition of µ(Y ; Λ q ) and proves the point (i). Now let us show (ii). Note that, as Λ is Lipschitz with exponent k we have, thanks to (i) (and the condition (t i )):
This already means that (ii) holds if, in the left-hand side, we replace and π r,p by P q . Since π r,q + π r,q = P q , it is enough to show (ii) with the projection π r,p instead of π r,p in the left-hand side.
, (q; q ) fulfills an inequality of the same type (with respect to Y ) provided c is chosen sufficiently big. Now, as Λ is Lipschitz with exponent k, we have:
Moreover for all l = 1, . . . , m , we have:
As max(ρ − 2; 0) ≥ k, putting together (3.3) and (3.4) we get the following inequality:
Moreover it is easy to derive from the definition of µ 1 that:
where V r denotes the subspace of Λ q generated by the P q (∂ s ), s = r. And as for any
in a sufficiently small neighborhood of the origin. Hence:
(∼ means that the ratio is bounded above and below.)
Moreover if w ∈ Y is a unit vector such that w ⊥ ∂ r , we have:
so that:
By (3.5) et (3.6) we deduce that:
Lemma 3.2.3. We assume the same hypotheses as in Proposition 3.2.2. We assume as well that i ≤ 1. Then there exists a neighborhood U of Y in R d such that at any point
for any integer 1 ≤ r ≤ m.
Proof. Let p ∈ R d and q = F (p). Recall that π r,p is the projection onto
As i ≤ 1 and thanks to Remark 3 we have µ(Y ; Λ q ) ≥ ε > 0. Since | m l=1 t l ∂ x h l,s | |x| ρ−1 and ρ ≥ i we may deduce that:
for q close the origin. But as D r (p) ⊆ D(p) we get:
as required.
Proof of Theorem 3.2.1. Remark first that we may assume, without loss of generality, that v is the zero map. Actually we may set F = φ v • F so that F * 0 = 0. Remark that: 
Given p ∈ U and r ∈ {1, . . . , m} let:
It is easy to derive from Proposition 3.2.2 (ii):
On the other hand from the construction of w r we know that, for r = s,
and hence for s ∈ {1, . . . , m} different from r :
And as < w r (p); ∂ r − m l=1 t l ∂ x h l,r >= 1, we get :
Then we set for l ∈ 1, . . . , m :
where the number 1 lies in l th position so that:
Moreover as:
We may deduce using (3.11) et (3.12) :
In consequence ζ l is a section of F * Λ.
h l,r (x)w r,N (q); 0). By Proposition 3.2.2 (i), we have:
Now, if i ≥ 1, the inequality (2.3) shows that:
If i ≤ 1 we apply Lemma 3.2.3. This proves that |w r,
In consequence, in any case we have |w r,N (p)| d(q; Y ) 1−i and so since |h l (x)| d(q; Y ) ρ we get for l = 1, . . . , m :
Hence ζ l is a section rugose with exponent ρ − i + 1 which lifts ∂ r . As j ≥ k, ζ l is a fortiori a section rugose with exponent k + ρ − i − j + 2. Thus, it remains to prove that
But:
and as the ρ-jet of h l vanishes at the origin, we may apply (3.14) and (3.10) to complete the proof.
Remark 5. Distributions that are Lipschitz with exponent 0 + and which are C 1 outside Y are actually C 1 distributions. This will enable us to provide determinacy theorems for the C 1 equivalence in the case where the stratification is composed by only two strata (see section 5.1).
3.3. Pull-back and (L) stratification. The proof of the following theorem is actually a variation of that of Theorem 3.2.1 The setting is actually the one of section 2.2. Let S = {S 0 , . . . , S d } be a stratification compatible with Y (with dim S l = l or S l = ∅) and let Λ : R d → G d be such that Λ q is a subspace of tangent space to the stratum containing q.
Assume j ≥ i ≥ 1.
Theorem 3.3.1. Let F be a deformation of order ρ. Assume that (Λ; S) is (L) regular and that (v; Λ) is (t i,j end the proof by defining the sections ζ l as in the proof of Theorem 3.2.1 (see (3.13)). The same computation clearly yields that they are Lipschitz with exponent ρ+α d +2−i−j.
Bi-Lipschitz sufficiency of jets
Given r ∈ N, the r-jet of a mapping u : R n → R m , is given by (u(0); d 0 u; . . . ; d r 0 u) where d 0 u, . . . , d r 0 u are the successive derivatives of the mapping u at the origin. All the results of this section are consequences of those of the previous one. We are going to give some explicit criteria for sufficiency of jets. For simplicity we set for this section: A jet is said to be bi-Lipschitz S-sufficient in C ρ whenever all the C ρ mappings u having this jet at the origin are bi-Lipschitz S-equivalent.
We will write j α v(0) for the α-jet of v at 0. (1) If (v; Λ) satisfies the condition (t i,j
Proof. Let h be a C r mapping with a ρ-jet vanishing at the origin and let F (x; t) = (x; v(x) + th(x)). Then F is a deformation of order ρ + . By Theorem 3.3.1, as ρ = i + j − 2 − α d , F * Λ is a Lipschitz m-distribution which implies, by Lemma 1.1.2, that F −1 (X) is bi-Lipschitz trivial along Y . In other words there exists a bi-Lipschitz isotopy carrying the graph of v onto the graph of v + th, for t ∈ [0; 1]. For (2) we apply the same argument, the only difference is that the deformation is of order ρ.
In [V1] some theorems of determinacy with respect to other relations are also provided. For instance it is given some explicit criteria for a transversal to be finitely determined up to a homeomorphism which is bi-Lipschitz with exponent k, for k ≥ 0 (with an explicit order of determinacy) or which is a quasi-isometry. Some criteria using the condition (t i − ) are also provided.
Remark 6. In order to make more explicit our criterion, let us recall that in our setting the (t i ) condition is fulfilled by the couple (v; Λ) if and only if for any q in a horn neighborhood of Γ v of order i we have for l > m:
where q = (x; t).
Similarly, the (t j 1 ) condition is fulfilled by the couple (v; S) if and only if for any q in a horn neighborhood of Γ v of order j we have for l > m:
4.2. SV-Determinacy. We are going to give a determinacy theorem for smooth mappings with respect to the SV -equivalence. This is roughly speaking the determinacy of the zero locus (see below for an exact definition). We fix a subset X of N and a stratification S := {{0}, S 1 , . . . , S d } of X. In [TW] are given some analogous theorems but in the topological point of view. Here we will focus on such an equivalence involving bi-Lipschitz maps. This equivalence preserve the strata the stratification S.
Two given germs of C ρ mappings, f, g : N → Y are said bi-Lipschitz SV -equivalent if there exists a bi-Lipschitz homeomorphism of N , preserving the strata, bi-Lipschitz and sending f −1 (0) onto g −1 (0).
We set S 0 = {Y \ {0}, S 0 × {0}, . . . , S d × {0}} so that f and g are bi-Lipschitz SVequivalent if and only if they are bi-Lipschitz S 0 -equivalent. We recall that we have set
Proof. This theorem is a direct consequence of Theorem 4.1.2 and the above observation that f and g are bi-Lipschitz SV -equivalent if and only if f and g are bi-Lipschitz S 0 -equivalent.
Remark 7. Therefore, equations (4.1) and (4.2) provide explicit criteria for SV -biLipschitz determinacy. It suffices to replace S by S 0 . Note that in this case the functions µ (D v (x) ; T q S l ) and µ 1 (D v (x) ; T q S l ) may be explicitly expressed as follows:
Also, in this case, the horn neighborhood on which equation (4.1) (resp. (4.2)) has to hold is of type:
for some constant C (resp. {x ∈ R n : |v(x)| ≤ C|x| j }).
4.3. R-sufficiency of jets. We say that two mappings f and g from R n to R m are biLipschitz R-equivalent whenever there exists a bi-Lipschitz mapping ϕ from N to N , preserving the strata and such that f = g • ϕ. We say that a jet is bi-Lipschitz Rsufficient if all the mappings having this jet at the origin are bi-Lipschitz R-equivalent.
In this section X will be a subanalytic subset of N , stratified by a subanalytic stratification of R d , S = {S 1 , . . . , S d } compatible with X and Y , and satisfying the condition (L). Let Λ q := T x S px × {0 R m } where S px is the stratum containing x if q = (x; t).
Proof. We use a similar argument as in the proof of Theorem 4.1.2. Consider a mapping h having a zero ρ-jet at the origin and let F (x; t) := (x; v(x) + th(x)). By Theorem 3.3.1 then F * Λ admits a section which is bi-Lipschitz. By Lemma 1.1.2 this implies that F * S is bi-Lipschitz trivial along Y .
Remark 8. To get an explicit criterion for (v; Λ) to be (t i,j 1 ) regular just take the one given in Remark 7 but omitting the restriction to the horn neighborhood given by (4.3).
The two strata case.
We are going to give some determinacy theorems in the case where the stratification is composed by only two strata. In this case, vector fields smooth on X which are Lipschitz with exponent 0 + actually extend to C 1 vector field to a neighborhood of Y . Hence we get the C 1 -S-determinacy. Again we will study successively two types of determinacy: The S-determinacy and the R-determinacy. For this section we set: ρ := max(i + j − 2; 2). 5.1. S-determinacy in the two strata case. In this section we fix a stratification of X composed by two strata S := {Y, X \ Y }. We assume that the distribution q → T q X, is Lipschitz with exponent k ∈ Z (with k possibly positive). In other words we assume that we have for any q and q in X satisfying |q − q | ≤
with k integer.
Note that, thanks to the Lojasiewicz inequality, such an inequality may always be obtained by taking k sufficiently large. Now the C 1 -S-equivalence is defined in the same way as the bi-Lipschitz equivalence, just replacing bi-Lipschitz by C 1 . The notion of C 1 -S-equivalence immediately gives rise to the notion of C 1 -S-sufficiency, derived in the same way.
Theorem 5.1.1. Assume max(ρ − 2; 0) ≥ k. If (v; S) satisfies the condition (t i,j
Proof. The proof is readily the same as that of Theorem 4.1.2. Just use Theorem 3.2.1 instead of Theorem 3.3.1. The C 1 determinacy is a consequence of the above observation that, in the two strata case, vector fields smooth on X which are Lipschitz with exponent 0 + actually extend to C 1 vector field to a neighborhood of Y .
When i = 1 the transversality is good and the required conditions for determinacy are simpler. In particular:
Corollary 5.1.2. The C 1 type of the germ of the intersection of a (L) stratified set with a C 2 transversal to a given stratum at a given point does not depend on the considered transversal.
Proof. Note that the (L) condition of Mostowski implies the (w) condition of Kuo-Verdier which is the condition (t 0 ). If (t 0 ) holds then a fortiori (t 1 ) holds then by definitions (t 1,1 1 ) also holds; so, by the preceding theorem (with ρ = k = 0), we get that the 0-jet of v is C 1 -S-sufficient.
Of course in the above theorem the hypothesis max(ρ−2; 0) ≥ k may always be obtained when we have (t i,j 1 ) since in this case we may choose i, j as large as we please.
5.2. Germs of sets with an isolated singularity. In this section we will be interested in the case of subsets X such that X \ {0} is a smooth manifolds. We assume as well that the tangent distribution to X is Lipschitz with exponent k.
We assume now i ≥ 2 (for simplicity, some results with i < 2 could be stated but have no interest) so that now ρ = i + j − 2.
We denote by S the stratification constituted by the pair (X \ {0}; Y ). We define C 1 -R-equivalence exactly like bi-Lipschitz R equivalence, just replacing bi-Lipschitz by C 1 (see section 4.3). Immediately, we also define in an analogous way C 1 sufficiency for jets.
Proof. Let Λ q = T x X where q = (x; t) ∈ N ⊕ Y. If we take a deformation of transversals F (x; t) = (x; v(x) + th(x)) where h has a vanishing ρ-jet we get by Theorem 3.2.1 F * Λ is a C 1 distribution. The theorem follows from Lemma 1.1.2.
By Remarks 7 and 8 we get an explicit criterion. Note that a consequence of this theorem is that (t i ) is enough to have the sufficiency of the 3i-jet in C 3i . Note also that, as in the case of bi-Lipschitz determinacy we could also provide some criteria for C 1 −equivalence devoted to the SV -equivalence.
Again, in the preceding theorem, the hypothesis ρ − 2 ≥ k and k ≤ r 0 (v) − 2 may always be obtained when we have (t i,j 1 ) since we may choose i, j, and k as large as we want. In [V1] , we also give some criteria for which k may be chosen in Z − .
In the case where X = N the inequality (5.1) is true for any k ∈ Z. Thus the conditions (t i,j 1 ) give the determinacy and we get the immediate following corollary.
Proof. As we have said the inequality (5.1) is true for any k ∈ Z. Hence, just put k = r 0 (v) − 2. Note that by the definition of (t i ), we have
for some ε > 0, on some horn neighborhood of Γ v of order i. By the definition of r 0 (v) we necessarily have i ≥ r 0 (v) and so
It can be seen that this criterion always improves the one given by C. T. C. Wall in [Wa] . Let us illustrate it by an example. Example 1. Let v : R 4 → R 2 be defined by v(x; y; z; t) = (2x 2 − y 2 + 6zt 2 − z 3 ; xy − 3z 2 t + 2t 3 ). Denote by N (d x v) the sum of the squares of all minors of order 2. The criterion provided in [Wa] requires N (d x v) ≥ ε|x| i−2 for the i − r 0 (v) + 1 determinacy.
If x = y = 0 there is only one minor of order 2 which does not vanish. This minor is ∆(z; t) = (6t 2 − 3z 2 ) 2 + 72z 2 t 2 . The best lower bound that we can get is |(z; t)| 4 ∆(z; t). The best exponent to bound N below in not less that 8.
Moreover ∆ 1,1 (x; y) = 4x 2 + 2y 2 is greater or equal to |(x; y)| 2 . As the norm of |q| as always equivalent either to |(x; y)| or to |(z; t)| we deduce that |q| 8 N (d q v). Then, according to the theorem given in [Wa] the 9-jet is thus sufficient.
In dimension 2, the functions µ 2 1 and N coincide. The condition (t 5 1 ) thus holds for the couple (v; G R (N )). Moreover by the same arguments as for the lower bound of N , we see that (t 3 ) holds for this couple. As r 0 (v) = 2 we get by the above corollary that actually the 6-jet is sufficient.
Two other consequences
In this section we give further results which are also consequences of the results of section 3. We start by proving a finiteness result. Finiteness of topological types of intersection of C ∞ transversals is known since the work by D. Trotman and L. Wilson. We first give a result of finiteness of metric types. We then prove give another theorem about the so-called Kuo's blowing up.
6.1. A finiteness result.
Theorem 6.1.1. Let S be a subanalytic stratification of X of R d satisfying the (a) condition of Whitney and let S be the a stratum. Then, for x 0 ∈ S, there exists an integer r such that the number of Lipschitz types of germs at x 0 of intersection of X with a C r direct transversal is finite.
Proof. As it is local we may assume that S is Y . As the stratification is (a) regular we may find a C 0 m-distribution Λ which is a subanalytic sub-distribution of the tangent to the tangent bundle of the strata and satisfying Λ |Y ≡ Y . By the Lojasiewicz inequality we may find an integer k such that this distribution is Lipschitz with exponent k. Moreover (t 1,1 1 ) is fulfilled since Λ is continuous. By, theorem 3.2.1, this implies that the pull-back F * Λ by a deformation of transversals F of contact at least |k| is Lipschitz with exponent 0. Therefore by Lemma 1.1.2 we then may trivialize F * X and thus the |k|-jet of v is bi-Lipschitz S−sufficient in C |k| for any direct transversal v.
On the other hand, it is well known that the number of Lipschitz types of a global subanalytic family is finite [P] [V2] . Therefore, the number of Lipschitz types of germs of intersections of a polynomial direct transversals to Y of bounded degree with a X is finite.
Remark 9. Actually we do not need the (a) regularity with respect to Y . The (t i ) regularity (for some i) for the couples (Y ; S s ) would be enough.
6.2. Kuo and Trotman's Blowing up and (L) conditions. The blowing-up of T. C. Kuo and D. Trotman [KuT] is a transformation of stratified spaces. Actually, up to a chart of the Grassmanian it is a particular case of pull-back by a deformation of transversals.
We fix a stratification {S, Y } of X composed by two strata, that is to say, we assume Y ⊆ S \ S and S is smooth. Let us define:
In [KuT] it is proved that if S satisfies the (t i ) condition then { S, Y } is a stratification (t i−1 ) regular. In particular, if a couple of strata S satisfies the (t) condition then ( S; Y ) is a (w)-regular stratification. Here we prove that:
Theorem 6.2.1. If S satisfies the (L) condition of Mostowski then the tangent distribution to Y may be extended to a distribution tangent to S, C 1 in the sense of Whitney. In particular X is C 1 trivial along Y .
Proof. Up to a chart of the grassmannian manifold we may write S and Y as follows:
(1) Y = {0 R d } × U where U is an open subset of R nm .
(2) S = {(x; t; u) ∈ S i × U/ n i=1 x i u ji = t j ∀ j ∈ {1, . . . , m}} where x = (x 1 ; . . . ; x n ), t = (t 1 ; . . . ; t m ), u = (u ji ) 1≤i≤n 1≤j≤m . Let p(x; t; u) = (x; u) ∈ R n × R nm and S = p( S). Now let us set
Then F is a deformation of order 1. Let Λ be the m-distribution on S defined by Λ q = P q (Y ) where P q denotes the orthogonal projection onto T q S. As S satisfies the condition (L), the couple (Λ; S) fulfills it as well and by Theorem 3.2.1 we get that F * Λ is Lipschitz with exponent 1 which means that it is C 1 distribution. By definition of the pull-back F * S = S and in consequence F * Λ induces over S a sub-distribution of the tangent distribution S. As p restricted to S is a diffeomorphism we are done.
Example 2. Let us define the set X by: X = {(x; y; z; )/y 3 = z 4 x 5 + x 7 }. Then the singular locus of X is the axis O z . It is possible to see [Y] that the stratification (X \O z ; O z ) is a Lipschitz stratification in the sense of Mostowski. Then by the above theorem the Grassmann blow-up X is C 1 trivial along the set of vector spaces directly transverse to O z .
