Introduction
The analyses are examined from the end of the 1950s, not only technical change and variety but also the theoretical development line of analysis will be seen. At first, the studies were started at the extent of energy consumption then were disintegrated into sub-components like energy, electricity and oil consumption and their relations with GDP and/or economic growth were investigated. The factors standing in the rear of the intensive examinations on electricity are the importance of electricity usage in the transition of an economy from an agricultural society to the industry and service society, the increase of the usage of electricity in accordance with sectoral change and transition in production quality, the increase in life quality and the act of economic progress as a medium.
The experience of developed countries shows that the electricity sector played a crucial role in their economic development not only as a key input in their industrial development but also as a key factor in improving the quality of life of their people (Rosenberg, 1998) . There is a stronger correlation between electricity use and wealth creation than there is between total energy use and wealth (Ferguson et al., 2000) . For developing countries it has also been found out that there is a significant correlation between export diversification and per capita electricity consumption and electricity production per worker (ECA, 2004) .
The aim of this study is to estimate the relationship between electricity consumption and economic growth, per capita electricity consumption and per capita income, growth in industry and electricity consumption in industry, electricity consumption and electricity price, electricity consumption in industry and electricity price in industry by the Auto Regressive Distributed Lag (ARDL)) method in some developed countries such as the USA, UK, Japan, Italy, France, Canada and developing countries; Brazil, China, India, South Africa and Turkey. Finding whether there are elasticity differences or not among analysed countries and the direction of causality relations are the other analysed points.
This study can be defined as complementary to the previous empirical papers. However, it differs from the existing literature for some aspects. First, as being distinguished from the previous works, it employs not only the cointegration and Granger causality methods but also the ARDL method in order to clarify the direction of relationship with elasticities of electricity intensities. Second, it tries to discover the relationship between industrial production and electricity consumption in the industrial sector for both developed and emerging economies in terms of causalities and price elasticities. Furthermore, although studies in the literature based on GDP and aggregate electricity consumption or their per capita levels (hence found different results in terms of cointegration and causality), it analyses electricity consumption and economic growth both aggregate and per capita levels at the same time in order to clarify this difference. Thus, it utilizes ARDL method together with cointegration relationship, causality relationship and elasticities; it extends the empirical literature of energy intensity both to the electricity subcomponent and industry production as being first study in the literature.
In the first section of the study, the survey of the elasticity, demand forecasting and causality literatures will be presented to have insights about the magnitudes of relationship between electricity consumption and growth and to make comparisons between the literature and the results of this study for validation of the findings. Econometric theory is identified in the second section. The third section consists of the empirical results while the last section includes conclusions and policy implications. Houthakker (1951) mainly focused on electricity consumption in the UK found income elasticity as 1.17 and price elasticity as -0.89 for 1937-38 in his study which he applied to 42 provincial towns. Cross price elasticity of gas was found to be 0.21 and he didn't comment whether the elasticity is for a short or long run. Fisher and Kaysen (1962) examined the residential and industrial electricity demand in the United States and they calculated the elasticity by emphasizing the difference between long and short run. Baxter and Ress (1968) and Anderson (1973) focused on industrial electricity demand. Houthakker and Taylor (1970) , Wilson (1971) focused on residential electricity demand. Wilson (1971) , using cross-section analysis in his study, found the long run price elasticity as -1.33 and income elasticity as -0.46. Cargil and Mayer (1971) approached to the issue in the context of peak-load custom in their study which they examine the total system. This work was important as it was the first in this area. Mount et al. (1973) calculated the elasticity by panel data method. Using panel data method was the novelty of the study (see Table 1 ).
Causality, electricity demand forecast and elasticity literature 2.1 Elasticity and demand forecast studies
In Table 2 , we present summary statistics on some elasticity estimates for commercial and industrial sectors. found that the price elasticity of industrial and commercial electricity demand for Japan, Sweden and Germany was 0.12. At 0.16, France was the country that had highest elasticity in the sample. All of the elasticity values were below 1. The elasticities in Norway and the Netherlands were close to Hosoe and Akiyama (2009) estimated the price elasticity of industrial and commercial electricity demand for Japan as 0.12 and 0.56 respectively. In studies on the US and UK, elasticities were estimated to be close to zero or negative. Qin (2003) estimated that elasticity for China was 0.444 for the industrial and commercial sectors. Rasche and Tatom (1977) , Kraft and Kraft (1978) , Berndt (1978) , Akarca and Long (1980) , and even Proops (1984) , Yu and Hwang (1984) are first studies among others which examine the relation between variables depending on energy economy framework. 1 Kraft and Kraft (1978) found the relation between energy consumption and GNP for the 1947 -1974 period as one way from GNP to energy consumption by using Sims causality analysis. Akarca and Long (1980) continued with the analysis by eliminating the data of 1973 and 1974 . Yu and Choi (1985 found causality relation from energy consumption to gross national product in the Philippines, unidirectional causality from gross national product to energy consumption for South Korea. However, they found no causality relationship between gross national product and energy consumption for the USA, UK and Poland. Erol and Yu (1987) found the bi-directional causality relation between energy consumption and GDP for Japan, from energy consumption to gross national product for Canada, from gross national product to energy consumption for Germany and Italy, and no causality for England and France. Yu et al. (1988) , found no relationship between energy and GNP, and between energy and employment, using the Granger method in the United States.
Causality studies
Many authors have expanded and diversified these pioneering studies. energy consumption has disintegrated into its subcomponents and the relation between GDP and these subcomponents were investigated like oil and electricity consumption. The studies that have examined electricity consumption and economic growth in causality framework can be seen in Table 3 . As can be seen in the table, different results have been obtained regarding the direction of causality. The differences in the causality results allows for four hypotheses: 1) the 'neutrality hypothesis' (if no causality exists between GDP and energy consumption, then energy consumption is not correlated with GDP; 2) the 'conservation hypothesis' (the unidirectional causal relationship moves from GDP to energy consumption);
3) The 'growth hypothesis' (the unidirectional causal relationship moves from energy consumption to GDP); and 4) the 'feedback hypothesis' (if there is a bi-directional causal relationship between GDP and energy consumption). 2
Econometric methodology
In this paper, the ARDL approach to cointegration involves two steps for estimating a long-run relationship. The first step is to investigate the existence of a long-run relationship among all variables. Long run coefficients were estimated according to the ARDL model's results. If there is a long-run relationship (cointegration) among variables, the second step is to estimate the following long-run and short-run models. The ARDL analyses are applied where the variables of the model are of mixed order of integration. The ARDL model for the standard log-linear functional specification of a long-run relationship between variables with an OLS estimation technique is as follows:
where ∆ and ε 1t are the first difference operator and the white noise term, respectively. The ARDL method estimates the regressions to obtain the optimal lag length for each variable. An appropriate lag selection is based on the Akaike Information Criterion (AIC). The bounds testing procedure is based on the joint F-statistic or Wald statistic that tests the null hypothesis of no cointegration. The joint significance of coefficients for lagged variables is tested with F statistics calculated under the null.
The null hypothesis of no cointegration among the variables in Equation 1 is H 0 : δ 1 = δ 2 = 0 against the alternative hypothesis H 0 : δ 1 ≠ δ 2 ≠ 0. In Equation 2, the null hypothesis of no cointegration is H 0 : ϖ 1 = ϖ 2 = 0 against the alternative hypothesis H 0 : ω 1 ≠ ω 2 ≠ 0. One set of critical values assumes that all variables in the ARDL model are I(0), while the other is calculated on the assumption that the variables are I(1). 3 A vector error correction model, which was used to analyse the short run relationships among the variables, was constructed as follows:
where residuals, e t , are independently and normally distributed with a zero mean and constant variance, ECM t-1 is the error correction term resulting from the long-un equilibrium relationship, and d's are parameters to be estimated. For example, d 3 is a parameter indicating the speed of adjustment to the equilibrium level after a shock. This parameter shows how quickly variables converge to equilibrium, and it must have a statistically significant coefficient with a negative sign. The F statistics on the lagged explanatory variables of the ECM indicate the significance of the short-run causal effects. Peseran and Peseran (1997) argued that it is important to ascertain the constancy of the long-run multipliers by testing the above error correction model for the stability of its parameters.
As Narayan and Smyth (2009) argue, after estimating the long-run model in order to obtain the estimated residuals, the next step is to employ the following error-correction based on Granger causality model. However, according to BahmaniOskooee and Alse (1993) , if the variables are cointegrated the standard Granger Causality test results will be invalid. In this case, Vector Error Correction model should be a starting point of the causality analysis.
The advantage of using an error correction term to test for causality is that it allows testing for shortrun causality through the lagged differenced explanatory variables and for long-run causality through the lagged ECM t-1 term. A statistically significant ECM t-1 term determine long-run causality running from all the explanatory variables towards the dependent variable (Dergiades and Tsoulfidis, 2011 
Econometric results

Unit root tests
In order to test for the presence of stochastic stationarity in our data, we first investigate the integration of our individual time-series, using the ADF test. There is no need to identify the order of integration of the series before implementing the ARDL method. However, we checked for the unit root in order to compare the ARDL results with the Johansen Cointegration analysis since the latter requires unit root analysis. The results reported in Table 1 clearly show that unit root test does not reject the null hypothesis for the variables in levels. We further applied the unit root test in the first differences of the variables and the results reject the null hypothesis implying that the levels are non-stationary, and the first differences are stationary.
Testing for cointegration
Lag length supplying the smallest critical value is determined as the lag length of the model by using Akaike Information Criteria. Models were determined after applying LM test to the all possible models.
The results of the ARDL bounds tests shown in Table 2 , suggest the rejection of the null hypothesis of no long run relationship at the 1%, 5% and 10% level (only 10% level for some countries) of significance when GDP is treated as the dependent variable and EC is independent variable but treated as its long run forcing variable for China, Canada, Brazil (for Canada in IP and IPEC test). As can be seen from the table, the estimated F-statistics are greater than the upper bound critical values suggested by Narayan (2005) at the 10% level in all countries. As a result, it can be concluded that there exists a strong long run equilibrium relationship between EC and GDP; PCY and PCEC; IP and IPEC; EC and ECF; IPEC and IPECF.
The ARDL cointegration analysis presumes the existence of long-run relationship among variables, that is, one should ascertain the existence of a single cointegration vector prior to the use of the ARDL technique from the available cointegration methods and in the case of many variables, the Johansen test is the preferred one. The ARDL and Johansen's techniques to cointegration should not be seen as mutually exclusive, however, as supplementary to each other (Dergiades and Tsoulfidis, 2011) . In some models especially for South Africa, Johansen cointegration analysis applied to these series as IPECF-IPEC has low value and the series are I(1). Models were investigated whether they have an autocorrelation problem or not and according to the test results there are no autocorrelations.
As it is seen from Table 3 , ARDL results are verified by the Johansen cointegration test. Tables 5  and 6 reveal the sufficient arguments for valid long run relations between the variables it possible to forecast the long run relationships and short run dynamic effects by using ARDL approach Pesaran et al. (2001) . This approach provides a parsimony model. The results in the below table indicate that there is a meaningful relationship between the variables in the long run.
Long-run and short-run elasticities results
The majority of the studies do not examine the coefficients with respect to both the sign (positive or negative) and the magnitude of the relationship between electricity consumption and economic growth but we analysed long and short run elasticities. The long-run elasticities along with a number of diagnostic tests for the underlying ARDL model are displayed in Table 4 . The elasticities are interpreted as usual. The long-run and short-run income elasticities and the long-run and short-run price elasticities can be compared with the results of other studies in Table A1 and A2.
In a study on UK the elasticity between production and industry electricity, consumption is found as close to each other as 0.919 and 0.787. In a study on France, the income per capita elasticity consequences were positive both in the long run and short run and were greater than 1 in long run. However, the per capita income elasticity of electricity was negative in the long-run. The negative value for the per capita income elasticity was unexpected. In the study done by Narayan, Smyth and Prasad (2007) for G7 countries the income elasticity ranged from -1.450 to -1.563, and price elasticity ranged from -0.2 to -0.4. The income per capita elasticity consequences were negative in the long run and positive in the short run and they were greater than 1.
In a study on Italy, the income per capita elasticity is found for a short run as negative. The elasticity coefficient between the production in industry and electricity usage in industry is found for the long run and short run as negative. In the study done by for 10 developed countries long run elasticity in industrial and commercial sectors in Italy is found as 0.13. Squalli (2007) has revealed consequences for France and Italy with some reasons in his study: an excessive use of energy in unproductive sectors occurred in countries where heavy industries played a significant role in economic growth as in France and Italy, while Germany had the further burden of the reunification. The existence of capacity constraints on generation is particularly relevant in countries with limited energy resource availability (Italy and Finland). These reasons can be effective in the difference of income elasticity.
In a study on Japan, the income elasticity is found for the short run and for the long run were less than 1, and they were close to each other. Using maximum likelihood, Matsukawa et al. (1993) In a study on Turkey, the income elasticity for short run was 0.459 and for long run was 1.39. The income per capita elasticity is found for the short run as 0.93 and for the long run as 1.42. Bakırtaş, Karbuz and Bildirici (2000) found the income elasticity of electricity consumption for Turkey to be 3.207, and in other study, Bildirici and Bakırtaş (2007) found it to be 3.73. The elasticity of income in long run was greater than 1. The elasticity coefficient between electricity consumption and reel income was 1.39. There are important differences in their study compared to other works, such as in methodology.
In a study on India, the income elasticities for the short run and long run were both calculated as less than 1. Coefficients of electricity for industry (by using total electricity data) is found as short run coefficient is higher than the long run. According to Cheng's (1997) result, EC and real GDP are not cointegrated for Brazil, and the income elasticity is found as 0.521. According to Modiano (1984) , short term price elasticity of the industrial consumption is estimated in -0.45 and that of long term as -1.22. Short term and long term income elasticities have been estimated, to the industrial class, in 0.50 and 1.36. According to Schmidt and Lima (2004) , the long term price elasticities of -0.15 to the residential sector and -0.13 to the industrial and long term income elasticities of 1.05 and 1.71 to the residential and industrial sectors for the 1963-2000 periods. According to Carlos, Notini and Maciel (2009) , the price elasticity for residential demand is found for the long run as 1.76 and for the short run as 1.06. The income elasticity in industrial sector is found for the long run as 1.31 and for the short run as 0.19.
In a study on South Africa, income elasticity is found for the short run and for the long run is smaller than 1. Ziramba (2008) estimated income elasticity as 0.30 and 0.31 for the short and long run during the 1978 -2005 period in South Africa by the ARDL method. However, depending on the rapid change in the economy, electricity consumption increases rapidly and the increase in elasticity is the reason for this issue. Also, Inglesi-Lotz and Blignaut (2011) explained this point in detail. According to them, South Africa's electricity consumption has increased sharply since the early 1990s. They conduct a sectoral decomposition analysis of the electricity consumption for the period 1993 -2006, to determine the main drivers of this increase. Their results show that the increase was due mainly to output or production related factors, with structural changes playing a secondary role. As it is expected for an economy that started growing rapidly the last two decades, the dominant force driving electricity consumption is the output changes. The output effect is responsible for 152.364GWh (or 116%) of the total increase in electricity consumption. This effect is to be understood in the light of the fact that South Africa has undergone major political, social and economic changes after 1990, resulting in a sharp increase in economic activity. Moreover, the structural changes in the economy also contributed to the increase in electricity consumption According to Ziramba (2008) , after democratization, economic and social transitions occurred in South Africa. Directly as a result of apartheid policies, poor rural areas suffered from a lack of access to basic services such as electricity. Almost twothirds of the South African population did not have access to electricity before 1994 (Ziramba, 2008) . After 1994, the South African Government dealt with the electricity problem again. The government considered electricity provision as very important for the growth and development of the country (DME, 2003; RSA, 2006) . For this reason, the increase of electricity consumption in accordance with economic progress is not surprising. The per capita income elasticities exhibit more elastic structure than the income elasticity calculated by GDP method in South Africa and Turkey. Table 5 contains the results of the error correction model. The sign of the coefficient of the error correction term must be negative to provide the stability for the model. We expect the coefficient to be negative and smaller than 1. As Narayan and Smith (2006) stated, if the coefficient of the error correction term is smaller than 1, then it means that the system is equilibrating by fluctuating and this fluctuating will decrease in each term and then provide the transition to the equilibrium. ECM coefficients were negative and statistically significant as expected in nearly all of the models. The only exceptions for the ECM term to be positive were the income models for Turkey and France and the industrial sector price models for Canada.
However, those coefficients are close to zero that 0.0003, 0.00004 and 0.0007 respectively.
As the results are closer to zero these values of ECM coefficients are not considered to be a prob- what we expected. This shows that, the speed of adjustment is more than enough with 127%, 110% and 163% to reach a long run equilibrium level in response to the disequilibrium caused by short run shocks of previous period. Also, the speed of adjustment is very fast for Brazil and South Africa in the per capita income model, for Brazil and Canada in the industrial sector model with ECM coefficients of -0.97 and -0.98 respectively.
Granger causality results
The ARDL method determines whether the existence or absences of a long-run relationship between per capita electricity consumption and the per capita income, electricity consumption and the real income, electricity consumption in industry and industrial production. However, the method does not indicate the direction of causality. For this reason, we use the Granger causality test to examine the causal relationship between electricity consumption and the real GDP, the per capita electricity consumption and the per capita GDP, IPY and IPEC. The result in Table 9 show that Granger causalities were present implicitly via the ECM; however, the equilibrium indicates the presence of unidirectional causality going from Y or EC; PCY or PCEC; and IPY or IPEC. The direction of causality for the US is found as EC→Y and PCEC→PCY and IPEC→IPY. This result is consistent with Thoma (2004) for the USA during 1973-2000 EC→Y, Stern (1993) , Bowden and Payne (2009 ) for USA 1947 -1994 For the UK, it is found as Y→EC; PCY→PCEC For Canada, it is found as EC→Y, PCEC→PY and IPEC→IP. Lee (2006) , Lee and Chang (2007) , Narayan and Prasad (2008) found as neutral; Ghali and El Sakka (2004) for Canada from 1961-1997 found as Y→EC.
For Japan, it is found as Y→EC, PCY→PCEC and IPEC→IP. Lee (2006) For China, it is found as EC→Y, PCEC→PCY and IPEC→IP. Rafiq (2008) for China supported Shiu and Lam's (2004) findings as EC→Y.
For India, it is found as Y→EC; PCY→PCEC and IP→IPEC. Cheng (1999) , Ghosh (2002) and Cheng (1999) found as Y→EC for India during 1952 -1995 . According to Rafiq (2008 , for India in the short-run the direction of causality found was Y→EC. There is no evidence of causality in the long-run.
For South Africa, it is found as Y→EC, PCY →PCEC and IP→IPEC. Rufael (2006) found as neutral.
For Brazil, it is found as EC→Y; PCEC→PCY and IP→IPEC. According to Cheng (1997) , the results of the bivariate causality tests, however, identify a causality from EC to real GDP without feedback for Brazil.
For Turkey, it is found as Y→EC; PCY→PCEC and IP→IPEC. Lisa and Van Montfort (2007) and Ghosh (2009) found as Y→EC.
In most of the countries; India, Turkey, South Africa, Japan, UK, France and Italy, the causalities are from the GDP to the electricity consumption that supports conservation hypothesis (Y→EC; PCY→PCEC and IP→IPEC). However, for the US, China, Brazil and Canada, causalities are from the electricity consumption to the GDP that supports the growth hypothesis. It is important that two largest economies in the world have similar causal- ity patterns. Moreover, causality from the electricity consumption in the industrial sector to production in the industrial sector is seen only in the US, China, Canada, Brazil (bi-directional) and Japan.
Conclusion
There is evidence to support the growth hypothesis for the US, China, Canada and Brazil. In these countries, there is a unidirectional relationship from electricity consumption to real GDP, which means that electricity consumption acts as a stimulus to economic growth. With these findings, energy policies aimed at improving the energy infrastructure and increasing the energy supply are the appropriate options for these countries since electricity consumption increases the income level. Energy conservation policies could hamper social and economic progress when there is a unidirectional relationship between electricity consumption and real GDP.
There is evidence to support the conservation hypothesis for India, Turkey, South Africa, Japan, UK, France and Italy. The conservation hypothesis is supported if an increase in real GDP causes an increase in energy consumption. The unidirectional causality is running from economic growth to energy consumption. It suggests that the policy of conserving energy consumption may be implemented with little or no adverse effect on economic growth, such as in a less energy-dependent economy. A causal relationship from electricity consumption in the industrial sector to production in the industrial sector is seen only in the US, China, Turkey and Japan. A causal relationship from production in the industrial sector to electricity consumption in the industrial sector is seen only in India, South Africa, UK, France and Italy. Bi-directional relationship is seen in Brazil and Canada.
The results highlight the importance of electricity policy on economic growth, economic development and welfare. The current energy policy and the electricity sector restructuring process should be designed to meet this goal. In Turkey, China, India and South Africa, the appropriate options are energy policies aimed at improving the energy infrastructure, in the context of the elasticity and Granger Causality results, and policies aimed at increasing the energy supply.
1. Rasche and Tatom's (1977) study was different from the others. They specified a production function for the United States. They exhibited that the increase of energy prices stimulated the decreasing trends on gross national product by using energy, land, labour and capital.
2. Whether or not electricity consumption positively affects and causes GDP, the relationship is crucial for electricity conservation policies (Narayan and Smyth, 2005b; Ghosh, 2002) . If a positive unidirectional causality running from electricity consumption to GDP does not exist then this provides a basis for electricity conservation policies, such as electricity rationing. In the absence of this causal relationship, the implication is that a country does not depend on electricity for growth and development. If a unidirectional causality runs from electricity consumption to GDP then reducing electricity consumption could lead to a decrease in economic growth. This implies that a negative shock to electricity consumption leads to higher electricity prices or electricity conservation policies and have a negative impact on GDP (see Narayan and Singh, 2007) . Payne (2010) emphasized bivariate causality tests results. However, a common problem associated with bivariate analysis is the possibility of omitted variable bias, which draws into question the validity of the inferences of a causal relationship. Furthermore, with the exception of the studies by Wolde-Rufael (2006) , Squalli (2007) , and Tang (2008) , the majority of the studies do not examine the coefficients with respect to both the sign (positive or negative) and the magnitude of the relationship between electricity consumption and economic growth In Table 3 , results of the studies in the literature are presented. According to the results, 28.10% of the studies supported the neutrality hypothesis; 20.26% of the studies supported conservation hypothesis; 33.01% of them supported the growth hypothesis; and 18.62% of them supported the feedback hypothesis. When these rates are examined in subcategories of developing and developed countries, which involves 65 and 90 countries respectively,10.7% of the studies for developed countries and 30% of the studies for developing countries support the conservation hypothesis, 24.6% of the studies for developed countries and 27.7% of the studies for developing countries support the growth hypothesis, 10% of the studies for developed countries and 20% of the studies for developing countries support the feedback hypothesis and 53.8% of the studies for developed countries and 22.2% of the studies for developing countries support the neutrality hypothesis. According to Payne (2010) ; the results for the 74 specific countries surveyed show that 31.15% supported the neutrality hypothesis; 27.87% the conservation hypothesis; 22.95% supported the growth hypothesis; and 18.03% supported the feedback hypothesis.
The fact that analyses of nearly 60% of the countries surveyed provide support for either the neutrality or conservation hypotheses indicates the insignificance of electricity conservation policies such as demand management policies that essentially flattens the demand curve for electricity whereby peak load demand is reduced relative to the average load. These conservation measures will have little or no effect on economic growth for more than half the counties surveyed.
3. The distribution of the test statistics under the null is non-standard, in which critical values depend on the order of integration of the variables involved. Thus, rather than using standard critical F statistic values, the upper (for I(1)) and lower (for I (0) 
