We solve an exponential utility maximization problem with unbounded payoffs under general portfolio constraints, via the theory of quadratic backward stochastic differential equations with unbounded terminal data. This generalizes the previous work of Hu et al. (2005) [Ann. Appl. Probab., 15, 1691-1712] from the bounded to an unbounded framework. Furthermore, we study utility indifference valuation of financial derivatives with unbounded payoffs, and derive a novel convex dual representation of the prices. In particular, we obtain new asymptotic behavior as the risk aversion parameter tends to either zero or infinity.
Introduction
This paper contributes to the study of maximizing the expected exponential utility of terminal wealth for an investor with an unbounded random endowment under general portfolio constraints. The market is typically incomplete as the risks arising from portfolio constraints, random market coefficients and exposures to non-traded assets cannot be fully hedged. This utility maximization problem has received great attention. For instance, it has broad applications in pricing and hedging of derivatives in incomplete markets via the so called utility indifference valuation, where the random endowment is often regarded as the payoff of the derivative.
If the random endowment is bounded, the corresponding utility maximization problem has been completely solved in [21] , with the help of the theory of quadratic backward stochastic differential equations (quadratic BSDE for short) with bounded terminal data. It turns out both the value function and the associated optimal trading strategy can be characterized in terms of the bounded solution to quadratic BSDE with bounded terminal data. See also [3] , [15] , [19] , [24] and [26] for models of varying generality.
With regards to the theory of quadratic BSDE, the existence and uniqueness of bounded solutions was first established in a Brownian setting in [23] , and was generalized to unbounded solutions in [5, 6] , and subsequently in [12, 13] with convex generators. The corresponding semimartingale case for bounded solutions may be found in [26] and [29] , where in the former, the main results of [21] and [23] were extended, and in the latter, a fixed point argument was employed. See also [25] for an extension to unbounded solutions in this case. More recently, some useful convexity bounds for the BSDE solutions are found in [16] , while in [1] , a notion of quadratic semimartingale is introduced to study the stability of solutions.
Regarding the application of the theory of quadratic BSDE to the aforementioned utility maximization problem, most of the existing works only deal with bounded random endowments-see [15] , [19] , [21] , [24] and [26] with more references therein. The results rely heavily on the BMO martingale property of the solution to quadratic BSDE with bounded terminal data. This certainly excludes many interesting cases such as the pricing and hedging of call options.
Despite the interest in unbounded random endowments, there have been relatively few results available. The well known one dimensional case is an exception. In a Markovian framework with a derivative written on a single non-traded asset, [18] and [27] use the Cole-Hopf transformation to linearize the equations for the value functions, which enables them to treat the unbounded case in a special situation.
On the other hand, in the case of subspace portfolio constraints, the minimal entropy representation as convex dual has been extensively used to study the original utility maximization problem (see, for example, [2] , [11] and [17] ). Therein, the possibly unbounded random endowment can be removed by a simple change of probability measure. However, this simple trick seems not useful in the Brownian setting. And also the existence of nonsubspace portfolio constraints would prohibit any further development of the method, because the duality between the minimal entropy representation and the original utility maximization problem does not hold anymore.
In this paper, using the elements from the theory of quadratic BSDE with unbounded terminal data, we solve a general type of exponential utility maximization problems with unbounded payoffs under general portfolio constraints. While the existence and uniqueness of the solution to the corresponding quadratic BSDE follows from the arguments developed in [5] , [6] and [13] , one of the main difficulties herein is the verification of the martingale property of the value function process, when one implements the optimal trading strategy. If the payoff is unbounded, one loses the BMO martingale property of the solution. To overcome this difficulty, we explore the duality between the quadratic BSDE and the associated optimal density process by using Fenchel inequality (see Lemma 7) . We verify the finite entropy condition of the optimal density process, which will in turn guarantee the martingale property of the value function process. As a result, we only require the payoffs being exponentially integrable (see Theorem 6) .
In [21] , a technical Class (D) condition on the exponential utility of the investor's wealth is imposed. This seems unnecessary, and as the second contribution of the paper, we relax such a technical assumption when the payoff is bounded from below and exponentially integrable (see Theorem 10) . Instead of the Class (D) condition, we impose an equivalent minimal martingale measure condition, which seems fit better with the pricing and hedging of derivatives. The idea is to approximate the original payoff from below by a sequence of bounded payoffs, and construct a sequence of trading strategies which satisfy the Class (D) condition as approximate trading strategies.
Our third contribution is about a new convex dual representation of the utility indifference price (see Theorem 14) , which could be regarded as a generalization of the existing minimal entropy representation when there are general portfolio constraints. The result is motivated by the proof of the uniqueness of the solution to quadratic BSDE with unbounded terminal data, firstly established in [13] and [14] . Similar to Theorem 6, we need to work on the duality between the dual BSDE and corresponding optimal density process. We verify the finite entropy condition of the optimal density process, which will in turn guarantee the existence of the dual optimizer (see Lemma 24) .
Our last contribution is a systematic study of the asymptotic analysis of the utility indifference price for the risk aversion parameter, when the portfolio is constrained to a cone. The more general case still remains open. To our best knowledge, most existing asymptotic studies deal with bounded payoffs with subspace portfolio constraints (see [11] , [15] and [24] ). The subspace portfolio constraints allow them to employ the minimal entropy representation, which does not hold under our cone portfolio constraints. Instead, we work on the primal problem by characterizing the utility indifference price as the solution to the quadratic BSDE. Using stability theory of BSDE, we show that the utility indifference price converges, on one hand, to an expected payoff under some equivalent probability measure (not necessarily the minimal entropy martingale measure) when the risk aversion parameter goes to zero, and on the other hand, to the superreplication price (not necessarily under martingale measures) when the risk aversion parameter goes to infinity. Our asymptotic results (see Theorems 17 and 20) seem to cover all the existing ones, and our method seems to be new.
The paper is organized as follows. We introduce the utility maximization problem in section 2, and solve it using the elements from the theory of quadratic BSDE with unbounded terminal data. In section 3, we apply the results of section 2 to utility indifference pricing of derivatives with unbounded payoffs, and provide a convex dual representation of the prices and their asymptotic analysis for the risk aversion parameter. Some technical proofs are collected in section 4, and section 5 concludes the paper.
Utility maximization with unbounded payoffs
Let us fix a nonnegative real number T > 0. Let B = (B t ) t≥0 be a standard m-dimensional Brownian motion defined on some complete probability space (Ω, F, P), and {F t } t≥0 be the augmented natural filtration of B which satisfies the usual conditions. In this paper, we will always use this filtration. The sigma field of predictable subsets of [0, T ] × Ω is denoted by P, and a stochastic process is called predictable if it is measurable with respect to P.
Formulation of the optimal investment model
Consider a financial market consisting of one risk-free bond with interest rate zero and d ≤ m stocks. In the case d < m, we face an incomplete market. The price process of the stock i evolves according to the equation
where b i (resp. σ i ) is an R-valued (resp. R m -valued) predictable bounded stochastic process. The volatility matrix σ t = (σ 1 t , . . . , σ d t ) tr has full rank, i.e. σ t σ tr t is invertible, P-a.s., for t ∈ [0, T ]. Define the risk premium as an R m -valued predictable process
and assume that θ is also bounded. Throughout, we will be using A tr to denote the transpose of matrix A. Consequently, the risk premium θ solves the market price of risk equations
In this market environment, an investor trades dynamically among the risk-free bond and the risky assets. For 1 ≤ i ≤ d, let π i t denote the amount of money invested in stock i at time t, so the number of shares is
St is well defined, for example, T 0 |π tr t σ t | 2 dt < ∞, P-a.s., and the corresponding wealth process X π with initial capital x satisfies the equation
The investor has an exponential utility with respect to his/her terminal wealth X π T . We recall that, for α > 0, an exponential utility function is defined as
In addition to his/her terminal wealth X π T , the investor also pays or receives an F T -measurable random endowment/payoff F at maturity T . If F ≥ 0 it means a payment; if F ≤ 0, it means an income. The investor's objective is to choose an admissible self-financing trading strategy π ⋆ in order to maximize his/her expected utility of the net wealth at maturity T :
where V (0, ·) is called the value function at initial time 0. To solve (3), we need to further choose an admissible set from which we select the optimal trading strategy π ⋆ . Different admissible sets and different assumptions on the payoff F may lead to different solutions.
In [21] , with the help of the theory of quadratic BSDE with bounded terminal data, the authors solved the above optimization problem (3) under the assumption that F is bounded, and π takes values in the admissible set A D defined as follows.
Definition 1. [Admissible strategies with constraints 1]
Let C be a closed and convex set in R d and 0 ∈ C. The set of admissible trading strategies A D consists of all R d -valued predictable processes π ∈ L 2 [0, T ], which are self-financing and satisfy π t ∈ C, P-a.s., for t ∈ [0, T ]. Moreover, the following Class (D) condition holds: On one hand, the boundedness assumption on the payoff F excludes many interesting cases such as call options. On the other hand, the Class (D) condition in the admissible set A D is technical, and seems unnecessary (at least for F bounded from below and exponentially integrable).
Our aim in this section is to relax the above two assumptions, which are crucial to the proofs in [21] , by using the elements from the theory of quadratic BSDE with unbounded terminal data.
Unbounded payoffs and associated admissible strategies
We observe that the minimal condition on the payoff F should guarantee that the expectation in (3) is finite with π t ≡ 0, namely,
Intuitively, the investor should have finite expected utility when he/she puts all the money in the risk-free bond, so F is not so bad that doing nothing leads to a prohibitive punishment. Moreover, it is natural to require
under different equivalent probability measures Q, i.e. the expected payoff (under different equivalent probability measures) should be finite, so F is not too good to be true. The above discussions motivate us to impose the following assumption on F , which will hold throughout the paper.
Assumption 1. The payoff F satisfies the exponential integrability condition
for some integer p > 1 and positive number ε > 0, where F + = max{F, 0} and F − = max{−F, 0}.
Remark 2. We require more exponential integrability on F + . This is to guarantee the finite entropy condition for both L π ⋆ T (see Lemma 7) and L q ⋆ T (see Lemma 24) , which will in turn be used to verify the Class (D) condition in Theorems 6 and 14, respectively. On the other hand, Hölder's inequality might indicate that F − being L p -integrable is sufficient to guarantee that F − is integrable under different equivalent probability measures. However, the assertion relies on L p p−1 -integrability of the corresponding Radon-Nikodym density process, which does not always hold (e.g. the density process L q in Theorem 14) . For this reason, we require exponential integrability of F − . Then, we only need the density process with finite entropy.
A similar type of asymmetric exponential integrability condition on the terminal data F also appears in [13] and [17] . Nonetheless, it might be possible to relax the assumption p > 1 on F + by adapting the argument used in [14] . Such an extension is left for future research.
Since the payoff F satisfies the exponential integrability condition (4) only, we need to further strengthen the Class (D) condition in the admissible set A D in order to solve the optimization problem (3).
For any given self-financing trading strategy (π u ) u∈[0,T ] , we define
for t ∈ [0, T ], and the associated value function process as
Note that the value function process includes the value function in (3) as a special case when t = 0. Moreover, by taking π u ≡ 0 for u ∈ [t, T ], we obtain a lower bound of the value function process, V (t, x) ≥ e −αx E[−e αF |F t ] > −∞, P-a.s., for t ∈ [0, T ], so the value function process is always finite. To solve (6), we look for
, is a supermartingale for any admissible π, and there exists an admissible π ⋆ such that
, is a martingale. It is thus natural to impose some integrability conditions on V (·, X π · ) in the admissible set. The admissible set A ′ D depends on the integrability of the value function process V (·, X π · ), so, in some sense, the admissible set A ′ D also forms a part of the solution to be solved. However, this does not mean there is a loop herein. In fact, by the definition of V (t, X π t ), it is immediate to check that V (t, X π t ) = exp(−αX π t )V (t, 0). In the proof of Theorem 6, we shall show that V (t, 0) = −e αYt with Y solving an upcoming BSDE (8) . Thus, A ′ D is equivalent to say e −αX π · e αY· is in Class (D), which in prior has nothing to do with the optimization problem (3).
On the other hand, if F is bounded, then the admissible set A ′ D = A D , which is independent of the value function process. Indeed, if F is bounded, then Y is also bounded, so are V (t, 0) and With this smaller admissible set, the solution will not change, because the optimal trading strategy π ⋆ also stays inside it. To see this, if π ⋆ ∈ A ′ D is optimal, then V τ, X π ⋆ τ is uniformly integrable. Note that with optimal π * , by (6) 
, so the latter is also uniformly integrable, and π ⋆ stays in this smaller admissible set. However, this smaller admissible set will not coincide with A D when F is bounded.
Our utility maximization problem is therefore formulated as follows: Solving the optimization problem (3) with the payoff F satisfying Assumption 1 and admissible set A ′ D as in Definition 3.
Quadratic BSDE with unbounded terminal data
We first present the existence and uniqueness theorem for the quadratic BSDE with the terminal data satisfying the exponential integrability condition (4). It will be subsequently used to solve the optimization problem (3). A BSDE with terminal condition F and generator f is an equation of the following type
and is often denoted by BSDE(F, f ). Recall that a generator is a random function f : [0, T ] × Ω × R m → R, which is measurable with respect to P ⊗B(R m ), and a terminal condition is a real-valued F T -measurable random variable F . By a solution to BSDE(F, f ), we mean a pair of predictable processes
Let S ∞ be the space of real-valued, adapted and càdlàg bounded processes. For p ≥ 1, S p denotes the space of real-valued, adapted and càdlàg
and M p denotes the space of (equivalent classes of) R m -valued predictable
Theorem 5. Suppose that Assumption 1 holds. Then BSDE(F, f )
with
admits a unique solution (Y, Z), where e αY + ∈ S p , e εY − ∈ S 1 , and Z ∈ M 2 , i.e.
where
Proof. See section 4.
Main result
We are now ready to provide one of the main results herein, which is the characterization of the value function and the corresponding optimal trading strategy for the optimization problem (3) under Assumption 1.
Theorem 6. Suppose that Assumption 1 holds. Let (Y, Z) be the unique solution to BSDE(F, f ) (cf. (8)). Then, the value function of the optimization problem (3) with admissible set A ′ D is given by
and there exists an optimal trading strategy π * ∈ A ′ D with
Proof. Following along the similar arguments as in [21] , it suffices to prove that the value function process has the form V (t, X π t ) = −e −α(X π t −Yt) , t ∈ [0, T ], which is a supermartingale for any π ∈ A ′ D , and is a martingale for π * given in (11) , with
is then equivalent to say that the value function process −e −α(
and
, is a supermartingale. To prove the martingale property of −e −α(X π ⋆ t −Yt) , t ∈ [0, T ], we observe that if π ⋆ is a minimizer in (11), then A π ⋆ t = 1, and moreover,
where Proj σ tr t C (·) is the projection operator on the closed and convex set σ tr t C. Hence, it is sufficient to prove that, with π ⋆ given in (12) , the optimal density process L π ⋆ is in Class (D), which will further imply that L π ⋆ is a uniformly integrable martingale, and −e −α(X π ⋆ · −Y·) is also in Class (D). We complete the proof by showing that L π ⋆ T has finite entropy in the following lemma.
Lemma 7. The optimal density process L π ⋆ T has finite entropy. Hence, by De la Vallée-Poussin theorem, L π ⋆ is in Class (D) and, therefore, it is a uniformly integrable martingale.
Proof. For integer j ≥ 1, we introduce the following stopping time
so that both L π ⋆ ·∧τ j and
Z tr u dB u are martingales. Applying the Fenchel inequality
to
with p > 1 as in (4).
Furthermore, we define a probability measure
From the expression of f in (9), we deduce
Plugging the above inequality into (15), we further obtain
Since σ tr u π ⋆ u is the projection operator of Z u + θu α on the closed and convex set σ tr u C (cf. (12)), and moreover, 0 ∈ σ tr u C, it follows that
and therefore,
Finally, combining (14) and (16), and observing
we obtain
The conclusion then follows by sending j → ∞ in the above inequality, and using Fatou's lemma.
Payoffs bounded from below
Our next result is about relaxing the Class (D) condition in the admissible set A D when F satisfies a stronger condition than Assumption 1.
Assumption 2. The payoff F satisfies E[e pαF + ] < +∞ for some integer p > 1, and there exists a constant k > 0 such that F − ≤ k.
Remark 8. The boundedness from below on F means that there is a uniform lower bound on the amount one can lose from the random endowment F , if it is negative. Very often, F models a payoff, so it is even nonnegative. A similar type of assumption on F is also imposed in [11] , where the authors establish the minimal entropy representation as the dual of the utility maximization problem (3) in the case of subspace portfolio constraints.
Since θ is bounded, we can define an equivalent minimal local martingale
where E T (·) denotes the stochastic exponential. Similarly, we define
Then, under Q θ , the wealth process X π follows
In the following, we replace the Class (D) condition in the admissible set A D by an equivalent minimal martingale measure (MMM) condition, and solve the optimization problem (3) under Assumption 2.
Definition 9. [Admissible Strategies with constraints 3]
Let C be given in Definition 1. The set of admissible trading strategies A consists of all R d -valued predictable processes π ∈ L 2 [0, T ], which are selffinancing and satisfy π t ∈ C, P-a.s.,
We are now in a position to present the last main result in this section. In particular, when F is bounded, our result will also generalize Theorem 7 of [21] by enlarging its admissible set from A D to A.
Theorem 10. Suppose that Assumption 2 holds. Let (Y, Z) be the unique solution of BSDE (8) . Then, the value function V (0, x) of the optimization problem (3) with admissible set A and the associated optimal trading strategy π * ∈ A are given, respectively, as in (10) and (11) .
We start by identifying the space of the solution (Y, Z) to the quadratic BSDE(F, f ) when the terminal condition F satisfies Assumption 2.
Lemma 11. Suppose that Assumption 2 holds. Then BSDE(F, f ) (cf. (8)) admits a unique solution (Y, Z), where e αY + ∈ S p , Y − ∈ S ∞ , and Z ∈ M 2 .
Proof. We show Y − ∈ S ∞ . Indeed, from the proof of Theorem 5, we have
The rest assertions have been proved in Lemma 23.
Proof of Theorem 10. For integer n > 0, we truncate the payoff F as F n := F ∧ n, so that −k ≤ F n ≤ n. We first show that for any π ∈ A, it holds that
where Y n is (the first component of) the bounded solution to the corresponding truncated quadratic BSDE(F n , f ). Note that if E e −αX π T = +∞, then due to the boundedness of
Hence, without loss of generality, we may assume that E e −αX π T < +∞. According to Theorem 7 of [21] , it is clear that the inequality (19) holds for π ∈ A D ⊂ A. Hence, to show (19) , it suffices to prove that there exists
To this end, we define π
, and integer j ≥ 1, where τ j is the stopping time defined as
By the definition of τ j , X π ·∧τ j is bounded from below, so e −αX π ·∧τ j is bounded and therefore in Class (D), which means π j ∈ A D .
It remains to show the convergence in (20) . Note that with π j defined as above,
−αX π T , P-a.s., so we only need to establish the uniformly integrability of e −αX π τ j under P. We recall that, from a usual truncation argument, for any ξ ∈ L 2 (P),
, where Q θ is the MLMM given in (17) , and L 2 (P) denotes the space of square integrable random variables under P.
By our assumption on π,
is uniformly integrable under P.
On the other hand, from Jensen's inequality and the fact that X π is a martingale under Q θ (by the definition of admissibility), we have
Thus, e −αX π τ j is uniformly integrable under P, and the inequality (19) holds. Since F n ≤ F , it follows from (19) that
Furthermore, since Y n 0 → Y 0 (see the proof of Theorem 8), sending n → ∞ in the above inequality yields
To prove the equality, note that the choice of the optimal trading strategy π ⋆ in (12) ensures that e −α(X π ⋆ t −Yt) , t ∈ [0, T ], is a positive local martingale, hence a supermartingale, which implies
Finally, since |σ tr
Consequently, X π ⋆ is a martingale under Q θ and π ⋆ ∈ A. Combining (21) and (22), we conclude
Application to utility indifference valuation
In this section, we apply the results obtained in section 2 to utility indifference pricing of derivatives with unbounded payoffs. The notion of utility indifference valuation was proposed in [20] and further developed in [9] . We refer to [7] and more references therein for an overview of utility indifference pricing and related topics.
To define the utility indifference price for a derivative with payoff F , we also need to consider the optimization problem for the investor without selling (or buying) the derivative. This involves the investor investing only in the risk-free bond and risky assets themselves, and the corresponding optimal trading strategy is denoted as π ⋆ (0). To emphasize the dependence of π ⋆ on F , we also write it as π ⋆ (F ).
Definition 12. [Utility indifference valuation and hedging]
Suppose that Assumption 1 holds. Then, the utility indifference price C 0 (F ) of the derivative with payoff F is defined by the solution to
where A ′ D and A are given in Definitions 3 and 9, respectively. The hedging strategy for the derivative is defined by the difference in the two optimal trading strategies π ⋆ (F ) − π ⋆ (0).
Remark 13.
Since the payoff F is unbounded, we choose different admissible sets for the two optimization problems in (24) due to their different natures.
If F ≥ 0, then C 0 (F ) is interpreted as the selling price of F . Since in this case F is automatically bounded from below, according to Theorem 10, we can enlarge the admissible set from A ′ D to A. Therefore, the two optimization problems in (24) are solved under the same admissible set A.
On the other hand, if F ≤ 0, then −C 0 (−F ) can be interpreted as the buying price of −F .
From Theorems 6 and 10, we have
where Y (F ) is (the first component of) the unique solution to BSDE(F, f ) (cf. (8)). Herein, we use Y (F ) to emphasize the dependence of the solution Y (F ) on its terminal data F . We thus obtain the utility indifference price of the derivative with the payoff F as
The associated hedging strategy satisfies
A convex dual representation of utility indifference price
Motivated by [13] , we provide a convex dual representation of the solution Y (F ) in this section, which on one hand completes the proof of Theorem 5, and on the other hand, gives a convex dual representation of the utility indifference price C 0 (F ).
For the specific example considered in section 3.3, the convex dual representation will reduce to the well known minimal entropy representation of the utility indifference price (see [11] , [15] and [24] with more references therein).
Firstly, we observe that since C is convex, it follows that the generator f (t, z), defined in (9) , is convex in z. We can therefore introduce the convex dual of f (t, z),
Then, the Fenchel-Moreau theorem yields that
, which is the subdifferential of z → f (t, z) at z ∈ R m , achieves the supremum in (28),
We next introduce the admissible set of the convex dual problem. For an
De la Vallée-Poussin theorem implies that L q is in Class (D) and therefore a uniformly integrable martingale. We can then define a probability measure Q q on F T by dQ q dP := L q T , and introduce the admissible set
Theorem 14. Suppose that Assumptions 1 holds. Then, the solution Y to BSDE(F, f ) (cf. (8)) admits the following convex dual representation
where (27) . Moreover, there exists an optimal density process q ⋆ ∈ A ⋆ F [t, T ] such that
As a direct consequence of Theorem 14, we obtain a convex dual representation of the utility indifference price
(32) Note that, in general, the above convex dual representation may not be the minimal entropy representation (see, for example, [11] , [15] and [24] ) due to the appearance of non-subspace portfolio constraints. If it is a subspace portfolio constraint, the above convex dual representation is precisely the minimal entropy representation as shown in section 3.3.
Asymptotics for the risk aversion parameter
We study the asymptotics of the utility indifference price for the risk aversion parameter α in this section. We make the following assumption on the payoff F .
Assumption 3. The payoff F satisfies E[e p ′ F + ] < ∞ for any p ′ ≥ 1, and there exists a constant k > 0 such that F − ≤ k.
Remark 15.
To address the asymptotics as the risk aversion parameter α → +∞, it is obvious that we need to assume F + is exponentially integrable with any order.
Under Assumption 3, it follows from Theorem 5 and Lemma 11 that BSDE(F, f ) (cf. (8)) admits a unique solution (Y, Z), such that e αY + ∈ S p ′ , Y − ∈ S ∞ , and Z ∈ M p ′ .
The existing literature (e.g. [11] , [15] and [24] ) addresses only the case of a subspace constraint on portfolios, which allows them to work on the dual problem, and to use the corresponding minimal entropy representation in the asymptotic analysis of the utility indifference price.
In our more general case of portfolio constraints, the minimal entropy representation does not hold anymore, as demonstrated in the convex dual representation (32). We shall work on the primal problem by considering the BSDE representation (25) of the utility indifference price. To facilitate our subsequent discussion, we further impose the following cone condition on the constraint set.
Definition 16. [Admissible strategies with constraints 4]
The set of admissible trading strategies A C c is the same as A in Definition 3, except that the constraint set C is replaced by C c , where C c is a closed and convex cone in R d with 0 ∈ C c .
To emphasize the dependence on the risk aversion parameter α, we write BSDE(F, f α ) with its solution (Y α (F ), Z α (F )), and the corresponding utility indifference price and associated hedging strategy as C α 0 (F ) and
Recall the generator f α in (9) (with C replaced by the cone C c ) has the form
Since C c is a cone, it follows that αProj σ tr t C c (z+
In turn, if (Y α (F ), Z α (F )) is the unique solution to BSDE(F, f α ), then 
The above scaling property is crucial to the asymptotic analysis of the utility indifference price C α 0 (F ). Next, we define
Then it is immediate to check that
where we used (33) and (34) in the last equality. Furthermore, we introduce the generator
where dist σ tr t C c (·) is the distance function of σ tr t C c . With the generator g α , we rewrite (36) as
Note that if F satisfies Assumption 3, the above BSDE (37) actually admits a unique solution (C α (F ), H α (F )), where e αC α (F ) + ∈ S p′ , C α (F ) − ∈ S ∞ , and
. But according to Theorem 5 and Lemma 11, BSDE(F, f α ) admits a unique solution. Thus, (C α (F ), H α (F )) must be the unique solution to (37).
In the following, we will study the asymptotics of the utility indifference price C α 0 (F ) via BSDE (37).
Asymptotics as α → 0
Theorem 17. Suppose that Assumption 3 holds, and the admissible set is A C c as in Definition 16. Then, lim α→0 C α 0 (F ) = C 0 0 (F ), where C 0 (F ) is (the first component of ) the unique solution to the linear BSDE
Remark 18. If C c is a subspace of R d , we also have the convergence of the optimal trading strategy. In fact, by the linearity of the projection operator on the subspace σ tr t C c , we have
see the proof of Theorem 17), it follows that
Based on Theorem 17, we can further represent the solution to (38) in terms of the expected value of the payoff F under some equivalent probability measure. To see this, we define Q Z as
Since · 0 (Z 1 t (0)) tr dB t is a BMO martingale (see Lemma 12 in [21] ), the stochastic exponential in (39) is indeed a uniformly integrable martingale, and Q Z is therefore well defined. We then obtain the asymptotic representation of C α (F ) when α → 0 as
In section 3.3, we shall show that the probability measure Q Z will reduce to the minimal entropy martingale measure if the portfolio constraint is a subspace.
To prove Theorem 17, we start by proving some estimates of the generator g α .
Lemma 19. The generator g α (t, h, Z 1 t (0)) has the following properties: (i) g α (t, h, Z 1 t (0)) is nondecreasing in α; (ii) For α ∈ (0, 1], g α (t, h, Z 1 t (0)) has the upper and lower bounds, both of which are independent of α,
for some predictable process m satisfying |m t | ≤ |Z 1
Proof. (i) To prove g α is nondecreasing in α, we recall that σ tr t C c is convex, so dist 2 σ tr t C c (·) is convex. It then follows that
is nondecreasing in α.
(ii) According to (i), we know g α (t, h, Z 1 t (0)) ≥ lim α→0 g α (t, h, Z 1 t (0)). Next, we calculate the limit of g α when α → 0 as
We refer to [10] for the calculation of the derivative of quadratic distance functions.
On the other hand, using an elementary equality a 2 − b 2 = (a − b) 2 + 2b(a − b), we rewrite the generator g α as
By the Lipschitiz continuity of distance functions, g α is dominated by
Thus, we conclude by noting that |m t | ≤ |Z 1
Proof of Theorem 17. We apply the stability property of quadratic BSDE with bounded terminal data to study the limit of C α (F ) when α → 0.
To this end, we consider BSDE(F, g α ) for α ∈ (0, 1] (cf. (37)):
Since the generator g α satisfies (41) and the terminal condition F satisfies Assumption 3, the comparison theorem for quadratic BSDE with unbounded terminal data (see section 3 of [6] ) implies
and C 1 solves BSDE
It is routine to check that both C 0 and C 1 have the explicit expressions
where Q m is defined as
We claim that C 
for some constant C > 0. In turn, Hölder's inequality implies
Next, we pass to the limit in (43). But since the upper bound of g α involves m (cf. (41)), which is typically unbounded due to the unboundedness of Z 1 (0), and the terminal condition F is unbounded, the stability property does not apply directly. To overcome this difficulty, we apply the localization argument as in Theorem 5 and define the stopping time
. For fixed j, we observe that C α j (·) is bounded, and the generator of BSDE (46) satisfies
Moreover, according to (42),
as α → 0. Consequently, the quadratic BSDE (46) satisfies the stability property conditions in section 2.2 of [26] . Hence, setting C 0 j (t) = inf α C α j (t), it follows from the stability property of quadratic BSDE with bounded terminal data (see Lemma 3.3 in [26] ) that there exists H 0
The linear BSDE (38) then follows by sending j → ∞ in (47).
Asymptotics as α → ∞
We complete the asymptotic analysis of C α (F ) by considering the situation α → ∞ in the next theorem.
Theorem 20. Suppose that Assumption 3 holds, and the admissible set is A C c as in Definition 16. Moreover, suppose that the following constrained BSDE
) is the minimal solution to the constrained BSDE (48). Herein, the mini-
Remark 21. The assumption on the constrained BSDE (48) means that the payoff F can be superreplicated by using a trading strategy constrained in the set σ tr u C c , for a.e. u ∈ [0, T ]. Note that if F is bounded, the above assumption is indeed satisfied by taking C ∞ (F ) ≡ ||F || ∞ , the essential supremum of F , H ∞ (F ) ≡ 0, and
Furthermore, if F is bounded, and C c is a subspace of R d as in Remark 18, we also have the convergence of the optimal trading strategy. To see this, since
and H α (F ) → H ∞ (F ) weakly in M 2 , strongly in M p for p < 2 (see the proof of Theorem 20), we obtain
Let us recall that, according to [8] , the minimal solution C ∞ (F ) actually admits a stochastic control representation. To see this, we introduce the admissible set
The domain Γ t is define as follows: For t ∈ [0, T ], given the closed and convex cone σ tr t C c , we define its support function δ ⋆ σ tr
is valued in R∪{+∞}, and is bounded on compact subsets of the barrier cone
In our case, since σ tr t C c is a closed and convex cone, it follows that Γ t = {v ∈ R m : z tr v ≤ 0 for z ∈ σ tr t C c }, and δ ⋆ σ tr t C c ≡ 0 on Γ t . It then follows from Theorem 5.1 and Corollary 5.1 of [8] (with µ = −θ) that
In section 3.3, we shall show that C ∞ 0 (F ) is nothing but the superreplication price of F under MLMM when the portfolio constraint is a subspace.
Proof of Theorem 20. The proof is based on Peng's monotonic limit theorem (see [28] ). We start with bounded F , and proceed to general F by an approximation procedure.
(i) The case that F is bounded. We first rewrite (37) as
and A α is an adapted, continuous and nondecreasing process defined as
We regard (51) as a penalized equation for the constrained BSDE (48), and we shall prove (
To this end, we note that since F is bounded and g α is nondecreasing in α (see Lemma 19) , the comparison theorem for quadratic BSDE with bounded terminal data then implies C α (F ) is nondecreasing in α. Consequently, C α (F ) is also nondecreasing in α.
We claim that for any bounded solution (
We defer the proof of the above inequality to Lemma 22. Then (54) will further imply C Thus, there exists C ∞ (F ) ∈ S ∞ such that C α (F ) → C ∞ (F ) in S ∞ , and
for some constant C > 0. Applying Peng's monotonic limit theorem in [28] , we then obtain that there exist (
Indeed, by the definition of A α (F ) in (53) and the first estimate in (55), we have
which forces that H ∞ u (F ) ∈ σ tr u C c , for a.e. u ∈ [0, T ], i.e. the constraint condition in (48) holds.
(ii) The case that F satisfies Assumption 3. In general, we approximate F from below by introducing F n := F ∧ n. It then follows from the comparison theorem and the stability property for quadratic BSDE with bounded terminal data that C α (F n ) is nondecreasing in n, and
On the other hand, we have also proved in (i) that C α (F n ) is nondecreasing in α, and lim
Thus, by interchanging the above two limiting procedures, we obtain
According to (49), C ∞ 0 (F n ) admits the stochastic control representation
Since F n → F from below, by monotone convergence theorem, we have
Using (49) again, we know the right hand side of the above equality is nothing but the stochastic control representation of C ∞ 0 (F ), i.e. (the first component of) the minimal solution to the constrained BSDE (48). Hence, lim α→∞ C α 0 (F ) = C ∞ 0 (F ). Lemma 22. Suppose that the payoff F is bounded, and let (C α (F ), H α (F )) be the unique solution to BSDE (37). Then, for any bounded solution
) is a bounded solution to the constrained BSDE (48), it follows from (37) and (48) that
where β is defined as
Using the similar arguments as in the proof of the upper bound of g α in Lemma 19, we deduce
tr dB u is a BMO martingale, which follows along the similar arguments as in Lemma 12 of [21] by noting that F is bounded, so · 0 β tr u dB u is also a BMO martingale. In turn, defining Q β as dQ
we have
Recall from Lemma 19 that
) is nondecreasing in α. Setting β := 1/α, similar to (42), we have
where we used the constraint condition H ∞ u (F ) ∈ σ tr u C c in the last but one equality. We then calculate the derivative of the above quadratic distance function dist 2 σ tr u C c (·) with respect to β as
A special case with subspace portfolio constraints
We show that the results herein cover the existing literature of indifference valuation ( [11] , [15] and [24] ), if the trading strategies stay in a subspace of R d rather than a general set.
To facilitate the discussion, we only consider an example with a single traded asset. The more general case follows along similar arguments. Consider a market with a single stock whose coefficients depend on a single stochastic factor driven by a 2-dimensional Brownian motion, namely, m = 2, d = 1, and
The payoff F has the form F = F (V · ), which may depend on the whole path of the stochastic factor process V .
We assume that the two positive constants κ 1 , κ 2 satisfy |κ 1 | 2 + |κ 2 | 2 = 1, the functions b(·), σ(·) and η(·) are uniformly bounded, and σ(·) > 0. Then, the wealth equation
σ(Vt) . We also choose C = R. In this case, for z = (z 1 , z 2 ), the driver f (t, z) in (9) reduces to
and its convex dual f ⋆ (t, q) with q = (q 1 , q 2 ) in (27) becomes
. (58) According to Theorem 14, the convex dual representation of Y in (30) becomes
Note that the first component q 1 of the density process q must be the negative risk premium −θ(V s ), s ∈ [0, T ]. Thus, under Q q , the stock price process S follows
is a one-dimensional Brownian motion under Q q , so Q q is an MLMM. We also note that
Hence, we can rewrite the convex dual representation of Y as the following minimal entropy representation
Consequently,
which is precisely the minimal entropy representation of the utility indifference price obtained in [11] , [15] and [24] . Next, we investigate the asymptotic behavior of the utility indifference price in this example. One could, of course, work on (62) to obtain the asymptotic results as in [15] and [24] . However, we shall apply the asymptotic results obtained in section 3.2 directly, in particular (40) and (49), and compare them with the asymptotic results established in [15] and [24] .
We follow the notations in section 3.2. We first show that when α → 0, the probability measure Q Z introduced in (39) is the minimal entropy martingale measure.
Denote the optimal density process by
where we used (60) in the second equality. Similar to the proof of Theorem 14, the martingale representation theorem implies
for some R 2 -valued predictable process
is a 2-dimensional Brownian motion under Q q ⋆ .
On the other hand, according to the primal BSDE(0, f ) with the driver f given in (57), we also have
Comparing (63) and (64) gives (Z )), and moreover, q
, by the scaling property (34). Thus, the optimal density process is
Note that the above density is nothing but the density of the probability measure Q Z in (39):
which means Q Z is the minimal entropy martingale measure.
To conclude the paper, we show that C ∞ 0 (F ) in (49) is the superreplication price of F under MLMM in this example. To this end, observe that the barrier cone Γ t reduces to Γ t = {v ∈ R 2 : v 1 ≡ 0}, and the support function δ ⋆ σ tr t C c ≡ 0 on Γ t . Thus, (49) becomes
so the stock price S follows (59), and Q v is an MLMM, i.e. C ∞ 0 (F ) is the superreplication price of F under MLMM Q v .
Proofs of Theorems 5 and 14

Proof of Theorem 5
The main ideas for establishing existence and uniqueness of the solution to BSDE (8) come from [5] , [6] and [13] . To this end, we truncate the terminal data F as follows
Then, it follows that |F n,k | ≤ max{n, k}, and
Moreover, lim n,k→∞ F n,k = F . We first consider the following truncated BSDE(
which admits a unique solution (Y n,k , Z n,k ) ∈ S ∞ × M 2 (see, for example, Theorem 2.3 of [23] for its proof). Moreover, we note that −z
The second inequality follows by taking π t ≡ 0 in (9) . In turn, the comparison theorem for quadratic BSDE with bounded terminal data (see Theorem 2.6 in [23] ) implies
where Y solves BSDE(−F − , −z tr θ − 1 2α |θ| 2 ), namely,
and Y solves BSDE(F + , α 2 |z| 2 ), namely,
It is routine to check that both Y and Y have the explicit expressions
where Q θ is the MLMM given in (17) . Next, we pass to the limit in (65). Since the solution Y n,k is only locally bounded, we need to apply the localization method introduced in [5] (see also [6] ). For integer j ≥ 1, we introduce the following stopping time
is nondecreasing in n and nonincreasing in k, while it remains bounded by j. Hence, setting Y j (t) = inf k sup n Y n,k j (t), it follows from the stability property of quadratic BSDE with bounded terminal data (see Lemma 3 in [5] or Lemma 2 in [6] ) that there exists
where 
Moreover, (Y, Z) satisfies BSDE(F, f ) (cf. (8)).
To finish the proof of existence, it remains to prove that the solution (Y, Z) stays in an appropriate space.
where p > 1 and ε > 0 are given in (4) .
In turn, it follows from Doob's inequality that
Next, we show that Z ∈ M 2 . To this end, following [4] (see also [5] and [6] ), we introduce u ε (x) := exp(εx)−εx−1 ε 2 for x ≥ 0, and apply Itô-Tanaka formula to u ε (Y − t ). It follows that
where L is the local time of Y at the level 0, and τ ε j is defined as
With the choice of the function u ε (·), we also have
and −
and therefore, E[
Similarly, applying Itô-Tanaka formula to u α (Y + t ), and using the fact that f (s, Z s ) ≤ α 2 |Z s | 2 , we obtain 1 2
and in turn, E[ T 0 1 {Ys>0} |Z s | 2 ds] < +∞. Next, we show that e αY ∈ S p ′ and Z ∈ M p ′ for any p ′ ≥ 1, when F has exponential moment of any order. The first part about Y follows along the same arguments as in (73) and (74), so we only prove the second part about Z. To this end, we send j → ∞ in (76) and (77), and add the two inequalities,
Consequently, there exists a constant K > 0 such that Hence, E[( T 0 |Z s | 2 ds) p ′ /2 ] < +∞, and we conclude the proof. Finally, the uniqueness of the solution to BSDE (8) will be established in the proof of Theorem 14 below as a corollary of the convex dual representation of the solution Y .
Proof of Theorem 14
For any q ∈ A ⋆ F [0, T ], we define
which is finite due to the integrability condition in the admissible set A ⋆ F [0, T ]. Note that Y q t − t 0 f ⋆ (s, q s )ds, t ∈ [0, T ], is a uniformly integrable martingale under Q q , so similar to the arguments as in Chapter 5.8 of [22] , it follows from the martingale representation theorem (under the filtration {F t } t≥0 ) that
for some R m -valued predictable density process Z q ∈ L 2 [0, T ], where B 
Note that Y τ j → F , Y q τ j → F , Q q -a.s., and Y q is uniformly integrable under Q q , so we only need to prove that Y is uniformly integrable under Q q in order to pass to the limit in (80). For this purpose, we recall that e αY + ∈ S p and e εY − ∈ S 1 (cf. Theorem 5). Then, by applying the inequality (13) 
Hence, by letting j → ∞ in (80), we conclude that Y t ≥ Y 
from which we obtain Y t = Y Proof. We first show q ⋆ ∈ L 2 [0, T ]. Indeed, recalling that f (t, z) ≤ α 2 |z| 2 , we obtain a lower bound of f ⋆ (t, q), for (t, q) ∈ [0, T ] × R m ,
by taking z = q/α in the last inequality. In turn, following (82), Applying the inequality (13) to L
with p > 1 given in (4). Furthermore, using the fact Y = Y q ⋆ and BSDE (78) under Q q ⋆ , we obtain
where we used the lower bound of f ⋆ (cf. (83)) in the last inequality. Finally, combining (84) and (85), and observing
The assertion then follows by sending j → ∞ in the above inequality, and using Fatou's lemma.
