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This thesis addresses the use of image segmentation for object based coding. Image
segmentation and coding are two different and important tasks in image processing.
Image segmentation is the first step in many computer vision systems in use today.
Object-recognition and target tracking are two salient examples. Whenever images have
to be stored or sent over transmission lines they are compressed. Image compression and
coding has also been widely studied and used to save disk-space and transmission
bandwidth.
There are two categories of image segmentation techniques, edge based segmentation and
region based segmentation. The edge based segmentation techniques look for sharp
change in intensity values to locate boundaries and the region based approaches look for
homogeneity of pixel values to group them together. Different segmentation methods
have been designed for different applications. But a dilemma concerning the
segmentation researchers has been to find a method to measure the segmentation quality.
Object based compression and coding is an important application of image segmentation.
It can be used as an effective measure of segmentation quality.
Different image compression methods have been designed and standardized. Block based
methods and wavelet based methods are two important types that have emerged in the
lPEG and lPEG 2000 standards. respectively. Block based image compression methods
are those where image is divided into fixed sized blocks before further processing. In
wavelet based methods image is divided into bands of different frequencies before
processing each one alone. Object based compression is a relatively new method that is
being researched, it divides an image into arbitrarily shaped regions called object ,
depending on the contents of an image. It has applications in video editing, motion
estimation, content based image retrieval, low bit-rate video coding and biomedical
imaging. The performance of an object-based image coding algorithm highly depends on
segmentation. An overly segmented image that would result from directly applying edge
based segmentation techniques to a texture image would be inefficient. And a
semantically meaningless segmentation that would result by segmenting a smooth real
image by texture segmentation techniques would be unacceptable. It will not be practical
to hand pick a segmentation technique for every image to be later compressed by a
general purpose object based coding algorithm. In short there is a need of a segmentation
technique that is cost effective and is applicable on a variety of images.
The purpose of this research is two fold, to present a new segmentation method that can
be used in a broad range of images and is good in terms of higher PSNR at the same
compression ratio. The second purpose is to introduce object based coding as an effective
measure to test the performance of a segmentation method. The rest of this thesis is
organized as follows. In the next chapter a review of the literature on image compression
and segmentation is given. In chapter 3 description and analysis of the segmentation and
compression techniques used in the research are presented. Results of the research are




2.1 Image Coding Techniques
Several Methods for image coding have been developed, these methods can be divided
into three main groups block based coding, wavelet based coding and object based
coding. These three methods differ in the way they divide an image before coding starts.
2.1.1 Block Based Coding
The most popular block based coding technique is the standardized IPEG. Other
algorithms have also been developed recently that use block based coding technique and
give better results depending on the application. these methods are discussed below.
2.1.1.1 IPEG
JPEG is an abbreviation of Joint Photographic Experts Group. this standard was
developed to be a compromise between image quality and compression. This algorithm
first divides an image into 8 x 8 blocks and processes them separately. A two dimensional
discrete cosine transfonn of these 8 x 8 blocks are taken and quantized using an
application dependent quantization matrix. These transform coefficients are then
compressed using Huffman compression technique. This algorithm gives a fairly good
3
result but has disadvantages as blocking and blurring of edges which are removed by
object based coding, which will be discussed later.
2.1.1.2 Block Classification
This compression technique discussed in [I] and [2] was developed utilizing the
properties of human visual system (HVS). HVS recognized images by their shapes and
regions and not their intensity values. The algorithm used by this method is explained
below:
An image is divided into 8 x 8 blocks as in IPEG and then these blocks are further
divided into 3 categories smooth regions, texture regions and edge regions. Smooth
regions are coded using the DC value only and that is also coded differentially. Texture
regions are coded by taking the discrete cosine transfonn and coding the coefficients as
done in IPEG. Edge regions contain the maximum information, they are also coded using
discrete cosine transfonn but more accurately than the textured regions.
A further improvement in this algorithm can be done hy first dividing the image into
32x32 super-blocks and then checked for homogeneity. If a block is homogeneous it i
coded as a single 32 x 32 but if the block is not homogeneous it is further divided into 16
x 16 and/or 8 x 8 sub blocks and checked for homogeneity. These homogeneous blocks
are then coded using the method described above. The block classification method
improves the edge quality over IPEG but is not efficient and does not give the
functionality that an object based coding method does.
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2.1.1.3 Region of Interest Coding
This is a simple algorithm where blocks of interest are coded more accurately
than other blocks and the region of interest is selected by a user. It has wide range of
applications including biomedical imaging where the background is of no interest, so it i
coarsely coded. Since this method requires user interaction it is not practical for many
applications.
2.1.2 Wavelet based Coding
It is a subband image coding technique. Image is passed through a set of bandpass filters
and their outputs are quantized and coded separately. These bandpass filters form an
orthonormal basis function so that the original image can be reconstructed exactly by
passing the filtered signals through a bank of recon truction filters. A graphical
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Figure 1: Block diagram of wavelet based coding
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2.1.3 Object Based Coding
One implementation of wavelet-based coding is by using subband filters. These filter
decompose an image into high and low-frequency bands. The lowest frequency band is
then again passed through these filters to further decompose it into maller bands.
Image can also be divided into objects of arbitrary shape depending on the content
instead of a fixed block size. These objects are then coded separately. This division gives
more functionality to the compressed images and also improves the sharpness of the
edges. Two different categories of object based coding exist depending on whether the
shape of the object effects the coding algorithm or not, these are given below.
2.1.3.1 Shape Adaptive Coding
Images are coded according to their shapes, two different ways of coding can b
grouped in this category.
2.1.3.1.1 Pixel Shifting
This algorithm was proposed in [3] and is illustrated below in figure 2. In the
figure an arbitrarily shaped object (dark) is contained within a rectangular block (light).
The size of the block can be set according to the shape of the object or can also be
predefined as the maximum size that any object can take. To code the object all the pixels
belonging to the object are first moved up and aligned with the upper boundary and then

















Figure 2. Successive steps involved to perform shape adaptive OCT.
the number of pixels in that column. After the first transform the pixel values are replaced
by the transform coefficients. The rows are now shifted towards the left border and a
similar one-dimensional OCT along the horizontal axis is calculated.
An improvement to this algorithm was suggested in {4]. The alignment of the vertical
OCT coefficients to the left column increases entropy. If we al ign the OCT coefficients




2.1.3.1.2 Object Wavelet Transform
Wavelet transfonn can also be used for object based coding [5]. Since the
standard wavelet transfonn is defined on a rectangular region like a discrete cosine
transfonn, a rectangular block containing the object is constructed. The values of the
pixels within the rectangular block but not belonging to the object are obtained by the
average value of the neighboring pixels that belong to the object. The redundancy of the
coding algorithm is reduced by first using only the object pixels for low-pass filtering and
second by replacing the coefficients coming from the pixels that do not belong to the
object. to zero.





Figure 3. Coding coefficient selection
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2.1.3.2 Shape Independent Coding
An image can be approximated by a set of basis functions as follows:
!(x'Y)=L !3npi(X, y) x,ye S
where S is the region occupied by the image and 'Ifi are the basis functions. These basis
functions have to be orthogonal to each other with respect to the image shape. Since the
image shape is arbitrary it is very difficult to always find the mutually orthogonal basis
functions for them. Instead we can find the basis functions for a rectangular block and
then try to optimize the basis functions on the shape. This method introduces redundancy
in the image, in order to overcome this redundancy and be able to best repre ent the
object with least number of coefficients different methods have been suggested and are
described below.
2.1.3.2.1 Zero padding
The easiest way to reduce the redundancy is to set all the pixel values outside the
object to zero (this method is discussed in [6] and [7]). This seems like a good option at
the first look but it introduces new high frequency coefficients in discrete cosine






The values of the pixels outside of the object can be set using the pixel values
inside the object by mirroring. This can reduce the effects of the boundary. Different
ways of mirroring have been suggested e.g. edge repetition, mirroring in two directions
separately etc. These methods give different results depending on the image.
2.1.3.2.3 Exhaustive Searching
Exhaustive searching can be used to achieve this task but it is computationally
very expensive. We can exhaustively search at both DCT level and in the spatial domain.
Exhaustive searching in the spatial domain is a relatively easier task, since, in general, the
number of pixels outside the object will be less than the number of pixels inside it. Still
the complexity is high enough to make it unpractical. For example, in an 8x8 block, if
there is a single pixel that does not belong to the object itself than it will take 256
iteration to find its optimum value. If there are two such pixels then the number of
iterations needed will be 256 x 256 i.e. the complexity goes as 256".
2.1.3.2.4 Projection onto Convex Sets
Another method proposed by [8] and called projection onto convex sets can be
used to estimate the outside pixels. The method is described in figure 4 below. First we
find the segmentation for the image and then take its discrete cosine transform and zero
high frequency or low energy coefficients. An inverse transform is obtained and the value
10
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of the pixels that are part of the object is set to the original. We again take the transform
and zero some of the coefficients and continue doing process till it converges or a
maximum number of iterations have been done. This procedure is uccessful becau e by
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Figure 4: Block diagram of projection onto convex sets algorithm
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2.1.3.2.5 Shape-Independent Basis Functions
An arbitrarily shaped image segment can be approximated by a set of orthonormal
basis functions defined on a rectangle around the object. These basis functions can be
selected one by one depending on the energy associated with each one within the object.
The algorithm developed by [9] is applied on each object separately. First we define the
object within a rectangle and estimate it using one basis function. This estimate is then
subtracted from the original to produce a residue. This residue is used to select more basis
functions. We select the basis functions by looking at its energy within the object defined
by the following equation:
L1 E A
[ L r (m • n ) qJ .v (m • n ) ] 2
(m .11 }E A
L qJ 2.v (m • n )
(m ." }E A
Where tiEA is the energy of the basis function cpuv within the residue r(m,n) of the
object represented by the area A.
A graphical representation of this algorithm is shown in figure 5. In the figure f(m,n) is
the input image g(m,n) is approximation using the selected basis functions. ~Euv is the



















Image segmentation is highly dependent on the application, for example in a tracking
application only the target is important, so if we segment the target from the background,
we have a small portion of the image to work on. Several methods have been developed
for segmentation utilizing different aspects of an image. Some methods look at the edges
in an image others try to concentrate on neighboring pixel values and some methods
consider both of them. This brings us to the question, which segmentation technique is
better than the other. This question can be answered according to the application that uses
the segmentation. We shall try to answer this question for object based coding in this
thesis.
Some of the segmentation techniques developed in the last few decades are discussed
below.
2.2.1 Edge Based Segmentation
An edge in an image is the region where there exists a sudden, sustained jump in the gray
level. Therefore the first step in each edge based segmentation technique is to first detect
an edge using a local edge detector. Taking derivative across an edge produces a peak
value at the edge and thresholding will give the edge locations. If we take a second
derivative this peak becomes a zero crossing, which is easier to detect. The figure 6 [12]













Figure 6: First and second derivatives across a local edge
Since an image is a two dimensional signal we need to calculate its two dimensional
derivatives to find edges. Gradient and Laplacian based methods are common.
2.2.1.1 Gradient
The gradient of an imagef(x,y) at a location (x,y) is defined as a vector
Vf
[
() f ]G x _ -a:;-[g , ]- ;~ .
The magnitude of this vector is generally used in edge detection it is simply called the
gradient
It is also a common practice to approximate the gradient with the magnitude value of the
horizontal and vertical gradient vectors as with
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There can be different implementations of the gradient for image processing, however
two implementations are famous these are Sobel and Prewitt edge detectors.
The computation of the partial derivatives ~ and ~ in an image is similar to calculating
the difference of the neighboring pixels e.g. ill at a location (x,y) can be calculated by
ox
subtracting the pixel values at (x+l,y) from the one at (x,y). Sobel oprators [10] use nine
pixel values to calculate gradient in one direction at one pixel. The masks in figure 7 are









Figure 7: (a) mask to calculate Gx (b) mask to calculate Gy
The benefit of using 3x3 mask is it gives a smoothing effect. Since differentiation is very
sensitive to noise smoothing the image gives better results. An edge map of an image can
be obtained from the gradient of the image by thresholding. There is no automatic way to
select the threshold it is selected by the user according to the application.
The Prewit algorithm [11] is similar to the Sobel algorithm, the only difference is the
mask. The masks of the Sobel algorithm are given in the figure 8.
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The Sobel algorithm gives higher weights to the horizontal and vertical differences than
others while the Prewitt's algorithm gives the same weight to all the differences.





Figure 9: (a) Original image (b) Result of finding edges in vertical direction (c) result of
finding edges in the horizontal direction and (d) absolute sum of (b) and (c)
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2.2.1.2 Laplacian based Detectors
The Laplacian of an image f(x.,y) at a location (x,y) is defined as




Figure 10: Mask to calculate Laplacian of an image
Since the Laplacian uses the second derivative it is very sensitive to noise and it does not
smooth the image like the Sobel or Prewit methods. In the ex.ample in figure 11 the same
image of zebra that was used before for gradient operators is used to show the edges
detected from zero crossings of the Laplacian, the difference is evident. Laplacian does
not give better result than the gradient operator.
(a) (b)
Figure 11. (a) Original image (b) Edge detection using Laplacian
18
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2.2.2 Region Based Segmentation
The Region based segmentation techniques look for homogeneity in pixel values to group
them together.
2.2.2.1 Thresholding
If an image has only two objects with a marked difference in the gray scale, thresholding
can be applied. An example can be a bright object with a dark background or a dark
object with a bright background. In this simple case of a dark object on a bright
background, thresholding is applied by looking at its histogram and setting the threshold
at the valley of the two peaks. These peaks will always exist due to the difference in the
gray scale level of the two distinct objects. Figure 12 shows an example of thresholding.
Histogram of the image of an apple in figure 12a, is shown in figure 12b, here two peaks
are clearly visible. If we apply a threshold of 170 we can divide the image into two parts,






Figure 12 (a) Original image of an apple (b) Histogram of the image (c) Segmentation of the
image when a threshold of 170 is applied
2.2.2.2 Split and Merge Algorithm
In this algorithm [13] initially whole image is considered one object and then divided into
smaller pieces. These pieces are then further divided depending on a given criterion. If a
segment meets the criterion it is not divided, else it is divided into two or four egments.
This criterion is selected by the user according to the application. It can be the difference
,
between the largest and the smallest gray level intensity, or the variance etc. Since the
image is divided into ~quare blocks the segmentation that it produces look blocky and
unnatural. Furthermore this algorithm shou~d be fine-tuned according to the application
and has high computational complex.ity.
2.2.2.3 Watershed Algorithm
The watershed [14] is an interesting and effective region based image segmentation
algorithm. It considers the gradient of an image as a topographical surface. A
20
topographical surface can. be divided into water heds and catchment basin . A water hed
boundary is a high point of land that divides the area drained by one tream from that of
another stream. The local low areas of land where the e stream collect water are called
basins. Similarly if we consider high values of gradient magnitude of an image as high
points in a topographical region and dark points as low values, we can cluster all pixels
that drain in the same basin to fonn one segment. This has two main advantages for
object based coding. First it gives the result as regions so no extra time is wasted in
closing the contours to form regions. Secondly the boundaries are of zero thickness since
this algorithm divides the image into objects. In figure 13, catchment basins and







Figure 13: Catchment basins and watershed lines on a segment of a gradient image
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The watershed algorithm has a disadvantage of over- egmenting an image. In order to
overcome this problem, region merging and multi-resolution watershed pyramids ar
used. In watershed pyramid, an image pyramid is first obtained by downsampling the
image to a predefined coarse level and then applying watershed to the coarsest level.
Traversing down the pyramid to the finer level then refines the segmentation obtained
while keeping the number of segments the same as before. It is an important branch of
watershed and its results will be compared to those of watershed for object-based coding
(WOC) in chapter 4.
Watershed algorithm only considers the pixel gray scale values for that reason it gives
false edges on textured images. For objects based coding we want to segment an image
according to its smoothness and texture. For that reason watershed for object based
coding was developed, which tries to eliminate this effect, it shall be discuss in the next
chapter.
2.2.2.4 Texture Segmentation by Gabor Filters
Texture segmentation is an important technique in the field of image segmentation. A
major goal of research in this field has been to develop features that can represent
textures. Different models such as representing textures as amplitude and frequency
modulating functions [15] have been proposed. Most of the texture segmentation
techniques use two-dimensional Gabor filters to separate areas of a specific texture before
further analysis.
22
Gabor filters are sinusoidally modulated gaussian filters. They have tunable radial
frequency and phase and achieve optimal frequency and space re olution. A general 2-D
Gabor filter has an impulse function:
1
g ( x, y ) = 2 exp{
1r(J x (J )'
where h( x, y ) =g( x, y )exp[ j2n( Ux +Vy )).
and U and V represent the center frequencies of Gabor filter and (j x and (J y are standard
deviation in x and y directions.
Figure 14 shows an example of a cosine Gabor filter in the spatial domain .
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Figure 14: A 2-D Gaussian filter in spatial domain
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In a typical texture segmentation technique using Gabor filtering, a bank of Gabor filters
with different frequencies and orientations is created. The image is passed through this
filter-bank and the outputs are used to segment the image using clu tering such as fuzzy
c-means clustering [16] or a winner-take-all approach [23].
In this chapter different techniques of image segmentation and compression have been
discussed. In the next chapter the segmentation and compression techniques used in the




SEGMENTATION AND COMPRESSION METHODS
3.1 Watershed for Object-Based Coding (WOC) Segmentation
Watershed segmentation only considers the rate of change of the pixel values in an image
at a very localized level. In many applications we need to segment the image according to
its frequency contents. WOC segmentation does this by first transforming the image into
another domain which we shall call difference of discrete cosine transform (DDCT)
domain. DDCT for a particular pixel (i,j) in an image I is found by first taking an 8x8
block around that pixel and finding its DCT coefficients using the following formula:
~ ~ ( 2x +1 )u!r ( 2Y + J )V1r
DCTi.j(U,V) = a(u )a(v) £... L I( x,y )eos[ Jeos[ J,





In the equation u and v are frequency coefficients and DCTi, if U, v ) is the Discrete Cosine
Transform of the block around (i,j). These nCT coefficients are then subtracted from the
DCT coefficients of the blocks around the neighboring pixels. These DCT differences are




LL [DCTi,j( U, v)- DCI:+"J u, V)]2 /W( U, v)+
u=o v=O
7 7
L 2JDCTi,j(u, v )-DCTj,j+l( U, V)]2 /W(U, V)
u=O v=O
In the equation DDCT(i,j) is the difference of DCT for the pixel O,j) and W(u,v) are the
weights given to the nCT values. These weights are selected such that high frequency
coefficients get lower weights than the low frequency ones so that the resulting sum is
more semantically meaningful. The weights used in this thesis are given below:
16 II 10 16 24 40 51 61
12 12 14 19 26 58 60 55
14 13 16 24 40 57 69 56
14 17 22 29 51 87 80 62
W = 18 22 37 56 68 109 103 77
24 35 55 64 8] 104 113 92
49 64 78 87 103 121 120 101
72 92 95 98 112 100 103 99
Figure 15 shows these steps for a pixel in a block of a typical grayscale image. Each pixel
value in the difference of nCT domain represents a change in both nc and AC in its
neighborhood. After we have found the sum of the DCT differences for all the pixels we














Figure 15: WOC segmentation steps
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Figure 16: (a) Slice of an image containing only 2 cosine waves in
one dimension (b) One row of the ima~e in (a)
We consider a one-dimensional signal composed of two cosine waves of different
frequencies. This signal can be represented as
[
3IT 3nIT] [ IT nIT]
cos -- +-- u[n - 1»] +cos -- + - uI-n + 1»]
/6 8 16 8
where n > 0
Where urn] is the unit step function and no is the boundary of the two cosines. For
simplicity I shall apply a window of length 8.The discrete cosine transform of the
window, when it is completely in the low frequency cosine wave region is given by:
8
y[k] = L cos[nIT /8 - IT / 16] *cos[(2 n -1) (k -1) IT / 16]
n=l
-
This is maximum when k=2 and reduces at other values of k. Lets consider this value of k
and see what happens when we slide the window towards right.
8
y[2] = I Cos[n* 7T;8 - fT ;16] * Cos[(2 * n - 1) * 7T ;16)
n=]
The value of y[2] reduces as the window enters the high frequency area. The amount
reduced is the factor on the right i.e. when it has seven pixels in the low frequency part
and one pixel in the high frequency part its value is:
7
y[2] =L (Cos[n _;r {8 -;r {16] _Cos[(2 n -1);r {16])
,,:1
8
+L (Cos[3 _n _;r {8 -3_;r {16] _Cos[(2n -1);r {16]) =3.853
71:8
At half way through y[2l reduces to
4 8
y[2] =I. (Cos[nu / 8-1T /16] *Cos[(2n -1)1T/16]) + I: (Cos[3 *nJl<1l' /8 - 3* 1T /161 *Cos[(2n -1) 1T /16]) <:: 2.
0=1 0=5
Since two consecutive values of y[2l will be subtracted we only consider the absolute
difference. Figure 17 shows a plot of the difference as we slide the window towards right.
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Figure 17: Plot of the difference between two consecutive sum of DCT
If we smooth this difference with a gaussian filter of the same length as the length of the
window shown below we get a peak in the center.
Figure] 8: Gaussian filter
30
Figure 19: Result of applying Gaussian filter of figure 18 on the difference in figure 17.
Similarly if we consider the case when k =4 and do the same analysis above we start with
a very small y[4].
8
Y[4] = 2: (Cos [rIt1T / 8 - 11' /16] .Cos [3 (2 n - I) 11' /1 6]) = - 2.2204 5 x I 0 - I 6.
n= 1
This value increases as the window enters the high frequency region. A plot of the
difference between two consecutive values at this frequency is given below
Figure 20: Plot of the difference between two consecutive sum of DCT values
31
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When we smooth the difference with a Gaussian filter we get a curve similar to the one
for k=2.
ll.-...-.:....- -'-- -'-- .-l
o 5 10 1!
Figure 21: Result of applying Gaussian filter of figure 18 on the difference in figure 20.
One drawback in watershed segmentation is that it tends to over segment an image this
drawback can be removed by region merging after watershed.
32
3.2 Region Merging
The value of the difference of DCT is always high near the edges and low within an
object. This property can be used to design a region merging algorithm. Watershed
algorithm always computes a basin for each region, this basin is the point in the object
where the DCT difference is the minimum i.e. the region around it, is mostly uniform.
Straight lines can be drawn from the basin of one region to that of its neighboring regions
and checked for the height that it reaches. Figure 22 shows how straight lines are drawn
between basins of different regions
Catchment
Basins
Figure 22: Straight lines connecting basins of adjacent regions
Figure 23 shows a typical boundary between two adjacent regions and the path that is
drawn in between them. The path on which the DCT difference does not reach a













Figure 23: Straight line connecting basins of two adjacent regions
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3.3 Object Based Coding
Different object-based coding methods are discussed in the chapter 3, for the purpose of
this thesis an object based compression method has to be chosen that is easy to use i.e. its
ability to use the preexisting algorithms and gives higher compression ratio for the same
segmentation. Object based coding method used was shape independent coding with
projection onto convex sets. Every object in an image is compressed separately. A
rectangular block is used to provide boundary to the segmented object. This block is now
further divided into 8 x 8 sub-blocks. Three types of sub-blocks are possible. First, sub-
blocks that are not part of the object are ignored (not coded). Second, sub-blocks where
all the constituent pixels are part of the object, these blocks are coded in a manner similar
to the standard lPEG using the discrete cosine transform (DCT) and quantization. The
third type of sub-blocks contain segment boundary pixels requiring extra processing to be
able to improve compression quality. These sub-blocks include pixel that are not part of
the object, giving us extra information to compress. Since these pixel values will not be
used after decoding the sub-block, it gives us the freedom to set their values in such a
way that would reduce the number of DCT coefficients required to code them. For this
purpose, successive projection onto convex sets (POeS) is applied on these sub-blocks. A
simple example below shows how poes reduces the number of coefficients in a OCT
than zero-padding.
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object and the right two pixels are not, the DCT of this matrix is
We take a 2x2 image with two pixels belonging to the object and two are outside pixels.
We shall use this 2x2 image to show the objective of preprocessing in object based
coding. Let the image matrix be [~o ~] where the left two pixels are part of the
[
7.57.5 ]
- 2.5- 2.5 The
DCT contains 4 nonzero coefficients while matrix itself contains 2 valid pixels. Now if
we apply projection onto convex sets on the matrix [150 150 ] we get [~o =. ~ .5 ]
[
7.57.5]
if we take its discrete cosine transform we get 0 _ 5 here we have three non-zero
coefficients reducing the number of coefficients needed to send.
After applying POCS on the third type of sub-blocks they are also compressed in a way
similar to IPEG i.e. by quantizing the DCT coefficients.
In this chapter the segmentati.on and compression method that was used in the research





In this chapter results of WOC segmentation technique when applied on real and
synthetic images will be presented. These results will be compared with other
segmentation techniques namely watershed segmentation and texture segmentation using
Gabor filters. Watershed segmentation is used for images that do not contain textures,
texture segmentation is achieved using Gabor filters. Texture segmentation techniques
fail to segment smooth images with little or no texture. WOC segmentation can be used
for both kinds of images, it successfully segments both smooth, real images and textures.
This segmentation abi Iity of woe segmentation is explained below with detailed
comparisons with watershed and Gabor segmentation
WOC segmentation and watershed segmentation methods were used to segment 3 image
namely 'cameraman', 'swan' and ·peppers'. Both of these methods suffer from over
segmentation, which is removed by region merging. The results of these segmentation
methods on the 'cameraman' image are shown in figure 24.
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(a) (b) (c)
Figure 24: (a) cameraman (b) WOC segmentation (c) watershed segmentation
When cameraman image was object based coded using the two segmentation methods the
resultant compression ratio, mean square error and CPU time taken to compress it are
noted below in the table I.
Compression Ratio PSNR CPU time (sec)
WOC 5.04 31.76 183
Watershed 4.73 31.80 251
Table 1: Example results for 'cameraman'
Figure 25 shows rate-distortion curve of the two segmentation methods. As you can see
WOC gave higher PSNR value for a fixed compression ratio compared to watershed.
This difference is around IDB at high compression ratios, which is markedly better.
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Figure 25: Rate-distortion curve for the image 'cameraman'
Figure 26 shows the results of WOCsegmentation and watershed segmentation on the
image 'peppers'.
(a) (b) (c)
Figure 26: (a) Peppers (b) WOC segmentation (c) watershed
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Table 2 gives an example result of applying object based coding the pepper image u ing
the two segmentation methods using the same quantization matrix
Compression Ratio PSNR CPU time ( ec)
WOC 4.53 32.42 172
Watershed 4.37 32.58 230
Table 2: Example results for 'peppers'
Figure 27 shows the rate-distortion curve for the image 'peppers'.
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Figure 27: Rate-distortion curve for the image 'peppers'
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For this image both of the segmentation methods have performed equally good. Thi is
because this image does not contain textures and has smooth areas of different gray scale
levels. Thus the performance of WOC is as good as the watershed but supersedes
watershed for images that contain textures.
The third result is of the image 'swan'. The segmentation results, demonstrative example
and rate distortion curves are given in figure 28, table 3 and figure 29 respectively. Here
also the WOC segmentation method gives higher PSNR values for the same compression
ratios. The difference is greater at higher compression ratios than at lower compression
ratios. This proves that WOC is a better segmentation method for object based coding
than watershed especially at high compression ratios.
(a) (b) (c)
Figure 28: (a) Swan (b) WOC segmentation (c) watershed
Compression Ratio PSNR CPU time
WOC 6.46 36.54 181
watershed 6.21 36.52 145






38 , , , ,
-woe









134 5 6 7 8 9 10 11 12
Compression Ratio
Figure 29: Rate-distortion curve for the image 'Swan'
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3
Watershed segmentation is not used for images with pure textures, since it produces false
edges and so does not give acceptable results. To prove this point watershed was applied
on a texture mosaic that was created using four Brodatz textures (22). WOC was also
applied on the same image and the results are g.iven in figure 30.
,'-------I
(a) (b) (c)
Figure 30: (a) Original texture mosaic (b) watershed segmentation (c) WOC segmentation
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Gabor segmentation is used for texture images. This method j developed for texture
segmentation so does not give perceptually acceptable results on real images. To compare
the performance of woe segmentation and Gabor texture segmentation the same
Brodatz texture mosaic was used. The results of the two segmentation method are
shown in figure 31.
(a) (b) (c)
Figure 31: (a) Original texture mosaic (b) WOC segmentation
(c) Gabor segmentation
Compression Ratio PSNR CPU time
WOC 2.89 27.58 57
Watershed 2.63 27.60 160
Table 4: Example results for 'texture mosaic'
Table 4 gives an example result of object based coding the texture mosaic. Figure 32 is
the rate-distortion curve of the two segmentation methods for the texture mosaic.
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The result shows that WOC segmentation gave higher PSNR for the same compre ion













































Results proved that, in general, watershed for object based coding (WOC) segmentation
method segments an image such that when its object-based coded it gives higher PSNR
for the same compression ratio, compared to watershed. This is true for images that
contain texture (around IDB improvement) and for images that do not contain textures
and are composed of smooth gray level regions this method matches the perfonnance of
watershed at low compression ratios and exceeds them at high compression ratios.
Another improvement of woe over watershed is that it is able to segment different
textures while the same is not possible with the classical watershed. The reason is that a
classical watershed algorithm looks at the rate of change in the immediate vicinity of
every pixel while woe looks at the rate of change in a whole block, e.g. 8x8 in the
examples.
Textures are segmented using Gabor segmentation methods. For the case of Brodatz
texture mosaic in Figure 28(a) WOC gives perceptually better result than Gabor
segmentation method also when object based coded the segmentation gives higher PSNR
for the same compression ratio. The difference in the results of the two segmentation is
higher that IDB.
Another purpose of the thesis was to introduce object based coding as a method for
quantitative comparison of two segmentation methods. When a segmented image is
object-based coded quantization can be changed giving us different compression ratios.
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This way rate-distortion curves can be generated. These rate distortion curves how how
well the results of a segmentation method perfonned at different compre ion ratios.
Thus this thesis has fulfilled its two main objectives namely, introduce a new
segmentation method that is tuned towards object based coding and introduce object
based coding as a measure of segmentation quality.
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