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Abstract. I review the progress made in recent years with functional methods in our understanding of the QCD phase diagram.
In particular I discuss a renormalisation group approach to QCD at finite temperature and chemical potential. Results include
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Introduction
Quantum Chromodynamics (QCD) at finite tempera-
ture and density is a very active area of research. The
equation of state of QCD and the nature of the transition
from the hadronic phase with broken chiral symmetry to
the chirally symmetric, deconfined quark-gluon plasma
phase is of great importance for a better understanding
of the experimental data, e.g. [1].
For full QCD with dynamical quarks one expects
the deconfinement phase transition to be a crossover as
quarks explicitly break the underlying center symmetry
of the gauge group. The nature of the chiral phase transi-
tion primarily depends on the value of the current quark
mass, which explicitly breaks chiral symmetry, as well as
on the strength of the chiral anomaly [2]. While the con-
finement phase transition is driven by gluodynamics, the
chiral phase transition is governed by strong quark inter-
actions. It is a highly non-trivial observation that both lie
remarkably close at least for small quark chemical po-
tentials [3, 4]. An understanding of this interrelation is
subject of an ongoing debate.
Hence, the resolution of the QCD phase diagram re-
quires both, the computation of the relevant observables,
in particular the order parameters, and also some analytic
understanding of the mechanisms involved, see e.g. [5].
Such a twofold task is best obtained within a combina-
tion of different methods that allow a direct access to the
observables as much as to the mechanisms behind the ob-
served phenomena. Functional continuum methods such
as functional renormalisation group equations (FRG) and
Dyson-Schwinger equations (DSE) are well-suited for
the above task. They are indeed complementary to lattice
simulations: most importantly they are amiable towards
chiral fermions including the anomalous breaking of chi-
ral symmetry and are straightforwardly applied to finite
chemical potential. Ideally lattice simulations and func-
tional approaches go hand in hand, and should be used
to improve and to check respective results, also leading
to better systematic error estimates. In combination, this
should allow us to map out the phase diagram of QCD.
Functional RG
We shall present results on the order parameter for the
chiral and the confinement-deconfinement phase transi-
tion obtained with functional methods, mostly with the
FRG. Within a functional approach one usually com-
putes correlations functions of quarks and gluons or that
of composite operators such as hadronic degrees of free-
dom. These correlations functions are related by an in-
finite hierarchy of partial integro-differential equations
which are solved within specific approximations to the
full system at hand. Clearly a sound discussion of the ap-
proximations is of chief importance for the reliability of
functional approaches. However, it is beyond the scope
of the present overview, and for more details we defer
the reader to the original works.
Most of the results presented here are obtained in
Landau gauge QCD with the classical action
SQCD =
1
4
∫
x
Faµν
2+
1
2ξ
∫
x
(∂Aa)2+
∫
x
C¯a(∂D)abCb
+
∫
ψ¯
(
iD/ + imψ + iµγ0
)
ψ , (1)
where ξ → 0. An infrared regularisation is achieved with
the introduction of momentum-dependent mass-terms
for ghost, gluon and quark fields. We also introduce cut-
off terms for effective low energy degrees of freedom
such as mesons and baryons. This leads to a scale-
dependent effective action, Γk[A,C,C¯,ψ, ψ¯;σ ,~pi, ...],
with infrared cut-off scale k. The σ and ~pi fields stand for
mesonic composite operators. For k → 0, we approach
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the fully interacting theory, whereas for k → ∞ we are
left with the asymptotically free high energy QCD.
An infinitesimal change of the scale k is described by
Wetterich’s flow equation, [6],
∂tΓk[φ ] =
1
2
Tr
(
Γ(2)k [φ ]+Rk
)−1
∂tRk , (2)
where t = lnk/Λ, and φ = (A,C,C¯,ψ, ψ¯;σ ,~pi, ...). Fi-
nally, Γ(2)k denotes the second derivative of Γk w.r.t. the
fields. The cut-off functions Rk provide infrared cut-offs
for all fields, including the composite fields, i.e. σ and ~pi ,
for details see the reviews on gauge theories, [7, 8, 9, 10].
We emphasise that (2) comprises a first principle QCD
flow, the appearance of composite operators does not sig-
nal an effective field theory setting but rather a conve-
nient parametrisation, see [8, 11]. The flow (2) has a sim-
ple diagrammatic form depicted in Fig. 1, see [12]. The
∂tΓk[φ] =
1
2 − − + 12
FIGURE 1. Functional flow for QCD: the lines denote full
field dependent propagators. Crosses denote the cut-off inser-
tion ∂tR.
first and second loop generate gluon and ghost fluctua-
tions respectively, the third loop generates fluctuations
of the quarks, and the last loop stands for the loops of
the mesonic σ - and ~pi-fluctuations, and possible further
hadronic degrees of freedom.
Flows for Yang-Mills propagators in the Landau gauge
The Landau gauge has very peculiar properties that fa-
cilitate the computation of correlations functions: first of
all, the ghost-gluon vertex is protected from renormal-
isation. Second, we have infrared ghost dominance. Its
weak form relevant for the present investigations sim-
ply entails that the gluon dressing function is vanishing
in the infrared, p2/Γ(2)(p→ 0)→ 0, whereas the ghost
dressing function does not, p2/Γ(2)C (p→ 0) > 0. For a
detailed discussion of the global properties of Landau
gauge Yang-Mills theory see [13, 14]. A related gauge
with similar properties is Coulomb gauge, for a FRG
study and further references see [15, 16].
The full set of flow equations for ghost and gluon
propagators is derived from Fig. 1 with two derivatives
w.r.t. the ghost fields and the gluons respectively. The
propagator flows are coupled sets of integro-differential
one loop equations for the propagators that also depend
on vertex functions with up to four legs, see Fig. 2. This
system of flow equations has been studied in [13, 17, 18,
19, 20, 21]. In the following we use the numerical solu-
tions of the FRG equations for the propagators in [13],
k ∂k −1 = −
⊗
−
⊗
+12
⊗
+12
⊗
−12
⊗
+
⊗
k ∂k −1 =
⊗
+
⊗
−12
⊗
+
⊗
FIGURE 2. Functional RG equations for the gluon and
ghost propagator. Filled circles denote dressed propagators and
empty circles denote dressed vertex functions. Crosses denote
the cut-off insertion ∂tR.
the gluon propagator is displayed in Fig. 3. The vertices
used for this solution are fully RG-dressed and depend
on one (symmetric) momentum scale k. The four gluon
vertex is partially 2PI-resummed and hence includes also
the sunset diagram with full propagators. If compared
with similar DSE computations, see [13, 23, 24, 25, 26]
and references therein, it is in particular the latter prop-
erty which includes contributions that are contained in
the two-loop diagrams in the DSEs. These diagrams are
neglected in most approximations to DSEs (see how-
ever [27]). This fact is most probably responsible for the
minor deviations of the DSE propagators from the lat-
tice results, e.g. [22, 28, 29, 30], in the mid momentum
regime around the peak of the gluon dressing function
in Fig. 3, for more details see [13]. In spite of this both
functional approaches provide results which are in quan-
titative agreement with the lattice propagators.
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FIGURE 3. Gluon dressing function: FRG [13], lattice [22].
Quark confinement from Yang-Mills propagators
The Polyakov loop variable L(~x),
L(~x) =
1
Nc
trP expig
∫ β
0
dt A0(t,~x) , (3)
in QCD with Nc colors and infinitely heavy quarks is re-
lated to the operator that generates a static quark. The
trace in (3) is evaluated in the fundamental representa-
tion, P stands for path ordering, and β = 1/T is the in-
verse temperature. We can interpret the logarithm of the
expectation value 〈L〉 as half of the free energy Fqq¯ of
a static quark–anti-quark pair at infinite distance. More-
over, 〈L〉 is an order parameter for the center symmetry
of the gauge group, see e.g. [31].
It can be shown that L[〈A0〉] also serves as an order pa-
rameter, [32, 33]: we have L[〈A0〉]≥ 〈L〉 with help of the
Jensen inequality. We also have L[〈A0〉]≡ 0 in the center-
symmetric phase. Hence it vanishes exactly at Tconf. Ac-
cordingly we have to simply find the solution to the equa-
tion of motion for A0: V ′YM[〈A0〉] = 0. The effective po-
tential VYM[A0] is nothing but the effective action Γ eval-
uated for constant fields A0, VYM[A0] = Γ[A = A0,C =
0,C¯ = 0]. Its flow is governed by the ghost and gluon di-
agrams in Fig. 1, and hence can be computed solely from
the (k-dependent) ghost and gluon propagators [32]. In
other words, VYM being confining for low temperatures
puts constraints on the behaviour of the ghost and gluon
propagators in the deep infrared. Loosely speaking, con-
finement demands a minimal amount of infrared ghost
dominance [32]. Interestingly, infrared stability in the
background Landau gauge puts an upper bound on the
amount of infrared ghost enhancement [34]. Together
this puts rather tight constraints on the infrared asymp-
totics of the propagators which are satisfied by the actual
numerical solutions [34]. Note, however, that the critical
temperature is insensitive to the deep infrared [32, 35],
see also [36, 37]. Moreover, confinement is not directly
sensitive to the size of the coupling. These statements
hold true in dynamical QCD and extends to other ob-
servables [12].
Inserting the propagators shown in Fig. 3 we get the
effective potential shown in Fig. 4. The transition tem-
perature is computed as Tc = 276±10 MeV in quantita-
tive agreement with the lattice result of Tc = 270 MeV,
e.g. [38]. The order parameter, L[〈A0〉] is obtained from
the minimum of the potential in Fig. 4 and is shown in
Fig. 5. If compared with lattice results for 〈L〉, e.g. [38],
the Polyakov loop variable L[〈A0〉] shows a steeper slope
and hence a smaller transition region, see also [39], in
accordance with the Jensen inequality discussed above.
Note, however, that the results presented in Figs. 4 and
5 are obtained by neglecting the back-reaction of the A0-
fluctuations related to V ′′YM[〈A0〉]. These fluctuations re-
duce the slope of the Polyakov loop variable L[〈A0〉]. For
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FIGURE 4. Polyakov loop effective potential [32].
a system at a second order phase transition they carry the
universal properties of a system and drive the system into
the symmetric phase. In turn, they are sub-leading for the
critical temperature of a first order phase transition. This
is one of the reasons for the good quantitative precision
of the results for the critical temperature for SU(3) and
higher SU(N) [35].
For SU(2) Yang-Mills theory we have a second or-
der phase transition (Ising universality class), and in-
deed we find Tconf/
√
σ = .605 instead of Tconf/
√
σ =
.709 [38], with string tension σ . An alternative compu-
tation of the order parameters in SU(2) has been done in
Polyakov gauge. There the flow is completely described
by the V ′′YM[A0]-fluctuations [33], and the critical temper-
ature is computed as Tconf/
√
σ = .69. We also find the
Ising class critical exponents. More recently, the Landau
gauge computation has been extended to the V ′′YM[A0]-
fluctuations with Tconf/
√
σ = .705 [40]. A comparison of
the temperature-dependence of the order parameter in the
Polyakov gauge and the Landau gauge gives a remark-
able agreement for all temperatures and provides strong
support for the gauge independence of our results [33].
This concludes the investigation of Yang-Mills theory.
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FIGURE 5. Polyakov loop [32].
QCD, chiral symmetry breaking and dynamical
hadronisation
The matter fluctuations due to dynamical quarks are
encoded in the last two loops in Fig. 1. The quark-
gluon interaction gives rise to four-fermi terms upon
integration of a momentum shell with the flow. They
originate from box diagrams ∝ α2s , leading to∫
x
λψ,k(αs)
[
(ψ¯ψ)2+(iψ¯γ5~τψ)2
]
, (4)
where τ =(σ1,σ2,σ3). Here we have restricted ourselves
to the two-flavour case, N f = 2. Further momentum shell
integration then also give contributions to the four-fermi
terms related to (4) as the flow ∂tλψ,k = ∂tλψ,k(λψ ,αs).
Note that for αs = 0 this resembles a NJL-type flow. The
four-fermi term in (4) can be conveniently rewritten with
a Hubbard-Stratonovich transformation as
1
2
∫
x
m2σ ,k(σ
2+~pi2)+
∫
x
hk [(ψ¯ψ)σ +(iψ¯γ5~τψ)~pi] ,
(5)
with m2σ ,k = h
2
k/(2λψ,k) and using the equations of mo-
tion for σ and ~pi . Further momentum shell integrations
generate kinetic terms for the mesonic degrees of free-
dom σ and ~pi and further interaction terms, in particular
an effective potential Veff,k[σ2 +~pi2] which includes the
mesonic mass in (5). Additionally the four-fermi inter-
action (4) is re-generated from the quark-gluon interac-
tion. This already leads to an effective action Γk[φ ] with
φ = (A,C,C¯,ψ, ψ¯;σ ,~pi), and suffices to describe the on-
set of chiral symmetry breaking, [12, 41, 42, 43, 44].
The above structure has been also advocated in [45] on
the basis of the pure glue results in [33]. An important
feature of the above bosonisation is that it is not subject
to double-counting problems. With cut-off terms for the
mesonic degrees we are led to the flow equation (2) de-
picted in Fig. 1.
In this setting chiral symmetry breaking is monitored
by the expectation value of σ : the Yukawa term in (5)
can be absorbed into the Dirac term in (1) by
imψ,kψ¯ψ → ψ¯
(
imψ,k +hk(σ + iγ5~τpi)
)
ψ . (6)
Hence, for a non-vanishing expectation value of σ this
term serves as an additional mass term for the quarks.
We concentrate on the Yukawa term and the effective
mesonic potential at vanishing pion field, ~pi = 0,∫
x
Veff,k[σ2]+
∫
x
hk(ψ¯ψ)σ . (7)
In the symmetric phase the effective potential Veff,k has
its minimum at σ = 0 and the fermionic term vanishes
on the equation of motion. In the broken phase the min-
imum is at σ¯ 6= 0, V ′eff[σ¯2] = 0 and the fermionic term
gives rise to a mass term with mass |hk|σ¯ . Indeed, fpi '
|hk|σ¯ is an order parameter for the chiral phase transi-
tion which happens at m2σ = 0, that is λψ →∞. Note that
even within this simplified setting this already introduces
momentum-dependent (non-local) four-fermi couplings.
Via the coupling to the effective mesonic potential and
the kinetic terms one also generates (non-local) higher
order fermionic terms.
The above approach is systematically improved by
dynamical hadronisation or rebosonisation [8, 11, 41,
46]: the re-generated four-fermi interaction can be re-
absorbed in the Yukawa-interaction in (5). This dynam-
ically re-adjusts the expansion of the effective action
in the scale-dependent relevant degrees of freedom and
guarantees or at least improves the locality of the ex-
pansion in relevant degrees of freedom. In this way
the system evolves dynamically from the high tempera-
ture/large cut-off scale quark-gluon phase to the low tem-
perature/small cut-off scale hadronic phase, see in partic-
ular [44].
With or without dynamical hadronisation it is a par-
ticular strength of the present approach that it allows a
direct access to the physics mechanisms. The roˆle of the
gauge coupling for chiral symmetry breaking is already
easily displayed in the setting without (full) dynamical
hadronisation. In the perturbative regime of QCD the
four-fermi coupling can be safely put to zero. The afore-
mentioned box diagrams then generate and successively
increase the strength of the four-fermi coupling. If it ex-
ceeds a critical strength, spontaneous chiral symmetry
breaking is induced similarly to the NJL model. In the
present QCD approach, this is triggered by the increase
of the gauge coupling αs: for αs < αs,crit spontaneous
chiral symmetry breaking is triggered [12, 41, 42, 43].
In turn, if αs does not exceed the critical coupling αs >
αs,crit, the four-fermi coupling never grows big and runs
into the Gaußian infrared fixed point λψ = 0 with chiral
symmetry. We conclude that chiral symmetry breaking is
primarily driven by the strength of the gauge coupling in
contradistinction to the deconfinement transition.
Results: phase structure at vanishing density
The approach described in the preceding sections is
now put to work in two flavour QCD in the chiral limit
and at vanishing density. We map out the confinement-
deconfinement phase transition with the Polyakov loop
order parameter L[〈A0〉], and the pion decay constant
fpi ' 〈σ〉. The confinement-deconfinement phase tran-
sition is also accessible by so-called dual order param-
eters which are derived from quark correlation functions
[36, 47, 48, 49, 50] with non-trivial temporal boundary
conditions for the quark fields in the chosen correlator. In
[12] it has been shown that such order parameters can be
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FIGURE 6. Pion decay constant, dual pressure difference
and Polyakov loop as functions of temperature, χL = ∂T L,
χdual = ∂T p˜ [12].
also derived from QCDθ at imaginary chemical potential
µ = 2piiθ/β , for more details see also [51] in these pro-
ceedings. Here we only remark that imaginary chemical
potential can be recast as a non-trivial boundary condi-
tion for the quarks,∫
ψ¯θ
(
iD/ + imψ
)
ψθ , ψθ (t+β ,~x) =−e2piiθψ(t,~x) .
(8)
It can be shown that the first Fourier moment in θ of
any observable is sensitive to center symmetry [12, 51].
Hence, if it does not vanish identically, it is an order pa-
rameter for the confinement-deconfinement phase tran-
sition. This allows to define the so-called dual pressure
(or density) as an order parameter for the confinement-
deconfinement phase transition (in pure Yang-Mills),
p˜ =
∫ θ
0
dθ e−2piiθ Γθ [〈A0〉θ=0,〈σ〉θ=0] . (9)
Here, Γθ is the effective action of QCDθ , and 〈A0〉θ=0
and 〈σ〉θ=0 are the solutions of the equations of motion
in the physical theory at θ = 0. The advantage of the
order parameter (9) is, that its flow ∂t p˜ is directly related
to the flow of the effective action, (2). Clearly, this is the
object least sensitive to a given approximation of Γk.
The results for the order parameters are displayed in
Fig. 6 and suggest a relation between the chiral phase
transition and the broad confinement-deconfinement
cross-over with a width of approximately 20 MeV, both
happen at about 180 MeV. The agreement between the
cross-over temperature derived from the Polyakov loop
and the dual pressure is remarkable as is the apparent
close relation of their values for all temperatures. The
latter has been studied in more detail in [12, 51] and we
defer the reader to this work. Beside its formal relation
2
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FIGURE 7. Pion decay constant as a function of imaginary
chemical potential and temperature [12].
it constitutes a non-trivial consistency check of the
approximation used as the Polyakov loop is dominated
by gluonic fluctuations whereas the dual pressure is
dominated by matter fluctuations. Finally we would
like to remark that qualitatively our findings compare
well with the lattice findings for 2+1 flavours, see e.g.
[52, 53, 54, 55, 56].
Results: phase structure at finite density
A first step towards non-vanishing density is the inclu-
sion of an imaginary chemical potential. It allows us to
compute the dual order parameters such as the dual pres-
sure (9). We also can collect indirect information about
real chemical potential by continuation. In specific cases
this may allow to fix the phase structure at real chemical
potential [57].
The pion decay constant is displayed in Fig. 7. To-
gether with the Polyakov loop it leads to the phase struc-
ture displayed in Fig. 8. We conclude that the close
relation between the chiral phase transition and the
confinement-deconfinement cross-over persists at imagi-
nary chemical potential. This is in agreement with related
lattice computations at relatively heavy quark masses,
e.g. [4, 58]. In contradistinction, in model computations
this is only seen within an adjustment of the coupling
of eight-fermi interaction [59]. In the present QCD ap-
proach these terms with their QCD-induced coupling are
generated by the flow, no adjustment is required. This
pattern allows us to access the interesting question of the
nature of the Roberge-Weiss endpoint. This is important
for the extension of the computations at imaginary chem-
ical potential to real chemical potential, [57, 60], and is
currently under investigation in the present approach.
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FIGURE 8. QCD phase diagram at imaginary chemical po-
tential. The grey band represents the width of χL. Black dots in-
dicate the endpoints of the Polyakov loop RW transitions [12].
Finally we consider real chemical potential. As has
been stressed before, functional approaches do not suffer
from the sign problem that is so virulent within lattice
simulations at real chemical potential. A FRG study of
the chiral phase boundary in one-flavour QCD has been
put forward in [44]. The results include in particular the
curvature of the chiral phase boundary which is consis-
tent with lattice results for small chemical potential.
First computations within two-flavour QCD at real
chemical potential have also been performed. Most no-
tably the two critical temperatures stay close to each
other; indeed, the confinement-deconfinement tempera-
ture tends to get smaller in comparison to the chiral one.
This is not seen in most computations with Polyakov
loop-extended models and is related to the missing back-
coupling of the matter sector into the glue sector in these
models. To see this more clearly we use the fact that the
above-mentioned models, e.g. [61, 62, 63, 59] and their
non-local versions, e.g. [64], can be interpreted as spe-
cific approximations of the fully dynamical QCD flow in
[12], for more details on this relation see also [65]. We
first remark that the matter sector including fluctuations
is given by the last two matter diagrams in Fig. 1. Switch-
ing off the glue contributions to the matter propagators
leads to general quark-meson models which have been
studied intensively beyond mean field with the FRG, for
reviews see e.g. [66, 67, 68].
In turn, the glue part of QCD is encoded in the first
two, pure glue, diagrams. Switching off the matter con-
tributions to the glue dynamics reduces the glue part to
Yang-Mills theory, and the Polyakov loop potential re-
duces to that of Yang-Mills theory. In the Polyakov loop-
extended models, the coupling of these two, now decou-
pled, sectors is reintroduced via the A0- (or Polyakov
loop L) and σ -background dependence of the quark loop.
Note that such an approximation of the QCD flow in
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FIGURE 9. Pure glue part of the Polyakov loop potential in
two-flavour QCD.
Fig. 1 still involves a fluctuating matter sector. This de-
scribes these models beyond mean field as has been stud-
ied in [65, 69, 70].
The above connection of the Polyakov loop-extended
models to the present QCD approach can be used to qual-
itatively improve these models: the full QCD effective
potential (or grand potential) VQCD is obtained by eval-
uating the integrated flow in Fig. 1 for constant A0- and
σ -fields [12],
VQCD =Vglue[A0,σ ]+Vquark[A0,σ ]+Vmeson[A0,σ ] .
(10)
The glue potential Vglue is computed from the ghost
and gluon loop in Fig. 1, Vquark is computed from the
quark loop, and Vmeson is computed from the mesonic
loop. Vquark+Vmeson are the direct matter contributions to
the full Polyakov loop potential. We emphasise that the
propagators in this computation are that of fully-coupled
QCD with dynamical quarks and mesons [12].
We have already remarked that Vglue is approximated
by the Yang-Mills potential VYM in the Polyakov loop-
extended models. With Vglue from the QCD flows in [12]
this approximation can be resolved which will be de-
tailed elsewhere. Here we discuss how to properly ad-
just the parameters in the Yang-Mills potential shown
in Fig. 4 by comparing it to the full glue potential. For
this purpose we evaluate Vglue on the solution σ0 of the
equations of motion, Vglue[A0] = Vglue[A0,σ0] as shown
in Fig. 9. It turns out that the related Polyakov loop com-
pares well with the Yang-Mills one in Fig. 5 if both are
plotted as functions of T/Tc. Indeed, the form of the pure
glue potential is qualitatively unchanged in comparison
to the Yang-Mills potential, and still shows a first order
phase transition. The latter has to be taken with a grain
of salt as we have dropped the center-breaking, though
sub-leading, V ′′QCD-terms in the gluon propagator. In any
case, the transition temperature is significantly reduced,
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the PQM model. The (grey) band corresponds to the width of
dΦ/dT at 80% of its peak height [65].
from TYM = 276 MeV to Tglue ≈ 205 MeV. We conclude
that the full glue potential is modeled well by the Yang-
Mills potential with a reduced critical temperature. We
also remark that the above procedure allows in general
to adjust the sensitive parameters of the Polyakov loop-
extended models with QCD-input. Most importantly, this
allows for a systematic improvement of these models to-
wards full QCD.
The above analysis confirms quantitatively the phe-
nomenological HTL/HDL estimate in [61]. Using the lat-
ter also for larger chemical potential as well as utilising
FRG flows for the matter fluctuations in the presence of a
Polyakov loop we are led to the phase diagram displayed
in Fig. 10, see [65]. At large densities or large chemi-
cal potential the present approximation without baryons
certainly is not trustworthy, in particular in the hadronic
phase. The important inclusion of baryons shall be put
forward with dynamical hadronisation. Nonetheless the
combined results from both the model computations and
the QCD flows constrains the position of the critical
point; a conservative estimate leads to µ/T > 2/3.
Conclusions
In summary we have put forward a quantitative func-
tional approach to the phase diagram of QCD at finite
temperature and density. So far fresh insight has been
gained in Yang-Mills theory, in one-flavour and in two-
favour QCD at finite temperature and density. The results
compare well to lattice computations without the fix-
ing of additional parameters. However, the approach also
provides results beyond the applicability range of lattice
simulations, in particular at large density. Currently it is
extended to 2+1 flavours as well as to baryons.
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