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ABSTRACT
Human-human interaction recognition has attracted in-
creasing attention in recent years due to its wide appli-
cations in computer vision fields. Currently there are
few publicly available RGBD-based human-human inter-
action datasets collected. This paper introduces a new
dataset for human-human interaction recognition. Fur-
thermore, a novel feature descriptor based on spatial re-
lationship and semantic motion trend similarity between
body parts is proposed for human-human interaction
recognition. The motion trend of each skeleton joint is
firstly quantified into the specific semantic word and then
a Kernel is built for measuring the similarity of either in-
tra or inter body parts by histogram interaction. Finally,
the proposed feature descriptor is evaluated on the SBU
interaction dataset and the collected dataset. Experimen-
tal results demonstrate the outperformance of our method
over the state-of-the-art methods.
Index Terms— Human-human interaction, Action recog-
nition, Semantic moving words, RGBD dataset.
1. INTRODUCTION
Human-human interaction recognition has been attracting in-
creasing attention in computer vision field as its wide ap-
plications in visual surveillance, assistive living and human-
machine interaction. However, it still remains a challenge due
to mutual occlusion, various subject appearance or body size
and complex context. Most existing human-human interac-
tion recognition methods are based on RGB images [1–3].
These methods suffer from the clothing appearance variance,
illumination variance, object scale changes and body parts lo-
calization difficulties.
The emergency of cost-efficient depth sensors gives us
extra access to depth images and accurate body joints po-
sitions [4], which has motivated many RGBD-based works
done for single person action recognition or human-object in-
teraction recognition [4–8]. However, RGBD-based human-
human interaction is not fully explored [9–13]. Yun et al
[13] extracted features from sequences of skeleton joints and
compared their recognition performance. These features in-
clude distance, joint movement, the geometric relationship
between joints and planes, and velocity features. In [11],
the relationship and motion information between interactive
body pairs were used as distinctive features. Ji et al [9] as-
sociated the distance and motion features from single body
part and interactive body part pairs for interaction representa-
tion. Apart from motion property, appearance features were
also extracted from body parts in [10]. In these methods, the
relation between interactive persons is mainly represented by
the distance between body parts. The distance property is
useful and discriminative, but only the distance might not be
enough to reflect the inherent relations. Middle-level or high-
level information is needed to reflect inherent characteristics
of interactions.
In fact, several RGBD based single person action datasets
such as MSR Action3D [4] and MSRDailyActivity3D [6] were
also proposed for evaluation, while there are few RGBD-
based human-human interaction datasets existing. To address
these problems, a new large RGBD based human-human
interaction dataset which consists of more interaction cate-
gories and samples is introduced. Furthermore, this paper
proposes a feature descriptor called Spatial Relationship and
Motion Trend Similarity(SRMTS), where semantic moving
words are defined in 3D space and then the moving trend is
quantified into the specific word. A Mercer kernel is built
to measure the similarity between body parts by histogram
intersection.
Our contributions can be summarized as follows: 1) The
capture of aligned RGBD human-human interaction dataset.
2) The propose of viewpoint and location invariant feature
descriptor Spatial Relationship and Motion Trend Similarity
(SRMTS).
The rest of this paper is organized as follows: Section 2
introduces our dataset and compares it with the most exist-
ing datasets. Section 3 presents the proposed feature descrip-
tor(SRMTS). Section 4 reports various experimental results
as well as the comparison with the state-of-the-art methods.
Section 5 summarizes the work of this paper.
2. KINECT BASED HUMAN-HUMAN
INTERACTION DATASET
This section describes our human-human interaction dataset.
This dataset contains 23 pairs of participants with various
clothing color and body size. It has 10 human-human interac-
tion categories: shaking hands, high waving, kicking, punch-
ing, pushing, hugging, high-fiving, approaching, departing
and exchanging objects. Each category is repeated for three
times and some of the categories might have more instances
due to the distinguish between the right and left side. Thus,
the total number of samples is around 900.
The dataset is collected using Kinect version 1 sensor.
The recored data contains RGB data, original depth data, reg-
istered depth data and skeleton data. We further provide reg-
istered depth data to the RGB image which is useful for mo-
tion recognition when RGB and depth are jointly used in pixel
level. The resolution of RGB and depth data is 640x480 and
the dataset also provides 3D coordinates of 20 skeleton joints
for each subject.
Compared to the existing datasets, our dataset has three
advantages: 1) More interaction samples: our dataset has
around 900 interactions, which is 3 times than that of [13]; 2)
More complex: the performing habit of actors is considered
by performing either the right or left side; 3) The registered
depth image: the regristered depth information is useful for
the segement of human body in RGB images and also pro-
vides convenience for jointly using RGB and depth data in
pixel level.
(a) shakinghand
with right hands
(b) shakinghand
with left hands
(c) highwaving
with right hands
(d) highwaving
with left hands
(e) kicking with
the right foot
(f) kicking with
the left foot
(g) punching with
the right foot
(h) punching with
the left foot
(i) pushing (j) hugging (k) highfiving
with right hands
(l) highfiving
with left hands
(m) approching (n) departing (o) exchanging
Fig. 1: Interaction samples of depth images and skeleton joints in Our dataset
3. PROPOSED METHOD
We extract spatial and motion trend relationship between
body parts (e.g. left/right arm, left/right leg and head) to
represent interactions. The configuration of body parts in the
space is used to describe their spatial relationship. The mov-
ing direction of joints in each body part is firstly quantified
into several semantic words and then a kernel is used to cal-
culate the motion trend similarity by histogram intersection.
3.1. Spatial relationship
In this paper, each body part with four joints is described as
follows: P = {b1, b2, b3, b4}, where bi is i − th joint, and it
consists of three coordinates: bi = {xi, yi, zi}.
We apply the change of Euclidean distance between body
part pairs to reflect the evolutional process of interactive hu-
man bodies. Distij is the distance between joint bi and bj :
Distij =
√
(xi − xj)2 + (yi − yj)2 + (zi − zj)2 (1)
Therefore, the spatial relationship between two body parts is
represented as follows:
R (Pp1, Pp2) = {Dist12, ..., Distij , ...} (2)
where p1 and p2 are body part numbers, i and j are joints
from the same or different body part.
3.2. Motion trend similarity
3.2.1. Bags of semantic moving direction
The possible moving directions in 3D space are divided into
26 main semantic direction words, as shown in Fig.2: 6
axis directions(left, right, forward, backward, etc.) in black
vectors,12 diagonal directions(leftforward, leftupward, right-
ward, rightbackward, etc.) in pink vectors and 8 gossip limit
diagonal directions in blue vectors. We build the local coor-
dinate system corresponding to the hip center: the +x axis is
the vector from the hip center to the right hip joint, and +z
is from the hip center to the spine joint, and the +y axis is
perpendicular to x and z and passes the hip center. As a con-
sequence, the moving direction feature will be not effected
by the change of viewpoint and location.
3.2.2. Semantic moving similarity between body parts
As the cosine value between two vectors can well measure the
similarity of their direction, we use it to project the moving
direction vector to one of 26 semantic direction words. The
moving direction between two consecutive frames is defined
as follows:
v
i
t = {xit − xit−1, yit − yit−1, zit − zit−1} (3)
where vit is the moving direction, and x, y, z are three co-
ordinates of joint i at time t or t − 1. vit is projected onto
Fig. 2: Semantic moving directions. Black vectors are axis directions, pink vectors are diagonal directions, and blue vectors are Gossip limit diagonal directions.
the specific semantic word that is the closest to it. Accord-
ing to 26 semantic direction words, we can get a histogram
Hi with 26 bins for joint i, as shown in Fig.3(a), and the
value in each bin quantifies the motion degree in correspond-
ing moving word. For the feature of one single body part, a
concatenated moving direction vector with histograms of four
ordered joints, is described as Pn = {Hi, i = 1, ..., 4}, n is the
body part number.
(a) (b)
Fig. 3: (a) Quantization of moving directions in the space for each joint. (b) Semantic
similarity between body parts by histogram intersection. The first row are the two active
or inactive body parts during shaking hands. The blue histograms in the second row are
the cumulative moving directions of joints (black ones) from each person, and the yellow
part in the third row is the result of intersection, which reflect the degree of similarity
between two body parts.
A kernel K is defined to calculate the similarity by in-
tersecting the moving trend histograms. Histogram intersec-
tion [14] was firstly proposed for color indexing in object
recognition and it can measure the degree of similarity be-
tween two histograms [15]. We use it to count the times of
direction word in one joint that have corresponding times of
the same direction word in another joint. Intra-similarity and
inter-similarity are the relationship between body parts from
the same person and from two persons, respectively.
We use the following intersection function to abtain the
similarity between two corresponding histogram bins k for
two joints (i and j):
InterSectionJ
(
b
k
i , b
k
j
)
= min
(
|bmi |, |bmj |
)
(4)
In order to make sure the corresponding bin in two histogram
having the same dimension, all interactions have been inter-
polated into the same numbers of frames(N ). We now repre-
sent each histogram H with an N ×m-dimensional vector:
H =

H1︷ ︸︸ ︷
1, ..., 1, 0, ..., 0︸ ︷︷ ︸
N−H1
,
H2︷ ︸︸ ︷
1, ..., 1, 0, ..., 0︸ ︷︷ ︸
N−H2
, ...,
Hm︷ ︸︸ ︷
1, ..., 1, 0, ..., 0︸ ︷︷ ︸
N−Hm
 (5)
Therefore, the intersection between two histogram is equal to
the inner product between these two vectors:
K (H (i) , H (j)) =
m∑
k=1
InterSectionJ
(
b
k
i , b
k
j
)
= H (i) ·H (j) (6)
According to [15], K here is a Mercer’s kernel. Fig.3(b) is
the flowchart of intersection between two joints.
The intersection process is executed between joint pairs.
Since the sum of the Mercer’s kernels is also a Mercer’s ker-
nel [16], the intra-similarity kernelKintra and inter-similarity
Kinter are also Mercer’s kernels. Fallowing Eq.6:
Ktype =
8∑
p=1
8∑
q=1
26∑
k=1
InterSectionJ
(
b
k
p, b
k
q
)
=
8∑
p=1
8∑
q=1
K (H (p) , H (q))
(7)
Where p and q are the body parts from the same person when
Ktype is Kintra, while p and q are the body parts from two
interactive persons when Ktype is Kinter.
The final semantic moving direction similarity feature of
body parts for each interactionDirectionS is the concatenation
of all body part pairs: DirectionS = {Kintra1, Kinter1, ...} , it
consists of intra- and inter-similarity of all pairs of body parts.
3.3. SRMDS Feature Desriptor
In this paper, the spatial information and motion informa-
tion are both extracted to represent different interaction cat-
egories. The effective feature descriptor named Spatial Rela-
tionship and Motion Trend Similarity(SRMTS) is the combi-
nation of spatial feature and semantic motion feature. A lin-
ear SVM [17] classification algorithm is used for interaction
recognition.
4. EXPERIMENT
Inspired by [4], we collect different number of training sam-
ples to evaluate the performance of our feature descriptor:
Test One (1/3 of the samples as training set, and the rest as
testing set),Test Two (2/3 of the samples as training set and the
rest as testing set) and Cross Subjects Test (half of the sam-
ples performed by half of interactive subject pairs as training
dataset, and another half of the samples performed by another
half of interactive subject pairs as testing data).
(a) Test One (b) Test Two (c) Cross Subjects Test
Fig. 4: Confusion Matixes on SBU interaction dataset
4.1. Experiment on SBU interaction dataset
Fig.4 shows the confusion matrixes of Test One, Test Two,
and Cross Subjects Test on SBU interaction dataset. The con-
fusion matrix reflects the confusion between different cate-
gories. It can be seen from Fig. 4 that approaching and de-
parting can be easily recognized with 100% recognition rate
due to their apparent motion, While the most common confu-
sion is between pushing and punching in all three tests. The
reason is that poses in pushing and punching are very similar.
We compare the recognition rate of our method to the re-
sults of the state-of-the-art: Joint features [13], CFDM [9]
and [18] in Table 1. It indicates that the recognition rates of
our method on Test One, Test Two and Cross Subjects Test
are over 90% and the average rate is 91.12%, which improve
the recognition rate by 10.82%, by 1.72% and by 4.22% than
Joint Features, CFDM and [18] respectively. Fig. 5 gives
the detailed recognition accuracy comparison of each cate-
gory among Joint features [13], CFDM [9] and our method.
Compared to Joint Features in [13], our method achieves bet-
ter recognition on most of interactions, especially on punch-
ing, hugging and exchanging. Furthermore, the accuracies of
most categories are higher than CFDM, apart from shaking-
hands, hugging and exchanging.
Table 1: Recognition Accuracy (%) on SBU dataset.
State-of-the-art
Joint features [13] 80.3
CFDM [9] 89.4
[18] 86.9
Proposed Method
Test One 90.58
Test Two 90.28
Cross Subjects Test 92.50
Average 91.12
Fig. 5: Comparison of CFDM, Joint feature and Proposed Method by categories on SBU
interaction dataset.
4.2. Experiment on our interaction dataset
For the newly collected dataset, we also use the Test One, Test
Two and Cross Subjects Test for evaluation. Fig. 6 shows the
confusion matrixes. With the proposed method, the recog-
nition rates in most interaction categories are over 90%, and
some reach to 100%. Although the similarity between in-
teractions like pushing and punching is huge, the rates that
punching is unexpectedly recognized as pushing and pushing
is unexpectedly recognized as punching are very slow (0.03
and 0.04, respectively). Because the motion trend in the early
stage of hugging is similar with that of approaching, the pos-
sibility of hugging recognized as approaching is relatively
high (0.10)in Cross Subjects Test.
(a) Test One (b) Test Two (c) Cross Subjects Test
Fig. 6: Confusion Matixes on our dataset
5. CONCLUSION
In this paper, a new human-human interaction dataset with
more samples is collected. Synchronized RGB images, depth
images and skeleton joints with ground truth labels are pro-
vided. The feature descriptor(SRMTS) which combines spa-
tial relationship and semantic motion trend similarity mea-
sured by a Mercer kernel is able to represent different interac-
tion categories effectively. Experiment results on both SBU
interaction dataset and our collected dataset demonstrate the
outperformance of our method over the most of the state-of-
the-art methods. As the skeleton joints will not be always
available, our future work will focus on extracting more effec-
tive features by combining the information from depth images
to achieve more accurate recognition.
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