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Abstract
Computational Fluid Dynamics (CFD) and time-resolved phase-contrast
magnetic resonance imaging (PC-MRI) are potential non-invasive methods for
the assessment of the severity of arterial stenoses. Fractional flow reserve (FFR) is
the current “gold standard” for determining stenosis severity in the coronary
arteries but is an invasive method requiring insertion of a pressure wire. CFD
derived FFR (vFFR) is an alternative to traditional catheter derived FFR now
available commercially for coronary artery assessment, however, it can poten-
tially be applied to a wider range of vulnerable vessels such as the iliac arteries.
In this study CFD simulations are used to assess the ability of vFFR in predicting
the stenosis severity in a patient with a stenosis of 77% area reduction (>50%
diameter reduction) in the right iliac artery. Variations of vFFR, overall pressure
drop and flow split between the vessels were observed by using different bound-
ary conditions. Correlations between boundary condition parameters and
resulting flow variables are presented. The study concludes that vFFR has good
potential to characterise iliac artery stenotic disease.
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1 | INTRODUCTION
According to the World Health Organisation, cardiovascular disease (CVD) is the number one cause of death globally
and lead to the death of as many as 17.9 million people in 2016 [1]. Some of the most common types of CVD manifesta-
tions are coronary heart disease (CHD), cerebrovascular disease, aortic disease and peripheral arterial disease (PAD).
To date, most research has been focused on diagnosing CHD due to its prevalence and high mortality. Research shows
that it is difficult and inaccurate to assess the severity of arterial disease purely on the basis of visual assessment of the
morphological features that denote stenosis [2]. To address this, Fractional Flow Reserve (FFR) was devised as an inva-
sive index of the functional severity of atherosclerotic coronary artery stenotic disease. Coronary artery FFR was origi-
nally defined by Pijls et al. as the ratio of maximum achievable blood flow in a stenosed artery divided by the
theoretical maximum achievable blood flow in the same artery in the absence of a stenosis [3]. The authors also
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demonstrated that FFR in the coronary arteries can be calculated entirely based on pressure measurements if all vessel
resistances are constant, which is the case in conditions of maximum vasodilation [3]. Subsequently a different defini-
tion of FFR was adopted, and used in both clinical practice and this study, as the ratio of the mean distal arterial pres-
sure (Pd) over the mean proximal pressure (Pp) during maximum hyperaemia [4,5], shown in Equation (1). FFR is
currently considered to be the “gold standard” for assessing the severity of atherosclerotic coronary artery stenotic dis-
ease [6]. It is widely accepted that a measured FFR of 0.75 or less signifies a functionally severe coronary artery stenosis
the treatment of which confers benefit, while a FFR of >0.80 is not considered functionally significant. Controversy per-





Nevertheless, the concept of FFR has not as yet been extensively tested for the assessment of stenotic disease in
other body areas where they are common such as the iliac, femoral and renal arteries, where the use of the index can
also be beneficial. While ultrasound (US) measurements can be performed in peripheral vessels such as the iliac arter-
ies, these can only be accurately obtained from slim patients and are otherwise negatively impacted by obesity, bowel
gas etc. or incorrect angle of intonation [7]. Ultrasound measurements also suffer from a high degree of intra- and
inter-observer variability and is therefore less acceptable clinically compared to computed tomography angiography
(CTA) and magnetic resonance angiography (MRA) [8]. Additional disadvantages of US measurements are that they
require skilled personnel and are time consuming, which can make them effectively more expensive than expected [7],
and the images are not readily interpretable by clinicians for discussion at multi-disciplinary team meetings. On the
other hand, and in addition to improved sensitivity over US [9], advantages of MRA include the ability to extract mor-
phological information which can be used to help procedure planning (by providing information about required stent
sizes etc.) [7]; and in the rare cases where patients have preference, MRI is the preferred option, as US can induce more
pain as more pressure is exerted in order to visualise deep iliac arteries or displace bowel gas [10].
The established first choice non-invasive test for peripheral artery disease has been the measurement of ankle-brachial
index (ABI) [11]. Still, ABI has limited applicability since meaningful values can only be measured post-exercise which is
not always possible in elderly patients which tend to be the group suffering from PAD the most [11]. Hioki et al, however,
showed that there is a good correlation between ABI and FFR making it a viable alternative [11]. Nevertheless, invasively
measured FFR has its own limitations and can be affected by measurement errors arising from the guide wire partially
blocking the vessel [12]. Furthermore invasive FFR measurement is associated with increased risks and costs: requiring
drug administration, specialist equipment, an operating room and a medical team [13]. Ideally healthcare providers and
patients are interested in minimising all associated costs and eliminating all unnecessary risks without compromising on
service quality. Therefore, there has been an increasing interest in recent years in determining FFR non-invasively by tak-
ing advantage of advances in medical imaging and the ever increasing computational power that is available.
Computational fluid dynamics (CFD) is a branch of engineering that deals with solving fluid dynamic problems through
numerical methods. CFD combined with high quality medical imaging data can be a powerful tool and a viable non-invasive
alternative to catheter derived pressure measurements for FFR calculation. When it comes to the original definition of FFR
in the coronary arteries several studies of non-invasive computed FFR based on imaging data have been published [14-18].
The accurate prediction of blood flow via CFD simulations is dependent on many factors such as accurate representation of
the geometry, mesh quality, the numerical methods that have been used, and appropriate boundary conditions. Out of these
the geometry reconstruction and mesh quality have some of the highest impact when it comes to coronary artery FFR,
closely followed by the choice of boundary conditions [19,20]. Sankaran et al investigated errors in calculating CFD derived
coronary FFR on CT-derived geometries (FFRCT) using inlet velocity profiles estimated from cardiac output and resistance
boundary conditions. The study showed that in two out of three of vessels the minimum lumen diameter variation resulted
in the highest variation of FFRCT, followed closely by the resistance value, while in the third vessel the opposite was true
with resistance responsible for the highest variation in FFRCT followed by the minimum lumen diameter [19]. This was later
confirmed by Agujetas et al who investigated the effects of single pixel variation in the geometry of an idealised coronary
artery with a highly eccentric stenosis and showed significant errors in the calculated FFR [20]. While both geometry and
boundary conditions seem to impact the final results in coronary FFR and warrant further investigation for the broader
applications in other vessels, solely the investigation of boundary condition variations is the intended purpose of this study.
In CFD codes different types of boundary conditions can be defined and the advantages of one over the other are
problem-dependent and not always immediately apparent. Another constraining factor is that boundary conditions need
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to be well defined and often particular numerical values need to be known. In order to achieve meaningful results model-
ling approaches need to be adapted depending on the data availability and the location of the vessels of interest. In their
approach Taylor et al [18] took advantage of allometric scaling laws in order to determine myocardial flow as a function
of the myocardial mass. This enables estimation of boundary conditions through using image data, since myocardial vol-
ume can be measured and used to estimate myocardial mass. From that, myocardial flow can also be approximated, and
the expected distribution for each coronary can be calculated based on Murray's law [18]. Appropriate boundary condi-
tions can then be picked based on these flow estimations and brachial artery pressure measurement [18].
Research that focuses on the other vulnerable areas mentioned above, however, is limited despite the great potential it
can offer. Feasibility of computationally derived pressure gradients was demonstrated for iliac artery stenosis by Heinen
et al [21], however their approach was limited to 2D simulations of small segments of vessels, which do not include 3D
flow effects and geometries with bifurcations. The scarcity of research in this field is perhaps due to the difficulties associ-
ated with choosing the optimal boundary conditions or parameters. For example, the same approach of using allometric
scaling laws cannot be directly translated from the coronary to the iliac arteries, since the outlet boundary of an iliac
artery model does not end in a single muscle mass whose volume can be measured, but rather coincides with further
downstream vessel structures. In turn this makes it more difficult to determine resistance values as in the approach used
by Taylor et al [18]. Nevertheless, there have been studies that have adopted a similar approach. In one of the first studies
to investigate FFR in the peripheral vessels, Ward et al used CT scans to reconstruct a 3D model of the aorta, renal, mes-
enteric and iliac arteries and used a modification Murray's law to estimate resistance distribution at each outlet [22]. In
their study inlet boundary conditions were estimated based on cardiac output [22]. Changing the boundary condition type
to take advantage of other data that may be available is also not trivial. For example, in their study Vignon-Clementel
et al [23] demonstrated on a simplified model of an iliac artery bifurcation that using constant pressure boundary condi-
tions produces significantly different distribution of flow in both arteries compared to an impedance type boundary condi-
tion. In addition, while patient-specific modelling is seen as the ultimate approach to obtain the most accurate results, it
also has the disadvantage on relying on patient specific data. However, often not all patient-specific data required to derive
these boundary conditions is available. This may be due to insufficient time to make these measurements, lack of appro-
priate equipment or due to measurement inaccuracies [24]. In such scenarios the use of generalised data and boundary
conditions becomes beneficial, since it can offer the benefits of non-invasively derived haemodynamic data to patients
who may not otherwise be able to take advantage of these new techniques, despite the reduction in accuracy.
Nevertheless, CFD analysis is an extremely useful tool that can be performed for a wide range of vessels extending its
applications to vessels where conventional catheterisation may not be viable. This includes vessels that may be too small,
difficult to access or are not healthy enough for safe catheterisation. In addition, CFD can enable a fully objective, non-
invasive vascular imaging-derived diagnosis and eliminate the subjective aspect of making a diagnosis based on invasive
arteriographic data where for example an operator might be tempted to stent segments of disease that may not be the cul-
prit of symptoms. Having non-invasive vascular imaging presented in a multidisciplinary team meeting also engenders
exploration of all viable alternative strategies and improves clinical governance for consensus based decisions. Furthermore,
CFD results can provide a much wider spectrum of data beyond pressure, such as velocity fields and derived quantities such
as wall shear stress (WSS), oscillatory shear index (OSI) etc., which can be useful not only in diagnosing already diseased
vessels but also as predictors of possible locations where disease may develop. Some authors have suggested, for example,
that regions exhibiting low wall shear stress can be identified as having the potential for aneurysm development and rup-
ture [25]. Regions of low WSS are also associated with the formation of plaque accumulations that lead to stenosis [26].
The main purpose of this study was to investigate the CFD techniques for deriving realistic pressure fields on patient
specific models of the iliac arteries. The paper outlines some of the numerical techniques used for obtaining a computa-
tional hemodynamic solution of a patient specific model of the aorta and both iliac arteries in the presence of stenosis
in one of the iliac branch arteries. Different types of boundary conditions are tested and their performance is evaluated
in comparison to in-vivo measured values from 4D flow MRI and invasive catheter measurements.
2 | METHODOLOGY
2.1 | Image acquisition and processing
Contrast-enhanced magnetic resonance angiography scan (CE-MRA) was acquired on a 3T Siemens Prisma scanner
(Siemens Healthineers, Erlangen, Germany, Gadovist contrast agent, Bayer AG, Berlin, Germany). CE-MRA
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parameters were acquired with an output spatial resolution of 1.3 × 1.3 × 1.3 mm in an acquisition time of 17 seconds.
3D Phase-contrast magnetic resonance imaging (4D Flow MRI) was acquired using a research sequence (785AK, from
Siemens) with a spatial resolution of 1.5 × 1.5 × 1.5 mm, VENC setting of 115 cm/s and 20 cardiac phases. Retrospec-
tive ECG gating was used and the total acquisition time was 12 minutes.
The morphological 3D geometry of the abdominal aorta and both iliac arteries were reconstructed form the CE-
MRA data using a semi-automated level-set segmentation algorithm guided by markers applied at each vessel end
followed by a marching cubes algorithm for converting the level-sets into a surface model. These operations were per-
formed using the Vascular Modelling Toolkit (www.vmtk.org). In the process level-sets for each vessel were generated
individually by placing markers at the aorta and the corresponding iliac artery and using the “colliding fronts” method,
guided by a manually selected image intensity threshold. The resulting surface model was clipped at each end, cylindri-
cal flow extensions were added and flat caps were added normal to the extension centrelines. The final surface model
was saved in standard stereolithography file format (.STL) before it was imported into the CFD software. The stenosis
severity in the right iliac artery (appearing on the left hand side in Figure 1) was 77% area reduction (>50% focal diame-
ter reduction) in its narrowest section. Due to the length of the stenosis and its proximity to the iliac artery bifurcation
the healthy cross-sectional area was assumed to be the same as the healthy cross sectional area of the left iliac artery. In
addition another focal narrowing of much smaller length can be seen in the left iliac artery (appearing on the right
hand side in Figure 1), with the throat being roughly at the same distance away from the bifurcation as the narrowest
section in the right artery.
2.2 | Meshing
The fluid domain was meshed using the Star-CCM+ tetrahedral mesher. Four meshes with varying density were gener-
ated for a grid independence study. In all meshes additional prism layer refinement was used near the walls ensuring
the wall distance y is sufficiently small to satisfy that the non-dimensional wall distance is y+ ≤ 1 in order to accurately





where u* is the friction velocity and υ is the kinematic viscosity.
Three successively finer meshes were generated to test if the solution is grid independent. Details about the three
grids are shown in Table 1. In order to examine and quantify whether the solution was mesh independent, the grid con-
vergence index (GCI) was calculated as proposed by Roache [27]. The grid convergence index is a measure of how close
the computational solution is to the asymptotic solution, a small value of GCI meaning that the solution is within that
FIGURE 1 Patient specific abdominal aorta and iliac artery reconstruction. Please note due to the orientation of the 3D model, the right
iliac artery appears on the left-hand side of the image
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range. The method takes into account the non-equal grid refinement of the three meshes. The higher order estimate of
the asymptotic solution is obtained using Richardson extrapolation. Grid sizes, refinement ratios, values of interest and
computational cost for each mesh are summarised in Table 2. Finally, the resulting order of convergence, GCIs and
asymptotic solutions are presented in Table 3. Taking into account the computational expense for each mesh and their
respective level of accuracy, mesh M1 was used for all subsequent simulations.
2.3 | Fluid and vessel properties
It is well known that due to its complex composition blood exhibits viscoelastic and shear-thinning behaviour. In prac-
tice this behaviour is mainly observed in low shear rate flow conditions and in small arteries [28]. In large arteries,
however, it can be approximated that blood exhibits incompressible Newtonian behaviour with a constant dynamic vis-
cosity of 4 mPas and density of 1060 kg/m3 [28-30], therefore this assumption was used for all simulations presented in
this paper.
2.4 | Numerical methods
Commercial CFD software Star-CCM+ (Siemens PLM, 2018) was used to iteratively solve the three-dimensional equa-
tions governing unsteady, incompressible fluid flow as shown in Equations (3) and (4)
r uð Þ=0, ð3Þ
∂u
∂t
+r uuð Þ= −rp
ρ
+ νr2u+r u0u0ð Þ, ð4Þ
where u is the mean velocity component, u
0
is the fluctuating velocity component, p is the mean pressure, ρ is the den-
sity, and ν is the kinematic viscosity.
Equation (3) is the continuity equation. While the Reynolds number (Re) in most small vessels is sufficiently low to
guarantee laminar flow, transitional and turbulent flow behaviours can be observed in larger arteries such as the aorta
where Re can be in the range from 2000 to 4000. In our simulations Re in the aorta is 660, however this increases to
1300 (or 5500 if the original reference diameter is used) in the region of the stenosis. In addition, flow separation can be
TABLE 1 Base size, cell count,
prism layers and wall distance for the
three meshes
Mesh Base size [mm] No. Cells No. Prism layers Wall distance y [mm]
M1 1.00 743,385 7 0.0045
M2 0.75 1,361,511 10 0.0043
M3 0.50 2,374,316 12 0.0026
TABLE 2 Grid size, refinement ratio, pressures and CPU time for the coarse, medium and fine
Mesh Mesh size [No. Cells] Refinement ratio r Pd [mmHg] Pp [mmHg] CPU time [core-hours]
M1 (Coarse) 743,385 124.1 135.8 137
M2 (Medium) 1,361,511 1.22 124.3 135.9 380
M3 (Fine) 2,374,316 1.20 124.4 136.1 1531













3.581 0.1067 0.1899 0.8902 124.5 135.7
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caused by the jet flow observed after a stenosis. Furthermore, multi-centre CFD studies have shown that for simple
flows where the throat Re is between 3500 and 6500 results from laminar simulations do not agree with experimental
data in the regions downstream of the throat [31]. This makes the laminar flow assumption invalid and requires an
appropriate turbulence modelling approach to be used. In this study the unsteady Reynolds Averaged Navier–Stokes
Equations (URANS) equations, as shown in (4), coupled with the two-equation k-ω SST turbulence model of Menter
[32] was used for turbulence modelling. This version of the k-ω was chosen over the standard k-ω formulation of Wilcox
[33] which has been used extensively in previous studies [30,34-36] and has shown good performance in predicting
velocity profiles, pressure and turbulence intensity. Nevertheless, Menter suggested the Shear Stress Transport (SST)
formation of the k-ω model which takes the “best of both worlds” approach by using a blending function for
transitioning between the standard k-ω near in the sublayer and logarithmic part of the boundary layer and will be
gradually switched, to the k-ϵ model which has shown better performance in the free shear part of the flow (freestream)
[32]. The SST version of the Menter's model also utilises a turbulence viscosity limiter which makes the model signifi-
cantly more accurate in flows where an adverse pressure gradient is present (eg, recirculation area after a stenosis), and
has superior performance in predicting the wall shear stress [32].
The iterative solution was obtained through the SIMPLE algorithm [37]. Second order linear upwind discretization
scheme was used for the convective terms and a second-order implicit Euler method was used for the transient terms.
All steady state simulations were ran for a physical time of 6 seconds in order to allow for the full evolution of flow and
allow for all flow variables to reach a steady state. In addition, the convergence criterion for all dependent variables was
set to 10−4 for each time step. The time step was set to a constant of dt = 10−4 to ensure numerical stability and to sat-
isfy the Courant–Friedrichs–Lewy (CFL) condition such as average CFLavg < 1 and the maximum CFLmax < 2.The three












2.5 | Boundary conditions
Naturally when reconstructing the patient specific model of the blood vessels, only a tiny part of the circulatory systems
is represented in the 3D domain while all smaller vessels in the volume of interest as well as all vessels outside of it are
excluded from the segmentation. On the one hand this truncation is necessary due to the limited resolution of the
image data making it difficult to accurately reconstruct smaller vessels and, on the other hand, because modelling the
entire human circulatory system will require an inconceivable amount of computational power which is not readily
available to most researchers. Because of that the system becomes sensitive to applying appropriate boundary condi-
tions to the inlet and outlet boundaries in order to take into account the parts of the circulatory system not included in
the 3D domain. The right choice of boundary conditions, therefore, is crucial for obtaining accurate predictions of flow
behaviour in the vessels. Ideally that would constitute prescribing known, patient-specific numerical values that best
represent the real flow conditions. This, however, is not always possible since flow rates and/or pressures waveforms
are not always known. This makes it necessary to find alternative ways of prescribing boundary conditions that would
lead to realistic flow calculations, which is not trivial. Investigating the effects of different boundary conditions and vali-
dating them against patient specific data has been the main focus of this study. A description of the different boundary
conditions used in this work is presented in the sections below. Furthermore, the model names, boundary condition
types, parameter values and fluid model used for each simulation are summarised in Table 4.
2.5.1 | Inlet boundary condition
At the inlet boundary, located at the abdominal aorta cap of the model as shown in Figure 1, a steady, bulk mass flow
rate boundary condition was used. The value was based on the systolic patient specific volume flow rate measurement
of 25.8 mL/s obtained from the 4D flow MRI scan, multiplied by the density. Systolic values were selected since the rep-
resent the maximum flow conditions where the biggest pressure drop can be expected.
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2.5.2 | Constant pressure outlet boundary conditions
One of the standard types of boundary conditions used in CFD modelling of internal flows is prescribing a pressure out-
let boundary condition. This is relatively easy to do for industrial applications where the conditions at the outlet are
known, can be easily measured or can be accurately approximated. In the framework of blood flow modelling, however,
this is not so easy to achieve as knowing the exact pressure in a blood vessel requires invasive measurements, which
are not taken routinely, and generally defeats the purpose of non-invasive pressure prediction techniques. Since in this
case the approximate pressures are known, two simulations were performed with this type of boundary condition in
order to evaluate its performance out with the discussed limitations. As described in Table 4, model D1 uses a constant
pressure boundary condition that is equal for the stenosed and healthy outlets and has a value of 130 mmHg, equivalent
to roughly the average of pressures measured distal and proximal to the stenosis. Model D2 on the other hand pre-
scribes different pressure values to each outlet, 128 and 137 mmHg at the stenosed and healthy vessel boundary respec-
tively, reflecting the measured pressure drop.
2.5.3 | Flow split outlet boundary condition
Another classical approach for prescribing boundary conditions for internal flows with multiple outlets is to use the
flows split outlet type boundary condition. This formulation allows for a specific outflow rate to be prescribed at each
outlet boundary, or alternatively for the outlet flow to be defined as a percentage of the total flow going out of the sys-
tem. The latter approach was used in this study with flow split defined as 38.3% out of the vessel with stenosis and
61.7% out of the healthy vessel, as measured by 4D flow MRI. Prescribing a flow split boundary condition enables the
solver to calculate the relative pressure distribution and therefore pressure drop in the 3D domain. The overall pressure
magnitude, however, is not automatically evaluated and becomes a function of the obtained pressure drop and the ini-
tial conditions. Therefore, similarity to the constant pressure boundary conditions, this approach has the limitation that
some sort of pressure value must be known or assumed. To test the viability of this approach, models C1 and C2 were
defined using the flow split values mentioned above. The pressure field in the 3D domain was then initialised to a value
of 120 and 130 mmHg respectively, the former representing the “standard” average systolic blood pressure in the ves-
sels, while the latter representing the catheter measured average blood patient specific pressure.
TABLE 4 Summary of the names and parameters used for each model
Model BC Type
Stenosed BC Healthy BC
Pinitial [mmHg] Re
aResistance [Nsm−5 × 108] Resistance [Nms−5 × 108]
A1 Windkessel R = 12 R = 12 0 660
A2 Windkessel R = 13 R = 13 0 660
A3 Windkessel R = 14 R = 14 0 660
A4 Windkessel R = 15 R = 15 0 660
B1 Windkessel R = 12 R = 15 0 660
B2 Windkessel R = 13 R = 15 0 660
B3 Windkessel R = 14 R = 15 0 660
B4 Windkessel R = 13 R = 12 0 660
B5 Windkessel R = 14 R = 12 0 660
B6 Windkessel R = 15 R = 12 0 660
C1 Flow Split 38.3 [%] 61.7 [%] 120 660
C2 Flow Split 38.3 [%] 61.7 [%] 130 660
D1 Constant Pressure 130 [mmHg] 130 [mmHg] 0 660
D2 Constant Pressure 128 [mmHg] 137 [mmHg] 0 660
aRe is calculated using the average velocity at the inlet and the inlet diameter as a reference length.
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2.5.4 | Resistance outlet boundary conditions
An alternative commonly used for blood flow modelling problems is using the resistance type boundary condition. As
discussed above, it is important that the parts of the circulatory system that are not included in the 3D domain are in
some way represented in the model. As the circulatory system branches out further away from the heart the vessel
diameter gradually decreases until it reaches the capillary level. The reduction in vessel diameter results the reduced
ability of smaller vessels to carry fluid which in turn leads an increased resistance to flow [38]. The resistance boundary
condition takes advantage of this by defining a fixed value for the downstream vasculature resistance. The pressure is
then calculated according to Equation (6) and weakly prescribed at the boundary outlet boundary
P=RQ, ð6Þ
where P is the outlet pressure, R is the downstream vascular resistance, and Q represents the flow through the outlet.
In this study resistance values were estimated based on the available in-vivo data. First, it was assumed that the flow in
a healthy patient would be split equally between the two iliac arteries and thus Q = 12.9 mL/s. Then, since pressure
measurements in the aorta and iliac arteries were available for this patient (see Section 2.6 below), Equation (6) was
used with pressure values measured in the aorta, post-stenotic right iliac artery and the mean of the two. This resulted
in resistance values of approximately 13.2 Nsm−5 × 108, 14.2 Nsm−5 × 108 and 13.7 Nsm−5 × 108 respectively. Since fur-
ther pressure drop was expected between the points where these pressures were measured and the location of the out-
lets (as shown in Figure 1), the resistance values were rounded down to take that into account. With this preliminary
analysis it could be seen that the true resistance values are likely in the range [13:14] Nsm−5 × 108, hence the values of
the upper and lower bound of the interval were selected. To further study the effect of variations in the resistance, addi-
tional values of increment 1 Nsm−5 × 108 above and below were tested as summarised in Table 4.
2.5.5 | Two-element Windkessel model for outlet boundary condition
Although the vessels in the 3D domain are modelled as rigid, since introducing wall deformability will significantly
increase the computational expense, blood vessels are in fact expanding and contracting during the cardiac cycle. Most
of the resistance in the downstream vasculature comes from the capillary bed and smaller downstream vessels which
tend to be more rigid, while the larger vessels have less resistance but higher flexibility [38]. Since we are looking at a
3D domain that only includes the abdominal aorta, common iliac arteries and finishes at the external iliac arteries,
there are still large vessels such as the femoral and tibial arteries that need to be accounted for. A commonly used
approach of modelling both the resistance and elasticity of the downstream vessels is by using an electric circuit equiva-
lent with a resistor and a capacitor connected in parallel, also known as a two-element Windkessel model. The resulting
pressure is updated every time step according to Equation (7), which has been implemented into Star-CCM+ using a
custom user function using an explicit method. For steady state flows this reduces down to the resistance boundary con-











where C is the downstream vascular capacitance.
2.6 | Validation
For validation purposes, the patient's blood pressure was invasively measured using a catheter before the stenosis was
stented at the Queen Elizabeth University Hospital, Glasgow, UK. Measurements were taken at different points in the
aorta and in both iliac arteries. No vasodilators was administered prior to taking the measurements in order to ensure
that the flow conditions were similar to those during the 4D flow scan in order to allow for a reasonable comparison.
The catheter measured peak pressure drop, proximal pressure and distal pressure were 9, 137 and 128 mmHg, resulting
in FFR = 0.93.
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3 | RESULTS AND DISCUSSION
When investigating which model best represents the flow conditions in the vessel it is important to consider multiple
flow variables. The computationally derived centreline pressure and velocity for the simulations using the Windkessel
model with equal resistance values on both the outlets (Figure 2) are compared with the simulations using the
Windkessel model with different resistances for the outlets of the stenosed and healthier vessel (Figure 3) and those
using the constant pressure and flow split outlet boundary conditions (Figure 4). Wall pressure distribution is shown in
Figure 5 for selected models of each boundary condition group. Furthermore, a summary of the pressure drop for each
model and the pressure drop measured via catheter are presented in Figure 6. Similarly, Figure 7 summarises the FFR
from each computational model and compares it to the in-vivo data. Finally, Figure 8 shows the correlation between
the pressure drop and FFR obtained from the simulations.
In order to gain better overall understanding of the flow conditions, the velocity streamlines and wall shear stress
distribution for model C2 are presented in Figure 9.
Furthermore in order to summarise the way in which the flow is divided between the two arteries, the flow split
ratio (FSR) is calculated as shown in Equation (8), essentially meaning FSR > 1 being that most of the flow is going out





FIGURE 2 Left and right centreline pressure and velocity for models A1-A4
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The FSR for all simulations is plotted and compared to the 4D flow measurements in Figure 10. In addition the frac-
tional flow reserve change with flow split ration is shown in Figure 11.
Similarly, to facilitate an easier comparison, the ratio of the resistances (RR) used on both outlets is calculated for





The correlation between the fractional flow reserve and resistance ratio is shown in Figure 12. Finally Figure 13
summarises the relation between resistance ratio and flow split ratio.
3.1 | Pressure
Looking at Figure 2 it can be seen that increasing the resistance magnitude consistently increases the mean pressure in
the 3D domain by approximately 10 mmHg per 1 Nsm−5 × 108 increment resistance increase, while the overall pressure
profile for simulations A1-A4 remains identical along the length of the vessel. This observation is additionally con-
firmed by the fact that pressure drop for these models А1-А4 remains constant for all four of them as seen in Figure 6.
In turn, the combination of higher pressure values and equal pressure drop results in a gradually increasing value of
FFR as seen in Figure 7. Models B1-B3 where the resistance is kept constant and with higher value at the healthy vessel
outlet while the resistance on the stenosed vessel outlet is gradually increased, results in a gradual decrease in pressure
FIGURE 3 Left and right centreline pressure and velocity for models B1-B6
10 of 19 SKOPALIK ET AL.
drop as the difference between the two resistances becomes smaller. In all the three models (B1-B3), however, the pres-
sure drop is still larger than that which is observed in the equal resistance models (A1-A4). It can be noted that the
pressure profile in models B1-B3 remains somewhat similar in shape but is different for each simulation in terms of the
magnitude of the pressure changes. Furthermore it can be noted that increasing the resistance at the stenosed vessel
outlet also affects the pressure further upstream and along the healthy vessel.
Although at a smaller rate of 6 mmHg/Nsm−5 × 108, an incremental increase in the resistance on the stenosed vessel
outlet still results in a linear increase of mean pressure in the domain. Once again FFR values increase with higher resis-
tance and pressure values. Models B4-B6 exhibit similar behaviour, with an even lower linear rate of increase of mean
pressure in the domain of 4.5 mmHg/Nsm−5 × 108. Again, changing the resistance on the outlet of the stenosed vessel
affects the overall pressure distribution in all parts of the domain, and leads to an increase in FFR. Furthermore, in all of
the models B1-B6, increasing the resistance on the stenosed vessel outlet results in a relative reduction of pressure in the
healthy vessel compared to the stenosed vessel. Comparing these results to models C1 and C2, where the flow split bound-
ary condition was used, it is immediately apparent that the two types of boundary conditions produce dramatically differ-
ent results in terms of pressure drop. While the pressure profile in the two cases is identical except a variation in the
mean pressure, similar to models A1-B4, in models C1 and C2 this is caused by the different initial conditions rather than
a change in the boundary conditions. Furthermore, the resulting pressure field obtained from the latter is in stark contrast
to any of the other models since the predicted pressure drop is in fact higher in the healthy vessel than it is in the stenosed
vessel. As a consequence models C1 and C2 also have the highest FFR values out of all simulations, as seen in Figure 7.
Finally looking at models D1 and D2 we can see that they differ from each other in terms of the pressure profile
along the vessels centreline, the overall pressure drop and therefore also in the predicted FFR values. While model D1
shows a significant pressure drop and somewhat similar distribution in both iliac arteries, model D2 results in a
FIGURE 4 Left and right centreline pressure and velocity for models C1-D2
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dramatic pressure drop in the stenosed iliac artery, a relatively lower pressure drop in the healthy artery and significant
differences in the pressure distribution in the two arteries. This is the consequence of prescribing a constant value
boundary condition that is not dependent on any other variable in the 3D domain, thus “forcing” the pressure field to
FIGURE 5 Pressure distribution results for models A3, B6, C2
and D1
FIGURE 6 Pressure drop comparison of all simulation models and catheter measured data
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take a form that satisfies the pressure constraint at both boundaries. Comparing these two models with all other simula-
tions in terms of pressure distribution, we see that the results produced by D1 have the most similarity with model B6,
while model D2 resembles the results of B1. The pressure drop of 16.3 mmHg in model D2 is similar than the pressure
drop of 15.6 mmHg in model B1, however both being significantly higher that the catheter-measured value of 9 mmHg.
This also results in the significant underestimation of FFR in both models. On the other hand, the pressure drop of
10.3 mmHg in model D1 is relatively close to that of 11 mmHg in model B6 and both are much closer to the in-vivo
value and in turn to a much better FFR estimate. Nevertheless, the closest pressure drop estimation comes from models
C1 and C2, both producing a ΔP of 8.5 mmHg, followed by model D1 which results in 10.3 mmHg drop in pressure.
Furthermore, the best FFR result is found by model C1 which is in perfect agreement with the FFR = 0.934 calculated
from catheter pressure measurements. The correlation between FFR and pressure drop is presented in Figure 8. As it
might be expected FFR is inversely proportional to the drop in pressure, and the results show good, almost linear
FIGURE 7 FFR comparison for all simulation models and catheter measured data τw = μ _γw(11)
FIGURE 8 FFR vs pressure drop from CFD
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correlation with an R2 = 0.899. The most notable exception to this, as previously mentioned, is the change in FFR in
models A1-A4 due to the little change in pressure drop compared to the change in absolute pressure in the domain.
Finally, a visual overview of the pressure distribution on the vessel wall is presented in Figure 5 for a selection of
models from each boundary condition type. These have been chosen on the basis of having pressures in the same range
for easier visualisation rather than how well they represent in-vivo data.
3.2 | Velocity, mass flow rate and wall shear stress
Observing the centreline velocity plots for models A1-A4 in Figure 2 it is apparent that there is no difference in the
velocity field which is also confirmed by the negligible change in FSR seen in Figure 10. These results are consistent
with the pressure fields which show no change in pressure drop as discussed above. Conversely in models B1-B6 there
is an apparent shift in the flow distribution with changing resistance values and ratios. The peak velocity in B1 is
FIGURE 9 Velocity streamlines and wall shear stress for model C2
FIGURE 10 Flow split ratio for all models compared with the 4D flow MRI data
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1.8 m/s and can be observed at the narrowest section of the stenosed iliac artery. As seen in Figure 13, as the resistance
ratio increases, the flow split ratio gradually decreases, resulting in a slight decrease in the velocity in the right artery
complemented by a slight increase in velocity in the left artery. Furthermore, looking at Figures 10 and 13 it becomes
apparent that for cases where RR > 1 more flow is going through the vessel with a stenosis than the healthy vessel,
which is not physiologically realistic and easily confirmed to be incorrect by the 4D Flow data. For RR ≥ 1 the physio-
logically realistic flow split is restored and starts approaching the measured values as RR grows, resulting in model B6
having FSR closest to the actual value among models B1-B6. Since the pressure boundary condition calculated from the
Windkessel model is proportional to the magnitude of the resistance, it might be tempting to assign a higher resistance
value to the healthy vessel outlet, where the pressure can generally be expected to be higher. This observation, however,
leads to the important conclusion that the pressure increasing effects of any such increase of resistance on the healthy
side are negated by the resulting flow distribution. In that sense, applying the assumption that the flow will experience
higher resistance in the diseased vessel not only due to the stenosis which is included in the 3D domain, but also due to
FIGURE 11 Flow split ratio vs FFR for all models
FIGURE 12 FFR vs resistance ratio from CFD
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the downstream vasculature, yields more accurate results for both pressure and flow split. A similar result can be seen
in Figure 10 for models D1 and D2. In the latter case where a higher constant pressure is applied on the healthy vessel
the FSR drops well below unity to a much lower value than any of the other models. In this configuration the flow
becomes pressure-driven and the blood is forced out of the stenosed vessel due to the adverse pressure gradient. This is
particularly well accentuated in model D2 since the pressure is directly prescribed at the outlet, while in the models
using the Windkessel boundary condition, the pressure and flow rate at each outlet are iteratively adjusted until an
equilibrium is reached for the given parameters. For case D1 a realistic FSR > 1 is restored, since equal pressure is used
at both outlets which allows for the pressure to be distributed solely based on the 3D geometry, which allows blood to
flow more freely through the wider healthy vessel. Unsurprisingly, models C1 and C2 yield flow split ratio that matches
exactly the MRI data since this is dictated by the boundary conditions. The correlation between FFR and FSR is further
illustrated in Figure 11, where it can be seen that once again there is a linear variation in FFR with changing FSR with
a R2 = 0.879. Furthermore we can observe that a realistic FSR > 1 also positively affects the FFR prediction as the
results in these models are much closer to the in-vivo measured data. Finally the correlation between flow split ratio
and resistance ratio is shown in Figure 13. The results show good linear relation between the two parameters with an
R2 = 0.978, showing that the flow distribution can be directly associated with the resistance parameter. These results
also emphasise an important point that while a correct flow distribution is not a sufficient conditions for determining
whether the simulations derived pressure drop and vFFR are accurate, it is certainly a necessary condition. This can be
most clearly seen in cases with FSR < 1 (ie, B1, B2, B3 and D2), where non-coincidentally also the highest pressure
drops are observed. While at first glance this result might seem plausible it is clearly an overestimation. This is caused
by the fact that more flow is forced through the diseased vessel, resulting in a higher peak velocities at the narrowest
section of the stenosis, which in turn leads to an overestimation of the pressure drop. Resistances should, therefore be
assigned with care, since our results clearly show that the approach of applying different resistance parameters to each
outlet can lead to better results if assigned correctly as well as significantly degrade the results if used incorrectly.
A side by side comparison of velocity streamlines and wall shear stress distribution for one of the models is shown
in Figure 9. Wall shear stress is a velocity derived property defined as “the tangential force per unit area that is exerted
by the flowing fluid on the surface of the conduit tube” [39] and can be calculated as described by Equation (10)
τw = μ _γw ð10Þ
where, μ is the dynamic viscosity and _γw is the shear rate, which is the rate at which shear stress is applied to the vessel
wall, and is calculated from the velocity field. As such, WSS distribution does not vary significantly from model to
model since in overall velocity profiles remain similar.
FIGURE 13 Resistance ratio vs resulting flow split ratio for models A1-A4 and B1-B6
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4 | CONCLUSION
The computational accuracy of hemodynamic CFD simulations is highly dependent on the boundary conditions used. Dif-
ferent types of boundary conditions and parameters were tested and the results were compared to patient specific in-vivo
measurements. The study shows that some types of boundary conditions such as constant pressure boundary condition are
inappropriate since they have the tendency of producing unrealistic results. Prescribing equal constant pressure on both
outlets results in an underestimation of pressure drop and flow split ratio, while prescribing different pressures on each out-
let can result in severe overestimation of the pressure drop and physiologically inaccurate flow behaviour. In addition this
type of boundary condition relies on either generalised assumptions or prior knowledge of the patient's blood pressure. The
flow split boundary conditions show good agreement in terms of flow distribution, and also shows good agreement in
predicting pressure drop and FFR. Similar to the constant pressure boundary condition, this is achieved by utilising avail-
able patient specific flow and pressure data. While using the 4D flow MRI data perfectly aligns with the idea of obtaining
non-invasive FFR, these simulations also relied on pressure filed initialisation based on generic blood pressure assumption
(C1) and invasively measured patient specific pressure (C2). Although the best results are obtained from model C1 where
“standard” systolic blood pressure was assumed, the lack of further patient cases prevents us from drawing any conclusions
whether the good results were achieved because this is the best modelling approach or as a coincidence related to this par-
ticular case. Out of the presented cases, the Windkessel model has shown the most promising results in its ability to provide
a good representation of both pressure drop and flow split ratio while using minimal patient specific data or assumptions.
This type of boundary condition relies on appropriate resistance values, which in our case were estimated using prior
knowledge of the patient's blood pressure. Nevertheless, when using a Windkessel model neither pressure nor flow distri-
bution is directly prescribed to any of the boundaries. Therefore, while the correct choice of parameter does have an effect
on the results, this is not as direct as with the other types of boundary conditions, resulting in a system that is in a way self-
adjusting, and therefore reducing the impact of any of the assumptions on the final result. Wall shear stress is also affected
in the same way as the flow distribution, and although no validation data is available in this study, it can be expected that
the most accurate prediction of the WSS distribution is also achieved in the models that best depict the flow distribution.
Although these results are promising, they do have their limitations. As mentioned above, the parameters used for
the Windkessel model, for example, were determined via calculations based on in-vivo patient-specific data that is not
always available, which significantly limits the usefulness of the findings in this study if applied to other patient specific
geometries. Similarly, the flow split boundary condition and the constant pressure boundary condition rely on either
assumptions or in-vivo data. A desirable outcome of future studies would be to find a robust way of correlating available
non-invasive patient-specific data with the model parameters. While flow rates can be measured non-invasively using
MRI, crucially an alternative approach is needed to estimate pressure values for initial conditions and/or resistance cal-
culations. As discussed above, the standard go-to non-invasive test for peripheral artery disease is the ankle-brachial
index (ABI) [11]. Not without its own limitations, it provides a direction to establishing a protocol that could solve the
problem. This can be done by working with a larger cohort of patients and establishing a robust approach that corre-
lates non-invasive pressures with those in the peripheral vessels: brachial, ankle or even thigh cuff pressures for exam-
ple can be used to estimate the pressure in the aorta or the iliac/femoral arteries.
An additional limitation of the current study is that the flow is assumed to be steady which is a simplification of the
actual conditions in the circulatory system. Therefore, it is necessary to further examine the behaviour of these, and
other models, in a pulsatile flow environment and observe additional transient flow properties. Furthermore, the con-
ventional definition of FFR in the coronaries implies that pressure measurements should be obtained in hyperaemic
flow conditions, due to the fact that the downstream resistances can only be considered constant in this flow regime. It
is to be determined whether this is true for larger arteries in the abdominal and leg area and how much effect this
assumption can have on the final results. In this study we have analysed resting conditions as the goal was use patient
specific flow rates from MRI which were naturally obtained with the patient lying supine and resting in the MRI sys-
tem. The in-vivo pressures measured for validation were also taken while the patient was at rest to allow for a realistic
comparison. While hyperaemia can be induced in the angiography lab using medication (eg, with papaverine or nitrate
infusion) this is only done when resting pressures are normal or equivocal. On the other hand, inducing hyperaemia in
the MRI suite would be more challenging but could be achieved through exercise or using rebound hyperaemia after a
period of relative rest following tourniquet application, however the latter might be physiologically different from exer-
cise induced hyperaemia. This problem could be the focus of future research. Finally, although the Newtonian behav-
iour of blood might be a reasonable assumption for some situations, the complex flow in a model that has both very
large vessels and very narrow sections due to the stenosis might make this approximation inaccurate. Further evalua-
tion of how a non-Newtonian blood model might affect the computational results might be advantageous.
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As a result of the limitations and considerations of each boundary condition model presented above, as well as the study
limitations, we can conclude that both the flow split and Windkessel boundary conditions offer promising results and can be
useful in particular scenarios, while the constant pressure boundary condition provides the worst results. The best results
overall are offered by the flow split boundary condition, which only shows small variations depending on the initial condi-
tions. However, further studies need to be carried out to establish it sensibility on the flow split percentage. It is also unknown
if this approach would be more difficult to scale to a larger cohort of patients or in models with more outlets. In that sense,
the second best option presented in this study, the Windkessel model, should not be completely disregarded as it may still
have a good application in some scenarios. Since the resistance parameter, for example, does not affect the results as directly
as the parameters in the other boundary conditions and have some flow balancing effect, a generic set of Windkessel parame-
ters averaged over a larger cohort can produce meaningful results, despite the reduction in accuracy compared to fully
patient-specific values as shown in some studies on FFRCT [6,40-42]. Resistances can potentially be estimated using form-
function relationships such as Murray's law, and the method applied to cases where there might not be enough patient-
specific data to apply other boundary conditions, thus providing results for patients who might not otherwise be able to get
the non-invasive diagnosis. Ultimately, while this needs to be proven in a larger study, both approaches remain useful tools in
our toolkit that can be used depending on available data and with a clear understanding of their individual limitations.
ACKNOWLEDGEMENTS
This work is kindly funded by Medical Research Scotland (grant PhD-888-2015) and Canon Medical Research Europe
Ltd. The authors would like to thank Dr Peter Douglas for his help in obtaining the in-vivo pressure measurements.
Computational results were obtained using ARCHIE-WeSt High Performance Computer (www.archie-west.ac.uk).
ORCID
Simeon Skopalik https://orcid.org/0000-0003-4270-0016





Manosh C. Paul https://orcid.org/0000-0002-6510-456X
REFERENCES
1. W.H.O. Cardiovascular diseases (CVDs). 2019; https://www.who.int/news-room/fact-sheets/detail/cardiovascular-diseases-(cvds).
2. Berry C, Corcoran D, Hennigan B, Watkins S, Layland J, Oldroyd KG. Fractional flow reserve-guided management in stable coronary
disease and acute myocardial infarction: recent developments. Eur Heart J. 2015;36(45):3155-3164.
3. Pijls NH, van Son JA, Kirkeeide RL, de Bruyne B, Gould KL. Experimental basis of determining maximum coronary, myocardial, and
collateral blood flow by pressure measurements for assessing functional stenosis severity before and after percutaneous transluminal cor-
onary angioplasty. Circulation. 1993;87(4):1354-1367.
4. Lotfi A, Jeremias A, Fearon WF, et al. Expert consensus statement on the use of fractional flow reserve, intravascular ultrasound, and
optical coherence tomography: a consensus statement of the Society of Cardiovascular Angiography and Interventions. Catheter Cardi-
ovasc Interv. 2014;83(4):509-518.
5. van de Hoef TP, Meuwissen M, Escaned J, et al. Fractional flow reserve as a surrogate for inducible myocardial ischaemia. Nat Rev Car-
diol. 2013;10(8):439-452.
6. Morris PD, van de Vosse F, Lawford PV, Hose DR, Gunn JP. “Virtual” (computed) fractional flow reserve: current challenges and limita-
tions. J Am Coll Cardiol Intv. 2015;8(8):1009-1017.
7. Leiner T, Tordoir JHM, Kessels AGH, et al. Comparison of treatment plans for peripheral arterial disease made with multi-station con-
trast medium-enhanced magnetic resonance angiography and duplex ultrasound scanning. J Vasc Surg. 2003;37(6):1255-1262.
8. Ubbink DT, Fidler M, Legemate DA. Interobserver variability in aortoiliac and femoropopliteal duplex scanning. J Vasc Surg. 2001;33
(3):540-545.
9. Visser K, Hunink MGM. Peripheral arterial disease: gadolinium-enhanced MR angiography versus color-guided duplex US—a meta-
analysis. Radiology. 2000;216(1):67-77.
10. Visser K, Bosch JL, Leiner T, van Engelshoven JMA, Passchier J, Hunink MGM. Patients' preferences for MR angiography and duplex
US in the work-up of peripheral arterial disease. Eur J Vasc Endovasc Surg. 2003;26(5):537-543.
11. Hioki H, Miyashita Y, Miura T, et al. Diagnostic value of peripheral fractional flow reserve in isolated iliac artery stenosis: a comparison
with the post-exercise ankle-brachial index. J Endovasc Ther. 2014;21(5):625-632.
12. Kobayashi N, Hirano K, Nakano M, et al. Measuring procedure and maximal hyperemia in the assessment of fractional flow reserve for
superficial femoral artery disease. J Atheroscler Thromb. 2016;23(1):56-66.
18 of 19 SKOPALIK ET AL.
13. Min JK, Taylor CA, Achenbach S, et al. Noninvasive fractional flow reserve derived from coronary CT angiography: clinical data and sci-
entific principles. JACC Cardiovasc Imaging. 2015;8(10):1209-1222.
14. Zarins CK, Taylor CA, Min JK. Computed fractional flow reserve (FFTCT) derived from coronary CT angiography. J Cardiovasc Transl
Res. 2013;6(5):708-714.
15. Baumann S, Wang R, Schoepf UJ, et al. Coronary CT angiography-derived fractional flow reserve correlated with invasive fractional flow
reserve measurements – initial experience with a novel physician-driven algorithm. Eur Radiol. 2015;25(4):1201-1207.
16. Tröbs M, Achenbach S, Röther J, et al. Comparison of fractional flow reserve based on computational fluid dynamics modeling using
coronary angiographic vessel morphology versus invasively measured fractional flow reserve. Am J Cardiol. 2016;117(1):29-35.
17. Takagi H, Ishikawa Y, Orii M, et al. Optimized interpretation of fractional flow reserve derived from computed tomography: comparison
of three interpretation methods. J Cardiovasc Comput Tomogr. 2018;13(2):134-141. https://doi.org/10.1016/j.jcct.2018.10.027.
18. Taylor CA, Fonte TA, Min JK. Computational fluid dynamics applied to cardiac computed tomography for noninvasive quantification of
fractional flow reserve: scientific basis. J Am Coll Cardiol. 2013;61(22):2233-2241.
19. Sankaran S, Kim HJ, Choi G, Taylor CA. Uncertainty quantification in coronary blood flow simulations: impact of geometry, boundary
conditions and blood viscosity. J Biomech. 2016;49(12):2540-2547.
20. Agujetas R, González-Fernández MR, Nogales-Asensio JM, Montanero JM. Numerical analysis of the pressure drop across highly-
eccentric coronary stenoses: application to the calculation of the fractional flow reserve. Biomed Eng Online. 2018;17(1):67.
21. Heinen SGH, van den Heuvel DAF, Huberts W, et al. In vivo validation of patient-specific pressure gradient calculations for iliac artery
stenosis severity assessment. J Am Heart Assoc. 2017;6(12):e007328.
22. Ward EP, Shiavazzi D, Sood D, et al. Computed tomography fractional flow reserve can identify culprit lesions in aortoiliac occlusive dis-
ease using minimally invasive techniques. Ann Vasc Surg. 2017;38:151-157.
23. Vignon-Clementel IE, Alberto Figueroa C, Jansen KE, Taylor CA. Outflow boundary conditions for three-dimensional finite element
modeling of blood flow and pressure in arteries. Comput Methods Appl Mech Eng. 2006;195(29–32):3776-3796.
24. Alastruey J, Xiao N, Fok H, Schaeffter T, Figueroa CA. On the impact of modelling assumptions in multi-scale, subject-specific models
of aortic haemodynamics. J R Soc Interface. 2016;13(119):20160073.
25. Taylor CA, Figueroa CA. Patient-specific modeling of cardiovascular mechanics. Annu Rev Biomed Eng. 2009;11:109-134.
26. Malek AM, Alper SL, Izumo S. Hemodynamic shear stress and its role in atherosclerosis. JAMA. 1999;282(21):2035-2042.
27. Roache PJ. Quantification of uncertainty in computational fluid dynamics. Annu Rev Fluid Mech. 1997;29(1):123-160.
28. Ku DN. Blood flow in arteries. Annu Rev Fluid Mech. 1997;29(1):399-434.
29. Lam SK, Fung GSK, Cheng SWK, Chow KW. A computational study on the biomechanical factors related to stent-graft models in the
thoracic aorta. Med Biol Eng Comput. 2008;46(11):1129-1138.
30. Linge F, Hye MA, Paul MC. Pulsatile spiral blood flow through arterial stenosis. Comput Methods Biomech Biomed Eng. 2014;17(15):
1727-1737.
31. Stewart SFC, Paterson EG, Burgreen GW, et al. Assessment of CFD performance in simulations of an idealized medical device: results of
FDA's first computational interlaboratory study. Cardiovasc Eng Technol. 2012;3(2):139-160.
32. Menter FR. Two-equation eddy-viscosity turbulence models for engineering applications. AIAA J. 1994;32(8):1598-1605.
33. Wilcox, D.C., Turbulence modeling for CFD.
34. Ghalichi F, Ghalichi F, Deng X, et al. Low Reynolds number turbulence modeling of blood flow in arterial stenoses. Biorheology. 1998;35
(4):281-294.
35. Paul MC, Larman A. Investigation of spiral blood flow in a model of arterial stenosis. Med Eng Phys. 2009;31(9):1195-1203.
36. Lee TS, Liao W, Low HT. Numerical study of physiological turbulent flows through series arterial stenoses. Int J Numer Methods Fluids.
2004;46(3):315-344.
37. Versteeg HK, Malalasekera W. An Introduction to Computational Fluid Dynamics: the Finite Volume Method. Harlow, UK: Longman Sci-
entific & Technical; 1995.
38. Westerhof N, Lankhaar J-W, Westerhof BE. The arterial Windkessel. Med Biol Eng Comput. 2009;47(2):131-141.
39. Katritsis D, Kaiktsis L, Chaniotis A, Pantos J, Efstathopoulos EP, Marmarelis V. Wall shear stress: theoretical considerations and
methods of measurement. Prog Cardiovasc Dis. 2007;49(5):307-329.
40. Morris PD, Ryan D, Morton AC, et al. Virtual fractional flow reserve from coronary angiography: modeling the significance of coronary
lesions: results from the VIRTU-1 (VIRTUal fractional flow reserve from coronary angiography) study. JACC Cardiovasc Interv. 2013;6
(2):149-157.
41. Tu S, Barbato E, Köszegi Z, et al. Fractional flow reserve calculation from 3-dimensional quantitative coronary angiography and TIMI
frame count. A fast computer model to quantify the functional significance of moderately obstructed coronary arteries. Clin Res. 2014;7
(7):768-777.
42. Morris PD, Silva Soto DA, Feher JFA, et al. Fast virtual fractional flow reserve based upon steady-state computational fluid dynamics
analysis: results from the VIRTU-fast study. JACC Basic Transl Sci. 2017;2(4):434-446.
How to cite this article: Skopalik S, Hall Barrientos P, Matthews J, et al. Image-based computational fluid
dynamics for estimating pressure drop and fractional flow reserve across iliac artery stenosis: A comparison with
in-vivo measurements. Int J Numer Meth Biomed Engng. 2021;e3427. https://doi.org/10.1002/cnm.3437
SKOPALIK ET AL. 19 of 19
