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Quadrotor Controller
Pedro O. Pereira and Dimos V. Dimarogonas
Abstract— In this paper we construct a trajectory tracking
controller for a quadrotor system by finding a coordinate
change which transforms the quadrotor’s vector field into that
of a thust propelled system. In a thrust propelled system, the
goal is to stabilize its position around the origin, while the
system is actuated by a one dimensional acceleration/thrust
along a direction vector, by a time-varying gravity, and by the
angular acceleration of the direction vector. For this system,
a solution has been proposed in [1] based on the implicit
knowledge of a bounded controller for a double integrator
system, and on the implicit knowledge of a Lyapunov function
that guarantees the origin is asymptotically stable for the double
integrator controlled by the bounded controller. In this paper,
we present two alternative bounded controllers for a double
integrator system, and corresponding Lyapunov functions.
I. INTRODUCTION
Many controllers for trajectory tracking of aerial vehicles
have been proposed. Controllers based on a linearized model
around the hover condition have been successfully deployed,
but their applicability is limited to trajectories where the
flight envelop remains in small angles [2], [3]. Controllers
based on an inner and outer loop strategy have also been
successfully applied, where the inner loop is responsible for
attitude control loop, while the outer loop is responsible for
the position control [4]. The quadrotor dynamics depend on
the vehicle’s rotation matrix, most control strategies also
provide a control law for the space corresponding to the yaw
motion. Different parameterizations for the vehicle’s rotation
matrix have also been used, such as euler angles [4], and
unit quaternions [5], [6]. Controllers that guarantee trajectory
tracking for all initial conditions, can also be found [6].
II. MODELING
A sketch of a simplified model of a quadrotor is presented
in Fig. 1.
We denote p ∈ R3 as the quadrotor’s positions, v(t) :=
p˙(t) as the quadrotor’s velocity, and m ∈ R
>0
as the quadro-
tor’s mass. Also we denote R ∈ SO(3) as the quadrotor’s
rotation matrix, r3 := Re3 ∈ S2 as the quadrotor’s direction
where thrust is provided, and J = JT ∈ R3×3 as the
quadrotor matrix of inertia. Finally, we denote T ∈ R as
the quadrotor’s thrust, τ ∈ R3 as the quadrotor’s torque,
where T , τ and τm are all assumed to be a control inputs.
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Fig. 1: Modeling for quadrotor transporting load with a
rigid manipulator
The system quadrotor and load is evolves according with
the dynamics
mp¨(t) = kTT (t)r3(t)−mge3 (1)
R˙(t) = R(t)S (ω(t)) , (2)
Jω˙(t) = −S (ω(t))Jω(t) + τ (t) (3)
where kT ∈ R>0 is a constant gain.
Problem 1: Given the system (1)-(3), with known kT , and
a desired load trajectory pd(·) ∈ C4(R
≥0
), design T : R
≥0
7→
R and τ : R
≥0 7→ R
3 such that limt→∞(pL(t)−pdL(t)) = 0.
III. KNOWN kT
It is easy to verify that the system (1)-(2) is flat with
respect to the output y = p(t).
Let us also now define the variables
p(t) := p(t)− pd(t) (4)
v(t) := v(t) − vd(t) (5)
g(t) := ge3 + p¨
d(t), (6)
r3(t) := R(t)e3, (7)
ω3(t) := Π (r3(t))R(t)ω(t), (8)
where we emphasize that, by construction, ωT3 (t)rT3 (t) = 0
for all t ∈ R. We also denote
xT :=
[
x¯T ωT
3
]
:=
[
[pT vT rT
3
] ωT
3
]
. (9)
The goal of Problem 1 is then equivalent to limt→∞ p(t) = 0
and limt→∞(n(t)− nd(t)) = 0.
For reasons that will be apparent later, we choose T (t)
and τ (t) as
T (t) =
m
kT
a(t) (10)
τ (t) =S (ω(t))Jω(t) + Je3τ3(t) (11)
JS (e3) (R
T (t)α(t) − ω(t)(eT
3
ω(t))) , (12)
where a(t) and α(t) are to be designed later (and τ3(t) is
a degree of freedom that can be used to accomplish other
goals). From (12), it follows that (3) becomes
ω˙(t) = S (e3) (R
T (t)α(t) − ω(t)(eT3ω(t))) + e3τ3(t).
(13)
Also, note that r˙3(t) = S (R(t)ω(t)) r3(t) =
S (Π (r3(t))R(t)ω(t)) r3(t) = S (ω3(t)) r3(t) and therefore
(for brevity, we omit the time dependencies below)
ω˙3 =Π(r3) (R˙ω +Rω˙) (14)
− (r˙3r
T
3
+ r3r˙
T
3
)Rω (15)
(13)
=Π(r3) (S (r3) (α−Rω(e
T
3ω)) + r3τ3) (16)
− r˙3(r
T
3
Rω)− r3r˙
T
3
Rω (17)
=S (r3) (α−Rω(r
T
3Rω) (18)
− S (ω3) r3(r
T
3
Rω) (19)
=S (r3)α (20)
If (10) and (12) are chosen, then
p˙(t)
(4),(5)
= vL(t) (21)
v˙(t)
(1),(10)
= a(t)n(t)− g(t) (22)
r˙3(t)
(3),(8)
= S (ω(t)) r3(t) (23)
ω˙3(t)
(20)
= S (n(t))α(t), (24)
We can then write the dynamics of x(t) as x˙(t) =
f(t,x(t), a(t),α(t)), where
f(t,x, a,α) :=


v
ar3 − g(t)
S (ω3) r3
S (r3)α

 (25)
The vector field fu(t,x, a,α) is that of a vector thrusted
system, and a general solution that guarantees limt→∞ p(t) =
0 for x˙1(t) = fu(t,x(t), a(t),α(t)) can be found in [].
In [], we can find functions Tcl(t, x¯) and τcl(t,x) such
that if x˙(t) = f cl
u
(t,x(t)) where
f cl
u
(t,x) := fu(t,x, Tcl(t, x¯), τcl(t,x)) (26)
it follows that limt→∞ p(t) = 0. Also, for
V3(t,x) = V1(p,v) + Vθ(ξ(t, x¯)) + Vω(eω(t,x)), (27)
the following is satisfied
∂V3(t,x)
∂t
+
∂V3(t,x)
∂x
f cl
x
(t,x(t)) = (28)
=−W1(p,v) − 2kωVω(eω(t,x)) (29)
− kθV
′
θ
(ξ(t, x¯))ξ(t, x¯)(2− ξ(t, x¯)) (30)
=:−W3(t,x) ≤ 0, (31)
and, along a trajectory x(t) with x˙(t) = f cl
u
(t,x(t)),
V˙3(t,x(t)) = −W3(t,x(t)) ≤ 0.
As such, if we choose a(t) = Tcl(t, x¯(t)) and α(t) =
τcl(t,x(t)), we can guarantee that limt→∞ p(t) = 0 ⇒
limt→∞(p(t)− p
d(t)) = 0.
IV. DOUBLE INTEGRATOR
The control laws Tcl(t, x¯) and τcl(t,x) in [1] have been
constructed based on the implicit knowledge of a Lyapunov
function V1(·, ·) : R × R 7→ R≥0, such that for the double
integrator vector field [v u(p, v))]T , it holds that
∂V (p, v)
∂p
v +
∂V (p, v)
∂p
u(p, v) =: −W (p, v) ≤ 0. (32)
and that |u(p, v)| ≤ u∞ for all (p, v) ∈ R × R.
Here, we present two options, i.e., two pairs
(u(·, ·), V1(·, ·)) that satisfy the previous two conditions.
A. Option 1
Consider σ ∈ Σ and ̺ ∈ Σ˜, and a symmetric function
ξ : R 7→ R that satisfies
ξ ∈ C3(R) (33)
|ξ(s)| ≥ |s| ∧ ξ′(s) > 0, ∀s ∈ R (34)
ξ(s) = s, ∀|s| ≤ σ¯ (35)
sup
s∈R
∣∣∣∣ sξ′(s)
∣∣∣∣ =: M <∞ (36)
where M ≥ σ¯ holds necessarily, owing to (35). From the
second condition, it follows that
v + σ(p)
ξ(v) + σ(p)
(35)
= 1, ∀(p, v) ∈ R × [−σ¯, σ¯] (37)
v + σ(p)
ξ(v) + σ(p)
(34)
≤ 1, ∀(p, v) ∈ R × R (38)
and
sup
s∈R
1
|ξ′(s)|
≤
M
σ¯
, (39)
since ξ′(s) = 1 for |s| ≤ σ¯, and 1
ξ′(s) ≤
M
s
for all s ∈ R.
Consider then kσ > 0, and the control law
u(p, v) =− ̺(ξ(v) + σ(p)) −
v + σ(p)
ξ(v) + σ(p)
kσσ(p)
ξ′(v)
− (40)
− σ′(p)
v
ξ′(v)
(41)
is then bounded, namely
sup
(p,v)∈R2
|u(p, v)| ≤M(kσ + σ¯
′) + ¯̺<∞. (42)
Consider the function
V (p, v) = kσ
∫
p
0
σ(s)ds+
1
2
(ξ(v) + σ(p))2 (43)
for which it follows that
∂V (p, v)
∂p
v +
∂V (p, v)
∂p
u(p, v) = (44)
=kσσ(p)v + (ξ(v) + σ(p)) (ξ
′(v)u(p, v) + σ′(p)v) =
(45)
(41)
=kσσ(p)v − (v + σ(p))kσσ(p) (46)
− ξ′(v)(ξ(v) + σ(p))̺(ξ(v) + σ(p)) (47)
=− kσσ
2(p)− ξ′(v)(ξ(v) + σ(p))̺(ξ(v) + σ(p)) (48)
=:−W (p, v) ≤ 0 (49)
Notice that if we pick ̺(s) = 0, it follows that
W (p, v) = σ2(p). For this scenario, it still follows that
limt→∞W (p(t), v(t))⇔ limt→∞ p(t) = 0.
B. Option 2
Denote Σ as the family of functions χ : R 7→ R that satisfy
(1) χ(s)s > 0 for s 6= 0, (2) sup
s∈R
|χ(s)| ≤ χ∞ < ∞, (3)
χ ∈ C3(R), (4) sup
s∈R
|χ′(s)| ≤ χ¯′ < ∞. As such, for
χ ∈ Σ, it follows that
χ(r)
χ¯′r
,
χ′(r)
χ¯′
∈ [−1, 1], ∀r ∈ R (50)
and therefore, since (1) holds, it also follows that(
1−
χ′(r)
χ¯′
)
χ(r)r
(50)
≥ 0⇒ (51)
⇒
∫ s
0
χ(r)dr ≥
∫ s
0
χ′(r)
χ¯′
χ(r)dr =
1
2χ¯′
∫ s
0
dχ¯2(r)
dr
dr
(52)
⇔
∫ s
0
χ(r)dr ≥
χ¯2(s)
2χ¯′
. (53)
and that (
1−
χ′(r)
χ¯′
χ(r)
χ¯′r
)
χ¯′2rr
(50)
≥ 0⇒ (54)
⇒
∫ s
0
χ¯′2r − χ′(r)χ(r)dr ≥ 0. (55)
We also denote Σ˜ ⊂ Σ as the family of functions χ : R 7→ R
that satisfy (1) χ ∈ Σ, and (2) χ′(s) > 0 for all s 6= 0.
Consider the control law
u(p, v) = −σ(p)− ̺(v) (56)
where σ ∈ Σ and ̺ ∈ Σ˜. Therefore,
sup
(p,v)∈R2
|u(p, v)| ≤ σ¯ + ¯̺<∞. (57)
Given β ∈ (0, 1), consider then the function
V4(p, v) = V1(p) + V2(v) + V3(p, v), (58)
where (denote ∂Vi
∂p
v + ∂Vi
∂v
u(p, v) =: −Wi for i =
{1, 2, 3, 4})
V1(p) = σ¯
′
∫ p
0
σ(s)ds > 0, (59)
W1(p, v) = −σ¯
′σ(p)v (60)
and
V2 =β
∫ v
0
(¯̺′2s− ̺′(s)̺(s))ds
(55)
≥ 0, (61)
W2(p, v) =β(¯̺
′2v − ̺′(s)̺(v))σ(p)+ (62)
β(¯̺′2v − ̺′(s)̺(v))̺(v) (63)
:=W2,1(p, v) +W22(v) (64)
and
V3(p, v) =β ¯̺
′2
∫ p
0
σ(s)ds + βσ(p)̺(v) + σ¯′
v2
2
, (65)
(55)
≥
1
2
[
σ(p) v
] [ β ¯̺′2
σ¯′
β̺(v)
v
β̺(v)
v
σ¯′
] [
σ(p)
v
]
, (66)
W3(p, v) =− β ¯̺
′2σ(p)v − βσ′(p)̺(v)v+ (67)
βσ2(p)̺′(v) + βσ(p)̺′(v)̺(v)+ (68)
σ¯′v(σ(p) + ̺(v)) (69)
=−W1(p)−W2,1(p, v) + β̺
′(v)σ2(p) (70)
σ¯′v̺(v)
(
1− β
σ′(p)
σ¯′
)
> 0 (71)
The latter inequality in (66) follows since the matrix in (66)
has positive diagonal elements and since its determinant is
also positive, namely
β ¯̺′2
(
1− β
(
̺(v)
¯̺′v
)2) ̺∈Σ˜
β∈(0,1)
> 0, (72)
which means V3(p, v) > 0 for any β ∈ (0 1). Combin-
ing (60), (64) and (71), it follows that
W4(p, v) =β̺
′(v)σ2(p) +W22(v)+ (73)
σ¯′v̺(v)
(
1− β
σ′(p)
σ¯′
) ̺∈Σ˜
β∈(0,1)
> 0 (74)
and note that (R⋆ = R ∪ ±∞)
(0, 0) =
{
(p¯, v¯) ∈ R⋆ × R⋆ : lim
(p,v)→(p¯,v¯)
W4(p, v) = 0
}
(75)
which means that if limt→∞W4(p(t), v(t)) ⇔
limt→∞ p(t) = 0.
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Given u(p,v) and V1(p,v) (see [1]):
T⋆(t,p,v) := g(t) + u(p,v), (76)
n⋆(t,p,v) :=
T⋆(t,p,v)
‖T⋆(t,p,v)‖
, (77)
ξ(t, x¯) := 1− nTn⋆(t,p,v), (78)
ω
⋆(t, x¯):= S (n⋆(t,p,v))
∂T⋆(t,p,v)
∂t
+[ ∂T
⋆,T
∂p
∂T⋆,T
∂v
]fclpv(t,x¯)
‖T⋆(t,p,v)‖ ,
(79)
ω
d(t, x¯) := ω⋆(t, x¯)− kθS (n
⋆(t,p,v))n (80)
−
‖T⋆(t,p,v)‖
V ′
θ
(ξ(t, x¯))
S (n)
∂V1(p,v)
∂v
, (81)
eω(t,x) := S (n) (ω − ω
d(t, x¯)), (82)
τ
d(t,x) :=
∂ωd(t, x¯)
∂t
+
∂ωd,T (t, x¯)
∂x¯
f˜x¯(t,x), (83)
Tcl(t, x¯) := n
TT⋆(t,p,v), (84)
τcl(t,x) := S (n) τ
d(t,x) + Π (n)ωd(t, x¯)nTωd(t, x¯)
(85)
− kωeω(t,x)−
V ′
θ
(·)
vω
Π(n)n⋆, (86)
