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Abstract
We revisit the formulation of the principle of minimal flavor violation (MFV) in the
minimal supersymmetric extension of the standard model, both at moderate and large
tan β, and with or without new CP-violating phases. We introduce a counting rule
which keeps track of the highly hierarchical structure of the Yukawa matrices. In this
manner, we are able to control systematically which terms can be discarded in the soft
SUSY breaking part of the Lagrangian. We argue that for the implementation of this
counting rule, it is convenient to introduce a new basis of matrices in which both the
squark (and slepton) mass terms as well as the trilinear couplings can be expanded.
We derive the RGE for the MFV parameters and show that the beta functions also
respect the counting rule. For moderate tan β, we provide explicit analytic solutions
of these RGE and illustrate their behaviour by analyzing the neighbourhood (also
switching on new phases) of the SPS-1a benchmark point. We then show that even in
the case of large tan β, the RGE remain valid and that the analytic solutions obtained
for moderate tan β still allow us to understand the most important features of the
running of the parameters, as illustrated with the help of the SPS-4 benchmark point.
1
Contents
1 Introduction 1
2 Revisiting minimal flavour violation 2
2.1 Definition of minimal flavour violation . . . . . . . . . . . . . . . . . . . . . 2
2.2 MFV in the MSSM: a reparametrization of the soft SUSY breaking terms . . 3
2.3 Counting rules and a new basis . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.4 MFV mass-insertions and their impact on phenomenology . . . . . . . . . . 8
2.5 Lepton sector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3 Derivation of the renormalization group equations 11
3.1 RGE for the Yukawa matrices . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.2 RGE for the MFV parameters . . . . . . . . . . . . . . . . . . . . . . . . . . 14
4 Running MFV in the moderate tanβ case 16
4.1 Analytical solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4.1.1 Solutions for the a˜i’s . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4.1.2 Solutions for m2Hu,d and x1,2 . . . . . . . . . . . . . . . . . . . . . . . 17
4.1.3 Solutions for the yi’s and the wi’s . . . . . . . . . . . . . . . . . . . . 18
4.2 Numerical example: the SPS-1a benchmark point . . . . . . . . . . . . . . . 19
4.3 Running from the electroweak up to the GUT scale . . . . . . . . . . . . . . 22
5 Running MFV in the large tan β case 24
5.1 Analytical solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
5.2 Numerical example: the SPS-4 benchmark point . . . . . . . . . . . . . . . . 24
6 Conclusions 28
A Solving the RGE’s and boundary conditions 30
B Relation between the xi and the bi parameters 32
C Higher order terms in the beta functions 34
D Fixed points 35
1 Introduction
In the Standard Model, renormalizability restricts the possible sources of flavour violations
to only one matrix, the Cabibbo-Kobayashi-Maskawa (CKM) matrix. Its almost diagonal
structure (like the values of all the other free parameters of the model) remains unexplained.
In extensions of the Standard Model, as soon as new degrees of freedom appear, the
possibilities to generate transitions among flavours increase very rapidly, and may give rise
to a richer phenomenology than what the Standard Model alone would allow. The wealth
of recent experimental results produced at kaon and B factories shows, however, that if new
degrees of freedom exist just above the electroweak symmetry breaking scale, their influence
on low-energy flavour physics is smaller than one would naively expect, below the current
experimental sensitivity. This imposes a nontrivial constraint for model building, and forces
one to impose some sort of protection against flavour violations.
A convenient way to do this, without excluding completely the possibility to have new
effects in flavour physics, is the principle of minimal flavour violation (MFV) [1, 2] (see also
Ref. [3]). According to this, even in extensions of the Standard Model, the only source of
flavour violations is in the Yukawa matrices, and since one of them can always be diago-
nalized, in the CKM matrix. In its latest, more complete implementation, the principle is
formulated as a symmetry: one starts from the observation that the large global flavour
symmetry group of the Standard Model in the absence of the Yukawa couplings is saved
even in their presence if they are promoted to the status of spurions, i.e. if they are assigned
transformation properties under the flavour group. The principle of MFV requires that the
same symmetry holds even in extensions of the Standard Model – the only allowed spurions
being the Yukawa matrices.
In this paper, we concentrate on supersymmetric extensions of the Standard Model with
minimal field content and exact R-parity (MSSM) (for a nice introduction, cf. Ref. [4]) and
discuss the principle of MFV within this framework. Our main points are:
1. We observe that, if one considers the Yukawa matrices as dimension-zero spurions, and
allows any power of them to appear in local operators, imposing MFV on the MSSM
does not restrict the number of free parameters of the model, but amounts to a mere
reparametrization. Still, if one requires that the coupling constant of the model are
of order one, some of them are irrelevant for the phenomenology and can therefore be
dropped.
2. In order to decide systematically which terms are irrelevant and which ones should be
kept, we find it convenient to introduce a counting rule, and use as expansion parameter
λ, the Cabibbo angle. We use this expansion parameter to take into account not only
the highly hierarchical CKM matrix, but also the highly hierarchical quark and lepton
masses. Each of the MFV parameters will therefore be assigned an order in λ – once
one has set the accuracy of its calculation to a certain level, O(λn), it is immediate to
see which MFV parameters should be kept.
3. Since imposing MFV amounts to a mere reparametrization of the generic MSSM, it
is obvious that the principle is renormalization group (RG) invariant – what is not
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guaranteed is that the coefficients will keep their order in λ during the running. We
will rewrite the renormalization group equations (RGE) in MFV form, checking that
the beta functions also respect the same counting rules as the parameters themselves.
As such, this is only a necessary, but not yet sufficient condition to prove that the
MFV principle is truly RGE invariant. We will therefore study the solutions of the
RGE numerically, and show that indeed they respect the counting rules when evolving
from the high to the low scale – none of the irrelevant parameters at the high scale
may become so large during the RG evolution that it becomes of phenomenological
importance at the low scale. We will also show that the converse is not true: generic
MFV-like boundary conditions at the low scale will not necessarily evolve to a MFV-
like MSSM at the high scale. Therefore, the assumption that the MFV hypothesis in
the MSSM is valid at different scales makes it even more restrictive at the low scale.
4. We discuss in detail the possible new CP-violating phases allowed by the MFV hy-
pothesis, and analyze their behaviour under the running. We show that they tend to
vanish at the low scale – how fast they do that depends on the initial conditions at the
high scale.
While this paper was being completed, a preprint appeared which also analyzes the
behaviour of MFV models under running [5]. There, the numerical analysis is performed
with the help of SOFTSUSY [6], one of the available codes which allow one to run the
MSSM with a generic flavour structure according to the full RGE to two loops. In this
paper, the authors start with MFV-compatible initial conditions at the GUT scale, evolve
all the parameters down to the electroweak scale, and project back the model on the MFV
parameters, with the help of a fit. Their analysis is valid for moderate tan β, and only for
real MFV coefficients. In this manner, they find out that the MFV parameters have quasi
fixed points at the low scale. We will confirm their finding, and also provide an analytical
explanation for this behaviour. Furher, we will perform the analysis also for large tan β, and
in the presence of new CP-violating phases in the MFV expansions.
2 Revisiting minimal flavour violation
2.1 Definition of minimal flavour violation
Gauge interactions in the Standard Model are flavour blind. If one sets the Yukawa matrices
to zero, the Standard Model becomes invariant under a large global symmetry group GF ∼
[U(3)]5 [7]:
GF ≡ Gq ⊗Gℓ ⊗ U(1)B ⊗ U(1)L ⊗ U(1)Y ⊗ U(1)PQ ⊗ U(1)ER , (1)
where
Gq ≡ SU(3)QL ⊗ SU(3)UR ⊗ SU(3)DR , Gℓ ≡ SU(3)LL ⊗ SU(3)ER . (2)
The five U(1) factors have been decomposed in the three which remain a symmetry even in
the presence of Yukawa interactions (related to baryon and lepton number and hypercharge),
2
and the remaining two. Following Ref. [2], we write these as a phase transformation affecting
DR and ER at the same time, the Peccei-Quinn symmetry of the two-Higgs doublet model
(denoted here by U(1)PQ) and one affecting only ER.
The Yukawa matrices break Gq ⊗Gℓ ⊗ U(1)PQ ⊗ U(1)ER:
LY = U¯RYuQLH + D¯RYdQLHc + ERYe LLHc + h.c. , (3)
where Hc = iτ2H
∗. As observed in Ref. [2], the Standard Model remains formally invariant
under Gq⊗Gℓ in the presence of the Yukawa matrices if these are promoted to spurion fields
transforming as
Yu ∼ (3¯, 3, 1) , Yd ∼ (3¯, 1, 3) under Gq , (4)
and
Ye ∼ (3¯, 3) under Gℓ . (5)
The symmetry is broken whenever the Yukawa matrices are frozen at a certain value – on
the other hand, different forms of the Yukawa matrices which are related by Gq and Gℓ
transformations are physically equivalent. In what follows, we will choose the following
background values
Yu = λuV , Yd = λd , Ye = λe , (6)
where λu = diag(yu, yc, yt), λd = diag(yd, ys, yb) and λe = diag(ye, yµ, yτ), and V is the CKM
matrix.
An extension of the Standard Model is said to respect MFV if it is symmetric under
Gq ⊗ Gℓ in the presence of Yukawa spurions. While new matter fields in such an extension
are of course allowed, one is not supposed to introduce new spurion fields beyond the Yukawa
matrices.
2.2 MFV in the MSSM: a reparametrization of the soft SUSY
breaking terms
In a supersymmetric extension of the Standard Model, the superpotential automatically
satisfy the MFV principle. On the other hand, MFV strongly constrains the soft supersym-
metry breaking terms. We will illustrate this statement by considering the mass term for
the left-handed squarks
L
m
2
Q
≡ −Q˜†m2Q · Q˜ , (7)
and showing first that MFV amounts in principle to a reparametrization of a generic hermi-
tian 3× 3 matrix, and later that if one excludes the possibility of having enormous coupling
constants, MFV is indeed quite constraining. MFV requires this term to become formally in-
variant under Gq, hence it must transform like (8, 1, 1). Since we are not allowed to introduce
new spurions, we have to obtain this transformation property with the help of the Yukawa
matrices, as with terms like Y†uYu or Y
†
dYd. Moreover, one can construct invariants under
Gq also with the help of ǫ-tensors. Such terms have recently been systematically studied
in Ref. [8], and permit to extend the MFV principle to the R-parity violating interactions.
Interestingly, MFV alone is then sufficient to prevent the proton from decaying too rapidly
– a fact which lends additional support to the validity of the MFV hypothesis at low energy.
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For the R-parity conserving sector of the MSSM, on which we concentrate in the present
paper, these ǫ-tensor terms have been shown to be very suppressed [8]. Hence, ignoring them
altogether, MFV permits to write m2Q as the infinite sum:
m2Q = a11+ b1Y
†
uYu + b2Y
†
dYd + c1Y
†
uYuY
†
uYu + c2Y
†
dYdY
†
dYd + . . . (8)
Actually, the infinite sum collapses on its first few terms: the Yukawa couplings are 3 × 3
matrices, hence they respect the corresponding Cayley-Hamilton identities. The hermitian
matrix m2Q does not contain more than nine independent real parameters and it can be
shown that the sum in Eq. (8) spans the space of hermitian matrices [9].
The Cayley-Hamilton identities read for 3× 3 matrices
X3 − 〈X〉X2 +
1
2
X
(
〈X〉2 −
〈
X2
〉)
− detX = 0 , (9)
and can be rewritten in terms of traces only if the determinant is expressed as
detX =
1
3
〈
X3
〉
−
1
2
〈X〉
〈
X2
〉
+
1
6
〈X〉3 . (10)
In other words, all powers of three or more of a combination of Yukawa matrices, Xn>2,
can be eliminated in terms of only X2,X, 1, with coefficients involving the trace of X2 and
X. Further, identities involving two (or more) different combinations, A and B say, can be
found by substituting X = aA+ bB in Eq. (9) and extracting a given power of a and b. For
example, a relevant identity is
A2B+ABA+BA2 = A2 〈B〉+ (AB+BA) 〈A〉+A (〈AB〉 − 〈A〉 〈B〉)
+
1
2
B
(〈
A2
〉
− 〈A〉2
)
+
1
2
〈B〉
(
〈A〉2 −
〈
A2
〉)
+
〈
A2B
〉
− 〈A〉 〈AB〉 , (11)
with A = Y†uYu and B = Y
†
dYd.
Taking into account these identities, the most general expression form2Q respecting MFV
becomes
m2Q = z11+ z2Y
†
uYu + z3Y
†
dYd + z4(Y
†
uYu)
2 + z5(Y
†
dYd)
2
+ z6
(
Y
†
dYdY
†
uYu + h.c.
)
+ z7Y
†
uYuY
†
dYdY
†
uYu
+ z8Y
†
dYdY
†
uYuY
†
dYd + z9
(
(Y†uYu)
2(Y†dYd)
2 + h.c.
)
+ iz10(Y
†
dYdY
†
uYu − h.c.) + iz11
(
(Y†uYu)
2Y
†
dYd − h.c.
)
+ iz12
(
(Y†dYd)
2Y†uYu − h.c.
)
+ iz13
(
(Y†uYu)
2(Y†dYd)
2 − h.c.
)
+ iz14
(
Y†uYuY
†
dYd(Y
†
uYu)
2 − h.c.
)
+ iz15
(
Y
†
dYdY
†
uYu(Y
†
dYd)
2 − h.c.
)
+ iz16
(
Y†uYu(Y
†
dYd)
2(Y†uYu)
2 − h.c.
)
+ iz17
(
Y
†
dYd(Y
†
uYu)
2(Y†dYd)
2 − h.c.
)
, (12)
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with the zi being real parameters. A generic 3 × 3 hermitian matrix can be described by
nine real constants – in Eq. (12), m2Q is expressed in terms of seventeen real constants, so
that eight of them must be linearly dependent. Even if we do not specify the linear relations
which allow one to eliminate eight of these constants1, it is clear that MFV amounts to a
mere reparametrization of the soft SUSY-breaking terms of the MSSM, since the original
expansion in Eq. (8) contains a basis and the Cayley-Hamilton relations are exact. A similar
argument can be used also for all other terms.
What is special about the MFV parametrization is that if all the zi’s are of the same
order of magnitude, the structure of m2Q is highly non-generic. Conversely, if one writes
down a generic m2Q matrix and projects it on the MFV basis, the coefficients zi so obtained
will typically span many orders of magnitude. We define extensions of the Standard Model
respecting MFV by the additional requirement that the coefficients appearing in front of the
various MFV terms are of the same order of magnitude.
2.3 Counting rules and a new basis
If one takes all the zi coefficients to be of the same order of magnitude, several of the terms in
Eq. (12) (and in the analogous ones for the other soft SUSY-breaking terms) can be disposed
of. In this subsection, we will discuss how to do this in a systematic way, and will argue
that it is more convenient to change basis in order to work with MFV. For example, taking
into account the actual values of the Yukawa coefficients of the up, charm and top quarks,
we conclude that the two matrices
(
Y†uYu
)2
= V †λ4uV , Y
†
uYu = V
†λ2uV (13)
are proportional to each other up to a correction of relative order O(y2c/y
2
t ),
(
Y†uYu
)2
− y2tY
†
uYu = y
2
t y
2
cV
∗
2iV2j +O(y
4
c ) , (14)
which is usually neglected since y2c ≪ 1. A similar argument can be applied to Y
†
dYd, since
y2s ≪ 1 also. We will therefore never include any power of Y
†
uYu or Y
†
dYd in our analysis,
and keep the latter to allow tan β to be large (remember that the two Higgs doublets of
the MSSM separately give mass to the up and down-quarks: vuλu = diag(mu, mc, mt) and
vdλd = diag(md, ms, mb), with vu,d the two Higgs vacuum expectation values, and tan β ≡
1Note that such a linear relation can be nontrivial and may involve large coefficients. We stress that
the Cayley-Hamilton identities do not involve any large numerical coefficients, and so do not upset the
assumption that the MFV coefficients are of order one.
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vu/vd). With this approximation, the MFV version of the soft SUSY-breaking terms reads
2
m2Q = m
2
0
[
a1 + b1Y
†
uYu + b2Y
†
dYd + (b3Y
†
dYdY
†
uYu + h.c.)
]
,
m2U = m
2
0
[
a2 +Yu
(
b5 + c1Y
†
uYu + c2Y
†
dYd + (c3Y
†
dYdY
†
uYu + h.c.)
)
Y†u
]
,
m2D = m
2
0
[
a3 +Yd
(
b6 + c4Y
†
uYu + c5Y
†
dYd + (c6Y
†
dYdY
†
uYu + h.c.)
)
Y
†
d
]
,
AU = A0Yu
(
a4 + b7Y
†
dYd + c7Y
†
uYu + c8Y
†
dYdY
†
uYu + c9Y
†
uYuY
†
dYd
)
,
AD = A0Yd
(
a5 + b8Y
†
uYu + c10Y
†
dYd + c11Y
†
dYdY
†
uYu + c12Y
†
uYuY
†
dYd
)
. (15)
Until now, we have used only the fact that the Yukawa matrices are highly hierarchical
along their diagonal. They are, however, also hierarchical in their off-diagonal structure,
and taking this into account leads to further simplifications. In order to do this in a sys-
tematic way, we use as expansion parameter the Cabibbo angle λ = 0.23, which appears in
the Wolfenstein parametrization of the CKM matrix as follows (to leading order in λ – in
subsequent calculations we will always include higher orders also)
V ≈

 1 λ Aλ
3 (ρ− iη)
−λ 1 Aλ2
Aλ3 (1− ρ− iη) −Aλ2 1

 , (16)
We then adopt the following counting conventions for the quark mass ratios at the elec-
troweak scale µ =MZ :
mu
mt
∼ O(λ7),
mc
mt
∼ O(λ4), yt ∼ O(1) , (17)
md
mt
∼ O(λ7),
ms
mt
∼ O(λ5),
mb
mt
∼ O(λ3) .
For example, the difference in Eq. (14),
Y†uYuY
†
uYu − y
2
tY
†
uYu =

 O (λ
8) O (λ7) O (λ9)
O (λ7) O (λ6) O (λ8)
O (λ9) O (λ8) O (λ10)

 , (18)
represents a correction of at least O(λ2) (in every entry) to each of the two terms, cf.
Y†uYu =

 O (λ
6) O (λ5) O (λ3)
O (λ5) O (λ4) O (λ2)
O (λ3) O (λ2) O (1)

 . (19)
This shows that while MFV can indeed be viewed as a reparametrization, cf. Eq. (12), it is
on the other hand a very special one, because the basis in the linear space of 3×3 hermitian
2The numbering of the coefficients follows the choice of Ref. [2] whenever possible. The term b4 present
in that paper has to be equal to b∗3 in order to satisfy the hermiticity of the matrix m
2
Q.
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matrices on which m2Q is projected is almost a singular one. Several of the basis vectors
are almost parallel to each other, and their difference is tiny in comparison to either of the
vectors. Since our aim here is to link the MFV concept to a counting rule, and define clearly
which terms should be kept and which should be neglected, it is a lot more convenient
to use a basis of vectors which are as little 3 aligned to each other as possible. In this
way, contributions which are small and may (or may not) be neglected will not have to be
searched for in small differences between similar contributions, but will be clearly identified
and separated from the rest. In order to illustrate this concept, we come back to Eq. (14)
and observe that the large piece in both Y†uYu and its square is proportional to the matrix
V ∗3iV3j , whereas the small one, as indicated in Eq. (14) is proportional to V
∗
2iV2j . So, instead
of using Y†uYu and (Y
†
uYu)
2 as basis vectors, and allow both to have coefficients of order
one, we find it more convenient to use V ∗3iV3j and V
∗
2iV2j, and say that the first can have a
coefficient of order one, but the latter should have it of order y2c ∼ λ
8, and (depending on
where one sets its accuracy) can therefore be neglected.
If we follow the same logic for Y†dYd and its square, we find that in this case we should
rather use as basis vectors the matrices δi3δj3 and δi2δj2, and that the coefficients of these
terms should be of order y2b and y
2
s respectively (how to translate this into a power of λ
depends on tanβ). Taking into account all the possible structures which can emerge, and
which can all be multiplied with each other, we are led to consider a set of sixteen matrices,
which form a closed algebra under multiplication:
X1 = δ3iδ3j X5 = δ3iV3j X9 = V
∗
3iδ3j X13 = V
∗
3iV3j
X2 = δ2iδ2j X6 = δ2iV2j X10 = V
∗
2iδ2j X14 = V
∗
2iV2j
X3 = δ3iδ2j X7 = δ3iV2j X11 = V
∗
3iδ2j X15 = V
∗
3iV2j
X4 = δ2iδ3j X8 = δ2iV3j X12 = V
∗
2iδ3j X16 = V
∗
2iV3j
(20)
Notice that all these matrices have at least one entry (almost) equal to one, so that they can
all be counted as of order one.
If we now write Eq. (15) (or even start from the earlier stage given by Eq. (12)) in this
basis and assume that all ai, bi and ci coefficients are of order one, we can immediately read
out the size of the coefficients in front of the Xi matrices and decide which one to keep and
which not. In particular, if we drop terms of order λ6 ∼ 10−4 and higher, we can reduce the
soft SUSY-breaking terms to the following
m2Q = a˜1 + x1X13 + y1X1 + y2X5 + y
∗
2X9 ,
m2U = a˜2 + x2X1 ,
m2D = a˜3 + y3X1 + w1X3 + w
∗
1X4 ,
AU = a˜4X5 + y4X1 + w2X6 ,
AD = a˜5X1 + y5X5 + w3X2 + w4X4 , (21)
where, for simplicity, we have absorbed the overall scales m20 and A0 into the coefficients.
Since the matrices Xi are all of order one, the coefficients now carry the order in λ, and we
3Strictly speaking one could - in contrast to what we will do - consider a fully orthogonal basis of matrices
(like eklij = δ
k
i δ
l
j). In this way, however, one would lose track of the fact that the physically relevant degrees
of freedom of the Yukawa matrices are contained in two diagonal and one unitary matrix.
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have reflected this in the symbols which identify them. Relative to the leading terms, the
two xi’s are of order one, a˜5 (which now incorporates yb – while a˜4 incorporates yt), as well
as the yi’s can become of order one if tan β ∼ λ
−3, and the wi’s are suppressed by at least
two powers of λ, even when tanβ ∼ λ−3. More specifically:
a˜5
a˜4
∼
y5
a˜4
∼ O(λ3tβ) ,
y1,2
a˜1
∼
y3
a˜3
∼
y4
a˜4
∼ O(λ6t2β) ,
w1
a˜3
∼ O(λ10t2β) ,
w2
a˜3
∼ O(λ4) ,
w3
a˜5
∼ O(λ2) ,
w4
a˜5
∼ O(λ4) . (22)
We stress that this representation remains valid even in the case of large tanβ, up to tan β ∼
O(mt/mb) – on the other hand, if the latter is not large, all the y1−4, w1 and w4 can be
dropped. Also, a1−3, x1, x2, y1 and y3 must be real since m
2
Q,U,D are hermitian, while all the
others can be complex. There are thus a priori nine new CP-violating phases entering in the
squark soft-breaking terms, though only those of a˜4 and (less so) a˜5 and y5 are unsuppressed
for moderate tanβ.
Looking at the representation (21), one may observe that, in contrast to the original
formulation of Ref. [2], the symmetry principle which is behind MFV is not immediately
visible anymore. Actually, the essential concept that the only source of flavour violation is
the CKM matrix is still manifest in the Xi basis, and moreover:
1. The symmetry principle which forms the basis of MFV is used once and for all, and
leads to the basis shown, e.g. in Eq. (12). The relation between the standard MFV and
the Xi basis can also be derived once and for all; it is given explicitly in Appendix B
in terms of the running Yukawa couplings, to be defined in Sect. 3.
2. To make the most of the MFV principle, one still has to drop suppressed terms in
the most general representation provided by MFV in Eq. (15). As we have discussed
above, it is easier and more transparent to do so in the Xi basis.
3. The xi coefficients
4 have a direct, simple relation to the mass insertions [10], which are
useful for phenomenological studies of flavour violations, as we will discuss in detail in
the next section.
4. The scalings of the xi coefficients, as well as the decompositions (21), are stable under
the RGE’s, as will be discussed in details in Sect. 3. Further, the formulation of the
RGE’s for the xi coefficients is particularly convenient, especially because one can
immediately see the order of the different terms appearing in their beta functions.
2.4 MFV mass-insertions and their impact on phenomenology
In many phenomenological applications, it is convenient not to assume anything about the
structure of the soft SUSY breaking terms other than the established experimental fact that,
4In what follows we will often use the expression “the xi coefficients” or “the xi’s” to mean all xi, yi and
wi coefficients. In order not to generate confusion, we will say explicitly when we mean specifically x1 and
x2.
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if present, they are almost diagonal. One then writes them as diagonal matrices plus small
off-diagonal corrections and, when calculating observables, expands them in the off-diagonal
terms – called mass insertions [10]. Of course, in most practical applications, the exact
diagonalization of the squark mass matrices is performed (see e.g. Refs. [11, 12] for studies
in the MSSM with MFV). But even if the use of mass insertions is thereby circumvented, they
remain a very convenient tool to organize and identify possible sources of flavour violation.
Indeed, the rich experimental information on flavour violations has been translated in bounds
on the mass insertions [13, 14], and it is therefore useful to provide a relation between the
MFV parameters and the latter.
The LL and RR mass-insertions, defined as
(δLL)
IJ =
(m2Q)
IJ
|(m2Q)
II |1/2|(m2Q)
JJ |1/2
, (δFRR)
IJ =
(m2F )
IJ
|(m2F )
II |1/2|(m2F )
JJ |1/2
, (23)
with F = U,D, are in terms of the MFV coefficients
(δLL)
23 = VtbV
∗
ts
x1 + y
∗
2
|a˜1|1/2|a˜1 + x1 + y1 + 2Re y2|1/2
=
VtbV
∗
ts
VtbV ∗td
(δLL)
13 , (24)
(δLL)
12 = VtsV
∗
td
x1
|a˜1|
, (δLL)
IJ = (δLL)
JI∗ , (25)
up to completely negligible corrections of relative order λ4 or higher. In our approximation,
all δURR = 0, while only one δ
D
RR is non-zero,
(δDRR)
23 =
w∗1
|a˜3|1/2|a˜3 + y3|1/2
= (δDRR)
32∗ , (26)
but is nevertheless extremely suppressed since w1 ∼ O(λ
10t2β). The SU(2)L-breaking RL
mass-insertions are defined as
(δURL)
IJ =
vu(A
U)IJ
|(m2U)
II |1/2|(m2Q)
JJ |1/2
, (δDRL)
IJ =
vd(A
D)IJ
|(m2D)
II |1/2|(m2Q)
JJ |1/2
, (27)
and are
(δURL)
32 = Vts
vua˜4
|a˜1|1/2|a˜2 + x2|1/2
=
Vts
Vtd
(δURL)
31 ,
(δURL)
23 = Vcb
vuw2
|a˜2|1/2|a˜1 + x1 + y1 + 2Re y2|1/2
,
(δURL)
21 = Vcd
vuw2
|a˜1|1/2|a˜2|1/2
,
(δDRL)
32 = Vts
vdy5
|a˜1|1/2|a˜3 + y3|1/2
=
Vts
Vtd
(δDRL)
31 ,
(δDRL)
23 =
vdw4
|a˜3|1/2|a˜1 + x1 + y1 + 2Re y2|1/2
, (28)
while (δURL)
12 = (δURL)
13 = 0 as well as (δDRL)
13 = (δDRL)
21 = (δDRL)
12 = 0 under our approxima-
tion of neglecting anything of order λ6 or higher. The forms of the various mass-insertions
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show that indeed, the CKM matrix elements still tune all the flavour transitions. In addition,
the Xi basis permits to immediately judge of their respective strengths from Eq. (22).
A prominent feature of Eqs. (25, 26, 28) is the occurrence of several CP-violating phases,
not related to the CKM one. Indeed, y2, w1, a˜4, y5, w2, w4 can be complex, while all the other
coefficients have to be real to satisfy the hermiticity of the squark mass terms. Though it is
known that in the MSSM, MFV implies the presence of new CP-violating phases, up to now
they have been considered only in the trilinear couplings. We see here that the parameter y∗2
brings in an additional CP-violating phase in the LL sector also5. Though it is competitive
only for sufficiently large tanβ, since y2 ∼ O(λ
6t2β), it could nevertheless play a role in b→ s
and b→ d transitions, but not in s→ d ones (which are in any case very constrained by εK).
Since (δLL)
23 and (δLL)
13 are proportional to each other, it is not clear if, for example, this
phase could explain the tension observed recently by the fit to the b→ s transitions done in
Ref. [15]. Before drawing any conclusion about the validity of the MFV hypothesis at low
energy, the role of these phases in the phenomenology should be investigated in detail.
Concerning the CP-violating phases in the trilinear couplings, they can also have an
impact on low energy observables, though mostly for b → s and b → d transitions. Indeed,
in the s → d sector, given the suppression of w2, even at large tanβ, the quadratic mass-
insertions of the form (δURL)
32(δURL)
31∗ dominates [16]. The CP-phase of a˜4 thus plays no
role, and these transitions are entirely tuned by the CKM phase (this remains true when the
contribution of the µ-term to the LR mass insertion is added, see Ref. [11] for more details).
This is a priori not trivial looking back at the MFV parametrization (15), because of the
presence of the complex bi and ci terms in the expansion of A
U . However, the contributions
of these terms is always accompanied with light-quark masses, and is thus suppressed [11].
This suppression is immediately visible in our parametrization, based on the counting rules
(17).
2.5 Lepton sector
Since the RGE’s for the (s)quark parameters depend also on the (s)lepton sector, we add
m2L = m
2
0
[
a6 + b13Y
†
eYe
]
,
m2E = m
2
0
[
a7 + b14YeY
†
e
]
,
AE = A0Ye
[
a8 + b15Y
†
eYe
]
. (29)
For simplicity, we do not allow for flavour mixing in the lepton sector, and the counting
rules describing the hierarchical lepton masses are also in powers of λ as mτ/mt ∼ O(λ
3),
mµ/mt ∼ O(λ
5), me/mt ∼ O(λ
7). Projecting the soft SUSY breaking matrices in the
leptonic sector onto the Xi basis, we get
m2L = a˜6 + y6X1 , m
2
E = a˜7 + y7X1 , A
L = a˜8X1 + w5X2 , (30)
5The impact of having a complex y2 was partially analyzed in Ref. [17]. Indeed, in that work, though
universality is imposed on the squark mass terms, so there is no new CP-phases, each trilinear term has
a CP-phase at the GUT scale. As we will explore in some details later, the squark mass terms then can
develop imaginary parts of precisely the MFV form by running down to the electroweak scale.
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Relative to the leading terms, a˜8 (which incorporates yτ ) as well as the yi’s can become of
order one if tanβ ∼ λ−3:
a˜8
a˜4
∼ O(λ3tβ) ,
y6
a˜6
∼
y7
a˜7
∼ O(λ6t2β) ,
w5
a˜8
∼ O(λ2) . (31)
Also in this sector, this representation remains valid in the case of large tanβ, up to tan β ∼
O(mt/mb)) – on the other hand, if the latter is not large, y6,7 can be dropped.
3 Derivation of the renormalization group equations
We have shown before that imposing the principle of MFV to the soft SUSY-breaking terms
is, from a mathematical point of view, a mere reparametrization of these. One can therefore
do an exact rewriting of the RGE’s for the soft SUSY-breaking matrices into RGE’s for
the MFV coefficients, the zi’s appearing in Eq. (12). If the RG evolution does not make
any of the zi’s become huge, then we can safely drop also from the RGE’s the irrelevant
or redundant coefficients and get the RGE’s for the reduced MFV parameters, the xi’s of
Eq. (21). In the following, we discuss this procedure in details, and give the RGE’s for the
reduced set of MFV parameters. The first question we have to address, however, is whether
to allow our basis matrices (either the Yu,d and products thereof, or the Xi) to run or not.
In order to do this, we first have to discuss how the Yukawa matrices (and correspondingly,
the CKM matrix) run.
3.1 RGE for the Yukawa matrices
We first analyze the case of moderate tan β, and discuss below the necessary modifications
when tanβ becomes large. Our starting point are the counting rules for the quark masses
which we have defined in Eq. (17), the background values of the Yukawa matrices given in
Eq. (6) and the Wolfenstein parametrization (16) for the CKM matrix. We set the up-quark,
down-quark and electron masses equal to zero and systematically neglect anything of order
λ6 or higher. The Yukawa couplings at the electroweak scale then have the following forms:
Yu (MZ) = ycX6 + ytX5 , Yd (MZ) = ysX2 + ybX1 , Ye (MZ) = yµX2 + yτX1 . (32)
For very large tan β, these initial conditions may have to be amended, as discussed below.
In the RGE for the Yukawa matrices themselves, but also of other matrices of the MSSM,
products of several Yukawa matrices appear. But since the Xi basis is closed under matrix
multiplication, all these RGE’s corrections can be projected back on the Xi basis. Applied
to the Yukawa matrices themselves, if we run according to the RGE’s of the MSSM with the
initial conditions in Eq. (32), we find out (as expected) that additional structures appear.
But once our counting rules in λ are enforced on the RGE also6, it turns out that it is
6In view of the loop factor 1/(16pi2) in the definition of the beta functions, we keep leading terms only
up to order λ4 in the beta functions, in contrast to λ6 in the matrices.
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sufficient to add only one term for Yu and Yd to obtain an RGE invariant structure:
Yu(µ) = yc(µ)X6 + yt(µ)X5 + ct(µ)X1 ,
Yd(µ) = ys(µ)X2 + yb(µ)X1 + cb(µ)X5 ,
Ye(µ) = yµ(µ)X2 + yτ(µ)X1 , (33)
The running of the three 3 × 3 Yukawa matrices collapses to that of only 8 independent
parameters.
We stress that the matrices Xi are held fixed – of course, the physical CKM matrix runs
also, as one can easily realize by rediagonalizing Yu,d (µ) in Eq. (33) with ct, cb 6= 0. The
CKM matrix at the electroweak scale is however given once and for all, and we use it to define
a basis of numerical matrices, Eq. (20), in which to express the running Yukawa couplings.
One can think of this basis as a fixed grid on which the RGE’s for all flavour-breaking
parameters are projected. As will become clear in the following, this grid is particularly
well-suited to enforce the MFV counting rules on the RGE, as it will permit to separate the
rapid flavour-blind evolutions from the much slower generation of flavour-breaking effects
through the running.
The beta functions of the coefficients in Eq. (33), defined according to
dC
dt
=
1
N
βC , N ≡ 16π
2 , (34)
with t = lnQ/Q0, then read (y¯t ≡ yt + ct, y¯b ≡ yb + cb)
βyt = yt (6y¯
2
t −Ku) + cby¯by¯t , βct = ct (6y¯
2
t −Ku) + yby¯by¯t ,
βyb = yb (6y¯
2
b + y
2
τ −Kd) + cty¯ty¯b , βcb = cb (6y¯
2
b + y
2
τ −Kd) + y¯byty¯t ,
βyc = yc (3y¯
2
t −Ku) , βyτ = yτ (4y
2
τ + 3y¯
2
b −Ke) ,
βys = ys (3y¯
2
b + y
2
τ −Kd) , βyµ = yµ (3y¯
2
b + y
2
τ −Ke) .
(35)
where
Ku =
16
3
g23 + 3g
2
2 +
13
15
g21 , Kd = Ku −
2
5
g21 , Ke = 3g
2
2 +
9
5
g21 . (36)
The coefficients ct and cb are zero by definition at µ =MZ , but are generated by the running
at any other scale (see Fig. 5 in Appendix A). The leading terms in their beta-functions
are y2byt and y
2
t yb, respectively, and from these we can infer (albeit with some degree of
arbitrariness) how to count them. In the following we adopt as counting rule:
ct ∼ O(y
2
bλ
2) and cb ∼ O(ybλ
2) . (37)
According to this, the particularly simple beta-functions in Eq. (35) are accurate up to
corrections of order λ4 (and in many cases to better than this). We checked numerically
that indeed, Eq. (35) agrees with the full one-loop running of the Yukawa couplings, after
projecting them back on the basis of Eq. (33), to better than 0.1% for moderate tan β.
At large tanβ, the Yukawa couplings at the electroweak scale are not always simply
related to the quark masses, and the initial conditions at µ = MZ in Eq. (32) have to be
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corrected. Indeed, non-holomorphic Higgs couplings arise beyond leading order from the
combined breakings of the U(1)PQ symmetry by the µ and b terms, and of supersymmetry
itself by the soft-breaking terms [20]. After electroweak symmetry breaking, non-flavour
diagonal, tan β-enhanced contributions to the down-quark mass matrix emerge. The net
effect is that in the basis in which Yu is given in terms of the physical up-quark masses and
CKM matrix, Yd is not diagonal:
Yu = λuV , Yd = λd (1−∆)
−1 , (38)
where vuλu, vdλd are the (diagonal) physical quark mass matrices, and V the physical CKM
matrix7. All the loop-induced, tan β-enhanced corrections are in ∆, which has the MFV
expansion (under the assumption that Yd is still sufficiently hierarchical)
∆ = tan β
(
ε01+ ε1Y
†
uYu + ε2Y
†
dYd + ε3Y
†
dYdY
†
uYu + ε4Y
†
uYuY
†
dYd
)
. (39)
The εi parameters are loop suppressed and depend on the mass-spectrum of the specific
MSSM model under consideration. However, for large tanβ, this suppression can be com-
pensated, at least partially, leading to a relation between Yd and λd with corrections which
may become of O(1) if εi tan β ∼ 1.
To see what could happen in that case, we remark first that the Cayley-Hamilton identity
(9) implies
X−1 =
6X2 − 6 〈X〉X+ 3
(
〈X〉2 − 〈X2〉
)
2 〈X3〉 − 3 〈X〉 〈X2〉+ 〈X〉3
. (40)
For X = 1−∆, this becomes
(1−∆)−1 = η11+ η2∆+ η3∆
2 , (41)
with the coefficients
η1/η3 = 1− 〈∆〉+
1
2
(
〈∆〉2 −
〈
∆2
〉)
, η2/η3 = 1− 〈∆〉 , (42)
η−13 = 1− 〈∆〉+
1
2
(
〈∆〉2 −
〈
∆2
〉)
+
1
2
〈
∆2
〉
〈∆〉 −
1
3
〈
∆3
〉
−
1
6
〈∆〉3 .
There is no approximation in this formula: Cayley-Hamilton allows to completely resum the
geometric series expansion of (1−∆)−1. When the mass spectrum is such that εi tan β is
small, these formula can be expanded to first order, leading to Yd ≈ λd (1+∆).
Provided the εi are not too large, the coefficients ηi are O(1) numbers. In that case, the
expansion (39) is certainly valid, and all the tan β-enhanced corrections can be absorbed as
shifts in the values of yb (MZ), ys (MZ) and cb (MZ), since (1−∆)
−1 has the same form as
the RGE effects. We stress that, except for very large εi, the counting rules are not upset
by these shifts. Only cb tends to become somewhat larger than before (see Appendix A for
7This quark basis is different from the one of e.g. Ref. [2], where the background value for Yd is kept
diagonal, but at the cost of having Yu = λuV
′ with V ′ different from the CKM matrix. Here, the down
quark fields are already mass-eigenstates, since once loop corrections are added,Md = vdYd (1−∆) = vdλd.
13
a numerical application), but this increase is quite mild, and the RGE’s, Eq. (35), remain
accurate to better than 1%.
In the present paper, our aim is to probe the behavior of the RGE’s also in the large tanβ
scenario. Since the εi depend on the mass-spectrum, which itself depends on the matching
conditions at the electroweak scale, and hence on the εi, this problem can be properly solved
only by setting up an iterative procedure, and this is beyond our scope. Our analysis could
in fact be viewed as the first of these iterations, allowing to derive an approximate mass
spectrum, and to compute the εi parameters. Even if in the end the εi will turn out to be
very large, such that ηi ≫ 1, we stress that the counting rule method developed here and in
the previous section could be generalized to more complicated initial conditions, simply by
allowing for additional structures (and parameters) in the Yukawa couplings in Eq. (32).
3.2 RGE for the MFV parameters
We now consider the soft SUSY breaking terms. The beta functions for them are known
(even up to two loops, [18]) and can also be projected onto the Xi basis. In principle, one
could generate new structures beyond those given in Eq. (21) if the beta functions of some
of them were of a different order than the coefficients themselves. We have verified that this
does not happen, and that the structure in Eq. (21) is indeed RGE invariant if we stick to
our counting rules (i.e. deviations from this structure arise in the running from contributions
to the beta functions which are suppressed by at least λ4). We stress that this is only a
necessary (but not sufficient) condition to ensure that the MFV hypothesis is RGE invariant
– an exponential growth can of course be generated by a beta function which is of the same
order as the parameter itself. We will then have to study the behaviour of the solutions of
the RGE in order to reach the desired conclusion.
The beta functions of the new coefficients turn out to be remarkably simple. They read
14
for the squark soft-breaking terms:
m2Q : βa˜1 = −
32
3
g23|M3|
2 − 6g22|M2|
2 − 2
15
g21|M1|
2 + 1
5
g21S ,
βx1 = 2y
2
t (m
2
Hu + a˜1 + a˜2 + x1 + x2 + Re y2) + 2 (|a˜4|
2 + |y5|
2) ,
βy1 = 2y
2
b (m
2
Hd + a˜1 + a˜3 + y1 + Re y2 + y3) + 2 (|a˜5|
2 + |y4|
2) ,
βy2 = y
2
b (x1 + y2) + y
2
t (y1 + y2) + 2 (a˜
∗
5y5 + a˜4y
∗
4) ,
m2U : βa˜2 = −
32
3
g23|M3|
2 − 32
15
g21|M1|
2 − 4
5
g21S ,
βx2 = 4y
2
t (m
2
Hu + a˜1 + a˜2 + x1 + x2 + y1 + 2Re y2) + 4|a˜4 + y4|
2 ,
m2D : βa˜3 = −
32
3
g23|M3|
2 − 8
15
g21|M1|
2 + 2
5
g21S ,
βy3 = 4y
2
b (m
2
Hd + a˜1 + a˜3 + x1 + y1 + 2Re y2 + y3) + 4|a˜5 + y5|
2 ,
βw1 = 2w1y¯
2
b + 4 (a˜5 + y5)w
∗
4 − 4Aλ
2 ((x1 + y2) y¯bys + w
∗
3y5) ,
AU : βa˜4 = a˜4 (18y
2
t −Ku) + yt (11y4yt + 2y5yb +K
′
u) ,
βy4 = y4 (y
2
b + 7y
2
t −Ku) + a˜4y
2
b + 2a˜5ybyt ,
βw2 = w2 (3y
2
t −Ku) + yc (6yt (a˜4 + y4) +K
′
u) ,
AD : βa˜5 = a˜5 (18y
2
b + y
2
τ −Kd) + yb (11y5yb + 2y4yt + 2a˜8yτ +K
′
d) ,
βy5 = y5 (7y
2
b + y
2
t + y
2
τ −Kd) + a˜5y
2
t + 2a˜4ybyt + cbK
′
d ,
βw3 = w3 (3y
2
b + y
2
τ −Kd) + ys (6yb (a˜5 + y5) + 2a˜8yτ +K
′
d) ,
βw4 = w4 (8y
2
b + y
2
t + y
2
τ −Kd)− Aλ
2 (2ysyt (a˜4 + y4) + w3y
2
t ) ,
(43)
and for the slepton soft-breaking terms:
m2L : βa˜6 = −6g
2
2|M2|
2 − 6
5
g21|M1|
2 − 3
5
g21S ,
βy6 = 2y
2
τ (m
2
Hd + a˜6 + a˜7 + y6 + y7) + 2|a˜8|
2 ,
m2E : βa˜7 = −
24
5
g21|M1|
2 + 6
5
g21S ,
βy7 = 4y
2
τ (m
2
Hd + a˜6 + a˜7 + y6 + y7) + 4|a˜8|
2 ,
AE : βa˜8 = a˜8 (12y
2
τ + 3y¯
2
b −Ke) + yτ (6 (a˜5 + x10) y¯b +K
′
e) ,
βw5 = w5 (y
2
τ + 3y¯
2
b −Ke) + yµ (6 (a˜5 + y5) y¯b + 2a˜8yτ +K
′
e) ,
(44)
where Vcb ≃ Aλ
2 ∼ 4 ·10−2 is the element of the CKM matrix, and where we have introduced
the abbreviations
K ′u =
32
3
g23M3 + 6g
2
2M2 +
26
15
g21M1, K
′
d = K
′
u +
4
5
g21M1, K
′
e = 6g
2
2M2 +
18
5
g21M1 , (45)
S = m2Hu −m
2
Hd
+ 3 (a˜1 − 2a˜2 + a˜3 − a˜6 + a˜7) + x1 − 2x2 + y1 + 2Re y2 + y3 − y6 + y7 .
The only other RGE’s depending on the sfermion soft-breaking terms are the Higgs param-
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eters, which now take the form
βµ = µ
(
3y¯2t + 3y¯
2
b + y
2
τ + 3y
2
s + y
2
µ − 3g
2
2 −
3
5
g21
)
,
βb = b
(
3y¯2t + 3y¯
2
b + y
2
τ + 3y
2
s + y
2
µ − 3g
2
2 −
3
5
g21
)
+ µ
(
6 (a˜4 + y4) y¯t + 6 (a˜5 + y5) y¯b + 2a˜8yτ + 6w3ys + 2w5yµ + 6g
2
2M2 +
6
5
g21M1
)
,
βm2Hu
= 6y¯2t
(
m2Hu + a˜1 + a˜2 + x1 + x2 + y1 + 2Re y2
)
+ 6|a˜4 + y4|
2
− 6g22|M2|
2 −
6
5
g21|M1|
2 +
3
5
g21S + 6y
2
c
(
m2Hu + a˜1 + a˜2
)
+ 6|w2|
2 ,
βm2Hd
= 6y¯2b
(
m2Hd + a˜1 + a˜3 + x1 + y1 + 2Re y2 + y3
)
+ 6|a˜5 + y5|
2
− 6g22|M2|
2 −
6
5
g21|M1|
2 −
3
5
g21S + 2y
2
τ
(
m2Hd + a˜6 + a˜7 + y6 + y7
)
+ 2|a˜8|
2
+ 6y2s
(
m2Hd + a˜1 + a˜3
)
+ 6|w3|
2 + 2y2µ
(
m2Hd + a˜6 + a˜7
)
+ 2|w5|
2 . (46)
In these last equations, corrections of relative O(λ4) were kept. They can be relevant at the
percent level in some corner of parameter space because of their rather fast running.
We stress that the RGE’s (43, 44, 46) are to be taken as they are in the case of large
tan β, i.e. when tβ ∼ O(λ
−3), as long as the Yukawa couplings have the structure shown in
Eq. (33). On the other hand, for tanβ of order λ−2 or even λ−1, some couplings and the
corresponding beta functions change their order and may become negligibly small. In that
case, the flavour structure of the theory as well as the RGE’s become significantly simpler.
4 Running MFV in the moderate tan β case
In this and the following section, we will illustrate the behaviour of the various parameters as
functions of the scale with the help of a few examples. We first discuss the case of moderate
tan β, and then the case of a large one. In order to do this, we take as reference two of the
Snowmass benchmark points [19], and use the MFV parameters to explore flavour violations
around these points. These numerical examples are essential in order to understand the
solutions of the RGE’s. In case of moderate tan β, however, the structure of the MFV
MSSM, and of the corresponding RGE’s, simplifies so much that one can provide a semi-
analytical solution of the RGE’s. We will now first derive these, then present the numerics,
and show how one can understand the observed behaviour with the help of the analytical
formulae.
4.1 Analytical solutions
4.1.1 Solutions for the a˜i’s
We first observe that the term proportional to S in the RGE’s for a˜1,2,3 is typically very small:
it is multiplied by the small gauge coupling g21 and a small coefficient, and the combination
of massive coupling constants which appears in there is zero at the GUT scale for initial
conditions of the mSUGRA type. The numerical examples we will discuss below will show
16
that this term can indeed be safely neglected, unless one takes very special initial conditions.
Dropping S, the RGE’s for a˜1,2,3 admit a simple explicit analytical solution (t0 ≡ t(MGUT)):
a˜1(t) = a˜1(t0) +
8
9
(
|M3(t)|
2 − |M3(t0)|
2
)
−
3
2
(
|M2(t)|
2 − |M2(t0)|
2
)
−
1
198
(
|M1(t)|
2 − |M1(t0)|
2
)
,
a˜2(t) = a˜2(t0) +
8
9
(
|M3(t)|
2 − |M3(t0)|
2
)
−
8
99
(
|M1(t)|
2 − |M1(t0)|
2
)
,
a˜3(t) = a˜3(t0) +
8
9
(
|M3(t)|
2 − |M3(t0)|
2
)
−
2
99
(
|M1(t)|
2 − |M1(t0)|
2
)
. (47)
Typically, the term |M3(t)|
2, which grows fast when evolving down to the electroweak scale,
will dominate over the rest, so that all three a˜i’s turn out to be of the order of the gluino
mass squared at the electroweak scale.
The RGE’s for a˜4,5 simplify as follows in the moderate tanβ case
8:
βa˜4 = a˜4
(
18y2t −Ku
)
+ ytK
′
u ,
βa˜5 = a˜5
(
18y2b + y
2
τ −Kd
)
+ ybK
′
d . (48)
Both RGE’s are of the form
dA
dt
=
1
N
[
fA(t) + A(t)gA(t)
]
, (49)
with fA(t) and gA(t) known functions. The solution of this equation reads
A(t) =
[
A(t0)−
1
N
∫ t0
t
dt′
fA(t
′)
GA(t′)
]
GA(t) , GA(t) = exp
[
−
1
N
∫ t0
t
dt′gA(t
′)
]
. (50)
4.1.2 Solutions for m2Hu,d and x1,2
The RGE’s for m2Hu , x1 and x2 are coupled, even in the moderate tanβ case. In that case,
however, one can diagonalize the beta functions and bring them to the form (49), by taking
the following combinations:
n1 =
1
2
[
m2Hu + x1 + x2
]
, n2 =
1
2
[
m2Hu − x1 − x2
]
, n3 = 2x1 − x2 . (51)
The f and g functions for these combinations read
gn1 = 12y
2
t fn1 = −3g
2
2|M2|
2 −
3
5
g21|M1|
2 + 6
[
y2t (a˜1 + a˜2) + |a˜4|
2
]
gn2 = 0 fn2 = −3g
2
2|M2|
2 −
3
5
g21|M1|
2
gn3 = 0 fn3 = 0 , (52)
8Note that the imaginary parts of a˜4,5 miss the term proportional to K
′
u,d in the beta function.
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and are all known functions. One can plug them into the general solution (50) and gets:
n1(t) =
[
n1(t0)−
1
N
∫ t0
t
dt′
fn1(t
′)
Gn1(t
′)
]
Gn1(t) ,
n2(t) = n2(t0)−
3
4
(
|M2(t)|
2 − |M2(t0)|
2
)
−
1
44
(
|M1(t)|
2 − |M1(t0)|
2
)
,
n3(t) = n3(t0) , (53)
and from these solutions, reconstructs the physical parameters:
m2Hu = n1 + n2 x1 =
1
3
[n1 − n2 + n3] x2 =
1
3
[2(n1 − n2)− n3] . (54)
The most important feature of these analytical solutions is that the integral containing the
function fn1 (which gives a negative contribution) dominates, because it contains the fast
growing functions a˜i, which behave like the gluino masses. This growth is only partially
compensated by the decreasing function Gn1 (as t decreases from t0 down to the electroweak
scale). The function n2, which is positive, grows much more slowly, approximately linearly
in t0 − t. From these analytical solutions, one can also clearly see how much the values of
these parameters at any scale depend on their initial conditions at the GUT scale:
m2Hu(t) =
m2Hu(t0)
2
[Gn1(t) + 1] +
1
2
(x1(t0) + x2(t0)) [Gn1(t)− 1] + . . .
x1(t) =
m2Hu(t0)
6
[Gn1(t)− 1] +
x1(t0)
6
[Gn1(t) + 5] +
x2(t0)
6
[Gn1(t)− 1] + . . .
x2(t) =
m2Hu(t0)
3
[Gn1(t)− 1] +
x1(t0)
3
[Gn1(t)− 1] +
x2(t0)
3
[Gn1(t) + 2] + . . . (55)
where terms which are independent from the initial conditions have been omitted. In order
to understand this dependence, one only needs to know the behaviour of the function Gn1 .
As just mentioned, this decreases from the GUT to the electroweak scale, and in fact does
so almost linearly from 1 to about 0.23.
For moderate tanβ, the RGE for m2Hd can be solved in terms of known functions, whose
evolutions are not influenced by m2Hd itself. The f and g functions read:
gm2
Hd
= 6y2b + 2y
2
τ , (56)
fm2
Hd
= 6y2b (a˜1 + a˜3 + x1) + 6y
2
τ (a˜6 + a˜7) + 6|a˜5 + y5|
2 + 2|a˜8|
2 − 6g22|M2|
2 −
6
5
g21|M1|
2 .
4.1.3 Solutions for the yi’s and the wi’s
The same applies to all the remaining parameters. One can give their solution in the form
of Eq. (50) simply by identifying the f and g functions for each of them. We give here a
couple of examples:
gy1 = 2y
2
b , fy1 = 2y
2
b (m
2
Hd
+ a˜1 + a˜3) + 2|a˜5|
2 ,
gy2 = y
2
t , fy2 = y
2
bx1 + y
2
t y1 + 2(a˜4y
∗
4 + a˜
∗
5y5) .
(57)
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In all these cases, the analytical solutions allow one to immediately understand what depends
on what, and in particular, which initial conditions influence the behaviour of the various
parameters at the electroweak scale, as we are now going to show in the following subsection.
4.2 Numerical example: the SPS-1a benchmark point
The SPS-1a point is specified by m0 = −A0 = 100 GeV and m1/2 = 250 GeV at the GUT
scale, and tan β = 10. The running of the MFV parameters in the neighbourhood of the SPS-
1a benchmark point is illustrated in the Figs. 1. We have checked that the running evaluated
by solving our simplified RGE’s gives almost identical results to the running evaluated with
the full one-loop RGE’s of Ref. [18] (for the numerical analysis and the figures, we have
included also the λ2 corrections to the beta functions given in Appendix C). We have solved
both sets of differential equations with the same input at the GUT scale and then compared
the full mass matrices at the electroweak scale – the differences in all the entries are always
consistent with our counting rules, i.e. of the order of the terms neglected in our simplified
RGE’s.
The most prominent feature emerging from the figures is that all the parameters ratios
tend to converge to one point at the low scale, independently of the starting point at the high
scale – i.e. they show a fixed-point kind of behaviour, as recently observed in Ref. [5]. We
stress, however, that by separating the leading parameters (the a˜i’s and the xi’s) from the
suppressed ones, we can better see the behaviour of the small flavour violations, governed
by the yi’s and the wi’s. Our analysis shows that these also converge to fixed points.
The analytical solutions discussed above allow us to clearly understand the origin of these
fixed points. First of all, we stress that indeed the running of the a˜i’s is almost independent
from the xi’s, (which come in only through the combination S), and is strongly dominated
by the term proportional to the gluino mass and strong gauge coupling, cf. Eq. (47). Table 1
shows that the a˜i’s tend to the value 8|M3|
2/9 (for = 1, 2, 3) at the low scale, up to small
corrections, which of course can be calculated exactly with Eq. (47). For a˜4,5, we do not have
an explicit analytical solution, but from Eq. (50) we see that the integral over the function
f tends to a value of the order yt,bM3(t) at the low scale. For a˜4 (a˜5), the integral Ga˜4(5)
decreases (increases) from 1 to about 0.4 (3.3) in going from the GUT to the electroweak
scale, and so we understand why the proportionality factor is smaller (larger) than one at
the electroweak scale.
The analytical solutions for the xi’s, Eqs. (53, 54), also explain the corresponding numbers
in Table 1 and Fig. 1. First of all, the values of x1 and x2 at the electroweak scale, with
initial conditions x1(t0) = x2(t0) = 0, satisfy the relation 2x1(t) = x2(t) according to the
solutions (53, 54) – a comparison to the numerical solution of the exact RGE’s shows that
this is indeed verified to better than one per mil9. We can therefore consider the solution of
only one of the two, which reads:
x1(t) =
m20
6
[Gn1(t)− 1]−
Gn1(t)
3N
∫ t0
t
dt′
fn1(t
′)− fn2(t
′)
Gn1(t
′)
+
1
3N
∫ t0
t
dt′fn2(t
′)
[
1−
Gn1(t)
Gn1(t
′)
]
. (58)
9Notice that x2/a2 = 2x1/a2 = 2x1/a1 · a1/a2 = −0.36 · 1.06 = −0.38.
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Figure 1: Upper four plots: RGE evolution of the MFV parameters for the SPS-1a benchmark
point. The solid curves always show the evolution with mSUGRA type of initial conditions.
In the upper-left panel, the dashed (dotted) lines show the evolution when x1(2)(MGUT) =
±M20 . In all other cases, for each parameter, only three curves are shown – the upper
and lower ones (always shown as dashed) correspond to different initial conditions for that
single parameter. Lower two plots: the real and imaginary parts of the mass insertions δ1(2) ≡
(δ
U(D)
RL )
32/Vts = (δ
U(D)
RL )
31/Vtd. For these plots, the initial conditions are varied independently
for AU and AD, allowing for a CP-phase as A0 = re
iφ with r = 0→ 200 GeV and φ between
±180◦. Dashed lines in the δ2 plot show the impact of the initial conditions forA
U , while the
sensitivity of δ1 to those for A
D is negligible. The behaviours of the other mass-insertions,
Eqs. (25, 26, 28), can easily be obtained from those of the parameters shown in the upper four
plots. In particular, note that y2 (MZ) ≪ x1 (MZ), both because of the tan β suppression,
and because of RGE effects.
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MGUT MZ
a˜1/M
2
3 0.16(1 + ∆1) 0.86 + 0.019∆1
a˜2/M
2
3 0.16(1 + ∆2) 0.81 + 0.015∆2
a˜3/M
2
3 0.16(1 + ∆3) 0.80 + 0.019∆3
a˜4/(−ytM3) 0.40(1 + ∆4) 0.81 + 0.03∆4
a˜5/(−ybM3) 0.40(1 + ∆5) 1.48 + 0.14∆5
x1/a˜1 δ1 −0.18− 0.003∆2 − 0.01∆4 + 0.02δ1 − 0.003δ2
y1/a˜1 ǫ1t
2
βλ
6 (−7.6 + 0.1∆1 − 0.1∆3 − 1.1∆5 + 0.3ǫ1) · 10
−3
y2/a˜1 ǫ2t
2
βλ
6 (4.4− 0.1∆1 + 1.1∆4 + 1.4∆5 − 0.4δ1 − 0.4ǫ1
+3.0ǫ2 − 2.5ǫ4 − 4.8δ5) · 10
−4
x2/a˜2 δ2 −0.38− 0.01∆1 − 0.02∆4 − 0.01δ1 + 0.02δ2
y3/a˜3 ǫ3t
2
βλ
6 (−1.53− 0.02∆1 + 0.01∆1 + 0.02∆3 + 0.03∆4 − 0.2∆5
−0.02δ1 + 0.04ǫ3 − 0.2δ5) · 10
−2
w1/a˜3 0 ∼ −10
−6
y4/a˜4 ct/yt + ǫ4t
2
βλ
6 (−4.1− 0.1∆4 − 0.6∆5 + 2.3ǫ4) · 10
−3
w2/a˜4 yc/yt + η2λ
4 (5.1− 0.4∆4 + 0.7η2) · 10
−3
y5/a˜5 cb/yb + δ5 −0.079− 0.012∆4 − 0.003∆5 + 0.084δ5
w3/a˜5 ys/yb + η3λ
2 0.019− 0.002∆5 + 0.005η3
w4/a˜5 η4λ
4 (1.0 + 0.1∆4 − 0.1∆5 + 0.2η3 + 2.3η4) · 10
−4
Table 1: Dependence of the MFV parameters on the initial conditions when these are taken
in the neighbourhood of the SPS-1a benchmark point. Any correction below one percent
has been omitted.
At the electroweak scale tew the three terms contribute, respectively
x1(tew) = −(1.3 + 73.1 + 2.9) · 10
3 = −77.2 · 103 GeV2 , (59)
which shows that the dominating contribution comes from the integral over fn1 − fn2 which
contains only the a˜i’s. In the ratio x1/a1, this is the part which tends to a small constant
value at the electroweak scale, which almost looks like a fixed point. To understand why
this almost looks like a fixed point, we have to analyze the dependence of x1(t) on the
initial conditions. The relevant formulae have been given above, cf. Eq. (55), and show
a linear dependence, with coefficients of order one. If we set, e.g. x1(t0) = a˜1(t0)δ1 and
x2(t0) = a˜2(t0)δ2, as indicated in Table 1, then at the electroweak scale the effect is equal to:
∆x1
a˜1
= δ1
a˜1(t0)
a˜1(tew)
Gn1(tew) + 5
6
+ δ2
a˜2(t0)
a˜1(tew)
Gn1(tew)− 1
6
, (60)
∆x2
a˜2
= δ1
a˜1(t0)
a˜2(tew)
Gn1(tew)− 1
3
+ δ2
a˜2(t0)
a˜2(tew)
Gn1(tew) + 2
3
,
where ∆xi ≡ xi(tew)|δk 6=0 − xi(tew)|δk=0, and inserting the numbers Gn1(tew) = 0.228, and
a˜1(t0)/a˜1(tew) = 0.023, a˜2(t0)/a˜2(tew) = 0.024, valid for the initial conditions specified in
Table 1, one perfectly reproduces the numbers there. Similarly one can explain why the
sensitivity to the initial conditions of the a˜i’s is small: these enter through the second
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integral in Eq. (58) and contribute as follows. If we take a˜i(t0) = m
2
0(1 + ∆i) for i = 1, 2, 3
and a˜4(5)(t0) = yt(b)(t0)A0(1 + ∆4(5)) then we have (for ∆x1 ≡ xi(tew)|∆k 6=0 − xi(tew)|∆k=0)
∆x1=−m
2
0(∆1 +∆2)
Gn1(tew)
3N
∫ t0
tew
dt′
6y2t (t
′)
Gn1(t
′)
− yt(t0)A0∆4
Gn1(tew)
3N
∫ t0
tew
dt′
12a˜4(t
′)Ga4(t
′)
Gn1(t
′)
=−m20 [0.13(∆1 +∆2) + 0.38∆4] . (61)
Dividing these numbers by a˜1(tew) one reproduces the numbers in Table 1. Note that the
sensitivity of x1/a˜1 to ∆1 receives another contribution due to the denominator dependence
on ∆1. This is easy to calculate and brings the total coefficient below 1% – for this reason a
term with ∆1 does not appear in the line for x1/a˜1. We stress again that while the sensitivity
of x1 itself to the initial conditions of the parameters which appear in its beta function is
described by a coefficient smaller than one, but not tiny, the ratio x1/a˜1 has tiny coefficients
because a˜1(t0)/a˜1(tew) is tiny for the initial conditions given by the SPS-1a benchmark point.
All other coefficients appearing in Table 1, which specify the sensitivity of the various
parameters to the initial conditions of all the others, can be understood analogously on the
basis of our approximate analytical formulae.
Finally, concerning the CP-violating phases, we see from Fig. 1 that if δULR or δ
D
LR have
an imaginary part at the GUT scale, even if large, it is much suppressed by the RGE effects.
This is easily understood on the basis of the simplified analytical solutions: the imaginary
part of a˜4 misses the piece of the beta function which is responsible for the fast running of
the real part, cf. (48). At the electroweak scale, only a residual phase remains, which acts as
a small correction to the CKM one present in Vts or Vtd. Note that at moderate tan β, δ
D
LR
is significantly affected by the initial conditions for δULR: a phase for the latter can generate
one for the former. On the other hand, any phase present in the trilinear terms has only a
very limited effect on y2, relevant for (δLL)32 and (δLL)31 mass-insertions. This follows also
from Table 1, where it is apparent that the initial conditions for the trilinear terms affect
only mildly the final value of y2 at the electroweak scale. Conversely, if y2 (t0) has a large
imaginary part, its running is very similar to the real part, i.e., it also decreases dramatically
(see upper right plot in Fig. 1). Further, looking at the RGE’s, y2 cannot communicate its
phase to the trilinear terms. Therefore, all in all, if the SPS-1a is extended to include as
many CP-violating phases as allowed by MFV at the GUT scale, all these phases are strongly
suppressed at the electroweak scale. In that case, MFV essentially collapses onto the real
parameter case, usually considered in the literature (see e.g. [12]), where all CP-violating
observables are tuned entirely by the CKM phase.
4.3 Running from the electroweak up to the GUT scale
The numerical analysis of the SPS-1a benchmark point has shown that if one assumes that
the MFV hypothesis is valid at the GUT scale, one has rather definite predictions at the low
scale. We can now turn the question around and ask how MFV evolves towards the high
scale if one assumes to know the parameters at the low scale. In particular, it is interesting to
analyze what happens if the boundary conditions at the low scale are chosen such that they
are rather far from the “fixed point” discussed above, but still well within the naturalness
assumption of MFV.
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Figure 2: RGE evolution of the MFV parameters for the SPS-1a benchmark point, if the
boundary conditions are fixed at the low scale. The dashed (dot-dashed) lines correspond
to the change of boundary conditions x1(2)(MZ) = −x
SPS-1a
1(2) (MZ). The curves quitting the
plot reach x1/a˜1 ≈ 18 and x2/a˜2 ≈ 40 at the GUT scale.
We illustrate this in Fig. 2, in which we use as boundary condition at µ = MZ all the
values obtained from the evolution of the SPS-1a point, with the exception of x1,2 for which
we use x1,2(MZ) = −x
SPS-1a
1,2 (MZ). The figure shows that a point far from the “fixed point”
at the low scale evolves to very high values of the MFV parameters at the high scale. This
behaviour is easily understood on the basis of our analytical solution: from Table 1 we read
off that a change of natural size of the initial conditions for x1 produces a change of about
15% at the low scale. So, if we want to induce a change of 200% at the low scale, we need to
make a change of more than one order of magnitude at the high scale. One could imagine
changing more parameters at the same time in such a way that the evolution would be of
MFV type all the way to the GUT scale. Table 1 shows, however, that this is not possible.
Changing any of the other parameter around the SPS-1a benchmark points, while staying
in a range compatible with MFV, does never generate a large change for x1/a˜1 at the low
scale (similar conclusions can be reached for most other parameters).
The analysis of the previous section points to a possible way out: if the ratio a˜1(t0)/a˜1(tew)
were of order one instead of 10−2, much larger changes in the low energy MFV parameters
would become possible. This ratio, however, is completely fixed by the RGE’s and initial
conditions, cf. Eq. (47) and can be changed significantly only by changing a˜1(t0) with respect
to M3(t0) such that the former becomes at least as large as the term proportional to the
gluino mass squared in Eq. (47). This, however, brings us far away from the SPS-1a point,
and moreover, will tend to make the squarks heavier, which makes their contribution to
low-energy flavour violations, and correspondingly the phenomenological interest, smaller.
Such a situation is similar to the one realized in the case of the SPS-4 points (independently
of the size of tan β), as we will discuss in the next section.
We conclude that, if the spectrum at the low scale corresponds to the SPS-1a input at
the high scale (note that the RGE’s discussed here show that an MFV-compatible change of
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the boundary conditions at the high scale has barely any influence on the spectrum), and if
the values of the MFV parameters measured at the low scale are far away from those given in
Table 1, then the MFV hypothesis has to break down somewhere before reaching the GUT
scale.
This may indicate that either MFV has emerged from the RGE evolution of the pa-
rameters, starting from a non MFV kind of MSSM, or that the MFV parameters have a
dynamical origin at a scale much lower than the GUT scale. The former solution cannot
be really investigated with our simplified RGE’s, because if any of the MFV parameters is
far from its assumed order, our RGE’s lose their accuracy. One would have to study this
solution with the full RGE’s, and see how much fine-tuned it is, or whether it can viewed as
natural in any sense. We leave this question open.
5 Running MFV in the large tan β case
5.1 Analytical solutions
When tan β ∼ 1/λ3, the parameters yi become in principle of order one and cannot be ne-
glected. The system of the RGE’s is then not amenable anymore to an analytical solution.
The differential equations are all coupled and a diagonalization, although possible in prin-
ciple, is too complicated to be of any use. Therefore, we start directly with the numerical
analysis and make some remarks about how one can understand Table 2 on the basis of the
analytical solutions provided in the previous section, plus some corrections specific to the
large tan β case.
5.2 Numerical example: the SPS-4 benchmark point
The SPS-4 benchmark point has m0 = 400 GeV, m1/2 = 300 GeV, A0 = 0 at the GUT
scale, and tanβ = 50. With these parameters, too large supersymmetric contributions to
b → sγ are generated, such that the total rate comes out much lower than the measured
one – this point is therefore not compatible with the phenomenology at the low scale. We
use it nonetheless for illustration purposes. Another important aspect is that A0 is set to
zero at the GUT scale, and so a˜4 = a˜5 = 0 there. If we want to vary the flavour violating
parameters in the trilinear couplings, we first need to define a scale of naturalness for them.
For this we use the value of a˜4 and a˜5 at the low scale and set at µ =MGUT
y4 ∼ −ytM3t
2
βλ
6 , w2 ∼ −ytM3λ
4 , (62)
and
y5 ∼ −ybM3 , w3 ∼ −ybM3λ
2 , w4 ∼ −ybM3λ
4 . (63)
As soon as we make any of these parameters different from zero, their ratio to a˜4 or a˜5 at the
high scale therefore diverges, as it is seen in Fig. 3. Running down to the low scale, however,
the ratio quickly converges to its natural range, and becomes one or smaller.
The fact that tan β is so large means that most of the yi and wi parameters change
their order, since λ3 tanβ ∼ 0.6. The curves in Figure 3 show that the behaviour is indeed
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Figure 3: Upper four plots: RGE evolution of the MFV parameters for the SPS-4 benchmark
point. The solid curves always show the evolution of the mSUGRA type of initial conditions.
In the upper-left panel the dashed (dotted) lines show the evolution when x1(2)(MGUT) =
±M20 . In all other cases, for each parameter only three curves are shown – the upper and
lower ones (always shown as dashed) correspond to different initial conditions for that single
parameter. Lower two plots: the mass-insertions δ1(2) ≡ (δ
U(D)
RL )
32/Vts = (δ
U(D)
RL )
31/Vtd, with
the initial conditions at the GUT scales varied as explained in the text, but allowing in
addition for a large CP-phase (between ±180◦). In this case, δ1 ∼ a˜4 is entirely radiatively
generated, since a˜4 = 0 is set to zero at the GUT scale. The behaviours of the other mass-
insertions, Eqs. (25, 26, 28), can easily be obtained from those of the parameters shown in
the upper four plots. In particular, note that though y2 (MZ) is still smaller than x1 (MZ),
it is much less suppressed by RGE effects than in the SPS-1a case, and so is its CP-violating
phase.
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MGUT MZ
a˜1/M
2
3 1.8(1 + ∆1) 1.06 + 0.21∆1 + 0.01∆2 + 0.006∆3
a˜2/M
2
3 1.8(1 + ∆2) 1.01 + 0.02∆1 + 0.17∆2 + 0.02∆3 + 0.008(δ1 − 2δ2)
a˜3/M
2
3 1.8(1 + ∆3) 1.00− 0.01∆1 + 0.02∆2 + 0.21∆3 − 0.004(δ1 − 2δ2)
a˜4/(−ytM3) ∆4 0.78 + 0.09∆4 + 0.02∆5 − 0.09ǫ4 − 0.03δ5
a˜5/(−ybM3) ∆5 0.93 + 0.02∆4 + 0.16∆5 − 0.03ǫ4 − 0.17δ5
x1/a˜1 δ1 −0.21 + 0.01∆1 − 0.02∆2 − 0.02∆4 + 0.18δ1
−0.02δ2 + 0.01ǫ1 + 0.02ǫ4 − 0.01δ5
y1/a˜1 ǫ1t
2
βλ
6 −0.16 + 0.01∆1 − 0.02∆3 − 0.03∆5 + 0.01δ1
+0.07ǫ1 − 0.01ǫ3 + 0.02δ5
y2/a˜1 ǫ2t
2
βλ
6 (0.6− 0.1∆1 + 0.6∆4 + 0.7∆5 − 1.4δ1 − 0.9ǫ1
+6.3ǫ2 − 0.9ǫ4 − 1.6δ5) · 10
−2
x2/a˜2 δ2 −0.43− 0.04∆1 + 0.01∆2 + 0.01∆3 − 0.03∆4 + 0.01∆5
−0.05δ1 + 0.15δ2 − 0.02ǫ1 − 0.04ǫ2 − 0.01ǫ4 + 0.01δ5
y3/a˜3 ǫ3t
2
βλ
6 −0.32− 0.046∆1 + 0.012∆2 + 0.02∆3 + 0.01∆4 − 0.04∆5
−0.04δ1 + 0.01δ2 − 0.02ǫ1 − 0.03ǫ2 + 0.06ǫ3 − 0.04δ5
w1/a˜3 0 ∼ 10
−5
y4/a˜4 ǫ4t
2
βλ
6 (∗) −0.09− 0.02∆4 − 0.04∆5 + 0.14ǫ4 + 0.02δ5
w2/a˜4 η2λ
4 (5.0− 1.1∆4 − 0.1∆5 + 0.3ǫ4 + 1.9η2 + 0.3δ5) · 10
−3
y5/a˜5 δ5 (
∗) −0.10− 0.046∆4 − 0.023∆5 + 0.015ǫ4 + 0.36δ5
w3/a˜5 η3λ
2 0.023− 0.005∆5 + 0.001ǫ4 + 0.003δ5 + 0.026η3
w4/a˜5 η4λ
4 (1.2 + 0.3∆4 − 0.2∆5 + 0.1ǫ4 + 0.2δ5 + 1.3η3 + 7.8η4) · 10
−4
Table 2: Dependence of the MFV parameters on the initial conditions for the SPS-4 point.
Any correction below one percent has been omitted.
(∗) Since a˜4(5)(MGUT) = 0, at this scale we normalize y4 and w2 (y5, w3 and w4) by −ytM3
(−ybM3).
different than for the SPS-1a benchmark point. Since now more parameters are of order one
(or almost), the mutual influences of the various parameters are more important, though
still quite small, as can be seen in Table 2. The most prominent difference, however, is that
the “fixed points” are now much weaker – the value of the parameters at the low scale is
influenced more sensitively by the starting values at the high scale. The same two statements
can be made for the imaginary parts of the complex coefficients: their suppression through
RGE effects is now much weaker, and the presence of a CP-phase for one parameter is felt
more strongly by the others. For example, if AU and/or AD involve complex phases at the
GUT scale, y2 does develop a small but significant phase at the low scale.
Can we understand why this happens? Also, and more importantly, is it the large tanβ
or the large m0 which is responsible for the different behaviour of the SPS-4 benchmark
point? A first clue is given in Fig. 4, where the boundary conditions are set according to
the SPS-1a, but for tanβ = 50. Obviously, the fixed point behaviour is to a large extent
unaffected by tanβ, even for the yi, which are now of O(1). In particular, remark that y2
still converge towards zero, and so does its phase.
It is thus the larger m0 which should be responsible for the different behaviour shown in
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Figure 4: RGE evolution of the MFV parameters for the SPS-1a benchmark point, but
with tanβ = 50. As in Fig. 1, the initial conditions at the GUT scale are varied, but now
allowing larger range for the yi, which can be of O(1). Still, the quasi fixed-point behaviour
is obviously largely independent of tanβ. The corresponding plot for δ2 is similarly close to
the tanβ = 10 one. Those for w1,2 are not shown because these parameters stay very small,
even with tan β = 50.
Fig. 3. This is confirmed with the help of the analytical solutions, and Table 2. Consider for
example x1(tew), which now depends ten times more strongly than in the SPS-1a case on its
initial condition x1(t0). If we ignore for a moment that the beta function of x1 also receives
a contribution from y2 and y5, which are potentially large, and evaluate the coefficient in
front of δ1 in the seventh row of Table 2 with the help of Eq. (55) we get:
∆x1(tew)
a1(tew)
= δ1
a1(t0)
a1(tew)
Gn1(tew) + 5
6
= δ1 0.21 ·
5.21
6
= 0.18 , (64)
in perfect agreement with the number in the table. The reason for the enhanced sensitivity
to the initial conditions is due to the less strong growth of a˜1 in going from the GUT to
the electroweak scale – the extra dependence on the initial conditions of x1 coming from the
terms proportional to y2 and y
2
5 is negligible, as we have explicitly checked (the reason can
be understood rather easily: the yi’s depend on x1 through the beta function and vice-versa
– so the extra dependence of x1(tew) on its initial conditions at the GUT scale comes in
through the beta function of the beta function and is therefore suppressed by two powers
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of 1/N). In fact, even the value of x1(tew) for initial conditions of the mSUGRA type can
be understood rather well on the basis of the analytical formulae obtained in the case of
moderate tanβ: the relation 2x1(t) = x2(t) holds to better than one percent and Eq. (58)
yields numerically:
x1(tew) = −(2.10 + 13.76 + 0.42) · 10
4 = −16.28 · 104 GeV2 , (65)
whereas the value obtained solving the exact RGE’s numerically is −16.11 · 104 GeV2 – the
approximate analytical solutions obtained in the moderate tanβ case work here surprisingly
well, to one percent accuracy.
6 Conclusions
In this paper, we have revisited the formulation of minimal flavour violation (MFV) within
Minimal Supersymmetric extensions of the Standard Model (MSSM), and linked it to a
counting rule which keeps track of the hierarchies in the Yukawa couplings and in the CKM
matrix in a coherent way. This allowed us to move continuously and in a controlled manner,
between the moderate and the large tanβ case, keeping control over the expected order of
magnitude of the different terms. We have argued that to implement these counting rules in
an efficient way, it is convenient to express the soft SUSY breaking terms of the MSSM in a
different basis than in the conventional MFV. In order to study the renormalization group
equations of the MFV parameters, we have projected the beta functions of the soft SUSY
breaking terms on this basis and checked that the beta functions obey the same counting
rules as the coefficients themselves. We have then studied the behaviour of the running of
the MFV parameters numerically, and first checked that this reproduces the full running
with MFV boundary conditions at the level of accuracy at which we expected them to work.
In the moderate tan β case, we were able to provide approximate analytical solutions to
the RGE’s of the MFV parameters, and we discussed, in the case of the SPS-1a benchmark
point, the behaviour of the MFV parameters under the running. We confirmed the finding of
Ref. [5] about a quasi fixed-point behaviour of these, and could explain it in detail with the
help of our analytical solutions. The crucial observation is that the flavour blind part of the
soft SUSY-breaking terms, the ai parameters, run fast, like the gluino masses, whereas all
the terms with a nontrivial flavour structure (the xi’s, in our basis) grow less rapidly – their
beta functions do not contain the gaugino masses, but at best the ai’s. This hierarchy in the
beta functions explains why the ratios of the flavour-violating parameters to the flavour-blind
ones tend to a small, finite value at the low scale. The only possibility we have identified to
avoid this, and to make a larger range of values at the low scale at all possible, is to increase
the value of the ai’s at the GUT scale – this, however, makes the squark masses heavier,
which in turn suppresses flavour violations at low energies.
Our analysis of the SPS-4 benchmark point, which has tanβ = 50, shows that the picture
does not change substantially for large tan β. More parameters (the yi’s in our notation)
may become of order one, but their RGE’s are not particularly different from those of the
xi’s (they also contain at best the ai’s in their beta functions, and do not grow as fast), nor
do they influence the other parameters of order one in a substantial way.
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The picture which emerges from this analysis is that, if MFV is valid and has its origin
at the GUT scale (or at any other high scale much higher than the SUSY breaking one),
then it is a much more constraining framework than if one assumes it to be valid just at the
electroweak scale.
This is particularly true for the CP-violating phases. Throughout our study, we have
allowed MFV coefficients to have imaginary parts, whenever allowed by the hermiticity of
squark soft SUSY breaking mass terms. The first important observation is that MFV does
allow for new CP-violating phases not only in the trilinear terms, but also in the LL sector.
This latter phase could have significant impacts on the MFV predictions for b→ s and b→ d
observables (but not for s→ d ones, where it is absent). However, if MFV has its origin at
the GUT scale, and tanβ is not too large, we have shown that all the CP-violating phases
are strongly suppressed at the low-scale. This behaviour is essentially unaltered when tanβ
is large, though in that case, the initial conditions at the GUT scale have to be modified.
In particular, when squark soft SUSY breaking mass terms are as large as in the SPS-4
benchmark point, the suppression is much less pronounced.
A final comment about leptons, which in this analysis have only played a marginal role.
One can of course apply similar ideas in that sector also, as has been shown by Ref. [22].
Moreover, if one considers a grand unified theory, one has a more constrained framework,
and has relations between the MFV parameters in the lepton and in the quark sector [23]
(indeed, independently from any MFV hypothesis, the relations between the two sectors
have interesting phenomenological implications, [14]). While these connections are very
interesting and worth investigating, they mostly concern the boundary conditions at the
GUT scale – the RGE below the GUT scale are the standard MSSM ones. As a first analysis
of the running of the MFV parameters, we therefore found it more convenient to concentrate
ourselves only on the quark sector.
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A Solving the RGE’s and boundary conditions
For our purpose, only the one-loop RGE’s are needed. At that order, the gauge, Yukawa,
soft-breaking and Higgs sectors essentially decouple, and solving the RGE’s proceeds in steps.
First, the RGE’s for the gauge couplings are solved,
dαi (t)
dt
=
1
2π
βiα
2
i , βi = (33/5, 1, −3) . (66)
Using, theMS values for simplicity, i.e. α−1em (MZ) = 127.904(17), sin
2 θW (MZ) = 0.23122(15),
and αs (MZ) = 0.1176(20), the unification scale and the corresponding value of the gauge
coupling are found as
MG = 2.0× 10
16 GeV, α−1G (MG) = 24.3 , (67)
if the MSSM running starts at the MZ scale, which we also assume for simplicity. The
gaugino masses are required to unify at the same scale MG as the couplings,
M1 (MG) =M2 (MG) =M3 (MG) ≡ m1/2 . (68)
Their RGE’s are also solved to one-loop.
Second, the Yukawa couplings at the electroweak scale are set from the known fermion
masses at that scale (again, we neglect the difference between DR and MS values for sim-
plicity)
mu (MZ) = 1.27 MeV , mc (MZ) = 0.619 GeV , mt (MZ) = 171.7 GeV ,
md (MZ) = 2.9 MeV , ms (MZ) = 0.055 GeV , mb (MZ) = 2.89 GeV ,
me (MZ) = 0.4866 MeV , mµ (MZ) = 0.1027 GeV , mτ (MZ) = 1.7462 GeV .
(69)
as well as by setting tan β ≡ vu/vd and v
2
u + v
2
d ≃ (174 GeV)
2. Their one-loop RGE’s can
then immediately be solved numerically. Running up according to either the full one-loop
MSSM beta functions, or with the approximate MFV RGE’s, we find for tan β = 10:
|YMFVu (MG) | =

 0 0 00.00032 0.0014 6.0 · 10−5
0.00459 0.0236 0.577

 , ∆Yu .

 10
−6 10−6 10−8
10−8 10−7 10−7
10−6 10−6 10−4

 ,
|YMFVd (MG) | =

 0 0 00 0.000911 0
5.03 · 10−5 0.000259 0.0545

 , ∆Yd .

 10
−4 10−9 10−7
10−8 10−7 10−6
10−8 10−7 10−6

 ,
YMFVe (MG) = diag (0, 0.0040, 0.0675) , ∆Ye . diag
(
10−5, 10−8, 10−7
)
, (70)
where ∆Y = |YMFVu (MG) | − |Y
Full
u (MG) |, and for tanβ = 50 (neglecting non-holomorphic
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corrections):
|YMFVu (MG) | =

 0 0 00.00034 0.00146 6.2 · 10−5
0.0050 0.0259 0.683

 , ∆Yu .

 10
−6 10−6 10−8
10−6 10−6 10−5
10−4 10−4 10−2

 ,
|YMFVd (MG) | =

 0 0 00 0.00613 0
0.00047 0.00242 0.472

 , ∆Yd .

 10
−4 10−8 10−7
10−7 10−5 10−5
10−5 10−5 10−3

 ,
YMFVe (MG) = diag (0, 0.0266, 0.542) , ∆Ye . diag
(
10−4, 10−4, 10−3
)
. (71)
This shows that our counting is valid at all scales. It also shows in practice how it is enforced:
entries of absolute size at or below the O(10−4) are neglected (for consistency, since mu, md
and me are set to zero), while the non zero entries are reproduced up to O(10
−2) corrections.
This structure is shared by the squark and slepton soft-breaking terms, following Eq. (21).
The evolution of the parameters used to describe the running of the full Yukawa couplings is
shown in Fig. 5. The scalings of these parameters, in powers of λ, can be immediately read
off these plots. We stress, however, that higher order terms in the RGE, as well as in the
matching at the electroweak scale, are relevant for the precise values of the Yukawa couplings
at the GUT scale. In particular, at the one-loop level, the Yukawa couplings fail to unify at
the GUT scale, as shown in Fig. 5. This is of no concern for the present work. Rather, our
purpose was to check whether the beta functions expanded according to our counting rules
do indeed reproduce very precisely the full one loop RGE. As shown in Eqs. (70, 71), this is
indeed the case, and there is a priori nothing preventing one to extend the present analysis
to include higher order effects.
In particular, to show the impact of the non-holomorphic corrections, we consider the
simulated scenario corresponding to
∆ = tanβ
(
ε1Y
†
uYu + ε2Y
†
dYd
)
, (72)
with tan β = 50 and ε1 = ±0.002, ε2 = ±0.003, which is in the ballpark of the values given
e.g. in Ref. [21], but still small enough that ηi ≈ 1 in Eq. (41). Such a correction can be
accounted for by shifting the initial conditions for ys (MZ), yb (MZ) and cb (MZ). Solving
Eq. (38) iteratively, we find
ε1 = +0.002, ε2 = +0.003⇒ ys (MZ) = 0.0138, yb (MZ) = 0.832, cb (MZ) = 0.110 , (73)
ε1 = −0.002, ε2 = −0.003⇒ ys (MZ) = 0.0138, yb (MZ) = 0.683, cb (MZ) = 0.0595 . (74)
Taking these initial conditions, and running the Yukawa couplings according to Eq. (35),
or using the full MSSM running, is numerically equivalent to within one part in 10−4, as
in Eqs. (70, 71). The behavior of the parameters is shown in Fig. 5. As one can see, the
parameter cb (µ), though now slightly larger, is still sufficiently small to be counted as of
order O(ybλ
2).
The third step is to solve the RGE’s for m2Hu, m
2
Hd, m
2
Q, m
2
U , m
2
D, A
U , AD, m2L, m
2
E ,
and AE, setting initial conditions at the high scale (details of which are given in the text).
Typically, we start with
m2Hu (MG) = m
2
Hd (MG) ≡ m
2
0 ,
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Figure 5: Up: RGE evolution of the Yukawa couplings, in terms of their skeleton structures
given in Eq.(33), for tan β = 10 and 50. The running obtained by solving the RGE of Eq.(35)
or the full running projected back on Eq.(33) are indistinguishable. Down: the running of
the parameters with large tan β initial conditions, as specified in Eq. (72). In the right plot,
starting with cb (MZ) < 0, the RGE drives it positive, hence the zero at about 10
11 GeV.
with m0 ≈ A0 also setting the scale of the squark and slepton soft-breaking terms.
The final step is to enforce the matching at the electroweak scale for the Higgs sector.
The Higgs vacuum expectation values vu and vd are fixed from tan β and MZ . Enforcing the
correct Higgs potential, and knowing m2Hu (MZ) and m
2
Hd (MZ), gives |µ (MZ) | and b (MZ),
which can then be run up to the MG scale. Lowest order approximations are notoriously
inadequate at this step, but this is of no concern for us since this matching and running is
fully decoupled from the rest, in particular from the squark and slepton sector on which we
concentrate.
B Relation between the xi and the bi parameters
The standard MFV basis of Ref. [2], and the one with the Xi matrices adopted here are
related to each other by a linear transformation. The MFV representation of the soft SUSY
breaking terms given in Eq. (21), corresponds to the following in the standard basis (assuming
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real MFV coefficients for simplicity):
m2Q = m
2
0
[
a1 + b1Y
†
uYu + b2Y
†
dYd + c1(Y
†
dYdY
†
uYu +Y
†
uYuY
†
dYd)
]
,
m2U = m
2
0
[
a2 + b3YuY
†
u
]
,
m2D = m
2
0
[
a3 +Yd
(
b6 + b7Y
†
uYu
)
Y
†
d
]
,
AU = A0Yu
[
a4 + b9Y
†
uYu + b10Y
†
dYd
]
,
AD = A0Yd
[
a5 + b11Y
†
uYu + b12Y
†
dYd + c6Y
†
dYdY
†
uYu
]
. (75)
The connection between both bases is explicitly given here:


a˜1
x1
y1
y2

 = m20


1 0 0 0
0 y2t c
2
b 2cbyty¯by¯t
0 c2t y
2
b 2ctyby¯by¯t
0 ctyt cbyb 2 (ctcb + ybyt) y¯by¯t




a1
b1
b2
c1

 ,
(
a˜2
x2
)
= m20
(
1 0
0 y¯2t
)(
a2
b3
)
,

 a˜3y3
w1

 = m20

 1 0 00 y¯2b y¯2t y¯2b
0 −Aλ2cbys −Aλ
2ysyty¯by¯t



 a1b6
b7

 ,

 a˜4y4
w2

 = A0

 yt yty¯
2
t cby¯by¯t
ct cty¯
2
t yby¯by¯t
yc 0 0



 a4b9
b10

 ,


a˜5
y5
w3
w4

 = A0


yb cty¯ty¯b yby¯
2
b cty¯ty¯
3
b
cb yty¯ty¯b cby¯
2
b yty¯ty¯
3
b
ys 0 0 0
0 −Aλ2ysyty¯t −Aλ
2yscby¯b −Aλ
2yscby¯by¯
2
t




a5
b11
b12
c6

 ,


a˜6
y6
a˜7
y7

 = m20


1 0 0 0
0 y2τ 0 0
0 0 1 0
0 0 0 y2τ




a6
b13
a7
b14

 ,
(
a˜8
w5
)
= A0
(
yτ y
3
τ
yµ 0
)(
a8
b15
)
. (76)
From this, and the scaling of the Yukawa couplings, one gets the scaling of the MFV co-
efficients, assuming all a’s and b’s are a priori of O (1). The extension to complex MFV
coefficients is immediate.
Note that the trilinear couplings have a non-trivial flavour structure even in the limit
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bi = 0, and universality is reproduced by setting
tan β = 10 tanβ = 50
 a˜4y4
w2

 = a4A0

 yt (MG)ct (MG)
yc (MG)

 , a4A0

 0.57620.0011
0.0014

 , a4A0

 0.63930.0052
0.0015

 ,


a˜5
y5
w3
w4

 = a5A0


yb (MG)
cb (MG)
ys (MG)
0

 , a5A0


0.0481
0.0063
0.0009
0

 , a5A0


0.4163
0.0589
0.0061
0

 ,
(
a˜8
w5
)
= a8A0
(
yτ (MG)
yµ (MG)
)
, a8A0
(
0.0675
0.0040
)
, a8A0
(
0.5432
0.0266
)
.
(77)
C Higher order terms in the beta functions
Following the counting rules given in Eqs. (17, 22, 31, 37), the beta functions are expanded in
powers of λ. Actually, this expansion involves only even powers of λ, so the first corrections
arise at O(λ2) when tan β ∼ λ−3. For Yukawa couplings, slepton soft-breaking terms, as
well as for the Higgs parameters, the beta functions given in the text are already precise to
O(λ4) or higher, so only those for squark soft-breaking terms are missing. Denoting δβC the
O(λ2) corrections, they are easily found to be
δβa˜1 = δβa˜2 = δβa˜3 = 0 ,
δβx1 = 2 (cbyb + ctyt) (y1 + Re y2) ,
δβy1 = 2 (cbyb + ctyt) (y1 + Re y2) ,
δβy2 = (ctyt + cbyb) (2a˜1 + x1 + y1 + 2y2) + 2ctyt
(
m2Hu + a˜2 + x2
)
+ 2cbyb
(
m2Hd + a˜3 + y3
)
,
δβx2 = 8ctyt (m
2
Hu + a˜1 + a˜2 + x1 + x2 + y1 + 2Re y2)
δβy3 = 8cbyb (m
2
Hd + a˜1 + a˜3 + x1 + y1 + 2Re y2 + y3) ,
δβw1 = −2Aλ
2cbys (2m
2
Hd + 2a1 + 2a3 + 2x1 + 2y2 + y3)− 2Aλ
4 ((x1 + y2) ybys + w
∗
3y5) ,
δβa˜4 = a4 (25ctyt + cbyb) + y4 (11ctyt + cbyb) + 2y5 (ctyb + cbyt) ,
δβy4 = a4 (11ctyt + cbyb) + y4 (25ctyt + cbyb) + 2a5 (ctyb + cbyt) + ctK
′
u ,
δβw2 = 6ct ((a4 + y4) yc + w2yt) ,
δβa˜5 = a5 (25cbyb + ctyt) + y5 (11cbyb + ctyt) + 2y4 (ctyb + cbyt) ,
δβy5 = a5 (11cbyb + ctyt) + y5 (25cbyb + ctyt) + 2a4 (ctyb + cbyt) + cb (2a8yτ +K
′
u) ,
δβw3 = 6cb ((a5 + y5) ys + w3yb) ,
δβw4 = 2w4 (5cbyb + ctyt)−Aλ
2 ((5cbyb + ctyt)w3 + 4cbys (a5 + y5))
+
Aλ4
2
(1− 2ρ+ 2iη) yt (w3yt + 2 (a4 + y4) ys) .
(78)
Including these corrections, the beta functions are all correct up to tiny O(λ4) corrections.
Numerically, they reproduce the full MSSM one-loop running, projected back on theXi basis,
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to better than 1%, and even to better than 0.1% for mSUGRA-type of initial conditions at
the GUT scale. For the numerical analysis discussed in the text, we have always used the beta
functions including the corrections given here – we stress that even if formally suppressed,
the terms containing K ′u or m
2
Hu,d
may be numerically important, whereas most of the others
give very small contributions.
D Fixed points
The numerical analysis has shown that all the MFV parameters tend to a certain “fixed
point” at the low scale – rather strongly for the SPS-1a point and less so for the SPS-4 one.
Here, we discuss this feature in more detail, and try to gain some analytical understanding of
it on the basis of the simple beta functions derived in Sect. 3. A true fixed point occurs if the
beta function of a parameter has a zero which depends only on the value of that parameter
– depending on the sign of the derivative of the beta function with respect to the parameter
at the position of the zero, the fixed point is an ultraviolet (positive) or an infrared one
(negative). In our case, we observe the behaviour of a quasi infrared fixed point.
Such behaviour is observed for the ratios x1/a˜1 and x2/a˜2, for example, but also for all
other similar ratios. The beta functions for these ratios read:
βxi/a˜i =
1
a˜i
[
βxi −
xi
a˜i
βa˜i
]
, (79)
and we have to find out whether these beta functions have zeros, and on what parameters
these zeros depend. The equations βxi/a˜i = 0 are unfortunately nonlinear, and all coupled
to each other, such that an analytical solution is difficult to obtain in general, and in any
case, not very illuminating because too cumbersome. The terms which make the equations
nonlinear, however, all originate from the dependence of the a˜i’s parameters on the xi’s, etc.,
which, as we have seen, is negligible. The behaviour of the a˜i’s is mostly driven by the gluino
masses, and somewhat also by the terms proportional to yt. In this approximation, it is then
easy to solve the equations and obtain simple analytical expressions for the solutions. In
addition, if one considers only moderate tanβ and neglects higher orders in λ, the equations
simplify further, and look as follows:
x¯1
a˜1
= −
m2Hu + a˜1 + a˜2 + a˜4/y
2
t
a˜1 + 2a˜2 +
16
3
g23M
2
3 /y
2
t
,
x¯2
a˜2
= 2
x¯1
a˜1
. (80)
Analogous results can be given for all the other parameters. These zeros of the beta functions
are not true fixed points, because they depend on parameters which do run – they are rather
some sort of “running fixed points”. This means that even if a parameter reaches exactly its
”fixed point” a certain scale, it will not stay there because the zero of the beta function will
move with the scale. On the other hand, even if moving with the scale, they do represent a
line of attraction for the parameters.
For the ratios x1/a˜1 and x2/a˜2, the running fixed points flatten out at the low scale,
such that in that region they become almost true fixed points. Indeed, also the numerical
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evaluation shows that they almost coincide with the values these parameters tend to (for the
SPS-1a point):
x¯1
a˜1 |MZ
= −0.18 ,
x1
a˜1 |MZ
= −0.18 ,
x¯2
a˜2 |MZ
= −0.39 ,
x2
a˜2 |MZ
= −0.38 . (81)
These formulae do not allow one to understand how strong these quasi fixed points are at
the low scale – the proper explanation of the behaviour of the RGE has been provided in
Sect. 4.2
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