Abstract-A prior parameter estimation method based on local center-encoding (LCE) is proposed for a Markov random field (MRF) model, i.e. the Ising case, in the task of image segmentation. The LCE algorithm makes efficient use of the local information in the image, avoiding the exclusion of certain blocks as in the least square (LSQR) algorithm. In addition, LCE doesn't require complex matrix computations, therefore reduces the computational cost. As a general algorithm, LCE can be used to estimate the prior parameters in anisotropic label fields. Experimental results on label fields and image segmentations demonstrate the efficiency and generality of the LCE algorithm.
I. INTRODUCTION
Sonar image is full of speckle noises, which requires the segmentation methods to be not only capable of exploiting long-range similarities, but also tolerant to local perturbations. The Markov random field (MRF) model [1] aims at a balance between global optimization and local constraints by combining the conditional and prior distribution into an optimized framework. Such an balance is often obtained by an iterative optimization process, like iterated conditional method (ICM) [2] . Generally speaking, the ICM method would loop between parameter estimation and label updating until a balanced Markov chain is obtained .
The parameters of the condition distribution (which can be chosen to be a Gaussian function) can be estimated directly by the Maximum-Likelihood method [3] . However, except for the specific case presented in Giovannelli et al. [4] , there is no explicit solution for the optimal parameters of the prior distribution (Gibbs function) [5] , because of the formidable computation with the partition function.
The number of homogeneous cliques monotonically increases with the prior parameters [5] , which reminds that it is possible to infinitely approach the optimal value by Markov Chain Monte-Carlo (MCMC) sampling, like the MCMCML (MCMC Maximum Likelihood) [6] , [7] . MCMCML derives the gradient descent formula directly from the naive Gibbs distribution, where the gradient is driven by the MonteCarlo sampling. Besides the naive Gibbs probability, heuristic methods based on conditional probability likelihood have also been proposed to approximate the prior parameters, like the coding method [1] , the pseudo-likelihood estimation [8] , and the mean field approximation [9] . However, they include complex computations. The LSQR (Least Square) [2] , [3] , [10] also stem from the conditional probability, but it further uses the histogram technique to approximate the local block configuration probability. MCMC maybe more precise, but is computationally more expensive [6] , [7] . From the point of engineering applications, non-MCMC methods appear thus more favorable.
In this paper, we analyze the shortcomings of the classical LSQR algorithm, based on which we propose a new algorithm to estimate the prior parameters. As our algorithm uses a local center-encoding approach to capture image regularities, we will refer to it by the abbreviation LCE. We will show that the LCE algorithm is superior to the LSQR algorithm in the following aspects: Firstly, LCE makes full use of all the local blocks. Secondly, LCE doesn't requires complex matrix computation or linear regression, since a simple local backpropagation (BP) gradient descent learning rule is able to efficiently estimate the prior parameters. Lastly, LCE can be used to estimate the prior parameters for arbitrary anisotropic label fields. Though LCE can be extended to Potts models intuitively, only the Ising model is discussed here for simplicity.
Section II briefly reviews the MRF model, Section III analyzes the problems in the LSQR algorithm. The LCE algorithm are described in Section IV and experiment results are presented in Section V. We briefly conclude in Section VI.
II. MRF-BASED IMAGE SEGMENTATION
Consider an image of size H × W . S = {s} 1,...,H×W denotes the sites of pixels. Each pixel s carries a gray value X s ∈ {0, . . . , 255}, and the label L s ∈ {e 0 , e 1 }.
A. Maximum a posterior estimation
If X is the original image and L is the true label, then the image segmentation task is to maximize the posterior probability P L/X (l/x). According to Bayes' rule, we have
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B. Conditional probability
Assuming pixels that belong to the same class to be independent, we obtain
Empirically, the conditional distribution in each area can be described by a special function, such as Weibull law , Rayleigh law or Gaussian law [3] . The gray value and the label of pixel s are denoted respectively, by x s and l s . For example, the Weibull-law
where min ls is the translation parameter, α ls and C ls are the respective scale and shape parameters.
C. Prior distribution
In general, there is no explicit expression for the label field L. However, if L is assumed to be a Markov random field, then P L (l) can be described by Gibbs distribution according to the Hammersley-Clifford theorem [1] ,
where T is the system temperature,
T V l is the partition function, and V l is the potential function of a specific configuration l,
The inner sum extends over the 2 nd -order neighborhood Ξ s of s and the weights β st ∈ {β 1 , β 2 , · · · , β 8 } are solely determined by the local site relationships, see Fig. 1 for an example. Note again that only the Ising model is considered in this paper, i.e. l s ∈ {0, 1}.
In classical LSQR prior parameter estimation process [2] , simplified interaction parameters set is adopted to reduce the computations and to avoid the singular probability of coefficient matrix. For example, anisotropic parameters with central symmetry, β st = β ts , are used in [3] , [11] . For convenience, LSQR with four prior parameters is denoted by LSQR4. LSQR8 means eight parameters.
Usually, the local interaction function is written in the following way:
where δ (·) is the Kronecker function, 
D. Parameter estimation
Substituting Eq. 3 and Eq. 5 into Eq. 2, we obtain
The remaining task is then to search the prior parameters and the conditional parameters set {β st , α ls , C ls , min ls } which maximizes the potential energy (9) . Note that the temperature parameter T has been absorbed into β st . The conditional parameters can be estimated from the image by Maximumlikelihood algorithm [3] . Now, the essential problem is to estimate the prior parameters, namely the interaction strengths between neighboring pixels.
III. PROBLEMS IN PRIOR PARAMETERS ESTIMATION
The proposed LCE algorithm is inspired from the LSQR method, we will simply summarize its drawbacks in the following paragraphs.
In a regular lattice structure, there are 8 neighboring pixels in the 2 nd -order neighborhood, summing up to 2 8 possible configurations. The local neighborhood configuration of a pixel is denoted by η , i.e. l Ξs = η. Denoting N ls,lΞ s (e i , η) as the number of blocks that label e i is surrounded by a configuration η in the image, a series of linear equations can be constructed [2] :
where
Theoretically, 2 8 equations can be obtained. Each of which corresponds to one configuration of η. The optimum parameters,β, can be estimated by solving the linear equations set using the LSQR algorithm. But some equations need to be deleted considering the following constraints.
1) Mathematic constraints:
• N ls,lΞ s (q, η) should be nonzero.
• All configurations with N ls,lΞ s (q , η) = 0 should be deleted, because ln (x) intrinsically requires x > 0.
• All configurations with Θ (q, η) = Θ (q , η)
should be omitted as well, because the equations are degenerate. 2) Scale constraints:
• It demands large-scale matrix computation and requires huge memory to store the coefficients matrix.
• The number of configurations is even larger than the blocks that an image could provide. The coefficients matrix would be extremely singular, bringing in disastrous estimations. 3) Essentially, the estimation value given by the LSQR algorithm is determined by the most frequent configurations, i.e. LSQR intrinsically sacrifices relative infrequent samples.
For example, with the LSQR algorithm, about 15% local blocks are discarded for the sonar images in Fig.3 when the interacton parameters are anisotropic but centric-asymmetric. More samples are omitted when the interaction parameters becomes more centric-asymmetric. So, an improvement of the LSQR method should make full use of all the local configuration samples in an image.
IV. LOCAL CENTER-ENCODING
The necessary and sufficient condition for maximizing P L/X (l/x) is maximizing P L (l) because P X/L (x/l) is constant once the initial segmentation is given. To avoid the partition function in the naive Gibbs distribution, almost all heuristic methods resort to the conditional probability or the pseudo-likelihood function. So does the LCE algorithm.
The pseudo-likelihood function is
where the conditional probability is
When the label values in {0, 1}, V (s) can be transformed into
where ⊕ is the XOR operator.
Note that Eq. (14) can be further rewritten as
If the label values in l ∈ {−1, 1} instead of l ∈ {0, 1}, thenl = −l . We have
If β st is coincidentally very large when l s = l t , then the energy function V (s) would be very small. In other words, when minimizing V l , β st should increase when l s = l t . So, interactions between the pixels of the same class should be strengthened. Such a rule is similar to a Hebbian learning rule.
Furthermore, V turns out to be the Hamiltonian of a Hopfield network, but with local spatially invariant connections. Such a transformation shows that we can estimate the prior parameters {β st } by Hebb learning. Based on such a transformation, we propose an estimation algorithm for the filter coefficients by local-center-encoding. The central idea of LCE is to encode the label of each pixel by the labels of its neighboring pixels.
If the output of pixel s is
where f is the sigmoid function,
Assuming the error energy e s = 1 2 ( s − l s ) 2 , we derive a learning rule according to the BP algorithm
where η is the learning rate.
V. EXPERIMENTS AND RESULTS
In this section, two experiments are designed to evaluate the proposed LCE method. In the first experiment, we try to recover the prior parameter from a known texture. In the second experiment, we try to segment the raw sonar images, by incorporating LCE into ICM process. Note that the output of the LCE algorithm is the average of the last τ steps. When LOOP S > 1 (LOOP S is the traverse times), we set τ to the size of the image, τ 1 = (Height − 2) * (W idth − 2). When LOOP S = 1, we choose τ 2 = τ 1 /3.
A. Estimating β of a known label field
The texture shown in Fig. 2 are generated by Metropolis sampling [12] . We use the LCE method and the LSQR algorithm to estimate the prior parameters respectively. For comparability, we extend the LSQR method from the fourparameter to the eight-parameter case, and compare its performance with LCE1(LOOP S = 1) and LCE10 (LOOP S = 1). The performance can be measured by the average absolute error between the estimated parametersβ and the generation parameters β,
where β is the length of filter β.
In the experiment, we first use LSQR8, LCE1 and LCE10 to estimate the textures that were generated by centralsymmetry parameters, see Fig. 2(a) and (b) . It not only helps evaluate the performance of different methods, but also allows us to examine whether the interaction parameters of these texture samples are indeed strictly central-symmetric. Then, we Three observations can be drawn from the estimation results:
Firstly, the average absolute errors are ε LSQR8 = 0.2294, ε LCE1 = 0.0750 and ε LCE10 = 0.0756. LCE1 has comparable performance with LCE10, and both were demonstrated to outperform the LSQR8 algorithm. It is worthy to note that LSQR8 produces inferior results even for textures with centricsymmetry, like Fig. 2(a) and (b) . This is largely due to the fact that the information of too many local blocks is ignored when the number of interaction parameters increases.
Secondly, even with central-symmetric textures, like Fig. 2(a) and (b) , there exists bias between parameters in the centric-symmetric positions, i.e. ζ i = |β i − β 9−i | = 0, which demonstrates that textures generated by centric-symmetric interaction parameters are not strictly regular across the whole image. The larger of ζ i , the more irregular of the direction of i. For example, Fig. 2(b) is very regular in all directions, while Fig. 2(a) and (ā) have irregular structures in the diagonal direction. So, the bias can be used to measure the regularity in each direction.
Lastly, it is important to note that, even for Fig. 2(ā) and (b), the estimations provided by LCE1 and LCE10 are approximately central-symmetric, which shows that centricsymmetry is a feasible assumption for most textures. This also demonstrates that textures generated by central-asymmetric parameters are unsuitable to be described by the original generation parameters. In other words, each texture image can be generated by more than one set of prior parameters, which is expected to be due to pixel dependencies in central-asymmetric textures.
B. Segmentation of raw image
In the end, we apply the LCE method to incompletely observable data, i.e. sonar images. The task is to extract the shadow areas. The first column of Fig.3 shows three pictures that are taken by a forward-looking sonar (Fig. 3(a) ), a side-scan sonar (Fig. 3(b) ) and a multi-beam high-resolution sonar (Fig. 3(c) ). The remaining columns of Fig.3 show the segmentation results by different methods. The label field are initialized by a selective autoencoding method provided in [13] . In the post-processing stage, morphological operators, like image erosion and dilation are adopted sequentially to get rid of the pepper-and-salt noises. In the results, candidate areas larger than 100 pixels are displayed with different colors.
In Fig.3 , "LCE10 8" discriminates background speckles from foreground objects more precisely, while "L-SQR 8" is unsuitable for real image segmentation. Further, "LCE1 4","LCE1 8","LCE10 4" provide very similar segmentation results, which not only proves that the LCE algorithm with LOOP S = 1 and four prior parameters is already sufficient for image segmentation, but also highlights the computation superiority of LCE. The most important is that, LCE can be used to estimate arbitrary anisotropic textures.
VI. CONCLUSION
In this paper, a novel prior parameters estimation method, named local center-encoding (LCE), is developed for Ising-MRF-based sonar image segmentation. LCE makes full use of all the local block information in the image and learns the interaction parameters block by block with simple BP learning rules. Experimental results illustrate that it is more feasible than the traditional LSQR method, not only in estimation accuracy, but also in computation and memory costs. In the future, we will extend it to the Potts models.
