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Abstract
Quantum weighted projective planes of degree (1,1, n) were classified by Stephenson.
We show that the blowups of some of these spaces are quantum ruled surfaces as defined
by Patrick [PhD thesis, MIT, 1997]. This is a quantum version of the fact that projective
cones over rational normal curves blowup to rational ruled surfaces. The class of algebras
which we can exhibit as blowdowns of quantum ruled surfaces are those which can be
twisted to Ore extensions of k[x, y].
 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
We will work over k, an algebraically closed field of characteristic zero. It
is well known that the commutative weighted projective plane P(1,1, n) is the
projective cone over the rational normal curve of degree n. One may blowup the
unique singular point to obtain the surface ruled over P1 with a section C of self
intersection −n. This surface is the Hirzebruch surface or rational ruled surface
with invariant n. We will denote it by Fn.
The algebraic approach to this geometry is to form the projective space
associated to the polynomial ring k[x, y, z] where the variables have degrees 1,1,
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and n, respectively. Blowing up the singular point corresponds to forming the
Rees ring as described in Theorem 1.1.
Noncommutative regular algebras with three generators of degrees 1,1 and
n have been classified by Stephenson in [1,2]. We review this classification of
quantum weighted projective planes in Section 2. In Section 3 we form the
blowups of Stephenson’s spaces by forming Rees rings.
The rest of the paper is devoted to showing that the resulting spaces are
quantum ruled surfaces as defined in [3]. A quantum ruled surface over P1 is
given by a locally free P1-bimodule, E of rank 2, with a quadratic relation Q
in its tensor algebra T (E). We discuss bimodules in Section 4; in particular we
begin by describing the functor E ⊗ · in algebraic terms. In Section 5 we review
the commutative case to provide motivation and explanation for our methods. In
Section 6 we compute the bimodule E from the blowup of the quantum weighted
projective planes. In Section 7 we do some computations on tensor algebras
of bimodules. In Section 8 we finally prove that the quantum ruled surfaces
thus obtained are isomorphic to the Rees rings constructed in Section 3 for the
twistable algebras.
This leaves the question of whether these untwistable algebras are also
quantum ruled surfaces in another sense. Indeed, the construction of quantum
ruled surfaces due to Van den Bergh in [4] provides a generalization to the
quantum ruled surfaces of [3] and may include the blowups of the untwistable
algebras.
We first review the well-known structure of blowups of commutative projective
cones over rational normal curves.
Theorem 1.1. Let R = k[x, y, z] be a graded k-algebra by giving x, y degree 1
and z degree n for some positive integer n, and let X = ProjR be the
corresponding weighted projective plane. Let p ∈ X be the singular point of
X corresponding to the ideal m = (x, y), and let π : X˜ → X be the blowup
of X at p. Let R[mt] = R ⊕ mt ⊕ m2t2 ⊕ · · · be the Rees ring of R at the
maximal ideal m, with a (Z ⊕ Z)-grading given by the grading on R in the
first coordinate and assigning t degree (0,1). Let j > 0 be any integer and let
S =⊕∞i=0 R[mt](n+j)i,j i be the (n+ j, j)-Veronese of R[mt]. Then X˜ ∼= ProjS.
Proof. We know that X˜ = Fn, and Pic X˜ = ZC ⊕ ZF , where C2 = −n is the
unique irreducible curve with negative self-intersection, and F is a fiber of the
projection map ρ from X˜ to P1. Let L=OX˜(C+ (n+ j)F ). Then L is ample by
[5, V.2.18], and we claim that S =⊕i H 0(X˜,L⊗i ), completing the proof.
We compute that
H 0
(
X˜,L⊗i) = H 0(X˜,OX˜(iC + (n+ j)iF ))
= H 0(P1, ρ∗OX˜(iC + (n+ j)iF ))
= H 0(P1, ρ∗OX˜(iC)⊗OP1((n+ j)i)).
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Since C is a section of the projective line bundle ρ :X → P1, it follows from
[5, Chapter II, Proposition 7.11] that ρ∗OX˜(iC) = OP1 ⊕ OP1(−n) ⊕ · · · ⊕
OP1(−in). Hence
H 0
(
X˜,L⊗i)=H 0(P1,O(in+ ij )⊕O((i − 1)n+ ij)⊕ · · · ⊕O(ij)).
If we think of H 0(P1,O(k)) as degree k polynomials in x and y , then the above
expression corresponds exactly to degree in+ ij polynomials in x, y, z (where
degx = degy = 1 and degz = n), such that the coefficient of z is at most i;
specifically, for any integer 0 a  i , the sections ofO((i−a)n+ ij ) correspond
to polynomials of the form f za where f ∈ k[x, y] has degree (i − a)n+ ij . But
this is precisely R[mt](n+j)i,j i . ✷
2. Quantum weighted projective planes
We begin by restating some classification results from [1]. After we have
reviewed the classification we will discuss the extent to which the algebras are
isomorphic, or whether they have equivalent graded module categories.
2.1. Classification of weighted projective planes
Let A be a regular graded k-algebra with 3 generators (x, y, z) of de-
grees (1,1, n), respectively, and three homogeneous relations (f, g,h) of de-
grees (2, n+ 1, n+ 1), respectively. We assume that {x, y, z} is a minimal gen-
erating set for A. We may assume, by [6], by a linear change of basis in the
generators x and y , that the degree 2 relation f is either f = yx − qxy for
some q ∈ k∗ or f = yx − xy − x2. Define kq[x, y] = k〈x, y〉/(yx − qxy) and
kJ [x, y] = k〈x, y〉/(yx − xy − x2). Then, by [6], A is isomorphic as a graded
algebra to the iterated Ore extension R[z;σ, δ], where R = k〈x, y〉/(f ), σ is a
graded automorphism of R, and δ is a graded left σ -derivation of R of degree n.
The following theorem is a slightly rephrased version of the classification
results [1, 1.3, 1.5, 1.9] and [2].
Theorem 2.1. Let A = R[z;σ, δ] be a regular graded k-algebra. Then A is one
of the following algebras:
(a) Let R = kq [x, y] with σ defined by:
σ(x)= αx, σ (y)= βy for some α,β ∈ k∗,
then
δ(x)=
n+1∑
i=0
pix
iyn+1−i , δ(y)=
n+1∑
i=0
tix
iyn+1−i ,
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where pi, ti ∈ k are such that(
q−1 − α)tn+1 = 0, (q − β)p0 = 0,
ti
(
qn−i − α)= pi+1(1− βqi), i = 0, . . . , n.
(b) Let R = kq [x, y] with q = −1, and σ(x) = by, σ (y) = x for some b ∈ k∗,
then
δ(x)=
n+1∑
i=0
(−1)i+1
(
bti +
(
b+ (−1)n) i−1∑
j=0
tj
)
xiyn+1−i and
δ(y)=
n+1∑
i=0
tix
iyn+1−i ,
where ti ∈ k are such that(
b+ (−1)n) n+1∑
i=0
ti = 0.
(c) Let R = k[x, y], and σ(x) = mx + y , σ(y) = my for some m ∈ k∗. Then,
if m = 1 then δ(x)=∑n+1i=0 pixiyn+1−i is arbitrary and δ(y)= 0. If m = 1
then δ(x)= xT + (m− 1)−1Ty and δ(y)= Ty where T =∑ni=0 tixiyn−i is
arbitrary.
(d) Let R = kJ [x, y]. Then σ(x)= αx , σ(y)= γ x + αy for some α ∈ k∗, γ ∈ k,
and
δ(x)=
n+1∑
i=0
pix
iyn+1−i , δ(y)=
n+1∑
i=0
tix
iyn+1−i
where pi, ti ∈ k are such that
(α − 1)p0 = 0,
−αtn+1 + (γ + nα)pn+1 +
n+1∑
i=0
(ti − pi)(n+ 1− i)! = 0,
(α − 1)pj − αtj−1 +
(
γ + (j − 2)α)pj−1 + j−1∑
i=0
(ti − pi) (n+ 1− i)!
(n+ 2− j)!
= 0, for 1 j  n+ 1.
For τ ∈ Aut(kx + ky), define kτ [x, y] = k〈x, y〉/(τ (g)h− τ (h)g) where g,h
range over all degree 1 elements of k[x, y]. Note that τ can be thought of as a 2×2
matrix in GL2(k). If τ is diagonalizable with eigenvalues λ,qλ for λ,q ∈ k∗, then
kτ [x, y] ∼= kq[x, y]; otherwise, if τ is not diagonalizable, then kτ [x, y] ∼= kJ [x, y].
This is simply a twisted homogeneous coordinate ring over P1 (see [7]).
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Lemma 2.2. Let σ ∈ Aut(kx + ky). Then σ extends to an automorphism of
kτ [x, y] if and only if στ = τσ or στ =−τσ .
Proof. Suppose στ = sτσ for s = ±1. Then for any g,h ∈ k[x, y]1, we must
check that σ(τ(g))σ (h)= σ(τ(h))σ (g), whence σ(τ(g)h)= σ(τ(h)g). But
σ
(
τ (g)
)
σ(h)= τ (σ(h))τ−1στ(g)= sσ (τ (h))sσ (g).
The converse follows by considering the possible Jordan canonical forms of τ in
the basis x, y and writing out the above formula explicitly. ✷
Lemma 2.3. Suppose στ = ±τσ , then there is a basis x, y so that one of the
following holds:
• Both σ and τ are diagonal.
• The only case where τσ = −στ ; we have τ (x) = x , τ (y) = −y and
σ(x)= y, σ(y)=−x .
• τ = id and σ has nondiagonal Jordan canonical form.
• Both τ and σ have nondiagonal Jordan canonical form.
Proof. If σ, τ commute then they can be put into Jordan canonical form
simultaneously; so this yields three of the above cases. The last case follows from
putting τ into Jordan canonical form and directly computing the possibilities. ✷
Many of the algebras of the above theorem are isomorphic. To see this, we first
note the following technical result.
Lemma 2.4. Let R be a ring and σ ∈ AutR. Fix b ∈ R, and define δb :R→R by
δb(r)= σ(r)b− br for any r ∈R. Then δb is a left σ -derivation of R.
Proof. Straightforward calculation. ✷
Proposition 2.5. Let δ1, δ2 be two graded left σ -derivations of kτ [x, y] such that
δ1 − δ2 = δb for some b ∈ kτ [x, y] (where δb is defined as in Lemma 2.4). Then
kτ [x, y][z;σ, δ1] ∼= kτ [x, y][z;σ, δ2].
Proof. The map which sends x to x, y to y , and z to z + b is the required
isomorphism. ✷
Using Proposition 2.5, we may simplify the presentation of weighted projective
planes. We have four classes, depending on the eigenspace structure of τ and σ .
By appropriate choice of basis, all regular graded k-algebras of weight (1,1, n)
must be one of the types below.
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Theorem 2.6. Let A= kτ [x, y][z;σ, δ] be a regular graded k-algebra of weight
(1,1, n) as above, such that τ (x) = qx and τ (y)= y for some q ∈ k∗. Suppose
σ(x) = m11x and σ(y) = m22y . Then A ∼= kτ [x, y][z;σ, δ′], with δ′(x) =∑n+1
i=0 pixiyn+1−i and δ′(y)=
∑n+1
i=0 tixiyn+1−i such that:
(a) if m11 = q−1, then tn+1 = 0;
(b) if m22 = q , then p0 = 0;
(c) for any 0 i  n, if m11 = qn−i or m22 = q−i , then pi+1 = ti = 0.
In particular, if the conditions in (a)–(c) hold for all i , then δ′ = 0 and A ∼=
kτ [x, y][z;σ ].
Theorem 2.7. Let A= kτ [x, y][z;σ, δ] be a regular graded k-algebra of weight
(1,1, n) as above, such that τ (x) = −x and τ (y) = y , and σ(x) = by and
σ(y) = x for some b ∈ k∗. Then either A∼= kτ [x, y][z;σ ], or else b = (−1)n+1
and kτ [x, y][z;σ, δ′] with δ′(x)=−xn+1 and δ′(y)= xn+1.
Theorem 2.8. Let A = k[x, y][z;σ, δ] be a regular graded k-algebra of weight
(1,1, n) as above, such that σ(x)=mx + y and σ(y)=my , for some m ∈ k∗.
(i) If m = 1, then A ∼= k[x, y][z;σ, δ′] with δ′(x) = βxn+1 and δ′(y) = 0 for
some β ∈ k.
(ii) Otherwise, A= k[x, y][z;σ ].
Theorem 2.9. Let A= kτ [x, y][z;σ, δ] be a regular graded k-algebra of weight
(1,1, n) as above, such that τ (x) = x + y and τ (y)= y , and such that σ(x)=
m11x and σ(y)=m21x+m11y for some m11, m21 ∈ k with m11 = 0. If m11 = 1,
then A∼= kτ [x, y][z;σ ].
These all follow directly from Proposition 2.5 and Theorem 2.1. This is
a straightforward calculation using Proposition 2.5 and the computations of
possible δ in [1].
2.2. Twists
We now consider which of the above algebras are equivalent under the
operation of twisting. We recall some definitions from [8]. Let A be an algebra
and let φ be a graded automorphism of A. The (left) graded twist of A by φ,
denoted Aφ , is a new algebra with the same k-vector space structure as A, but
with new multiplication ∗ given by a ∗ b = φm(a)b, where a ∈ Al , b ∈ Am and
the multiplication on the right-hand side is the usual multiplication in A. The
above is the equation for a left twist; a similar definition exists for a right twist.
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Theorem 2.10 [8, 1.1]. If A is isomorphic to a graded twist of B , then the
categories of graded A-modules and graded B-modules are equivalent.
Stephenson obtains the following result in [9].
Theorem 2.11. Let A be a regular graded k-algebra with generators x, y, z with
degrees (1,1, n). Then A is isomorphic to a twist of k〈x, y, z〉/I where I is
generated by one of the following:
1. yx − xy, zx − λxz, zy − yz.
2. yx − xy, zx − λxz− yn+1, zy − yz.
3. yx − qxy, zx − q−1xz− yn+1, zy − qyz− xn+1.
4. yx − xy, zx − xz− p(x, y), zy − yz.
5. yx − xy, zx − xz− p(x, y), zy − yz− xn+1.
6. yx − xy, zx − (x + y)z, zy − yz.
7. yx − xy, zx − (x + y)z− xn+1, zy − yz.
8. yx + xy, zx − λyz, zy − xz.
9. yx + xy, zx + (−1)nyz+ xn+1, zy − xz− xn+1.
10. yx − xy − x2, zx − xz− yn+1 − αxyn,
zy − yz− 2xz− (1− α/(n+ 1))yn+1 − 2αxyn.
The proof of this theorem in some cases uses the normal elements of the
algebras of Theorem 2.1 described in [1]. Twisting by the automorphism induced
by a normal element makes the normal element central and makes the relations
of the twisted algebras simpler. Another approach is to change coordinates by
z → z+p(x, y) to simplify the relations. We will show some results about twists
but the reader is referred to [9] for a complete proof of the above theorem.
We will also note the following result from [9].
Proposition 2.12. The algebras 8–10 of Theorem 2.11 cannot be twisted to an
Ore extension of k[x, y]. The algebra 3 of Theorem 2.11 can be twisted to an Ore
extension of k[x, y] if and only if qn+2 = 1.
In light of this result, we will call such algebras untwistable. These are the
algebras that we will not be able to exhibit as blowdowns of quantum ruled
surfaces. We will call the other algebras twistable.
The next result is similar to [1, 4.2].
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Theorem 2.13. Let δ, δ′ be derivations of k[x, y]. Then k[x, y][z; δ′] is a graded
twist of k[x, y][z; δ] if and only if δ′ = δ +ψ , where ψ is of the form ψ(x)= xf
and ψ(y)= yf for some f ∈ k[x, y] of degree n.
Proof. Suppose δ′ = δ+ψ as in the statement of the theorem. Let φ be the graded
automorphism of k[x, y][z; δ] defined by φ(x)= x , φ(y)= y , and φ(z)= z− f .
Twisting (on the left) by φ yields the algebra
k〈x, y, z〉/(yx − xy, (z− f )x − xz− δ(x), (z− f )y − yz− δ(y)),
which, under the change of basis z′ = z− f , is the algebra
k〈x, y, z〉/(yx − xy, z′x − xz′ − δ′(x), z′y − yz′ − δ′(y)),
which is the algebra k[x, y][z′; δ′]. The fact that such φ are the only graded
automorphisms of k[x, y][z; δ] which preserves k[x, y] proves the converse. ✷
Theorem 2.13 should be interpreted as follows. We think of P1 = Projk[x, y].
A degree n derivation is completely determined by δ(x) and δ(y), which
are degree n + 1 polynomials in x and y . Thus, we may think of δ ∈
H 0(P1,O(n+ 1) ⊕ O(n + 1)). Theorem 2.13 states that k[x, y][z; δ] and
k[x, y][z; δ′] are graded twists of each other if and only if δ and δ′ differ by a
linear multiple of a degree n polynomial, which can be thought of as a global
section of O(n). Hence, considering the standard exact sequence
0 O(n) O(n+ 1)⊕O(n+ 1) T (n) 0
where T is the tangent sheaf of P1, we conclude that k[x, y][z; δ] and
k[x, y][z; δ′] are graded twists of each other if and only if δ and δ′ have the same
image in T (n). So, up to graded twist, we may think of δ ∈ T (n).
Theorem 2.14. Let σ be an automorphism of kτ [x, y] and A = kτ [x, y][z;σ ].
Then, for any automorphism α of kτ [x, y] that commutes with σ , we get that A is
a graded twist of kατ [x, y][z;σα−n].
Proof. Write
A= k〈x, y, z〉/(yτ(x)− xτ(y), zx − σ(x)z, zy − σ(y)z).
Since σ and α commute, we may extend α to an automorphism of A by defining
α(z)= z, and twist (on the right) by α. Then
Aα = k〈x, y, z〉/(yατ(x)− xατ(y), zαn(x)− σ(x)z, zαn(y)− σ(y)z).
The final two relations indicate that z (σα−n)-skew-commutes with x and y ,
hence Aα ∼= kατ [x, y][z;σα−n]. ✷
Using Theorem 2.14, we may eliminate, via a graded twist, one of the two
automorphisms in the presentation of kτ [x, y][z;σ ]. For example, kτ [x, y][z;σ ]
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is a graded twist of k[x, y][z;στn]. Also, if σ 1/n exists, then kτ [x, y][z;σ ] is
a graded twist of kσ 1/nτ [x, y][z].
3. Veroneses and blowups
Van den Bergh [10] gives a general machinery for blowing up a smooth point
in a noncommutative projective surface; however this case is somewhat different
since the point we are blowing up is singular. Our case is easier since the ideal
corresponding to the point to be blown up is two sided, so we may construct the
Rees ring directly.
Let A= kτ [x, y][z;σ, δ] be an algebra generated in degrees (1,1, n) as above.
Let I be the 2-sided ideal of A generated by x and y . Since I is two sided,
constructing the blowup is straightforward. We may form the Rees ring
B =A⊕ I t ⊕ I 2t2 ⊕ · · · =
∞⊕
j=0
I j tj .
B is a (Z⊕Z)-graded algebra, where x, y have degree (1,0), z has degree (n,0),
and t is central and has degree (0,1). It is easily checked that I  I 2  I 3  · · ·
and that I j /I j+1 is a free (A/I)-module of rank j +1; and so B/IB corresponds
to the exceptional rational curve.
For any positive integer j , we define A˜j to be the degree (n+ j, j) Veronese
of B; that is
A˜j =
∞⊕
i=0
B(i(n+j),ij).
A˜j is then a Z-graded algebra, and should be thought of as the homogeneous
coordinate ring of the blowup of the quantum P(1,1, n) (as in Theorem 1.1).
Varying the parameter j should be thought of as giving different polarizations of
the same quantum Fn.
Note that A˜j is generated in degree 1 by elements of the form f tj , where
f is a degree n + j element of kτ [x, y], and by elements of the form gztj ,
where g is a degree j element of kτ [x, y]. This is precisely the noncommutative
analog of the algebra of global sections of ProjOP1(n+ j)⊕OP1(j), which is a
homogeneous coordinate ring of a commutative Fn-surface, the surface resulting
when commutative P(1,1, n) is blown up at its singular point.
For example, consider the case where j = 1. Let p = xz and q = yz, and
let B ′ be the subalgebra of A generated by {x, y} and {p,q}. One easily sees
that A˜1 is isomorphic to the (n + 1)-Veronese of B ′. We extend σ and τ to
maps k〈p,q〉 → k〈p,q〉 in the obvious manner, by σp = σ(x)z, σq = σ(y)z
and τp = τ (x)z, τq = τ (y)z. We also define a new map τˆ : k〈p,q〉→ k〈x, y〉 by
τˆp = τx and τˆ q = τy , and we extend δ to k〈p,q〉 by δp= δx and δq = δy .
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Then
στ(p)q = (στ(x)z)(yz)= zτ(x)yz− δτ (x)yz,
στ(q)p = (στ(y)z)(xz)= zτ(y)xz− δτ (y)xz.
Thus
στ(p)q + δτ (p)q = στ(q)p+ δτ (q)p
or, alternatively,(
(σ + δ)τp)q = ((σ + δ)τq)p.
The quadratic relation is easily verified to be τ (x)q − τ (y)p, and the skew-
commuting relations are, for any linear elements f ∈ k〈x, y〉 and g ∈ k〈p,q〉,
τσ (f )g − τ (g)f + τˆ (g)δf.
So B ′ is generated by x, y,p, q with the relations
τ (x)y − τ (y)x, τ (x)q − τ (y)p,(
(σ + δ)τp)q − ((σ + δ)τq)p, ((σ + δ)τp)y − ((σ + δ)τq)x,
τσ (f )g − τ (g)f + τˆ (g)δf, f ∈ k〈x, y〉1, g ∈ k〈p,q〉1,
and A˜1 is the (n+ 1)-Veronese of B ′.
4. Bimodules
Bimodules were introduced in [7,11], and used in [3] to construct noncommu-
tative ruled surfaces. Throughout, let Z be a commutative scheme. We begin with
a technical condition.
Definition 4.1. Let f :Y → Z be a morphism of finite type between noetherian
schemes, and letM be a quasi-coherentOY -module. We say thatM is relatively
locally finite (rlf) for f if, for all coherent M′ ⊆M with support Y ′ ⊆ Y , the
restriction f |Y ′ :Y ′ → Z is finite.
Definition 4.2. A sheaf OZ-bimodule is a quasi-coherent sheaf on Z × Z which
is rlf for the two projections pr1,pr2 from Z×Z to Z.
If E is a sheaf bimodule, we think of pr1∗ E as being the “left” OZ-module
structure, and pr2∗ E as being the “right”OZ-module structure. Furthermore, if L
is an OZ-module, we may define a new OZ-module E ⊗Z L by
E ⊗Z L= pr2∗
(E ⊗Z×Z pr∗1 L),
and a similar definition exists for the tensor product of two bimodules.
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More recently, Van den Bergh [10] has defined a more functorial notion of
bimodule.
Definition 4.3. An OZ-bimodule functor is a right exact functor from the
category of coherentOZ-modules to the category of coherentOZ-modules, which
commutes with colimits.
If E is a sheaf bimodule, then we may define a bimodule functor E in the sense
of Definition 4.3 by E(L)= E ⊗Z L for any OZ-module L.
By convention, we will use roman letters (such as E) to denote bimodule
functors, and script letters (such as E) to denote sheaf bimodules; we will
generally simply refer to a “bimodule” (rather than a “bimodule functor” or a
“sheaf bimodule” ) if there is no ambiguity.
We will restrict our attention to locally free bimodules.
Definition 4.4. A bimodule E is locally free if it is exact and commutes with
limits.
Definition 4.5. A locally free bimodule E has rank r if for any line bundle L over
Z, E(L) is a rank r vector bundle.
We will also need the following technical condition.
Definition 4.6. A locally free bimodule E commutes with shifts if for any OZ-
module F and any invertibleOZ-module L, we have E(F ⊗L)=E(F)⊗Z L.
Note that locally free sheaf bimodules need not necessarily commute with
shifts, even over P1. For example, let Y ⊂ P1 × P1 be an elliptic curve in
general position such that the two projection maps pr1,2 :Y → P1 are generically
2-to-1. Pick any point p ∈ P1 which is not a branch point of pr2, and let
E = i∗OY (pr−12 (p)), where i :Y → P1 × P1 is the inclusion map. Then it is
easily checked (using cohomology) that E⊗ZOP1 =OP1(1)⊕OP1(−1) whereas
E ⊗Z OP1(−1) = OP1(−1) ⊕ OP1(−1); so the functor E = E ⊕Z • does not
commute with shifts.
Consider the case where Z = P1, and let E be a locally free bimodule functor
which commutes with shifts. Then, since any coherent sheaf F can be presented
as
0 →P1 → P0 →F→ 0
where each Pi is an vector bundle on P1 which is a direct sum of line bundles; in
order to describe E(F), it suffices to describe E on line bundles. Further, since E
commutes with shifts, it suffices to describe the action of E on the exact sequence
0 OP1 f OP1(1) Op 0
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where p ranges over all closed points of P1, or equivalently where f ranges over
Hom
P1(OP1,OP1(1)).
Let E be a rank 2 locally free O
P1 -bimodule which commutes with shifts.
Then E(O
P1) =OP1(m)⊕OP1(n) for some integers m n. Applying E to the
above exact sequence gives the new exact sequence
0 OP1(m)⊕OP1(n) E(f ) OP1(m+ 1)⊕OP1(n+ 1) E(Op) 0.
So E is completely determined by the integers m,n and by the map E(f )
where f ranges over all of Hom(OP1,OP1(1))=H 0(P1,OP1(1)), which is linear
polynomials in x and y (where we think of P1 = Projk[x, y]). Also observe that
E(f ) ∈ Hom(O(m)⊕O(n),O(m+ 1)⊕O(n+ 1)), which is isomorphic to the
following 2× 2 matrix:(
H 0
(O(1)) H 0(O(n−m+ 1))
H 0
(O(m− n+ 1)) H 0(O(1))
)
.
5. Commutative example: Fn surface
Let A = k[x, y, z] be the homogeneous coordinate ring of commutative
P(1,1, n), which is Z-graded where x, y have degree 1 and z has degree n, and
let I = (x, y) be the ideal of the singular point. Let B be the associated Rees ring
adjoined with t−1:
B =A[I t][t−1]= (A⊕ I t ⊕ I 2t2 ⊕ · · ·)[t−1].
B then has a (Z⊕Z)-grading by giving x, y degree (1,0), z degree (n,0), and t
degree (0,1). Note that
Bij =
Ait
j , i  0 and j  0,
(I j )i t
j , 0 j  i,
0, otherwise,
where (I j )i denotes the degree i component of I j in A.
We may also do the above construction more geometrically. Let X be a
commutative Fn surface, which is commutative P(1,1, n) blown up at its singular
point. We may think of P(1,1, n)= P(OP1 ⊕OP1(n)). Recall that PicX∼= Z⊕Z
is generated by two effective divisors C and F with C2 =−n, F 2 = 0, C.F = 1.
We think of C as the image of a section of the projection π from X to P1, and we
think of F as a fiber of this projection.
Let B ′ be the (Z⊕Z)-graded k-algebra defined by
B ′ij =
H 0
(
X,OX
(
(i − j)
n
C + iF
))
, if n | i − j ,
0, otherwise.
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H 0
(O(F ))
(I2)2t2
(In)nt
n
H 0
(O(C + (n+ 1)F ))
I1t I2t In+1t
k A1 A2 An An+1 x,y, z
kt−1 A1t−1 A2t−1
kt−2 A1t−2 A2t−2
H 0
(O(C))
kt−n
Fig. 1. Structure of B and B ′.
Note that B ′ij = 0 for i < 0 or i < j . Also, observe that
B ′ =
⊕
L∈PicX
H 0(X,L),
where multiplication is by tensor product;H 0(X,OX(C)) has degree (0,−n) and
H 0(X,OX(F)) has degree (1,1) under this characterization.
The structures of B and B ′ can best be seen via the diagram of Fig. 1.
Theorem 5.1. If n | (i − j), then Bij = B ′ij . More precisely, B ′ is the graded
subalgebra of B corresponding to the graded components of degree (i, j) where
n | (i − j).
Proof. Let π be the projection map from X to P1. Then using the Leray spectral
sequence and the projection formula, we get (setting α = (1/n)(i − j):
B ′ij = H 0
(
X,OX(αC + iF )
)=H 0(P1,π∗OX(αC + iF ))
= H 0(P1,π∗OX(αC)⊗OP1(i)).
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Since C is a section of the projective line bundle X → P1 we also have that
π∗OX(αC)=O⊕O(−n)⊕ · · · ⊕O(−αn) by [5, Chapter II, Proposition 7.12].
Thus for i  j with n | (i − j)
B ′ij =H 0
(
P1,O(i)⊕O(i − n)⊕ · · · ⊕O(i − αn)).
This is precisely Bij , as we may think of global sections of O(i − ln) as
polynomials with total degree i of the form f zl , where f ∈ k[x, y] has
degree i − ln. ✷
Define S =⊕∞i=0Bii =⊕∞i=0(I i )i t i ∼= k[x, y]. S should be thought of as the
homogeneous coordinate ring of P1. Let (GrS) and (GrB) be the categories
of graded S and B modules, respectively. We define several functors on these
categories.
Let M be a (Z⊕Z)-graded B-module, and define
π∗M =
∞⊕
j=−∞
Mj,j .
Given a Z-graded S-module N , define a B-module π∗N = N ⊗S B . This
module is given a (Z⊕Z)-grading by assigning Ni ⊗S Bj,k degree (i+ j, i+ k).
Also, define a shift functor ψ : (GrB)→ (GrB) by defining, for any (Z⊕Z)-
graded B-module M , a new module ψ(M) by ψ(M)i,j =Mi+n,j .
We wish to define a bimodule functor E on (GrS) by E(N) = π∗ψπ∗N for
any N ∈ (GrS). We will use E to denote both the endofunctor on (GrS) and the
induced endofunctor on ProjS  P1.
Our goal is to analyze the key exact sequence of sheaves over P1:
0 OP1 f OP1(1) Op 0
where f is a linear function in x and y (recall P1 = Projk[x, y]), and p ∈ P1 is
the point at which f has a zero. As S-modules, this sequence corresponds to
0 S f S[1] S
(f )
[1] 0
where S[1] is S shifted by 1; that is, S[1]i = Si+1. Applying π∗ to this sequence
gives
0 B f B[1,1] B[1,1]/(f ) 0
where now we think of f ∈ I1t . Applying ψ to this gives
0 B[n,0] f B[n+ 1,1] B[n+ 1,1]/(f ) 0,
and π∗ applied to this is
0
⊕
Bi+n,i
π∗f ⊕
Bi+n+1,i+1[1] π∗
(
B/(f )
)
0.
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This last exact sequence is precisely the sequence
0 E(S) E(f ) E
(
S[1]) E((S/(f ))[1]) 0.
Note that E(S) is generated, as an S-module, by t−n in degree −n and z in
degree 0; similarly E(S[1]) is generated, as an S-module, by t−n in degree−n−1
and z in degree −1; in fact E(S[1])= (E(S))[1].
It is clear from the construction above that E is locally free of rank 2 and
commutes with shifts. E(S) is a rank 2 locally free S-module, which corresponds
to the rank 2 locally free O
P1 -module O ⊕ O(n), and the ruled surface Fn is
the projectivization of this module. Our goal is to mimic this construction in the
noncommutative setting.
6. Bimodules for noncommutative ruled surfaces
Let A= kτ [x, y][z;σ, δ] be a quantum P(1,1, n), let I = (x, y) be the ideal of
the singular point, and let
B =A[I t][t−1]= (A⊕ I t ⊕ I 2t2 ⊕ · · ·)[t−1]
be the Rees ring A[I t] adjoined with t−1. As in the commutative case, we give B
a (Z⊕Z)-grading by giving x, y degree (1,0), z degree (n,0), and t degree (0,1).
Note that
Bij =
Ait
j , i  0 and j  0,
(I j )i t
j , 0 j  i,
0, otherwise.
In other words, Bij is as in the chart listed in Fig. 1.
Define S =⊕∞i=0 Bii =⊕∞i=0 Ii t i ∼= kτ [x, y]. S is then the twisted homoge-
neous ring of P1 = Projk[x, y]. Note that the category of graded modules over S is
equivalent to the category of graded modules over the commutative ring k[x, y],
by Theorem 2.10.
As in the commutative case, we will define three functors. Define π∗ : (GrB)→
(GrS) by setting, for any (Z⊕Z)-graded B-module M ,
π∗M =
∞⊕
j=−∞
Mj,j .
Define π∗ : (GrS)→ (GrB) by setting, for any Z-graded S-module N , π∗N =
N ⊗S B , which is given a (Z ⊕ Z)-structure by assigning Ni ⊗S Bj,k degree
(i + j, i + k). Finally, define a shift functor ψ : (GrB)→ (GrB) by setting, for
any (Z⊕Z)-graded B-module M , ψ(M)i,j =Mi+n,j .
Recall that a bimodule is an exact functor from coherentP1 sheaves to coherent
P1 sheaves. We define the functor E : (GrS) → (GrS) by E(N) = π∗ψπ∗N
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for any Z-graded S-module N . It is clear that E is a bimodule functor which
commutes with shifts, and we will see below that E is locally free of rank 2.
As in the commutative case, we will analyze the action of E on the exact
sequence
0 S f S[1] S
(f )
[1] 0
where f ∈ S1 is a linear function in x and y . Applying π∗ to this sequence gives
0 B f B[1,1] B[1,1]/(f ) 0
where we now think of f ∈ I1t . Then π∗ψ applied to this is
0
⊕
Bi+n,i
π∗f ⊕
Bi+n+1,i+1[1] π∗
(
B[n+ 1,1]
(f )
)
0.
This last sequence is precisely the exact sequence
0 E(S) E(f ) E
(
S[1]) E( S
(f )
[1]
)
0.
Note that E(S) is generated, as an S-module, by t−n in degree −n and z in
degree 0; similarlyE(S[1]) is generated, as an S-module, by t−n in degree−n−1
and z in degree −1; in fact, E(S[1])= (E(S))[1]. Once again, E(S) is analogous
to the coherentO
P1 -moduleO⊕O(n).
We wish to describe the action of E(f ) in terms of generators on the
modules. This technique is similar to that in [12], used there to classify birational
equivalence classes of noncommutative ruled surfaces.
We think of elements of E(S) as of the form at−n + bz, where a, b ∈ S. This
will be abbreviated by the row vector (a b). Then E(f ) acts as multiplication by
f on the right:
E(f )
(
(a b)
) = (at−n + bz)f = at−nf + bzf
= af t−n + bσ(f )z+ bδ(f ).
In matrix form, this is
E(f )
(
(a b)
)= (a b)( f 0
δ(f )tn σ (f )
)
.
So E is determined by the integer n and the matrix(
id 0
δ σ
)
.
We will use this bimodule E to reconstruct the algebra as a quotient of the tensor
algebra T (E).
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7. Tensor algebras of bimodules
Suppose E is a rank 2 locally free bimodule functor on P1 which commutes
with shifts. Then E is completely determined by its action on the exact sequence
0 O f O(1) Op 0.
In particular, we need to know E(O) and E(f ).
Since E is rank 2 locally free, we know that E(O) =O(a)⊕O(b) for some
integers a  b. Define n = b − a, and let us restrict to the case where n > 1.
We will think of the elements of H 0(E(O)) as 2-dimensional row vectors α =
(αa αb), where αa ∈H 0(O(a)) and αb ∈H 0(O(b)). Then E(f ) ∈Hom(O(a)⊕
O(b),O(a + 1)⊕O(b+ 1)), which corresponds to the 2× 2 matrix(
H 0
(O(1)) H 0(O(n+ 1))
H 0
(O(−n+ 1)) H 0(O(1))
)
=
(
k[x, y]1 k[x, y]n+1
0 k[x, y]1
)
,
where k[x, y]l denotes degree l polynomials in x and y . This matrix acts on the
right of the row vectors representing global sections of E(O). Denote
E(f )=
(
σ(f ) δ(f )
0 τ (f )
)
,
where degσ(f ) = degτ (f ) = 1 and degδ(f ) = n + 1. By examining the
composition
O f O(1) g O(2)
we see that E(fg) = E(f )E(g). Hence σ and τ are graded automorphisms of
k[x, y] (we may think of σ, τ ∈ GL2(k)), and δ is a (σ, τ )-derivation, satisfying
δ(fg)= σ(f )δ(g)+ δ(f )τ (g).
More generally, we may describe the action of E on any map of line bundles.
Let O(r), O(s) be line bundles, with map f as shown below:
O(r) f O(s).
We think of ∈ Hom(O(r),O(s)) =H 0(P1,O(s − r)) as a degree s − r polyno-
mial in x and y . Apply E:
O(r + a)⊕O(r + b) E(f ) O(s + a)⊕O(s + b).
Then E(f ) acts on global sections by multiplication on the right: if α =
(αa αb) is the row vector representing a global section of E(O(r)) (so that
αa ∈H 0(O(r + a)) and αb ∈H 0(O(r + b))), then
E(f )(α)= (αa αb)
(
σ(f ) δ(f )
0 τ (f )
)
= (αaσ(f ) αaδ(f )+ αbτ(f )),
where the right-hand side is a global section of O(s + a)⊕O(s + b).
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We write E(a,b,σ, τ, δ) to denote the rank 2 locally free bimodule functor
given by the data E(O)=O(a)⊕O(b) and
E(f )=
(
σf δf
0 τf
)
for any f ∈ Hom(O,O(1)).
Proposition 7.1. Let F =E(a,b,σ, τ, δ) and G=E(a′, b′, σ ′, τ ′, δ′). Then there
is natural isomorphism between F and G if and only if a = a′, b = b′, σ = σ ′,
τ = τ ′, and δ− δ′ =m(σ − τ ) for some polynomial m of degree b− a.
Proof. A natural equivalence ηi :F(O(i))→G(O(i)), must make the diagram
F
(O(i)) F(f )
ηi
F
(O(i + 1))
ηi+1
G
(O(i))
G(f )
G
(O(i + 1))
commute for all f in Hom(O(i),O(i+1)). So we get the following commutative
diagram:
0 F(O)
η0
F
(O(1))2
η1
F
(O(2))
η2
0
0 G(O) G(O(1))2 G(O(2)) 0.
Since F,G are exact functors, we see that η0 is η1 restricted to ker(F (O(1))→
F(O(2))). So η0 is determined by η1 and we see that we may write η = ηi as
a matrix in
Hom
(
F
(O(i)),G(O(i)))= (H 0(O(a′ − a)) H 0(O(b′ − a))
H 0
(O(a′ − b)) H 0(O(b′ − b))
)
.
We clearly need that a = a′ and b= b′. So we have
η
(
σ(f ) δ(f )
0 τ (f )
)
=
(
σ ′(f ) δ′(f )
0 τ ′(f )
)
η.
So σ = σ ′, τ = τ ′, and η is of the form(
α m
0 β
)
for some polynomial m and two scalars α,β in k∗. We compute that βδ′(f )−
αδ(f )=m(σ(f )− τ (f )). ✷
With this proposition we can limit the possible bimodule functors that we have
to work with.
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Proposition 7.2. Let σ, τ be in GL2(k).
(1) If σ − τ is invertible then E(a,b,σ, τ, δ)E(a,b,σ, τ,0).
(2) If (σ−τ )(x)= αx for some α in k∗ and (σ−τ )(y)= 0 thenE(a,b,σ, τ, δ)
E(a,b,σ, τ, δ′), where δ′ is defined via the Leibnitz rule such that δ′(y)= 0
and δ′(x)= βyn for some β in k.
(3) If (σ − τ )(x)= y and (σ − τ )(y)= 0 then E(a,b,σ, τ, δ)E(a,b,σ, τ, δ′),
where δ′ is defined via the Leibnitz rule such that δ′(y)= 0 and δ′(x)= βxn
for some β in k.
(4) Any E(a,b,σ, τ, δ) is one of the forms (1)–(3) or of the form E(a,b,σ,σ, δ).
Proof. We require that δ is a (σ, τ ) derivation on k[x, y]. So δ satisfies the
equation
0 = δ(xy − yx)= (σ − τ )(x)δ(y)− (σ − τ )(y)δ(x).
If σ − τ is invertible, we can let m be the polynomial
δ(x)
/(
σ(x)− τ (x))= δ(y)/(σ(y)− τ (y)).
We then use Proposition 7.1 to replace δ with δ′ = δ −m(σ − τ ) to get δ′ = 0. If
σ − τ is not invertible, we may assume that it is in Jordan canonical form with
respect to the basis x, y and that y has eigenvalue zero. The above equation now
yields that (σ − τ )(x)δ(y)= 0 so if σ − τ is nonzero we have that δ(y)= 0. We
may replace δ(x) with δ′(x)= δ(x)−m(σ − τ )(x). If σ − τ is diagonalizable but
nonzero, we get case (2), and if σ − τ is not diagonalizable, we get case (3). The
final case (4) occurs when σ = τ . ✷
We define the tensor algebra of E, denoted T (E), as
T (E)=
∞⊕
i=0
H 0
(
Ei(O)),
where Ei denotes applying the functor E i times (by convention E0 is the
identity functor). This is clearly a k-vector space, and the multiplication is
defined as follows: Let α ∈ H 0(Ei(O)) and β ∈ H 0(Ej (O)). We may think of
H 0(Er(O))= Hom(O,Er(O)); then αβ = α◦Ei(β), where α :O→Ei(O) and
Ei(β) :Ei(O)→Ei+j (O) compose to give an element of Hom(O,Ei+j (O))=
H 0(Ei+j (O)).
Let us examine the multiplication in T (E(a, b,σ, τ, δ)) of two elements of
degree 1. Let α,β ∈H 0(E(O)) be denoted by row vectors; i.e.
α = (αa αb), β = (βa βb),
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where αa,βa ∈ H 0(O(a)) and αb,βb ∈ H 0(O(b)). Then αβ ∈ H 0(E2(O))
corresponds to the rank 4 row vector
(
αE(βa)
αE(βb)
)T
=

αaσ(βa)
αaδ(βa)+ αbτ(βa)
αaσ(βb)
αaδ(βb)+ αbτ(βb)

T
∈

H 0
(O(2a))
H 0
(O(a + b))
H 0
(O(b+ a))
H 0
(O(2b))

T
.
We want to compute T (E) for each of the possible E in Proposition 7.2.
First we need some general formulas. We write U = O(a), V = O(b) where
a < b. A basis of the sections of U and V will be denoted by u0, . . . , ua and
v0, . . . , vb , respectively. We must compute the quadratic relations in T (E). So we
are particularly concerned about the map
E : Hom(O,EO)→Hom(EO,E2O).
A map in
Hom
(
EO,E2O) Hom(U ⊕ V, (U ⊕U)⊕ (V ⊕U)⊕ (U ⊕ V )⊕ (V ⊕ V ))
may be written as a matrix acting on the right:(
Hom(U,U ⊗U) Hom(U,V ⊗U) Hom(U,U ⊗ V ) Hom(U,V ⊗ V )
Hom(V ,U ⊗U) Hom(V ,V ⊗U) Hom(V ,U ⊗ V ) Hom(V ,V ⊗ V )
)
.
Let uk ⊕ vl be in U ⊕ V . Then E(uk ⊕ vl) is the matrix(
σuk δuk σvl δvl
0 τuk 0 τvl
)
.
We denote the multiplication in T (E) by ∗. So
(ui ⊕ vj ) ∗ (uk ⊕ vl) = (ui ⊕ vj )⊗E(uk ⊕ vl)
= (ui vj )
(
σuk δuk σvl δvl
0 τuk 0 τvl
)
.
From this we get the following formulas:
ui ∗ uk = uiσuk ⊕ uiδuk ∈H 0
(
(U ⊗U)⊕ (V ⊗U)),
vj ∗ uk = vj τuk ∈H 0(V ⊗U),
ui ∗ vl = uiσvl ⊕ uiδvl ∈H 0
(
(U ⊗ V )⊕ (V ⊗ V )),
vj ∗ vl = vj τvl ∈H 0(V ⊗ V ).
We can use these equations to compute the relations in T (E). For simplicity
we will assume that a = 1 and so we only have u0, u1 as sections of U . We also
let b = n+ 1 and choose homogeneous coordinates x, y on P1 and our sections
of U and V so that u0 = y , u1 = x , and vi = xiyn+1−i .
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Proposition 7.3. Let a = 1, b = n + 1, then the algebra T (E) is generated by
u0, u1, v0, . . . , vn+1 , and satisfies the following relations:
τvj ∗ vl = τvl ∗ vj ,
τvi+1 ∗ u0 = τvi ∗ u1,
σu0 ∗ u1 − σu1 ∗ u0 = δu1 ∗ u0 − δu0 ∗ u1,
(σu0 + δu0) ∗ vi+1 = (σu1 + δu1) ∗ vi .
We would like to thank the referee for simplifying the calculation of the of the
last relation.
Proof. The first two other relations are immediately verified; so we compute the
third relation. Since δ is a (σ, τ )-derivation we have that
0 = δ(u0u1 − u1u0)
= σ(u0)δ(u1)+ δ(u0)τ (u1)− σ(u1)δ(u0)− δ(u1)τ (u0).
We see that
σu0 ∗ u1 − σu1 ∗ u0 = σ(u0)E(u1)− σ(u1)E(u0)
= σu0σu1 − σu1σu0 + σu0δu1 − σu1δu0
= δu1τu0 − δu0τu1.
The expression δu1τu0 is in V ⊗ U and so may be expressed in these terms.
Recall that δ :U → V . So δu1τu0 = δu1 ∗ u0.
Next we compute the fourth relation. Let u be in H 0(U) and let v be in H 0(V ).
Then we have that
σu ∗ v = σ(uv)⊕ σ(u)δ(v), δu ∗ v = 0⊕ δ(u)τ (v)
in H 0((U ⊗ V ) ⊕ (V ⊗ V )). Since δ is a (σ, τ )-derivation, we may add the
equations to obtain
(σ + δ)u ∗ v = σ(uv)⊕ δ(uv).
This expression depends only on the product uv, and since u0vi+1 = u1vi , we get
that
(σ + δ)u0 ∗ vi+1 = (σ + δ)u1 ∗ vi . ✷
When we map u0 → q , u1 → p and vi → xiyn+1−i , the above relations match
those described at the end of Section 3 when σ and δ are replaced with στ and δτ ,
respectively.
A quantum ruled surface as defined in [3] is given by the tensor algebra of a
rank two bimodule T (E), modulo the ideal generated by a quadratic relation Q.
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The quadratic relation is given by rank one bimodule with an injective map
Q→ E ⊗ E. The quotient bimodule algebra is denoted by T (E)/(Q). We now
compute the rank one bimodule Q. After doing this we will compare with the
algebra A˜1 to obtain the main result. From now on we will restrict to the case
that τ = id.
Theorem 7.4. Let E = E(1, n, σ, id, δ). Let Q commute with shifts and define
Q(O) = O(n + 2) and Q(f ) = σf for f in Hom(O,O(1)). We define a map
Q → E ⊗ E by the matrix (0,1,−1,0)T. The following relations hold in
T (E)/(Q):
σ(vi) ∗ u0 − u0 ∗ vi + u0δvi , σ (vi) ∗ u1 − u1 ∗ vi + u1δvi .
Note that the expression uj δvi is in V ⊗ V and can be expressed in the form∑
αij vi ∗ vj , but there is no general way to do this without considering a case by
case analysis.
Proof. To check the map is well defined one must check that the vector v =
(0,1,−1,0)T satisfies vQ(f ) = E2(f )v. The image of Q in E ⊗ E is of the
form ui ⊗ vj − vj ⊗ ui in (U ⊗ V )⊕ (V ⊗U). So expanding the above relation
gives
σ(vi) ∗ u0 − u0 ∗ vi + u0δvi = σ(vi)u0 − u0σvi − u0δvi + u0δvi
= 0. ✷
The main theorem now follows easily from the above calculations. Recall from
Section 3 that A˜1 is the (n+ 1)st Veronese of the algebra B ′ which is generated
by p,q, x, y .
Theorem 7.5. Let E = E(1, n + 1, σ, id, δ) be one of the bimodules in Theo-
rem 7.2, and let Q be as described in Theorem 7.4. Let A be one of the twistable
algebras of Theorem 2.11. Let A˜1 is the (n + 1)st Veronese of the algebra B ′
which is generated by p,q, x, y . Then the map u0 → q , u1 → p, vi → xiyn+1−i
defines an isomorphism of T (E)/(Q) with A˜1.
Proof. We simply combine all the calculations of the results of Theorems 7.3
and 7.4. ✷
The relations of Section 3 in the cases 1 and 6 in Theorem 2.11 come from
setting δ = 0. The case 2 of Theorem 2.11 corresponds to setting σ(x)= λx,
σ(y) = y , τ = id, and δ(x) = yn+1, δ(y) = 0. Case 7 of Theorem 2.11
corresponds to setting τ = id, σ(x) = x + y , σ(y) = y , δ(x) = xn+1, and
δ(y)= 0. Finally cases 4 and 5 of Theorem 2.11 are obtained from setting
τ = σ = id.
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