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ON ZETA FUNCTIONS COMPOSED BY THE HURWITZ AND
PERIODIC ZETA FUNCTIONS
TAKASHI NAKAMURA
Abstract. In this paper, we show the following;
(1) The periodic zeta function Lis(e
2piia) with 0 < a < 1/2 or 1/2 < a < 1 does not
vanish on the real line.
(2) All real zeros of Y (s, a) := ζ(s, a)−ζ(s, 1−a), O(s, a) := −iLis(e2piia)+iLis(e2pii(1−a))
and X(s, a) := Y (s, a) + O(s, a) with 0 < a < 1/2 are simple and only at the negative
odd integers.
(3) All real zeros of Z(s, a) := ζ(s, a)+ζ(s, 1−a) are simple and only at the non-positive
even integers if and only if 1/4 ≤ a ≤ 1/2.
(4) All real zeros of P (s, a) := Lis(e
2piia) + Lis(e
2pii(1−a)) are simple and only at the
negative even integers if and only if 1/4 ≤ a ≤ 1/2.
Moreover, the asymptotic behavior of real zeros of Z(s, a) and P (s, a) are studied
when 0 < a < 1/4. In addition, the complex zeros of these zeta functions are also
discussed when 0 < a < 1/2 is rational or transcendental. In addition, we give some
remarks related to the functional equations of the Riemann and Dedekind zeta functions,
and the extended Selberg class.
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1. Introduction and statement of main results
1.1. Real zeros of the Hurwitz and periodic zeta functions. Let s = σ+ it, where
σ, t ∈ R. Then the Riemann zeta function is defined by
ζ(s) :=
∞∑
n=1
1
ns
, σ > 1.
It is well known that ζ(s) is continued meromorphically and has a simple pole at s = 1
with residue 1. The Riemann zeta function ζ(s) satisfies the functional equation
ζ(1− s) = 2Γ(s)
(2pi)s
cos
(pis
2
)
ζ(s) (1.1)
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(see for instance [23, (2.1.8)]). Moreover, all real zeros of ζ(s) are simple and only at the
negative even integers. The Riemann hypothesis is a conjecture that the Riemann zeta
function ζ(s) has its non-real zeros only on the so-called critical line σ = 1/2.
Next we define the Hurwitz zeta function ζ(s, a) by
ζ(s, a) :=
∞∑
n=0
1
(n+ a)s
, σ > 1, 0 < a ≤ 1.
The Hurwitz zeta function ζ(s, a) is a meromorphic function with a simple pole at s = 1
whose residue is 1 (see for example [1, Section 12]). Note that all real zeros of ζ(s, 1/2)
are simple and only at the non-positive even integers.
Define the periodic zeta function Lis(e
2πia) by
Lis(e
2πia) :=
∞∑
n=1
e2πina
ns
, σ > 1, 0 < a ≤ 1
(see for instance [1, Exercise 12.2]). It should be mentioned that Lis(e
2πia) with 0 <
a < 1 is analytically continuable to the whole complex plane since the Dirichlet series
of Lis(e
2πia) converges uniformly in each compact subset of the half-plane σ > 0 when
0 < a < 1 (see for instance [14, p. 20]).
For real zeros of ζ(s, a) and Lis(z) with |z| ≤ 1, we can refer to [17, Section 1.1].
Recently, Matsusaka [15, Theorem 1.3] showed that for integers N ≤ −1, the Hur-
witz zeta function ζ(s, a) has real zeros in the interval (−N − 1,−N) if and only if
BN+1(a)BN+2(a) < 0, where BN(a) is the N -th Bernoulli polynomial. It should be noted
that the cases N = −1 and N = 0 are proved by the author in [17, Theorem 1.2] and [18,
Theorem 1.2], respectively.
By numerical calculation, we can see that the difference between two successive real
zeros of ζ(s, a) is not 2 in general, namely, the difference depends on 0 < a < 1. On the
contrary, it is well-known that the gap between consecutive real zeros of ζ(s) is 2 by the
functional equation (1.1) and the fact that ζ(s) does not vanish on the real line if σ ≥ 0.
Moreover, the difference between two successive real zeros of Dirichlet L-function L(s, χ)
is 2 if we assume the non-existence of any real zero of L(s, χ) in the interval (0, 1). As an
uncodinitional result, Conrey and Soundararajan [4] proved that a positive proportion of
real primitive Dirichlet characters χ, the associated Dirichlet L-function L(s, χ) does not
vanish on the positive real axis.
1.2. Main results. For 0 < a ≤ 1/2, let
Z(s, a) := ζ(s, a) + ζ(s, 1− a), P (s, a) := Lis(e2πia) + Lis(e2πi(1−a))
Y (s, a) := ζ(s, a)− ζ(s, 1− a), O(s, a) := −i(Lis(e2πia)− Lis(e2πi(1−a))),
X(s, a) := Y (s, a) +O(s, a) = ζ(s, a)− ζ(s, 1− a)− i(Lis(e2πia)− Lis(e2πi(1−a))).
By the definitions, one has Y (s, 1/2) ≡ O(s, 1/2) ≡ X(s, 1/2) ≡ 0. In addition, it is
proved that the functions Y (s, a), O(s, a) and X(s, a) are entire in Section 3.3. Further-
more, it is showed in [20, Appendix] that Z(s, |a|) appears as the spectral density of some
stationary self-similar Gaussian distributions.
In the present paper, we prove the following four main theorems which describe real
zeros of the zeta-functions Lis(e
2πia), Y (s, a), O(s, a), X(s, a) Z(s, a) and P (s, a). It
should be emphasised that the gap between consecutive real zeros of Y (s, a), O(s, a),
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X(s, a) with 0 < a < 1/2, and Z(s, a) and P (s, a) with 1/4 ≤ a ≤ 1/2 is always 2,
namely, the the gaps do not depend on a just like the Riemann zeta function.
Theorem 1.1. When 0 < a < 1/2 or 1/2 < a < 1, the periodic zeta function Lis(e
2πia)
does not vanish on the real line.
The theorem above asserts the non-existence of any real zero of Lis(e
2πia). On the
contrary, the theorem below can be regarded as an analogue of the well-know fact that
the all real zeros of any Dirichlet L-function L(s, χ) with ℜ(s) < 0 are only at the negative
odd integers if χ is a primitive character with χ(−1) = −1 (see Section 1.1).
Theorem 1.2. All real zeros of the functions Y (s, a), O(s, a) and X(s, a) with 0 < a <
1/2 are simple and only at the negative odd integers.
As analogues of the real zeros of the Riemann zeta function ζ(s) or Dirichlet L-functions
L(s, χ) with primitive characters satisfying the condition χ(−1) = 1, we have the following
two statements.
Theorem 1.3. All real zeros of the function Z(s, a) are simple and only at the non-
positive even integers if and only if 1/4 ≤ a ≤ 1/2.
Theorem 1.4. All real zeros of the function P (s, a) are simple and only at the negative
even integers if and only if 1/4 ≤ a ≤ 1/2.
Next we consider the zeta function Z(s, a) and P (s, a) with 0 < a < 1/4. The asymp-
totic behavior of real zeros βZ(a) and βP (a) below are given in (3) of Propositions 4.5,
4.6 and 4.7 (see also Propositions 4.8 and 4.9).
Proposition 1.5. Assume 0 < a < 1/4. Then the function Z(s, a) have real zeros at the
non-positive integers and another real zero βZ(a) in the open interval (−∞, 1) which does
not appear in Theorem 1.3.
Proposition 1.6. Suppose 0 < a < 1/4. Then the function P (s, a) have precisely one
simple real zero βP (a) in (0,∞). Furthermore, all real zeros in (−∞, 0) of the function
P (s, a) are simple and only at the negative even integers.
At the end of this subsection, we discuss the complex or non-real zeros of the zeta
functions Y (s, a), O(s, a), X(s, a) Z(s, a) and P (s, a). Define the Dirichlet characters
χ−3, χ−4 and χ−6 by
χ−3(n) :=


1 n ≡ 1 mod 3,
−1 n ≡ 2 mod 3,
0 otherwise,
χ−4(n) :=


1 n ≡ 1 mod 4,
−1 n ≡ 3 mod 4,
0 otherwise,
χ−6(n) :=


1 n ≡ 1 mod 6,
−1 n ≡ 5 mod 6,
0 otherwise.
Then we define the Dirichlet L-function by L(s, χ−k) :=
∑∞
n=1 χ−k(n)n
−s for k = 3, 4, 6
and ℜ(s) > 1. These functions can be continued to holomorphic functions on the whole
complex plane by analytic continuation. For k = 3, 4, the Generalized Riemann hypothesis
for L(s, χ−k) are conjectures that L(s, χ−k) have their non-real zeros only on the critical
line σ = 1/2. Furthermore, the Generalized Riemann hypothesis for L(s, χ−6) states that
4 T. NAKAMURA
all non-real zeros of L(s, χ−6) are only on the vertical lines σ = 1/2 and σ = 0 (see Section
3.1). For a = 1/6, 1/4, 1/3 and 1/2, we have the following.
Proposition 1.7. Suppose that a = 1/6, 1/4, 1/3 or 1/2. Then the Riemann hypothesis
is true if and only if
• all non-real zeros of Z(s, a) are on the vertical lines σ = 1/2 and σ = 0, or
• all non-real zeros of P (s, a) are on the vertical lines σ = 1/2 and σ = 1.
Proposition 1.8. Assume that a = 1/6, 1/4 or 1/3.
• For each k = 3, 4, all non-real zeros of Y (s, 1/k) and O(s, 1/k) are on the vertical line
σ = 1/2 if and only if the Generalized Riemann hypothesis for L(s, χ−k) is true.
• All non-real zeros of Y (s, 1/6) and O(1− s, 1/6) are on the vertical lines σ = 1/2 and
σ = 0 if and only if the Generalized Riemann hypothesis for L(s, χ−6) is true.
• For each k = 3, 4, 6, all non-real zeros of X(s, 1/k) are on the vertical line σ = 1/2
if and only if the Generalized Riemann hypothesis for L(s, χ−k) is true.
On the contrary, when a 6= 1/2, 1/3, /1/4, 1/6, we have the following for non-periodic
complex zeros of the functions Lis(e
2πia), O(s, a), Y (s, a) and X(s, a), Z(s, a) and P (s, a).
Proposition 1.9. Let a ∈ Q ∩ (0, 1/2) \ {1/6, 1/4, 1/3}. Then for any δ > 0, there exist
positive constants C♭a(δ) and C
♯
a(δ) such that the function P (s, a) has more than C
♭
a(δ)T
and less than C♯a(δ)T complex zeros in the rectangle 1 < σ < 1 + δ and 0 < t < T if T
is sufficiently large. Moreover, for any 1/2 < σ1 < σ2 < 1, there are positive numbers
C♭a(σ1, σ2) and C
♯
a(σ1, σ2) such that the function P (s, a) has more than C
♭
a(σ1, σ2)T and
less than C♯a(σ1, σ2)T non-trivial zeros in the rectangle σ1 < σ < σ2 and 0 < t < T when
T is sufficiently large.
Furthermore, the function Lis(e
2πia) with a ∈ Q ∩ (0, 1/2), the functions O(s, a) and
X(s, a) with a ∈ Q∩ (0, 1/2) \ {1/6, 1/4, 1/3}, and the functions Z(s, a) and Y (s, a) with
a ∈ (0, 1/2) \Q or a ∈ Q ∩ (0, 1/2) \ {1/6, 1/4, 1/3} have the property mentioned above.
1.3. Remarks. When 0 < r < q are relatively prime integers, we have
ζ(s, r/q) =
∞∑
n=0
1
(n+ r/q)s
=
∞∑
n=0
qs
(r + qn)s
=
qs
ϕ(q)
∑
χ mod q
χ(r)L(s, χ),
Lis(e
2πir/q) = q−s
q∑
n=1
e2πirn/qζ(s, n/q) =
1
ϕ(q)
∑
χ mod q
G(χ)L(s, χ),
(1.2)
where ϕ is the Euler totient function, χ is a Dirichlet character, L(s, χ) is the Dirichlet
L-function and G(χ) the Gauss sum associated to χ. Note that ϕ(q) ≤ 2 if and only if
q = 1, 2, 3, 4, 6. For 0 < 2r ≤ q, one has
Z(s, r/q) =
qs
ϕ(q)
∑
χ mod q
(
1 + χ(−1))χ(r)L(s, χ),
P (s, r/q) =
1
ϕ(q)
∑
χ mod q
(
1 + χ(−1))G(χ)L(s, χ),
(1.3)
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by (1.2). Furthermore, for 0 < 2r < q, it holds that
Y (s, r/q) =
qs
ϕ(q)
∑
χ mod q
(
1− χ(−1))χ(r)L(s, χ),
O(s, r/q) =
−i
ϕ(q)
∑
χ mod q
(
1− χ(−1))G(χ)L(s, χ).
(1.4)
On the contrary, it holds that
L(s, χ) =
q∑
r=1
∞∑
n=0
χ(r + nq)
(r + nq)s
=
q∑
r=1
χ(r)
∞∑
n=0
1
(r + nq)s
= q−s
q∑
r=1
χ(r)ζ(s, r/q),
L(s, χ) =
1
G(χ)
∞∑
n=1
q∑
r=1
χ(r)e2πirn/q
ns
=
1
G(χ)
q∑
r=1
χ(r)Lis(e
2πir/q).
(1.5)
Suppose that χ is even, namely, χ(−1) = 1. Then we have
2qsL(s, χ) =
q∑
r=1
χ(r)ζ(s, r/q) +
q∑
r=1
χ(q − r)ζ(s, 1− r/q)
=
q∑
r=1
χ(r)
(
ζ(s, r/q) + ζ(s, 1− r/q)
)
=
q∑
r=1
χ(r)Z(s, r/q)
from (1.5) and χ(q − r) = χ(−r) = χ(r). Similarly, one has
2G(χ)L(s, χ) =
q∑
r=1
χ(r)Lis(e
2πir/q) +
q∑
r=1
χ(q − r)Lis(e2πi(q−r)/q)
=
q∑
r=1
χ(r)
(
Lis(e
2πir/q) + Lis(e
2πi(q−r)/q)
)
=
q∑
r=1
χ(r)P (s, r/q).
Therefore, when χ(−1) = 1, we have
L(s, χ) =
1
2qs
q∑
r=1
χ(r)Z(s, r/q),
L(s, χ) =
1
2G(χ)
q∑
r=1
χ(r)P (s, r/q).
(1.6)
Similar arguments apply to the case χ(−1) = −1. Thus, if χ(−1) = −1, one has
L(s, χ) =
1
2qs
q∑
r=1
χ(r)Y (s, r/q),
L(s, χ) =
−i
2G(χ)
q∑
r=1
χ(r)O(s, r/q).
(1.7)
Hence, we have the following remark from (1.6) and (1.7).
Remark. The L-functions Z(s, r/q), P (s, r/q), Y (s, r/q), O(s, r/q) and X(s, r/q) essen-
tially can be expressed as a linear combination of Dirichlet L-functions. Moreover, the
Dirichlet L-function essentially can be written by a linear combination of the L-functions
Z(s, r/q), P (s, r/q), Y (s, r/q) and O(s, r/q).
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We have the following remark by theorems in Section 1.2, the equations (1.6) and (1.7).
Remark. By Theorem 1.2, the functions Y (s, a) and O(s, a) do not vanish in the open set⋃
n∈Z(n, n + 1). Hence, form (1.7), it is natural to expect that L(s, χ) with χ(−1) = −1
does not vanish there, especially in the open interval (0, 1), since the all functions Y (s, a)
and O(s, a) with 0 < a < 1/2, and L(s, χ) with odd characters do not have zeros in⋃
06=n∈Z(n, n + 1). On the contrary, the functions Z(s, a) and P (s, a) have real zeros in⋃
n∈Z(n, n + 1) when 0 < a < 1/6 or 1/6 < a < 1/4 from Theorems 1.3, 1.4 and
Z(0, 1/6) = P (1, 1/6) = 0 (1.8)
which is proved (4.4) and (4.8). Recall that L(s, χ) with χ(−1) = 1 can be expressed as
a linear combination of Z(s, r/q) and P (s, r/q) form (1.6). Hence, there is a possibility
that these facts above are related to the difficulty of proving the non-existence of real
zeros for Dirichlet L-functions, especially with even characters, in the interval (0, 1).
This paper is organized as follows. In Section 2, we give some corollaries of the theorems
above and remarks related to the functional equations of the Riemann and Dedekind zeta
functions, and the extended Selberg class. We give proofs of Proposition 1.8, Theorems
1.1 and 1.2 in Section 3. We prove Theorems 1.3 and 1.4, Propositions 1.5, 1.6, 1.7 and
1.9 in Section 4.
2. Functional equations and related topics
In the previous section, we discuss zeros of zeta functions Z(s, a), O(s, a), Y (s, a),
O(s, a) and X(s, a). Meanwhile, we treat the functional equation and ‘product property’
of these zeta functions in this section. For example, we show that neither q−sZ(s, r/q))
nor P (s, r/q) is an element of the extended Selberg class but q−sZ(s, r/q)P (s, r/q) written
by their products belongs to the extended Selberg class when 0 < r < q are relatively
prime integers.
In Section 2.1, we give zeta functions which have the functional equation exactly the
same type of (1.1) by using Z(s, a), O(s, a), Y (s, a), O(s, a) and X(s, a). In Section
2.2, we construct (infinitely many) L-functions satisfy the conditions introduce by Heck
and Knopp. In Section 2.3, we construct zeta functions which have functional equations
exactly the same type of ones for Dedekind zeta functions by using Z(s, a), O(s, a),
Y (s, a), O(s, a) and X(s, a). In Section 2.4, we construct L-functions in the extended
Selberg class of degree 2 whose all real zeros of are only at the non-positive even or odd
integers but infinitely many complex zeros are in the half-planes σ > 1 and σ < 0, and
strips 0 < σ < 1/2 and 1/2 < σ < 1.
2.1. Functional equation of the Riemann zeta function. We define the functions
S(s, a) :=
Z(s, a)P (s, a)
ζ(s)
, T (s, a) :=
ζ3(s)
Z(s, a)P (s, a)
.
Then, from (1.1), (4.9) and (4.10), one has
S(1− s, a) = 2Γ(s)
(2pi)s
cos
(pis
2
)
S(s, a), T (1− s, a) = 2Γ(s)
(2pi)s
cos
(pis
2
)
T (s, a),
which completely coincide with the functional equation (1.1) if we replace S(s, a) and
T (s, a) with ζ(s) (see also [19, Sections 2.1 and 2.2]). These are the simplest examples
composed by ζ(s), Z(s, a) and P (s, a) which fulfill the functional equation (1.1). Next we
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consider generalizations of the examples above. Define N(σ, T ) to be the number of zeros
β+ iγ of the Riemann zeta-function ζ(s) such that β > σ and 0 < t < T . It is well-known
that N(1, T ) = 0 and
N(σ, T ) = O
(
T 4σ(1−σ)+ε
)
any fixed σ in 1/2 < σ < 1 (see for example [23, Theorem 9.17]). Hence, we have the
following by Theorems 1.3 and 1.4, Proposition 1.9, and the fact that the function 1/ζ(s)
has a simple zero at s = 1.
Corollary 2.1. The function S(s, a) has simple real zeros only at the non-positive even
integers if and only if 1/4 ≤ a ≤ 1/2. The function T (s, a) has the real pole of order 2
only at s = 1 and the real pole of order 1 only at s = 0 if and only if 1/4 ≤ a ≤ 1/2.
Furthermore, the functions S(s, a) and T (s, a) with a ∈ (0, 1/2)\Q or a ∈ Q∩(0, 1/2)\
{1/6, 1/4, 1/3} have complex zeros and complex poles respectively, in the half-planes σ > 1
and σ < 0, and the strips 1−σ2 < σ < 1−σ1 and σ1 < σ < σ2, where 1/2 < σ1 < σ2 < 1.
Moreover, define the functions
F (s, a) :=
Z(s, a)P (s, a)
ζ2(s)
, 0 < a ≤ 1/2,
G(s, a) :=
Y (s, a)O(s, a)
X2(s, a)
, 0 < a < 1/2.
Then from the functional equations (3.9), (3.11), (3.14), (4.9) and (4.10), one has
F (1− s, a) = F (s, a), G(1− s, a) = G(s, a).
The two equalities above should be compared with the functional equation of the (mod-
ified) nonholomorphic (or real analytic) Eisenstein series (see for example [3, Definition
10.4.1 and Corollary 10.4.4]). Therefore, the functions
S(n ; s,a) := S(s, a1)F (s, a2)
n1G(s, a3)
n2 ,
T (n ; s,a) := T (s, a1)F (s, a2)
n1G(s, a3)
n2 ,
where 0 < a1, a2 ≤ 1/2, 0 < a3 < 1/2, n1 and n2 are integers, satisfy the following
functional equations
S(n ; s,a) =
2Γ(s)
(2pi)s
cos
(pis
2
)
S(n ; 1− s,a),
T (n ; s,a) =
2Γ(s)
(2pi)s
cos
(pis
2
)
T (n ; 1− s,a).
(2.1)
2.2. Hamburger’s, Hecke’s and Knopp’s theorems. In 1921, Hamburger [7] showed
that ζ(s) is characterized by the functional equation (1.1) (see also Titchmarsh [23, Section
2.13]). His theorem can be rewritten as that the following conditions characterize ζ(2s)
up to a constant factor (see also [12, Section 1]):
(1): The function φ(s) is meromorphic and the function P (s)φ(s) is an entire func-
tion of finite genus with a suitable polynomial P (s).
(2): The function R(s) = pi−sΓ(s)φ(s) fulfills the functional equation
R(s) = R(1/2− s).
(3a): The both functions φ(s) and φ(s/2) can be expanded in a Dirichlet series that
converges in some half-plane.
Hecke [8] proved that the condition (3a) can be replaced by
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(3b): The function φ(s) can be expanded in a Dirichlet series converges somewhere
and the only pole allowed for φ(s/2) is s = 1.
In [12, Theorem 1], Knopp showed that there exist infinitely many linearly independent
solutions which satisfy (1), (2) and
(3): The function φ(s) can be expanded in a Dirichlet series converges somewhere.
In [19, Section 2.2], the author proved there are infinitely many linearly independent
solutions satisfy (1), (2),
(3a’): The both functions φ(s) and φ(s/2) can be expanded in a general Dirichlet
series that converges in some half-plane.
(0): The function φ(s) has infinitely many zeros on the critical line.
In this subsection, we construct (infinitely many) L-functions satisfy (2) and (3a) or (3)
by using functions appeared in Section 2.1. It should be noted that Knopp did not give
any explicit representation of the functions satisfy (1), (2) and (3) since his proof depends
in an essential way on the Riemann-Hecke correspondence between Dirichlet series with
functional equations and modular forms, as extended by Bochner [2].
By (1.3), when 0 < 2r ≤ q and σ > 1, the function
q−sS(s, r/q) =
q−sZ(s, r/q)P (s, r/q)
ζ(s)
can be expressed as a Dirichlet series of the form
∑∞
n=1 a(n)n
−s, where a(n) ∈ R since
one has 1/ζ(s) =
∑∞
n=1 µ(n)n
−s, where µ(n) is the Mo¨bius function (see for instance [23,
(1.1.4)]). Put H(s, q) := (qs+ q1−s)−1. Then we obviously have H(1− s, q) = H(s, q) and
qsH(s, q) =
qs
qs + q1−s
=
1
1 + q1−2s
=
∞∑
k=0
(−q)k
q2ks
if σ > 1/2. Therefore, S(s, r/q)H(s, q) can be written as a Dirichlet series when σ > 1. We
remark that qsH(s, q) has infinitely many poles on the vertical line σ = 1/2. Furthermore,
from (2.1), the function S(s, r/q)H(s, q) satisfies the functional equation
S(1− s, r/q)H(1− s, q) = 2Γ(s)
(2pi)s
cos
(pis
2
)
S(s, r/q)H(s, q).
For q ≥ 3, we consider the function qsG(s, r/q) written as
qsG(s, r/q) =
q−sY (s, r/q)O(s, r/q)
q−2sX2(s, 1/q)
.
From (1.4) and the definition of X(s, r/q), the function q−2sX2(s, r/q) can be written
by a Dirichlet series of the form
∑∞
n=1 b(n)n
−s, where b(n) ∈ R. Furthermore, one has
b(1) 6= 0 if r = 1 and q ≥ 3. From [13, Satz 12] (see also [5, Theorem 3]), the function
q2sX−2(s, 1/q) can also be expressed as a Dirichlet series in some half-plane. Thus, by
(2.1), the function S(s, r/q)G(s, r′/q) fulfills (3a) and the functional equation
S(1− s, r/q)G(1− s, r′/q) = 2Γ(s)
(2pi)s
cos
(pis
2
)
S(s, r/q)G(s, r′/q),
where 0 < r′ < q are relatively prime integers. However, the function S(s, r/q)G(s, r′/q)
does not have a Dirichlet series expression when σ − 1 > 0 is sufficiently small by poles
caused by X−2(s, 1/q), namely, zeroes of X(s, 1/q) whose existence is guaranteed by
ON ZETA FUNCTIONS COMPOSED BY THE HURWITZ AND PERIODIC ZETA FUNCTIONS 9
Proposition 1.9. Note that X−2(s, 1/q) has no zeros on the real line sine X(s, 1/q) is an
entire function. We can apply a similar argument for the functions
T (s, 1/q)
H(s, q)
=
ζ3(s)
q−sZ(s, 1/q)P (s, 1/q)
× q−s(qs + q1−s),
T (s, 1/q)
G(s, 1/q)
=
ζ3(s)
q−sZ(s, 1/q)P (s, 1/q)
× q
−2sX2(s, 1/q)
q−sY (s, 1/q)O(s, 1/q)
.
Therefore, we have the following.
Corollary 2.2. Let r and q be relatively prime positive integers . Then the L-functions
S(2s, r/q)H(2s, q) and T (2s, 1/q)/H(2s, q) satisfy (2) and (3a) or (3). Moreover, The
functions S(2s, r/q)G(2s, r′/q) and T (2s, 1/q)/G(2s, 1/q), where q ≥ 3 and 0 < r′ < q
are relatively prime integers, fulfill the conditions (2) and (3a) or (3).
In addition, all real zeros of the L-functions S(s, r/q)H(s, q) and S(s, r/q)G(s, r′/q)
with q ≥ 3 and 0 < r′ < q are relatively prime integers are simple and only at the
non-positive even integers if and only if 1/4 ≤ r/q ≤ 1/2.
2.3. Functional equation of the Dedekind zeta function. First, we give a review
of the definition and the functional equation of the Dedekind zeta function. Let K be an
algebraic number field. Its Dedekind zeta function is defined for ℜ(s) > 1 by the series
ζK(s) =
∑
I⊂OK
1
(NK/Q(I))s
,
where I ranges through the non-zero ideals of the ring of integers OK of K and NK/Q(I)
denotes the absolute norm of I. This sum converges absolutely when ℜ(s) > 1. Let DK
be the discriminat of K and r1 (resp. r2) denote the number of real places (resp. complex
places) of K. Then the Dedekind zeta function ζK(s) satisfies the following functional
equation (see [21, Chap. VII, (5.11) Corollary]). Now put
A(r1, r2 ; s) :=
2r1+2r2Γ(s)r1+2r2
(2pi)(r1+2r2)s
(
cos
pis
2
)r1+r2(
sin
pis
2
)r2
.
Then it holds that
ζK(1− s) = |DK |s−1/2A(r1, r2 ; s)ζK(s). (2.2)
As the simplest example, we have ζQ(s) = ζ(s). Next, let K = Q(
√
D) be a quadratic
field of discriminant D. Then one has
ζK(s) = ζ(s)L(s, χD),
where L(s, χD) is the Dirichlet L-function with the Legendre–Kronecker character χD (see
for instance [3, Proposition 10.5.5]). Furthermore, we have
ζQm(s) =
∏
χ mod m
L(s, χf),
where χf is the primitive character associated with χ when Qm be the m-th cyclotomic
field (see [3, Theorem 10.5.22]). The extended Riemann hypothesis asserts that for every
number field K if ζK(s) = 0 and 0 < ℜ(s) < 1 then one has ℜ(s) = 1/2.
Let C be a non-zero complex number or an integer, l1, l2, l3 and l4 be integers with
2l1 + l3 ≥ 0, 2l2 + l4 ≥ 0 and min{2l1 + l3, 2l2 + l4} ≥ 1 (see the functional equation (2.3
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below). And for 0 < a < 1/2, we put
ζD(l ; s, a) := |C|−s/2Z l1+l2(s, a)P l1+l2(s, a)ζ l3+l4(s)Y l2(s, a)Ol2(s, a)X l4(s, a).
From (3.9), (3.11), (3.14), (4.9) and (4.10), one has
ζD(l ; 1− s, a) = |C|s−1/2A(2l1 + l3, 2l2 + l4 ; s)ζD(l ; s, a). (2.3)
The functional equation above of ζD(l ; s, a) should be compared with (2.2). The zeros
and poles of ζD(l ; s, a) on the real line can be determined by Theorems 1.2, 1.3 and 1.4,
and Propositions 1.5 and 1.6. Note that one has
Z(0, 1/6)P (0, 1/6) = Z(1, 1/6)P (1, 1/6) = 0 (2.4)
by (4.4) and (4.8). We have the following from the equation above, Theorems 1.2, 1.3
and 1.4, Propositions 1.7, 1.8 and 1.9.
Corollary 2.3. When l1, l2 and l4 are non-negative and min{l1, l2} ≥ 1, the zeta function
ζD(l ; s, a) with a ∈ (0, 1/2) \Q or a ∈ Q ∩ (0, 1/2) \ {1/6, 1/4, 1/3} has complex zeros in
the half-planes σ > 1 and σ < 0, and the strips 0 < σ < 1/2 and 1/2 < σ < 1.
Moreover, when 2l1+ l3 ≥ 1 and 2l2 + l4 ≥ 1, all real zeros of ζD(l ; s, a) are only at the
non-negative integers if and only if 1/4 ≤ a < 1/2.
2.4. The extended Selberg class. Recall the definition of the extended Selberg class
(see for example [9, Section 2.1]). The extended Selberg class S♯ consists of functions
L(s) defined by a Dirichlet series
∑∞
n=1 a(n)n
−s satisfying the following axioms:
(S1) (Absolute convergence): The Dirichlet series converges absolutely when σ > 1;
(S2) (Analytic continuation): There exists a non-negative integer m such that
(s− 1)mL(s) is an entire function of finite order;
(S3) (Functional equation): There is a gamma factor of the form
γ(s) := Qs
k∏
j=1
Γ(λjs+ µj),
where Q, λj ∈ R, and µj ∈ C with ℜ(µj) ≥ 0, as well as a so-called root number
|θ| = 1, such that the function Λ(s) := γ(s)L(s) satisfies
Λ(s) = θΛ(1− s).
The degree dL and conductor qL of the L-function L(s) in the extended Selberg class S♯
are defined by
dL := 2
k∑
j=1
λj and qL := (2pi)
dLQ2
k∑
j=1
λ
2λj
j ,
respectively (see the third axiom). Note that the degree and the conductor of the Riemann
zeta function are 1. The Dirichlet L-function with a primitive character χ (mod q) is a L-
function in S♯ with degree 1 and conductor q. The degree and conductor of the Dedekind
zeta function ζK(s) are the degree of the extension [K : Q] and the absolute value of the
discriminat DK , respectively.
Now let r and q be relatively prime positive integers and satisfy 2r ≤ q, and put
ζevS (s, r/q) := q
−sZ(s, r/q)P (s, r/q),
ζodS (s, r/q) := q
−sY (s, r/q)O(s, r/q).
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From the relations (1.3) and (1.4) and the functional equations (3.9), (3.11), (3.14), (4.9)
and (4.10), we can see that
q−sX(s, r/q), ζevS (s, r/q), ζ
od
S (s, r/q) ∈ S♯. (2.5)
It should be emphasised that one has
q−sZ(s, r/q), P (s, r/q), q−sY (s, r/q), O(s, r/q) 6∈ S♯
by the functional equations mentioned above even though they can be written by a Dirich-
let series of the form
∑∞
n=1 a(n)n
−s and fulfill the axioms (S1) and (S2) above. When
q ≥ 3 and 2r < q, the degree and conductor of q−sX(s, r/q) are 1 and q, respectively
by (1.4) and the functional equations of Dirichlet L-functions (see for instance [9, (1.2)]).
Furthermore, ζevS (s, r/q) and ζ
od
S (s, r/q) with q ≥ 3 and 2r < q are L-functions from S♯
with degree 2 and conductor q2.
Note that in [11, Theorem], Kaczorowski and Perelli proved that every normalized
function of degree 2 and conductor 1 in the extended Selberg class S♯ has real coefficients,
and certain invariants agree with those of the L-functions of cusp forms for the full modular
group. On the other hand, it is expected that the L-functions ζevS (s, r/q) and ζ
od
S (s, r/q)
with r/q ∈ (0, 1/2) \ {1/6, 1/4, 1/3} are primitive, namely, these functions can not be
written as a product of L-functions from S♯ of degree 1. Hence, we can expect that
it is hard to determine all L-functions of the extended Selberg class with degree 2 and
conductor q ≥ 2 since the presumption above implies that it contains many L-functions
such as ζevS (s, r/q) and ζ
od
S (s, r/q).
By (2.4), Theorems 1.2, 1.3 and 1.4, and Propositions 1.7, 1.8 and 1.9, we have the
following which implies that the L-functions q−sX(s, r/q), ζevS (s, r/q) and ζ
od
S (s, r/q) do
not have the Euler product in the region of absolute convergence when r/q ∈ (0, 1/2) \
{1/6, 1/4, 1/3}, and do not have so-called Siegel zeros, in other words, these functions do
not vanish on the real line very near to 1 if 1/4 ≤ r/q ≤ 1/2.
Corollary 2.4. Let 0 < r < q be relatively prime positive integers. Then all real zeros
of the L-function ζevS (s, r/q) ∈ S♯ are only at the non-positive even integers if and only if
1/4 ≤ r/q ≤ 1/2. Moreover, all real zeros of the L-function q−sX(s, r/q), ζodS (s, r/q) ∈
S♯ only at the negative odd integers when 0 < r/q < 1/2. However, the L-functions
q−sX(s, r/q), ζevS (s, r/q) and ζ
od
S (s, r/q) have complex zeros in the half-planes σ > 1 and
σ < 0, and strips 0 < σ < 1/2 and 1/2 < σ < 1 when r/q ∈ (0, 1/2) \ {1/6, 1/4, 1/3}.
3. Proofs of the main results of Lis(e
2πia), Y (s, a) and O(s, a)
3.1. Proof of Proposition 1.8. For each k = 3, 4, 6, we show that Y (s, 1/k), O(s, 1/k)
and X(s, 1/k) can be essentially expressed as L(s, χ−k).
Proof of Proposition 1.8. Let a = 1/3 and ℜ(s) > 1. Then one has
Y (s, 1/3) =
∞∑
n=0
1
(n+ 1/3)s
−
∞∑
n=0
1
(n+ 2/3)s
= 3s
∞∑
n=0
1
(3n+ 1)s
− 3s
∞∑
n=0
1
(3n+ 2)s
= 3sL(s, χ−3).
In addition, it holds that
O(s, 1/3) =
∞∑
n=1
e2πin/3
ins
−
∞∑
n=1
e−2πin/3
ins
=
∞∑
n=0
√
3
(3n+ 1)s
−
∞∑
n=0
√
3
(3n+ 2)s
=
√
3L(s, χ−3).
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Therefore, we have
X(s, 1/3) = Y (s, 1/3) +O(s, 1/3) =
(
3s +
√
3
)
L(s, χ−3).
Now we put a = 1/4. Then it holds that
Y (s, 1/4) =
∞∑
n=0
1
(n+ 1/4)s
−
∞∑
n=0
1
(n+ 3/4)s
= 4sL(s, χ−4)
for ℜ(s) > 1. Moreover, one has
O(s, 1/4) =
∞∑
n=1
e2πin/4
ins
−
∞∑
n=1
e−2πin/4
ins
=
∞∑
n=0
2
(4n+ 1)s
−
∞∑
n=0
2
(4n+ 3)s
= 2L(s, χ−4).
Hence, we can easily see that
X(s, 1/4) = Y (s, 1/4) +O(s, 1/4) =
(
4s + 2
)
L(s, χ−3).
Finally, consider the case a = 1/6. For ℜ(s) > 1, we have
Y (s, 1/6) =
∞∑
n=0
1
(n+ 1/6)s
−
∞∑
n=0
1
(n+ 5/6)s
= 6s
∞∑
n=0
1
(6n+ 1)s
− 6s
∞∑
n=0
1
(6n+ 5)s
= 6sL(s, χ−6) = 6
s
(
1 + 2−s
)
L(s, χ−3) =
(
6s + 3s
)
L(s, χ−3)
(see for instance [3, Lemma 10.2.1]). On the other hand, one has
O(s, 1/6) =
∞∑
n=1
e2πin/6
ins
−
∞∑
n=1
e−2πin/6
ins
=
∞∑
n=0
√
3
(6n+ 1)s
+
∞∑
n=0
√
3
(6n+ 2)s
−
∞∑
n=0
√
3
(6n+ 4)s
−
∞∑
n=0
√
3
(6n+ 5)s
=
√
3L(s, χ−6) + 2
−s
√
3L(s, χ−3) =
√
3
(
1 + 21−s
)
L(s, χ−3).
Therefore, one has
X(s, 1/6) = Y (s, 1/6) +O(s, 1/6) =
(
6s + 3s +
√
3(1 + 21−s)
)
L(s, χ−3).
Now we show the function
6s + 3s +
√
3(1 + 21−s) = 3s
(
1 + 2s
)
+
√
3(1 + 21−s)
has zeros only on the vertical line σ = 1/2. Put
f(s) :=
3s√
3
, g(s) :=
1 + 21−s
1 + 2s
.
Obviously, one has |f(s)| = 1 for σ = 1/2, |f(s)| > 1 if σ > 1/2 and |f(s)| < 1 when
σ < 1/2, and |g(s)| = 1 for σ = 1/2. Now we show that |g(s)| < 1 when σ > 1/2 and
|g(s)| > 1 when σ < 1/2. Suppose σ > 1/2 and cos(t log 2) ≥ 0. Then, by
g(σ + it) =
1 + 21−σ cos(t log 2)− i21−σ sin(t log 2)
1 + 2σ cos(t log 2) + i2σ sin(t log 2)
,
we have |g(s)| < 1. Next assume σ > 1/2 and −1 ≤ cos(t log 2) < 0. In this case, we only
have to show the inequality
1 + 22−σ cos(t log 2) + 22−2σ < 1 + 21+σ cos(t log 2) + 22σ
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which is equivalent to (
22−σ − 21+σ) cos(t log 2) < 22σ − 22−2σ.
From the following factorization
22σ − 22−2σ − (21+σ − 22−σ) = 2−2σ(22σ − 2)(22σ − 21+σ + 2)
= 2−2σ(22σ − 2)((2σ − 1)2 + 1),
for σ > 1/2 and −1 ≤ cos(t log 2) < 0, we get(
22−σ − 21+σ) cos(t log 2) ≤ 21+σ − 22−σ < 22σ − 22−2σ.
Therefore, we have |g(s)| < 1 when σ > 1/2. By using g(1− s) = 1/g(s), we immediately
obtain |g(s)| > 1 when σ < 1/2. 
3.2. Proof of Theorem 1.1. Let 0 < a < 1. For σ > 0, it is known that
Lis(e
2πia) =
∞∑
n=1
e2πina
ns
=
e2πia
Γ(s)
∫ ∞
0
xs−1
ex − e2πiadx (3.1)
(see for example [17, (2.9)]). It should be noted that the series
∑∞
n=1 n
−se2πina with
0 < a < 1 converges uniformly on compact subsets in the half-plane σ > 0 by Abel’s
summation formula (see for instance [14, p. 20]). From the following functional equation
Lis(e
2πia) =
Γ(1− s)
(2pi)1−s
(
eπi(1−s)/2ζ(1− s, a) + e−πi(1−s)/2ζ(1− s, 1− a)
)
, (3.2)
we can extend the definition of Lis(e
2πia) over the entire s-plane when 0 < a < 1 (see for
instance [1, Exercises 12.2 and 12.3]). By an easy computation, we have
ℑ
(
e2πia
ex − e2πia
)
= ℑ
(
(cos 2pia+ i sin 2pia)(ex − cos 2pia+ i sin 2pia)
(ex − cos 2pia)2 + sin2 2pia
)
=
ex sin 2pia
(ex − cos 2pia)2 + sin2 2pia.
(3.3)
Proof of Theorem 1.1. First suppose 0 < a < 1/2. From (3.1) and (3.3), it holds that
ℑ(Liσ(e2πia)) > 0, σ > 0, 0 < a < 1/2. (3.4)
Next we show Li0(e
2πia) 6= 0. It is widely known that we have
ζ(s, a) =
a1−s
s− 1 + f(s, a), (3.5)
where f(s, a) is an analytic function for all s ∈ C (see for instance [1, Theorem 12.21]).
According to L’Hospital’s rule, (3.2) and the formula above, one has
Li0(e
2πia) = lim
s→0
Γ(1− s)
(2pi)1−s
aseπi(1−s)/2 + (1− a)se−πi(1−s)/2
−s
=
i log a + (−ipi/2)(i)− i log(1− a) + (ipi/2)(−i)
−2pi
=− 1
2
+
i
2pi
log(a−1 − 1) 6= 0.
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For σ > 1, it holds that
∂
∂a
ζ(s, a) =
∞∑
n=0
∂
∂a
(n+ a)−s = −s
∞∑
n=0
(n+ a)−s−1 = −sζ(s+ 1, a). (3.6)
Moreover, we have ζ(σ, a) > 0 if σ > 1 by the series expression of ζ(s, a). Hence one has
ζ(σ, a) > ζ(σ, 1− a) > 0, σ > 1, 0 < a < 1/2. (3.7)
On the other hand, the equation
eπi(1−σ)/2ζ(1− σ, a) + e−πi(1−σ)/2ζ(1− σ, 1− a) = 0
is obviously equivalent to
eπi(1−σ) = −ζ(1− σ, 1 − a)
ζ(1− σ, a) .
However, the equality above contradicts to the facts that |eπi(1−σ)| = 1 and
|ζ(1− σ, a)| > |ζ(1− σ, 1 − a)|, σ < 0, 0 < a < 1/2
proved by (3.7). Hence Liσ(e
2πia) 6= 0 when σ < 0 and 0 < a < 1/2 by the functional
equation (3.2) and the fact Γ(1− σ) > 0 if σ < 0.
We can prove Liσ(e
2πia) 6= 0 when 1/2 < a < 1 similarly since one has
ℑ(Liσ(e2πia)) < 0, σ > 0, 1/2 < a < 1,
ζ(σ, 1− a) > ζ(σ, a) > 0, σ > 1, 1/2 < a < 1
from (3.4) and (3.7), respectively. 
3.3. Proof of Theorem 1.2. We can see that the function Y (s, a) is entire when 0 <
a < 1/2 by using (3.5). Furthermore, the function O(s, a) is entire if 0 < a < 1/2 since
Lis(e
2πia) with 0 < a < 1/2 is an entire function (see Section 3.2).
The following functional equation is well-known (see for instance [14, Theorem 2.3.1])
ζ(1− s, a) = 2Γ(s)
(2pi)s
{
cos
(pis
2
) ∞∑
n=1
cos 2pina
ns
+ sin
(pis
2
) ∞∑
n=1
sin 2pina
ns
}
, σ > 1. (3.8)
Note that the equation above holds for σ > 0 when 0 < a < 1. From (3.8), we have
Y (1− s, a) = 4Γ(s)
(2pi)s
sin
(pis
2
) ∞∑
n=1
sin 2pina
ns
=
2Γ(s)
(2pi)s
sin
(pis
2
)
O(s, a). (3.9)
On the other hand, by the functional equation
Li1−s(e
2πia) =
Γ(s)
(2pi)s
(
eπis/2ζ(s, a) + e−πis/2ζ(s, 1− a)
)
, 0 < a < 1, (3.10)
(see for example [1, Exercises 12.2]), it holds that
O(1− s, a) = 2Γ(s)
(2pi)s
sin
(pis
2
)(
ζ(s, a)− ζ(s, 1− a)) = 2Γ(s)
(2pi)s
sin
(pis
2
)
Y (s, a). (3.11)
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Proof of Theorem 1.2 for Y (s, a). For σ > 1, we have
Y (s, a) = ζ(s, a)− ζ(s, 1− a) =
∞∑
n=0
(
(n+ a)−s − (n+ 1− a)−s
)
= a−s − (1− a)−s +
∞∑
n=1
n−s
((
1 +
a
n
)−s
−
(
1 +
1− a
n
)−s)
.
The last series converges absolutely when σ > 0 by
(
1 +
a
n
)−s
−
(
1 +
1− a
n
)−s
=
s
n
+
s(s+ 1)
2
a2 − (1− a)2
n2
+ · · · .
Therefore, we obtain
Y (σ, a) > 0, σ > 0, 0 < a < 1/2 (3.12)
from the inequality (n+ a)−σ > (n+1− a)−σ if 0 < a < 1/2. On the other hand, one has
ℑ(Liσ(e2πi(1−a))) < 0 from (3.4). Thus we obtain
O(σ, a) > 0, σ > 0, 0 < a < 1/2. (3.13)
Thus, by (3.9), all real zeros of Y (1− s, a) with σ > 0 and 0 < a < 1/2 is caused by
sin
(pis
2
)
= 0, σ > 0.
Therefore, all real zeros of the function Y (s, a) with σ ≤ 0 are simple and only at s =
1− 2n, where n ∈ N. 
Proof of Theorem 1.2 for O(s, a). By (3.13), we only have to show the case σ ≤ 0. From
(3.11) and (3.12), all real zeros of O(1− s, a) with σ > 0 and 0 < a < 1/2 is deduced by
sin
(pis
2
)
= 0, σ > 0.
Hence, the function O(σ, a) with σ ≤ 0 vanishes only at s = 1− 2n, where n ∈ N. 
Proof of Theorem 1.2 for X(s, a). From the functional equations (3.9) and (3.11), one has
X(1− s, a) = Y (1− s, a) +O(1− s, a) = 2Γ(s)
(2pi)s
sin
(pis
2
)(
Y (s, a) +O(s, a)
)
=
2Γ(s)
(2pi)s
sin
(pis
2
)
X(s, a).
(3.14)
On the other hand, the inequalities (3.12) and (3.13) imply
X(s, a) := Y (s, a) +O(s, a) > 0, σ > 0, 0 < a < 1/2.
Therefore, all real zeros of the function Y (s, a) are simple and only at s = 1− 2n, where
n ∈ N by the functional equation (3.14). 
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4. Proofs of the main results of Z(s, a) and P (s, a)
4.1. Proof of Proposition 1.7. We prove that Z(s, a) and P (s, a) can be essentially
expressed as ζ(s) for each a = 1/2, 1/3, 1/4, 1/6.
Proof of Proposition 1.7. When σ > 1, one has
∞∑
n=1
1
ns
=
∞∑
n=0
1
(2n+ 1)s
+
∞∑
n=0
1
(2n+ 2)s
=
∞∑
n=0
1
(2n+ 1)s
+ 2−sζ(s).
Hence the case a = 1/2 is proved by
Z(s, 1/2) = 2ζ(s, 1/2) = 2(2s − 1)ζ(s). (4.1)
For σ > 1, it holds that
∞∑
n=1
1
ns
=
∞∑
n=0
1
(3n+ 1)s
+
∞∑
n=0
1
(3n+ 2)s
+
∞∑
n=0
1
(3n+ 3)s
.
Hence we have
Z(s, 1/3) = ζ(s, 1/3) + ζ(s, 2/3) = 3sζ(s)− ζ(s, 1) = (3s − 1)ζ(s). (4.2)
Similarly, we have
∞∑
n=1
1
ns
=
∞∑
n=0
1
(4n+ 1)s
+
∞∑
n=0
1
(4n + 2)s
+
∞∑
n=0
1
(4n+ 3)s
+
∞∑
n=0
1
(4n+ 4)s
when σ > 1. Thus, from (4.1), one has
Z(s, 1/4) = ζ(s, 1/4) + ζ(s, 3/4) = 4sζ(s)− ζ(s, 1/2)− ζ(s, 1)
= (4s − 1)ζ(s)− (2s − 1)ζ(s) = 2s(2s − 1)ζ(s) = 2sζ(s, 1/2). (4.3)
When σ > 1, it holds that
∞∑
n=1
1
ns
=
∞∑
n=0
1
(6n+ 1)s
+
∞∑
n=0
1
(6n+ 2)s
+
∞∑
n=0
1
(6n+ 3)s
+
∞∑
n=0
1
(6n+ 4)s
+
∞∑
n=0
1
(6n+ 5)s
+
∞∑
n=0
1
(6n+ 6)s
.
By using (4.1) and (4.2), we have
Z(s, 1/6) = ζ(s, 1/6) + ζ(s, 5/6)
= 6sζ(s)− ζ(s, 1/3)− ζ(s, 1/2)− ζ(s, 2/3)− ζ(s)
= (6s − 1)ζ(s)− (2s − 1)ζ(s)− (3s − 1)ζ(s)
= (2s − 1)(3s − 1)ζ(s).
(4.4)
The equations above imply Proposition 1.7 for Z(s, 1/6) with a = 1/2, 1/3, 1/4, 1/6.
Obviously, we have
∞∑
n=1
2
(2n)s
=
∞∑
n=1
(−1)n
ns
+
∞∑
n=1
1
ns
= Lis(e
πi) + ζ(s).
Hence the case a = 1/2 is shown by
P (s, 1/2) = 2Lis(e
πi) = 2(21−s − 1)ζ(s). (4.5)
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When σ > 1, it holds that
∞∑
n=1
3
(3n)s
=
∞∑
n=1
e2πin/3
ns
+
∞∑
n=1
e4πin/3
ns
+
∞∑
n=1
e2πin
ns
.
Hence we obtain
P (s, 1/3) = Lis(e
2πi/3) + Lis(e
4πi/3) = 31−sζ(s)− ζ(s) = (31−s − 1)ζ(s). (4.6)
Similarly, one has
∞∑
n=1
4
(4n)s
=
∞∑
n=1
e2πin/4
ns
+
∞∑
n=1
e4πin/4
ns
+
∞∑
n=1
e6πin/4
ns
+
∞∑
n=1
e2πin
ns
for σ > 1. Thus it holds that
P (s, 1/4) = Lis(e
2πi/4) + Lis(e
6πi/4) = 41−sζ(s)− Lis(eπi)− ζ(s)
= (41−s − 1)ζ(s)− (21−s − 1)ζ(s) = 21−s(21−s − 1)ζ(s). (4.7)
For σ > 1, one has
∞∑
n=1
6
(6n)s
=
∞∑
n=1
e2πin/6
ns
+
∞∑
n=1
e4πin/6
ns
+
∞∑
n=1
e6πin/6
ns
+
∞∑
n=1
e8πin/6
ns
+
∞∑
n=1
e10πin/6
ns
+
∞∑
n=1
e12πin/6
ns
.
Thus, form (4.5) and (4.6), it holds that
P (s, 1/6) = Lis(e
2πi/6) + Lis(e
10πi/6)
= 61−sζ(s)− Lis(e2πi/3)− Lis(eπi)− Lis(e4πi/3)− ζ(s)
= (61−s − 1)ζ(s)− (21−s − 1)ζ(s)− (31−s − 1)ζ(s)
= (21−s − 1)(31−s − 1)ζ(s).
(4.8)
Hence we obtain Proposition 1.7 for P (s, a) with a = 1/2, 1/3, 1/4, 1/6. 
4.2. Lemmas. First, we show the following functional equations (see also [19, the proof
of Theorem 1.1]).
Lemma 4.1. Assume 0 < a ≤ 1/2. The function Z(s, a) has the functional equation
Z(1− s, a) = 2Γ(s)
(2pi)s
cos
(pis
2
)
P (s, a). (4.9)
Furthermore, the function P (s, a) satisfies the function equation
P (1− s, a) = 2Γ(s)
(2pi)s
cos
(pis
2
)
Z(s, a). (4.10)
Proof. From (3.8), it holds that
Z(1− s, a) = 4Γ(s)
(2pi)s
cos
(pis
2
) ∞∑
n=1
cos 2pina
ns
=
2Γ(s)
(2pi)s
cos
(pis
2
)
P (s, a)
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which proves the functional equation (4.9). We remark that the equation above holds for
not only σ > 1 but also σ > 0 if 0 < a < 1 by applying Abel’s summation formula to the
Dirichlet series of P (s, a). On the other hand, by (3.10) we have
P (1− s, a) = 2Γ(s)
(2pi)s
(
cos
(pis
2
)
ζ(s, a) + cos
(pis
2
)
ζ(s, 1− a)
)
=
2Γ(s)
(2pi)s
cos
(pis
2
)
Z(s, a)
which shows the functional equation (4.10). 
Next consider the values of lims→1Z(s, a), Z(0, a), P (1, a) and P (0, a).
Lemma 4.2. Let 0 < a ≤ 1/2. Then we have
lim
s→1+0
Z(s, a) = − lim
s→1−0
Z(s, a) =∞, Z(0, a) = 0, (4.11)
P (1, a) = −2 log(2 sin pia), P (0, a) = −1. (4.12)
Proof. From (3.5), it holds that
lim
s→1+0
Z(s, a) =∞, lim
s→1−0
Z(s, a) = −∞.
Furthermore, by (3.5) and (4.10), one has
P (0, a) = lim
s→1
2Γ(s)
(2pi)s
a1−s + (1− a)1−s
s− 1 cos
(pis
2
)
=
4
2pi
−pi
2
= −1.
When 0 < θ < 2pi, it is well-known that
∞∑
n=1
einθ
n
= − log
(
2 sin
θ
2
)
+ i
(pi
2
− θ
2
)
.
Hence we have P (1, a) = −2 log(2 sin pia). Moreover, one has
Z(0, a) = lim
s→1
4Γ(s)
(2pi)s
cos
(pis
2
)
P (s, a) = 0
from the functional equation (4.9). 
We prove the following by modifying the proof of [6, Lemma 2.3].
Lemma 4.3. Let 0 < a ≤ 1/4. Then the function(− log(cos 2pia))−σΓ(σ)P (σ, a)
is strictly increasing for σ > 0.
Proof. For 0 < a < 1 and σ > 0, one has
∞∑
n=1
cos 2pina
nσ
= ℜ
(
e2πia
Γ(σ)
∫ ∞
0
xσ−1
ex − e2πiadx
)
(4.13)
from (3.1). We can easily see that
ℜ
(
e2πia
ex − e2πia
)
= ℜ
(
cos 2pia+ i sin 2pia
ex − cos 2pia− i sin 2pia
)
=
cos 2pia(ex − cos 2pia)− sin2 2pia
(ex − cos 2pia)2 + sin2 2pia =
ex cos 2pia− 1
(ex − cos 2pia)2 + sin2 2pia.
(4.14)
ON ZETA FUNCTIONS COMPOSED BY THE HURWITZ AND PERIODIC ZETA FUNCTIONS 19
Define G(a, x) by the right hand side of the equation above. Then we can find
ex cos 2pia− 1 < 0 when 0 < x < − log(cos 2pia),
ex cos 2pia− 1 ≥ 0 when x ≥ − log(cos 2pia),
if 0 < a ≤ 1/4. On the other hand, the function given in this lemma can be rewritten by
α−σΓ(σ)P (σ, a) =
∫ α
0
G(a, x)
(x
α
)σ dx
x
+
∫ ∞
α
G(a, x)
(x
α
)σ dx
x
,
where α := − log(cos 2pia) > 0. The first integral is strictly increasing in σ > 0 since one
has G(a, x) < 0 and (x/α)σ is strictly decreasing in σ when 0 < x < α. Similarly, the
second integral is also strictly increasing in σ > 0 since one has G(a, x) > 0 and (x/α)σ is
increasing in σ when x ≥ α. Therefore, the function α−σΓ(σ)P (σ, a) is strictly increasing
for σ > 0 when 0 < a ≤ 1/4. 
Finally, we show the functions Z(σ, a) and P (σ, a) are strictly decreasing with respect
to 0 < a ≤ 1/2 for fixed 0 < σ 6= 1.
Lemma 4.4. Let 0 < a < 1/2 and σ > 0. Then one has
∂
∂a
Z(σ, a) < 0 (σ 6= 1), ∂
∂a
P (σ, a) < 0.
Proof. From (3.6) it holds that
∂
∂a
Z(s, a) = s
∞∑
n=0
(
(n + 1− a)−s−1 − (n+ a)−s−1
)
= −sY (s+ 1, a)
for s 6= 1 and σ > 0. The equation above and (3.12) imply Lemma 4.4 for Z(σ, a).
Suppose σ > 2. Then it holds that
∂
∂a
P (s, a) = 2
∞∑
n=1
∂
∂a
cos 2pina
ns
= −4pi
∞∑
n=1
sin 2pina
ns−1
= −2piO(s− 1, a).
The formula above can be continued to the whole complex plane C. On the other hand,
by (3.12), (3.13), Theorem 1.2 and the continuity of the functions Y (σ, a) and O(σ, a)
with respect to σ ∈ R, it holds that
Y (σ, a) > 0, O(σ, a) > 0, σ > −1.
Hence, we have (∂/∂a)P (σ, a) < 0 for σ > 0. 
4.3. When σ ∈ (0, 1). The second and third statement of the following proposition are
analogues of (1) and (2) in [6, Theorem 1.2], respectively.
Proposition 4.5. We have the following:
(1) Let 1/6 < a < 1/4 and 0 < σ < 1. Then we have
Z(σ, a) < 0 and P (σ, a) < 0.
(2) When 0 < a < 1/6, the functions Z(σ, a) and P (σ, a) have precisely one simple zero
in the open interval (0, 1).
(3) For 0 < a < 1/6, let βZ(a) and βP (a) denote the unique zero of Z(σ, a) and P (σ, a) in
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(0, 1), respectively. Then the function βZ(a) : (0, 1/6)→ (0, 1) is a strictly decreasing C∞-
diffeomorphism and βP (a) : (0, 1/6)→ (0, 1) is a strictly increasing C∞-diffeomorphism.
Furthermore, as a→ +0, it holds that
βZ(a) = 1− 2a+ 2a2 log a +O(a2), βP (a) = 2a− 2a2 log a+O(a2). (4.15)
Proof. First we show (1) for P (σ, a). Let 1/6 < a < 1/4. Then we have
lim
σ→+0
(− log(cos 2pia))−σΓ(σ)P (σ, a) = −∞,
lim
σ→1−0
(− log(cos 2pia))−σΓ(σ)P (σ, a) = 2 log(2 sinpia)
log(cos 2pia)
< 0
from (4.12). Hence we have P (σ, a) < 0 for all 0 < σ < 1 by Lemma 4.3. Recall that
Γ(σ) > 0 and cos
(piσ
2
)
> 0, 0 < σ < 1. (4.16)
Hence we have (1) for Z(σ, a) by the functional equation (4.9).
Next assume 0 < a < 1/6. Then, from (4.12), we have
lim
σ→+0
α−σΓ(σ)P (σ, a) = −∞, lim
σ→1−0
α−σΓ(σ)P (σ, a) > 0,
where α := − log(cos 2pia) > 0. Thus the function P (σ, a) has precisely one simple zero
0 < βP (a) < 1 by Lemma 4.3. From the functional equation (4.9), we have
Z(1− βP (a), a) = 2Γ(βP (a))
(2pi)βP (a)
cos
(piβP (a)
2
)
P (βP (a), a) = 0.
Therefore, by (4.16), it holds that
βZ(a) = 1− βP (a).
The equality implies (2) for Z(σ, a).
Recall that Z(σ, a) with 0 < σ < 1 is strictly decreasing with respect to 0 < a ≤ 1/2
from Lemma 4.4. Assume 0 < a1 < a2 < 1/6. Then one has
0 = Z(βZ(a1), a1) > Z(βZ(a1), a2).
From the uniqueness of the zero of Z(σ, a), it holds that
Z(σ, a2) < 0 if and only if 0 < βZ(a2) < σ < 1.
Thus we have βZ(a1) > βZ(a2). Therefore, we have the monotonicity of βZ which implies
that βZ is injective. Fix σ ∈ (0, 1). Then we have
lim
a→+0
Z(σ, a) = lim
a→+0
(
a−σ + ζ(σ, 1 + a) + ζ(σ, 1− a)
)
=∞.
On the other hand, from (4.4) and [23, (2.12.4)], we have
Z(σ, 1/6) = (2σ − 1)(3σ − 1)ζ(σ) < 0.
Hence, there exists 0 < a < 1/6 such that Z(σ, a) = 0. Therefore, βZ is surjective. By
(3.6) and the holomorphy of ζ(s, a), two variable function
Z(·, ·) : (0, 1)× (0, 1/6)→ R
is C∞. Hence the function βZ(a) is C
∞ from (∂/∂a)Z(σ, a) < 0, which is proved in
Lemma 4.4, the implicit function theorem and (2) of this proposition. Similarly, we can
see that the inverse of βZ(a) is also C
∞ from the inverse function theorem. By using
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βP (a) = 1 − βZ(a), (∂/∂a)P (σ, a) < 0 and modifying the argument above, we can show
that βP (a) is strictly increasing C
∞-diffeomorphism.
When σ > 1 and 0 < a ≤ 1/2, it holds that
ζ(s, 1 + a)− ζ(s) =
∞∑
n=1
(1 + a/n)−s − 1
ns
=
∞∑
n=1
n−s
(
−sa
n
+
s(s+ 1)
2
a2
n2
− · · ·
)
.
The series above converges absolutely if σ > 0. Hence, for σ ≥ 1/2, one has
ζ(σ, 1 + a)− ζ(σ) = O(1), ζ(σ, 1− a)− ζ(σ) = O(1).
Therefore, by (3.5), it holds that
Z(σ, a) = ζ(σ, a) + ζ(σ, 1− a) = a−σ + ζ(σ, 1 + a) + ζ(σ, 1− a)
= a−σ + 2ζ(σ) +O(1) = a−σ +
2
σ − 1 +O(1)
when 1− σ > 0 and a > 0 are sufficiently small. Take σ = β := βZ(a). Then we obtain
β − 1 = −2aβ +O((1− β)aβ). (4.17)
One has β − 1≪ aβ ≪ a1/2 from the assumption 1/2 ≤ σ < 1. Hence we have
aβ = a exp
(
(β − 1) log a) = a+ (β − 1)a log a +O((β − 1)2a| log a|2).
In particular, one has aβ ≪ a. By substituting the estimates above into (4.17), we obtain
β − 1 = −2a + 2(1− β)a log a +O((1− β)a). (4.18)
Especially, it holds that
β − 1≪ a and β − 1 = −2a+O(a2| log a|).
Substituting the estimates above into (4.18), we get
β − 1 = −2a+ (2a+O(a2| log a|))a log a+O(a2)
= −2a+ 2a2 log a+O(a2).
Therefore, we obtain the asymptotic formulas (4.15) according to βP (a) = 1− βZ(a). 
4.4. When σ > 1 or σ < 0. In this subsection, we consider the case σ 6∈ [0, 1].
Proposition 4.6. Assume σ > 1. We have the following:
(1) Let 0 < a ≤ 1/2. Then we have Z(σ, a) > 0 for all σ > 1.
(2) Let 0 < a < 1/6. Then we have P (σ, a) > 0 for all σ > 1.
(3) When 1/6 < a < 1/4, the functions P (σ, a) have precisely one simple zero in (1,∞).
Furthermore, βP (a) : (1/6, 1/4)→ (1,∞) is a strictly increasing C∞-diffeomorphism and
it holds that
βP (a) = − log(cos 2pia)
log 2
+O
(
cos 2pia
)
(4.19)
as a→ 1/4− 0, namely, cos 2pia→ +0.
Proof. The statement (1) is immediately proved by
Z(σ, a) = ζ(σ, a) + ζ(σ, 1− a) =
∞∑
n=0
(
(n+ a)−σ + (n + 1− a)−σ
)
> 0.
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Suppose 0 < a < 1/6. From (4.12) and the series expression of P (s, a), we have
P (1, a) = −2 log(2 sinpia) > 0, lim
σ→∞
P (σ, a) = cos 2pia > 0.
Hence it holds that
α−1Γ(1)P (1, a) > 0, lim
σ→∞
α−σΓ(σ)P (σ, a) =∞,
where α := − log(cos 2pia) > 0. Recall that the function α−σΓ(σ)P (σ, a) is strictly in-
creasing for σ > 0 from Lemma 4.3. Therefore, one has P (σ, a) > 0 for all σ > 1 if
0 < a < 1/6 since Γ(σ) > 0 when σ > 1.
Suppose 1/6 < a < 1/4. Then we have
P (1, a) = −2 log(2 sinpia) < 0, lim
σ→∞
P (σ, a) = cos 2pia > 0.
Thus, from Stirling’s formula for the gamma function, one has
α−1Γ(1)P (1, a) < 0, lim
σ→∞
α−σΓ(σ)P (σ, a) =∞.
Hence the function P (σ, a) has precisely one simple zero in (1,∞) by the monotonicity of
α−σΓ(σ)P (σ, a) proved in Lemma 4.3. By using (∂/∂a)P (σ, a) < 0 proved in Lemma 4.4
and modifying the proof of (3) of Proposition 4.5, we have that βP (a) is strictly increasing
with respect to 1/6 < a < 1/4. The monotonicity of βP (a) implies that βP is injective.
Moreover, we obtain that βP (a) is a C
∞-function, especially, continuous function, from
Lemma 4.4 and the argument appeared in the proof of (3) of Proposition 4.5. On the
other hand, it holds that
lim
a→1/6
lim
σ→1
P (σ, a) = lim
σ→1
lim
a→1/6
P (σ, a) = P (1, 1/6) = 0,
lim
a→1/4
lim
σ→∞
P (σ, a) = lim
σ→∞
lim
a→1/4
P (σ, a) = 0.
Therefore, βP (a) is surjective by the equations above, the intermediate value theorem, the
continuity and monotonicity of βP (a). Hence βP (a) is a C
∞-diffeomorphism. The inverse
of βP (a) is also a C
∞-function by Lemma 4.4 and the inverse function theorem.
Now let a − 1/4 > 0 be sufficiently small and σ > 1 be sufficiently large. For any
m ∈ N, one has∣∣∣∣∣
∞∑
n=m
cos 2pina
nσ
∣∣∣∣∣ ≤
∞∑
n=m
1
nσ
≤ m−σ +
∫ ∞
m
dx
xσ
= m−σ +
m1−σ
σ − 1 . (4.20)
Put β = βP (a). Then we have
0 = P (β, a) = cos 2pia+
cos 4pia
2β
+
cos 6pia
3β
+
cos 8pia
4β
+
cos 10pia
5β
+ · · · .
By applying (4.20) to terms of the right-hand side of the formula above except for the
first and second terms, we have
0 = cos 2pia + 2−β cos 4pia+O(3−β).
Hence, from 3−β ≪ 2−β, one has
2−β = O(cos 2pia). (4.21)
According to the triple-angle formula, we obtain
2β
3β
cos 6pia =
2β
3β
(
4 cos3 2pia− 3 cos 2pia)= O(cos 2pia).
ON ZETA FUNCTIONS COMPOSED BY THE HURWITZ AND PERIODIC ZETA FUNCTIONS 23
By using (4.20) and (4.21), we get
2β
∣∣∣∣∣
∞∑
n=4
cos 2pina
nβ
∣∣∣∣∣ ≤ 2−β + 4
2−β
β − 1 = O
(
cos 2pia
)
.
Therefore, it holds that
0 = 2β cos 2pia+ cos 4pia+ 2β
∞∑
n=3
cos 2pina
nβ
= 2β cos 2pia+ cos 4pia+O
(
cos 2pia
)
.
Hence, by the equation above, one has
β log 2 = log
(− cos 4pia+O(cos 2pia)
cos 2pia
)
= − log(cos 2pia) + log(− cos 4pia+O(cos 2pia))
= − log(cos 2pia) + log(1− 2 cos2 2pia+O(cos 2pia)) = − log(cos 2pia) +O(cos 2pia).
The formula above implies the asymptotic formula (4.19). 
Proposition 4.7. Suppose σ < 0. We have the following:
(1) Let 0 < a < 1/4. Then all real zeros of P (s, a) are simple and only at the negative
even integers.
(2) Let 0 < a < 1/6. Then all real zeros of Z(s, a) are simple and only at the negative
even integers.
(3) When 1/6 < a < 1/4, we have Z(−2n, a) = 0, n ∈ N and Z(1− βP (a), a) = 0, where
βP (a) : (1/6, 1/4)→ (1,∞) is appeared in Proposition 4.6. Moreover, we have
βZ(a) = 1− βP (a) = log(cos 2pia)
log 2
+ 1 +O
(
cos 2pia
)
(4.22)
as a→ 1/4− 0.
Proof. The statements above are easily proved by Proposition 4.6, the functional equations
(4.9) and (4.10). I should be noted that for any fixed l ∈ N, there exists precisely one
1/6 < al < 1/4 such that
βZ(al) := 1− βP (al) = −2l
from bijectivity of βP (a) : (1/6, 1/4) → (1,∞). In this case, the all real zeros of Z(s, a)
are only at the negative even integers. However, the real zero at s = −2l is not simple
but double. 
4.5. Proofs of Theorems 1.3 and 1.4. By using (4.4) and (4.8), we have the following.
Proposition 4.8. When 0 < a < 1/4, the function Z(σ, a) have zeros at the non-positive
integers and real zero βZ(a) in (−∞, 1).
Proof. By (4.4), the function Z(s, a) has a double real zero at σ = 0 when a = 1/6. Hence
we have this proposition from (3) of Propositions 4.5 and 4.7. 
Proposition 4.9. When 0 < a < 1/4, the function P (σ, a) have precisely one simple
zero βP (a) in (0,∞). Furthermore, the function βP (a) : (0, 1/4) → (0,∞) is a strictly
increasing C∞-diffeomorphism.
Proof. From (4.8), the function P (s, a) has a simple real zero at σ = 1 when a = 1/6.
Thus βP (a) : (0, 1/4) → (0,∞) is a bijection from (3) of Propositions 4.5 and 4.6. We
can see that βP (a) is a strictly increasing C
∞-function by (∂/∂a)P (σ, a) < 0 proved in
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Lemma 4.4 and the method used in the proof of (3) of Proposition 4.5. We can show that
the inverse of βP (a) is also a C
∞-function likewise. 
In order to prove Theorems 1.3 and 1.4, we show the following.
Proposition 4.10. Let 1/4 ≤ a ≤ 1/2. Then all real zeros of Z(s, a) are simple and only
at the non-positive even integers.
Proof. One has Z(σ, a) > 0 when σ > 1 from (1) of Proposition 4.6. When 1/4 ≤ a ≤ 1/2,
one has −1 ≤ cos 2pia ≤ 0. Hence for all x > 0, we have
ℜ
(
e2πia
ex − e2πia
)
=
ex cos 2pia− 1
(ex − cos 2pia)2 + sin2 2pia < 0
by (4.14). The inequality above and (4.13) imply
P (σ, a) = 2
∞∑
n=1
cos 2pina
nσ
= ℜ
(
e2πia
Γ(σ)
∫ ∞
0
2xσ−1
ex − e2πiadx
)
< 0, σ > 0. (4.23)
It is widely known that Γ(s) is analytic when σ > 0 and
Γ(σ) > 0, σ > 0. (4.24)
Therefore, all real zeros of Z(1− s, a) with 1/4 ≤ a ≤ 1/2 and σ > 0 come from
cos
(pis
2
)
= 0, σ > 0
by (4.9), (4.23) and (4.24). Hence, every real zero of Z(s, a) with 1/4 ≤ a ≤ 1/2 and
σ < 1 is caused by
cos
(
pi(1− s)
2
)
= 0, σ < 1,
which is equivalent to that s is a non-positive even integer. Furthermore, we can easily
see that all real zeros of Z(s, a) are simple by the equation above. 
Proposition 4.11. Assume 1/4 ≤ a ≤ 1/2. Then all real zeros of the function P (s, a)
are simple and only at the negative even integers.
Proof. We have P (σ, a) < 0 when σ > 0 and 1/4 ≤ a ≤ 1/2 by (4.23). Moreover, we have
P (0, a) = −1 from (4.12). Therefore, all real zeros of P (1− s, a) with 1/4 ≤ a ≤ 1/2 and
σ > 1 come from
cos
(pis
2
)
= 0, σ > 1
by (4.10), (4.24) and (1) of Proposition 4.6. Obviously, all real zeros of the function
P (s, a) are simple by the equation above or the functional equation (4.10). 
Now we are in position to prove Theorems 1.3 and 1.4
Proof of Theorem 1.3. When 0 < a < 1/6, Z(s, a) has precisely one simple real zero in
the open interval (0, 1) from (3) of Proposition 4.5. If a = 1/6, Z(s, a) has a double real
zero at σ = 0 by (4.4). Let 1/6 < a < 1/4. Then, from (3) of Proposition 4.7, Z(s, a)
has a double real zero at σ = −2n, n ∈ N or a simple real zero for σ < 0 and σ 6= −2n.
Proposition 4.10 implies the case 1/4 ≤ a ≤ 1/2. 
Proof of Theorem 1.4. From Proposition 4.9, the functions P (σ, a) have precisely one sim-
ple zero in (0,∞) when 0 < a < 1/4. Proposition 4.11 implies the case 1/4 ≤ a ≤ 1/2. 
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4.6. Proofs of Propositions 1.5, 1.6 and 1.9. We prove the remaining propositions.
Proofs of Propositions 1.5 and 1.6. These are easily proved by Propositions 4.5, 4.6 and
4.7, 4.8 and 4.9. 
We prove Proposition 1.9 only for the function Z(s, a). We can show this proposition
for other zeta functions similarly.
Proof of Proposition 1.9. The upper bound for the number of zeros of Z(s, a) is proved
by the Bohr-Landau method (see [23, Theorem 9.15 (A)]), the mean square of ζ(s, a) (see
[14, Theorem 4.2.1]) and the inequality∫ T
2
∣∣Z(σ + it, a)∣∣2dt ≤ 2
∫ T
2
∣∣ζ(σ + it, a)∣∣2dt+ 2
∫ T
2
∣∣ζ(σ + it, 1− a)∣∣2dt, σ > 1/2.
First assume that a 6= 1/2, 1/3, 1/4, 1/6 is rational. Then the lower bounds for the
number of zeros of Z(s, a) with σ > 1 and 1/2 < σ < 1 are prove by (1.3), [22, Corollary],
[10, Theorem 2] and the definitions of the zeta function Z(s, a).
Next suppose a is transcendental and 1/2 < σ < 1. Then ζ(s, a) and ζ(s, 1− a) have
the joint universality by [16, Theorem 5]. Hence we can prove Proposition 1.6 in this case
by modifying the proof of [10, Theorem 2] (see also [10, Theorem 3]).
Finally, consider the case a is transcendental and σ > 1. We can easily see that the set{
log(n+ a) : n ∈ N ∪ {0}} ∪ {log(n+ 1− a) : n ∈ N ∪ {0}}
is linearly independent over Q. Hence, by using the Davenport and Heilbronn method
(see for example [14, p. 162]), the function Z(s, a) has more than C♭a(T ) in the rectangle
1 < σ < 1 + δ and 0 < t < T when T is sufficiently large. 
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