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GLR testThe paper concerns the problem of monitoring linear antenna arrays using the generalized likelihood
ratio (GLR) test. When an abnormal event (fault) affects an array of antenna elements, the radiation pat-
tern changes and significant deviation from the desired design performance specifications can resulted. In
this paper, the detection of faults is addressed from a statistical point of view as a fault detection problem.
Specifically, a statistical method rested on the GLR principle is used to detect potential faults in linear
arrays. To assess the strength of the GLR-based monitoring scheme, three case studies involving different
types of faults were performed. Simulation results clearly shown the effectiveness of the GLR-based fault-
detection method to monitor the performance of linear antenna arrays.
 2016 Karabuk University. Publishing services by Elsevier B.V. This is an open access article under the CC
BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Recent developments in wireless communication systems have
significantly risen the demand for antenna arrays [1–4]. There is a
clear need and demand for high-performance antenna array sys-
tems in numerous applications such as remote sensing, satellite
communications and biomedical imaging [5–8]. Unfortunately, in
practical working conditions, it is not unusual to have some failures
in the antenna arrays. Faults can be due to a settling of dust parti-
cles on the antenna elements, a poor design, a failure of drive elec-
tronics, an improper use, a shift in the position of the array
elements during installation, or a combination of these different
causes [9]. The occurrence of faults in one or more elements in an
antenna array changes the radiation pattern of the array, which
degrades the performance of the entire array [10,11]. Therefore,
monitoring of antennas is important to reveal any abnormalities
and for their proper and effective operation. Furthermore, antennas
need to be monitored so that faults can be detected, isolated, and
removed tomaintain efficient safe operation of thewireless system.
Complete (also termed on-off) and partial faults in a linear array
of antenna elements are two types of faults commonly encoun-
tered in practice [12]. Antenna elements with on-off faults are
widely encountered in practice and do not radiate. Antenna ele-
ments with partial faults (caused by interference or other factors)
degradation in the desired radiation pattern. Generally, faulty array
elements cannot only distort the directivity of the antenna pattern,but also the side lobe levels of the radiation pattern [13,14].
Indeed, under normal operation the measured pattern is close to
the desired one due to measurement noise and errors, while it sig-
nificantly deviate from desired pattern under the presence of
abnormal events (faults). Along past two decades, researchers
and engineers have developed several methods aimed at detecting
abnormal events in antenna arrays, and including compressive
sensing [15], Bayesian compressive sensing [14], neural networks
[16,17], genetic algorithms [18,19], bacterial foraging optimization
[20], exhaustive searches [21], support vector machines [22], and
distributional approaches [23].
Anomaly detection and diagnosis are two vital components of
process monitoring: anomalies are first identified and then isolated
to ensure that they can be handled appropriately [24,25]. To
enhance antenna systems operation, we want to monitor the
antenna arrays in an efficient manner to identify any abnormality
that may result in any degradation of antenna arrays performance,
operation reliability and profitability, in order that we can respond
accordingly by making any necessary correction to the inspected
system. Statistical process control (SPC), identifies abnormalities
in a process to evaluate the quality of that process [26], are some
tools that can be to achieve these objective. They have been applied
in numerous applications [27,28]. SPC charts take quality control
data from the inspected system and plotted them over time.
Various types of univariate charts have been developed, including
the Shewhart chart, the cumulative sum (CUSUM) control chart,
the exponentially weighted moving average (EWMA) chart, and
control charts based on generalized likelihood ratio (GLR)
hypothesis testing [26,29]. Somemonitoring charts can be adjusted
to bemore sensitive to specificmagnitudes anomalies. For example,
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cess mean than to small shifts [26], while the EWMA and CUSUM
charts aremore sensitive to small magnitude shifts in process mean
[28]. The ability to detect smaller parameter shifts can be improved
by using a chart based on information from the entire process his-
tory. However, CUSUM and EWMA charts are not very effective at
detecting large shifts [11]. Because the size of the shift in process
mean that will occur in an application is unknown, so it is desirable
to be able to effectively detect a wide range of shift sizes. When true
shift magnitudes are unknown or not constant, either assumptions
have to be made regarding shift sizes or capable algorithms have to
be designed to estimate magnitudes of different sizes. A likelihood
ratio test can be a useful approach for obtaining a control chart that
can detect process changes of different sizes [30,31]. Such charts,
usually called GLR charts, have been shown to be very effective in
a wide variety of settings, giving them the advantage of being
designed for use in several applications. An important advantage
of GLR charts is that the control limit is the only design parameter
that needs to be specified [32].
This paper presents a statistical method based on the principles
of GLR method to detect faults in a linear array of antenna ele-
ments. The main advantage of the GLR-based monitoring chart
compared with machine learning approaches, such as SVM and
neural networks, is that it can be easily implemented in real time
due to its low computational cost. Machine-learning-based moni-
toring involves complex training and has high computational cost.
The remainder of the paper is organized as follows. Section 2 out-
lines some basic antenna array theory as it applies to this problem.
Then, the GLR test that is commonly used in composite hypothesis
testing is briefly described in Section 3. In Section 4, a methodology
for fault detection in antenna arrays is described, followed by sim-
ulated examples that illustrate the performance of the GLR hypoth-
esis testing method in Section 5. Subsequently this paper is
concluded with recommendation for future work in Section 6.
2. Linear array antenna
Let us consider a fault-free linear array of antenna elements
comprises an even number (2N) of isotropic elements. Assuming
that the elements are symmetrically conjugated and are in sym-
metrically excited configurations about the center of the array.
The normalized radiation pattern of this array is computed using
the following expression [5]:
FsðuÞ ¼ f ðuÞFsmax
X2N
i¼1
ai cos kxi sinðuÞ þ wið Þ; ð1Þ
where f ðuÞ represents the element pattern, u represents the angu-
lar direction, ai and wi are respectively the current excitation ampli-
tude and phase of the ith array element placed at the position given
by xi (see Fig. 1), k ¼ 2pk is the wave number with a wavelength of k,Fig. 1. Linear array having 2N elements disposed symmetrically along the x-axis.and the position xi is calculated using the inter-element spacing as:
xi ¼ ði 12ÞDx; i ¼ 1;2N.
The measured pattern of the array are usually corrupted by
errors n  Nð0;r2Þ, which can be modeled by additive Gaussian
noise with zero-mean, and variance r2, so that the Eq. (2) becomes
FsðuÞ ¼ f ðuÞFsmax
X2N
i¼1
ai cos kxi sinðuÞ þ wið Þ þ n: ð2Þ
Failure(s) in antenna arrays can be severely distort the designed
radiation pattern. As discussed earlier, faults can be classified into
two types: on-off and partial faults. The on-off faults in antenna
arrays results when the affected elements fail completely (i.e., stop
to radiate at all), which is equivalent to supposing that their corre-
sponding excitations are zero. On the other hand, in an array
affected by partial failures, the damaged elements do not com-
pletely fail but radiate a fraction of its normal power. As the number
of failed elements increase in the array, the pattern become more
degraded. Thus, detecting the presence of faults in antenna arrays
is necessary to ensure their normal operation. A description of the
GLR test, which is utilized towards this objective, is given next.
3. Generalized likelihood ratio test
A general methodology for deriving a testing procedure for a
composite hypothesis-testing problem is the GLRT described here.
GLR hypothesis testing is a well-known algorithm for statistical
decision-making process, which is able to decide between two com-
posite hypotheses ([33–35]). In binary hypothesis testing, when
hypotheses are composite or the corresponding data probability
density functions contain unknown parameters, the GLR test is a
popular means for deciding between two possibilities. Specifically,
it is based on the maximization of the likelihood ratio function over
all possible faults ([36]), which make it usually applicable to most
parametric hypothesis-testing problems. The GLR test is a widely
used fault-detection technique by scientists and engineers in vari-
ous disciplines, including imaging analysis ([37,38]), power sys-
tems ([39]), gas turbines ([40]), electronic systems ([41]),
environmental process ([42]), and chemical processes ([43]).
Assume that we have a measured vector Y ¼ ½y1; y2; . . . ; yn 2 Rn
distributed according to one of the two following Normal distribu-
tions, Nð0;r2InÞ or Nðh–0;r2InÞ, where h is the mean vector
(which is the value of the anomaly) and r2 > 0 is the variance,
which is supposed to be known. The GLR test decides between
the null hypothesis H0 ¼ fY  Nð0;r2InÞg and the alternative
hypothesis H1 ¼ fY  Nðh;r2InÞg by comparing between the gen-
eralized likelihood ratio, LðYÞ, and a given value of the threshold,
hðaÞ. The likelihood ratio test statistic, LðYÞ, is given as
LðYÞ ¼ 2 log h2RnsupfhðYÞf h¼0ðYÞ
¼ 2 log sup
h
exp  kYhk222r2
n o
= exp  kYk222r2
n o  ð3Þ
where k:k2 is the Euclidean norm, f hðYÞ ¼ 1ð2pÞn2rn exp 
1
2r2 kY  hk22
n o
is the pdf of Y. Rewriting Eq. 3 we have:
LðYÞ ¼ 1r2 minh kY  hk
2
2 þ kYk22
 
¼ 1r2 kY  bhk22 þ kYk22n o: ð4Þ
In Eq. (4), we obtain the maximum estimate of h as:bh ¼ arg hmin kY  hk22 ¼ Y . Substituting bh into equation we get
LðYÞ ¼ 1
r2
fkYk22g: ð5Þ
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otherwise H0 is supposed to be true.
LðYÞ ¼ 2 log
sup
h 2 Rn
f hðYÞ
f h¼0ðYÞ
¼ 1
r2
jjY jj22
n o> H0
< H1
hðaÞ: ð6Þ
Typically, the threshold hðaÞ is chosen to achieve a desired
probability of a false alarm, predefined a priori ([34]).
P0 LðYÞP hðaÞð Þ ¼
Z 1
h
f 0ðyÞdy ¼ 1 Fv2
1
ðhÞ ¼ a ð7Þ
Notice that Yt  Nðh;r2Þ under H0 and consequently L has a
central v2 distribution with one degree of freedom. Moreover, H0
can be rejected at the significance level a if the observed value of
LðYÞ is larger than (1 a)-th quantile of the v21 distribution. The
power function is given by:
bd ðc2Þ ¼ PhðdðYÞ ¼ H1Þ ¼ PhðLðYÞP hðaÞÞ
¼ R1h f kðyÞdy ¼ 1 F1;kðhÞðhÞ ð8Þ
where, F1;kðYÞ is the non-central v2ð1; kÞ distribution with one
degrees of freedom and non-centrality parameter kðhÞ ¼ 1r2 kP?Hhk22.
Next, the GLR test described earlier will be utilized to monitor linear
antenna arrays.
4. Monitoring linear antenna array via a GLR test
In this section, the GLR test will be utilized to monitor the radi-
ation pattern of a linear array of antenna elements. The differences
or residuals between the reference or fault-free pattern and the
actual pattern of the monitored array normally has zero mean
and a variance related the size of noise measurements. When a
radiation pattern is faulty, the mean of its associated residuals
deviates from its nominal value, which can be detected using
GLR hypothesis testing. The proposed fault detection procedure
comprises the following steps: 1) the generation of residuals and
2) the evaluation of these residuals using a GLR test (see Fig. 2).
Let e ¼ ½eu1 ; . . . ; euj ; . . . ; eun  be the residual vector, which is
defined as the difference between the reference radiation pattern
and the radiation pattern of the tested or monitored array. In the
absence of a fault, the residual vector equals
e ¼ FdðuÞ  FsðuÞ;
and in the presence of an additive fault vector, h, the residual vector
equals
e ¼ FdðuÞ  FsðuÞ ½þh:
Additive faults influence the residuals of a process model by an
addition of a bias vector [24]. The residual vector, e, is supposed to
follow a Gaussian distribution. A large change in the mean ofFig. 2. Simplified block diagram of fault detection in antenna arrays using a GLRresidual vector is observed if a big deviation occurs in the moni-
tored antenna form its desired performance. A small change in
the mean of residuals close to zero is due to measurement noise
and errors, which means that the monitored antenna in normally
operating. It is this comparison operation that makes residuals a
useful indicator of fault detection. The GLR-based test is used to
make decisions between the null hypothesis H0, (absence of
anomalies) and the alternative hypothesis H1, (presence of
anomalies):
H0 ¼ fe  Nð0;r2InÞg; ðnull hypothesisÞ;
H1 ¼ fe  Nðh;r2IngÞ; ðalternative oneÞ:
(
ð9Þ
By comparing between the GLR decision statistic described in
Section 3 and a given value of the decision threshold a fault can
be detected. If GLR statistic overshoots a decision threshold, a fault
is detected.
Since the residual vector is used as the input data for the GLR
test, only one GLR decision statistic is calculated to detect abnor-
malities in the linear array of antenna elements. Note that this
technique can be used to detect whether the radiation pattern of
the array matches the desired pattern, but it cannot be used to
determine the location of the fault element. An algorithm that out-
lines the proposed GLR monitoring technique in linear antenna
arrays is summarized in Table 1.
As stated earlier, the GLR test employs two steps to detect fail-
ures in antenna arrays. The first involves the use of a reference pat-
tern (representing the fault-free antenna array) to generate the
residual signal. In the second step, the likelihood ratio is computed
and compared to a threshold value to identify possible failure(s).
The effectiveness of this GLR-based fault-detection algorithm is
illustrated in the next section through its application to monitor
a linear antenna array.
5. Simulated example
In this section, the anomaly detection abilities of the GLR
hypothesis testing are assessed by its ability to detect a fault in lin-
ear antenna. Towards this end, three different cases of anomalies
were simulated. In the first case study, it is assumed that the mon-
itored linear array contains two completely failing elements (case
i). In the second case study, an antenna array with partial failures
is considered (case ii). And in third case study, the radiation pattern
of the monitored array is contaminated by random noise (case iii).
The fault-free training data for this problem are generated by
simulating the radiation pattern of a uniformly spaced linear array
constituted with 12 rectangular microstrip antennas. The radiation
pattern f ðuÞ used in this simulations is the same as the one
described in [44]. This radiation pattern is determined for a sub-
strate with a permittivity of 2:2, a thickness of 0:152 cm, a square
patch with a dimension of 1:89 cm, and a frequency of 5 GHz. Thehypothesis test. h is the threshold value and K is the GLR decision function.
Table 2
Amplitude excitation of the designed antenna array.
Element Normalized amplitude
1 1.00
2 0.7250
3 0.3757
4 0.1347
5 0.0314
6 0.0042
Fig. 4. A linear array with two completely failing elements at positions 3 and 3
(Case (i), first example).
Table 1
Antenna array monitoring using a GLR fault detection algorithm.
Given:
 Training fault-free radiation pattern data (obtained from a normally operating antenna array), and testing radiation pattern data (obtained from an array possibly
containing faulty elements),
 A fixed probability of a false alarm, a,(1) Synthesize the radiation pattern with the desired performance,
(2) Compute the residual vectors, e,
(3) Compute the decision function, KðeÞ,
(4) Compute the decision threshold, hðaÞ, for the GLR test,
(5) Check for faults:
if KðeÞP hðaÞ, then
I Declare anomaly
else if KðeÞ < hðaÞ then
I The monitored antenna array is under control
end if
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tern by optimizing the amplitude excitation to achieve a pattern
that closely resembles a Gaussian function [6]. Fig. 3(a) compares
the optimized radiation pattern with the desired one (which has
the form of a Gaussian function), and shows that the optimized
pattern closely matches the desired one. Fig. 3(b) shows the evolu-
tion of the cost function (used in the Minimax algorithm) versus
the iteration number, and shows that the Minimax algorithm
quickly converges to the minimum value of the cost function.
The distribution of the optimized excitation amplitudes of the
array elements is shown in Table 2. To better represent practical
antenna measurements, the designed radiation pattern which are
assumed to be noise-free are then contaminated with zero-mean
Gaussian noise having standard deviations of 0.003.
5.0.1. Case (i): detection of complete failures
This first case study is aimed to assess the effectiveness of the
GLR test to detect on-off faults in a linear array of antenna ele-
ments. We considered a linear array with two completely failing
element at positions (3 and 3) as shown in Fig. 4. The radiation
pattern is represented using 180 samples between angles of
90 and 90 degrees. To better represent the randomness in practi-
cal measurements, zero-mean Gaussian noise with a standard
deviations of r ¼ 0:005 was added to the simulated radiation
pattern. Fig. 5(a) shows the reference radiation pattern of the
fault-free antenna array (solid curve) and the faulty pattern
(circle-dash curve). One can clearly observe from Fig. 5(a), that
due to the failing element, the radiation pattern deviated from
the reference pattern. The GLR threshold value was found to be
hðaÞ ¼ 0:004 for a probability of false alarm of a ¼ 5%. The GLR
decision function for this case, which is plotted in Fig. 5(b), clearly
shows the violation of the confidence limits and thus the ability of
the GLR test to detect this type (on-off) faults.Fig. 3. (a) The radiation pattern of the 12-element array optimized using the Minimax al
in Minimax algorithm.5.0.2. Case (ii): detection of partial failures
The second case is aimed at assessing the ability of the GLR test
to detect partial failures, (i.e., some elements are not completely
failing). The partially failing elements are at positions 3 and 3
in the linear array. To simulate the performance of the partially
failing array, the excitations of the array are modified to represent
the assumed grade of failure. Here, it is assumed that the excita-
tions of the partially failing elements are half of their normal val-
ues. Fig. 6(a) shows the radiation patterns of the fault-free array
(solid curve) and the faulty array (circle-dash curve). Again, the
probability of a false alarm was chosen to be 5% for the GLR test,
and the computed decision function is plotted in Fig. 6(b), whichgorithm with respect to amplitudes, (b) Convergence curve of the cost function used
Fig. 7. GLR detector of the good detection ratio.
Fig. 8. Effect of number of samples on the detection performance of the GLR chart.
Fig. 5. The reference radiation pattern of the fault-free array (solid curve) and the radiation pattern of the monitored array with completely failing elements at positions 3
and 3 (circle-dash curve), (a). The evolution of the GLR decision function in the presence of two complete faults at positions 3 and 3 (b).
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this type of partial faults.
To assess the detection performance of GLR detector, the good
detection ratio, which is defined as the percentage of good detec-
tion on a certain number of realizations, was computed for differ-
ent failure magnitude values. To make statistically valid
conclusions about the performance of this detector, a Monte Carlo
simulation using 5000 realizations was performed for each value of
failure magnitude taken between 2% and 60%. The probability of a
false alarm was chosen to be 5% for the GLR test. The average of the
5000 iterations of the good detection rate as function of failure
magnitude is shown in Fig. 7.
Herein, the effect of number of measurements on the detection
performance of the GLR chart. To do so, we considered the same
linear array with two completely failing element as given in the
case (i). The number of samples is changed from 10 to 400 in 10
steps. In each step, 1000 realizations are made to compute the
average representing the detection rate. As the residuals (deviation
pattern) plays a key role in detecting the faults in antenna arrays, it
requires appropriate numbers of samples to describe the deviation
pattern correctly. It can be seen from the results in Fig. 8, when the
number of measurements is small, the power of the detector is
poor. It can be seen that the detection rate increases with the num-
ber of samples.
5.0.3. Case (iii): detection of interfering signals
In this case study, the strength of GLR test will be assessed by
measuring its ability to detect noise interfering in one or more
directions of the pattern of a linear array of antenna elements. To
this end, two examples are presented. In the first example, the
radiation pattern of the monitored linear array is contaminated
using random Gaussian noise with a standard deviation of 0.07Fig. 6. The reference radiation pattern of the fault-free array (solid curve) and the radiatio
3 (circle-dash curve), (a). Change in the GLR decision function in the presence of two pain the u ¼ ½5070 direction. The probability of a false alarm was
chosen to be 5%, and Fig. 9(a), which depicts the value of the GLR
decision function, indicates that this anomaly is detected by over-
passing the decision threshold.n pattern of the monitored array with partially failing elements at positions 3 and
rtially failing elements at positions 3 and 3 (b).
Fig. 9. The change in the GLR decision function in the presence of an interfering signal in the u ¼ ½5070 direction, ((a), first example). The change in the GLR decision
function in the presence of an interfering signal in the u ¼ ½70  50S½5070 directions, ((b), second example).
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formed using interfering signals in the u ¼ ½70  50S½5070
directions. The simulation of the radiation pattern representing
these faults is performed by introducing two different levels of
noise: noise with a standard deviation of 0.05 in the
u ¼ ½70  50 direction and noise with a standard deviation of
0.1 in theu ¼ ½5070 direction. Again, 5%was chosen as the prob-
ability of a false alarm, and Fig. 9(b), which plots the results of GLR
chart, fromwhich it can be seen that the GLR statistic violate clearly
the control limit and thus the ability of this chart to detect this fault.
The results of these examples show that the GLR hypothesis-
testing-based fault-detection method is not only an effective
method to detect interfering signals, but for determining the angle
of the interfering signal from which the direction of the interfer-
ence source can be determined. To guarantee a reliable perfor-
mance of the array, noise signals occurring in one or more
directions of the radiation pattern can be reduced or suppressed
via numerically finding a new set of excitations of the degraded
antenna array that optimizes some cost function.6. Conclusion
With increasing demand for reliability and safety in wireless
communication systems, more attention has been given recently
by researchers to the problem of antenna arrays monitoring. The
presence of faults changes the radiation pattern of the designed
array and degrades its quality. Specifically, a fault-detection proce-
dure rested on the GLR test is proposed to achieve this objective.
The proposed method detected faults based on change in the radi-
ation patterns from three different kinds of faults: (1) complete
(on-off) faults, (2) partial faults, and (3) interfering signals. The
results showed the effectiveness of the GLR test to detect these
types of faults in a linear array of antenna elements.
This work further can be extended to monitor the performances
of planar arrays. To do so, the reference radiation pattern is deter-
mined for the planar array with no faulty elements. Further, radia-
tion pattern for the planar array under test is derived. From this we
compute the residuals (deviation pattern) which is the difference
between fault free and faulty patterns. Indeed, two similar patterns
will have a small residuals close to zero due to measurement noise
and errors, while very different patterns would have a larger resid-
uals. Then, the GLR monitoring chart can be applied on the residu-
als to identify the presence of a potential fault.
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