We investigate elements of combinatorics from the point of view of the algebra for the canonical commutation relations. We find novel interpretations for Stirling numbers of both type within this context. This allows us to develop compact formulas for vacuum averages and normal orderings of products of Bose fields. Two applications are mentioned: an uniform estimate for Dyson series expansions occurring in quantum open systems; multiple (quantum) stochastic integral decompositions based on a new Möbius inversion formula (theorem 2.7) for sums over partitions.
Introduction
There is a deep connection between quantum statistical field theory and combinatorics: see, for instance, [1] or [2] . An obvious example is the relations between Gaussian fields, Wick's theorem and pair partitions. When the number operator (or, more generally, differential second quantization) is included we can obtain further relations between Poissonian moments and general combinatorial partitions. In the following article, we review the basic ideas from elementary combinatorics and show how they arise naturally in the context of (Bose) second quantization. We present several new results for the representation of vacuum averages and normal orderings of multiple field products. 
where the coefficients appearing integers. They are, in fact, well-known combinatorial factors called the Stirling numbers of the second kind [3] , [4] .
We also note the well-know result that N has a Poisson distribution in a coherent state, or equivalently N λ := N + √ λ (b + + b − ) + λ, (λ > 0) , has a Poisson distribution in the vacuum state: e tN λ = exp λ e t − 1 which is implies (N λ ) n = m S II (n, m) λ m . We shall develop these topics in this review and explore the deep connection between quantum statistics of Bose fields and combinatorics. For λ = 1, the moments (N 1 )
n are the Bell numbers B n which we discuss below.
We shall not treat Fermi fields however it is interesting to note that if we replace b ± with Fermi variables a ± satisfying a − a + + a + a − = 1, (a + ) 2 = 0 = (a − ) 2 then, using Pauli matrices representations, the vacuum average of N λ := a + a − + √ λ (a + + a − ) + λ will be determined from e tN λ = e and for λ = 1, the moments (N 1 ) n are given by F 2n+1 where (F n ) is the Fibonacci sequence. This suggests that the statistics of Fermi fields also lead to combinatorial interpretations.
The Stirling Numbers
The Stirling numbers of the first and second kind are defined as the coefficients appearing in the relations
where the n-th rising factorial power is t ↑n := t (t + 1) (t + 2) . . . (t + n − 1) and the n-th falling factorial power t ↓n := t (t − 1) (t − 2) . . . (t − n + 1). (We also set t ↓0 = t ↑0 = 1.) Both sets of numbers are non-negative integers and clearly S I (n, m) = 0 = S II (n, m) for m = 1, . . . , n. It is easy to see that t ↓n ≡ m (−1) n+m S I (n, m) t m and t n ≡ m (−1) n+m S II (n, m) t ↑m . They are dual in the sense that
The Stirling's numbers satisfy the recurrence relations (Stirling's Identities) S I (n + 1, m) = S I (n, m − 1) + nS I (n, m) ; (4) S II (n + 1, m) = S II (n, m − 1) + mS II (n, m)
with S I (1, 1) = 1 = S II (1, 1) . [Evidently S I (n, n) = S II (n, n) = S II (n, 1) = 1. The relations t ↑(n+1) = t ↑n × (t + n) and t × t ↓m = (t − m + m) t ↓m = t ↓(m+1) + mt ↓m lead to the identities when we equate coefficients.]
The Stirling numbers may then be generated recursively using a construction similar to Pascal's triangle. 1 n! µ n t n and in the examples we consider below, φ will be the moment generator for a particular probability distribution. The results of this can be summarized in the following table   Table 1 : Combinatorial enumerations and related probability distributions.
Objects
Enumeration Moment Generator Pair Partitions (2n symbols) (2n)! 2 n n! Gaussian Permutations (n symbols, m cycles)
Pair Partitions
A pair partition of the set {1, 2, . . . , 2n} consists of n pairs taken from the set so that every element of the set is paired with another. We shall denote the collection of all such pair partitions by P 2n . Evidently, |P 2n | = (2n)! 2 n n! : we have 2n × (2n − 1) choices for the first pair, then (2n − 2) × (2n − 3) for the second, etc. This gives a total of (2n)! however we have over-counted by a factor of n!, as we do not label the pairs, and by 2 n , as we do not label the elements within each pair either. It is convenient to set |P 2n+1 | = 0 since clearly we cannot partition up an odd number of elements into pairs.
The Gaussian Distribution
Let σ > 0 and introduce the numbers µ k = σ k |P k |. We can sum the moment series
and this is equal to
is the Gaussian distribution of mean zero and standard deviation σ.
Permutations
The set of permutations, S n , over {1, . . . , n} forms a non-abelian group under composition. We shall use the notation σ 0 = id, σ 1 = σ, σ 2 = σ • σ, etc. Given a permutation σ ∈ S n , the orbit of a number i ∈ {1, . . . , n} under σ is the sequence i, σ (i) , σ 2 (i) , . . . . As the orbit must lie within {1, . . . , n} it is clear that σ k (i) = i for some k > 0: the smallest such value is called the period of the orbit and clearly orbit repeats itself beyond this point σ
is referred to as a cycle or more explicitly a k-cycle. Cycles will be considered to be equivalent under cyclic permutation in the sense that [x 1 ; x 2 ; . . . ; x k ] is not distinguished from [x 2 ; x 3 ; . . . ; x k ; x 1 ], etc. Thus each k-cycle is equivalent to k sequences depending on where on the orbit we choose to start. Clearly orbits arising from the same permutation σ either coincide or are completely disjoint; this simple observation leads to the cyclic factorization theorem for permutations: each permutation σ can be uniquely written as a collection of disjoint cycles.
Permutations having exactly m cycles
Lemma 2.1: Let S n,m be the set of permutations in S n having exactly m cycles. Then the number of permutations in S n,m is given by the Stirling numbers of the first kind |S n,m | = S I (n, m) .
This is proved by showing that |S n,m | satisfies the same recurrence relation as the Stirling numbers of the first kind, that is |S n+1,m | = |S n,m−1 | + n |S n,m | .Now |S n+1,m | counts the number of permutations of {1, 2, . . . , n + 1} having m cycles. Of these, some will have n + 1 as a fixed point which here means that [n + 1] is unit-cycle: as we have m − 1 cycles left to be made up from the remaining labels {1, 2, . . . , n}, we see that there are |S n,m−1 | such permutations. Otherwise, the label n + 1 lies within a cycle of period two or more: now if we take any permutation in S n,m then we could insert the label n + 1 before any one of the labels i ∈ {1, . . . , n} in the cyclic decomposition -there are n |S n,m | such possibilities and the second situation. Clearly |S 1,1 | = 1 = |S n,n | while |S n,m | = 0 if m > n. Therefore |S n,m | ≡ S I (n, m).
The Gamma Distribution
Lemma 2.2: Let λ > 0 and set µ I n = m S I (n, m) λ m (a polynomial in λ of degree n) then µ I n is the n-th moment of the Gamma distribution of power λ:
Proof. The moments are, by the definition of the Stirling numbers of the first kind, µ
Recall that the Gamma distribution of power λ is the continuous probability distribution given by the density
Corollary 2.3:
Proof. We have established above that n m
Rearranging (1 − t) −λ as e −λ ln(1−t) and expanding as a power series in λ gives the result.
Partitions
Let X be a set. We denote by P (X ) the collection of all partitions of X , that is, Γ = {G 1 , . . . , G m } ∈ P (X ) if the G j are mutually-disjoint non-empty subsets of X having X as their union. The subsets G j making up a partition are called parts.
If X = {1, . . . , n} then the collection of partitions of X will be denoted as P n .while the collection of partitions of X having exactly m parts will be denoted as P n,m . 
To prove this, we first of all show that we have the formula |P n+1,m | = |P n,m−1 | + m |P n,m | .This is relatively straightforward. We see that |P n+1,m | counts the number of partitions of a set X = {1, . . . , n, n + 1} having m parts. Some of these will have the singleton {n + 1} as a part: there will be |P n,m−1 | of these as we have to partition the remaining elements {1, . . . , n} into m − 1 parts. The others will have n + 1 appearing with at least some other elements in a part: we have |P n,m | partitions of {1, . . . , n} into m parts and we then may place n + 1 into any one of these m parts yielding m |P n,m | possibilities. Clearly |P 1,1 | = 1 and |P n,n | = 1 while |P n,m | = 0 if m > n. The numbers |P n,m | therefore satisfy the same generating relations as the S II (n, m) and so are one and the same.
As a corollary, we get the following result.
Lemma 2.5: (Stirling's Identity)
This can be proved by showing that these Stirling numbers help enumerate the number of onto finite functions. Denote the set of functions from {1, . . . , n} to {1, . . . , m} by F II (n, m).Next, let Ω = F n m and let P be uniform probability on Ω: that is,
n since we now have functions with domain {1, . . . , n} and restricted domain {1, . . . , m} / {i (1) , . . . , i (r)}. The Principle of Inclusion and Exclusion [4] tells us that
and Stirling's identity follows after some easy rearrangements.
The n-th Bell number, B n , counts the total number of partitions that can be made from n symbols: clearly
The Poisson Distribution
Lemma 2.6: Let λ > 0 and set µ
n is the n-th moment of the Poisson distribution of intensity λ :
Proof. If we fix m then, by Stirling's identity,
and so
m λ m and the result follows.
Note that µ
Recall that the Poisson distribution of intensity λ > 0 the discrete probability distribution given by p n = e −λ λ n n! , for n = 0, 1, 2, . . . . Its moment generating function is then n p n e tn = exp {λ (e t − 1)} .The number S II (n, m) gives the coefficient of λ m in the n-th moment, while the Bell number B n gives the n-th moment if λ was unity.
Occupation Numbers for Partitions
Given Γ ∈ G (X ), we let n j (Γ) denote the number of parts in Γ having size j. We shall refer to the n j as occupation numbers and we introduce the functions
If X = {1, . . . , n} then the collection of partitions of X will be denoted as P n .while the collection of partitions having exactly m parts will be denoted as P n,m .
Note that if Γ ∈ P n,m then N (Γ) = m and E (Γ) = n.
Coarse Graining and Möbius Inversion
A partial ordering of P (X ) is given by saying that Γ
′ . In such situations we say that Γ ′ is coarser than Γ, or equivalently that Γ is finer than Γ ′ . The partition consisting of just the set X itself is coarser then every other partition of X . Likewise, the partition consisting of only singletons is the finest. If we have Γ ′ Γ then every part of Γ ′ must be a union of parts of Γ. Specifically, if Γ = {G 1 , G 2 , . . . , G m } and N (Γ ′ ) = l then l ≤ m and there is a unique partition Π = {P 1 , . . . , P l } ∈ P m,l such that the parts of Γ ′ are of the form G ′ j = ∪ i∈Pj G i . We shall write Π = Γ/Γ ′ for this partition. Moreover, suppose that |Π j | = r j (that is, the part G ′ j of Γ ′ has size r j ) then with the conventions we set
Theorem 2.7: Let Ψ : P (X ) → C be given and let a function be defined by
The relation may be inverted to give
Proof. Essentially we must show that
Suppose that Γ ′′ consists of l parts. If G ′′ j is one of these parts, it will be a union of k j , say, parts of Γ and r j , say, parts of Γ ′ . Evidently we have 1 ≤ r j ≤ k j . By considering all the possible partitions of these k j parts of Γ (for each j = 1, ..., l) we end up with all the Γ ′ finer than Γ ′′ but coarser than Γ. The sum above then becomes
however, observing that (r − 1)! = s (r, 1) and using the orthogonality of the first and second kind Stirling numbers, we see that this is proportional to l j=1 δ 1,kj . This gives the result.
Note that if ψ is a function of the subsets of X and if φ (A) = B⊆A ψ (B) then we have the relation ψ (A) = B⊆A (−1)
|A|−|B| φ (B) which is the so-called Möbius inversion formula [5] . The above result is therefore the corresponding inversion formula for functions of partitions.
Boson Combinatorics
Why do the Gaussian and Poissonian distributions emerge from basic enumerations? Moreover, what is the connection with Bosonic fields? The answer comes from looking at vacuum averages of Bosonic variables.
Fock Space
Let h be a fixed Hilbert space and denote by h⊗ n the closed linear span of symmetrized vectors of the type
where ψ j ∈ h. The Fock space over h is direct sum Γ + (h) = ∞ n=0 h⊗ n . The vacuum space h⊗ 0 is taken to be spanned by a single vector Φ termed the Fock vacuum.
Boson creation and annihilation fields are then defined on Γ + (φ) by the actions:
They satisfy the canonical commutation relations [B
with f ⊗n the n-fold tensor product of f with itself. The Fock vacuum is, in particular, given by Φ = ε (0). We note that ε (f ) |ε (g) = n≥0 1 n! f |g n = exp f |g , whence the name exponential vectors. (These vectors are called Bargmann vector states in the physics literature, while their normalized versions are known as coherent states.) The set ε (h) is linearly independent in Γ + (h). Moreover, they have the property that ε (S) will be dense in the Boson Fock space whenever S is dense in h.
Gaussian Fields
If we wish to compute the expectation Φ|
where the ε's stand for + or −, then every time we encounter an expression
The term f i |f j is scalar and can be brought outside the expectation leaving a product of two less fields to average. Ultimately we must pair up every creator with an annihilator otherwise we get a zero. Therefore only the even moments are non-zero and we obtain
Here (p j , q j ) n j=1 ∈ P 2n is a pair partition: the p j correspond to annihilators and the q j to creators so we must have p j > q j for each j; the ordering of the pairs is unimportant so for definiteness we take q n > · · · > q 2 > q 1 . We may picture this as follows: for each i ∈ {1, 2, . . . , 2n} we have a vertex; with B + (f i ) we associate a creator vertex with weight f i and with B − (f i ) we associate an annihilator vertex with weight f i (see figure 1) . We then consider a sum over all possible diagrams describing. Setting all the f j equal to a fixed test function f , with f = σ, and let
The observable Q (f ) therefore has a mean-zero Gaussian distribution in the Fock vacuum state. For instance, we have |P 4 | = We remark that (14) is the basic Wick's theorem in quantum field theory and can be realized in terms of Hafnians [1] . However, the result as it applies to multinomial moments of Gaussian variables goes back to Isserlis [6] in 1918.
Poissonian Fields
More generally, we shall consider fields B ± (.) on some Fock space on Γ + (h). Consider the vacuum average of an expression of the type
where the α j 's and β j 's are powers taking the values 0 or 1. This time, in the diagrammatic description, we have n vertices with each vertex being one of four possible types (figure 3). The typical situation is depicted in figure 4 below: u u u u u u u u u u u u u u u u u 9 6 9 6 9 6 '$ i(5) i (4) i (3) i (2) i(1)
Evidently we must again join up all creation and annihilation operators into pairs; we however get creation, multiple scattering and annihilation as the rule; otherwise we have a stand-alone constant term at a vertex. In figure 5 we can think of a particle being created at vertex i (1) then scattered at i (2) , i (3) , i (4) successively before being annihilated at i (5). (This component has been highlighted using thick lines.) Now the argument: each such component corresponds to a unique part, here {i (5) , i (4) , i (3) , i (2) , i (1)}, having two or more elements; singletons may also occur and these are just the constant term vertices.
Therefore every such diagram corresponds uniquely to a partition of {1, . . . , n}. Once this link is made, it is easy to see that
. (15) If we now take all the f j and g j equal to a fixed f then we arrive at
Note that a part of size k contributes f 2(k−1) so a partition in P n,m with parts of size k 1 , . . .
It therefore follows that the observable
has a Poisson distribution of intensity φ 2 in the Fock vacuum state.
Exponentially Distributed Fields
Is there a similar interpretation for Stirling numbers of the first kind as well? Here we should be dealing with cycles within permutations rather than parts in a partition. Consider the representation of a cycle (i (1) , i (2) , . . . , i (6)) below (figure 5): To make the sense of the cycle clear, we are forced to use arrows and therefore we have two types of lines. In any such diagrammatic representation of a permutation we will encounter five types of vertex (figure 6). An uncontracted (constant) vertex indicates a fixed point for the permutation.
Let us consider the one-dimensional case first. The above suggests that we should use two independent (that is, commuting) Bose variables, say b
then we see that b + will commute with b − . We note that
and here we see the five vertex terms we need.
Let Φ 1 and Φ 2 be the vacuum state for b 
and so, for t < 1,
Therefore N = b + b − has an exponential distribution in the joint vacuum state.
The generalization of this result to Bosonic fields over a Hilbert space h is straightforward enough. First we need the notion of a conjugation map on Hilbert spaces: this is a conjugate-linear map j : h → h. For instance, let {e n } n be a fixed complete basis for h then an example of a conjugation is given by j ( n c n e n ) = n c * n e n . Theorem 3.1: Let h be a separable Hilbert space and j an conjugation on h. Let B ± (.) be operator fields define on Γ + (h) ⊗ Γ + (h) by
where the B 
The proof should be obvious from our discussions above so we omit it. The sum is over all permutations σ ∈ S n and each permutation is decomposed into its cycles; the product is then over all cycles (i (1) , i (2) , . . . , i (k)) making up a particular permutation. We note that the representation corresponds to a type of infinite dimensional limit to the double-Fock representation for thermal states [7] .
Putting to Normal Order
The goal of this section is to determine the form of an expression such as
when put to normal order. This actually is not as complicated as might first seem. Putting such an expression to normal order involves, inevitably, pair contractions and we have seen how to describe vacuum expectations in terms of sums of diagrams indexed by partitions. This time we need to take into account the fact that external lines will be present. The incoming external lines (uncontracted annihilators) may only appear at the vertices which are minimum elements of a part while the outgoing external lines (uncontracted creators) may only appear at the maximum elements of parts. The diagram in figure 7 has associated with it the following normal ordered operator: (10) i(9) i (8) i(7) i (6) i(5) i(4) The general situation is then actually quite easy to state. We consider a sum over all possible partitions; for each part we will have a minimum and a maximum element (which coincide if the part is a singleton) and we sum over the possibilities of having or not having a creator at the maximum element of a part and having or not having an annihilator at the minimum element of each part.
To proceed we need an indexing system for the vertices in {n, n − 1, . . . , 1} when partitioned.
Notation (Vertex Labelling ):
If Γ is a partition in P n , then we let q (i, j, k) be the k th element of the j th part of size i in Γ.
For instance, for the partition appearing in diagram 9 we have the indexing:
(singletons) q (1, 1, 1) = 2; q (1, 2, 1) = 6; q (1, 3, 1) = 8; (pairs) q (2, 1, 1) = 1, q (2, 1, 2) = 4; q (2, 1, 1) = 9, q (2, 2, 2) = 10;
(triples) q (3, 1, 1) = 3, q (3, 1, 2) = 5, q (3, 1, 3) = 7.
We note that, in general, the j th part of size i has minimum element q (i, j, 1) and maximum element q (i, j, i). The ordering here is explicitly that vertices are ranked first of all by the index i giving the size of the part to which it belongs, then by the index j labelling the parts of size i (we order parts of the same size according to their minimum element), and finally by index k = 1, . . . , i which just labels the elements of the part by increasing value.
In these notations, we may rewrite the vacuum expectation (15) as
Putting together all our observations in this section about putting to normal order we get the following result.
Thermodynamic Potentials over Partitions
We introduce a canonical potential (partition function) over partitions on n vertices:
A grand canonical potential is then defined as
The latter can be calculated exactly using occupation numbers:
and is convergent for β > 0.
This turns out to be critical to the following problem in open quantum systems [8] . Let Υ t (λ) be a Hamiltonian of the form
acting on a joint Hilbert space h S ⊗ Γ (h R ) where the E αβ are bounded operators on the system space h S and a ∓ t (λ) are creation / annihilation operators on the Fock reservoir. We assume a commutation relation of the form a
where G λ approaches a delta-function as λ → 0. The unitary operator U t (λ) satisfying the Schrödinger equation ∂ t U t (λ) = iΥ t (λ) U t (λ) can be expanded as a Dyson series. Taking the Fock vacuum average leads to a perturbative series expansion involving products of the two point function G λ . At each level, the number of separate components will be given by the Bell numbers.
It turns out that the proliferation of components occurs due to the scattering term E 11 (without this term the number of components grows like the number of pair partitions). If, however E 11 < 2, then we may obtain a uniform estimate for the series thanks to a generalization of the Pulé inequalities [9] and the convergence of the potential Ξ. We remark that the simplicial integration appearing in the Dyson series accounts for the factorials appearing in (20).
Multiple Stochastic Integrals
Let X t and Y t be stochastic integrals, then the Itô formula, see e.g. [10] , states that
The quantum Itô formula [11] takes the same form but the processes need not commute! Let X (j) t be stochastic processes for j = 1, . . . , n. We use the following natural (notational) conventions:
t1 .
In the following we denote by ∆ n σ (t) the n−simplex in [0, t] n determined by a permutation σ ∈ S n : that is,
We denote by ∆ n (t) the simplex determined by the identity permutation: that is t > t n > t n−1 > · · · > t 1 > 0. Clearly ∪ σ∈Sn ∆ n σ (t) is [0, t] n with the absence of the hypersurfaces (diagonals) of dimension less than n corresponding to the t j 's being equal. Moreover, the ∆ n σ (t) are distinct for different σ. We also define the off-diagonal integral "− " to be the expression with all the diagonal terms subtracted out. Explicitly
Take s 1 , s 2 , . . . to be real variables and let Γ = {G 1 , . . . , G m } be a partition of {1, . . . , n} then, for each i ∈ {1, . . . , n}, define s Γ (i) to be the variable s j where i lies in the part G j .
Lemma 6.1: The multiple stochastic integral can be decomposed as
Note that there n = 1 case is immediate as the and − integrals coincide. In the situation n = 2 we have by the Itô formula
and this is the required relation.
The higher order terms are computed through repeated applications of the Itô formula. An inductive proof is arrived at along the following lines. Let X (n+1) t be another quantum stochastic integral, then the Itô formula is
t . Assume the formula is true form n. The first term will be the sum over all partitions of {n + 1, n, . . . , 1} in which {n + 1} appears as a singleton, the second term will be the sum over all partitions of {n + 1, n, . . . , 1} in which n + 1 appears as an extra in some part of a partition of {n, . . . , 1}. In this way we arrive at a sum over P n+1 of the correct form.
Corollary 6.2:
The inversion formula for off-diagonal integrals is
where
This is a special case of the Möbius inversion formula (Theorem 2.7) for functions of partitions. Note that if Γ = {G 1 , . . . , G m } then F (Γ) = (r 1 − 1)! · · · (r m − 1)! where r j = |G j |.
Multiple Martingale Integrals
We suppose that X t is a martingale so that, in the particular, E [0,t] φ (s) dX s = 0 where φ is any adapted integrable function. In general, multiple integrals with respect to X will not have zero expectation, however,this will be the case for the off-diagonal integrals:
This property is in fact the main reason for introducing off-diagonal integrals in the first place.
In the special case of classical processes we can employ the commutativity to write
We define a family of random variables E Xt by
for t ≥ 0. We refer to process t → E Xt as an exponentiated martingale.
Wiener Integrals
Let us take X t to be the Wiener process W s . We will have
Here we have dW s dW s = ds: this means that if we sum over partitions Γ in the inversion formula then we need only consider those consisting of singletons and pairs only. We will then have E (Γ) = n 1 +2n 2 = n and N (Γ) = n 1 +n 2 = n−n 2 . The combinatorial factor is F (Γ) = 1. Now there are n n1 = n 2n2 ways to choose the singletons and (2n2)! 2 n 2 n2! ways to choose the pairs. This yields
is a result due originally to Itô [12] .
Using the relation 
Compensated Poisson Process Integrals
Let N t be the Poisson process and Y t = N t − t be the compensated process. We have the differential rule (dN t ) p = dN t for all positive integer powers p. The process Y t is a martingale and we have (dY t ) p = dN t = dY t + dt for all positive integer p with the obvious exception of p = 1.
It is convenient to replace sums over partitions with sums over occupation numbers. Recall that a partition Γ will have occupation numbers n = (n 1 , n 2 , n 3 , . . . ) and we have N (Γ) = n 1 + n 2 + n 3 + · · · and E (Γ) = n 1 + 2n 2 + 3n 3 + · · · .
We must count the number of partitions with E (Γ) = n leading to the same set of occupation numbers n; this is given by
The argument is that there are n! ways to distribute the n objects however we do not distinguish the n j parts of size j nor their contents. The correct combinatorial factor entering for a partition described by occupation numbers n will be
We therefore obtain
This is like a partition function for canonical ensemble with fixed energy E = n. The calculation of the exponentiated random variable is then analogous to the computation of a grand canonical ensemble partition function (with fugacity z).
We have This means that, in terms of the Poisson process N t , the exponentiated random variable associated with the compensated Poisson process Y t is E Yt (z) = e −zt (1 + z) Nt and we have
where C n (x, t) are the Charlier polynomials determined by the generating relation n≥0 z n n! C n (x, t) = e −zt (1 + z) x . Explicitly we have
Itô-Fock Isomorphism
Let X t be a classical martingale with canonical probability space (Ω X , F X , P) and let h X = L 2 (Ω X , F X , P). We consider the function F (t) := E X 2 t and this defines a monotone increasing function. We shall understand dF (t) to be the Stieltjes integrator in the following.
It turns out that our considerations so far allow us to construct a natural isomorphism between h X and the Fock space Γ + L 2 (R + , dF ) , see e.g. [13] . The proof with the intensities from L 2 (R + , dF ) included is then a straightforward generalization.
Theorem 6.4:
The Hilbert spaces h X = L 2 (Ω X , F X , P) and Γ + L 2 (R + , dF ) are naturally isomorphic.
Proof. Consider the map into the exponential vectors (13) given by
for each φ ∈ L 2 (R + , dF ). We know that the exponential vectors are dense in Fock space and in a similar way the exponential martingales EX (φ) are dense in h X . The map may then be extended to one between the two Hilbert spaces.
Unitarity follows from the observation that
which is an immediate consequence of the previous lemma.
The choice of the Wiener process is especially widely used. Here we have the identification
which goes under the name of the Wiener-Itô-Segal isomorphism. This result is one of the corner stones of Hida's theory [14] of white noise analysis. The same Fock space occurs when we consider the compensated Poisson process also [13] . This nicely completes our cycle of ideas.
