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This paper describes some results about the construction and comparison of sequences
of eigenvalues and eigenvectors of a pair (a,m) of continuous symmetric bilinear forms
on a real Hilbert space V . The results are used to describe the properties of some non-
standard self-adjoint linear elliptic eigenproblems on H1(Ω) where Ω is a nice bounded
region in Rn , N  2. These include eigenproblems with Robin type boundary conditions,
Steklov eigenproblems and problems where the eigenvalue appears in both the equation
and the boundary conditions. Different variational principles for the eigenvalues and
eigenvectors are introduced and convex analysis is used. Both minimax and maximin
characterizations of higher eigenvalues are described. Various orthogonal decompositions
are described and criteria for the eigenfunctions to be orthogonal bases of speciﬁc
subspaces are found. Comparison results for the eigenvalues of different pairs of bilinear
forms are proved. Finally these results are used to obtain spectral formulae for weak
solutions of parametrized linear systems.
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1. Introduction
This paper ﬁrst describes the construction, and some properties, of speciﬁc orthogonal sequences of eigenvectors of pairs
(a,m) of continuous symmetric bilinear forms on a real Hilbert space V . This construction is used to prove a variety of
orthogonal decomposition results as well as conditions that guarantee that these sequences generate orthonormal bases
of (closed subspaces of) V . They enable the proofs of some very general comparison theorems for the eigenvalues of two
pairs (a1,m1), (a2,m2) of bilinear forms on V . Moreover the results hold under rather simple conditions on the forms –
different to many criteria used previously. Finally they are used to provide explicit spectral formulae for solutions of systems
of equations posed in a weak form.
This analysis was motivated by a desire for such results for second-order divergence form elliptic eigenproblems on
bounded regions in RN satisfying boundary conditions other than the common Dirichlet condition. Such problems are not
well formulated as linear operator problems on densely deﬁned subspaces of L2(Ω) – as the usual theory assumes. Rather
the boundary conditions and the interior equations are combined in weak formulations using bilinear forms. Classes to
be described here include eigenproblems involving Robin boundary conditions in Section 7 and Steklov eigenproblems in
Section 8. Problems with eigenparameters in both the differential equation and in the boundary condition are treated in
Section 9. Each of these examples involves eigenproblems posed on (subspaces of) H1(Ω) where the bilinear form includes
both domain and boundary integrals. One of the original motivations was to answer a question about comparison results
for Steklov eigenproblems related to a model in cell biology described in Kazmierczak and Lipniacki [18]. The comparison
results are of importance for stability and bifurcation analyses of associated parabolic or nonlinear systems. The results also
are related to questions about a particular system studied by Bandle, von Below and Reichel [6].
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tions 3 and 4 describe variational principles for generating speciﬁc sequences of eigenfunctions. These variational principles
involve the ﬁnding suprema and inﬁma of functionals on closed convex subsets of V with the extremality conditions found
using properties of subdifferentials of the indicator functionals of the relevant closed convex sets. Our proofs depend on
convex analysis results and avoid the use of either Rayleigh quotients or the Lagrange multiplier rule. Min–max and max-
imin versions of variational principles for the k-th eigenvalue are described in Sections 5 and 6 and only require basic
results about iterated optimization.
Thus weak formulations and bilinear forms are studied directly rather than invoking properties of the associated linear
operators between dual spaces. In particular this analysis doesn’t depend on the use of two Hilbert spaces (V , H) as has
been common. The systematic use of real bilinear forms enables comparison results when there are different boundary
conditions as well as different coeﬃcients in the differential operator.
For the classical treatment of many of these issues see Weinberger [19, Chapter 3, Sections 7–9] which includes a
succinct description of some monotonicity results for the eigenvalues and historical references. Subsequent descriptions of
these eigenproblems may be found in Bandle [5, Chapter III], which includes an introduction to Steklov eigenproblems.
A treatment of eigenproblems based on bilinear forms on pairs (V , H) of real Hilbert spaces may be found in Blanchard and
Brüning [10, Chapter 6]. They, and many other PDE texts, use such formulations to prove results for Dirichlet eigenproblems.
In particular comparison results for the spectra of self-adjoint compact linear operators based on min–max or max–min
principles may be found in Zeidler [20, Section 22.11].
In this analysis, the bilinear form m is generally required to be weakly continuous but need not be positive. In particular
a version of Hestenes’ decomposition theorem is given in Section 4. The analysis of indeﬁnite eigenvalue problems has
been studied by many authors and many results are summarized by de Figueiredo [13] and Belgacem [8]. Some different
variational principles for such problems were described in Auchmuty [2]. A linear elliptic eigenvalue problem that involves
both boundary integrals and indeﬁnite forms is analyzed in Bandle, von Below and Reichel [6] for use in representing the
solutions of some unusual linear parabolic equations.
2. Bilinear forms and eigenproblems
Throughout this paper V is a real, separable, inﬁnite dimensional, Hilbert space. The inner product and norm on V is
denoted 〈.,.〉V and ‖.‖V . The dual space of V will be denoted V ∗ and is again a separable inﬁnite dimensional Hilbert space
with the usual dual norm and inner product. Through Section 6 our treatment is quite general but the aim is to provide the
results appropriate for the examples studied thereafter that involve eigenproblems for elliptic forms on H1(Ω).
Our interest is in ﬁnding non-trivial solutions (λ,u) ∈R× V of
a(u, v) = λm(u, v) for all v ∈ V . (2.1)
Here a : V × V → R and m : V × V → R are continuous symmetric bilinear forms on V . This will be called the (a,m)
eigenproblem.
A bilinear form b : V × V →R is said to be symmetric if b(u, v) = b(v,u) for all (u, v) ∈ V × V . When b is a symmetric
continuous bilinear form on V , then vectors u, v ∈ V are said to be b-orthogonal provided b(u, v) = 0. A subset S of V is
said to be a basis of V if it is a maximal linearly independent set in V with respect to inclusion. S is a b-orthogonal basis of
V when S is a basis that also is b-orthogonal. Note that if e is an eigenvector of (2.1) corresponding to an eigenvalue λ = 0,
then
m(u, e) = 0 ⇐⇒ a(u, e) = 0.
Deﬁne
A(u) := a(u,u), and M(u) :=m(u,u). (2.2)
A, M are the quadratic forms on V associated with a, m respectively.
Our results about the eigenproblem for (a,m) will be proved using variational methods subject to some of the following
conditions.
(A1) a(.,.) is a continuous symmetric bilinear form that also is V -coercive. That is there are 0 < k0  k1 < ∞ such that
k0‖u‖2V A(u) k1‖u‖2V for all u ∈ V . (2.3)
(A2) m(.,.) is a weakly continuous symmetric bilinear form on V .
(A3) M(u) > 0 for some u in V , or,
(A4) M(u) > 0 for all nonzero u in V .
When (A1) holds then the bilinear form a(.,.) deﬁnes the a-inner product on V which is equivalent to the V inner product.
When b1,b2 are continuous symmetric bilinear forms on V , the associated quadratic forms as in (2.2) will be denoted
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B1(v) B2(v) for all v ∈ V .
The functional B is said to be positive when B  0, it is strictly positive when it satisﬁes (A4).
Some standard notations from convex analysis will be used. R := [−∞,∞] is the extended real numbers and is to-
tally ordered in the standard manner. A number c ∈ R is positive (respectively negative) if c  () 0 and strictly positive
(negative) if c > (<) 0.
When F : V → (−∞,∞] is a given function, then the domain dom(F) of F is the set of points where |F(v)| < ∞. The
functional F is G-differentiable at v ∈ V provided there is a functional DF(v) ∈ V ∗ such that
lim
t→0+ t
−1[F(v + tw) −F(v)]= DF(v)(w) for all w ∈ V .
For a symmetric bilinear form b on V , the G-derivative of the associated quadratic form B is
DB(v)(w) = 2b(v,w) for all w ∈ V .
A vector G ∈ V ∗ is a subgradient of F at a point v ∈ dom(F) provided
F(v + h)F(v) + G(h) for all h ∈ V .
The set of all subgradients of F at v is called the subdifferential of F at v and is denoted ∂F(v).
When C is a closed convex set in V , then the indicator functional IC of C is the function with IC (u) := 0 for u ∈ C and
IC (u) := ∞ otherwise. The following standard extremality condition will be used a number of times.
Theorem 2.1. Let C be a closed convex subset of the real Hilbert space V and F : V → R be a Gateaux differentiable functional. If uˆ
maximizes F on C, then it is a solution of DF(u) ∈ ∂ IC (u). If uˆ minimizes F on C, then 0 ∈ DF(uˆ) + ∂ IC (uˆ).
3. Variational principles and comparison for λ1
Here a variational principle for ﬁnding, and comparing, the smallest strictly positive eigenvalue λ1 of eigenvalue problems
for (a,m) will be described. It involves the maximization of the quadratic form M on a closed convex subset of V .
Let C1 := {u ∈ V : A(u) 1} be the closed unit ball in V with respect to the a-inner product and S1 := {u ∈ V : A(u) = 1}.
Consider the variational principle (P1) of maximizing M on C1 and ﬁnding
β1 := β(M,C1) := sup
u∈C1
M(u). (3.1)
The basic existence result for this variational problem is the following.
Theorem 3.1. Assume V is a real Hilbert space and (A1)–(A3) hold. Then β1 > 0 is ﬁnite and there are vectors ±e1 ∈ S1 at which this
supremum is attained. e1 is an eigenvector of (a,m) corresponding to the eigenvalue λ1 := β1−1 . Moreover λ1 is the smallest strictly
positive eigenvalue of (a,m) and
A(u) λ1M(u) for all u ∈ V . (3.2)
Proof. First note that the assumptions on A imply that C1 is a bounded closed convex set in V and thus is weakly compact.
Thus M will attains its supremum on C1 as it is weakly continuous. β1 is strictly positive from (A3) and thus will be
attained on S1 by homogeneity of M. Let e1 be such a maximizer then so also is −e1 as M and A are even.
From Theorem 2.1, a maximizer e of the G-differentiable function M on C1 satisﬁes
2m(e, v) = F (v) for some F ∈ ∂ IC1(e)
where IC1 is the indicator functional of C1. A standard calculation yields that ∂ IC1 (u) = {0} when A(u) < 1 and that
∂ IC1 (u) = {μa(u, .): μ 0} when A(u) = 1. Thus since the maximizers are in S1, there is a μ 0 such that
m(e, v) = μa(e, v) for all v ∈ V .
If μ = 0, here then M(e) = 0. Such vectors are not maximizers as (A3) holds. Thus μ > 0 and ±e1 are eigenvector of (2.1)
corresponding to a strictly positive eigenvalue. Put v = e1 then M(e1) = β1 = μA(e1) = μ, so e1 is an eigenvector of (a,m)
corresponding to the eigenvalue λ1 := β1−1. The other statements of the theorem now are consequences of the fact that
±e1 maximize M on C1. 
Note that, when M is not a strictly positive functional, λ1 need not be the least eigenvalue of (a,m); there may also be
zero or negative eigenvalues.
Suppose that (a1,m1), (a2,m2) are two pairs of quadratic forms that satisfy (A1)–(A3) that have least strictly positive
eigenvalues λ(1) , λ(2) respectively. The following is the basic comparison result.1 1
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Proof. Let β(1)1 , β
(2)
1 be the values of the maximization problems of the form (P1) for (a1,m1), (a2,m2) respectively. Then
β
(1)
1 := supA1(u)1
M1(u) sup
A1(u)1
M2(u) sup
A2(u)1
M2(u) = β(2)1 .
Here the ﬁrst inequality here holds as M2 M1, while the second holds as the domain for the last maximization is a
subset of the preceding domain. This inequality and the formula for λ1 from Theorem 3.1 imply the conclusion. 
4. Orthonormal sequences of eigenvectors
The preceding maximization problem may be iterated to generate an a-orthonormal sequence of eigenvectors of (a,m).
Suppose that we have found k−1 a-orthonormal eigenvectors Ek−1 := {e1, e2, . . . , ek−1} of (2.1) corresponding to succes-
sive smallest strictly positive eigenvalues 0 < λ1  λ2  · · · λk−1 of (a,m). Let Vk−1 be the vector space spanned by these
vectors and Wk−1 be the subspace of all vectors that are a-orthogonal to Vk−1. That is w ∈ Wk−1 if and only if
a(w, v j) = 0 for 1 j  k − 1.
Deﬁne Ck := {u ∈ C1: a(u, e j) = 0 for 1 j  k−1} so that Ck is the closed unit ball in Wk−1 with respect to the a-inner
product. Consider the problem (Pk) of maximizing M on Ck and ﬁnding
βk := β(M,Ck) := sup
u∈Ck
M(u). (4.1)
To obtain the extremality conditions satisﬁed by such maximizers we need expressions for the subdifferential of the
indicator function Ik(v) := ICk (v) of Ck . The following result provides the relevant expressions.
Lemma 4.1. Suppose (A1) holds, w ∈ Ck and G ∈ ∂ Ik(w). If A(w) < 1, then G(u) = a(v,u) for some v ∈ Vk−1 . If A(w) = 1, then
G(u) = a(v,u) + μa(w,u) for some (v,μ) ∈ Vk−1 × [0,∞).
Proof. One has G ∈ ∂ Ik(w) if and only if
Ik(w + u) Ik(w) + G(u) for all u ∈ V .
When A(w) < 1, this implies that G(u) = 0 for all u ∈ Wk−1 which yields the ﬁrst statement. When A(w) = 1, consider
the restriction of the functional Ik to Wk−1. The sharp form of the Cauchy–Schwarz inequality shows that G(u) = μa(w,u)
with μ 0. Then the second statement follows. 
The result about this variational principle may be stated as follows.
Theorem 4.2. Assume (A1)–(A3) hold and Ek−1 as above are a-orthonormal eigenvectors of (a,m) corresponding to the k−1 smallest
strictly positive eigenvalues of (a,m). Then either
(i) βk = 0, there are no other strictly positive eigenvalues of (a,m) andM(u) 0 for all u ∈ Wk−1 , or else
(ii) 0 < βk  βk−1 and there are vectors ±ek ∈ S1 at which this supremum is attained. λk := βk−1 is the smallest eigenvalue of (2.1)
greater than or equal to λk−1 and ek is an eigenvector of (2.1) corresponding to λk. Moreover
A(u) λkM(u) for all u ∈ Wk−1. (4.2)
Proof. Note that M(0) = 0, so βk  0. If βk = 0 then M(u)  0 for all u ∈ Ck and (i) holds. Otherwise we have 0 < βk 
βk−1. Just as in the proof of Theorem 3.1, the maximizers must lie in S1 by homogeneity.
From Lemma 4.1 and Theorem 2.1, the maximizers of M on Ck satisfy the system
2m(e,u) = a(v,u) + μa(e,u) for some v ∈ Vk−1 and μ 0.
Take u = v here, then since e ∈ Wk−1, it follows that v = 0, and thus e is a solution of (2.1). Substitute u = e, then
2M(e) = μ = 2βk . Then the remaining statements hold just as in the proof of Theorem 3.1. 
Suppose that this sequence of variational principles generates k a-orthonormal eigenvectors and then βk+1 = 0. Let V+
be the space spanned by these eigenvectors, then M(v) > 0 for all nonzero v ∈ V+ and dim(V+) = k. Note that this
dimension is independent of the choice of the form A satisfying (A1).
When this sequence of successive maximization problems generates an inﬁnite sequence E := {ek: k  1} of
a-orthonormal eigenvectors, deﬁne V+ to be the closed subspace generated by E . Then the following result holds.
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a-orthogonal to V+ . When (A4) also holds then V+ = V and E is a maximal a-orthonormal subset of V .
Proof. Let E be an inﬁnite sequence of a-orthonormal eigenvectors generated as above. Since they are orthonormal with
respect to an equivalent inner product on V , the sequence converges weakly to zero. Hence M(ek) = βk converges to 0 as
M is weakly continuous.
If u˜ is a-orthogonal to V+ and M(u˜) > 0, then v˜ := u˜/
√
A(u˜) has A(v˜) = 1,M(v˜) > 0. Thus there is a K such that
k > K implies βk <M(v˜). This contradicts the deﬁnition of eK+1, so we must have M(u) 0 for all u that are a-orthogonal
to V+ . When (A4) holds then M(u) 0 implies u = 0, so V+ = V and E will be an a-orthonormal basis of V . 
When M obeys (A2) so does −M. If there is a vector v ∈ V with M(v) < 0, then −M obeys (A3). In this case let V−
be the closed subspace of V generated, as above, by the eigenvectors of (a,−m) associated with strictly positive eigenvalues.
They corresponding to strictly negative eigenvalues of (a,m). Also let ker(M), or V0, be the maximal closed vector subspace
of the zero set of M.
Some useful a-orthogonal decompositions of V hold when these subspaces are non-trivial.
Corollary 4.4. Suppose (A1)–(A3) hold andM(u) 0 for all u ∈ V . Then the a-orthogonal complement of V+ is V0 = ker(M).
Proof. Let W+ be the a-orthogonal complement of V+ . From the theorem M(w) 0 for all w ∈ W+ . The positivity of M
then implies that M(w) = 0 for all w ∈ W+ or W+ = ker(M). 
The following result may be regarded as a version of results described in an inﬂuential paper of Hestenes [17]. See also
the monograph of Gregory [16]. It provides an a-orthogonal decomposition of V into the positive, negative and null spaces
of the bilinear form m.
Corollary 4.5. Suppose (A1)–(A3) hold, then the closed subspaces V+ , V− and V0 are a-orthogonal and
V = V+ ⊕a V0 ⊕a V−. (4.3)
Proof. Deﬁne V+ , V− as above. These subspaces are a-orthogonal as their bases are a-orthogonal. When a vector w ∈ V is
a-orthogonal to V+ , then M(w)  0. If it also is a-orthogonal to V− then M(w) = 0. Any linear combination of vectors
that obey these a-orthogonality conditions also obeys them. Thus w ∈ V0 = ker(M) and (4.3) holds. 
Quite often these constructions involve situations where the following holds.
(A5) The bilinear form m is an inner product on a Hilbert space H and the imbedding of V into H is compact with dense
range.
When (A5) holds then (A2) and (A4) will hold. In this case let
e˜ j(x) := e j(x)√
λ j
and E˜ := {e˜ j: j  1}. (4.4)
The following result gives a simple criterion for these eigenfunctions to also constitute a basis of H .
Theorem 4.6. Suppose that (A1) and (A5) hold and E is constructed as above, then E˜ deﬁned by (4.4) is an m-orthonormal basis of H.
Proof. Since m is an inner product on H then (A4) will hold for vectors in V . Also (A2) holds as the imbedding is compact
and real inner products are symmetric. Thus from Theorem 4.3, the set E is an a-orthonormal basis of V .
From (4.4) and the deﬁnition of eigenvectors, one sees that m(e˜ j, e˜k) = δ jk so that E˜ is m-orthonormal. Given  > 0,
h ∈ H , there will be a v ∈ V satisfying ‖v − h‖H <  since V is dense in H . Since E is a basis of V , there is a ﬁnite
linear combination w of elements of E such that ‖v − w‖V <  . Thus ‖w − h‖H < C for a ﬁnite constant C since the
imbedding of V into H is continuous. Hence E˜ is a basis of H as any vector in H can be approximated by a ﬁnite linear
combination of vectors in E˜ . 
5. Maximin principles for the k-th eigenvalue
Here some maximin principles for the k-th positive eigenvalue λk of (a,m) will be described and used to prove a com-
parison result for the λk . Eigenvalues are counted with multiplicity. Let Γk := {v1, . . . , vk} be an a-orthonormal subset of V
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and ﬁnding
αk := α(M, Sk) := inf
v∈Sk
M(v). (5.1)
The following result summarizes some properties of this problem.
Theorem 5.1. Assume (A1)–(A2) hold and Γk is a set of k a-orthonormal vectors in V . Let Sk be generated by Γk as above then αk is
ﬁnite. When there are at least k strictly positive eigenvalues of (a,m) then
λ−1k = sup
Γk
inf
v∈Sk
M(v) > 0. (5.2)
Proof. First note that Sk is a compact subset of the ﬁnite dimensional vector space Vk and M is continuous on Vk . So from
Weierstrass’ theorem αk is ﬁnite and attained in Sk .
The last statement is proved by induction. It holds for k = 1 from the analysis of Section 3. Assume it is true for k − 1
and let Ek−1 := {e j: 1 j  k − 1} be a-orthonormal vectors corresponding to the ﬁrst k − 1 strictly positive eigenvalues of
(a,m).
Since dim(Sk) = k, there are at least 2 vectors ±w ∈ Sk satisfying a(w, e j) = 0 for all 1 j  k − 1. Thus 0 αk  λ−1k
from (4.2). Moreover the supremum in (5.2) is λ−1k when Sk is a set of k a-orthonormal eigenvectors of (a,m) corresponding
to the ﬁrst k strictly positive eigenvalues of (a,m) so (5.2) follows. 
Suppose m2 m1 on V , a obeys (A1) and λ(1)j , λ
(2)
j are the j-th strictly positive eigenvalue of (a,m1), (a,m2) respectively.
Then the following comparison theorem for the eigenvalues holds.
Theorem 5.2. Assume (A1)–(A3) hold for (a,m1), (a,m2) andM2 M1 on V . If (a,m2) has k strictly positive eigenvalues, so does
(a,m1) and moreover λ
(2)
j  λ
(1)
j > 0 for 1 j  k.
Proof. For a given Γk , we see that α
(2)
k  α
(1)
k from the deﬁnition (5.1) as M2 M1. Take the respective suprema in (5.2)
to obtain the inequalities. 
6. Minimax principles for the k-th eigenvalue
The preceding section described a comparison theorem when the bilinear form a is ﬁxed. Here a different minimax
characterization of the k-th strictly positive eigenvalue, will provide a comparison result when the form m is ﬁxed and
there are two bilinear forms a1, a2 obeying (A1) with A1 A2.
Assume m is a bilinear form satisfying (A2) and (A3) with dim(V+)  k. Let Γk := {w1, . . . ,wk} be an m-orthonormal
subset of V , Zk be the subspace spanned by Γk and Sk := {z ∈ Zk: M(z) = 1}. Consider the optimization problem of
maximizing A on Sk and ﬁnding
βk := β(A, Sk) := sup
z∈Sk
A(z). (6.1)
The following result summarizes some properties of this problem.
Theorem 6.1. Assume (A1)–(A3) hold and there are at least k strictly positive eigenvalues of (a,m). Let Γk be a set of k m-orthonormal
vectors in V and Sk as above, then βk is ﬁnite and
λk = inf
Γk
sup
z∈Sk
A(z). (6.2)
Proof. Here Sk is a bounded closed set in the ﬁnite dimensional space Zk so βk deﬁned by (6.1) is ﬁnite as A is continuous
on Zk .
When k = 1, this result follows from Theorem 3.1. Assume the result holds for k − 1 and let Ek−1 := {e˜ j: 1 j  k − 1}
be m-orthonormal vectors corresponding to the ﬁrst k − 1 strictly positive eigenvalues of (a,m).
Since dim(Sk) = k, there are at least 2 vectors ±w ∈ Sk satisfying m(w, e j) = 0 for all 1 j  k−1. Thus βk A(w) λk
from (4.2). However βk = λk when Sk is a set of m-orthogonal eigenvectors corresponding to the m smallest strictly positive
eigenvalues of (a,m). Thus (6.2) holds. 
When a1, a2 are two bilinear forms that obey (A1), m is a bilinear form with at least k strictly positive eigenvalues let
λ
(1)
j , λ
(2)
j be the j-th strictly positive eigenvalues of (a,m1), (a,m2) respectively. Then the following comparison theorem
for the eigenvalues holds.
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for 1 j  k.
Proof. Use induction so it suﬃces to prove this for j = k. Given Γk , we see that β(2)k  β(1)k as A2 A1. Take the respective
inﬁma in (6.2) then the result follows. 
The following theorem combines results from the last two sections to generalize Theorem 3.2 to higher strictly positive
eigenvalues λ j of these problems.
Theorem 6.3. Assume (A1)–(A3) hold for (a1,m1) and (a2,m2) withA1 A2 andM2 M1 on V . If (a2,m2) has at least k strictly
positive eigenvalues then λ(2)j  λ
(1)
j for 1 j  k.
Proof. Again, using induction, only the case j = k needs to be proved. From Theorem 6.3 this inequality holds for the pair
of forms (a1,m2), (a2,m2). Apply Theorem 5.2 to the pair (a1,m1), (a2,m1) and the result follows. 
In particular we have the following corollary.
Corollary 6.4. Suppose (A1) holds for a1 , a2 with A1 A2 and (A2), (A4) hold for m1 , m2 withM2 M1 . Then λ(2)j  λ(1)j for all
j  1 and the associated families of eigenvectors deﬁned by the iteration described in Section 4 are maximal linearly independent sets
in V .
Proof. When (A4) also holds all the eigenvalues of (a,m) are strictly positive and λ(2)j  λ
(1)
j for all j  1 from the preceding
theorem. The families of eigenfunctions are maximal from Theorem 4.3. 
7. Bases and comparison for Robin eigenvalue problems
In the next few sections, we shall concentrate on examples with V = H1(Ω) with Ω being a bounded region in RN ,
N  2. A region is a non-empty open connected set. The deﬁnitions and terminology of Evans and Gariepy [15], will be
followed except that σ , dσ , respectively, represent Hausdorff (N − 1)-dimensional measure and integration with respect
to this measure. All functions will take values in R := [−∞,∞] and derivatives should be taken in a weak sense. The
requirements on Ω are those for which the trace results of Auchmuty [4] hold.
(B1) Ω is a bounded region in RN and its boundary ∂Ω is the union of a ﬁnite number of disjoint closed Lipschitz surfaces;
each surface having ﬁnite surface area.
Let Lp(Ω), H1(Ω) be the usual real Lebesgue and Sobolev spaces of functions on Ω . The norm on Lp(Ω) is denoted
‖.‖p . H1(Ω) is a real Hilbert space under the standard H1-inner product
[u, v]1 :=
∫
Ω
[
u(x) · v(x) + ∇u(x) · ∇v(x)]dx. (7.1)
Here ∇u is the gradient of the function u and the associated norm is denoted ‖u‖1,2.
The region Ω is said to satisfy Rellich–Kondrachov (RK) theorem provided the imbedding of H1(Ω) into Lp(Ω) is compact
for 1 p < pS for pS = 2N/(N − 2) when N  3 or pS = ∞ when N = 2.
The region Ω is said to satisfy the L2-compact trace theorem provided the trace map of H1(Ω) into L2(∂Ω,dσ) is com-
pact. Our standard assumption will be
(B2) Ω is a region such that (B1), the Rellich–Kondrachov theorem and the L2-compact trace theorem hold.
Our ﬁrst example of the use of the general results is to prove properties of the sequence of Robin eigenfunctions of
second-order, divergence form, elliptic systems. For other results on problems of this type, see [1,8,11,12].
Consider the bilinear forms a,m : H1(Ω) × H1(Ω) →R by
a(u, v) :=
∫
Ω
[
(A∇u) · ∇v + cuv]dx+
∫
∂Ω
buv dσ , (7.2)
m(u, v) :=
∫
Ω
m0uv dx. (7.3)
The following conditions on the coeﬃcients in these forms will be used.
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there exist constants 0 < k2  k3 such that
k2|ξ |2 
〈
A(x)ξ, ξ
〉
 k3|ξ |2 for all ξ ∈RN , x ∈ Ω (7.4)
with 〈.,.〉 the usual Euclidean inner product and |.| the Euclidean norm on RN .
When A1, A2 are two matrix-valued ﬁelds on Ω that satisfy (B3) we say that A1  A2 on Ω provided〈
A1(x)ξ, ξ
〉

〈
A2(x)ξ, ξ
〉
for all x ∈ Ω, ξ ∈RN . (7.5)
(B4) c  0 and c ∈ Lp(Ω) for some p  N/2 when N  3 (p > 1 if N = 2).
(B5) b ∈ L∞(∂Ω) with b 0 σ a.e. on ∂Ω and∫
Ω
c dx+
∫
∂Ω
bdσ = b0 > 0.
The eigenproblem to be studied here is to ﬁnd non-trivial (λ,u) ∈R× H1(Ω) satisfying∫
Ω
[
(A∇u) · ∇v + cuv]dx+
∫
∂Ω
buv dσ = λ
∫
Ω
m0uv dx (7.6)
for all v ∈ H1(Ω). This is the weak form of the eigenvalue problem of ﬁnding non-trivial solutions of the system
Lu(x) := −div(A(x)∇u(x))+ c(x)u(x) = λm0(x)u(x) on Ω, (7.7)(
A(x)∇u(x)) · ν(x) + b(x)u(x) = 0 on ∂Ω. (7.8)
When b ≡ 0 on ∂Ω , this is the Neumann eigenproblem for the formal operator L on Ω . Otherwise this is called the Robin
eigenproblem. As will be seen our results for these eigenproblems are quite similar.
The results of the previous sections depend primarily on properties of the quadratic forms A, M associated with a, m.
A(u) :=
∫
Ω
[
(A∇u) · ∇u + cu2]dx+
∫
∂Ω
bu2 dσ , (7.9)
M(u) :=
∫
Ω
m0u
2 dx. (7.10)
The condition required on the weight function m0 is the following
(B6) m0 ∈ Lq(Ω) for some q > N/2 with m0 positive on Ω and ‖m0‖1 > 0.
Lemma 7.1. Assume (B2) and (B6) holds, then m deﬁned by (7.3) obeys (A2), and
(i) M is weakly continuous and convex on H1(Ω),
(ii) there are inﬁnitely many m-orthogonal vectors in H1(Ω) withM(v) > 0.
Proof. When the R–K theorem holds we have that u ∈ H1(Ω) implies u ∈ Lp(Ω) for 1 p < pS with the imbedding com-
pact. From Hölder’s inequality applied to (7.10), M(u) is bounded when q > N/2. It is weakly continuous as the imbedding
is compact. Since m0 is positive on Ω , M(v)  0 for all v ∈ H1(Ω) so this form is convex with M(v) > 0 for every
v ∈ H1(Ω) that is also continuous and strictly positive on Ω . Thus (ii) holds. 
The properties of the sequence of eigenfunctions deﬁned by the iterative construction of Section 4 is summarized in the
following theorem. In particular simple conditions on the coeﬃcients of these systems yield eigenfunction bases of H1(Ω)
and L2(Ω).
Theorem 7.2. Assume (B2) holds, the A(x) are real symmetric matrices on Ω obeying (B3) and c, b, m0 satisfy (B4)–(B6). Then there is
an increasing sequence of eigenvaluesΛ := {λk: k ∈N} and an associated sequence E of eigenfunctions of (7.6)with limk→∞ λk = ∞.
IfM also satisﬁes (A4) then E is an a-orthonormal basis of H1(Ω). When m0 also satisﬁes
(B7) m0 ∈ L∞(Ω) and there is a c0 such that m0(x) c0 > 0 for all x ∈ Ω ,
then E˜ deﬁned by (4.4) is an m-orthonormal basis of L2(Ω).
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a is a bounded bilinear form on H1(Ω). To prove that it is coercive we use that fact that each function in H1(Ω) has a
unique decomposition of the form u = u¯+ v where u¯ is the mean value of u on Ω and ∫
Ω
v dx = 0. From this decomposition
it follows that A is coercive on H1(Ω) whenever (B3) and (B5) hold. Thus a(u, v) deﬁned by (7.6) satisﬁes (A1) and E is a
basis of V from Theorem 4.3 when (A4) also holds.
When m0 satisﬁes (B7) then it deﬁnes an equivalent inner product on L2(Ω) to the usual inner product, so Theorem 4.6
yields the last statement. 
Its worth commenting that a common treatment of eigenvalue problems for systems like these has been to transform the
problems into eigenvalue problem for self-adjoint compact operators on L2(Ω). Then the spectral theorem for such operators
is used to prove that they are an orthonormal basis of L2(Ω). Note that the analysis here shows that the conditions on the
function m for these eigenfunctions to be an orthonormal basis of H1(Ω) are weaker than those required to prove they
constitute a basis of L2(Ω).
More generally when m0 =m+ −m− is the decomposition of m0 into its positive and negative parts, then a decomposi-
tion of H1(Ω) into three a-orthogonal subspaces as in Corollary 4.5 may be performed. Some such results are described in
Belgacem [8].
Suppose A1, A2 are two families of matrix-valued functions on Ω that satisfy (B3) with A1  A2 a.e. on Ω . Let c1, c2
and b1, b2 satisfy (B4) and (B5) respectively with c1  c2 on Ω and b1  b2σ a.e. on ∂Ω . Deﬁne bilinear forms a1, a2 on
H1(Ω) by
a j(u, v) :=
∫
Ω
[
(A j∇u) · ∇v + c juv
]
dx+
∫
∂Ω
b juv dσ (7.11)
for j = 1,2. Then A1(u)A2(u) for each u ∈ H1(Ω) and they both satisfy condition (A1).
Theorem 7.3. Assume A1(u)  A2(u) as above on H1(Ω) and m2 , m1 obey (B6) with m2  m1 a.e. on Ω . Then the eigenvalue
problems (7.6) for (a1,m1) and (a2,m2) have inﬁnitely many strictly positive eigenvalues and the corresponding eigenvalues satisfy
λ
(2)
j  λ
(1)
j for j  1.
Proof. Under these assumptions, the existence of such eigenvalue sequences holds from Theorem 7.2 and the comparison
result follows from Theorem 6.3. 
To use this theorem, we generally take one of the problems to have simple forms with A(x) ≡ a0 IN on Ω and each of b,
c, m0 being constants. Physically this result provides the direction of change in the eigenvalues as speciﬁc data is varied.
8. Bases and comparison for Steklov eigenvalue problems
Steklov eigenproblems are eigenproblems where the eigenparameter appears only in the boundary conditions. They arise
in a variety of applications and have been used for describing a spectral theory of trace spaces. See Auchmuty [3,4] for
introductions to such results.
Here we call an eigenvalue problem of the form (2.1) a Steklov eigenproblem when the bilinear form m only involves
boundary integrals. For problems with V = H1(Ω) assume ρ : ∂Ω → (0,∞] is nonzero and deﬁne
m(u, v) :=
∫
∂Ω
ρuv dσ , M(u) :=
∫
∂Ω
ρu2 dσ . (8.1)
In this section we will require that ρ, ∂Ω satisfy
(B8) ρ ∈ Lq(∂Ω) with ρ  ρ0 > 0 σ a.e. and q > N − 1. ∂Ω satisﬁes (B2) and the trace map of H1(Ω) into Lp(∂Ω,dσ) is
compact for p < 2(N−1)N−2 when N  3 (p < ∞ when N = 2).
The boundary trace condition here is known to hold under a variety of conditions on the boundary ∂Ω . See DiBenedetto
[14, Chapter IX, Proposition 18.1] for one proof.
The Steklov eigenproblem for our second-order elliptic operator in divergence form is to ﬁnd non-trivial (δ,u) ∈ R ×
H1(Ω) that satisfy∫
Ω
[
(A∇u) · ∇v + cuv]dx+
∫
∂Ω
buv dσ = δ
∫
∂Ω
ρuv dσ (8.2)
for all v ∈ H1(Ω). The eigenparameter in Steklov eigenproblems will be denoted δ rather than λ so that they may be
distinguished. This is the weak form of the eigenvalue problem of ﬁnding non-trivial solutions of the system
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A(x)∇u(x)) · ν(x) + b(x)u(x) = δρ(x)u(x) on ∂Ω. (8.4)
Here L is just a formal differential operator.
Lemma 8.1. Assume (B8) holds, then m deﬁned by (8.1) obeys (A2) and (A3) and ker(M) = H10(Ω). Moreover M(u) > 0 on an
inﬁnite dimensional subspace of H1(Ω). When ρ ∈ L∞(∂Ω,dσ) then m is an inner product on L2(∂Ω,dσ) that is equivalent to the
usual inner product on L2(∂Ω,dσ).
Proof. When (B8) holds then the bilinear form m deﬁned by (8.1) is bounded upon using Hölder’s inequality and the trace
condition in (B8). Thus m is weakly continuous as the trace map is compact. Obviously M(u) = 0 and (B8) implies that the
trace of u on ∂Ω is identically zero so u ∈ H10(Ω). Also
M(u) ρ0‖u‖22,∂Ω for all u ∈ H1(Ω)
so it is nonzero on the subspace of functions that are nonzero on ∂Ω and this is an inﬁnite dimensional subspace. The
last sentence follows from another uses of Hölder’s inequality. This inner product will be called the ρ-inner product on
L2(∂Ω,dσ). 
When (B8) holds then a function u ∈ H1(Ω) is a-orthogonal to V0 := ker(M) iff
a(u, v) = 0 for all v ∈ H10(Ω). (8.5)
This is the usual criterion for u to be an H1-solution of the equation Lu = 0 on Ω . The set of all such solutions will be
denoted N(L) and called the null space of L. Corollary 4.4 applies so we have the orthogonal decomposition
H1(Ω) = H10(Ω) ⊕a N(L).
With this choice of (a,m), the analysis of Section 4 may be used to generate an inﬁnite sequence of eigenfunctions
{ek} of the system (8.2). Note that each such eigenfunction is an H1-solution of the homogeneous equation Lu = 0. The
properties of this sequence of Steklov eigenfunctions may be summarized as follows.
Theorem 8.2. Assume the A(x) are real symmetric matrices on Ω obeying (B3), c, b, ρ satisfy (B4), (B5) and (B8). Then there is
an increasing sequence of Steklov eigenvalues Λ := {δk: k ∈ N} with limk→∞ δk = ∞. The associated sequence S := {ek: k ∈ N} of
eigenfunctions of (8.2), is both a-orthonormal in H1(Ω) and ρ-orthogonal on ∂Ω . If also ρ ∈ L∞(∂Ω,dσ) then the sequence S is a
ρ-orthogonal basis of L2(∂Ω,dσ).
Proof. The assumptions here imply that A satisﬁes (A1) just as in the proof of Theorem 7.2 and M satisﬁes (A2) and
(A3) from Lemma 8.1. Thus Theorem 4.3 yields the existence of inﬁnitely many positive eigenvalues and a-orthonormal
eigenfunctions of (8.2). When the value of the k-th problem is βk , then the corresponding eigenvalue is δk = β−1k . These
eigenfunctions must converge weakly to zero in H1(Ω), so the corresponding eigenvalues δk must increase to ∞ just as in
the proof of Theorem 7.2.
These eigenfunctions span the a-orthogonal complement of ker(M) = H10(Ω) from Corollary 4.4 and Lemma 8.1. This
space N(L) is isomorphic to the usual trace space H1/2(∂Ω) as it is a quotient space of H1(Ω) by H10(Ω). The eigenfunctions
will be a maximal ρ-orthonormal sequence of functions in N(L) by the usual argument. When m deﬁnes an equivalent inner
product on L2(∂Ω,dσ) to the usual inner product, then this sequence will then also be a basis of L2(∂Ω,dσ) as H1/2(∂Ω)
is dense in L2(∂Ω,dσ). 
When m1, m2 are two bilinear forms of the form (8.1), associated with surface densities ρ1, ρ2 then m2 m1 on H1(Ω)
iff ρ2(x) ρ1(x) σ a.e. on ∂Ω . In this case the comparison result is the following
Theorem 8.3. Assume A1(u)A2(u) as above on H1(Ω) and ρ2  ρ1 satisfy (B8). Then the eigenvalue problems of the form (8.2)
for (a1,m1) and (a2,m2) have inﬁnitely many strictly positive eigenvalues and the corresponding eigenvalues satisfy δ
(2)
j  δ
(1)
j for
j  1.
Proof. Under these assumptions, the existence of inﬁnitely many strictly positive eigenvalues and associated eigenfunctions
follows from the preceding theorem and then the comparison result holds from Theorem 6.3. 
One motivation for this paper was a question about how the Steklov eigenvalues vary in a model of a problem in cell
biology described in Kazmierczak and Lipniacki [18]. For their problem, the Steklov eigenvalues describe the stability of
steady state solutions, so comparison results for these Steklov eigenvalues imply results on the stability of steady states as
boundary conditions are varied.
404 G. Auchmuty / J. Math. Anal. Appl. 390 (2012) 394–4069. Bases and comparison for general eigenproblems
Another class of linear elliptic eigenproblems involves systems of the form (2.1) with
m(u, v) :=
∫
Ω
m0uv dx+
∫
∂Ω
ρuv dσ . (9.1)
That is, we look for non-trivial solutions (λ,u) ∈R× H1(Ω) of∫
Ω
[
(A∇u) · ∇v + cuv]dx+
∫
∂Ω
buv dσ = λ
[ ∫
∂Ω
ρuv dσ +
∫
Ω
m0uv dx
]
(9.2)
for all v ∈ H1(Ω). This is the weak form of the boundary value problem
−div(A(x)∇u(x))+ c(x)u(x) = λm0(x) u(x) on Ω, (9.3)(
A(x)∇u(x)) · ν(x) + b(x)u(x) = λρ(x)u(x) on ∂Ω. (9.4)
Here the eigenparameter λ enters both the equation and the boundary condition. See Belinskiy [9] for a discussion
and analysis of some examples of these problems. Bandle, von Below and Reichl [6] study a particular example of this
system in connection with the spectral representation of solutions of a linear parabolic equation. In [7], Bandle describes
some monotonicity properties for the ﬁrst eigenvalue of a problem of this type. Note that these problems have a natural
formulation on H1(Ω) but not in terms of densely deﬁned closed operators on L2(Ω).
Lemma 9.1. Assume (B7) and (B8) hold, then m deﬁned by (9.1) obeys (A2) and (A4).
Proof. In the last two sections, each of the terms in this deﬁnition of m have been shown to satisfy (A2). Hence this m is
weakly continuous on H1(Ω). Moreover (A4) holds as (B7) and (B8) imply that
M(u) c0‖u‖22 + ρ0‖u‖2∂Ω,2. 
The properties of the sequence of eigenfunctions deﬁned by the iterative construction of Section 4 is summarized in the
following theorem.
Theorem 9.2. Assume (B2) holds, A(x) are real symmetric matrices on Ω obeying (B3), c, b, m0 , ρ satisfy (B4)–(B8). Then there is an
inﬁnite sequence E of eigenfunctions of (9.2) with an associated increasing sequence of strictly positive eigenvalues Λ := {λk: k ∈N}
and limk→∞ λk = ∞. Moreover E is an a-orthonormal basis of H1(Ω).
Proof. The quadratic form A satisﬁes (A1) as in the proof of Theorem 7.2. The preceding lemma shows that m satisﬁes
(A2)–(A4). Thus the result follows from Theorem 4.3. 
This type of result provides some criteria that may be used to answer Question 4 in Section 6 of [6]. In their question,
the quadratic form associated with m is the difference of two convex functions, so there will be both positive and nega-
tive eigenvalues so Corollaries 4.4 and 4.5 may be invoked. There also are comparison theorems for these eigenproblems.
Suppose m1,m2 are bilinear forms of the type (9.1), then M2 M1 on H1(Ω) iff ρ2  ρ1 σ a.e. on ∂Ω and m2 m1 a.e.
on Ω .
Theorem 9.3. AssumeA1(u)A2(u) satisfy (A1) on H1(Ω) andM2 M1 are such that (A4) holds. Then the eigenproblems (9.2)
for (a1,m1) and (a2,m2) have inﬁnitely many strictly positive eigenvalues and the corresponding eigenvalues satisfy λ
(2)
j  λ
(1)
j for
j  1.
Proof. The existence of the eigenvalues follows from the preceding theorem. The comparison result is a consequence of
Corollary 6.4. 
10. Spectral representations of solutions of elliptic problems
One of the primary functions of eigenvalue analyses has been to provide spectral representations of the solutions of
linear systems. When the system is described by bilinear forms on V as done in the last few sections, one can ask whether
there are such representations? Consider the problem of representing the solutions uˆ ∈ V of
a(u, v) − λm(u, v) = F (v) for all v ∈ V . (10.1)
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weak formulation for elliptic boundary value problems – including many with nonzero boundary data.
Assume that E := {ek: k  1} is a sequence of a-orthonormal eigenvectors of (a,m) corresponding to the increasing
sequence of strictly positive eigenvalues Λ := {λk: k ∈ N}. This will be an a-orthonormal basis of V from Theorem 4.3.
When λ /∈ Λ, substitute v = ek in (10.1) for each k ∈N to ﬁnd that the solution uˆ has the spectral representation
uˆ =
∞∑
j=1
λ j
λ j − λ F (e j)e j . (10.2)
This is a formal calculation, so one might ask about its validity? For each K  1, let P K uˆ be the K -th partial sum, or the
K-th spectral approximation, of uˆ. It depends on the choice of the eigenfunctions e j .
The following result justiﬁes this spectral expression and provides an estimate of the solution in terms of ﬁnite approxi-
mations. As noted before when (A1) holds then the bilinear form a provides an equivalent inner product on V so we shall
write ‖u‖2a = a(u,u) for the associated norm and ‖F‖a∗ for the dual norm on V ∗ . There are two different cases depending
on whether λ /∈ Λ or λ ∈ Λ.
Theorem 10.1 (Resolvent representation). Assume (A1)–(A4) hold and E is a maximal a-orthonormal set of eigenvectors of (a,m)
in V . Let Λ be the corresponding set of eigenvalues of (a,m) and suppose λ /∈ Λ. For each F ∈ V ∗ , there is a unique solution uˆ of (10.1)
that is given by (10.2). When λ < λ1 then
‖uˆ‖a  λ1
λ1 − λ‖F‖a∗. (10.3)
When λK < λ < λK+1 , let P K uˆ be the K -th partial sum of (10.2), then
‖uˆ‖a  λK+1
λK+1 − λ‖F‖a∗ +
λ(λK+1 − λ1)
λ1(λK+1 − λ)‖PK uˆ‖a. (10.4)
Proof. The fact that the solution is unique holds as λ /∈ Λ. To obtain these bounds, assume uˆ =∑∞j=1 c je j and put u = v = uˆ
in (10.1). Then Parseval’s equality and the orthogonality properties yield
‖u‖2a =
∞∑
j=1
c j
2 and
∞∑
j=1
(
1− λ
λ j
)
c j
2 = F (uˆ). (10.5)
When λ < λ1 each coeﬃcient in the second sum is positive and greater than the term with j = 1. Hence (10.3) holds.
Otherwise, let λK be the largest eigenvalue less than λ, then (10.5) becomes(
1− λ
λK+1
)
‖u‖2a 
∣∣F (uˆ)∣∣+ λ (λK+1 − λ1)
λ1λK+1
‖PK uˆ‖2a .
Rearranging this leads to (10.4). 
This shows that, given a bound on the dual norm of F , then the solution uˆ of (10.1) with λ ∈ (λK , λK+1) may be bounded
in terms of data from the (K + 1)-st spectral approximation.
Note also that we had no need to determine any linear operators here nor have we used any pivot spaces such as L2(Ω).
In particular for parameterized inhomogeneous Robin boundary value systems, this formulation provides results without
having to use any property of the dual space of H1(Ω) other than a norm of the functional F .
When λ ∈ Λ, let Jλ be the set of integers j corresponding to this eigenvalue (i.e. such that λ j = λ). Let Eλ be the ﬁnite
dimensional eigenspace spanned by these associated eigenfunctions of (a,m). Then the above analysis may be modiﬁed to
yield.
Theorem 10.2 (Resonance representation). Assume (A1)–(A4) hold and E is a maximal a-orthonormal set of eigenvectors of (a,m)
in V . Let Λ be the corresponding set of eigenvalues of (a,m) and suppose that λ ∈ Λ. There are solutions of (10.1) if and only if
F (e) = 0 for all e ∈ Eλ . In this case when uˆ ∈ V is a solution of (10.1), there is a vector v ∈ Eλ such that
uˆ =
∑
j /∈ Jλ
λ j
λ j − λ F (e j)e j + v. (10.6)
Proof. Obviously if F (e) = 0 for some e ∈ Eλ , then (10.1) cannot hold for any u ∈ V when v = e. Hence this is a necessary
condition for the existence of a solution. When F (e) = 0 for all e ∈ Eλ , then the sum in (10.6) may be veriﬁed to be a
solution of the system, so this condition is also suﬃcient. The other parts of this proof are standard. 
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