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Abstract
This communication is devoted to the presentation of our recent results regarding the asymp-
totic analysis of a viscous flow in a tube with elastic walls. This study can be applied, for
example, to the blood flow in an artery. With this aim, we consider the dynamic problem
of the incompressible flow of a viscous fluid through a curved pipe with a smooth central
curve. Our analysis leads to obtain an one dimensional model via singular perturbation of
the Navier-Stokes system as ε, a non dimensional parameter related to the radius of cross-
section of the tube, tends to zero. We allow the radius depend on tangential direction and
time, so a coupling with an elastic or viscoelastic law on the wall of the pipe is possible.
To perform the asymptotic analysis, we do a change of variable to a reference domain
where we assume the existence of asymptotic expansions on ε for both velocity and pressure
which, upon substitution on Navier-Stokes equations, leads to the characterization of various
terms of the expansion. This allows us to obtain an approximation of the solution of the
Navier-Stokes equations.
Keywords: Asymptotic Analysis, Blood flow, Navier-Stokes equations.
1. Introduction
Last decades, applied mathematics have been involved in some new fields where they
had not been applied before. One of these fields is biomedicine, from which new methods
to improve the diagnosis and treatment of different diseases are demanded. In particular,
in the case of cardiovascular problems, modeling the blood flow in veins and arteries is a
difficult problem.
A large number of articles have studied the flow of a viscous fluid through a pipe. For
example, in [2, 5, 11] the flow behavior inside the pipe is related with the curvature and
torsion of its middle line. In [2] the main term of the asymptotic expansion of the solution
is compared with a Poiseuille flow inside a pipe with rigid walls. In [8], the same problem
but with visco-elastic walls is considered, leading to a fluid-structure problem. In [3] the
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secondary flow is studied, the boundary layer in [10], both depending on values of Dean
number. More recently, the non-steady case in tube structures, has been considered in [6, 7],
where estimates of the error between exact solution and the asymptotic approximation are
proved.
There are also articles where the flow in blood vessels is modeled. An one dimensional
model is presented in [1], where clinical procedures where this model can be useful are
highlighted. Another model for blood flow in arteries is developed in [9], relating blood
pulse and flow patterns, and remarking how this kind of models can help with the design of
treatments for particular diseases.
In this article, we shall follow the spirits of [4], where asymptotic analysis is used to find
a model for a steady flow through a curved pipe with rigid walls. We shall consider, instead,
an unsteady flow and elastic walls. The structure of this article is the following: in section
2 we shall describe the problem in a reference domain, in section 3 we shall suppose the
existence of an asymptotic expansion of the solution and we shall identify the first terms of
this expansion, in section 5 we shall show some examples of the tangential and transversal
velocity, and finally, we shall present some conclusions in section 6.
2. Setting the problem in a reference domain
Let us suppose that central curve of the pipe is parametrized by c(s), where s ∈ [0, L] is
the arc-length parameter, and the interior points of the pipe are given by
(x, y, z) = c(s) + ε r R(t, s) [(cos θ)N(s) + (sin θ)B(s)] ,
where r ∈ [0, 1], θ ∈ [0, 2pi], {T = c′,N,B} is the Frenet-Serret frame of c, and εR(t, s) is
the radius of the cross-section of the pipe at point c(s) and time t. The non dimensional
parameter ε represents the different scale of magnitude between the pipe diameter and its
length, so we shall assume that ε << 1.
Let us introduce the following notation, s1 := s, s2 := θ, s3 := r for the variables, and
{v1 := T,v2 := N, v3 := B}, for the Frenet-Serret frame of c. This new notation will allow
us to use Einstein summation convention in what follows.
Let be the subsets of R3 defined by Ωε = [0, L]× [0, 2pi]× [0, ε] and Ω = [0, L]× [0, 2pi]×
[0, 1]. We define the maps φε1 : Ω → Ωε, φε2 : Ωε → Ωˆεt , where φε1 and φε2 are given by the
expressions,
φε1(s1, s2, s3) = (s1, s2, εs3) =: (s
ε
1, s
ε
2, s
ε
3),
φε2(s
ε
1, s
ε
2, s
ε
3) = c(s
ε
1) + s
ε
3R(t, s
ε
1)[(cos s
ε
2)v2(s
ε
1) + (sin s
ε
2)v3(s
ε
1)],
(2.1)
and Ωˆεt = φ
ε
2 (φ
ε
1 (Ω)) represents the interior points of the pipe.
We can then introduce the change of variable from the reference domain Ω,
φε = (φε2 ◦ φε1) : Ω→ Ωˆεt ,
φε(s1, s2, s3) = c(s1) + εs3R(t, s1)[(cos s2)v2(s1) + (sin s2)v3(s1)] =: (x
ε
1, x
ε
2, x
ε
3). (2.2)
2
Let us consider the incompressible Navier-Stokes equations in the domain Ωˆεt given by,
∂uε
∂t
+ (∇uε)uε = 1
ρ0
div Tε + bε0, (2.3)
div uε = 0, (2.4)
where uε stands for the velocity field, bε0 is the density of body forces and T
ε is the stress
tensor given by
Tε = −pεI + 2µΣε,
where pε is the pressure field, µ the dynamic viscosity and Σε = 1
2
(∇uε + (∇uε)T ). Let
ν = µ/ρ0 be the kinematic viscosity, so we can write these equations,
∂uε
∂t
+ (∇uε)uε + 1
ρ0
∇pε − ν∆uε = bε0, (2.5)
div uε = 0. (2.6)
We shall consider continuity between the fluid and the wall of the pipe displacements.
Let us suppose that only radial displacements of the wall are allowed. Then the boundary
condition at the interface of the fluid and the wall of the pipe can be expressed as
uε =
(
ε
∂R
∂t
)
nε at sε3 = ε, (2.7)
where nε is the outward unitary normal at sε3 = ε.
The next step is to write the equations of the problem in the reference domain Ω. Taking
into account the change of variable (2.2), we can associate to each vector field wε in Ωˆεt , a
new vector field w(ε) defined in Ω, as follows
wεi = w
ε · ei = (wεkek) · ei = (wk(ε)vk) · ei =: wk(ε)vki, (2.8)
where {e1, e2, e3} is an orthonormal basis, we are using the Einstein summation convention
(where latin indices indicate sum from 1 to 3), and we denote vki := vk · ei.
2.1. Computing the Jacobian of the inverse mapping of the change of variable
As first step, we shall need to study the inverse mapping of the change of variable (2.2),
in particular, of its Jacobian, which terms will be needed to write Navier-Stokes equations
in the reference domain. Let us consider the mapping:
φ˜ε : [0, T ]× Ω −→ [0, T ]× Ωˆεt (2.9)
φ˜ε(t, s1, s2, s3) := (t
ε, xε) = (tε, φε(s1, s2, s3)), (2.10)
3
hence, the associated Jacobian denoted by Jφ is
Jφ =

∂tε
∂t
∂tε
∂s1
∂tε
∂s2
∂tε
∂s3
∂xε1
∂t
∂xε1
∂s1
∂xε1
∂s2
∂xε1
∂s3
∂xε2
∂t
∂xε2
∂s1
∂xε2
∂s2
∂xε2
∂s3
∂xε3
∂t
∂xε3
∂s1
∂xε3
∂s2
∂xε3
∂s3

=

∂tε
∂t
∂tε
∂s1
∂tε
∂s2
∂tε
∂s3
∂xε
∂t
∇sxε
 ,
where s = (s1, s2, s3). Since
tε = t,
xε = c(s1) + εs3R(t, s1)((cos s2)v2(s1) + (sin s2)v3(s1)),
then,
∂tε
∂t
= 1,
∂tε
∂si
= 0,
∂xε
∂t
= εs3
∂R
∂t
((cos s2)v2(s1) + (sin s2)v3(s1)),
∂xε
∂s1
= c′(s1) + εs3
∂R
∂s1
((cos s2)v2(s1) + (sin s2)v3(s1)) + εs3R((cos s2)v
′
2(s1) + (sin s2)v
′
3(s1)),
∂xε
∂s2
= εs3R(−(sin s2)v2(s1) + (cos s2)v3(s1)),
∂xε
∂s3
= εR((cos s2)v2(s1) + (sin s2)v3(s1)).
The inverse mapping (φ˜ε)−1 : [0, T ]× Ωˆεt −→ [0, T ]×Ω is such that its Jacobian, denoted
by J−1φ , is
J−1φ =

∂t
∂tε
∂t
∂xε1
∂t
∂xε2
∂t
∂xε3
∂s1
∂tε
∂s1
∂xε1
∂s1
∂xε2
∂s1
∂xε3
∂s2
∂tε
∂s2
∂xε1
∂s2
∂xε2
∂s2
∂xε3
∂s3
∂tε
∂s3
∂xε1
∂s3
∂xε2
∂s3
∂xε3

=
 1 0 0 0
∂s
∂tε
∇xεs
 .
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Therefore, since JφJ
−1
φ = I, we find the following relations,
∇xεs = (∇sxε)−1, (2.11)
∂s
∂tε
= −(∇xεs)∂x
ε
∂t
. (2.12)
In order to compute
∂si
∂xε
, let us write
∂si
∂xε
= αiv1 + βiv2 + γiv3 .
We know, by Frenet-Serret formulas, that the following equalities hold
v′1(s1) = κ(s1)v2(s1),
v′2(s1) = −κ(s1)v1(s1) + τ(s1)v3(s1),
v′3(s1) = −τ(s1)v2(s1),
(2.13)
where the functions κ and τ denote the curvature and torsion of the middle line of the curved
pipe. Now, by (2.11), we have that
∂si
∂xε
· ∂x
ε
∂sj
= δij, (2.14)
where δij is the Kronecker’s delta. For i = 1 we find that
1 = (α1v1 + β1v2 + γ1v3) ·
(
v1 + εs3
∂R
∂s1
(cos s2v2 + sin s2v3)
+ εs3R(cos s2v
′
2 + sin s2v
′
3)
)
= α1 (1 + εs3R (cos s2(v
′
2 · v1) + sin s2(v′3 · v1)))
+ β1εs3
(
∂R
∂s1
cos s2 +R sin s2(v
′
3 · v2)
)
+ γ1εs3
(
∂R
∂s1
sin s2 +R cos s2(v
′
2 · v3)
)
, (2.15)
since v1 = c
′, and
0 = (α1v1 + β1v2 + γ1v3) · (εs3R(− sin s2v2 + cos s2v3))
= −β1εs3R sin s2 + γ1εs3R cos s2, (2.16)
0 = (α1v1 + β1v2 + γ1v3) · (εR(cos s2v2 + sin s2v3))
= β1εR cos s2 + γ1εR sin s2. (2.17)
From (2.16)–(2.17) is easy to check that β1 = γ1 = 0. Hence, from (2.15) and (2.13), we
obtain that
α1 =
1
1− εκ(s1)s3R(t, s1) cos s2 (2.18)
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Now, for i = 2 in (2.14) we find, on one hand, that
0 = α2 (1 + εs3R (cos s2(v
′
2 · v1) + sin s2(v′3 · v1)))
+ β2εs3
(
∂R
∂s1
cos s2 +R sin s2(v
′
3 · v2)
)
+ γ2εs3
(
∂R
∂s1
sin s2 +R cos s2(v
′
2 · v3)
)
, (2.19)
and, on the other hand, that
1 = −β2εs3R sin s2 + γ2εs3R cos s2
0 = β2εR cos s2 + γ2εR sin s2.
where we deduce that,
β2 = − sin s2
εs3R(t, s1)
, γ2 =
cos s2
εs3R(t, s1)
. (2.20)
Therefore, from (2.13) and (2.19), we obtain that
α2 = − τ(s1)
1− εκ(s1)s3R(t, s1) cos s2 . (2.21)
Finally, for i = 3 in (2.14) we find, on one hand, that
0 = α3 (1 + εs3R (cos s2(v
′
2 · v1) + sin s2(v′3 · v1)))
+ β3εs3
(
∂R
∂s1
cos s2 +R sin s2(v
′
3 · v2)
)
+ γ3εs3
(
∂R
∂s1
sin s2 +R cos s2(v
′
2 · v3)
)
, (2.22)
and, on the other hand, that
0 = −β3εs3R sin s2 + γ3εs3R cos s2
1 = β3εR cos s2 + γ3εR sin s2.
where we deduce that,
β3 =
cos s2
εR(t, s1)
, γ3 =
sin s2
εR(t, s1)
. (2.23)
Therefore, from (2.13) and (2.22), we obtain that
α3 = − s3
R(t, s1) (1− εκ(s1)s3R(t, s1) cos s2)
∂R
∂s1
(t, s1). (2.24)
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To sum up, we have obtained that
∂s1
∂xε
=
1
1− εκ(s1)s3R(t, s1) cos s2 v1(s1), (2.25)
∂s2
∂xε
= − τ(s1)
1− εκ(s1)s3R(t, s1) cos s2 v1(s1)−
sin s2
εs3R(t, s1)
v2(s1)
+
cos s2
εs3R(t, s1)
v3(s1), (2.26)
∂s3
∂xε
= − s3
R(t, s1) (1− εκ(s1)s3R(t, s1) cos s2)
∂R
∂s1
(t, s1)v1(s1)
+
cos s2
εR(t, s1)
v2(s1) +
sin s2
εR(t, s1)
v3(s1), (2.27)
and from the relation found in (2.12), we deduce that
∂s
∂tε
= − s3
R(t, s1)
∂R
∂t
(t, s1)v3(s1). (2.28)
2.2. Writing Navier-Stokes equations into the reference domain
We are now in conditions to find the expressions of the fields in (2.5)–(2.6) in the reference
domain. Firstly, from (2.8), the chain rule and (2.28), we find that
∂uεi
∂tε
=
∂uε
∂tε
· ei = ∂(u
ε
kek)
∂tε
· ei = ∂(uk(ε)vk)
∂tε
· ei =
(
∂ (uk(ε)vk)
∂t
+
∂ (uk(ε)vk)
∂s3
∂s3
∂tε
)
· ei
=
(
∂uk(ε)
∂t
− s3
R
∂R
∂t
∂uk(ε)
∂s3
)
(vk · ei) = (Dtuk)vki,
where Dt is the operator defined by
Dt :=
(
∂
∂t
− s3
R
∂R
∂t
∂
∂s3
)
. (2.29)
The components of the non-linear term in (2.5), from (2.8) and the chain rule, can be
written as follows,
∂uεi
∂xεj
uεj =
∂(uε · ei)
∂xεj
(uε · ej) = ∂((u
ε
kek) · ei)
∂xεj
((uεmem) · ej)
=
∂((uk(ε)vk) · ei)
∂xεj
((um(ε)vm) · ej) =
(
∂(uk(ε)vki)
∂sq
∂sq
∂xεj
)
(um(ε)vmj). (2.30)
The Laplacian term in (2.5), from (2.8) and the chain rule, leads to
∆uεi = ∆(u
ε · ei) = ∆(uεkek) · ei = ∆(uk(ε)vk) · ei =
∂2
∂(xεj)
2
(uk(ε)vki)
=
∂
∂xεj
(
∂(uk(ε)vki)
∂sq
∂sq
∂xεj
)
=
∂
∂sm
(
∂(uk(ε)vki)
∂sq
∂sq
∂xεj
)
∂sm
∂xεj
. (2.31)
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In the same way we obtain the components of the pressure gradient and of the volume
forces as follows,
∂p
∂xεi
=
∂p
∂sq
∂sq
∂xεi
,
(bε0)i = b
ε
0 · ei = ((bε0)kek) · ei = ((b0(ε))kvk) · ei = b0k(ε)vki,
where b0k(ε) := (b0(ε))k.
Finally, the incompressibility equation (2.6) in the reference domain, using (2.8) and the
chain rule, has the following expression,
divuε =
∂uεj
∂xεj
=
∂(uε · ej)
∂xεj
=
∂((uεkek) · ej)
∂xεj
=
∂((uk(ε)vk) · ej)
∂xεj
=
∂(uk(ε)vkj)
∂sq
∂sq
∂xεj
.
With these considerations, the incompressible Navier-Stokes equations in the reference
domain can be written as
Dt(uk(ε)vki) +
(
∂(uk(ε)vki)
∂sq
∂sq
∂xεj
)
(um(ε)vmj)
− ν ∂
∂sm
(
∂(uk(ε)vki)
∂sq
∂sq
∂xεj
)
∂sm
∂xεj
= − 1
ρ0
∂p(ε)
∂sq
∂sq
∂xεi
+ b0k(ε)vki, (2.32)
∂
∂sq
(uk(ε)vkj)
∂sq
∂xεj
= 0. (2.33)
Let nε = (cos s2)v2(s1) + (sin s2)v3(s1) the outward unit normal vector at s3 = 1. Then,
from the boundary condition (2.7) at sε3 = ε, we have that
uε = uεiei = ui(ε)vi = ε
∂R
∂t
((cos s2)v2(s1) + (sin s2)v3(s1)) , (2.34)
hence, we obtain the following boundary conditions for the scaled components of velocity:
u1(ε) = 0 at s3 = 1,
u2(ε) = ε
∂R
∂t
cos s2 at s3 = 1,
u3(ε) = ε
∂R
∂t
sin s2 at s3 = 1.
(2.35)
3. Asymptotic expansion of the solution
3.1. Expansion of the solution on powers of ε
Following [4], we assume that the solution of (2.32)-(2.33) admits a formal expansion on
powers of ε, so the components of velocity and pressure fields can be written,
uk(ε) = u
0
k + εu
1
k + ε
2u2k + ... (3.1)
p(ε) =
1
ε2
p0 +
1
ε
p1 + p2 + ... (3.2)
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We must remark that this assumption implies, as we shall see later, that the pressure
gradient determines the velocity field. Other assumptions can be considered by choosing
different order of ε in the pressure and velocity fields in (3.1)-(3.2), leading to different
conclusions, but we consider that this is the most interesting case.
Substituting (3.1)-(3.2) in the boundary conditions in the reference domain (see (2.35)),
we obtain the following boundary conditions for the terms of the asymptotic expansion,
uk1 = 0, k ≥ 0, at s3 = 1,
u02 = u
0
3 = 0 at s3 = 1,
u12 =
∂R
∂t
cos s2, u
1
3 =
∂R
∂t
sin s2 at s3 = 1,
ukα = 0, k ≥ 2, α = 2, 3 at s3 = 1.
(3.3)
We need to write (2.25)–(2.27) as expansions of ε. If we remark that
1
a+ εb
= c0 + c1ε+ c2ε
2 + ...
where a, b ∈ R, such that a 6= 0, then is easy to check that
ck = (−1)k b
k
ak+1
, k ≥ 0.
Therefore, with a = 1 and b = −κs3R cos s2 in (2.25)–(2.27), we find that
∂sq
∂xε
· ej = ∂sq
∂xεj
=
1
ε
dq−1j + d
q
0j + εd
q
1j + ε
2dq2j + ... (3.4)
with q = 1, 2, 3 and where,
d1−1j = 0, d
1
kj = (−1)k
bk
ak+1
v1j, (3.5)
d2−1j = −
sin s2
Rs3
v2j +
cos s2
Rs3
v3j, d
2
kj = (−1)k
(−τ)bk
ak+1
v1j, (3.6)
d3−1j =
cos s2
R
v2j +
sin s2
R
v3j, d
3
kj = (−1)k+1
s3
R
∂R
∂s1
bk
ak+1
v1j, (3.7)
with k ≥ 0.
Also, we assume that the applied forces admit an asymptotic expansion of the form
b0k(ε) = b
0
0k + εb
1
0k + ε
2b20k + ...
9
We substitute (3.1)-(3.2) into the equations (2.32)-(2.33) and use (3.4). Hence, we obtain
the incompressible Navier-Stokes equations in the reference domain in powers of ε:
Dt((u
0
k + εu
1
k + ε
2u2k + ...)vki)
+
(
∂((u0k + εu
1
k + ε
2u2k + ...)vki)
∂sq
(
1
ε
dq−1j + d
q
0j + εd
q
1j + ε
2dq2j + ...
))(
(u0m + εu
1
m
+ ε2u2m + ...)vmj
)− ν ∂
∂sm
(
∂((u0k + εu
1
k + ε
2u2k + ...)vki)
∂sq
(
1
ε
dq−1j + d
q
0j + εd
q
1j
+ ε2dq2j + ...
))(1
ε
dm−1j + d
m
0j + εd
m
1j + ε
2dm2j + ...
)
= − 1
ρ0
∂( 1
ε2
p0 + 1
ε
p1 + p2 + ...)
∂sq
(
1
ε
dq−1i + d
q
0i + εd
q
1i + ε
2dq2i + ...
)
+
(
b00k + εb
1
0k + ε
2b20k + ...
)
vki, (3.8)
∂
∂sq
((u0k + εu
1
k + ε
2u2k + ...)vkj)
(
1
ε
dq−1j + d
q
0j + εd
q
1j + ε
2dq2j + ...
)
= 0. (3.9)
3.2. Asymptotic expansion of the flow
In the next proposition we shall show some conditions satisfied by the asymptotic expan-
sion of the flow, that will be used later to characterize the terms of the asymptotic expansion
of the solution. Firstly, let Qε(t, s) denotes the flow at position s1 = s and at time t, defined
in the original domain by
Qε(t, s) :=
∫
s1=s
uε · v1 dA. (3.10)
where
∫
s1=s
φ dA represents the surface integral of φ on the transversal section of Ωˆεt at
s1 = s.
Using the mapping (2.2), we define the flow in the reference domain by Q(ε), that is
Qε(t, s1) = ε
2Q(ε)(t, s1), (3.11)
where
Q(ε) = R2
∫ 2pi
0
∫ 1
0
s3u1(ε) ds3ds2. (3.12)
We also define the cross-sectional area in the original domain by
Aε := ε2A0 = ε
2piR2, (3.13)
where A0 denotes the cross-sectional area in the reference domain, A0 = piR
2.
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Proposition 3.1. Let us consider a fluid inside the curved pipe Ωˆεt , which movement is
described by the incompressible Navier-Stokes equations (2.5)–(2.6) with the boundary con-
dition (2.7). Let us assume that there exists an asymptotic expansion of the form (3.1)–(3.2)
of the problem in the reference domain. Then there exists an asymptotic expansion for the
scaled flow in the reference domain of the form
Q(ε) = Q0 + εQ1 + ε2Q2 + ...
where the term Qk is defined by
Qk = R2
∫ 2pi
0
∫ 1
0
s3u
k
1 ds3ds2. (3.14)
Moreover, the following relations hold:
∂Q0
∂s1
+
∂A0
∂t
= 0,
∂Qk
∂s1
= 0 (k ≥ 1). (3.15)
Proof. Let Ω˜t be a portion of the original domain Ωˆ
ε
t between s1 = a and s1 = b (a < b).
From (2.6) and the Gauss Theorem, we deduce that
0 =
∫
Ω˜t
div uε dV =
∫
∂Ω˜t
uε · nε dA
=
∫
s1=a
uε · nε dA+
∫
s1=b
uε · nε dA+
∫
sε3=εR(t,s1)
uε · nε dA. (3.16)
At the beginning and end of Ω˜t we have that
uε · nε = (uk(ε)vk) · (−v1) = −u1(ε) at s1 = a,
uε · nε = (uk(ε)vk) · (v1) = u1(ε) at s1 = b.
Therefore, from (3.10) and (3.16) we obtain
0 = −Qε(t, a) +Qε(t, b) +
∫
sε3=εR(t,s1)
uε · nε dA. (3.17)
At sε3 = εR, we must consider continuity between the fluid and the wall of the pipe
displacements (see (2.7)), hence
uε · nε = ∂
∂t
[c(s1) + εR(t, s1)(cos s
ε
2v2(s1) + sin s
ε
2v3(s1))] · nε = ε
∂R
∂t
,
and then,∫
sε3=εR(t,s1)
uε · nε dA =
∫ s1=b
s1=a
∫ s2=2pi
s2=0
ε2R
∂R
∂t
ds2ds1 =
∫ b
a
2piε2R
∂R
∂t
ds1.
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Substituting this in (3.17) and dividing the expression by b− a, we obtain that
0 =
Qε(t, b)−Qε(t, a)
b− a +
1
b− a
∫ b
a
2piε2R
∂R
∂t
ds1.
Taking the limit when b tends to a and using (3.13), we obtain the following relation,
0 =
∂Qε
∂s1
+ 2piε2R
∂R
∂t
=
∂Qε
∂s1
+
∂Aε
∂t
.
Now, since A0 = Aε/ε2 = piR2 and Q(ε) = Qε/ε2, we deduce that
∂Q(ε)
∂s1
+
∂A0
∂t
= 0. (3.18)
On the other hand, taking into account the expansion for u1(ε) in (3.1) and (3.12), we
can deduce that there exists an asymptotic expansion of the form
Q(ε) = Q0 + εQ1 + ε2Q2 + ... (3.19)
where
Qk = R2
∫ 2pi
0
∫ 1
0
s3u
k
1 ds3ds2.
Finally, upon substitution of (3.19) in (3.18), we conclude that
∂Q0
∂s1
+
∂A0
∂t
= 0,
∂Qk
∂s1
= 0 (k ≥ 1).
Remark 3.2. The previous result is a direct consequence of the law of conservation of mass.
Similar results can be found in previous works, for instance, see [1].
3.3. Identifying the terms of the asymptotic expansion of the solution
In order to identify some of the terms of the asymptotic expansion proposed in (3.1)-
(3.2), we shall group the terms multiplied by the same power of ε in (3.8)–(3.9), obtaining
in this way new equations, easier than the original one, that can be solved to identify the
mentioned terms of the asymptotic expansion. With this aim, we shall recall a result from
[12] (Theorem 2.4), that will be used in the following.
Theorem 3.3. Let Ω be an open bounded set of class C2 in Rn and Γ = ∂Ω. Let there be
given f ∈ H−1(Ω), g ∈ L2(Ω),ϕ ∈ H1/2(Γ), such that∫
Ω
g dx =
∫
Γ
ϕ · n dΓ,
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Then there exists u ∈ H1(Ω), p ∈ L2(Ω), which are solutions of the Stokes problem
−ν∆u +∇p = f in Ω,
div u = g in Ω,
u = ϕ on Γ.
u is unique and p is unique up to the addition of a constant.
Let us introduce the local cartesian coordinates of the cross section of the pipe at s1, as
the points z ∈ R2 defined by
z = (z2, z3) = (s3 cos s2, s3 sin s2), (3.20)
and let ω = {(z2, z3) ∈ R2/z22 + z23 < 1}. We can prove now the following theorem, where
the first terms of the asymptotic expansion are identified.
Theorem 3.4. Let us assume that there exists an asymptotic expansion of the form (3.1)-
(3.2). Then:
(i) The term of order zero of velocity, u0, verifies
u01 =
R2
4ρ0ν
∂p0
∂s1
(s23 − 1), (3.21)
u02 = u
0
3 = 0, (3.22)
while zeroth order term of pressure, p0, is the solution of the problem,
∂
∂s1
(
R4
∂p0
∂s1
)
= 16νρ0R
∂R
∂t
, (3.23)
with suitable boundary conditions.
(ii) The components of the first order term of velocity, u1, are
u11 =
[
3R3κs3 cos s2
16νρ0
∂p0
∂s1
+
R2
4νρ0
∂p1
∂s1
]
(s23 − 1), (3.24)
u12 =
s3R
16ρ0ν
[
2
∂
∂s1
(
R2
∂p0
∂s1
)
−R2s23
∂2p0
∂s21
]
cos s2, (3.25)
u13 =
s3R
16ρ0ν
[
2
∂
∂s1
(
R2
∂p0
∂s1
)
−R2s23
∂2p0
∂s21
]
sin s2. (3.26)
The first order term of pressure, p1, is the solution of the problem,
∂
∂s1
(
R4
∂p1
∂s1
)
= 0, (3.27)
with the appropriate boundary conditions.
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(iii) The first component of the second order term of velocity, u2, is given by
u21 =
R2
16
[
R2
4ρ0ν2
∂2p0
∂t∂s1
− R
4
16ρ20ν
3
∂p0
∂s1
∂2p0
∂s21
− R
2
2ρ0ν
∂3p0
∂s31
+
11κ2R2
8ρ0ν
∂p0
∂s1
]
(s43 − 1)
+
R2
4
[
− 1
4ρ0ν2
∂
∂t
(
R2
∂p0
∂s1
)
+
R2
16ρ20ν
3
∂p0
∂s1
∂
∂s1
(
R2
∂p0
∂s1
)
+
1
4ρ0ν
∂2
∂s21
(
R2
∂p0
∂s1
)
− 7κ
2R2
16ρ0ν
∂p0
∂s1
+
1
ρ0ν
∂p20
∂s1
− b01
ν
]
(s23 − 1)
+
R6
1152ρ20ν
3
∂p0
∂s1
∂2p0
∂s21
(s63 − 1) +
3κR3
16ρ0ν
∂p1
∂s1
(s33 − s3) cos s2
+
5κ2R4
64ρ0ν
∂p0
∂s1
(s43 − s23) cos(2s2), (3.28)
and the second order term of pressure, p2, is
p2 = −R
2
4
∂2p0
∂s21
s23 + p
2
0(t, s1), (3.29)
where p20(t, s1) is the solution, with the adequate boundary conditions, of the problem
∂
∂s1
(
R4
∂p20
∂s1
)
=
∂
∂s1
[
− 3R
8
64ρ0ν2
∂p0
∂s1
∂2p0
∂s21
− R
6
12
∂3p0
∂s31
− κ
2R6
48
∂p0
∂s1
+
R5
2ν
∂R
∂t
∂p0
∂s1
− R
7
8ρ0ν2
∂R
∂s1
(
∂p0
∂s1
)2
− R
4
2
(
∂R
∂s1
)2
∂p0
∂s1
−R
5
2
∂2R
∂s21
∂p0
∂s1
−R5 ∂R
∂s1
∂2p0
∂s21
+
R6
6ν
∂2p0
∂t∂s1
+R4ρ0b01
]
. (3.30)
Let us consider the local cartesian coordinates at cross section of the pipe at s1, defined by
z = (z2, z3) = (s3 cos s2, s3 sin s2) (and then, (s3, s2) are the local polar coordinates at the
same cross section). Let be U2 = (u22, u
2
3). Then (U
2, p3) is the solution of the following
problem 
∆zU
2 =
R
ρ0ν
∇zp3 + F in ω,
divz U
2 = g in ω,
U2 = 0 on ∂ω,
(3.31)
where ω = {(z2, z3)/z22 + z23 < 1} and the fields g and F are defined, respectively, by
g =
(
− κR
4
2ρ0ν
∂2p0
∂s21
− 3κ
′R4
16ρ0ν
∂p0
∂s1
)
z2
(
z22 + z
2
3
)− 3κτR4
16ρ0ν
∂p0
∂s1
z3
(
z22 + z
2
3
)
+
(
9κR3
8ρ0ν
∂R
∂s1
∂p0
∂s1
+
9κR4
16ρ0ν
∂2p0
∂s21
+
3κ′R4
16ρ0ν
∂p0
∂s1
)
z2
+
3κτR4
16ρ0ν
∂p0
∂s1
z3 − R
3
4ρ0ν
∂2p1
∂s21
(
z22 + z
2
3
)
+
R
4ρ0ν
∂
∂s1
(
R2
∂p1
∂s1
)
, (3.32)
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F =
(
κR6
16ρ20ν
3
(
∂p0
∂s1
)2 (
(z22 + z
2
3)
2 + 1
)
+
κ′R4
4ρ0ν
∂p0
∂s1
+
5R2κ
8ρ0ν
∂
∂s1
(
R2
∂p0
∂s1
)
+
(
− κR
6
8ρ20ν
3
(
∂p0
∂s1
)2
− 9R
4κ
16ρ0ν
∂2p0
∂s21
− κ
′R4
4ρ0ν
∂p0
∂s1
)
(z22 + z
2
3)−
κR4
8ρ0ν
∂2p0
∂s21
z22
− R
2
ν
b02,−κτR
4
4ρ0ν
∂p0
∂s1
(z22 + z
2
3 − 1)−
2R4κ
16ρ0ν
∂2p0
∂s21
z2z3 − R
2
ν
b03
)
. (3.33)
Problem (3.31) has a unique solution (U2, p3), with U2 unique and p3 unique up to a function
depending on t and s1, that can be computed explicitly (see appendix B).
Proof. After substitution of (3.1)–(3.2) in (2.32)–(2.33), we have obtained equations (3.8)–
(3.9), and we proceed now to identify the terms of the asymptotic expansion.
(i) Grouping the terms multiplied by ε−3 in the equation (3.8), we find these two equa-
tions related with the zeroth-order term of pressure,
−sin s2
s3
∂p0
∂s2
+ (cos s2)
∂p0
∂s3
= 0,
cos s2
s3
∂p0
∂s2
+ (sin s2)
∂p0
∂s3
= 0.
Therefore, it is clear that
∂p0
∂s2
=
∂p0
∂s3
= 0, so
p0 = p0(t, s1). (3.34)
This is, the zeroth-order term of pressure does not depend on the cross-sectional variables
and only depends on time and on the point s1 of the midle line of the curved pipe.
If we group now the terms multiplied by ε−2 in the equation (3.8), we obtain the equations
1
(Rs3)2
∂2u01
∂s22
+
1
R2s3
∂u01
∂s3
+
1
R2
∂2u01
∂s23
=
1
νρ0
∂p0
∂s1
, (3.35)
1
(Rs3)2
∂2u02
∂s22
+
1
R2s3
∂u02
∂s3
+
1
R2
∂2u02
∂s23
=
1
νρ0
(
−sin s2
Rs3
∂p1
∂s2
+
cos s2
R
∂p1
∂s3
)
, (3.36)
1
(Rs3)2
∂2u03
∂s22
+
1
R2s3
∂u03
∂s3
+
1
R2
∂2u03
∂s23
=
1
νρ0
(
cos s2
Rs3
∂p1
∂s2
+
sin s2
R
∂p1
∂s3
)
. (3.37)
Using the change of variable (3.20) in (3.35), and taking into account the boundary condition
in (3.3), we obtain the following problem for the axial component of the zeroth-order term
of velocity:  ∆zu01 =
R2
νρ0
∂p0
∂s1
in ω,
u01 = 0 on ∂ω.
(3.38)
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The problem (3.38) has a unique solution, which expression is
u01 =
R2
4ρ0ν
∂p0
∂s1
(s23 − 1).
Now, from the first relation in (3.15), we have that
∂
∂s1
(
R2
∫ 2pi
0
∫ 1
0
s3u
0
1 ds3ds2
)
= −2piR∂R
∂t
.
Hence, using the expression for u01 that we have obtained, we deduce that the left-hand side
of last equality verifies
∂
∂s1
(
R2
∫ 2pi
0
∫ 1
0
R2
4ρ0ν
∂p0
∂s1
s3(s
2
3 − 1) ds3ds2
)
=
∂
∂s1
(
− 2piR
4
16ρ0ν
∂p0
∂s1
)
Since p0 does not depend on the cross-sectional variables (see (3.34)), we obtain that p0
satisfies the following equation,
∂
∂s1
(
R4
∂p0
∂s1
)
= 16νρ0R
∂R
∂t
,
that has a unique solution with the appropriate initial and boundary conditions.
If we now group the terms multiplied by ε−1 in the equation (3.9), we find that
−sin s2
s3
∂u02
∂s2
+ (cos s2)
∂u02
∂s3
+
cos s2
s3
∂u03
∂s2
+ (sin s2)
∂u03
∂s3
= 0.
Using the change of variable (3.20) in this last equation and in (3.36)–(3.37), and considering
the boundary conditions in (3.3), the cross-sectional components of the zeroth-order term
of velocity, denoted by U0 = (u02, u
0
3), and the first order term of pressure, p
1, are solution
of the problem, 
∆zU
0 =
R
νρ0
∇zp1 in ω,
divzU
0 = 0 in ω,
U0 = 0 on ∂ω,
Applying Theorem 3.3, this problem has a unique solution (up to an arbitrary function
depending only on t and s1, for the pressure term), and this solution is
u02 = u
0
3 = 0, p
1 = p1(t, s1).
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(ii) Grouping the terms multiplied by ε−1 in the equation (3.8), we obtain
1
(Rs3)2
∂2u11
∂s22
+
1
R2s3
∂u11
∂s3
+
1
R2
∂2u11
∂s23
=
1
νρ0
(
∂p1
∂s1
+Rκs3 cos s2
∂p0
∂s1
)
+
κ cos s2
R
∂u01
∂s3
, (3.39)
1
(Rs3)2
∂2u12
∂s22
+
1
R2s3
∂u12
∂s3
+
1
R2
∂2u12
∂s23
=
1
νρ0
(
−sin s2
Rs3
∂p2
∂s2
+
cos s2
R
∂p2
∂s3
)
, (3.40)
1
(Rs3)2
∂2u13
∂s22
+
1
R2s3
∂u13
∂s3
+
1
R2
∂2u13
∂s23
=
1
νρ0
(
cos s2
Rs3
∂p2
∂s2
+
sin s2
R
∂p2
∂s3
)
. (3.41)
Using (3.21) in (3.39), and then the change of variable (3.20) and the boundary condition
(3.3), we obtain that u11 is the unique solution of the problem ∆zu11 =
R2
νρ0
(
∂p1
∂s1
+
3Rκ
2
z2
∂p0
∂s1
)
in ω,
u11 = 0 on ∂ω.
(3.42)
Now, it is easy to check (for example, by substitution in (3.39)) that the unique solution is
u11 =
[
3R3κs3 cos s2
16νρ0
∂p0
∂s1
+
R2
4νρ0
∂p1
∂s1
]
(s23 − 1).
From the second relation in (3.15), for k = 1, we have that
∂
∂s1
(
R2
∫ 2pi
0
∫ 1
0
s3u
1
1 ds3ds2
)
= 0,
and, substituting the expression of u11, we obtain that
0 =
∂
∂s1
(
R2
∫ 2pi
0
∫ 1
0
[
3R3κs3 cos s2
16νρ0
∂p0
∂s1
+
R2
4νρ0
∂p1
∂s1
]
s3(s
2
3 − 1) ds3ds2
)
=
∂
∂s1
(
R2
∫ 2pi
0
∫ 1
0
R2
4ρ0ν
∂p1
∂s1
s3(s
2
3 − 1) ds3ds2
)
=
∂
∂s1
(
− 2piR
4
16ρ0ν
∂p1
∂s1
)
,
so we conclude that p1 (remember that it is only function of t and s1) is solution of
∂
∂s1
(
R4
∂p1
∂s1
)
= 0,
with suitable initial and boundary conditions.
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If we now group the terms multiplied by ε0 in (3.9), we obtain
− sin s2
s3
∂u12
∂s2
+ (cos s2)
∂u12
∂s3
+
cos s2
s3
∂u13
∂s2
+ (sin s2)
∂u13
∂s3
+R
(
∂u01
∂s1
− τ ∂u
0
1
∂s2
− s3
R
∂R
∂s1
∂u01
∂s3
)
= 0.
Let be U1 = (u12, u
1
3). Applying the change of variable (3.20) to the previous equation, to
(3.40)–(3.41) and taking into account the boundary conditions (3.3), we find that (U1, p2)
is solution of the problem
∆zU
1 =
R
νρ0
∇zp2 in ω,
divzU
1 =
R
4ρ0ν
(
∂
∂s1
(
R2
∂p0
∂s1
)
− (z22 + z23)R2
∂2p0
∂s21
)
=: g1 in ω,
U1 =
∂R
∂t
(cos s2, sin s2) =: ϕ
1 on ∂ω.
(3.43)
Theorem 3.3 ensures the existence and uniqueness of solution of this problem (up to an
arbitrary function depending only on t and s1, for the pressure term) if the compatibility
condition given by ∫
ω
g1 =
∫
∂ω
ϕ1 · n, (3.44)
where n = (cos s2, sin s2) is the unit outward normal vector on ∂ω, is fulfilled. On one hand,
we have ∫
ω
g1 =
∫
ω
R
4ρ0ν
(
∂
∂s1
(
R2
∂p0
∂s1
)
− (z22 + z23)R2
∂2p0
∂s21
)
dz2dz3
=
∫ 1
0
∫ 2pi
0
s3R
4ρ0ν
(
∂
∂s1
(
R2
∂p0
∂s1
)
− s23R2
∂2p0
∂s21
)
ds2ds3
=
2piR
4ρ0ν
∫ 1
0
(
s3
∂
∂s1
(
R2
∂p0
∂s1
)
− s33R2
∂2p0
∂s21
)
ds3
=
2piR
16ρ0ν
(
2
∂
∂s1
(
R2
∂p0
∂s1
)
−R2∂
2p0
∂s21
)
.
On the other hand, ∫
∂ω
ϕ1 · n =
∫ 2pi
0
∂R
∂t
ds2 = 2pi
∂R
∂t
.
Therefore, the compatibility condition (3.44) is equivalent to
R
16ρ0ν
(
2
∂
∂s1
(
R2
∂p0
∂s1
)
−R2∂
2p0
∂s21
)
=
∂R
∂t
, (3.45)
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and it is easy to deduce from (3.23) that (3.45) is verified. Then, we can conclude that there
exists a solution (U1, p2) of (3.43) such that U1 is unique and p2 is unique up to a function
depending on t and s1. This solution can be computed explicitly (see appendix A for the
details), and it is
U1 =
R
16ρ0ν
(
2
∂
∂s1
(
R2
∂p0
∂s1
)
− (z22 + z23)R2
∂2p0
∂s21
)
(z2, z3) ,
p2 = −R
2
4
∂2p0
∂s21
(
z22 + z
2
3
)
+ p20(t, s1),
where the unknown function p20 will be determined later (see (3.51)).
(iii) Grouping the terms multiplied by ε0 = 1 in (3.8), we find
∂(u0kvki)
∂t
− s3
R
∂R
∂t
∂(u0kvki)
∂s3
+
(
−sin s2
Rs3
u12 +
cos s2
Rs3
u13
)
∂(u0kvki)
∂s2
+
(
cos s2
R
u12 +
sin s2
R
u13
)
∂(u0kvki)
∂s3
+
∂(u0kvki)
∂s1
u01 − τ
∂(u0kvki)
∂s2
u01
+
(
−sin s2
Rs3
u02 +
cos s2
Rs3
u03
)
∂(u1kvki)
∂s2
− s3
R
∂R
∂s1
∂(u0kvki)
∂s3
u01
+
(
cos s2
R
u02 +
sin s2
R
u03
)
∂(u1kvki)
∂s3
− ν
(
κ2 cos s2 sin s2
∂(u0kvki)
∂s2
− κ2s3 cos2 s2∂(u
0
kvki)
∂s3
+
∂2(u0kvki)
∂s21
− τ ′∂(u
0
kvki)
∂s2
− s3
R
(
∂2R
∂s21
− 2
R
(
∂R
∂s1
)2)
∂(u0kvki)
∂s3
− 2τ ∂
2(u0kvki)
∂s1∂s2
− 2s3
R
∂R
∂s1
∂2(u0kvki)
∂s1∂s3
+ 2τ
s3
R
∂R
∂s1
∂2(u0kvki)
∂s3∂s2
+ τ 2
∂2(u0kvki)
∂s22
+
s23
R2
(
∂R
∂s1
)2
∂2(u0kvki)
∂s23
+ κ
sin s2
Rs3
∂(u1kvki)
∂s2
− κcos s2
R
∂(u1kvki)
∂s3
+
1
(Rs3)2
∂2(u2kvki)
∂s22
+
1
R2s3
∂(u2kvki)
∂s3
+
1
R2
∂2(u2kvki)
∂s23
)
= DP 0k vki + b
0
0kvki, (3.46)
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where,
DP 01 = −
1
ρ0
(
κ2s23R
2 cos2 s2
∂p0
∂s1
+ κs3R cos s2
∂p1
∂s1
− τκs3R cos s2∂p
1
∂s2
− κs23 cos s2
∂R
∂s1
∂p1
∂s3
+
∂p2
∂s1
− τ ∂p
2
∂s2
− s3
R
∂R
∂s1
∂p2
∂s3
)
,
DP 02 = −
1
ρ0
(
−sin s2
Rs3
∂p3
∂s2
+
cos s2
R
∂p3
∂s3
)
,
DP 03 = −
1
ρ0
(
cos s2
Rs3
∂p3
∂s2
+
sin s2
R
∂p3
∂s3
)
.
Now, we use the expressions obtained in steps (i) and (ii) (see (3.21)–(3.27) and (3.29)), and
we replace them into equation (3.46). Since {v1,v2,v3} is an orthonormal basis, we obtain
three equations by grouping the terms multiplied by each vector in (3.46). Therefore, from
the terms multiplied by v1 in (3.46), we obtain
1
(Rs3)2
∂2u21
∂s22
+
1
R2s3
∂u21
∂s3
+
1
R2
∂2u21
∂s23
=
(
R2
4ρ0ν2
∂2p0
∂t∂s1
− R
4
16ρ2ν3
∂p0
∂s1
∂2p0
∂s21
− R
2
2ρ0ν
∂3p0
∂s31
+
7κ2R2
16ρ0ν
∂p0
∂s1
)
s23
+
R4
32ρ20ν
3
∂p0
∂s1
∂2p0
∂s21
s43 −
1
4ρ0ν2
∂
∂t
(
R2
∂p0
∂s1
)
+
R2
16ρ20ν
3
∂p0
∂s1
∂
∂s1
(
R2
∂p0
∂s1
)
+
1
4ρ0ν
∂2
∂s21
(
R2
∂p0
∂s1
)
− 7κ
2R2
16ρ0ν
∂p0
∂s1
+
1
ρ0ν
∂p20
∂s1
+
3κR
2ρ0ν
∂p1
∂s1
s3 cos s2 +
15κ2R2
8ρ0ν
∂p0
∂s1
s23 cos
2 s2 − b01
ν
.
This equation, together with the boundary condition at s3 = 1 (see (3.3)), and using the
change of variable (3.20), shows that u21 is the unique solution of the problem
∆zu
2
1 =
(
R4
4ρ0ν2
∂2p0
∂t∂s1
− R
6
16ρ2ν3
∂p0
∂s1
∂2p0
∂s21
− R
4
2ρ0ν
∂3p0
∂s31
+
7κ2R4
16ρ0ν
∂p0
∂s1
)
(z22 + z
2
3)
+
R6
32ρ20ν
3
∂p0
∂s1
∂2p0
∂s21
(z22 + z
2
3)
2 − R
2
4ρ0ν2
∂
∂t
(
R2
∂p0
∂s1
)
+
R4
16ρ20ν
3
∂p0
∂s1
∂
∂s1
(
R2
∂p0
∂s1
)
+
R2
4ρ0ν
∂2
∂s21
(
R2
∂p0
∂s1
)
− 7κ
2R4
16ρ0ν
∂p0
∂s1
+
R2
ρ0ν
∂p20
∂s1
+
3κR3
2ρ0ν
∂p1
∂s1
z2 +
15κ2R4
8ρ0ν
∂p0
∂s1
z22 −R2
b01
ν
in ω,
u21 = 0 on ∂ω.
(3.47)
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The solution of (3.47) must be polynomial on z2 and z3 and, by inspection in this kind of
functions, we can find that u21 is
u21 =
R2
16
(
R2
4ρ0ν2
∂2p0
∂t∂s1
− R
4
16ρ20ν
3
∂p0
∂s1
∂2p0
∂s21
− R
2
2ρ0ν
∂3p0
∂s31
+
11κ2R2
8ρ0ν
∂p0
∂s1
)
((z22 + z
2
3)
2 − 1)
+
R2
4
(
− 1
4ρ0ν2
∂
∂t
(
R2
∂p0
∂s1
)
+
R2
16ρ20ν
3
∂p0
∂s1
∂
∂s1
(
R2
∂p0
∂s1
)
+
1
4ρ0ν
∂2
∂s21
(
R2
∂p0
∂s1
)
− 7κ
2R2
16ρ0ν
∂p0
∂s1
+
1
ρ0ν
∂p20
∂s1
− b01
ν
)
(z22 + z
2
3 − 1) +
R6
1152ρ20ν
3
∂p0
∂s1
∂2p0
∂s21
((z22 + z
2
3)
3 − 1)
+
3κR3
16ρ0ν
∂p1
∂s1
(z22 + z
2
3 − 1)z2 +
5κ2R4
64ρ0ν
∂p0
∂s1
(z22 + z
2
3 − 1)(z22 − z23), (3.48)
that, using the change of variable (3.20), can be written
u21 =
R2
16
(
R2
4ρ0ν2
∂2p0
∂t∂s1
− R
4
16ρ20ν
3
∂p0
∂s1
∂2p0
∂s21
− R
2
2ρ0ν
∂3p0
∂s31
+
11κ2R2
8ρ0ν
∂p0
∂s1
)
(s43 − 1)
+
R2
4
(
− 1
4ρ0ν2
∂
∂t
(
R2
∂p0
∂s1
)
+
R2
16ρ20ν
3
∂p0
∂s1
∂
∂s1
(
R2
∂p0
∂s1
)
+
1
4ρ0ν
∂2
∂s21
(
R2
∂p0
∂s1
)
− 7κ
2R2
16ρ0ν
∂p0
∂s1
+
1
ρ0ν
∂p20
∂s1
− b01
ν
)
(s23 − 1) +
R6
1152ρ20ν
3
∂p0
∂s1
∂2p0
∂s21
(s63 − 1)
+
3κR3
16ρ0ν
∂p1
∂s1
(s33 − s3) cos s2 +
5κ2R4
64ρ0ν
∂p0
∂s1
(s43 − s23) cos(2s2). (3.49)
Using now (3.15) for k = 2, we have that
∂
∂s1
(
R2
∫ 2pi
0
∫ 1
0
s3u
2
1 ds3ds2
)
= 0, (3.50)
and, if we substitute the expression of u21 given by (3.49) in (3.50), we obtain that p
2
0 is the
solution of the problem
∂
∂s1
(
R4
∂p20
∂s1
)
=
∂
∂s1
(
− 3R
8
64ρ0ν2
∂p0
∂s1
∂2p0
∂s21
− R
6
12
∂3p0
∂s31
− κ
2R6
48
∂p0
∂s1
+
R5
2ν
∂R
∂t
∂p0
∂s1
− R
7
8ρ0ν2
∂R
∂s1
(
∂p0
∂s1
)2
− R
4
2
(
∂R
∂s1
)2
∂p0
∂s1
− R
5
2
∂2R
∂s21
∂p0
∂s1
−R5 ∂R
∂s1
∂2p0
∂s21
+
R6
6ν
∂2p0
∂t∂s1
+R4ρ0b01
)
, (3.51)
with the adequate initial and boundary conditions. With this equation, we have completed
the description of p2 (see (3.29)–(3.30)).
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Identifying now the terms multiplied by v2 in (3.46), we obtain
1
(Rs3)2
∂2u22
∂s22
+
1
R2s3
∂u22
∂s3
+
1
R2
∂2u22
∂s23
=
κR4
16ρ20ν
3
(
∂p0
∂s1
)2 (
s43 + 1
)
+
κ′R2
4ρ0ν
∂p0
∂s1
+
5κ
8ρ0ν
∂
∂s1
(
R2
∂p0
∂s1
)
+
(
− κR
4
8ρ20ν
3
(
∂p0
∂s1
)2
− κ
2ρ0ν
∂
∂s1
(
R2
∂p0
∂s1
)
− κ
′R2
4ρ0ν
∂p0
∂s1
+
κR
ρ0ν
∂R
∂s1
∂p0
∂s1
− κR
2
16ρ0ν
∂2p0
∂s21
)
s23
− κR
2
8ρ0ν
∂2p0
∂s21
s23 cos
2 s2 +
1
ρ0ν
(
−sin s2
Rs3
∂p3
∂s2
+
cos s2
R
∂p3
∂s3
)
− b02
ν
,
and if we identify the terms of (3.46) multiplied by v3,
1
(Rs3)2
∂2u23
∂s22
+
1
R2s3
∂u23
∂s3
+
1
R2
∂2u23
∂s23
= −κ sin s2 cos s2
16s3ρ0ν
(
2
∂
∂s1
(
R2
∂p0
∂s1
)
s3 −R2∂
2p0
∂s21
s33
)
+
κ sin s2 cos s2
16ρ0ν
(
2
∂
∂s1
(
R2
∂p0
∂s1
)
− 3R2∂
2p0
∂s21
s23
)
− κτR
2
4ρ0ν
∂p0
∂s1
(s23 − 1)
+
1
ρ0ν
(
cos s2
Rs3
∂p3
∂s2
+
sin s2
R
∂p3
∂s2
)
− b03
ν
.
Using the change of variable (3.20) and doing some simplifications, we deduce that u22 and
u32 verify
∆zu
2
2 =
κR6
16ρ2ν3
(
∂p0
∂s1
)2 (
(z22 + z
2
3)
2 + 1
)
+
κ′R4
4ρ0ν
∂p0
∂s1
+
5κR2
8ρ0ν
∂
∂s1
(
R2
∂p0
∂s1
)
+
(
− κR
6
8ρ20ν
3
(
∂p0
∂s1
)2
− 9κR
4
16ρ0ν
∂2p0
∂s21
− κ
′R4
4ρ0ν
∂p0
∂s1
)
(z22 + z
2
3)
− κR
4
8ρ0ν
∂2p0
∂s21
z22 +
R
ρ0ν
∂p3
∂z2
− R
2
ν
b02, (3.52)
∆zu
2
3 = −
κτR4
4ρ0ν
∂p0
∂s1
(z22 + z
2
3 − 1)−
2κR4
16ρ0ν
∂2p0
∂s21
z2z3 +
R
ρ0ν
∂p3
∂z3
− R
2
ν
b03. (3.53)
Now, if we group the terms multiplied by ε in (3.9), we obtain
− sin s2
Rs3
∂u22
∂s2
+
cos s2
Rs3
∂u23
∂s2
+
cos s2
R
∂u22
∂s3
+
sin s2
R
∂u23
∂s3
= −κs3R cos s2
(
∂u01
∂s1
− s3
R
∂R
∂s1
∂u01
∂s3
)
− ∂u
1
1
∂s1
+ κu12 + τ
∂u11
∂s2
+
s3
R
∂R
∂s1
∂u11
∂s3
,
22
and using in this equation the expressions obtained in steps (i) and (ii) (see (3.21)–(3.27)),
− sin s2
s3
∂u22
∂s2
+
cos s2
s3
∂u23
∂s2
+ (cos s2)
∂u22
∂s3
+ (sin s2)
∂u23
∂s3
= −κR2s3 cos s2
(
1
4ρ0ν
∂
∂s1
(
R2
∂p0
∂s1
)
(s23 − 1)−
R
2ρ0ν
∂R
∂s1
∂p0
∂s1
s23
)
− 3R
16ρ0ν
∂
∂s1
(
κR3
∂p0
∂s1
)
s3(s
2
3 − 1) cos s2 −
R
4ρ0ν
∂
∂s1
(
R2
∂p1
∂s1
)
(s23 − 1)
+
κR2
16ρ0ν
(
2
∂
∂s1
(
R2
∂p0
∂s1
)
−R2s23
∂2p0
∂s21
)
s3 cos s2 − 3κτR
4
16ρ0ν
∂p0
∂s1
s3(s
2
3 − 1) sin s2
+
3κR3
16ρ0ν
∂R
∂s1
p0
s1
(3s23 − 1)s3 cos s2 +
R2
2ρ0ν
∂R
∂s1
∂p1
∂s1
s23 =: g. (3.54)
Let be U2 = (u22, u
2
3). Using the change of variable (3.20), we obtain from the equations
(3.52), (3.53), (3.54) and the boundary conditions (3.3), that (U2, p3) solves the following
problem, 
∆zU
2 =
R
ρ0ν
∇zp3 + F in ω,
div U2 = g in ω,
U2 = 0 on ∂ω,
where,
F :=
(
κR6
16ρ20ν
3
(
∂p0
∂s1
)2 (
(z22 + z
2
3)
2 + 1
)
+
κ′R4
4ρ0ν
∂p0
∂s1
+
5R2κ
8ρ0ν
∂
∂s1
(
R2
∂p0
∂s1
)
+
(
− κR
6
8ρ20ν
3
(
∂p0
∂s1
)2
− 9R
4κ
16ρ0ν
∂2p0
∂s21
− κ
′R4
4ρ0ν
∂p0
∂s1
)
(z22 + z
2
3)
− κR
4
8ρ0ν
∂2p0
∂s21
z22 −
R2
ν
b02,−κτR
4
4ρ0ν
∂p0
∂s1
(z22 + z
2
3 − 1)−
2R4κ
16ρ0ν
∂2p0
∂s21
z2z3 − R
2
ν
b03
)
,
and g is given by (3.32) (from the definition of g in (3.54), and using (3.20) after some
simplification (see (B.3)), we can obtain that g is given by (3.32)).
Applying Theorem 3.3, this problem has a unique solution if the compatibility condition∫
ω
g dz2dz3 = 0, (3.55)
is fulfilled, or equivalently, using the change of variable (3.20), if∫ 2pi
0
∫ 1
0
s3g ds3ds2 = 0.
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Taking into account the definition of g (see the right-hand side of (3.54)), we obtain that∫ 2pi
0
∫ 1
0
s3g ds3ds2 =
piR
8ρ0ν
∂
∂s1
(
R2
∂p1
∂s1
)
+
piR2
4ρ0ν
∂R
∂s1
∂p1
∂s1
=
piR2
2ρ0ν
∂R
∂s1
∂p1
∂s1
+
piR3
8ρ0ν
∂2p1
∂s21
.
From (3.27) we deduce that
4R3
∂R
∂s1
∂p1
∂s1
+R4
∂2p1
∂s21
= 0,
so the compatibility condition (3.55) is verified and the problem (3.31) has uniqueness of
solution. Furthermore, since g and F are polynomial on s3 (see (3.32)–(3.33)), the solution
of (3.31) must be also polynomial on s3 and we can compute it explicitly (see appendix B
for the details).
4. Behavior of the wall of the pipe
We need to close the equations of the model presented here (see theorem 3.4) with a law
describing the behavior of the wall of the pipe, that is, with a equation that allows us to
determine R. There are different possibilities: a rigid wall, elastic or viscoelastic laws, etc.
The simplest case is when we consider that the wall of the pipe is rigid. We have assumed
that R(t, s1) is given in (2.1)–(2.2), so it is enough to suppose that
∂R
∂t
= 0
to obtain a rigid wall. If we consider the steady case and a rigid wall of the pipe, our model
reduces to the model obtained in [4].
Other simple case is when we consider an algebraic elastic law (see [1]):
p0 − pe = Eh0
R20
(R−R0) (4.1)
where E is the Young modulus of the wall, h0 its thickness, R0 the radius of the cross-section
at rest, and pe is the external pressure.
More complex (elastic or viscoelastic) laws can also be considered (see [1] again).
5. Some numerical examples
In this section we shall present some numerical examples in some representative cases
in order to illustrate the behavior of the approximated solution obtained in the previous
sections.
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We start plotting the main tangential velocity u01 and its corrections u
1
1 and u
2
1. We
observe in Figure 1 that u01 is a Poiseuille flow (other works as [2, 8] have also shown this
behavior).
Figure 1: Plot of u01 field.
In Figure 2 we can see that u11 is a correction of u
0
1 that takes into account the curvature
of the middle line (the fluid is faster in the side of the cross section of the pipe pointing to
N).
Figure 2: Plot of u11 field.
The correction of order two u21, has a complex dependence on various terms (see (3.28)),
but it is also similar to a Poiseuille flow (see Figure 3).
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Figure 3: Plot of u21 field.
We have seen at (3.22) that, at order zero, the transversal velocity is zero, so the tan-
gential velocity is dominant. The first order correction, U1 = (u12, u
1
3), is related with the
expansion and contraction of the pipe wall in radial direction. We can see in Figure 4
different cases depending on the value of ∂p
0
∂s1
(dp1), ∂
2p0
∂s21
(dp2) and ∂r
∂s1
(dr).
The second order correction of transversal velocity, U2 = (u22, u
2
3), is related with the
recirculation of the fluid in the cross section of the pipe, as we can see in Figure 5, where
we show different cases depending on the curvature (k), its derivative (dk) and the torsion
(tau) of the middle line of the pipe.
6. Conclusions
A transient model for a newtonian fluid through a curved pipe with moving walls has
been obtained. The asymptotic expansions have allowed us to find out the main components
of velocity and their corrections. Furthermore, our model reduces to the obtained in [4],
when steady case and rigid walls are considered. Plots presented here (see figures 1–5)
compare very well with real patterns of fluid flow through a curved pipe and agree with the
data available in the literature. A simple algebraic elastic law for the pipe wall has been
considered in (4.1), but other more general laws can be used.
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Figure 4: Plot of (u12, u
1
3) field.
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Figure 5: Plot of (u22, u
2
3) field.
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A. Computing U1 and p2
Let us consider (U1, p2), the solution of problem (3.43),
∆zU
1 =
R
νρ0
∇zp2 in ω,
divzU
1 =
R
4ρ0ν
(
∂
∂s1
(
R2
∂p0
∂s1
)
− (z22 + z23)R2
∂2p0
∂s21
)
=: g1 in ω,
U1 =
∂R
∂t
(cos s2, sin s2) =: ϕ
1 on ∂ω,
that we have seen in the proof of theorem 3.4 that has a unique solution (in the case of p2,
up to an arbitrary function of t and s1). In order to compute U
1 and p2, we are going to
consider some easier auxiliary problems. First, let us consider the problem{
∆zϕ = g
1 in ω,
∂ϕ
∂n
= ϕ1 · n = ∂R
∂t
on ∂ω,
(A.1)
which has a unique solution (up to an arbitrary function of t and s1), since the compatibility
condition (3.44) is verified. This problem can be written, using change of variable (3.20), as
follows
1
s23
∂2ϕ
∂s22
+
1
s3
∂ϕ
∂s3
+
∂2ϕ
∂s23
=
R
4ρ0ν
(
∂
∂s1
(
R2
∂p0
∂s1
)
− s23R2
∂2p0
∂s21
)
in ω,
∂ϕ
∂s3
=
∂R
∂t
on ∂ω.
(A.2)
If we look for a solution of the form
ϕ = a(t, s1)s
4
3 + b(t, s1)s
2
3 + c(t, s1),
we can identify a and b substituting in (A.2). Taking into account (3.23) to verify that the
boundary condition is fulfilled, we find that
ϕ(t, s1, s2, s3) =
s23R
16ρ0ν
(
∂
∂s1
(
R2
∂p0
∂s1
)
− s
2
3R
2
4
∂2p0
∂s21
)
+ c(t, s1) (A.3)
is the solution of (A.2). Using again (3.20), we obtain that
ϕ(t, s1, z2, z3) =
(z22 + z
2
3)R
16ρ0ν
(
∂
∂s1
(
R2
∂p0
∂s1
)
− (z22 + z23)
R2
4
∂2p0
∂s21
)
+ c(t, s1). (A.4)
Let be V = U1 −∇zϕ, and χ = (− sin s2, cos s2) the unit tangent vector on ∂ω. Then,
from (3.43) and (A.1), we obtain that (V, p2) satisfies the problem
∆zV =
R
νρ0
∇zp2 −∆z(∇zϕ) in ω,
divzV = 0 in ω,
V · n = U1 · n−∇zϕ · n = 0 on ∂ω,
V · χ = U1 · χ−∇zϕ · χ = −∂ϕ
∂χ
on ∂ω.
(A.5)
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Since on ∂ω we have that U1 · χ = 0, ∇zϕ ·χ = ∂ϕ
∂χ
=
∂ϕ
∂s2
= 0, and ϕ verifies in ω that
∇zϕ = 2R
16ρ0ν
(
∂
∂s1
(
R2
∂p0
∂s1
)
− (z22 + z23)
R2
2
∂2p0
∂s21
)
(z2, z3) ,
∆z (∇zϕ) = − R
3
2ρ0ν
∂2p0
∂s21
(z2, z3),
we obtain that (V, p2) satisfies the problem
∆zV =
R
νρ0
∇zp2 + R
3
2ρ0ν
∂2p0
∂s21
(z2, z3) in ω,
divzV = 0 in ω,
V = 0 on ∂ω,
(A.6)
Then, by Theorem 3.3, problem (A.6) has a unique solution (up to an arbitrary function
of t and s1, in the case of p
2), which expression is
V = 0,
p2 = −R
2
4
∂2p0
∂s21
(
z22 + z
2
3
)
+ p20(t, s1), (A.7)
where p20(t, s1) = c(t, s1) is a smooth function, which is determined in (3.51). Finally, since
U1 = V +∇zϕ, we have that
U1 =
R
16ρ0ν
(
2
∂
∂s1
(
R2
∂p0
∂s1
)
− (z22 + z23)R2
∂2p0
∂s21
)
(z2, z3) .
B. Computing U2 and p3
Let us consider (U2, p3), solution of the problem
∆zU
2 =
R
ρ0ν
∇zp3 + F in ω,
div U2 = g in ω,
U2 = 0 on ∂ω,
(B.1)
where F and g are given, respectively, by (3.33) and (3.54).
In order to compute (U2, p3), we shall consider a decomposition of this problem in some
easier ones (as done to compute (U1, p2) in appendix A).
First, let us consider the problem,{
∆zϕ = g in ω,
∂ϕ
∂n
= 0 on ∂ω,
(B.2)
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which has unique solution, since the compatibility condition (3.55) is verified.
Simplifying from (3.54), we have
g =
(
− κR
4
2ρ0ν
∂2p0
∂s21
− 3κ
′R4
16ρ0ν
∂p0
∂s1
)
s33 cos s2 −
3κτR4
16ρ0ν
∂p0
∂s1
s33 sin s2
+
(
9κR3
8ρ0ν
∂R
∂s1
∂p0
∂s1
+
9κR4
16ρ0ν
∂2p0
∂s21
+
3κ′R4
16ρ0ν
∂p0
∂s1
)
s3 cos s2
+
3κτR4
16ρ0ν
∂p0
∂s1
s3 sin s2 − R
3
4ρ0ν
∂2p1
∂s21
s23 +
R
4ρ0ν
∂
∂s1
(
R2
∂p1
∂s1
)
, (B.3)
that, using (3.20), can be written as in (3.32). From (B.2), and using again (3.20), we have
that ϕ is solution of 
1
s23
∂2ϕ
∂s22
+
1
s3
∂ϕ
∂s3
+
∂2ϕ
∂s23
= g in ω,
∂ϕ
∂s3
= 0 on ∂ω.
(B.4)
If we look for a solution of the form
ϕ = a(t, s1)s
5
3 cos s2 + b(t, s1)s
5
3 sin s2 + c(t, s1)s
3
3 cos s2 + d(t, s1)s
3
3 sin s2
+ e(t, s1)s3 cos s2 + f(t, s1)s3 sin s2 + j(t, s1)s
4
3 + h(t, s1)s
2
3 + i(t, s1), (B.5)
where a, b, c, d, e, f, g, h, i are smooth unknown functions, and we substitute in (B.4), we find
that
ϕ(t, s1, s2, s3) =
(
− R
4
384ρ0ν
(
8κ
∂2p0
∂s21
+ 3κ′
∂p0
∂s1
)
cos s2 − κτR
4
128ρ0ν
∂p0
∂s1
sin s2
)
s53
− R
3
64ρ0ν
∂2p1
∂s21
s43 +
(
3R3
128ρ0ν
(
6κ
∂R
∂s1
∂p0
∂s1
+ 3κR
∂2p0
∂s21
+ κ′R
∂p0
∂s1
)
cos s2
+
3κτR4
128ρ0ν
∂p0
∂s1
sin s2
)
s33 +
R
16ρ0ν
∂
∂s1
(
R2
∂p1
∂s1
)
s23
+
((
5R4
384ρ0ν
(
8κ
∂2p0
∂s21
+ 3κ′
∂p0
∂s1
)
− 9R
3
128ρ0ν
(
6κ
∂R
∂s1
∂p0
∂s1
+ κ′R
∂p0
∂s1
+ 3κR
∂2p0
∂s21
))
cos s2 − 4κτR
4
128ρ0ν
∂p0
∂s1
sin s2
)
s3 + i(t, s1), (B.6)
where equation (3.27) has been used to guarantee that the boundary condition in (B.4) is
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verified. Coming back to the local cartesian coordinates, we can write (B.6)
ϕ(t, s1, z2, z3) =
(
− R
4
384ρ0ν
(
8κ
∂2p0
∂s21
+ 3κ′
∂p0
∂s1
)
z2 − κτR
4
128ρ0ν
∂p0
∂s1
z3
− R
3
64ρ0ν
∂2p1
∂s21
)
(z22 + z
2
3)
2 +
(
3R3
128ρ0ν
(
6κ
∂R
∂s1
∂p0
∂s1
+ 3κR
∂2p0
∂s21
+ κ′R
∂p0
∂s1
)
z2
+
3κτR4
128ρ0ν
∂p0
∂s1
z3 +
R
16ρ0ν
∂
∂s1
(
R2
∂p1
∂s1
))
(z22 + z
2
3)
+
(
5R4
384ρ0ν
(
8κ
∂2p0
∂s21
+ 3κ′
∂p0
∂s1
)
− 9R
3
128ρ0ν
(
6κ
∂R
∂s1
∂p0
∂s1
+ κ′R
∂p0
∂s1
+ 3κR
∂2p0
∂s21
))
z2
− 4κτR
4
128ρ0ν
∂p0
∂s1
z3 + i(t, s1). (B.7)
Now, let us consider V = U2 −∇zϕ, and χ = (− sin s2, cos s2) the unit tangent vector
on ∂ω. Then, from (B.1) and (B.2), we obtain that (V, p3) satisfies the problem
∆zV =
R
ρ0ν
∇zp3 + F−∆z(∇zϕ) in ω,
divzV = 0 in ω,
V · n = U2 · n−∇zϕ · n = 0 on ∂ω,
V · χ = U2 · χ−∇zϕ · χ = −∂ϕ
∂χ
on ∂ω
(B.8)
Let us consider an arbitrary smooth function ψ and let be W = V −
(
∂ψ
∂z3
,− ∂ψ
∂z2
)
. Then
W is solution of the problem
∆zW =
R
ρ0ν
∇zp3 + F−∆z(∇zϕ)−∆z
(
∂ψ
∂z3
,− ∂ψ
∂z2
)
in ω,
divzW = 0 in ω,
W · n = −
(
∂ψ
∂z3
,− ∂ψ
∂z2
)
n = −∇zψ · χ = −∂ψ
∂χ
on ∂ω,
W · χ = −∂ϕ
∂χ
+
(
∂ψ
∂z3
,− ∂ψ
∂z2
)
· χ = −∂ϕ
∂χ
+
∂ψ
∂n
on ∂ω.
(B.9)
If we are able to find a function ψ such that
∂ψ
∂χ
= 0 on ∂ω,
∂ψ
∂n
=
∂ϕ
∂χ
on ∂ω, (B.10)
then problem (B.9) will be equivalent to
∆zW =
R
ρ0ν
∇zp3 + F−∆z(∇zϕ)−∆z
(
∂ψ
∂z3
,− ∂ψ
∂z2
)
in ω,
divzW = 0 in ω,
W = 0 on ∂ω,
(B.11)
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and we shall have, by Theorem 3.3, uniqueness of solution (W, p3) (W is unique and p3 is
unique up to a function depending on t and s1).
The next step is, following (B.10), finding a function ψ such that
∂ψ
∂χ
=
∂ψ
∂s2
= 0 on ∂ω, (B.12)
∂ψ
∂n
=
∂ψ
∂s3
=
∂ϕ
∂χ
=
∂ϕ
∂s2
on ∂ω. (B.13)
From (B.6) and (3.27), we deduce that
∂ψ
∂s3
=
(
− 4R
4
384ρ0ν
(
8κ
∂2p0
∂s21
+ 3κ′
∂p0
∂s1
)
+
6R3
128ρ0ν
(
6κ
∂R
∂s1
∂p0
∂s1
+ κR
∂p0
∂s1
+ 3κR
∂2p0
∂s21
))
sin s2 − 2κτR
4
128ρ0ν
∂p0
∂s1
cos s2 on ∂ω,
so, one possible election for ψ is
ψ(t, s1, s2, s3) =
R3
384ρ0ν
((
22κR
∂2p0
∂s21
+ 6κ′R
∂p0
∂s1
+ 108κ
∂R
∂s1
∂p0
∂s1
)
sin s2
−6κτR∂p
0
∂s1
cos s2
)
s3(s
2
3 − 1)
2
,
that, applying (3.20), can be written
ψ(t, s1, z2, z3) = (ψ2(t, s1)z2 + ψ3(t, s1)z3)
z22 + z
2
3 − 1
2
(B.14)
where,
ψ3(t, s1) =
R3
384ρ0ν
(
22κR
∂2p0
∂s21
+ 6κ′R
∂p0
∂s1
+ 108κ
∂R
∂s1
∂p0
∂s1
)
, (B.15)
ψ2(t, s1) = − κτR
4
64ρ0ν
∂p0
∂s1
. (B.16)
Then, we have(
∂ψ
∂z3
,− ∂ψ
∂z2
)
=
(
ψ3
2
(
z22 + 3z
2
3 − 1
)
+ ψ2z2z3,−ψ2
2
(
3z22 + z
2
3 − 1
)− ψ3z2z3) , (B.17)
and
−∆z
(
∂ψ
∂z3
,− ∂ψ
∂z2
)
= (−4ψ3, 4ψ2). (B.18)
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Hence, from (B.11), W is solution of the problem
∆zW = ∇zq2 + F in ω,
divzW = 0 in ω,
W = 0 on ∂ω,
(B.19)
where
q2 =
R
ρ0ν
p3 − g − 4ψ3z2 + 4ψ2z3 + q20, (B.20)
with q20 = q
2
0(t, s1) an arbitrary smooth function of t and s1. From Theorem 3.3, we have
the existence and uniqueness (up to an arbitrary function of t and s1, in the case of q
2) of
(W, q2).
Once we have computed W and q2 (see below), we obtain U2 and p3 in the following
way,
U2 = W +∇zϕ+
(
∂ψ
∂z3
,− ∂ψ
∂z2
)
, (B.21)
p3 =
ρ0ν
R
(
q2 + g + 4ψ3z2 − 4ψ2z3 − q20
)
, (B.22)
where ϕ, ψ, g, ψ3 and ψ2 are given, respectively, by (B.7), (B.14), (3.32), (B.15) and (B.16).
Let us now compute (W, q2). In order to make such computation, let us remark that
F = (F2, F3) is polynomial in z2 and z3. Developing, from (3.33), F2 and F3 in powers of z2
and z3, we obtain that
F2 = f
00
2 + f
20
2 z
2
2 + f
02
2 z
2
3 + f
22
2 z
2
2z
2
3 + f
40
2 z
4
2 + f
04
2 z
4
3 ,
F3 = f
00
3 + f
11
3 z2z3 + f
20
3 z
2
2 + f
02
3 z
2
3 ,
where fmnα denotes the coefficient that multiplies z
m
2 z
n
3 in Fα. Since F is polynomial in z2
and z3, W = (W2,W3) and q
2 must be also polynomial in z2 and z3, so let us suppose that
W2 =
(
w002 + w
10
2 z2 + w
01
2 z3 + w
20
2 z
2
2 + w
11
2 z2z3 + w
02
2 z
2
3 + w
30
2 z
3
2 + w
21
2 z
2
2z3 + w
12
2 z2z
2
3 + w
03
2 z
3
3
+ w402 z
4
2 + w
31
2 z
3
2z3 + w
22
2 z
2
2z
2
3 + w
13
2 z2z
3
3 + w
04
2 z
4
3
)
(z22 + z
2
3 − 1), (B.23)
W3 =
(
w003 + w
10
3 z2 + w
01
3 z3 + w
20
3 z
2
2 + w
11
3 z2z3 + w
02
3 z
2
3 + w
30
3 z
3
2 + w
21
3 z
2
2z3 + w
12
3 z2z
2
3 + w
03
3 z
3
3
+ w403 z
4
2 + w
31
3 z
3
2z3 + w
22
3 z
2
2z
2
3 + w
13
3 z2z
3
3 + w
04
3 z
4
3
)
(z22 + z
2
3 − 1), (B.24)
q2 = q00 + q10z2 + q
01z3 + q
20z22 + q
11z2z3 + q
02z23 + q
30z22 + q
21z22z3 + q
12z2z
2
3 + q
03z33
+ q40z42 + q
31z32z3 + q
22z22z
2
3 + q
13z2z
3
3 + q
04z43 + q
50z52 + q
41z42z3 + q
32z32z
2
3
+ q23z22z
3
3 + q
14z2z
4
3 + q
05z53 . (B.25)
By substitution in (B.19), we obtain a linear system with a unique solution, so W and
q2 are determined from the coefficients of the field F and our assumption about the form of
W and q2 was correct.
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In this way we find that,
w002 =
1
192
(
f 113 − f 042
)− 1
1152
f 222 −
1
96
f 022 , w
04
2 =
7
240
f 042 −
7
2880
f 222 ,
w022 =
5
96
f 022 +
13
960
f 042 +
31
5760
f 022 −
5
192
f 113 , w
11
2 = −
1
24
f 203 ,
w202 =
1
96
f 022 +
7
960
f 042 −
11
5760
f 222 −
1
192
f 113 , w
22
2 =
1
480
f 042 +
37
2880
f 222 ,
w402 =
1
360
f 222 −
1
480
f 042 , w
00
3 = −
1
96
f 203 ,
w113 =
1
480
f 222 −
1
40
f 042 −
1
24
f 022 +
1
48
f 113 , w
02
3 =
1
96
f 203 ,
w133 = −
1
80
f 042 −
1
240
f 222 , w
20
3 =
5
96
f 203 ,
w313 =
1
80
f 042 −
1
60
f 222 ,
(B.26)
while {
w012 = w
03
2 = w
10
2 = w
12
2 = w
13
2 = w
21
2 = w
30
2 = w
31
2 = 0,
w013 = w
03
3 = w
04
3 = w
10
3 = w
12
3 = w
21
3 = w
22
3 = w
30
3 = w
40
3 = 0,
(B.27)
and 
q10 =
1
12
f 113 −
1
6
f 022 −
1
16
f 042 −
1
96
f 222 − f 002 , q03 =
1
12
f 203 −
1
3
f 023 ,
q12 =
3
40
f 222 −
3
20
f 042 −
1
4
f 022 −
3
8
f 113 , q
01 = −f 003 −
1
6
f 203 ,
q14 = − 1
16
f 042 −
5
96
f 222 , q
21 = −1
4
f 203 ,
q30 =
1
12
f 022 +
1
20
f 042 −
1
3
f 202 −
1
40
f 222 −
1
24
f 113 , q
32 =
1
8
f 042 −
11
48
f 222 ,
q50 =
11
480
f 222 −
1
80
f 042 −
1
5
f 402 ,
(B.28)
while
q02 = q04 = q05 = q11 = q13 = q20 = q22 = q23 = q31 = q40 = q41 = 0, (B.29)
and q00 is an arbitrary smooth function depending only on t and on s1.
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