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Abstract
We consider the Cauchy problem for the 2 2 strictly hyperbolic system
at ¼ 0;
ða; uÞð0; Þ ¼ ða0; u0Þ:
ut þ f ða; uÞx  gða; uÞax ¼ 0;
8><
>:
For possibly large, discontinuous data, the continuous dependence of the solution with respect
to both a0 and u0 is shown. Moreover, the solutions are characterized as unique limits of
Kruzˇkov’s entropic solutions constructed with regularized initial data ae0:
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1. Introduction
The main concern of the present paper is with the Cauchy problem in R for the
following 2 2 system of partial differential equations:
at ¼ 0;
ut þ f ða; uÞx  gða; uÞax ¼ 0;

ð1:1Þ
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completed with the initial data
að0; Þ ¼ a0; uð0; Þ ¼ u0: ð1:2Þ
We assume that the functions f and g are C2 and that the system is strictly
hyperbolic, i.e. we will always make the key assumption
fuða; uÞ40: ð1:3Þ
Like the authors of [4], we are interested in the dependence of the solution on both
the initial data ða0; u0Þ: In particular, we want to generalize the results in [4] where
the same system (1.1) was considered without the nonconservative term ðg ¼ 0Þ:
Without assumption (1.3), nonlinear resonance occurs (see [2,15–19,24]) and one can
not hope to have continuous dependence with respect to the initial data a0 as can be
seen by the counterexample in [26].
Let us pause to state a few comments. System (1.1) can be viewed either as a 2 2
hyperbolic system, not in conservation form, or as a different way to write a general
scalar balance law with a possibly singular source term,
ut þ f ðaðxÞ; uÞx ¼ a0ðxÞgðaðxÞ; uÞ; ð1:4Þ
as advocated for instance in [7] to derive a simple model of shallow-water ﬂow.
Another case of special interest for (1.1) lies in the modeling of one-dimensional ﬂow
in a nozzle as pointed out in [19]; in this context, f ; g do not depend on a:
ut þ f ðuÞx ¼ kðxÞgðuÞ; kðxÞ ¼ a0ðxÞ: ð1:5Þ
Eq. (1.5) can also be considered within a limiting process (see for instance [13,14,26])
where a family of smooth sources ke converges weakly to a singular (measure) source
m: Corollary 4.9 implies that the corresponding solutions ue converges in L1loc: In
particular we obtain the convergence results of [13,26] in a more general context and
with weaker hypotheses.
Our main result, which can be obtained as a straightforward consequence of
Theorems 4.1, 4.3 and 4.6 in Section 4, is the following.
Theorem 1.1. Let K be the invariant region defined in (2.5). For any initial data
ða0; u0ÞALNðR; KÞ; with a0 having bounded total variation, it is possible to define a
generalized solution uðt; xÞ to the Cauchy problem (1.1), (1.2) such that, the map
ðt; a0; u0Þ/uðt; Þ is continuous in the L1loc topology. Moreover, whenever the initial
data a0 is continuously differentiable, the corresponding generalized solution uðt; xÞ
coincides with the Kruzˇkov’s entropic solution to (1.4) with initial data u0 and aðxÞ ¼
a0ðxÞ:
Remark 1.2. Since every function a0 with bounded total variation can be obtained as
the L1loc limit of regular approximations a
e
0; Theorem 1.1 implies that all the
generalized solutions to (1.1) can be obtained as unique limits of Kruzˇkov’s entropic
solutions ue to (1.4) with initial data ueð0; Þ ¼ u0 and aðxÞ ¼ ae0ðxÞ:
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All our analysis is based on considering (1.1) as a particular nonconservative 2 2
‘‘Temple system’’ [22,25]. One eigenvalue of the system is linearly degenerate while
the integral curves of the other one are straight lines. For the analysis of general
conservative Temple systems see for instance [3,5,8,9,20–22]. For the nonconserva-
tive system (1.1), following the ideas in [10], we construct a functional equivalent to
the L1 distance and which is almost decreasing in time along any pair of front
tracking approximate solutions.
The paper is organized as follows. In Section 2 we give some preliminaries and
construct the wave front tracking approximate solutions. In Section 3 we deﬁne the
almost decreasing functional and derive the basic stability estimates. In Section 4 we
construct a Lipschitz continuous semigroup of solutions to (1.1), we make some
observations about the extension to LN initial data and characterize the trajectories
using the classical Kruzˇkov’s entropy inequalities.
2. Preliminaries and front tracking approximations
For smooth solutions, (1.1) corresponds to the quasilinear system
Ut þ AðUÞUx ¼ 0; U ¼ ða; uÞ; AðUÞ ¼
0 0
fa  g fu
 
: ð2:1Þ
The eigenvalues of A are l1 ¼ 0; l2 ¼ fu; the corresponding eigenvectors
are r1 ¼ ðfu; g  faÞ; r2 ¼ ð0; 1Þ: Observe that one of the characteristic ﬁelds is
linearly degenerate, while the integral curves of the other are parallel straight lines.
The strict hyperbolicity is given by condition (1.3). In the case a ¼ %a constant, the
system reduces to the scalar homogeneous conservation law with parameter %a
ut þ f ð %a; uÞx ¼ 0:
As in [16,1,2] let us introduce some special solutions of system (1.1): the stationary
ones, which correspond to the integral curves of the linearly degenerate ﬁeld,
f ða; uÞx ¼ axgða; uÞ:
Regular solutions satisfy fuux ¼ ðg  faÞax; which is equivalent to
du
da
¼ g  fa
fu
: ð2:2Þ
We denote by fða; a0; u0Þ the solution to (2.2) with initial data
uða0Þ ¼ u0: ð2:3Þ
Standard results in the o.d.e. theory ensure that f is C1 with respect to all its
arguments. Moreover if two states ða0; u0Þ and ða00; u00Þ are connected by a stationary
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solution, i.e. u00 ¼ fða00; a0; u0Þ then (2.2) implies
f ða00; u00Þ  f ða0; u0Þ ¼
Z a00
a0
g %a;fð %a; a0; u0Þ½  d %a: ð2:4Þ
A closed region K in the ða; uÞ plane will be called an invariant domain (see Fig. 1)
if it is bounded from above and below by two solutions to Eq. (2.2). More precisely,
K is determined by two functions, f1ðaÞ and f2ðaÞ solutions to (2.2) and deﬁned in a
common interval ½a1; a2; such that
K ¼ fða; uÞAR2 : a1papa2; f1ðaÞpupf2ðaÞg: ð2:5Þ
From now on we suppose the invariant region K be ﬁxed. As shown in [2] it is very
convenient to deﬁne a pair of Riemann coordinates. Since in our case there is no
resonance, the Riemann invariants are easily constructed: given a point ð %a; %uÞAK we
deﬁne the coordinate
z½ %a; %u ¼ fða1; %a; %uÞ; ð2:6Þ
i.e. z is given by (see Fig. 1) the intersection of the vertical line a ¼ a1 with the
solution to (2.2) with initial data ð %a; %uÞ: It is now straightforward to see that z is
constant along the integral curves of the ﬁrst characteristic ﬁeld while a is constant
along the integral curves of the second one. Standard results in the o.d.e. theory
imply that this is a regular change of variables.
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Fig. 1. Example of an invariant domain.
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2.1. Front tracking approximations
Let us now consider the Riemann problem for (1.1),
Uð0; xÞ ¼ Ul ¼ ðal ; ulÞ; xo0;
Ur ¼ ðar; urÞ; x40;

ð2:7Þ
for any U1; U2AK : It will be solved, as usual, connecting the two states with waves of
increasing speed. We will focus on the ða; zÞ coordinates since in these variables the
characteristic curves of the ﬁrst (standing waves) and second family (homogeneous
waves) are straight lines with the variable z and a constant, respectively. Therefore if
we deﬁne
zl ¼ z½al ; ul  and zr ¼ z½ar; ur;
the solution of the Riemann problem (see Fig. 2) is given by a single standing wave
traveling with zero velocity connecting ðal ; zlÞ to ðar; zlÞ followed by a set of
homogeneous waves traveling with positive velocity connecting ðar; zlÞ to ðar; zrÞ:
This last set of homogeneous waves coincides with the entropic solution (see for
instance [8] for a complete description of entropic solutions for scalar conservation
laws) to the following homogeneous Riemann problem:
ut þ f ðar; uÞx ¼ 0;
uð0; xÞ ¼ u
 ¼ fðar; al ; ulÞ for xo0;
ur for x40:

8><
>:
Since we want to construct approximate solutions using a front tracking
algorithm, we need to approximate rarefaction waves with piecewise constant
functions. Moreover, we do not want the interactions between waves to accumulate
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Fig. 2. Solution of the Riemann problem in the space of the states.
G. Guerra / J. Differential Equations 206 (2004) 438–469442
in ﬁnite time. Therefore we ﬁx a partition P ¼ fz0; z1;y; zng of the z axis with
jPj6maxi¼1;y;nfzi  zi1g (see Fig. 3). Given a Riemann data Uð0; xÞ such that
z½U ð0; xÞAP we solve the Riemann problem in the following approximate way: ﬁrst
we go from ðal ; zlÞ to ðar; zlÞ with a single standing wave traveling with zero velocity
as in the exact solution; then we consider the function %fðuÞ that linearly interpolate
the curve u/f ðar; uÞ between the points ui ¼ fðar; a1; ziÞ; i ¼ 0;y; n and connect
ðar; zlÞ to ðar; zrÞ with the exact entropic solution to the Riemann problem
ut þ %fðuÞx ¼ 0;
uð0; xÞ ¼ u
 ¼ fðar; al ; ulÞ for xo0;
ur for x40:

8><
>:
It is clear that (see [8]) in this way we found an approximate solution Uðt; xÞ to the
Riemann problem (1.1), (2.7) which satisﬁes z½U ðt; xÞAP: This procedure, for the
single conservation law, was introduced by Dafermos [11] and is now a standard tool
for the analysis of scalar conservation laws. Our application of Dafermos
discretization is similar to the one found for instance in [4,18].
Take now a piecewise constant initial data ða0; u0ÞðxÞ satisfying z½a0; u0ðxÞAP: At
t ¼ 0 each Riemann problem is approximately solved as indicated above. The fronts
are propagated until the ﬁrst collision occurs, then the new Riemann problem is
solved and so on. We call ða; uÞðt; xÞ the approximate solution obtained in this way,
observe that aðt; xÞ ¼ a0ðxÞ: Obviously, one has z½a; uðt; xÞAP until the approximate
solution is deﬁned. Moreover, because we are dealing with Riemann coordinates, the
total variation of z is nonincreasing, while the total variation of a is constant.
Since we do not assume genuine nonlinearity, an interaction may produce a
number of outgoing fronts larger then the number of incoming fronts. Therefore, to
ensure that the approximate solution is deﬁned for any time tX0 we need the
following lemma.
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Fig. 3. Partition of the z-axis.
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Lemma 2.1. The possible interactions in the approximate solution ða; uÞðt; xÞ
constructed above are finite.
Proof. Let M be the maximum number of waves which can be created in an
approximate solution of a generic Riemann problem: M ¼ n þ 1 where n þ 1 is the
number of points in the partition P: Deﬁne d06mini¼1;y;nfzi  zi1g40 and
RðxÞ61þ#fjumps in a to the right of xg:
Let NðtÞ and x1ðtÞ;y; xNðtÞðtÞ be, respectively, the number and locations of the
jumps in z½a; u at the time t and
DzaðtÞ6 z½a; uððt; xaðtÞþÞ  z½a; uððt; xaðtÞÞ:
In every interaction, the number of waves does not strictly decrease only when there
is an interaction between a standing wave and homogeneous waves or among
homogeneous waves in which the consecutive states separated by the interacting
waves are not ordered. In this last case there is a strict decrease (at least of d0) in the
variation of z; hence it is easy to check that the functional
FðtÞ6 d0NðtÞ þ M
X
a
jDzaðtÞjRðxaðtÞÞ
decreases at least by the quantity d0 at every interaction, therefore there cannot be
inﬁnite interactions. &
3. Stability for piecewise constant approximate solutions
Following the techniques in [10], in this section we introduce a functional which
controls the L1 distance between two piecewise constant approximate solutions.
We ﬁx two (possibly different) partitions of the z-axis P1 and P2: Then we choose
two initial data U1ð0; xÞ ¼ ðb0; v0ÞðxÞ and U2ð0; xÞ ¼ ða0; u0ÞðxÞ satisfying
z½U1ð0; xÞAP1; and z½U2ð0; xÞAP2:
The corresponding approximate solutions, constructed as described in the previous
section, will be denoted by U1ðt; xÞ ¼ ðb; vÞðt; xÞ and U2ðt; xÞ ¼ ða; uÞðt; xÞ: Observe
that z½U1 will stay for ever in the partition P1 and z½U2 in the partition P2;
moreover, since the ﬁrst component is constant, one has bðt; xÞ ¼ bðxÞ ¼ b0ðxÞ and
aðt; xÞ ¼ aðxÞ ¼ a0ðxÞ:
To estimate the distance between U1 and U2; we solve the Riemann problem with
left and right state, respectively, U1ðt; xÞ and U2ðt; xÞ; then we introduce the strength
of the zero wave and the strength of the set of the homogeneous waves in the
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solution of this Riemann problem, respectively, as
pðxÞ ¼ aðxÞ  bðxÞ;
qðt; xÞ ¼ uðt; xÞ  oðt; xÞ with oðt; xÞ ¼ fðaðxÞ; bðxÞ; vðt; xÞÞ: ð3:1Þ
It is straightforward to check that the distance jU2ðt; xÞ  U1ðt; xÞj is equivalent to
the sum of the strength of the waves: jpðxÞj þ jqðt; xÞj: Indeed one has
juðt; xÞ  vðt; xÞjpjqðt; xÞj þ g  fa
fu




















N
jpðxÞj ð3:2Þ
and
jqðt; xÞjpjuðt; xÞ  vðt; xÞj þ g  fa
fu




















N
jaðxÞ  bðxÞj; ð3:3Þ
where the LN norms are taken over the invariant region K :
Now we deﬁne the maximum velocity L of the homogeneous waves
L ¼ max
ða0;u0ÞAK
fuða0; u0Þ ð3:4Þ
and concentrate on the triangle Dðx1; x2Þ (a domain of determinacy) in the ðt; xÞ
plane deﬁned as
Dðx1; x2Þ6 ðt; xÞAR2 : 0ptpx2  x1
L
; x1 þ Ltoxox2
n o
; for x1ox2:
For tA½0; ðx2  x1Þ=L we deﬁne the functionals
U1ðU1ðtÞ; U2ðtÞÞ ¼
Z x2
x1þLt
W2ðxÞ½W1ðt; xÞjpðxÞj þ jqðt; xÞj dx; ð3:5Þ
U2ðU1ðtÞ; U2ðtÞÞ ¼
Z x2
x1þLt
½W1ðt; xÞjpðxÞj þ jqðt; xÞj dx: ð3:6Þ
The second functional will be used to obtain sharper results when the source satisﬁes
dissipative conditions. The weights W1 and W2 are deﬁned in the following way.
Denote with xaðtÞ; a ¼ 1;y; N the locations at the time t of all the jumps that U1
and U2 have in the region Dðx1; x2Þ; letJðwÞ be the collections of all the indexes a of
the jumps in the piecewise constant function w; then
W1ðt; xÞ ¼ k1
X
xaðtÞox
aAJðU1ðtÞÞ
jDz½b; vðt; xaðtÞÞj; ð3:7Þ
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W2ðxÞ ¼ exp k2
X
xaðtÞ4x
aAJðU2ðtÞÞ
jDaðxaðtÞÞj
8><
>:
9>=
>;; ð3:8Þ
where we have used the obvious notations
Dz½b; vðt; xaðtÞÞ ¼ z½b; vðt; xaðtÞþÞ  z½b; vðt; xaðtÞÞ;
DaðxaðtÞÞ ¼ aðxaðtÞþÞ  aðxaðtÞÞ: ð3:9Þ
The values of the constants k1; k2 in (3.7) and (3.8) will be speciﬁed later and will
depend only on the system (i.e. on f ; g and the invariant region K).
Our L1 stability estimate for front tracking approximate solutions can be stated as
follows.
Theorem 3.1. There exists a constant C40 and a choice of the constants k1; k2 in
(3.7) and (3.8), such that, for any two wave front tracking approximate solutions
U1 ¼ ðb; vÞ and U2 ¼ ða; uÞ; with values in K and constructed using two possibly
different partitions P1 and P2; the functional U1 in (3.5) satisfies for all
0psptpðx2  x1Þ=L
U1ðU1ðtÞ; U2ðtÞÞ  U1ðU1ðsÞ; U2ðsÞÞ
pC exp½k2Tot:Var:fa; ½x1; x2g  ½d1Tot:Var:fz½U1ð0; Þ; ½x1; x2g
þ d2Tot:Var:fz½U2ð0; Þ; ½x1; x2g  ðt  sÞ; ð3:10Þ
where d16jP1j and d26jP2j:
If moreover one has a0gup0 (i.e. whenever gu40; the function a cannot
have upward jumps while whenever guo0; the function a cannot have downward
jumps) a similar estimate holds also for the second functional (3.6) for all
0psptpðx2  x1Þ=L
U2ðU1ðtÞ; U2ðtÞÞ  U2ðU1ðsÞ; U2ðsÞÞpCðd1Tot:Var:fz½U1ð0; Þ; ½x1; x2g
þ d2Tot:Var:fz½U2ð0; Þ; ½x1; x2gÞ
 ðt  sÞ: ð3:11Þ
From the above result, the existence of a Lipschitz semigroup generated by (1.1)
can be easily proved as we will show in Section 4. Before beginning the proof of
Theorem 1.1, we need two preliminary lemmas.
Lemma 3.2. Let f ðuÞ be a C2 function and P ¼ fu0; u1;y; ung be a partition of the u
axis with d6jPj: Denote by fˆðuÞ the function which linearly interpolate the curve
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u/f ðuÞ between the points ui; i ¼ 0;y; n: If u; uþAP are connected by an
entropic discontinuity of the conservation law ut þ fˆðuÞx ¼ 0; then for any state v in the
interval with extrema u and uþ one has
juþ  vj f ðu
þÞ  f ðvÞ
uþ  v 
f ðuþÞ  f ðuÞ
uþ  u
 
pjjf 00jjNdjuþ  uj;
 ju  vj f ðu
Þ  f ðvÞ
u  v 
f ðuþÞ  f ðuÞ
uþ  u
 
pjjf 00jjNdjuþ  uj: ð3:12Þ
Proof. We will prove the ﬁrst inequality with upvpuþ; the other cases being
similar. Denote by l the velocity of the discontinuity, i.e. l ¼ f ðuþÞf ðuÞ
uþu ; then
consider the line connecting the points ðu; f ðuÞÞ and ðuþ; f ðuþÞÞ: hðuÞ6 lðu 
uþÞ þ f ðuþÞ: Now choose two contiguous points u0; u00AP with upu0pvpu00puþ;
so that ju00  vjpd: Since the discontinuity is entropic for the conservation law
ut þ fˆðuÞx ¼ 0; the point ðu00; f ðu00ÞÞ has to stay above the graph of h [8], i.e. f ðu00Þ 
hðu00ÞX0: Therefore we can compute
ðuþ  vÞ f ðu
þÞ  f ðvÞ
uþ  v 
f ðuþÞ  f ðuÞ
uþ  u
 
¼ f ðuþÞ  f ðvÞ  lðuþ  vÞ
¼ hðvÞ  f ðvÞ
p f ðu00Þ  hðu00Þ þ hðvÞ  f ðvÞ: ð3:13Þ
Finally, since l ¼ f 0ðcÞ for a cA½u; uþ; we have
f ðu00Þ  hðu00Þ þ hðvÞ  f ðvÞ ¼
Z u00
v
f 0ð %uÞ d %u  lðu00  vÞ
¼
Z u00
v
½ f 0ð %uÞ  f 0ðcÞ d %u
p jjf 00jjNju00  vj  juþ  ujpjjf 00jjNdjuþ  uj; ð3:14Þ
which proves the lemma. &
Lemma 3.3. Let ða00; u00Þ and ða00; v00Þ be two states connected respectively to the states
ða0; u0Þ and ða0; v0Þ by standing waves, more precisely
u00 ¼ fða00; a0; u0Þ; v00 ¼ fða00; a0; v0Þ:
Then one has the estimates
jðu00  v00Þ  ðu0  v0ÞjpC1ja00  a0j  ju0  v0j;
j½ f ða00; u00Þ  f ða00; v00Þ  ½ f ða0; u0Þ  f ða0; v0ÞjpC2ja00  a0j  ju0  v0j;
where the constants C1 and C2 depend only on the system.
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Proof. Concerning the ﬁrst inequality we compute
jðu00  v00Þ  ðu0  v0Þj ¼ jfða00; a0; u0Þ  fða00; a0; v0Þ  u0 þ v0j
¼
Z a00
a0
½f0ð %a; a0; u0Þ  f0ð %a; a0; v0Þ d %a












¼
Z a00
a0
g  fa
fu
 
½ %a;fð %a; a0; u0Þ  g  fa
fu
 
½ %a;fð %a; a0; v0Þ
 
d %a












pC1ja00  a0j  ju0  v0j; ð3:15Þ
where we have used the Lipschitz continuity of ðg  faÞ=fu and f: Concerning the
second inequality, (2.4) implies
jf ða00; u00Þ  f ða00; v00Þ  f ða0; u0Þ þ f ða0; v0Þj
¼
Z a00
a0
½gð %a;fð %a; a0; u0ÞÞ  gð %a;fð %a; a0; v0ÞÞ d %a











pC2ja00  a0j  ju0  v0j; ð3:16Þ
where we have used the Lipschitz continuity of g and f: &
Proof of Theorem 3.1. In the following, the Landau notation Oð1Þ will be used to
indicate a function whose absolute value remains uniformly bounded, the bound
depending only on the system and the invariant region K: We consider ﬁrst the
functional U1: We need to study how it evolves in time. The map t/qðt; Þ is
continuous in L1loc also when there are interactions in U1 or in U2: The weight W2 is
constant in time. The weight W1 is L
1
loc continuous outside the interaction times and
it can have only downward jumps when an interaction occurs. Therefore U1 cannot
have upward jumps at the interaction times.
Outside interaction times a direct computation yields
d
dt
U1ðU1ðtÞ; U2ðtÞÞ ¼
XN
a¼1
’xafW1;aW2;ajpa j  Wþ1;aWþ2;ajpþa j þ W2;ajqa j  Wþ2;ajqþa jg
 L½Wþ1;0Wþ2;0jpþ0 j þ Wþ2;0jqþ0 j; ð3:17Þ
where for notational convenience we have dropped the variable t and have deﬁned
W7i;a ¼ Wiðxa7Þ; Wþi;0 ¼ Wiððx1 þ LtÞþÞ; for i ¼ 1; 2;
p7a ¼ pðxa7Þ; pþ0 ¼ pððx1 þ LtÞþÞ;
q7a ¼ qðxa7Þ; qþ0 ¼ qððx1 þ LtÞþÞ:
Recalling the deﬁnition of the wave strength (3.1), deﬁne
o7a ¼ fða7a ; b7a ; v7a Þ; ð3:18Þ
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with the following obvious notations:
v7a ¼ vðxa7Þ; u7a ¼ uðxa7Þ; b7a ¼ bðxa7Þ; a7a ¼ aðxa7Þ; ð3:19Þ
so that we also have
p7a ¼ b7a  a7a ; and q7a ¼ u7a  o7a :
Finally deﬁne
la ¼
f ðaa ; ua Þ  f ðaa ;oa Þ
ua  oa
; lþa ¼
f ðaþa ; uþa Þ  f ðaþa ;oþa Þ
uþa  oþa
: ð3:20Þ
Observe that hypothesis (1.3) implies
l7a jq7a j ¼ jf ða7a ; u7a Þ  f ða7a ;o7a Þj: ð3:21Þ
Since U1 and U2 are piecewise constant, one clearly has
lþa jqþa jWþ2;a ¼ laþ1jqaþ1jW2;aþ1;
therefore, using the inequalities l1pL and lþN40; we can sum
XN
a¼1
½lþa jqþa jWþ2;a  la jqa jW2;a ¼ lþN jqþN jWþ2;N  l1 jq1 jW2;1
X  Ljq1 jW2;1 ¼ Ljqþ0 jWþ2;0: ð3:22Þ
Putting together (3.17) and (3.22) we get
d
dt
U1ðU1ðtÞ; U2ðtÞÞp
XN
a¼1
½E0a þ E00a ; ð3:23Þ
where we have deﬁned
E0a ¼ Wþ2;ajqþa jðlþa  ’xaÞ  W2;ajqa jðla  ’xaÞ; ð3:24Þ
E00a ¼ ’xaðW1;aW2;ajpa j  Wþ1;aWþ2;ajpþa jÞ: ð3:25Þ
The next step is the estimate of (3.24) and (3.25). We consider separately three
different cases
X
a
½E0a þ E00a  ¼
X
standing waves
aAJðU1Þ,JðU2Þ
þ
X
homogeneous waves
aAJðU2Þ
þ
X
homogeneous waves
aAJðU1Þ
8><
>>:
9>=
>>;
 ½E0a þ E00a : ð3:26Þ
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Case 1: The jump at xa is a standing waves. In this case ’xa ¼ 0 and consequently
E00a ¼ 0: From deﬁnition (3.8), we have
W2;a ¼ Wþ2;a  exp½k2jDaðxaÞj;
hence from (3.24) we obtain
E0a ¼Wþ2;a½jqþa jlþa  jqa jla  ðek2jDaðxaÞj  1Þjqa jla 
pWþ2;a½jqþa jlþa  jqa jla  k2jDaðxaÞjjqa jla : ð3:27Þ
The states ðaa ;oa Þ; ðba ; va Þ; ðbþa ; vþa Þ and ðaþa ;oþa Þ are all connected by standing
waves as are the states ðaa ; ua Þ and ðaþa ; uþa Þ: This fact implies
sgnðua  oa Þ ¼ sgnðuþa  oþa Þ:
Observe that, in this computation, we do not exclude the case in which both U1 and
U2 have a standing jump in the same point xa: Lemma 3.3 together to (3.21) implies
jqþa jlþa  jqa jla ¼ sgnðuþa  oþa Þ½ f ðaþa ; uþa Þ  f ðaþa ;oþa Þ  f ðaa ; ua Þ þ f ðaa ;oa Þ
pOð1Þjaa  aþa j  jua  oa j ¼ Oð1ÞjDaðxaÞjjqa j: ð3:28Þ
Finally, since la is uniformly bounded away from zero, for k2 sufﬁciently large
(depending only on the system) we obtain
E0apWþ2;a½Oð1Þ  k2la jDaðxaÞjjqa jp0: ð3:29Þ
Therefore one has the estimate X
standing waves
aAJðU1Þ,JðU2Þ
½E0a þ E00a p0: ð3:30Þ
Case 2: The jump at xa is a homogeneous wave in U2: In this case one has
(see Fig. 4)
aþa ¼ aa6aa; bþa ¼ ba6ba; ; jpþa j ¼ jpa j ¼ jba  aaj; ð3:31Þ
vþa ¼ va6va; oþa ¼ oa ¼ fðaa; ba; vaÞ6oa; ’xa ¼
f ðaa; uþa Þ  f ðaa; ua Þ
uþa  ua
; ð3:32Þ
Wþ2;a ¼ W2;a; Wþ1;a ¼ W1;a: ð3:33Þ
Therefore
E00a ¼ 0 ð3:34Þ
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and
E0a ¼ Wþ2;a½jqþa jðlþa  ’xaÞ  jqa jðla  ’xaÞ: ð3:35Þ
If sgn qþa ¼ sgn qa i.e. oa lies outside the interval with extrema uþa and ua ; then
E0a ¼Wþ2;a sgn qþa ½qþa ðlþa  ’xaÞ  qa ðla  ’xaÞ
¼Wþ2;a sgn qþa ½ f ðaa; uþa Þ  f ðaa;oaÞ  qþa ’xa  f ðaa; ua Þ þ f ðaa;oaÞ þ qa ’xa
¼Wþ2;a sgn qþa ½ f ðaa; uþa Þ  f ðaa; ua Þ  ðuþa  ua Þ ’xa ¼ 0: ð3:36Þ
The last equality holds since the approximate solutions satisfy the exact Rankine
Hugoniot relation (3.32). If instead oa is in between the interval with extrema uþa and
ua ; Lemma 3.2 implies
jqþa jðlþa  ’xaÞp jjfuujjN sup
i¼1;yn
jfðaa; a1; ziÞ  fðaa; a1; zi1Þjjuþa  ua j
pOð1Þd2juþa  ua j ð3:37Þ
and analogously
jqa jðla  ’xaÞpOð1Þd2juþa  ua j: ð3:38Þ
Relations (3.34)–(3.38) together imply for every homogeneous jump in U2:
E0a þ E00apOð1ÞWþ2;ad2juþa  ua j: ð3:39Þ
Across homogeneous waves the variation in u is equivalent to the variation in the
Riemann coordinate z: Since the total variation in the z variable is nonincreasing in
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time we can computeX
homogeneous waves
aAJðU2Þ
½E0a þ E00a pOð1ÞjjW2jjNd2
X
homogeneous waves a
aAJðU2Þ
juþa  ua j
pOð1ÞjjW2jjNd2Tot:Var:fz½a; uðt; Þ; ½x1 þ Lt; x2g
pOð1ÞjjW2jjNd2Tot:Var:fz½U2ð0; Þ; ½x1; x2g: ð3:40Þ
Case 3: The jump at xa is a homogeneous wave of U1 (see Fig. 5). In this
case the relations (3.31) continue to hold while (3.32), (3.33) have to be
substituted with
uþa ¼ ua6ua; ’xa ¼
f ðba; vþa Þ  f ðba; va Þ
vþa  va
; ð3:41Þ
Wþ2;a ¼ W2;a; Wþ1;a ¼ W1;a þ k1jDz½b; vðxaÞj: ð3:42Þ
Concerning E00a ; due to (3.42), one has
E00ap Wþ2;a ’xak1jba  aajjDz½b; vðxaÞj: ð3:43Þ
Now we consider
E0a ¼ Wþ2;a½jqþa jðlþa  ’xaÞ  jqa jðla  ’xaÞ: ð3:44Þ
If sgn qþa ¼ sgn qa ; with the help of Lemma 3.3 and Rankine Hugoniot condition
(3.41) we obtain
E0a ¼Wþ2;a sgn qþa ½ ’xaðoþa  oa Þ  f ðaa;oþa Þ þ f ðaa;oa Þ
¼Wþ2;a sgn qþa ½ ’xaðvþa  va Þ  f ðba; vþa Þ þ f ðba; va Þ þ Oð1Þjba  aaj  jvþa  va j
pOð1ÞWþ2;ajba  aaj  jvþa  va j: ð3:45Þ
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If instead sgn qþaasgn q

a ; then the state ua is inside the interval with extrema o

a
and oþa : In this case we have to introduce the new state wa ¼ fðba; aa; uaÞ; which is
inside the interval with extrema vþa and v

a ; and the velocities
elþa ¼ f ðba; vþa Þ  f ðba; waÞvþa  wa ; ela ¼
f ðba; va Þ  f ðba; waÞ
va  wa
: ð3:46Þ
Simple computations lead to
E0a ¼Wþ2;a½jvþa  wajðelþa  ’xaÞ  jva  wajðela  ’xaÞ
þ Wþ2;a½jua  oþa jlþa  jua  oa jla  jwa  vþa jelþa þ jwa  va jela 
þ Wþ2;a ’xa½jua  oþa j þ jvþa  waj þ jua  oa j  jva  waj ð3:47Þ
The ﬁrst term in (3.47) can be estimated using Lemma 3.2
jvþa  wajðelþa  ’xaÞ  jva  wajðela  ’xaÞpOð1Þd1jvþa  va j: ð3:48Þ
The second term in (3.47) can be estimated using Lemma 3.3, indeed since sgnðua 
oþa Þ ¼ sgnðwa  vþa Þ; we can compute
jua  oþa jlþa  jwa  vþa jelþa


 


 ¼ jf ðaa; uaÞ  f ðaa;oþa Þ  f ðba; waÞ þ f ðba; vþa Þj
pOð1Þjba  aaj  jvþa  waj
pOð1Þjba  aaj  jvþa  va j; ð3:49Þ
the same holds for jua  oa jla  jwa  va jela :
Also the third term can be estimated with the help of Lemma 3.3
jvþa  waj  jua  oþa j


 

p jvþa  wa  oþa þ uajpOð1Þjba  aaj  jvþa  waj
pOð1Þjba  aaj  jvþa  va j ð3:50Þ
and the same holds for jva  waj  jua  oa j:
The Lipschitz continuity of f implies
jvþa  va jpOð1ÞjDz½b; vðxaÞj;
therefore, putting together (3.43), (3.45), and (3.47)–(3.50), one gets for every
homogeneous jump in U1:
E0a þ E00apWþ2;a½Oð1Þ  ’xak1jba  aaj  jDz½b; vðxaÞj þ Wþ2;aOð1Þd1jvþa  va j
pWþ2;aOð1Þd1jvþa  va j; ð3:51Þ
ARTICLE IN PRESS
G. Guerra / J. Differential Equations 206 (2004) 438–469 453
for k1 chosen sufﬁciently large depending only on the system. Computations similar
to the previous case show thatX
homogeneous waves
aAJðU1Þ
½E0a þ E00a pOð1ÞjjW2jjNd1Tot:Var:fz½U1ð0; Þ; ½x1; x2g: ð3:52Þ
Finally, putting together (3.23), (3.26), (3.30), (3.40) and (3.52) one gets
d
dt
U1ðU1ðtÞ; U2ðtÞÞpOð1ÞjjW2jjN½d1Tot:Var:fz½U1ð0; Þ; ½x1; x2g
þ d2Tot:Var:fz½U2ð0; Þ; ½x1; x2g ð3:53Þ
which together deﬁnition (3.8) of the weight W2 proves the ﬁrst estimate (3.10).
Concerning the estimate for the second functional U2; we observe that the weight
W2 is needed only to obtain estimate (3.29). If the source is dissipative (in the sense
precised in the statement of the theorem), W2 is no more needed for (3.29). Indeed
since in the Case 1 the states ðaa ;oa Þ; ðba ; va Þ; ðbþa ; vþa Þ and ðaþa ;oþa Þ are all
connected by standing waves as are the states ðaa ; ua Þ and ðaþa ; uþa Þ; we have
sgnðua  oa Þ ¼ sgnðuþa  oþa Þ ¼ sgn½fð %a; aa ; ua Þ  fð %a; aa ;oa Þ; 8 %aA½a1; a2:
Therefore, with the help of (2.4), we compute
E0a ¼ jqþa jlþa  jqa jla
¼ sgnðuþa  oþa Þ½ f ðaþa ; uþa Þ  f ðaþa ;oþa Þ  f ðaa ; ua Þ þ f ðaa ;oa Þ
¼
Z aþa
aa
Z 1
0
gu½ %a; sfð %a; aa ; ua Þ þ ð1 sÞfð %a; aa ;oa Þ
 jfð %a; aa ; ua Þ  fð %a; aa ;oa Þj ds d %a
p 0: & ð3:54Þ
The following L1 estimate for wave front tracking approximations is a direct
consequence of Theorem 1.1 and will be used in Section 4.
Corollary 3.4. In the hypotheses of Theorem 3.1, for any x1ox2 and tA½0; ðx2 
x1Þ=L the following L1 estimate holdsZ x2
x1þLt
juðt; xÞ  vðt; xÞj dxp ek2r2
Z x2
x1
juð0; xÞ  vð0; xÞj dx
þ C0ð1þ r1Þek2r2
Z x2
x1
jaðxÞ  bðxÞj dx
þ Cek2r2 ½d1r1 þ d2r2t; ð3:55Þ
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where C0 is a constant which depends only on the system and we have set for notational
convenience
r26Tot:Var:fa; ½x1; x2g; r16Tot:Var:fz½b; vð0; Þ; ½x1; x2g;
r26Tot:Var:fz½a; uð0; Þ; ½x1; x2g:
If moreover a0gup0 then the following sharper estimate holds:
Z x2
x1þLt
juðt; xÞ  vðt; xÞj dxp
Z x2
x1
juð0; xÞ  vð0; xÞj dx
þ C0ð1þ r1Þ
Z x2
x1
jaðxÞ  bðxÞj dx þ C½d1r1 þ d2r2t:
ð3:56Þ
Proof. From inequalities (3.2), (3.3), deﬁnitions (3.5), (3.7), (3.8) and Theorem 3.1
we obtain:
Z x2
x1þLt
juðt; xÞ  vðt; xÞj dxp
Z x2
x1þLt
½jqðt; xÞj þ Oð1ÞjpðxÞj dx
pU1ðU1ðtÞ; U2ðtÞÞ þ Oð1Þ
Z x2
x1þLt
jpðxÞj dx
pU1ðU1ð0Þ; U2ð0ÞÞ þ Cek2r2ðd1r1 þ d2r2Þt
þ Oð1Þ
Z x2
x1þLt
jpðxÞj dx
p ek2r2
Z x2
x1
juð0; xÞ  vð0; xÞj dx
þ Oð1Þek2r2 ½1þ r1
Z x2
x1
jpðxÞj dx þ Cek2r2ðd1r1 þ d2r2Þt;
which proves (3.55) with C0XjOð1Þj: Estimate (3.56) can be proved in the same way
using U2 instead of U1: &
4. Construction and characterization of the limit semigroup
4.1. Construction and continuity properties
In this section we will construct a semigroup of solutions to Eq. (1.1) as limit of
front tracking approximate solutions.
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Given the invariant domain K deﬁned in (2.5), we consider the following domains
of functions with bounded total variation:
Br ¼ faABVðR;RÞ : a1paðxÞpa2 8xAR; Tot:Var:aprg; 8r40;
B ¼ faABVðR;RÞ : a1paðxÞpa2 8xARg;
Dar ¼ fuABVðR;RÞ : ða; uÞðxÞAK 8xAR; Tot:Var:z½a; uprg; 8aAB; 8r40:
We measure the total variation of u using the Riemann coordinate z because in this
way Dar turns out to be an invariant domain for the semigroup we are going to
construct.
Theorem 4.1. Given a0AB; u0ADa0r ; consider a sequence of partitions of the z axis Pk
with dk6 jPkj !k-þN 0 and a sequence of approximate initial data ða0;k; u0;kÞ satisfying
Tot:Var:ða0;k; u0;kÞpR; ða0;k; u0;kÞ k-þN!L1loc ða0; u0Þ; z½a0;k; u0;kAPk; ð4:1Þ
where R40 is a constant independent of k: Then, for any tX0; the corresponding
sequence of wave front tracking approximate solutions ukðt; Þ to (1.1), constructed as
described in Section 2, converges, in the L1loc topology to a unique limit solution
uðt; ÞADa0r : The map ðt; a0; u0Þ/uðt; Þ6 Sa0t u0 is a uniformly Lipschitz continuous
semigroup in the following sense. There exist positive constants L0ðr; rÞ; C0 and L such
that for any a0; b0ABr; u0ADa0r ; v0AD
b0
r one has
Sa00 u0 ¼ u0; Sa0s ðSa0t u0Þ ¼ Sa0sþtu0; 8s; tX0; ð4:2Þ
jjSa0s u0  Sa0t u0jjL1pL0ðr; rÞjt  sj; 8s; tX0; ð4:3Þ
and for all x1ox2; 0ptpðx2  x1Þ=L
Z x2
x1þLt
jðSb0t v0ÞðxÞ  ðSa0t u0ÞðxÞj dxp ek2r
Z x2
x1
jv0ðxÞ  u0ðxÞj dx
þ C0ð1þ rÞek2r
Z x2
x1
jb0ðxÞ  a0ðxÞj dx: ð4:4Þ
Proof. Fix L as in deﬁnition (3.4). From Corollary 3.4 we obtain for any two
elements Uk ¼ ðak; ukÞ; Uh ¼ ðah; uhÞ of the sequence of front tracking approximate
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solutions and for any x1ox2; tA½0; ðx2  x1Þ=L
Z x2
x1þLt
jukðt; xÞ  uhðt; xÞj dxp ek2R
Z x2
x1
ju0;kðxÞ  u0;hðxÞj dx þ Oð1ÞRtðdk þ dhÞ

þ C0½1þ Oð1ÞR
Z x2
x1
ja0;kðxÞ  a0;hðxÞj dx

:
Therefore ukðt; Þ is a Cauchy sequence in L1ððx1 þ Lt; x2ÞÞ: The arbitrariness of x1
and x2 implies that for any tX0; the sequence ukðt; Þ converges in L1locðRÞ to a
function uðt; Þ6Sa0t u0:
Concerning the uniqueness, suppose we have another sequence of partitions Pk
with %dk6jPkj !k-þN 0 and another sequence of wave front tracking approximations
ð %ak; %ukÞ with initial data ð %a0;k; %u0;kÞ satisfying the analogous of (4.1)
Tot:Var:ð %a0;k; %u0;kÞpR; ð %a0;k; %u0;kÞ k-þN!L1loc ða0; u0Þ; z½ %a0;k; %u0;kAPk: ð4:5Þ
Now we apply Corollary 3.4 to Uk ¼ ðak; ukÞ and %Uk ¼ ð %ak; %ukÞ to obtain
Z x2
x1þLt
jukðt; xÞ  %ukðt; xÞj dxp ek2R
Z x2
x1
ju0;kðxÞ  %u0;kðxÞj dx þ Oð1ÞRtðdk þ %dkÞ

þ C0½1þ Oð1ÞR
Z x2
x1
ja0;kðxÞ  %a0;kðxÞj dx

:
This last inequality shows that ukðt; Þ and %ukðt; Þ converge to the same limit Sa0t u0 as
k-þN:
The initial approximating sequence ða0;k; u0;kÞ can be chosen in such a way that in
addition to (4.1), it satisﬁes
Tot:Var:a0;kpTot:Var:a0; lim sup
k-þN
Tot:Var: z½a0;k; u0;kpr: ð4:6Þ
Observe that since the z coordinate has to stay on a grid, we cannot choose u0;k such
that Tot:Var:z½a0;k; u0;kpr: The lower semicontinuity of the total variation,
together with the fact that the total variation of the coordinate z; does not increase
with time, implies that Sa0t u0AD
a0
r for all tX0: The semigroup property (4.2) is a
consequence of the deﬁnition of approximate solutions and the uniqueness of their
limit. Property (4.3) is a direct consequence of the ﬁnite speed propagation of waves
and of the uniform bound (depending on r and r) on the total variation of Sa0t u0:
To conclude the proof we have to show (4.4). To this purpose, take the usual
sequence of partitions Pk with dk6 jPkj !k-þN 0 and two sequences of approximate
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initial data ða0;k; u0;kÞ and ðb0;k; v0;kÞ satisfying
Tot:Var:a0;kpr; Tot:Var:z½a0;k; u0;kprk;
ða0;k; u0;kÞ k-þN!L1loc ða0; u0Þ; z½a0;k; u0;kAPk;
Tot:Var:b0;kpr; Tot:Var:z½b0;k; v0;kprk;
ðb0;k; v0;kÞ k-þN!L1loc ðb0; v0Þ; z½b0;k; v0;kAPk;
with rk-r: If we apply again Corollary 3.4 to the corresponding front tracking
approximations ðakðxÞ; ukðt; xÞÞ and ðbkðxÞ; vkðt; xÞÞ we obtainZ x2
x1þLt
jukðt; xÞ  vkðt; xÞj dxp ek2r
Z x2
x1
ju0;kðxÞ  v0;kðxÞj dx
þ C0ð1þ rkÞek2r
Z x2
x1
ja0;kðxÞ  b0;kðxÞj dx
þ 2Ctrkek2rdk ð4:7Þ
which, in the limit as k-þN concludes the proof. &
In the presence of dissipative sources, we have sharper estimates.
Theorem 4.2. In the hypotheses of Theorem 4.1, suppose that the source g and the
initial data a0; b0ABr; u0ADa0r ; v0AD
b0
r satisfy one of the following additional
dissipative conditions:
(i) guða; uÞ ¼ 0 (conservative case);
(ii) guða; uÞp0 and a0 nondecreasing;
(iii) guða; uÞX0 and a0 nonincreasing.
Then the semigroup trajectories satisfy the sharper estimate
Z x2
x1þLt
jðSb0t v0ÞðxÞ  ðSa0t u0ÞðxÞj dxp
Z x2
x1
jv0ðxÞ  u0ðxÞj dx
þ C0½1þ r
Z x2
x1
jb0ðxÞ  a0ðxÞj dx: ð4:8Þ
Proof. In all the three cases, one can choose an approximating initial data a0;k such
that a00;kgup0 in the sense of Theorem 3.1, therefore one can use (3.56) instead of
(3.55) in estimate (4.7) to obtain the desired result. &
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4.2. Extension to LN initial data
It is well known that, for a scalar conservation law, there is stability with respect to
the initial data within a domain of LN functions. On the other hand, in the case of
n  n systems, the usual stability results hold for domains of functions with
uniformly bounded total variation. However, there are also some stability results in
LN for classes of Temple systems in conservation form [4,6,9].
Here we want only to show that the particular dependence of the Lipschitz
constants in (4.4) on the total variation of the initial data, allows us to extend the
semigroup to a domain of LN function for the variable u; maintaining the continuity
with respect to the variable a with bounded total variation.
First of all we deﬁne the following domains of LN functions for any aAB:
Da ¼ fuALNðR;RÞ : ða; uÞðxÞAK for all xARg: ð4:9Þ
It is clear that, since the Lipschitz constant ek2r in (4.4) does not depend on r; for a
ﬁxed aAB the semigroup Sat can be extended to a Lipschitz continuous semigroup
deﬁned on Da: In this extension, we maintain the Lipschitz continuity with respect to
u; i.e. for aABr and any u; vADa one hasZ x2
x1þLt
jðSat vÞðxÞ  ðSat uÞðxÞj dxpek2r
Z x2
x1
jvðxÞ  uðxÞj dx: ð4:10Þ
On the other hand, we lose the Lipschitz continuity with respect to the variable a:
Indeed, it is easy to show (with a counter example, similar to the one found in [9])
that the map a/Sat u; in general, does not satisfy Lipschitz conditions similar to (4.4)
if u has unbounded total variation. However one can prove the following continuity
result for the extended semigroup.
Theorem 4.3. The map ðt; a; uÞ/Sat u is continuous in the L1loc topology when tX0;
aABr and uADa:
Proof. Take a converging sequence ðtk; ak; ukÞ-ðt; a; uÞ in the L1loc topology with
akABr; ukADak and tkX0: We have to show that also S
ak
tk
uk converges to S
a
t u in L
1
loc:
Observe that I6 z½K  is a closed interval. Fix two arbitrary points x1ox2;
0ptoðx2  x1Þ=L and e40: Deﬁne the functions ezkðxÞ ¼ z½ak; ukðxÞ; ezðxÞ ¼
z½a; uðxÞ and choose an approximation ez eðxÞAI with bounded total variation
re6Tot:Var:ez e; Z x2
x1
jezðxÞ  ez eðxÞj dxpe: ð4:11Þ
Since ezk converges to ez in L1loc; for k sufﬁciently large we also haveZ x2
x1
jezkðxÞ  ez eðxÞj dxp2e: ð4:12Þ
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Now deﬁne two functions
euekðxÞ ¼ fðakðxÞ; a1;ez eðxÞÞ and eu eðxÞ ¼ fðaðxÞ; a1;ez eðxÞÞ
so that euekADakre and eu eADare : Since
uðxÞ ¼ fðaðxÞ; a1;ezðxÞÞ; and ukðxÞ ¼ fðakðxÞ; a1;ezkðxÞÞ;
the Lipschitz continuity of f impliesZ x2
x1
jukðxÞ  euekðxÞj dxpOð1Þe;
Z x2
x1
juðxÞ  eu eðxÞj dxpOð1Þe;Z x2
x1
jeu ek ðxÞ  eu eðxÞj dxpOð1Þ
Z x2
x1
jakðxÞ  aðxÞj dx:
Therefore from (4.3), (4.4) and (4.10) we can compute for tk; tp%tpðx2  x1Þ=LZ x2
x1þL%t
jðSaktk ukÞðxÞ  ðSat uÞðxÞj dx
p
Z x2
x1þLtk
jðSaktk ukÞðxÞ  ðSaktk eu ek ÞðxÞj dx
þ
Z x2
x1þL%t
jðSaktk euekÞðxÞ  ðSat eu eÞðxÞj dx
þ
Z x2
x1þLt
jðSat eu eÞðxÞ  ðSat uÞðxÞj dx
pek2r
Z x2
x1
jukðxÞ  eu ek ðxÞj dx þ ek2r
Z x2
x1
jeuekðxÞ  eu eðxÞj dx
þ L0ðr; reÞ  jtk  tj þ C0ð1þ reÞek2r
Z x2
x1
jakðxÞ  aðxÞj dx
þ ek2r
Z x2
x1
jeu eðxÞ  uðxÞj dx
pOð1Þek2reþ ½C0ð1þ reÞek2r þ Oð1Þek2r
Z x2
x1
jakðxÞ  aðxÞj dx
þ L0ðr; reÞ  jtk  tj: ð4:13Þ
The constants re and r do not depend on k; hence we can take the limit as k-þN
in (4.13) to obtain
lim sup
k-þN
Z x2
x1þL%t
jðSaktk ukÞðxÞ  ðSat uÞðxÞj dxpOð1Þek2re; ð4:14Þ
which proves the theorem because of the arbitrariness of e40 and x1ox2: &
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Remark 4.4. In the conservative case gu ¼ 0; it can be proved (see [4]) that the
semigroup can be continuously extended to LN data also in the variable a: Since in
this case the Lipschitz constant in (4.8) depends only on the total variation of u; one
can recover the same extension result changing a little bit the proof of the previous
theorem.
4.3. Characterization of the semigroup trajectories
In this section we want to characterize the trajectories of the semigroup. The
following lemma shows that the nonconservative jump relation z ¼ const: continues
to hold also for the exact trajectories.
Lemma 4.5. Let uðt; xÞ ¼ ðSat u0ÞðxÞ be a semigroup trajectory with u0 having bounded
total variation, then for every %xAR it holds:
z½a; uðt; %xÞ ¼ z½a; uðt; %xþÞ; for almost every tX0: ð4:15Þ
Proof. Take a converging sequence of front tracking approximate solutions ðak; ukÞ:
Across standing waves z½ak; uk is constant. Moreover since the velocity of the
homogeneous waves is bounded away from zero, for every 0pt1ot2 the map
x/z½ak; ukð; xÞ is Lipschitz continuous in L1ðt1; t2Þ: The Lipschitz constant eC
depends only on a upper bound for the initial total variation of z½ak; uk and on a
lower bound for the velocities. Therefore for any x0X0 we can write
Z t2
t1
jz½ak; ukðt; %x þ x0Þ  z½ak; ukðt; %x  x0Þj dtp2 eCx0: ð4:16Þ
Now we ﬁx e40; integrate (4.16) on the interval ½0; e and apply Fubini Theorem to
obtain
Z t2
t1
Z e
0
jz½ak; ukðt; %x þ x0Þ  z½ak; ukðt; %x  x0Þj dx0 dtp eCe2: ð4:17Þ
The L1loc convergence of the sequence z½ak; ukðt; Þ allows us to pass to the limit in
(4.17) and obtain for the exact semigroup trajectory
Z t2
t1
Z e
0
jz½a; uðt; %x þ x0Þ  z½a; uðt; %x  x0Þj dx0 dtp eCe2: ð4:18Þ
Finally, since the function x/z½a; uðt; xÞ has bounded total variation, it has right
and left limit at the point %x: Therefore we can divide (4.18) by e and take the limit as
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e-0 to obtain Z t2
t1
jz½a; uðt; %xþÞ  z½a; uðt; %xÞj dtp0; ð4:19Þ
which proves the lemma. &
The following theorem shows that whenever a is sufﬁciently regular, the
semigroup trajectories coincide with the entropic Kruzˇkov’s solutions to the scalar
equation
ut þ f ½aðxÞ; ux ¼ a0ðxÞg½aðxÞ; u: ð4:20Þ
Theorem 4.6. If a0AL1ðRÞ and u0ADa; then the semigroup trajectory uðt; xÞ ¼
ðSat u0ÞðxÞ satisfies the Kruzˇkov’s entropy inequalityZ
RþR
fjuðt; xÞ  kjjtðt; xÞ
þ sgn½uðt; xÞ  k½ f ðaðxÞ; uðt; xÞÞ  f ðaðxÞ; kÞjxðt; xÞ
þ sgn½uðt; xÞ  k½gðaðxÞ; uðt; xÞÞ  faðaðxÞ; kÞa0ðxÞjðt; xÞg dt dxX0 ð4:21Þ
for any nonnegative C1 function j with compact support in ð0;þNÞ  R and any real
constant k (for definiteness we assume sgnð0Þ ¼ 0).
Recall that the validity of (4.21) for jkj sufﬁciently large implies that u is a
distributional solution of (4.20).
Proof. First suppose that the initial data u0 has bounded total variation, hence ﬁx
r40 and suppose u0ADar : We adapt the proof of Theorem 6.1 in [2] to our case. Fix a
constant k and a nonnegative C1 function j with compact support in ð0;þNÞ  R:
For notational purpose deﬁne
%ZðvÞ ¼ jv  kj; %qðb; vÞ ¼ sgnðv  kÞ½ f ðb; vÞ  f ðb; kÞ:
Let EAC2ðRÞ be such that: E00X0; EðvÞ ¼ jvj for jvjX1 and E0ð0Þ ¼ 0: Then the
sequence ZeðvÞ ¼ eEðvke Þ converges to %ZðvÞ in C0ðRÞ; as e-0:
If we ﬁx
Z ¼ Ze; q ¼ qeðb; vÞ ¼
Z v
k
Z0ð%vÞfuðb; %vÞ d %v; ð4:22Þ
then, for any constant b; ðZ; qðb; ÞÞ is an entropy–entropy ﬂux pair for the
homogeneous scalar law ut þ f ðb; uÞx ¼ 0: An easy computation (see Remark 3.1 in
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[12] or in a more general contest Proposition 3.2 in [2]) shows that if two states
ða; uÞ and ðaþ; uþÞ are connected through a standing wave it holds
qðaþ; uþÞ  qða; uÞ ¼
Z aþ
a
½qa þ Z0ðg  faÞð %a;fð %a; a; uÞÞ d %a: ð4:23Þ
Let us ﬁx a sequence of spatial mesh lengths Dxn40 with Dxn-0 as n-þN and
deﬁne for all jAZ
xnj6jDxn; a
n
j6aðxnj Þ; anðxÞ6anj ; for xnjpxoxnjþ1; unðt; Þ6Sa
n
t u0: ð4:24Þ
Observe that un is the exact semigroup trajectory corresponding to the initial data
ðan; u0Þ: Theorem 4.1 implies that ðan; unÞðt; Þ converges to ða; uÞðt; Þ in L1loc as n-þ
N: Consider now the quantity
Ie;n ¼
Z
RþR
½ZðunÞjt þ qðan; unÞjx þ Z0ðuÞ½gða; uÞ  faða; kÞa0j dt dx: ð4:25Þ
Clearly, as n-þN; the Lipschitz continuity of Z and q implies
Ie;n-Ie ¼
Z
RþR
½ZðuÞjt þ qða; uÞjx þ Z0ðuÞ½gða; uÞ  faða; kÞa0j dt dx: ð4:26Þ
Since an is constant over the strip xnjoxoxnjþ1; the couple ðZ; qðan; ÞÞ is, in that set,
an entropy–entropy ﬂux pair for the scalar law ut þ f ðan; uÞx ¼ 0; moreover, by
construction, un is an exact entropy solution to that scalar law in the same strip.
Therefore, observing that anðxnjþÞ ¼ anðxnjþ1Þ ¼ aðxnj Þ ¼ anj ; integrating by parts we
can computeZ
RþR
½ZðunÞjt þ qðan; unÞjx dt dx
X
X
jAZ
Z þN
0
½qðanj ; unðt; xnjþ1ÞÞjðt; xnjþ1Þ  qðanj ; unðt; xnjþÞÞjðt; xnj Þ dt
X
X
jAZ
Z þN
0
½qðanjþ1; unðt; xnjþ1þÞÞ  qðanj ; unðt; xnjþ1ÞÞjðt; xnjþ1Þ dt
6Je;n: ð4:27Þ
Lemma 4.5 implies that the two states
ðanj ; unðt; xnjþ1ÞÞ and ðanjþ1; unðt; xnjþ1þÞÞ
are connected by a standing wave for almost all tX0: Hence applying (4.23) and the
(absolutely continuous) change of variable %a ¼ aðxÞ (see [23]), we obtain, for
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almost all tX0
qðanjþ1; unðt; xnjþ1þÞÞ  qðanj ; unðt; xnjþ1ÞÞ
¼
Z xn
jþ1
xn
j
½qa þ Z0ðg  faÞðaðxÞ;fðaðxÞ; anj ; unðt; xnjþ1ÞÞÞ  a0ðxÞ dx: ð4:28Þ
Therefore it holds
Je;n ¼ 
X
jAZ
Z N
0
Z xn
jþ1
xn
j
½qa þ Z0ðg  faÞðaðxÞ;fðaðxÞ; anj ; unðt; xnjþ1ÞÞÞ
 a0ðxÞjðt; xnjþ1Þ dx dt
¼ 
Z
RþR
½qa þ Z0ðg  faÞðaðxÞ; bu nðt; xÞÞ  a0ðxÞbjnðt; xÞ dt dx;
where we have deﬁned
bu nðt; xÞ ¼ fðaðxÞ; anj ; unðt; xnjþ1ÞÞ; bjnðt; xÞ ¼ jðt; xjþ1Þ;
for ðt; xÞARþ  ½xnj ; xnjþ1Þ:
The Lipschitz continuity of f implies for every xA½xnj ; xnjþ1Þ:
jbu nðt; xÞ  unðt; xÞjpOð1Þ½jaðxÞ  anj j þ junðt; xnjþ1Þ  unðt; xÞj
pOð1Þ½Tot:Var:fa; ðxnj1; xnjþ1Þg
þ Tot:Var:funðtÞ; ðxnj1; xnjþ1Þg: ð4:29Þ
Hence we compute
Z
R
jbu nðt; xÞ  unðt; xÞj dx ¼ X
jAZ
Z xn
jþ1
xn
j
jbu nðt; xÞ  unðt; xÞj dx
pOð1ÞDxn
X
jAZ
½Tot:Var:fa; ðxnj1; xnjþ1Þg
þ Tot:Var:funðt; Þ; ðxnj1; xnjþ1Þg
pOð1ÞDxn½Tot:Var:a þ Tot:Var:unðt; Þ ð4:30Þ
which, together the uniform bound on the total variation of un and the L1loc
convergence of un to u; shows that bu nðt; Þ converges to uðt; Þ in L1loc: Therefore
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Proposition B.1 in [2] and the uniform convergence bj-j allows us to obtain
Ie ¼ lim
n-þN Ie;nX limn-þN Je;n þ
Z
RRþ
Z0ðuÞ½gða; uÞ  faða; kÞa0j dx dt
X
Z
RRþ
fZ0ðuÞ½ faða; uÞ  faða; kÞ  qaða; uÞga0j dx dt: ð4:31Þ
We have derived inequality (4.31) for uðt; xÞ ¼ ðSat u0ÞðxÞ when u0 has bounded total
variation. However, since Z; fa; qa and g are Lipschitz continuous functions,
inequality (4.31) can be extended by density in L1loc to a generic semigroup trajectory
uðt; xÞ ¼ ðSat u0ÞðxÞ with u0ADa: Now observe that the inequality
jZ0ðuÞ½ faða; uÞ  faða; kÞ  qaða; uÞj ¼
Z u
k
½Z0ðuÞ  Z0ðxÞfauða; xÞ dx










p 2ejjEjjC2 jjf jjC2
holds because Z0ðuÞ ¼ Z0ðxÞ for u; xe½k e; kþ e: Therefore we have
IeX 2ejjEjjC2 jjf jjC2
Z
RRþ
ja0jj dx dt;
which implies
lim inf
e-0
IeX0:
Finally, the integrand in (4.26) converges pointwise as e-0; hence by the dominated
convergence theorem we can pass to the limit and complete the proof. &
Remark 4.7. In [2] it is proved that when the source satisﬁes also the supplementary
condition
sup a0guoþN
then the entropic Kruzˇkov’s solution is unique, therefore in this case the trajectory of
the semigroup coincide with the solution obtained in [2] with a Godunov–type
algorithm.
Remark 4.8. Given a right continuous initial data aAB; it is possible to choose an
approximating sequence ak such that for any xAR one has
Tot:Var: ak; ðx;þNÞf g-Tot:Var:fa; ðx;þNÞg:
Therefore, with such a choice of the converging subsequence, the corresponding
weight deﬁned in (3.8) W2ðxÞ ¼ exp½k2Tot:Var:fak; ðx;þNÞg converges pointwise
to the weight
WðxÞ ¼ exp½k2Tot:Var:fa; ðx;þNÞg: ð4:32Þ
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If the initial data are chosen such that pðxÞ ¼ 0; then from deﬁnitions (3.1), (3.5) the
functional U1; computed on two front tracking approximations ðak; ukÞ and ðak; vkÞ
becomes
U1ðU1ðtÞ; U2ðtÞÞ ¼
Z x2
x1þLt
exp½k2Tot:Var:fak; ðx;þNÞgjukðt; xÞ  vkðt; xÞj dx:
Therefore we have for the exact semigroup trajectories
Z x2
x1þLt
WðxÞjðSat uÞðxÞ  ðSat vÞðxÞj dxp
Z x2
x1
WðxÞjuðxÞ  vðxÞj dx;
where WðxÞ is deﬁned in (4.32). In this way we have obtained a generalization, to an
arbitrary function a with bounded total variation, of the decreasing functional
introduced in Theorem 2.1 of [26]. Observe that, in the particular framework of [26],
our jump conditions (see Lemma 4.5) coincide with the Layer and Gap problem
described there.
When a is discontinuous, the semigroup trajectories cannot be characterized by
(4.21) since not all integrals are well deﬁned. However as observed in the
introduction (Remark 1.2), the continuity of the semigroup with respect to the
variable a allows us to characterize the trajectories as unique limits of usual
Kruzˇkov’s solutions. More explicitly, ﬁx aAB and take a smooth approximation ae
in L1loc: Then ðSa
e
t u0ÞðxÞ coincide with the unique entropic solution ueðt; xÞ to
uet þ f ðae; ueÞx ¼ ðaeÞ0gðae; ueÞ;
ueð0; xÞ ¼ u0ðxÞ:

Therefore, the continuity of the semigroup implies that ueðt; Þ converges to Sat u0 as
e-0; and this limit does not depend on the particular approximating sequence ae
chosen.
If the functions f ða; uÞ and gða; uÞ do not depend explicitly on a then the
semigroup trajectory does not change if one adds a constant to the initial data a; i.e.
we have
Saþct u0 ¼ Sat u0: ð4:33Þ
Therefore we can prove the following corollary which generalizes the convergence
results of [13,26].
Corollary 4.9. Consider the following family of scalar balance laws
uet þ f ðueÞx ¼ keðxÞgðueÞ;
ueð0; xÞ ¼ ue0ðxÞ; ue0ðxÞALNðR;RÞ;

ð4:34Þ
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with f and g being C2 functions and satisfying, for some positive constants
A; B
f 0ðuÞ40; gðuÞ
f 0ðuÞ









pA þ Bjuj: ð4:35Þ
Suppose that ke; e40 is a family of smooth integrable functions, uniformly bounded in
L1ðRÞ and converging weakly to some bounded measure m as e-0: Suppose also that,
as e-0; ue0ðxÞ is uniformly bounded in LN and converges to some function u0 in the L1loc
topology. Then the Kruzˇkov’s entropic solution ue to (4.34) converges in the L1loc
topology to a unique function uALN that depends only on the limit measure m and not
on the particular converging family ke: We can consider this unique limit function as a
generalized solution to the following scalar balance law with singular nonconservative
source term:
ut þ f ðuÞx ¼ mgðuÞ;
uð0; xÞ ¼ u0ðxÞ; u0ðxÞALNðR;RÞ:

ð4:36Þ
In particular if %a is any function with bounded total variation such that
%a0 ¼ m; then the generalized solution to (4.36) is given by the semigroup trajectory
S %at u0:
Proof. Deﬁne
aeðxÞ ¼
Z x
N
keð %xÞ d %x:
The hypotheses on ke imply that there exist two constants a1oa2 independent of e
such that a1paeðxÞpa2: The ﬁrst condition in (4.35) guarantees the strict
hyperbolicity, the second one implies that the family of the initial data ðae; ue0Þ stays
on an invariant domain K independent of e (see deﬁnition (2.5)). By Theorem 4.6 the
entropic solution to (4.34) coincides with the semigroup trajectory with initial data ae
and ue0: u
eðt; xÞ ¼ ðSaet ue0ÞðxÞ: Since ke is uniformly bounded in L1; also the total
variation of ae is uniformly bounded. Therefore we can extract a converging
subsequence aen in L1loc: Denote by %a its limit which has bounded total variation.
Theorem 4.3 implies the convergence of uenðt; Þ ¼ Saent uen0 to the function %uðt; Þ ¼
S %at u0 in L
1
loc: Take now another converging subsequence a
*en and denote
by a˜ its limit. As before u*enðt; Þ ¼ Sa*ent u*en0 converges in L1loc to the function
u˜ðt; Þ ¼ S a˜t u0: Since the strong convergence in L1loc implies the weak convergence
of the derivatives, from ðaeÞ0 ¼ ke; ke,m and the uniqueness of the weak
limit we get
%a
0 ¼ a˜ 0 ¼ m: ð4:37Þ
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Therefore %a and a˜ differ by an additive constant c; a˜ ¼ %a þ c: Finally, by (4.33), we
have
u˜ðt; Þ ¼ S a˜t u0 ¼ S %aþct u0 ¼ S %at u0 ¼ %uðt; Þ:
which concludes the proof. &
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