This paper deals with the delay-throughput analysis of a single-hop wireless network with n transmitter/receiver pairs. All channels are assumed to be block Rayleigh fading with shadowing, described by parameters (α, ̟), where α denotes the probability of shadowing and ̟ represents the average cross-link gains. The analysis relies on the distributed on-off power allocation strategy (i.e., links with a direct channel gain above a certain threshold transmit at full power and the rest remain silent) for the deterministic and stochastic packet arrival processes. It is also assumed that each transmitter has a buffer size of one packet and dropping occurs once a packet arrives in the buffer while the previous packet has not been served. In the first part of the paper, we define a new notion of performance in the network, called effective throughput, which captures the effect of arrival process in the network throughput, and maximize it for different cases of packet arrival process. It is proved that the effective throughput of the network asymptotically scales as log n α , withα α̟, regardless of the packet arrival process. In the second part of the paper, we present the delay characteristics of the underlying network in terms of the packet dropping probability. We derive the sufficient conditions in the asymptotic case of n → ∞ such that the packet dropping probability tend to zero, while achieving the maximum effective throughput of the network. Finally, we study the trade-off between the effective throughput, delay, and packet dropping probability of the network for different packet arrival processes. In particular, we determine how much degradation will be enforced in the throughput by introducing the aforementioned constraints.
In the second part, we present the delay characteristics of the underlying network in terms of the packet dropping probability for deterministic and stochastic packet arrival processes. We derive the sufficient conditions in the asymptotic case of n → ∞ such that the packet dropping probability of the links tends to zero, while achieving the maximum effective throughput of the network, asymptotically. The importance of this result is showing the fact that the loss in the network performance due to the limited buffer size can be made negligible in the asymptotic regime of n → ∞. In the subsequent section, we study the tradeoff between the effective throughput of the network and other performance measures, i.e., packet dropping probability and delay for different arrival processes. In particular, we determine how much degradation will be enforced in the throughput by introducing the aforementioned constraints, and how much this degradation depends on the arrival process. The setup in this paper is quite different from that of with the on-off Bernoulli scheme in [30] . In fact, we utilize a distributed approach using local information, i.e., direct channel gains, while [30] relies on a central controller which studies the channel conditions of all the links and decides accordingly. Furthermore, we consider a homogeneous network model without path loss. This differs from the geometric models considered in [14] , [20] and [21] , which are based on the distance between the source and the destination (i.e., power decay-versus-distance law).
The rest of the paper is organized as follows. In Section II, the network model and objectives are described. The throughput maximization of the underlying network is presented in Section III. The delay characteristics in terms of the packet dropping probability are analyzed in Section IV. Section V establishes the tradeoff between the throughput, delay, and packet dropping probability in the underlying network.
Simulation results are presented in in section VI. Finally, in Section VII, an overview of the results and conclusions are presented.
Notations: For any functions f (n) and g(n) [31] :
• f (n) = O(g(n)) means that lim n→∞ f (n) g(n)
< ∞.
• f (n) = o(g(n)) means that lim n→∞ f (n) g(n) = 0.
• f (n) = ω(g(n)) means that lim n→∞ f (n) g(n)
= ∞.
• f (n) = Ω(g(n)) means that lim n→∞ f (n) g(n)
> 0.
• f (n) = Θ(g(n)) means that lim n→∞ f (n) g(n)
= c, where 0 < c < ∞.
• f (n) ∼ g(n) means that lim n→∞ f (n) g(n) = 1.
• f (n) ≈ g(n) means that f (n) is approximately equal to g(n), i.e., if we replace f (n) by g(n) in the equations, the results still hold.
Throughout the paper, we use log(.) as the natural logarithm function and N n for representing the set {1, 2, · · · , n}. Also, E[.] represents the expectation operator, and P{.} denotes the probability of the given event. 
II. NETWORK MODEL AND PROBLEM DESCRIPTION

A. Network Model
In this work, we consider a distributed single-hop wireless network, in which n pairs of nodes 1 , indexed by {1, ..., n}, are located within the network area ( Fig. 1) . We assume the number of links, n, is known information for the users. All the nodes in the network are assumed to have a single antenna. Also, it is assumed that all the transmissions occur over the same bandwidth. In addition, we assume that each receiver knows its direct channel gain with the corresponding transmitter, as well as the interference power imposed by other users. However, each transmitter is assumed to be only aware of the direct channel gain to its corresponding receiver. The power of Additive White Gaussian Noise (AWGN) at each receiver is assumed to be N 0 .
We assume that the time axis is divided into slots with the duration of one transmission block, which is defined as the unit of time. The channel model is assumed to be Rayleigh flat-fading with the shadowing effect. The channel gain 2 between transmitter j and receiver i at time slot t is represented by the random variable L (t) ji 3 . For j = i, the direct channel gain is defined as L
ii , where h
ii is exponentially distributed with unit mean (and unit variance). For j = i, the cross channel gains are defined based on a shadowing model as follows 4 :
ji , with probability α 0, with probability 1 − α,
where
ji s have the same distribution as h
ii s, 0 ≤ α ≤ 1 is a fixed parameter, and the random variable β (t) ji , referred to as the shadowing factor, is independent of h (t) ji and satisfies the following conditions:
ji ≤ β max , where β min > 0 and β max is finite,
All the channels in the network are assumed to be quasi-static block fading, i.e., the channel gains remain constant during one block and change independently from block to block. In other words,
Moreover, the fading block of all channels are assumed to be equal to each other and this value is equal to the duration of the transmission block for all users. This model is also used in [22] and [23] . Also, users are assumed to be synchronous to each other. However, as we will see later, the results of the paper are still valid even in the cases that the users are not synchronous or the fading block (coherence time) of the channels are not equal.
B. On-Off Power Allocation Strategy
In [27] , we have shown that a distributed scheme, called threshold-based on-off scheme, achieves the maximum order of the sum-rate throughput in a single-hop wireless network with n links, under the block Rayleigh fading channel model possibly with shadowing effect, in the asymptotic regime of n → ∞.
Moreover, in the strong interference scenario, the on-off power allocation scheme is the optimal strategy, in terms of the sum-rate throughput, assuming the availability of direct channel gains at the transmitters.
Motivated by the results of [27] , we assume that all the links utilize the threshold-based on-off power allocation strategy proposed in [27] 5 . Unlike most of the works in the literature that assume backlogged users, here we assume a practical model for the packet arrivals in which the buffer of each link is not necessarily full (of packet) all the time. Based on this observation, we adopt the on-off power allocation scheme during each time slot t as follows:
1-Based on the direct channel gain, the transmission policy is
ii > τ n and the buffer of link i is full at time slot t 0, Otherwise, (2) 4 For more details, the reader is referred to [32] and [33] and references therein. 5 We consider a homogeneous network in the sense that all the links have the same configuration and use the same protocol. Thus, the transmission strategy for all users are agreed in advance. 6 In fact, if there is no packet in the buffer, it does not make sense for the user to be active, even if its channel is good.
where p (t)
i denotes the transmission power of user i at time slot t and τ n is a pre-specified threshold level that is a function of n and also depends on the channel model and packet arrival process.
2-Knowing its corresponding direct channel gain, each active user i transmits a Gaussian signal with full power and the rate equal to:
j is the power of the interference term seen by receiver i ∈ N n at time slot t. The above rate is achievable by encoding and decoding over arbitrarily large number (M) of blocks.
More precisely, assuming the number of channel uses per each transmission block to be N, the i th transmitter maps the message m ∈ {m 1 
At the receiver side, the decoder considers only the blocks in which the transmitter was transmitting with full power, denoted by {a 1 , · · · , a l }, and is able to decode the message m, if
ii ,I
(t) i log 1 +
= 1}, and
i is achievable. As we will see later, in the optimal performance regime, which is the strong interference regime, encoding and decoding over single blocks is sufficient to achieve (3).
C. Packet Arrival Process
One of the most important parameters in the network analysis is the model for the packet arrival process. The packet arrival process is a random process which is described by either the arrival time of the packets or the interarrival time between the subsequent packets. These quantities may be modeled by the deterministic or stochastic processes (Fig. 2) . In this paper, we consider the following packet arrival processes: . This process is a commonly used model for random and mutually independent packet arrivals in queueing theory [34] .
• Bernoulli Arrival Process (BAP): In this process, at any given time slot, the probability that a packet arrives is ρ 1 λ 7 . Moreover, the arrival of the packets in different slots occurs independently. This model has been used in many works in the literature such as [21] and [35] .
• Constant Arrival Process (CAP): In this process, packets arrive continuously with a constant rate of 1 λ packets per unit length (Fig. 2-b) [36] . 7 We choose the parameter ρ as 1 λ to be consistent with other packet arrival processes. It is assumed that the packet arrival process for all links is the same. Let us denote t 
where t
0 is the starting time for link i, and the random variable x (i) j is the interarrival time defined as
8 , while for the PAP, x (i) j 's are independent samples of an exponential random variable x with the probability density function (pdf)
Also for the BAP, x (i) j 's are independent samples of a geometric random variable X with the probability mass function (pmf)
with ρ In this work, we assume that the buffer size for each transmitter is one packet. Due to the this limitation on the buffer size and the on-off power allocation strategy, the existing buffered packet may be dropped if it is not served before the arrival of the next packet. Mathematically speaking, the event that the dropping of packet k occurs in link i ∈ N n is defined as
Therefore, the packet dropping probability in each link i ∈ N n , denoted by P {B i }, can be obtained as
where f X (x) and p X (m) are defined as (5) and (6), respectively. In Section IV, we will obtain P {B i } for different packet arrival processes in terms of λ and τ n .
D. Objectives
Part I: Throughput Maximization: The main objective of the first part of this paper is to maximize the throughput of the underlying network. To address this problem, we first define a new notion of throughput, called effective throughput, which denotes the actual amount of data transmitted through the links. In order to derive the effective throughput, we obtain the full buffer probability of a link for the deterministic and stochastic packet arrival processes. Then, we compute the optimum threshold level τ n , and the maximum effective throughput of the network, for each packet arrival process.
Part II: Delay Characteristics:
The main objective of the second part is to formulate the packet dropping probability of each link in the underlying network based on the aforementioned packet arrival processes in terms of the number of links (n), λ, and the parameter of the on-off power allocation scheme (τ n ). This analysis enables us to derive the sufficient conditions in the asymptotic case of n → ∞ such that the packet dropping probabilities tend to zero, while achieving the maximum effective throughput of the network.
Part III: Delay-Throughput-Dropping Probability Tradeoff: The main goal of the third part is to study the tradeoff between the effective throughput of the network and other performance measures, i.e., the dropping probability and the delay-bound (λ) for different packet arrival processes. In particular, we are interested to determine how much degradation will be enforced in the throughput by introducing the other constraints, and how much this degradation depends on the packet arrival process.
III. THROUGHPUT MAXIMIZATION
A. Effective Throughput
In this section, we aim to derive the maximum throughput of the network with a large number (n) of links, based on using the distributed on-off power allocation strategy. We present a new performance metric in the network, called effective throughput, which is a function of the threshold level τ n and λ.
Let us start with the following definition.
Definition 2 (Effective Throughput):
Under the on-off power allocation strategy, the effective throughput
is defined (on a per-block basis) as
i is defined as (3) and
is an indicator variable which is equal to 1, if user i transmits at time slot t, and 0 otherwise. Furthermore, the effective throughput of the network is defined as
The quantity T i represents the average amount of information conveyed through link i in a long period of time. This metric is suitable for real-time applications, where the packets have a certain amount of information and certain arrival rates. It should be noted that I
(t) i = 1 is equivalent to the case in which the buffer is full and the channel gain h
ii is greater than the threshold level τ n at time slot t. Defining the full buffer event as follows
we have
ii > τ n , and
is the full buffer probability. In the above equations, (a)
follows from the fact that the full buffer event depends on the packet arrival process as well as the direct
ii , for t ′ < t, which is independent of the channel gain h
ii (due to the block fading channel model). Thus,
, with probability q n ∆ n , 0, with probability 1 − q n ∆ n .
(19)
It is observed that I (t) i is a Bernoulli random variable with parameter q n ∆ n . In fact, q n ∆ n is the probability of the link activation which is a function of n. In the sequel, we derive ∆ n for the aforementioned packet arrival processes.
B. Full Buffer Probability
Let us denote t (i)
a as the time instant the last packet has arrived in the buffer of link i before or at the same time t. The event
a time slots, the channel gain of link i is less than the threshold level τ n . Clearly, X (t) i is a random variable which varies from zero to infinity for the stochastic packet arrival processes and is finite for the CAP 9 . Under the on-off power allocation scheme and using the block fading model property, the full buffer probability can be obtained
where the expectation is computed with respect to X (t)
i , and q n P h
ii > τ n = e −τn . , respectively. Then,
Lemma 1 Let us denote the full buffer probability of an arbitrary link
Proof: For the PAP, since X (t) i is an exponential random variable, (20) can be simplified as
Also for the BAP, X 
(a)
9 Note that, here we assume that if a packet arrives at time t and the channel gain is greater than τn at this time, the packet will be transmitted. 10 As we will show in Lemma 1, ∆n is independent of index i.
where (a) follows from the following geometric series:
For the CAP, the full buffer probability in (20) can be written as
where (a) follows from Fig. 2-b , in which X (t) i varies from zero to λ − 1 and (b) follows from the fact that for the deterministic process, X (t) i has a uniform distribution. In other words, for every value of
. Also, (c) comes from the following geometric series:
Having derived the full buffer probability, we obtain the effective throughput of the network in the following section.
C. Effective Throughput of the Network
Rewriting (13), the effective throughput of link i can be obtained as
where the expectation is computed with respect to h (t)
ii and the interference term I (t)
i . In the above equations, (a) follows from the ergodicity of the channels (due to the block fading model), which implies that the average over time is equal to average over realization. 
In order to derive the effective throughput, we need to find the statistical behavior of I (t) i which is performed in the following lemmas:
Lemma 2 Under the on-off power scheme, we have
whereα α̟ and κ E β
Proof: See Appendix I.
Lemma 3
The maximum effective throughput is achieved at λ = o(n) and the strong interference regime which is defined as E[I
Proof: Suppose that λ = o(n) which implies that λ = Ω(n). Using (37), we have
where (a) comes from the concavity of log(.) function and Jensen's inequality,
Following (21) - (23), it is revealed that ∆ n ≤ min 1, 1 λqn for all packet arrival processes.
Substituting in (42), we have
which follows from the fact that the maximum value of q n ∆ n log 1 +
with the condition of ∆ n ≤ min 1,
i ] = (n − 1)αq n ∆ n , the condition E[I 
Therefore, we must have q n ≤ c ′ n , for some constant c ′ . Substituting in (42) yields
where (a) results from the fact that q n log 1 +
is an increasing function of q n and reaches its maximum at the boundary which is
In the sequel, we present a lower-bound on the effective throughput of link i in the region λ = o(n)
and E[I
(t)
i ] = ω(1) and show that this lower-bound beats the upper-bounds derived in the other regions, proving the desired result. For this purpose, using (37), we write
where (a) follows from the convexity of the function log(1+ ii , and (c) follows from neglecting the term N 0 with respect to (n − 1)αq n ∆ n due to the strong interference assumption. Setting q n = Due to the result of Lemma 3, we restrict ourselves to the case of λ = o(n) and the strong interference regime in the rest of the paper.
Lemma 4
Let us assume 0 < α ≤ 1 is fixed and we are in the strong interference regime (i.e., E I (t) i = ω(1)). Then with probability one (w. p. 1), we have
as n → ∞. More precisely, substituting I Proof: See Appendix II.
Lemma 5 The effective throughput of the network for large values of n can be obtained as
Proof: Using (37), the effective throughput of the network in the asymptotic case of n → ∞ is obtained as
where (a) results from the strong interference assumption and Lemma 4, and (b) follows from approximating (n − 1)αq n ∆ n + N 0 by nαq n ∆ n due to the strong interference assumption and large values of n.
A lower-bound on (50) can be written as
Furthermore, due to the concavity of log(.) function and Jensen's inequality, an upper-bound on T eff can be given as
In order to prove that the above upper and lower bounds have the same scaling, it is sufficient to show that the optimum threshold value (τ n ) is much larger than one. For this purpose, we note that if τ n = O(1), then the effective throughput of the network will be upper-bounded by
where (a) follows from log(1 + x) ≤ x. In other words, the effective throughput of the network does not scale with n, while the throughput of Θ(log n), as will be shown later, is achievable. This suggests that the optimum threshold value must grow with n, and hence, the bounds given in (51) and (52) are asymptotically equal to nq n ∆ n log 1 + τn nαqn∆n and this completes the proof of the lemma.
Lemma 6
The maximum effective throughput of the network is obtained in the region that τ n = o (nαq n ∆ n ).
Proof: Rewriting the expression of the effective throughput of the network from (47) and noting the fact that log(1 + x) ≤ x, for x ≥ 0, we have
It can be shown that if the condition τ n = o (nαq n ∆ n ) is not satisfied, the ratio log(1+ . This means that to achieve the maximum throughput, the interference should not only be strong but also be much larger than τ n .
Observation -An interesting observation of Lemmas 3-6 is that there is no need to have synchronization between the users or equality of the fading blocks (coherence time) of the channels to obtain these results. This is due to the fact that during a transmission block (which is equal to the fading block of the corresponding direct channel), the receiver observes different samples of interference I i (due to asynchronousy between the users). However, as the interference is strong, from the result of Lemma 4, all samples of interference asymptotically almost surely scale as nαq n ∆ n , and hence, the receiver is still capable of decoding the message correctly if the transmission rate is below q n ∆ n log 1 + τn nαqn∆n . Moreover, the encoding and decoding do not need to be performed over large number of blocks. In fact, in the blocks where h (t)
ii > τ n , the transmitter sends data with the rate log 1 + τn nαqn∆n nats/channel use and the decoder will be able to decode the packet information correctly.
Having the expression for the effective throughput of the network in (47), in the next theorem, we find the optimum value of q n (or equivalently τ n ) in terms of n and λ for the aforementioned packet arrival processes, i.e.:q n = arg max qn T eff .
As shown in the proof of Lemma 5, since the optimum threshold value is much larger than one, the optimizerq n is sufficiently small, i.e.,q n = o(1).
Theorem 1 Assuming the Poisson packet arrival process and large values of n, the optimum solution for (56) is obtained as
for some constant δ. Furthermore, the maximum effective throughput of the network asymptotically scales Proof: See Appendix V.
The above theorems imply that the effective throughput of the network scales as log n α , regardless of the packet arrival process. Note that this value is the same as the sum-rate scaling of the same network with backlogged users [27] , which is an upper-bound on the effective throughput of the current setup. In other words, the effect of the real-time traffic in the throughput (which is captured in the full buffer probability)
is asymptotically negligible. However, we did not consider the effect of dropping on the calculations.
In the subsequent section, we include the dropping probability in the analysis and find the maximum effective throughput of the network such that the dropping probability approaches zero.
IV. DELAY ANALYSIS
In this section, we first formulate the packet dropping probability in the underlying network in terms of the number of links (n) and λ for the aforementioned packet arrival processes. Then, we derive the sufficient conditions for the delay-bound (λ) in the asymptotic case of n → ∞ such that the packet dropping probabilities tend to zero, while achieving the maximum effective throughput of the network. , respectively. Then,
as the time instant of the k th packet arrival into the buffer of link i, each user i is active at time slot t ≥ t
ii > τ n . In other words, assuming the buffer is full, no transmission (or no service) occurs in each slot with probability 1 − q n . From (4) and (7)- (11), since the time duration between subsequent packet arrivals is x (i) k , the packet dropping probability for a link i is obtained as
where the expectation is computed with respect to x
k is an exponential random variable, (62) can be simplified as
Also for the BAP,
k is a geometric random variable with parameter ρ = 1 λ . Thus, (62) can be simplified as
where (a) comes from the following geometric series:
According to Fig. 2 
-a, x (i)
k for the CAP is a deterministic quantity and is equal to λ. Thus, we have
It should be noted that (64), (67) and (69) We are now ready to prove the main result of this section. In the next theorem, we derive the sufficient conditions on λ, such that the corresponding packet dropping probabilities tend to zero, while achieving the maximum effective throughput of the network.
Theorem 4 For the optimum q n obtained in Theorems 1-3 resulting in the maximum effective throughput
of the network,
Proof: i) From (59), we have
It follows from (70) that achieving P B
P AP i
= ǫ results in
where (a) comes from q On the other hand, from Theorem 1, the condition λ P AP = o n log n is required to achieve the maximum T eff , and this completes the proof of the first part of the Theorem.
ii) It is realized from (60) that achieving P B
BAP i
for small enough ǫ. Noting the fact that the optimum value of q BAP n scales as Θ An interesting conclusion of Theorem 4 is the possibility of achieving the maximum effective throughput of the network while making the dropping probability approach zero. More precisely, there exists some ǫ ≪ 1 such that P {B i } ≤ ǫ, ∀i ∈ N n , while achieving the maximum T eff of log n α . This is true for all aforementioned arrival processes. However, for arbitrary values of ǫ, there is a tradeoff between increasing the throughput, and decreasing the dropping probability and the delay-bound (λ). This tradeoff is studied in the next section.
V. THROUGHPUT-DELAY-DROPPING PROBABILITY TRADEOFF
In this section, we study the tradeoff between the effective throughput of the network and other performance measures, i.e., the dropping probability and the delay-bound (λ) for different packet arrival processes. In particular, we would like to know how much degradation will be enforced in the throughput by introducing the other constraints, and how much this degradation depends on the packet arrival process.
A. Tradeoff Between Throughput and Dropping Probability
In this section, we assume that a constraint P {B i } ≤ ǫ must be satisfied for the dropping probability.
It can be easily shown that the constraint P {B i } ≤ ǫ is equivalent to P {B i } = ǫ. The aim is to characterize the degradation on the effective throughput of the network in terms of ǫ for different packet arrival processes. First, we consider PAP.
Looking at the equations (21) and (59), it turns out that P B
. Hence, the condition P B
P AP i
= ǫ is translated to ∆ P AP n = ǫ. Therefore, using (47), the effective throughput of the network can be written as
From the above equation, it can be realized that the effective throughput of the network is equal to the average sum-rate of the network with nǫ users in the case of backlogged users, which is given in [27] as log(nǫ) α for the case of nǫ ≫ 1 or ǫ = ω( 1 n ). Also, the optimum value of q n is shown to scale as δ log 2 (nǫ) nǫ for some constant δ and hence, the optimum value of λ is given as
. Let us denote ∆T eff as the degradation in the effective throughput of the network, which is defined as the difference between the maximum effective throughput in the case of no constraint on P {B i } (Theorem 1-3 ) and the case with constraint on P {B i }. Using Theorem 1, ∆T eff for the PAP can be written as
for ǫ = ω 1 n 11 . Moreover, for values of ǫ such that log(ǫ −1 ) = o(log n), it can be shown that the scaling of the effective throughput of the network is not changed, i.e., T eff ∼ log n α .
For the BAP, and using (22) and (60), we have
where (a) follows from the fact that q n = o(1). Therefore, similar to the case of the PAP, we have
= ǫ and as a result, the rest of the arguments hold. In particular,
For the CAP, and using (23) and (61), we have
which gives
Hence, using (47), the effective throughput of the network can be written as
which is equal to the average sum-rate of a network with n log(ǫ −1 ) backlogged users and is asymptotically equal to
, for values of ǫ satisfying log(ǫ −1 ) = o(n). Therefore, the degradation in the effective throughput of the network for the CAP can be expressed as 11 In the case of ǫ = O(
, it is easy to see that the effective throughput of the network does not scale with n.
Comparing the expressions of ∆T eff for the Poisson, Bernoulli and constant packet arrival processes, it follows that the degradation in the effective throughput of the network in the cases of PAP and BAP both grow logarithmically with ǫ −1 , while in the case of CAP it grows double logarithmically. In other words, the degradation in the throughput in the cases of the PAP and BAP is much more substantial compared to the CAP. This fact is also observed in the simulation results in the next section.
B. Tradeoff Between Throughput and Delay
In this section, we aim to find the tradeoff between the effective throughput of the network and the delay-bound (λ), for a given constraint on the dropping probability, i.e., P {B i } ≤ ǫ.
1) PAP:
Using (21) and (59), it follows that for a given λ and ǫ ≪ 1, we have
and
Substituting q n ∆ n and τ n from the above equations in (47) yields
It can be verified that T eff has a global maximum at λ
. In other words, for λ < λ P AP opt , there is a tradeoff between the throughput and delay, meaning that increasing λ results in increasing both the throughput and delay. However, the increase in the throughput is logarithmic while the delay increases linearly with λ. It should be noted that the region λ > λ P AP opt is not of interest, since increasing λ from λ P AP opt results in decreasing the throughput and increasing the delay which is not desired.
2) BAP:
Due to the similarity between the values of P {B i } and ∆ n for the PAP and the BAP, the results obtained for the PAP are also valid for the BAP.
3) CAP:
Using (23) and (61), it follows that for a given λ and ǫ ≪ 1, we have
As can be observed, all the results for the cases of PAP and BAP are extendable to the case of CAP by substituting ǫ −1 with log(ǫ −1 ). In particular, the optimum value for λ can be written as λ
, and for λ < λ CAP opt , the effective throughput of the network can be given as
. This means that in the region λ < λ CAP opt , which is the region of interest, there is a tradeoff between the throughput and delay such that by increasing λ, T eff increases logarithmically, while the delay increases linearly with λ. Furthermore, comparing the value of λ opt for the PAP and BAP with the CAP, it is realized that λ 
VI. NUMERICAL RESULTS
In this section, we present some numerical results to evaluate the tradeoff between the effective throughput of the network and other performance measures, i.e., dropping probability and the delaybound (λ) for different packet arrival processes. For this purpose, we assume that all users in the network follow the threshold-based on-off power allocation policy. In addition, the shadowing effect is assumed to be lognormal distributed with mean ̟ = 0.5, variance 1 and α = 0.4. Furthermore, we assume that n = 500 and N 0 = 1. Figures 3 and 4 show the effective throughput of the network versus λ ǫ for the PAP, BAP and CAP and different values of ǫ. It is observed from these figures that for a given constraint on the dropping probability (e.g., ǫ = 0.05), and for λ < λ opt , increasing λ results in increasing both the throughput and delay. However, the increase in the throughput is logarithmic while the delay increases linearly with λ as expected. Also, increasing λ from λ opt results in decreasing the throughput and increasing the delay which is not desired. Furthermore, comparing the value of λ opt for the PAP and BAP with the CAP, it is realized that λ To evaluate the degradation in the effective throughput of the network in terms of dropping probability, we plot T eff versus log ǫ −1 for different packet arrival processes in Fig. 5 . It can be seen that the degradation in the throughput in the cases of the PAP and BAP is much more substantial compared to the CAP, as expected. Hence, the performance of the underlying network with the CAP is better than that of the PAP and BAP from the delay-throughput and delay-dropping probability tradeoff points of view.
VII. CONCLUSION
In this paper, the delay-throughput of a single-hop wireless network with n links was studied. We considered a block Rayleigh fading model with shadowing, described by parameters (α, ̟), for the channels in the network. The analysis in the paper relied on the distributed on-off power allocation strategy for the deterministic and stochastic packet arrival processes. It was also assumed that each transmitter has a buffer size of one packet and dropping occurs once a packet arrives in the buffer while the previous packet has not been served. In the first part of the paper, we defined a new notion of performance in the network, called effective throughput, which captures the effect of arrival process in the network throughput, and maximize it for different cases of arrival process. It was proved that the effective throughput of the network asymptotically scales as log n α , withα α̟, regardless of the packet arrival process. In the second part of the paper, we presented the delay characteristics of the underlying network in terms of the packet dropping probability. We derived the sufficient conditions in the asymptotic case of n → ∞ such that the packet dropping probability tend to zero, while achieving the maximum effective throughput of the network. Finally, we studied the trade-off between the effective throughput, delay, and packet dropping probability of the network for different packet arrival processes. It was shown from the numerical results that the performance of the deterministic packet arrival process is better than that of the Poisson and the Bernoulli packet arrival processes, from the delay-throughput and throughput-dropping probability tradeoff points of view.
ji is independent of p (t) j , for j = i. Note that where (a) follows from (18) . Thus for the on-off power scheme, we have
Under a quasi-static Rayleigh fading channel model, it is concluded that χ (t) j 's are independent and identically distributed (i.i.d.) random variables with
where E h
κ andα α̟. Also, (a) follows from the fact that p
Thus, E p
j is a random variable with mean µ n and variance ϑ 2 n , where 
for all ψ n > 0 such that ψ n = o n 1 6 ϑ n . In the above equations, the Q(.) function is defined as
e −u 2 /2 du, and (a) follows from the fact that Q(x) ≤ e Noting that nq n ∆ n → ∞, it follows that I (t)
i ∼ µ n , with probability one.
APPENDIX III PROOF OF THEOREM 1
Taking the first-order derivative of (47) with respect to τ n yields ∂T eff ∂τ n (a) = nq n ∂∆ n ∂τ n − ∆ n log 1 + τ n nαq n ∆ n + nq n (1 + τ n )∆ n − τ n ∂∆n ∂τn nαq n ∆ n + τ n (C-1)
≈ nq n ∂∆ n ∂τ n − ∆ n τ n nαq n ∆ n + nq n (1 + τ n )∆ n − τ n ∂∆n ∂τn
where (a) comes from q n = e −τn and ∂qn ∂τn = −q n . Also, (b) follows from Lemma 6 and using the approximation log(1 + x) ≈ x, for x ≪ 1. Setting (C-2) equal to zero yields
It should be noted that (C-3) is valid for every packet arrival process. Recalling from (21), the full buffer probability for the PAP is given by ∆ P AP n = 1 1 + λ log(1 − q n ) −1 (C-4)
where (a) follows from the fact that for q n = o(1), log(1 −q n ) −1 ≈ q n . In this case, It can be verified that the solution for (C-7) is τ P AP n = log n − 2 log log n + O(1).
(C-8)
Using q n = e −τn , we conclude that q P AP n = δ log 2 n n , (C-9)
for some constant δ.
To satisfy the condition of lemma 6, we should have τ n nαq n ∆ P AP (1 − ν) 2 = Ψ, (E-8)
where ν e −λqn and Ψ nα τ 2 n λ
. For this setup, we have the following cases:
Case 1: Ψ ≫ 1 12 As we will show the condition where (a) follows from the fact f (λ) = o(log λ). Thus, using τ n = log λ − f (λ), it yields
