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The product of dependent random variables with applications
to a discrete-time risk model∗
Jikun Chen, Hui Xu, Fengyang Cheng†
Department of Mathematics, Soochow University, Suzhou, 215006, China
Abstract Let X be a real valued random variable with an unbounded distribution F and
let Y be a nonnegative valued random variable with a distribution G. Suppose that X and
Y satisfy that
P (X > x|Y = y) ∼ h(y)P (X > x)
holds uniformly for y ≥ 0 as x→∞, where h(·) is a positive measurable function. Under the
condition that G(bx) = o(H(x)) holds for all constant b > 0, we proved that F ∈ L(γ) for
some γ ≥ 0 implied H ∈ L(γ/βG) and that F ∈ S(γ) for some γ ≥ 0 implied H ∈ S(γ/βG),
where H is the distribution of the product XY , and βG is the right endpoint of G, that is,
βG = sup{y : G(y) < 1} ∈ (0,∞], and when βG =∞, γ/βG is understood as 0.
Furthermore, in a discrete-time risk model in which the net insurance loss and the stochas-
tic discount factor are equipped with a dependence structure, a general asymptotic formula
for the finite-time ruin probability is obtained when the net insurance loss has a subexpo-
nential tail.
Keywords: long-tailed distribution; dependent random variables, finite-time ruin probabil-
ity; risk model; subexponential distribution.
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1 Introduction
Throughout this paper, all limit relationships are for x → ∞ unless otherwise stated.
For two positive functions a(·) and b(·), we write a(x) ∼ b(x) if lim a(x)/b(x) = 1, write
a(x) = o(b(x)) if lim a(x)/b(x) = 0, and write a(x) = O(b(x)) if lim sup a(x)/b(x) < ∞. For
any distribution V , its tail is denoted by V (x) = 1− V (x) = V (x,∞) for all x. For any r.v.
Z, its possible value set is denoted by DZ = {x ∈ R : P (Z ∈ (x− δ, x+ δ)) > 0 for all δ > 0}.
Throughout this paper, let X be a real valued random variable (r.v.) with a distribution
F and let Y be a nonnegative valued r.v. with a distribution G, and let H be the distribution
of their product XY . To avoid triviality, assume that neither X nor Y is degenerate at zero.
∗Research supported by National Natural Science Foundation of China (No. 11401415), and the
Priority Academic Program Development of Jiangsu Higher Education Institutions.
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1.1 Some distribution classes
A distribution V is said to be unbounded (above) if V (x) > 0 holds for all x > 0. An
unbounded distribution V supported on (−∞,∞) is said to belong to the distribution class
L(γ) for some γ ≥ 0, if
V (x− t) ∼ eγtV (x) (1.1)
holds for all constant t > 0. We remark that, when F is lattice and γ > 0, x and t in (1.1)
should be restricted to values of the lattice span.
An unbounded distribution V supported on (−∞,∞) is said to belong to the distribution
class S(γ) for some γ ≥ 0, if F ∈ L(γ) and the relation
V ∗2(x) ∼ 2cV (x) (1.2)
holds for some positive number c, where V ∗2(x) denotes the two-fold convolution of V with
itself and c =
∫∞
−∞
eγyV (dy). When γ = 0, relation (1.1) represents the well known long-
tailed distribution class L = L(0), and relations (1.1) and (1.2) represent the subexponential
distribution class S = S(0).
It is well known that if V ∈ L, then V is heavy-tailed (that is,
∫∞
0 e
αyV (dy) = ∞ holds
for all constant α > 0) and if V ∈ L(γ) for some γ > 0, then it is light-tailed (that is,∫∞
0 e
αyV (dy) <∞ for some constant α > 0).
For reviews on classes L(γ) and S(γ), the readers are referred to Cline and Samorodnitsky
(1994), Foss et al. (2013) and Tang (2006a, 2006b, 2008), among others.
1.2 Some dependent structures
In this subsection, we will introduce some dependence structures. The first is called
Asimit dependent structure, which was introduced by Asimit and Jones (2008).
Assumption A. There is a measurable function h(·) : [0,∞)→ (0,∞) such that
P (X > x|Y = y) ∼ h(y)P (X > x) (1.3)
holds uniformly for y ≥ 0 as x→∞. Here the uniformity is understood as
lim
x→∞
sup
y≥0
∣∣∣P (X > x|Y = y)
h(y)P (X > x)
− 1
∣∣∣ = 0.
We remark that, when y 6∈ DY , the conditional probability in (1.3) is simply understood
as unconditional probability, and hence, h(y) = 1 for such y. Clearly, by (1.3), we have
E(h(Y )) = 1.
It is worth noting that Assumption A is a very relaxed dependence structure, which con-
tains many common dependence structure. For example, it contains the following Sarmonov
dependent strucure:
We say that a random vector (X,Y ) follows a bivariate Sarmonov distribution, that is,
P (X ∈ dx, Y ∈ dy) = (1 + θφ1(x)φ2(y))F (dx)G(dy), −∞ < x <∞, y ≥ 0, (1.4)
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where φ1(x) and φ2(y) are two measurable functions and the parameter θ is a real constant,
which satisfy
Eφ1(X) = Eφ2(Y ) = 0, (1.5)
and
1 + θφ1(x)φ2(y) ≥ 0. (1.6)
For more details on multivariate Sarmanov distributions, one can refer to Lee (1996)
and Kotz et al. (2000) among others. There are many choices for the kernels φ1(x) and
φ2(y). One choice is that we take φ1(x) = (e
−x − a)I(x > 0) with a = Ee
−X
I(X≥0)
P (X≥0) and
φ2(y) = e
−y − E(e−Y ) for all x ∈ DX and y ∈ DY , where I(A) is the indicator function of
the set A. Another choice is that we take φ1(x) = 1 − 2F (x) and φ2 = 1 − 2G(y) for all
x ∈ DX and y ∈ DY , which leads to another common dependent stucture – FGM dependent
structure:
We say that a random vector (X,Y ) follows a Farlie-Gumbel-Morgenstern (FGM) distri-
bution, if
P (X > x, Y > y) = F (x)G(y)(1 + θF (x)G(y)) (1.7)
holds for all x ∈ DX and y ∈ DY , where θ ∈ [−1, 1] is a constant.
1.3 Brief reviews on products
Many papers in the literature have been devoted to the tail behavior of the product
Z = XY . When X and Y are independent, Cline and Samorodnitsky (1994) obtained the
following result:
Theorem 1.A. Suppose that X and Y are independent r.v.s. If F ∈ S and there is a
function a(·) : [0,∞)→ (0,∞) such that
(a) a(x) ↑ ∞;
(b) a(x)/x ↓ 0;
(c) F (x− a(x)) ∼ F (x);
(d) G(a(x)) = o(H(x)).
Then H ∈ S.
As pointed out by Tang (2006), condition (c) requests that a(·) should not be too small
while condition (d) requests that it should not be too big. Hence, the requirement that
conditions (c) and (d) are simultaneously satisfied is too restrictive in applications. In recent
years, many scholars have tried to weaken this restriction, and obtained some interesting
results. Under an extra condition that lim sup F (vx)
F (x)
< 1, Theorem 2.1 in Tang (2006) relaxed
conditions (c) and (d) to that
Assumption B. G(bx) = o(H(x)) holds for all constant b > 0.
If (X,Y ) satisfies Assumption B and G is unbounded, Theorem 2.1 in Tang (2008) proved
that F ∈ S(γ) for some γ > 0 implied that H ∈ S. Furthermore, Tang (2008) and Xu et al.
(2016) obtain the equivalent conditions for H ∈ L and H ∈ S, respectively.
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Meanwhile, since the independence assumption is often too restrictive for practical pur-
poses, many results on the productXY whenX and Y follow some dependence structures are
obtained. For example, Chen (2011) extended Theorem 1.A to the case that (X,Y ) follows
an FGM distribution, Under an extra condition, Yang and Sun (2013) extended Theorem
1.A to the case that (X,Y ) satisfies Assumption A, some other results can be found in Yang
et al. (2012), Yang and Wang (2013),etc.
Inspired by the above-mentioned research literature, under the relaxed dependence struc-
ture Assumption A and the relaxed condition Assumption B, we discuss the distribution class
of H if F ∈ L(γ) and H ∈ S(γ) for some γ > 0, respectively.
1.4 Brief reviews on finite-time ruin probabilities in a discrete-
time risk model
Consider the following discrete-time risk model with dependent financial and insurance
risks: For any i ≥ 1, the net insurance loss within period i, which is equal to the total claim
amount minus the total premium income, is denoted by a real-valued random variable Xi
and the stochastic discount factor from time i to time i− 1 is denoted by a nonnegative r.v.
Yi. Hence, the stochastic present values of aggregate net losses up to time n of the insurer
can be expressed as
S0 = 0, Sn =
n∑
i=1
Xi
i∏
j=1
Yj, n ∈ N (1.8)
and the finite-time ruin probability by time n is defined by
ψ(x;n) = P
(
max
1≤m≤n
m∑
i=1
Xi
i∏
j=1
Yj > x
)
, (1.9)
where x > 0 can be interpreted as the initial capital.
Recently, a vast amount of papers has been published on this model. In general, we
assume that (Xi, Yi), i ∈ N is a sequence of independent and identically distributed random
vectors with a generic random vector (X,Y ). Tang and Tsitsiashvili (2003, 2004) discussed
the case thatX and Y are independent and satisfy conditions of Theorem 1.A, Jiang and Tang
(2011), Chen (2011) considered the case that (X,Y ) follows a bivariate FGM distribution,
Tang et al. (2013), Yang and Wang (2013) and Yang et al. (2016) etc. considered the case
X and Y satisfy Assumption A and F ∈ L ∩D.
Inspired by the above-mentioned research literature, under the relaxed Assumptions A
and B, we obtain the asymptotic ruin probability of the above risk model in which F ∈ S.
The rest of this paper consists of three sections. Section 2 presents the main results.
Proofs of theorems and corollaries are arranged in Sections 3 and 4.
2 Main results
In this section, we will present the main results of this paper, their proofs are arranged
in sections 3 and 4. The first result is to discuss the product of dependent r.v.s:
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Theorem 2.1. Suppose that (X,Y ) satisfies Assumptions A and B.
(i) If F ∈ L(γ) for some γ ≥ 0, then we have that H ∈ L(γ/βG);
(ii) If F ∈ S(γ) for some γ ≥ 0, then we have that H ∈ S(γ/βG),
where βG is the right endpoint of G, that is,
βG = sup{y : G(y) < 1} ∈ (0,∞],
and when βG =∞, γ/βG is understood as 0.
Remark 2.1. Clearly, when βG <∞, Assumption B is automatically satisfied.
From Theorem 2.1, we immediately obtain the following two corollaries:
Corollary 2.1. Suppose that (X,Y ) satisfies Assumption B and follows a FGM distribution
(1.7). Suppose that |θ| < 1.
(i) If F ∈ L(γ) for some γ ≥ 0, then we have that H ∈ L(γ/βG);
(ii) If F ∈ S(γ) for some γ ≥ 0, then we have that H ∈ S(γ/βG).
Corollary 2.2. Assume that (X,Y ) satisfies Assumption B and follows a Sarmonov distri-
bution (1.4)-(1.6). Suppose that there is a measurable function ψ(·) such that
lim
δ→0+
∫ y+δ
y−δ
φ2(v)G(dv)
G(y + δ) −G(y − δ)
= ψ(y) (2.1)
holds for all y ∈ DY . Furthermore, assume that there are constants c and d1 such that
lim
x→∞
φ1(x) = d1 ∈ (0,∞) (2.2)
and
P (1 + θd1ψ(Y ) ≥ c) = 1. (2.3)
(i) If F ∈ L(γ) for some γ ≥ 0, then we have that H ∈ L(γ/βG);
(ii) If F ∈ S(γ) for some γ ≥ 0, then we have that H ∈ S(γ/βG).
Remark 2.2. If y is a isolated point of set DY or y is a continuous point in DY of function
φ2(·), it is obvious that ψ(y) = φ2(y).
Now we state the second main results in which the conditions are weaker than that in
Tang et al. (2013), Yang and Wang (2013) and Yang et al. (2016) etc.
Theorem 2.2. In the risk model introduced in Subsection 1.4, let (Xi, Yi), i = 1, 2, · · · be
a sequence of independent and identically distributed random vectors with a generic random
vector (X,Y ) which satisfies Assumptions A and B. If F ∈ S, then we have that
Ψ(x, n) = P ( max
1≤m≤n
m∑
i=1
Xi
i∏
j=1
Yj > x) ∼
n∑
i=1
H i(x) (2.4)
holds for all n = 1, 2, · · · , where Hi(x) = P (Xi
∏i
j=1 Yj ≤ x) for 2 ≤ i ≤ n and H1 = H.
Corollary 2.3. In the risk model introduced in Subsection 1.4, let (Xi, Yi), i = 1, 2, · · · be
a sequence of independent and identically distributed random vectors with a generic random
vector (X,Y ). Suppose that (X,Y ) satisfies Assumption B and follows an FGM distribution
(1.7) in which |θ| < 1. If F ∈ S, then we have that (2.4) holds for all n = 1, 2, · · · .
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Corollary 2.4. In the risk model introduced in Subsection 1.4, let (Xi, Yi), i = 1, 2, · · · be
a sequence of independent and identically distributed random vectors with a generic random
vector (X,Y ). Assume that (X,Y ) satisfies Assumption B and follows a Sarmonov distri-
bution (1.4)-(1.6). Furthermore, assume that there exist positive constants c and d1 and a
function ψ(·) such that (2.1)-(2.3) hold. If F ∈ S, then we have that (2.4) holds for all
n = 1, 2, · · · .
3 Proofs of Theorem 2.1 and its corollaries
Before giving the proof of Theorem 2.1, we first provide two lemmas and their corollaries,
which will play a very important role in the proof of Theorem 2.1 and their corollaries, and
has its own significant value.
Lemma 3.1. Suppose that (X,Y ) satisfies Assumptions A and B. Then we have
P (XY > x) ∼
∫ ∞
0
h(y)F
(x
y
)
G(dy). (3.1)
Proof. According to Lemma 3.2 of Tang (2006), there is a function b(·) : [0,∞) → (0,∞)
such that b(x) ↑ ∞, b(x)
x
↓ 0 and G(b(x)) = o(H(x)). Hence, we have
H(x) =
∫ b(x)
0
P (X >
x
y
|Y = y)G(dy) +O(G(b(x)))
= (1 + o(1))
∫ b(x)
0
h(y)F
(x
y
)
G(dy) + o(H(x))
= (1 + o(1))
( ∫ ∞
0
−
∫ ∞
b(x)
)
h(y)F
(x
y
)
G(dy) + o(H(x)). (3.2)
From Assumption A, there exists a constant x0 > 0 such that
P (X > x|Y = y) >
1
2
h(y)P (X > x)
holds for all x > x0 and y ∈ DY , which implies that h(y) is bounded above in y ∈ DY , that
is, there is a positive constant M such that h(y) ≤M holds for all y ∈ DY . Hence, it follows
that ∫ ∞
b(x)
h(y)F
(x
y
)
G(dy) = O(G(b(x))) = o(H(x)).
Combining with (3.2) yields (3.1). This ends the proof of Lemma 3.1.
Remark 3.1. The analysis in relation (3.1) shows that the dependence structure of X and
Y can be dissolved and its impact on the tail behavior of quantities under consideration can
be captured. More details can be found in the following two corollaries.
Corollary 3.1. Suppose that (X,Y ) satisfies Assumption B and follows an FGM distribution
(1.7). If |θ| < 1, then we have
H(x) ∼
∫ ∞
0
(1 + θ(G(y) +G(y−)− 1))F
(x
y
)
G(dy), (3.3)
where G(y−) = limδ→0+G(y − δ).
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Proof. For any y ∈ DY , simple calculations yield that
P (X > x|Y = y) = lim
δ→0+
P (X > x|Y ∈ (y − δ, y + δ])
= F (x)(1 + θF (x)(G(y) +G(y−)− 1)).
It follows that
P (X > x|Y = y)
F (x)(1 + θ(G(y) +G(y−)− 1))
− 1 =
−θF (x)(G(y) +G(y−)− 1)
1 + θ(G(y) +G(y−)− 1)
. (3.4)
Clearly, when |θ| < 1, we have that
P (X > x|Y = y) ∼ F (x)(1 + θ(G(y) +G(y−)− 1)) (3.5)
holds uniformly in y ∈ DY . Hence, relation (3.3) follows from Lemma 3.1 immediately by
letting
h(y) = 1 + θ(G(y) +G(y−)− 1), y ∈ DY . (3.6)
Remark 3.2. Let αG denote the left endpoint of G, i.e. αG = inf{y : G(y) > 0}.
(i) If θ = 1 and P (Y = αG) > 0, from (3.4), we have that (3.5) holds uniformly in
y ∈ DY also. Hence, (3.3) also holds in this case;
(ii) If θ = −1 and P (Y = βG) > 0, from (3.4), we have that (3.5) holds uniformly in
y ∈ DY also. Hence, (3.3) also holds in this case.
Example 3.1. Suppose that (X,Y ) follows an FGM distribution (1.7) in which F is un-
bounded and Y satisfies
P (Y = 1) = P (Y = 2) =
1
2
.
Then, by Corollary 3.1, we have that
P (XY > x) ∼
1
2
(
F (x) + F (x/2)
)
+
θ
4
(
F (x/2) − F (x)
)
holds since
G(y−) +G(y)− 1 =
{
−12 , y = 1
1
2 , y = 2.
Direct calculations yield that
P (XY > x) =
1
2
(
F (x) + F (x/2)
)
+
θ
4
(
F (x/2) − F (x)
)
−
θ
4
(
F
2
(x/2) − F
2
(x)
)
.
Corollary 3.2. Assume that (X,Y ) follows a Sarmonov distribution (1.4)-(1.6). Further-
more, assume that there exist positive constants c and d1 and a function ψ(·) such that
(2.1)-(2.3) hold. Then we have
P (XY > x) ∼
∫ ∞
0
(1 + θd1ψ(y))F
(x
y
)
G(dy). (3.7)
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Proof. For any y ∈ DY , by (2.1), simple calculations yield that
P (X > x|Y = y) = lim
δ→0+
P (X > x|Y ∈ (y − δ, y + δ])
= F (x) + θψ(y)
∫ ∞
x
φ1(u)F (du).
It follows from (2.2) and (2.3) that
P (X > x|Y = y) ∼ (1 + θd1ψ(y))F (x)
holds uniformly for y ∈ DY . Hence, relation (3.7) follows from Lemma 3.1 immediately by
letting
h(y) = 1 + θd1ψ(y), y ∈ DY . (3.8)
Remark 3.3. A similar relation can be found in Lemma 3.1 of Yang and Wang (2013) in
which F has a dominatedly varying tail, i.e.
lim sup
F (xy)
F (x)
<∞
holds for all 0 < y < 1. We remark that taking
φ1(x) = 2F (x) − 1, φ2(y) = 2G(y) − 1
leads to an FGM distribution. In this case the ψ(·) in (2.1) is defined as
ψ(y) = lim
δ→0+
∫ y+δ
y−δ
φ2(v)G(dv)
G(y + δ)−G(y − δ)
= G(y) +G(y−)− 1
for y ∈ DY and d1 = 1 in (2.2). Furthermore, if |θ| < 1, then we can take c = 1− |θ| > 0 in
(2.3).
Lemma 3.2. Suppose that X and Y are independent r.v.s. satisfying Assumption B.
(i) If F ∈ L(γ) for some γ ≥ 0, then we have that H ∈ L(γ/βG);
(ii) If F ∈ S(γ) for some γ ≥ 0, then we have that H ∈ S(γ/βG).
Proof. Since Y is nonnegative, we have that
P (XY > x) = P (X+Y > x)
holds for all x > 0, where X+ = XI(X ≥ 0) and I(A) is the indicator function of the set
A. From Corollary 1.1 of Tang (2008), Assumption B implies that G(x/d)−G((x+ 1)/d) =
o(H(x)) holds for all d ∈ D[F ] if D[F ] 6= ∅, where D[F ] represents the set of all positive
discontinuities of F . Hence, part (i) follows from Theorem 1.1 of Tang (2008)(for βG = ∞)
and from Lemma A.4 of Tang and Tsitsiashvili(2004)(for βG < ∞); When βG = ∞, part
(ii) follows from Theorem 1.1 in Xu et al. (2016)(for γ = 0) and from Theorem 1.2 of Tang
(2008)(for γ > 0); and when βG <∞, part (ii) follows from Theorem 1.1 of Tang (2006a).
Now we are standing in a position to prove Theorem 2.1.
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Proof of Theorem 2.1. Let Yh be an r.v. with a distribution Gh(dy) = h(y)G(dy), indepen-
dent of X. Clearly, Gh is a proper distribution since E(h(Y )) = 1. Hence, from Lemma 3.1,
we have that
P (XY > x) ∼ P (XYh > x), (3.9)
Note that h(y) is bounded above in y ∈ DY , that is, there is a positive constant M such that
h(y) ≤ M holds for all y ∈ DY . Hence, we have that Gh(bx) = o(P (XYh > x)) holds for all
constant b > 0 since
Gh(bx) =
∫ ∞
bx
h(y)G(dy) ≤MG(bx).
On the other hand, since h is positive on DY , it is obvious that G and Gh have a common
right endpoint, i.e. βGh = βG. Hence, Theorem 2.1 follows from Lemma 3.2 and (3.9).
At the end of this section, we give the proofs of Corollaries 2.1 and 2.2:
Proof of Corollary 2.1. From the proof of Corollary 3.1, (X,Y ) satisfies Assumption A for
h(·) as in (3.6). Hence, Corollary 2.1 follows from Theorem 2.1 immediately.
Proof of Corollary 2.2. From the proof of Corollary 3.2, (X,Y ) satisfies Assumption A for
h(·) as in (3.8). Hence, Corollary 2.2 follows from Theorem 2.1 immediately.
4 Proof of Theorem 2.2 and its corollaries
In this section, we will prove Theorem 2.2 and its corollaries.
Proof of Theorem 2.2. We use a similar method as in the proof of Theorem 3.1 of Chen
(2011). Note that
P (Sn > x) ≤ Ψ(x, n) ≤ P (
m∑
i=1
X+i
i∏
j=1
Yj > x),
where X+i denote the positive part of Xi, i = 1, 2, · · · . Recall that
Sn =
n∑
i=1
Xi
i∏
j=1
Yj
d
=
n∑
i=1
Xi
n∏
j=i
Yj := Tn,
due to the i.i.d. assumption for the sequence {(Xi, Yi), i ≥ 1}, where
d
= stands for equality
in distribution. Therefore, we only need to prove that the relation
P (Tn > x) ∼
n∑
i=1
H i(x) (4.1)
holds. We proceed by induction on n: Note that
(1:1) G(bx) = o(H(x)) holds for all constant b > 0,
(1:2) relation (4.1) trivially holds for n = 1,
(1:3) T1 = X1Y1 follows a subexponential distribution.
Now we assume that:
(n:1) G(bx) = o(Hn(x)) holds for all constant b > 0,
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(n:2) relation (4.1) holds for n,
(n:3) both Xn
∏n
j=1 Yj and Tn follow subexponential distributions.
We aim to prove that:
(n+1:1) G(bx) = o(Hn+1(x)) holds for all constant b > 0,
(n+1:2) relation (4.1) holds for n+1,
(n+1:3) both Xn+1
∏n+1
j=1 Yj and Tn+1 follow subexponential distributions.
Using a similar method as in the proof of Theorem 3.1 of Chen (2011), we have that
P (Tn +Xn+1 > x) ∼ P (Tn > x) + P (Xn+1 > x) (4.2)
holds since Tn and Xn+1 are independent. Consider (n + 1 : 1), Since (Xi, Yi), i = 1, 2, · · ·
are i.i.d. random vectors, we have
Xn+1
n+1∏
i=1
Yi
d
=
(
Xn
n∏
i=1
Yj
)
Yn+1, (4.3)
which yields that G(bx) = o(Hn+1(x)) holds for all constant b > 0 from Corollary 1.1 of
Tang(2008) and the induction hypothesis (n:1).
Next we consider (n+ 1 : 2). From Lemma 3.2 of Tang (2006) and Assumption B, there
exists a function b(·) : [0,∞)→ (0,∞) such that b(x) ↑ ∞, b(x)
x
↓ 0 and
G(b(x)) = o(P (Xn+1Yn+1 > x)). (4.4)
Note that
P (Tn+1 > x) = P ((Xn+1 + Tn)Yn+1 > x)
=
∫ b(x)
0
P (Xn+1 + Tn >
x
y
|Yn+1 = y)G(dy) +O(G(b(x))). (4.5)
Since both Xn+1 and Tn follow long-tailed distributions, by Corollary 2.5 of Cline and
Samorodnitsky (1994), there is a function a(·) : [0,∞)→ (0,∞) such that a(x) ↑ ∞, a(x)
x
↓ 0
and
P (Xn+1 > x− a(x)) ∼ P (Xn+1 > x) and P (Tn > x− a(x)) ∼ P (Tn > x). (4.6)
We split the conditional probability P (Xn+1 + Tn >
x
y
|Yn+1 = y) in (4.5) into four parts as
P (Xn+1 + Tn >
x
y
|Yn+1 = y) = I1(x, y) + I2(x, y) + I3(x, y) + I4(x, y), (4.7)
where
I1(x, y) = P (Xn+1 + Tn >
x
y
, Tn ∈ [−a
(x
y
)
, a
(x
y
)
]|Yn+1 = y),
I2(x, y) = P (Xn+1 + Tn >
x
y
, Tn >
x
y
− a
(x
y
)
|Yn+1 = y),
I3(x, y) = P (Xn+1 + Tn >
x
y
, Tn < −a
(x
y
)
|Yn+1 = y),
I4(x, y) = P (Xn+1 + Tn >
x
y
, Tn ∈ [a
(x
y
)
,
x
y
− a
(x
y
)
]|Yn+1 = y).
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First we estimate I1(x, y): Since Tn is independent of (Xn+1, Yn+1), from Assumption A and
(4.6), we have that
I1(x, y) =
∫ a(x
y
)
−a(x
y
)
P (Xn+1 >
x
y
− u|Yn+1 = y)P (Tn ∈ du)
∼
∫ a(x
y
)
−a(x
y
)
h(y)P (Xn+1 >
x
y
− u)P (Tn ∈ du)
∼
∫ a(x
y
)
−a(x
y
)
h(y)P (Xn+1 >
x
y
)P (Tn ∈ du)
= h(y)P (Xn+1 >
x
y
)P (Tn ∈ [−a
(x
y
)
, a
(x
y
)
])
∼ h(y)P (Xn+1 >
x
y
) (4.8)
holds uniformly for all y ∈ (0, b(x)). Here the uniformity is understood as
lim
x→∞
sup
y∈(0,b(x))
∣∣∣∣∣
I1(x, y)
h(y)P (Xn+1 >
x
y
)
− 1
∣∣∣∣∣ = 0.
Next, we estimate I2(x, y): Note that
P (Xn+1 + Tn >
x
y
,Xn+1 ∈
[
− a
(x
y
)
, a
(x
y
)]
|Yn+1 = y) ≤ I2(x, y) ≤ P (Tn >
x
y
− a
(x
y
)
|Yn+1 = y),
Since Tn and (Xn+1, Yn+1) are independent, we can easily obtain that
I2(x, y) ∼ P (Tn >
x
y
) ∼
n∑
i=1
H i
(x
y
)
(4.9)
holds uniformly for y ∈ (0, b(x)). In fact,
P (Xn+1 + Tn >
x
y
,Xn+1 ∈
[
− a
(x
y
)
, a
(x
y
)]
|Yn+1 = y)
=
∫ a(x
y
)
−a(x
y
)
P
(
Tn >
x
y
− u
)
P (Xn+1 ∈ du|Yn+1 = y)
∼
∫ a(x
y
)
−a(x
y
)
P
(
Tn >
x
y
)
P (Xn+1 ∈ du|Yn+1 = y)
= P
(
Tn >
x
y
)
P
(
Xn+1 ∈
[
− a
(x
y
)
, a
(x
y
)]
|Yn+1 = y
)
.
Now we estimate I3(x, y): It follows that
I3(x, y) ≤ P (Xn+1 >
x
y
+ a
(x
y
)
, Tn ≤ −a
(x
y
)
|Yn+1 = y)
∼ h(y)P (Xn+1 >
x
y
)P (Tn ≤ −a
(x
y
)
)
= o(h(y)P (Xn+1 >
x
y
)). (4.10)
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holds uniformly for all y ∈ (0, b(x)). Here the uniformity is understood as
lim
x→∞
sup
y∈(0,b(x))
I3(x, y)
h(y)P (Xn+1 >
x
y
)
= 0.
Finally, we estimate I4(x, y): It follows from (4.2) that
I4(x, y) =
∫ x
y
−a(x
y
)
a(x
y
)
P (Xn+1 >
x
y
− u|Yn+1 = y)P (Tn ∈ du)
∼
∫ x
y
−a(x
y
)
a(x
y
)
h(y)P (Xn+1 >
x
y
− u)P (Tn ∈ du)
= h(y)P (Xn+1 + Tn >
x
y
, a
(x
y
)
≤ Tn ≤
x
y
− a
(x
y
)
)
= o(h(y)(P (Xn+1 >
x
y
) + P (Tn >
x
y
))), (4.11)
holds uniformly for all y ∈ (0, b(x)). Substituting relations (4.8)-(4.11) into (4.7), we have
that
P (Xn+1 + Tn >
x
y
|Yn+1 = y) ∼ h(y)P (Xn+1 >
x
y
) +
n∑
i=1
H i
(x
y
)
holds uniformly for all y ∈ (0, b(x)), which yields that
∫ b(x)
0
P (Xn+1 + Tn >
x
y
|Yn+1 = y)G(dy)
∼
∫ b(x)
0
P (Xn+1 >
x
y
|Yn+1 = y)G(dy) +
n∑
i=1
∫ b(x)
0
P (Xi
i∏
j=1
Yj >
x
y
)G(dy)
∼
n+1∑
i=1
H i(x) +O(G(b(x))
∼
n+1∑
i=1
H i(x).
Finally, we consider (n + 1 : 3). By (4.3), Xn+1
∏n+1
i=1 Yi ∈ S follows from Hn ∈ S and
Lemma 3.2. The proof of that Tn+1 follows a subexponential distribution is similar to that
of Theorem 3.1 in Chen (2011), we omitted the detail.
At the end of this section, we give the proofs of Corollaries 2.3 and 2.4:
Proof of Corollary 2.3. From the proof of Corollary 3.1, (X,Y ) satisfies Assumption A for
h(·) as in (3.6). Hence, Corollary 2.3 follows from Theorem 2.2 immediately.
Proof of Corollary 2.4. From the proof of Corollary 3.2, (X,Y ) satisfies Assumption A for
h(·) as in (3.8). Hence, Corollary 2.4 follows from Theorem 2.2.
12
References
[1] Asimit A. V., Jones B. L. 2008. Dependence and the asymptotic behavior of large claims
reinsurance. Insurance: Mathematics and Economics 43(3), 407-411.
[2] Asimit A. V., Badescu A. L. 2010. Extremes on the discounted aggregate claims in a
time dependent risk model. Scandinavian Actuarial Journal 2010(2), 93-104.
[3] Chen Y.. 2011, The finite-time ruin probability with dependent insurance and financial
risks. J. Appl. Probab., 2011, 48: 1035-1048.
[4] Cline D.B.H., Samorodnitsky G. 1994. Subexponential of the product of independent
random variables. Stoch. Process. Their Appl., 49(1), 75-98.
[5] Foss S., Korshunov D. and Zachary S., 2013, An Introduction to Heavy-tailed and Subex-
ponential Distributions. Springer, Second Edition.
[6] Tang Q., 2006a, On convolution equivalence with applications. Bernoulli 12(3), 535-549.
[7] Tang Q., 2006b, The subexponentiality of products revisited. Extremes 9(3-4), 231-241.
[8] Tang Q., 2008, From light tails to heavy tails through multiplier. Extremes., 11, 379–391.
[9] Tang Q., Tsitsiashvili G., 2003, Precise estimates for the ruin probability in finite horizon
in a discretetime model with heavy-tailed insurance and financial risks. Stoch. Process.
Their Appl. 108(2), 299-325.
[10] Tang Q., Tsitsiashvili G., 2004, Finite and infinite time ruin probabilities in the presence
of stochastic returns on investments. Adv. Appl. Probab. 36(4), 1278-1299.
[11] Xu H., Cheng F., Wang Y., 2016, The equivalent condition of the clo-
sure property under the product convolution for subexponential distribution.
http://arxiv.org/abs/1605.02319
[12] Yang H., Gao W., Li J. 2016. Asymptotic ruin probabilities for a discrete-time risk model
with dependent insurance and financial risks, Scandinavian Actuarial Journal, 2016:1,
1-17.
[13] Yang Y., Konstantinides D. 2015. Asymptotics for ruin probabilities in a discrete-time
risk model with dependent financial and insurance risks, Scandinavian Actuarial Journal,
2015:8, 641-659.
[14] Yang Y., Leipus R. , S˘iaulys, J. 2012. Tail probability of randomly weighted sums of
subexponential random variables under a dependence structure. Statist. Probab. Lett.
82(9), 1727-1736.
[15] Yang H. Sun S. 2013. Subexponentiality of the product of dependent random variables.
Statist. Probab. Lett. 83(9), 2039-2044.
[16] Yang Y., Wang Y. 2013. Tail behavior of the product of two dependent random variables
with applications to risk theory. Extremes, 16: 55-74.
13
