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Abstract 
 
 
Lestander, T. A. 2003. Multivariate NIR studies of seed-water interaction in Scots 
pine seeds (Pinus sylvestris L.). Doctoral dissertation. 
ISBN 91-576-6516-8, ISSN: 1401-6230 
 
 
This thesis describes seed-water interaction using near infrared (NIR) 
spectroscopy, multivariate regression models and Scots pine seeds. The presented 
research covers classification of seed viability, prediction of seed moisture 
content, selection of NIR wavelengths and interpretation of seed-water interaction 
modelled and analysed by principal component analysis, ordinary least squares 
(OLS), partial least squares (PLS), bi-orthogonal least squares (BPLS) and genetic 
algorithms.  
 
The potential of using multivariate NIR calibration models for seed classification 
was demonstrated using filled viable and non-viable seeds that could be separated 
with an accuracy of 98-99%. It was also shown that multivariate NIR calibration 
models gave low errors (0.7% and 1.9%) in prediction of seed moisture content for 
bulk seed and single seeds, respectively, using either NIR reflectance or 
transmittance spectroscopy. Genetic algorithms selected three to eight wavelength 
bands in the NIR region and these narrow bands gave about the same prediction of 
seed moisture content (0.6% and 1.7%) as using the whole NIR interval in the PLS 
regression models. The selected regions were simulated as NIR filters in OLS 
regression resulting in predictions of the same quality (0.7 % and 2.1%). This 
finding opens possibilities to apply NIR sensors in fast and simple spectrometers 
for the determination of seed moisture content. 
 
Near infrared (NIR) radiation interacts with overtones of vibrating bonds in polar 
molecules. The resulting spectra contain chemical and physical information. This 
offers good possibilities to measure seed-water interactions, but also to interpret 
processes within seeds. It is shown that seed-water interaction involves both 
transitions and changes mainly in covalent bonds of O-H, C-H, C=O and N-H 
emanating from ongoing physiological processes like seed respiration and protein 
metabolism. I propose that BPLS analysis that has orthonormal loadings and 
orthogonal scores giving the same predictions as using conventional PLS 
regression, should be used as a standard to harmonise the interpretation of NIR 
spectra. 
 
Key words: Single seed, near infrared spectroscopy, reflectance, transmittance, 
multivariate analysis, wavelength selection, PCA, OLS, PLS, bi-orthogonal PLS, 
interval PLS, genetic algorithms, seed viability, seed moisture content. 
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Introduction 
 
Seeds are fundamental for regeneration of most plant species. In agriculture and 
forestry seeds are the starting point for the production of crops for food, feed and 
raw industrial materials. Seeds are also directly or indirectly the base for the lives 
of 99% of the world’s human population (Urmstrom 1997). Globally, in 
agriculture about 664 million hectares of cereals alone are harvested annually 
(FAOSTAT 2003). The main species are wheat, rice and maize followed by 
barley, sorghum, millet, oats and rye. In forestry more than 3 million hectares are 
annually regenerated mainly by species from the genera Pinus and Eucalyptus 
(FAO 2001). 
 
To sow a seed is to expect that it will germinate and develop into a plant. This 
does not always happen due to many biotic and abiotic factors or perhaps due to 
the simple reason that the seed is non-viable (dead). Therefore it is of importance 
to get rid of dead seeds. Already in the times of the Old Testament, farmers used 
simple techniques like throwing seeds in the wind (Eskeröd 1973) to clean and 
sort seeds. Seeds are valuable resources and in order to use seeds as efficiently as 
possible, sophisticated and highly mechanised techniques have been developed to 
clean and sort seeds before sowing.  
 
The most used techniques for screening of seeds are based on physical properties 
like width, thickness and length but also specific gravity, shape and colour 
(Harmond  et al. 1968). Round holes are used to sort seeds according to their 
width. Rectangular shaped holes separate seeds of different thickness. Sorting 
based on length is more complicated. An often-used technique is to place seeds in 
a rotating horizontal cylinder that has round concave cavities on the inside. Seeds 
that are shorter than the diameter of a cavity will attach to it. When the cavity 
turns upside down during the rotation cycle the sorted seeds drop into a collection 
channel inside the cylinder and are removed, while larger seeds are retained. On so 
called gravity tables air is blown from below the seeds lying on an oscillating 
tilted plane. For each cycle those seeds that are in contact with the plane are 
pushed upwards when the oscillation reaches maximum in the vertical plane. 
Seeds with low specific gravity will float in air and not be pushed as often as seeds 
of high specific gravity and therefore successively move downwards on the tilted 
plane. Gravity sorting is also done in airstreams, liquids of different specific 
weights (e.g. Falleri & Parcella 1997) or in laminar water streams (Bergsten 1987, 
Lestander 1988). By rolling or gliding down a tilted plane seeds with different 
forms can be sorted (Harmond et al. 1968).  
 
Colour sorters represent a different approach to seed sorting (Figure 1). By this 
technique single seeds are characterised by spectrometric means in the visible 
wavelength region (Anon. 2002a and 2002b). Single seeds glide through a tilted 
channel and at the end of the channel every seed is illuminated by a radiation 
source. The reflectance from the seed is detected and depending on the reflected 
radiation a decision algorithm decides whether an air ejector should blow a pulse 
of compressed air or not. If a short air pulse is blown the seed will be pushed aside 
and fall down in a channel for rejects. This technique has been commercially   8
available for nearly half a century (Powers et al. 1953). Besides reflectance of 
seeds, transmittance through seeds has also been used for sorting of almonds 
(Pearson 1999). A new variant of colour sorting is to use a laser beam to measure 
the amount of chlorophyll fluorescence in seeds mainly to remove immature green 
grains (Jalink et al. 1998, Konstantinova et al. 2002, Anon. 2002c). 
 
 
Figure 1. Principle for colour sorting of seeds. 
 
Most often there is a low to moderate correlation between sorting criteria and 
biological target properties such as ability to germinate. Optimum viability can be 
obtained by accumulation of just germinated seeds (Hagner 1981) in combination 
with sowing of pre-germinated seed (Salter 1978). This has been tried, but with 
low success rate as perishable pre-germinates are more difficult to store and 
handle than intact seeds. Another approach is to develop artificial seeds by using 
somatic embryos (e.g. von Arnold et al. 2002). This is promising for some species, 
for example in mothbean (Malabadi & Nataraja 2002). 
 
Low germination capacity of a seed lot can be compensated by sowing more seeds 
in order to obtain the same amount of plants. Compensation sowing in the field 
may result in uneven stand densities (Hühn 2001) that need thinning. This problem 
is still more accentuated when producing containerized plants. These are widely 
used for reforestation in northern Europe, in for example Nordic forestry. In 
Sweden alone about 300 million such plants of conifers are annually produced for 
planting (Hannerz et al. 2000). In containerized plant production the sowing of 
two seeds per container reduces the amount of “empty” containers, but results also 
in having two plants in many of the containers. For example if the germination 
capacity is 80-90% double seed sowing gives double plants in 64-81% of the 
containers. Thus, thinning within containers has to be carried out as double plants 
may give root deformations (Nyström 1982). This is costly in highly mechanised 
plant production systems, but empty containers also give high handling and 
transport costs. The reduction of empty containers is in this case, using double 
seed sowing, down from 10-20% to 1-4%. This gives 9-16% more plants at the 
price of thinning and sowing double the amount of seeds. A more cost effective   9 
and sustainable way seems to be to increase the germination capacity by removal 
of seeds that do not germinate. 
 
The ultimate goal is to achieve 100% germination of otherwise high quality seeds. 
This goal governs also a technical progress including precision sowing in the field 
(Kachman & Smith 1995, Bracy & Parish 2001, Ozmerzi et al. 2002) and single 
seed sowing. The question is how to reach 100% germination. Is it possible to 
separate two seeds that look identical, if one is dead and the other is alive? How 
can one find a direct relationship between fast measurements and biological 
properties of seeds? One way is to enhance biological processes in seeds by 
creating conditions that promote progress towards germination.  
 
According to Bewley & Black (1994) germination begins with water uptake by the 
seed (imbibition) and ends with the start of elongation by the embryonic axis, 
usually the radicle. During germination and early seedling development the food 
reserves that are stored in the endosperm are mobilized by hydrolytic enzymes and 
transformed and transported by different processes, finally reaching the embryo or 
early seedling mainly as amide from stored proteins and as sucrose from stored 
carbohydrates or lipids (Copeland & McDonald 2001). Germination is an 
important step in the transition from an embryo dependent on stored reserves to a 
photosynthesizing autotrophic plant. Besides light, oxygen and temperature, water 
is a major factor that controls seed germination in many species and thus the 
biological processes in seeds. It has also been shown that imbibed viable and non-
viable seeds have different drying rates (Simak 1984) and this phenomenon is 
used in large scale to increase germination capacity of conifer seeds (Lestander 
1986, 1988). Thus, water shows a direct relationship with biological properties of 
seeds and additional questions are therefore: What is the role of water in these 
relations? How can one measure seed-water interaction in a flow of single seeds 
without damaging the seeds? These questions are the basis of this thesis. A major 
goal in studying these problems is to produce fundamental and applied knowledge 
of seed-water interactions useful in practical applications. 
 
 
The role of water in seed management  
The seed-water interaction is closely linked to temperature and time as described 
by the concept of hydrothermal time. In the concept of degree-days, also called 
thermal time, only seed germination time courses at a given water potential and 
suboptimal temperatures are described. The water potential is often presupposed 
as free access to water. The hydrotime model describes only the effect of water 
potential on germination time at a given temperature. One example of this is a 
standard germination test where seeds at a given temperature absorb water via a 
germination paper that is connected to a given water level (ISTA 1999).  
 
The hydrothermal time model describes seed germination at different 
combinations of reduced water potentials and sub/supra-optimal to optimal 
temperatures. This concept, first used by Gummerson (1986), has been further 
developed by Finch-Savage and coworkers (1998, 2000). The unit for   10
hydrothermal time is water potential (Ψ, unit: MPa) times degrees centigrade (T, 
unit: ºC) times time (MPa ºC d, where d is days). 
 
The advantage of hydrothermal time is that this concept links water, temperature 
and time and defines the limits for three different seed states due to the 
combination of water and temperature. In the first state (Q) the seeds become 
quiescent and can not progress towards germination, in the second state (P) seeds 
can progress towards germination but radicle emergence can not occur, and 
finally, in the third state (R) seeds can progress to radicle emergence and 
germinate (Figure 2).  
 
These seed states correspond to the observed three phases of water uptake in seeds 
described in the seed literature e.g Bewley & Black (1994) and Kigel & Galili 
(1995). In Phase 1 water is transported into or out of seeds without any major 
biological activity occurring in the seed. In this phase the seeds act like a sponge 
or a piece of wood. When the water content is high enough the seeds enter Phase 2 
and cascades of biological processes start. Seed respiration increases and proteins 
and DNA are synthesised – the seed becomes a biological active organism. One 
may say that Phase 2 initiates the transition of an embryo dependent on stored 
nutrients into a plant that is autotrophic by photosynthesis. Phase 3 starts when the 
radicle emerges mainly due to cell elongation caused by increased water uptake. 
At the time of radicle protrusion the moisture content in seed embryos of maize 
increased to 55% of fresh embryo weight whereas the whole seed moisture content 
was ca 31-34% (McDonald et al. 1994). An intensive cell division starts in the 
embryo of the germinated seed, mainly in the meristem of the root tip, but before 
radicle emergence these cells are arrested in the cell cycle (de Castro et al. 2000) 
before cytokinesis (cell division). In conifer seeds however, cell division may 
precede radicle emergence (Bewley & Black 1994).  
 
For seeds in Phase 2 of water uptake the seed respiration rate can be divided into 
two stages (Bewley & Black 1994). In the first, mitochondrial enzymes involved 
in the tricarboxylic acid (TCA) cycle are activated and respiration increases 
linearly with hydration of seed tissues followed by an increase in O2 absorption. In 
the second stage, newly synthesized mitochondria and enzymes become limiting 
factors and the increase in O2 absorption slows down. When seeds enter Phase 3, 
i.e. the seed germinate and cells divide, a second fast increase in O2 absorption 
occurs. Respiration, i.e. the absorption of oxygen, is a part of the catabolism that is 
divided into three stages (Alberts et al. 1994): (i) breakdown of macromolecules 
into simple subunits; (ii) breakdown of subunits to acetyl-CoA and production of 
limited amounts NADH and ATP; (iii) complete oxidation of acetyl-CoA and 
production of large amounts of NADH via the TCA cycle and ATP via oxidative 
phosphorylation. ATP is an important energy source for biosynthesis. 
 
Figure 2 presents the principle of the hydrothermal concept. At temperatures lower 
than  Tmin or higher than Tmax the seeds become quiescent, i.e. none of the 
germination processes is taking place (Bewley & Black 1994). This happens also 
at water potential lower than Ψmin. This phenomenon is used in long time storage 
at low temperatures of both orthodox and recalcitrant seeds i.e. seeds that survive 
severe drying and seeds that are damaged by moderate drying, respectively. At   11 
higher temperatures (but still lower than Tmax) and higher water potentials seeds 
progress towards germination.  
 
Radicle emergence can be prevented if the water potential is lower than the base 
water potential for germination (Ψb) or if the temperature is either lower than base 
temperature for germination (Tb) or higher than the ceiling temperature (Tc) for 
germination (Figure 2). The phenomenon of inhibition of radicle emergence at 
these seed states is widely used in many different methods to prime seeds before 
sowing (reviewed by Taylor et al. 1998). The main advantage of seed priming is 
that the germinating processes in the primed seeds will reach about the same level 
resulting in fast and even germination when sown in favourable germination 
conditions (Bray 1995). The seed water status can be regulated to suitable levels 
below base water potential for germination (Ψb) using controlled hydration 
(Thomas 1983), solutions at specified water potential (Heydecker 1975) or solid 
matrix priming (e.g. Wu et al. 2001) consisting of solid particulate systems. 
Temperatures below Tb in wet conditions are also used as a seed priming method 
for many species and cold-wet treatments are mainly used to break seed dormancy 
(e.g. Downie et al. 1998). High temperature treatments are in some cases needed 
to break dormancy in species that deposit seeds in the soil and that germinate after 
forest fires (e.g. Granström & Schimmel 1993). There are also priming methods 
that allow favourable temperature and water regimes for radicle emergence (Tc 
>T>Tb and Ψ>Ψb), but then the treatment duration has to be interrupted to prevent 
the seeds to germinate (Lestander 1988).  
 
 
 
 
Figure 2. An overview of seed states and their dependence on different combinations of 
water potential (Ψ) and temperature (T): Q - the seeds become quiescent and there is no 
progress towards germination; P - seeds progress towards germination but radicle 
emergence can not occur; R - seeds progress to radicle emergence and germinate. The state 
Q is defined by T<Tmin or T>Tmax or Ψ<Ψmin(G), P by Tmin<T<Tb or Tc<T< Tmax and 
Ψmin(G)<Ψ(i)<Ψo(G) and R by the combinations Tc >T>Tb and Ψ>Ψb(G). The indices 
are: b for base, o for optimum, c for ceiling, min for minimum and max for maximum.    12
Stress testing, e.g. artificial ageing and controlled deterioration, to measure seed 
vigour have been developed (reviewed by McDonald 1999). These tests are often 
conducted for a short time period at elevated moisture and temperature regimes, 
i.e. at temperatures above the ceiling temperature (Tc) and base water potential for 
germination (Ψb). After the stress test a standardised germination test (ISTA 1999) 
is often carried out and compared to germination performance before the test. 
 
The hydrothermal time of a seed or a seed lot is dependent on its earlier 
development. Hydrothermal time is related to seed development, dormancy and 
dormancy loss (Allen & Meyer 2002, Bradford 2002, Batlla & Benech-Arnold 
2003) which in its turn are related to embryo osmotic potential (Welbaum et al. 
1998), dry after-ripening (Allen & Meyer 1998), etc. Experiments have shown that 
hydrothermal time explains a major part of the variation in germination time. It 
has also been shown that pre-treatment influences base temperature and base water 
potential. Rose & Finch-Savage (2003) showed that the base water potential for 
50% germination was constant at ca 15 °C near the base temperature for 
germination (Tb). At temperatures above base temperature (T>Tb), the base water 
potential for 50% germination increased linearly with temperature. When 
temperature exceeded the optimal temperature (T>To) the base water potential 
(Ψb) shifted to higher values (Alvarado & Bradford 2002).  
 
The hydrothermal time can be modified as a threshold germination model (Finch-
Savage  et al. 2000) and be used to guide pretreatments based on water and 
osmotic priming of seeds prior to sowing. One drawback in using this technique is 
that seeds are either placed on the surface of water solutions of polyethylene 
glycol (held up by the surface tension) or on germination papers that are in contact 
with these solutions e.g. use of chemical solutions, more handling of seeds etc. 
Michel (1983) and Hardegree & Emmerich (1990) have developed functions to 
determine the water potential from -400 MPa to pure water at 0 MPa for such 
solutions. This technique is difficult and costly to apply at large scale. Depending 
on the amount of osmotic active solutes in seeds there seems to be no 
straightforward relation between seed moisture content and water potential. Such 
relations would make it easier to fully apply the hydrothermal time concept in 
practice and use so called naked seed hydration (compared to solid matrix 
hydration) to given moisture contents near the limits for radicle emergence 
(Thomas 1983, Bergsten 1987). Regulating the water status of biological active 
seeds in Phase 2 is already applied in large scale for conifer seeds in Sweden 
(Lestander 1988). 
 
The above reasoning clearly shows that water is a major factor in seed viability 
management. The seed-water interaction contains information of ongoing 
biological activity within the seeds and water is under certain circumstances a 
marker molecule for seed activity and viability. Still the question remains, how to 
measure the seed-water interaction in a flow of single seeds without causing seed 
damage?  
 
There are many techniques available to measure the seed-water interaction but 
methods that use electromagnetic waves are of interest since supporting technical   13 
platforms offer non-invasive and fast measurements. The preferred measurement 
will therefore be one of scattered radiation from or through seeds. 
 
 
Electromagnetic radiation 
The electromagnetic spectrum extends from the extremely short wavelengths of 
gamma radiation to the long-range wavelengths of radio waves, Figure 3.  
 
 
Figure 3. Overview of the electromagnetic wavelengths that range from gamma to radio 
waves.  
 
According to quantum mechanical theory, electromagnetic waves are radiated 
when an atomic system shifts from a higher quantum state to a lower one. Energy 
quanta can also be absorbed when going from a lower state to a higher one. 
 
Gamma radiation is emitted from nuclear reactions and can also cause nuclear 
reactions when absorbed. X-rays are related to energy levels of inner electrons of 
the atom. Both gamma and X-ray radiation can therefore be used to detect and 
quantify atoms. They are also known to cause radiation damage in biological 
samples. Non-destructive measurement of biomatter is therefore not advised with 
this high-energy radiation. Water can be used as a contrast agency in the X-ray 
region and Simak et al. (1989) proposed the use of X-ray images for the 
determination of seed viability in germination tests.  
 
Ultraviolet (UV) and visible radiation interacts with outer atom electrons or crystal 
structure electrons. UV radiation can also cause ionization. One UV source is 
radiation emitted from a plasma (Na lamps). An important use of UV radiation for 
biological systems is detection of fluorescence. One example is fluorescent coating 
of cabbage where non-viable seeds that leach sinapine give fluorescence at 430-
450 nm (Taylor et al. 1993). Furthermore, the spectral region is of interest as UV 
induces fluorescence of key biomolecules (e.g. DNA) when tagged by fluorescent 
probes (e.g. Tang et al. 2003). The visual (VIS) region (400-780 nm) has been 
used for a long time for manual sorting of seeds. For nearly half a century 
automatic colour sorters have been used (Harmond et al. 1968). By this technique 
discoloured seeds showing visible defects are removed, e.g. immature seeds,   14
contaminated seeds etc. The quantum shifts of VIS light are entirely from electron 
excitation in chromophores. In the visual region chlorophyll fluorescence is used 
to characterize seeds and plants (Öquist & Wass 1988, Sundblad et al. 1990, 
Jalink et al. 1998, Konstantinova et al. 2002). 
 
An interesting wavelength region for fast non-invasive and non-destructive 
measurements of seed-water interaction is near infrared (NIR). NIR radiation 
interacts with overtones of vibrating bonds in polar molecules (Osborne et al. 
1993) and penetrates deeper into a sample than UV, VIS or IR. NIR spectroscopy 
is widely applied in science and industry, mainly in the chemical, pharmaceutical 
and food industry (Osborne et al. 1993, Espinosa et al. 1994, Boelens et al. 2000, 
Axon et al. 1998, Burns & Ciurczak 2001). It is also one of the fastest growing 
segments of commercial analytical instrumentation. 
 
In the infrared (IR) part of the electromagnetic spectrum, fundamental vibrations 
within molecular bonds are found. In far IR rotational absorption occurs. The IR 
region is excellent for the detection of molecules but a main problem as in UV and 
VIS is that the radiation mainly interacts with the surface of the samples. 
Therefore IR is often used in the gas phase. For liquid and solid phases only thin 
samples can be used and this often requires destructive sample preparation. 
Information from deeper layers of the sample is more or less concealed depending 
on the optical density of the sample. This is not a problem when using microwaves 
or radio waves that have high transmission through most materials. In the 
microwave region molecular movements are detected. The use of nuclear magnetic 
resonance (NMR) is based on signals in the region of radio waves to measure 
nuclear spin energy levels in atomic nuclei of mainly H (hydrogen) and C (carbon) 
isotopes. Studies in the micro and radio wavelength range have shown promising 
results in determination of seed moisture content (King et al. 1992, Bartley et al. 
1998, Lawrence et al. 1998a and 1998b). 
 
Besides the electromagnetic wavelength region, electrical impedance of seeds has 
been used to measure seed moisture content (e.g. Nelson & Lawrence 1994) and to 
study seed viability in relation to the seed-water interaction (Repo et al. 2002). 
However the impedance measurement requires that the seeds are in contact with a 
conductive material, i.e. an electrode. 
 
 
Near infrared spectroscopy 
Near infrared (NIR) radiation is in the wavelength range of 780-2500 nm, whereas 
400-780 nm is visible (VIS) and above 2500 nm is infrared (IR). The discovery of 
NIR radiation was done in 1800 by Sir William Herschel (Davis 1990). The only 
tools he used were a prism that refracted a sunbeam and a thermometer. Beyond 
the red part of the spectrum he found that temperature rose. Today we know that 
this measurement was done in the spectral region of molecular vibration.  
 
During the 1930’s when infrared spectroscopy was introduced the region below 
2500 nm was considered uninteresting and left aside (Norris & Butler 1961). The 
interest in using NIR spectroscopy on seeds started when Norris and coworkers in   15 
the 1960’s found that NIR could be used to determine seed moisture content 
(Norris & Hart 1996 (reprint from 1965), Ben-Gera & Norris 1968). The 
commercial breakthrough for NIR spectroscopy came when it was realized that 
this technique could additionally be used to determine protein content in samples 
of whole grains (e.g. Williams et al. 1985). The reason for the popularity of NIR 
spectroscopy was that since little or no preparation was needed, time, chemicals 
and thus costs could be saved. In the 1980’s, NIR analyses of protein content of 
grains became an officially approved method in the USA. The history of the NIR 
technique and its progress can be found in Norris (1988), Davis (1990), Osborne 
et al. (1993), McClure (1994), Hindle (2001, 2002) and Barton (2002).  
 
Today, the NIR technique is widely used not only in chemical, pharmaceutical and 
food industries (e.g. Jedvert et al. 1998, Boelens et al. 2000, Reich 2002), but also 
in agricultural and forest industries (Downey 1985 and 1996, Downey et al. 1990, 
Wallbäcks et al. 1991, Osborne et al. 1993, Thygesen 1994, Antti et al. 1996). 
NIR spectroscopy is also used in environmental studies (Nilsson et al. 1996, 
Geladi et al. 1999, Dåbakk et al. 2000). Another field of interest is non-invasive 
clinical diagnostics where NIR spectroscopy has been used to analyze blood, 
tumours, skin etc (e.g. Heise et al. 1998, Hazen et al. 1998, Hull et al. 1999, 
Geladi et al. 2000, Kim et al. 2003). 
 
Dowell and co-workers carried out interesting “Russian doll” studies that show the 
potential of using NIR spectroscopy in seed science (Dowell et al. 1998 and 1999, 
Baker et al. 1999). The first step was to detect insects in single grains of wheat. 
The classification gave 95-96% sorting accuracy. It was also possible to 
distinguish between insect species. The next step was to detect if the concealed 
insect had a parasite inside. Even here the sorting efficiency among insect infested 
seeds was high (90-100%).  
 
NIR spectroscopy studies have shown high potential for the classification of bulk 
seed samples and single seeds. Examples are fungal contamination in seeds (e.g. 
Hirano et al. 1998, Pearson et al. 2001), internal insects in wheat (Chambers et al. 
1992, Ghaedian & Wehling 1997, Dowell et al. 1998, Baker et al. 1999) or in 
Cordia africana Lam. and Norway spruce (Tigabu 2003, Tigabu & Odén 2002). 
The NIR spectra also contain information on physical seed properties for example 
seed weight, seed size, bulk density, etc (Hurburgh et al. 1995, Kawamura et al. 
1998, Velasco et al. 1999, Font et al. 1999). It has also been proven effective to 
classify seed viability in a broad sense, such as deteriorated seeds (Soltani 2003) 
and empty seeds (Tigabu 2003). Varieties of different grains have successfully 
been classified by NIR spectroscopy (Delwiche & Massie 1996, Kwon & Cho 
1998, Turza et al. 1998, Delwiche et al. 1999) as well as different seed 
provenances of forest species (Rumler et al. 1993). 
 
The main use of NIR spectroscopy within the field of seed science is for 
quantification of seed moisture content and chemical constituents like protein, oils, 
etc (Norris & Hart 1965, Ben-Gera & Norris 1968, Halsey 1987, Lamb & 
Hurburgh 1991, Sato 1994, Campbell et al. 1997, Pazdernik et al. 1997, Delwiche 
1998, Kohel 1998, Sato et al. 1998, Velasco et al. 1998).   16
Besides studies showing the potential of using NIR spectroscopy on biomaterials 
such as seeds, there is a growing interest in building seed sorters using the NIR 
wavelength region to sort seeds according to different properties (e.g. Dowell 
1998, Dowell et al. 1998, Baker et al. 1999, Pearson 1999, Ridgway et al. 1999, 
Pasikatan & Dowell 2001, Dowell et al. 2002, McCaig 2002). 
 
 
Theory and principle 
NIR radiation interacts mainly with overtone vibrations of polar molecules 
(covalent bonds between heavy and light atoms: C-H, O-H and N-H; this kind of 
notation focuses on vibrating covalent bonds and assumes additional covalent 
bonds to the C, O and N atom). The energy levels corresponding to fundamental 
vibrations are found in the infrared region whereas the overtones and 
combinations of these are found in the NIR. Overtone and combination tone 
vibration quanta are absorbed or emitted when the vibration energy of a bond is 
changed. 
 
A molecule with n atoms can be described by a number of 3n momenta, also 
called degrees of freedom (e.g. Osborne et al. 1993). Three degrees of freedom are 
used for translation. Such translations exhibit energies in the radio wave and 
microwave region. Three more degrees of freedom are needed to define the 
rotations of the molecule giving energy levels in the far IR. Thus 3n-6 degrees of 
freedom are left for fundamental vibrations and 3n-5 for linear molecules such as 
HCl (3n-6 is zero for HCl). Water with its 3 atoms has 3 modes of fundamental 
vibration in the IR: symmetric stretching, asymmetric stretching and bending. 
According to quantum mechanics these changes are discontinuous, i.e. jumping 
from one quantum state to another. For H-O-H (water) the symmetric and 
asymmetric stretching have almost equal energy levels (Efimov 2001, Efimov & 
Naberukhin 2002) and they can only be separated by high resolution gas phase 
spectroscopy.  
 
The overtones and combination bands of O-H in water, C-H in carbohydrates and 
N-H in proteins give high absorptions. Similarly the double bonds of C=O and 
C=C give absorption in NIR. These bonds are common in biomolecules. Tables of 
peak absorption with chemical assignments are found in Williams & Norris 
(1987), Osborne et al. (1993) and Shenk et al. (2001). Peak location can shift, and 
is dependent on temperature, interacting molecules and hydrogen bonding. One 
example is the water peak caused by the first overtone of O-H stretching which 
shifts from 1491 to 1412 nm when temperature is raised from 6 to 80 °C (Segtnan 
et al. 2001). Water gives high absorbances in the NIR range. Maxima for pure 
water at 20 °C are at 970, 1190, 1450 and 1940 nm (Curcio & Petty 1951) These 
water bands are three overtone bands, the first at 1450 nm, the second at 970 nm 
and the third at 760 nm and bands combining O-H stretching and bending at 1940 
and 1190 nm. In this thesis the bands at 1940, 1450 and 1190 nm are called water 
I, water II and water III, respectively. 
 
The fundamental vibrations are at least a factor 10 stronger in quantum efficiency 
than the overtones and combination bands (Bokobza 1998). This lower quantum   17 
efficiency is an advantage as it allows deeper penetration of NIR radiation in a 
sample, thus a higher degree of interaction with deeper layers in the sample. A 
study using cod tissue has shown that the penetration depth was at least 20 mm 
(Nord et al. 2002). In human skin, NIR radiation penetration is between 0.5 and 2 
mm (Marbach 1993). Effective sampling depth in tablets is given as 1.9-2.7 mm 
for reflection and up to 3 mm for transmission (Iyer et al. 2002). 
 
 
Instrumentation 
A spectrometer consists of a radiation source, monochromator, sample cell, 
detector and readout electronics, Figure 4. In some instruments the monochro-
mator and sample cell exchange places. Some of the rays in Figure 4 can also be 
replaced by fibre optics. In recent instruments spectral data are automatically 
saved on a computer hard disc. 
 
 
Figure 4. Simplified principle of a NIR instrument. 
 
Sources of NIR radiation 
A suitable NIR radiation source is a filament, heated to at least 2500 K. At this 
temperature the peak radiation of a black body is at 1160 nm. Tungsten halogen 
lamps or heated xenon gas plasma can be used as sources of NIR radiation as well 
as tuneable lasers and light emitting diodes (LEDs). Furthermore, synchrotron 
radiation can be used, but it is an expensive option. 
 
Detectors 
One important key to the success of NIR spectroscopy is detector development. 
Lead sulphide (PbS) detectors were developed in the 1940’s and are still the most 
widely used NIR detector within the range of 1100-2500 nm. The most common 
detector in the range 360-1050 nm is a silicon detector. An interesting   18
development is the indium-gallium-arsenide (InGaAs) detector as it is much faster 
in response than the others. This detector covers the spectral range of 900-1800 
nm and has also better sensitivity than the PbS-detector. Most sensors are sensitive 
to thermal noise and improvements in sensitivity can be made by cooling them. 
 
A problem with the detector is the reading time for development of extremely fast 
instruments. Today, the fastest NIR detectors have a reading cycle of 0.1-0.01 
seconds. 
 
Monochromator setups 
NIR instruments types can be classified in many ways. The most frequently used 
type is based on the monochromator or optical principle. Figure 5 presents 
different optical setups. Early instruments used selected wavelength bands based 
on fixed filters. Later full spectrum instrumentation became available. Scanning 
instruments allow scanning the full spectrum over some time interval and use one 
or two detectors. Other instruments use many parallel detectors which saves time, 
allowing fast simultaneous measurements.  
 
 
Figure 5. NIR instrumentation based on optical principle. 
 
The instruments used in this thesis (papers I-IV) are all based on scanning with a 
reflective monochromator grating. The detectors used are silicon up to 1100 nm 
and PbS between 1100 and 2500 nm. The scanning requires longer measurement 
time than parallel measurements, especially because a number of scans has to be 
averaged to reduce noise. Detector arrays remove the need to scan with a grating 
and can have flexible short integration times. Many manufacturers are moving 
towards instruments using Fourier transform NIR (FT-NIR) because they can be 
made very robust and with high spectral resolution. Simple, cheap and fast 
instruments can be built by having a few parallel detectors with fixed filters 
(sensor modules, simulated in papers II and III). Some instruments combine the 
radiation source and monochromator by using LEDs or tuneable lasers. More 
details of instruments are given in Osborne et al. (1993) and Workman & Burns 
(2001).   19 
The scattering matrix 
When matter – for example a seed - is illuminated by an electromagnetic wave the 
discrete electric charges of the matter, electrons and protons begin to oscillate by 
the electric field of the incident wave. Secondary radiation (Is) may occur when 
accelerated charges radiate electromagnetic energy in all directions. This process 
is called scattering and it is related to anisotropy in the system of electrical 
charges. All media except vacuum are anisotropic and thus scatter radiation. This 
results in phenomena like diffuse reflection by rough surfaces and diffraction by 
slits, gratings, edges, etc and at optically smooth interfaces specular reflection and 
refraction (Bohren & Huffman 1998). A part of the incident electromagnetic 
energy (Ia) may be transformed into other forms (for example thermal energy, 
fluorescence, etc) if the elementary charges are excited by the incident radiation 
(Ii). This process is called absorption. The processes of scattering and absorption 
are mutually dependent (Bohren & Huffman 1998) as Ii = Is + Ia. 
 
 
 
 
Figure 6. This shows the relationship of the Stokes vector for incoming (Ii Qi Ui Vi) and 
scattered (Is Qs Us Vs) radiation and the Mueller matrix consisting of 16 elements. 
 
The electromagnetic radiation is characterized by its Stokes vector si=[Ii Qi Ui Vi]
T 
where I is the amplitude, Q and U determine the polarization direction, V is the 
polarization absolute phase (Stokes 1852) and the sign 
T means a transposed 
vector. When electromagnetic radiation interacts with matter, all the elements of 
the Stokes vector can be changed into ss=[Is Qs Us Vs]
T. The relationship between 
the Stokes vector for incoming and outgoing radiation is given by the Mueller 
matrix (Mueller 1948) as illustrated in Figure 6. In this thesis only the scattering of 
S11, the (1,1) element of the Mueller matrix, was studied because of the technical 
difficulties in measuring the three last elements of the Stokes vector. 
 
 
NIR measurement modes 
Near infrared spectra can be measured in transmission and reflectance mode. 
Transflectance and interactance modes can be used for measurement of liquids 
(Kawano 2002). Transmission is rather easy to understand for gases and liquids, 
but NIR measurements are typically made on solids, emulsions or suspensions of 
solids in solutions. These materials often do not allow transmission, in which case   20
then the measurement is made in the reflection mode. The general term diffuse 
reflection is often used. Instead of reviewing all possible situations in detail it may 
be useful to look at what happens to a seed. 
 
 
 
 
Figure 7. Simplified model of specular (A) and diffuse (A, B) reflection from a seed 
illuminated by NIR radiation.  
 
 
 
Figure 7 illustrates incoming radiation and a seed. The incoming radiation may be 
a NIR laser beam. Part of the radiation is reflected by specular reflection (Figure 
7A). This would happen on a wet seed. The surface acts as a mirror and reflects 
part of the incoming radiation according to all the laws of mirror reflection. All 
solids have at least some small percentage of specular reflection and clean and 
smooth metal surfaces (mirrors) have high specular reflection. Another kind of 
reflection at the surface is diffuse reflection. A dry seed with its irregular surface 
would reflect diffusely on the macro scale (Figure 7B). A piece of white velcro or 
cotton shows a lot of diffuse reflection in the visible region. Diffuse reflection is 
not always isotropic but the laws of reflection are still followed (Olinger et al. 
2001). On a microscopic scale Mie scattering and similar phenomena occurs while 
on a molecular scale there is additional Rayleigh scattering. Mie and Rayleigh 
scattering are anisotropic and also change the polarization of the radiation (Born & 
Wolf 1999). All these phenomena represent only different distributions of the 
reflected light and do not include absorption or changes in energy of the photons. 
They are however dependent on wavelength, making the situation rather complex 
when polychromatic light is considered. 
 
Some part of the incoming radiation enters the seed where it can be absorbed or 
transmitted. (As most pine seeds are black to dark brown, the absorption in visible 
range is high.) A simplified seed model would be that of a solid particle in a liquid 
medium of a different refractive index. Transmission into the seed also follows the 
laws of optics and at each particle boundary the direction of the radiation is 
changed by reflection and refraction, Figure 7B. Part of the radiation is returned to 
the surface after multiple refractions and absorptions and this part is measured as 
reflected radiation. The total ensemble of these processes is called diffuse 
reflection. There have also been successful attempts to simulate NIR diffuse 
reflection spectra by the use of the Monte Carlo method (Marbach 1993).    21 
Beer’s law 
Beer’s law, also referred to as the Lambert-Bouguer-Beer law, is the basis of 
quantitative spectroscopy. This physical law states that the quantity of radiation 
absorbed by a substance is directly proportional to the concentration of the 
compound and the path length of the radiation through the substance and can be 
written as:  
 
A = εcl 
 
where A is absorbance, ε is the molar extinction coefficient (in L M
-1 cm
-1), l is the 
path length (in cm) of the sample and c is the molar concentration (in M) of the 
compound in solution, expressed as M L
-1. Thus, the absorbance A has no unit. 
Beer’s law can be rewritten as:  
 
dI = -Iεc dl giving I=Iiexp(-εlc)  
 
where dI is the change in intensity of light passing through a substance for an 
increase in path length of dl. This can be integrated over a given path length and 
the absorbance is then defined as  
 
A = log (Ii/I) 
 
By setting the incoming radiation to one (Ii=1) and relating the collected values of 
reflectance (R) or transmittance (T) from samples to Ii the absorbance can be 
calculated as A=log(R
-1) and A=log (T
-1). 
 
Deviations from Beer’s law can occur due to stray light, scattering phenomena or 
other systematic errors like instrument drift, changes in temperature (Williams et 
al. 1982) during measurement, etc. Such deviations give increased model errors.  
 
 
Multivariate modelling and regression 
The literature on multivariate regression methods is extensive and covers both 
linear and non-linear approaches (Martens & Næs 1989, Diamantaras & Kung 
1996). The problems to be overcome in NIR spectroscopy include the fact that 
there are many variables relative to the number of observations, but also that the 
variables are highly collinear, i.e. a subset of variables can explain the variance in 
other variables. 
 
The classical linear regression method is ordinary least squares (OLS) regression, 
also called multiple linear regression (MLR). The general OLS model is defined 
for mean-centred data sets as: 
 
y = XbOLS + f                           ( E q n .   1 )  
 
where y is column vector (I×1) of the mean-centred responses (viability, moisture 
content) for I calibration objects, X is the mean-centred matrix (I×K) for I 
calibration objects (spectra) and K variables (wavelengths), b is a vector of OLS 
regression coefficients (K×1) and finally, f is a vector of residuals (I×1).   22
If the number of observations is lower than the number of variables or if there are 
collinear variables OLS does not give unique solutions, i.e. the solution is not 
defined. Thus other methods have to be used or the number of variables has to be 
reduced. One way of reducing variables is to apply principal component analysis 
(PCA). The obtained result can then replace the original X-matrix data and 
produce principal component regression (PCR), which is a bilinear regression 
method. It is a two-stage method using first PCA analysis and the OLS on the 
obtained scores. Another way is the use of partial least squares (PLS) regression 
that is a generalisation of OLS (Wold et al. 1983) and that simultaneously reduces 
the number of variables and regresses y on X (Martens & Næs 1989). 
 
The value of the response variable for unknown samples can be predicted by using 
the regression coefficients in the b vector in Eqn 1. For non-centred test sets that 
usually have other centres than the calibration set these predictions can be 
calculated as:  
 
ypre = 1ymcal - [Xt - 1xmcal] b                                             (Eqn. 2) 
 
where ypre is the vector of predictions based on a test set, 1 is a column vector of J 
ones, ymcal is a scalar and the mean value of the response in the calibration set 
calculated as ymcal = (1
Ty)I
-1 with in this case 1 as a column vector of I ones, Xt is 
the matrix (dimension J × K) containing the J spectra of a test set, xmcal is a row 
vector of K mean spectra in the calibration set calculated as xmcal = (1
TX) I
-1 where 
1 here is a column vector of I ones and b is the vector of coefficients from Eqn. 
(1). 
 
If the reference values for the test set yt are known, a test set residual can be 
defined: 
ft = yt - ypre                                                                      (Eqn. 3) 
 
The residual ft can be used in prediction diagnostics, see section Diagnostics. 
 
Principal component analysis 
The result of PCA analysis (Jolliffe 1986) is a decomposition of the matrix X into 
informative structure and noise. This is done by maximization of variance 
directions that are orthogonal to each other and the solution is in the form of a few 
hyper planes or hyper volumes. The PCA model is often expressed as  
 
X = TP
T + E                                 ( E q n .   4 )  
 
where T is a matrix (I×A) of A score vectors (t), P is a matrix (K×A) of A loading 
vectors (p),  the sign 
T means a transposed vector or matrix and E is the matrix of 
residuals (I×K). The number A is the rank of the X matrix and corresponds to the 
number of linearly independent rows or columns. The rank is also defined by the 
number of nonzero singular values. This rank is never used for experimental data 
and a pseudorank is defined instead. PCA gives orthogonal score vectors in the 
matrix T and an orthonormal basis in the loading matrix P. The algorithm uses 
alternate least squares for finding each component.    23 
The colours of a flag (red and cyan) can be used as an example to illustrate how 
the PCA decomposes the original X data into a hyper plane and how the directions 
of variance are obtained (Figure 8). The basis colours needed to measure red and 
cyan are in fact red, green and blue. Cyan is a mixture of green and blue when 
measured in a spectrometer with the three colour channels blue, green and red. 
Thus a table of measurements of spots on the flag can be constructed using the 
three basic colours as variables, Figure 8. This gives a matrix of I×3 values for I 
observations. The measurement gives values of red colour and the proportions of 
green and blue in the cyan colour. There are variations between observations both 
between the flag colours and within a flag colour. The observations can be 
presented as points in a 3-dimensional coordinate system using the basic colours 
as the original primary axes as illustrated in Figure 8.  
 
 
 
 
Figure 8. PCA applied on hypothetical spectral data of a flag (red and cyan). The result is a 
two component PCA model in a hyperplane. 
 
 
The observed values will fall into a triangular plane with corners in green, blue 
and red. What PCA does is to find the maximum directions of variance. The 
largest variation is between the spots of cyan and red. Therefore, the direction of 
the first component will be between these two colours. This direction is described 
by the first loading (p1), called the 1
st component in Figure 8. Along this direction 
the spots get score values. To describe the variance within colours an additional 
component is need. The direction of this second loading (p2), called the 2
nd 
component, is where the variation orthogonal to the first component is largest. In 
this case it is in the direction orthogonal to the first loading, but still in the 
triangular shaped plane. If the flag had been discoloured more components would 
be needed to describe the variance among the additional colours.  
 
The result of the PCA is in this case two PCA components that form a hyper 
plane, Figure 8. The starting matrix (I×3) of I observations of green, blue and red 
have been reduced to a I×2 matrix by PCA.   24
Partial least squares regression 
The basic equation for partial least squares (PLS) regression is very similar to that 
for OLS regression using mean-centred data: 
 
y = XbPLS + f                                ( E q n .   5 )  
 
where y is the mean-centred vector (I×1) of the response variable for I calibration 
objects,  X is the mean-centred matrix (I×K) for I calibration objects and K 
variables (wavelengths), b is a vector of PLS regression coefficients (K×1) and 
finally, f is a vector of residuals (I×1). 
 
PLS modelling was first described by Herman Wold (Wold 1975, Jöreskog & 
Wold 1982, Geladi 1988). The orthogonalized PLS regression algorithm 
developed by Wold (Wold et al. 1983) has been reproduced in many studies and 
described didactically by Antti (1999). The non-orthogonalized PLS algorithm 
developed by Martens (Martens & Jensen 1983, Martens & Næs 1987, 1989) is 
presented here. Step 1 and 2 in Table 1 are identical for the two PLS algorithms 
which give the same coefficients in b. Using mean centred or otherwise scaled 
data sets, the non-orthogonalized PLS algorithm is given as four repeated steps in 
a sequence given in Table 1. This algorithm is based on three local models that are 
solved by least squares regression. 
 
Table 1. Steps in the non-orthogonal PLS algorithm 
Step Para-
meter 
Local model  Least  squares 
solution 
Remark 
0  X, y  E0 = X; f0 = y   initialization 
1  w E0= f0w1
T + G  w1 =c E0
Tf0 c=(f0
TE0E0
Tf0)
- 0.5 
2  t E0 = t1w1
T + G  t1 = E0w1  G is a dummy residual 
3*  q f0 = Tq+ fA  q=(T
TT)
–1T
Ty  fA is the residual  
T=[ t1 t2 .. ta .. tA ]  
q=[q1 q2 .. qa  qA]
T 
4  E 
f 
E1 = E0 - t1w1
T
 
f1 = f0 - t1q1  
  Go to step 1 with E1 and f1. 
Calculate w2, t2 and 
 q=[q1 q2]
T
 etc 
* T and q are built up as the algorithm progresses trough more components. 
 
The PLS solution by way of the non-orthogonalized algorithm can also be 
illustrated as in Figure 9. For each new PLS component that is calculated a new 
loading vector (w) and a new score vector (t) are obtained as well as the loading 
(q) for the reference values after A PLS components have been calculated. The 
residual for the reference is f and E for the X-matrix. A is the pseudorank of the 
model.  
 
The coefficients in the b vector of Eqn 5 are calculated as: 
 
bPLS = Wq                                                                               (Eqn. 6) 
 
where W is the matrix of the loading vectors w and q is the vector of the loadings 
q found for the reference variable.   25 
 
Figure 9. Relations of data and factors in PLS modelling using the non-orthogonalized 
algorithm. 
 
 
In PCA the hyperplane is rotated to maximize the explanation of variance in X. In 
PLS each factor is a compromise between maximal correlation to the reference 
values and maximal explained variance of X (Frank 1987, Martens & Næs 1989). 
 
A PLS model is constructed for a number (A) of PLS components. The number A, 
or the pseudorank, is important. If A is too small, there is underfitting and if A 
becomes too large, the model explains much of the variation in y, but gives bad 
predictions, a situation of overfitting. Pseudorank is easiest determinated with a 
test set. The number of components giving minimal prediction residual can be 
calculated.  
 
When it is considered too difficult to find a test sets, cross-validation can be used. 
This is done by keeping parts (for example 1/7 of all observations) of the 
calculation set out as small test sets. When every observation in the calibration set 
has been out once in such a test set, diagnostics can be calculated. When the test 
set residual for cross-validation is at a minimum, a good approximation of the 
pseudorank is found.  
 
In software, for example in SIMCA (Anon. 2000 and 2002d), cross-validation is 
repeated until every observation has been kept out once and only once to calculate 
the significance of a new component. By this cross-validation a residual for each 
observation is calculated into a vector 
cvfa . The residual of the previous (a-1) 
components is calculated as fa-1 = y - Xba-1. A significant PLS component then has 
to fulfil the condition that (
cvfa
T  )(
cvfa)[fa-1
Tfa-1]
–1 <1 , i.e. the residual sum of 
squares when adding a new component has to be significantly smaller than the 
previous residual sum of squares (fa-1
Tfa-1). For further information see Anon. 
(2002d).   26
Bi-orthogonal partial least squares regression 
The model interpretation can be done in many ways as PLS offers many 
parameters and diagnostics. The use of different PLS algorithms also widens the 
range of parameters to be studied. Therefore bi-orthogonal PLS (BPLS) regression 
may offer a common platform for interpretation of PLS models as this method 
unites the solutions of most PLS algorithms. BPLS has the same properties of 
orthogonal score vectors and orthonormal basis loading vectors found in PCA. 
The model for BPLS factorisation was described by Ergon (2002), see also paper 
IV. BPLS is a way of rewriting step 2 of Table 1: 
 
X = TW
T + E = (USV
T)W
T +E = TbV b
T +E                          (Eqn.7) 
 
where T is the score matrix (I×A) and W is the loading matrix (I×K) calculated 
according to the non-orthogonalized PLS algorithm, U is an orthogonal matrix 
(I×A) of eigenvectors (U
TU=I, where I is the identity matrix), S is a diagonal 
matrix (A×A) containing the square roots of the eigenvalues of T (the singular 
values at the diagonal and off diagonal elements are zero), V is an orthogonal 
matrix of eigenvectors (K×A) (VV
T=I),  Tb is the orthogonalized score matrix 
(I×A),  Vb is a matrix (K×A) of orthonormalized loading vectors and E is the 
residual matrix (I×K). Here it is assumed that USV
T has the same rank as the 
obtained T and W matrices. 
 
The BPLS components are found by singular value decomposition of the non-
orthogonalized vectors in matrix T. BPLS gives the same solution as PLS when all 
model components are used. It should however be stressed that the score vectors 
(tb) and loading vectors (vb) are not the same as in the corresponding PLS solution. 
Further more, the order can be reversed. It is also possible to transform parameters 
from the orthogonalized PLS algorithm into BPLS (Ergon 2002). 
 
 
Diagnostics 
A number of diagnostics were used in the papers. The coefficient of multiple 
determination R
2 describes the amount of explained variation in the calibration set 
(I×K) and is defined as: 
 
R
2 = 1- f
Tf (y
Ty)
–1                                                              (Eq. 8) 
 
where y
Ty is the total sum of squares of the mean-centred y and f
Tf is the sum of 
the squared residuals where f are from Eqn. 1 or Eqn. 5. 
 
A similar diagnostic using Eqn. 3 to calculate residuals can be defined for the test 
set (J×K): 
 
Q
2 = 1- ft
Tft (yt
Tyt)
–1                                                           (Eqn. 9) 
 
with yt
Tyt is the total sum of squares for the mean-centred yt and ft
Tft is the sum of 
squares not explained by the model in the test set.   27 
When internal validation (cross-validation) is applied the calculated calibration 
model can be validated using leave-one-out cross-validation, i.e. each observation 
is left out one time and only once in the cross-validation. The estimated response 
value (ycv) for the i
th observation is then calculated using Eqn. 1 based on the other 
I-1 observations in the calibration set. The residual in cross-validation is calculated 
according to Eqns. 2 and 3 giving 
cvf = y - ycv. Using this residual the root mean 
squared error in cross-validation (RMSECV) can be defined and the squared 
RMSECV is calculated as: 
 
RMSECV
2 = I
-1(
cvf
T)(
cvf)                                                      (Eqn. 10) 
 
Other used diagnostics were the root mean square error of estimation (RMSEE) 
and the root mean square error of prediction (RMSEP). The squares of these are 
calculated as: 
 
RMSEE
2 = f
Tf (I-A-1)
–1                                                       (Eqn. 11) 
 
RMSEP
2 = ft
Tft(J)
–1                                                               (Eqn. 12) 
 
where I and J are the number of observations within the calibration or test set, 
respectively, A is the number of PLS or BPLS components in the model. For not 
mean-centred calibration sets the denominator in Eqn. 11 becomes I-P where P is 
the number of model parameters including also the offset for example used in OLS 
regression. 
 
A regression model applied on the test set can be modified to estimate bias, i.e. the 
mean value of the elements in vector ft is not zero, using the known coefficients 
bOLS or bPLS. Bias is defined as: 
 
bias = 1
Tft (J)
–1                                                                         (Eqn. 13) 
 
where 1 is a column vector of J ones (J×1) and J is the number of observations in 
the test set. 
 
The F-test for comparing different test sets, m and n, was based on: 
 
F = RMSEPm
2 RMSEPn
-2                                                           (Eqn. 14) 
 
with i and j degrees of freedom equal to the number of tested objects and 
RMSEPm
2 ≥ RMSEPn
2, i.e. the RMSEP-values as numerator or denominator were 
chosen so that F ≥ 1. 
 
 
Data pretreatment 
Regression models are often built as linear regression (Eqns. 1 and 5). This is 
numerically convenient and also robust, but at the same time a limitation because 
the true underlying model may be non-linear. An example is Beer’s law relating 
absorbance and concentration. If the NIR data are kept in the transmittance mode,   28
the model relating spectra and concentrations will definitely be nonlinear, whereas 
the transformation to absorbance that gives a linear approximation is meaningful. 
There are also a number of specific techniques for linearizing spectral absorbance 
data. These are very often based on underlying assumptions for the NIR spectra. 
 
Derivatives of spectra  
Derivatives of spectra can be calculated in a number of ways. Usually first or 
second derivatives are used (Hopkins 2001). In the papers in this thesis, smoothing 
derivation according to Savitzky and Golay was used (paper I, II and IV). The 
technique consists of smoothing the data around the wavelength where the 
derivative is to be found by fitting a polynomial to the point and some of its left 
and right neighbours. Then the derivatives (first or second) of the polynomial are 
calculated. The window is moved over the whole spectrum. An example is a 
window of the point plus 5 left and 5 right neighbours, fitting a 3
rd degree 
polynomial to the 11 points and calculating first or second derivative of the 
polynomial as a point of the derived spectrum. The basic theory behind taking 
derivatives is that NIR data often suffer from baselines or sloping baselines. These 
may be caused by surface roughness or particle size effects, packing effects etc. 
The first derivative removes the influence of baseline offsets. The second 
derivative eliminates the influence of a constant sloping baseline. Chemical 
information is in peaks and these peaks remain in the first and second derivative. 
They only change shape. 
 
Multiplicative scatter or signal correction 
Multiplicative scatter or signal correction (MSC) (Geladi et al. 1985) is a 
technique for removal of baselines and sloping baselines by linear least squares 
fitting to some reference standard, often a mean spectrum (m), with a vector a of 
offsets and a vector b of slopes. The vectors a and b are found by minimizing E. 
They often contain information about particle size, particle shape, packing etc.  
 
X = a1
T + bm
T + E                                                                (Eqn. 15) 
 
where X is the calibration set of spectral data and with dimension (I×K), 1 is a row 
vector of ones (K×1), a is a vector of offsets (I×1), b is a vector of slopes (I×1), 
and m is a vector containing the mean spectrum (1×K).  
 
The MSC corrected spectra are given as: 
 
XMSC = (X - a1
T)[diag(b)]
-1                                                     (Eqn. 16) 
 
where the operator “diag(b)” means to put the elements of b (Ix1) on the diagonal 
of Z (I×I) (all non-diagonal elements are zero). 
 
This is the same as trying to give all the spectra in X a slope of one and a zero 
baseline. It is assumed that chemical information in peaks has another shape than a 
baseline or a constant slope and is therefore retained in XMSC.    29 
Standard normal variates 
For standard normal variates (SNV) (Barnes et al. 1989) autoscaling is done on 
the transposed matrix X
T  i.e. autoscaling of observations by row-wise mean 
centring and setting the variation among observations to unit variance by row-wise 
dividing the mean centred values with their standard deviation. 
 
c
T = K
-11
TX
T                                                                             (Eqn. 17) 
 
where c contains the row-wise mean values (I×1) and represents the offset for each 
spectrum in X (I×K), K is the number of variables and 1 is a row vector of ones 
(K×1). 
 
 
Row-wise standard deviations (d) for the observations are calculated as: 
 
d = [(K-1)
-1 diag[(X
T-1c
T)
T (X
T-1c
T)
 ] 
1/2                                    (Eqn. 18)
 
 
where the operator “diag(Z)” means to extract the squared diagonal elements of Z 
(I×I) into a vector d (I×1) and 1 is in this case a row vector of ones with dimension 
(K×1). The calculation X
T-1c
T (K×I) is used to mean centre rows in the X matrix. 
An element in d represents the standard deviation of a row, compensating for the 
varying slopes in the corresponding observed spectra. 
 
The transposed matrix X
T is autoscaled by the calculation: 
 
X
T
SNV = (X
T- 1c
T) [diag(d)]
-1                                                  (Eqn. 19)
 
 
An advantage of SNV over MSC is that no reference spectrum (m) is needed. 
 
 
 
Orthogonal signal correction  
Orthogonal signal correction (OSC) (Wold et al. 1998) uses the response variable 
y for pretreatment of spectra before modelling. OSC removes directions that are 
irrelevant (orthogonal) to y out of X: 
 
XOSC = X - Xort                                                                        (Eq. 20) 
 
where XOSC is used in the PLS equation (Eqn. 5) or in PCA , Xort is the removed 
part of the spectral variation. If the split in Eqn. 20 can be made in a robust way, 
OSC can give an improved and simplified model. It is believed that simplified 
models give an easier interpretation. 
 
Many ways to calculate Xort have been proposed (Sjöblom et al. 1998, Trygg 
2001, Fern 2000, Li et al. 2002, Svensson et al. 2002). One way to calculate Xort is 
by using the algorithm for PCA modified to orthogonalize the score vectors 
against the variation in the reference variable, i.e. to make T in Equation 4 
orthogonal against y. More detailed information of this is given by Anon. (2002d).   30
Genetic algorithms 
Spectral data consisting of up to 1050 wavelengths were collected. As 
neighbouring wavelength variables in the NIR range are highly collinear, it may 
be possible to reduce the number of wavelengths for example when regressing 
spectral data and seed moisture content.  
 
Assuming 1050 original wavelengths and with the goal of selecting only 5 
wavelengths, a complete simulation using all combinations results in more than 
8.25×10
12 possible combinations to analyse. More wavelengths give a rapid in-
crease of possible combinations as the number of combinations is n![(k!)(n-k)!]
-1, 
where k is the number of selected wavelengths and n is the total number of 
wavelengths. Due to the huge amount of combinations the selection of predictive 
wavelengths is an old problem in science. Almost all textbooks on statistics as 
well as bio- and chemometrics give some method of removing less useful 
variables (Martens & Næs 1989, Brown 1993, Höskuldsson 1996, Beebe et al. 
1998, Martens & Martens 2000, Næs et al. 2002, Brereton 2003). 
 
The early work on variable reduction in OLS regression was based on forward 
selection or on backward elimination to find the statistically best suited subset of 
variables (Draper & Smith 1981). When PCR and PLS regression were introduced 
attempts were made to use loading plots to select or remove variables (Frank 1987, 
Lindgren et al. 1994, Lindgren et al. 1995). Also a variable importance index has 
been used (Eriksson et al. 1999). Newer techniques are the use of jack-knifing 
(Westad & Martens 2000) to get a standard deviation estimate of the PLS 
regression coefficients and the use of interval PLS (Nørgaard et al. 2000) to find 
variable intervals of interest. 
 
Genetic algorithms (GA) (Forest 1993, Leardi 2000 and 2001) are considered 
objective because they do not require a model to be built before the variable 
selection is done. Genetic algorithms have a stochastic basis. The results of 
different GA applications can therefore be slightly different. To have more 
consistent results, the GA process is repeated many times, called programs, to give 
a more reliable model. However, in the huge amount of possible wavelength 
combinations a high number of them may give almost the same result. 
 
The terminology used in GA is influenced by genetical science. Variables are 
called genes and a set of genes (variables) form a chromosome. Genes can mutate 
and selected chromosomes can pair and recombine. This recombination is called 
crossover. The variability is obtained by random choice of genes, rate of gene 
mutations and rate of crossover among selected chromosomes. GA base variable 
selection on random subsets and improvements of these subsets by simulated 
genetic evolutionary means.  
 
The exploration of possible variable combinations is done in two steps for PLS 
models. Firstly, as many genes as variables form sets of chromosomes. Each gene 
is randomly set as 0 or 1, where 0 means “variable absent” and 1 means “variable 
present”. A chromosome consists therefore only of zeros and ones. The 
chromosomes that have the lowest cross-validation errors in PLS prediction are   31 
selected for the next step. In the second step, selected chromosomes are allowed to 
pair and recombine and genes are allowed to mutate i.e. change from 1 to 0 or vice 
versa. This gives new variable combinations. 
 
 
 
 
Figure 10. Principle of crossover, mutations and chromosome elimination using genetic 
algorithms. 
 
 
Figure 10 illustrates elimination of chromosomes with the same model rank but 
with more variables present. Also shown is that selected chromosomes recombine 
randomly according to a preset rate of crossover and how random mutations occur 
among genes at a preset mutation rate.  
 
The genetic algorithm approach
 (Leardi & González 1998, Leardi 2000) starts 
with a population of n chromosomes (n=30 in paper III). These subsets are tested 
against a criterion, objectively and quantitatively defining its quality based on the 
root mean square error in cross-validation (RMSECV) of a PLS model for each 
subset. Selection of useful variables is based on their frequency of occurrence in 
the best models obtained for each program.  
 
Data sets with five times more variables than observations should be avoided in 
GA to lower the risk of random correlation (Leardi 2000). For practical reasons, 
GA is limited to 200 variables. The number of wavelengths can be compressed by 
using the mean values of small wavelength intervals. This can be applied when 
neighbouring wavelengths (variables) are highly collinear.  Using such small 
windows is called iterative GA (iGA). Another way is to use PLS regression on a 
low number of wide wavelength intervals and to remove those intervals that have 
low information value. This method is called interval PLS (iPLS) and its   32
combination with GA (iPLS-GA) is described by Leardi & Nørgaard (2003). A 
more simple way to tackle the problem of many wavelengths is to divide the 
spectra into segments of less than 200 variables and do a separate GA on each of 
them. This is called segmented GA (sGA). After one or more selection rounds by 
GA, the selected wavelengths are regressed using PLS as in Eqn. 5. Figure 11 
shows the frequency of selected wavelengths after the first round of sGA. 
Prediction accuracy and diagnostics can be calculated using test sets and Eqns. 2 
and 3. 
 
 
 
Figure 11. Selected wavelengths (above horizontal line) using segmented GA on single 
seed data (reproduced from paper III, where the index of weighted selection frequency is 
given). 
 
 
The main reason for applying wavelength selection was to test the hypothesis that 
a low number of NIR sensors can predict moisture content with the same accuracy 
as using the whole NIR wavelength range. To test this, the selected wavelength 
bands were simulated as filters in NIR sensors. The filter shape can be different, 
for example Gaussian filters or uniform density filters. In Gaussian filters the 
transmission is shaped as the bell curve, i.e. maximum transmission in the centre 
of the interval and gradually lowered to zero transmission at the ends of the 
interval. A uniform density filter has 100% transmission within the interval and 
0% outside the interval, i.e. blocks all radiation outside the interval. This 
simulation compresses the spectrum for each observation into a low number (<10) 
of absorbance values. By using OLS regression based on these sensor variables 
the b-coefficients can be calculated according Eqn. 1 and predictions in a test set 
made according to Eqns. 2 and 3, but also different diagnostics can be calculated 
to compare different models.    33 
Seed model 
In these studies seeds of Scots pine (Pinus sylvestris L.) were used as a basis for 
the seed model. Scots pine is a gymnosperm. The inheritance pattern in seeds of 
gymnosperms is different from that of angiosperms.  
 
A seed consists of a seed coat, an endosperm - tissue for storing nutrients - and an 
embryo. The seed coat is entirely a diploid maternal tissue. The embryo is a 
product of fertilisation between haploid maternal and paternal gametes. In 
angiosperms the endosperm is a triploid of diploid maternal and haploid paternal 
contribution. In gymnosperms the endosperm is a female megagametophyte that is 
haploid (e.g. Tillman-Sutela & Kauppio 1995). As a consequence of this about 
90% of the seed mass is entirely of maternal origin (Reich et al. 1994) making it 
more easy to classify maternal origin of gymnosperm seeds, but more difficult to 
characterise paternal origin by spectroscopic means (Lestander et al. 2002, Tigabu 
2003). Gymnosperms have also a different inheritance pattern of chloroplasts in 
the embryo. This genetic material comes from the pollinating father (Szmidt et al. 
1987) whereas in angiosperms the origin is the mother. 
 
 
 
Figure 12. Sketch of a Scots pine seed. 
 
 
The chemical composition of pine seed is approximately 35 % protein, 48 % oil 
and 6 % carbohydrate (Bewley & Balck 1994). In a study by Tillman-Sutela et al. 
(1995) of northern Scots pine seeds the oil content varied between 28-33 % of dry 
weight. The most abundant fatty acid was unsaturated oleic acid. 
 
Pines flower and pollinate during the year after generative bud initiation. The 
pollen tube growth is arrested after pollination and fertilisation takes place the 
following summer. In the autumn seeds are fully developed and they are shed the 
following spring. Thus, the cycle from initiation to mature seeds takes three years. 
Mean seed weight of Scots pine varies most often between 4 and 7 mg. Single 
seed sowing is used in nurseries that produce containerized plants. About 70% of 
the seeds used for forest reproduction in Sweden come from seed orchards 
(Hannerz et al. 2000).   34
Objectives 
The overall objective was to measure seed-water interactions in Scots pine seeds 
using NIR spectroscopy and multivariate regression models, specially to measure 
seed-water interaction in single seeds, e.g. as a practical application in seed 
management to enable viability sorting in a flow of single seeds without causing 
seed damage. The research presented in this thesis covers classification of seed 
viability, prediction of seed moisture content, selection of wavelengths and 
interpretation of seed-water interaction modelled and analysed by PCA, OLS, 
PLS, BPLS, iPLS, wPLS and GA using NIR transmittance and reflectance 
spectroscopy. 
 
Specific objectives: 
 
-  to determine the potential of using NIR spectroscopy to classify viable 
and non-viable filled seeds (paper I). 
 
-  to compare different multivariate regression models for determining 
moisture content in bulk seed samples and single seeds using NIR 
reflectance and transmittance spectroscopy, with an emphasis on 
interpretation of prediction diagnostics (paper II). 
 
-  to use genetic algorithms to select wavelengths that could be used in a 
low number of NIR filter sensors to predict moisture content in bulk seed 
samples and single seeds (paper III). 
 
-  to interpret NIR calibration models based on seed-water interaction of 
seeds incubated to 30 °Cd (degree-days) and 45 °Cd and modelled by bi-
orthogonal partial least squares (BPLS), window PLS (wPLS), second 
derivatives of raw spectra and difference spectra, but also to study 
transitions caused by hydration of seeds (paper IV). 
 
The underlying hypothesis was that NIR multivariate calibration models of seed-
water interaction can be used for prediction of seed viability and seed moisture 
content. 
 
   35 
Material and methods 
 
 
An overview of the data sets, instruments, multivariate models and software in the 
papers I-IV is given in Table 2.  
 
 
Seeds 
The seed samples used in this research had a germination capacity of 0-99% and 
originated from seed orchards in southern and northern Sweden. All seeds were 
filled and well-developed. The seeds were incubated to a defined moisture content 
using controlled hydration described by Bergsten (1987). The seeds were imbibed 
with deionised Millipore filtered water and incubated as hydro priming. Incubation 
to 30-105 °Cd (degree-days) was done at 5-15 °C and ca 100% air humidity for 3-
7 days before measurement. The incubation cabinet was illuminated by cool white 
light at ca 20 µEm
-2s
-2. Seeds with a moisture content lower than 6% were 
dehydrated for 0-3 days at 30 °C and ca 30% relative air humidity. In one study 
(paper I) the seeds incubated to 30% moisture content were dried at ca 25% 
relative air humidity for 0.8-3.8 h before measurement.  
 
Parallel treatments of seeds provided calibration and test sets. Validations of 
models were done on test sets. 
 
 
Reference variables 
Seed viability was used in paper I as a model parameter for classification of seed-
water interactions by multivariate regression models based on NIR spectroscopy. 
The seed viability was determined on filled seeds classified as viable or non-viable 
after a standard germination test at 20 °C (ISTA 1999) and a subsequent cutting 
test on non-germinated seeds at the end of the germination period (14 days). In 
some studies, the term non-viable is used in a wide sense. Seeds filled with for 
example resins as well as empty seeds and badly filled seeds giving low bulk 
densities are called non-viable. The terms viable and non-viable are used in 
narrow sense in this thesis, i.e. viability of well-cleaned, whole and filled seeds. 
 
Seed moisture content was used in paper II, III and IV as a model parameter for 
quantification of seed-water interactions using NIR spectroscopy and multivariate 
modelling. Moisture content (g H2O g
-1 fresh weight; in percent ) was calculated 
on fresh weight basis as the weight loss after oven drying at 103 ± 2 °C for 17 ± 1 
h (ISTA 1999). Single seed weight was determined by a Mettler MT5 balance with 
a mass resolution of 10
-6 g. For bulk seeds a Mettler A30 balance with a resolution 
of 10
-4 g was used. In both cases the measurement error was below 0.1% in 
moisture content. The mean error in single seed moisture content was estimated to 
1.3 percent units (absolute value). This was based on weight measurement before 
and after NIR scanning and was caused by evaporation of water due to low (ca 
30% RH) air humidity to which the seeds were exposed during measurements.    36
Collection of NIR spectra 
Reflectance spectra of bulk seeds and single seeds were collected within 400-2498 
nm using a NIRSystems 6500 (Silver Spring, MD USA) spectrometer. Each 
collected spectrum was the mean value of 32 successive scans with 2 nm 
increments, i.e. in total 1050 wavelengths. A spinning cup was used to collect 
reflectance spectra from samples consisting of 40-50 seeds. For single seed 
measurement an optical fibre probe was used. These seeds were placed on a black 
coated metallic surface with negligible reflectance. 
 
Transmittance spectra of single seed were collected four times by using a 1225 
Infratec Analyzer (FOSS Tecator, Sweden) with a Single Seed Adapter. This 
adapter had a sample changer with 23 positions for single seeds. The collected 
transmittance spectrum for each seed was acquired within 850-1048 nm at 2 nm 
increments as the mean value of 32 successive scans. 
 
Absorbance (x) was calculated as x=log(1/R) for reflectance or as x=log(1/T) for 
transmittance (T). The underlying assumption was that Beer’s law was a good 
approximation and that inverse calibration models could be used to predict 
concentrations. 
 
 
Pretreatments of spectra 
Scattering phenomena in solids are wavelength dependent and non-linear. This 
causes errors in absorbance values. Error correction techniques based on 
differentiation (first or second derivatives according to Savitzky-Golay 
differentiation (Hopkins 2001)), multiplicative scatter correction (MSC, Geladi et 
al. 1985), standard normal variate
 (SNV, Barnes et al. 1989) and orthogonal signal 
correction
  (OSC, Wold et al. 1998) were used. In the reduction of spectral 
variation according to OSC only one (OSC[1]) or two (OSC[2]) components were 
used. 
 
In the first study (paper I) 3.4% of the observed seeds were excluded before 
modelling. The outliers were caused by bad positioning of individual seeds in the 
single seed adapter of the instrument. 
 
 
Multivariate modelling 
PCA was used in paper I using OSC pretreated data. The model of the viable 
versus non-viable seed classification in this study was based on a variant of PLS 
regression based on classes (PLS-DA, Sjöström et al. 1986). In all other cases the 
multivariate model used was PLS or BPLS regression. A Matlab code for 
converting PLS data into BPLS is given in paper IV. OLS modelling was used on 
simulated NIR sensors in paper II and III. 
 
The study in paper III aimed at selection of wavelengths that could be used in a 
low number of NIR filter sensors to predict moisture content in bulk seed samples 
and single seeds. Genetic algorithms alone or in combination with interval PLS   37 
regression (iPLS, Nørgard et al. 2001) were applied to select wavelengths and to 
test this. A method similar to interval PLS is using a moving wavelength window. 
This method is called window PLS (wPLS) and was used in study (IV) to find 
wavelength regions with low loss in prediction or high prediction ability relative 
to other regions. 
 
Besides these multivariate models, difference spectra and 2
nd derivatives of raw 
spectra were applied also in study IV. 
 
Table 2. Overview of the data sets, instruments, analytical methods and software used in 
papers I-IV 
Paper  Studies based on: 
I II  III  IV 
Seeds      
- bulk seed    x  x  x 
-  single  seed  x x x x 
- test sets  x  x  x   
Instruments      
- NIR transmittance  x  x     
- NIR reflectance    x  x  x 
Pretreatment of spectra  x  x  x 
Multivariate modelling      
-  OLS   x  x  
-  PCA  x     
-  PLS  x x x x 
-  BPLS      x 
- iPLS       x   
- wPLS         x 
- Genetic algorithms      x   
Simulation of sensors   x  x  
Software      
-  SIMCA  x x x x 
- Unscrambler  x  x     
-  Matlab    x x x 
-  PLS_Toolbox      x 
 
 
 
Software 
Savitsky-Golay smoothing and differentiation was done with Unscrambler 
(Esbensen 2000, CAMO, Norway) and in PLS_Toolbox (Eigenvector, Manson, 
USA and Mathworks, USA) for Matlab (Anon. 2003). The spectral pretreatments 
MSC, SNV and OSC were done using SIMCA 8.0 and 10.0 (Umetrics, Umeå, 
Sweden). PLS regressions were calculated with SIMCA (Anon. 2002d) and 
PLS_Toolbox (Wise & Gallagher 1998). Genetic algorithms developed by Leardi 
(2000) used for wavelength selection were carried out in Matlab. The use of a 
moving wavelength window in the wPLS approach was based on PLS in 
PLS_Toolbox and calculated in Matlab.   38
Results and discussion 
 
 
Seed viability 
The potential of using NIR spectroscopy for sorting viable and non-viable seeds 
was demonstrated in paper I. This study was based on the finding by Simak (1981) 
that imbibed viable and non-viable seeds have different drying rates. Filled and 
well-developed seeds were classified as viable or non-viable after germination. A 
cutting test of non-germinated seeds at the end of the germination test period was 
also used to determine viable and non-viable seeds.  
 
The terms viable and non-viable are used in narrow sense in this thesis, i.e. 
viability of well-cleaned, whole and filled seeds. Whereas empty seeds or badly 
filled seeds giving low bulk densities usually are removed using well-developed 
techniques. Besides prediction of germination time, prediction of seed viability in 
a narrow sense may be one of the most difficult tasks in seed sorting. These 
problems have been tackled by mankind ever since the first farmer sorted seed in 
the wind. 
 
The problem of classification based on viability is also dependant on the time lag 
between measurement and endpoint of a viability test e.g. tetrazolium staining 
(Hampton & TeKrony 1995) or a standard germination test (ISTA 1999). If a 
germination test is used the time lag can be weeks. Thus, seeds can show signs of 
being viable at the time of measurement, but be classified as non-viable at the end 
of a test period. In the most extreme case all tissues or cells in a seed may be 
classified as viable by some means, but deterioration processes inside a seed may 
develop so far that it will be classified as a non-viable seed at the end of the 
germination test. There are also cases in which only parts of a seed are dead, e.g. 
frost damaged tip of the radicle, which prevents germination. The problem of 
sorting seeds into viability classes without overlap is complicated and difficult to 
solve. 
 
Figure 13 presents the effect of different sorting accuracies. Using a random 
choice,  i.e.  a sorting accuracy of 50%, no improvement in seed viability is 
obtained (Figure 13). An assumed target for applying single seed sowing is at least 
95% viability. This can than be obtained by sorting seed lots with 13% or lower 
amount of non-viable seeds by methods with 75% sorting accuracy. By increasing 
the sorting accuracy from 90 to 99.9% it is theoretically possible to achieve 95% 
viable seed from seed lots containing 33 to ca 97% non-viable seeds, respectively 
(Figure 13). Therefore, continued research concerning fast, non-invasive and non-
destructive sorting methods to improve seed viability is of great interest as it saves 
resources.  
 
The sorting accuracy for viable and non-viable seeds in the first study (paper I) 
was 98-99% using NIR transmittance of single seeds within the 850-1048 nm 
spectral range, i.e. the hypothesis was confirmed. This is extremely high and may 
reflect the experimental conditions of using killed seeds classified as non-viable 
seeds by the PLS models. Each seed class used in paper I was uniform. In natural   39 
seed lots there are several background factors to why seeds are non-viable. To 
overcome this, it may be necessary to construct several calibration models to 
remove non-viable seeds caused by frost damages, heat damages, mechanical 
damages etc.  
 
 
 
Figure 13. Effect of increased sorting accuracy by removal of non-viable seeds.  
 
 
The separation of seed viability classes in paper I was based on shifts in seed-
water interaction when imbibed seeds were dried. The possibility of using water as 
a marker molecule for viability under certain conditions was confirmed by the 
peak at ca 970 nm of the PLS models in paper I using NIR transmittance 
spectroscopy. This peak is the second overtone of O-H stretching and is assigned 
as water (Osborne et al. 1993). 
 
The method used for controlled hydration of seeds may give higher variation in 
moisture content between single seeds than using osmotic priming where single 
seeds are in direct contact with a solution of given water potential. A minor study 
(data not shown) of single seeds incubated as controlled hydration to 30% 
moisture content showed that the coefficient of variation was 16.1%. Such starting 
differences in single seed moisture content most probably increases the calibration 
model errors. However, the coefficient of variation increased as expected to 30.1 
and 40.0% after 2 and 4 h of drying, respectively, due to both increased standard 
deviation and lowered mean using a seed lot with 65% viable and 35% non-viable 
seeds. The result in paper I indicated less variation among non-viable seeds with 
increasing drying period, whereas the variation within viable seeds was not 
influenced by the drying time.    40
Seed moisture content 
NIR reflectance (780-2280 nm) and transmittance (850-1048 nm) spectroscopy 
were in paper II used to predict seed moisture content in bulk seed samples and 
single seeds. Different conditions were simulated based on bulk samples and 
single seeds using different NIR wavelength ranges and different pretreatments of 
spectra in the models. Transmittance and reflectance measurements were 
compared within 850-1048 nm. 
 
In total 34 PLS models were constructed which contained from 1 to 9 PLS 
components. The errors within the calibration set (RMSEE) ranged from 0.6 to 
3.2%. The explained variation of seed moisture content in the test set was within 
the interval of 76 to 99% and the prediction error (RMSEP) varied between 0.8-
3.5% with a bias of up to 2.1%. The overall result from the study in paper II was 
that NIR spectroscopy in combination with PLS regression provides good models 
for seed moisture determination.  
 
 
The more information that is added to a model the better it will perform, provided 
that the added information contains additional information structure and has low 
levels of noise and errors that have limited influence on the information structure. 
The results in paper II showed that the single seed models were improved and 
more influenced by expanding the wavelength interval from 850-1048 nm to 780-
2280 nm than bulk seed models. This change was significant for all average 
parameter values of single seed models. This can be an artefact of how the NIR 
reflectance spectra were obtained. Single seeds were measured by using a fibre 
optic probe that integrated the signal from just a part of the seed, whereas bulk 
seeds were measured in a rotating cup that integrated the NIR signal from 40-50 
seeds. Seed size influenced the measurement distance as single seeds were placed 
on a black coated metallic surface at a fixed distance to the measurement probe. 
This contributed to the larger variation in single seed spectra than in bulk seed. 
Figure 14 shows the standard deviation of absorbance within 780-2280 nm for 
single seed and bulk seed data. The single seed models used more PLS 
components than bulk seed models to compensate for this increased variation.  
 
 
The unexplained variation in predicted seed moisture content increased in the 
following order: 
-  bulk sample reflectance at 780-2280 nm or 850-1048 nm, 
-  single seed reflectance at 780-2280 nm, 
-  single seed normalised transmittance at 850-1048 nm, 
-  single seed reflectance at 850-1048 nm, 
-  single seed transmittance at 850-1048 nm. 
 
Reflectance measurement of bulk samples generated the best fitting models with a 
minimum prediction error (RMSEP) of 0.8%. The corresponding PLS model 
explained 99% of the variance in the test set reference. This model is presented in 
Figure 15.   41 
 
 
Figure 14. Standard deviation of absorbance values of single seed and bulk seed reflectance 
spectra within 780-2280 nm. 
 
 
 
 
 
 
Figure 15. Observed and predicted seed moisture content in calibration (filled circles) and 
test set (unfilled circles) using a one PLS component model of OSC pretreated spectra (780-
2280 nm) from bulk seed samples.   42
The best single seed model, presented in Figure 16, explained 93% of the variation 
in the test set and had a prediction error (RMSEP) of 1.9%. This error was larger 
than for bulk seed. A part of the larger error is caused by an increased error in the 
determination of the reference variable values. Single seed weights before and 
after NIR measurement indicated a mean error of 1.3 percent units (paper II). This 
illustrates the problem of using less well-defined reference values in calibration 
models. The prediction can never give smaller errors than the resolution in 
reference determination, although NIR spectroscopy gives high accuracy in 
measurement of spectral values. For wide seed moisture intervals (between ca 5-
32 %) it is difficult to make exact weight determinations of single seeds. This is 
accentuated for small single seeds (ca 4-12 mg) as they expose a large surface area 
relative to their mass. For most of the seeds in such wide moisture series water is 
either evaporated or absorbed depending on the surrounding air humidity at the 
time of measurement. 
 
 
Figure 16. Observed and predicted seed moisture content in test set using a 9 PLS 
component model based on raw spectra (780-2280 nm) from single seeds. 
 
The best single seed model for NIR transmittance within 850-1048 nm gave an 
RMSEP of 2.7% and explained 86% of the variation in the test set. The 
transmittance models used fewer PLS components and had lower bias than those 
based on single seed reflectance within 850-1048 nm.  
 
The spectral data pretreatments using derivatives, MSC, SNV or OSC (paper II) 
gave significantly lower errors only in a few cases. This stresses the importance of 
obtaining spectral data with as little error as possible.  
 
In conclusion, the hypothesis was confirmed and NIR spectroscopy provided good 
PLS models for seed moisture determination that can be used in forest seed 
management, both for seed samples and single seeds.   43 
Wavelength selection and simulation of sensors 
 
The OLS simulation of 4-sensors NIR systems in paper II gave prediction errors 
(RMSEPs) ranging from 3.4 to 4.9 % in the test set. These simulations explained 
only 52-76% of the variation in the test set indicating that these systems may not 
be optimal for determination of single seed moisture content. Sensor systems of 
that resolution can be used only for a rough and overlapping classification of a few 
seed moisture classes, but not for accurate and precise measurements of moisture 
content in single seeds. The PLS models predicting single seed moisture content in 
paper II indicated that 6-9 components were needed to achieve RMSEPs of 1.9-
2.2%. This was also an indication that there were 6-9 phenomena in the NIR 
spectra that contributed to the prediction accuracy. Thus, an increased number of 
well-chosen sensors would provide for better models. 
 
In paper III, genetic algorithms (GA) were used to select wavelength regions 
within 780-2280 nm. The result gave good prediction models for seed moisture 
determination. The RMSEPs of the final models were not significantly different 
from that of the PLS models using all NIR wavelengths within 780-2280 nm.  
 
Two GA selection rounds or only one in combination with interval PLS (iPLS) 
resulted in 3-8 wavelength bands with 34-178 wavelengths. The three variants of 
GA (iPLS-GA, iterative GA and segmented GA) left out the visual region and 
wavelengths above 2194 nm. The selected bands chosen did not always overlap 
between the different GA approaches due to the stochastic basis of the GAs. NIR 
is known for its broad absorption bands and wavelength bands chosen within a 10-
50 nm range most probably indicate the same phenomena in the spectra, especially 
when not peaks are involved.  
 
Figure 17 illustrates the final selected regions. Most of the selected regions were 
within 1140-1650 nm and located around the slopes and the peak of the water III 
band (ca 1190 nm, combination band of O-H stretching and bending) and at the 
slopes of water II (the first overtone of O-H stretching at 1450 nm). Only six 
regions out of 30 were outside this wavelength interval. An interesting observation 
was that the wPLS regions in paper IV classified as having a high ability to predict 
moisture content in many cases overlapped the GA selected regions in paper III. 
 
A few of the GA selected regions were subdivided giving 6-8 final regions that 
were used to simulate uniform density filters. This kind of filter has equal high 
transmission at wavelengths within selected regions but block all other 
wavelengths. Other filter shapes, e.g. Gaussian filters as used in paper II, could 
also be used in these simulations. To simulate sensors equipped with uniform 
density filters the mean absorbance of each GA selected region was calculated for 
each observation. In other words the selected wavelengths were further 
compressed into 6-8 average absorbance values for each observation. The result of 
the OLS models based on these mean absorbance values explained 89-99 % of the 
test set variation and the RMSEP values ranged from 0.7% to 2.3 % for prediction 
of seed moisture content in test sets. These results were of about the same quality 
as those for the whole NIR range of 780-2280 nm.   44
 
Figure 17. Selection of wavelength regions using GA. The thin line is the mean absorbance 
between 800-2200 nm for single seed and bulk seed, respectively. Bold lines indicate 
selected regions according to interval-PLS-GA (underneath the line of mean absorbance), 
iterative GA (in line) and segmented GA (above line). The mean absorbance lines are 
shifted horizontally. (Reproduced from paper III). 
 
 
Figure 18. OLS model for simulation of six uniform density filter selected by iPLS-GA for 
the prediction of moisture content in single seeds. 
 
The best OLS model for single seeds, shown in Figure 18, was based on six 
simulated uniform density filters selected by iPLS-GA. This gave an RMSEP of   45 
2.1 % and explained 91 % of the variance in the test set. The result was not 
improved by adding 2-factor interactions, square roots or squares of the filter 
values. The best result was based on a first order polynomial modelled by OLS 
according to Eqns. 1 and 2. 
 
It was possible to show that the wavelength bands chosen for the single seeds also 
worked for the bulk samples and vice versa. This opens a possibility to make 
calibration models based on bulk reference values instead of single seeds and to 
avoid the difficulties of obtaining error-free determinations of single seed moisture 
content. 
 
As high speed sorters using the NIR wavelength region are greatly needed, the 
results of the GA selection of wavelengths were encouraging. Seed sorters with 
high throughput, that use only a limited number of NIR bands in combination with 
present technical platforms of colour sorters, may be developed for fast and non-
destructive determination of seed-water interactions. 
 
Due to the need for high throughput of seeds all calculation times should be 
brought to a minimum and it may be necessary to calculate prediction values 
directly from the detector signal that is not transformed to absorbance. This would 
require non-linear regression modelling. It has also been suggested to construct 
optical filters that compensate for the transformation to absorbance and simulate 
the b-coefficients in PLS modelling, i.e. the detector value is xb where x is the 
spectrum from an observed sample or single seed. If such filters can be made 
available there will be no need for any calculations as the detector value itself is 
the prediction of the concentration or the classification. 
 
 
 
Seed-water interaction 
When measuring moisture content in organic matter the peak wavelengths of 
water are often used in calibration models. The results in this thesis (paper III and 
IV) show that this intuitive notion does not seem to hold for seeds. One reason for 
this is that seeds can be considered as mixtures of water and dry matter. Making a 
model for concentration of water in seeds automatically means making a model for 
seed dry matter. Another reason is that seeds become more biological active when 
moisture content is increased. Table 3 gives an overview of important wavelength 
regions for the models described in paper III and IV. These were found by 
analysis of BPLS loadings and by studying wavelengths important for prediction 
of seed moisture content as suggested by GA and wPLS. The results for 1100-
2200 nm in Table 3 are from paper III and IV based on reflectance spectra from 30 
°Cd single seeds and 45 °Cd bulk seeds.  
 
The most astonishing result concerning seed-water interaction was that, with only 
a few exceptions, the main water peaks at around 1930-1940 nm (water I), 1450 
nm (water II) and 1190 nm (water III) were not selected when using GA and 
wPLS. It then remains to explain why the other, less prominent, wavelength 
regions were included. In the following analysis overtone vibrations of covalent   46
bonds are taken into consideration and they are denoted as for example O-H, C-H, 
N-H and C=C. This way of notation, as stated earlier, assumes additional covalent 
bonds to the O, C and N atoms, for example H-O-H, R-C-H and R-N-H. 
 
An important region of the spectrum was 1100-1194 nm (Table 3). This region 
was found in both single and bulk seeds and was narrowed down to 1126-1170 
nm. The b-coefficients of the BPLS models indicate small peaks at 1150 and 1160 
nm. The assumed chemical assignment is overtone vibrations of C-H and of C=O 
double bonds. The C-H vibrations occur at 1143 nm in aromatic rings and at 1152 
nm in -CH3 groups. The double bond vibration of C=O is located at 1160 nm 
(Osborne et al. 1993, Shenk et al. 2001). Finally, C-H vibrations occur at 1170 nm 
in structures containing HC=CH such as unsaturated fatty acids (lipids). 
According to Tillman-Sutela et al. (1995), the most abundant unsaturated fatty 
acids in northern Scots pine seeds are triacylglycerols containing 54 acyl carbons 
and 5-7 double bonds in the acyl chains. The C=O double bonds are frequently 
found in fatty acids and their hydrolysis and oxidation. 
 
Due to the wide range both in moisture content and degree-days this narrow region 
of 1126-1170 nm is most probably also associated to seed respiration. It is well 
known that moisture content regulates the respiration rate in seeds (Bewley & 
Black 1994). Double bounds between C and O are frequently found in the 
tricarboxylic acid cycle (TCA). TCA related enzyme activity in seeds evolves at 
elevated moisture levels (Falk et al. 1998, Shen 2000, Logan et al. 2001, Benamar 
et al. 2003).  
 
In the region 1200-1400 nm mainly C-H overtones of the functional groups of –
CH, -CH2 and -CH3 are found (Shenk et al. 2001). All the GA variants used 
selected in 1200-1400 nm a total of 11 wavelength bands out of 26 within the 
1100-2200 nm spectral range. This indicated many regions with high linear 
response to increased moisture content. A plausible explanation is that this region 
also was influenced by catabolism but may also reflect the complementary model 
of carbohydrates in dry matter of seeds.  
 
The region of 1400-1600 nm contains the water II peak. Three bands at 1532-1594 
nm were selected by GA. There were also two major peaks in the BPLS loadings. 
The first was in 45 °Cd seeds (bulk seeds) at 1416 nm indicating absorption in –
CH2 or in aromatic ring C-H structures. The second in the 30 °Cd seeds (single 
seeds) was at 1460 nm assigned to the first overtone of N-H stretching (Osborne et 
al. 1993). As found in study IV it seemed that this absorption in N-H stretching 
was changed from 1460 nm to 1502-1506 nm and 1960-1964 nm for the more 
developed seed states in the 45 °Cd seeds. This may indicate continuing protein 
de-folding and raised protein metabolism.  
 
At 1600-1800 nm three bands were selected in the interval of 1596-1658 nm in the 
30 °Cd single seeds using GA. One GA-band at 1652-1670 nm and two wPLS 
bands were selected in the 45 °Cd bulk seeds. The model loadings showed peaks 
at 1632-1636 nm, 1688-1696 nm and 1718-1722 nm. The latter peak can be 
assigned to vibration in the carbohydrate group –CH3.    47 
Table 3. Overview of wavelength regions with major peaks in BPLS models and regions 
selected by genetic algorithms (GA) or window PLS (wPLS) within 1100-2200 nm 
 
 
Single seeds  Bulk seeds  Peaks 
GA wPLS  GA wPLS 
1100-1200 nm 
1144-1152 (C-H)  1140-1214 b 
1144-1148 c 
1136-1164 
 (C-H, C=O) 
1100-1194 a 
1112-1118 c 
1126-1152 c 
1140-1166 b 
1140-1170 
 (C-H, C=O) 
1200-1400 nm 
1204-1206 
1258-1266 
1340-1368 (C-H) 
1396-1406 (C-H) 
---1214 b 
1204-1222 a 
1254-1256 c 
1320-1328 c 
1352-1366 b 
1356-1358 c 
1356-1398 a 
1380-1414 
 (O-H, C-H) 
 
1376-1530*  
(water II, O-
H, C-H, N-
H) 
1248-1298 a 
1254-1262 c 
1268-1334 b 
1270-1276 c 
1288-1302 c 
1276-1322 
1386-1414 
 (O-H, C-H)  
1398-1554* 
(water II, O-
H, N-H, C-
H, C=O) 
1400-1600 nm 
1416 (C-H) B 
1460 (N-H) S 
1502-1506  
 (N-H) B 
1544 (O-H) B 
1584-1586 (O-H)  
1596-1638 b 
 
--- 1530* 
(water II, O-
H, C-H, N-H)
 
1568-1576 
OSC (N-H) 
1532-1594 a 
1540-1562 b 
1550-1554 c 
 
--- 1554* 
(water II, O-
H, N-H, C-
H, C=O) 
1600-1800 nm 
1632-1636 S 
1688-1696 (C-H) 
1718-1722 (C-H) 
--- 1638 b 
1600-1630 c 
1644-1658 a 
 1652-1670  b  1652-1664 
1764-1772 
1800-2000 nm 
1876-1902 (C=O) 
1926-1940 (O-H) 
1960-1964 B 
(N-H, O-H)  
1864-1874 c  1852-1882 
1846-1890*  
 1840-1872 
1852-1892*  
2000-2200 nm 
2050-2080 (N-H) 
 
2124-2140 
(C=O etc) 
  2064-2194  a  2026-2140* 
(N-H) 
2126-2134 
(C-O, C=O) 
B: Bulk seeds; S: Single seeds; a: iPLS-GA; b: iterative GA; c: segmented GA; 
* OSC pretreated data sets 
 
 
The interval of 1800-2000 nm was dominated by the water I peak at ca 1930-1940 
nm. Major peaks in BPLS loadings occurred in the interval of 1876-1902 nm 
occurring on the leading slope of the water I peak. Although no chemical 
assignments  were  found,  except  the  C=O  vibrations in  functional  groups  of   
-COOH at 1900 nm, this slope may contain interesting information in viable seeds.   48
One reason for this was that wPLS selected this region for both seed sets and sGA 
selected one region in single seeds. 
 
The 2000-2200 nm region contained major peaks in BPLS loadings suggesting 
contributions from O-H, N-H, C-H and C=O vibrations. This was further indicated 
in the 45 °Cd seeds as the region of 2026-2194 nm was selected by iPLS-GA and 
wPLS in these seeds. 
 
In conclusion, the main difference between the two data sets was within 1100-
2200 nm a more complicated pattern of the 45 °Cd bulk seeds compared to the 30 
°Cd single seeds. This was most probably an effect of increased hydrolysis, seed 
respiration and protein metabolism, perhaps also involving DNA synthesis. 
 
Three major transitions in NIR spectra of seeds were found by analysis of raw and 
2
nd derivatives versions of spectra. These were situated at ca 6, 16 and 27 % 
moisture content, respectively, and were more pronounced in bulk seed data 
incubated at 45 ºCd than in the 30 ºCd single seeds. The transition at 6 % was an 
artefact of the experiment, i.e. seeds with moisture content lower than 6% were 
taken directly from storage conditions or dried before measurement. The transition 
at ca 16 % was most likely related to the occurrence of free water. The underlying 
variation also showed a plateau at 16-26 % moisture content. This plateau could 
be associated with the re-arrangement of membrane configuration as this process 
needs higher than 25 % hydration of seed dry weight to stabilize (Bewley & Black 
1994). Finally, the transition at 27 % may be a combination of increased 
respiration and protein metabolism. This underlying variation of transitions at 
small wavelengths intervals implies that local models based on intervals between 
two transitions, instead of a global calibration model for the whole seed moisture 
range, may improve prediction accuracy. 
 
A difficulty in interpreting NIR spectra when using varying moisture contents is 
that hydrogen bonding occurs and causes peak shifts. Vibrations with a high 
degree of stretching are more affected by hydrogen bonding than bending 
vibrations. Increased hydrogen bonding tends to slow down the frequency of the 
vibrations, i.e. the bonds become more rigid. The effect is a wavelength shift of 
peak absorbance to longer wavelengths. This was also demonstrated in paper IV. 
The water peak at ca 1450 nm showed a shift to longer wavelengths when 
moisture content was increased. This shift was due to the effect of lower hydrogen 
bonding as that peak is based on stretching O-H vibrations. 
 
Another problem occurs in the interpretation of the broad and overlapping 
vibration bands. There are multiple ongoing processes in viable non-dormant 
seeds when moisture is raised at otherwise favourable conditions for germination. 
A popular description of this could be: It’s like scanning a city from an airplane 
and based on the scanned information trying to understand what’s going on. But 
also in a city there are major processes. The main processes in seeds are enzymatic 
activation, increased hydrolysis and respiration, transitions in membranes, protein 
de-folding and increased protein and DNA synthesis as moisture content is raised 
from a low level (e.g. Bewley & Black 1994, Alberts et al. 1994, Kigel & Galili 
1995, Copeland & McDonald 2001). As NIR radiation mainly interacts with   49 
hydrogen covalent bonds of polar molecules no definite answers are given, but 
spectral profiles suggest structural groups of interest for analysis by other means. 
Thus, NIR spectroscopy cannot give the desired answers alone and scientific 
cooperation over a wide range of fields is necessary to better interpret NIR spectra 
using different analytical tools. 
 
Due to continuously ongoing processes in seeds the measurement of seed-water 
interaction is performed on a non-steady state system. The NIR measurements are 
often conducted in an environment most suitable for the instrument, e.g. at low air 
humidity, which increases the difficulty in obtaining measurements at equilibrium. 
 
An additional problem is the use of different PLS algorithms that widens the range 
of parameters to be studied. This was tackled by using bi-orthogonal PLS (BPLS) 
that produces orthogonal scores and orthonormal loadings and can be used as a 
common platform for PLS based interpretation of NIR spectra. 
 
Further studies using NIR would include improved spectral resolution (FT NIR) 
and removal of parts of seeds by mechanical means. Dissolution of seed 
components and analysis by LC-MS, GC-MS, MS-MS, electrophoresis, etc could 
give information about the presence of structural elements. Other spectroscopic 
techniques could be used to give complementary information: FT IR, Raman, solid 
state NMR, etc. 
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Conclusions 
 
The NIR technique offers large possibilities to measure seed-water interactions in 
seeds. As shown within this thesis seed-water interaction involves changes in 
mainly C-H, C=O and N-H bonds emanating from ongoing biological processes 
like seed respiration and protein metabolism. Thus, measurement of seed moisture 
content must also target these overtones bands in addition to the water overtone 
bands. 
 
The potential of using multivariate NIR calibration models for classification was 
demonstrated using filled viable and non-viable seeds that could be separated with 
low class overlap. 
 
It was also shown that multivariate NIR calibration models gave low errors in 
prediction of seed water content for bulk seed and single seeds using either NIR 
reflectance or NIR transmittance spectroscopy.  
 
Genetic algorithms selected three to eight wavelength bands in the NIR region and 
these narrow bands gave about the same PLS prediction of seed moisture content 
as using the whole NIR interval in the calibration models. The OLS result of 
simulations of 6-8 NIR sensors based on selected wavelength bands had the same 
good prediction of seed moisture content. This finding offers good possibilities to 
apply NIR sensors within present technical platforms for colour sorting. 
 
As the NIR region contains overlapping wide bands from vibrating bonds of polar 
molecules and as data obtained from NIR instruments are collinear multivariate 
models like PLS regression must be used to obtain good prediction models. Bi-
orthogonal partial least squares (BPLS), which has orthonormal loadings and 
orthogonal scores and gives the same predictions as using conventional PLS 
regression, is proposed to be used as a standard to harmonise the interpretation of 
NIR spectra. 
 
 
 
 
Future research 
 
A theoretical problem to tackle in the future is the curve resolution modelling of 
NIR spectra from biological material. This analytical tool is of particular interest 
for example in chemistry where solutions or powders can be mixed in any 
proportion. But to maintain biological processes in biological materials the 
mixing, e.g. seed-water, can only be done within parts of the theoretical interval. 
This limits the use of self-modelling curve resolution that aims at producing pure 
concentrations and pure spectra of components. 
 
For industrial use, conventional NIR spectroscopy is applicable for classification 
and quantification of seed characteristics, but also high throughput seed sorters 
that use the NIR region are greatly needed. In production systems of agriculture   51 
and forestry different seed lots usually do not exhibit the same performance in 
producing germinates, sprouts or plants. This is just like industrial batch processes 
starting with natural raw materials of varying quality. The supervising systems for 
monitoring, regulation and control in these industrial processes aim at narrow 
quality limits in the final product. Multivariate NIR analyses of seeds can support 
such systems since NIR spectroscopy offers continuous on-line measurements that 
are fast and non-destructive. The application of NIR techniques together with 
multivariate statistical process control can further improve seed quality, which 
saves resources in agriculture and forestry. 
 
Patterns of NIR spectra can be constructed observing time series spectra of seeds 
in different states of the germination process. These patterns of seed-water 
interactions describe hydrothermal time dependent processes in seeds. Such 
spectral patterns can be constructed for viable, non-viable, dry and non-dry seeds 
within a species, subspecies, variety, ecotype or breeding line as well as for seeds 
of different geographic origin. By comparing master patterns with spectra of new 
seeds it will be possible to predict the physiological seed state. It will also give 
better possibilities to supervise the control and regulation of seed priming 
processes to reach wanted states before sowing. The concept of NIR pattern 
recognition can also integrate biochemical analyses, future use of in vivo reporters 
in seeds, etc.  
 
In order to make new discoveries and to gain new insights of scientific interest the 
use of hyperspectral NIR imaging gives good opportunities especially if coupled 
to in vivo reporters and microchemical analyses that can be pixel orientated. 
Hyperspectral NIR imaging is an advanced tool aimed at fulfilling analyses in a 
micro-scale targeted to single seed variation for prediction of seed characteristics. 
Estimations indicate that thousands of genes are involved in the germination 
processes. If the whole seed cycle from development to germination is included 
the number of involved genes increases. As gene regulation is differentiated into 
different seed tissues and cell organelles hyperspectral NIR imaging down to 
microns in pixel size becomes a useful tool in the research focused on gene 
mapping and proteomics. It is also shown (Munck et al. 2001, Delwiche et al. 
2002) that the environmental effect in seed phenotypes can be analysed by NIR. 
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