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Cohomologie e´quivariante des
varie´te´s de Bott-Samelson.
Matthieu WILLEMS
Le but de ce texte est de donner explicitement les valeurs des restrictions aux points
fixes d’une base de la cohomologie e´quivariante des varie´te´s de Bott-Samelson. Ce calcul
nous permet de retrouver la structure de la cohomologie ordinaire de ces varie´tes. Il permet
e´galement de retrouver les formules de S. Billey [2] pour la restriction aux points fixes
d’une base de la cohomologie e´quivariante des varie´te´s de Schubert.
Je remercie Miche`le Vergne de m’avoir conseille´ de regarder ce proble`me et Alberto
Arabia de m’avoir fait comprendre la structure de ces varie´te´s et de leurs cohomologies.
1 Cohomologie des varie´te´s de Bott-Samelson
Soient G un groupe de Lie semi-simple complexe et connexe, g son alge`bre de Lie, h
une sous-alge`bre de Cartan de g, b une sous- alge`bre de Borel de g contenant h, et H
et B les sous-groupes de G correspondant. Soient T ⊂ K les formes re´elles de H et G
respectivement. On pose X = G/B = K/T . On notera e l’e´le´ment neutre de K. SoitW le
groupe de Weyl correspondant a` (g, h), engendre´ par les re´flexions simples {ri}1≤i≤r. On
note {αi}1≤i≤r ∈ h
∗ les racines simples correspondantes. On notera ∆+ ⊂ h
∗ les racines
positives et ∆− les racines ne´gatives. On pose S = S(h
∗). On notera v ≤ w l’ordre de
Bruhat dans W .
Soit N un entier strictement positif. Conside´rons une suite de N racines simples µ1,
... , µN non ne´cessairement distinctes. Pour 1 ≤ i ≤ N , on note Gi le sous-groupe ferme´
connexe de G d’alge`bre de Lie gµi ⊕ h⊕ g−µi et on pose Ki = Gi
⋂
K . On de´finit :
Γ(µ1, ..., µN) = K1 ×T K2 ×T ...×T KN/T,
comme l’espace des orbites de K1×K2× ...×KN sous l’action de T × T × ...× T de´finie
par :
(t1, t2, ..., tN)(k1, k2, ..., kN) = (k1t1, t
−1
1 k2t2, ..., t
−1
N−1kN tN ).
On notera [k1, k2, ..., kN ] la classe de (k1, k2, ..., kN) dans Γ(µ1, ..., µN). On notera kµi
un repre´sentant quelconque de la reflexion ri de NKµi (T )/T . Dans la suite, on notera
Γ(µ1, ..., µN) par Γ. On munit Γ de sa structure complexe canonique de´finie dans [4].
On de´finit une action de T sur Γ par :
t[µ1, ..., µN ] = [tµ1, ..., µN ].
On pose E = {0, 1}N . Pour ǫ ∈ E , on note Yǫ ⊂ Γ l’ensemble des classes [k1, k2, ..., kN ]
qui ve´rifient pour tout entier i compris entre 1 et N :
{
ki ∈ T si ǫi = 0,
ki /∈ T si ǫi = 1.
1
On ve´rifie imme´diatement que cette de´finition est bien compatible avec l’action de TN .
On munit E d’une structure de groupe en identifiant {0, 1} avec Z/2Z. Pour ǫ ∈ E , on
note π+(ǫ) l’ensemble des entiers i tels que ǫi = 1 et π−(ǫ) l’ensemble des entiers i tels que
ǫi = 0. On pose l(ǫ) = card(π+(ǫ)). On note (i) ∈ E l’e´le´ment de E de´fini par (i)j = δi,j .
Pour ǫ ∈ E , on pose vi(ǫ) =
∏
k≤i,k∈π+(ǫ)
rµk , v(ǫ) = vl(ǫ)(ǫ) et αi(ǫ) = vi−1(ǫ)µi. Pour i ≤ j,
on de´finit e´galement vji (ǫ) =
∏
i≤k≤j,k∈π+(ǫ)
rµk . Par convention, on pose v0(ǫ) = e et donc
α1(ǫ) = µ1. De plus, si j < i, on pose v
j
i (ǫ) = e. On de´finit un ordre sur E par :
ǫ ≤ ǫ′ <=> π+(ǫ) ⊂ π+(ǫ
′).
On de´montre alors facilement la proposition suivante :
Proposition 1 (i) Pour tout ǫ de E , Yǫ est un espace affine de dimension re´elle 2l(ǫ).
(ii) Pour tout ǫ de E , Yǫ =
∐
ǫ′≤ǫ Yǫ′
(iii) Γ =
∐
ǫ∈E Yǫ
(iv) Pour tout ǫ de E , Yǫ est stable par l’action de T .
De plus, nous allons avoir besoin du lemme suivant :
Lemme 1 (i) L’ensemble ΓT des points fixes de Γ sous l’action de T est constitue´ des
2N points :
[k1, k2, ..., kN ], ou` ki ∈ {e, kµi}.
On identifiera donc ΓT avec E en identifiant e avec 0 et kµi avec 1.
(ii) Soit (ǫ, ǫ′) ∈ E2, alors :
ǫ ∈ Yǫ′ <=> ǫ ≤ ǫ
′,
et dans ce cas :
Pf(ǫ, Yǫ′) = (−1)
l(ǫ)
∏
i∈π+(ǫ′)
αi(ǫ),
ou` Pf(ǫ, Yǫ′) de´signe le de´terminant de l’action de T sur l’espace tangent a` Yǫ′ en ǫ oriente´
par sa structure complexe de´duite de celle de Γ.
La de´composition Γ =
∐
ǫ∈E Yǫ munit donc Γ d’une structure de CW -complexe T
e´quivariant ou` toutes les cellules sont de dimension paire ; de plus l’ensemble des points
fixes de l’action de T sur Γ est discret. La proposition suivante est alors prouve´e dans [1] :
Proposition 2 (i) La cohomologie T -e´quivariante de ΓT s’identifie a` l’alge`bre des fonc-
tions de E dans S, qu’on notera F (E ;S).
(ii) La restriction aux points fixes i∗T : H
∗
T (Γ)→ F (E ;S) est injective.
(iii) La cohomologie T -e´quivariante de Γ est un S-module libre qui admet comme base
la famille {σˆǫ}ǫ∈E caracte´rise´e par : ∫
Yǫ′
σˆǫ = δǫ′,ǫ.
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De´finition 1 Pour ǫ ∈ E , on de´finit σǫ ∈ F (E ;S) par :


σǫ(ǫ
′) =
∏
i∈π+(ǫ)
αi(ǫ
′) si ǫ ≤ ǫ′
σǫ(ǫ
′) = 0 sinon
On a alors la proposition suivante :
The´ore`me 1 Pour tout ǫ ∈ E , on a :
i∗T (σˆǫ) = σǫ.
De´monstration :
En utilisant la formule de localisation et le lemme 1, on obtient pout tout σˆ ∈ H∗T (Γ) :∫
Yǫ
σˆ = (−1)l(ǫ)
∑
ǫ′≤ǫ
i∗T (σˆ)(ǫ
′)
(−1)l(ǫ′)
∏
i∈π+(ǫ)
αi(ǫ′)
. (∗)
Soit ǫ0 ∈ E , et soit σ
′
ǫ0 = i
∗
T (σˆǫ0). Montrons par re´currence sur la longueur de ǫ que
pour tout ǫ ∈ E , σ′ǫ0(ǫ) = σǫ0(ǫ). Grace a` la formule (∗) et a` la caracte´risation de σˆǫ0 , on
de´montre facilement par re´currence sur l(ǫ) que si ǫ n’est pas plus grand que ǫ0, on a bien
σ′ǫ0(ǫ) = 0. On peut donc se limiter au cas ou` ǫ0 ≤ ǫ. Si ǫ = ǫ0, la formule (∗) et le fait
que
∫
Yǫ0
σˆǫ0 = 1 nous donne bien σ
′
ǫ0
(ǫ0) = σǫ0(ǫ0). Soit ǫ > ǫ0. On suppose le re´sultat
ve´rifie´ pour tout ǫ′ de longueur strictement plus petite que ǫ, on applique la formule (∗)
et le fait que
∫
Yǫ
σˆǫ0 = 0 pour obtenir :
∑
ǫ0≤ǫ′<ǫ
∏
i∈π+(ǫ0)
αi(ǫ
′)
(−1)l(ǫ′)
∏
i∈π+(ǫ)
αi(ǫ′)
+
σ′ǫ0(ǫ)
(−1)l(ǫ)
∏
i∈π+(ǫ)
αi(ǫ)
= 0,
d’ou` :
∑
ǫ0≤ǫ′<ǫ
(−1)l(ǫ
′)∏
i∈π+(ǫ)\π+(ǫ0)
αi(ǫ′)
+
(−1)l(ǫ)σ′ǫ0(ǫ)∏
i∈π+(ǫ)
αi(ǫ)
= 0.
Si on pose ǫ˜ = ǫ− (j), ou` j est le plus grand e´le´ment de π+(ǫ) \ π+(ǫ0), on a alors :
∑
ǫ0 ≤ ǫ
′ < ǫ
ǫ′ 6= ǫ˜
(−1)l(ǫ
′)∏
i∈π+(ǫ)\π+(ǫ0)
αi(ǫ′)
−
(−1)l(ǫ)∏
i∈π+(ǫ)\π+(ǫ0)
αi(ǫ)
+
(−1)l(ǫ)σ′ǫ0(ǫ)∏
i∈π+(ǫ)
αi(ǫ)
= 0.
En effet, comme j est le plus grand e´le´ment de π+(ǫ) \ π+(ǫ0), pour tout i ∈ π+(ǫ) \
π+(ǫ0), αi(ǫ) = αi(ǫ˜) et de plus, l(ǫ˜) = l(ǫ) − 1. Pour les meˆmes raisons, on s’aperc¸oit,
en distinguant les termes qui ont un 1 en je`me position et ceux qui ont un 0 en je`me
position, que la premie`re somme est nulle et on obtient alors bien σ′ǫ0(ǫ) =
∏
i∈π+(ǫ0)
αi(ǫ).
On pose σi = σ(i) et σˆi = σˆ(i). On a alors :
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Proposition 3 Pour tout ǫ ∈ E , on a :
σˆǫ =
∏
i∈π+(ǫ)
σˆi.
De plus, on a la formule de multiplication suivante :


σˆiσˆǫ = σˆǫ+(i) si i ∈ π−(ǫ)
σˆiσˆǫ = σi(ǫ)σˆǫ +
∑
j<i,j∈π−(ǫ)
rjα
i
j(ǫ)− α
i
j(ǫ)
µj
σˆǫσˆj si i ∈ π+(ǫ)
,
ou` on a pose´ αij(ǫ) = v
i−1
j+1(ǫ)(µi).
De´monstration :
Par injectivite´ de la restriction aux points fixes, il suffit de de´montrer ces formules
pour σi et σǫ.
La premie`re formule se voit imme´diatement sur la de´finition des σǫ.
Pour la deuxie`me formule, pour des raisons de degre´ et d’ordre sur E , on sait que le
produit σiσǫ s’e´crit sous la forme :
σiσǫ = Ciσǫ +
∑
j 6=i,j∈π−(ǫ)
Cjσǫ+(j).
En e´valuant en ǫ, on trouve Ci puis en e´valuant en ǫ+ (j), on trouve :
Cj = (
∏
k<j
rµk)(
rjα
i
j(ǫ)− α
i
j(ǫ)
µj
).
Or comme
rjα
i
j(ǫ)−α
i
j(ǫ)
µj
est un nombre, Cj = (
∏
k<j rµk)(
rjα
i
j(ǫ)−α
i
j(ǫ)
µj
) =
rjα
i
j(ǫ)−α
i
j(ǫ)
µj
et
on a bien la formule e´nonce´e.
En particulier, si pour j < i, on pose aj,i = n(µj , µi), ou` n(α, β) de´signe le nombre de
Cartan associe´ aux racines α et β, on a :
Proposition 4
σˆ2i = αiσˆi −
∑
j<i
aj,iσˆiσˆj .
Grace a` la de´composition cellulaire Γ =
∐
ǫ∈E Yǫ, une base de la cohomologie ordinaire
de Γ est aussi indexe´e par E . On la notera (xǫ)ǫ∈E et on notera xi = x(i). Soit v0 l’e´valuation
a` l’origine H∗T (Γ)→ H
∗(Γ). Le re´sultat suivant est imme´diat :
Lemme 2 L’e´valuation a` l’origine est l’homomorphisme d’anneaux de´fini par :
v0(fσˆǫ) = f(0)xǫ.
Grace a` cet homomorphisme, on retrouve alors le re´sultat suivant prouve´ dans [3] :
Proposition 5 La cohomologie ordinaire de Γ est engendre´ par des e´le´ments (xi)1≤i≤N
de degre´ 2 soumis aux relations :
x2i +
∑
j<i
aj,ixixj = 0.
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2 Applications aux varie´te´s de Schubert
Pour w ∈ W , on de´finit Xw = φ(BwB/B) ou` φ est l’isomorphisme canonique entre
G/B etK/T . La de´compositionX =
∐
w∈W Xw munitX d’une structure de CW complexe
T e´quivariant ou` toutes les cellules sont de dimension paire et on a donc la proposition
suivante :
Proposition 6 (i) La cohomologie T -e´quivariante de XT s’identifie a` l’alge`bre des fonc-
tions de W dans S, qu’on notera F (W ;S).
(ii) La restriction aux points fixes i∗T : H
∗
T (X)→ F (W ;S) est injective.
(iii) La cohomologie T -e´quivariante de X est un S-module libre qui admet comme base
la famille {ξˆw}w∈W caracte´rise´e par :∫
Xw′
ξˆw = δw′,w.
On pose ξw = i∗T (ξˆ
w). Soit (w, v) ∈ W 2. Soit v = ri1 . . . ril une de´composition re´duite
de v. Pour 1 ≤ j ≤ l, on de´finit un e´le´ment βj de S par βj = ri1 . . . rij−1αij . La formule
suivante est prouve´e par Sarah Billey dans [2] :
Proposition 7 Soit (w, v) ∈ W 2, tels que l(w) = m et l(v) = l. On a :
ξw(v) =
∑
βj1 . . . βjm ,
ou` la somme porte sur l’ensemble des entiers 1 ≤ j1 < . . . < jm ≤ l tels que w =
rij1 . . . rijm .
Retrouvons cette formule graˆce aux re´sultats pre´ce´dents. Soit w ∈ W et soit w =
rµ1 ...rµk une de´composition re´duite de w. On de´finit une application gµ1,...,µk de Γ(µ1, ..., µk)
dans Xw par multiplication (i.e. g([k1, ..., kk]) = k1 ∗ ... ∗ kk [T ]). Le re´sultat suivant est
prouve´ dans [4] :
Proposition 8 L’application gµ1,...,µk est une de´singularisation de Xw.
Soit w0 le plus grand e´le´ment de W . Soit w0 = rµ1 ...rµN une de´composition re´duite de
w0. On pose Γ = Γ(µ1, ..., µN) et g = gµ1,...,µN . La proposition suivante va nous permettre
de retrouver la proposition 7 :
Proposition 9 Soit w ∈ W , on a :
g∗(ξˆw) =
∑
ǫ ∈ E, l(ǫ) = l(w)
et v(ǫ) = w
σˆǫ,
De´monstration :
Pour de´montrer la proposition, il faut montrer :
∫
Yǫ
g∗(ξˆw) = δv(ǫ),wδl(ǫ),l(w).
Pour des raisons de degre´, cette formule est e´vidente quand l(ǫ) > l(w).
Quand l(ǫ) = l(w) et v(ǫ) = w, comme g/Yǫ Yǫ → Xw s’identifie a` l’application
gµi,i∈π+(ǫ), d’apre`s la proposition 8, on a bien
∫
Yǫ
g∗(ξˆw) =
∫
Xw
ξˆw = 1.
5
Supposons de´sormais l(ǫ) ≤ l(w) et v(ǫ) 6= w. Distinguons deux cas.
Si ǫ correspond a` une de´composition re´duite de v(ǫ), par le meˆme raisonnement que
pre´ce´demment, on a
∫
Yǫ
g∗(ξˆw) =
∫
Xv(ǫ)
ξˆw = 0.
Si ǫ n’est pas une de´composition re´duite de v(ǫ), alors g envoie Yǫ dans Xv(ǫ) qui est
de dimension strictement plus petite que Yǫ et donc
∫
Yǫ
g∗(ξˆw) = 0.
De cette proposition, on de´duit que pour tous w ∈ W et ǫ ∈ E , on a :
ξw(v(ǫ)) =
∑
ǫ′ ∈ E, l(ǫ′) = l(w)
et v(ǫ′) = w
σǫ′(ǫ),
ce qui nous redonne bien la proposition 7, a` l’aide du the´ore`me 1.
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