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Abstrak— Web berbahaya (Malicious website) telah 
berhasil menjadi salah satu ketakutan terbesar bagi para 
pengguna internet saat ini. Telah banyak sekali berbagai 
macam kasus kejahatan yang didasari oleh web 
berbahaya ini. Pada penelitian kali ini kami akan 
mencoba mengidentifikasi sebuah web apakah termasuk 
kategori berbahaya atau tidak tanpa melihat langsung isi 
dari konten web tersebut. Teknik yang digunakan dalam 
pengklasifikasian yaitu Logistic Regression.  Data yang 
digunakan sebanyak 1000 baris dengan  10 variabel 
prediksi dan akurasi yang didapatkan cukup tinggi 
yakni sebesar 94%. 
Kata Kunci — Klasifikasi, Logistic Regression, 
Malicious Web (Web berbahaya) 
I. PENDAHULUAN 
Pada saat ini web telah menjadi platform global  
yang sangat penting untuk  berkomunikasi, kegiatan 
jual beli, serta kegiatan pembelajaran. Seringnya 
pengguna web menyimpan dan mengelola informasi 
yang sangat penting. Maka menarik perhatian para 
penjahat internet yang menggunakan web dan internet 
dengan cara memanfaatkan kerentanan yang ada pada 
web tersebut demi kepentingan pribadi. 
Web Berbahaya  adalah salah satu contohnya. 
Konten web berbahaya telah menjadi jalan  yang paling 
efektif bagi para penjahat internet. Pada umumnya para 
penjahat sering menggunakan metode eksploitasi 
drive-by-download dalam aksinya[1]. 
Para penjahat internet melibatkan pengiriman email 
yang terlihat seperti  dari sumber tepercaya untuk 
mengelabui sang target, sehingga  saat mengklik URL 
(Uniform Resource Locator) akan tertautkan halaman 
web palsu. Dikarenakan saat ini telah banyak sekali 
kasus serangan menggunakan web, upaya besar telah 
dikerahkan untuk mendeteksi berbagai jenis web 
berbahaya yang tersebar di dunia internet[2]. 
Seiring meningkatnya ancaman yang ditimbulkan 
oleh situs web berbahaya seperti penipuan, penyebaran 
malware, pengambilan data pengguna internet secara 
sepihak[3]. Sehingga mulai banyak orang yang 
melakukan penelitian untuk megamankan pengguna 
internet. Sebagai contoh cara penanggulangannya 
adalah dengan  menggunakan daftar hitam yang 
berisikan  web berbahaya. 
Pada penelitian sebelumnya, dengan mengunakan 
metode Logistic Regression juga didapatkanlah tingkat 
kesalahan dalam mendeteksi web berbahaya yaitu 
sebesar 1.5%. Selain itu pada penelitian yang sama 
didapatkan bahwa tingkat kesalahannya lebih kecil 
dibandingkan dengan metode seperti Naive Bayes 
yakni sebesar 3.5% dan SVM yaitu sebesar 1.8%[4]. 
Dalam penelitian kali ini, kami akan 
mengklasifikasikan apakah sebuah web tersebut 
berbahaya atau tidak tanpa memeriksa konten 
sebenarnya. Penelitian ini  termotivasi dari penelitian 
sebelumnya yang menunjukkan bahwa web berbahaya 
memiliki ciri pembeda tertentu dari web pada 
umumnya[5][6]. 
II. METODOLOGI 
A. Dataset 
Pada  penelitian kali ini kami mengambil contoh 
dataset Malicious and Benign websites yang berasal 
dari website Kaggle dan berisikan lebih kurang 1000 
web[7]. Kami mencoba menggunakan 10 variabel 
yang berbeda sebagai variabel  prediksi (Predictor). 
Dapat diihat pada Tabel I. 
 
TABEL I. Variabel yang digunakan. 
Variabel Definisi 
URL LENGTH 
Banyaknya Karakter yang 
terdapat didalam url dari 
web tersebut 
NUMBER SPECIAL 
CHARACTERS 
Merupakan jumlah 
karakter bersifat khusus 
yang  terdapat didalam 
URL dari web tersebut 
seperti “/”, “%”, “#”, “&”, 
“. “, “=” 
DIST REMOTE TCP 
PORT 
Merupakan jumlah Port 
yang terdeteksi di dalam 
URL tersebut dan berbeda 
dengan TCP 
REMOTE IPS 
Variabel yang memilki 
jumlah total IP yang 
terhubung ke Honeypot 
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APP BYTES 
Jumlah byte yang 
ditransfer 
SOURCE APP 
PACKETS 
Paket yang dikirim ke 
server  
REMOTE APP 
PACKETS 
Paket yang diterima dari 
server  
SOURCE APP 
BYTES 
Jumlah byte yang 
ditransfer ke server  
REMOTE APP 
PACKETS 
Jumlah byte yang diterima 
dari server  
APP PACKETS 
Jumlah IP yang di hasilkan  
selama komunikasi antara 
Honeypot dan sever 
 
Sedangkan untuk variabel respon kami 
menggunakan variabel bertipe kelas yakni 1 dan 0. 
Dalam artian jika memenuhi respon 1 maka web 
tersebut adalah web berbahaya, sedangkan jika 
memenuhi respon  0  maka web tersebut adalah web 
normal. 
B. Logistic Regression 
Logistic Regression merupakan salah satu metode 
statistika yang sering digunakan untuk menganalisis 
data yang mendeskripsikan antara variabel respon 
dengan satu atau lebih variabel prediksi. Variabel 
respon dari  Logistic Regression bersifat dikotomi yang 
hanya bernilai 1 (ya) dan 0 (tidak), sehingga variabel 
respon yang dihasilkan akan mengikuti distribusi 
Bernoulli dengan fungsi probabilitas sebagai berikut 
[8]. 
𝒇(𝒚𝒊) =  𝝅(𝒙𝒊)𝒚𝒊൫𝟏 −  𝝅(𝒙𝒊)൯
𝟏ି𝒚𝒊   
        dengan  𝒚𝒊 = 𝟎, 𝟏                     (1) 
Berdasarkan Persamaan (1) didapatkanlah model 
persamaan  Logistic Regression (2)  
𝝅(𝒙)
=  
𝒆𝒙𝒑(𝜷𝟎 + 𝜷𝟏𝒙𝟏+. . . +𝜷𝒑𝒙𝒑)
𝟏 + 𝒆𝒙𝒑(𝜷𝟎 + 𝜷𝟏𝒙𝟏+. . . +𝜷𝒑𝒙𝒑)
                 (𝟐) 
Dari persamaan (2) diatas  dapat kita 
transformasikan yang biasa disebut dengan 
tranformasi logit 𝜋(𝑥) untuk memperoleh fungsi dari 
g(x) yang linear dalam parameternya, sehingga 
mempermudah prediksi parameter regresi yang 
dirumuskan dengan persamaan (3)  
𝒈(𝒙) = 𝐥𝐧 ൤
𝝅(𝒙)
𝟏 − 𝝅(𝒙)
൨
=  𝛃𝟎 + 𝛃𝟏𝐱𝟏+. . . +𝛃𝐩𝐱𝐩      (𝟑) 
 
Metode Maximum Likelihood Estimator (MLE) 
merupakan teknik yang digunakan untuk mencari titik 
tertentu sehingga dapat memaksimumkan sebuah 
fungsi. Metode ini juga digunakan untuk memprediksi 
parameter-parameter yang terdapat dalam model 
Logistic Regression. Metode ini memprediksi 𝛽 
dengan menggunakan fungsi likelihood. Fungsi 
likelihood yang digunakan adalah  
    
𝑳(𝜷) =  𝒍𝒏൫𝒍(𝜷)൯ =  ∑ ൣ∑ 𝒚𝒊𝒙𝒊𝒋𝒏𝒊ୀ𝟏 ൧
𝒑
𝒋ୀ𝟎 𝜷𝒋 − ∑ 𝐥𝐧
𝐧
𝐢ୀ𝟏 ቈ𝟏 +
𝐞𝐱𝐩 ቆ෍ 𝜷𝒋𝒙𝒊𝒋
𝒑
𝒋ୀ𝟎
ቇ቉                         (4) 
           
Dari Persamaan (3)  dapat kita diferensialkan 
terhadap 𝛽, setelah itu disamakan dengan 0, tetapi cara 
ini sering kali memperoleh hasil yang bersifat implisit. 
Untuk mengatasi masalah ini dilakukanlah  metode 
iterasi Newton Rhapson dengan tujuan membesarkan 
fungsi likelihood [9]. 
Praktek pengujian parameter menggunakan metode 
Logistic Regression ini dapat  dilakukan bisa secara 
serentak ataupun secara bergiliran. Dalam pengujian 
serentak statistik uji yang digunakan adalah statistik G 
test atau yang biasa disebut dengan likelihood Ratio 
Test. S[8]. 
Salah satu cara yang digunakan untuk 
menginterpretasi koefisien variabel prediksi yakni 
dengan menggunakan metode Odds ratio. Odds ratio 
berfungsi  sebagai  penunjuk perbandingan peluang 
muncul atau tidak munculnya dari   suatu kejadian. 
Jika nilai odds ratio  kurang dari 1, maka antara 
variabel prediksi dan variabel respon terdapat 
hubungan negatif setiap kali perubahan nilai variabel 
prediksi (X) dan jika nilai odds ratio yang didapatkan 
lebih besar dari 1, maka antara variabel prediksi dan 
variabel respon terdapat hubungan positif setiap kali 
perubahan nilai variabel prediksi (X). Statistik uji yang 
digunakan dalam pengujian kesesuaian model adalah 
statistik Hosmer-Lemeshow Test(Cˆ). 
 
C. Evaluasi model menggunakan matriks confusion 
Langkah selanjutnya kami akan mengevaluasi 
kinerja model tersebut  pada beberapa data testing 
(uji). Matriks confusion merupakan salah satu  metode 
yang dipakai untuk mengukur kinerja dari suatu teknik 
klasifikasi pada suatu set data testing yang nilai-nilai 
sebenarnya sudah diketahui. Nilai matriks confusion 
dapat dilihat pada Tabel II. 
 
TABEL II. Matriks Confusion. 
n = Y1 + Y2 
Prediksi : Prediksi :  
Tidak  Ya  
Aktual : 
TN FP Y1 = TN +FP 
Tidak 
Aktual : 
FN TP Y2 = FN +TP 
Ya 
 
X1 = TN +FN X2 = FP +TP 
 
  
 
TP adalah singkatan dari True Positive yang 
merupakan kasus dimana kita memprediksi YES dan 
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nilai aktualnya benar. TN adalah singkatan dari True 
Negative yang merupakan kasus dimana kita 
memprediksi NO dan nilai aktualnya salah. FP adalah 
singkatan dari False Positive yang merupakan kasus 
dimana kita memprediksi YES dan nilai aktualnya 
adalah salah. FN adalah singkatan dari False Negative 
yang merupakan kasus dimana kita memprediksi NO 
dan nilai aktualnya benar. 
Sehingga dapat kita hitung untuk mendapatkan 
tingkat akurasinya dengan  menggunakan persamaan 
       
 Akurasi  = ( TP + TN ) / Total  (5) 
Namun, selain dapat mengetahui seberapa besar 
tingkat akurasinya dengan matriks confusion. Kita juga 
dapat mengetahui seberapa besar eror dalam hal  
prediksi, dengan menggunakan persamaan 
Eror = ( FP + FN ) / Total   (6) 
Tidak terbatas sampai disitu, dengan matriks 
confusion  juga bisa kita dapatkan nilai-nilai lainnya 
seperti : 
 
Nilai Precision adalah nilai yang menunjukkan 
seberapa besar tingkat ketepatan antara informasi yang 
diminta seseorang dengan jawaban yang diberikan 
oleh sistem . Nilai precision dapat diketahui dengan 
menggunakan persamaan 
 
  Precision  = TP / (TP+FP)   (7) 
Nilai Recall  nilai yang menunjukkan seberapa 
besar tingkat keberhasilan suatu sistem dalam 
menemukan kembali sebuah informasi. Nilai Recall 
dapat diketahui dengan menggunakan persamaan 
 
Recall = TP / (TP+FN)   (8) 
      Nilai F-Measure (F1-Score) merupakan salah satu 
perhitungan evaluasi yang mengkombinasikan nilai 
recall dan nilai  precision. Nilai recall  dan nilai  
precision pada suatu keadaan dapat memiliki bobot 
yang berbeda. Dapat diketahui dengan menggunakan 
persamaan 
F1 = 2 x  (𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏  𝑿 𝑹𝒆𝒄𝒂𝒍𝒍) 
(𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏  ା 𝑹𝒆𝒄𝒂𝒍𝒍)
  (9) 
D. Evaluasi model menggunakan matriks confusion 
Metode seleksi fitur memegang peran penting 
dalam memilih atribut yang signifikan, melalui 
penghapusan atribut yang tidak relevan. Oleh karena 
itu metode ini dapat digunakan untuk mengidentifikasi 
variabel prediksi yang paling  berpengaruh untuk 
menghasilkan variabel respon nantinya[10]. Dengan 
menggunakan  metode seleksi fitur ini dapat 
meningkatkan akurasi prediksi dan juga dapat  
mengurangi ukuran struktur data menjadi lebih efektif 
dari sebelumnya[11]. 
Menurut kami, setidaknya ada empat langkah dasar 
dalam  menggunakan metode seleksi fitur[12] bisa 
dilihat  pada Gambar 1. 
 
Gambar.1. Langkah-langkah feature selection  
1. Generation Procedure, untuk menghasilkan 
subset kandidat berikutnya. 
2. Evaluation Function, untuk mengevaluasi 
bagian yang diperiksa. 
3. Stopping Criterion, untuk memutuskan kapan 
harus berhenti. 
4. Validation Procedure, untuk memeriksa 
apakah subset valid. 
E. Kurva ROC( Receiver Operator Characteristic) 
ROC adalah grafik dua dimensi dengan FP sebagai 
garis horizontal dan TP sebagai garis vertikal[13]. 
Kurva ROC  bertujuan menunjukkan akurasi dan 
membandingkan klasifikasi secara visual. ROC dapat  
mengekspresikan hasil dari perhitungan  matriks 
confusion, yaitu  hubungan antara FPR (False Positive 
Rate) dan TPR (True Positive Rate). 
FPR =  FP / (FP + TN)   (10) 
TPR = TP / (TP + FN)  (11) 
Dari  hubungan antara TPR dan FPR, kita dapat  
mengetahui bahwa semakin luas jarak antara garis yang 
dihasilkan dengan baseline maka semakin bagus hasil 
prediksi yang didapatkan. 
 
III. HASIL DAN PEMBAHASAN 
Pada bagian ini kami akan membahas hasil dari 
penelitian mengenai identifikasi web berbahaya 
menggunakan metode Logistic Regression. Seperti 
dijelaskan pada bagian di atas kami mengumpulkan 
data sebanyak  1000 web sebagai bahan analisa.  Pada 
penelitian kali ini setelah pengidentifikasian maka 
didapatkanlah hasil pada Gambar.2. 
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Gambar.2. Jumlah dari web berbahaya dan web normal 
Terlihat dari Gambar 2  bahwa dari 1000 web yang 
kami kumpulkan didapatkan hasil kurang lebih 
sebanyak 900 web memenuhi kondisi 0 yang berarti 
web tersebut adalah web  normal, sedangkan kurang 
lebih sebanyak 100 web memenuhi kondisi 1 yang 
berarti web tersebut adalah web  berbahaya. 
Selain itu pada Gambar.3 dapat dilihat bahwa 
variabel URL LENGTH dan NUMBER SPECIAL 
CHARACTERS sangatlah berpengaruh dalam 
memprediksi web berbahaya atau web normal. 
 
Gambar.3. Hasil feature selection 
Selanjutnya kami membagi data tersebut menjadi 
70:30, dengan 30% dijadikan data dan selebihnya 
menjadi data training. Lalu kami pun melanjutkan 
penelitian ke tahap prediksi  dengan menggunakan data 
yang sudah terbagi menjadi data training dan data 
testing tersebut dapat dilihat pada Tabel III. 
 
TABEL III. Hasil berupa nilai Precision,Recall,dan F1-Score 
  Precision Recall F1-Score 
0 0.98 0.95 0.97 
1 0.67 0.8 0.73 
Avg/Total 0.94 0.94 0.94 
 
Dapat kita lihat bahwa nilai precision sebesar 94%, 
nilai recall sebesar 94% sedangkan nilai dari f1-score 
didapatkan sebesar 94%. Selanjutnya kami mencoba 
menggunakan evaluasi model Menggunakan matriks 
confusion untuk memperjelas hasil dari 
pengidentifikasian data kami seperti pada Tabel IV. 
 
TABEL IV. Hasil penelitian dalam bentuk Matriks Confusion. 
n = 291 
Prediksi : Prediksi :  
Tidak Ya  
Aktual : 
TN = 249 FP = 12 Y1 = 261 
Tidak 
Aktual : 
FN = 6 TP = 24 Y2 = 30 
Ya 
 X1 = 255 X2 = 36  
  
 
Dengan  menggunakan persamaan (5) Maka 
didapatkan tingkat akurasi  yakni sebesar 94% dan 
dengan  menggunakan persamaan (6) didapat error 
sebesar 6%. Dari Gambar 4 dengan menggunakan 
kurva ROC dapat kita bahwa tingkat prediksi dari 
model yang dihasilkan cukup memuaskan.  
 
Gambar.4. Visualisasi hasil penelitian menggunakan kurva 
ROC 
 
IV. KESIMPULAN 
Berdasarkan hasil dan pembahasan yang telah 
dilakukan didapatkan tingkat akurasi prediksi 
menggunakan metode Logistic Regression cukup 
tinggi, yakni mencapai angka 94%. Kami juga 
mendapatkan tingkat error yang cukup kecil yakni 
sebesar 6%. 
Selain itu, kami juga menemukan nilai precision, 
nilai recall, dan  nilai dari F1-score sama-sama 
didapatkan sebesar 94%. 
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