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 excellent results in both, stabilization and trajectory tracking 1. Introduction
High performance motor drive systems are of primary
importance in any industrial application [1]. The DC motor
is an essential source of movement in electromechanical
systems which are not too powerful [2]. Its main advantage
is that it is easy to control the speed or position with a
wide adjustable range in order to follow a predetermined
time trajectory under different load inputs [3]. Extensive
research efforts have been carried out in the past, and var-
ious applications can be found in literature: Applications
include robot manipulators [4], positioning tables [5],
liquid pumps [6], overhead crane mechanisms [7] or disk
motion control [8], among many others. The study of effec-
tive control methods which exploit the high-speed and
high accuracy positioning/tracking performance of DC mo-
tors has been the subject of sustained interest for manyyears. High speed operation is usually required to achieve
high productivity, and precision/accuracy becomes more
and more rigorous because of the reduced size of the mod-
ern electromechanical applications [9]. In [10] Eker com-
bined traditional root mean square errors with discrete
time identiﬁcation algorithms for the on-line control of a
mechanical system. Olsson et al. [11] proposed the control
of a DC motor using the Coulomb friction estimation and
its corresponding compensation. Nouri et al. [12] studied
the problem of controlling the speed of a DC motor by
using recurrent neural networks, and a sliding mode con-
trol with a PID type of sliding surface is implemented in
[13]. In recent years, algebraic techniques have been devel-
oped for the fast, on line, reliable estimation, or identiﬁca-
tion, of system parameters, states, failures and input
perturbations. The fundamentals of the approach, for the
linear system case can be found in the works of Fliess
and Sira-Ramírez [14–16], and one of the procedures for
parameter identiﬁcation of a DC Motor model was pre-
sented in [17].
In this paper, a new control scheme is proposed for the
trajectory tracking of a DC motor in the presence of un-
known nonlinear effects caused by Coulomb friction, mod-
el parametric uncertainties and possible noisy effects in
the input control and the output signal. It employs a faster,
non-asymptotic, algebraic approach for the determination
of time derivative estimates of a signal under additive
noise levels and it is endowed with a compensation term
based on an algebraic derivative disturbance estimator.
The algebraic derivative method relies on a truncated Tay-
lor series approximation of an analytical time signal and its
representation as a chain of integrators. The use of opera-
tional calculus permits the inﬂuence of initial values to
be eliminated, and a triangular system of equations is ob-
tained which allows the respective signal time derivatives
to be solved up to a certain desired order. The result is a
general representation of a linear, time-varying output
equation that allows an online-estimation of the required
time derivatives [18]. As this approximation is only valid
during a certain ﬁnite time interval, a periodic resetting
of the calculations is necessary. The use of two parallel
overlapping estimators to reduce the effects of the compu-
tational resettings was presented in [19]. The estimation of
the disturbance values and their corresponding compensa-
tion in the control system is very important in precision
mechanisms because their nonlinear behavior may result
in steady state errors, limit cycles, or poor performance
[11].
The paper is structured as follows: Section 2 illustrates
the dynamic model of the DC servomotor and the problem
formulation. Section 3 brieﬂy introduces the theory behind
the algebraic derivative method and the notion of an over-
lapping estimator as a means to improve the quality of the
derivative estimators under noisy conditions. Section 4 is
devoted to deriving the feedforward controller, based on
algebraic derivative and parameter estimation, which is
used in the position control of a DC motor. The velocity
and the parameter estimation is carried out by means of
an overlapping algebraic derivative estimator. This section
shows that the proposed controller produces an asymptot-
ically exponentially convergent tracking error behavior to-
wards the origin of coordinates in the error space. In
Section 5, comparisons between a PD controller with Cou-
lomb compensation and the robust feedforward controller
are illustrated to evaluate the performance and remarkable
improvements in the system response. Section 6 describes
a laboratory experimental setup and presents the results
obtained with the proposed control algorithm. Finally,
Section 7 is devoted to the conclusions of this article and
proposals for future work.(a)
Fig. 1. (a) Complete ampliﬁer scheme;2. The DC motor model and problem formulation
2.1. DC motor dynamics
This section is devoted to the background results of the
linear model of the DC motor. It is assumed that the linear
model is affected by an unknown perturbation input
caused by Coulomb friction effects (see [11]). The DC
motor is assumed to be fed via a servo-ampliﬁer with a
current, inner loop, control. The main dynamic equation
of the system is obtained from Newton’s Second Law:
ku ¼ J€hm þ m _hm þ Cc _hm
 
; ð1Þ
where u is the motor input voltage that acts as the control
variable for the system. This is the input to a servo-ampli-
ﬁer which controls the input current to the motor by
means of an internal PI current controller (see Fig. 1(a)).
The electrical dynamics can be ignored because it is much
faster than the mechanical dynamics of the motor, signify-
ing that the servo-ampliﬁer can be considered as a con-
stant relation, ke, between the voltage and the current to
the motor: im = keu (see Fig. 1(b)), where im is the armature
circuit current, ke includes the gain of the ampliﬁer, ~k, and
R is the input resistance of the ampliﬁer circuit. The mag-
nitude J is the inertia of the motor and gear [kg m2], m is
the viscous friction coefﬁcient and Cc is the unknown Cou-
lomb friction torque which affects the motor dynamics.
This nonlinear friction term is considered as a perturbation
and obeys the following equation:
Cc ¼ CCoul  sign _hm
 
; ð2Þ
where CCoul is the static friction value which the motor tor-
que must exceed to start the axis motions. The parameter k
is the electromechanical constant of the motor servo-
ampliﬁer system and €hm and _hm are the angular accelera-
tion of the motor and the angular velocity of the motor,
respectively. The constant factor n is the reduction ratio
of the motor gear; thus hm ¼ hm=n, where hm is the position
of the motor gear and hm is the position of the motor shaft.
Moreover, Cc ¼ Ccn, where Cc is the Coulomb friction tor-
que in the motor gear.
The total torque delivered to the motor CT is directly
proportional to the armature circuit in the form CT = kmim,
where km is the electromechanical constant of the motor.
The electromechanical constant of the motor servo-ampli-
ﬁer system is therefore k = kmke. Manipulating expression
(1) one obtains:
u ¼ J
k
€hm þ mk
_hm þ
Cc
k
: ð3Þ(b)
(b) equivalent ampliﬁer scheme.
In order to simplify the developments, let K = k/n, A = K/J,
B = m/J. If substitutions are made in the previous expres-
sion, the following DC motor dynamics are obtained in
terms of variables on the side of the motor gear:
Au ¼ €hm þ B _hm þ Cc
Jn2
: ð4Þ2.2. Problem formulation
Consider the previously described DC motor dynamics
presented in (4). Given a desired sufﬁciently smooth refer-
ence trajectory hmðtÞ for the position of the motor gear, hm,
and taking into account the possibly noisy measurements
of the input signal, u, and of the output signal, hm, and
possible unknown nonlinear effects caused by Coulomb
friction and model parametric uncertainties, devise an out-
put feedback controller, u, which guarantees the asymp-
totic tracking of hmðtÞ by the system output hm.
3. Algebraic time derivative calculations
In an observable system, the state estimation problem
is intimately related to the problem of computing the suc-
cessive time derivatives of the output and input signals in a
sufﬁciently large number (see [20]). A non-asymptotic
algebraic procedure for the approximate estimation of
the system states is brieﬂy presented below. The method
is based on results from differential algebra and furnishes
some general formulae for the time derivatives of a
measurable signal. Some other interesting contributions
also propose non-asymptotic approaches to state estima-
tion in dynamical systems (See, for example, the works
[21–23]).
3.1. Mathematical framework
Some steps of the derivation presented in [18] are now
recalled for the sake of simplicity. Let us consider an arbi-
trary, analytic time signal yðtÞ; y : Rþ0 ! R. In the vicinity of
t = tr, the following (N  1)th order polynomial model for
the approximation of the signal y(t) is valid
yðtÞ  ~yðtÞ ¼
XN
i¼1
yði1ÞðtrÞ
ði 1Þ! ðt  trÞ
i11ðt  trÞ: ð5Þ
It is possible to differentiate ~yðtÞ at least N-times with
respect to time, so as to obtain an expression that is
identical to zero. In the operator domain ðeY ðsÞ ¼ L½~yðtÞÞ,
this reads as:
sN eY ðsÞ XN
i¼1
sNiyði1ÞðtrÞ
!
 estr ¼ 0; ð6Þ
which involves only standard rules of operational calculus,
and the expression estr originates from the time shift to
t = tr. Taking into account that estr – 0, the following result
is obtained:
sN eY ðsÞ XN
i¼1
sNiyði1ÞðtrÞ ¼ 0: ð7ÞIn order to eliminate the initial conditions, y(i1)(tr), it is
necessary to differentiate N times with respect to the com-
plex operator s. One obtains:
dN
dsN
sN eY ðsÞ  ¼ 0: ð8Þ
Since the highest degree of s in the above expression is N, it
is easy to see that the Nth time derivative of ~yðtÞ can be ex-
pressed in terms of lower order derivatives. Pre-multiplica-
tion by an iterated integration operator therefore results in
a recursive system with which to determine all required
time derivatives of ~yðtÞ, i.e., the expressions given by
sm
dN
dsN
sN eY ðsÞ  ¼ 0; m ¼ N  1;N  2; . . . ;N  g ð9Þ
contains, respectively, implicit information on the ﬁrst,
second, . . ., (N  1)th derivatives of y(t) in an approximate
manner. According to [18] the following result is obtained,
~yðiÞðtÞ ¼ 1
ðt  trÞi
ðN þ i 1Þ!
ðN  i 1Þ!i! yðtÞ
þ
X
j¼1
N þ i j 1
i j
  ðN  j 1Þ!
ðN  i 1Þ!
zjðN; tÞ
ðt  trÞNþij
;
i ¼ 1; . . . ; m; ð10Þ
where the ﬁlter states zj(N, t), j = 1, . . ., N  1, obey
_zjðN; tÞ ¼
N
jþ 1
 2
ðjþ 1Þ!ð1Þjðt  trÞNj1yðtÞ
þ zjþ1ðN; tÞ; j ¼ 1; . . . ;N  2;
_zN1ðN; tÞ ¼ N!ð1ÞN1yðtÞ; ð11Þ
which is an (N  1)th order time-varying, linear ﬁlter with
homogeneous initial conditions zj(N, tr) = 0 for j = 1, . . .,
N  1. Note that at time t = tr the above formulae yields
an indetermination. In fact, the ﬁnite precision of the
numerical processors signiﬁes that the computation will
not be appropriately deﬁned in a small interval of time of
the form: [tr, tr + ). The formulae for _~y, €~y, etc., are therefore
valid for tP tr +  > 0. During the interval of time [tr, tr + ),
we may replace their values with arbitrary constant values
or with appropriate function approximations (see [18] for
details). The issue of how and when to update, or re-initial-
ize, the computations is examinated next.
3.2. Calculations resettings
The validity of the formulae for the estimates of y(i)(t) in
the open time interval [tr + , t) becomes questionable as t
grows, owing to the approximate nature of the truncated
Taylor series expansion adopted. The calculations need to
be reset at a particular ﬁnite time tr. In this work, the reset
policy of equidistant intervals is used. This strategy consists
of choosing time intervals whose length T may be arbi-
trarily ﬁxed at the outset. The validity of the formulae in
each interval of the form [tr + , tr + T) is thus assumed.
Clearly, T . Naturally, this entitles choosing a small
value for T. The determination of T may require some
additional off-line trial and error runs. This strategy is
obviously highly dependent on the encoding system and
requires judgment rather than an objective criterion
evaluation. Alternatively, dynamic reset policies can be
chosen to achieve the automatic resetting of the calcula-
tions when the actual values of such derivatives are not
known beforehand (see [18] for details).
3.3. Noise with unknown statistical properties
It is assumed that y(t) is perturbed by an additive zero
mean noise with otherwise unknown statistical properties.
In order to enhance the signal-to-noise ration (SNR), we
simultaneously ﬁlter the numerator n(t) and denominator
d(t) using the same low pass ﬁlter [24]. If advantage is
taken of the estimator rational form in (10), then the
quotient will not be affected by the ﬁlters. This invariance
is emphasized with the use of the different notations in the
frequency and time domain such as:
yðiÞðtÞ ¼ nf ðtÞ
df ðtÞ ¼
FðsÞnðtÞ
FðsÞdðtÞ ; ð12Þ
where nf(t) and df(t) are the ﬁltered numerator and denom-
inator, and F(s) is the being ﬁlter used. The choice of this
ﬁlter depends on the a priori knowledge of the system that
is available. Nevertheless, if such knowledge does not exist,
pure iterated integrations of the form 1/sk, kP 1 may be
utilized whenever zero mean high frequency noise is
assumed. This hypothesis has been motivated by recent
developments in the non-standard analysis of a new
non-stochastic noise theory (see [25] for further details).
3.4. Overlapping derivative estimators technique
From Eq. (10) it is clear that, for numerical reasons, a
small interval of time  has to elapse before the results of
the estimators become accurate (note the singularity at
t = tr). Moreover, depending on the amount of noise n(t)
associated with the measured signal y(t), a certain period
of integration time is also needed for the ﬁlters to attenu-
ate the noise effects. Furthermore, the Taylor polynomial
approximation signiﬁes that the estimation of the signal,
~yðtÞ, will start to diverge from the true signal y(t) when
the time difference t  tr becomes signiﬁcantly large. For
a proper update of the derivative estimation, a reset of
the ﬁlter states to zero may be necessary at some instant,
implying a new -period of integration time before we
again achieve accurate estimation results. In order to
enlarge the intervals of validity of the estimation scheme
proposed, the following estimation policy is introduced:
two estimators run simultaneously but in an overlapping
fashion so as to obtain valid results at all times except in
the very ﬁrst -interval. The re-initialization of each0
T/2
T
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Fig. 2. Time setting foidentiﬁer is separated by a time interval of duration T/2.
This can be performed by deﬁning two time lines, t1 and
t2, which are deﬁned as follows:
t1 ¼t mod T;
t2 ¼t  T=2 mod T; ð13Þ
where the time line for the ﬁrst identiﬁer is deﬁned as t1
and, similarly, t2 for the second identiﬁer. The ﬁrst identiﬁer
is re-initialized when t1 = 0 and the second identiﬁer when
t2 = 0. This policy is called a switched overlapping estimators
technique. Fig. 2 depicts the time lines for both identiﬁers.
An alternative approach to algebraic derivative estimation
based on a receding horizon strategy is presented in [26]
and a experimental application in a brake-testbench is pre-
sented in [27]. In this method, the estimation values of the
parameters are exactly the same than the proposed in the
overlapping derivative estimation technique. The approach
exhibits efﬁciency in the calculation of the parameters to be
estimated because it avoids the numerical saturation of the
numerator and the denominator of each parameter to be
estimated. On the other hand, the proposed overlapping
derivative estimation technique resets one of the estimators
while the original remains active and vice versa (i.e., it re-
sets the previously active one while the second estimator
is still valid and non-saturated). This allows the avoidance
of discontinuities in the derivative calculation process. To
obtain an optimum performance of the algebraic derivative
estimation, the choice of a speciﬁc time function allows one
to take inﬂuence on the sensitivity to noise and the adapta-
tion speed (see [28] for details). In the work presented in
this manuscript, we opt of the use of the switched overlap-
ping estimators technique because its simplicity and the re-
sults obtained are good enough for our purposes.
4. Controller design
This section presents the proposed feedback control
approach for the solution of the trajectory tracking control
of DC motors. The proposed method has the following
advantages: (a) It does not require any statistical knowl-
edge of the noises corrupting the data; (b) the derivative
estimation does not require initial conditions or depen-
dence between the system input and output and (c) the
algorithm is computed on-line and in real time. A robust
feedforward proportional derivative (PD) controller has
been implemented which utilizes an overlapping algebraic
derivative estimator and an algebraic derivative distur-
bance estimator. This sort of scheme is used because the
derivative action reduces the overshooting that produces
the integral action that appears in Proportional Integral
(PI) Controllers and which could destabilize the systeme
t1 t2
5T/2 3T 7T/2
r each identiﬁer.
Fig. 3. Designed control scheme.when high integral gain values are used. In comparison, the
classical PD controller eliminates such overshooting but
includes a steady state error when constant perturbations
affect the system dynamics. The controller proposed in this
work, which is illustrated in Fig. 3, achieves excellent
results for both, stabilization and trajectory tracking tasks.
The different parts of the proposed control scheme are
explained in the following subsections.
4.1. Feedback controller
If the dynamical model of the motor presented in (4) is
considered, then the voltage applied to the motor can be
written as
u ¼ 1
A
ð€hm þ B _hmÞ þ d; ð14Þ
where d is a perturbation that includes the effects pro-
duced by the Coulomb friction, Cc/(Jn2A) which depends
only on the sign of the angular velocity, and possible model
parametric uncertainties. The controller to be designed
must be robust with regard to these unknown piecewise
disturbances that affect the motor dynamics. A direct exact
linearization based feedback controller design with which
to accomplish the tracking of a given desired output motor
gearbox angular position, hm, is given by:
uðtÞ ¼ 1
A
€hm þ B _hm  k1ð _hm  _hmÞ  k0ðhm  hmÞ
h i
þ d; ð15Þ
where the control law can be uniquely speciﬁed if the
parameter d is known. In this case, the closed loop tracking
error, ehm ¼ hm  hm, evolves governed by
€ehm þ ðBþ k1Þ _ehm þ k0ehm ¼ 0: ð16ÞThe parameters {k1, k0} can be designed by choosing to
place the closed loop poles in a desired location in the left
half of the complex plane. The two poles can be located at
the same point of the real line, s = p, where p is a strictly
positive constant parameter. The following characteristic
equation is achieved:
ðsþ pÞ2 ¼ s2 þ 2psþ p2 ¼ 0: ð17Þ
The characteristic equation of the closed loop system is,
s2 þ ðBþ k1Þsþ k0 ¼ 0: ð18Þ
If terms of the same degree are equated in (17) and (18)
then the value of the coefﬁcients {k1, k0} is obtained. These
are given by:
k1 ¼ 2p B; k0 ¼ p2: ð19Þ
We have thus proven the following proposition:
Proposition 1. Given the second order perturbed system of
the DC motor presented in (4), where it is assumed that the
velocity of the motor gear, _hm, is perfectly measurable, and the
magnitude d is known, and given a sufﬁciently smooth
reference trajectory hmðtÞ for the position of the motor gear,
hm, then under the appropriate choice of the design param-
eters {k1, k0}, such that the characteristic polynomial of the
closed loop linear system, p(s) = s2 + (B + k1)s + k0, is a Hur-
witz polynomial, and the controller (15) provides the desired
tracking error equilibrium point, ehm ðtÞ ¼ hm  hm ¼ 0, with
an exponentially asymptotically stable nature.4.2. Algebraic derivative estimator
Only the measured motor position hm is used for the
synthesis of the proposed feedback-control law (15). How-
ever, the controller requires the ﬁrst time derivative of the
position of the motor gear, _hm, to implement the control
law described above, the ﬁrst and second time derivatives
of the position of the motor gear, _hm and €hm respectively, to
compute the algebraic disturbance observer described in
Section 4.3, and these signals are not available for mea-
surement. In this section, an estimate of these time deriv-
ative signals is carried out via algebraic estimation
techniques, as explained in Section 3. The time derivatives
of the measured output, hm(t) are generated using a trun-
cated Taylor series expansion, up to a sixth order, of hm(t)
around the re-initialization time tr:
~hmðtÞ ¼
X5
i¼1
hði1Þm ðtrÞ
ði 1Þ! ðt  trÞ
i1
; ð20Þ
which, in the frequency domain, leads to the identity
d5
ds5
s5HmðsÞ
  ¼ 0: ð21Þ
Based on the previous developments, the derivative calcu-
lations in terms of a time varying linear ﬁlter are written
(according to expression (11)) as follows:_hmeðtÞ ¼
arbitraryconstant fort 2 ½tr; tr þ Þ;
1
ðttrÞ5
20ðt trÞ4hmðtÞ þ z1ðtÞ
h i
fortP tr þ ;
(
ð22Þ
€hmeðtÞ ¼
arbitraryconstant fort 2 ½tr; tr þ Þ;
1
ðttrÞ6
180ðt trÞ4hmðtÞ þ 15z1ðtÞ þ ðt trÞz2ðtÞ
h i
fortP tr þ ;
(
ð23Þwhere
_z1ðtÞ ¼ 200ðt  trÞ3hmðtÞ þ z2ðtÞ;
_z2ðtÞ ¼ 600ðt  trÞ2hmðtÞ þ z3ðtÞ;
_z3ðtÞ ¼ 600ðt  trÞhmðtÞ þ z4ðtÞ; ð24Þ
_z4ðtÞ ¼ 120hmðtÞ: ð25Þ
The above formulaes for the estimation of the velocity and
the acceleration of the motor gear, _hm and €hm, are valid
after a small time interval of duration  has elapsed from
the instant t = tr, i.e., during the interval [tr + , t). A new
resetting must be carried out when the validity of the
approximation becomes questionable. As was explained
in Section 3, assuming the fact that 	 tr the use of the
overlapping derivative estimation technique makes it possi-
ble to re-initialize without singularities and substantially
improves the accuracy of the estimation of the derivatives
of the signal. This is carried out by using two identiﬁers, in
a resetting mode conﬁguration, such that the re-initializa-
tion of each identiﬁer is separated in a time interval of T/2 s
(see expression (13)). Fig. 2 shows the settings of each of
the two time lines. It is necessary to denote the ﬁrst and
second estimations for the velocity of the motor gear as_hm1e and _hm2e and the ﬁrst and second estimations of the
acceleration of the motor gear as €hm1e and €hm2e. Further-
more, during the ﬁrst -interval in which the results of
the algebraic derivative estimators are not yet valid, ﬁltered
dirty ﬁrst and second time derivatives of hm are used instead
of an arbitrary constant. The reason for this is that these
terms are in charge of capturing the behavior of the system
in the period of time [0,] in the simulation/experiment,
which could be critical in systems with initial high input
overshooting or in the control of systems of an unstable
nature. The estimations of the velocity and acceleration
of the motor gear based on the two identiﬁers scheme,
the ﬁltered dirty time derivatives, _hme and €hme , are therefore
given by:
_hmeðtÞ¼
_hmdirty ðtÞ for 06 t6 ;
_hm2e ðtÞ for ð06 tmod T < T=2Þ AND ðt>Þ;
_hm1e ðtÞ for ðT=26 tmod T < TÞ AND ðt>Þ;
8><>: ð26Þ
€hmeðtÞ¼
€hmdirty ðtÞ for 06 t6 ;
€hm2e ðtÞ for ð06 tmod T < T=2Þ AND ðt>Þ;
€hm1e ðtÞ for ðT=26 tmod T < TÞ AND ðt>Þ:
8><>:4.3. Algebraic disturbance observer
In the time domain, the disturbance effects that act in
the system can be expressed by means of the following dif-
ferential equation:d ¼ uðtÞ  1
A
ð€hm  B _hmÞ: ð27ÞThe computation of the time derivatives of hm and the volt-
age input control, u(t), clearly makes it possible to recon-
struct the disturbance parameter d. Indeed, an estimate
of the signal d would be obtained usingd^ ¼ uðtÞ  1
A
ð€hme  B _hmeÞ; ð28Þwhere _hme and €hme are the ﬁrst and second time derivatives
estimates of the measured output signal hm.
Finally, we conclude this section by stating our main re-
sult, which has been proven throughout the previous
exposition,
Fig. 4. PD control scheme with Coulomb compensation.
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Fig. 5. Sinusoidal trajectory – evolution of the DC motor position motor gear, hm, using a PD controller with Coulomb compensation and the robust
feedforward PD controller when large initial errors appear and when the Coulomb friction effects are not precisely known.
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Fig. 8. Sinusoidal trajectory – estimation of the DC motor gear velocity, _hm and estimation of the DC motor gear acceleration, €hm when confronted with the
appearance of large initial errors, imprecise knowledge of the Coulomb friction effects, noisy measurements and controller gain mismatches.
Table 1
Sinusoidal trajectory – performances of control methods.
Control method ISE IAE ITAE
PD + Coulomb compensation 0.21  103 31.40  103 15  102
Robust feedforward PD 0.10  103 9.46  103 3.5  102Proposition 2. Given a sufﬁciently smooth reference trajec-
tory, hmðtÞ, for the position of the motor gear, hm(t), in the DC
motor system dynamics:
u ¼ 1
A
ð€hm þ B _hmÞ þ d; ð29Þ
and assuming that only the measurement of the position of
the motor gear, hm(t) is available, and that the applied con-
trol input, u(t), is perfectly known, then, the feedback
controller:uðtÞ ¼ 1
A
€hm þ B _hm  k1ð _hme  _hmÞ  k0ðhm  hmÞ
h i
þ d^;
d^ ¼ uðtÞ  1
A
ð€hme  B _hmeÞ; ð30Þ
_hmeðtÞ ¼
_hmdirtyðtÞ for 0 6 t 6 ;
_hm2e ðtÞ for ð0 6 t mod T < T=2Þ AND ðt > Þ;
_hm1e ðtÞ for ðT=2 6 t mod T < TÞ AND ðt > Þ;
8><>:
€hmeðtÞ ¼
€hmdirty ðtÞ for 0 6 t 6 ;
€hm2e ðtÞ for ð0 6 t mod T < T=2Þ AND ðt > Þ;
€hm1e ðtÞ for ðT=2 6 t mod T < TÞ AND ðt > Þ;
8><>:
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Fig. 9. Bezier trajectory – evolution of the DC motor position motor gear, hm, using a PD controller with Coulomb compensation and the robust feedforward
PD controller when large initial errors appear and when the Coulomb friction effects are not precisely known.
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Fig. 10. Bezier trajectory – evolution of the tracking error, ehm ¼ h hm , using a PD controller with Coulomb compensation and the robust feedforward PD
controller when confronted with the appearance of large initial errors, imprecise knowledge of the Coulomb friction effects, noisy measurements and
controller gain mismatches.produces a closed loop behavior of the tracking error,
ehm ¼ hm  hmðtÞ, which is governed by the linear dynamics
€ehm þ k1 _ehm þ k0ehm ¼ 0; ð31Þ
whose design coefﬁcients {k1, k0} have been chosen so as to
render the origin of the tracking error space at an exponen-
tially stable equilibrium point.
5. Simulation results
Numerical simulations were carried out in order to
verify the performance of the proposed control law in
terms of the quick convergence of the tracking errors toa small neighborhood of zero, smooth transient responses
and low control effort when the system is affected by
large initial errors, inexact knowledge of the effects pro-
duced by the Coulomb friction, noisy measurements and
controller gain mismatches. A robustness comparison be-
tween the scheme proposed and a PD controller (see
Fig. 4) with which to compensate for the Coulomb effects,
which is usually considered to be a robust controller in
robotics applications owing its simplicity and good
performance (see for example [29–33]), is additionally
carried out in order to show the improvements made to
the controller designed. The transfer function considered
for the PD controller was set at PD(s) = kp + kds whose
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Fig. 11. Bezier trajectory – estimation of the parameter, d(t), and the input control, u(t), using a PD controller with Coulomb compensation and the robust
feedforward PD controller when confronted with the appearance of large initial errors, imprecise knowledge of the Coulomb friction effects, noisy
measurements and controller gain mismatches.
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Fig. 12. Bezier trajectory – estimation of the DC motor gear velocity, _hm and estimation of the DC motor gear acceleration, €hm when confronted with the
appearance of large initial errors, imprecise knowledge of the Coulomb friction effects, noisy measurements and controller gain mismatches.
Table 2
Bezier trajectory – performances of control methods.
Control method ISE IAE ITAE
PD + Coulomb
compensation
0.51  103 11.70  103 7.19  103
Robust feedforward
PD
0.46  103 6.22  103 1.79  103gains {kp, kv} were designed to locate all the closed loop
poles in the same location of the negative real axis (i.e.
kp = p2/A and kd = (2p  B)/A) as the proposed controller.
The values of the motor parameters used in the simula-
tions are: A = 92.2339 N/(V kg m); B = 18.8192 N/(kg m);
k = 0.18 N m/V; n = 156 and Cc = 17.7840 N m. The voltage
compensation term caused by the Coulomb friction is
therefore Cc/(Jn2A) = 0.57 V. The servo ampliﬁer accepts
control inputs from the computer in the range of [10,
10] V. The time sampling used in the simulations is
2  103 s. The gains of the controller can be designed
by locating the poles in a reasonable location of the
negative real axis. In our numerical simulations the closed
loop poles have been located at p = 95 rad/s, and the
value of the set of coefﬁcients {k1, k0} were obtained from
the expressions found in (19). At the beginning of the
simulation, the position and the velocity of the motor
gear are deﬁned by hm(0) = 0 and _hmð0Þ ¼ 0, respectively,
and the system is controlled to follow a desired trajectory
prescribed by hmðtÞ. Two different trajectories are used toshow the performance of the proposed controller, which
are: (a) a sinusoidal trajectory given by hmðtÞ ¼ MA sin
ðxtÞ þMB rad with MA = p/12 rad, MB = p/36 rad and
x = 1 rad/s; and (b) It is supposed that the objective is
to transfer the system from an initial equilibrium motor
gear position to a ﬁnal equilibrium motor gear position.
A smooth nominal trajectory hmðtÞ, is then prescribed
during a ﬁnite interval of the form [ti, tf] = [0, 2] s, from
an initial value hmðtiÞ ¼ hmi ¼ p=18 rad to a desired ﬁnal
value hmðtf Þ ¼ hmf ¼ p=2 rad. We set, for instance
Fig. 13. Real DC motor platform.hmðtÞ ¼ hmi þ hmf  hmi
 	
uðs; tf ; tiÞ; ð32Þ
where u(s, tf, ti) is a Bezier polynomial that smoothly
interpolates between 0 and 1 in the time interval [ti, tf]
and s = (t  ti)/(tf  ti). A 10-th order Bezier polynomial is
chosed:uðs; ti; tf Þ ¼
0 for t < ti;
s5 r1  r2sþ r3s2  r4s3 þ r5s4  r6s5
 
for ti 6 t 6 tf ;
1 for t > tf ;
8><>: ð33ÞwhereSimulink Model
C
code
Executable
Program
Real Time 
Parameters Changes
Real Time
Workshop W
Fig. 14. Control system dever1 ¼ 252 r2 ¼ 1050 r3 ¼ 1800;
r4 ¼ 1575 r5 ¼ 700 r6 ¼ 126;
ð34Þ
which guarantees that u(0,ti, tf) = 0, u(1, ti, tf) = 1 and
dkuðs;ti ;tf Þ
dsk js¼0 ¼
dkuðs;ti ;tf Þ
dsk js¼1 ¼ 0, for k = 1, 2, 3, 4.
Simulations are conducted in which an error of the or-
der of 60% in the voltage compensation term caused by
the Coulomb friction (i.e. Cce/(Jn2A) = 0.228 V) and errors
of the order of 20% of the motor parameters A and B are as-
sumed (i.e. Ac = 1.2A and Bc = 1.2B). It should be noted that
noises and errors which corrupt the measuring data are
always found in real applications. In our particular applica-
tion, the encoder in charge of the measurement of the
magnitude hm and the ampliﬁer which supplies the input
voltage u are not inﬁnitely precise measurement systems.
Noises are therefore taken into consideration in the control
system owing to the limited precision apparatus. In partic-
ular it is supposed that the measurements of the magni-
tudes hm and u are corrupted with an additive gaussian
noise N(0,1), denoted in Fig. 3 and Fig. 4 as nhmðtÞ and nu(t)
respectively, whose standard deviation is 1 = 103.
Furthermore, the synthesis of the proposed control re-
quires the feeding back of the measured output hm and
the estimation of its ﬁrst and second order time deriva-
tives, _hme and €hme according to (30). We propose generating
the time derivatives of the measured output signal, _hmeðtÞ
and €hmeðtÞ, with a truncated Taylor series expansion of
hm(t), up to a fourth order around the re-initialization time
tr expressed in terms of time varying linear ﬁlters in agree-
ment with (11). Two parallel estimation processes are also
launched with a speciﬁed alternating time duration, so that
a better ﬁnal estimation than that obtained with only one
identiﬁer subject to a re-initialization mechanism isensured. They are re-initialized every T = 0.4 s within a
time separation between estimators of 0.2 s. The ﬁrst andReal Time
indows Target I/O Board
DC Motor Platform
lopment ﬂow diagram.
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Fig. 15. Sinusoidal trajectory – experimental evolution of the DC motor position motor gear, hm, using the robust feedforward PD controller when large
initial errors appear and when the Coulomb’s friction effects are not precisely known.
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Fig. 16. Sinusoidal trajectory – experimental evolution of the tracking error, ehm ¼ h hm , using a PD controller with Coulomb compensation and the robust
feedforward PD controller when confronted with the appearance of large initial errors, imprecise knowledge of the Coulomb friction effects, noisy
measurements and controller gain mismatches.second derivatives in the ﬁrst -interval ( = 0.1 s) are eval-
uated by computing dirty time derivatives via the transfer
functions P1(s) = s/(0.005 s + 1) and P2(s) = s2/(0.005 s + 1)2,
respectively.
5.1. Sinusoidal trajectory – robustness with regard to large
initial errors, inexact knowledge of the effects produced by the
Coulomb friction, noisy measurements and controller gain
mismatches
Fig. 5 depicts the numerical results of the closed loop
controllers when the objective is to track a sinusoidal out-
put reference trajectory in the presence of the sources ofuncertainty previously described. At time t = 0.1 s, the
controller is updated with the estimated value of the volt-
age compensation caused by the Coulomb friction effects
canceling the perturbation. Fig. 6 illustrates the trajectory
tracking error, ehm , using the proposed controller and using
the PD control with Coulomb compensation. As will be
observed, despite all the desired effects considered, the
feedback controller corrects the motion of the DC motor,
guides the state errors to a small neighborhood of zero
and compensates the errors in the model parameters.
Fig. 7 depicts the estimation of the voltage compensa-
tion term, d^ using the proposed controller and the input
control, u(t), using the proposed controller and using the
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Fig. 17. Sinusoidal trajectory – experimental estimation of the parameter, d(t), and input control, u(t), using the robust feedforward PD controller when
confronted with the appearance of large initial errors, imprecise knowledge of the Coulomb friction effects, noisy measurements and controller gain
mismatches.
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Fig. 18. Sinusoidal trajectory – experimental estimation of the DC motor gear velocity, _hm and estimation of the DC motor gear acceleration, €hm when
confronted with the appearance of large initial errors, imprecise knowledge of the Coulomb friction effects, noisy measurements and controller gain
mismatches.
Table 3
Performances of the proposed control methods.
Trajectory ISE IAE ITAE
Sinusoidal 0.99  104 5.42  103 1.16  102
Bezier 0.41  103 5.21  103 1.33  103PD control with Coulomb compensation. It will be noticed
that the change in the sign of the velocity of the motor pro-
duces a change in the sign of the Coulomb friction term
which is perfectly captured by the algebraic disturbance
observer in the estimation of the parameter d^. What is
more, the control input u(t) is smaller and smoother with
the proposed control law and the results achieved using
the PD controller with Coulomb compensation illustrate
an error signal in steady state which is not null.Fig. 8 shows the evolution of the ﬁrst and second time
derivatives, _hme and €hme, using the algebraic derivative esti-
mator and using a simple ﬁnite difference with a low pass
ﬁlter of thevelocity andaccelerationof themotor gear.Upon
comparing the performance of the overlapping algebraic
derivative estimations with those obtained using ﬁnite dif-
ferencewith a lowpass ﬁlter, itwas concluded that the addi-
tion of the algebraic derivative estimations improves the
behavior of the whole system in terms of low control effort
and better stabilization and tracking trajectory tasks.
Additionally, the performances of the control methods
have been measured in terms of the integral squared track-
ing error, ISE ¼ R tBtA e2hm ðtÞdt, the integral absolute tracking
error, IAE ¼ R tBtA j ehm ðtÞ j dt, and the integral time absolute
tracking error, ITAE ¼ R tBtA t j ehm ðtÞ j dt, where tA = 0 s and
tB = 10 s denote the initial and ﬁnal time of the simulation.
The ISE and the IAE criterions will treat all the tracking
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Fig. 19. Bezier trajectory – experimental evolution of the DC motor position motor gear, hm, using the robust feedforward PD controller when large initial
errors appear and when the Coulomb’s friction effects are not precisely known.
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Fig. 20. Bezier trajectory – experimental evolution of the tracking error, ehm ¼ h hm , using a PD controller with Coulomb compensation and the robust
feedforward PD controller in the face of large initial errors appear, unprecise knowledge of the Coulomb’s friction effects, noisy measurements and
controller gain mismatches.errors in a uniformmanner. However, the ITAE criterion, as
time appears as a factor, will heavily penalize errors that
occur late in time but ignore errors that occur early in time.
The results achieved are illustrated in Table 1, showing a
better performance of the proposed control.
5.2. Rest-to-rest trajectory – robustness with regard to large
initial errors, inexact knowledge of the effects produced by the
Coulomb friction, noisy measurements and controller gain
mismatches
Figs. 9–12 depict the numerical results of the closed
loop controllers when the objective is to track a Bezierpolynomial based interpolating, or rest to rest, trajectory
in the presence of the sources of uncertainty previously de-
scribed. At time t = 0.1 s the controller is updated with the
estimated value of the voltage compensation caused by the
Coulomb friction effects canceling the perturbation. As in
the case of the sinusoidal trajectory, the use of the pro-
posed robust control algorithm smooths and improves
the behavior of the whole system for both the stabilization
and the trajectory tracking tasks. The use of the algebraic
derivative estimation in the control algorithm additionally
allows the problems of control input saturations to be
avoided in a substantial manner, thus allowing the system
to obtain a better stabilization and tracking performances.
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Fig. 21. Bezier trajectory – experimental estimation of the parameter, d(t), and input control, u(t), using the robust feedforward PD controller in the face of
large initial errors appear, unprecise knowledge of the Coulomb’s friction effects, noisy measurements and controller gain mismatches.
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Fig. 22. Bezier trajectory – experimental estimation of the DC motor gear velocity, _hm and estimation of the DC motor gear acceleration, €hm in the face of
large initial errors appear, unprecise knowledge of the Coulomb’s friction effects, noisy measurements and controller gain mismatches.The results achieved in terms of ISE, IAE and ITAE with
tA = 0 s and tB = 2 s are illustrated in Table 2, showing a bet-
ter performance of the proposed control.
6. Experimental results
This section provides a brief explanation of the experi-
mental platform and the experimental design. The robust
feedforward PD controller previously described is applied
to a real DC motor. The experimental results obtained are
described and validated.
6.1. Experimental setup
The DC motor used in the experiments is depicted in
Fig. 13. In the prototype represented in this ﬁgure, the
DC motor is mounted to control the buoyancy of a sub-
merged platform by changing the volume of four small
controlled pistons. The added changes of the pistons’ vol-
umes are carried out with longitudinal displacements.The control of this platform must be very accurate because
small changes in the positions of the pistons largely affect
the buoyancy force. The control of this prototype is one of
the future applications of our current research. The DC mo-
tor used is a DC motor Maxon RE40 ø40 mm, Graphite
Brushes 150Watt which has a reduction ratio n = 156 and
an electromechanical constant k = 0.18 Nm/V. The motor
shaft is capable of turning either clockwise or counter-
clockwise around the Z axis. A servo ampliﬁer is used to
supply the input voltage to the DC motor. This ampliﬁer
accepts control inputs from the computer in the range
[10, 10] V. The sensor system is integrated using an enco-
der, embedded in the motor, which makes it possible to
know the motor position with a precision of 7  105 rad.
The sample interval in the signal processing support
platform was set at 2  103 s. The other real values of
the experimental set-up are: A = 92.2339 N/(V kg m);
B = 18.8192 N/(kg m) and Cc = 17.7840 N m.
The control law implemented in the PC (operating in a
Windows environment) uses software tools from
Mathworks. These include MATLAB, Simulink, Control
Toolbox, Real TimeWorkshop (RTW), Real TimeWindows
Target (RTWT) and Visual C++ Professional. The steps
necessary to obtain the executable ﬁle from the control
lawmodel are shown in Fig. 14. MATLAB acts as the appli-
cation host environment in which the other Mathworks
products run. This package offers extensive state-of-the-
art control design toolboxes. Simulink provides a user
friendly well structured graphical interface for the imple-
mentation of the control law. Real Time Workshop auto-
matically builds a C++ source program from the Simulink
Model. The C++Compiler compiles and links the code cre-
ated by Real Time Workshop to produce an executable
program. Real Time Windows Target communicates with
the executable program acting as the Control Program, and
interfaces with the hardware device though the I/O Board.
Real Time Windows Target controls the two way data, or
signal ﬂow, to and from the model (which is now an exe-
cutable program), and to and from the I/O Board. The
advantage of this approach is that the designer only needs
to model the process, using the graphics tools available in
Simulink, without having to be concerned with the
mechanics of communication to and from the control
platform.6.2. Experiments
The performance of the proposed controller was veri-
ﬁed by carrying out experimental studies on the DC motor
platform. Figs. 15 and 19 illustrate the experimental evolu-
tion of the trajectory tracking of the motor gear when the
objective is to track a sinusoidal trajectory and a rest-to-
rest trajectory. Figs. 16 and 20 show the trajectory tracking
errors, ehm , of the previously described trajectories. It can
be veriﬁed that the proposed approach exhibits an excel-
lent performance and after t = 0.1 s, which produces the
update process of the estimation parameter d^ðtÞ, the track-
ing error is substantially reduced to a small neighborhood
of zero which is in accordance with the above numerical
simulations. Figs. 17 and 21 depict the control input
needed to track the reference trajectories selected and
the estimation of the voltage compensation term, d^. It will
be observed that after t = 0.1 s, the control input depicts a
small and smooth behavior. What is more, both signals,
the control input and the parameter estimation are in
accordance with the above numerical simulations. Finally,
Figs. 18 and 22 illustrate the evolution of the ﬁrst and sec-
ond time derivatives, _hme and €hme, showing a high corre-
spondence with the above numerical simulations. The
results achieved in terms of ISE, IAE and ITAE are depicted
in Table 3, showing a better performance of the proposed
control which is in accordance with the numerical simula-
tions.(mﬂoat Figs. 19–22)7. Conclusions and future work
In this work, a robust feedforward PD controller design
approach has been proposed for the efﬁcient stabilization
and reference trajectory tracking of DC motors. The pro-
posed methodology requires only the measurement ofthe angular position of the motor gear and the voltage in-
put to the motor. It is based on the use of an overlapping
implementation of the algebraic derivative estimation
method to estimate the time derivatives of the angular po-
sition of the motor gear and the inclusion of a disturbance
estimator based on the algebraic derivative estimation
method. The estimated values achieved from the two
shifted estimators by using the convergent estimator is
used while the other estimator is starting to diverge and
is thus being properly reset. The outcome of this technique
is a considerable acceleration of the convergence of the
computation transients that occur just after the estimation
resettings. A second enhancement is the invariant ﬁltering
effects for the overall attenuation of zero mean high fre-
quency noise effects. The performance of the proposed
controller has been simulated and tested on an actual
laboratory prototype. The experiments had a high
performance with regard to previous controllers in the sta-
bilization and trajectory tracking tasks. Finally, this meth-
odology is well suited to confronting important problems
of control systems. Its versatility and ease of implementa-
tion make the controller suitable to be robustly applied in a
wide range of real engineering applications such as the
buoyancy control of a submerged platform [34], the control
of stair-climbing mobility systems [35–41] or the control
of electronic converters [42]. This will be the topic of our
future publications.Acknowledgment
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