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Abstract— In 1995, Ingo Titze proposed a classification scheme to classify vocalic phonemes in three types (Type
I, Type II and Type III), based on the periodicity of the voice signal. Nowadays, voices are classified by the means
of spectrograms, although criteria for distinguishing among voice types are not clear yet, especially between Type I
and Type II voices. Consequently, there exists great interprofessional variation in the type of voice assigned, and this
also depends on each specialist’s expertise. As an approach to a more objective classification, features to discriminate
between Type I and Type II voices were extracted and then used to classify voices from an annotated dataset. Classic
acustic parameters, like Jitter and Shimmer measures, and harmonics to noise ratio (HNR) were used, along with
first rahmonic (R1) and two original, here proposed, parameters: principal component normalized variance (VNCP)
and spectral peak-valley (PV) ratio. For the classification task, a support vector machine algorithm with linear
kernel function was used, feeded with the features that minimized the cross-validation error. An error of 11.61% was
obtained, with classification rates of 93.24% and 83.95% for Type I and Type II voices correspondingly.
Keywords— voice types, sustained vowel classification, voice signal processing, support vector machine.
Resumen— En el an˜o 1995 Ingo Titze propuso un sistema de clasificacio´n de fonemas voca´licos en tres tipos (Tipo I,
Tipo II y Tipo III) en base a la regularidad de la sen˜al de voz cuasiperio´dica correspondiente. En la pra´ctica clı´nica
fonoaudiolo´gica, esta clasificacio´n se realiza en base a la inspeccio´n visual de espectrogramas, no siendo claros los
criterios que diferencian un tipo de voz de otra, especialmente entre los tipos I y II. En consecuencia, existe una gran
variacio´n interprofesional y una fuerte dependencia de la experiencia de cada especialista. Con el fin de lograr una
clasificacio´n objetiva basada en para´metros cuantitativos, se busco´ extraer caracterı´sticas capaces de representar las
diferencias fundamentales entre las voces de Tipos I y II, para luego clasificar una base de datos anotada. Se extrajeron
para´metros acu´sticos cla´sicos, como medidas de Jitter y Shimmer, y harmonics to noise ratio (HNR) calculados utilizando
PRAAT. Tambie´n se propuso la utilizacio´n de la amplitud del primer ramo´nico (R1) y dos caracterı´sticas ideadas por
los autores de este trabajo: varianza normalizada de la primera componente principal (VNCP) y razones pico-valle
(PV) espectrales. La clasificacio´n se realizo´ mediante ma´quinas de soporte vectorial (SVM) de kernel lineal utilizando
las caracterı´sticas que minimizan el error del clasificador. Como resultado, se obtuvo un error de validacio´n cruzada
de 11.61%, con porcentajes de acierto del 93.24% y 83.95%, para voces Tipo I y Tipo II respectivamente.
Palabras clave— tipos de voces, clasificacio´n de vocales sostenidas, procesamiento de la sen˜al de voz, ma´quinas de
soporte vectorial.
I. INTRODUCCIO´N
EN el an˜o 1995, Ingo Titze publico´ un esquema de clasifi-cacio´n de fonemas voca´licos en tres tipos con el objetivo
de definir que´ para´metros acu´sticos de uso clı´nico (como
Jitter, Shimmer y otras medidas de perturbacio´n) pueden
determinarse con precisio´n para cada tipo. De esta manera el
especialista en fonoaudiologı´a puede depositar cierta confianza
en la estimacio´n de estos para´metros, o no, segu´n el tipo de
voz al que pertenezca la vocalizacio´n estudiada [1]. A lo largo
del presente trabajo, al hablar de sen˜ales de voz, se estara´
haciendo referencia a aquellas correspondientes a la emisio´n
de vocales sostenidas a menos que se indique lo contrario.
Las sen˜ales Tipo I poseen una regularidad evidente, sin
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modificaciones cualitativas en la forma de onda ciclo a ciclo
(Fig. 1(a)). Las sen˜ales Tipo II se caracterizan por tener
frecuencias modulantes o subarmo´nicas de mayor energı´a que
resultan en fluctuaciones en la forma de onda de la sen˜al a lo
largo de los pseudoperiodos (Fig. 1(b)). Finalmente las voces
Tipo III no poseen una estructura perio´dica evidente en el
segmento de ana´lisis (Fig. 1(c)).
En la actualidad, el uso de espectrogramas de banda angosta
es el me´todo ma´s difundido para realizar la clasificacio´n de las
voces en la pra´ctica clı´nica fonoaudiolo´gica, junto con la in-
speccio´n visual de la representacio´n temporal de la sen˜al y un
ana´lisis perceptual. La utilizacio´n de espectrogramas tiene la
desventaja de depender de varios para´metros involucrados en
su representacio´n gra´fica, lo que condiciona su interpretacio´n.
Si bien los para´metros propuestos por Sprecher y cols. [2] se
encuentran bastante difundidos, no existe au´n un consenso en
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Fig. 1: Representacio´n temporal de los distintos tipos de
sen˜ales de voz correspondientes a fonemas voca´licos segu´n
Titze [1].
el a´rea acerca de los para´metros adecuados para la graficacio´n
de espectrogramas de sen˜ales de voz. Como consecuencia, el
uso de esta representacio´n tiempo - frecuencia introduce un
factor de subjetividad en la clasificacio´n, pudiendo diferir entre
profesionales la clase asignada a una misma sen˜al. Esto resulta
en la utilizacio´n de herramientas de ana´lisis cuyos resultados
podrı´an no ser confiables, o no representar el estado actual del
paciente.
Las voces Tipo I y II pueden ser confundidas si ambas
tienen frecuencias modulantes y subarmo´nicas. La diferencia
fundamental entre ambos tipos de voz es la magnitud de
la energı´a de estas frecuencias (modulantes y subarmo´nicas)
respecto a la magnitud de la frecuencia fundamental. Como
consecuencia, diferenciar entre voces Tipo I y Tipo II es
difı´cil incluso para los especialistas, que a menudo no logran
consensuar la clasificacio´n correcta. La separacio´n de las voces
Tipo I y II por un lado, de las Tipo III por el otro, no constituye
una tarea difı´cil con las te´cnicas actuales [4, 20]. Por lo
expuesto anteriormente, resulta de intere´s para el campo de la
fonoaudiologı´a clı´nica el desarrollo de un sistema informa´tico
capaz de sugerir al profesional el tipo de voz correspondiente
a un paciente, con el fin de volver ma´s objetiva la clasificacio´n
de los fonemas vocales. Si bien esta solucio´n se encuentra lejos
de concretarse, un primer problema a encarar es la seleccio´n
de caracterı´sticas capaces de describir de manera cuantitativa
las diferencias entre los distintos tipos.
En este trabajo se utilizaron caracterı´sticas conocidas, junto
con otras propuestas por los autores, para clasificar sen˜ales
en los Tipos I y II empleando un algoritmo de clasificacio´n
basado en ma´quinas de soporte vectorial. Los descriptores
extraı´dos fueron utilizados para evaluar distintos aspectos de la
regularidad de la sen˜al, como las modificaciones de amplitud
y frecuencia ciclo a ciclo o la conservacio´n de la forma de
onda durante el segmento de ana´lisis.
II. MATERIALES Y ME´TODOS
A. Base de datos
Las voces utilizadas en este trabajo constituyen un sub-
conjunto de voces patolo´gicas de la base de datos grabada
en el establecimiento Massachusetts Eye and Ear Infirmary,
en 1994. Esta base de datos ha sido estudiada en varios
trabajos [3–5]. Asimismo, el subconjunto empleado ha sido
seleccionado y descrito por Parsa y Jamieson [6], y se
caracteriza por contar con sen˜ales de voz correspondientes
a sujetos con distribucio´n etaria similar, y una proporcio´n
balanceada de sujetos masculinos y femeninos. Vale aclarar
que la clasificacio´n de sen˜ales no tiene relacio´n con el sexo
del sujeto.
En total se analizaron 155 voces, cuya descripcio´n puede
verse en la Tabla I. Cada registro tiene una duracio´n de 1 s,
fue adquirido con una frecuencia de muestreo de 44.1 kHz y
luego remuestreado a 25 kHz para su almacenamiento. Los
registros incluyen u´nicamente la parte estable de la emisio´n
(las sen˜ales ya esta´n preprocesadas). De las voces analizadas,
74 fueron clasificadas como Tipo I y 81 como Tipo II.
Tabla I: Descripcio´n de la poblacio´n utilizada (voces pa-
tolo´gicas) para la base de datos. “M” corresponde a masculino
y “F” a femenino.
Cantidad Edad promedio Rango de edad Desviacio´n
de sujetos (an˜os) (an˜os) esta´ndar (an˜os)
M F M F M F M F
68 87 41.8 37.4 26-58 21-51 9.3 8.1
Las voces fueron clasificadas por una profesional de la
fonoaudiologı´a en los tres tipos propuestos por Titze, y luego
se utilizo´ este corpus anotado como referencia para medir el
desempen˜o del algoritmo clasificador.
B. Caracterı´sticas utilizadas
1) Jitter y Shimmer: El Jitter es un feno´meno definido
como una perturbacio´n de corto plazo (ciclo a ciclo) de la
frecuencia fundamental de la voz o, de forma equivalente, del
periodo fundamental. El feno´meno del Shimmer, de manera
ana´loga, se describe como una perturbacio´n de corto plazo
pero de la amplitud pico a pico de la sen˜al [7].
Para medir estos feno´menos, se emplearon la razo´n de
Jitter porcentual (Jitter%) y razo´n de Shimmer porcentual
(Shimmer%) definidas como:
Jitter% = 100
1
N−1
∑N
n=2 |Tn − Tn−1|
1
N
∑N
n=1 Tn
, (1)
Shimmer% = 100
1
N−1
∑N
n=2 |An −An−1|
1
N
∑N
n=1An
, (2)
donde Tn = {T1, T2, ..., TN} y An = {A1, A2, ..., AN} son
la serie de periodos y la serie de amplitudes de la sen˜al,
respectivamente, siendo N el nu´mero de elementos de cada
una.
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2) Harmonics to Noise Ratio (HNR): La razo´n entre la
energı´a de la componente armo´nica y la energı´a de la com-
ponente ruidosa, Harmonics to Noise Ratio (HNR), es una
medida propuesta por Yumoto y cols. [8] que busca cuantificar
el grado de periodicidad de una sen˜al x(t). Para el ca´lculo de
HNR se utilizo´ el software PRAAT de Paul Boersma y David
Weenink [9]. El me´todo publicado por Boersma en 1993 [10]
estima el valor de HNR mediante:
HNR = 10 log
(
rx(T0)
rx(0)− rx(T0)
)
. (3)
donde T0 es el periodo fundamental y rx(t) es la auto-
correlacio´n de la sen˜al x(t).
3) Primer Ramo´nico (R1): El primer ramo´nico es el primer
pico prominente en el cepstrum real [11, 12] de una sen˜al
cuasiperio´dica. Para las sen˜ales de voz correspondientes a
fonemas voca´licos, este pico se localiza en el periodo fun-
damental.
El cepstrum real de una sen˜al discreta x[n] se define como:
c[n] =
1
2pi
∫ pi
−pi
log
∣∣X(ejω)∣∣ejωndω, (4)
donde X(ejω) es la transformada de Fourier de tiempo
discreto (DTFT, por sus siglas en ingle´s) de x[n]. Otros
autores [13, 14] reportaron que la amplitud de este pico es
directamente proporcional a la media geome´trica del HNR.
Sin embargo, lo atractivo de este indicador es la posibilidad
de calcularlo sin necesidad de una estimacio´n de la frecuencia
fundamental.
4) Varianza Normalizada de la Componente Principal:
Esta caracterı´stica fue propuesta por los autores de este trabajo
y consiste en calcular el porcentaje de varianza explicado por
la primera componente principal del conjunto de todos los
ciclos de la sen˜al. Para calcular este ı´ndice, en primer lugar
se segmento´ la sen˜al en cada pseudoperiodo, denotados como
bi, siendo Ni el nu´mero de muestras de cada uno.
El paso siguiente consistio´ en “estirar” cada segmento bi
a la longitud del segmento de mayor duracio´n, de manera
tal que todos tengan el mismo nu´mero de muestras. Con
este objetivo, se busco´ el periodo de mayor duracio´n, cuyo
nu´mero de muestras es Nmax. Luego se aumento´ el nu´mero
de muestras de aquellos bi para los que Ni ≤ Nmax mediante
interpolacio´n por splines.
Utilizando estos segmentos como columnas, se conformo´
una matriz a la que se le realizo´ un ana´lisis de componentes
principales (PCA) [15]. La primera componente principal
hallada, que podrı´a considerarse como la forma de onda
ma´s representativa de la sen˜al, es responsable de un mayor
porcentaje de la varianza cuanto mayor sea la regularidad de
la sen˜al, es decir, cuanto ma´s parecidos sean los ciclos entre
sı´.
El valor reportado finalmente es el porcentaje de la varianza
total debido a la primera componente principal, calculado
como:
V NCP% =
λ1∑M
i=1 λi
× 100%, (5)
donde λ1 es la varianza de la primera componente principal,
λi es la varianza de la i-e´sima componente principal, y M el
nu´mero de componentes calculadas.
El objetivo de esta caracterı´stica es evaluar la conservacio´n
de la morfologı´a de la sen˜al. Al comparar los segmentos
interpolados, se pierde la informacio´n acerca de la variacio´n
del periodo de la sen˜al pero es posible comparar la forma
de onda en cada ciclo. Cuanto mayor sea el valor de VNCP,
mayor sera´ la similitud entre la morfologı´a de la sen˜al en cada
ciclo.
5) Razo´n Pico-Valle (PV): El espectro de una sen˜al de
voz correspondiente a la emisio´n de una vocal sostenida se
caracteriza por poseer picos, ubicados en mu´ltiplos enteros
de la frecuencia fundamental, y valles entre dichos picos.
Se espera que, para sen˜ales poco regulares y con mayor
nivel de ruido, los picos del espectro sean ma´s anchos y los
valles menos profundos. Esto podrı´a deberse a la presencia de
frecuencias subarmo´nicas de gran magnitud en la sen˜al, como
ocurre particularmente para las voces Tipo II, que aumenten el
nivel de energı´a en los valles y disminuyan ası´ la prominencia
de los picos. Por el contrario, para sen˜ales ma´s regulares y
con frecuencias subarmo´nicas de menor magnitud, se espera
que la energı´a del espectro se encuentre ma´s concentrada en
las frecuencias armo´nicas, y los valles sean ma´s profundos.
Bajo esta hipo´tesis, la razo´n entre la energı´a en los picos
del espectro y la energı´a de los valles inmediatamente a su
izquierda, deberı´a ser mayor para sen˜ales Tipo I que para las
sen˜ales Tipo II.
El i-e´simo cociente Pico-Valle, correspondiente a la razo´n
entre la energı´a del i-e´simo pico y i-e´simo valle, se define
como:
PV i =
∑
r∈Pi |X[r]|
2
(NPi)
−1∑
r∈Di |X[r]|
2
(NDi)
−1
donde X[r] es la transformada de Fourier discreta (DFT, por
sus siglas en ingle´s) de la sen˜al analizada x[n], NPi y NDi
son el nu´mero de puntos en la regio´n Pi y Di, pico y valle
respectivamente.
C. Ma´quinas de Soporte Vectorial
Las ma´quinas de soporte vectorial (SVM, por sus siglas
en ingle´s) son un conjunto de algoritmos desarrollados en
base a las ideas aportadas por Vapnik y Cortes [16, 17].
Su objetivo consiste en separar dos clases dejando el mayor
margen posible entre ellas. El algoritmo transforma el espacio
de las caracterı´sticas de entrada en otro espacio (que puede
ser de mayor dimensio´n) en el que separa las clases mediante
un hiperplano. Este hiperplano es determinado por un sub-
conjunto de los datos, llamados vectores soporte. La funcio´n
discriminante de una ma´quina de soporte vectorial es:
g(x) =
N∑
i=1
αiK(x,xi) + w0, (6)
donde x es el dato a clasificar, N es el nu´mero de datos y
K es una funcio´n escalar conocida como funcio´n kernel o
nu´cleo. Los valores de w0 y αi deben ser determinados para
cada problema. La funcio´n nu´cleo utilizada en este trabajo se
conoce como kernel lineal:
K(xi,xj) = x
T
i xj . (7)
Se descartaron otras funciones nu´cleo, como el kernel
gaussiano, debido a que no se obtuvieron mejores resultados
que con el kernel lineal.
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D. Area bajo la curva ROC (AUC)
Las gra´ficas ROC (del ingle´s Receiver operating character-
istics) [18] son gra´ficos de sensibilidad vs. 1-especificidad para
un sistema clasificador binario. Las curvas ROC son u´tiles para
evaluar clasificadores, visualizar su desempen˜o y seleccionar
el ma´s adecuado de un conjunto.
Para la seleccio´n de un clasificador, suele utilizarse como
para´metro el a´rea bajo la curva ROC (AUC). Este valor se
encuentra entre 0 y 1. Cuanto ma´s cerca de la unidad se
encuentre, mejor sera´ el clasificador evaluado. Esto se debe
a que un clasificador con un a´rea cercana a 1 posee puntos
de operacio´n cercanos al (0, 1), que se corresponde con el
clasificador perfecto.
Asimismo, el a´rea bajo la curva correspondiente a una
caracterı´stica dada es la probabilidad de que un dato de una
clase tomado aleatoriamente posea, para esa caracterı´stica, un
valor mayor que para un dato de la otra clase, tambie´n elegido
de forma aleatoria.
Como regla pra´ctica, debe elegirse el clasificador que posea
el mayor valor de a´rea bajo la curva ROC. Si hubiera a´reas
menores a 0.5, se debe invertir la salida del clasificador y
luego evaluar el AUC nuevamente.
E. Seleccio´n Secuencial de Caracterı´sticas
La seleccio´n de caracterı´sticas se utiliza para reducir el
nu´mero de descriptores utilizados en un problema, y se basa
en seleccionar aquellas caracterı´sticas que maximicen el de-
sempen˜o del clasificador. El me´todo consiste, en primer lugar,
en ordenar las caracterı´sticas por su poder de discriminacio´n
individual, utilizando, por ejemplo, el a´rea bajo la curva
ROC. De esta manera se pueden descartar aquellas con menor
capacidad de separacio´n entre clases (las u´ltimas listadas).
En segundo lugar, se deben eliminar aquellos descriptores
que aportan informacio´n redundante. Para esto es posible cal-
cular los ı´ndices de correlacio´n entre todas las caracterı´sticas
ordenadas o un subconjunto menor de e´stas, descartando
aquellas con un ı´ndice de correlacio´n alto.
Finalmente, se debe evaluar el desempen˜o del clasificador
con diferentes subconjuntos de las caracterı´sticas no descar-
tadas para conservar aquellas responsables del mayor de-
sempen˜o. Una manera de hacerlo es realizar una seleccio´n
en forma secuencial, agregando (bu´squeda hacia delante)
o removiendo (bu´squeda hacia atra´s) caracterı´sticas hasta
alcanzar alguna condicio´n de parada, que generalmente suele
ser un umbral de desempen˜o del clasificador.
III. RESULTADOS
A. Gra´ficos de cajas de las caracterı´sticas
Las caracterı´sticas utilizadas fueron extraı´das con el objetivo
de diferenciar las voces Tipo I y Tipo II. En otras palabras, es-
tos indicadores deben tomar valores distintos para los distintos
tipos de voz analizados. De los gra´ficos de cajas de las Figs.
2, 3, 4, 5, 6 y 7 se observa que las caracterı´sticas difieren en el
rango de valores tomado para los dos tipos de voz analizados
en este trabajo.
Con respecto a los cocientes pico-valle del espectro, so´lo
los valores obtenidos para el primer cociente (PV1) mostraron
una diferencia estadı´sticamente significativa entre los distintos
tipos de voz. Para esta determinacio´n se utilizo´ el test no
Fig. 2: Gra´fico de cajas que muestra la distribucio´n de los
valores de la caracterı´stica Jitter%, para voces Tipo I y Tipo
II..
Fig. 3: Gra´fico de cajas que muestra la distribucio´n de los
valores de la caracterı´stica Shimmer%, para voces Tipo I y
Tipo II..
parame´trico de suma de rangos con signo de Wilcoxon,
obtenie´ndose un valor p < 0.001.
B. A´rea bajo la curva ROC
La Tabla II reporta el a´rea bajo la curva ROC de las
caracterı´sticas extraı´das, ordenadas de mayor a menor. La
caracterı´stica con mayor a´rea bajo la curva es VNCP, con
0.9394. Por lo tanto, es la caracterı´stica con mayor poder
de discriminacio´n, por sı´ sola, entre las voces Tipo I y Tipo
II. Asimismo, es posible observar que los mayores valores
de AUC se corresponden con las caracterı´sticas que mayor
separacio´n tienen entre los rangos de valores que toman para
las voces Tipo I y las voces Tipo II.
Tabla II: Caracterı´sticas ordenadas por mayor a´rea bajo la
curva ROC.
1 VNCP 0.9394
2 HNR 0.8931
3 Shimmer% 0.8410
4 R1 0.7819
5 Jitter% 0.7436
6 PV1 0.6708
C. Correlacio´n entre las caracterı´sticas
La Tabla III muestra la matriz de coeficientes de correlacio´n
lineal entre las variables extraı´das. Se resaltan en gris los
coeficientes ma´s grandes. No obstante, no se descarto´ ninguna
variable con este ana´lisis debido a que los coeficientes no per-
miten establecer con claridad la existencia de una correlacio´n
importante.
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Fig. 4: Gra´fico de cajas que muestra la distribucio´n de los
valores de la caracterı´stica HNR para voces Tipo I y Tipo II..
Fig. 5: Gra´fico de cajas que muestra la distribucio´n de los
valores de la caracterı´stica R1 para voces Tipo I y Tipo II..
Tabla III: Coeficientes de correlacio´n entre las caracterı´sticas
extraı´das.
R1 HNR Jitter VNCP PV1 Shimmer%
R1 1.000 0.727 -0.474 0.440 0.084 -0.545
HNR 0.727 1.000 -0.596 0.702 0.082 -0.747
Jitter -0.474 -0.596 1.000 -0.515 -0.162 0.754
VNCP 0.440 0.702 -0.515 1.000 0.241 -0.576
PV1 0.084 0.082 -0.162 0.241 1.000 -0.201
Shimmer% -0.545 -0.747 0.754 -0.576 -0.201 1.000
D. Seleccio´n secuencial de caracterı´sticas
Teniendo en cuenta el orden de caracterı´sticas de la Tabla II,
se agregaron una a una al vector de caracterı´sticas que alimenta
a la ma´quina de soporte vectorial. Cada vez que se agrega
una caracterı´stica se calcula el error de validacio´n cruzada de
10 iteraciones. Si el error calculado disminuye se conserva la
caracterı´stica. Si no, se descarta y se agrega la que sigue en
la Tabla II. Se reportan en la Tabla IV los errores calculados.
Tabla IV: Desempen˜o de ma´quina de soporte vectorial con
nu´cleo lineal para cada conjunto de caracterı´sticas.
Error VNCP VNCP+PV1 VNCP+PV1+Shimmer%
Leave-One-Out 14.84% 13.55% 11.61%
V. C. de 10 it. 15.00% 13.59% 11.61%
El menor error obtenido fue de 11.61%, con la combinacio´n
de caracterı´sticas VNCP, PV1 y Shimmer%. Cualquier com-
binacio´n de cuatro caracterı´sticas o ma´s no redujo el error
a la salida del clasificador, por lo tanto fueron descartadas.
Tambie´n se realizo´ una bu´squeda exhaustiva de la mejor
combinacio´n de caracterı´sticas, que consistio´ en calcular el
desempen˜o del clasificador para todas las combinaciones posi-
bles de caracterı´sticas y seleccionar la de mayor desempen˜o.
Fig. 6: Gra´fico de cajas que muestra la distribucio´n de los
valores de la caracterı´stica VNCP para voces Tipo I y Tipo
II..
Fig. 7: Gra´fico de cajas que muestra la distribucio´n de los
valores de la caracterı´stica PV1 para voces Tipo I y Tipo II.
La combinacio´n seleccionada con este u´ltimo me´todo fue
VNCP, PV1 y Shimmer%, corroborando el resultado obtenido
por seleccio´n secuencial.
Para la mejor combinacio´n de caracterı´sticas, se muestra en
la Tabla V la matriz de confusio´n del clasificador junto con la
sensibilidad, la especificidad y el error de validacio´n cruzada
de 10 iteraciones ya reportado. La sensibilidad, en este caso, se
corresponde con el porcentaje de aciertos del clasificador para
las voces Tipo I. Asimismo, la especificidad se corresponde
con el porcentaje de aciertos para las voces Tipo II.
Tabla V: Matriz de confusio´n del clasificador SVM para la
combinacio´n VNCP+PV1+Shimmer%.
Salida del Clasificador
Tipo I Tipo II
Tipo I 69 5
Tipo II 13 68
ErrorV.C.10it. 11.61%
Sensibilidad 93.24%
Especificidad 83.95%
E. Comparacio´n con Trabajos Previos
En 2016 Ji Yeoun Lee [19] propuso utilizar estadı´sticos de
orden superior junto con para´metros acu´sticos, como medidas
de Jitter, Shimmer y relacio´n sen˜al - ruido (SNR), para la
clasificacio´n de voces correspondientes a fonemas voca´licos
en los tipos descriptos. Los estadı´sticos de orden superior
utilizados en [19] fueron: coeficiente de variacio´n de asimetrı´a
normalizada (CSV, por sus siglas en ingle´s), coeficiente de
variacio´n de kurtosis normalizada (CKV, por sus siglas en
ingle´s) y valor de bicoherencia (BV, por sus siglas en ingle´s).
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Los resultados reportados en [19] se resumen en la Tabla
VI. La base de datos utilizada en [19] difiere de la empleada
en el presente trabajo (cuenta con 70 voces, 35 de cada tipo,
de sujetos de origen surcoreano) por lo que una comparacio´n
directa no es posible.
Con el objetivo de comparar los resultados sobre un mismo
conjunto de datos, se extrajeron las caracterı´sticas utilizadas en
[19] (Shimmer%, Jitter%, SNR, CSV, CKV y BV) de las 155
voces empleadas en el presente trabajo. La Tabla VII muestra
los porcentajes de sensibilidad y especificidad obtenidos al
utilizar dichas caracterı´sticas y una SVM de kernel lineal para
la clasificacio´n (se utilizo´ HNR en lugar de SNR).
Al comparar la sensibilidad y la especificidad reportadas
en las Tablas V y VII, es posible observar que las medidas
propuestas por los autores de este trabajo (VNCP y PV1)
en combinacio´n con Shimmer%, parecen describir mejor las
diferencias entre las voces Tipo I y Tipo II que las propuestas
en [19], obtenie´ndose un mejor desempen˜o del algoritmo
clasificador.
Tabla VI: Resultados obtenidos por Ji Yeoun Lee en [19].
Jitter%+Shimmer%+SNR
Jitter%+Shimmer%+SNR
+CSV+CKV+BV
Sensibilidad 62.86% 85.75%
Especificidad 74.28% 85.75%
Tabla VII: Resultados obtenidos al extraer las caracterı´sticas
propuestas en [19] del conjunto de 155 voces empleado en el
presente trabajo, utilizando una SVM de kernel lineal para la
clasificacio´n.
Jitter%+Shimmer%+HNR
+CSV+CKV+BV
Sensibilidad 87.84%
Especificidad 76.54%
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Fig. 8: Gra´fico de dispersio´n de los datos para las carac-
terı´sticas VNCP y Shimmer. Los datos con una “x” fueron
clasificados incorrectamente.
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Fig. 9: Gra´fico de dispersio´n de los datos para las carac-
terı´sticas VNCP y Shimmer. Los datos con una “x” fueron
clasificados incorrectamente.
IV. DISCUSIO´N
Con el objetivo de clasificar automa´ticamente sen˜ales de
voz correspondientes a fonemas voca´licos se implemento´ un
algoritmo basado en la extraccio´n de caracterı´sticas y la
utilizacio´n de ma´quinas de soporte vectorial de kernel lineal.
De las seis caracterı´sticas extraı´das, so´lo se utilizaron tres
para obtener la mejor clasificacio´n: VNCP, PV1 y Shimmer%,
seleccionadas por minimizar el error del clasificador.
La caracterı´stica VNCP, propuesta por los autores de este
trabajo, fue la de mayor capacidad de discriminacio´n indivi-
dual como reflejan los valores de AUC. Esta caracterı´stica
busca evaluar el grado de la regularidad de la sen˜al, seg-
menta´ndola en sus periodos y aplicando ana´lisis de compo-
nentes principales para encontrar una forma de onda represen-
tativa de la sen˜al. Los valores obtenidos para este indicador
sostienen esta afirmacio´n, tendiendo a ser mayores para las
sen˜ales Tipo I, ma´s regulares y con pequen˜as perturbaciones
ciclo a ciclo; que para las sen˜ales Tipo II, con fluctuaciones
de mayor magnitud entre cada periodo.
Es importante destacar que, a trave´s de VNCP, se busco´
evaluar si la forma de onda de cada ciclo es similar a lo
largo de todo el segmento de ana´lisis como una medida de
la regularidad de la sen˜al. Otras caracterı´sticas, como Jitter%
o Shimmer%, buscan cuantificar la regularidad de la sen˜al
desde otras perspectivas, como la variacio´n de la frecuencia
fundamental o la variacio´n de la amplitud ma´xima ciclo a
ciclo.
El valor de especificidad del 83.95% obtenido (Tabla V)
indica que au´n existen dificultades para diferenciar las voces
Tipo II cuando son muy parecidas a las Tipo I. Esto tambie´n
se evidencia en los gra´ficos de dispersio´n de las Figs. 8 y
9. Adema´s, de las mismas figuras se observa que el conjunto
de las voces Tipo II es ma´s disperso, lo que implica que los
valores que toman las caracterı´sticas para este tipo de voces
son mucho ma´s variables que los que toman las voces Tipo I.
Esto coincide con lo observado por otros autores [4, 19, 20].
Se observo´ que el desempen˜o del algoritmo clasifi-
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cador fue mejor al emplear los descriptores aquı´ propuestos
(VNCP, Shimmer%, PV1), en comparacio´n con los resultados
obtenidos al utilizar las caracterı´sticas sugeridas en [19] (BV,
CKV, CSV, Jitter%, Shimmer%, HNR), extraı´das del mismo
conjunto de voces.
V. CONCLUSIONES
Se realizo´ un algoritmo para la clasificacio´n de sen˜ales de
voz correspondientes a fonemas voca´licos extrayendo tres car-
acterı´sticas, VNCP, PV1 y Shimmer%, utilizando una ma´quina
de soporte vectorial de kernel lineal. Se obtuvo un error de
validacio´n cruzada de 11.61%, con porcentajes de acierto de
93.24% y 83.95%, para voces Tipo I y Tipo II respectivamente.
Estos resultados indican que el conjunto de caracterı´sticas
empleado representa las diferencias entre las voces Tipo I y
Tipo II, aunque con limitaciones. Las caracterı´sticas utilizadas
se presentan como una primera aproximacio´n para traducir los
para´metros subjetivos utilizados actualmente, en para´metros
objetivos y cuantificables.
Por otro lado, si bien los resultados obtenidos se corres-
ponden en gran medida con la clasificacio´n llevada a cabo
por una profesional de la fonoaudiologı´a, debe tenerse en
cuenta que au´n no existe un consenso en la pra´ctica clı´nica
de esta especialidad que permita realizar una clasificacio´n
objetiva. Como consecuencia, el tipo de voz asignado a una
misma sen˜al podrı´a variar entre profesionales. Por esa razo´n,
la participacio´n de varios especialistas es clave para validar
las caracterı´sticas extraı´das y el algoritmo clasificador en su
conjunto.
Se destaca el desempen˜o obtenido mediante la caracterı´stica
VNCP que fue propuesta originalmente para este trabajo, y
fue la caracterı´stica con mejor capacidad de discriminacio´n
individual de todas las estudiadas. Su utilizacio´n como un
me´todo para obtener una forma de onda representativa de
un feno´meno aproximadamente perio´dico, y su capacidad de
cuantificar el grado de regularidad de la sen˜al analizada,
podrı´an ser u´tiles en otros problemas como la clasificacio´n
de electroglotogramas.
En trabajos posteriores se buscara´ comparar el desempen˜o
del algoritmo presentado en este trabajo con los propuestos por
otros autores, aplicados sobre el mismo conjunto de datos.
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