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RÉSUMÉ 
Une nouvelle technologie de mesure des signaux physiologiques à l’aide de capteurs intégrés à 
un vêtement dit « intelligent » a été récemment mise au point par Carré Technologies inc. de 
Montréal. Le vêtement Hexoskin permet d’enregistrer l’électrocardiogramme (ECG), le signal 
respiratoire et les mouvements du sujet. Le projet est réalisé dans le cadre d’une collaboration 
entre l’École Polytechnique de Montréal, la compagnie Carré Technologies inc. et le laboratoire 
du sommeil de l’Hôpital Rivière-des-Prairies. 
L’être humain passe environ le tiers de sa vie à dormir, majoritairement durant la nuit. Le 
sommeil se définit comme un état réversible de comportement et un désengagement de 
perception. Présentement, la technique de base pour la surveillance du sommeil et le diagnostic 
de certains troubles est la polysomnographie. Cette technique étudie différents signaux 
physiologiques, mais elle utilise principalement les signaux d’électroencéphalogramme (EEG) et 
d’électro-oculogramme (EOG). En 1968, un comité international dirigé par Rechtshaffen et Kales 
rédige le Manual of standardized terminology, techniques and scoring system for sleep stages of 
human subjects pour standardiser l’étude du sommeil. 
L’objectif de ce projet est de mettre au point et de valider un algorithme pour analyser les signaux 
recueillis par les capteurs intégrés au vêtement intelligent Hexoskin de façon à caractériser et 
reconnaitre les différents stades du sommeil. L’hypothèse de départ est que les signaux sont 
suffisants pour réaliser une classification en accord avec la méthode de polysomnographie 
standard. On cherche à distinguer l’éveil, le sommeil paradoxal (SP) et le sommeil non paradoxal 
(SNP). Il faut donc établir une relation entre les signaux Hexoskin et les phases de sommeil.  
La collecte de données a été évaluée et approuvée par le comité d’éthique de la recherche de 
l’Hôpital Rivière-des-Prairies et de l’École Polytechnique de Montréal. Ainsi, 13 femmes et 8 
hommes ont été recrutés. Il s’agit de sujets sains et sans problème de sommeil dont la moyenne 
d’âge est de 22 ans, allant de 19 ans à 25 ans. 
Les deux premiers algorithmes implémentés sont inspirés de méthodes présentées dans la 
littérature. Premièrement, on adapte la méthode de Kurihara et Watanabe en calculant leur 
paramètre de classification sur le rythme respiratoire en plus du rythme cardiaque. La méthode 
présentée par Kesper et al. est également adaptée. Par la suite, la mise au point des algorithmes 
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Hexoskin s’est inspiré de la littérature et de l’observation des variations physiologiques au cours 
de la nuit en fonction des phases de sommeil. Ainsi, cinq algorithmes utilisant différentes 
combinaisons de paramètres et qui classent en trois étapes le SNP, le SP et l’éveil ont été 
implémentés. Trois de ces algorithmes ont été modifiés pour d’abord distinguer le SP. Enfin, 
l’observation des hypnogrammes, soit la représentation graphique des phases en fonction du 
temps, fait ressortir qu’il y a souvent des problèmes de détection en début et fin de nuit. On 
ajoute donc une correction sur l’hypnogramme afin d’améliorer la précision dans la détection de 
l’endormissement et du réveil, augmentant la précision de l’estimation de la période de sommeil. 
Pour faire l’évaluation des différents algorithmes, le pourcentage d’accord entre les méthodes 
développées et la polysomnographie, le coefficient Kappa et la différence entre l’estimation de 
l’efficacité de sommeil sont les trois paramètres optimisés et qui servent à déterminer 
l’algorithme le plus performant. Les algorithmes Hexoskin obtiennent des résultats avec un 
coefficient kappa moyen entre 0,13 et 0,31. La correction sur l’hypnogramme améliore les 
résultats Hexoskin. Les nouvelles valeurs kappa pour les algorithmes testés sont entre 0,34 et 
0,41. Une valeur entre 0,20 et 0,40 est normalement associée à un faible accord entre deux 
méthodes de classification. 
L’algorithme qui est retenu est l’adaptation de la méthode développée par Kurihara et Watanabe 
auquel on ajoute la correction de l’hypnogramme. En effet, c’est avec cette méthode qu’on 
obtient de meilleurs résultats. Le pourcentage d’accord total moyenné pour l’ensemble des 
signaux est de 77,54% (85,47% pour le SNP, 58,03% pour le SP et 62,16% pour l’éveil). De plus, 
la valeur du coefficient kappa moyen est de 0,54 avec une valeur minimale de 0,29. La 
classification de la majorité des enregistrements montre donc un accord moyen avec la méthode 
polysomnographique. Ces résultats sont légèrement supérieurs à ceux présentés dans l’article. 
Pour ce qui est de la différence entre la mesure d’efficacité de sommeil, la moyenne est de 3,3% 
d’écart entre les deux méthodes et seulement deux enregistrements présentent un écart supérieur à 
10%. De plus, l’observation des hypnogrammes obtenus pour chacun des enregistrements 
démontre que l’allure générale des graphiques suit un motif semblable aux résultats de la 
polysomnographie.  
Une limite importante est la nécessité de faire une correction sur l’hypnogramme pour bien 
délimiter le moment d’endormissement. De plus, comme ce projet pilote se voulait une 
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exploration de la faisabilité d’analyser le sommeil à l’aide des signaux enregistrés avec le 
vêtement Hexoskin, les participants sont âgés de 18 et 25 ans, sont en santé et n’ont pas de 
problèmes de sommeil. 
Comme il s’agit d’un projet à sa première phase de développement, il y a encore beaucoup 
d’améliorations possibles. Le prochain objectif sera d’avoir une meilleure distinction de l’éveil et 
du sommeil paradoxal. Ceci devrait améliorer l’identification de l’endormissement et du réveil. 
Un autre aspect intéressant serait la distinction du sommeil léger du sommeil profond. Il existe 
plusieurs applications futures au projet. En effet, comme la technique standard présentement 
utilisée pour faire l’étude du sommeil est une méthode complexe, couteuse et nécessitant 
l’intervention d’un personnel spécialisé, il est intéressant d’explorer de nouvelles techniques. 
Malgré le fait que l’analyse ne peut pas être aussi précise que le système PSG, le système 
Hexoskin a l’avantage d’être portatif, simple d’utilisation et de pouvoir s’intégrer au quotidien 
des patients. Il serait possible de s’en servir pour faire le suivi de patients à domicile et sur une 
longue période de temps ce qui représenterait un meilleur reflet de leur réalité de sommeil. Il sera 
également possible de faire des études physiologiques sur différents types de patients. Enfin, il 
serait intéressant d’étudier les liens entre le sommeil et la qualité de vie des utilisateurs. En effet, 
la qualité de sommeil est un paramètre important pour assurer une bonne santé physique et 
psychologique.  
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ABSTRACT 
A new wearable technology uses sensors integrated to a smart shirt to measure physiological 
signals. This product is developed by the startup Carré Technologies Inc. based in Montreal. The 
Hexoskin shirt records an electrocardiogram (ECG), respiratory signals and the subject’s 
movements. This project is part of a collaboration between École Polytechnique de Montréal, 
Carré Technologies Inc. and the sleep laboratory of the Rivière-des-Prairies Hospital. 
The Human being spends about a third of his life asleep, mostly overnight. Sleep is defined as a 
reversible behavioural state of disengagement of perception. Currently, the standard technique for 
sleep monitoring and the diagnostic of sleep disorders is polysomnography. This technique 
examines various physiological signals, but it mainly uses electroencephalogram (EEG) and 
electrooculogram (EOG) signals. In 1968, an international committee headed by Rechtshaffen 
and Kales created the Manual of standardized terminology, technical and scoring system for 
sleep stages of human subjects. 
The aim of this project is to develop and validate an algorithm to analyze the signals collected 
during the night by the smart shirt in order to extract information, characterize and recognize the 
different sleep stages. The hypothesis is that the Hexoskin shirt signals are sufficient to achieve a 
classification in three sleep stages (REM, NREM and Wake) in agreement with the 
polysomnography.  
Twenty-one subjects were enrolled and completed the two-night protocol. The average age was 
22 y.o., ranging from 19 to 25 y.o.. Only healthy young adults (18-25 y.o.) without sleep 
disorders were included. The Ethics Research Committee of the Rivière-des-Prairies hospital and 
École Polytechnique de Montréal approved the study protocol. 
The first two implemented algorithms are inspired by existing methods. The first one is adapted 
from the Kurihara and Watanabe method by calculating their classification parameter for the 
respiratory rhythm in addition to the heart rate. The method presented by Kesper et al. is also 
reproduced with some difficulties regarding the interaction between the different levels of their 
algorithm. Subsequently, the Hexoskin algorithms were inspired by those methods and the 
physiological changes during the night according to the sleep stages. Thus, five algorithms using 
different parameter combinations and three classification steps beginning with NREM sleep were 
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implemented. Three of these algorithms have been modified to distinguish the REM sleep first. 
The observations of the hypnograms, which is a representation of the sleep stage in function of 
time, revealed that there are often problems with the detection at the beginning and the end of the 
night. Therefore, a correction applied on the hypnogram is added to improve the detection 
accuracy of sleep and awaking, increasing the precision of the estimate of the sleep period. 
To evaluate the different algorithms, the percentage of agreement with the polysomnographic 
method, the Kappa coefficient and the difference between the sleep efficiency are three 
parameters that were optimized. They permit to compare the algorithms and determine the most 
efficient. The Hexoskin algorithms show an average kappa coefficient between 0.13 and 0.31. 
Correction on the hypnogram improves the results. The new kappa values range between 0.34 
and 0.41. A value between 0.20 and 0.40 is usually considered associated with a poor agreement 
between two methods of classification. 
The algorithm adapted from the method developed by Kurihara and Watanabe with the 
hypnogram correction provides the best results. The average value for the percentage of total 
agreement for all signals 77.54% (85.47% for NREM, 58.03% for REM and 62.16% for 
wakefulness). In addition, the average value of the kappa coefficient is 0.54 with a minimum 
value of 0.29. Thus, the majority of the records classification displays, at least, an average 
agreement with the PSG method. These results are slightly higher than those presented in the 
paper. The average difference between the measurements of sleep efficiency is 3.3% with only 
two records with a value greater than 10%. In addition, the observation of the hypnogram 
obtained for each of the records shows that the graph follows a pattern similar to the 
polysomnographic results. 
A major limitation to the results is the need to make a correction on the hypnogram in order to 
discriminate the sleep onset. In addition, this pilot project recruited participants only between 18 
and 25 y.o., healthy and without sleep disorders.  
This is a project in its first phase of development and there are still a lot of possible 
improvements. The next goal will be to better distinguish awake and REM stages. This should 
improve the identification of sleep latency. Another interesting aspect is the distinction between 
light sleep and deep sleep. There are several future applications for the project. Indeed, the 
polysomnography is a complex and expensive process that requires the intervention of 
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specialized staff. Despite the fact that the analysis cannot be as accurate as the PSG system, the 
Hexoskin system could be used as a new general technique. Effectively, the system has the 
advantage of being portable, easy to use and to integrate into the daily life of patients. It would be 
possible to follow patients at home over a long period of time, which would be a better 
assessment of their quality of sleep. Finally, it would be very interesting to study the relationships 
between sleep and life quality. Indeed, the quality of sleep is an important parameter to ensure 
good physical and psychological health. 
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CHAPITRE 1 INTRODUCTION 
L’être humain passe environ le tiers de sa vie à dormir, majoritairement durant la nuit [1, 2]. La 
régulation du cycle éveil-sommeil se fait à l’aide de deux processus, soit un processus circadien 
et un processus homéostatique. Le processus circadien suit une période endogène d’environ 24 
heures tandis que le processus homéostatique sert à conserver l’équilibre entre la durée de 
sommeil et d’éveil [3]. Les premières études de sommeil consistaient à observer des dormeurs. 
Au fil du temps, de nouvelles méthodes se sont développées et les analyses sont devenues plus 
précises. C’est au début du 20e siècle qu’on commence à décrire la physiologie du sommeil à 
partir de l’utilisation de l‘électroencéphalographie. On crée en 1968 un comité international 
dirigé par Rechtshaffen et Kales. Il en ressort le Manual of standardized terminology, techniques 
and scoring system for sleep stages of human subjects [4]. Ce manuel permet d’uniformiser 
l’analyse du sommeil entre les différents spécialistes. En 1972, le signal respiratoire et l’activité 
cardiaque sont ajoutés aux signaux d’électroencéphalogramme (EEG) et d’électromyogramme 
(EMG) pour faire le suivi du sommeil. Le premier journal scientifique intitulé SLEEP, fait son 
apparition. Il se consacre aux troubles du sommeil et contient des recommandations d’analyse et 
de traitements [5]. En 2004, un nouveau standard proposé par l’American Academy of Sleep 
Medicine est à son tour proposé [6]. 
Une nouvelle technologie de mesure des signaux physiologiques à l’aide de capteurs intégrés à 
un vêtement dit « intelligent » a été récemment mise au point par Carré Technologies inc. de 
Montréal. Cette technologie ouvre de nouvelles possibilités pour la surveillance à long terme des 
fonctions physiologiques à diverses fins : recherche fondamentale et appliquée, entrainement des 
athlètes, caractérisation du sommeil, etc. On peut voir dans la Figure 1-1 le vêtement et l’appareil 
d’enregistrement Hexoskin. Le produit permet d’enregistrer l’ECG, la respiration et les 
mouvements du sujet. Le défi consiste à mettre au point des systèmes de traitement numérique de 
signaux adaptés à chaque type d’applications. Plus spécifiquement, le projet de recherche 
présenté est de mettre au point et de valider un algorithme pour analyser les signaux recueillis 
durant la nuit de façon à extraire l’information, caractériser et reconnaitre différents stades du 
sommeil. Le projet est réalisé dans le cadre d’une collaboration entre l’École Polytechnique de 
Montréal, la compagnie Carré Technologies inc. et le laboratoire du sommeil de l’Hôpital 
Rivière-des-Prairies. 
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Figure 1-1: Produit Hexoskin 
Présentement, la technique de base pour la surveillance et le diagnostic du sommeil et de certains 
troubles est la polysomnographie (PSG). Cette technique utilise différents signaux 
physiologiques comme l’électroencéphalogramme (EEG), l’électro-oculogramme (EOG), 
l’électrocardiogramme (ECG) et le signal respiratoire (SR). L’évaluation du sommeil avec cette 
méthode standard utilise principalement les signaux EEG et EOG pour la classification des 
phases de sommeil. Ainsi, les critères de différenciation pour chaque phase développés dans le 
manuel de Rechtschaffen et Kales (R&K) de même que l’American Academy of Sleep Medicine 
(AASM) sont très précis pour ces signaux. Par contre, pour les enregistrer, les capteurs et les 
systèmes de mesures usuels comprennent de nombreux éléments complexes, encombrants et 
coûteux. De plus, les enregistrements sont généralement réalisés à l’hôpital. Il existe déjà des 
polysomnographes portatifs, mais ils demeurent encombrants et nécessitent l’intervention d’un 
technicien spécialisé. L’utilisation du produit Hexoskin simplifie beaucoup l’acquisition de 
données physiologiques durant le sommeil et permet de le faire à domicile. Par contre, plusieurs 
défis sont rencontrés. Tout d’abord, le vêtement ne permet pas d’enregistrer les signaux qui 
servent normalement de base à l’évaluation du sommeil. Il faut donc établir une relation entre les 
signaux Hexoskin et les phases de sommeil. De plus, pour l'élaboration d’une application simple 
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ne nécessitant pas l’intervention de l’utilisateur, les paramètres mesurés doivent être assez 
significatifs pour développer un algorithme de classification indépendant des sujets.  
Le but de ce projet pilote en partenariat avec l’industrie est donc de démontrer qu’il est possible 
de faire l’étude du sommeil en utilisant une technologie plus simple que celles présentement 
utilisées. L’objectif général est de mettre au point et de valider un algorithme pour analyser les 
signaux recueillis par les capteurs intégrés à un vêtement intelligent de façon à caractériser et 
reconnaitre les différents stades du sommeil. Les capteurs du vêtement Hexoskin permettent 
d’enregistrer l’activité électrique du cœur et le signal respiratoire thoracique et abdominal. 
Plusieurs caractéristiques physiologiques peuvent en être déduites telles que le rythme cardiaque 
et sa variation ainsi que le rythme et l’amplitude de la respiration. La présence d’un 
accéléromètre en trois dimensions permet aussi de faire l’étude du mouvement. On fait 
l’hypothèse que les trois types de signaux disponibles du système Hexoskin sont suffisants pour 
extraire des paramètres de classification performants. Il s’ensuit que les paramètres extraits 
permettent de faire une classification en trois phases de sommeil et une évaluation de la qualité 
du sommeil. On cherche à distinguer l’éveil (E), le sommeil paradoxal (SP) et le sommeil non 
paradoxal (SNP). On croit être capable d’extraire la structure générale du sommeil avec une 
précision légèrement inférieure à la PSG. En effet, la fenêtre de précision d’analyse temporelle 
n’est pas la même que pour la méthode standard PSG, car les changements physiologiques sur les 
signaux Hexoskin sont moins rapides. Il est donc difficile de détecter des variations rapides 
significatives entre les paramètres d’une phase à l’autre. Ainsi, l’algorithme est construit à partir 
d’observations physiologiques et de la distinction des différents paramètres en fonction des 
phases de sommeil en intégrant une composante temporelle. Une approche dite raisonnée devrait 
permettre d’obtenir des résultats satisfaisants et justifiables par des connaissances physiologiques 
sur le sommeil en opposition à une approche automatique tel que les réseaux de neurones. Enfin, 
l’algorithme développé doit pouvoir bien s’intégrer au produit Hexoskin en restant simple et 
efficace.  
Le projet consiste donc au développement d’algorithmes d’interprétation du sommeil. Un 
graphique des phases en fonction du temps ainsi que des mesures de la qualité du sommeil, tel 
que l’efficacité, devront pouvoir se faire en accord avec la méthode standard. C’est la variation 
du rythme cardiaque ainsi que les cycles respiratoires mesurés qui serviront de signaux de base à 
l’analyse. Une méthodologie de recherche rigoureuse est suivie. Pour commencer, une revue de 
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la littérature est nécessaire pour bien comprendre la physiologie du sommeil ainsi que pour 
explorer les méthodes présentement utilisées. Par la suite, un protocole d’acquisition est rédigé 
afin de permettre la collecte simultanée de données par la méthode PSG standard et l’Hexoskin. 
À partir des données recueillies, l’algorithme est développé et testé. À fin de validation, le 
pourcentage d’accord entre les méthodes, le coefficient Kappa et la différence dans la mesure 
d’efficacité de sommeil sont évaluées. Une fois la validité du système établi, l’algorithme 
d’interprétation du sommeil sera implémenté au produit Hexoskin pour une utilisation publique.  
Grâce à son faible coût et de sa facilité d’utilisation, l’Hexoskin pourrait rendre le suivi à long 
terme du sommeil de patients plus accessible aux médecins que la polysomnographie standard. 
Mais surtout, l’Hexoskin permettrait une évaluation du sommeil à domicile, dans 
l’environnement habituel des patients, plutôt que dans un laboratoire du sommeil situé dans un 
hôpital ou dans une clinique qui demande souvent une période d’acclimatation. Cette évaluation à 
domicile ayant la possibilité de s’échelonner sur plusieurs nuits devrait alors représenter plus 
fidèlement l’état de santé général du patient et éliminerait le matériel coûteux et encombrant qui 
est présentement utilisé. Ainsi, on croit que le projet entrainera une meilleure caractérisation du 
sommeil et permettra des études plus près de la réalité. Le produit serait aussi d’une grande aide 
dans le domaine de la recherche. Ce projet est important pour améliorer la compréhension du 
sommeil. Il serait éventuellement possible d’étudier à plus grande échelle les problèmes de 
sommeil présent dans la société actuelle.  
La plupart des méthodes de classifications automatiques des phases de sommeil utilisent les 
signaux obtenus par polysomnographie. C’est les différents signaux EEG qui sont les plus 
utilisés. Par ailleurs, certains tentent de diminuer le nombre de signaux étudiés, mais la 
classification obtenue est souvent complexe et différencie seulement l’éveil du sommeil. Pour ce 
projet, l’étude des signaux cardiaque, respiratoire et de mouvement constitue une nouvelle 
combinaison de signaux. De plus, l’Hexoskin permet d’avoir un système portable en diminuant 
l’appareillage nécessaire. Enfin, le projet décrit se distingue par l’avancement de la technologie 
utilisée. En effet, le produit Hexoskin est à un niveau commercial et n’a pas seulement comme 
objectif l’analyse du sommeil. Le projet permet déjà de faire l’analyse des performances 
physiques lors de la pratique de sport. L’étude du sommeil ajoute une sphère à l’évaluation de 
l’état de santé générale des utilisateurs. 
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Le mémoire qui suit présente les différentes étapes qui ont mené à la mise au point et à la 
validation d’un algorithme d’analyse du sommeil se basant sur les signaux physiologiques 
enregistrés à l’aide du vêtement intelligent Hexoskin. Le deuxième chapitre couvre la revue de la 
littérature du sommeil et ses différentes caractéristiques physiologiques. Les méthodes de 
classification et d’évaluation sont également exposées. La méthodologie de mesure standard ainsi 
que les méthodes explorées par différents groupes de recherche sont également décrites pour faire 
ressortir les avantages et inconvénients de chacune. Le troisième chapitre décrit la méthodologie 
du projet pilote. La collecte de données nécessaires au projet s’est faite avec la méthodologie 
standard et simultanément avec le vêtement. Chaque système est décrit en détail. On présente la 
préparation des signaux Hexoskin nécessaire pour faire les analyses. Dans le quatrième chapitre, 
on présente les étapes du développement des algorithmes d’analyse du sommeil et les résultats 
obtenus pour chacun. Le chapitre de Discussion fait un retour sur chaque algorithme testé et 
présente l’algorithme retenu. Enfin, les limites, améliorations possibles et les applications futures 
sont présentées dans la Conclusion. 
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CHAPITRE 2 REVUE CRITIQUE DE LA LITTÉRATURE 
2.1 Le sommeil 
2.1.1 Historique 
L’étude du sommeil est une science qui a émergé au début du 20e siècle avec l’apparition des 
technologies qui permettent de faire l’enregistrement de l’activité cérébrale et des évènements 
physiologiques tel que l’activité électrique du cœur humain. En 1929, on prouve qu’il est possible 
de détecter et de caractériser l’éveil chez l’humain à partir d’enregistrements sur le cuir chevelu. 
De plus, l’évaluation des problèmes respiratoires durant le sommeil évolue. La méthode 
d’évaluation du sommeil est nommée polysomnographie en raison des multiples paramètres 
physiologiques qui sont enregistrés. À partir des années 1950, on commence à discerner des 
motifs de sommeil normaux et anormaux. De plus, on ajoute l’identification des motifs d’ondes 
cérébrales continues (alpha, delta) et de phénomènes isolés (complexe K, fuseaux, vortex). En 
1953, Aserinsky et Kleitman identifient les mouvements rapides des yeux et leurs effets 
cardiorespiratoires durant le sommeil. Après plusieurs rencontres, c’est en 1968 qu’un manuel 
d’évaluation standard fait son apparition sous la supervision de Allan Rechtschaffen et Anthony 
Kales. Depuis, les connaissances dans la science du sommeil ne cessent d’évoluer [4-7]. 
2.1.2 Définition 
Le sommeil se définit comme un état réversible de désengagement de perception où le sujet est 
insensible à son environnement. On peut aussi dire que le sommeil est un amalgame complexe de 
processus physiologiques et comportementaux [8]. C’est une condition durant laquelle l’activité 
vagale est dominante alors que l’activité sympathique est au repos. Le sommeil est connu pour 
être un état de conscience dynamique qui est caractérisé par des fluctuations rapides du rythme 
cardiaque [9]. 
Il existe trois théories pour expliquer le besoin de dormir. La théorie restauratrice s’appuie sur 
notre besoin de récupérer. La théorie de la conservation de l’énergie considère que plus on dort, 
moins on dépense d’énergie. Enfin, il y a la théorie du maintien de la veille selon laquelle il est 
nécessaire de rester éveillé assez longtemps pour se nourrir. Les différentes théories s’appuient 
sur des observations faites dans la nature chez les animaux. Ainsi, un oiseau qui passe une bonne 
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partie de son temps à se nourrir, car ce qu’il mange est à très faible teneur calorique, rejoint la 3e 
théorie alors qu’un animal qui dort la majeure partie de son temps s’apparente à la 2e théorie [10]. 
2.1.3 L’étude du sommeil 
L’analyse du sommeil étudie l’éveil et le sommeil qui se divise en deux stades distincts : sommeil 
paradoxal et non paradoxal qui seront décrits plus en détails dans les prochaines sections. On peut 
les différencier en étudiant les différences dans les signaux électriques du cerveau, des yeux et 
des muscles de la mâchoire, soit l’EEG, l’EOG et l’EMG respectivement. De plus, on divise 
également le SNP en différents stades qui sont surtout différenciés par les motifs des ondes dans 
l’EEG. Les stades de sommeil sont principalement définis par les signaux EEG, EOG et EMG. 
Ces variables ne sont pas distinctement homogènes pour un stade en particulier. L’analyse de 
stades de sommeil requiert une bonne connaissance des motifs physiologiques des différents 
signaux et la connaissance des définitions de bases, même si certaines différences entre le 
sommeil et l’éveil sont facilement observables par une personne non spécialiste comme la 
fermeture des yeux et la quasi-immobilité [1, 11]. 
2.1.4 Physiologie 
On nomme chronobiologie l’étude de la structure temporelle des rythmes biologiques chez les 
êtres vivants. Les rythmes biologiques sont associés aux processus biologiques, 
comportementaux et psychologiques se produisant à intervalle régulier et pouvant être déterminés 
par un stimulus externe ou généré de façon endogène. Les rythmes circadiens sont des rythmes 
périodiques s’échelonnant sur des périodes d’environs 24 h. Ils sont endogènes, c’est-à-dire 
générés par l’organisme, mais sensibles à l’environnement. Pour mesurer le rythme circadien, il 
existe plusieurs marqueurs physiologiques comme la température corporelle qui atteint un 
minimum vers 5 h et la sécrétion de mélatonine qui commence normalement 1 h 30 avant le 
coucher. Il existe aussi des rythmes plus lents, tel que saisonnier, et plus court, tel que 
cardiorespiratoire. Le sommeil s’inscrit dans le cycle circadien de chaque individu. La régulation 
du cycle éveil-sommeil est définie par deux processus. Il y a le processus circadien qui est 
endogène sur une période d’environ 24 h et le processus homéostatique qui est l’équilibre dans la 
durée éveil-sommeil en fonction du niveau de fatigue. De plus, il existe différents chronotypes 
qui différentient les types « matin » de ceux qui sont plutôt de type « soir » [3, 7, 12].  
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Le sommeil fait partie d’un rythme physiologique de base. Pour l’observateur, il existe des 
caractéristiques comportementales distinctes et manifestes qui différencient le sommeil de l’éveil. 
Les différences physiologiques entre le SNP et le SP sont plus obscures. Les comportements 
durant l’éveil varient beaucoup. L’individu peut être dans n’importe quelle position, mais 
généralement il a les yeux ouverts, il est minimalement actif et réceptif aux stimuli. Les 
mouvements de l’œil sont fréquents et associés à une activité visuelle. La respiration est réglée 
par un contrôle métabolique, mais peut être modifiée volontairement. Il y a un grand niveau 
d’activité sympathique qui réagit à l’environnement et l’activité parasympathique est faible. La 
fonction cardiovasculaire varie en réponse aux besoins métaboliques [1, 5]. 
Durant la transition éveil-sommeil, les changements les plus marquants sont la fermeture des 
yeux, l’inactivité, la diminution de la réponse aux stimuli et une posture caractéristique. À mesure 
que le sommeil avance, l’individu devient moins sensible aux stimuli. La respiration est plus lente 
et plus régulière. Le volume courant, soit le volume d’air inspiré ou expiré à chaque respiration,  
diminue, les réflexes des voies respiratoires sont émoussés et il y a relâchement des muscles ce 
qui peut causer le ronflement. On voit aussi une diminution générale de l’activité sympathique et 
une augmentation parasympathique en plus d’une contraction des pupilles. Le rythme cardiaque 
diminue. La pression artérielle pulmonaire peut augmenter légèrement alors que la pression 
artérielle périphérique diminue [1, 8]. 
Durant le sommeil non paradoxal, l’activité sympathique est faible et l’activité parasympathique 
augmente. Les fonctions corporelles qui sont contrôlées par l’activité automatique montrent une 
diminution d’activité. Les muscles volontaires sont relâchés. Le rythme respiratoire devient plus 
régulier et le volume courant diminue. Pour ce qui est du sommeil paradoxal, ce qui est le plus 
notoire, c’est le mouvement rapide des yeux. On voit aussi une augmentation de la contribution 
sympathique. L’activité sympathique est alors plus variable qu’en SNP. Le rythme cardiaque et la 
pression sanguine montrent un haut niveau de variabilité. Les muscles volontaires sont atoniques 
avec des spasmes aléatoires. Seul le diaphragme maintient la respiration qui devient irrégulière 
ainsi que le volume courant. Les contrôles chimiques de la respiration sont bloqués. De plus, les 
individus qu’on réveille durant le SP rapportent des images vives avec des émotions, des couleurs 
et des sensations auditives [1, 13, 14]. 
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2.2 La classification du sommeil 
2.2.1 Système de classification 
Pour faire l’étude du sommeil, il existe deux standards. On retrouve les règles de classification de 
Rechtshaffen et Kales (R&K) ainsi que les règles de l’American Academy of Sleep Medicine 
(AASM). Le système de R&K fut le premier à être implanté. Le manuel de l’AASM est plus 
récent et voulait remplacer l’ancien standard. Il commence à faire sa marque au sein de la 
communauté du sommeil. Ainsi, l’ancienne nomenclature et les descriptions traditionnelles sont 
encore utilisées, car elles sont plus descriptives et il existe plus de recherches expérimentales les 
utilisant [8]. Dans ce qui suit, on décrit comment les deux méthodes de classification utilisent les 
signaux enregistrés pour différencier les phases de sommeil.  
C’est en 1968 que le comité international dirigé par Allan Rechtshaffen et Anthony Kales est créé 
pour standardiser l’étude du sommeil. Il en ressort A Manual of Standardized Terminology 
Techniques and Scoring System for Sleep Stages of Human Subjects [4] qui présente une 
classification en 7 phases et des normes d’évaluation du sommeil [15]. On retrouve ainsi l’éveil, 
les mouvements du corps, le sommeil paradoxal (SP) et 4 phases progressives de sommeil non 
paradoxal (SNP). Les lois de R&K utilisent principalement les signaux électriques du cerveau, 
des yeux et des muscles de la mâchoire pour faire la classification. En effet, pour faire une 
distinction en 6 stades, il est nécessaire d’avoir au moins ces trois signaux physiologiques [11, 
16, 17]. 
Il y a deux notions globales qui sont introduites. On a d’abord la notion d’époque qui dit que plus 
la fenêtre d’analyse est courte, plus la détermination du stade est précise. En recherche clinique, 
c’est généralement des fenêtres de 20 secondes qui sont utilisées. La seconde notion est la règle 
d’unité qui stipule qu’il n’y a qu’une seule phase par époque. Il existe également deux règles 
spécifiques pour déterminer le début et la fin du sommeil paradoxal. Ainsi, une époque difficile à 
classer et voisine d’une époque de sommeil paradoxal doit être du sommeil paradoxal, à 
condition qu’il n’y ait pas de changement dans l’activité musculaire [5]. Enfin, la classification 
R&K néglige souvent les périodes de micro-éveils, car elles ne durent qu’une petite partie de la 
fenêtre d’analyse [18]. 
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C’est en 2004 que l’AASM présente une nouvelle méthode de classification des phases de 
sommeil. Avec l’évolution de la science du sommeil, de nouveaux paramètres sont utilisés pour 
faire la caractérisation du sommeil. De plus, on est plus conscient de la nature et des effets des 
évènements reliés au sommeil. Ainsi, un nouveau manuel d’évaluation a été développé pour 
répondre aux nouvelles connaissances et besoins. Le but du nouveau manuel est de créer un 
document qui reflète les connaissances actuelles et qui présente des spécifications standard plus 
complètes. Le développement du manuel est réalisé pour encourager un standard de décision 
visuel [6]. Dans cette mise à jour, les stades de sommeil sont renommés et réorganisés sous 5 
phases au lieu de 7. On retrouve maintenant les stades W, N1, N2, N3 et R en référence au terme 
anglais. On a donc W  pour l’éveil, N1 à N3 remplace les stades NREM 1 à 4 du sommeil non 
paradoxal. Les stades NREM3 et NREM4 qui forment le sommeil lent profond sont maintenant 
regroupés pour former le stade N3. Le stade R correspond au REM, le sommeil paradoxal. Enfin, 
le stade de mouvement corporel est éliminé. Le Tableau 2.1 compare et résume les deux systèmes 
de classification avec la traduction française qui sera utilisée tout au long du rapport.  
Tableau 2.1: Identification des phases de sommeil selon les systèmes de classification 
Classification R&K AASM 
Éveil WAKE W 
Sommeil non 
paradoxal 
(SNP) 
Sommeil léger 
NREM1 N1 
NREM2 N2 
Sommeil lent profond 
NREM3 
N3 
NREM4 
Sommeil paradoxal (SP) REM R 
Mouvement du corps Body movement ---- 
Le manuel réalisé par l’AASM présente de nouvelles normes sur l’évaluation du sommeil. On y 
retrouve, entre autres, une description des évènements respiratoires, cardiaques et de 
mouvements. Les paramètres pour l’acquisition des signaux sont détaillés tels que la fréquence 
d’échantillonnage minimale pour chaque canal et les fréquences de coupures des filtres. Le 
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codage est réalisé sur des fenêtres de 30 secondes. On retrouve également la définition des stades 
de sommeil et les règles de classification associées. Les règles d’évaluation visuelles du sommeil 
sont spécifiées pour les sujets adultes et les enfants. On décrit aussi les règles pour étudier les 
évènements cardiaques et respiratoires. C’est surtout l’EOG, l’EMG et l’EEG qui sont 
utilisés [6]. Une révision en 2007 apporte l’ajout d’une dérivation frontale pour les signaux EEG 
et l’utilisation de l’ECG [17].  
2.2.2 Règles de classification 
Dans le Tableau 2.2, on présente les règles de classification visuelle pour les sujets sains adultes 
selon la division des phases par R&K pour les trois signaux physiologiques principaux. Une seule 
mesure ne permet pas de classer de manière satisfaisante tous les stades de sommeil [19]. L’éveil 
se définit par la présence de grandes variations physiologiques. Ainsi, les niveaux d’activité 
mesurée par EOG et par EMG sont très variables et dépendent de l’activité spécifique à laquelle 
le sujet se livre [1]. On y associe un faible voltage et des fréquences EEG mélangées [17, 19]. 
Le premier stade de SNP est un stade transitoire entre l’éveil et le sommeil. Ainsi, avec la 
progression du stade SNP1, il y a augmentation de la quantité et de l’amplitude des ondes thêta 
dans l’EEG [5]. Ce stade présente des fréquences mixtes à faible voltage avec des mouvements 
lents de l’œil [19]. La transition au stade 2 est marquée par l’apparition de complexes K et/ou de 
fuseaux. Les complexes K sont formés d’ondes lentes caractérisées par une composante négative 
suivie d’une composante positive. Ils durent au moins 0,5 seconde et peuvent se reproduire aux 1 
à 3 minutes. Quant à eux, les fuseaux sont des ondes à 12-14Hz pouvant durer au moins 0,5 
seconde et surviennent à une fréquence d’environ 3 à 10 par minute [5]. On croit que les 
complexes K et les fuseaux servent à préserver l’intégrité du sommeil en bloquant les stimuli 
internes et externes. De plus, les mouvements de l’œil sont généralement absents ainsi que les 
ondes lentes de l’EEG. On retrouve ensuite le sommeil lent profond (les stades 3 et 4 du SNP) 
qui contient des ondes deltas et qui peut contenir des complexes K pouvant être associé aux 
ondes lentes [1].  
 Enfin, on retrouve le SP qui est très particulier. Les motifs EEG sont semblables à ceux pouvant 
être observés durant le stade 1, car il y a des fréquences mixtes et un faible voltage. Par contre, 
les rythmes alpha sont souvent absents du SP. Les fuseaux et les complexes K sont également 
absents. Les paramètres les plus significatifs sont l’occurrence de mouvements rapides des yeux 
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et l’absence de tonus musculaire. En effet, les muscles faciaux, posturaux et de respiration (sauf 
le diaphragme) deviennent atoniques. On peut aussi diviser en deux le SP. On nomme le stade 
tonique les moments où il n’y a pas de mouvement des yeux ou d’ondes EEG en dents de scie et 
une absence de spasmes musculaires. On retrouve aussi le stade phasique durant lequel il y a un 
mouvement des yeux, des ondes en dent de scie et des spasmes musculaires aléatoires [1, 19].  
Tableau 2.2: Caractéristiques physiologiques des règles de classification R&K pour adultes 
CLASSE EEG EOG EMG 
ÉVEIL 
Rythme alpha : ondes de 8-
12 Hz sur >50 % de la fenêtre 
Mouvements oculaires 
rapides, associés aux 
mouvements paupières 
Activité musculaire 
élevée 
SNP1 
Bas voltage, atténuation ondes 
alpha, fréquence mixte 2-7Hz 
sur >50 % de la fenêtre 
Mouvements oculaires 
lents, réguliers, longue 
durée 
Tonus musculaire 
assez élevé, inférieur 
à l’état de veille 
SNP2 
Fréquence mixte 2-7Hz 
Complexe K 
Fuseaux de sommeil 
Pas de mouvements 
oculaires 
Activité musculaire 
présente ou diminuée 
SNP3 
Ondes lentes delta de 2 Hz 
d’amplitude ≥75μV 
Occupent entre 20 % et 50 % de 
la fenêtre 
Pas de mouvements 
oculaires 
Activité musculaire 
présente, mais très 
diminuée 
SNP4 
Ondes lentes delta de 2 Hz 
occupent ≥50 % fenêtre 
Pas de mouvements 
oculaires 
Activité musculaire 
très faible 
SP 
Bas voltage, fréquences mixtes 
désynchronisées de 2-7Hz 
Mouvements oculaires 
rapides 
Atonie musculaire 
MVT 
Les mouvements entrainant des artéfacts empêchant la lecture EEG pour >50 % de la 
fenêtre 
[5, 6, 8, 17, 19, 20] 
Au-delà des règles formées à partir des trois signaux physiologiques précédents, d’autres 
observations peuvent être faites en fonction des différentes phases de sommeil. Ainsi, le Tableau 
2.3 présente les variations entre les phases de sommeil pour les trois types de signaux enregistrés 
à l’aide du vêtement Hexoskin.  
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Tableau 2.3: Autres caractéristiques physiologiques en fonction des phases de sommeil 
CLASSE COEUR RESPIRATION MOUVEMENT 
ÉVEIL 
Rythme en fonction de 
l’activité effectuée 
Rythme en fonction de 
l’activité effectuée 
La respiration peut être 
contrôlée 
Plusieurs positions 
possibles.  
Mouvement en fonction 
de l’activité 
SNP1- 
SNP2 
Diminution du rythme 
cardiaque et de sa 
variabilité avec 
progression SNP 
Diminution ventilation 
Diminution du rythme 
respiratoire et de sa 
variabilité avec 
progression SNP 
Série de mouvements 
corporels est le signe de 
l’ascension vers phases 
plus légères. 
SNP3- 
SNP4 
Diminution du rythme 
cardiaque et de sa 
variabilité avec 
progression SNP 
Diminution ventilation 
Diminution du rythme 
respiratoire et de sa 
variabilité avec 
progression SNP 
Diminution des 
mouvements 
SP 
Irrégularité du rythme 
cardiaque, légère 
augmentation du rythme 
moyen en comparaison 
avec périodes de SNP 
Irrégularité du rythme 
respiratoire, légère 
augmentation du rythme 
moyen en comparaison 
avec périodes de SNP 
Diminution maximale de 
la ventilation 
Diminution débit 
inspiratoire/expiratoire 
Absence de mouvements 
Atonie musculaire 
Les principaux 
changements de posture 
arrivent immédiatement 
avant et après le SP 
 
[2, 8, 18-22] 
2.2.3 Physiologie de classification 
Dans ce qui suit, on présente avec plus de détails les informations physiologiques pouvant être 
déduites des enregistrements PSG pour les signaux également enregistrés avec le vêtement 
Hexoskin. Durant le sommeil, la fonction cardiorespiratoire est affectée. La variabilité du rythme 
cardiaque (VRC) peut donc être mesurée et servir de paramètre d’analyse. Il y a un document 
complet servant de guide pour les calculs de la variabilité cardiaque [23]. Ainsi, dans le domaine 
temporel, les principales mesures sont le rythme cardiaque, sa moyenne et son écart-type. Pour ce 
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qui est du domaine fréquentiel, on mesure normalement la puissance dans différentes bandes de 
fréquences. Les plus utilisées, sont les basses et les hautes fréquences, soit BF et HF, dont les 
bornes de fréquences sont [0.04 0.15] Hz et [0.15 0.4] Hz respectivement. À partir de ces valeurs, 
on peut calculer les valeurs BF et HF normalisées par la somme des deux (BFN et HFN), le ratio 
entre les deux (BF/HF) et la somme des deux [23]. La valeur moyenne de l’intervalle RR, le 
temps entre 2 pics QRS dans un signal ECG, diminue durant le SP et l’éveil comparativement 
aux valeurs en SNP. Dans le domaine spectral, ceci transparait par une diminution de la valeur de 
la puissance moyenne normalisée de la composante des hautes fréquences. Inversement, la 
composante des basses fréquences et le ratio BF/HF augmentent durant l’éveil et le SP. Leur 
valeur est minimale durant le SNP [5]. Le paramètre fréquentiel BF/HF diminue 
significativement de l’éveil au SNP et augmente durant le SP. De plus, de l’éveil au SNP, il y a 
une diminution du pourcentage de la puissance dans la plage BF et une augmentation dans la 
plage HF, ce qui est normalement associé à une dominance parasympathique. Durant le SP, la 
puissance BF ne change pas alors que la puissance HF diminue à des valeurs comparables à 
l’éveil [9]. Dans l’analyse fréquentielle du rythme cardiaque, la mesure des hautes fréquences est 
associée à la fréquence respiratoire, les basses fréquences sont reliées à la dynamique baroréflexe 
et les très basses fréquences à la thermorégulation. Les hautes fréquences servent à quantifier 
l’activité parasympathique. Les changements dans les basses fréquences sont dus aux activités 
parasympathique et sympathique. Ainsi, le ratio BF/HF est un index de la modulation 
sympathique [13]. La VRC aurait donc des informations importantes sur le sujet sain ou avec des 
problèmes de sommeil dû à son lien avec le système nerveux autonome (SNA) [18]. De plus, la 
pression sanguine est plus faible durant le SNP que durant l’éveil [13]. Par contre, la 
classification visuelle n’utilise pas les signaux ECG, car les changements ne sont pas abrupts et 
l’on ne peut les voir à l’œil nu [18]. 
Pour ce qui est de la respiration, le motif respiratoire est significativement plus rapide et plus 
profond durant le sommeil que durant l’éveil. La réduction de la ventilation est due à la 
différence dans le motif de respiration entre le sommeil et l’éveil. L’augmentation de la fréquence 
respiratoire résulte de la diminution parallèle du temps d’inspiration et d’expiration durant le 
sommeil, sans différence entre les stades. Ainsi, lorsqu’on dort la respiration est légèrement plus 
rapide et plus superficielle [21]. De plus, le motif de respiration durant le SP est irrégulier [21, 
24]. Pour ce qui est du SNP, le rythme respiratoire est régulier et la stabilité augmente plus on se 
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dirige vers des phases de sommeil plus profond [24]. La ventilation minute, soit le volume d’air 
qu’une personne respire durant une minute, se mesure avec un masque respiratoire. Chez 
plusieurs sujets, elle est significativement (p=0.05) moins grande que durant l’éveil 
(7,66±0,34 L/min). Durant le SP, les valeurs sont de 6,49±0,29 L/min alors que c’est un peu plus 
élevé durant le SNP avec 7,18±039 L/min. Le volume courant lors du sommeil paradoxal est à 
73 % comparativement à l’éveil. De plus, la moyenne du débit inspiratoire est grandement 
inférieure lors d’une phase de SP que lors du SNP et de l’éveil [21]. Il est aussi possible de relier 
la respiration au signal cardiaque. La synchronisation entre les battements cardiaques et les 
motifs respiratoires est augmentée durant certains stades de sommeil [11]. Ainsi, lors d’une 
analyse spectrale cardiaque, pour une phase de SP, caractérisé par une grande variabilité 
respiratoire, la composante spectrale de la respiration est étalée sur une plus grande fenêtre. On 
peut donc s’attendre à voir une grande variabilité dans la fréquence du pic de la plage HF et une 
faible puissance du pic [24]. 
2.2.4 Architecture du sommeil 
L’architecture du sommeil réfère à l’organisation du sommeil en différents stades et leur 
distribution au cours de la nuit [1]. On nomme codage, la procédure qui consiste à observer et 
identifier les différentes phases de sommeil à partir des signaux PSG. Les résultats de la 
classification sont présentés dans un graphique nommé hypnogramme qui montre les stades de 
sommeil en fonction du temps comme on peut voir un exemple simplifié à la Figure 2-1. Les 
cycles de sommeil chez le jeune adulte en santé sous des conditions normales commencent en 
éveil pour aller progressivement vers le stade 1 du SNP pour 1 à 7 minutes. Il s’agit d’un 
sommeil discontinu ayant un seuil d’éveil bas. C’est-à-dire que le dormeur peut facilement se 
faire réveiller. Il est aussi possible d’observer des transitions éveil-sommeil, mais lorsque celles-
ci sont trop fréquentes, c’est signe d’un problème [1, 8]. Le stade 1 est suivi du stade 2 pour 10-
25 minutes. On passe ensuite en sommeil lent profond. Dans le premier cycle de sommeil, il y a 
un stade 3 pour quelques instants qui sert de transition avant d’aller en stade 4 pour 20-40 
minutes. Avant d’aller en SP, il est également possible de retourner vers les stades plus légers, 
soit le stade 3 pour 1-2 minutes et le stade 2 pour 5-10 minutes. Durant le premier cycle, le SP est 
de courte durée, soit 1-5 minutes, mais normalement les épisodes deviennent plus longs au fil de 
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la nuit [1, 5]. Le premier épisode de SP a lieu environ 80 à 100 minutes après 
l’endormissement [8].  
 
Image libre de droits 
Figure 2-1: Hypnogramme simplifié [25] 
Les phases de SNP et de SP alternent de manière cyclique au cours de la nuit. Au cours de ces 
alternances, avec l’avancement de la nuit, le SP est de plus en plus long et les phases 3 et 4 de 
SNP tendent à disparaitre. Après le troisième cycle, le sommeil lent peut complètement 
disparaitre. En fin de nuit, le stade 2 constitue la presque totalité du SNP. Le premier cycle de 
sommeil dure de 70 à 100 minutes alors que les autres durent de 90 à 120 minutes pour une 
période moyenne de 90-110 minutes. En général, les jeunes adultes dorment 7.5 heures la 
semaine et un peu plus longtemps, 8.5 heures, la fin de semaine. Il existe tout de même une 
grande variabilité entre chaque personne et entre chaque nuit. Une nuit de durée moyenne 
comprend normalement 4 à 6 cycles de sommeil. Il doit y avoir 15 minutes entre deux époques 
successives de SP pour dire qu’il s’agit d’un nouveau cycle de sommeil [1, 5, 8]. Pour le SP, les 
proportions relatives des phases toniques et phasiques varient en fonction des périodes de 
sommeil. La progression des phases de sommeil peut être dérangée à tout moment par des éveils 
qui cause des variations brusques à des stades de sommeil plus léger ou à de l’éveil. Ces éveils 
sont souvent très courts (quelques secondes) et sont oubliés. Un éveil a lieu en réponse à un 
stimulus intrinsèque ou extrinsèque [1].  
La proportion relative de chaque stade change pour chaque cycle durant la période de sommeil et 
est modifiée par les influences circadiennes [1]. En général, la distribution des phases de sommeil 
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durant la nuit suit le modèle suivant. On passe 5 % de la nuit en éveil. Le SNP occupe 
généralement 75 % à 80 %, soit 2 %-5 % en SNP1, 45 %-55 % en SNP2, 3 %-8 % en SNP3, 
10 %-15 % en SNP4. Le SP, quant à lui, occupe le 20 %-25 % restant de la nuit et apparait 4 à 6 
fois [8]. Une personne qui a manqué de sommeil pour une ou plusieurs nuits aura une plus grande 
proportion de sommeil lent dans les prochaines nuits. De plus, le sommeil de rattrapage est 
généralement plus long et plus profond. À la suite d'une perte totale de sommeil, le sommeil lent 
profond sera plus présent que le SP qui est récupéré en partie seulement après la récupération du 
sommeil lent profond [8].  
En plus des différences physiologiques entre les différentes phases de sommeil, on croit en 
général que les fonctions du SP et du SNP sont différentes. On associe souvent le SP aux 
fonctions neurocognitives. Ainsi, la maturation du système nerveux central, la synaptogenèse et 
la mémoire y sont reliées et sont grandement dépendantes de la qualité du SP. Au niveau de la 
mémoire, le sommeil pourrait servir à fermer l’écart entre la mémoire à court et long terme. C’est 
surtout l’encodage et la fonction de rappel, soit la réactivation d’informations vitales à la survie, 
qu’on associe au SP. C’est aussi le support physiologique principal aux rêves. Le sommeil lent, 
quant à lui, est associé aux fonctions somatiques. On retrouve la sécrétion d’hormones de 
croissance et l’activation de la réponse immunitaire. Il y a aussi la préparation au SP qui consiste 
au tri de l’information recueillie et à déterminer ce qu’il est nécessaire de se rappeler afin de 
coder l’information pour la mémoire à long terme [8, 10, 16]. 
2.3 L’évaluation du sommeil 
2.3.1 Paramètres 
L’évaluation du sommeil peut se faire de manières subjective ou objective. Les deux méthodes 
sont valables et c’est la combinaison des résultats qui constitue une évaluation complète. 
L’évaluation subjective est le point de vue du dormeur obtenu avec différents questionnaires 
standard. Ainsi, c’est le patient qui évalue son propre sommeil. Il dit ce qu’il a ressenti durant ou 
à la suite de sa nuit, comme son état de fatigue. On note aussi le temps estimé pour s’endormir et 
le nombre d’éveils. La méthode objective considère le point de vue des somnologues, soit les 
spécialistes du sommeil. Les mesures sont réalisées à l’aide d’équipement et analysées par les 
spécialistes pour transcrire les données de sommeil en valeurs quantitatives. Les paramètres 
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d’évaluation suivent des normes et critères reconnus et définis dans les manuels de R&K et 
l’AASM. Il est important de noter qu’il peut y avoir une faible concordance entre les deux 
sources. Le patient peut dire qu’il a mal dormi alors que les résultats objectifs disent le contraire. 
Les deux sources sont valables, utiles et peuvent aider au diagnostic [10]. 
Pour ce qui est de l’évaluation objective par PSG, dans le document révisé de l’AASM, on 
énumère quels sont les paramètres sur le sommeil qui devrait faire partie du rapport d’évaluation. 
Il y a 10 données propres au sommeil. L’heure d’extinction et d’allumage des lumières doit être 
notée et permet d’obtenir le temps total d’enregistrement (en minutes). La période totale de 
sommeil débute à l’apparition d’un premier stade de sommeil autre que le stade 1 jusqu’au 
dernier stade de sommeil. On veut également obtenir le temps total de sommeil en minutes qui se 
définit comme la période totale de sommeil à laquelle on soustrait les éveils intrasommeil. On 
cherche aussi à mesurer la latence au sommeil qu’on définit comme la période entre l’extinction 
des lumières et le premier stade de sommeil autre que le stade 1. De même, la latence au stade SP 
se définit comme la période après l’extinction des lumières à l’apparition d’une phase de SP. On 
note le temps éveillé après l’endormissement. Il faut faire attention à la définition utilisée de 
l’endormissement. Pour certain, l’endormissement peut aussi être caractérisé par 10 min de 
stade 1 sans interruption. On calcule le pourcentage de chaque phase par rapport au temps total de 
sommeil. Le pourcentage d’efficacité du sommeil quant à lui se mesure à partir du rapport du 
temps total de sommeil sur la durée d’enregistrement. Il est important de noter que pour certains 
paramètres comme l’efficacité, ce n’est pas toujours les mêmes définitions qui sont utilisées 
d’une étude à l’autre. On retrouve également plusieurs paramètres à mesurer pour définir les 
évènements d’éveil, respiratoires, cardiaques et de mouvements qui peuvent se produire durant le 
sommeil [5, 6, 25]. 
Pour des sujets sains sans problèmes de sommeil, l’efficacité de sommeil est normalement 
supérieure à 95 %. Les valeurs obtenues pour de jeunes hommes en santé sont de 86 % +/- 7 %. 
On associe généralement des valeurs sous les 85 % à de mauvaises nuits. De même, la latence à 
l’endormissement peut durer quelques minutes, mais au-dessus de 30 minutes c’est anormal. La 
latence au SP est autour de 60 minutes, soit entre 45 et 90 minutes. Les éveils intrasommeil 
constituent généralement moins de 5 % de la période de sommeil [5]. 
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2.3.2 Facteurs modifiant le sommeil 
Plusieurs facteurs peuvent avoir un effet sur la qualité du sommeil et la distribution des 
différentes phases. Le facteur le plus important est l’âge du sujet. Toutes les mesures de sommeil 
varient significativement avec l’âge [26]. Certains changements sont prédictibles selon l’âge dû 
au lien avec la maturité du cerveau [8]. Au cours de la vie d’une personne, les motifs de sommeil 
changent. Pour commencer, la quantité de temps passé à dormir varie grandement. À la 
naissance, on dort la majorité du temps, mais pour des périodes de 1 à 4 heures qui sont 
distribuées au travers de la nuit et de la journée. Environ la moitié du sommeil est « actif » (stade 
antérieur au SP) et l’autre moitié est « passif » (stade antérieur au SNP). Les cycles sont 
d’environ 50 minutes. Au cours de la première année de vie, les périodes de sommeil vont 
graduellement augmenter et la proportion de SP diminue. C’est durant les deux premières années 
qu’on voit les ondes lentes apparaitre. Durant l’enfance, le sommeil commence à se consolider 
durant des périodes nocturnes. À l’âge scolaire, la quantité de siestes diminue et la proportion 
relative de SP approche ce qu’on voit chez l’adulte. De la naissance à l’adolescence, la quantité 
de sommeil lent profond diminue dramatiquement. Cette tendance se poursuit avec l’avancement 
de l’âge. De plus, à l’adolescence, le besoin de sommeil est plus grand et il y a souvent un retard 
de phase, c'est-à-dire que les jeunes ont tendance à se coucher et à se lever plus tard.  Durant 
l’âge adulte, il y a plusieurs facteurs sociaux et économiques qui modifient l’horaire et la durée 
des périodes de sommeil, mais il s’agit généralement d’une seule période nocturne d’environ 8 
heures. Avec l’avancement de l’âge, le temps total de sommeil diminue graduellement et le temps 
d’endormissement est plus long. On voit aussi une plus grande proportion de stade 2 et une 
diminution ou la disparition de la proportion de sommeil lent profond. De plus, le nombre de 
changements de stades, de micro-éveils et de réveils augmente. Les périodes de sommeil 
deviennent plus fragmentées, ce qui est souvent compensé par des siestes [1, 3, 8].  
En plus de l’âge, l’architecture du sommeil et sa composition spectrale peuvent être affectées par 
le genre [5]. Les hommes ont un sommeil plus léger que les femmes. Ils ont un pourcentage 
significativement plus grand de stade SNP1 et SNP2 alors que le pourcentage est plus petit pour 
SNP3, SNP4 et SP. De plus, il y a un plus grand nombre d’éveils durant le sommeil. Ainsi, 
l’efficacité de sommeil est plus faible. Les hommes montrent également une plus grande 
dégradation de leur sommeil avec le vieillissement [26]. 
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La prise de médicament est aussi un facteur qui influence le sommeil, autant les médicaments 
prescrits pour traiter les troubles de sommeil que ceux non reliés aux traitements de troubles de 
sommeil. Les médicaments ont des effets très variables en fonction de leur contenu actif et de la 
réponse de l’individu [8, 16]. La nicotine, les drogues et l’alcool entrent également dans cette 
catégorie [8]. En général, l’alcool pris avant le coucher a tendance à diminuer la latence à 
l’endormissement et la quantité de SP, alors que le temps passé en SNP augmente. En général, la 
deuxième moitié de la nuit est marquée par un sommeil plus léger, interrompu et qui contient 
plus de SP. L’alcool peut aussi augmenter le ronflement, les apnées et les mouvements 
périodiques des membres inférieurs. La nicotine, quant à elle, peut entrainer des difficultés 
d’endormissement et augmenter la latence au SP ce qui peut résulter à de la somnolence diurne. 
De plus, l’efficacité de sommeil, le temps total de sommeil et le temps en sommeil lent profond 
sont diminués. L’ingestion de substances stimulantes telles que la caféine et le chocolat a aussi un 
effet. La caféine prise en soirée à tendance à augmenter la latence d’endormissement, le nombre 
de mouvements nocturnes, les éveils et à diminuer le temps passé en sommeil lent profond. Les 
effets sont variables en fonction de la dose et du moment de l’ingestion [5].  
Différents facteurs extérieurs peuvent également affecter le sommeil, tel que la température, le 
bruit et la lumière. La température ambiante est un facteur externe qui peut avoir un effet sur la 
qualité de sommeil. En effet, les extrêmes de température tendent à déranger le sommeil. Le SP 
serait plus affecté, car il a une moins grande capacité de thermorégulation. La sensibilité au bruit 
est différente d’un individu à l’autre et fonction du type de bruit. De plus, en général les femmes 
sont plus sensibles. La présence de bruit peut causer de plus grands mouvements corporels, plus 
d’éveils et de changements de stades. On note aussi un effet sur la distribution des phases de 
sommeil. La durée du sommeil lent profond et du sommeil paradoxal a tendance à diminuer. Des 
altérations sur l’architecture du sommeil peuvent aussi être provoquées à la suite d'une exposition 
à un bruit ambiant constant, >75 dB, durant la journée. Pour ce qui est de l’exposition à de la 
lumière, il peut y avoir une avance ou un retard de phase en fonction du moment de l’exposition. 
Les effets sont plus marqués pour des expositions en début ou fin de journée, alors qu’ils n’ont 
pratiquement pas d’effet durant la journée. Par contre, il ne semble pas y avoir d’altérations dans 
la structure du sommeil [5, 8]. Enfin, on retrouve les différents problèmes de sommeil qui seront 
abordés dans la section 2.4. 
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2.4 Les problèmes de sommeil 
2.4.1 Classification 
Il existe plusieurs troubles de sommeil qui se regroupent sous différentes catégories. La 
standardisation des définitions est importante afin de faciliter le diagnostic et le traitement par les 
différents intervenants. Il existe trois principales méthodes de classification. On retrouve 
l’International Classification of Sleep Disorders (ICSD-3), le Diagnostic and Statistical Manual 
of Mental Disorders (DSM-V) et l’International Classification of Diseases (ICD-10). C’est 
l’ICSD qui est la méthode la plus répandue pour classer les troubles de sommeil, car elle 
s’adresse spécifiquement à ces problèmes de santé. Dans sa troisième édition, on retrouve 6 
grandes catégories de problèmes qui sont énumérées et décrites dans le Tableau 2.4 [27, 28]. 
Tableau 2.4: Classification des troubles de sommeil selon ICSD-3 
Classe Description 
 Insomnie Difficulté à maintenir et/ou induire le sommeil 
Troubles respiratoires liés au 
sommeil 
Anormalité dans le motif de respiration ou dans la qualité de la 
ventilation durant le sommeil 
Hypersomnie Difficulté à maintenir et/ou induire l’éveil 
Trouble du rythme circadien 
d’éveil-sommeil 
Difficulté à suivre un horaire de sommeil régulier 
Parasomnie Manifestations comportementales inattendues durant le sommeil  
Trouble du mouvement lié au 
sommeil 
Mouvements anormaux durant le sommeil 
[12, 27-30] 
Il existe également des sous catégories qui servent à préciser l’origine du trouble.  
 Origine idiopathique 
 Associé à l’usage de drogue ou d’alcool 
 Associé à d’autres troubles du sommeil et/ou du rythme 
 Associé à des conditions médicales interférentes 
 Associé à des troubles psychiatriques 
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2.5 La mesure du sommeil 
2.5.1 Méthode standard 
La méthode d’évaluation standard pour le sommeil se nomme polysomnographie [31]. Cette 
technique est utilisée pour définir la physiologie du sommeil, les différents stades de sommeil, la 
qualité du sommeil ainsi que pour diagnostiquer différents problèmes de sommeil [11]. Pour faire 
l’évaluation, le patient doit dormir au minimum une nuit à hôpital dans un laboratoire du sommeil 
dans une chambre isolée. Le système PSG inclut un minimum de 11 canaux pour enregistrer les 
signaux électriques du cerveau (EEG), des yeux (EOG) et de certains muscles (EMG). On 
retrouve l’EMG de la mâchoire et les dérivations EMG au niveau des jambes. On mesure aussi 
les paramètres de flux et d’effort respiratoire. La saturation en oxygène est également enregistrée. 
Une caméra et un microphone font également partie de l’installation [6, 11]. Le manuel de 
classification de l’AASM inclut maintenant le signal cardiaque (ECG) comme composant 
recommandé [30]. Enfin, on annote aussi la position du dormeur [6]. 
Malgré les standards, il peut exister certaines différences entre les laboratoires. Par exemple, le 
nombre d’électrodes utilisées pour le montage EEG. De plus, le diagnostic à étudier est un autre 
facteur qui peut entrainer des modifications au montage. Ainsi, il n’est pas toujours nécessaire de 
faire un montage complet. Une autre différence entre les acquisitions peut provenir de la 
fréquence d’échantillonnage utilisée ainsi que la valeur des fréquences de coupures des filtres qui 
sont généralement appliqués sur l’enregistrement afin d’avoir des signaux de meilleure qualité. 
En début d’enregistrement, un bio-étalonnage est effectué pour vérifier la qualité des signaux 
enregistrés et pour évaluer l’allure de base des différents signaux  [5].  
Pour faire les mesures PSG, on place les électrodes à des endroits bien précis afin d’enregistrer 
les signaux physiologiques identifiés dans les manuels de classification [6]. Les signaux EEG 
sont de première importance [17]. On utilise le système international 10-20 qui identifie où on 
doit placer les électrodes sur le cuir chevelu. On place généralement l’électrode de référence sur 
le lobe d’oreille ou dans le front [5]. C’est l’activité neuronale du cortex qui génère des potentiels 
électriques détectables à la surface du crâne. On décrit les enregistrements EEG par la fréquence, 
l’amplitude et la morphologie des ondes présentes. Dans le sommeil, on identifie cinq bandes de 
fréquence EEG, soit les ondes delta, thêta, alpha, bêta et gamma. Les plages de fréquences sont 
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de [0,5 à 4[Hz, [4 à 7]Hz, [8 à 15]Hz, [16 à 31]Hz et [32 et plus[ Hz respectivement [1, 19]. Au 
niveau des yeux, pour l’enregistrement EOG, les électrodes sont placées à l’intersection externe 
des deux paupières. On les dispose dans le coin supérieur ou inférieur de manière à former une 
diagonale entre les deux yeux. La rétine est chargée négativement comparativement à la cornée. 
Ainsi, lors d’un mouvement, l’œil génère un dipôle électrique qui projette un gradient de 
potentiel à la surface de la peau. On ajoute ensuite l’enregistrement de l’activité musculaire de la 
mâchoire et des jambes. C’est la contraction des fibres musculaires qui crée des potentiels 
électriques à la surface de la peau dont les fréquences sont généralement au dessus de 10 Hz [1, 
5]. Pour faire les enregistrements respiratoires, des thermocouples près de la bouche et/ou du nez 
ainsi que des ceintures fonctionnant par pléthysmographie par inductance sont utilisés [16]. Les 
ceintures permettent de mesurer l’effort respiratoire au niveau de l’abdomen et du thorax [32]. Un 
oxymètre de pouls permet de mesurer le taux de saturation d’oxygène dans le sang. La PSG 
utilise aussi la position comme paramètre d’analyse [6].  
Des techniciens spécialisés font l’analyse visuelle des signaux. Les phases de sommeil sont 
identifiées ainsi que les évènements de sommeil. Typiquement, l’annotation manuelle des phases 
est basée sur trois sources : l’EEG, l’EOG, l’EMG de la mâchoire [11]. Dans le document 
présenté par R&K en 1968, on recommande d’enregistrer un EEG de chaque côté des oreilles et 2 
EOG. On suggère aussi de diviser les signaux en périodes de 30 secondes, qui sont classées 
individuellement en fonction de la plus grande proportion d’un stade [17]. Plus la fenêtre 
d’analyse est petite, plus les courtes périodes passées dans un stade seront bien cernées. Ainsi, en 
recherche, on utilise plus souvent des fenêtres de 20 secondes [5].  
Il s’agit d’une méthode complexe, dispendieuse et nécessitant des intervenants qualifiés pour le 
montage du système d’acquisition et pour l’analyse des résultats. Ainsi, un des problèmes de la 
PSG est le coût de la procédure. De plus, elle est peu représentative du sommeil normal, car elle 
n’est pas réalisée dans l’environnement naturel du sujet et les nombreux capteurs peuvent 
déranger le sommeil [16, 24, 31]. Comme la PSG utilise une méthode visuelle d’analyse, 
plusieurs facteurs peuvent influencer le résultat. En effet, la formation de l’évaluateur et son 
expérience peuvent influencer la classification effectuée. Ainsi, entre les experts, pour un même 
enregistrement il peut y avoir des divergences considérables entrainant un biais de mesure sur les 
résultats. C’est pour la phase SNP1 qu’il y a le plus faible consensus entre deux codages et c’est 
pour la phase SP que l’accord est le plus élevé [19]. Enfin, les problèmes reliés au sommeil 
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peuvent aussi faire en sorte que les signaux physiologiques ne correspondent pas exactement aux 
définitions des différentes phases. Il faut alors faire un ajustement, car les définitions sont plus 
difficilement applicables.  
2.5.2 Méthodes ambulatoires 
Des appareils PSG permettent de faire des enregistrements à domicile. Ceci peut être très utile dû 
à la limite des disponibilités des centres de sommeil où il y a des files d’attente. Ainsi, les 
appareils ambulatoires pourraient être une solution pour améliorer l’accès aux diagnostics et aux 
traitements. Il existe deux types de PSG ambulatoire. Il est possible de faire le branchement du 
patient à l’hôpital et l’enregistrement à domicile alors que la deuxième possibilité se déroule 
complètement au domicile du patient avec l’aide d’un technicien pour les branchements. Les 
appareils disponibles sont des modèles de PSG miniaturisés enregistrant les données et qui 
nécessitent par la suite un transfert au médecin. La durée du sommeil est plus grande lors 
d’enregistrements à domicile, mais sans grandes différences dans l’efficacité de sommeil et le 
nombre d’éveils [33, 34]. Une PSG complète à domicile est une bonne solution de remplacement 
à l’enregistrement clinique. Les stades de sommeil peuvent être identifiés et le temps total de 
sommeil peut être calculé. Il est également possible d’identifier les problèmes respiratoires liés au 
sommeil [34].  
En général, les patients préfèrent un enregistrement à domicile, car il évite le déplacement, la 
perte d’heures de travail et il y a un plus grand confort. Par contre, certains patients se sentent 
sécurisés lors d’un enregistrement à l’hôpital effectué sous la surveillance d’un spécialiste [33]. 
Par ailleurs, il existe certaines contraintes pour les enregistrements à domicile. Le trop grand 
éloignement du domicile d’un patient est parfois un facteur contraignant. De plus, la participation 
active du patient est nécessaire et les enregistrements ambulatoires ne peuvent pas être réalisés 
avec des sujets présentant un handicap les empêchant de bien collaborer. Il y a également une 
absence de surveillance des signaux et de contrôle des conditions ambiantes. Par exemple, dans 
une étude avec 103 participants, 20 % des enregistrements à domicile sont exclus des analyses 
contre 5 % en laboratoire en raison de la mauvaise acquisition [33, 34]. Le contrôle de la qualité 
des signaux enregistrés est très important pour éviter d’avoir à refaire des enregistrements ce qui 
augmenterait les coûts. De plus, des enregistrements de faible qualité peuvent mener à de 
mauvais diagnostics. Ceci peut être dû à la mauvaise installation ou au bris de l'équipement par le 
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patient. Par contre, un avantage important des systèmes ambulatoires est qu’ils sont moins 
couteux dû au fait qu’ils ne nécessitent pas que le patient dorme une nuit à l’hôpital évitant le 
besoin d’avoir un technicien de nuit [34]. Il est également possible d’utiliser des installations plus 
simples comme l’oxymétrie et la combinaison d’évaluation respiratoire et cardiaque, mais les 
possibilités d’évaluation sont limitées [31]. 
L’actigraphie est aussi une solution de remplacement à la PSG et elle permet de mesurer le 
sommeil et l’éveil. Il s’agit d’une méthode non invasive, moins couteuse, facile à utiliser et qui 
utilise des algorithmes automatiques. C’est donc un bon outil pour faire des études longitudinales 
sur plusieurs nuits. Par contre, il existe certains désavantages. Il n’y a pas de standard et le temps 
total de sommeil est souvent surestimé. Enfin, le seuil d’activité utilisé influe sur la sensibilité et 
la spécificité entre l’éveil et le sommeil, car la méthode étudie le mouvement ou l’absence de 
mouvement pour classer ces deux stades [35]. 
Enfin, plusieurs techniques simples sont également utilisées pour évaluer le sommeil. Il s’agit de 
méthodes indirectes tels que les différents questionnaires de sommeil comme l’échelle de fatigue 
Epworth et le Berlin Questionnaire [31]. Les questionnaires servent surtout à mieux connaitre la 
plainte des patients, mais ne peuvent servir à la détection de troubles de sommeil. On retrouve 
aussi des questionnaires sur les habitudes de sommeil, l’identification du chronotype et les 
journaux de rêves. On utilise aussi l’agenda du sommeil avant le rendez-vous avec le spécialiste. 
Il est généralement rempli pour au moins 2 semaines afin de contenir une fin de semaine. Celui-ci 
donne une idée des habitudes de sommeil. Il peut être combiné avec un actigraphe.  
2.5.3 Méthodes expérimentales 
Outre les méthodes actuellement utilisées par les spécialistes du sommeil, il continue d’y avoir 
beaucoup de recherche sur le sujet. La classification des phases de sommeil et la détermination 
des paramètres d’évaluation sont primordiales. Plusieurs recherches sont effectuées dans le but 
d’automatiser ce processus. Pour commencer, l’automatisation de la classification à partir des 
enregistrements PSG permettrait d’accélérer le processus d’évaluation en laboratoire. Également, 
plusieurs études montrent qu’il existe des différences entre les évaluateurs pour un même 
enregistrement. Le Tableau 2.5 présente deux études sur le sujet dont les résultats montrent un 
accord moyen de 73 % et 83 % entre les spécialistes.  
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Tableau 2.5: Études sur l’accord moyen de codage pour différents techniciens 
Auteurs, date Données/Méthodes Résultats Conclusions 
R. G. Norman et al. 
2000 
[36] 
62 PSG de 3 centres 
Évaluation manuelle par 5 
spécialistes 
Fenêtre 30 secondes 
Normes R&K 
Accord époque par époque :  
Tous : 73 % [67 % 82 %] 
Sains : 76 % [65 % 85 %] 
Avec problèmes 
respiratoires : 71 % [65 % 
78 %] 
Accord varie entre les 
spécialistes, les diagnostics 
et les enregistrements 
L’accord est plus faible entre 
différents centres 
R. S. Rosenberg et 
S. V. Hout 
2013 
[37] 
9 segments PSG 
1800 époques 
3200000 décisions 
>2500 spécialistes 
Fenêtre 30 secondes 
Normes AASM 
Accord époque par époque : 
Tous les stades : 82,6 % 
SNP1 : 63,0 % 
SNP2 : 85,2 % 
SNP3-4 : 67,4 % 
SP : 90,5 % 
Éveil : 84,1 % 
Accord plus grand pour SP 
Accord plus faible pour 
SNP1 
L’automatisation de l’analyse pourrait permettre d’uniformiser les évaluations. Ainsi, la plupart 
des logiciels d’acquisition utilisés dans les cliniques sont munis d’une fonction d’analyse 
automatisée. Par contre, les résultats ne sont pas de bonne qualité et les spécialistes préfèrent 
encore faire l’évaluation manuellement. Dans le Tableau 2.6, on liste trois articles qui étudient 
différents algorithmes de détection automatique. L’accord entre les méthodes automatiques et 
l’évaluation est autour de 75-90 %. Les résultats montrent que l’automatisation de l’analyse basée 
sur des enregistrements PSG permet d’obtenir un niveau d’accord semblable à ce qui est obtenu 
d’un évaluateur à un autre. Il est d’ailleurs difficile de comparer des résultats expérimentaux avec 
le modèle standard, alors que celui-ci à un taux d’accord autour de 85 % [35]. 
Tableau 2.6: Classification automatique à partir d’enregistrement PSG 
Auteurs, Date Sujets & Signaux Méthodes Résultats 
R. Agarwal et J. 
Gotman 
2001 
[38] 
12 sujets de types variés 
Enregistrement PSG : 2 
canaux EOG, 1 canal EMG et 
2 canaux EEG 
Fenêtre 20 secondes 
 
Méthode par apprentissage 
Analyse sur signal complet 
pour étudier les différents 
types de motifs.  
5 étapes : segmentation, 
extraction paramètres, 
regroupement, affectation 
stade et lissage 
Accord entre différentes 
méthodes : 
Algorithme/Manuel : 76.8 % 
Algorithme/Algorithme avec 
ajustement manuel : 80.1 % 
Manuel/Algorithme avec 
ajustement manuel : 89.5 % 
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Tableau 2.6 : Classification automatique à partir d’enregistrement PSG (suite) 
Auteurs, Date Sujets & Signaux Méthodes Résultats 
A. Krakovska et 
K. Mezeiova 
2011 
[19] 
  
20 sujets (23 à 82 ans) 
Enregistrement PSG 
Fenêtre 30 secondes  
Combinaison de 
signaux EEG, EMG, EOG et 
ECG ou seulement signaux 
EEG 
Classification automatique de 
Éveil, SNP1, SNP2, SNP3-4, 
SP 
Extrais 74 paramètres PSG 
Sélection de paramètres par 
régression avant et par sous-
ensembles  
Validation croisée 
Sélectionne 14 paramètres 
(EEG, EOG, EMG et ECG) 
Accord entre expert et 
algorithme :  
Éveil (86,4 %), SNP1 
(61,2 %), SNP2 (74,7 %), 
SNP3-4 (92,9 %) et SP 
(86,2 %) 
Le Q. Khai et al. 
2011 
[39] 
 
 
5 sujets sains (19-25 ans) 
Enregistrement PSG :  
1 canal EEG, 2 canaux EOG 
et 1 canal EMG 
Fenêtres de 30 secondes 
 
Classification automatique de 
MVT, SNP1, SNP2, SNP3-4, 
SP et Éveil 
Paramètres temporels et 
fréquentiels, bande de 
fréquences de l’EEG 
Algorithme en arbre 
Lissage sur résultats  
Accord entre les méthodes : 
Système automatique 
Alice/système proposé 
58,36 % 
Évaluation visuelle 
docteur/système proposé 
78.81 % 
Système automatique 
Alice/évaluation visuelle 
docteur 56,13 % 
Différence entre % d’accord 
en fonction des phases 
Dans le Tableau 2.7, on présente 2 brevets datant des années 1990 portant sur des circuits 
d’acquisition non invasifs et les algorithmes de classification automatique. On voit que le désir de 
simplifier l’analyse du sommeil n’est pas récent. 
Tableau 2.7: Brevets de méthodes de classifications automatisées 
Auteurs, Date Appareil & Signaux Méthodes Résultats 
P. Lavie 
1994 
 [20] 
Non invasif : ECG et détecteur 
de mouvement attaché à la 
poitrine 
Mesure intervalle RR et 
son spectre de puissance 
Classification : éveil, SP, 
SNP 
R. L. Verrier, J. A. 
Hobson, E. G. Lovette, 
E. F. Pace-Schott 
1999 
 [40] 
Enregistre la variabilité 
cardiaque, les mouvements de 
l’œil et mouvement de la tête 
Détermine le motif de 
respiration à partir ECG 
Étude relation entre 
rythme cardiaque et 
phases de sommeil 
Classification : Éveil, SP, 
SNP1-2, Sommeil profond 
(SNP3-4) 
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Dans la littérature, on retrouve beaucoup d’articles sur la faisabilité d’étudier le sommeil avec des 
enregistrements simplifiés. On souhaite déterminer s’il est possible de remplacer le montage PSG 
par des capteurs plus simples. Les solutions envisagées utilisent principalement les signaux 
cardiaques et respiratoires. Dans certains cas, ce sont les données d’actigraphie qui sont étudiées. 
Le Tableau 2.8 présente plusieurs de ces recherches et les résultats obtenus. Pour les recherches, 
les signaux étudiés proviennent généralement d’enregistrements PSG. Il est alors possible de 
comparer les résultats de l’algorithme développé avec l’évaluation manuelle. De plus, l’analyse 
statistique des différents paramètres mesurés pour chaque phase de sommeil peut aider à 
implémenter un algorithme efficace.  
Tableau 2.8: Classification automatique à partir d’enregistrements simplifiés 
Auteurs, 
Date 
Sujets et Signaux Méthodes Résultats 
R.J. Cole et al. 
1992 
[41] 
18 sujets normaux, 23 avec 
problèmes de sommeil ou 
psychiatriques  
Activité mesurée au poignet 
Enregistrements PSG 
 
Classification Éveil-Sommeil 
et évaluation du sommeil 
20 sujets sélectionnés 
aléatoirement pour 
entrainement et 21 restants 
pour les tests. 
Distinction Éveil/Sommeil à 
88 % 
Corrélation (r) avec PSG 
Temps total sommeil r=0,77 
% sommeil r=0,82 
Efficacité sommeil r=0,71 
Latence au sommeil r=0,90 
Temps après endormissement 
r=0,63 
G. S. Chung et 
al. 
2007 
[42] 
3 sujets 
15 enregistrements PSG  
Respiration thoracique et 
abdominale 
Signal activité 
Fenêtre de 30 secondes 
Classification : Éveil, SNP et 
SP 
Seuil adaptatif pour détection 
SP et SNP 
SP et Éveil avec le 
mouvement 
% accord pour chaque sujet 
avec seulement respiration : 
91,7 %, 90,9 % et 91,6 % 
avec respiration et activité : 
89,7 %, 91,0 % et 91,1 % 
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Tableau 2.8 : Classification automatique à partir d’enregistrements simplifiés (suite) 
Auteurs, 
Date 
Sujets et Signaux Méthodes Résultats 
G. S. Chung et 
al. 
2009 
[16] 
 
 
13 sujets adultes sains 
(26,7±2,45) et 9 sujets adultes 
avec obstructive sleep apnea 
(OSA) (25,4±2,51) 
Enregistrement PSG 
(thermocouple bouche et/ou 
nez, changement volume 
abdomen ou thorax) 
Fenêtres de 30 secondes 
Ceinture avec thermocouple et 
piézoélectrique 
Calcule la moyenne du 
rythme et de la variabilité 
respiratoire 
4 paramètres temporels et 3 
seuils 
 
Thermocouple : κ  sains : 
0,65±0,12, OSA : 0,60±0,16 
précision : sains : 89 %±5 %, 
OSA : 87 %±5 % 
Ceinture : κ  sains : 
0,62±0,14, OSA : 0,62±0,14 
précision : sains : 88 %±5 %, 
OSA : 89 %±5 % 
Pas affecté par sévérité 
d’occurrence d’apnée 
Meilleur pour grande période 
de SP 
B. Yilmaz et al. 
2010 
[11] 
17 sujets (8 en santé, 9 avec 
OSA) (26 et 67 ans) 
1 canal ECG 
 
Classification automatique 
stade de sommeil et détection 
OSA 
Paramètres temporels des 
intervalles RR  
Méthode : K-Nearest 
Neighbor (kNN), Quadratic 
Discriminant Analysis (QDA) 
et Support Vector Machines 
(SVM) 
Précision totale pour 
sujets sains : kNN : 68,9%, 
QDA : 71,5 %, SVM : 731 % 
sujet OSA : kNN : 69,8%, 
QDA : 76,4 %, SVM : 76,9 % 
M. Adnane, Z. 
Jiang et Z. Yan 
2011 
[15] 
 
Sujets 32-56 ans 
18 PSG de la base de données 
MIT/BIH  
1 canal ECG 
Fenêtre de 30 secondes 
 
Classification automatique 
Éveil-Sommeil 
12 paramètres HRV, 
Detrended fluctuation 
analysis (DFA),  énergie 
locale de DFA (WDFA)  
10 paramètres sélectionnés 
par élimination récursive 
entrainement avec 20% des 
données et 80 % pour 
classification 
Précision moyenne de 
classification & Erreur sur 
mesure de l’efficacité : 
12 :79,31%, κ=0,41 &  4,52% 
10 :79,99%,  κ=0,43 & 4,64% 
1 dérivation ECG suffisante 
pour estimer un marqueur de 
qualité de sommeil. 
Meilleur pour dormeurs 
normaux 
K. Kesper et al. 
2012 
[24] 
35 sujets 
70 enregistrements PSG, pour 
chaque groupe (entrainement 
et test) : 20 apnées, 5 
borderline, 10 sains 
1 canal ECG 
Classification : Éveil, SNP1-2 
et SNP3-4 et SP 
3 paramètres à partir du HR : 
BF/HF, HF et variabilité de la 
fréquence du pic HF 
Seuils variables et seuils fixes 
Détection variation cyclique 
du RC (respiration), à 80.5 % 
57.8 % des fenêtres de 18 
ECG sont correctement 
classées 
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Tableau 2.8 : Classification automatique à partir d’enregistrements simplifiés (suite) 
Auteurs, 
Date 
Sujets et Signaux Méthodes Résultats 
W. Hayet et Y. 
Slim 
2012 
[43] 
Base de données MIT-BIH 
16 sujets apnéiques 
Enregistrements PSG : EEG, 
EOG, EMG, ECG, flot d’air, 
effort respiratoire, saturation, 
mouvement respiratoire 
thoracique et abdominal 
Fenêtre 30 secondes 
Classification Éveil-Sommeil  
3 étapes : prétraitement, 
extraction paramètres, 
classification avec système 
neuronal 
Paramètres VRC temporels et 
fréquentiels 
Spécifique par sujet et sujet 
indépendant : Entrainement 
avec 2/3 époques et test avec 
1/3 époques 
Pour sujet spécifique : 
Apnée : É (test 56,78 %),  
S (test 79.26 %)  
Sain : É (test 64.49 %),  
S (test 83.59 %)  
Pour sujet indépendant : 
Apnée : É (test 40.59 %),  
S (test 59.34 %), 
Sain : É (test 51.65 %),  
S (test 65.22 %) 
I. Hermawan et 
al 
2012 
[44] 
5 sujets, 10 enregistrements 
PSG 
1 canal ECG 
Fenêtre de 30 secondes 
 
Classification 
Éveillé/Endormie 
15 paramètres à partir du 
signal ECG 
Temps réel (délai 20s.) 
Algorithme en arbre 
Sensitivité : 94,2 % 
Précision : 94,1 % 
Xi Long et al. 
2013 
[45] 
14 sujets sains (30,6±10,7 
ans) 
Enregistrement PSG 
Travail précédant : Éveil-
Sommeil (65 paramètres) 
 
Classification SP/SNP :  
13 nouveaux paramètres basés 
sur l’amplitude respiratoire 
Classification hiérarchique à 2 
niveaux : Éveil-Sommeil et 
SP-SNP 
Travail précédant : κ=0.54 et 
précision : 86.4 % 
Avec ajout paramètres : 
κ=0.59 et précision : 87.6 % 
Variance demeure haute entre 
chaque sujet 
De plus, il y a plusieurs groupes de recherche qui développent un nouvel appareil d’acquisition 
pour simplifier l’appareillage nécessaire à l’enregistrement et l’évaluation du sommeil. Dans la 
majorité des cas, la validation est faite en enregistrant simultanément avec la méthode PSG 
standard. Pour certain, le prototype en est à ses débuts et c’est l’acquisition et le traitement des 
données qui sont présentés. On retrouve des prototypes de vêtements ou des ceintures avec 
capteurs. Il y a également des appareils avec des accéléromètres 3 axes. Quelques articles 
présentent de bons résultats avec la méthode pneumatique. Encore une fois, les principaux 
signaux d’intérêt sont les rythmes cardiaque et respiratoire ainsi que le mouvement. Ainsi, deux 
grands défis sont rencontrés par la majorité des groupes de recherche. Il faut d’abord s’assurer de 
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la qualité de l’enregistrement et l’extraction des paramètres de mesures. Ensuite, il faut 
implémenter un algorithme de classification avec les signaux disponibles qui sont rarement ceux 
définis dans les manuels standard. Le Tableau 2.9 répertorie certaines études. 
Tableau 2.9: Nouveaux appareils pour l’enregistrement et l’évaluation du sommeil 
Auteur, Date Données Méthodes Résultat 
Y. Kishimoto, A. 
Akahori, K. 
Oguri 
2006 
[46] 
Appareil : accéléromètre 3 
axes attaché sur la poitrine des 
sujets  
13 sujets 
Étude des positions lors 
d’apnées obstructives 
Dans enregistrement Holter, si 
battement anormal ou artéfact 
mouvement 
5 positions : supin, prône, 
gauche, droite et assise 
Accord temps : 99,78 %,  
Erreur moyenne de 3s. 
Accord position : 100 % 
S. Choi, Z. Jiang 
2007 
[13] 
Appareil : ceinture avec 
capteurs (électrode en feuille 
conductrice et film PVDF) 
1 sujet 23 ans 
Détection cycle respiratoire et 
intervalle RR avec onglettes 
discrètes 
Compare avec 3 électrodes 
ECG et pneumographie par 
thermistance 
VRC temporel et fréquentiel 
Détection rythme cardiaque et 
respiratoire 
BF/HF considéré comme bon 
indicateur de la modulation 
nerveuse 
 
D. C. Mack et al. 
2009 
[47] 
Appareil : ballistocardiogra-
phie : mesure rythme 
cardiaque et respiratoire, 
mouvement 
musculosquelettique 
40 sujets sains 
Compare à l’ECG, oxymètre 
de pouls, respiration par 
pléthysmographie 
Groupe entrainement et test 
Bon accord pour la mesure du 
rythme cardiaque et 
respiratoire avec méthode  
A. M. Bianchi et 
M. O. Mendez 
2010 
[22] 
 
Appareil : t-shirt avec 
capteurs pour faire les 
enregistrements 
Algorithme développé à partir 
d’enregistrement PSG (17 
sujets) 
Test sur enregistrement à la 
maison de 3 sujets 
Procédure automatique Basée 
sur VRC, respiration et 
mouvement : VRC moins 
régulier associé au SP ou 
l’éveil, VRC plus régulier est 
associé au SNP, Éveil si 
mouvement dépasse seuil 
Algorithme : Hidden Markov 
Model 
Obtient classification Éveil, 
SNP et SP 
Détection apnée 
 
J. R. 
Shambroom;  
S. E. Fabregas; 
J. Johnstone 
2011 
[35] 
Appareil ZEO : électrode 
sèche argent dans un 
bandeau : EEG (Fp1-Fp2), 
EOG et EMG (muscle frontal) 
Enregistrement PSG, 
actigraphie et nouveau 
système sans fil 
29 sujets adultes en santé 
Classification : Éveil, SP, 
SNP1-2, SNP3-4 
Classification par réseau 
neurone en temps réel, sans 
information a priori 
Combinaison de paramètres 
fréquentiels et temporels 
Mesure de la qualité sommeil 
Accord avec PSG : 
Eveil : 64 %, SP : 86 %, 
SNP1-2 : 86 %, SNP3-4 : 
71 % 
ZEO/PSG1 : 62 %,  
ZEO/PSG2 : 56 % 
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Tableau 2.9 : Nouveaux appareils pour l’enregistrement et l’évaluation du sommeil (suite) 
Auteur, Date Données Méthodes Résultat 
K-M Chang, S-H 
Liu 
2011 
[29] 
Appareil : boitier contient 
accéléromètre 3 axes  
(position et activité),  
1 canal ECG (électrodes 
collées), Sans fils, Bluetooth 
4 sujets, 3 nuits chaque, à la 
maison 
VRC temporel et spectral 
ANOVA pour variation entre 
les nuits des RRI pour chaque 
sujet 
Chi-Carré pour variation de la 
distribution position pour 
chaque sujet 
6 positions et rythme 
cardiaque 
Pas de différences pour un 
même sujet sur différentes 
nuits, mais différences 
significatives entre sujets 
 
Y. Kurihara et K. 
Watanabe 
2012 
[2] 
Appareil : méthode 
pneumatique 
10 hommes en santé, âge 
moyen 22,2 ans 
20 enregistrements PSG 
Fenêtre 1 minute 
 
Calcul rythme cardiaque et 
mouvement 
R(k) : grande valeur durant SP 
dû à la grande variabilité 
cardiaque 
D(k) : petite valeur en 
sommeil profond, avec 
sommeil plus léger, les 
valeurs augmentent 
Accord et coefficient κ 
6 phases : 51,6 %±4,6 % 
κ=0,29±0,05 
5 phases (regroupe SNP3-4) : 
56,2 %±6,3 % κ=0,39±0,05 
3 phases (Éveil, SNP, SP) : 
77,5 %±6,2 % κ=0,48±0,07 
Il existe également beaucoup d’études sur le diagnostic automatique de certains troubles de 
sommeil. Le plus commun est la détection d’apnée à partir d’enregistrements minimalistes 
comme un seul signal ECG. En effet, il est possible de calculer la respiration en mesurant 
l’amplitude de signal et les paramètres VRC peuvent être utilisés [24, 30-32]. On retrouve aussi 
de nombreuses applications mobiles qui utilisent seulement les données de l’accéléromètre du 
téléphone pour faire une évaluation approximative du sommeil. Le principe utilisé ressemble 
alors à ce qui est fait avec les actigraphes. Enfin, il existe sur le marché des appareils 
d’enregistrement personnel reliés au sommeil. Il y a entre autres ZEO, Lark, Basis et Beddit. 
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CHAPITRE 3 MÉTHODOLOGIE 
3.1 Collecte des données 
3.1.1 Partenariat 
Les données utilisées proviennent d’un projet distinct réalisé par le laboratoire du sommeil de 
l’Hôpital Rivière-des-Prairies (HRDP). Pour ce projet, le chercheur principal est le Dr Roger 
Godbout. Professeur-Chercheur, il est le directeur de la clinique et du laboratoire du sommeil de 
l’hôpital. Il y a également deux assistantes de recherche qui ont participé à la collecte et l’analyse 
des données PSG. Le financement obtenu provient de la Fondation des Petits Trésors de l’Hôpital 
Rivière-des-Prairies. Les fonds ont servi à l’achat d’un ensemble de produits Hexoskin pour le 
laboratoire, soit 10 vêtements réutilisables et 5 appareils (2500$). De plus, le budget comprenait 
le salaire des employés et la compensation financière des participants. Ainsi, ce partenariat a 
permis de créer une base de données comportant des signaux Hexoskin et PSG enregistrés 
simultanément durant la nuit. 
3.1.2 Éthique 
Comme les données utilisées proviennent d’enregistrements effectués sur des sujets humains, il y 
a des considérations éthiques à respecter. Le dossier éthique a été assemblé par une assistante de 
recherche de l’HRDP. Les questions relatives au fonctionnement du produit Hexoskin et son 
intégration au protocole de recherche ont été répondues par la candidate. Elle s’est aussi chargée 
de la production des documents explicatifs du projet de recherche pour lequel les données étaient 
collectées. Par la suite, le projet a été défendu devant le comité éthique de l’hôpital et 
l’approbation a été obtenue. Le comité de l’École Polytechnique de Montréal a également 
approuvé le projet.  
3.1.3 Participants 
Pour le projet, 13 femmes et 8 hommes ont été sélectionnés pour un total de 21 participants. Il 
s’agit de sujets sains et sans problèmes de sommeil. La moyenne d’âge est de 22 ans, allant de 19 
à 25 ans. L’IMC moyen est de 23,86 kg/m2  avec un écart-type de 3,11 kg/m2. Chaque participant 
a dormi deux nuits à l’hôpital. Chaque enregistrement est identifié de manière anonyme par le 
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code du projet, la nuit et le numéro du participant. Par exemple, HEXON105 est pour projet le 
Hexoskin (code HEXO), la nuit N1 et le sujet 05. Due à une erreur de manipulation, il y a eu un 
problème avec les enregistrements Hexoskin (nuits 1 et 2) du participant 20 qu’on a exclu de 
l’analyse. On a donc un total de 40 enregistrements à analyser. 
3.1.4 Protocole 
Les participants ne doivent pas prendre café, chocolat, thé ou tout autre stimulant du système 
nerveux durant les 24 heures précédant l’enregistrement. Le participant arrive à l’HRDP vers 
18 h après avoir soupé. L'expérimentation lui est alors expliquée verbalement. Suite au 
consentement, il revêt le vêtement Hexoskin. Par la suite, une technicienne diplômée en 
électrophysiologie médicale procède à la pose des capteurs sur le cuir chevelu, le visage et les 
jambes. Un questionnaire sur les habitudes de sommeil est rempli. Enfin, c’est l’installation dans 
le lit où les derniers capteurs sont placés. Au début de l’enregistrement, un bioétalonnage est 
réalisé pour vérifier la qualité des signaux et pour avoir des valeurs de référence. La séquence 
comporte 2 segments de 5 minutes, un les yeux ouverts et l’autre les yeux fermés, en fixant un 
point. Il y a ensuite un segment de mouvements des yeux et de jambes pour finir avec des 
séquences respiratoires. Un technicien est présent toute la nuit pour surveiller l'enregistrement, 
s'assurer du bon déroulement de la nuit et répondre aux besoins du participant. Un enregistrement 
audiovisuel est fait durant toute la nuit. Le réveil est vers 7 h, suite à quoi le technicien retire les 
capteurs et les électrodes. Le vêtement Hexoskin peut ensuite être enlevé. Il faut alors remplir un 
questionnaire d’évaluation sur la nuit. Un petit déjeuner est servi et le départ du laboratoire est 
vers 9 h. 
3.2 Polysomnographie 
3.2.1 Description du système 
Les nuits d’enregistrements ont lieu à l’HRDP dans des chambres isolées spécialisées. 
L’enregistrement est effectué avec les appareils Grass Neurodata Model 15 Acquisition System 
(Natus Neurology, É.-U.) qui utilisent le logiciel Harmonie 6.2B (Stellate System, Montréal, 
Canada).  
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3.2.2 Signaux enregistrés 
Pour le projet pilote, c’est un montage complet de PSG qui est réalisé. Pour commencer, le 
montage comprend 23 électrodes. Avant la pose des électrodes, il y a de l’abrasion afin de 
diminuer la différence d’impédance avec la peau. Les électrodes sont ensuite collées à l’aide de 
pâte. Ainsi, 10 électrodes EEG, de type Grass, sont posées sur le cuir chevelu selon le 
système 10-20 (voir la Figure 3-1) aux positions Fp1, Fp2, F7, F8, C3, C4, T3, T4, O1 et O2. Les 
2 électrodes des EOG, de type Beckam, sont placées à 1 cm des canthis externes opposés. Les 
canaux EEG et EOG utilisent 2 électrodes de référence (A1 et A2) placées sur chaque oreille et 
reliées à des résistances de 10 kΩ afin d’équilibrer les impédances. Pour enregistrer les muscles 
de la mâchoire, on utilise 3 électrodes de surface qu’on positionne : une centrée à 1 cm au-dessus 
du bord inférieur de la mandibule et une de chaque côté à 2 cm du centre et à 2 cm au-dessous du 
bord inférieur de la mandibule. On utilise 4 électrodes longues en or pour les enregistrements 
EMG des jambes. Les enregistrements EMG sont faits en mode bipolaire. Deux autres électrodes 
Beckman sont placées sous les clavicules pour faire l’acquisition de l’ECG. La fréquence 
d’échantillonnage pour ces canaux est de 256 Hz.  
Image libre de droits 
 
Image libre de droits 
Figure 3-1: Disposition des électrodes EEG du système 10-20 [48] 
Pour ce qui est des données respiratoires, elles sont obtenues à partir de plusieurs capteurs. Deux 
ceintures respiratoires fonctionnant par pléthysmographie par inductance permettent de mesurer 
les variations du volume thoracique et abdominal. Il y a aussi une canule nasale ou buccale qui 
mesure par thermorésistance le flot d’air. Leur fréquence d’échantillonnage est de 128 Hz. Le 
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montage comprend également un oxymètre de pouls pour surveiller le taux de saturation 
d’oxygène dans le sang qui est placé au doigt de la main non dominante. La fréquence 
d’échantillonnage est de 64 Hz. Enfin, il y a un microphone et une caméra qui font partie de 
l’installation. Lors de l’acquisition, l’ensemble des canaux est filtré électroniquement et un gain 
est appliqué. Le Tableau 3.1 résume les caractéristiques d’acquisition de chaque signal et la 
Figure 3-2 montre un exemple de signaux recueillis présentés dans l’interface du logiciel 
Harmonie. 
Tableau 3.1: Caractéristiques d’acquisition des différents canaux PSG 
Type 
Nombre 
canal 
Fréquence 
échantillonnage 
(Hz) 
Fréquence 
coupure 
Passe haut 
(Hz) 
Fréquence 
coupure 
Passe bas 
(Hz) 
Gain 
EEG 10 256 0.3 100 10000 
EOG 2 256 0.1 30 10000 
EMG 3 256 10 100 20000 
ECG 1 256 1 100 1000 
Flot 
respiratoire 
1 128 0.1 30 20000 
Effort 
respiratoire 
2 128 0.1 30 20000 
Microphone 1 --- 10 100 20000 
SpO2 1 64 --- 
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Figure 3-2: Visualisation d’un segment d’enregistrement PSG dans le logiciel Harmonie 
3.2.3 Analyse 
Le codage des nuits PSG est réalisé par 2 techniciennes spécialisées du laboratoire de sommeil de 
l’HRDP. Les normes de classification utilisées sont celles décrites dans le manuel de R&K [4]. 
De plus, comme il s’agit d’un projet de recherche, on veut avoir des résultats plus précis, ainsi les 
fenêtres d’analyse sont de 20 secondes [5]. Les résultats d’analyse sont annotés dans le logiciel 
Harmonie pour chaque participant. Dans la Figure 3-2, on peut voir l’hypnogramme résultant 
(graphique coloré) où chaque phase à sa propre couleur.  
Les données de l’hôpital respectent les normes R&K et la classification est faite avec 6 stades. 
Pour évaluer le résultat des algorithmes développés, on doit être en mesure de comparer le même 
nombre de stades. Ainsi, il faut regrouper les résultats obtenus par la PSG. Pour commencer, on 
prend le critère d’endormissement utilisé à l’HRDP, soit l’apparition d’une phase de sommeil 
autre que du SNP1. Ainsi, toutes les fenêtres précédentes sont reclassées comme de l’éveil. On 
fait l’hypothèse que l’endormissement suit sont cours normal, car les participants sélectionnés 
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sont en santé et n’ont pas de problèmes de sommeil. Suite au moment d’endormissement, on 
regroupe tous les stades de SNP ensemble. On a ainsi les phases de SNP, SP et l’éveil. 
3.3 Système Hexoskin 
3.3.1 Description du système 
Le produit Hexoskin est composé d’un vêtement auquel sont intégrés les capteurs cardiaques et 
respiratoires [49]. L’ensemble des capteurs est relié à un connecteur spécial qui se branche à 
l’appareil Hexoskin. Le module contient l’électronique nécessaire à l’acquisition, 
l’enregistrement et la transmission des données. Il contient également l’accéléromètre 3 axes. Le 
Tableau 3.2 présente les composantes du produit ainsi que leurs caractéristiques.  
Tableau 3.2: Composantes du produit 
Vêtement intelligent Module Hexoskin Câble USB 
 
 
 
Tissu italien de haute 
performance 
Lavable à la machine 
Sèche rapidement 
Bonne respiration 
Protection anti-odeur et UV 
Durée de la pile +14 h 
Enregistrement continu sur 
+150 h 
Connexion Bluetooth 
Connecteur Hexoskin/USB 
pour le transfert des données 
et pour recharger le module 
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Pour utiliser le produit, la première étape est l’assignation d’un usager à l’appareil Hexoskin. 
Dans le cas présent, on utilise le code participant. Il faut connecter le module à l’aide du fils USB 
à l’ordinateur. L’association du nom au module est réalisée avec le logiciel HxService. On peut 
aussi vérifier l’état de charge de la batterie. Pour commencer un enregistrement, il suffit ensuite 
de brancher l’appareil au connecteur du vêtement. Suite à un enregistrement, on débranche 
l’appareil du vêtement et on le connecte à un ordinateur ayant une connexion Internet. Les 
données sont alors envoyées sur le serveur Hexoskin. 
Pour faire l’acquisition des données du projet, le protocole clinique de la PSG standard est suivi. 
Très peu d’ajouts sont nécessaire pour intégrer l’utilisation du produit Hexoskin. Ainsi, après 
avoir obtenu le consentement des participants, on les invite à mettre leur pyjama. C’est à ce 
moment que le vêtement Hexoskin doit être enfilé. Il faut s’assurer d’avoir le meilleur ajustement 
possible. Ainsi, pour avoir de bons signaux, le vêtement doit être serré le plus possible tout en 
restant confortable. Il est également recommandé que le vêtement soit mis avec délicatesse pour 
éviter de briser les connexions. Par la suite, lorsque le participant s’installe dans le lit, l’appareil 
Hexoskin est branché pour le début de l’enregistrement. On met ensuite le module dans la 
pochette, toujours selon la même orientation à des fins d’uniformité. Une séquence de grandes 
respirations est ajoutée au bioétalonnage afin de synchroniser les signaux Hexoskin aux signaux 
PSG lors du traitement de signal. Plus de détails sont fournis dans la section 3.5. Au matin, 
l’appareil est débranché du vêtement à la fin des procédures PSG. Une fois les électrodes retirées, 
le participant peut enlever le vêtement.   
3.3.2 Signaux enregistrés 
Le produit Hexoskin permet d’enregistrer 3 types de signaux, soit cardiaque, respiratoire et de 
mouvement. Le Tableau 3.3 décrit plus en détail chacun des canaux. 
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Tableau 3.3: Signaux Hexoskin 
Cardiaque Respiratoire Mouvement 
      
1 dérivation ECG  
3 électrodes en tissu souple 
conducteur : 
2 au niveau thoracique pour 
l’ECG  
1 au niveau abdominal servant 
de mise à la masse  
2 ceintures intégrées au 
vêtement fonctionnant par 
pléthysmographie par 
inductance : 
1 thoracique 
1 abdominale 
1 accéléromètre 3 axes intégré 
dans le module Hexoskin 
Le vêtement contient une 
pochette pour mettre le 
module 
 
Signal cardiaque brut, 
détection des pics QRS, 
intervalle RR, rythme 
cardiaque 
2 signaux respiratoires bruts, 
détection des respirations, 
rythme respiratoire, ventilation 
minute, volume courant 
Signal d’accélération brut des 
3 axes, mesure de l’intensité 
de l’activité, cadence et 
détection de pas 
Signal analogique  
Fréquence d’échantillonnage 
de 256 Hz 
Signal analogique  
Fréquence d’échantillonnage 
de 128 Hz 
Signal analogique  
Fréquence d’échantillonnage 
de 64 Hz 
3.3.3 Analyse 
Les données Hexoskin sont traitées à plusieurs niveaux. Certaines données sont calculées 
automatiquement sur le module Hexoskin. Il y a ainsi le rythme cardiaque et le rythme 
respiratoire qui sont disponibles en temps réel. Certaines données sont calculées seulement sur le 
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serveur. Les données d’analyse du sommeil seront également calculées sur le serveur, car les 
calculs sont complexes et nécessitent l’analyse de l’ensemble du signal. De plus, il n’est pas 
nécessaire de faire une analyse en temps réel.  
Une fois les données enregistrées sur le serveur Hexoskin, les données sont présentées sur une 
interface utilisateur dans le compte utilisateur. La Figure 3-3 montre un exemple d’affichage pour 
une nuit. Pour le projet du sommeil, le responsable du projet a accès aux données de tous les 
participants. Pour déterminer l’algorithme d’évaluation du sommeil, les données ne sont pas 
analysées sur l’interface web, mais plutôt extraites en format texte par un outil développé en 
Python pour être traitées dans Matlab (The MathWorks R210a). Tous les paramètres obtenus à 
partir des signaux Hexoskin sont calculés pour des fenêtres de 20 secondes qui correspondent à 
celles de la PSG. Par la suite, une fois les résultats satisfaisants, l’algorithme sera implémenté en 
Python pour être intégré aux rapports sur le serveur Hexoskin.  
 
Figure 3-3: Affichage sur l’interface web Hexoskin des signaux d’une nuit 
3.4 Prétraitement Hexoskin 
3.4.1 Signal cardiaque 
Sur les signaux ECG de nuits, la présence d’artéfacts et de mauvaises détections sont inévitables. 
Les altérations les plus importantes du signal sont causées par le mouvement du sujet. La Figure 
3-4 montre un segment de signal ECG avec des x rouges marquant les QRS détectés par 
l’algorithme d’Hexoskin. On voit très bien qu’il y a une section du signal qui est de moins bonnes 
qualités et pour laquelle il est impossible de faire de bonnes détections. Dans le second 
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graphique, les 3 axes de l’accéléromètre sont présentés et l'on voit que les artéfacts sont associés 
à un changement de position.  
Figure 3-4: Artéfact ECG sur signal Hexoskin  dû à un changement de position 
Par ailleurs, lorsqu’il y a absence de mouvements, les signaux sont généralement de très bonne 
qualité. Il peut tout de même y avoir de mauvaises détections caractérisées par la forme du signal 
ECG. Dans la Figure 3-5, on voit un exemple de signal ECG où il y a des problèmes de 
détections malgré l’absence de mouvement.  
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Figure 3-5: Mauvaises détections sur signal en absence de mouvement Hexoskin 
De la même manière, le signal ECG de la PSG obtenu avec des électrodes collées est affecté par 
le mouvement du sujet et peut être contaminé par les autres signaux PSG. Sur la Figure 3-6, on 
peut voir les annotations de mouvement et de changement de position, en jaune, associé à une 
plus grande amplitude dans les signaux EMG. Pour ces mêmes segments, on voit bien que la 
qualité du signal ECG est plus faible et les ondes QRS difficilement identifiables. 
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Figure 3-6: Artéfacts dans signaux ECG de la PSG dus à un mouvement 
On voit donc que les deux systèmes permettent d’obtenir un enregistrement cardiaque et qu’ils ne 
sont pas à l’abri d’artéfacts. Ainsi, pour utiliser les données cardiaques Hexoskin, il est nécessaire 
de faire un prétraitement des données afin de corriger les segments de mauvaise qualité. Il faut 
donc filtrer le signal afin d’éliminer les mauvais segments. Pour ce faire, trois filtres sont utilisés. 
Pour commencer, on cherche à détecter les artéfacts de mouvements qui apparaissent lors d’un 
changement de position et qui rendent le signal ECG illisible. Ainsi, le premier filtre détecte, 
pour chaque seconde, si l'on doit ou non exclure le segment de signal correspondant. La détection 
d’artéfacts de mouvement est effectuée à partir de l’ECG brut en évaluant l’amplitude du signal.  
Le deuxième filtre est appliqué sur la série prénettoyée afin d’éliminer les mauvaises détections 
pouvant rester dans le signal. On parle par exemple d’une onde T trop importante qui est 
identifiée comme une onde R, la présence possible d’extrasystole (battement cardiaque 
prématuré) ou tous autres cas de mauvaises détections causées par la qualité et la forme variable 
du signal tout au long de la nuit et d’une personne à l’autre. Le troisième filtre élimine les valeurs 
sous les 25 bpm et au-dessus de 125 bpm. L’identification des QRS est très importante entre 
autres pour les calculs de la VRC fréquentielle qui est grandement affectée par les mauvaises 
détections. Ce filtre se base sur la déviation des valeurs RR, l’intervalle de temps entre 2 ondes R 
des pics QRS, comparativement à leurs voisins. En effet, une variation trop brusque s’associe 
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souvent avec une fausse détection ou une extrasystole. L’idée générale est de définir un intervalle 
de valeurs acceptées autour d’une valeur centrale. On définit les bornes d’exclusion par un 
pourcentage d’écart accepté autour de la valeur centrale. Les paramètres des filtres sont optimisés 
à partir de courbe ROC. De plus grands détails sur le prétraitement peuvent être obtenus dans le 
rapport technique rapportNettoyageHRV_v3. La Figure 3-7 montre le résultat des différentes 
étapes de corrections sur un segment d’une série RR. Le premier graphique est la série RR 
initiale. Le deuxième est suite à la première étape de correction et le dernier graphique montre la 
série finale nettoyée. 
Figure 3-7: Correction sur un segment de série RR 
Pour faire l’étude du sommeil, plusieurs auteurs utilisent l’analyse fréquentielle de la variabilité 
du rythme cardiaque (VRC). Les valeurs sont calculées à partir de la densité spectrale de 
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puissance (DSP) des intervalles RR. Selon le document de référence du calcul de la VRC, il 
existe différentes méthodes de calculs qui sont généralement regroupées sous les termes de 
méthode paramétrique et méthode non paramétrique. Pour ce projet, les valeurs VRC utilisées ont 
été calculées à l’aide de la fast Fourier transform (FFT) qui s’apparente à la classe des méthodes 
non paramétriques. Cette approche a l’avantage d’être simple à implémenter et d’être très rapide 
à calculer [23].  
Pour faire les calculs avec la méthode FFT, il faut que les valeurs des intervalles RR soient 
également espacées dans le temps. Les valeurs d’intervalles RR utilisées sont celles résultantes de 
la correction des signaux qu’on ré-échantillonne à une fréquence de 5 Hz à l’aide de la fonction 
Matlab  interp1 en mode spline. La fenêtre de calcul de la DSP est de 100 secondes et elle se 
déplace toutes les 20 secondes. Ainsi, le calcul se fait pour toutes les fenêtres de classification de 
la PSG. Pour avoir une bonne définition spectrale, il est nécessaire d’avoir un échantillon d’une 
durée assez longue. Par contre, on veut que les données calculées soient spécifiques à la fenêtre à 
classer. Ainsi, après plusieurs tests, une largeur de 100 secondes pour la fenêtre de calcul de la 
DSP semble un juste milieu et permet de se centrer autour de la fenêtre analysée. Une fenêtre de 
Hamming de type périodique est également appliquée afin de lisser le vecteur résultant.  
Le calcul de la puissance dans chaque bande de fréquence est fait en mesurant l’aire sous la 
courbe à l’aide de la fonction trapz de Matlab. Les calculs ont été validés en comparant les 
résultats à ceux obtenus à l’aide de l’algorithme de Lomb implémenté par Dmitry Savransky [50]. 
Les valeurs obtenues pour chaque fenêtre de 20 secondes sont la puissance des basses et des 
hautes fréquences ainsi que l’amplitude et la fréquence centrale du pic maximal dans la bande 
HF. Les autres valeurs utiles peuvent être déduites de ces résultats. Le document 
RapportNettoyageHRV_v3 présente la méthodologie suivie et les résultats obtenus. 
3.4.2 Signaux respiratoires 
Pour certains enregistrements, il y a des problèmes de détections de la respiration. Il a donc fallu 
faire un ajustement de l’algorithme de détection développé par Hexoskin pour les signaux de 
sommeil. Dans la Figure 3-8, on présente l’exemple d’un cas problématique. On remarque qu’il y 
a des segments du signal où la détection semble insuffisante abaissant la valeur du rythme 
respiratoire presque à zéro.  
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Figure 3-8: Rythme respiratoire avec segments de mauvaises détections 
Dans le premier graphique de la Figure 3-9, en bleu cyan, on retrouve le signal respiratoire 
thoracique brut. Les cercles rouges sont associés à la détection des moments d’inspirations. On 
peut voir pour les trois grands paliers du centre que l’amplitude de la respiration est assez faible 
et qu’il n’y a pas de détection de respiration. L’autre graphique montre le rythme respiratoire 
associé où l'on voit très bien qu’il y a une valeur constante presque nulle pour les trois paliers 
centraux avec absence de détections d’inspiration.  
 
Figure 3-9: Segment d’un signal respiratoire et détections originales des inspirations 
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Pour corriger ce problème propre aux faibles amplitudes respiratoires rencontrées durant le 
sommeil, l’algorithme de détection des moments respiratoires est adapté en diminuant la valeur 
du seuil de détection. Le seuil de détection inclut maintenant les cycles respiratoires de plus 
faible amplitude. 
Figure 3-10: Segment d’un signal respiratoire et détections corrigées des inspirations 
Dans la Figure 3-10, on montre les résultats obtenus suite à la diminution du seuil de détection 
sur l’amplitude du mouvement respiratoire. On voit bien que les moments d’inspiration sont 
maintenant mieux détectés (cercles rouges). Ainsi, la courbe du rythme respiratoire en bleu 
représente mieux la réalité. Dans la Figure 3-11, on présente la superposition du rythme 
respiratoire original (en bleu) et corrigé (en rouge). On note une bonne amélioration. 
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Figure 3-11: Rythme respiratoire original et corrigé 
3.4.3 Signal de mouvement 
Il y a très peu de corrections à faire sur les signaux de l’accéléromètre. En effet, il n’y a pas 
d’artéfacts physiologiques qui peuvent influencer ces données. Par contre, lors du calcul de 
l’activité, il y a des ajustements à faire dus à la très faible amplitude des données pour les signaux 
de sommeil. En effet, une mise à jour des calculs Hexoskin a modifié le seuil de normalisation à 
zéro de l’activité. Précédemment, une nuit de sommeil présentait une activité nulle avec 
seulement quelques pics d’activité principalement associés à des changements de position. Il y a 
maintenant des segments de signaux non nuls qui sont en fait associé à une absence de 
mouvement.  
En observant sur la Figure 3-12 les données brutes des trois axes de l’accéléromètre (rouge, bleu, 
vert) ainsi que la valeur de l’activité normalisée (noir), on voit bien que les segments non nuls de 
faible amplitude ne sont pas associés à une séquence de mouvements et peuvent être négligés. De 
cette façon, il restera les pics d’activité associés au mouvement plus important comme un 
changement de position.  
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Figure 3-12: Signaux bruts de l’accéléromètre et activité normalisée 
Certains calculs peuvent être affectés par ces différences. Par exemple, dans les algorithmes 
d’analyse du sommeil, il est possible de définir certains paramètres à partir de la détection de 
valeurs nulles dans l’activité. De plus, comme certains signaux de sommeil sont obtenus avant 
cette modification, il est important d’uniformiser les signaux avec ceux obtenus par la suite. Un 
seuil sur les signaux d’activité normalisée est ajouté dans le traitement des données de sommeil. 
Ainsi, on remet à zéro toutes les valeurs plus petites ou égales à l’amplitude du bruit.  
Dans la Figure 3-13, le premier graphique présente les données brutes de l’activité normalisée et 
le second les données corrigées. Les segments à valeur constante de faible amplitude qui sont 
associés à la nouvelle normalisation du calcul de l’activité sont éliminés. 
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Figure 3-13: Signal original et corrigé de l’activité normalisée 
3.4.4 Exclusion de signaux 
Comme on travaille avec des signaux physiologiques, aucun des enregistrements n’est parfait 
pour toute la durée de la nuit. C’est pour cette raison qu’on fait une correction automatique des 
artéfacts. Il faut par la suite déterminer quelle est la limite du système pour fonctionner avec des 
signaux de moins bonne qualité.  Ainsi, malgré les algorithmes de correction des artéfacts, il reste 
des enregistrements pour lesquels la qualité est trop faible pour faire de bonnes analyses. Le 
mauvais ajustement du vêtement peut être mis en cause. Pour faire la classification des phases du 
sommeil, les signaux respiratoires et cardiaques sont très importants. Ainsi, on exclut 
manuellement les enregistrements lorsqu’un de ces deux signaux est de trop faible qualité.  
Pour ce qui est du signal cardiaque, la présence d’artéfact, la présence d’onde T de grandes 
amplitudes ou la forme atypique du signal ECG sont des possibilités pouvant entrainer de 
mauvaises détections. On peut repérer de tels problèmes en observant les signaux du rythme 
cardiaque. Ainsi, si un signal de rythme cardiaque présente différents pics ou segments formant 
des plateaux, il y a probablement un problème de détection. Avant d’éliminer un signal 
soupçonné de contenir trop de mauvaises détections, on observe les signaux bruts avec 
l’identification des détections de QRS pour valider qu’il s’agit de mauvaises détections. Un 
signal est éliminé s’il contient plus de 2 segments de 5 minutes qui ne sont pas analysables. Il 
faut aussi noter que les mauvaises détections dans le domaine temporel affectent grandement les 
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calculs dans le domaine fréquentiel. Ainsi, on rejette tout enregistrement qui contient des 
variations du rythme cardiaque associé à de mauvaises détections et entrainant un comportement 
anormal dans les graphiques de la VRC. Ainsi, les enregistrements HEXON105, HEXON109, 
HEXON110, HEXON121 et HEXON209 ont été éliminés. Pour ce qui est du signal respiratoire, 
aucune correction spécifique aux enregistrements de sommeil n’a été faite sauf la correction du 
seuil de détection dans le système Hexoskin. On observe parfois des pics dans le rythme 
respiratoire. En général, ces pics sont de courte durée et sont associés à du mouvement. Comme 
pour le signal cardiaque, le critère d’exclusion pour un signal respiratoire est la présence de plus 
de 2 segments d’au moins 5 minutes où le rythme respiratoire n’est pas valide, excepté les 
extrémités. L‘enregistrement HEXON209 présente de tels segments. La Figure 3-14 montre un 
exemple de signaux de mauvaise qualité. On voit un graphique du rythme cardiaque (RC), du 
rythme respiratoire (RResp) et de l’indice fréquentiel BFN. Les principaux segments fautifs sont 
encerclés. Après élimination des enregistrements contaminés, il reste un total de 35 
enregistrements qui sont utilisés dans ce projet pilote. 
 
Figure 3-14: Exemple de signaux de mauvaise qualité 
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3.5 Synchronisation des signaux 
Pour faire l’analyse des signaux Hexoskin et comparer les résultats avec ceux de la 
polysomnographie, il est important que les signaux soient bien alignés temporellement les uns 
avec les autres. On doit s’assurer que les paramètres mesurés sur les différents signaux Hexoskin 
soient synchronisés avec les fenêtres de 20 secondes de l’hypnogramme.  
Pour ce faire, lors de l’enregistrement des signaux en laboratoire, une étape a été rajoutée au 
bioétalonnage. On a demandé aux participants de prendre 6 grandes respirations bruyantes et 
maximales. En effet, le montage de la polysomnographie comprend des ceintures de respiration 
qui mesurent le mouvement respiratoire par pléthysmographie de la même manière que les deux 
bandes de respirations présente dans le vêtement Hexoskin. Ainsi, on pouvait retrouver la même 
séquence dans les signaux bruts des deux systèmes. Il est alors possible d’identifier l’heure 
d’occurrence de points d’intérêt dans les deux systèmes et de calculer l’écart. De plus, il faut faire 
un ajustement étant donné que les deux systèmes ne débutent pas exactement au même moment. 
La procédure est décrite plus en détail dans l’ANNEXE A.  
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CHAPITRE 4 MISE AU POINT ET VALIDATION 
Dans ce chapitre, on présente les étapes qui ont mené au développement de l’algorithme 
Hexoskin pour faire la classification de trois phases de sommeil. Pour commencer, il est possible 
d’extraire plusieurs paramètres à partir des signaux enregistrés avec le vêtement intelligent, mais 
l’on souhaite que l’algorithme de classification soit assez simple. Ce critère provient en partie du 
fait que l’algorithme devra être implanté dans le système du produit Hexoskin. Ainsi, les calculs 
à faire sur les signaux de nuits enregistrés sur le serveur doivent être rapides et efficaces. De plus, 
on souhaite utiliser une approche raisonnée qui sera basée sur les observations physiologiques et 
non sur des systèmes de classification automatique tel que les réseaux de neurones. 
Par ailleurs, la revue de littérature a fait ressortir différents types d’approche qui respectent ces 
critères de simplicité. Deux articles sont retenus pour être plus approfondis. En effet, les 
méthodes présentées dans ces articles ont la caractéristique d’utiliser des paramètres simples 
également disponibles avec les données Hexoskin. Ainsi, les méthodes décrites ont été 
reproduites avec les données Hexoskin et comparées aux résultats de la PSG. De plus, un article 
de conférence et un brevet présentant tous deux des algorithmes simples ont été reproduits. 
L’étude des résultats obtenus avec ces différentes méthodes a guidé les réflexions menant au 
développement des algorithmes Hexoskin. De plus, l’observation des variations physiologiques 
des différents paramètres en fonction des phases de sommeil a également servi. Pour faire 
ressortir les différences, on a testé l’utilisation de filtre sur les paramètres.  
Pour le développement des nouveaux algorithmes, on définit une structure de classification 
générale. De cette manière, cinq algorithmes ont été implémentés à partir des combinaisons de 
paramètres les plus prometteurs et en s’inspirant des méthodes proposées dans les articles. Par la 
suite, trois de ces algorithmes sont retenus pour être modifiés en inversant l’ordre de 
classification des stades de sommeil. Enfin, on ajoute une correction qui s’applique à 
l’hypnogramme. Pour chaque algorithme, l’enregistrement HEXON103 est utilisé pour illustrer 
les résultats obtenus. Les paramètres d’évaluation des algorithmes sont : le pourcentage d’accord 
entre les deux méthodes, le coefficient kappa et la différence dans l’évaluation de l’efficacité de 
sommeil. Plus de détails sont présentés dans l’ANNEXE B. Dans l’ANNEXE C, les étapes 
d’optimisations des valeurs de seuils sont présentées.  
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4.1 Reproduction de l’algorithme de Kurihara et Watanabe (2012) 
4.1.1 Idée générale 
Dans l’article de Kurihara et Watanabe [2], les battements cardiaques et les mouvements 
corporels sont mesurés à l’aide de la méthode pneumatique. Il s’agit d’une méthode non invasive 
qui utilise un coussin rempli d’air d’environ 5 mm d’épaisseur placé sous le matelas. La pression 
interne est équivalente à la pression atmosphérique. Un capteur de pression de grande précision 
permet d’enregistrer les variations de pression causées par les battements cardiaques, la 
respiration et les mouvements corporels provenant du dormeur. Le signal mesuré doit être filtré 
afin de séparer ses différentes composantes. Le traitement de signal permet d’extraire le rythme 
cardiaque et l’amplitude du mouvement corporel.  
Le SP est détecté en utilisant le rythme cardiaque. La plus grande variabilité cardiaque qui 
caractérise le SP est utilisée pour identifier cette phase de sommeil. Un indice R est calculé à 
partir d’une moyenne mobile sur la différence entre la moyenne du rythme cardiaque d’une 
fenêtre à l’autre. La valeur de l’indice R est plus grande durant le SP.  L’Équation 4.1 est celle 
qui est utilisée. Hformer se défini comme la moyenne du rythme cardiaque pour la première moitié 
d’une fenêtre d’une minute avant l’instant k, tandis que Hlatter est la moyenne sur l’autre moitié. 
𝑅(𝑘) =
1
2𝑞+1
∑ |𝐻𝑘+𝑖
𝑓𝑜𝑟𝑚𝑒𝑟 − 𝐻𝑘+𝑖
𝑙𝑎𝑡𝑡𝑒𝑟|𝑞𝑖=−𝑞  (Équation 4.1) 
Un indice D est également calculé pour distinguer l’éveil du SNP, voir l’Équation 4.2. On évalue 
la profondeur du sommeil en fonction de l’amplitude et de la fréquence des mouvements 
corporels. En effet, plus le sommeil devient profond, plus petits et moins fréquents sont les 
mouvements. Le paramètre Abody est l’amplitude moyenne du mouvement corporel sur la fenêtre 
d’une minute et le Aheart est le rythme cardiaque moyen sur cette même fenêtre. 
𝐷(𝑘) = 𝑙𝑜𝑔2 (
𝐴𝑘
𝑏𝑜𝑑𝑦
𝐴𝑘
ℎ𝑒𝑎𝑟𝑡+𝐴𝑘
𝑏𝑜𝑑𝑦)           (Équation 4.2) 
De plus, l’article présente également une étude de l’incidence de chaque phase de sommeil en 
fonction de l’âge. Des équations polynomiales au 4e degré sont créées comme valeur de seuil. Les 
données proviennent de différentes études et couvrent de 3 à 96 ans pour un total de 306 sujets.  
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Dans l’article, les phases de SP sont détectées avec l’indice R et son ratio d’incidence en fonction 
de l’âge. Les valeurs d’indice R sont placées en ordre décroissant et le seuil est déterminé par la 
correspondance avec le maximum de mouvement corporel dans l’intervalle formé par le ratio 
d’incidence et son écart-type. Ensuite, les valeurs associées aux fenêtres de SP sont éliminées 
pour faire la distinction entre le SNP et l’éveil. C’est l’indice D qui est alors utilisé. Les valeurs 
de l’indice D sont placées en ordre décroissant et les valeurs des ratios d’incidence en fonction de 
l’âge sont utilisées pour séparer l’éveil et les 4 phases de SNP. Les valeurs maximales de 
mouvement corporel ou de l’indice D correspondantes sont utilisées pour déterminer les seuils. 
Une fois les seuils déterminés, la classification peut être effectuée sur les données temporelles. 
Dans l’article, les calculs sont effectués toutes les minutes (k=1, 2, 3, … , temps au lit). Pour le 
calcul de l’indice R, la valeur q est de 10. On calcule la moyenne mobile sur une période de 20 
minutes toutes les minutes. Pour 20 enregistrements, comparant la classification de l’algorithme 
avec la classification R&K, l’accord moyen est de 51,6 % avec un écart-type de 4,6 et un 
coefficient kappa de =0,29. Si toutes les phases de SNP sont regroupées, l’accord moyen est 
alors de 77,5 % avec un écart-type de 6,2 % et un coefficient kappa de =0,48. 
4.1.2 Méthode de reproduction 
Une partie de l’algorithme de l’article a été reproduit avec les enregistrements Hexoskin afin de 
voir si les résultats obtenus étaient semblables. En effet, l’article utilise deux signaux qui sont 
également disponibles avec les enregistrements Hexoskin. Par contre, il y a quelques différences 
notables principalement sur le signal de mouvement. Le système Hexoskin utilise la variation de 
l’accélération normalisée par la gravité comparativement aux données obtenues par la méthode 
pneumatique. De plus, pour faire les calculs des indices R et D, on utilise des fenêtres de 20 
secondes pour être en accord avec les fenêtres de données PSG disponibles. On fait donc la 
moyenne mobile toutes les 20 secondes au lieu de chaque minute. De plus, on ajuste la moyenne 
mobile pour le calcul aux extrémités. En début de signal, pour k<=q, la sommation est effectuée 
de k à q. À la fin, lorsque k est plus grand que la longueur de l’enregistrement moins q, on fait la 
somme de –q jusqu’à la dernière fenêtre. Le paramètre q est également modifié. En effet, dans 
l’article, la moyenne mobile est calculée sur 21 termes et couvre 20 minutes. La valeur de q 
utilisée est 20, pour un total de 41 termes et une période de 13 min 20 s. Comme les 
enregistrements Hexoskin permettent aussi d’enregistrer la respiration et que le rythme 
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respiratoire a le même comportement que le rythme cardiaque durant le SP, on calcule également 
un index R sur la respiration afin de faire ressortir les périodes de plus grande variabilité. 
Contrairement à l’article, les seuils ne sont pas déterminés à partir de l’ordre décroissant des 
valeurs R et D ainsi que des équations des ratios d’incidence en fonction de l’âge, car certaines 
des données sont trop différentes. On les détermine par optimisation à partir des données de 
plusieurs participants. Enfin, on utilise la même logique que l’article pour faire la classification, 
mais on distingue seulement le SP, SNP et l’éveil.  Le schéma de la Figure 4-1 illustre la 
structure de décision.  
 
Figure 4-1: Algorithme de la reproduction de l’article Kurihara et Watanabe 
Dans la Figure 4-1, les données en entrée sont calculées avec l’Équation 4.1 et l’Équation 4.2. 
Ainsi, RkC(i) et RkR(i) sont calculées aux 20 secondes sur le rythme cardiaque et sur le rythme 
respiratoire respectivement. Dk(i) est calculé à partir de l’activité et du rythme cardiaque. Pour 
faire la classification, on compare avec la valeur moyenne de chaque variable multipliée par un 
facteur k optimisé. Le Tableau 4.1 défini les conditions à respecter. Comme on le voit dans le 
schéma de la Figure 4-1, lorsque les conditions C1 à C3 sont respectées, on classe comme du SP. 
Sinon, lorsque la condition C4 est respectée, on classe comme de l’éveil. Les fenêtres restantes 
sont du SNP. Voir le détail de la technique d’optimisation dans l’ANNEXE C. 
 
 
 
58 
 
Tableau 4.1: Condition de classification et variables de l’algorithme Kurihara et Watanabe 
Conditions Variables 
C1 𝑅𝑘𝐶 ≥ k1 ∗ RkCm k1 0.6 
C2 𝑅𝑘𝑅 ≥ k1 ∗ RkRm k2 1.2 
C3 Dk < 𝑘3 ∗ 𝐷𝑘𝑚 k3 0.8 
C4 Dk ≥ k3 ∗ Dkm k3 0.8 
Dans la  
Figure 4-2, qui présente les données pour un participant, le premier graphique représente le 
résultat de classification obtenu par la méthode PSG standard. Les trois graphiques suivants 
montrent l’allure des graphiques de chaque indice. Dans chacun, le trait horizontal représente le 
seuil de classification, soit la valeur moyenne de la variable multipliée par le facteur ‘’k’’ 
optimal. On voit très bien que les variations des paramètres suivent les changements de phases. 
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Figure 4-2: Phases, paramètres et seuils en fonction du temps 
4.1.3 Résultats 
On présente l’hypnogramme résultant pour un des enregistrements. Dans la Figure 4-3, le premier 
hypnogramme est la classification simplifiée en 3 stades obtenue par la méthode PSG. Le 
deuxième est le résultat de l’algorithme (abrégé par Kuri) reproduit à partir de l’article. Le 
Tableau 4.2 qui suit présente les résultats statistiques pour les valeurs de seuils optimisés pour 
l’ensemble des participants. Ainsi, la valeur moyenne d’accord est de 71,91 % entre la méthode 
de classification PSG et la méthode reproduite de l’article. Le coefficient kappa obtenu est en 
moyenne de 0,41. 
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Figure 4-3: Comparaison de l’hypnogramme PSG simplifié et de Kurihara et Watanabe 
Tableau 4.2: Résultats statistiques de l’algorithme de Kurihara et Watanabe 
 
Accord 
Total (%) 
Accord 
SNP (%) 
Accord   
SP (%) 
Accord 
Éveil (%) 
Kappa 
Différence 
d’efficacité  
(%) 
Moyenne 71,91 85,65 59,82 22,56 0,41 8,92 
Écart-type 6,17 5,53 20,36 6,94 0,12 4,23 
Maximum 84,31 94,12 87,26 40,09 0,68 20,35 
Minimum 56,51 72,24 1,39 12,15 0,16 3,29 
4.2 Reproduction de l’algorithme  de Kesper et al. (2012) 
4.2.1 Idée générale 
Selon les auteurs de l’article [24], l’ECG est probablement le signal biologique qui présente la 
meilleure alternative au système PSG. En effet, l’ECG serait facilement utilisable pour faire 
l’évaluation du sommeil et des problèmes respiratoires liés au sommeil, car le signal cardiaque 
est modulé en amplitude et en fréquence par la respiration. En effet, l’effort respiratoire peut être 
déduit à partir de la forme de la courbe ECG. Le sommeil et le système nerveux autonome 
affectent également le signal. Seulement la partie nécessaire à la classification des phases de 
sommeil de l’article sera traitée. L’influence respiratoire transparait dans la variabilité cardiaque. 
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Dans l’analyse fréquentielle, la distribution des hautes et des basses fréquences du rythme 
cardiaque démontre une dépendance spécifique aux stades de sommeil. Le ratio entre les deux est 
utilisé comme paramètre de la balance autonomique et montre aussi une dépendance significative 
avec les stades de sommeil. Ainsi, l’analyse automatique du sommeil développée dans l’article 
est basée sur les paramètres spectraux du rythme cardiaque. 
L’entrainement de l’algorithme est réalisé sur 20 enregistrements PSG provenant de sujets sains. 
Le premier paramètre utilisé dans l’algorithme provient du ratio BF/HF normalisé par la valeur 
moyenne de tous les ratios. Ce paramètre sert à différencier le SP/Éveil, le  SNP léger et le SNP 
profond. Les 2 autres paramètres de différentiation sont dérivés de la puissance du pic de la bande 
HF et de la variabilité de la fréquence de ce pic. Ce pic correspond normalement au rythme 
respiratoire. Les variations physiologiques de la respiration propre au sommeil devraient 
transparaitre dans ces paramètres. En effet, le rythme respiratoire est régulier en SNP et la 
régularité augmente en allant du sommeil léger au sommeil profond. En SP, la variabilité est 
normalement assez grande ce qui se traduit par un étalement en fréquence et une diminution de la 
puissance du pic de la bande HF.  
L’algorithme fonctionne avec plusieurs classificateurs dont les résultats sont ensuite regroupés 
dans l’algorithme final. Les fenêtres d’analyse sont aux 30 secondes pour correspondre à ce qui 
se fait en PSG. Le premier paramètre utilisé est le ratio BF/HF normalisé par la valeur moyenne 
sur tout le signal. Selon l’article, ce ratio permet la différenciation entre le SP/Éveil, le SNP léger 
et le SNP profond. La valeur serait près de zéro en SNP léger, diminuerait en SNP profond et 
augmenterait en SP et durant l’éveil. Le deuxième paramètre est la valeur en puissance du pic 
maximal dans la bande HF qui permet de distinguer le SNP. Les grandes valeurs sont associées 
au SNP en allant du sommeil léger au sommeil profond. Le troisième paramètre est une mesure 
de la variabilité de la fréquence de ce pic. Cette variabilité est calculée comme la différence entre 
la fréquence maximale et minimale sur une fenêtre de trois minutes autour de la fenêtre d’analyse 
de 30 secondes. De grandes valeurs sont associées à des phases de SP. Pour les deux premiers 
paramètres, les seuils sont optimisés à partir de l’Équation 4.3.  
𝑆𝑒𝑢𝑖𝑙 = 𝑎 + 𝑏 ∗ 𝑚𝑖𝑛𝑖𝑚𝑢𝑚 + 𝑐 ∗ 90𝑒𝑝𝑒𝑟𝑐𝑒𝑛𝑡𝑖𝑙𝑒        (Équation 4.3) 
La valeur minimale et le 90e percentile sont calculés sur la série complète de chaque paramètre. 
L’optimisation est faite itérativement. Le dernier seuil est fixe à 0.65 Hz. Les trois classificateurs 
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sont indépendants. La classification finale se fait en cinq étapes. Pour commencer, on initialise en 
SNP léger. Par la suite, la première classification se base sur le ratio BF/HF normalisé. Toutes les 
fenêtres d’éveil et de SP classées comme du SNP par le deuxième classificateur sont reclassées 
comme SNP léger. Toutes les époques d’éveil dont le 3e paramètre dépasse le seuil sont 
reclassées en SP. Enfin, l’endormissement est détecté pour la première apparition de cinq minutes 
de SNP. Il y a également une correction en éveil pour les fenêtres de SP du début de 
l’enregistrement à 45 minutes après l’endormissement. Les résultats de classification des phases 
de sommeil obtenus dans l’article proviennent de l’analyse de PSG de 18 sujets. Au total, 57.8 % 
des fenêtres de 30 secondes sont bien assignées. Plus précisément, 63,4 % pour l’éveil, 44,6 % 
pour SP, 63,4 % pour SNP12 et 43,3 % pour SNP34.  
4.2.2 Méthode de reproduction 
L’algorithme a été développé en essayant de reproduire le plus près possible ce qui est présenté 
dans l’article. Les fenêtres d’analyse sont de 20 secondes au lieu de 30 secondes. Comme dans 
l’article, le calcul de la variation de la fréquence du pic dans la bande HF est fait sur 3 minutes. 
Les variables nécessaires aux calculs des différents seuils sont optimisées par observation des 
résultats. Plus de détails sur l’optimisation sont présentés dans l’ANNEXE C. Pour simplifier 
l’optimisation des seuils, les équations ont été réduites à une variable et un paramètre comme on 
peut le voir dans l’Équation 4.4 et l’Équation 4.5. Au lieu d’utiliser le minimum et le 90e 
percentile, on utilise la moyenne des données. 
𝑆11 = 𝑎11 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒     𝑜ù 𝑎11 = 0.6                       (Équation 4.4) 
𝑆12 = 𝑎12 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒     𝑜ù 𝑎12 = 0.2         (Équation 4.5) 
Si la valeur du ratio BF/HF normalisé est inférieure à S12, on classe en SNP profond. Si la valeur 
est entre S12 et S11, on classe en SNP léger. Sinon, on classe comme SP/Éveil. La Figure 4-4 
montre la structure de cette partie de l’algorithme. 
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Figure 4-4: Classificateur #1 pour reproduction Kesper et al. 
Pour le deuxième classificateur, on a une structure semblable fonctionnant avec deux seuils. 
L’Équation 4.6 et l’Équation 4.7 d’écrivent les seuils. Si la valeur de la puissance maximale du 
pic est supérieure à S21, on classe en SNP profond. Si la valeur est entre S22 et S21, on classe en 
SNP léger. Sinon, on classe comme SP/Éveil. La Figure 4-5 montre la structure de cette seconde 
partie de l’algorithme. 
𝑆21 = 𝑎21 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒    𝑜ù 𝑎21 = 1         (Équation 4.6) 
𝑆22 = 𝑎22 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒    𝑜ù 𝑎22 = 0.4         (Équation 4.7) 
 
Figure 4-5: Classificateur #2 pour reproduction Kesper et al. 
Le troisième classificateur est intégré à l’algorithme final. On initialise avec les résultats du 
premier classificateur. Si le premier classificateur classe un stade SP/Éveil alors que ce n’est pas 
le cas pour le second, on associe à du SNP léger. Sinon, les classifications en stade SNP profond 
du 2e classificateur sont conservées. Pour toutes les classifications SP/Éveil restantes, si la valeur 
du 3e paramètre est plus grande que le seuil 3 fixé à 0.65, on associe au SP. Enfin, les fenêtres 
SP/Éveil restantes sont classées comme de l’éveil. L’étape de détection de l’endormissement 
n’est pas implémentée. La Figure 4-6 montre la structure de l’algorithme final.  
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Figure 4-6: Classificateur final pour reproduction Kesper et al. 
Dans la Figure 4-7, qui présente les données pour un participant, le premier graphique représente 
le résultat de classification obtenu par la méthode PSG standard. Les trois suivants montrent les 
paramètres. Dans chaque graphique, les traits horizontaux représentent les seuils de classification, 
soit la valeur moyenne de la variable multipliée par un facteur ‘’a’’ optimal.  
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Figure 4-7: Phases, paramètres et seuils en fonction du temps 
4.2.3 Résultats 
Pour terminer, avec les seuils optimaux ont peut calculer l’hypnogramme de chaque participant. 
La Figure 4-8 présente le résultat pour un participant. Le premier hypnogramme est la 
classification simplifiée en 3 stades obtenue par PSG et le deuxième est le résultat de l’algorithme 
reproduit à partir de l’article. Le Tableau 4.3 présente les résultats statistiques pour les valeurs de 
seuils optimisés pour l’ensemble des participants. Ainsi, la valeur moyenne d’accord est de 
60,54% entre la méthode de classification PSG et la méthode reproduite de l’article. Le 
coefficient Kappa obtenu est en moyenne de 0,13. 
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Figure 4-8: Comparaison de l’hypnogramme PSG simplifié et de Kesper et al. 
Tableau 4.3: Résultats statistiques de l’algorithme Kesper et al. 
 
Accord 
Total (%) 
Accord 
SNP (%) 
Accord   
SP (%) 
Accord 
Éveil (%) 
Kappa 
Différence 
d’efficacité  
(%) 
Moyenne 60,54 79,84 13,84 23,07 0,13 5,81 
Écart-type 4,73 5,92 10,91 10,77 0,08 5,00 
Maximum 69,92 90,66 43,64 42,51 0,29 20,38 
Minimum 50,06 61,56 0,00 5,11 -0,02 0,06 
4.3 Reproduction d’algorithmes simples 
4.3.1 Reproduction de l’algorithme de Bianchi et Mendez (2010) 
On présente ici la reproduction simplifiée de la méthode décrite dans l’article de conférence de 
Bianchi et Mendez [22] qui utilise un vêtement pour faire la collecte de données. Les auteurs 
utilisent les écarts-types du rythme cardiaque et de la respiration pour chaque fenêtre d’analyse. 
Le mouvement est également considéré. Les valeurs de seuil sont déterminées en multipliant la 
valeur moyenne de chaque paramètre par un facteur à optimiser. Le Tableau 4.4 présente les 
conditions utilisées pour faire la classification. Pour commencer, le SNP est identifié à l’aide des 
caractéristiques de stabilité cardiorespiratoire. Il faut que les conditions C1 et C2 soient 
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respectées. Pour diviser le SP de l’éveil, on utilise le fait qu’il y a absence de mouvement durant 
le SP. Ainsi, si la valeur de l’activité normalisée est nulle (condition C3), on associe la fenêtre à 
du SP, sinon à de l’éveil.  
Tableau 4.4: Condition de classification et variables de l’algorithme Bianchi et Mendez 
Conditions Variables 
C1 𝑠𝑡𝑑𝑅𝐶 < 𝑆𝑅𝐶 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝑠𝑡𝑑𝑅𝐶) SRC 0.3 
C2 𝑠𝑡𝑑𝑅𝑅𝑒𝑠𝑝 < 𝑆𝑅𝑅𝑒𝑠𝑝 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝑠𝑡𝑑𝑅𝑅𝑒𝑠𝑝) SRResp 1.3 
C3 𝑎𝑐𝑡𝑖𝑣𝑖𝑡é 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑠é𝑒 == 0 -- -- 
Dans la Figure 4-9, on montre l’hypnogramme des phases de sommeil en fonction du temps qui 
est obtenu pour un enregistrement. Le premier graphique est la version simplifiée de 
l’hypnogramme de l’HRDP et le second est le résultat de l’algorithme. Les statistiques des 
résultats pour l’ensemble des enregistrements sont regroupées dans le Tableau 4.5.  
 
Figure 4-9: Comparaison de l’hypnogramme PSG simplifié et de Bianchi et Mendez 
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Tableau 4.5: Résultats statistiques de l’algorithme Bianchi et Mendez 
 
Accord 
Total (%) 
Accord 
SNP (%) 
Accord   
SP (%) 
Accord 
Éveil (%) 
Kappa 
Différence 
d’efficacité  
(%) 
Moyenne 67,90 88,40 32,57 13,29 0,23 11,80 
Écart-type 4,61 3,65 10,53 4,84 0,08 4,54 
Maximum 75,60 94,37 51,22 25,73 0,43 22,55 
Minimum 57,34 75,14 9,72 4,97 0,03 5,56 
4.3.2 Reproduction de l’algorithme du brevet Verrier et al. (1999) 
La structure testée ici provient du brevet présenté par Verrier et al. en 1999 et qui classifie trois 
phases de sommeil tel que reproduit dans la Figure 4-10 [40]. Les paramètres utilisés sont le ratio 
BF/HF et le mouvement de la tête et des yeux. Avec Hexoskin, on a le ratio BF/HF et l’activité 
qui se mesure au niveau de la taille. Le Tableau 4.6 liste les conditions utilisées. Ainsi, le SP se 
distingue par de grandes valeurs BF/HF et de faibles valeurs de mouvement. Pour faire la 
classification, il faut que les conditions C1 et C2 soient respectées. Par la suite, on classe en SNP 
si les conditions C3 et C4 sont rencontrées et les fenêtres restantes sont associées à de l’éveil.  
Tableau 4.6: Condition de classification et variables de l’algorithme Verrier et al. 
Conditions Variables 
C1 𝐵𝐹/𝐻𝐹 > 𝑆1 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝐵𝐹/𝐻𝐹) S1 0,8 
C2 𝑎𝑐𝑡𝑖𝑣𝑖𝑡é < 𝑆2 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝑎𝑐𝑡𝑖𝑣𝑖𝑡é) S2 0,1 
C3 𝐵𝐹/𝐻𝐹 < 𝑆11 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝐵𝐹/𝐻𝐹) S11 1,2 
C4 𝑎𝑐𝑡𝑖𝑣𝑖𝑡é < 𝑆22 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝑎𝑐𝑡𝑖𝑣𝑖𝑡é) S22 1 
Le résultat de classification est l’hypnogramme des phases de sommeil en fonction du temps. 
Dans la Figure 4-11, on montre ce qui est obtenu pour un enregistrement. Le premier graphique 
est la version simplifiée de l’hypnogramme de l’HRDP et le second est le résultat de 
l’algorithme. Les statistiques des résultats pour l’ensemble des enregistrements sont regroupées 
dans le Tableau 4.7.  
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Figure 4-10: Figure 6 du brevet de Verrier et al. [40] 
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Figure 4-11: Comparaison de l’hypnogramme PSG simplifié et de Verrier et al. 
Tableau 4.7: Résultats statistiques de l’algorithme Verrier et al. 
 
Accord 
Total (%) 
Accord 
SNP (%) 
Accord   
SP (%) 
Accord 
Éveil (%) 
Kappa 
Différence 
d’efficacité  
(%) 
Moyenne 50,73 55,90 56,16 22,56 0,14 8,92 
Écart-type 5,21 8,00 12,88 6,94 0,08 4,23 
Maximum 62,51 74,85 82,73 40,09 0,32 20,35 
Minimum 41,87 43,27 14,68 12,15 0,03 3,29 
4.4 Développement de nouveaux algorithmes 
4.4.1 Observation des paramètres 
Dans cette section, on présente les observations du comportement de l’ensemble des paramètres 
évaluées sur tous les enregistrements. Ainsi, on commence par observer temporellement 
comment les paramètres évoluent avec la progression de la nuit. Comme on a également 
l’hypnogramme obtenu par PSG, on est en mesure d’associer les comportements généraux 
observés aux phases de sommeil.  On présente un résumé des observations des paramètres 
temporels dans le Tableau 4.8 et les paramètres fréquentiels dans le Tableau 4.9. Il est intéressant 
de noter que les valeurs des paramètres des stades SNP12 sont toujours autour de la moyenne. 
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Cette observation est logique, car on passe normalement la majorité de la nuit en stade SNP2. 
Ainsi, lorsqu’on fait la moyenne, la plus grande contribution provient de ce stade. De plus, pour 
les phases d’éveil situées en début et fin de nuit, on voit souvent de grandes fluctuations dans les 
valeurs des paramètres. Il est important de noter que les distinctions entre les phases ne sont pas 
également évidentes d’un enregistrement à l’autre. De plus, les artéfacts et les mauvaises 
détections peuvent affecter l’allure des signaux. L’effet est plus important pour les signaux dans 
le domaine fréquentiel.  
Tableau 4.8: Observation des données temporelles 
Paramètres Éveil SNP12 SNP34 SP 
Rythme cardiaque 
> moyenne, 
variable 
<= moyenne <= moyenne >= moyenne 
Écart-type du 
rythme cardiaque 
grand moyenne <= moyenne grand, 
Rythme 
respiratoire 
>>moyenne <= moyenne < moyenne 
>= moyenne, 
variable 
Écart-type du 
rythme respiratoire 
grand < moyenne faible > moyenne 
Activité totale grande, variable ~ nulle avec pic nulle nulle 
Comme on peut s’y attendre, on note beaucoup de variation dans le rythme cardiorespiratoire 
durant l’éveil. De plus, le rythme est généralement supérieur à la moyenne de la nuit. Les 
différences sont moins marquées pour les micros éveils, car ils sont de courte durée. On note 
aussi que les changements de position sont généralement associés à un micro-éveil. 
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Tableau 4.9: Observation des données fréquentielles 
Paramètres Éveil SNP12 SNP34 SP 
BF 
<= moyenne, 
variation 
moyenne > moyenne 
<= moyenne, 
variation 
HF < moyenne 
> moyenne, 
variable 
>> moyenne < moyenne 
BFN 
> moyenne, 
variable 
< moyenne << moyenne 
> moyenne, 
variable 
HFN 
< moyenne, 
variable 
> moyenne >> moyenne 
< moyenne, 
variable 
BF/HF >> moyenne < moyenne << moyenne > moyenne 
TOT < moyenne ~ constant 
~ moyenne, 
constant 
< moyenne 
     
Pour ce qui est des observations fréquentielles, les variations entre les différentes phases de 
sommeil pour les paramètres BF et HF sont très semblables à ceux de BFN et HFN. Les 
paramètres normalisés permettent de mieux faire ressortir les différences. L’autre paramètre 
grandement intéressant est le ratio BF/HF qui est souvent utilisé comme indicateur de la balance 
sympathique et parasympathique dû à son lien avec le SNA. On note que pour l’ensemble des 
paramètres fréquentiels, les observations pour l’éveil et le SP sont les mêmes. Pour différencier 
ces deux stades, il faudra donc considérer d’autres signaux. 
Les résultats obtenus à partir de l’article de Kurihara et Watanabe sont comparables à ce qu’on 
trouve dans la littérature. Par contre, la méthode proposée utilise seulement les données 
temporelles cardiaque, respiratoire et de mouvement. Par ailleurs, la méthode proposée par 
Kesper et al. utilise des données fréquentielles, mais ne donne pas de résultats aussi concluants. 
Les algorithmes testés cherchent la meilleure combinaison de paramètres. De plus, comme on l’a 
vue dans la revue de littérature, les paramètres de la VRC sont souvent utilisés et sont le reflet du 
système nerveux autonome. Ainsi, les algorithmes implémentés sont basés sur les observations 
des différents paramètres et les conclusions des articles scientifiques consultés. 
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4.4.2 Traitements des paramètres 
Afin de mieux voir les tendances cycliques des paramètres temporels et fréquentiels reliés à la 
macrostructure du sommeil, on a utilisé un filtrage passe-bas. Il peut y avoir des pertes 
d’information sur les changements rapides des paramètres. Par contre, comme les paramètres 
VRC ne présentent pas de variations aussi brusques que dans les signaux EEG, on est déjà limité 
dans la détection de changements rapides de phase de sommeil. De plus, ceci évite du bruit de 
détection. Ainsi, on peut mieux voir les tendances de chaque paramètre. Les filtres utilisés sont 
de type Butterworth d’ordre 2 et de fréquence de coupure de 0.7 Hz. On note que l’initialisation 
du filtre commence près de zéro. Les filtres sont ceux disponibles dans Matlab. Dans la Figure 
4-12, on montre deux paramètres fréquentiels sans filtrage (graphique 1 et 3) et avec filtrage 
(graphique 2 et 4). On voit facilement que le filtrage permet de faire ressortir le caractère 
cyclique des données. 
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Figure 4-12: Graphiques des paramètres fréquentiels sans et avec filtrage 
De plus, un deuxième type de filtrage a été testé. Il s’agit d’un filtre médian. Toutes les 20 
secondes, soit pour chaque fenêtre, on calcule la valeur médiane sur 4 minutes. Ce traitement de 
signal agit un peu comme un filtre passe-bas, mais la réaction suit plus rapidement les variations 
brusques. La Figure 4-13 montre le graphique de l’écart-type du rythme cardiaque brut, filtré par 
la médiane sur 4 minutes et filtré par un filtre passe-bas. Comme on voit peu de différences entre 
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les résultats des deux filtrages, c’est donc le filtrage par Butterworth qui est retenu dû à sa 
simplicité d’implémentation. 
 
Figure 4-13: Test de filtrage sur l’écart-type du rythme cardiaque 
4.4.3 Architecture des algorithmes 
L’architecture principale des algorithmes est décrite dans la Figure 4-14. La classification permet 
de distinguer trois stades. Les phases sont classées de façons séquentielles contrairement à 
l’algorithme en parallèle développé par Kesper et al. Les valeurs de paramètres sont calculées sur 
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des fenêtres de 20 secondes. Ainsi, les algorithmes associent à chaque fenêtre une phase de 
sommeil. Le résultat obtenu est donc un vecteur des classes de sommeil en fonction de la fenêtre 
d’analyse qui évolue en fonction du temps.  
 
Figure 4-14: Architecture générale des algorithmes 
4.4.4 Algorithmes développés 
Pour ce qui est du développement des algorithmes Hexoskin, on s’est principalement basé sur les 
observations des signaux et du comportement des différentes variables d’une phase à l’autre en 
limitant le nombre de variables utilisées. En effet, il n’est pas nécessaire d’avoir une trop grande 
combinaison de paramètres, car ils deviennent redondants. Par exemple, on choisit au maximum 
2 paramètres de la VRC fréquentielle. De plus, comme l’information sur la respiration est 
disponible via les deux ceintures de pléthysmographie du vêtement, il n’est pas nécessaire 
d’utiliser le signal cardiaque pour l’étudier. Ainsi, au lieu d’étudier les paramètres du pic dans la 
bande HF de la VRC, comme c’est proposé dans l’article de Kesper et al. , on utilise directement 
les données respiratoires.  
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La stratégie de développement est de faire un algorithme simple et efficace qui sera facilement 
intégrable au système Hexoskin. Il faut éviter les calculs trop longs, car les signaux de nuit sont 
de grande durée et on veut que les clients reçoivent rapidement le résultat de leur enregistrement 
de sommeil.  De plus, la revue de littérature a montré que la simplicité peut être une bonne 
solution. Pour ce projet pilote, un algorithme qui permet d’obtenir une architecture simple et 
précise est une solution acceptable. Ainsi, plusieurs algorithmes sont mis au point. Dans tous les 
cas, on utilise des seuils à valeurs fixes qui sont ajustés pour chaque enregistrement à l’aide des 
valeurs moyennes des paramètres étudiés. Ceci permet donc de rendre les seuils plus spécifiques. 
Par contre, la moyenne peut être affectée par des valeurs extrêmes causées par les artéfacts. Les 
critères de classification sont faits pour distinguer les stades de SNP et de SP. Les fenêtres 
restantes sont associées à de l’éveil. Cette logique est utilisée dans la littérature. De plus, le 
mouvement est le critère décisif pour diviser le SP de l’éveil, car l’atonie musculaire, propre au 
SP, entraîne une absence de mouvement. Dans ce qui suit, on présente les différents algorithmes 
mis au point.  
Pour chaque algorithme testé, on présente l’idée générale ayant mené à la définition des 
conditions de classification en trois stades qui suivent la structure de la Figure 4-14.  Un tableau 
liste les conditions définies avec les valeurs optimisées des facteurs multiplicatifs des seuils de 
classification. Les algorithmes de classification permettent d’obtenir l’hypnogramme dont on 
présente pour chacun l’exemple d’un résultat pour l’enregistrement HEXON103. Le premier 
graphique est la version simplifiée de l’hypnogramme de l’HRDP et le second est le résultat de 
l’algorithme. Enfin, les statistiques des résultats pour l’ensemble des enregistrements sont 
regroupées dans un tableau qui présente le pourcentage d’accord total et pour chaque phase, le 
coefficient kappa et la différence dans la mesure de l’efficacité de sommeil. Pour plus de détails 
sur les paramètres d’évaluation des algorithmes, consultez l’ANNEXE B. 
4.4.4.1 Algorithme HX1 
Cet algorithme est une première itération basée sur les observations des signaux. Il se veut très 
simple afin de voir comment on peut utiliser les différents paramètres. Les paramètres des deux 
algorithmes testés précédemment, soit l’écart-type du rythme cardiaque, l’activité normalisée et 
le ratio BF/HF, sont repris et on développe trois variables de classification. De cette façon, on 
combine les données fréquentielles et temporelles. Les signaux bruts des paramètres sont utilisés. 
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Le Tableau 4.10 présente les 4 conditions de classification ainsi que les valeurs des facteurs 
multiplicatifs qui optimisent les résultats. On distingue le SNP à l’aide des paramètres qui 
doivent respecter les conditions C1 à C3. Par la suite, on classe en SP si la condition C4 est 
respectée. Les fenêtres restantes sont classées comme de l’éveil. La Figure 4-15 montre 
l’hypnogramme obtenu pour un enregistrement et le Tableau 4.11 présente les résultats 
statistiques pour l’ensemble des enregistrements.  
Tableau 4.10: Condition de classification et variables de l’algorithme HX1 
Conditions Variables 
C1 𝑠𝑡𝑑𝑅𝐶 < 𝑆1 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝑠𝑡𝑑𝑅𝐶) S1 1,1 
C2 𝑎𝑐𝑡𝑖𝑣𝑖𝑡é < 𝑆21 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝑎𝑐𝑡𝑖𝑣𝑖𝑡é) S21 1,5 
C3 𝐵𝐹/𝐻𝐹 > 𝑆3 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝐵𝐹/𝐻𝐹) S3 0,6 
C4 𝑎𝑐𝑡𝑖𝑣𝑖𝑡é ≤ 𝑆23 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝑎𝑐𝑡𝑖𝑣𝑖𝑡é) S23 0,1 
 
 
Figure 4-15: Comparaison de l’hypnogramme PSG simplifié et de HX1 
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Tableau 4.11: Résultats statistiques de l’algorithme HX1 
 
Accord 
Total (%) 
Accord 
SNP (%) 
Accord   
SP (%) 
Accord 
Éveil (%) 
Kappa 
Différence 
d’efficacité  
(%) 
Moyenne 63,00 81,78 16,89 27,62 0,15 4,25 
Écart-type 3,67 3,80 6,17 7,62 0,07 4,31 
Maximum 68,56 88,37 31,06 49,12 0,35 15,93 
Minimum 51,97 72,79 2,78 16,02 0,02 0,06 
4.4.4.2 Algorithme HX2 
L’algorithme implémenté à partir de l’article de Kurihara et Watanabe utilise la variabilité 
cardiaque dans le domaine temporel. Les résultats obtenus sont encourageants. Ainsi, dans le 
développement des algorithmes Hexoskin, on reprend l’idée d’utiliser l’enveloppe du signal de 
l’écart-type du rythme respiratoire et cardiaque. De plus, les observations des signaux de même 
que la théorie démontrent qu’il y a une plus grande variabilité cardiorespiratoire durant l’éveil et 
le SP. À l’inverse, durant le SNP le rythme est beaucoup plus régulier. Pour éliminer les 
variations au sein du même stade, on utilise un filtre passe-bas de type Butterworth comme décrit 
dans la section 4.4.2. Ceci a un effet se rapprochant du calcul de la moyenne mobile proposé dans 
l’article. Ainsi, dans cet algorithme, on utilise l’écart-type du rythme cardiaque et du rythme 
respiratoire pour étudier la variabilité cardiorespiratoire. De plus, les paramètres fréquentiels de 
la VRC permettent d’aller chercher l’information sur le SNA. On prend également en 
considération le ratio BF/HF. Ainsi, en combinant ces trois paramètres filtrés, on maximise les 
sources d’information.  
Les conditions de classification sont présentées dans le Tableau 4.12. La classification en SNP est 
faite si les conditions C1 à C3 sont respectées. Sinon, il faut que les conditions C4 et C5 soient 
rencontrées pour classer en SP. Enfin, les fenêtres restantes sont classées comme de l’éveil. Les 
trois premières conditions prises isolément doivent permettre de détecter un grand nombre de 
faux positifs. Par la suite, la combinaison des seuils permet d’en éliminer une partie en évitant 
d’avoir un nombre élevé de faux négatifs. Ici, on nomme faux positifs la détection d’un stade 
alors qu’il s’agit d’un autre et le faux négatif est le manquement à détecter une fenêtre comme 
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appartenant au stade recherché. La Figure 4-16 montre l’hypnogramme obtenu pour un 
enregistrement et le Tableau 4.13 présente les résultats statistiques pour l’ensemble des 
enregistrements. 
Tableau 4.12: Condition de classification et variables de l’algorithme HX2 
Conditions Variables 
C1 𝑠𝑡𝑑𝑅𝐶𝑓𝑖𝑙𝑡𝑟é < 𝑆11 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝑠𝑡𝑑𝑅𝐶𝑓𝑖𝑙𝑡𝑟é) S11 1,2 
C2 𝑠𝑡𝑑𝑅𝑅𝑒𝑠𝑝𝑓𝑖𝑙𝑡𝑟é < 𝑆12 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝑠𝑡𝑑𝑅𝑅𝑒𝑠𝑝𝑓𝑖𝑙𝑡𝑟é) S12 1 
C3 𝐵𝐹/𝐻𝐹 𝑓𝑖𝑙𝑡𝑟é < 𝑆21 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝐵𝐹/𝐻𝐹 𝑓𝑖𝑙𝑡𝑟é) S21 2 
C4 𝐵𝐹/𝐻𝐹 𝑓𝑖𝑙𝑡𝑟é > 𝑆31 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝐵𝐹/𝐻𝐹 𝑓𝑖𝑙𝑡𝑟é) S31 0,8 
C5 𝑎𝑐𝑡𝑖𝑣𝑖𝑡é ≤ 𝑆32 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝑎𝑐𝑡𝑖𝑣𝑖𝑡é) S32 0,1 
 
 
Figure 4-16: Comparaison de l’hypnogramme PSG simplifié et de HX2 
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Tableau 4.13: Résultats statistiques de l’algorithme HX2 
 
Accord 
Total (%) 
Accord 
SNP (%) 
Accord   
SP (%) 
Accord 
Éveil (%) 
Kappa 
Différence 
d’efficacité  
(%) 
Moyenne 60,57 68,36 55,47 33,04 0,29 5,03 
Écart-type 6,36 8,12 15,49 9,58 0,10 3,71 
Maximum 76,29 83,84 78,64 57,31 0,56 14,62 
Minimum 39,61 41,04 0,00 16,44 0,05 0,12 
4.4.4.3 Algorithme HX3 
Cet algorithme est complémentaire à l’algorithme précédant et se base sur les mêmes réflexions. 
Ainsi, on conserve les paramètres temporels de l’écart-type du rythme cardiaque et respiratoire. 
Par contre, on remplace le paramètre BF/HF par le paramètre BFN qui, selon les observations 
décrites dans le Tableau 4.9, suit le même comportement d’une phase à l’autre. Comme 
précédemment, on filtre les signaux à l’aide de filtres passe-bas Butterworth. Pour faire la 
classification, on utilise les mêmes règles (Tableau 4.14). Ainsi, il faut que les conditions C1 à 
C3 soient respectées pour classer en SNP. Par la suite, si les conditions C4 et C5 sont 
rencontrées, on classe en SP et les fenêtres restantes sont associées à de l’éveil. La Figure 4-17 
montre l’hypnogramme obtenu pour un enregistrement et le Tableau 4.15 présente les résultats 
statistiques pour l’ensemble des enregistrements. 
Tableau 4.14: Condition de classification et variables de l’algorithme HX3 
Conditions Variables 
C1 𝑠𝑡𝑑𝑅𝐶𝑓𝑖𝑙𝑡𝑟é < 𝑆11 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝑠𝑡𝑑𝑅𝐶𝑓𝑖𝑙𝑡𝑟é) S11 1,2 
C2 𝑠𝑡𝑑𝑅𝑅𝑒𝑠𝑝𝑓𝑖𝑙𝑡𝑟é < 𝑆12 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝑠𝑡𝑑𝑅𝑅𝑒𝑠𝑝𝑓𝑖𝑙𝑡𝑟é) S12 1 
C3 𝐵𝐹𝑁 𝑓𝑖𝑙𝑡𝑟é < 𝑆21 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝐵𝐹𝑁 𝑓𝑖𝑙𝑡𝑟é) S21 1,5 
C4 𝐵𝐹𝑁 𝑓𝑖𝑙𝑡𝑟é > 𝑆31 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝐵𝐹𝑁 𝑓𝑖𝑙𝑡𝑟é) S31 0,9 
C5 𝑎𝑐𝑡𝑖𝑣𝑖𝑡é ≤ 𝑆32 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝑎𝑐𝑡𝑖𝑣𝑖𝑡é) S32 0,1 
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Figure 4-17: Comparaison de l’hypnogramme PSG simplifié et de HX3 
Tableau 4.15: Résultats statistiques de l’algorithme HX3 
 
Accord 
Total (%) 
Accord 
SNP (%) 
Accord   
SP (%) 
Accord 
Éveil (%) 
Kappa 
Différence 
d’efficacité  
(%) 
Moyenne 61,77 69,62 61,05 28,26 0,31 5,32 
Écart-type 7,13 8,11 17,11 8,99 0,11 4,48 
Maximum 80,41 85,36 88,64 50,88 0,62 17,72 
Minimum 37,63 41,69 0,00 13,01 0,00 0,17 
4.4.4.4 Algorithme HX4 
Pour cet algorithme, on fait l’essai d’utiliser seulement les données fréquentielles. Ainsi, on 
utilise la combinaison qui semble la plus prometteuse, soit BFN et BF/HF. De plus, il s’agit de 2 
paramètres complémentaires sans être redondant. Comme précédemment, on utilise un filtre 
passe-bas Butterworth. Pour la classification en 3 stades, si les conditions C1 et C2 sont 
respectées, on associe au SNP sinon en SP pour C3, C4 et C5 (Tableau 4.16). Les fenêtres 
restantes sont de l’éveil. La Figure 4-18 montre l’hypnogramme obtenu pour un enregistrement et 
le Tableau 4.17 présente les résultats statistiques pour l’ensemble des enregistrements. 
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Tableau 4.16: Condition de classification et variables de l’algorithme HX4 
Conditions Variables 
C1 𝐵𝐹𝑁 𝑓𝑖𝑙𝑡𝑟é < 𝑆11 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝐵𝐹𝑁 𝑓𝑖𝑙𝑡𝑟é) S11 1 
C2 𝐵𝐹/𝐻𝐹 𝑓𝑖𝑙𝑡𝑟é > 𝑆12 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝐵𝐹/𝐻𝐹 𝑓𝑖𝑙𝑡𝑟é) S12 1,4 
C3 𝐵𝐹𝑁 𝑓𝑖𝑙𝑡𝑟é < 𝑆21 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝐵𝐹𝑁 𝑓𝑖𝑙𝑡𝑟é) S21 1 
C4 𝐵𝐹/𝐻𝐹 𝑓𝑖𝑙𝑡𝑟é > 𝑆22 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝐵𝐹/𝐻𝐹 𝑓𝑖𝑙𝑡𝑟é) S22 0,9 
C5 𝑎𝑐𝑡𝑖𝑣𝑖𝑡é ≤ 𝑆3 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝑎𝑐𝑡𝑖𝑣𝑖𝑡é) S3 0,1 
 
 
Figure 4-18: Comparaison de l’hypnogramme PSG simplifié et de HX4 
Tableau 4.17: Résultats statistiques de l’algorithme HX4 
 
Accord 
Total (%) 
Accord 
SNP (%) 
Accord   
SP (%) 
Accord 
Éveil (%) 
Kappa 
Différence 
d’efficacité  
(%) 
Moyenne 48,28 52,23 61,16 18,80 0,13 6,04 
Écart-type 6,64 8,39 14,51 6,54 0,10 4,86 
Maximum 61,68 70,98 88,57 35,48 0,37 19,63 
Minimum 37,35 39,09 25,23 8,06 -0,08 0,48 
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4.4.4.5 Algorithme HX5 
Ce dernier algorithme combine les résultats précédents. Ainsi, on utilise l’écart-type du rythme 
cardiaque et respiratoire filtré en plus de la combinaison des paramètres filtrés de la VRC, soit 
BFN et le ratio BF/HF. Le grand nombre de conditions, listées dans le Tableau 4.18, complique 
un peu la structure de l’algorithme. Ainsi, on détecte tout d’abord le SNP à l’aide de 2 groupes de 
conditions. Si les conditions C1 à C3 ou les conditions C1, C2 et C4 sont respectées, on classe en 
SNP. L’étape suivante est la détection du SP si les conditions C5 à C7 sont satisfaites. Si aucune 
des conditions n’est remplie, on classe comme de l’éveil. La Figure 4-19 montre l’hypnogramme 
obtenu pour un enregistrement et le Tableau 4.19 présente les résultats statistiques pour 
l’ensemble des enregistrements. 
Tableau 4.18: Condition de classification et variables de l’algorithme HX5 
Conditions Variables 
C1 𝑠𝑡𝑑𝑅𝐶𝑓𝑖𝑙𝑡𝑟é < 𝑆11 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝑠𝑡𝑑𝑅𝐶𝑓𝑖𝑙𝑡𝑟é) S11 1,2 
C2 𝑠𝑡𝑑𝑅𝑅𝑒𝑠𝑝𝑓𝑖𝑙𝑡𝑟é < 𝑆12 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝑠𝑡𝑑𝑅𝑅𝑒𝑠𝑝𝑓𝑖𝑙𝑡𝑟é) S12 1 
C3 𝐵𝐹𝑁 𝑓𝑖𝑙𝑡𝑟é < 𝑆21 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝐵𝐹𝑁 𝑓𝑖𝑙𝑡𝑟é) S21 1,4 
C4 𝐵𝐹/𝐻𝐹 𝑓𝑖𝑙𝑡𝑟é < 𝑆22 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝐵𝐹/𝐻𝐹 𝑓𝑖𝑙𝑡𝑟é) S22 1,2 
C5 𝐵𝐹𝑁 𝑓𝑖𝑙𝑡𝑟é > 𝑆31 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝐵𝐹𝑁 𝑓𝑖𝑙𝑡𝑟é) S31 0,8 
C6 𝐵𝐹/𝐻𝐹 𝑓𝑖𝑙𝑡𝑟é > 𝑆32 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝐵𝐹/𝐻𝐹 𝑓𝑖𝑙𝑡𝑟é) S32 0,8 
C7 𝑎𝑐𝑡𝑖𝑣𝑖𝑡é ≤ 𝑆33 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝑎𝑐𝑡𝑖𝑣𝑖𝑡é) S33 0,1 
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Figure 4-19: Comparaison de l’hypnogramme PSG simplifié et de HX5 
Tableau 4.19: Résultats statistiques de l’algorithme HX5 
 
Accord 
Total (%) 
Accord 
SNP (%) 
Accord   
SP (%) 
Accord 
Éveil (%) 
Kappa 
Différence 
d’efficacité  
(%) 
Moyenne 60,96 69,13 54,08 33,12 0,30 5,03 
Écart-type 6,71 8,10 15,67 9,41 0,11 3,67 
Maximum 77,15 84,50 78,64 57,31 0,56 14,56 
Minimum 38,59 41,69 0,00 17,12 0,01 0,67 
On a également décidé de tester la possibilité de commencer par la détection du sommeil 
paradoxal. Ainsi, pour faire la détection du SP, on utilise les observations physiologiques, soit la 
grande variabilité cardiorespiratoire et l’absence de mouvement. On reprend les combinaisons de 
paramètres les plus prometteurs pour créer trois nouveaux algorithmes à partir des algorithmes 
HX2, HX3 et HX5. 
4.4.4.6 Algorithme HX2P 
Cet algorithme réfère aux paramètres utilisés par HX2. On utilise les signaux filtrés de l’écart-
type du rythme cardiaque et respiratoire et le ratio BF/HF en plus de l’activité. Le Tableau 4.20 
liste les conditions et les seuils. Pour être classé comme du SP, les conditions C1 à C4 doivent 
être respectées. Pour les fenêtres qui ne respectent pas ces conditions, on vérifie si C5 à C7 sont 
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rencontrées pour dire qu’il s’agit de SNP. Les fenêtres restantes sont associées à de l’éveil. La 
Figure 4-20 montre l’hypnogramme obtenu pour un enregistrement et le Tableau 4.21 présente 
les résultats statistiques pour l’ensemble des enregistrements. 
Tableau 4.20: Condition de classification et variables de l’algorithme HX2P 
Conditions Variables 
C1 𝐵𝐹/𝐻𝐹 𝑓𝑖𝑙𝑡𝑟é > 𝑆31 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝐵𝐹/𝐻𝐹 𝑓𝑖𝑙𝑡𝑟é) S31 0,8 
C2 𝑎𝑐𝑡𝑖𝑣𝑖𝑡é ≤ 𝑆32 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝑎𝑐𝑡𝑖𝑣𝑖𝑡é) S32 0,1 
C3 𝑠𝑡𝑑𝑅𝐶𝑓𝑖𝑙𝑡𝑟é > 𝑆33 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝑠𝑡𝑑𝑅𝐶𝑓𝑖𝑙𝑡𝑟é) S33 0,8 
C4 𝑠𝑡𝑑𝑅𝑅𝑒𝑠𝑝𝑓𝑖𝑙𝑡𝑟é > 𝑆34 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝑠𝑡𝑑𝑅𝑅𝑒𝑠𝑝𝑓𝑖𝑙𝑡𝑟é) S34 1 
C5 𝑠𝑡𝑑𝑅𝐶𝑓𝑖𝑙𝑡𝑟é < 𝑆11 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝑠𝑡𝑑𝑅𝐶𝑓𝑖𝑙𝑡𝑟é) S11 1,2 
C6 𝑠𝑡𝑑𝑅𝑅𝑒𝑠𝑝𝑓𝑖𝑙𝑡𝑟é < 𝑆12 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝑠𝑡𝑑𝑅𝑅𝑒𝑠𝑝𝑓𝑖𝑙𝑡𝑟é) S12 1 
C7 𝐵𝐹/𝐻𝐹 𝑓𝑖𝑙𝑡𝑟é < 𝑆21 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝐵𝐹/𝐻𝐹 𝑓𝑖𝑙𝑡𝑟é) S21 1,5 
 
 
Figure 4-20: Comparaison de l’hypnogramme PSG simplifié et de HX2P 
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Tableau 4.21: Résultats statistiques de l’algorithme HX2P 
 
Accord 
Total (%) 
Accord 
SNP (%) 
Accord   
SP (%) 
Accord 
Éveil (%) 
Kappa 
Différence 
d’efficacité  
(%) 
Moyenne 57,41 63,96 44,62 43,02 0,26 12,22 
Écart-type 6,94 8,64 15,83 8,96 0,10 6,92 
Maximum 72,74 82,03 71,21 60,36 0,51 27,70 
Minimum 34,85 37,14 0,00 28,21 0,00 0,60 
4.4.4.7 Algorithme HX3P 
Cet algorithme utilise les mêmes paramètres que HX3. Les signaux utilisés sont donc l’écart-type 
du rythme cardiaque et respiratoire, BFN et l’activité. Pour être classé comme du SP, les 
conditions C1 à C4 doivent être respectées. Ensuite, si C5 à C7 sont rencontrées on associe au 
SNP. Les détails des conditions et seuils de classification sont dans le Tableau 4.22. Les 
segments restants sont de l’éveil. La Figure 4-21 montre l’hypnogramme obtenu pour un 
enregistrement et le Tableau 4.23 présente les résultats statistiques pour l’ensemble des 
enregistrements. 
Tableau 4.22: Condition de classification et variables de l’algorithme HX3P 
Conditions Variables 
C1 𝐵𝐹𝑁  𝑓𝑖𝑙𝑡𝑟é > 𝑆31 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝐵𝐹/𝐻𝐹 𝑓𝑖𝑙𝑡𝑟é) S31 1 
C2 𝑎𝑐𝑡𝑖𝑣𝑖𝑡é ≤ 𝑆32 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝑎𝑐𝑡𝑖𝑣𝑖𝑡é) S32 0,1 
C3 𝑠𝑡𝑑𝑅𝐶𝑓𝑖𝑙𝑡𝑟é > 𝑆33 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝑠𝑡𝑑𝑅𝐶𝑓𝑖𝑙𝑡𝑟é) S33 0,6 
C4 𝑠𝑡𝑑𝑅𝑅𝑒𝑠𝑝𝑓𝑖𝑙𝑡𝑟é > 𝑆34 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝑠𝑡𝑑𝑅𝑅𝑒𝑠𝑝𝑓𝑖𝑙𝑡𝑟é) S34 1 
C5 𝑠𝑡𝑑𝑅𝐶𝑓𝑖𝑙𝑡𝑟é < 𝑆11 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝑠𝑡𝑑𝑅𝐶𝑓𝑖𝑙𝑡𝑟é) S11 1,2 
C6 𝑠𝑡𝑑𝑅𝑅𝑒𝑠𝑝𝑓𝑖𝑙𝑡𝑟é < 𝑆12 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝑠𝑡𝑑𝑅𝑅𝑒𝑠𝑝𝑓𝑖𝑙𝑡𝑟é) S12 1 
C7 𝐵𝐹𝑁 𝑓𝑖𝑙𝑡𝑟é < 𝑆21 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝐵𝐹𝑁 𝑓𝑖𝑙𝑡𝑟é) S21 1,3 
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Figure 4-21: Comparaison de l’hypnogramme PSG simplifié et de HX3P 
Tableau 4.23: Résultats statistiques de l’algorithme HX3P 
 
Accord 
Total (%) 
Accord 
SNP (%) 
Accord   
SP (%) 
Accord 
Éveil (%) 
Kappa 
Différence 
d’efficacité  
(%) 
Moyenne 59,91 67,71 46,91 40,91 0,29 9,33 
Écart-type 6,97 8,52 15,99 10,07 0,11 5,65 
Maximum 75,72 83,73 75,76 62,57 0,54 21,93 
Minimum 38,42 40,97 0,00 23,29 0,02 1,03 
4.4.4.8 Algorithme HX5P 
Pour faire cet algorithme, on utilise les mêmes paramètres que pour HX5. De la même manière, 
cet algorithme est plus complexe, car on considère 2 groupes de conditions par stade de sommeil, 
voir le détail des conditions dans le Tableau 4.24. Ainsi, si les conditions C1 à C4 ou C1 à C3 et 
C5 sont respectées, on associe à du SP. Pour classer comme du SNP, il faut que les conditions C6 
à C8 ou C6, C7 et C9 soit rencontrées. Si aucune des conditions n’est remplie, on classe comme 
de l’éveil. La Figure 4-22 montre l’hypnogramme obtenu pour un enregistrement et le Tableau 
4.25 présente les résultats statistiques pour l’ensemble des enregistrements. 
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Tableau 4.24: Condition de classification et variables de l’algorithme HX5P 
Conditions Variables 
C1 𝑠𝑡𝑑𝑅𝐶𝑓𝑖𝑙𝑡𝑟é > 𝑆11 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝑠𝑡𝑑𝑅𝐶𝑓𝑖𝑙𝑡𝑟é) S11 0,8 
C2 𝑠𝑡𝑑𝑅𝑅𝑒𝑠𝑝𝑓𝑖𝑙𝑡𝑟é > 𝑆12 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝑠𝑡𝑑𝑅𝑅𝑒𝑠𝑝𝑓𝑖𝑙𝑡𝑟é) S12 0,8 
C3 𝑎𝑐𝑡𝑖𝑣𝑖𝑡é ≤ 𝑆13 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝑎𝑐𝑡𝑖𝑣𝑖𝑡é) S13 0,1 
C4 𝐵𝐹𝑁 𝑓𝑖𝑙𝑡𝑟é > 𝑆14 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝐵𝐹𝑁 𝑓𝑖𝑙𝑡𝑟é) S21 1 
C5 𝐵𝐹/𝐻𝐹 𝑓𝑖𝑙𝑡𝑟é > 𝑆24 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝐵𝐹/𝐻𝐹 𝑓𝑖𝑙𝑡𝑟é) S24 1 
C6 𝑠𝑡𝑑𝑅𝐶𝑓𝑖𝑙𝑡𝑟é < 𝑆31 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝑠𝑡𝑑𝑅𝐶𝑓𝑖𝑙𝑡𝑟é) S31 1,4 
C7 𝑠𝑡𝑑𝑅𝑅𝑒𝑠𝑝𝑓𝑖𝑙𝑡𝑟é < 𝑆32 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝑠𝑡𝑑𝑅𝑅𝑒𝑠𝑝𝑓𝑖𝑙𝑡𝑟é) S32 1,2 
C8 𝐵𝐹𝑁 𝑓𝑖𝑙𝑡𝑟é < 𝑆33 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝐵𝐹𝑁 𝑓𝑖𝑙𝑡𝑟é) S33 1,3 
C9 𝐵𝐹𝑁 𝑓𝑖𝑙𝑡𝑟é < 𝑆43 ∗ 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(𝐵𝐹𝑁 𝑓𝑖𝑙𝑡𝑟é) S43 1,4 
 
 
Figure 4-22: Comparaison de l’hypnogramme PSG simplifié et de HX5P 
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Tableau 4.25: Résultats statistiques de l’algorithme HX5P 
 
Accord 
Total (%) 
Accord 
SNP (%) 
Accord    
SP (%) 
Accord 
Éveil (%) 
Kappa 
Différence 
d’efficacité  
(%) 
Moyenne 60,71 69,55 50,83 33,68 0,28 5,53 
Écart-type 6,70 8,06 16,07 9,12 0,11 4,31 
Maximum 75,89 87,05 82,58 50,29 0,54 14,03 
Minimum 40,07 43,86 2,78 17,47 0,04 0,25 
4.4.5 Correction de l’hypnogramme 
En observant les hypnogrammes résultants, on remarque qu’il y a souvent des problèmes de 
détections en début et fin de nuit. En effet, la classification oscille entre le SP et l’éveil. On sait 
que quelqu’un sans problème de sommeil devrait d’abord s’endormir en SNP. Pour un sommeil 
normal, l’endormissement est caractérisé par une grande période de sommeil profond propre au 
SNP. On peut donc faire l’hypothèse qu’en début de nuit, on est seulement en présence d’éveil et 
qu’il ne s’agit pas de SP. Ces mauvaises détections peuvent s’expliquer par le fait, qu’avant 
l’endormissement, il est possible d’avoir des segments sans mouvement qui sont associés à tort à 
du SP. On ajoute donc une correction sur l’hypnogramme afin d’améliorer la précision dans la 
détection de l’endormissement. Ceci devrait aider à améliorer l’ensemble des résultats 
d’évaluation du sommeil en limitant de manière plus exacte la période totale de sommeil.  
Pour ce faire, on cherche le premier segment de 4 minutes en SNP. On associe l’endormissement 
à la première fenêtre de ce segment. Toutes les fenêtres précédentes sont classées comme de 
l’éveil. De plus, on observe le même phénomène en fin de nuit. Par contre, il est beaucoup plus 
difficile de faire un algorithme de correction en respectant l’architecture de sommeil. En effet, 
contrairement au moment d’endormissement, le réveil peut succéder à une période de SP. Par 
contre, comme première itération d’algorithme, on applique également une correction. À partir de 
la fin du signal, on cherche le dernier segment de 4 minutes qui est stable en SP ou en SNP. On 
associe alors le réveil à la dernière fenêtre du segment. 
Ces modifications ont été appliquées sur les hypnogrammes obtenus par les algorithmes les plus 
performants, soit HX2, HX2P, HX3, HX3P, HX5 et HX5P. On a également appliqué les 
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corrections sur les résultats de l’algorithme développé à partir de l’article de Kurihara et 
Watanabe qui avait un problème dans la délimitation de la période de sommeil. La Figure 4-23 
présente les hypnogrammes après corrections pour la même nuit d’enregistrement qu’illustrée 
auparavant. Le premier graphique est l’hypnogramme simplifié de l’HRDP. Par la suite, on 
retrouve les 6 hypnogrammes corrigés des algorithmes Hexoskin et enfin, la correction sur celui 
obtenu à partir de la méthode de Kurihara et Watanabe. Les résultats statistiques moyens après 
correction sont dans le Tableau 4.26.  
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Figure 4-23: Comparaison des hypnogrammes corrigés avec la PSG simplifiée 
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Tableau 4.26: Résultats statistiques après correction sur l’hypnogramme 
Algorithme Statistique 
Accord 
TOT(%) 
Accord 
SNP(%) 
Accord 
SP(%) 
Accord 
Éveil 
(%) 
Kappa 
Différence 
d’efficacité 
(%) 
HX2C 
Moyenne 65,43 68,13 55,22 67,73 0,39 7,87 
Écart-type 6,97 8,17 15,68 15,99 0,11 4,33 
Maximum 81,56 83,84 78,64 92,86 0,66 16,52 
Minimum 41,60 41,04 0,00 37,36 0,09 0,11 
HX2PC 
Moyenne 61,27 63,81 44,57 68,88 0,34 15,89 
Écart-type 7,78 8,65 15,87 13,88 0,12 7,66 
Maximum 76,86 82,03 71,21 92,65 0,62 30,85 
Minimum 36,83 37,14 0,00 41,03 0,04 0,88 
HX3C 
Moyenne 67,00 69,45 60,70 65,42 0,41 5,32 
Écart-type 7,75 8,16 17,32 17,23 0,13 3,96 
Maximum 86,08 85,36 88,64 92,86 0,74 13,85 
Minimum 39,67 41,69 0,00 30,77 0,04 0,00 
HX3PC 
Moyenne 64,09 67,49 46,43 70,96 0,37 13,45 
Écart-type 7,45 8,55 16,31 15,71 0,12 7,29 
Maximum 80,30 83,73 75,76 96,43 0,64 26,69 
Minimum 40,01 40,97 0,00 37,73 0,06 0,52 
HX5C 
Moyenne 65,82 68,93 53,83 67,63 0,39 7,78 
Écart-type 7,25 8,15 15,84 15,98 0,12 4,31 
Maximum 82,42 84,50 78,64 92,86 0,67 16,47 
Minimum 40,52 41,69 0,00 37,36 0,05 0,11 
HX5PC 
Moyenne 65,18 69,36 50,33 64,92 0,37 7,44 
Écart-type 7,35 8,12 16,16 17,27 0,12 4,65 
Maximum 83,06 87,05 82,58 95,71 0,71 18,71 
Minimum 42,11 43,86 2,78 33,60 0,09 0,51 
Kurihara 
et 
Watanabe 
(KuriC) 
Moyenne 77,85 85,55 59,79 62,30 0,54 3,24 
Écart-type 5,80 5,53 20,40 13,58 0,12 3,51 
Maximum 89,46 94,12 87,26 85,25 0,79 14,96 
Minimum 64,46 72,24 1,39 27,56 0,29 0,29 
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CHAPITRE 5 DISCUSSION 
5.1 Retour sur les algorithmes testés 
5.1.1 Reproduction de l’algorithme Kurihara et Watanabe 
L’observation des indices R calculés à l’aide de la formule décrite dans l’article montre de très 
fortes variations en fonction des phases de sommeil. On note que les valeurs sont 
particulièrement élevées pour les phases de SP et d’éveil. On peut donc facilement distinguer ces 
phases du SNP. Il faut par contre avoir de bons critères afin de distinguer ces phases entre elles. 
Dans l’article, c’est l’indice D qui est utilisé. La méthode dans l’article prend en compte l’âge du 
participant pour adapter les valeurs des seuils en considérant les proportions standards de chaque 
phase de sommeil pour le groupe d’âge concerné. Leurs équations de la proportion des stades en 
fonction de l’âge ont été déterminées à partir de plusieurs enregistrements. Par contre, seul un 
groupe contrôle de sujets jeunes et en santé ont servi à valider la méthode. Pour l’implémentation 
de l’algorithme à partir de cet article, on détermine les seuils avec la moyenne des valeurs de 
chaque paramètre. Ceci est une autre façon de rendre l’analyse spécifique au sujet. La structure 
de classification est la même que celle utilisée pour les algorithmes Hexoskin, mais c’est le SP 
qui est le premier stade détecté. 
Les résultats dans l’article montrent un accord moyen de leur méthode avec la méthode standard. 
Ainsi, pour une classification en trois stades, le coefficient kappa moyen est de 0,48 et l’accord 
moyen est de 77,5 %. Les résultats obtenus avec l’adaptation de cette méthode aux analyses des 
signaux Hexoskin sont très semblables. En effet, la valeur kappa moyenne est de 0,41 et l’accord 
total moyen est de 71,91 %. Une observation plus détaillée des pourcentages d’accord montre que 
c’est pour les phases de SP et d’éveil que les résultats sont moins bons. Ceci peut s’expliquer, car 
ce sont les phases de sommeil pour lesquelles les paramètres sont le moins stables. De plus, 
l’observation des graphiques permet de voir qu’une meilleure détection du moment 
d’endormissement et de réveil améliorerait grandement les résultats. Enfin, les valeurs obtenues 
sont un peu plus faibles que ce qui était obtenu dans l’article, mais dans le même ordre de 
grandeur. Ainsi, malgré les quelques différences entre les signaux et la manière d’implémenter 
l’algorithme, on est capable de démontrer la pertinence de la méthode. 
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5.1.2 Reproduction de l’algorithme de Kesper et al. 
L’algorithme est très complexe à reproduire, car il fonctionne à différents niveaux, mais il 
contient des concepts intéressants, principalement l’algorithme en parallèle. Dans l’article, les 
résultats sont seulement donnés en pourcentage d’accord pour une division en 4 stades. L’accord 
moyen est de 57,8 % (63,4 % pour l’éveil, 44,6 % pour SP, 63,4 % pour SNP12 et 43,3 % pour 
SNP34). Les résultats de l’algorithme reproduit pour trois stades sont semblables ou plus élevés 
pour l’accord total et pour le SNP (60,54 % et 79,84 %). Par contre, les résultats pour le SP et 
l’éveil sont beaucoup plus bas (13,84 % et 23,07 %). De plus, l’observation des graphiques 
permet de voir qu’il y a une tendance cyclique entre les différentes phases malgré les multiples 
oscillations principalement entre les phases d’éveil et de SNP. On voit très peu de détections de 
SP. Peut-être qu’utiliser un filtrage comme pour les algorithmes Hexoskin permettrait d’éliminer 
ces oscillations et ainsi d’obtenir de meilleurs résultats avec ce type d’algorithme. 
Ainsi, les résultats obtenus ne sont pas satisfaisants et sont éloignés de ce qui a été obtenu dans 
l’article. La description des paramètres de classification est assez claire pour la reproduction. Par 
contre, les interactions entre les différents classificateurs de l’algorithme et l’utilisation des seuils 
sont beaucoup moins évidentes à comprendre. On peut supposer que les mauvais résultats 
proviennent du fait que l’algorithme n’a pu être bien reproduit. De plus, l’observation des 
signaux montre que peu de paramètres présentent des variations significatives en fonction des 
phases selon l’hypothèse du modèle. Par contre, durant les phases de SNP34, on note une plus 
grande distinction. Il serait donc possible d’utiliser ces paramètres pour faire la distinction du 
SNP profond et léger. L’algorithme utilise les paramètres fréquentiels du rythme cardiaque pour 
en déduire des informations sur la respiration. Comme le vêtement Hexoskin permet d’enregistrer 
deux signaux respiratoires, il n’est pas nécessaire d’analyser des données de la bande HF.  
5.1.3 Reproduction d’algorithmes simples 
L’algorithme inspiré de celui présenté par Bianchi et Mendez a l’avantage d’utiliser des 
paramètres très simples. Lorsqu’on observe les résultats, on voit par le coefficient kappa moyen 
de 0,23, qu’il y a un léger accord entre la méthode et la PSG. L’hypnogramme montre que la 
détection du SNP est assez bonne (88,40 %), mais que l’algorithme à beaucoup de difficultés à 
distinguer l’éveil et le SP (32,57 % et 13,29 %).  
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L’algorithme fait à partir du brevet de Verrier et al. ne permet pas une bonne distinction des 
stades de sommeil. En effet, le coefficient kappa moyen est de 0,14 ce qui signifie qu’il n’y a pas 
d’accord entre les méthodes. L’observation de l’hypnogramme montre que la classification 
oscille beaucoup entre le SP et SNP. De plus, les périodes d’éveil en début et fin de nuit ne sont 
pas détectées. On peut donc dire que le paramètre BF/HF et le mouvement ne sont pas suffisants 
pour faire de bonnes distinctions. À l’origine, l’algorithme du brevet utilise aussi le mouvement 
des yeux et c’est le mouvement de la tête qui est étudié. L’enregistrement de l’EOG doit 
améliorer grandement la détection du SP, car il s’agit du principal facteur de distinction dans le 
système PSG.  
Ainsi, l’observation des résultats obtenus par la reproduction de ces algorithmes simples 
démontre que pour obtenir une classification efficace, il est nécessaire de combiner un plus grand 
nombre de paramètres. De plus, il faut trouver un moyen d’éviter l’oscillation entre les différents 
stades de sommeil.  
5.1.4 Développement de nouveaux algorithmes 
Pour le développement des algorithmes Hexoskin, l’étude des algorithmes présentés dans la 
littérature et l’observation de la variation des paramètres mesurés en fonction des phases de 
sommeil ont permis de créer différents algorithmes simples. De plus, on a été capable de faire 
différentes combinaisons de paramètres en évitant les redondances et en utilisant ceux qui 
montraient le plus de variations en fonction des phases de sommeil.  
Dans le premier algorithme testé, HX1, on utilise les valeurs brutes des paramètres de l’écart-type 
du rythme cardiaque et le ratio BF/HF. Comme pour les résultats de Kesper et al., Bianchi et 
Mendez et surtout Verrier et al., on note beaucoup de variations entre les stades détectés dans 
l’hypnogramme. Par contre, les oscillations comprennent également une bonne proportion de 
stades d’éveil. De plus, les grandes périodes de SNP en début de nuit associée à du sommeil 
profond sont plus facilement identifiables, car les paramètres physiologiques sont très stables.  
L’algorithme de Kurihara et Watanabe utilise le rythme cardiaque sur lequel ils calculent une 
mesure de sa variabilité. Comme les résultats de cet algorithme sont de bonnes qualités, on 
priorise l’utilisation de l’écart-type du rythme cardiaque et respiratoire. Par contre, le test fait 
avec l’algorithme HX1 démontre que l’utilisation d’un paramètre brut entraine beaucoup 
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d’oscillations dans la détection des phases de la même manière que pour Kesper et al. et 
Verrier et al.. Pour reproduire le type de signaux obtenus par Kurihara et Watanabe, on filtre les 
paramètres. Ceci permet d’obtenir un signal plus lisse, avec moins de variations ponctuelles. Par 
contre, on perd de l’information, mais on considère que les signaux filtrés vont permettre une 
meilleure estimation de la macrostructure du sommeil.  
Pour ce qui est des algorithmes HX2 et HX3, ils sont très semblables. Tous les deux utilisent les 
paramètres filtrés de l’écart-type et d’un paramètre fréquentiel en plus du mouvement. La seule 
différence est le paramètre fréquentiel utilisé soit BF/HF ou BFN. Ces deux paramètres ont des 
comportements semblables ce qui peut expliquer le fait que les résultats de classification se 
ressemblent. En effet, les coefficients kappa moyens obtenus sont de 0,29 et de 0,31. On note une 
nette amélioration dans la détection des phases de sommeil comparativement à l’algorithme HX1. 
Le filtrage semble être une bonne solution aux oscillations multiples entre les stades et permet 
d’obtenir des hypnogrammes dont la macrostructure est plus près de la réalité. 
Par la suite, l’algorithme HX4 testé se distingue, car il utilise seulement des données 
fréquentielles filtrées, soit les paramètres BFN et BF/HF avec le mouvement. Les paramètres 
d’écart-type ne sont pas considérés. L’observation des hypnogrammes résultants montre une très 
grande surclassification de SP. L’utilisation des paramètres de l’écart-type est donc importante 
pour rendre la reconnaissance du SNP plus spécifique. De plus, l’absence de nombreuses 
oscillations démontre encore les bienfaits du filtrage.  
Pour ce qui est de l’algorithme HX5, il a la particularité d’avoir deux groupes de conditions pour 
classer en SNP et d’utiliser la combinaison de tous les paramètres identifiés comme 
significativement pertinents à la classification. Ainsi, l’écart-type du rythme cardiaque et du 
rythme respiratoire, les valeurs fréquentielles BFN et BF/HF et le mouvement servent tous à la 
classification. On utilise les valeurs filtrées des paramètres pour éviter les oscillations dans la 
détection. Par contre, on ne note pas d’amélioration notable dans les résultats comparativement 
aux algorithmes HX2 et HX3. Au lieu d’utiliser un opérateur ou, il serait intéressant d’utiliser un 
algorithme en parallèle comme présenté par Kesper et al.  
Après avoir implémenté cinq algorithmes Hexoskin qui classifient le SNP en premier pour 
ensuite distinguer le SP de l’éveil à l’aide du mouvement, on inverse l’ordre de détections des 
phases de sommeil.  Ainsi, on classe d’abord le SP et ensuite le SNP. On reprend la même 
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combinaison de paramètres des trois algorithmes Hexoskin les plus performants, soit HX2, HX3 
et HX5. Il est nécessaire de faire un petit ajustement dans les algorithmes en ajoutant les 
paramètres d’écart-type du rythme cardiaque et respiratoire comme critère de classification du 
SP. De plus, dans le cas de l’algorithme HX5P, on doit ajouter un groupe de conditions. 
L’observation des hypnogrammes résultants montre peu de différences entre les méthodes et 
comparativement aux résultats précédents. En effet, l’inversion de l’ordre de classification ne 
semble pas affecter la classification. De plus, les résultats statistiques sont très semblables. On 
note même une légère diminution de la valeur du coefficient kappa lorsque le SP est classé en 
premier. Ainsi, le coefficient kappa moyen pour HX2 et HX2P est de 0,29 et 0,26. Pour HX3 et 
HX3P, il est de 0,31 et 0,29 et pour HX5 et HX5P, il est de 0,30 et 0,28. Dans tous les cas, on est 
dans la plage d’accord léger entre les méthodes de classification et la PSG. 
En général, les algorithmes Hexoskin font une surestimation de la quantité de SP que celui-ci soit 
identifié en premier ou en deuxième. Ceci est en partie dû à la mauvaise délimitation des micro-
éveils. En effet, les micro-éveils détectés par PSG sont plus difficilement identifiables avec les 
signaux Hexoskin. Il arrive souvent qu’ils soient classés comme des périodes de SP de plus 
grande durée. L’inversion dans l’ordre de détection ne corrige pas non plus les problèmes de 
détection des moments d’endormissement. De plus, en début et fin de nuit, on voit beaucoup 
d’oscillation entre les phases d’éveil et de SP ce qui contribue à la surestimation de la quantité de 
SP. Comme mentionné auparavant, on note que les données brutes sont souvent plus bruitées en 
début et fin de nuit, soit lorsque le participant est réveillé. En effet, l’installation dans le lit et le 
réveil s’accompagnent en général de mouvements plus importants. C’est ce comportement qui est 
mal considéré par les algorithmes testés et qui devra être corrigé. Il serait aussi intéressant 
d’utiliser des algorithmes en parallèle comme présentés dans l’article de Kesper et al. mais à 
partir de signaux filtrés. Enfin, pour tous les algorithmes Hexoskin, on note que plus la nuit 
présente une structure standard, soit avec peu d’éveils et une alternance cyclique de SNP et de 
SP, meilleur est le résultat. En effet, plus la durée d’une phase est longue, plus les paramètres 
physiologiques associés sont représentatifs de cette phase. De la même façon, la grande phase de 
sommeil profond propre au début de nuit est facilement identifiable dû à la grande stabilité des 
paramètres. Il y a aussi des cas de sommeil plus complexes à analyser. Un exemple intéressant est 
l’enregistrement d’un participant qui a très mal dormi caractérisé par beaucoup d’éveils et 
pratiquement pas de SP. Ceci explique pourquoi, dans la plupart des algorithmes implémentés, le 
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pourcentage d’accord pour le SP est très faible. Il faut donc améliorer l’algorithme pour étudier 
des dormeurs qui présentent plus de difficultés. 
5.1.5 Correction de l’hypnogramme 
Pour corriger la détection du moment d’endormissement, on applique une correction sur 
l’hypnogramme. Cette correction peut s’appliquer seulement aux algorithmes pour lesquels 
l’hypnogramme obtenu présente une architecture près de ce qui est recherché et sans trop 
d’oscillations entre les phases afin de mieux cerner la période de sommeil. Pour 
l’endormissement, la prémisse qui justifie la validité d’un tel procédé est qu’un dormeur s’endort 
normalement d’abord en SNP. Pour le réveil, on cherche le dernier segment stable de SP ou de 
SNP. En effet, le réveil est moins spécifique à une seule phase de sommeil. Ainsi, lorsqu’on 
observe les résultats, on voit que la correction de l’endormissement améliore grandement la 
classification en début de nuit en éliminant les oscillations entre les phases d’éveil et de SP. 
L’amélioration de la détection du réveil est moins nette, mais ceci peut s’expliquer par le fait que 
le critère de correction est plus général. Le Tableau 4.26 présente les résultats statistiques après 
correction. Les meilleurs résultats de coefficient kappa moyen pour les algorithmes Hexoskin 
sont de 0,39 pour HX2C, 0,41 pour HX3C et 0,39 pour HX5C. L’algorithme fait à partir de 
Kurihara et Watanabe présente les meilleurs résultats passant d’un kappa moyen de 0,41 à 0,54. 
Par contre, la prémisse utilisée pour faire la correction de l’hypnogramme est valable dans des 
cas limités. En effet, on pose l’hypothèse que l’endormissement se fait en SNP ce qui est vrai 
pour une architecture normale de sommeil. Plusieurs facteurs peuvent modifier ce comportement. 
Il y a les cas où le dormeur présente des troubles de sommeil affectant la structure du sommeil. Il 
n’est pas nécessaire de souffrir de trouble de sommeil pour que la structure soit modifiée. Par 
exemple, il est possible d’avoir beaucoup de SP en début de nuit suite à un décalage horaire ou 
bien suite à une privation de sommeil. 
5.2 Choix de l’algorithme 
L’algorithme qui est retenu est l’adaptation de la méthode développée par Kurihara et Watanabe 
auquel on ajoute la correction de l’hypnogramme. En effet, c’est avec cette méthode qu’on 
obtient de meilleurs résultats. Le détail des résultats pour chaque enregistrement est dans 
l’ANNEXE D. Sans les corrections apportées sur les hypnogrammes, c’est également cette 
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méthode qui se distingue des autres. Le pourcentage d’accord total moyenné pour l’ensemble des 
signaux est de 77,54 % (85,47 % pour le SNP, 58,03 % pour le SP et 62,16 % pour l’éveil). Les 
pourcentages d’accord entre les phases sont grandement affectés par la proportion de chaque 
phase dans l’enregistrement. Par exemple, la valeur d’accord la plus faible, soit 1,39 %, est pour 
le SP. Lorsqu’on étudie l’enregistrement concerné, on réalise que seulement 4,3 % de la nuit est 
passée en SP distribué en 4 segments de très courte durée. Les paramètres physiologiques 
disponibles n’ont pas le temps d’être modifiés significativement pour faire ressortir le 
changement de phase. 
De plus, la valeur du coefficient kappa moyen est de 0,54 avec une valeur minimale de 0,29. La 
mesure de ce paramètre d’évaluation est plus significative, car elle prend en considération ce qui 
pourrait être dû au hasard. On a 16 et 13 enregistrements avec des valeurs kappa entre [0,4  0,6[ 
et entre [0,6  0,8[ respectivement. Seulement 6 enregistrements sur les 35 obtiennent un kappa 
sous la valeur 0,4. Comme mentionné dans l’ANNEXE B, une valeur entre 0,4 et 0,8 est associée 
à un accord modéré à élevé entre deux méthodes de classification.  
Pour ce qui est de la différence entre la mesure d’efficacité de sommeil, la moyenne est de 3,3 % 
d’écart entre les deux méthodes et seulement deux enregistrements présentent un écart supérieur à 
10 %. Dans les deux cas, l’algorithme n’arrive pas à bien distinguer l’éveil du sommeil en début 
de nuit. De plus, il y a une période d’éveil d’environ 1 h au milieu de la nuit qui n’est pas bien 
distinguée par l’algorithme. La moyenne calculée pour déterminer les seuils est probablement 
sensible à cette proportion plus grande d’éveil. Ainsi, les micro-éveils sont détectés, mais il a de 
la difficulté avec les longues périodes d’éveil. Il s’agit donc d’un cas limite qui devra être mieux 
étudié. 
De plus, l’observation des hypnogrammes obtenus pour chacun des enregistrements démontre 
que cet algorithme permet d’obtenir des résultats pour lesquels l’allure des graphiques résultants 
est dans la majorité des cas la meilleure approximation de ce qui est obtenu par PSG. En effet, 
l’allure générale de l’hypnogramme calculé par cette méthode de classification présente une 
macrostructure semblable aux résultats PSG. Ainsi, cette méthode semble la plus appropriée pour 
obtenir la meilleure approximation de l’architecture de sommeil.  
Malgré le fait que l’algorithme s’inspire de ce qui est présenté dans l’article de Kurihara et 
Watanabe, beaucoup de modifications et d’ajustements ont été faits pour adapter la méthode aux 
101 
 
réalités du vêtement Hexoskin. Tout d’abord, le principal apport de l’article est la formule de 
l’indice R qui se calcule à partir du rythme cardiaque et se sert de ses variations pour distinguer le 
SP. La formule est reprise telle quelle, mais elle est calculée à toutes les fenêtres de 20 secondes 
au lieu des minutes. De plus, comme le vêtement enregistre également deux signaux respiratoires, 
on a appliqué la formule pour obtenir un autre indice R à partir du rythme respiratoire. Ainsi, on 
combine les deux indices R pour distinguer le SP. L’indice D est un apport moins important, car 
les valeurs de l’activité normalisée calculées par Hexoskin présentent des caractéristiques 
semblables. La logique de classification présentée dans l’article est également conservée, mais les 
critères de classification sont adaptés aux enregistrements. 
On peut comparer les résultats de l’algorithme adapté aux résultats présentés dans la littérature 
pour des méthodes semblables. Par contre, c’est souvent le pourcentage d’accord qui est fourni. Il 
est beaucoup moins significatif que le coefficient kappa et plus difficile à comparer d’une étude à 
l’autre. Certaines études portent sur l’utilisation d’enregistrements cardiaques pour faire la 
classification des phases de sommeil, voir le Tableau 2.8. En général, les données fréquentielles 
sont utilisées, entre autres, car elles permettent de faire ressortir de l’information sur la 
respiration qui présente des variations physiologiques significatives en fonction des phases de 
sommeil. On retrouve aussi des projets de conception de nouveaux appareils portatifs 
d’enregistrement du sommeil. Dans la plupart des études consultées, voir Tableau 2.9, un seul 
prototype a été utilisé sur un nombre limité de sujets afin de valider la faisabilité du projet avant 
d’investiguer plus en détail le développement d’algorithmes. En effet, dans tous les cas, l’idée 
générale est de simplifier l’enregistrement de données de sommeil et d’automatiser l’analyse tout 
en permettant une évaluation de qualité qui se rapproche le plus possible des résultats PSG. De 
plus, dans certains cas, les études cherchent comment utiliser ces nouvelles méthodes pour 
automatiser le diagnostic de troubles de sommeil. Ainsi, l’avantage du produit Hexoskin est qu’il 
s’agit d’un produit sur le marché qui a fait ses preuves pour l’enregistrement des signaux 
physiologiques principalement durant la pratique d’activités physiques [51]. 
5.3 Mesures d’évaluation du sommeil 
La classification des phases de sommeil permet d’obtenir les graphiques d’hypnogramme pour 
les nuits de sommeil. À partir de ces résultats, on est en mesure de calculer différents paramètres 
d’évaluation du sommeil. Ainsi, la durée totale de sommeil se définit comme le temps passé dans 
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un des stades de sommeil durant l’enregistrement. Cette valeur peut servir à évaluer si 
l’utilisateur a assez dormi. La latence au sommeil se définit par le temps nécessaire à 
l’endormissement, une fois installé pour dormir. On détermine donc l’endormissement à 
l’apparition de la première fenêtre de stade de SNP. L’efficacité de sommeil peut aussi être 
mesurée. Elle se définit comme le pourcentage du temps dormi sur la durée de l’enregistrement. 
Il s’agit d’un bon indicateur de la qualité de sommeil, mais il ne donne aucune indication sur 
l’architecture du sommeil. Enfin, on peut facilement donner le temps passé dans chaque phase de 
sommeil et le pourcentage correspondant sur le temps total de sommeil. Par contre, il y a 
certaines données d’analyse du sommeil qui ne sont pas calculées, car la classification n’est pas 
assez précise. Ainsi, on ne calcule pas le nombre de changements de phases ou bien le nombre de 
micro-éveils. Il serait aussi intéressant de calculer le nombre de cycles de sommeil. 
Pour faire l’évaluation des algorithmes de classification, seulement l’accord de classification 
entre les méthodes et la mesure de l’efficacité de sommeil ont été considérés. Par contre, si 
l’accord de classification pour chaque phase est assez élevé, les données relatives aux phases de 
sommeil seront assez près de la mesure standard. De plus, la méthode retenue est celle qui permet 
d’obtenir les hypnogrammes les plus près de ce qui est obtenu par la PSG. Comme on a optimisé 
la mesure d’efficacité de sommeil, on a par la même occasion optimisé le temps total de sommeil, 
car il est nécessaire aux calculs. Les corrections sur la détection du moment d’endormissement 
ont également permis d’améliorer l’estimation de la durée de sommeil et la mesure de la latence.  
103 
 
CONCLUSION ET RECOMMANDATIONS 
Pour la réalisation de se projet, un partenariat entre l’École Polytechnique de Montréal, la 
compagnie Carré Technologies inc. et le laboratoire du sommeil de l’Hôpital Rivière-des-Prairies 
affilié à l’Université de Montréal s’est formé. Ainsi, au-delà des relations avec Polytechnique, ce 
projet a permis à l'entreprise de renforcer ses contacts avec l'Université de Montréal et un centre 
de recherche hospitalier. Par sa pluridisciplinarité, ce projet a mis en relation des intervenants de 
plusieurs milieux qui ont su travailler ensemble en apportant chacun leurs connaissances et 
expertises pour mener à bien le projet. 
L’objectif de ce projet est de faire l’évaluation du sommeil en utilisant les signaux enregistrés par 
le vêtement intelligent Hexoskin. Plus spécifiquement, on souhaite distinguer trois phases de 
sommeil afin d’afficher l’hypnogramme résultant. À partir de ce graphique, on est alors en 
mesure de calculer certains paramètres d’évaluation du sommeil tels que la latence et l’efficacité 
de sommeil. L’hypothèse de départ est que les signaux Hexoskin, soit le signal cardiaque, 
respiratoire et de mouvement, sont suffisants pour réaliser une classification en accord avec la 
méthode PSG standard.  
Le développement des algorithmes s’est fait à partir de l’observation des variations 
physiologiques au cours de la nuit en fonction des phases de sommeil. On a également utilisé les 
réflexions présentées dans la littérature. Ainsi, plusieurs algorithmes ont été développés et testés. 
Pour commencer, la reproduction de méthodes proposées dans deux articles a été réalisée en 
détail. De plus, deux autres algorithmes provenant de la littérature ont été implémentés afin de 
tester les architectures de classification. Par la suite, cinq algorithmes Hexoskin ont été 
implémentés en combinant différentes combinaisons de signaux. La structure de classification 
testait si certaines conditions étaient respectées avant de classer en SNP. Si les conditions 
n’étaient pas remplies, on étudiait si de nouvelles conditions étaient respectées pour classer en 
SP. Les fenêtres restantes étaient classées comme de l’éveil. Trois de ces combinaisons de 
paramètres ont été retenues et les algorithmes ont été modifiés pour d’abord détecter le SP et 
ensuite le SNP. Enfin, l’observation des hypnogrammes résultants à montrer qu’il serait 
avantageux d’améliorer la détection du moment d’endormissement et d’éveil. Ainsi, une 
correction sur l’hypnogramme a été ajoutée.   
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Pour faire l’évaluation des différents algorithmes, le pourcentage d’accord entre les méthodes et 
la PSG, le coefficient Kappa et la différence entre l’estimation de l’efficacité de sommeil sont les 
trois paramètres qui ont été optimisés et qui ont servi à déterminer l’algorithme le plus 
performant. Ainsi, c’est l’adaptation de la méthode présentée dans l’article de Kurihara et 
Watanabe avec correction sur l’hypnogramme qui présente les meilleurs résultats. Le 
pourcentage d’accord total est en moyenne de 77,85 % (85,55 % pour le SNP, 59,79 pour le SP et 
62,30 % pour l’éveil). La valeur moyenne du coefficient kappa est de 0,54 ce qui est signe d’un 
accord modéré entre les deux méthodes. Lorsqu’on compare ce résultat avec la littérature qui 
présente des méthodes semblables, on voit qu’il s’agit d’un très bon résultat. De plus, les 
hypnogrammes obtenus suivent assez bien l’architecture du sommeil. On est donc en mesure de 
confirmer l’hypothèse qu’il est possible de faire l’évaluation du sommeil à partir des signaux 
cardiaques, respiratoires et de mouvement en trois stades.  
Comme on l’a fait ressortir dans la revue de littérature, la technique standard présentement 
utilisée pour faire l’étude du sommeil présente plusieurs inconvénients. En effet, la PSG est une 
méthode complexe, couteuse et nécessitant l’intervention d’un personnel spécialisé. Le vêtement 
Hexoskin à l’avantage de pouvoir s’intégrer au quotidien des patients. En effet, la simplicité du 
système et son faible coût en font un outil de mesure de paramètres physiologiques avantageux. 
Comme il peut être utilisé au domicile du patient, les résultats de sommeil seront plus 
représentatifs de sa réalité. De plus, comme on travaille avec une technologie déjà existante, une 
fois le modèle validé, il peut être implémenté dans la technologie et les résultats profiteront dès 
lors à la communauté. 
Ce projet pilote se voulait une exploration de la faisabilité d’analyser le sommeil à l’aide des 
signaux enregistrés avec le vêtement Hexoskin. Les différentes observations ont permis de 
développer un algorithme de classification des phases de sommeil en trois stades. Les résultats 
obtenus sont prometteurs, mais il y a quelques limites à considérer. Pour commencer, l’étude est 
réalisée avec un groupe limité de sujets soit 21 participants pour deux nuits. Ce nombre n’est pas 
négligeable et permet d’obtenir des résultats significatifs. Par contre, les participants sont âgés de 
18 à 25 ans, en santé et sans problèmes de sommeil. Ainsi, avant d’élargir les conclusions à la 
population générale, il faut garder en tête que la validation a été faite sur un groupe restreint. En 
effet, en fonction de l’âge, il existe des variations dans la structure du sommeil qui pourraient 
influencer les paramètres physiologiques mesurés et par le fait même la classification. De la 
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même manière, les gens souffrant de troubles de sommeil présentent parfois des structures de 
sommeil différentes ou leurs paramètres physiologiques sont affectés. Entre autres, comme la 
méthode développée utilise les signaux respiratoires pour faire la classification, il faut voir 
comment les troubles respiratoires liés au sommeil affectent la classification. De plus, 
l’optimisation des seuils et l’évaluation de l’algorithme se sont fait avec le même groupe de 
participants ce qui peut entraîner une surévaluation des résultats. Une autre limite importante est 
la nécessité de faire une correction sur l’hypnogramme pour bien délimiter le moment 
d’endormissement. La prémisse utilisée est seulement valide dans un nombre restreint de 
situations. Ainsi, si l'on veut utiliser le vêtement pour faire le suivi de gens avec troubles de 
sommeil, il est important de raffiner la détection du moment d’endormissement et de réveil. 
Comme il s’agit d’un projet pilote à sa première phase de développement, il y a encore beaucoup 
d’améliorations possibles. Le prochain objectif d’amélioration sera d’avoir une meilleure 
distinction de l’éveil et du SP. Ceci devrait améliorer la détection de l’endormissement sans 
nécessité de correction sur l’algorithme. Il faudrait aussi que les grandes périodes d’éveil en 
milieu de nuits soient mieux identifiées. Ceci est très important à faire avant de pouvoir utiliser le 
vêtement Hexoskin de manières plus appliquées dans l’étude du sommeil.  
L’augmentation du nombre de participants, de différents groupes d’âge et ayant des troubles de 
sommeil, et l’automatisation complète de l’optimisation des seuils permettraient de faire une 
validation croisée avec un groupe test indépendant et de généraliser les résultats de l’algorithme.  
De plus, il est probablement approprié de vouloir améliorer les algorithmes de correction des 
artéfacts propres aux enregistrements de sommeil. Tout d’abord, les trois filtres sur le signal 
cardiaque qui ont été développés dans le cadre de ce projet devront être adaptés pour 
l’implémentation sur le serveur lorsqu’il s’agit d’enregistrement de sommeil. De la même 
manière, pour les signaux respiratoires, il faut que les seuils de détections soient modifiés pour 
les enregistrements de sommeil. Par ailleurs, dans le projet, aucun filtre supplémentaire adapté 
aux enregistrements de sommeil n’a été développé pour effectuer des corrections sur les 
détections de la respiration. Par contre, comme plusieurs troubles du sommeil sont reliés à la 
respiration, il ne faut pas que les corrections empêchent l’observation des anomalies respiratoires.  
Il faudrait aussi que l’algorithme soit capable de s’adapter en fonction de la qualité des signaux. 
L’algorithme choisi utilise des données obtenues à partir des signaux du rythme cardiaque et 
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respiratoire. Lorsqu’un des deux signaux est de trop mauvaise qualité, il serait intéressant que 
l’algorithme soit capable de le détecter et d’alors utiliser seulement le signal d’assez bonne 
qualité pour faire son analyse. De la même manière, il faudrait que l’algorithme implémenté dans 
le système Hexoskin soit capable de distinguer lorsque la qualité des enregistrements est trop 
mauvaise, causé par exemple par le mauvais ajustement du vêtement, pour faire une évaluation 
représentative. Sans retirer de l’analyse l’ensemble du signal, les segments ainsi détectés 
pourraient être identifiés comme illisibles sans empêcher la classification du reste de 
l’enregistrement. 
Un autre aspect intéressant serait la distinction du sommeil léger du sommeil profond. Plusieurs 
observations laissent croire qu’il serait possible d’identifier les phases de sommeil profond s’ils 
sont d’une assez grande durée pour que l’effet soit visible dans les signaux physiologiques 
disponibles. Ainsi, une grande période de sommeil profond se caractérise par la grande stabilité 
dans le rythme cardiaque et respiratoire. De plus, dans l’étude de la VRC, on note une diminution 
significative des paramètres BFN et BF/HF. La valeur totale de la VRC est également très stable. 
Il serait donc possible d’évaluer pour chaque fenêtre identifiée comme du SNP s’il s’agit de 
sommeil léger ou profond.  
Dans un autre ordre d’idées, il serait intéressant d’ajouter des capteurs aux vêtements pour 
raffiner l’analyse sans encombrer davantage le sujet. Ainsi, Carré Technologies inc. a déjà 
travaillé sur un modèle de vêtement plus complexe auquel des capteurs ont été ajoutés dans le 
vêtement et dans un bandeau. Ces capteurs comprennent une mesure du taux d’oxygène dans le 
sang qui serait particulièrement intéressant pour étudier les troubles respiratoires liés au sommeil. 
On retrouve également une estimation de la pression systolique et un capteur de température qui 
pourraient servir à déterminer les périodes du rythme circadien. Il faudrait alors étudier comment 
ces nouveaux signaux physiologiques permettent d’ajouter de l’information à l’analyse du 
sommeil. 
Il existe plusieurs applications futures au projet. Comme mentionné dans les limites, il faut 
d’abord mieux distinguer l’éveil et le SP. Suite à l’amélioration de la détection des phases de SP 
et d’éveil qui devrait permettre une meilleure reconnaissance du moment d’endormissement et de 
la période de sommeil, il sera possible de faire des études physiologiques sur différents types de 
patients. Comme le système Hexoskin a l’avantage d’être ambulatoire et simple d’utilisation, il 
107 
 
serait possible de s’en servir hors du milieu clinique. Il est évident que l’analyse ne peut pas être 
aussi précise que le système PSG, mais il serait possible de faire le suivi de patients à domicile ce 
qui représenterait un meilleur reflet de leur sommeil normal. De plus, pour les spécialistes, le 
système permet un suivi à distance sur une longue période de temps à l’aide d’un appareil simple 
d’utilisation qui élimine la nécessité d’intervention des techniciens. De plus, l’analyse 
automatique permet d’obtenir des résultats rapidement. Par exemple, le vêtement Hexoskin 
pourrait être utilisé pour faire le suivi des jeunes patients de l’HRDP. En effet, ceux-ci sont des 
jeunes ayant des troubles psychiatriques qui souffrent souvent de problèmes de sommeil. Le fait 
de pouvoir faire un suivi à la maison diminue le stress pour l’enfant et facilite la tâche des 
parents.  
Pour faire un lien avec l’autre volet sur lequel la compagnie Carré Technologies inc., il serait très 
intéressant d’étudier les liens entre le sommeil et les performances sportives. En effet, la qualité 
de sommeil est un paramètre important pour assurer une bonne santé physique et psychologique 
des athlètes, mais aussi de toutes les personnes en général. Enfin, plusieurs autres projets de 
recherche peuvent utiliser les données recueillies par le vêtement intelligent Hexoskin afin de 
mieux comprendre l’Humain au-delà de l’analyse du sommeil, mais bien pour l’analyse des 
différents aspects de la vie et comment ils sont reliés entre eux.  
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ANNEXE A – SYNCHRONISATION DES SIGNAUX 
Pour faire l’analyse des signaux Hexoskin et comparer les résultats avec ceux de la 
polysomnographie, il est important de s’assurer que les signaux sont bien alignés temporellement 
les uns avec les autres.  On doit s’assurer que les paramètres mesurés sur les différents signaux 
Hexoskin sont synchronisés avec les fenêtres de 20 secondes de l’hypnogramme. En effet, les 
paramètres Hexoskins mesurés sont reportés sur des fenêtres devant correspondre à celles de 
l’hypnogramme. 
Pour ce faire, lors de l’enregistrement des signaux en laboratoire, une étape a été rajoutée au 
bioétalonnage. On a demandé aux participants de prendre six grandes respirations bruyantes et 
maximales. Dans la Figure A-1, on voit dans le logiciel Harmonie, une section du bioétalonnage 
pour les signaux cardiaque (ECG) et les signaux respiratoires thoracique (Thor) et abdominal 
(Abdo). Le segment 1 correspond à une séquence respiratoire contrôlée d’inspiration et 
d’expiration maximale. Le segment 2 est lorsque la respiration est retenue. Le segment 3 est la 
simulation de ronflement. Enfin, le segment 4 correspond à la séquence de six grandes 
respirations ajoutées pour l’expérience.  
 
Figure A-1: Certains signaux PSG durant le bioétalonnage 
Le montage de la polysomnographie comprend des ceintures de respiration qui mesurent le 
mouvement respiratoire par pléthysmographie de la même manière que les deux bandes de 
respirations présente dans le vêtement Hexoskin. Ainsi, on pouvait retrouver la même séquence 
dans les signaux bruts des deux systèmes. La Figure A-2 montre comment la séquence 
précédemment décrite est également facilement identifiable dans les signaux Hexoskin.  
    1 2 3 4 
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Figure A-2: Signaux Hexoskin durant le bioétalonnage 
Il suffit ensuite d’isoler la séquence de six grandes respirations pour identifier des points 
communs dans les signaux des deux systèmes afin de permettre la synchronisation temporelle des 
signaux. On utilise le curseur dans le logiciel Harmonie pour obtenir l’heure des points d’intérêt 
avec une précision de lecture au millième de seconde. Pour les données Hexoskin, on utilise le 
curseur dans Matlab qui permet d’obtenir l’indice de l’échantillon sélectionné. Les données 
obtenues sont ensuite entrées dans un chiffrier Excel qui permet de calculer automatiquement, en 
nombre d’échantillons, quel est le délai entre l’heure de la PSG et celle de l’Hexoskin.  
Pour faire les calculs, on choisit deux points d’intérêt dans les signaux respiratoires thoracique 
et/ou abdominal, soit un maximum et/ou un minimum dans les pics. On choisit également deux 
ondes R dans les signaux cardiaques. Il est très important de bien identifier le même battement 
dans chaque système d’acquisition. Pour ce qui est des données PSG, il faut identifier à quelle 
heure les données de l’hypnogramme commencent. Il faut ensuite écrire à quelle heure se situe 
chaque point d’intérêt sélectionné. Pour ce qui est des données Hexoskin, on commence par noter 
à quelle heure commence l’enregistrement. On recherche ensuite les mêmes points d’intérêt 
identifiés sur les signaux PSG. Une fois le décalage corrigé, on peut faire l’extraction des 
données Hexoskin synchronisées à l’hypnogramme. Enfin, comme les valeurs de l’accéléromètre 
ne sont pas disponibles dans les signaux PSG, on fait l’ajustement à partir du délai de l’ECG. 
    
4 3 2 1 
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ANNEXE B – ÉVALUATION DES ALGORITHMES 
Les méthodes de classification étudiées sont toutes évaluées indépendamment les unes des autres 
et leur résultat est comparé à la classification de l’hôpital obtenu par la méthode standard PSG. 
Trois paramètres ont été ciblés pour faire les évaluations.  
 
Pourcentage d’accord entre les méthodes 
Il faut tout d’abord construire une matrice de concordance pour comparer la classification de 
chaque algorithme avec les résultats PSG. On remplit le tableau en comptabilisant, à chaque 
fenêtre de 20 secondes, dans quel stade l’algorithme fait sa classification comparativement à ce 
qui est obtenu par PSG. Le Tableau A.1 montre un exemple de résultats pour une nuit. Lorsque 
les deux méthodes font une classification dans le même stade de sommeil, on considère qu’il y a 
accord entre les méthodes.  
Tableau A.1: Exemple de matrice de concordance 
  Algorithme testé 
  SNP SP Éveil 
PSG 
SNP 1062 61 45 
SP 44 315 2 
Éveil 8 24 185 
% accord par stade 90,92 87,26 85,25 
% accord total 89,46 
Le pourcentage d’accord pour chaque stade de sommeil correspond à la proportion du nombre de 
fenêtres que l’algorithme testé classe dans un stade sur le nombre de fenêtres que la PSG classe 
dans ce stade. Le pourcentage d’accord total est défini comme la proportion de fenêtres classées 
dans le même stade par les deux méthodes (la diagonale du tableau) sur le nombre total de 
fenêtres. 
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Coefficient Kappa 
Le coefficient kappa est également une mesure de l’accord entre deux méthodes de classification. 
Il s’agit d’un index statistique qui montre le degré de coïncidence entre plusieurs classifications 
et il a l’avantage d’exprimer les résultats au-delà de ce qui serait attendu par le hasard seul. On 
considère qu’il n’y a pas d’accord pour des valeurs entre [0  0,2[, que l’accord est faible entre 
[0,2  0,4[, que l’accord est modéré entre [0,4  0,6[ et qu’une valeur entre [0,8  1] est signe d’un 
accord presque parfait [35]. Le coefficient est calculé à partir de l’équation définie dans [2] où le 
nombre de classe est de trois. La matrice de concordance permet de calculer les fréquences 
d’occurrence f. 
𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 𝐾𝑎𝑝𝑝𝑎 = 𝜅 =
(𝑃𝑜 − 𝑃𝑒)
(1 − 𝑃𝑒)
 
 
𝑃𝑜 =
∑ 𝑓1,𝑖
𝑛
𝑖=1 ∑ 𝑓𝑖,1
𝑛
𝑗=1 + ∑ 𝑓2,𝑖
𝑛
𝑖=1 ∑ 𝑓𝑗,2
𝑛
𝑗=1 + ⋯ + ∑ 𝑓𝑛,𝑖
𝑛
𝑖=1 ∑ 𝑓𝑗,𝑛
𝑛
𝑗=1
∑ ∑ 𝑓𝑖,𝑗
𝑛
𝑗=1
𝑛
𝑖=1
        𝑜ù 𝑛 = 𝑛𝑏 𝑑𝑒 𝑐𝑙𝑎𝑠𝑠𝑒𝑠 
 
𝑃𝑒 =
∑ 𝑓𝑖,𝑖
𝑛
𝑖=1  
∑ ∑ 𝑓𝑖,𝑗
𝑛
𝑗=1
𝑛
𝑖=1
        𝑜ù 𝑛 = 𝑛𝑜𝑚𝑏𝑟𝑒 𝑑𝑒 𝑐𝑙𝑎𝑠𝑠𝑒𝑠 
 
Différence dans le calcul de l’efficacité de sommeil 
L’efficacité de sommeil est une valeur qui exprime la qualité générale d’une nuit de sommeil. Il 
s’agit du pourcentage de temps dormi sur la durée totale de l’enregistrement. Ainsi, comme il 
s’agit d’une mesure clé d’évaluation du sommeil, il faut que son estimation soit la plus juste 
possible. Pour l’évaluer, on calcule la différence entre la valeur obtenue par l’algorithme testé et 
par la PSG. Plus la différence est petite, plus les mesures de l’algorithme sont près de celles de la 
méthode standard. 
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ANNEXE C – OPTIMISATION DES SEUILS DE CLASSIFICATION 
Lors de la construction d’algorithme de classification, l’utilisation de seuils optimaux est très 
importante pour maximiser les résultats. Une des difficultés rencontrées provient du fait que les 
signaux physiologiques ne sont pas parfaits et que les valeurs sont différentes d’un individu à 
l’autre. Ainsi, pour rendre les seuils de classification plus spécifiques à chaque enregistrement, on 
utilise la valeur moyenne de chaque paramètre qu’on multiplie par un facteur à optimiser. Ce 
facteur, quant à lui, sera le même pour l’ensemble des enregistrements.   
Pour faire l’optimisation, on cherche à maximiser l’accord entre les méthodes. Ainsi, on veut les 
valeurs les plus grandes possible d’accord pour chaque phase. Il faut faire attention lors de la 
considération du pourcentage d’accord total, car il peut être biaisé par la grande proportion de 
temps passé en SNP2 durant une nuit de sommeil. Par ailleurs, le coefficient kappa donne une 
bonne idée sur l’accord entre les méthodes. On veut aussi minimiser la valeur de la différence 
dans la mesure d’efficacité de sommeil. Pour faciliter l’optimisation, 2 paramètres à maximiser 
ont été créés en regroupant les paramètres d’évaluation sous deux équations qu’on présente dans 
le Tableau A.2. 
Tableau A.2: Équation à maximiser 
𝑀1 = {
(𝐴2 + 𝐴5 + 𝐴6 + 𝐴𝑇)
4
} 
où 
A2= % accord pour SNP 
A5= % accord pour SP 
A6= % accord pour éveil 
𝑀2 = {[
(𝐴2 + 𝐴5 + 𝐴6 + 𝐴𝑇)
4
− 𝐷] ∗ 𝜅} 
AT= % accord total 
D= Différence % d’efficacité sommeil 
κ= Coefficient Kappa 
On considère que la valeur maximale théorique pour A2, A5, A6 et AT est de 100 % et la valeur 
minimale pour D est de 0 %. La valeur maximale théorique pour κ est de 1, mais elle est 
rarement atteinte en pratique. Dans les articles consultés, les valeurs dépassent 
rarement 0.5 [2, 15, 16, 45]. Le maximum théorique est de 100 pour les équations M1 et M2.  
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Les seuils sont déterminés par observation et de manière itérative. On commence par déterminer 
les bornes possibles des facteurs multiplicatifs en regardant dans un graphique en fonction du 
temps où se situe la valeur moyenne de chaque paramètre de classification. Ainsi, on est en 
mesure de déterminer la valeur minimale et maximale des facteurs pour le calcul itératif.  
Par la suite, on calcule l’hypnogramme et les paramètres d’évaluation obtenus par l’algorithme 
pour les différentes valeurs de seuil. Pour chaque seuil, plusieurs valeurs de facteurs 
multiplicatifs sont testées en respectant les bornes préalablement établies. Par exemple, pour un 
algorithme qui a trois facteurs à optimiser et pour lesquels on teste 3, 5 et 6 valeurs 
respectivement, le nombre d’itérations correspond à 3*5*6, soit 90. Les paramètres M sont 
calculés pour chaque itération et les résultats sont présentés sous forme graphique (voir l’exemple 
dans la Figure A-3). L’étape suivante d’optimisation est l’observation du comportement des 
valeurs M en fonction des facteurs testés pour différents enregistrements. On constate la tendance 
cyclique des résultats et on détermine pour quels facteurs multiplicatifs les résultats sont les 
meilleurs. 
En plus des paramètres M, on utilise aussi les valeurs des mesures d’évaluation des algorithmes 
pour voir comment les différents facteurs affectent l’accord entre les phases. Ceci dans le 
but d’éviter de maximiser le pourcentage total au détriment du pourcentage individuel 
d’une phase, car les phases de sommeil ne sont pas présentes en proportion égale. La Figure 
A-4 montre les résultats correspondants. On peut voir que les résultats ne suivent pas 
nécessairement la même tendance que les paramètres M. 
Ainsi, c’est en observant ces graphiques pour plusieurs sujets qu’on est en mesure de déterminer 
quels facteurs multiplicatifs permettent d’obtenir de meilleurs résultats pour le plus de sujets 
possibles. Le nombre de facteurs multiplicatifs testés est assez élevé. Les calculs sont faits 
plusieurs fois et à chaque itération on limite les valeurs testées en fonction des résultats 
obtenus.  
D’un algorithme à l’autre, il y a certains paramètres qui reviennent. Premièrement, dans la 
majorité des algorithmes, on utilise le mouvement pour distinguer l’éveil. Dans tous les cas, le 
seuil sous lequel on considère qu’il n’y a pas de mouvement correspond au dixième de la 
moyenne du signal. La valeur du seuil a été déterminée en observant les signaux de mouvement 
pour les différents sujets. De plus, dans les algorithmes Hexoskin, on utilise à plusieurs reprises 
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les signaux filtrés de l’écart-type du rythme cardiaque et respiratoire. Une fois optimisés pour un 
algorithme, les facteurs multiplicatifs de ces seuils sont conservés d’un algorithme à l’autre.  
 
Figure A-3: Paramètres à maximiser pour différents facteurs multiplicatifs des seuils 
 
 
Figure A-4: Paramètres d’évaluation pour différents facteurs multiplicatifs des seuils 
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ANNEXE D – RÉSULTATS DÉTAILLÉS 
Tableau A.3: Résultats détaillés pour l’algorithme Kurihara et Watanabe corrigé 
 
'KuriC' 'A.TOT' A.SNP' A.SP' A.E' 'Kappa' 'Diff'
'101' 83,44 88,23 81,82 56,73 0,59 4,01
'102' 77,72 81,13 76,83 56,21 0,53 2,07
'103' 81,95 89,96 61,43 80,45 0,68 3,39
'104' 72,59 88,64 55,56 40,32 0,48 13,50
'106' 77,60 85,21 62,96 48,63 0,49 1,74
'107' 83,75 85,43 76,74 81,85 0,67 1,01
'108' 79,34 88,88 76,83 46,52 0,61 7,20
'111' 67,75 78,96 1,39 44,09 0,30 9,24
'112' 71,91 78,13 40,72 64,71 0,40 1,52
'113' 89,46 90,92 87,26 85,25 0,79 0,86
'114' 69,12 74,26 50,00 61,36 0,36 0,64
'115' 80,50 83,67 73,05 71,07 0,59 0,32
'116' 85,81 90,13 71,74 73,27 0,67 1,21
'117' 66,03 82,71 6,88 54,29 0,32 5,39
'118' 80,32 89,77 55,51 67,94 0,61 1,73
'119' 80,71 87,29 85,57 47,66 0,63 4,21
'201' 86,13 91,94 79,57 66,56 0,70 5,08
'202' 75,07 92,40 76,64 27,56 0,54 14,96
'203' 79,12 94,12 42,79 83,45 0,65 2,92
'204' 76,93 80,57 71,74 63,84 0,54 0,29
'205' 80,74 88,18 59,62 65,99 0,58 0,92
'206' 82,05 91,86 57,61 57,61 0,58 1,57
'207' 64,46 72,24 30,53 69,29 0,32 1,10
'208' 75,84 84,87 57,85 59,66 0,51 1,96
'210' 76,25 85,74 51,04 62,98 0,49 0,54
'211' 68,73 74,06 55,24 46,89 0,29 4,09
'212' 72,28 82,97 27,74 68,20 0,39 1,55
'213' 79,18 91,15 70,91 59,16 0,64 7,69
'214' 80,21 85,54 68,20 64,33 0,58 2,41
'215' 77,75 77,67 80,14 73,57 0,54 1,56
'216' 77,27 86,65 53,91 46,02 0,45 3,66
'217' 80,94 87,82 46,61 82,92 0,62 0,85
'218' 81,82 87,82 74,64 63,79 0,64 1,74
'219' 80,23 86,38 71,82 58,33 0,58 1,97
'221' 81,81 88,87 51,87 79,90 0,60 0,39
moyenne 77,85 85,55 59,79 62,30 0,54 3,24
écart-type 5,80 5,53 20,40 13,58 0,12 3,51
maximum 89,46 94,12 87,26 85,25 0,79 14,96
minimum 64,46 72,24 1,39 27,56 0,29 0,29
'KuriC' 'A.TOT' A.SNP' A.SP' A.E' 'Kappa' 'Diff'
