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Resumo
Estudaremos a existeˆncia de soluc¸o˜es positivas para uma classe de sistemas el´ıpticos em RN
como o sistema que segue:
−∆u(x) = f(u(x))− ∂
∂u
H(u(x), v(x)) , se x ∈ Ω;
−∆v(x) = f(v(x))− ∂
∂v
H(u(x), v(x)) , se x ∈ Ω;
(Pu,v)
em que Ω ⊂ RN e´ um domı´nio limitado regular, N > 2, f : R −→ R e´ uma func¸a˜o de
classe C1(R,R) cujo crescimento satisfaz algumas propriedades (subcr´ıtico e superquadra´tico)
e a func¸a˜o H : R2 −→ R e´ positiva, de classe C1(R2) ∩ C2(R2 \ {(s, t) ∈ R2 : st = 0}) e
sua matriz Hessiana e´ na˜o-positiva definida. Este tipo de sistemas pode ser encontrado em
alguns problemas da Biologia, mais quando tratamos de situac¸o˜es em que duas ou mais espe´cies
competem de alguma forma.
Abstract
We study the existence of positive solutions for a class of elliptic systems in RN like the
system below: 
−∆u(x) = f(u(x))− ∂
∂u
H(u(x), v(x)) , if x ∈ Ω;
−∆v(x) = f(v(x))− ∂
∂v
H(u(x), v(x)) , if x ∈ Ω;
(Pu,v)
where Ω ⊂ RN is a bounded regular domain, N > 2, f : R −→ R is a C(R,R) function which
growth satisfy some properties (subcritical and superquadratic) and the function H : R2 −→ R
is positive, C1(R2) ∩ C2(R2 \ {(s, t) ∈ R2 : st = 0}) and its Hessian matrix is non-positive
definite. This kind of system can be found when studying problems in Biology especially when
we have interactions between two or more species.
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Introduc¸a˜o
Neste trabalho, estudaremos a existeˆncia de soluc¸o˜es positivas para uma classe de sistemas
el´ıpticos em RN como o sistema que segue:
−∆u(x) = f(u(x))− ∂
∂u
H(u(x), v(x)) , se x ∈ Ω;
−∆v(x) = f(v(x))− ∂
∂v
H(u(x), v(x)) , se x ∈ Ω,
(Pu,v)
em que Ω ⊂ RN e´ um domı´nio limitado regular, N > 2, f : R −→ R e´ uma func¸a˜o de
classe C1(R,R) cujo crescimento satisfaz algumas propriedades (subcr´ıtico e superquadra´tico) e
a func¸a˜o H : R2 −→ R e´ positiva, de classe C1(R2)∩C2(R2 \ {(s, t) ∈ R2 : st = 0}) e sua matriz
Hessiana e´ na˜o-positiva definida. Este tipo de sistema pode ser encontrado em alguns problemas
da Biologia, mais quando tratamos de situac¸o˜es em que duas ou mais espe´cies competem de
alguma forma, como podemos ver nas refereˆncias [5], [7] - [12] e [17].
Uma classe de sistemas que exemplifica este tipo de problema e´ o sistema Lotka-Volterra







Pi, i = 1, ..., n,
em que Pi e´ a densidade populacional da i-e´sima populac¸a˜o. Os coeficientes ai tem crescimento
linear e os coeficientes bij representam como a densidade da i-e´sima espe´cie depende da densidade
da j-e´sima espe´cie, nos indicando o tipo de interac¸a˜o (mutualismo, concorreˆncia ou predador-
presa). O tipo de interac¸a˜o e´ dado pelo sinal dos coeficiente bij e bji. Por exemplo, se bij , bji > 0,
enta˜o as espe´cies se interagem em mutualismo, pois ambas as populac¸o˜es crescem grac¸as a`
interac¸a˜o. Se bij , bji < 0, enta˜o a interac¸a˜o e´ do tipo concorreˆncia, pois o crescimento de ambas
diminui quando ha´ interac¸a˜o. Por fim, temos interac¸a˜o do tipo predador-presa quando bij > 0 e
bji < 0. Neste caso, como na interac¸a˜o entre as espe´cies i e j a populac¸a˜o de i cresce enquanto
a de j decresce, conclu´ımos que a espe´cie i preda a espe´cie j.
Embora este na˜o seja o nosso objeto de estudo, certas analogias podem ser feita. Considere-
mos que as func¸o˜es u e v sa˜o duas populac¸o˜es em uma regia˜o Ω em que o valor u(x) representa
a quantidade da primeira populac¸a˜o na posic¸a˜o x de Ω e v(x) e´ a quantidade da segunda po-
pulac¸a˜o tambe´m na posic¸a˜o x de Ω. O sentido de procurarmos soluc¸o˜es positivas indica que
ambas as populac¸o˜es esta˜o presentes naquela regia˜o e, de alguma forma, coexistem. Dessa ma-
neira, a interac¸a˜o entre as espe´cies e´ dada pela func¸a˜o H. Pelas hipo´teses de H (Sec¸a˜o 2.1),
mais especificamente (H3), temos que o nosso problema configura uma relac¸a˜o de concorreˆncia.
Baseando-se nas ide´ias do trabalho de M. Conti, S. Terracini e G. Verzini em [6], procu-
raremos as soluc¸o˜es para (Pu,v) utilizando o me´todo de Nehari, me´todo desenvolvido por Zeev
Nehari em seu trabalho [19] de 1961.
1
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Este me´todo, cuja finalidade e´ ajudar na busca de soluc¸o˜es para problemas diferenciais
ordina´rios que envolvam valor de fronteira e tenham um nu´mero estabelecido de zeros, mostrou-
se ainda mais u´til, tornando-se um me´todo para encontrar soluc¸o˜es que mudam de sinal para
equac¸o˜es diferenciais ordina´rias de segunda ordem superlineares e equac¸o˜es diferenciais parciais
radialmente sime´tricas, como pode ser visto em [3]. Tal me´todo consiste em: seja Ω ⊂ RN ,
N > 1 um domı´nio limitado com fronteira suave e f ∈ C([0,∞)) uma func¸a˜o com crescimento












|∇u(x)|2 − F (u(x))
)
dx,
para todo u ∈ H10 (Ω). Desta maneira, podemos definir uma func¸a˜o de conjuntos φ que associa







Com estas definic¸o˜es, podemos introduzir o problema de Nehari que consiste em encontrar uma
partic¸a˜o de Ω que atinja o seguinte ı´nfimo
inf{φ(ω1) + φ(ω2) : ω1 ∪ ω2 = Ω, ω1 ∩ ω2 = ∅}. (1)
Ale´m disso, o par minimal nos da´ os suportes das partes positiva e negativa da soluc¸a˜o que muda
de sinal para a equac¸a˜o diferencial associada a J∗ (ver definic¸a˜o em (3.1)). E este procedimento
e´ o que chamamos me´todo de Nehari.
Ale´m do me´todo de Nehari, utilizaremos outros resultados de Me´todos Variacionais como o
Teorema do Passo da Montanha de Antonio Ambrosetti e Paul H. Rabinowitz, em [2] e uma
alternativa deste mesmo teorema em que analisamos apenas as variac¸o˜es radiais das func¸o˜es,
resultado que foi baseado no trabalho [24]. Ainda com base nesta u´ltima refereˆncia, mostraremos
a igualdade entre as energias obtidas em cada um dos me´todos acima citados. A existeˆncia de
soluc¸a˜o dependera´ destas teorias e de resultados de Teoria do Grau e de A´lgebra Linear.
Tambe´m veremos uma variac¸a˜o do problema (Pu,v) em que existe um paraˆmetro de com-
petic¸a˜o entre as duas espe´cies, ou seja,




G(u(x), v(x)) em Ω,




G(u(x), v(x)) em Ω,
(u(x), v(x)) ∈ H10 (Ω)×H10 (Ω),
u(x) > 0, v(x) > 0 em Ω.
(P1)
Nosso interesse neste problema e´ o comportamento assinto´tico das soluc¸o˜es (uε, vε) do problema
(P1) quando ε → 0, isto e´, o que acontece com as nossas espe´cies quando o nosso paraˆmetro
se torna cada vez maior. Mostraremos que neste caso, ocorre a segregac¸a˜o das espe´cies. Tal
fenoˆmeno pode ser observado em [9]. Note que este resultado e´ esperado, pois as dissipac¸o˜es de
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cada espe´cie, representadas no sistema pelos valores ∆u e ∆v, sa˜o inversamente proporcionais











O Cap´ıtulo 1 e´ dedicado aos resultados preliminares de Me´todos Variacionais que sera˜o
utilizados no decorrer deste trabalho. Tais resultados envolvem os estudos sobre o Teorema do
Passo da Montanha e o me´todo de Nehari que sera˜o utilizados fortemente no Cap´ıtulo 2 para
obter soluc¸o˜es para o problema (Pu,v).
O Cap´ıtulo 2 e´ destinado ao estudo do Problema (Pu,v) em si. Mostraremos a existeˆncia
e a unicidade de soluc¸a˜o para tal problema, ale´m de mostrarmos que tal soluc¸a˜o encontra-se
sobre a variedade de Nehari. Para tanto, utilizaremos resultados ana´logos aos demonstrados no
Cap´ıtulo 1. Apo´s obtermos uma poss´ıvel soluc¸a˜o de (Pu,v), mostraremos que esta soluc¸a˜o pode
ser tomada como sendo positiva utilizando o Princ´ıpio do Ma´ximo Forte.
Ainda neste cap´ıtulo, estudaremos o caso em que H(s, t) =
1
ε
G(s, t) com G(s, t) = 0 se, e
somente se, st = 0, ε fixado, e o que acontece quando ε→ 0. Tal estudo nos mostrara´ que, quando
H e´ desta forma, este limite tende a zero e, consequentemente, o par (u0, v0) ∈ H10 (Ω)×H10 (Ω)
que e´ soluc¸a˜o para o problema (P0), problema limite de (P1) quando ε converge a 0, e´ formado
por func¸o˜es com suportes disjuntos.
O problema associado a` equac¸a˜o
−∆w(x) = f(w(x)), x ∈ Ω, (Pw)
sera´ o nosso objeto de estudo no Cap´ıtulo 3. Utilizando os resultados dos cap´ıtulos anterio-
res, mostramos que e´ poss´ıvel obter uma soluc¸a˜o que muda de sinal para a equac¸a˜o (Pw). Tal
resultado vem do fato de v0 ser soluc¸a˜o de (P0), pois, facilmente, mostra-se que −v0 tambe´m e´
soluc¸a˜o de (P0), e, como veremos no Cap´ıtulo 2, as soluc¸o˜es u0 e v0 teˆm suportes disjuntos.
Por fim, no Apeˆndice A esta˜o reunidos alguns resultados importantes que foram utiliza-
dos durante este trabalho. Estes resultados sa˜o dispostos da seguinte maneira: resultados de
Me´todos Variacionais, resultados do Teorema de Miranda, resultados de EDP, resultados de
Teoria do Grau e resultados de Medida e Integrac¸a˜o. A ordem de apresentac¸a˜o destes resultados
foi escolhida de maneira a seguir a ordem de aparic¸a˜o durante o nosso trabalho, com excec¸a˜o
dos resultados de Medida e Integrac¸a˜o, que ficaram por u´ltimo por terem sido utilizados du-




Nosso objetivo e´ apresentar e demonstrar alguns resultados que nos auxiliara˜o no desen-
volvimento da dissertac¸a˜o. Estes resultados, especificamente, na˜o sera˜o utilizados diretamente.
O que utilizaremos, de fato, sa˜o generalizac¸o˜es destes resultados.
Um destes resultados e´ o Teorema do Passo da Montanha, de autoria de Antonio Ambrosetti
e Paul H. Rabinowitz em 1973, [2], que sera´ o nosso objetivo na Sec¸a˜o 1.1. Este importante
teorema do Ca´lculo Variacional garante, sob certas condic¸o˜es, a existeˆncia de um ponto cr´ıtico
de um funcional, que e´ soluc¸a˜o fraca de uma Equac¸a˜o Diferencial Parcial.
Tambe´m com o objetivo de aplicac¸a˜o em nosso trabalho, estudaremos, na Sec¸a˜o 1.2, a
variedade de Nehari, definida com base nos trabalhos de Zeev Nehari, [18] e [19]:
Definic¸a˜o 1.0.1. Dado J um funcional de classe C1 em um espac¸o de Banach E em R, a
variedade de Nehari e´ definida como sendo o conjunto
N := {u ∈ E \ {0} : 〈J ′(u), u〉 = 0},
em que J ′(u) representa a derivada de Fre´chet de J com relac¸a˜o a u.
O nosso estudo da variedade de Nehari estara´ focado em mostrar a relac¸a˜o que existe entre o
Teorema do Passo da Montanha e o Me´todo de Nehari, ou seja, a relac¸a˜o entre os n´ıveis cr´ıticos
obtidos em cada um dos me´todos.
1.1 O Teorema do Passo da Montanha
Primeiramente, enunciaremos resultados que nos ajudara˜o a demonstrar o Teorema do Passo
da Montanha como apresentado em [20], pa´ginas 7 e 8.
Os resultados principais que utilizaremos sa˜o a condic¸a˜o de Palais-Smale e uma consequeˆncia
do Lema da Deformac¸a˜o. O primeiro nos da´ informac¸o˜es quanto a convergeˆncia de subsequeˆncias
cuja imagem da sequeˆncia por um funcional continuamente diferencia´vel a Fre´chet satisfaz certas
condic¸o˜es a serem apresentadas. O segundo nos garante a existeˆncia de uma aplicac¸a˜o cont´ınua
que “deforma” uma faixa em torno de um valor cr´ıtico deixando apenas uma vizinhanc¸a de cada
ponto cr´ıtico desta faixa fixa.
Seja E um espac¸o de Banach real. Denotaremos por C1(E,R) o conjunto dos funcionais
Fre´chet diferencia´veis e cujas derivadas a Fre´chet sa˜o cont´ınuas em E.
Definic¸a˜o 1.1.1. Dizemos que J ∈ C1(E,R) satisfaz a condic¸a˜o de Palais-Smale, que denota-
remos por (PS) se qualquer sequeˆncia (um) ⊂ E para a qual J(um) e´ limitada e J ′(um) → 0,
quando m→∞, possui uma subsequeˆncia convergente.
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A seguir, definiremos alguns conjuntos que nos auxiliara˜o nas demonstrac¸o˜es presentes neste
cap´ıtulo.
Definic¸a˜o 1.1.2. Seja E um espac¸o de Banach real. Suponha J ∈ C1(E,R) satisfaz (PS). Para
s, c ∈ R, definimos
Kc := {u ∈ E : J(u) = c e J ′(u) = 0}
e
As := {u ∈ E : J(u) 6 s}.
A proposic¸a˜o enunciada a seguir e´ consequeˆncia direta do Lema da Deformac¸a˜o (Lema A.1.3),
e que sera´ de grande utilidade na demonstrac¸a˜o do Teorema do Passo da Montanha.
Proposic¸a˜o 1.1.3. Seja E um espac¸o de Banach real. Suponha que J ∈ C1(E,R) satisfazendo
(PS). Se c ∈ R na˜o e´ um valor cr´ıtico de J , enta˜o, dado ε > 0, existem ε ∈ (0, ε) e η ∈
C([0, 1]× E,E) tais que:
i) η(1, u) = u se J(u) /∈ [c− ε, c+ ε];
ii) η(1, Ac+ε) ⊂ Ac−ε.
Demonstrac¸a˜o:
i) Segue diretamente do item i) do Lema A.1.3.
ii) Segue diretamente do item ii) do Lema A.1.3.
Agora temos todos os resultados necessa´rios para a demonstrac¸a˜o do Teorema do Passo da
Montanha (ver [20], pa´gs. 7 e 8). Denotando por Bρ := {u ∈ E : ‖u‖ < ρ} a bola aberta em E
com centro em 0 e raio ρ, temos:
Teorema 1.1.4. (Teorema do Passo da Montanha) Seja E um espac¸o de Banach real e J ∈
C1(E,R) satisfazendo (PS). Suponha que:
J1) J(0) = 0;
J2) Existem constantes ρ, α > 0 tais que J |∂Bρ> α;
J3) Existe e ∈ E \Bρ tal que J(e) 6 0.






em que Γ = {g ∈ C([0, 1], E) : g(0) = 0, g(1) = e}.
Demonstrac¸a˜o: Mostraremos inicialmente que dadas as condic¸o˜es acima, existe c > α e que
ele e´ dado pela expressa˜o da equac¸a˜o (1.1). Como g ∈ C([0, 1], E), com g(0) = 0 ∈ Bρ e
g(1) = e ∈ E \ Bρ, temos, pelo Teorema do Valor Intermedia´rio que existe d ∈ (0, 1) tal
que g(d) ∈ ∂Bρ. Assim, g([0, 1]) ∩ ∂Bρ 6= ∅, para todo g ∈ Γ. Como J |∂Bρ> α, temos que
inf
w∈∂Bρ
J(w) > α. Dessa forma, dado g ∈ Γ, existe ug,0 ∈ g([0, 1]) ∩ ∂Bρ e assim,
max
u∈g([0,1])
J(u) > J(ug,0) > inf
w∈∂Bρ
J(w)







Agora, mostraremos que este c e´, de fato, valor cr´ıtico. Suponha que c na˜o seja valor cr´ıtico de
J . Pela Proposic¸a˜o 1.1.3, tomando ε =
α
2
, temos que existe ε ∈ (0, α
2
) e η satisfazendo i) e ii).
Escolhendo g ∈ Γ tal que
max
u∈g([0,1])
J(u) 6 c+ ε, (∗)
que existe pois c = inf
g∈Γ
Mg, em que Mg = max
u∈g([0,1])
J(u), pela definic¸a˜o de ı´nfimo, dado ε > 0,
existe g ∈ Γ tal que Mg = inf
u∈g([0,1])
J(u) 6 c+ε. Considerando enta˜o h(t) = η(1, g(t)), temos que
h ∈ C([0, 1], E), pois, definindo Φ : E −→ [0, 1]× E por Φ(u) = (1, u), temos que Φ e´ cont´ınua,
de fato, se |u− w| < ε, temos
|Φ(u)− Φ(w)| = |(1, u)− (1, w)| = |(0, u− w)| = |u− w| < ε,
mostrando o que quer´ıamos. Assim h(t) = (η◦Φ◦g)(t) e´ cont´ınua por ser composic¸a˜o de func¸o˜es
cont´ınuas.
Ale´m disso, g(0) = 0, por definic¸a˜o, e J(0) = 0, por hipo´tese. Como α > 0 e c > α conclu´ımos









Da´ı, temos que h(0) = η(1, 0) = 0, pois 0 = J(0) /∈ [c− ε, c+ ε].
Analogamente, g(1) = e e J(e) 6 0 < α
2
6 c− ε. Assim,
h(1) = η(1, g(1)) = η(1, e) = e,








Mas, por (∗), max
u∈g([0,1])
J(u) 6 c+ ε, logo g([0, 1]) ⊂ Ac+ε. Portanto,




J(u) 6 c− ε,
o que e´ um absurdo! Conclu´ımos assim que c e´ valor cr´ıtico de J .





e´ valor cr´ıtico de J .
Demonstrac¸a˜o: Temos que c e´ finito, pois J e´ limitado inferiormente. Considere S = {{u} :
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pois K = {u}. Suponha enta˜o que c na˜o e´ ponto cr´ıtico. Pela Proposic¸a˜o 1.1.3, dado ε > 0,
existem ε ∈ (0, ε) e η ∈ C([0, 1]× E,E) tais que,
• η(1, u) = u se J(u) /∈ [c− ε, c+ ε];
• η(1, Ac+ε) ⊂ Ac−ε.
Mas, pela definic¸a˜o de c, dado δ > 0, existe Kδ ∈ S tal que
max
u∈Kδ
J(u) 6 c+ δ.






J(u). Logo, J(u) = max
u∈Kδ
J(u) ∈ (c, c + δ). Assim,
tomando δ = ε, temos que J(u) ∈ (c, c+ ε), e, consequentemente, u ∈ Ac+ε. Portanto,
η(1, u) ⊂ Ac−ε.
Se definirmos h(u) = η(1, u), temos que h(u) ∈ C1(E,E), ou seja, h(u) = v ∈ E. Logo, se
M = {v} ∈ S, obtemos
c 6 max
v∈M
J(v) 6 c− ε,
que e´ um absurdo. Logo, c e´ ponto cr´ıtico de J .
1.2 A Variedade de Nehari e Igualdade das Energias
Seja 1 6 p < ∞. Denotaremos por W 1,p0 (Ω) o fecho de C1c (Ω), o conjunto das func¸o˜es
continuamente diferencia´veis em Ω que tem suporte compacto, em W 1,p(Ω), em que Ω ⊂ Rn
limitado. Denotaremos o espac¸o de Hilbert, H10 (Ω), por
H10 (Ω) := W
1,2
0 (Ω),





∇u(x) · ∇v(x) + u(x)v(x)
]
dx. (1.2)
Dessa forma, temos tambe´m a norma proveniente do produto interno definida por
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Esta u´ltima, que e´ a norma usual nos espac¸os Lq(Ω), 1 6 q <∞, sera´ bastante utilizada durante
todo o nosso trabalho, juntamente com as outra duas normas definidas acima.
A partir de agora, consideraremos E := H10 (Ω). Suponha que J ∈ C1(H10 (Ω),R) e J(0) = 0.
Dizemos que u ∈ H10 (Ω) \ {0} e´ ponto cr´ıtico de J se 〈J ′(u), w〉 = 0, para todo w ∈ H10 (Ω),
logo, temos que uma condic¸a˜o necessa´ria para que u ∈ H10 (Ω) seja ponto cr´ıtico de J e´ que
〈J ′(u), u〉 = 0. Como ja´ foi definida, temos a variedade de Nehari, neste caso, como sendo o
conjunto
N = {u ∈ H10 (Ω) \ {0} : 〈J ′(u), u〉 = 0}. (1.6)
Os pro´ximo resultados, apresentados em [24], pa´ginas 71 a 73, mostram que sob certas
















em que Γ = {γ ∈ C([0, 1], H10 (Ω)) : γ(0) = 0, γ(1) < 0}. O primeiro refere-se ao valor cr´ıtico
obtido atrave´s do Teorema do Passo da Montanha, Teorema 1.1.4, o segundo e´ obtido ao calcu-
larmos o ı´nfimo sobre todos os pontos da variedade de Nehari e o terceiro e´ obtido calculando-se
o ı´nfimo entre os ma´ximos obtidos nas direc¸o˜es radiais.
Para mostrarmos tal igualdade, considere o seguinte problema:{−∆u+ u = f(x, u)
u ∈ H10 (Ω),
(P )
em que Ω ⊂ Rn, n > 2, e´ um domı´nio limitado com fronteira suave. Consideremos enta˜o
F (x, u) =
∫ u
0 f(x, s)ds. Assumimos as seguintes hipo´teses:
f1) f ∈ C(Ω× R) e, para algum 2 < p < 2∗, existe c0 > 0 tal que
|f(x, u)| 6 c0(|u|+ |u|p−1).
f2) Existe µ > 2 tal que, para todos x ∈ Ω e u ∈ R,
µF (x, u) 6 uf(x, u).
f3) f(x, u) = o(|u|) se |u| → 0, uniformemente em x ∈ Ω.




F (x, u) > 0.
f5)
f(x, u)
|u| e´ func¸a˜o crescente de u em R \ {0}, para todo x ∈ Ω.
Primeiramente, note que, pelas hipo´teses f1) e f3), dado ε > 0, existe C > 0 tal que
|f(x, u)| 6 ε|u|+ C|u|p−1, ∀u ∈ R.
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De fato, pela hipo´tese f3), dado ε > 0, existe δ = δ(ε) > 0 tal que, se |u| < δ,
|f(x, u)| 6 ε|u|.
Ale´m disso, pela hipo´tese f1), para |u| > δ, temos que














|f(x, u)| 6 C|u|p−1,
de onde podemos concluir que
|f(x, u)| 6 ε|u|+ C|u|p−1, para todo u ∈ R. (1.8)









− F (x, u)
]
dx.
As soluc¸o˜es fracas do problema (P ), sa˜o definidas como as func¸o˜es u ∈ H10 (Ω) tais que∫
Ω
[〈∇u(x),∇v(x)〉+ u(x)v(x)− f(u(x))v(x)] dx = 0,
ou seja, sa˜o dadas pelos pontos cr´ıticos do funcional J .
Lema 1.2.1. Assumindo f1)− f5), para qualquer u ∈ H10 (Ω) \ {0}, existe um u´nico t(u) > 0 tal
que t(u)u ∈ N , o ma´ximo de J(tu) e´ atingido em t = t(u), a func¸a˜o
ϕ : H10 (Ω) \ {0} −→ [0,∞)
u 7−→ t(u)
e´ cont´ınua e a aplicac¸a˜o u 7→ t(u)u e´ um homeomorfismo entre a esfera unita´ria de H10 (Ω) e N .
Demonstrac¸a˜o: Pela hipo´tese f2), temos que existe µ > 2 tal que, para todos x ∈ Ω e s ∈ R,
µF (x, s) 6 sf(x, s).










, se s 6 −R,
e, portanto, ao integrarmos ambos os lados da desigualdade de R a u, conclu´ımos que,
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⇔ log |F (x, s)|
∣∣∣∣s=u
s=R




















Agora, note que, pela hipo´tese f4), F (x, u) > 0, e, portanto,
F (x, u) > |F (x,R)|
Rµ
|u|µ.










⇔ log |F (x, s)|
∣∣∣∣s=−R
s=u
6 µ log |s|
∣∣∣∣s=−R
s=u












6 |F (x, u)|,
e, novamente pela hipo´tese f4),
F (x, u) > |F (x,−R)|
Rµ
|u|µ.








F (x, u) > a1|u|, se |u| > R.
Se |u| 6 R, como F (x, u) − a1|u|µ e´ uma func¸a˜o cont´ınua, pois e´ a soma de duas func¸o˜es
cont´ınuas, como Ω e´ limitado, temos, pela compacidade de Ω× [−R,R], que, para u pertencente
a este domı´nio, existem m e M em R tais que
m 6 F (x, u)− a1|u|µ 6M.
1.2 A VARIEDADE DE NEHARI E IGUALDADE DAS ENERGIAS 11
Da´ı, se tomarmos a2 = max{|m|, |M |}, temos
−a2 6 F (x, u)− a1|u|µ 6 a2,
e, portanto,
F (x, u)− a1|u|µ > −a2.
Ou seja,
F (x, u) > a1|u|µ − a2, se (x, u) ∈ Ω× [−R,R].
A partir da´ı, conclu´ımos que, para todo x ∈ Ω e u ∈ R,
F (x, u) > a1|u|µ − a2. (1.9)
Agora, seja u ∈ H10 (Ω) \ {0} fixado e defina a func¸a˜o g(t) = J(tu), para t ∈ [0,∞). Clara-
mente, para t 6= 0, temos
g′(t) = 0⇔ J ′(tu) · u = 1
t
J ′(tu) · tu = 0
e, como t 6= 0, temos que J ′(tu) · tu = 0, logo, tu ∈ N . Mas,





































e, pela hipo´tese f5), temos que
f(x, tu)
tu
u2 e´ uma func¸a˜o estritamente crescente com relac¸a˜o a t,





f(x, tu)u dx e´ tambe´m uma func¸a˜o estritamente crescente com
relac¸a˜o a` varia´vel t.
Ale´m disso, temos que g(t) satisfaz os seguintes resultados:
• g(0) = 0, pois,








(0u)− F (x, 0u)
]
dx = 0.
• Quando t e´ suficientemente pequeno, g(t) > 0. Note que, pela hipo´tese f3), dado 0 < ε < 1,
existe δ(ε) = δ > 0 tal que, se |s| < δ, enta˜o |f(s)| < ε|u|. Logo, dado 0 < ε < 1, se
tomarmos t tal que |tu| < δ(ε) = δ, temos que
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Assim, se tomarmos u > 0, obtemos










enquanto que se u < 0,










Logo, F (x, tu) <
ε
2























































resultando assim o que quer´ıamos.








































= C1 + C2t
2 − C3tµ,







a1|u|µdx. Assim, por µ ser maior que 2 e
as constantes, C1, C2 e C3 serem estritamente maiores do que 0, temos que, quando t for
suficientemente grande, a u´ltima expressa˜o sera´ estritamente negativa, como quer´ıamos.
Com estes resultados, temos que existe t(u) ∈ (0,∞) tal que g(t(u)) = max
t∈[0,∞)
g(t). Mostraremos,
agora, que este nu´mero real e´ u´nico.
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Agora, como vimos anteriormente, a func¸a˜o
f(x, tu)
tu















u2dx > 0 e, portanto, uma contradic¸a˜o. Tal con-
tradic¸a˜o veio de considerarmos a existeˆncia de dois pontos de ma´ximo para g(t), assim, t(u)
e´ u´nico.
Nosso pro´ximo passo e´ mostrar que a aplicac¸a˜o t(u) e´ cont´ınua. Para tanto, consideremos
uma sequeˆncia {un}n∈N ∈ H10 (Ω)\{0}, tal que un → u ∈ H10 (Ω)\{0}. Note que {t(un)}n∈N ∈ R









devido ao fato de tnun ∈ N e a` hipo´tese f2). Ale´m disso, pela equac¸a˜o (1.9), temos∫
Ω
µF (x, tnun)dx > µ
∫
Ω





em que a˜1 = µa1 e a˜2 = µa2|Ω|. Assim, conclu´ımos que
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Como, fixado n, os valores a˜1, a˜2 e |tn| sa˜o constantes positivas, temos que∫
Ω
|un|µdx <∞,
ou seja, un ∈ Lµ(Ω), para todo n ∈ N. Com isso, temos que
a˜1|tn|µ‖un‖µLµ(Ω) − |tn|2‖un‖2H10 (Ω) 6 a˜2, (1.13)
portanto, se {tn} fosse uma sequeˆncia ilimitada, para todo M > 0 existiria nM > 0 tal que
a˜1|tnM |µ‖unM ‖µLµ(Ω) − |tnM |2‖unM ‖2H10 (Ω) > M,
pois µ > 2, logo, para tn suficientemente grande, o crescimento e´ regido por |tn|µ. Como isso
teria de valer para todo M , valeria para a˜2, o que contradiz a equac¸a˜o (1.13). Logo {tn}n∈N e´
uma sequeˆncia limitada.
Sabendo que a sequeˆncia {tn}n∈N e´ limitada, temos, pelo Teorema de Bolzano-Weierstrass
que existe uma subsequeˆncia, digamos {tnk}k∈N, tal que tnk → t0 ∈ R. Agora, como un → u,













Mas, tnkunk → t0u, pois
|tnkunk − t0u| = |tnkunk − tnku+ tnku− t0u|
6 |tnkunk − tnku|+ |tnku− t0u|
= |tnk ||(unk − u)|+ |(tnk − t0)||u| → 0.
(1.14)






















































|f(tnkunk)unk − f(t0u)u| dx. (1.15)
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c0(|tnkunk |2 + |tnkunk |p)dx
= c0|tnk |2‖unk‖2L2(Ω) + |tnk |p‖unk‖pLp(Ω) = Mk,
e, ale´m disso, ∫
Ω




|f(tnkunk)unk − f(t0u)unk |








+ |f(t0u)||unk − u|
]
dx,
e a u´ltima integral acima converge a zero quando nk → ∞, pela continuidade de f e o fato de
























provando a continuidade de t.
Por fim, note que a aplicac¸a˜o u 7→ t(u)u, com domı´nio na esfera de raio 1 e imagem sobre
a variedade de Nehari N , e´ cont´ınua (tal fato segue de (1.14)) e que sua inversa, a contrac¸a˜o
u 7→ u‖u‖ , e´ tambe´m cont´ınua. Logo, a aplicac¸a˜o u 7→ t(u)u e´ um homeomorfismo.
Antes de passarmos para o teorema que mostra a igualdade entre os valores cr´ıticos, c, c1 e
c2, mostraremos o seguinte lema:
Lema 1.2.2. J satisfaz a geometria do Teorema do Passo da Montanha, condic¸o˜es J1), J2) e
J3) do Teorema do Passo da Montanha, e a condic¸a˜o de Palais-Smale, (PS).
Demonstrac¸a˜o: Note que













F (x, 0) =
∫ 0
0
f(x, s) ds = 0,
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e J1) segue.
• Pela hipo´tese f3), dado 0 < ε < 1, temos que existe δ = δ(ε) > 0 tal que, de maneira
ana´loga a utilizada para mostrarmos as equac¸o˜es (1.11) e (1.12), se |u| < δ obtemos
F (x, u) <
ε
2
|u|2, se u > 0
e
F (x, u) <
−ε
2
|u|2, se u < 0.


























































ρ =: c˜ > 0.
Assim, conclu´ımos que J satisfaz J2).












































em que C1 = a2|Ω|, C2 = 1
2
e C3 = a1. Assim, por µ ser maior que 2 e as constantes, C1,
C2 e C3 serem estritamente positivas, temos que, quando t for suficientemente grande, a
u´ltima expressa˜o sera´ estritamente negativa.
• Mostraremos agora que J satisfaz a condic¸a˜o (PS). Para isto, seja uma sequeˆncia
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{un}n∈N ∈ H10 (Ω) tal que a sequeˆncia {J(un)}n∈N e´ limitada e a sequeˆncia {J ′(un)}n∈N
converge a 0 quando n → ∞. Provaremos que a sequeˆncia {un}n∈N admite uma sub-
sequeˆncia convergente. Primeiramente, mostraremos que a sequeˆncia {‖un‖H10 (Ω)}n∈N e´
limitada. De fato, como |J(un)| < M para todo n ∈ N, M ∈ R constante, existe n0 ∈ N
tal que, para todo n > n0, ‖J ′(un)‖(H10 (Ω))′ < µ, em que µ e´ dado por f2) e ‖ · ‖(H10 (Ω))′ e´
a norma no espac¸o dual de H10 (Ω). Sendo assim, para todo n > n0,

































[f(un(x))un(x)− µF (un(x))] dx.
Assim, pela hipo´tese f2), como µ > 2, temos que
(M + 1)(2µ)
µ− 2 > ‖un‖
2
H10 (Ω)
e, portanto, a sequeˆncia {‖un‖H10 (Ω)}n∈N e´ limitada. Deste resultado, podemos concluir
que existe uma subsequeˆncia, que denotaremos por {un}n∈N, tal que un ⇀ u em H10 (Ω).
Agora, nos resta mostrar que un → u ∈ H10 (Ω). Para isto, note que
‖un − u‖2H10 (Ω) = 〈J









|〈J ′(un), (un − u)〉| 6 ‖J ′(un)‖(H10 (Ω))′‖un − u‖H10 (Ω)
n→0→ 0,
pois ‖J ′(un)‖(H10 (Ω))′ → 0 e ‖un‖H10 (Ω) e´ limitada, e consequentemente ‖u‖H10 (Ω) e´ limitada.
Ale´m disso, pela definic¸a˜o de convergeˆncia fraca,
|〈J ′(u), (un − u)〉| → 0,




(f(un(x)) − f(u(x)))(un(x) − u(x))
]
dx converge
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6 ε‖un‖2‖un − u‖2 + ε‖u‖2‖un − u‖2
+ C‖un‖p−1p ‖un − u‖p + C‖u‖p−1p ‖un − u‖p






∣∣∣∣→ 0, quando n→ 0.
Assim, ‖un − u‖H10 (Ω) → 0, mostrando que J satisfaz (PS).
Assim, temos que J satisfaz todas as hipo´teses do Teorema do Passo da Montanha (Teorema
1.1.4).
Agora, com a ajuda dos Lemas 1.2.1 e 1.2.2 mostrados anteriormente, provaremos o seguinte
teorema:
Teorema 1.2.3. Sob as hipo´teses f1)− f5), temos que
c = c1 = c2
e que c > 0 e´ um valor cr´ıtico de J .












sendo que, a desigualdade se deve ao fato de t(u)u ∈ N , para todo u ∈ H10 (Ω) \ {0}. Agora,
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suponha que inf
u∈N
J(u) < c2. Enta˜o, existe u0 ∈ N tal que J(u0) < c2. Mas, por N ⊂ H10 (Ω)\{0},
c2 > J(u0) = J(t(u0)u0 > inf
H10 (Ω)\{0}
J(t(u)u) = c2.
O que e´ uma contradic¸a˜o. Logo, c1 = c2. Ale´m disso, dado u ∈ H10 (Ω) \ {0}, temos que existe



























Falta mostrar apenas que c1 6 c para concluirmos a demonstrac¸a˜o do teorema. Para tanto, note
que a variedade de Nehari, N , separa H10 (Ω) em dois conjuntos,
A := {u ∈ H10 (Ω) \ {0} : 〈J ′(u), u〉 > 0}
e
B := {u ∈ H10 (Ω) \ {0} : 〈J ′(u), u〉 < 0}.
Primeiramente, temos que A ∩ B = ∅ e que existe δ > 0 tal que Bδ(0) ⊂ A. De fato, pelas
hipo´teses f1) e f3), temos que dado 0 < ε < 1, existe δ1 = δ1(ε) > 0 tal que, se ‖u‖ < δ1, enta˜o
|f(x, u)| 6 ε|u| + c0|u|p. Assim, fixado ε < min{ 1
K(2)
,K(2)}, em que K(2) e´ a constante de
Sobolev, e tomando tal δ1, se w ∈ Bδ1(0), temos,





f(x, u)u 6 |f(x, u)u||u| 6 ε|u|2 + c0|u|p,
e portanto,
−f(x, u)u > −|f(x, u)||u| > −ε|u| − c0|u|p.
Assim, temos pela desigualdade acima e pela equac¸a˜o (1.16) que











− ε‖w‖2L2(Ω) − c0‖w‖pLp(Ω).
Agora, pelas imerso˜es de Sobolev, existe uma constante K(p) > 0 dependendo apenas de Ω, p e
n, tal que
‖w‖Lp(Ω) 6 K(p)‖w‖H10 (Ω), para 1 < p < 2∗.
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Da´ı, escrevendo M1 = εK(2) e M2 = c0K(p), obtemos









Mas, quando ‖w‖ < δ 6 δ1, δ suficientemente pequeno, por p > 2 e 1 −M1 > 0, temos que
(1 −M1)‖w‖2H10 (Ω) −M2‖w‖
p
H10 (Ω)
> 0. Dessa forma, temos que 〈J ′(w), w〉 > 0 para todo w em
Bδ(0), e portanto, Bδ(0) ⊂ A. Ale´m disso, pela unicidade de t(u) e pelo fato de g ser crescente
para t pequeno, obtemos g′(t) > 0, 0 < t < t(u).
Agora, suponha que existe γ ∈ Γ que na˜o cruza N , ou seja γ(s) /∈ N , para todo s ∈ [0, 1].
Consideraremos γ(s) 6= 0 para todo s ∈ (0, 1], pois, se γ(s) = 0, enta˜o γ(s) /∈ N por definic¸a˜o
da variedade de Nehari. Pela definic¸a˜o de Γ, temos que J(γ(1)) < 0. Por outro lado, t(γ(s)) 6= 1
quando s ∈ (0, 1] (pois se t(γ(s)) = 1, enta˜o γ(s) ∈ N ) e, para s suficientemente pequeno,
t(γ(s)) > 1, por causa de Bδ(0). Assim, pela continuidade de t, temos que t(γ(s)) > 1, para
todo s ∈ (0, 1]. Mas, se t(γ(s)) > 1, para todo s ∈ (0, 1], enta˜o
J(t(γ(1))γ(1)) > 0, ∀ 0 6 t 6 t(γ(1)),






J(u) =: c1, ∀γ ∈ Γ,





J(γ(s)) > c1 = c2 6 c.
Por fim, obtemos o fato de c ser valor cr´ıtico aplicando o Teorema do Passo da Montanha
(Teorema 1.1.4).
Cap´ıtulo 2
Existeˆncia de Soluc¸a˜o Positiva para
Sistemas
Neste cap´ıtulo, nosso objetivo sera´ o problema (Pu,v) que sera´ definido na Sec¸a˜o 2.1. Este
problema, como vimos na introduc¸a˜o, pode ser comparado a um sistema em que duas espe´cies
interagem competitivamente. Comec¸aremos o cap´ıtulo com a Sec¸a˜o 2.1 na qual definiremos o
problema sobre o qual o nosso trabalho e´ desenvolvido juntamente com hipo´teses para f e H
que sa˜o, respectivamente, a na˜o-linearidade do problema e a func¸a˜o que representa a interac¸a˜o
entre as func¸o˜es. Nesta sec¸a˜o, tambe´m fazemos observac¸o˜es sobre algumas alterac¸o˜es feitas nas
hipo´teses (f1), (f2), (H1) e (H2). Na Sec¸a˜o 2.2, apresentamos alguns resultados provenientes
das hipo´teses (f1)− (H3) que sera˜o importantes no decorrer deste trabalho.
Vamos obter soluc¸o˜es para o problema (Pu,v) na Sec¸a˜o 2.3, baseado no trabalho de M.
Conti, S. Terracini e G. Verzini, [6]. Esta sec¸a˜o esta´ dividida em 2 subsec¸o˜es. A Subsec¸a˜o
2.3.1 e´ dedicada a` demonstrac¸a˜o de que o funcional J , associado ao problema (Pu,v) e´ de classe
C1(H10 (Ω) ×H10 (Ω),R). Ja´ na Subsec¸a˜o 2.3.2 apresentaremos resultados que nos ajudara˜o a
obter uma soluc¸a˜o fraca para (Pu,v). Ao final desta subsec¸a˜o, mostraremos que esta´ soluc¸a˜o
fraca, e´ de fato uma soluc¸a˜o cla´ssica.
Por fim, na Sec¸a˜o 2.4 apresentaremos resultados sobre uma versa˜o simplificada do problema
(Pu,v), em que na˜o temos a interac¸a˜o entre as func¸o˜es, ou seja, a func¸a˜o H e´ identicamente nula.
Para isso, usaremos um me´todo de aproximac¸a˜o que sera´ apresentado na Subsec¸a˜o 2.4.1.
2.1 O Problema (Pu,v)
O nosso objetivo neste trabalho e´ estudar o seguinte sistema
−∆u(x) = f(u(x))− ∂
∂u
H(u(x), v(x)) , se x ∈ Ω;
−∆v(x) = f(v(x))− ∂
∂v
H(u(x), v(x)) , se x ∈ Ω;
u(x) > 0, v(x) > 0 , se x ∈ Ω,
(Pu,v)
em que Ω ⊂ RN e´ um domı´nio limitado com fronteira suave, N > 2, as func¸o˜es f : R −→ R e
H : R2 −→ R+ sa˜o func¸o˜es na˜o-lineares que satisfazem as seguintes propriedades:
(f1) f ∈ C1(R,R) e existem constantes positivas C, p tais que, para todo s ∈ R e para quase
todo x ∈ Ω, temos
|fs(x, s)| 6 C(1 + |s|p−2), 2 < p < 2∗,
21
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em que 2∗ = +∞ quando N = 2 e 2∗ = 2N
N − 2 quando N > 3.
(f2) Existe γ > 0, (2 + γ 6 p), tal que, para todo s 6= 0 e para quase todo x ∈ Ω,
fs(x, s)s
2 > (1 + γ)f(x, s)s > 0.
(H1) H ∈ C1(R2,R+) ∩ C2(R2 \ X,R+), em que X := {(s, 0), (0, t) : s, t ∈ R}, e existem
constantes C > 0 e 0 < β < γ, tais que
|Hss(x, s, t)|, |Hst(x, s, t)|, |Htt(x, s, t)| 6 C(1 + |s|β + |t|β).




2 − (1 + α)Hs(s, t)s Hst(s, t)st
Hst(s, t)st Htt(s, t)t
2 − (1 + α)Ht(s, t)t
)
e´ na˜o-positiva definida para todo (s, t) tal que s 6= 0, t 6= 0 (ou seja, o determinante e´
na˜o-negativo e os termos da diagonal principal sa˜o negativos ou nulos).
(H3)
H(s, t) > 0, Hs(s, t)s > 0, Ht(s, t)t > 0, se st 6= 0,
H(s, t) = Hs(s, t) = Ht(s, t) = 0, se st = 0.
Observac¸a˜o 2.1.1. Primeiramente, a hipo´tese (f1) no trabalho de M. Conti, S. Terracini e G.
Verzini, [6], e´
(f ′1) f ∈ C1(R,R) e existem constantes positivas C, p tais que, para todo s ∈ R e para quase
todo x ∈ Ω, temos
|f(x, s)| 6 C(1 + |s|p−1), 2 < p < 2∗,
em que 2∗ = +∞ quando N = 2 e 2∗ = 2N
N − 2 quando N > 3.
Pore´m, so´ com esta hipo´tese na˜o foi poss´ıvel demonstrar a regularidade da aplicac¸a˜o Ψ (ver
definic¸a˜o em 2.25), Ψ ∈ C2(R2 \ X,R) que sera´ demonstrada na Sec¸a˜o 2.3.2. Mas, como
podemos ver, a hipo´tese (f1), que enunciamos em nosso trabalho, implica aquela enunciada em



















C(|s|+ |s|p−1) 6 2C(1 + |s|p−1),
pois, se |s| 6 1,
C(|s|+ |s|p−1) 6 C(1 + |s|p−1),
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e se |s| > 1,
C(|s|+ |s|p−1) 6 C(|s|p−1 + |s|p−1) 6 2C|s|p−1 6 2C(1 + |s|p−1).
Assim, temos
|f(x, s)| 6 2C(1 + |s|p−1).
Como em sua totalidade a hipo´tese (f1) somente sera´ necessa´ria em um momento do nosso
trabalho (para mostrar que o funcional Ψ e´ de classe C2) na maioria das vezes, faremos refereˆncia
a` hipo´tese original (f ′1).
Observac¸a˜o 2.1.2. Nossa segunda observac¸a˜o diz respeito a` hipo´tese (f2). Em [6], esta hipo´tese
e´:
(f ′2) Existe γ > 0, (2 + γ 6 p), tal que, para todo s 6= 0 e para quase todo x ∈ Ω,
fs(x, s)s
2 − (1 + γ)f(x, s)s > 0, (2.1)
a partir disso, poder´ıamos concluir que
f(s)
|s| e´ uma func¸a˜o crescente (um resultado que e´ ne-





2 > (1 + γ)f(x, s)s > 0⇒ fs(x, s)s2 − (1 + γ)f(x, s)s > 0,
mas a direc¸a˜o contra´ria na˜o e´ necessariamente verdade. Ale´m disso, a conclusa˜o de que
f(s)
|s| e´
uma func¸a˜o crescente nem sempre e´ obtida com (f ′2), pois se considerarmos a func¸a˜o f : R −→ R
como sendo f(s) = −s1+ε, com 0 < ε < p− 2
2
, temos que, embora
f(s)
|s| seja decrescente, f(s)









que e´ decrescente, mas
fs(s)s
2 − (1 + γ)f(s)s = −(1 + ε)sεs2 − (1 + γ)(−s1+ε)s = s2+ε[1 + γ − 1− ε].
Fazendo enta˜o γ = 2ε, temos que 0 < γ < p− 2 e que
fs(x, s)s
2 − (1 + γ)f(x, s)s = εs2+ε > 0,
pois s > 0. Logo existe 0 < γ < p − 2 tal que (2.1) e´ satisfeita, mas f(s)|s| na˜o e´ crescente. Por
este fato, alteramos a hipo´tese (f2) para uma hipo´tese semelhante e usual quando se estuda este
tipo de problema.
Observac¸a˜o 2.1.3. A hipo´tese (H1) de [6] tambe´m foi alterada pelo mesmo motivo da hipo´tese
(f1), isto e´, foram necessa´rias estimativas sobre as derivadas de H para mostrar a regularidade
da aplicac¸a˜o Ψ (ver definic¸a˜o em 2.25), e mais alguns outros resultados, como a regularidade
do funcional de energia J associado ao sistema (Pu,v) (Sec¸a˜o 2.3.1), J de classe C
1(H10 (Ω)×
H10 (Ω),R). A hipo´tese original e´ dada a seguir
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(H ′1) H ∈ C1(R2) ∩ C2(R2 \X) e existe uma constante positiva 0 < β < γ, tal que
|H(x, s, t)| 6 C(1 + |s|+ |t|)1+β. (2.2)
Pore´m, assim como foi poss´ıvel com a hipo´tese (f1), e´ poss´ıvel obter a hipo´tese (H
′
1) assu-
mindo a hipo´tese (H1). Pela hipo´tese (H1),

















6 C(|s|+ |s|1+β + |s||t|β) (2.3)
6 C(1 + |s|+ |s|1+β + |s||t|β). (2.4)
Assim, se integrarmos novamente,

























6 C(|s|+ |s|2 + |s|2+β + |s|2|t|β)
6 C(1 + |s|+ |s|2 + |s|2+β + |s|2|t|β)
6 C(1 + |s|+ |t|)2+β, (2.5)
como quer´ıamos.
Observac¸a˜o 2.1.4. Na hipo´tese (H2) de [6], a definic¸a˜o de matrizes na˜o-positivas definidas
diz que os termos de sua diagonal principal devem ser estritamente negativos quando expressa
na base de Jordan, pore´m, alguns autores, como por exemplo [15], consideram que os termos da
diagonal tambe´m podem ser nulos. O fato de os termos da diagonal poderem ser nulos sera´ usado
na Sec¸a˜o 2.4, quando estudaremos o sistema (Pu,v) para o caso em que H ≡ 0. A alterac¸a˜o
feita nos obriga a estudar casos particulares para a Proposic¸a˜o 2.3.9, mas veremos que na˜o altera
nenhum outro resultado do trabalho.
Antes de prosseguirmos, daremos exemplos de func¸o˜es f e H satisfazendo as hipo´tese (f1)−
(f2) e (H1)− (H3), respectivamente. Seja Ω ∈ R3 um aberto limitado com fronteira suave. Um
exemplo de func¸a˜o que satisfaz a`s hipo´teses (f1) e (f2) e´ f(x, s) = s|s|3. De fato, a derivada de
f com relac¸a˜o a s e´ dada por
fs(x, s) = |s|3 + 3s|s|2 s|s| = 4|s|
3
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e utilizando esta informac¸a˜o, mostraremos que f satisfaz as hipo´teses (f1) e (f2).
(f1) Note que
|fs(x, s)| = 4|s|3 6 4(1 + |s|3),
ou seja, C = 4 e, como 2∗ =
2 · 3
3− 2 = 6, temos p = 5 < 2
∗, se Ω ⊂ R3.
(f2) Mostraremos agora que f satisfaz a hipo´tese (f2). De fato, fs(x, s)s
2 = 4|s|3s2 = 4|s|5 e
f(x, s)s = s2|s|3 = |s|5. Logo, tomando γ = 5
2
, temos que, para s 6= 0,
fs(x, s)s
2 = 4|s|5 > 7
2
|s|5 = (1 + γ)f(x, s)s > 0.
Consideremos ainda Ω ⊂ R3 e H(x, s, t) = s2t2, como
Hs(x, s, t) = 2st
2, Ht(x, s, t) = 2s
2t e
Hss(x, s, t) = 2t
2, Hst(x, s, t) = 4st e Htt(x, s, t) = 2s
2,
mostraremos que H(x, s, t) satisfaz a`s hipo´teses (H1)− (H3):
(H1) A partir das derivadas acima, temos
|Hss(x, s, t)|+ 2|Hst(x, s, t)|+ |Htt(x, s, t)| = 2t2 + 8st+ 2s2 6 (2s+ 2t)2.
Agora, tomando 2 < β < γ, pelo Lema A.5.4,
(2s+ 2t)2 = 4(s+ t)2 6 4(1 + s+ t)2
6 4(1 + s+ t)β
6 22β(1 + s2 + t2).
Ale´m disso, como a soma de Hss, Hst e Htt e´ menor que 4(s + t)
2, temos que cada uma
das parcelas e´ menor. Assim,
|Hss(x, s, t)|, |Hst(x, s, t)|, |Htt(x, s, t)| 6 2β(1 + |s|2 + |t|2).
Portanto, H(s, x, t) satisfaz (H1).
(H2) Para mostrar que H(x, s, t) satisfaz (H2), mostraremos primeiro a existeˆncia de α tal que
os elementos da diagonal principal da matriz Hessiana de H sa˜o na˜o-positivos, depois
mostraremos que o determinante da matriz Hessiana de H e´ na˜o-negativo. Note que para
2 < α 6 β, temos que, para todo par (s, t) ∈ R2,
Hss(x, s, t)s
2 − (1 + α)Hs(x, s, t)s = 2s2t2 − (1 + α)2s2t2
= −2αs2t2
< 0.
De maneira ana´loga, para os mesmos valores poss´ıveis de α, temos
Htt(x, s, t)t
2 − (1 + α)Ht(x, s, t)t = −2αs2t2 < 0, para todo par (s, t) ∈ R2.
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Agora, o determinante da matriz Hessiana de H e´ dado por
(Hsss
2 − (1 + α)Hss)(Httt2 − (1 + α)Htt)− (Hstst)2 = 4α2s4t4 − 16s4t4
= 4(α2 − 4)s4t4
> 0,
pois α > 2, mostrando que H(x, s, t) satisfaz (H2).
(H3) Por fim, mostraremos que H(x, s, t) satisfaz (H3). Note que
H(x, s, t) > 0 para todo par(s, t) ∈ R2
e
H(x, s, t) = 0 se st = 0.
Ale´m disso,
Hs(x, s, t)s = Ht(x, s, t)t = 2(st)
2 > 0,∀(s, t) ∈ R2
e, claramente,
Hs(x, s, t) = Ht(x, s, t) = 0, para os pares (s, t) ∈ R2 com st = 0.
Assim, H(x, s, t) satisfaz (H3).
2.2 Consequeˆncias Decorrentes das Hipo´teses nas Na˜o-Linearidades
Nesta sec¸a˜o, mostraremos algumas consequeˆncias importantes das hipo´teses da Sec¸a˜o 2.1.
Tais consequeˆncias sera˜o muito utilizadas durante todo o trabalho nos auxiliando na obtenc¸a˜o
de resultados e simplificando nossas demonstrac¸o˜es. Sa˜o elas:
I) f(x, 0) = 0, para todo x ∈ Ω.
De fato, quando s > 0 temos de (f2) que
fs(x, s)s
2 > (1 + γ)f(x, s)s > 0⇒ fs(x, s)s > (1 + γ)f(x, s) > 0. (2.6)
Assim, como f e´ de classe C1(R2,R), quando s → 0, temos que |fs(x, s)| → L < ∞ e
portanto, tomando o limite em (2.6) quando s→ 0, obtemos f(x, s)→ 0. Por outro lado,
quando s < 0 temos que
fs(x, s)s
2 > (1 + γ)f(x, s)s > 0⇒ fs(x, s)s < (1 + γ)f(x, s) < 0,
e, analogamente, conclu´ımos que f(x, s)→ 0 quando s→ 0. Com esta informac¸a˜o e o fato
de f ser cont´ınua conclu´ımos que f(x, 0) = 0, para todo x ∈ R.
II)
f(x, s)
|s| e´ uma func¸a˜o crescente em Ω.
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2 − f(x, s)s
s3
> fs(x, s)s
2 − (1 + γ)f(x, s)s
s3
.
Logo, por (f2), fs(x, s)s
2 − (1 + γ)f(x, s)s > 0, e portanto
fs(x, s)s
2 − (1 + γ)f(x, s)s
s3
> 0.












= −fs(x, s)s− f(x, s)
s2
= −fs(x, s)s




2 − fx, s)s
−s3
> fs(x, s)s
2 − (1 + γ)f(x, s)s
−s3
e, novamente de (f2), lembrando que −s3 > 0, temos
fs(x, s)s
2 − f(x, s)s
−s3 > 0.
Assim, conclu´ımos que para todo s ∈ R \ {0}, a derivada da func¸a˜o f(x, s)|s| e´ positiva, logo
f(x, s)
|s| e´ crescente.
III) f(x, s) = o(|s|) quando s→ 0.






































> 0. O resultado e´ ana´logo para s < 0.




e´ uma func¸a˜o crescente na varia´vel s. Logo, para |s| < 1,
0 6 |f(x, s)||s|1+γ 6 max{|f(x,−1)|, |f(x, 1)|}.
Mas, max{|f(x,−1)|, |f(x, 1)|} e´ uma func¸a˜o de x, digamos k(x), logo
0 6 |f(x, s)||s|1+γ 6 k(x)
⇔ 0 6 |f(x, s)||s| 6 k(x)|s|
γ .




IV) Dado ε > 0, existe C1 > 0 tal que,
|f(x, s)||s| 6 ε|s|2 + C1|s|p. (2.7)
De fato, seja ε > 0 qualquer. Pelo item III), temos que existe δ = δ(ε) > 0 tal que, se
|s| < δ, enta˜o
|f(x, s)| < ε|s|.
Logo,
|f(x, s)||s| < ε|s|2. (2.8)
Agora, segue da hipo´tese (f ′1) que






e, portanto, para |s| > δ, temos que















Assim, por (2.8) e (2.9), conclu´ımos que
|f(x, s)||s| 6 ε|s|2 + C1|s|p.
V) Existem C2, C3 ∈ R tais que
f(x, s) > C2|s|1+γ − C3.







. Fixando t0 ∈ R e integrando os dois lados da inequac¸a˜o com relac¸a˜o a s,











⇔ log |f(x, τ)|
∣∣∣s
t0




Como µ, τ e f(x, τ) sa˜o todos positivos, aplicando as func¸o˜es nos limites de integrac¸a˜o
temos que a desigualdade acima pode ser escrita como














⇔ f(x, s) > f(x, t0)
tµ0
|s|µ.
De maneira semelhante, quando s < 0, temos fs(x, s)s < µf(x, s), e da´ı, calculando agora










⇔ log |f(x, τ)|
∣∣∣s
−t0





∣∣∣∣ < log ∣∣∣∣ s−t0
∣∣∣∣µ
e, como −t0 e s sa˜o negativos, temos que f(x,−t0) < 0 e f(x, s) < 0, portanto, a desigual-





⇔ f(x, s) < f(x,−t0)
tµ0
|s|µ .
Dessa forma, tomando C2 = max
{∣∣∣∣f(x,−t0)tµ0
∣∣∣∣ , ∣∣∣∣f(x, t0)tµ0
∣∣∣∣}, temos que, para todo s ∈ R
tal que |s| > t0,
f(x, s) > C2|s|µ.
Quando |s| 6 t0, temos que a func¸a˜o f(x, s) − C2|s|µ e´ cont´ınua em Ω × [−t0, t0], pois e´
diferenc¸a de func¸o˜es cont´ınuas. Agora, Ω× [−t0, t0] e´ compacto, logo existe C3 ∈ (0,+∞)
tal que |f(x, s)− C2|s|µ| 6 C3, para todo x ∈ Ω. Assim, temos que
−C3 6 f(x, s)− C2|s|µ 6 C3
e da´ı, podemos concluir que quando |s| 6 t0,
f(x, s) > C2|s|µ − C3.
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Assim, para qualquer s ∈ R, tomando µ = 1 + γ, temos que f(x, s) > C2|s|1+γ −C3, como
quer´ıamos.
VI) Existem constantes C4, C3 > 0 tais que, para todo x ∈ Ω,
F (x, s) > C4|s|2+γ − C3|s|.
A partir da desigualdade obtida no resultado anterior, temos






C2|t|1+γ − C3 dt.
Mas, se s > 0, temos ∫ s
0













= C4|s|2+γ − C3|s|,
em que C4 =
C2
2 + γ
. E, como F (x,−s) = F (x, |s|), podemos concluir que
F (x, s) > C4|s|2+γ − C3|s|. (2.10)
VII) Para todo s ∈ R, a func¸a˜o
F(x, s) := f(x, s)s− (2 + α)F (x, s) > 0, q.t.p. x ∈ Ω
Note que para o caso s = 0, o resultado e´ trivial. Se s > 0, pela a` hipo´tese (f2), temos que
fs(x, s)s




(fs(x, r)r − (1 + γ)f(x, r)) dr > 0,
mas,∫ s
0
fs(x, r)rdr − (1 + γ)
∫ s
0
f(x, r)dr > 0⇔ f(x, r)r
∣∣∣s
0
− (2 + γ)
∫ s
0
f(x, r)dr > 0
⇔ f(x, s)s− (2 + γ)F (x, s) > 0,
e, como α < γ, temos que
f(x, s)s− (2 + γ)F (x, s) > f(x, s)s− (2 + α)F (x, s) > 0, se s > 0.
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De forma ana´loga, temos que se s < 0, enta˜o
fs(x, s)s




(fs(x, r)r − (1 + γ)f(x, r)) dr < 0,
mas,∫ 0
s
fs(x, r)rdr − (1 + γ)
∫ 0
s
f(x, r)dr < 0⇔ f(x, r)r
∣∣∣s
0
+ (2 + γ)
∫ s
0
f(x, r)dr < 0
⇔−f(x, s)s+ (2 + γ)F (x, s) < 0
⇔ f(x, s)s− (2 + γ)F (x, s) > 0
e, novamente, temos
f(x, s)s− (2 + α)F (x, s) > 0, se s < 0.
Assim, temos que, para todo s 6= 0,
F(x, s) = f(x, s)s− (2 + α)F (x, s) > 0. (2.11)
VIII) A func¸a˜o F(s) := f(s)s− (α+ 2)F (s) e´ uma func¸a˜o crescente, para s > 0.
Temos pela hipo´tese (f2) que, se s > 0,
fs(s)s > (1 + γ)f(s) > 0.
Agora, como F(s) = f(s)s− (α+ 2)F (s), temos, para s > 0, que
F ′(s) = f ′(s)s+ f(s)− (α+ 2)f(s)
= f ′(s)s− (1 + α)f(s)
> 0,
por (f2). Portanto, F(s) e´ crescente para s > 0.
IX) Para todo (s, t) ∈ R2, temos que
(2 + α)H(s, t)−Hs(s, t)−Ht(s, t) > 0, ∀x ∈ Ω.
Primeiramente, se st = 0, temos, por (H3) que 2 + αH(s, t) − Hs(s, t) − Ht(s, t) = 0,



















[Hs(ξs, ξt)s+Ht(ξs+ ξt)t] dξ,
(2.12)
em que o termo a direita do sinal da igualdade foi obtido a partir da integral do lado
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esquerdo da igualdade por meio de integrac¸a˜o por partes. Agora, note que




assim, ao aplicarmos o Teorema Fundamental do Ca´lculo na integral do lado direito da





2ξ + 2Hst(ξs, ξt)stξ
]
dξ
= Hs(s, t)s+Ht(s, t)t−H(ξs, ξt)
∣∣∣ξ=1
ξ=0
= Hs(s, t)s+Ht(s, t)t−H(s, t). (2.13)




2s2 − (1 + α)Hs(ξs, ξt)ξs Hst(ξs, ξt)ξ2st
Hst(ξs, ξt)ξ
2st Htt(ξs, ξt)ξ
2t2 − (1 + α)Ht(ξs, ξt)ξt
)
,
e´ uma matriz na˜o-positiva definida, ou seja, ao aplicarmos a matriz de (H2) a um mesmo
vetor de R2\{(0, 0)} duas vezes, obtemos como resultado um nu´mero real na˜o-positivo. Com










2s2 + 2Hst(ξs, ξt)ξ
2st+Htt(ξs, ξt)ξ
2t2





2s2 + 2Hst(ξs, ξt)ξ
2st+Htt(ξs, ξt)ξ
2t2
6 (1 + α)[Hs(ξs, ξt)ξs+Ht(ξs, ξt)ξt]
(2.15)
e, integrando (2.15) com relac¸a˜o a ξ de 0 a 1 e utilizando o resultado obtido em (2.13),
conclu´ımos que
Hs(s, t)s+Ht(s, t)t−H(s, t) 6 (1 + α)H(s, t).
Portanto,
Hs(s, t)s+Ht(s, t)t 6 (2 + α)H(s, t). (2.16)
Como o resultado obtido independe de x, temos que tal fato ocorre para todo x ∈ Ω,
concluindo assim que, se s = u(x) e t = v(x),
0 6 Hu(u(x), v(x))u(x) +Hv(u(x), v(x))v(x) 6 (2 + α)H(u(x), v(x)), ∀x ∈ Ω.
X) Se para algum ponto (s, t) ∈ R2 tivermos Hss(s, t)s2− (1 +α)Hs(s, t)s = 0 ou Htt(s, t)t2−
(1 + α)Ht(s, t)t = 0, enta˜o Hst(s, t)st = 0.
Note que o determinante da matriz Hessiana de H, HessH, e´ dado pela expressa˜o
det(HessH) = [Hss(s, t)s
2− (1 +α)Hs(s, t)s][Htt(s, t)t2− (1 +α)Ht(s, t)t]− [Hst(s, t)st]2.
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Assim, se um dos fatores da primeira parcela e´ nulo, temos que
det(HessH) = −[Hst(s, t)st]2 6 0.
Mas, por HessH ser na˜o-positiva definida, hipo´tese (H2), temos que det(HessH) > 0.
Logo, [Hst(s, t)st]
2 = 0 e portanto,
Hst(s, t)st = 0.
XI) Se F (s) = F (|s|) e H(s, t) = H(|s|, |t|), enta˜o f(s) := d
ds
F (s) satisfaz as hipo´teses (f ′1) e
(f2), desde que f(s) satisfac¸a (f
′
1) e (f2) para s > 0, e H satisfaz as hipo´teses (H1)− (H3),
desde que H(s, t) satisfac¸a (H1)− (H3) para s > 0 e t > 0.
De fato, como F (s) =
∫ s





e, fazendo a mudanc¸a de varia´veis r = −t, segue∫ s
0











Agora, como f(s) satisfaz as hipo´teses (f ′1) e (f2) quando s > 0, conclu´ımos que, para t < 0
|f(t)| = ∣∣f(|t|)∣∣ 6 C(1 + |t|p−1)
e que
ft(t)t
2 > (1 + γ)f(t)t > 0
⇔ ft(−t)(−t)2 > (1 + γ)[−f(−t)][−(−t)] > 0.
Mas, como t < 0, −t > 0 e, portanto, a expressa˜o do lado direito e´ verdadeira. Dessa forma,
temos que f e´ tal que f(s) = −f(−s) satisfaz (f ′1) e (f2). E assim, F pode ser tomada de
forma que F (s) = F (|s|).
De maneira semelhante, obtemos que H pode ser estendida simetricamente, pois, se
H(s, t) = H(|s|, |t|), enta˜o vale a seguinte relac¸a˜o entre as primeiras derivadas de H com
relac¸a˜o a s e a t:
Hs(s, t) = sgn(s)Hs(|s|, |t|) ; Ht(s, t) = sgn(t)Ht(|s|, |t|),
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e para as segundas derivadas, temos
Hss(s, t) = sgn(s)
2Hss(|s|, |t|) = Hss(|s|, |t|);
Hst(s, t) = sgn(s)sgn(t)Hst(|s|, |t|);
Htt(s, t) = sgn(t)
2Htt(|s|, |t|) = Htt(|s|, |t|),
(2.17)
em que sgn(r) e´ o sinal de r. Assim, se H satisfaz (H1)− (H3), enta˜o
• Note que, como (H1) vale para s > 0 e t > 0, por (2.17), temos
|Hss(s, t)| = |Hss(|s|, |t|)|
6 C(1 + |s|β + |t|β),
para todo (s, t) ∈ R2. Analogamente,
|Htt(s, t)| 6 C(1 + |s|β + |t|β),
para todo (s, t) ∈ R2, e
|Hst(s, t)| = |Hst(|s|, |t|)||sgn(s)||sgn(t)|
= |Hst(|s|, |t|)
6 C(1 + |s|β + |t|β).
Mostrando que H(|s|, |t|) satisfaz a hipo´tese (H1).
• Para mostrar que H satisfaz (H2) para todo (s, t) ∈ R2 \ {(0, 0)}, note que, por H
satisfazer (H2) quando s > 0 e t > 0, temos
Hss(s, t)s
2 − (1 + α)Hs(s, t)s = Hss(|s|, |t|)|s|2 − (1 + α)Hs(|s|, |t|)sgn(s)s
= Hss(|s|, |t|)|s|2 − (1 + α)Hs(|s|, |t|)|s|
< 0.
O mesmo resultado vale para o outro elemento da diagonal da matriz Hessiana:
Htt(s, t)t
2 − (1 + α)Ht(s, t)t = Htt(|s|, |t|)|t|2 − (1 + α)Ht(|s|, |t|)sgn(t)t
= Htt(|s|, |t|)|t|2 − (1 + α)Ht(|s|, |t|)|t|
< 0.
Ale´m disso, temos a seguinte estimativa para o determinante de HessH.
[Hss(s, t)s




Hss(|s|, |t|)|s|2 − (1 + α)Hs(|s|, |t|)|s|
][




Dessa maneira, temos que H satisfaz (H2).
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• Para provar que vale (H3) para qualquer (s, t) ∈ R2 \ {(0, 0)}, note que, se st 6= 0,
H(s, t) = H(|s|, |t|) > 0;
Hs(s, t)s = Hs(|s|, |t|)sgn(s)s = Hs(|s|, |t|)|s| > 0;
Ht(s, t)t = Ht(|s|, |t|)sgn(t)t = Ht(|s|, |t|)|t| > 0,
e que, se st = 0, enta˜o
H(s, t) = H(|s|, |t|) = 0;
Hs(s, t) = Hs(|s|, |t|)sgn(s) = 0;
Ht(s, t) = Ht(|s|, |t|)sgn(t) = 0,
pois, H satisfaz (H3) quando s > 0 e t > 0. Assim, conclu´ımos que H(s, t) satisfaz as
hipo´teses (H1)− (H3), para todo par (s, t) ∈ R2 \ {(0, 0)}.
Esta u´ltima observac¸a˜o sobre a paridade das func¸o˜es F e H sera´ utilizada para obtermos
func¸o˜es estritamente positivas que satisfazem o sistema.
2.3 Uma Classe de Sistemas El´ıpticos
Nesta sec¸a˜o, o nosso objetivo e´ encontrar soluc¸o˜es fracas para o problema (Pu,v).
O nosso primeiro resultado se refere a existeˆncia de soluc¸a˜o (u, v) ∈ H10 (Ω)×H10 (Ω) para o
sistema de equac¸o˜es (Pu,v) e afirma que:
Teorema 2.3.1. Seja f satisfazendo (f ′1) − (f2) e H satisfazendo (H1) − (H3). Enta˜o existe
uma soluc¸a˜o (u, v) ∈ H10 (Ω)×H10 (Ω), com u > 0 e v > 0, para o problema descrito em (Pu,v).










|∇v(x)|2 − F (u(x))− F (v(x)) +H(u(x), v(x))
]
dx (2.18)
considerando que F (u(x)) =
∫ u(x)
0 f(s)ds e que F e H sa˜o func¸o˜es estendidas simetricamente
da seguinte forma:
F (s) = F (|s|), para todo s ∈ R, e
H(s, t) = H(|s|, |t|), para todo (s, t) ∈ R2.
(2.19)
Antes de prosseguirmos, mostraremos um resultado que e´ de grande importaˆncia em nossos
trabalhos. Falaremos sobre a regularidade do funcional J .
2.3.1 Regularidade do funcional J
Nesta sec¸a˜o, nosso objetivo e´ mostrar que o funcional J , descrito anteriormente, admite certa
regularidade. De fato, mostraremos que J e´ de classe C1(H10 (Ω) ×H10 (Ω),R). Tal regularidade
e´ muito importante tanto para garantirmos a existeˆncia de soluc¸a˜o para o problema (Pu,v), via
ponto cr´ıtico de funcional, quanto para encontrarmos tais soluc¸o˜es.
A fim de simplificar a notac¸a˜o, escreveremos apenas ‖ · ‖p no lugar de ‖ · ‖Lp(Ω), quando na˜o
houver du´vida.
Proposic¸a˜o 2.3.2. O funcional J e´ de classe C1(H10 (Ω)×H10 (Ω),R).
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Demonstrac¸a˜o: Primeiramente, mostraremos que o funcional J e´ cont´ınuo. Seja {(um, vm)}m∈N
uma sequeˆncia em H10 (Ω)×H10 (Ω) tal que (um, vm) → (u, v) ∈ H10 (Ω)×H10 (Ω). Pela definic¸a˜o
de J , temos a seguinte igualdade:



































(F (um)− F (u)) dx−
∫
Ω




(H(um, vm)−H(u, v)) dx
∣∣∣∣ .
Assim, pela desigualdade triangular e a convergeˆncia pontual de (um(x), vm(x)), a menos de
subsequeˆncia, temos que












(F (um)− F (u)) dx
∣∣∣∣+ ∣∣∣∣∫
Ω











∣∣|∇um|2 − |∇u|2∣∣ dx→ 0 e ∫
Ω
∣∣|∇vm|2 − |∇v|2∣∣ dx→ 0 visto que ‖um − u‖H10 (Ω) → 0
e ‖vm− v‖H10 (Ω) → 0. Ale´m disso, os funcionais
∫
Ω F (u)dx e
∫





ΩH(u, v)dx e´ cont´ınuo em H
1
0 (Ω) (ver Lema 2.4.4 e similarmente para H(u, v)).
Assim, |J(um, vm) − J(u, v)| < ε, e portanto, conclu´ımos que J e´ um funcional cont´ınuo. A
seguir, mostraremos que a derivada do funcional J existe e que e´ cont´ınua. Por definic¸a˜o, temos
que a derivada direcional do funcional J , denotada por ∇J(u, v), na direc¸a˜o (w, z) e´ dada por




[J((u, v) + t(w, z))− J(u, v)],
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quando o limite existe. Logo,























































H(u+ tw, v + tz)−H(u, v)]dx).
Assim, calculando o limite obtemos:
















































Agora, pelo Teorema do Valor Me´dio, temos que, para cada t ∈ R e x ∈ Ω, existe θt(x) ∈ (0, 1)
tal que ∣∣∣∣F (u+ tw)− F (u)t
∣∣∣∣ = |f(u+ θttw)||w|
6 C(1 + |u+ θttw|p−1)|w|.
Mas, como queremos calcular o limite quando t → 0, podemos considerar t ∈ (0, 1). Assim,
utilizando o resultado do Lema A.5.4,
C(1 + |u+ θttw|p−1)|w| 6 C(1 + 2p−2
(|u|p−1 + θp−1t tp−1|w|p−1))|w|
6 C(1 + 2p−2
(|u|p−1 + |w|p−1))|w|,
e, ao integrarmos este u´ltimo termo da desigualdade em Ω, obtemos, utilizando a desigualdade





































(|u|p−1 + |w|p−1))|w|]dx 6 C|Ω| 12 ‖w‖2 + 2p−2C‖u‖ p−1pp ‖w‖p + 2p−2C‖w‖pp <∞.





































De maneira semelhante, temos que∣∣∣∣H(u+ tw, v + tz)−H(u, v)t
∣∣∣∣ 6 ∣∣∣∣H(u+ tw, v + tz)−H(u+ tw, v)t
∣∣∣∣
+
∣∣∣∣H(u+ tw, v)−H(u, v)t
∣∣∣∣ ,
e, pelo Teorema do Valor Me´dio e por (H1), existem, para cada x ∈ Ω, σt(x), ζt(x) ∈ (0, 1) tais
que ∣∣∣∣H(u+ tw, v + tz)−H(u+ tw, v)t
∣∣∣∣+ ∣∣∣∣H(u+ tw, v)−H(u, v)t
∣∣∣∣
6 |Hv(u+ tw, v + σttz)||z|+ |Hu(u+ ζttw, v)||w|
6 C(1 + |u+ tw|p−1 + |v + σttz|p−1)|z|+ C(1 + |u+ ζttw|p−1 + |v|p−1)|w|
6 C(1 + 2p−2(|u|p−1 + tp−1|w|p−1 + |v|p−1 + σp−1t tp−1|z|p−1))|z|
+ C(1 + 2p−2(|u|p−1 + ζp−1t tp−1|w|p−1) + |v|p−1)|w|.
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Como nosso objetivo e´ estudar o limite quando t→ 0, consideraremos t ∈ (0, 1). Assim,∣∣∣∣H(u+ tw, v + tz)−H(u, v)t
∣∣∣∣ 6 C(1 + 2p−2(|u|p−1 + |w|p−1 + |v|p−1 + |z|p−1))|z|
+ C(1 + 2p−2(|u|p−1 + |w|p−1) + |v|p−1)|w|
Assim, novamente, integrando a expressa˜o acima em Ω e aplicando a desigualdade de Ho¨lder
quando necessa´rio, obtemos∫
Ω
∣∣∣∣H(u+ tw, v + tz)−H(u, v)t
∣∣∣∣ dx 6 C|Ω|(‖z‖2 + ‖w‖2) + 2p−1C(‖u‖p−1p
+ ‖w‖p−1p + ‖v‖p−1p )(‖z‖p + ‖w‖p) + 2p−2C‖z‖pp
<∞,
































Logo o funcional J tem derivadas direcionais em todas as direc¸o˜es.
Por fim, mostraremos que ∇J e´ cont´ınuo. Para tanto, escreveremos E := H10 (Ω) × H10 (Ω)
durante os ca´lculos com o objetivo de simplificar a notac¸a˜o. Mostraremos enta˜o que ∇J e´




























Hu(u(x), v(x))w(x) +Hv(u(x), v(x))z(x)dx.
Note que
(∇J(u, v))(w, z) = (V1(u, v) +V2(u, v) +V3(u, v) +V4(u, v))(w, z), logo se mostrarmos
que os funcionais V1, V2, V3 e V4 sa˜o limitados e cont´ınuos, teremos o resultado desejado.
• V1 e´ limitado.
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6 (‖u‖+ ‖v‖)(‖w‖+ ‖z‖)
= ‖(u, v)‖‖(w, z)‖.
Assim, como (u, v) esta´ fixado, temos que V1(u, v) e´ limitado.
• V1 e´ cont´ınuo.
Seja {(un, vn)}n∈N ⊂ E tal que (un, vn)→ (u, v) ∈ E. Desta forma, temos que





















‖un − u‖‖w‖+ ‖vn − v‖‖z‖
6 ‖un − u‖+ ‖vn − v‖
= ‖(un, vn)− (u, v)‖
e este u´ltimo converge a zero quando n→∞, por hipo´tese.
Como V2 e V3 sa˜o semelhantes, tanto a demonstrac¸a˜o de sua limitac¸a˜o quanto de sua conti-
nuidade sa˜o ana´logas, portanto provaremos estes resultados apenas para V2
• V2 e´ limitado.
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|Ω| 12K(2) + ‖u‖p−1p K(p)
)
‖w‖
em que K(2) e K(p) sa˜o constantes independentes de w e z. Assim, como (u, v) esta´ fixado,
conclu´ımos que V2 e´ limitado.
• V2 e´ cont´ınuo.
Sejam {(un, vn)}n∈N ∈ E uma sequeˆncia tal que (un, vn) → (u, v) ∈ E. Assim, pela
desigualdade de Ho¨lder,








em que p′ =
p
p− 1 e´ o conjugado de p. Novamente pelo Teorema A.5.7, temos
‖V2(un, vn)− V2(u, v)‖E′ 6 sup
‖(w,z)‖=1
K(p)‖f(un)− f(u))‖p′‖w‖
6 K(p)‖f(un)− f(u))‖p′ .
Agora pelo Teorema A.1.5, temos que a aplicac¸a˜o B : Lp(Ω) −→ Lp′(Ω) definida por
B(u(x)) = f(u(x)) e´ cont´ınua, logo, como pelas imerso˜es compactas de H10 (Ω) ↪→ Lq(Ω),
com 1 6 q < 2∗ (Teorema A.5.6), temos un, u ∈ Lp(Ω) para todo n ∈ N, conclu´ımos que
‖B(un)−B(u)‖p′ = ‖f(un)− f(u)‖p′ → 0 quando n→∞.
Portanto, temos que V2 e´ cont´ınuo.
Por fim, mostraremos que o funcional V4 e´ limitado e cont´ınuo, concluindo a demonstrac¸a˜o
de que ∇J e´ cont´ınuo.
• V4 e´ limitado.
Novamente, fixando (u, v) ∈ E, pelo resultado (2.4), temos que
∣∣(V4(u, v))(w, z)∣∣ = ∣∣∣∣∫
Ω









C(1 + |u(x)|1+β + |v(x)|1+β)(|w(x)|+ |z(x)|)dx.
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Portanto, utilizando a desigualdade de Ho¨lder e o Teorema A.5.7, conclu´ımos que∣∣(V4(u, v))(w, z)∣∣ 6 C(|Ω| 12 (‖w‖2 + ‖z‖2) + ‖u‖1+β2+β(‖w‖2+β + ‖z‖2+β)




|Ω| 12K(2) +K(2 + β)(‖u‖1+β2+β + ‖v‖1+β2+β))(‖w‖+ ‖z‖).
novamente com K(2) e K(2 + β) constantes independentes de w e z. Assim, como (u, v)
esta´ fixado, segue que V4 e´ limitado.
• V4 e´ cont´ınuo.
Sejam {(un, vn)}n∈N ∈ E uma sequeˆncia tal que (un, vn) → (u, v) ∈ E. Assim, aplicando
mais uma vez a desigualdade de Ho¨lder e o Teorema A.5.7,

























Novamente, pelo Teorema A.1.5, temos que a aplicac¸a˜o
B˜ : Lβ+2(Ω)× Lβ+2(Ω) −→ Lβ+2β+1 (Ω)× Lβ+2β+1 (Ω)
definida por B˜(u(x), v(x)) =
(
Hu(u(x), v(x)), Hv(u(x), v(x))
)
e´ cont´ınua, logo, como
un, u ∈ Lβ+2(Ω) para todo n ∈ N, pois 0 < 2 + β < p, conclu´ımos que
‖B˜(un, vn)− B˜(u, v)‖β+2
β+1
= ‖(Hu(un, vn), Hv(un, vn))− (Hu(u, v), Hv(u, v))‖β+2
β+1
= ‖(Hu(un, vn)−Hu(u, v), Hv(un, vn)−Hv(u, v))‖β+2
β+1
= ‖Hu(un, vn)−Hu(u, v)‖β+2
β+1
+ ‖Hv(un, vn)−Hv(u, v)‖β+2
β+1
e este u´ltimo converge a 0 quando n→∞. Portanto, temos que V4 e´ cont´ınuo.
Assim, com os resultados acima, podemos concluir que a aplicac¸a˜o ∇J e´ um funcional linear
cont´ınuo do espac¸o H10 (Ω)×H10 (Ω), como quer´ıamos.
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2.3.2 Obtendo Soluc¸o˜es Positivas para o Problema (Pu,v)
Nosso interesse e´ procurar soluc¸o˜es fracas de (Pu,v). Para tanto, vamos buscar pontos cr´ıticos
de J que atingem o menor valor de J quando restritos ao conjunto cr´ıtico N , conjunto de Nehari
para o sistema (Pu,v), que e´ definido por





v = 0}, (2.21)
sendo





provaremos a seguinte proposic¸a˜o:
Proposic¸a˜o 2.3.3. Sob as hipo´teses (f ′1) − (f2) e (H1) − (H3), existe um ponto cr´ıtico de J ,
(uc, vc) ∈ N , tal que J(uc, vc) = c.
Para demonstrar a proposic¸a˜o acima, utilizaremos alguns resultados preliminares. O primeiro
destes resultados nos diz que restrito a cada uma das varia´veis u e v, o funcional J satisfaz a







|∇u(x)|2 − F (u(x))
]
dx,
de maneira que I(u) = J(u, 0) e I(v) = J(0, v). Assim, temos o resultado a seguir:
Lema 2.3.4. O funcional I satisfaz as hipo´teses J1), J2) e J3) do Teorema 1.1.4.
Demonstrac¸a˜o: Pelos resultados de J e as definic¸o˜es de I e F , temos.
J1) I(0) = 0.
Note que, I(0) = J(0, 0). Agora, na demonstrac¸a˜o do Lema 2.3.6, mostramos que
J(0, 0) = 0. Portanto, I(0) = 0.
J2) Existem ρ, α > 0 tais que I |∂Bρ(0)> α.
De fato, pelo resultado IV), temos que, dado 0 < ε < M , existe C1 > 0 tal que,
|f(s)| 6 ε|s|+ C1|s|p−1.
Assim, como
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Agora, pela equivaleˆncia entre as normas ‖u‖ e ‖u‖H10 (Ω) e pela imersa˜o compacta















































2 −M2ρp, conclu´ımos que I(u) > α para todo u ∈ ∂Bρ(0).
J3) Existe e ∈ H10 (Ω) \Bρ(0) tal que I(e) 6 0.
Pelo resultado VI), temos que
F (s) > C4|s|2+γ − C3|s|.
















+ C3t|u(x)| − C2t2+γ |u(x)|2+γ
]
dx,
que e´ negativo quando t e´ suficientemente grande pelo fato de γ > 0.
Com isso, provamos que J1), J2) e J3) sa˜o satisfeitas para I.
Fixado (u, v) ∈ T , definimos
Ψ : R2 −→ R
(λ, µ) 7−→ J(λu, µv).
(2.25)
Lema 2.3.5. Ψ e´ uma func¸a˜o de classe C2 em R2 exceto sobre os eixos coordenados.
Demonstrac¸a˜o: Seja {(λn, µn)}n∈N ⊂ R2 um sequeˆncia tal que (λn, µn) converge a (λ, µ) ∈ R2.
Logo, temos que λn → λ e µn → µ e, consequentemente, λ2n → λ2 e µ2n → µ2 e, fixado (u, v) ∈ T ,
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λnu→ λu e µnv → µv, pontualmente. Assim, temos que





















































Da´ı, pela desigualdade triangular























Assim, pelas hipo´teses (f ′1) e (H1), podemos aplicar o Teorema da Convergeˆncia Dominada de
Lebesgue, obtendo a continuidade de Ψ a partir da continuidade das func¸o˜es F e H.






























µ|∇v(x)|2 − f(µv(x))v(x) +Hv(λu(x), µv(x))v(x)
]
dx. (2.27)
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Sendo assim, se {(λn, µn)}n∈N ∈ R2 e´ uma sequeˆncia com (λn, µn)→ (λ, µ), enta˜o,




(λn − λ)|∇u(x)|2 − (f(λnu(x))− f(λu(x)))u(x)















E, novamente, pelas hipo´teses (f ′1) e (H1), aplicamos o Teorema da Convergeˆncia Dominada de
Lebesgue e a continuidade de Ψλ segue da continuidade de f e Hu.
Analogamente, temos que




(µn − µ)|∇v(x)|2 − (f(µnv(x))− f(µv(x)))v(x)















E mais uma vez, a continuidade de Ψµ segue da continuidade de f e Hv.





















2.3 UMA CLASSE DE SISTEMAS ELI´PTICOS 47
Da´ı, se (λn, µn)→ (λ, µ) ∈ R2, temos que


































e, utilizando o Teorema da Convergeˆncia Dominada de Lebesgue, o que e´ poss´ıvel pelas hipo´teses
(f1) e (H1), temos que, mais uma vez, a continuidade de f ∈ C1(Rn,R) e H ∈ C2(R2 \ X,R)
implica a continuidade de Ψλλ em R2 \X. Analogamente, obtemos que


































de onde conclu´ımos que Ψµµ e´ tambe´m cont´ınua em R2 \X. Por fim, utilizando (H1) e aplicando
o Teorema da Convergeˆncia Dominada de Lebesgue, temos que




















que nos garante que Ψλµ e´ cont´ınua em R2 \X, pois Huv o e´.
Lema 2.3.6. A origem (0, 0) e´ um mı´nimo local da aplicac¸a˜o Ψ.
Demonstrac¸a˜o: Primeiramente, note que Ψ(0, 0) = J(0u, 0v) = 0, pela hipo´tese (H2) e o
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− F (λu(x))− F (µv(x))
]
dx.
Agora, pelo Teorema A.5.7, existe M > 0 tal que
M‖u‖22 6 ‖u‖2.












































































Agora, como u e v sa˜o fixados e p > 2, sempre que














temos que Ψ(λ, µ) > 0. Portanto, como (u, v) foi tomado arbitrariamente, segue que a origem e´
um ponto de mı´nimo local da aplicac¸a˜o Ψ.
Agora, provaremos que os valores λ∗ e µ∗, que sa˜o os ma´ximos da func¸a˜o Ψ sobre os eixos
coordenados, existem e sa˜o u´nicos.
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Lema 2.3.7. Existem u´nicos λ∗ ∈ R e µ∗ ∈ R tais que
Ψ(λ∗, 0) = max
λ∈R
Ψ(λ, 0) e Ψ(0, µ∗) = max
µ∈R
Ψ(0, µ).
Demonstrac¸a˜o: Segue diretamente da aplicac¸a˜o do Lema 1.2.1 a cada uma das func¸o˜es, Ψ(λ, 0)
e Ψ(0, µ), concluindo que tais λ∗ e µ∗ existem e sa˜o u´nicos.
Utilizando agora os quatro lemas anteriores, Lemas 2.3.4, 2.3.5, 2.3.6 e 2.3.7, mostraremos
resultados que sera˜o a base para a demonstrac¸a˜o do Teorema 2.3.1. Tais resultados, os Lemas
2.3.8, 2.3.12 e 2.3.13, sa˜o de grande importaˆncia em todo este trabalho.
O Teorema 2.3.1, que e´ o nosso objetivo nesta sec¸a˜o e e´ resultado direto dos lemas descritos
acima, sera´ utilizado fortemente na demonstrac¸a˜o do Teorema 2.4.1 que e´ o nosso objetivo na
Sec¸a˜o 2.4. Ale´m disso, os Lemas 3.1.4, 3.1.5 e 3.1.6, sera˜o resultados semelhantes aos Lemas
2.3.8, 2.3.12 e 2.3.13, respectivamente. Portanto, utilizaremos os resultados obtidos nesta sec¸a˜o
para demonstrarmos os resultados do Cap´ıtulo 3.
O primeiro destes resultados, o Lema 2.3.8, nos mostra que podemos utilizar o me´todo de
Nehari para obter soluc¸o˜es para o problema (Pu,v). Mostraremos que a func¸a˜o que fornece o
supremo da variac¸a˜o radial de J em cada direc¸a˜o (u, v) existe, que tal supremo e´ u´nico e que o
elemento que atinge tal supremo pertence a` variedade de Nehari. Mostraremos ainda que todo
elemento da variedade de Nehari encontra-se fora de uma bola na˜o-degenerada centrada em
(0, 0). Ale´m disso, veremos que tal func¸a˜o e´ semicont´ınua inferiormente e ainda um resultado
sobre a func¸a˜o que associa a cada (u, v) ∈ T , um u´nico par de nu´meros reais que satisfazem os
resultados anteriores.
Lema 2.3.8. Sejam (u, v) ∈ T e N como definido em (2.21). Considere a seguinte func¸a˜o




Enta˜o existe um u´nico par de nu´meros positivos λ(u, v) e µ(u, v) tais que
i) Φ(u, v) = J(λ(u, v)u, µ(u, v)v);
ii) (λ(u, v)u, µ(u, v)v) ∈ N ;
iii) Existem γ1, γ2 > 0 tais que se (u, v) ∈ N enta˜o ‖u‖p > γ1, ‖v‖p > γ1 e ‖u‖ > γ2, ‖v‖ > γ2;
iv) Φ(·, ·) e´ semicont´ınua inferiormente com respeito a` convergeˆncia fraca em T ;
v) A aplicac¸a˜o (u, v) 7→ (λ(u, v), µ(u, v)) e´ cont´ınua de T em R+ × R+.
Antes de demonstrarmos este lema, estudaremos os pontos cr´ıticos da func¸a˜o Ψ(λ, µ), definida
em (2.25). Pelo Lema 2.3.5, temos que Ψ e´ de classe C2(R2 \X,R). Ale´m disso, os Lemas 2.3.6
e 2.3.4 garantem que Ψ atinge um mı´nimo local na origem e possui a geometria do “passo da
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Assim, calculando a derivada de Gateaux de J no ponto (λu, µv) com relac¸a˜o a` direc¸a˜o (u, 0),
utilizando as hipo´teses (f ′1), (H1) e o Teorema da Convergeˆncia Dominada de Lebesgue, obtemos:
∂J(λu, µv)
∂u
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De posse destas informac¸o˜es, provaremos a proposic¸a˜o a seguir:
Proposic¸a˜o 2.3.9. Se λ 6= 0 e µ 6= 0, enta˜o (λ, µ) e´ um ma´ximo local de Ψ.
Demonstrac¸a˜o: De fato, sejam λ 6= 0 e µ 6= 0, nosso objetivo e´ investigar a natureza do ponto
cr´ıtico (λ, µ) de Ψ. Para isso, estudaremos o comportamento da forma quadra´tica associada ao




)(Ψλλ(λ, µ) Ψλµ(λ, µ)






2 + 2Ψλµ(λ, µ)ab+ Ψµµ(λ, µ)b
2, (a, b) ∈ R2.
(2.36)
Mostraremos que Q(a, b) < 0 para todo elemento (a, b) ∈ R2 \ {(0, 0)}. Primeiramente, esti-
maremos o valor das segundas derivadas de Ψ, ou seja, Ψλλ, Ψλµ e Ψµµ. De maneira ana´loga












· u2. Assim, segue que



















































|∇u|2 − (f ′(λu)u)u+ (Huu(λu, µv)u)u)dx
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Analogamente, calculando Ψµµ(λ, µ) e utilizando a segunda equac¸a˜o de (2.35), temos que









2v2 − (1 + α)Hv(λu, µv)µv
)
dx.
Ale´m disso, calculando a derivada mista de Ψ, obtemos
Ψλµ(λ, µ) = lim
∆µ→0












































Agora, ao substituirmos as estimativas para Ψλλ, Ψλµ e Ψµµ em (2.36), obtemos a seguinte
estimativa para Q(a, b)
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em que























2v2 − (1 + α)Hv(λu, µv)µv.
Analisando de forma geral uma forma quadra´tica associada a` uma matriz quadrada sime´trica
de ordem 2, q(a, b) = x11a
2 + 2x12ab+ x22b
2, obtemos no caso x11 6= 0 que
q(a, b) = x11a












































Analogamente no caso x22 6= 0, temos































em que a11 = Hss(s, t)s
2−(1+α)Hs(s, t)s, a12 = Hst(s, t)st e a13 = Htt(s, t)t2−(1+α)Ht(s, t)t,
temos as seguintes possibilidades:
• Caso a11 6= 0 e a22 6= 0:
como a11 6= 0, temos que x11 < 0, pela definic¸a˜o de matriz na˜o-positiva definida. Assim, a













ja´ que a matriz Hessiana de H, definida em (H2), tem determinante na˜o-negativo.
• Caso a11 6= 0 e a22 = 0:
pelo resultado X), temos que o determinante de HessH e´ nulo. Logo, ao substituirmos os
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valores x11, x12 e x22 na equac¸a˜o (2.40) temos que








• Caso a22 6= 0 e a11 = 0:
de maneira ana´loga ao caso anterior, pelo resultado X), e a equac¸a˜o (2.41) temos que








• Caso a11 = 0 e a22 = 0:
neste caso,
QH(a, b) = x11a
2 + 2x12ab+ x22b
2 = 0.
Assim, QH(a, b) 6 0, e portanto, conclu´ımos que QH(λu, µv)(a, b) 6 0, Desse modo, como
‖(u, v)‖ 6= 0, para todo (a, b) ∈ R2 \ {(0, 0)},





















e portanto, o ponto (λ, µ) e´ um ponto de ma´ximo.
Observac¸a˜o 2.3.10. Como Ψ e´ de classe C2(R2 \ X,R), temos que a matriz Hessiana de Ψ
e´ sime´trica para todo (λ, µ) ∈ R2 tal que λµ 6= 0. Portanto, esta matriz e´ diagonaliza´vel (ver
[15]), ou seja, existem func¸o˜es ξ1(λ, µ) 6= 0 e ξ2(λ, µ) 6= 0 tais que
(
a b
)(Ψλλ(λ, µ) Ψλµ(λ, µ)















para todo (a, b) ∈ R2, com (a′, b′) ∈ R2 sendo a representac¸a˜o de (a, b) na base apropriada. Logo,
ao aplicarmos aos vetores (1, 0) e (0, 1), obtemos que ξ1(λ, µ) < 0 e ξ2(λ, µ) < 0, para todo
(λ, µ) ∈ R2 \X. Assim,
det
(
Ψλλ(λ, µ) Ψλµ(λ, µ)








Sabendo enta˜o que (λ, µ) e´ ponto de ma´ximo, provaremos agora outra afirmac¸a˜o que nos
garante que, dadas as hipo´teses sob as quais estamos trabalhando, existem exatamente 4 pontos
de ma´ximo para a aplicac¸a˜o Ψ(λ, µ).
Proposic¸a˜o 2.3.11. Existem exatamente quatro pontos cr´ıticos com componentes na˜o-nulas,
consequentemente ma´ximos, cada um em um dos quadrantes de R2.
Demonstrac¸a˜o: Primeiramente, mostraremos que se |λ|+ |µ| → ∞, enta˜o Ψ(λ, µ)→ −∞. Para
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tanto, utilizaremos os resultados VI) e (2.5) para estimar a func¸a˜o Ψ. Assim


















C3|λu(x)| − C4|λu(x)|2+γ + C3|µv(x)| − C4|µv(x)|2+γ
+ C(1 + |λu(x)|+ |µv(x)|)2+β
]
dx,
e, como u e v esta˜o fixados e pertencem a todos os espac¸os Lq(Ω) em que 1 6 q 6 p, temos
Ψ(λ, µ) 6M1(|λ|2 + |µ|2) +M2(|λ|+ |µ|)
−M3(|λ|2+γ + |µ|2+γ) +M4(|Ω|+ |λ|2+β + |µ|2+β),
(2.42)








M2 = max{C3|Ω|‖u‖2, C3|Ω|‖v‖2},
M3 = min{C4‖u‖2+γ2+γ , C4‖v‖2+γ2+γ} e
M4 = max{C21+β, 21+2βC‖u‖2+β2+β, 21+2βC‖v‖2+β2+β}.
Agora, como ar + br 6 (a+ b)r sempre que a, b > 0 e r > 1, segue, da equac¸a˜o (2.42), que
Ψ(λ, µ) 6M1(|λ|+ |µ|)2 +M2(|λ|+ |µ|)−M3(|λ|+ |µ|)2+γ
+ M4(|Ω|+ |λ|+ |µ|)2+β.
Logo, como γ > β > 0, quando |λ| + |µ| → ∞, temos que Ψ(λ, µ) → −∞, como deseja´vamos.
Tal resultado nos garante que Ψ possui pelo menos um ma´ximo local em cada quadrante. Ale´m
disso, grac¸as a` Proposic¸a˜o 2.3.9, temos que Ψ e´ uma func¸a˜o coˆncava fora de uma bola de raio
R, suficientemente grande, que denotaremos por BR ⊂ R2. Assim,
deg(∇Ψ, 0, BR) = deg(Ψλ, 0, [−R,R]).deg(Ψµ, 0, [−R,R]),
em que deg(∇Ψ, 0, BR) representa o grau topolo´gico de ∇Ψ em 0 relativo a BR. Agora, para
que ∇Ψ = (0, 0) e´ preciso que Ψλ = Ψµ = 0. Mas, devido a` geometria do funcional Ψ, temos
deg(Ψλ, 0, [−R,R]) = −1 + 1− 1 = −1 e
deg(Ψµ, 0, [−R,R]) = −1 + 1− 1 = −1,
em que −1 representa o grau nos pontos de ma´ximo e +1 e´ o grau nos pontos de mı´nimo. Logo
deg(∇Ψ, 0, BR) = (−1).(−1) = 1. (2.43)
Mostraremos agora que Ψ admite exatamente um ponto cr´ıtico em cada semieixo de R2 e que
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o grau em cada um destes pontos e´ −1. Para isto, mostraremos que o determinante da matriz
Hessiana de Ψ nestes pontos e´ negativa. De fato, pelos Lemas 2.3.4 e 2.3.7, temos que existem
pontos cr´ıticos ao longo de cada semieixo e que estes pontos sa˜o u´nicos. Denotaremos tais
pontos cr´ıticos por (+λ, 0), (−λ, 0), (0,+µ), (0,−µ). O determinante da matriz Hessiana de Ψ
em (+λ, 0) e´ dado por
det(HessΨ(+λ, 0)) = Ψλλ(+λ, 0)Ψµµ(+λ, 0)− (Ψλµ(+λ, 0))2. (2.44)
Agora, como (+λ, 0) e´ ponto cr´ıtico, pela desigualdade (2.38), temos








− (1 + α)Hu(+λu, 0v)(+λ)u) dx
< 0,
(2.45)
pois, ‖u‖ > 0 e, pela hipo´tese (H2),∫ (
Huu(+λu, 0v) + λ
2u2 − (1 + α)Hu(+λu, 0v) + λu
)
dx 6 0.
Note que, embora a hipo´tese (H2) esteja restrita para os pontos (s, t) ∈ R2 \X, utilizando um
























Ψµµ(+λ, 0) = ‖v‖2. (2.47)
Temos tambe´m que
Ψλµ(+λ, 0) = Ψµλ(+λ, 0) =
∫
Ω
Huv(+λu, 0v)uvdx = 0. (2.48)
Assim, substituindo (2.45), (2.47) e (2.48) em (2.44), obtemos
det(HessΨ(+λ, 0)) < 0
e, trocando (+λ, 0) por (−λ, 0),
det(HessΨ(−λ, 0)) < 0.
De maneira ana´loga, obtemos tambe´m
det(HessΨ(0,+µ)) < 0
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e
det(HessΨ(0,−µ)) < 0.
Conclu´ımos enta˜o que cada ponto (±λ, 0) e (0,±µ) teˆm grau −1.
Ale´m disso, como foi mostrado no Lema 2.3.6, (0, 0) e´ mı´nimo local de Ψ, e, portanto, o grau
na origem e´ 1.
Por fim, os u´ltimos pontos cr´ıticos a serem analisados sa˜o os pontos de ma´ximo obtidos
na Proposic¸a˜o 2.3.11. Como vimos na Observac¸a˜o 2.3.10, o determinante det(HessΨ) nestes
pontos e´ positivo, logo seu grau e´ +1. Assim, seja n a quantidade de tais pontos de ma´ximos.
Pela propriedade da excisa˜o do grau, como deg(∇Ψ, 0, BR) e´ a soma dos graus no (0, 0), que
e´ ponto de mı´nimo, nos pontos cr´ıticos sobre os eixos e nos pontos de ma´ximo obtidos na
Proposic¸a˜o 2.3.9, de (2.43), temos que
+1 = deg(∇Ψ, 0, BR) = (+1) · 1 + (−1) · 4 + (+1) · n.
Conclu´ımos que n = 4, provando, assim, que Ψ possui 4 pontos de ma´ximo.
Agora, demonstraremos o Lema 2.3.8.
Demonstrac¸a˜o do Lema 2.3.8: Utilizaremos os resultados apresentados anteriormente para
mostrar agora os itens i) a v) do Lema 2.3.8. Para isso, consideraremos (λ(u, v), µ(u, v)) como
sendo o ma´ximo local presente em (0,∞) × (0,∞). Sabemos que este ma´ximo existe e e´ u´nico
pois, pela Proposic¸a˜o 2.3.11, existe um u´nico ponto cr´ıtico no 1o quadrante e, pela Proposic¸a˜o
2.3.9, este ponto cr´ıtico e´ ma´ximo local. Sendo assim:
i) Como (λ(u, v), µ(u, v)) e´ ponto de ma´ximo de Ψ, temos que




Mas, pela definic¸a˜o de Ψ, temos
J(λ(u, v)u, µ(u, v)v) = max
λ>0
µ>0




e, da´ı, podemos concluir que Φ(u, v) = J(λ(u, v)u, µ(u, v)v), como quer´ıamos.
ii) Como (λ(u, v), µ(u, v)) e´ ponto cr´ıtico de Ψ e, ale´m disso, e´ tambe´m a u´nica soluc¸a˜o positiva
de (2.35), temos








Jv(λ(u, v)u, µ(u, v)v) · µ(u, v)v = 0,
nos levando a concluir que
Ju(λ(u, v)u, µ(u, v)v) · λ(u, v)u = Jv(λ(u, v)u, µ(u, v)v) · µ(u, v)v = 0
ou seja, (λ(u, v)u, µ(u, v)v) ∈ N .
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|∇u(x)|2 − f(u(x))u(x) +Hu(u(x), v(x))u(x)
]
dx.















∣∣∣∣ dx 6 ∫
Ω
|f(u(x))||u(x)|dx.
Como, pelo Teorema A.5.7, existe M > 0 tal que
M‖u‖2p 6 ‖∇u‖22,






, por IV), existe C1 > 0 tal que























= ε|Ω| pp−2 ‖u‖2p.
Assim,
0 < (M − ε|Ω| pp−2 )‖u‖2p 6 C1‖u‖pp,
concluindo que
‖u‖p−2p >
M − ε|Ω| pp−2
C1
=: γp−21 .
Analogamente, trocando u por v, obtemos que
‖v‖p−2p > γp−21 ,
concluindo a primeira parte da demonstrac¸a˜o.
Para a segunda parte, note que, pelas imersa˜o de Sobolev (Teorema A.5.6), existe uma
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constante K(p) > 0 independente de u e v tal que
‖u‖p 6 K(p)‖u‖ e ‖v‖p 6 K(p)‖v‖.




‖u‖ > γ2 e ‖v‖ > γ2,
concluindo a demonstrac¸a˜o do item iii).
iv) Nosso objetivo agora e´ provar que a aplicac¸a˜o Φ e´ fracamente semicont´ınua inferiormente.
Para isso, vamos considerar uma sequeˆncia {(un, vn)}n∈N ⊂ T tal que (un, vn) converge
fracamente para (u0, v0) ∈ T , o que denotaremos por (un, vn) ⇀ (u0, v0). Queremos mostrar
que
lim inf
n→∞ Φ(un, vn) > Φ(u0, v0).
Como (un, vn) ⇀ (u0, v0), temos que
‖u0‖+ ‖v0‖ = ‖(u0, v0)‖ 6 lim inf
n→∞ ‖(un, vn)‖ = lim infn→∞ (‖un‖+ ‖vn‖).
Ale´m disso, utilizando a notac¸a˜o λ0 := λ(u0, v0) e µ0 := µ(u0, v0), note que











− (F (λ0u0(x))− F (λ0un(x)))







Agora, pela hipo´tese (f ′1), segue que, para cada x ∈ Ω,











= C(|λ0u0(x)| − |λ0un(x)|+ |λ0u0(x)|p − |λ0un(x)|p)
= Cλ0(|u0(x)| − |un(x)|) + Cλp0(|u0(x)|p − |un(x)|p).






















p′ (‖u0‖p − ‖un‖p) + Cλp0(‖u0‖pp − ‖un‖pp).
Analogamente










p′ (‖v0‖p − ‖vn‖p) + Cµp0(‖v0‖pp − ‖vn‖pp).
Temos tambe´m que
|H(λ0u0(x), µ0v0(x))−H(λ0un(x), µ0v(x))|
6 |H(λ0u0(x), µ0v0(x))−H(λ0u0(x), µ0vn(x))|
+ |H(λ0u0(x), µ0vn(x))−H(λ0un(x), µ0vn(x))|,
e, aplicando o Teorema do Valor Me´dio a cada uma das parcelas acima, obtemos
|H(λ0u0(x), µ0v0(x))−H(λ0un(x), µ0v(x))|
6 |Hv(λ0u0(x), θvµ0v0(x) + (1− θv)µ0vn(x))µ0(v0(x)− vn(x))|
+ |Hu(θuλ0u0(x) + (1− θu)λ0un(x), µ0vn(x))λ0(u0(x)− un(x))|,
em que θu, θv ∈ [0, 1]. Assim, pela hipo´tese (H1) e pelo Lema A.5.4, conclu´ımos que
|H(λ0u0(x), µ0v0(x))−H(λ0un(x), µ0v(x))|
6 |Hv(λ0u0(x), θvµ0v0(x) + (1− θv)µ0vn(x))µ0(v0(x)− vn(x))|
+ |Hu(θuλ0u0(x) + (1− θu)λ0un(x), µ0vn(x))λ0(u0 − un)|
6 C(1 + λ0|u0(x)|p−1 + 2p−2µp−10 (|v0(x)|p−1 + |vn(x)|p−1))µ0|v0(x)− vn(x)|
+ C(1 + 2p−2λp−10 (|u0(x)|p−1 + |un(x)|p−1) + µ0|vn(x)|p−1)λ0|u0(x)− un(x)|.
Por tais estimativas, ao aplicarmos a desigualdade de Ho¨lder e a desigualdade de Poincare´
a` integral da expressa˜o acima, obtemos∫
Ω
|H(λ0u0(x), µ0v0(x))−H(λ0un(x), µ0v(x))|dx 6 C‖v0 − vn‖p + C‖u0 − un‖p,
em que C e´ constante dependendo de |Ω|, p, λ0, µ0 e das normas em H10 (Ω) de u0, un, v0
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e vn. Dessa forma, de (2.49), podemos concluir que











p′ (‖u0‖p − ‖un‖p) + Cλp0(‖u0‖pp − ‖un‖pp)
+ Cµ0|Ω|
1
p′ (‖v0‖p − ‖vn‖p) + Cµp0(‖v0‖pp − ‖vn‖pp)
+ C‖v0 − vn‖p + C‖u0 − un‖p,
(2.50)
que tende a zero quando (un, vn)→ (u0, v0) em Lp(Ω). Assim, temos que
J(λ0u0, µ0v0)− J(λ0un, µ0vn) = o(1).
Logo, por (2.50)
Φ(u0, v0) = J(λ0u0, µ0v0)− J(λ0un, µ0vn) + J(λ0un, µ0vn)
6 J(λ0un, µ0vn) + o(1).
(2.51)
Mas, J(λ0un, µ0vn) 6 J(λnun, µnvn), em que λn = λ(un, vn) e µn = µ(un, vn). Assim,
Φ(u0, v0) 6 J(λnun, µnvn) + o(1).
Portanto, quando tomamos o limite inferior quando n→ 0, obtemos a seguinte desigualdade




v) Se considerarmos X = T , Y = R+ × R+, Z = R e








no Teorema da Func¸a˜o Impl´ıcita (Teorema A.5.10), em que Ψ(u,v)(λ, µ) e´ o valor da func¸a˜o
Ψ(λ, µ) para um dado par (u, v), x = (u, v) e y = (λ, µ). Como, pelas Proposic¸o˜es 2.3.9 e
2.3.11, temos que existe (u0, v0, λ0, µ0) ∈ X × Y tal que χ(u0, v0, λ0, µ0) = 0 e, ale´m disso,
(
∂χ(u0, v0, λ0, µ0)
∂λ
,














que, como vimos na Observac¸a˜o 2.3.10, fixado (u, v) ∈ T , tem determinante negativo, para
todo (λ, µ) ∈ R2\{(s, t) ∈ R2 : st = 0}, conclu´ımos pelo Teorema A.5.10 que dado (u0, v0) ∈
T , existe uma vizinhanc¸a conexa W de (u0, v0) e uma u´nica aplicac¸a˜o ζ ∈ C1(W,Y ) tal que
ζ(u0, v0) = (λ0, µ0) e, para todo (u, v) ∈ W , temos f(u, v, ζ(u, v)) = 0. Por um argumento
de conexidade, conclu´ımos que a func¸a˜o ζ, definida de forma que ζ(u, v) = (λ(u, v), µ(u, v)),
e´ u´nica e cont´ınua em T .
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Definido dessa maneira, temos que d > 0, pois, como foi mostrado no Lema 2.3.6, quando λ e µ
esta˜o pro´ximos de zero, J(λu, µv) > 0 para todo (u, v) ∈ T e todo (λ, µ) ∈ R2. Assim,
d = inf
(u,v)∈T














J(λu, µv) = inf
(u,v)∈T
J(λ(u, v)u, µ(u, v)v), (2.52)
e, como (λ(u, v)u, µ(u, v)v) ∈ N , temos
d = inf
(u,v)∈N
J(u, v) > inf
(u,v)∈N
J(u, v),
em que N = {(u, v) ∈ N : u = λ(u, v)u e v = µ(u, v)v, com (u, v) ∈ T }. Suponhamos, enta˜o,
que d > c = inf
(u,v)∈N
J(u, v). Assim, existe (u˜, v˜) ∈ N tal que d > J(u˜, v˜). Como N ⊂ T , temos
que (u˜, v˜) ∈ T e
d 6 Φ(u˜, v˜) = J(λ(u˜, v˜)u˜, µ(u˜, v˜)v˜) = J(u˜, v˜) < d,
o que e´ um absurdo. Portanto, conclu´ımos que
d = c. (2.53)
Este u´ltimo resultado nos sera´ u´til quando formos mostrar que o problema de minimizar J
em N tem soluc¸a˜o.
Lema 2.3.12. Existe (uc, vc) ∈ N tal que J(uc, vc) = c.
Demonstrac¸a˜o: Como definimos em (2.23),
c := inf
(u,v)∈N
J(u, v) > 0.
Assim, temos que existe uma sequeˆncia minimizante em N , ou seja, {(un, vn)}n∈N ∈ N tal que
lim
n→∞ J(un, vn) = inf(u,v)∈N
J(u, v) = c.
Tal sequeˆncia pode ser tomada de tal forma que J(un, vn) 6 c + 1 para todo n ∈ N, pois, caso
contra´rio,
lim
n→∞ J(un, vn) > c+ 1 6= c = inf(u,v)∈N J(u, v),
e portanto {(un, vn)} na˜o seria uma sequeˆncia minimizante. Como (un, vn) pertence a N , temos
que ∇J(un, vn) · (un, vn) = 0, para todo n. Assim, considerando o valor α obtido na hipo´tese
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(H2), temos



















(|∇vn|2 − f(vn)vn +Hv(un, vn)vn) dx.
Podemos reescrever a inequac¸a˜o acima da seguinte maneira:








(f(un)un − (α+ 2)F (un)) +
∫
Ω




((α+ 2)H(un, vn)−Hu(un, vn)un −Hv(un, vn)vn) dx. (2.54)
Agora, pelos resultados VII) e IX), temos que as treˆs u´ltimas integrais de (2.54) sa˜o na˜o-
negativas. Portanto,




(|∇un|2 + |∇vn|2) dx,
e assim
(α+ 2)(c+ 1) > α
2
(‖un‖2 + ‖vn‖2) .
Podemos enta˜o majorar a norma de (un, vn) da seguinte forma
‖un‖2 + ‖vn‖2 6 2(α+ 2)(c+ 1)
α
. (2.55)
Com a limitac¸a˜o dada em (2.55) para un e vn, temos que existe (u˜, v˜) ∈ T tal que
(un, vn) ⇀ (u˜, v˜),
pois H10 (Ω)×H10 (Ω) e´ reflexivo. Ale´m disso, como H10 (Ω) esta´ imerso compactamente em Lp(Ω)
para todo 2 < p < 2∗, temos que un → u˜ e vn → v˜ em Lp(Ω). Consequentemente, (un, vn) →
(u˜, v˜) em Lp(Ω)× Lp(Ω), ou seja, neste espac¸o a convergeˆncia e´ forte. Agora, como∣∣‖un‖p − ‖u˜‖p∣∣ 6 ‖un − u˜‖p,
temos que a convergeˆncia de un → u˜ em Lp(Ω) implica na convergeˆncia das normas, ou seja,
‖un‖p → ‖u˜‖p. Mas, pelo item iii) do Lema 2.3.8, temos que ‖un‖p > γ1 e, assim, conclu´ımos
que ‖u˜‖p > γ1. De maneira ana´loga, obtemos que ‖v˜‖p > γ1.
Como Φ e´ uma func¸a˜o fracamente semicont´ınua inferiormente, propriedade provada no Lema
2.3.8 - item iv), temos que Φ(u˜, v˜) 6 c. Mas, pela definic¸a˜o de d e (2.53), temos que
Φ(u˜, v˜) > d = c.
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e, pelo Lema 2.3.8 - itens i), ii) e v), existem u´nicos λ˜ = λ(u˜, v˜) e µ˜ = µ(u˜, v˜), tais que
(λ˜u˜, µ˜v˜) ∈ N e c = J(λ˜u˜, µ˜v˜). Assim, se definirmos
(uc, vc) := (λ˜u˜, µ˜v˜),
temos o resultado desejado.
Agora temos um candidato a elemento minimal para a variedade de Nehari, mas, para que o
ponto encontrado seja, de fato, o ponto desejado, precisamos verificar se (uc, vc) e´ ponto cr´ıtico
do funcional J . Com esse objetivo, enunciaremos e demonstraremos nosso pro´ximo lema.
Lema 2.3.13. Se (uc, vc) ∈ N e´ tal que J(uc, vc) = c, enta˜o (uc, vc) e´ ponto cr´ıtico de J .
Demonstrac¸a˜o: A demonstrac¸a˜o para tal fato sera´ dada por contradic¸a˜o. Sendo assim, suponha
que (uc, vc) ∈ N , J(uc, vc) = c, mas (uc, vc) na˜o e´ ponto cr´ıtico, ou seja, ∇J(uc, vc) 6= 0. Como
J e´ um funcional de classe C1, temos que existem ρ > 0 e δ > 0 satisfazendo 4δ < γ1, γ1 dado
pelo item iii) do Lema 2.3.8, e
(u, v) ∈ Bδ ((uc, vc))⇒ ‖∇J(u, v)‖ > ρ.
Agora, pelo Lema A.1.3, temos que existe uma aplicac¸a˜o cont´ınua η : H10 (Ω) × H10 (Ω) −→
H10 (Ω)×H10 (Ω) e uma constante ν > 0 tais que:
a) η(u, v) = (u, v) para todo (u, v) /∈ B4δ ((uc, vc)) ∩ J−1([c− 2ν, c+ 2ν]);
b) J(η(u, v)) 6 J(u, v) para todo (u, v) ∈ H10 (Ω)×H10 (Ω);
c) Para todo (u, v) ∈ B2δ ((uc, vc)) ∩ J−1 ((−∞, c+ ν])), temos que J(η(u, v)) 6 c− ν.
Note que os resultados a), b) e c) acima seguem diretamente dos itens i), v) e ii) do Lema A.1.3,
respectivamente. Considere agora a aplicac¸a˜o Γ(s, t) := (sRuc, tRvc), em que R > 1 e´ fixado de
tal maneira que (R − 1)γ1 > 4δ. Afirmamos, primeiramente, que Γ e´ cont´ınua. De fato, dados
ε > 0 e um ponto (s0, t0) ∈ R2, se tomarmos δ = δ(ε) = ε
R(‖uc‖+ ‖vc‖) , teremos que,
|(s, t)− (s0, t0)| < δ ⇒ |s− s0| < δ e |t− t0| < δ,
e, da´ı,
‖Γ(s, t)− Γ(s0, t0)‖ = ‖(sRuc, tRvc)− (s0Ruc, t0Rvc)‖




R(‖uc‖+ ‖vc‖) = ε.
E, como (s0, t0) foi tomado arbitrariamente, temos que a aplicac¸a˜o Γ e´ cont´ınua.
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Estudemos agora a deformac¸a˜o do espac¸o definido pela imagem da aplicac¸a˜o Γ pela aplicac¸a˜o
η. Nossa primeira observac¸a˜o sobre tal deformac¸a˜o e´ que
sup
s>0,t>0
J(η(Γ(s, t)) < c . (2.56)
A desigualdade acima e´ estrita pelo fato de (uc, vc) ser o u´nico ponto de ma´ximo local restrito
ao quadrante a que pertence na aplicac¸a˜o (λuc, µvc), (λ, µ) ∈ R+ × R+. Caso contra´rio, para
todo rn ∈ (0, c), n ∈ N, com rn → c, existiria
(snRuc, tnRvc) ∈ H10 (Ω)×H10 (Ω) \B2δ(uc, vc) (2.57)
tal que
J(snRuc, tnRvc) > c− rn.
Mas, neste caso,
0 < c− rn 6 J(snRuc, tnRvc) 6 c.






























C(1 + λ|uc(x)|+ µ|vc(x)|)2+βdx.




(λ2‖uc‖2 + µ2‖vc‖2) + C3|Ω| 12 ‖uc‖2λ− C4‖uc‖2+γ2+γλ2+γ
+ C3|Ω| 12 ‖vc‖µ− C4‖vc‖2+γ2+γµ2+γ + C(|Ω|+ λ2+β‖uc‖2+β2+β + µ2+β‖vc‖2+β2+β)
6M1(λ+ µ)2 +M2(λ+ µ)−M3(λ+ µ)2+γ +M4(λ+ µ)2+β +M4, (2.58)





M2 := C3|Ω| 12 max{‖uc‖2, ‖vc‖2},
M3 := C4 max{‖uc‖2+γ2+γ , ‖vc‖2+γ2+γ} e
M4 := 2
2(β+1)C max{‖uc‖2+β2+β, ‖vc‖2+β2+β}|Ω|.
Mas, como M1, M2, M3 e M4 sa˜o constantes positivas e (2.58) temos que existe n0 ∈ N tal que,
para todo λ + µ > n0, J(λuc, µvc) < 0. Da´ı, como J(snRuc, tnRvc) > 0 para todo par (sn, tn),
temos que
snR+ tnR 6 n0,
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logo
sn + tn 6
n0
R
e portanto, sn + tn e´ uma sequeˆncia limitada. Assim, as sequeˆncias {sn}n∈N e {tn}n∈N sa˜o
limitadas e, portanto, admitem subsequeˆncias convergentes. Digamos que (snk , tnk) → (s0, t0),
se k → ∞. Temos pelo Teorema da Convergeˆncia Dominada de Lebesgue e pela continuidade
do funcional J que
J(snkRuc, tnkRvc)→ J(s0Ruc, t0Rvc).
Agora, para todo k ∈ N, por (2.57),




‖(snkRuc, tnkRvc)− (uc, vc)‖ > 2δ
e, pela continuidade da norma, temos
‖(s0Ruc, t0Rvc)− (uc, vc)‖ > 2δ.
Logo, (s0Ruc, t0Rvc) 6= (uc, vc) e J(s0Ruc, t0Rvc) = c, contradizendo o fato de (uc, vc) ser o
u´nico ponto de ma´ximo naquele quadrante de (λuc, µvc), (λ, µ) ∈ R+ × R+.
Provaremos, agora, que a aplicac¸a˜o η ◦ Γ intersecta a variedade N , e assim, pela definic¸a˜o
de c, teremos que
sup
s>0,t>0
J(η(Γ(s, t))) > c (2.59)
obtendo uma contradic¸a˜o por (2.56) e (2.59). Para isso, vamos considerar a seguinte aplicac¸a˜o:
H : [0, 1]× [0, 1] −→ R+ × R+
(s, t) 7→ (λ(η(Γ(s, t)))− 1, µ(η(Γ(s, t)))− 1)
que e´ cont´ınua, pois η ◦ Γ e´ cont´ınua e, pelo item v) do Lema 2.3.8, Λ(u, v) = (λ(u, v), µ(u, v)),
com (u, v) ∈ H10 (Ω)×H10 (Ω), tambe´m e´ cont´ınua. Definindo
τ : R2 −→ R2
(a, b) 7→ τ(a, b) = (a− 1, b− 1),
temos que τ e´ cont´ınua por ser a translac¸a˜o de uma aplicac¸a˜o cont´ınua, no caso a aplicac¸a˜o
identidade. Assim, a aplicac¸a˜o H(s, t) = τ ◦Λ◦η◦Γ(s, t), definida como a composic¸a˜o de func¸o˜es
cont´ınuas e´ cont´ınua e segue o resultado.
Analisaremos, agora, os valores da aplicac¸a˜o H na fronteira do domı´nio, ou seja, H(0, ·),
H(1, ·), H(·, 0), H(·, 1). Para isso, seja ζ > 0 tal que Γ(ζ, t) /∈ B4δ ((uc, vc)), para todo t ∈ [0, 1].







‖ζRuc − uc‖ >
∣∣‖ζRuc‖ − ‖uc‖∣∣ = |ζR− 1|‖uc‖.







⇒ ζR < 1, pois ‖uc‖ > γ1 > 4δ > 0. Logo
‖ζRuc − uc‖ > (1− ζR)‖uc‖ >
(




‖Γ(ζ, t)− (uc, vc)‖ = ‖ζRuc − uc‖+ ‖tRvc − vc‖ > ‖ζRuc − uc‖ > 4δ,
para todo t ∈ R+. Portanto, Γ(ζ, t) /∈ B4δ ((uc, vc)), para t ∈ [0, 1]. Agora, como Γ(ζ, t) /∈
B4δ ((uc, vc)), temos, por a), que η(Γ(ζ, t)) = Γ(ζ, t), logo, a primeira coordenada do vetor
H(ζ, t), a qual denotaremos por H1(ζ, t), sera´
H1(ζ, t) = λ(Γ(ζ, t)− 1 = λ(ζRuc, tRvc)− 1.
Mas, como (uc, vc) ∈ N , temos que λ(ζRuc, tRvc) e´ tal que
λ(ζRuc, tRvc)ζR = 1.
Portanto, λ(ζRuc, tRvc) =
1
ζR
e H1(ζ, t) = 1
ζR









e pela continuidade da aplicac¸a˜o Λ, temos que
H1(0, t) = lim
ζ→0




− 1 = +∞ > 0.
Calcularemos agora o valor de H1(1, ·). Como
‖Γ(1, t)− (uc, vc)‖ = ‖(Ruc, tRvc)− (uc, vc)‖
= ‖((R− 1)uc, (tR− 1)vc)‖
= ‖(R− 1)uc‖+ ‖(tR− 1)vc‖
> ‖(R− 1)uc‖.
Agora, como ‖uc‖ > γ1, temos que (R − 1)‖uc‖ > (R − 1)γ1 > 4δ. Logo Γ(1, t) /∈ B4δ ((uc, vc))
e, consequentemente, η(Γ(1, t)) = Γ(1, t). Da´ı, temos que
H1(1, t) = λ(Γ(1, t))− 1 = λ(Ruc, tRvc)− 1,




. Agora, R > 1, e portanto,
H1(1, t) = 1
R
− 1 < 0.







‖σRvc − vc‖ >
∣∣‖σRvc‖ − ‖vc‖∣∣ = |σR− 1|‖vc‖.







⇒ σR < 1, pois ‖vc‖ > γ1 > 4δ > 0. Logo
‖σRvc − vc‖ > (1− σR)‖vc‖ >
(




‖Γ(s, σ)− (uc, vc)‖ = ‖sRuc − uc‖+ ‖σRvc − vc‖ > ‖σRvc − vc‖ > 4δ,
para todo t ∈ R+. Portanto, Γ(s, σ) /∈ B4δ ((uc, vc)), para t ∈ [0, 1]. Agora, como Γ(s, σ) /∈
B4δ ((uc, vc)), temos, por a), que η(Γ(s, σ)) = Γ(s, σ), logo, a segunda coordenada do vetor
H(s, σ), que sera´ representada por H2(s, σ), sera´
H2(s, σ) = µ(Γ(s, σ)− 1 = µ(sRuc, σRvc)− 1.
Mas, como (uc, vc) ∈ N , temos que µ(sRuc, σRvc) e´ tal que
µ(sRuc, σRvc)σR = 1.
Portanto, µ(sRuc, σRvc) =
1
σR
e H2(s, σ) = 1
σR









e pela continuidade da aplicac¸a˜o Λ, temos que
H2(s, 0) = lim
σ→0




− 1 = +∞ > 0.
Agora, para H2(·, 1),
‖Γ(s, 1)− (uc, vc)‖ = ‖(sRuc, Rvc)− (uc, vc)‖
= ‖((sR− 1)uc, (R− 1)vc)‖
= ‖(sR− 1)uc‖+ ‖(R− 1)vc‖
> ‖(R− 1)vc‖.
Assim, por ‖vc‖ > γ1, temos que (R − 1)‖vc‖ > (R − 1)γ1 > 4δ. Logo Γ(s, 1) /∈ B4δ ((uc, vc)) e,
consequentemente, η(Γ(s, 1)) = Γ(s, 1). Da´ı, temos que
H2(s, 1) = µ(Γ(s, 1))− 1 = µ(sRuc, Rvc)− 1,
e, pela definic¸a˜o de µ(u, v) e o fato de (uc, vc) estar em N , conclu´ımos que µ(sRuc, Rvc) = 1
R
.
Agora, R > 1, ou seja,
1
R
< 1 e, portanto,
H2(s, 1) = 1
R
− 1 < 0.
Com tais resultados para H, estamos em condic¸o˜es de aplicar o Teorema de Miranda (Teorema
A.2.2) que nos garante que existe um par (s0, t0) ∈ (0, 1) × (0, 1) tal que H(s0, t0) = (0, 0), ou
seja,
λ(η(Γ(s0, t0))) = µ(η(Γ(s0, t0))) = 1.
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Da´ı, pelo item ii) do Lema 2.3.8, temos que η(Γ(s0, t0)) ∈ N , de onde podemos concluir,
J(η(Γ(s0, t0))) > inf
(u,v)∈N
J(u, v) = c,
resultando em (2.59) e obtendo assim uma contradic¸a˜o. Sendo assim, como na˜o pode existir
tal deformac¸a˜o η, temos que ‖∇J(u0, v0)‖ = 0, como quer´ıamos, concluindo a demonstrac¸a˜o do
lema.
Tais resultados para os valores de H1(0, ·), H1(1, ·), H2(·, 0) e H2(·, 1) devem ao fato de J
ser negativo quando se afasta da origem, grac¸as a` superquadraticidade de F , e as func¸o˜es λ(·, ·)
e µ(·, ·) atingirem ma´ximo positivo, ou seja, tal ma´ximo deve ser atingido pro´ximo da origem.
Agora que temos os Lemas 2.3.8, 2.3.12 e 2.3.13, podemos demonstrar facilmente a Proposic¸a˜o
2.3.3.
Demonstrac¸a˜o da Proposic¸a˜o 2.3.3:
Pelo Lema 2.3.8, temos que N e´ na˜o-vazio, pelo Lema 2.3.12, temos que existe (uc, vc) ∈ N
tal que
J(uc, vc) = c = inf
(u,v)∈N )
J(u, v)
e, pelo Lema 2.3.13, temos que (uc, vc) e´ um ponto cr´ıtico, como quer´ıamos.
Com este u´ltimo resultado, temos quase tudo o que precisamos para provarmos o Teorema
2.3.1. So´ nos resta mostrar que e´ poss´ıvel obter (uc, vc) com uc > 0 e vc > 0 e este sera´ o nosso
objetivo durante a demonstrac¸a˜o do teorema.
Demonstrac¸a˜o do Teorema 2.3.1: Para mostrar que existem func¸o˜es estritamente positivas
que satisfazem o sistema (Pu,v), note que, pelo Lema A.3.2 e pela paridade assumida no in´ıcio


















∣∣∇vc∣∣2 − F (uc)− F (vc) +H(uc, vc)]dx
= c.
Assim, pelo Lema 2.3.13, temos que (|uc|, |vc|) e´ um ponto cr´ıtico de J e portanto, suas
componentes devem ser suaves pois f e H sa˜o func¸o˜es de classe C1(R) e C1(R2), respectivamente.
Dessa maneira, obtemos que uc = |uc| > 0 e vc = |vc| > 0. A partir de agora, nos referiremos
a |uc| como u. Assim, pela Proposic¸a˜o 2.3.3, temos que (u, v) e´ soluc¸a˜o fraca do sistema (Pu,v)
com excec¸a˜o das restric¸o˜es u > 0 e v > 0. Mas, pelo Teorema de Bre´zis-Kato (Teorema A.3.1),
temos que u, v ∈ C1,α(Ω,R), com 0 < α < 1. Assim, pela Teoria de Regularidade de Schauder
(Teorema A.3.4), segue que u, v ∈ C2,α(Ω,R) ∩ C0(Ω,R) e, portanto, e´ soluc¸a˜o cla´ssica para o
problema (Pu,v). Ale´m disso, como u, v sa˜o cont´ınuas em Ω e Ω e´ compacto, temos que
|u(x)| 6M e |v(x)| 6M, (2.60)
para algum M > 0. Para mostrarmos que u > 0 e v > 0, utilizaremos o Teorema A.3.3. Para
isso, note que, como u(x) > 0, temos que, se x e´ tal que u(x) = 0, enta˜o Hu(u(x), v(x)) = 0 e
2.4 UMA VERSA˜O SIMPLIFICADA DO PROBLEMA DE NEHARI. 70









, se u(x) 6= 0 e v(x) 6= 0
0 , se u(x) = 0 ou v(x) = 0
(2.61)
e
∆u(x)− c(x)u(x) = −f(u(x)) 6 0, (2.62)




e´ limitado. De fato, pelos resultado (2.3) e (2.60), temos∣∣∣∣Hu(u(x), v(x))u(x)
∣∣∣∣ 6 C(1 + |u(x)|β + |v(x)|β)
6 C(1 + 2Mβ).
Da´ı, aplicando o Princ´ıpio do Ma´ximo Forte (Teorema A.3.3) com Lu = ∆u− c(x)u(x), temos
que u na˜o pode atingir mı´nimo na˜o-positivo em Ω a menos que u seja constante. Mas como




e portanto, u(x) ≡ 0, o que e´ absurdo, pois ‖u‖ > γ2. O mesmo resultado se aplica a v. Mostrando
que u(x) > 0 e v(x) > 0, para todo x ∈ Ω.
2.4 Uma Versa˜o Simplificada do Problema de Nehari.


















|∇v|2 − F (u)− F (v)
]
dx,
que e´ um problema semelhante ao da sec¸a˜o anterior, pore´m com u e v tendo suportes disjuntos, ou
seja, se x ∈ Ω temos que u(x) = 0 ou v(x) = 0. Tal condic¸a˜o e´ dada pela restric¸a˜o ∫Ω u2v2dx = 0,
imposta no ca´lculo do ı´nfimo em (P0). Como consequeˆncia dessa restric¸a˜o, temos que, se H
satisfaz as hipo´teses (H1)− (H3), enta˜o, para todo x ∈ Ω, temos, por (H3)
H(u(x), v(x)) = 0.
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Dessa forma, tomando H ≡ 0, temos que H satisfaz (H1)− (H3) e J(u, v) = J0(u, v) para todo
par (u, v) ∈ H10 (Ω) × H10 (Ω) com
∫
Ω u
2v2dx = 0, em que J(u, v) e´ como a definida na sec¸a˜o
anterior. Mas, pelo item i) do Lema 2.3.8, temos que existem λ(u, v) e µ(u, v), ambos em R, tais
que
J0(λ(u, v)u, µ(u, v)v) = J(λ(u, v)u, µ(u, v)v) = sup
λ>0
µ>0







2v2dx = 0. Logo podemos concluir que, pelo menos para os pares (u, v) ∈
H10 (Ω)×H10 (Ω) de suportes disjuntos, existem λ(u, v) e µ(u, v) tais que




Agora note que, se definirmos um conjunto equivalente a N para o funcional J0, isto e´,
N0 :=
{








teremos, pelo item ii) do Lema 2.3.8, que (λ(u, v)u, µ(u, v)v) ∈ N0. Ale´m disso, temos que o



















J0(λ(u, v)u, µ(u, v)v).









J0(u˜, v˜) = c0. (2.65)
Agora, N0 ⊂ T , por definic¸a˜o, logo, se (u˜, v˜) ∈ N0 e
∫
Ω u˜
2v˜2dx = 0, temos que (u˜, v˜) ∈ T e
λ(u˜, v˜) = µ(u˜, v˜) = 1. Assim,




J0(λ(u, v)u, µ(u, v)v) = d0.
Da´ı, como isso vale para todo (u˜, v˜) ∈ N0 com
∫
Ω u˜
2v˜2dx = 0, temos que
c0 > d0. (2.66)
Portanto, de (2.65) e (2.66), segue que
c0 = d0. (2.67)
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Ale´m disso, pelas hipo´teses de crescimento da func¸a˜o f , temos que, para λ e µ pequenos,
J0(λu, µv) > 0, para todo par (u, v) ∈ T . Logo, sup
λ>0,µ>0
J0(λu, µv) > 0 e, portanto, d0 > 0.
Assim, d0 e, consequentemente, c0 sa˜o finitos.
O nosso objetivo nesta sec¸a˜o e´ provar o seguinte teorema:
Teorema 2.4.1. Sob as hipo´teses (f ′1) e (f2), o problema (P0) tem soluc¸a˜o (u0, v0) ∈ H10 (Ω)×
H10 (Ω) tal que u0 > 0 e v0 > 0. Ale´m disso, supp(u0) ∪ supp(v0) e´ uma soluc¸a˜o simplificada do
problema de Nehari apresentado em (1).
Ou seja, queremos obter (u0, v0) ∈ H10 (Ω) ×H10 (Ω), u0 e v0 func¸o˜es positivas com suportes
disjuntos, tais que J0(u0, v0) = d0. Para tanto, vamos considerar os problemas (Pε), descritos
a seguir, cujas soluc¸o˜es sera˜o chamadas de (uε, vε), e mostraremos que se ε converge a 0, as
soluc¸o˜es (uε, vε) convergem fortemente para (u0, v0) em H
1
0 (Ω)×H10 (Ω).
2.4.1 Sistemas com Grandes Interac¸o˜es.
Seja G : R2 −→ R uma func¸a˜o satisfazendo (H1)− (H3) e, tal que,
G(s, t) = 0 se, e somente se, st = 0. (2.68)
Se fixarmos ε > 0, temos que
1
ε
G(s, t) tambe´m satisfaz (H1)− (H3), pois:
(Gε1) Note que, se G satisfaz (H1),
|G(s, t)| 6 C(1 + |s|+ |t|)2+β ⇔ 1
ε
|G(s, t)| 6 1
ε
C(1 + |s|+ |t|)2+β.
Agora, como ε > 0 e´ fixo, temos que
|1
ε
G(s, t)| = 1
ε
|G(s, t)| 6 1
ε




G(s, t) satisfaz a hipo´tese (H1).




G(s, t), denotada por B, e´ dada por
B =

































pois ε > 0. Assim, mostramos que
1
ε
G(s, t) satisfaz (H2).
(Gε3) Por fim, se G satisfaz (H3), temos que o produto
1
ε




> 0 na˜o altera o sinal ou a nulidade da func¸a˜o.
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Assim, temos que G(s, t) satisfazendo (H1)− (H3) implica 1
ε




G(s, t) satisfaz (H1)− (H3), podemos associar o seguinte problema




G(u(x), v(x)) , em Ω




G(u(x), v(x)) , em Ω
(u(x), v(x)) ∈ H10 (Ω)×H10 (Ω)
u(x) > 0, v(x) > 0 , em Ω,
(P1)














Nosso objetivo inicial e´ encontrar uε e vε, func¸o˜es em H
1







Note que, assim definidos, existe a seguinte relac¸a˜o entre d0 e dε:
dε 6 d0, (2.69)
pois, como as func¸o˜es u e v pertencentes a T que satisfazem ∫Ω u2v2dx = 0 formam um subcon-














Por outro lado, se u e v sa˜o tais que
∫
Ω u
2v2dx = 0, temos que G(u(x), v(x)) = 0, para todo















J0(λu, µv) = d0.
Portanto, vale a desigualdade (2.69). Agora, provaremos uma proposic¸a˜o que relaciona as solu-
c¸o˜es dos problemas (Pε) a` soluc¸a˜o do problema (P0). Tal proposic¸a˜o sera´ fortemente utilizada
na demonstrac¸a˜o do Teorema 2.4.1.
Proposic¸a˜o 2.4.2. Seja f uma func¸a˜o que satisfac¸a (f ′1) e (f2). Enta˜o
1) Para cada ε > 0, o problema (Pε) tem uma soluc¸a˜o (uε, vε) ∈ H10 (Ω)×H10 (Ω);
2) Existe (u0, v0) ∈ H10 (Ω) × H10 (Ω) tal que (uε, vε) → (u0, v0) ∈ H10 (Ω) × H10 (Ω) e (u0, v0) e´
soluc¸a˜o de (P0).
Demonstrac¸a˜o: Inicialmente, demonstraremos apenas a Parte 1), deixando a demonstrac¸a˜o da
Parte 2) para mais tarde, pois precisaremos de mais alguns resultados.
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Seja ε > 0 fixado. Como
1
ε
G(s, t) satisfaz as hipo´teses (H1) − (H3), podemos aplicar o
Teorema 2.3.1 a Jε considerando H(s, t) :=
1
ε
G(s, t), obtendo, imediatamente, a existeˆncia de
uma soluc¸a˜o de (Pε), a qual denotaremos por (uε, vε), com uε > 0, vε > 0. Ale´m disso, os Lemas
2.3.8 e 2.3.12 nos fornecem alguns resultados importantes:
• Podemos definir



















Note que Nε e´ um conjunto na˜o-vazio, pois (uε, vε) ∈ Nε.




• Definindo cε desta maneira, podemos concluir diretamente do Lema 2.3.8 que
cε = dε. (2.71)
Ale´m disso, ainda pelo Lema 2.3.8, tal igualdade nos garante que cε > 0.
Assim, de maneira ana´loga a` da demonstrac¸a˜o do Lema 2.3.12, temos que, dado ε > 0, existe






ε ) = inf
(u,v)∈Nε
Jε(u, v) = cε.






ε ) = Jε(uε, vε).











ε ) > cε + 1 6= cε = inf
(u,v)∈Nε
Jε(u, v),
e, portanto, {(unε , vnε )} na˜o seria uma sequeˆncia minimizante. Como (unε , vnε ) pertence a Nε,
temos que ∇Jε(unε , vnε ) · (unε , vnε ) = 0, para todo n. Assim, considerando o valor α obtido na
hipo´tese (H2), temos




















(|∇vnε |2 − f(vnε )vnε +Hv(unε , vnε )vnε ) dx
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e portanto, podemos reescrever a inequac¸a˜o acima da seguinte maneira:




















((α+ 2)H(unε , v
n
ε )−Hu(unε , vnε )unε −Hv(unε , vnε )vnε ) dx
(2.72)
Logo, de (f2), temos que f(x, s)s−(2+α)F (x, s) > 0, para todo s 6= 0. Como (unε , vnε ) ∈ Nε ⊂ T ,
temos que unε 6= 0 e vnε 6= 0 em um conjunto de medida positiva de Ω e a´ı,
f(unε )u
n










ε − (α+ 2)F (vnε )) dx > 0.
Ale´m disso, por (2.16), temos que
(α+ 2)H(unε , v
n
ε )−Hu(unε , vnε )unε −Hv(unε , vnε )vnε > 0.
Assim, de (2.72), segue que





(|∇unε |2 + |∇vnε |2) dx,
ou seja,




Agora, tambe´m pelo Lema 2.3.12, segue que (unε , v
n
ε ) ⇀ (uε, vε) em H
1
0 (Ω)×H10 (Ω), logo
‖uε‖2 + ‖vε‖2 6 lim inf
ε→0
(‖unε ‖2 + ‖vnε ‖2).
Assim, pelo fato de cε 6 c0, temos que
‖uε‖2 + ‖vε‖2 6 lim inf
ε→0















Tomando, enta˜o, γ3 :=
2(α+ 2)
α
(c0 + 1), obtemos a seguinte estimativa uniforme em ε > 0
‖uε‖2 + ‖vε‖2 6 γ3. (2.73)
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Com este u´ltimo resultado, conclu´ımos que, passando para uma subsequeˆncia caso seja ne-
cessa´rio, existe (u0, v0) ∈ H10 (Ω)×H10 (Ω) tal que, se ε→ 0,
(uε, vε) ⇀ (u0, v0).
Ale´m disso, pelo item iii) do Lema 2.3.8, temos que ‖uε‖p > γ1 e ‖vε‖p > γ1, para algum
γ1 > 0, independente de ε. Assim, como na demonstrac¸a˜o do Lema 2.3.12, pela imersa˜o compacta
H10 (Ω) ↪→ Lp(Ω), temos que (uε, vε)→ (u0, v0) em Lp(Ω) e, portanto, ‖uε‖p → ‖u0‖p e ‖vε‖p →
‖v0‖p. Consequentemente, ‖u0‖p > γ1 e ‖v0‖p > γ1.
Este u´ltimo resultado apresentado na demonstrac¸a˜o da Parte 1) da proposic¸a˜o anterior, nos
ajudara´ na demonstrac¸a˜o da Parte 2) da mesma proposic¸a˜o. Mas antes de demonstrarmos a
segunda parte, precisaremos de alguns resultados contidos nos lemas a seguir.
Lema 2.4.3. Se (uε, vε) converge fracamente para (u0, v0) em H
1
0 (Ω)×H10 (Ω), enta˜o a integral∫




Ω f(vε)vεdx converge para
∫
Ω f(v0)v0dx.
Demonstrac¸a˜o: Comec¸amos lembrando que, pelas imerso˜es compactas de Sobolev, H10 (Ω) ↪→
Lq(Ω), para 1 6 q < 2∗, temos (uε, vε)→ (u0, v0) em Lp(Ω), mas, pelo Teorema A.5.9, uε(x)→
u0(x), q.t.p. x ∈ Ω, a menos de uma subsequeˆncia. Ale´m disso, ainda pelo Teorema A.5.9, temos
que existe M ∈ Lp(Ω) tal que esta subsequeˆncia satisfaz,
|uε(x)| < M(x) q.t.p. x ∈ Ω.
Agora, por (f ′1),
|f(uε(x))||uε(x)| 6 C(|uε(x)|+ |uε(x)|p)
< C(|M(x)|+ |M(x)|p)
(2.74)
q.t.p. x ∈ Ω, a menos de subsequeˆncia. Mas, a integral a` direita em (2.74) e´ finita, pois, pela
desigualdade de Ho¨lder∫
Ω


















que e´ um valor finito por M ∈ Lp(Ω). Assim, podemos utilizar o Teorema da Convergeˆncia
























concluindo assim o lema.
Lema 2.4.4. Se (uε, vε) converge fracamente para (u0, v0) em H
1





Ω F (u0)dx e
∫
Ω F (vε)dx converge para
∫
Ω F (v0)dx.
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Demonstrac¸a˜o: Novamente, basta mostrarmos que o resultado vale para uε, pois a prova para
vε pode ser obtida analogamente. Para mostrar que
∫
Ω F (uε)dx converge para
∫
Ω F (u0)dx, note




|f(t)|dt 6 C(|s|+ |s|p).










Mostraremos agora um resultado de grande importaˆncia para a demonstrac¸a˜o do Lema
2.4.7, a seguir. Tal resultado afirma que, da maneira como foram tomadas, as func¸o˜es u0 e
v0 tem suporte disjunto. Mas, antes de demonstra´-lo, apresentaremos outro resultado que sera´
necessa´rio em sua demonstrac¸a˜o.






Demonstrac¸a˜o: Seja x ∈ Ω1 e denotemos 0 < m(x) := G(u0(x), v0(x)). Mostraremos que, dado
N > 0, existe ε0 > 0 tal que
1
ε0
G(uε(x), vε(x)) > N.

































Lema 2.4.6. As func¸o˜es u0 e v0 tem suportes disjuntos.
Demonstrac¸a˜o: Note que, por dε 6 d0, em (2.69), e a igualdade cε = dε, em (2.71), temos que
d0 > lim inf
ε→0
cε.
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Assim, pela definic¸a˜o de cε, segue que
lim inf
ε→0

















































F (v0(x))dx tambe´m sa˜o finitas, da´ı, existe M > 0 tal que







Como G e´ uma func¸a˜o cont´ınua e, para quase todo ponto x ∈ Ω, uε(x)→ u0(x) em Lp(Ω) e
vε(x)→ v0(x) em Lp(Ω), temos que, fixado x ∈ Ω,
lim
ε→0
G(uε(x), vε(x)) = G(u0(x), v0(x)).
Assim, considerando os seguintes conjuntos
Ω1 = {x ∈ Ω : G(u0(x), v0(x)) > 0}
e
Ω2 = {x ∈ Ω : G(u0(x), v0(x)) = 0},
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Logo, por (2.75) e pelo Lema 2.4.5,

















Assim, temos que G(u0(x), v0(x)) = 0 q.t.p. x ∈ Ω. Mas, por definic¸a˜o,
G(s, t) = 0 ⇔ st = 0.
Da´ı, u0(x)v0(x) = 0 q.t.p. x ∈ Ω, isto e´, supp(u0) ∩ supp(v0) = ∅.
Agora, temos todas as ferramentas que precisamos para demonstrar o Lema 2.4.7. Com este
resultado, provaremos facilmente o Teorema 2.4.1, que e´ o nosso objetivo nesta sec¸a˜o. O lema a
seguir traz alguns resultados de convergeˆncia de uε e vε, e consequentemente, das func¸o˜es que
dependem delas.
Lema 2.4.7. Seja (u0, v0) o limite fraco de (uε, vε) quando ε → 0. Enta˜o, valem as seguintes
afirmac¸o˜es:
i) (u0, v0) ∈ N0, definido em (2.63);






G(uε, vε)→ 0 quando ε→ 0;
iv) cε → c0 quando ε→ 0.
Demonstrac¸a˜o: Primeiramente, como (u0, v0) ∈ H10 (Ω) e ‖u0‖p > γ1 > 0, pelo Teorema A.5.7,
temos que
‖u0‖p 6 C‖∇u0‖2 = C‖u‖.
Logo, ‖(u0, v0)‖ > 0 e (u0, v0) ∈ T . Assim, pelo Lema 2.3.8, existem λ0 > 0 e µ0 > 0 tais que
(λ0u0, µ0v0) ∈ N0 e portanto,
∂
∂u
J0(λ0u0, µ0v0)λ0u0 = 0. (2.76)
Como (uε, vε) e´ soluc¸a˜o de (Pε), temos que
∂
∂u
Jε(uε, vε)uε = 0. (2.77)
Agora, tomando o limite quando ε→ 0 em (2.77) temos, pelo Lema 2.4.3 e por uε ⇀ u0,































































Gu(uε, vε)uεdx 6 0. (2.78)
Por outro lado, pela definic¸a˜o de J0, segue
∂
∂u
























dx = 0. (2.79)




















































Gu(uε, vε)uεdx 6 0.
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Assim, pela propriedade II), temos que
f(s)
|s| e´ uma func¸a˜o crescente e λ0 > 0. Da´ı,
λ0u0 6 u0,
e, portanto,
λ0 6 1. (2.80)
De maneira ana´loga, obtemos
∂
∂v
Jε(uε, vε)vε = 0, (2.81)
∂
∂v
J0(λ0u0, µ0v0)µ0v0 = 0. (2.82)































































Gv(uε, vε)vε dx 6 0, (2.83)




























dx = 0. (2.84)




















































Gv(uε, vε)vεdx 6 0.
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E mais uma vez, pela propriedade II), temos que
µ0v0 6 v0.
Portanto,
µ0 6 1. (2.85)
Agora, pelo fato de (λ0u0, µ0v0) ∈ N0, temos os seguintes resultados:
∂
∂u








f(λ0u0)λ0u0 dx = 0, (2.86)
∂
∂v

























F (λ0u0) + F (µ0v0)
]
dx > c0.(2.88)
Note que a u´ltima desigualdade vale grac¸as ao Lema 2.4.6, pois supp(u0) ∩ supp(v0) = ∅ e pela
definic¸a˜o de c0 em (2.64). Assim, supp(λ0u0) ∩ supp(µ0v0) = ∅ e portanto




J0(u, v) = c0.
Esta desigualdade e´ de grande importaˆncia, pois e´ a partir dela que todo o restante da demons-
trac¸a˜o sera´ verdadeira. Multiplicando a desigualdade (2.88) por (2 + α) , em que α > 0 e´ dado
pela hipo´tese (H2), e subtraindo as duas desigualdades anteriores, (2.86) e (2.87), obtemos a
seguinte desigualdade:





















f(µ0v0)µ0v0 − (2 + α)F (µ0v0)
]
dx,
e, utilizando a notac¸a˜o do item VIII), podemos reescrever a inequac¸a˜o acima da seguinte forma
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Por outro lado, com um racioc´ınio semelhante ao do Lema 2.3.13, como (uε, vε) ∈ Nε, temos
que
(2 + α)cε = (2 + α)Jε(uε, vε) = (2 + α)Jε(uε, vε)− 〈∇Jε(uε, vε), (uε, vε)〉




















(2 + α)G(uε, vε)−Gu(uε, vε)−Gv(uε, vε)
]
dx.
Assim, pelos Lemas 2.4.3 e 2.4.4 e a norma tambe´m ser fracamente cont´ınua, tomando o limite
inferior quando ε→ 0, obtemos
lim inf
ε→0
(2 + α)cε >
1
2
(‖u0‖2 + ‖v0‖2) + ∫
Ω
[



































Pore´m, note que, por (2.69), (2.67) e (2.71),
c0 = d0 > dε = cε,
ou seja,
c0 > lim inf
ε→0
cε. (2.92)
Logo, por (2.89) e (2.91),
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sendo que a u´ltima desigualdade vem das hipo´teses (H2) e (H3), como foi demonstrado em















se, e somente se, λ0 = µ0 = 1. Visto que (λ0u0, µ0v0) ∈ N0, conclu´ımos assim a demonstrac¸a˜o
do item i). Ale´m disso, como λ0 = µ0 = 1, conclu´ımos, de (2.94) que


















(2 + α)G(uε, vε)−Gu(uε, vε)uε −Gv(uε, vε)vε
]
dx = 0. (2.95)
Com o auxilio deste u´ltimo resultado, provaremos o item ii). Do fato que (uε, vε) ⇀ (u0, v0) em
H10 (Ω)×H10 (Ω) segue
lim inf
ε→0


















|∇u0|2dx. Enta˜o a equac¸a˜o (2.90) passa a ser estrita e,
consequentemente, a inequac¸a˜o (2.93) passa a ser estrita. Da´ı,



































(2 + α)G(uε, vε)−Gu(uε, vε)uε −Gv(uε, vε)vε
]
dx > 0,











Portanto, pela equivaleˆncia das normas ‖ · ‖H10 (Ω) e ‖ · ‖ no espac¸o de Hilbert H10 (Ω)
‖uε − u0‖H10 (Ω) → 0, quando ε→ 0.
Agora, substituindo uε e u0 por vε e v0, respectivamente, conclu´ımos que
‖vε − v0‖H10 (Ω) → 0, quando ε→ 0,
2.4 UMA VERSA˜O SIMPLIFICADA DO PROBLEMA DE NEHARI. 85
provando, assim, o item ii).



























Gv(uε, vε)vε dx 6 0.











Gv(uε, vε)vε dx > 0,













Gv(uε, vε)vε dx = 0. (2.96)





































G(uε, vε)dx = 0,
como deseja´vamos. Provando, assim, item iii).










cε > J0(u0, v0). (2.97)





2.4 UMA VERSA˜O SIMPLIFICADA DO PROBLEMA DE NEHARI. 86
Mas, por (2.92), c0 > lim
ε→0
cε, provando que
cε → c0, quando ε→ 0.
Agora, retornamos a` demonstrac¸a˜o da Proposic¸a˜o 2.4.2 para provarmos a Parte 2).
Demonstrac¸a˜o da Proposic¸a˜o 2.4.2, Parte 2):
Note que pela Parte 1) da Proposic¸a˜o 2.4.2, existe (u0, v0) ∈ H10 (Ω)×H10 (Ω) tal que (uε, vε) ⇀
(u0, v0) em H
1
0 (Ω)×H10 (Ω). Pelo item ii) do Lema 2.4.7, segue que
(uε, vε)→ (u0, v0) em H10 (Ω)×H10 (Ω).
Ale´m disso, pelas equac¸o˜es (2.92), (2.97) e (2.88), conclu´ımos que
c0 > lim
ε→0
cε > J0(u0, v0) > c0,
e, portanto, J0(u0, v0) = c0. Restando mostrar que u0 e v0 tem suportes disjuntos para que






G(uε, vε)dx = 0.
Agora, G(s, t) > 0 para todo par (s, t) ∈ R2, ou seja,∫
Ω
G(uε, vε)dx > 0, ∀ε > 0.














G(uε, vε)dx = 0.
Logo, pela desigualdade acima, ∫
Ω
G(u0, v0)dx = 0,
pelo fato de G(uε(x), vε(x)) convergir para o limite G(u0(x), v0(x)) q.t.p. x ∈ Ω e G ser uma
func¸a˜o cont´ınua. Agora, para que a u´ltima integral seja nula, e´ necessa´rio que G(u0(x), v0(x)) =
0, q.t.p. x ∈ Ω. Mas, para que isso ocorra, como G(s, t) = 0 se, e somente se, st = 0, precisamos
que em quase todo ponto x de Ω tenhamos u0(x)v0(x) = 0, isto e´, u0(x) = 0 ou v0(x) = 0. Logo,
se considerarmos
Ωu0 := {x ∈ Ω : u(x) = 0}
Ωv0 := {x ∈ Ω : v(x) = 0}
Ω˜ := {x ∈ Ω : u(x) 6= 0 e v(x) 6= 0},
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pois Ω˜ e´ um conjunto de medida nula. Isto mostra que os suportes de u0 e v0 sa˜o disjuntos e
que (u0, v0) e´ soluc¸a˜o do problema (P0), finalizando a demonstrac¸a˜o da Parte 2) da Proposic¸a˜o
2.4.2.
Agora, temos todos os resultados que precisamos para demonstrar o Teorema 2.4.1.
Demonstrac¸a˜o do Teorema 2.4.1: Pela Parte 2) da Proposic¸a˜o 2.4.2, temos que (u0, v0) ∈
H10 (Ω) × H10 (Ω) e´ soluc¸a˜o de (P0) e, como consequeˆncia da Parte 1), temos que ‖u0‖p > γ e
‖v0‖p > γ, o que implica que u0 6≡ 0 e v0 6≡ 0. Agora, pelo Teorema 2.3.1 temos que uε(x) > 0 e
vε(x) > 0, para todo ε > 0. Assim, tomando o limite quando ε → 0 em (P1), vemos que o par
(u0, v0) e´ soluc¸a˜o para o seguinte problema
−∆u(x) = f(u(x)), x ∈ supp(u)
−∆v(x) = f(v(x)), x ∈ supp(v)
(u, v) ∈ T .
. (P2)
Ale´m disso, como uε → u0 e vε → v0, em H10 (Ω), temos que u0 > 0 e v0 > 0 e, como (u0, v0) e´
soluc¸a˜o do sistema, segue que
∆u0(x) = −f(u0(x)) 6 0,
pois u0(x) > 0. Logo, pelo Princ´ıpio do Ma´ximo Forte, Teorema A.3.3, temos que u0(x) > 0
para todo x ∈ Ω. O mesmo resultado pode ser obtido para v0(x), apenas trocando u0(x) por
v0(x).







os conjuntos supp(u0) e supp(v0) satisfazem o seguinte problema:
φ0(u0) + φ0(v0) = inf{φ(ω1) + φ(ω2) : ω1, ω2 ⊂ Ω, ω1 ∩ ω2 = ∅},
que, como podemos ver, e´ um problema semelhante ao problema de Nehari, (1), retirando-se a
obrigatoriedade de que ω1 ∪ ω2 = Ω. E´ nesse sentido que dizemos que (u0, v0) e´ uma soluc¸a˜o
simplificada do problema de Nehari, pois, embora na˜o satisfac¸a completamente ao problema,
podemos tomar A e B, abertos em Ω, A∩B = ∅, de tal forma que ω1 ⊂ A, ω2 ⊂ B e tais A e B
sera˜o soluc¸o˜es de (1). Note que tais abertos existem, pois podemos tomar A = ω1 e B = Ω \ ω1,
por exemplo.
Cap´ıtulo 3
Sobre uma Soluc¸a˜o que Muda de
Sinal
Neste cap´ıtulo, estudaremos um problema semelhante ao sistema (Pu,v), mas neste caso
procuramos soluc¸o˜es que mudam de sinal. Este estudo sera´ desenvolvido na Sec¸a˜o 3.1 e estara´
baseado nos resultados das Sec¸o˜es 2.3 e 2.4. Mostraremos que o funcional J∗ associado a`
equac¸a˜o (P3), a ser definido, e´ equivalente ao funcional J0 associado ao sistema (P0). Dessa
forma, os resultados presentes na Subsec¸a˜o 3.1.1 estara˜o relacionadas com aqueles presentes
na Subsec¸a˜o 2.3.2.
3.1 Um Problema Equivalente
Seja (u0, v0) a soluc¸a˜o de (P0) dada pelo Teorema 2.4.1. Nosso objetivo agora e´ mostrar que
w0 = u0 − v0 e´ soluc¸a˜o da seguinte equac¸a˜o.
−∆w(x) = f(x,w(x)) (Pw)
provando, assim, o seguinte teorema:
Teorema 3.1.1. Sob as hipo´tese (f ′1) e (f2), a func¸a˜o w0 = u0 − v0 e´ soluc¸a˜o do problema
−∆w(x) = f(x,w(x)), em Ω,
w ∈ H10 (Ω) e
w muda de sinal exatamente uma vez.
(P3)
Observac¸a˜o 3.1.2. Note que nas hipo´teses (f ′1) e (f2), as estimativas dependem de x e sa˜o
uniformes nesta varia´vel, da mesma maneira que as hipo´teses f ′1) − f5) da Sec¸a˜o 1.2. Como
todos os resultados obtidos sa˜o uniformes em x, optamos por na˜o escreveˆ-lo ate´ enta˜o, mas,
como este e´ um resultado adicional do trabalho e suas demonstrac¸o˜es sera˜o baseadas naquelas ja´
feita, denotaremos as func¸o˜es f(s) e F (s) por f(x, s) e F (x, s). Ressaltamos que tal mudanc¸a
na˜o altera os resultados ja´ obtidos.
Como veremos, este resultado nos leva a resposta de nosso objetivo principal que e´ o problema
de Nehari, (1). A demonstrac¸a˜o do teorema acima e´ baseada na equivaleˆncia entre o procedimento
de aproximac¸a˜o mostrado anteriormente, Subsec¸a˜o 2.4.1 e a te´cnica minimax do tipo Nehari,
utilizada para provar a existeˆncia de uma soluc¸a˜o que muda de sinal para a equac¸a˜o (Pw).
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3.1.1 Uma Soluc¸a˜o que Muda de Sinal para (Pw)







|∇w(x)|2 − F (x,w(x))
]
dx (3.1)
para todo w ∈ H10 (Ω).
Nosso interesse agora e´ estudar as func¸o˜es de H10 (Ω) que satisfazem a equac¸a˜o (Pw) e que
mudam de sinal, portanto, comec¸aremos definindo o seguinte conjunto
T∗ := {w ∈ H10 (Ω) : w+ 6≡ 0, w− 6≡ 0},
garantindo, assim, que, se w ∈ T∗, a func¸a˜o w realmente muda de sinal. Definiremos tambe´m
uma variedade de Nehari pro´pria do funcional J∗, que denotaremos por N∗, e
N∗ := {u ∈ T∗ : ∇J∗(u+) · u+ = ∇J∗(u−) · u− = 0}





Proposic¸a˜o 3.1.3. Existe uma func¸a˜o que muda de sinal w∗ ∈ H10 (Ω) tal que J∗(w∗) = c∗ e
−∆w∗(x) = f(x,w∗(x)), x ∈ Ω.
Observe que a proposic¸a˜o acima e´ bastante semelhante a`quela da Sec¸a˜o 2.3, Proposic¸a˜o 2.3.3.
De fato, a demonstrac¸a˜o desta seguira´ o mesmo racioc´ınio daquela, sendo tambe´m dividida em
treˆs partes. Pore´m, antes de passarmos a` demonstrac¸a˜o da Proposic¸a˜o 3.1.3, vamos fazer a
seguinte considerac¸a˜o: note que, o estudo do funcional J∗ em H10 (Ω), restrito a`s func¸o˜es w que
mudam de sinal apenas uma vez, e o estudo de J0 em H
1
0 (Ω)×H10 (Ω), restrito aos pares (u, v)
que satisfazem
supp(u) ∩ supp(v) = ∅,
sa˜o equivalentes, ja´ que
∀w ∈ H10 (Ω), u := w+ e v := w− ⇒
{
J∗(w) = J0(u, v)
























|∇(u(x)− v(x))|2 − F (x, u(x)− v(x))) dx.
Agora, como supp(u) ∩ supp(v) = ∅ e F (x, 0) = 0, temos que
F
(
x, u(x)− v(x)) = F (x, u(x))+ F (x,−v(x)),
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e, por F ser uma func¸a˜o par, conclu´ımos que
F
(
x, u(x)− v(x)) = F (x, u(x))+ F (x, v(x)).
Temos ainda que∫
Ω

















sendo que, a u´ltima igualdade vem do fato de u(x) e v(x) terem suportes disjuntos, pois em












|∇v(x)|2 − F (x, u(x))− F (x, v(x))) dx = J0(u, v). (3.2)
Para mostrarmos a igualdade entre os gradientes, note que, fazendo u(x) := w+(x) e v(x) :=
w−(x), temos que w(x) = u(x)− v(x) e assim


















Mostrando que na˜o so´ e´ possivel identificar os funcionais J∗ e J0, como tambe´m os seus gradientes.
De posse destas informac¸o˜es, ficara´ mais fa´cil demonstrar os treˆs resultados que seguem,
dado que os mesmos se reduzem aos Lemas 2.3.8, 2.3.12 e 2.3.13. Estes treˆs resultados, os Lemas
3.1.4, 3.1.5 e 3.1.6, sa˜o, como na Subsec¸a˜o 2.3.2, de grande importaˆncia para a demonstrac¸a˜o
da Proposic¸a˜o 3.1.3.





Enta˜o, existe um u´nico par de nu´meros positivos λ+(w) e λ−(w) tais que:
i) Φ(w) = J∗(λ+(w)w+ − λ−(w)w−);
ii) λ+(w)w+ − λ−(w)w− ∈ N∗;
iii) Existem nu´meros r1, r2 > 0 tais que, se w ∈ N∗, enta˜o ‖w±‖p > r1 e ‖w±‖H10 (Ω) > r2;
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iv) Φ(·) e´ semicont´ınua inferiormente com respeito a` convergeˆncia fraca em T∗;
v) A aplicac¸a˜o w 7→ (λ+(w), λ−(w)) e´ cont´ınua de H10 (Ω) em R2.
Demonstrac¸a˜o:




J∗(sw+ − tw−) = sup
s>0
t>0




Agora, como J0 satisfaz a`s hipo´teses do Lema 2.3.8 - item i), temos que existem s(u, v) > 0




J0(su, tv) = J0(s(u, v)u, t(u, v)v) = J∗(s(u, v)u− t(u, v)v).




J0(su, tv) = J∗(s(w)w+ − t(w)w−),
nos permitindo concluir que
Φ(w) = J∗(λ+(w)w+ − λ−(w)w−),
em que λ+(w) = s(w) > 0 e λ−(w) = t(w) > 0, como quer´ıamos.
ii) Usando novamente a equac¸a˜o (3.2) e o item anterior, temos que
J∗(λ+(w)w+ − λ−(w)w−) = J0(λ+(u, v)u, λ−(u, v)v).
Sendo assim, pelo item ii) do Lema 2.3.8, segue que
(λ+(u, v)u, λ−(u, v)v) ∈ N0 :=
{
(u, v) ∈ T : ∂
∂u
J0(u, v) · u = ∂
∂v
J0(u, v) · v = 0
}
.
Note agora que, pela definic¸a˜o de N0, quando (u, v) ∈ N0, temos ∇J0(u, v)(u, v) = 0. E,
como, por (3.2), ∇J∗(w)w = ∇J0(u, v)(u, v) = 0, para w = u − v, temos que (u, v) ∈ N0
se, e somente se, w ∈ N∗. Logo, como (λ+(u, v)u, λ−(u, v)v) ∈ N0, temos que (λ+(w)w+ −
λ−(w)w−) ∈ N∗.
iii) Como vimos no item anterior, se w ∈ N∗, enta˜o (w+, w−) = (u, v) ∈ N0. Assim, ao
aplicarmos o item iii) do Lema 2.3.8 ao par (u, v), conclu´ımos que existem γ > 0 e γ1 > 0
tais que, ‖u‖Lp(Ω) > γ, ‖v‖Lp(Ω) > γ, ‖u‖H10 (Ω) > γ1 e ‖v‖H10 (Ω) > γ1. Logo, se tomarmos
r1 = γ e r2 = γ1, obtemos
‖w+‖Lp(Ω) = ‖u‖Lp(Ω) > r1,
‖w−‖Lp(Ω) = ‖v‖Lp(Ω) > r1,
‖w+‖H10 (Ω) = ‖u‖H10 (Ω) > r2,
‖w−‖H10 (Ω) = ‖v‖H10 (Ω) > r2,
como deseja´vamos.
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e, portanto, segue do item iv) do Lema 2.3.8 que Φ e´ semicont´ınua inferiormente.
v) Novamente, utilizando a igualdade J∗(w) = J0(u, v) e aplicando o item v) do Lema 2.3.8,
temos o resultado desejado.
Como consequeˆncia imediata deste lema, temos o resultado
d∗ := inf
w∈T∗
Φ(w) = c∗, (3.3)
e, como para todo w ∈ T∗, Φ(w) = J0(λ+(w)w+, λ−(w)w−) > 0, por consequeˆncia do Lema
2.3.8, conclu´ımos que
0 6 d∗ = c∗ , (3.4)
provando que c∗ e´ finito. Os resultados (3.3) e (3.4) acima sera˜o muito importantes quando formos
mostrar que o problema de minimizar J∗ na variedade de Nehari N∗ tem soluc¸a˜o. Provaremos
agora um resultado ana´logo ao Lema 2.3.12.
Lema 3.1.5. Existe w∗ ∈ N∗ tal que J∗(w∗) = c∗.
Demonstrac¸a˜o: Lembrando que J∗(w) = J0(u, v), segue que, como c∗ > 0, existe uma sequeˆncia
minimizante em N∗, ou seja, {(un, vn)} ∈ N∗ tal que
lim
n→∞ J0(un, vn) = inf(u,v)∈N∗
J0(u, v) = c∗.
Tal sequeˆncia pode ser tomada de tal forma que J0(un, vn) 6 c+1 para todo n ∈ N, como vimos
no Lema 2.3.12. Como (un, vn) pertence a N∗, temos que ∇J0(un, vn) · (un, vn) = 0, para todo
n. Assim, considerando o valor α obtido na hipo´tese (H2), temos, de maneira ana´loga a` feita na
demonstrac¸a˜o do Lema 2.3.12, que
‖un‖2 + ‖vn‖2 6 2(α+ 2)(c+ 1)
α
.
Da´ı, temos que existe (u˜, v˜) ∈ T tal que (un, vn) ⇀ (u˜, v˜), pois H10 (Ω) ×H10 (Ω) e´ reflexivo.
Ale´m disso, como H10 (Ω) esta´ imerso compactamente em L
q(Ω) para todo 2 < q < 2∗, temos
que un → u˜ e vn → v˜ em Lp(Ω). Consequentemente, (un, vn) → (u˜, v˜) em Lp(Ω) × Lp(Ω), ou
seja, neste espac¸o a convergeˆncia e´ forte. Agora, como∣∣‖un‖p − ‖u˜‖p∣∣ 6 ‖un − u˜‖p,
temos que a convergeˆncia de un → u˜ em Lp(Ω) implica na convergeˆncia das normas, ‖un‖p →
‖u˜‖p. Mas, pelo item iii) do Lema 3.1.4, temos que ‖un‖p > r1 e, assim, conclu´ımos que ‖u˜‖p >
r1. De maneira ana´loga, obtemos que ‖v˜‖p > r1.
Como Φ e´ uma func¸a˜o fracamente semicont´ınua inferiormente, propriedade provada no Lema
3.1.4 - item iv), temos que Φ(u˜, v˜) 6 c. Mas, pela definic¸a˜o de d∗, temos que
Φ(u˜, v˜) > d∗ = c∗.
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e, pelo Lema 3.1.4 - itens i), ii) e v), existem u´nicos s˜ = s(u˜, v˜) e t˜ = t(u˜, v˜), tais que (s˜u˜, t˜v˜) ∈ N∗
e c∗ = J0(s˜u˜, t˜v˜). Assim, se definirmos w∗ := s˜u˜− t˜v˜, temos o resultado desejado.
E, finalmente, o terceiro resultado que nos permitira´ demonstrar a Proposic¸a˜o 3.1.3, que
consiste em mostrar que todo ponto de N∗ com imagem no n´ıvel c∗ e´ ponto cr´ıtico de J∗.
Lema 3.1.6. Se w∗ ∈ N∗ e J∗(w∗) = c∗, enta˜o w∗ e´ ponto cr´ıtico de J∗.
Demonstrac¸a˜o: A demonstrac¸a˜o deste lema sera´ baseada na demonstrac¸a˜o do Lema 2.3.13.
Mais uma vez, considere w∗ = u∗ − v∗. Sendo assim, suponha que w∗ ∈ N∗, J∗(w∗) = c∗, mas
w∗ na˜o e´ ponto cr´ıtico, ou seja, ∇J∗(w∗) 6= 0. Como J∗(w) = J0(u, v) e´ um funcional de classe
C1, temos que existem ρ > 0 e δ > 0 tais que 4δ < r1 e
(u, v) ∈ Bδ ((u∗, v∗))⇒ ‖∇J0(u, v)‖ > ρ.
Agora, assim como no Lema 2.3.12, pelo Lema A.1.3, temos que existe uma aplicac¸a˜o cont´ınua
η : H10 (Ω)×H10 (Ω) −→ H10 (Ω)×H10 (Ω) e uma constante ν > 0 tais que:
a) η(u, v) = (u, v) para todo (u, v) /∈ B4δ ((u∗, v∗)) ∩ J−10 ([c∗ − 2ν, c∗ + 2ν]);
b) J(η(u, v)) 6 J0(u, v) para todo (u, v) ∈ H10 (Ω)×H10 (Ω);
c) Para todo (u, v) ∈ B2δ ((u∗, v∗)) ∩ J−1∗ ((−∞, c∗ + ν])), temos que J∗(η(u, v)) 6 c∗ − ν.
Considere agora a aplicac¸a˜o Γ(s, t) := (sRu∗, tRv∗), em que R > 1 e´ fixado de tal maneira




J∗(η(Γ(s, t)) < c∗.
A demonstrac¸a˜o do fato acima foi demonstrada na demonstrac¸a˜o do Lema 2.3.12. Provaremos,
agora, que a aplicac¸a˜o η ◦Γ intersecta a variedade N∗, e assim, pela definic¸a˜o de c∗, teremos que
sup
s>0,t>0
J∗(η(Γ(s, t))) > c∗,
nos levando a uma contradic¸a˜o. Para isso, vamos considerar a seguinte aplicac¸a˜o:
H : [0, 1]× [0, 1] −→ R+ × R+
(s, t) 7→ (λ+(η(Γ(s, t)))− 1, λ−(η(Γ(s, t)))− 1)
que e´ cont´ınua. Analisando os valores da aplicac¸a˜o H na fronteira do domı´nio, ou seja, H(0, ·),
H(1, ·), H(·, 0), H(·, 1), de maneira ana´loga a`quela da demonstrac¸a˜o do Lema 2.3.13, obtemos







‖ζRu∗ − u∗‖ >
∣∣‖ζRu∗‖ − ‖u∗‖∣∣ = |ζR− 1|‖u∗‖.







⇒ ζR < 1, pois ‖u∗‖ > r1 > 4δ > 0. Logo
‖ζRu∗ − u∗‖ > (1− ζR)‖u∗‖ >
(




‖Γ(ζ, t)− (u∗, v∗)‖ = ‖ζRu∗ − u∗‖+ ‖tRv∗ − v∗‖ > ‖ζRu∗ − u∗‖ > 4δ,
para todo t ∈ R+. Portanto, Γ(ζ, t) /∈ B4δ ((u∗, v∗)), para t ∈ [0, 1]. Agora, como Γ(ζ, t) /∈
B4δ ((u∗, v∗)), temos, por a), que η(Γ(ζ, t)) = Γ(ζ, t), logo, a primeira coordenada do vetor
H(ζ, t), a qual denominaremos por H1(ζ, t), sera´
H1(ζ, t) = λ+(Γ(ζ, t)− 1 = λ+(ζRu∗, tRv∗)− 1.
Mas, como (u∗, v∗) ∈ N0, temos que λ∗(ζRu∗, tRv∗) e´ tal que
λ+(ζRu∗, tRv∗)ζR = 1.
Portanto, λ+(ζRu∗, tRv∗) =
1
ζR
e H1(ζ, t) = 1
ζR









e pela continuidade da aplicac¸a˜o (u, v) 7→ (λ+(u, v), λ−(u, v), temos
que
H1(0, t) = lim
ζ→0




− 1 = +∞ > 0.
Calcularemos agora o valor de H1(1, ·). Como
‖Γ(1, t)− (u∗, v∗)‖ = ‖(Ru∗, tRv∗)− (u∗, v∗)‖
= ‖((R− 1)u∗, (tR− 1)v∗)‖
= ‖(R− 1)u∗‖+ ‖(tR− 1)v∗‖
> ‖(R− 1)u∗‖.
Agora, como ‖u∗‖ > r1, temos que (R − 1)‖u∗‖ > (R − 1)r1 > 4δ. Logo Γ(1, t) /∈ B4δ ((u∗, v∗))
e, consequentemente, η(Γ(1, t)) = Γ(1, t). Da´ı, temos que
H1(1, t) = λ+(Γ(1, t))− 1 = λ+(Ru∗, tRv∗)− 1,




. Agora, R > 1, ou seja,
1
R
< 1 e, portanto,
H1(1, t) = 1
R
− 1 < 0.







‖σRv∗ − v∗‖ >
∣∣‖σRv∗‖ − ‖v∗‖∣∣ = |σR− 1|‖v∗‖.







⇒ σR < 1, pois ‖v∗‖ > r1 > 4δ > 0. Logo
‖σRv∗ − v∗‖ > (1− σR)‖v∗‖ >
(




‖Γ(s, σ)− (u∗, v∗)‖ = ‖sRu∗ − u∗‖+ ‖σRv∗ − v∗‖ > ‖σRv∗ − v∗‖ > 4δ,
para todo t ∈ R+. Portanto, Γ(s, σ) /∈ B4δ ((u∗, v∗)), para t ∈ [0, 1]. Agora, como Γ(s, σ) /∈
B4δ ((u∗, v∗)), temos, por a), que η(Γ(s, σ)) = Γ(s, σ), logo, a segunda coordenada do vetor
H(s, σ), que sera´ representada por H2(s, σ), sera´
H2(s, σ) = λ−(Γ(s, σ)− 1 = λ−(sRu∗, σRv∗)− 1.
Mas, como (u∗, v∗) ∈ N∗, temos que λ−(sRu∗, σRv∗) e´ tal que
λ−(sRu∗, σRv∗)σR = 1.
Portanto, λ−(sRu∗, σRv∗) =
1
σR
e H2(s, σ) = 1
σR









e, de novo pela continuidade da aplicac¸a˜o (u, v) 7→ (λ+(u, v), λ−(u, v)),
temos que
H2(s, 0) = lim
σ→0




− 1 = +∞ > 0.
Agora, para H2(·, 1), como
‖Γ(s, 1)− (u∗, v∗)‖ = ‖(sRu∗, Rv∗)− (u∗, v∗)‖
= ‖((sR− 1)u∗, (R− 1)v∗)‖
= ‖(sR− 1)u∗‖+ ‖(R− 1)v∗‖
> ‖(R− 1)v∗‖,
se ‖v∗‖ > r1, temos que (R − 1)‖v∗‖ > (R − 1)r1 > 4δ. Logo Γ(s, 1) /∈ B4δ ((u∗, v∗)) e, conse-
quentemente, η(Γ(s, 1)) = Γ(s, 1). Da´ı, temos que
H2(s, 1) = λ−(Γ(s, 1))− 1 = λ−(sRu∗, Rv∗)− 1,
e, pela definic¸a˜o de λ−(u, v) e o fato de (u∗, v∗) estar emN∗, conclu´ımos que λ−(sRu∗, Rv∗) = 1
R
.
Agora, R > 1, ou seja,
1
R
< 1 e, portanto,
H2(s, 1) = 1
R
− 1 < 0.
Aplicando enta˜o o Teorema de Miranda (Teorema A.2.2) a aplicac¸a˜o H, temos que existe
um par (s0, t0) ∈ (0, 1)× (0, 1) tal que H(s0, t0) = (0, 0), ou seja,
λ+(η(Γ(s0, t0))) = λ
−(η(Γ(s0, t0))) = 1.
3.1 UM PROBLEMA EQUIVALENTE 96
Da´ı, pelo item ii) do Lema 3.1.4, temos que η(Γ(s0, t0)) ∈ N∗, de onde podemos concluir que
J0(η(Γ(s0, t0))) > inf
(u,v)∈N0
J0(u, v) = c0, resultando na contradic¸a˜o. Sendo assim, como na˜o pode
existir tal η, temos que ‖∇J0(u∗, v∗)‖ = ‖∇J∗(w∗)‖ = 0, como quer´ıamos.
Agora, grac¸as aos Lemas 3.1.4, 3.1.5 e 3.1.6, temos os resultados que precisamos para provar
a Proposic¸a˜o 3.1.3.
Demonstrac¸a˜o da Proposic¸a˜o 3.1.3:
Note que, pelo Lema 3.1.4, a variedade de Nehari, N∗, e´ na˜o-vazia e que w∗ ∈ N∗ ⊂ T∗ ⊂
H10 (Ω). Ale´m disso, pelo Lema 3.1.5, existe w∗ ∈ N∗ tal que J∗(w∗) = c∗ e, pelo Lema 3.1.6, tal
w∗ e´ ponto cr´ıtico do funcional J∗. Portanto, temos que w∗ e´ soluc¸a˜o da equac¸a˜o (Pw). Por fim,
w∗ muda de sinal exatamente uma vez, pois, u(x) = w+(x) > 0, v(x) = w−(x) > 0 e, u(x) e
v(x) tem suportes disjuntos.
Agora, mostraremos a equivaleˆncia entre o procedimento variacional no qual a prova da
Proposic¸a˜o 3.1.3 se baseia e a te´cnica de aproximac¸a˜o que leva a` definic¸a˜o de c0, utilizado na
Sec¸a˜o 2.4. Tal equivaleˆncia sera´ apresentada e demonstrada no lema a seguir.
Lema 3.1.7. Sejam c0 e c∗ definidos como anteriormente. Enta˜o, c0 ≡ c∗ e, colocando w0 :=
u0−v0, com (uε, vε) ⇀ (u0, v0), temos que w0 e´ soluc¸a˜o de (Pw). Ale´m disso, supp(u0)∩supp(v0)
e´ soluc¸a˜o de (1).
Demonstrac¸a˜o: Lembrando que, se supp(u) ∩ supp(v) = ∅, enta˜o
J0(u, v) = J∗(u− v).
Se tomarmos w∗ como na Proposic¸a˜o 3.1.3 e definirmos u∗ := w+∗ e v∗ := w−∗ , seremos capazes
de provar que c0 6 c∗. De fato, como w∗ e´ ponto cr´ıtico de J∗, temos que
∇J∗(w+∗ ) · w+∗ =
∂
∂u
J0(u∗, v∗) · u∗ = 0
e
∇J∗(w−∗ ) · w−∗ =
∂
∂v
J0(u∗, v∗) · v∗ = 0
e, portanto, (u∗, v∗) ∈ N0. Como c0 = inf
(u,v)∈N0
J0(u, v), temos que
c0 6 J0(u∗, v∗) = J∗(u∗ − v∗) = J∗(w∗) = c∗. (3.5)
Para mostrarmos a desigualdade contra´ria, considere o par (u0, v0) como obtido na Pro-
posic¸a˜o 2.4.2. Como (u0, v0) ∈ N0, temos que w0 := u0 − v0 ∈ T∗ e, por (3.2),
∇J∗(w0) · w0 = ∇J0(u0, v0) · (u0, v0) = 0.
Logo, w0 ∈ N∗. Ale´m disso,
J∗(w0) = J0(u0, v0) = c0,
e da´ı, conclu´ımos que
c∗ = inf
w∈N∗
J∗(w) 6 J∗(w0) = c0. (3.6)
Assim, pelas desigualdades (3.5) e (3.6), podemos concluir que J∗(w0) = c∗ e, aplicando o
Lema 3.1.5, temos garantido que w0 e´ ponto cr´ıtico de J∗.
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Ale´m disso, pela Teoria de Regularidade de Equac¸o˜es Diferenciais Parciais, os conjuntos
supp(u0) e supp(v0) sa˜o abertos e, por um argumento ana´logo ao da demonstrac¸a˜o do Teorema
2.4.1, temos que supp(u0) e supp(v0) sa˜o soluc¸o˜es para o problema (1).
Apeˆndice A
Apeˆndices
Neste Apeˆndice, apresentamos resultados importantes que foram utilizados durante nosso
trabalho. A Sec¸a˜o A.1 esta´ destinada ao estudo de resultados de Me´todos Variacionais impor-
tantes, mas especificamente, o Lema da Deformac¸a˜o, que foi utilizado nos Cap´ıtulos 1, 2 e
3.
Na Sec¸a˜o A.2, apresentamos o Teorema de Miranda como foi enunciado e demonstrado em
[22] e tambe´m uma variac¸a˜o que foi utilizada na demonstrac¸a˜o dos Lemas 2.3.13 e 3.1.6.
A Sec¸a˜o A.3 e´ destinada, principalmente, a resultados de teoria de regularizac¸a˜o de soluc¸o˜es.
Estes resultados, nos ajudam a garantir que as soluc¸o˜es fracas obtidas sa˜o de fatos cla´ssicas e
tambe´m que sa˜o estritamente positivas, no caso das soluc¸o˜es para o problema (Pu,v).
A Sec¸a˜o A.4 possui a definic¸a˜o de grau topolo´gico como enunciada em [24] e tambe´m
algumas propriedades relativos a` Teoria do Grau, na Subsec¸a˜o A.4.1.
Por u´ltimo, na Sec¸a˜o A.5, apresentamos alguns resultados, em sua maioria, apenas o enun-
ciado, que foram utilizados durante todo o nosso trabalho, principalmente nos ca´lculos.
A.1 Resultados de Me´todos Variacionais
Para a demonstrac¸a˜o do pro´ximo resultado, apresentado em [24], consideraremos os seguintes
conjunto:
ϕc = {x ∈ X : ϕ(x) 6 c}
Sδ = {x ∈ X : dist(x, S) 6 δ}
Definic¸a˜o A.1.1. Seja M um espac¸o me´trico, X um espac¸o normado e h : M −→ X ′ \ {0},
uma aplicac¸a˜o cont´ınua. Um campo vetorial pseudogradiente de h sobre M e´ um campo vetorial
g : M −→ X, localmente Lipschitz cont´ınuo, tal que, para todo u ∈M ,
‖g(u)‖ 6 2‖h(u)‖
〈h(u), g(u)〉 > ‖h(u)‖2.
Lema A.1.2. Sob as hipo´teses da definic¸a˜o anterior, existe um campo vetorial pseudogradiente
de h sobre M
Demonstrac¸a˜o: Ver [24], pa´ginas 37 e 38, Lemma 2.2.
Lema A.1.3. (Lema da Deformac¸a˜o) Sejam X um espac¸o de Banach, ϕ ∈ C1(X,R), S ⊂ X,
c ∈ R, ε, δ > 0 tais que
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Enta˜o existe η ∈ C([0, 1]×X,X) tal que:
i) η(t, u) = u, se t = 0 ou se u /∈ ϕ−1([c− 2ε, c+ 2ε]) ∩ S2δ;
ii) η(1, ϕc+ε ∩ S) ⊂ ϕc−ε;
iii) η(t, ·) e´ um homeomorfismo de X, ∀t ∈ [0, 1];
iv) ‖η(t, u)− u‖ 6 δ, ∀u ∈ X, ∀t ∈ [0, 1];
v) ϕ(η(·, u)) e´ na˜o-crescente, ∀u ∈ X;
vi) ϕ(η(t, u)) < c, ∀u ∈ φc ∩ Sδ, ∀t ∈]0, 1].
Demonstrac¸a˜o: (Segue como em [24], pa´ginas 38 e 39, Lemma 2.3)
Pelo lema anterior existe um campo vetorial pseudogradiente g para φ′ sobre M := {u ∈ X :
φ(u) 6= 0}. Definindo
A := φ−1([c− 2ε, c+ 2ε]) ∩ S2δ,
B := φ−1([c− ε, c+ ε]) ∩ Sδ,
ψ(u) :=
dist(u,X \A)
dist(u,X \A) + dist(u,B) ,
de maneira que ψ e´ um campo vetorial localmente Lipschitz cont´ınuo, ψ = 1 sobre B e ψ = 0
sobre X \A. Definimos tambe´m o seguinte campo vetorial localmente Lipschitz cont´ınuo
f(u) :=
{−ψ(u)‖g(u)‖−2g(u), u ∈ A
0 u ∈ X \A.
Pela Definic¸a˜o A.1.1 e pela hipo´tese (A.1), temos que ‖f(u)‖ 6 δ
8ε
em X. Para cada u ∈ X, o
problema de Cauchy {
d
dt
σ(t, u) = f(σ(t, u))σ(0, u) = u
tem u´nica soluc¸a˜o σ(·, u) definida em R. Ale´m disso, σ e´ cont´ınua em R ×X. Definimos η em
[0, 1]×X por η(t, u) := σ(8εt, u). Segue da Definic¸a˜o A.1.1 e da hipo´tese (A.1) que, para t > 0,














φ(σ(t, u)) = 〈φ′(σ(t, u)), d
dt
σ(t, u)〉
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Com isso, podemos verificar facilmente os itens i), iii), iv), v) e vi). Agora, seja u ∈ φc+ε ∩ S.
Se existe t ∈ [0, 8ε] tal que ψ(σ(t, u)) < c− ε, enta˜o φ(σ(8ε, u)) < c− ε e ii) e´ satisfeita. Se
σ(t, u) ∈ φ−1([c− ε, c+ ε]),∀t ∈ [0, 8ε],
obtemos de (A.2) e (A.3) que











= c+ ε− 2ε = c− ε,
e, novamente, ii) e´ satisfeito.
A seguir, mostraremos um resultado que foi utilizado para mostrar que ∇J e´ um funcional
cont´ınuo, mas antes deste resultado, demonstraremos o seguinte lema:
Lema A.1.4. Seja Ω ⊂ RN um aberto e 1 6 p < ∞. Se un → u ∈ Lq(Ω), existe uma
subsequeˆncia {wn} de {un} e g ∈ Lq(Ω) tais que para quase todo x ∈ Ω, wn(x)→ u(x) e
|u(x)|, |wn(x)| 6 g(x).
Demonstrac¸a˜o: (Segue como em [24], pa´gina 133, Appendix A, Lemma A.1)
Passando para uma subsequeˆncia caso seja necessa´rio, podemos assumir que un(x) → u(x)
q.t.p x ∈ Ω. Assim, existe uma subsequeˆncia {wn} ⊂ {un} tal que






obtemos que , para quase todo x ∈ Ω, |wn(x)| 6 g(x) e |u(x)| 6 g(x).
Teorema A.1.5. Sejam Ω tal que |Ω| <∞, 1 6 q, r <∞, f ∈ C(Ω× R) e
|f(x, u)| 6 c(1 + |u| qr ).
Enta˜o, para todo u ∈ Lq(Ω), f(·, u) ∈ Lr(Ω) e o operador
A : Lq(Ω) −→ Lr(Ω)
definido por (Au)(x) := f(x, u(x)) e´ cont´ınuo.
Demonstrac¸a˜o: (Segue como em [24], pa´gina 133-134, Appendix A, Theorem A.2)
A demonstrac¸a˜o sera´ apresentada em duas partes:
1) Suponha que u ∈ Lq(Ω). Assim,
|f(x, u(x)|r 6 cr(1 + |u| qr )r ∈ L1(Ω)
e portanto f(·, u) ∈ Lr(Ω).
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2) Suponha que {un}n∈N ⊂ Lq(Ω) e´ uma sequeˆncia que converge para u ∈ Lq(Ω). Seja {wn}
uma subsequeˆncia de {un} e g uma func¸a˜o como as dadas no Lema A.1.4. Como
|f(x,wn(x))− f(x, u(x))|r 6 2rcr(1 + |g(x)|
q
r )r ∈ Lq(Ω),
temos, pelo Teorema da Convergeˆncia Dominada de Lebesgue, que
f(·, wn) = Awn → Au = f(·, u) ∈ Lr(Ω).
Assim, Aun → Au ∈ Lr(Ω).
A.2 Acerca do Teorema de Miranda
Teorema A.2.1. (Teorema de Miranda) Seja G = {x ∈ Rn : |xi| < L, para 1 6 i 6 n} e
suponha que a aplicac¸a˜o F = (f1, f2, ..., fn) : G −→ Rn e´ cont´ınua no fecho de G, G, de tal
forma que F (x) 6= 0 := (0, 0, ..., 0) ∈ Rn para todo x na fronteira de G, ∂G, e que
i) fi(x1, x2, ..., xi−1,−L, xi+1, ...xn) > 0, para 1 6 i 6 n, e
ii) fi(x2, x2, ..., xi−1,+L, xi+1, ...xn) 6 0, para 1 6 i 6 n.
Enta˜o, existe x0 ∈ G tal que F (x0) = 0 ∈ Rn.
Demonstrac¸a˜o: (Segue como em [22], pa´ginas 701 e 702, Theorem 1)
Considere a homotopia
H : G× [0, 1] ⊂ Rn+1 −→ Rn,
dada por H(x, t) = (1 − t)F (x) + t(−x). Enta˜o, H(x, t) 6= 0 para (x, t) ∈ ∂G e t ∈ [0, 1]. De
fato, H(x, 0) = F (x) 6= 0, ja´ que 0 /∈ F (∂G), e H(x, 1) = −x 6= 0, pois 0 /∈ ∂G. Ale´m disso, se
H(x, t) = 0 para algum t ∈ (0, 1), temos
F (x) + t(1− t)−1(−x) = 0,
o que e´ uma contradic¸a˜o por t(1− t)−1 > 0 e pelo fato de as hipo´teses i) e ii) garantirem que,
para x ∈ ∂G, existe pelo menos um i tal que fi(x)(−xi) > 0. Assim, pelo teorema da invariaˆncia
por homotopias da Teoria do Grau, segue que
deg(F, 0, G) = deg(H(·, 0), 0, G) = deg(H(·, 1), 0, G),
em que deg(F, 0, G) indica o grau topolo´gico de F em 0 relativo a G. Assim, | deg(F, 0, G)| =
1 6= 0 e o resultado segue do Teorema de Existeˆncia de Kronecker.
Corola´rio A.2.2. Seja G = {x ∈ Rn : xi ∈ (0, 2L), para 1 6 i 6 n} e suponha que a aplicac¸a˜o
F = (f1, f2, ..., fn) : G −→ Rn e´ cont´ınua no fecho de G, G, de tal forma que F (x) 6= 0 :=
(0, 0, ..., 0) ∈ Rn para todo x na fronteira de G, ∂G, e que
i) fi(x1, x2, ..., xi−1, 0, xi+1, ...xn) > 0, para 1 6 i 6 n, e
ii) fi(x1, x2, ..., xi−1, 2L, xi+1, ...xn) 6 0, para 1 6 i 6 n.
Enta˜o, existe x0 ∈ G tal que F (x0) = 0 ∈ Rn.
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Demonstrac¸a˜o: Considere a aplicac¸a˜o g : Rn ∈ Rn, g(x) := (g1(x), g2(x), ..., gn(x)) em que
gi(x) := (x1, ..., xi−1, xi + L, xi+1, ..., xn). Temos que g e´ uma bijec¸a˜o cont´ınua por ser uma
translac¸a˜o. Assim, restringindo g a um conjunto X tal que g(X) = G, temos que
g(x1, ..., xi−1,−L, xi+1, ..., xn) = (x1, ..., xi−1, 0, xi+1, ..., xn);
g(x1, ..., xi−1,+L, xi+1, ..., xn) = (x1, ..., xi−1, 2L, xi+1, ..., xn), para todo 1 6 i 6 n, e
F ◦ g(x) = (f1(g1(x)), f2(g2(x)), ..., fn(gn(x))).
Logo, F ◦ g e´ cont´ınua em X, por hipo´tese,
fi(gi(x1, ..., xi−1,−L, xi+1, ..., xn)) = fi(x1, ..., xi−1, 0, xi+1, ..., xn) > 0, para todo 1 6 i 6 n e
fi(gi(x1, ..., xi−1,+L, xi+1, ..., xn)) = fi(x1, ..., xi−1, 2L, xi+1, ..., xn) 6 0, para todo 1 6 i 6 n.
Agora, pelo Teorema A.2.1, temos que existe x1 ∈ X tal que F (g(x1)) = 0. Portanto, x0 :=
g(x1) ∈ G, e´ tal que F (x0) = G.
A.3 Resultados de Equac¸o˜es Diferenciais Parciais
Neste apeˆndice, apresentamos os resultados de Equac¸o˜es Diferenciais Parciais El´ıpticas que
foram utilizados durante o trabalho para a regularizac¸a˜o das soluc¸o˜es obtidas no mesmo. Estes
resultados foram baseados nas refereˆncias [14] e [21].









em que os operadores aij = aji, bi e c satisfazem a seguinte condic¸a˜o de elipticidade
aijξiξj > θ|ξ|2,
para alguma constante uniforme θ > 0, para todo ξ ∈ RN .
Consideremos enta˜o a seguinte equac¸a˜o:
−∆u = g(., u), em Ω, (A.5)
em que Ω ⊂ RN , g : Ω× R −→ R e´ uma func¸a˜o de Carathe´odory, ou seja, g(x, u) e´ uma func¸a˜o
mensura´vel para todo x ∈ Ω e cont´ınua na varia´vel u ∈ R. Ale´m disso, vamos assumir que g
satisfaz a seguinte condic¸a˜o de crescimento
|g(x, u)| 6 C(1 + |u|p), (A.6)
com p 6 N + 2
N − 2, se N > 3. Dessa forma, por (A.6) e Teorema A.5.6, para qualquer u ∈ H
1(Ω)
a composic¸a˜o g(·, u(·)) ∈ H−1(Ω).
Com estas informac¸o˜es, apresentaremos o Teorema de Bre´zis-Kato. Este teorema nos permite
garantir alguma regularidade a`s soluc¸o˜es fracas de um problema, dadas certas condic¸o˜es sobre
a soluc¸a˜o fraca, u, e sobre a na˜o-linearidade, g.
Teorema A.3.1. (Teorema de Bre´zis-Kato) Sejam Ω um domı´nio de RN e g : Ω × R −→ R
uma func¸a˜o de Carathe´odory tal que, para quase todo x ∈ Ω vale
|g(x, u)| = a(x)(1 + |u|),
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em que a ∈ L
N
2
loc(Ω) e a > 0. Seja tambe´m u ∈ H1loc(Ω) uma soluc¸a˜o fraca de
−∆u = g(·, u) em Ω.
Enta˜o u ∈ Lploc(Ω) para qualquer p < ∞. Se u ∈ H10 (Ω) e a ∈ L
N
2 (Ω), enta˜o u ∈ Lp(Ω) para
qualquer p <∞.
Demonstrac¸a˜o: Ver [21], Appendix B, pa´gina 270 e 271, B.3 Lemma.






Demonstrac¸a˜o: Para demonstrar tal fato, separaremos o conjunto Ω em treˆs partes:
Ω+ := {x ∈ Ω : u(x) > 0};
Ω0 := {x ∈ Ω : u(x) = 0};
Ω− := {x ∈ Ω : u(x) < 0}.
Note que Ω+ ∪ Ω0 ∪ Ω− = Ω, pois para todo x ∈ Ω, temos que x pertence a um dos treˆs novos
conjunto, logo Ω ⊂ Ω+ ∪ Ω0 ∪ Ω−. Mas Ω+, Ω0 e Ω− sa˜o subconjuntos de Ω e, portanto, sua
unia˜o tambe´m o e´. Agora, a integral
∫
Ω














































finalizando assim a demonstrac¸a˜o.
Teorema A.3.3. (Princ´ıpio do Ma´ximo Forte)
Seja L um operador uniformemente el´ıptico e Lu 6 0 em um domı´nio Ω, na˜o necessariamente
limitado. Se c 6 0 e c
θ
e´ limitado, enta˜o u na˜o pode atingir um mı´nimo na˜o-positivo no interior
de Ω a menos que u seja constante.
Demonstrac¸a˜o: Ver [14], pa´gina 35, Theorem 3.5.
Teorema A.3.4. Seja u uma soluc¸a˜o em W 2,ploc (Ω) de uma equac¸a˜o el´ıptica Lu = f em um




, f ∈ W k,qloc (Ω),(
Ck−1,α(Ω)
)





disso, se Ω ∈ Ck+1,1, (Ck+1,α), L e´ estritamente el´ıptica em Ω com coeficientes em Ck−1,1(Ω),(
Ck−1,α(Ω)
)
e f ∈W k,q(Ω), (Ck−1,α(Ω)), enta˜o u ∈W k+2,q(Ω), (Ck+1,α(Ω)).
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A.4 Resultados da Teoria do Grau
Seja Ω um conjunto aberto e limitado de RN e denote por ∂Ω a sua fronteira. O grau
topolo´gico de f ∈ C(Ω,RN ) representa, de maneira gene´rica, o nu´mero de vezes que o ponto b
foi a imagem de f neste conjunto.
Definic¸a˜o A.4.1. Seja f ∈ C(Ω,RN ) ∩C2(Ω,RN ) tal que b /∈ f(∂Ω) e b e´ um valor regular de
f |Ω. Se u ∈ f−1(b), enta˜o f ′(u) e´ invert´ıvel. Pelo Teorema da Func¸a˜o Inversa, f−1(0) e´ finito.









A.4.1 Propriedades do Grau
Proposic¸a˜o A.4.2. Sejam Ω um aberto limitado de RN e b ∈ RN . Suponha que f1, f2 : Ω −→
RN sa˜o duas func¸o˜es cont´ınuas tais que b /∈ f1(∂Ω) ∪ f2(∂Ω). Enta˜o, se
‖f1 − f2‖ 6 1
4
dist(b, f1(∂Ω) ∪ f2(∂Ω)),
temos deg(f1, b,Ω) = deg(f2, b,Ω).
Proposic¸a˜o A.4.3. (Estabilidade relativa ao ponto) Seja Ω um aberto limitado e f ∈ C(Ω,RN ).
Suponha que b, b′ ∈ RN esta˜o na mesma componente conexa de f(∂Ω)c, enta˜o
deg(f, b,Ω) = deg(f, b′,Ω).
Demonstrac¸a˜o: (Segue como em [16], pa´gina 103, 2.2 Proposition).
Basta mostrar que se b′ ∈ RN e´ suficientemente pro´ximo de de b, enta˜o o grau e´ o mesmo.
Seja ε > 0 tal que ε <
1
4
dist(b, f(∂Ω)) e defina
f0(x) := f(x)− b, f1(x) := f(x)− b′.
Note que, se dist(b′, b) < ε, enta˜o ‖f0 − f1‖∞ < ε, e, por consequeˆncia da Proposic¸a˜o A.4.2,
deg(f, b,Ω) = deg(f0, 0,Ω) = deg(f1, 0,Ω) = deg(f, b
′,Ω).
Proposic¸a˜o A.4.4. (Aditividade) Sejam Ω1 e Ω2 dois abertos limitados disjuntos de RN e
f ∈ C(Ω1 ∪ Ω2,RN ). Se b e´ um ponto de RN e b /∈ f(∂Ω1) ∪ f(∂Ω2), enta˜o
deg(f, b,Ω1 ∪ Ω2) = deg(f, b,Ω1) + deg(f, b,Ω2).
Demonstrac¸a˜o: (Segue como em [16], pa´gina 103, 2.3 Proposition)
Note que basta aproximarmos f por func¸o˜es regulares na definic¸a˜o. Note tambe´m que o
resultado e´ direto se acrescentarmos a hipo´tese de que f e´ de classe C1.
Corola´rio A.4.5. (Excisa˜o) Sejam Ω um aberto limitado, uma func¸a˜o f ∈ C(Ω,RN ), K ⊂ Ω
um compacto e b ∈ RN tal que b /∈ f(K) ∪ f(∂Ω). Enta˜o
deg(f, b,Ω) = deg(f, b,Ω \K).
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Demonstrac¸a˜o: (Segue como em [16], pa´gina 103, 2.4 Corollaire)
Este resultado e´ verificado ao considerarmos Ω1 = Ω \K e Ω2 = K. Assim, Ω = Ω1 ∪ Ω2, e
como b /∈ f(K), temos que
deg(f, b,K) = 0.
Portanto,
deg(f, b,Ω) = deg(f, b,Ω \K).
A.5 Resultados de Medida e Integrac¸a˜o e Ana´lise Funcional






Enta˜o fg ∈ L1 e
‖fg‖1 6 ‖f‖p‖g‖p′ .
Demonstrac¸a˜o: Ver [23], pa´gina 128, (8.6) Theorem.
Lema A.5.2. (Lema de Fatou)












Demonstrac¸a˜o: Ver [23], pa´gina 70, (5.17) Theorem.
Teorema A.5.3. (Teorema da Convergeˆncia Dominada de Lebesgue)
Seja (fn) uma sequeˆncia de func¸o˜es em L
1(Ω) que satisfaz
a) fn(x)→ f(x) q.t.p. x em Ω;
b) existe uma func¸a˜o g ∈ L1(Ω) tal que, para todo n, |fn(x)| 6 g(x) q.t.p. x ∈ Ω.
Enta˜o, f ∈ L1 e ‖fn − f‖1 → 0.
Demonstrac¸a˜o: Ver [23], pa´gina 76, (5.36) Theorem.
Lema A.5.4. Seja p > 1. Enta˜o , para todo a, b ∈ R, temos que
(a+ b)p 6 2p−1 (ap + bp) .































⇐⇒ (a+ b)p 6 2p−1 (ap + bp) ,
concluindo a demonstrac¸a˜o.
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Teorema A.5.5. (Teorema de Rellich-Kondrachov)
Seja Ω ⊂ RN limitado e de classe C1. Enta˜o as seguintes imerso˜es sa˜o compactas:








, se q < N ;
W 1,q(Ω) ↪→ Lp(Ω), ∀p ∈ [q,+∞), se q = N ;
W 1,q(Ω) ↪→ C(Ω), se q > N.
Em particular, W 1,q(Ω) ↪→ Lq(Ω) e´ compacta para todo q e para todo N .
Demonstrac¸a˜o: Ver [4], pa´gina 285, Theorem 9.16.
Teorema A.5.6. Se 1 6 q < N e Ω ⊂ RN e´ um aberto limitado, enta˜o vale a imersa˜o
W 1,q0 (Ω) ↪→ Lp(Ω),
para qualquer p ∈ [1, q∗].
Demonstrac¸a˜o: Este resultado, segue do Teorema A.5.5, como podemos ver em [4], pagina
290, Remark 20. Ele segue do fato de W 1,q0 (Ω) ⊂W 1,q(Ω), por definic¸a˜o, e da imersa˜o
W 1,q(Ω) ↪→ Lp(Ω).
Teorema A.5.7. Suponha que Ω ⊂ RN e´ limitado e 1 6 q < N . Enta˜o, para todo p ∈ [1, q∗],
existe C = C(n, p, q, |Ω|) > 0 tal que
‖u‖p 6 C‖∇u‖q,
para todo u ∈W 1,q0 (Ω).
Demonstrac¸a˜o: Este resultado e´ consequeˆncia direta do Teorema A.5.6.
Teorema A.5.8. (Desigualdade de Poincare´)
Sejam 1 6 q <∞ e Ω ⊂ RN um aberto limitado. Enta˜o, existe uma constante C, dependendo
de Ω e q tal que
‖u‖q 6 C‖∇u‖q, para todo u ∈ H10 (Ω).
Em outras palavras, as normas ‖u‖H10 (Ω) e ‖∇u‖2 sa˜o equivalentes.
Demonstrac¸a˜o: Ver [4], pa´gina 290, Corollary 9.19.
Teorema A.5.9. Seja {fn}n∈N uma sequeˆncia em Lp(Ω) e f ∈ Lp(Ω) tais que
‖fn → f‖p → 0.
Enta˜o, existem uma subsequeˆncia {fnk}k∈N e uma func¸a˜o h ∈ Lp(Ω) tais que:
a) fnk(x)→ f(x) q.t.p. x ∈ Ω.
b) |fnk | 6 h(x), para todo k ∈ N, q.t.p x ∈ Ω.
Demonstrac¸a˜o: Ver [4], pa´ginas 94 e 95, Theorem 4.9.
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Teorema A.5.10. (Teorema da Func¸a˜o Impl´ıcita Generalizado)
Sejam X, Y e Z treˆs espac¸os de Banach, Ω ⊂ X × Y um aberto e χ ∈ C1(Ω, Z). Suponha
que (x0, y0) ∈ Ω e´ tal que χ(x0, y0) = 0 e que ∂
∂y
χ(x0, y0) e´ um homeomorfismo linear de Y em
Z. Enta˜o, existe ω ⊂ X, vizinhanc¸a conexa de x0 e uma u´nica aplicac¸a˜o ϕ ∈ C1(ω, Y ) tal que
ϕ(x0) = y0 e, para todo x ∈ ω, temos χ(x, ϕ(x)) = 0.
Demonstrac¸a˜o: Ver [13], pa´ginas 275 e 276, (10.2.1).
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