We study the risk performance of distributed learning for the regularization empirical risk minimization with fast convergence rate, substantially improving the error analysis of the existing divide-and-conquer based distributed learning. An interesting theoretical finding is that the larger the diversity of each local estimate is, the tighter the risk bound is. This theoretical analysis motivates us to devise an effective maxdiversity distributed learning algorithm (MDD). Experimental results show that MDD can outperform the existing divide-andconquer methods but with a bit more time. Theoretical analysis and empirical results demonstrate that our proposed MDD is sound and effective.
I. INTRODUCTION
In recent years, the rapid expansion of data size brings a series of scientific challenges, such as algorithmic scalability and storage bottleneck [1] , [2] , [3] . Distributed learning based on a divide-and-conquer approach has popular used in various areas [4] , [5] , [6] . It breaks up a big problem into manageable pieces, operates learning algorithms on each pieces, and finally puts the individual solutions together to obatin a global output.
In this paper, we focus on the error analysis of the distributed learning for (regularization) empirical risk minimization. Given
drawn identically and independently (i.i.d) from a probability distribution P on Z, the optimization problem of (regularization) empirical risk minimization can be stated aŝ
where ℓ(f, z) is a loss function, r(f ) is a regularizer, and H is a hypothesis space. This method has been well studied in learning theory, see e.g. [7] , [8] , [9] , [10] , [11] . In distributed learning, the data set S is partitioned into m disjoint subsets {S i } m i=1 , |S i | = N m =: n. Then it assigns each S i to one machine or processor to get a local estimatorf i :
The finally global estimatorf is synthesized bȳ
Theoretical analysis of divide-and-conquer based distributed learning form a hot topic in machine learning [4] , [2] , [3] , [12] . Under local strong convexity, smoothness and a reasonable set of other conditions, [4] showed that the mean-squared error decays as
where f * is the optimal hypothesis in the hypothesis space. Under some eigenfunction assumption, the error analysis for distributed kernel-based least squares was established in [2] : if m is not too large,
where γ(λ) = ∞ j=1 µj λ+µj , µ j is the eigenvalue of a Mercer kernel function. Without any eigenfunction assumption, an improved bound was derived for some 1 ≤ p ≤ ∞ [3] :
.
There are two main contributions in this paper. First, under strongly convex and smooth, and a reasonable set of other conditions, we derive a risk bound of fast rate:
where
is the diversity between all partition-based estimates,
When the minimal risk is small, the rate can reach
Thus, the order of R(f ) − R(f * ) in [2] , [3] , [4] at most O 1 √ N , which is much slower than that of our bound. Our second contribution is to design a novel max-diversity distributed learning algorithm. From Equation (2), we know that the larger the diversity ∆f is, the tighter the risk bound is. This interesting theoretical finding motivates us to devise a max-diversity distributed learning algorithm (MDD):
The last term of (3) is to make ∆f large. Experimental results show that our MDD can outperform the existing divide-andconquer methods but with a bit more computational cost. As far as we know, the theoretical results w.r.t. diversity are given for a distributed setting has never given before.
The rest of this paper is organized as follows. We derive a risk bound of distributed learning with fast convergence rate in Section 2. In Section 3, we propose two novel algorithms based on the max-diversity of each local estimate in linear space and RKHS. In Section 4, we empirically study the performance of our MDD. We end in Section 5 with conclusion. All the proofs are given in the last part.
II. ERROR ANALYSIS OF DISTRIBUTED LEARNING
We will derive a sharper risk bound under some common assumptions in this section.
A. Assumptions
In the following, · H is denoted as the norm of the Hilbert space H. The expected risk R(f ) and the optimal hypothesis f * are denoted as (4) or (another equivalent definition) ∀f, f ′ ∈ H, t ∈ [0, 1],
Assumption 2. The empirical riskR(f ) is a convex function.
Assumptions 1, 2, 3, 4 and 5 allow us to model some popular losses, such as square loss and logistic loss, and some regularizer, such as r(f ) = λ f 2 H . Assumption 6. We assume that the gradient at f * is upper bounded by M , that is
Assumption 6 is also a common assumption, which is used in [13] , [4] .
B. Faster Rate of Distributed Learning
Let N (H, ǫ) be the ǫ-net of H with minimal cardinality, and C(H, ǫ) the covering number of |N (H, ǫ)| Theorem 1. For any 0 < δ < 1, ǫ ≥ 0, under Assumptions 1, 2, 3, 4, 5 and 6, and when
where ∆f = η
From the above theorem, an interesting finding is that, when the larger the diversity of each local estimate is, the tighter the risk bound is. Furthermore, one can also see that when ǫ small enough,
will become non-dominating. To be specific, we have the following result:
Under the same assumptions as Theorem 1, and setting ǫ = 1 n , when m ≤ N η 4τ log C(H,1/n) , with high probability, we have
If the the minimal risk H * is small, i.e., H * ≤ O( 1 n ), the rate can reach
As far as we know, theÕ 1 n 2 -type of distributed risk bound for (regularization) empirical risk minimization has not been given before.
Remark 1. Note that if the hypothesis space H is not very bad, the risk of the optimal hypothesis in H is usually small. Thus, the assumption of the minimal risk H * is small is a mild assumption.
In the next, we will consider two popular hypothesis spaces: linear and reproducing kernel Hilbert space (RKHS).
C. Linear Space
The linear hypothesis space we considered is defined as
From [14] , the cover number of linear hypothesis space can be bounded by
Thus, if we set ǫ = 1 n , from Corollary 1, we have
Therefore, if m ≤ N d log N , the order of risk bound can even faster than O 1 N .
D. Reproducing Kernel Hilbert Space (RKHS)
The RKHS H K induced by the kernel function K is defined to be the closure of the linear span of the set of functions {K(x, ·) : x ∈ X } with the inner product satisfying
The hypothesis space of RKHS in this paper is
From [15] , if K is the popular Gaussian kernel over [0, 1] d :
From Corollary 1, if we set ǫ = 1 n , and assume H * ≤ O 1 n ,
E. Comparison with Related Work
In this subsection, we compare our result with the most related work [2] , [3] , [4] . Under the smooth, strongly convex and other some assumptions, a distributed risk bound is given in [4] :
Under some eigenfunction assumption, the error analysis for distributed regularized least squares were established in [2] ,
By removing the eigenfunction assumptions with a novel integral operator method of [2] , a new bound was derived [3] :
we can obtain that
Thus, the order of [2] , [3] , [4] of
According to the subsections II-C and II-D, if m is not very large, and H * is small, the order of this paper can even faster than O 1 N , which is much faster than those of in the related work [4] , [2] , [3] .
III. MAX-DISCREPANT DISTRIBUTED LEARNING (MDD)
In this section, we will propose two novel algorithms for linear space and RKHS, respectively. From corollary 1, we know that
Thus, to obtain tighter bound, the diversity of each local estimatef i , i = 1, . . . , m, should be larger.
A. Linear Hypothesis Space
When H is a linear Hypothesis space, we consider the following optimization problem:
wherew \i = 1 m−1 j=1,j =iŵ j . Note that, if givenw \i ,ŵ i has following closed form solution:
where X Si = (x t1 , x t2 , . . . , x tn ), y Si = (y t1 , y t2 , . . . , y tn ) T , z tj ∈ S i , j = 1, . . . , n. In the next, we will give an iterative algorithm to solve the optimization problem (11) . In each iteration, we should compute A −1 iw\i that needs O d 2 if given A −1 i , which is computational intensive. Fortunately, from Lemma 3 (see in the last part), the A −1 iw\i can be computed by /
For each worker node i:
Pullw t−1 \i from server node. 6 :
Pushŵ t i to the server node.
8:
For server node: 
B. Reproducing Kernel Hilbert Space
When H is a RKHS, that is f (x) = n j=1 w j K(x j , x), we consider the following optimization problem:
where g j = K Si,Sjŵj andḡ \i = 1 m−1 m j=1,j =iĝ j . Similar with the linear space, we need to compute A −1 iḡ\i in each iterative. From Lemma 3 (see in the last part), we know that
The Max-Discrepant Distributed Learning algorithm for RKHS is given in Algorithm 2. Compared with the traditional divide-and-conquer method, our MDD for RKHS only need add O(n) in each iteration for local machine. For each worker node i: 6: Pullḡ t−1 \i from server node. 7 :
9:
For server node: ·) , . . . , K(x n , ·)) T , z j ∈ S i Remark 2. From ensemble learning, to obtain good performance, the diversity of basis learning machines is very important [16] . The motivation of this paper was inspired by the ensemble learning, but one more thing should be RKHS: At the very beginning, we need O n 2 d to compute the A i and O(n 3 ) to compute A −1 i . In each iteration, worker nodes cost O(n) to compute d t i and the server node costs O(mn) to computeḡ t \i . So, the sequential computation complexity is O n 2 d + n 3 + T mn , where T is the number of iteration. Moreover, the total communication complexity is O(T n).
Divide-and-conquer approach: The sequential complexities of linear space and RKHS are O nd 2 + d 3 and O n 2 d + n 3 , respectively. Meanwhile, the communication complexities are O(d) and O(n).
Global approach: The total complexities of linear space and RKHS are O N d 2 + d 3 and O N 2 d + N 3 , respectively.
IV. EXPERIMENTS
In this part, we will compare our MDD methods with the global method and divide-and-conquer method in both Linear and RKHS Hypothesis. Actually, we compare six approaches: global Ridge Regression (RR) [17] , divide-and-conquer Ridge Regression (DRR) and our MDD-LS (Algorithm 1) in Linear Hypothesis Space, meanwhile, global Kernel Ridge Regression (KRR) [18] , divide-and-conquer Kernel Ridge Regression (KDRR) [2] and our MDD-RKHS (Algorithm 2) in Reproducing Kernel Hilbert Space. Based on the recent distributed machine learning platform PARAMETER SERVER [19] , we implemented divide-and-conquer methods and MDD methods and do experiments on this framework.
We experiment on 10 publicly available datasets from LIBSVM data 1 . We run all methods on a computer node with 32 cores (2.40GHz) and 64 GB memory. While global methods only use a single CPU core, distributed methods use all cores to simulate parallel environment. For RKHS methods, we use the most popular Gaussian kernels
as candidate kernels, and choose the best kernel from σ ∈ {2 i , i = −10, −9, . . . , 10} by 5-folds cross-validation. The regularized parameterized λ ∈ {10 i , i = −6, −5, . . . , 3} in all methods and γ ∈ {10 i , i = −6, −5, . . . , 3} in MDD methods are determined by 5-folds cross-validation on training data. On each data set, we operate all methods 30 times with random partitions on all data sets of non-overlapping 70% training data and 30% testing data. All statements of statistical significance in the remainder refer to a 95% level of significance under t-test.
The root mean square error of all methods is reported in Table I . Meanwhile, we repeat distributed methods on different amount of worker nodes, 5 and 10 for simplification. Table I can be summarized as follows: 1) Our MDD-LS and MDD-RKHS exhibit better prediction accuracy than the DRR and KDRR over almost all data sets. This demonstrates the advantage of MDD methods in generalization performance. 2) Our MDD-LS and MDD-RKHS give comparable result with global methods on most of data sets. 3) Kernel methods can usually get more optimal results than linear methods do; 4) Some data sets are sensitive to data partition, whose results existing huge gap between global methods and distributed methods, such as space ga and phishing for RKHS, while others are not. 5) The increase of worker nodes causes higher root mean square error.
The running time is reported in Table II , which can be summarized as follows: 1) Global methods cost more time than distributed methods do on all data sets. 2) Kernel methods always spend more time than linear methods, because of higher computation complexity. 3) Distributed methods lead great speedup on some data sets. 4) The running time of distributed methods decays almost linearly associated with the increase of worker nodes. 5) Compared with global methods, our MDD methods own higher computational efficiency, while existing small distance away from divide-and-conquer methods. The above results show that MDD methods need a bit more training time but make the performance gap between global methods and traditional distributed methods tighter, which is consistent with our theoretical analysis.
V. CONCLUSION
We studied the generalization performance of distributed learning, and derived a sharper generalization error bound, which is much sharper than existing generalization bounds of divide-and-conquer based distributed learning. Then, we designed two algorithms with statistical guarantees and fast convergence rates for linear space and RKHS: MDD-LS and MDD-RKHS. As we see from theoretical analysis and empirical results, our MDD is highly competitive with the existing divideand-conquer methods, in terms of both practical performance and computational cost. Based on max-diversity of each local estimate, our analysis can be used as a solid basis for the design of new distributed learning algorithms.
VI. PROOF

A. The Key Idea
From the η-strongly convex of R(f ) of equation (5), we can obtain that
Therefore, we have
In the next, we will estimate R(f i ) − R(f * ), which is built upon the following inequality from (4):
According to the convexity ofR i (·) and the optimality condition off i [20] , we have
Substituting (15) into (14), we have
B. Proof of Theorem 1
To prove Theorem 1, we first give the following two lemmas (the proofs are given at the last part of this section). 
Lemma 2. Under Assumptions 3, at least 1 − δ, we have
Thus, with 1 − 2δ, we have
Combining (13) and (22) Proof. Since A a symmetric matrix, we have
Therefore, we can obtain that A −1 d = (d T c)./b.
