Derivative-based optimization methods for parameter estimation require good start values in order to converge to the global optimum. A conventional multistart strategy is often not practical for identifying such start values, especially for high dimensional problems. Moreover, the computational efforts for each iteration of the optimizer are significantly increased by the computation of parameter sensitivities. We hence present a multistart recursive clustering strategy that utilizes DAE decomposition algorithms, in particular Tarjan's and tearing algorithms. These algorithms are also used by standard Modelica compilers for improving the performance of solving large DAE systems. Our key concept is to provide a natural decomposition of the parameter estimation problem into smaller clusters (i.e. subproblems), each of which requires fewer start values and less computation. The resulting local minima are taken as start values for enlarged subproblems, and so forth until good start values for the original problem are found. This approach serves to improve global convergence and computational speed of multistart derivative-based optimization strategies for large sparse DAE systems.
Introduction

Problem Specification
Differential algebraic equations (DAE) are widely used in modeling and simulation applications, for example in Electrical Engineering, Biochemical Engi- * Evonik Industries are acknowledged for financial support within the BMBF co-funded project SysMAP (project no. 0313704) † To whom correspondence should be addressed.
neering, Mechanics and Thermodynamics. In most applications the values of some model parameters are not known a priori and must hence be estimated from measured data. A parametrized DAE system is formally given by:
with a function F : R 2N+M+1 → R N that is sufficiently smooth with respect to the state variables x ∈ R N and parameters p ∈ R M . Typical parameter estimation problems aim at minimizing the distance between simulation results x(p,t) and measurement datax(t j ) ∈ R N at discrete time points t j with j = 1..T in the sense of least squares:
Note that Q / ∈ R N×T is a vector and not a matrix. For start values p 0 ∈ R M that are chosen sufficiently close to a local optimum p * loc ∈ R M , the Gauss-Newton algorithm converges to p * loc by iterating the following scheme [1, 2] :
are first and second order partial derivatives of the residual r with respect to the unknown parameters, and
are first order partial derivatives of the model solution x with respect to the unknown parameters, also referred to as parameter sensitivities.
Common Problems in Derivative-Based Optimization
Practical application of derivative-based optimization methods (for instance Gauss-Newton) for obtaining a global optimum
is typically hindered by the following problems:
Good start values are hard to obtain:
The resulting optimization problem can be efficiently solved when good start values are known. However, from most arbitrarily chosen start values the algorithms either diverge or converge only to a local optimum. This problem will be discussed in more depth in section 1.3.
The Hessian r pp is usually approximated by
p which is often semi-singular: In this case the inverse cannot be exactly computed but is usually approximated by a pseudo-inverse using singular value decomposition. This approximation is however inaccurate, in particular for high dimensional matrices in large optimization problems.
3.
Parameter sensitivities x p are expensive to compute: These sensitivities are usually computed by either solving the original DAE system (equation 1) together with the associated computationally expensive sensitivity equations:
or by using less precise finite difference methods.
Identification of Successful Start Values
The determination of suitable start values for high dimensional parameter estimation problems that are located within the global convergence area of a derivative-based optimization algorithm is not trivial because: 
Multistart Recursive Clustering
We here present a multistart recursive clustering strategy that is specifically designed to reduce the number of starts required for identifying values in S conv from which the applied derivative-based optimization method globally converges. This multistart strategy heuristically decomposes the optimization problem into smaller clusters (i.e. subproblems), and has similarities with cluster optimization methods. Each cluster C i defines a parameter estimation subproblem that is characterized by:
• the corresponding subset of measurement datã
• a residual r that is a function only of p i , x i andx i (compare equation 2).
Each cluster C i is recursively decomposed into subclusters C i, j and so forth. In this way, rather small clusters are created and our strategy begins with separately estimating the respective parameter subsets. Once optima are found, the resulting parameters are taken as new start values and the cluster size is enlarged, and so forth until the complete original system is reconsidered.
In the present study we aim to optimally decompose the parameter estimation problem into smaller subproblems specifically for DAE systems. A related problem has already been researched in the context of speeding up the solution of high dimensional DAE systems, namely finding optimal decompositions of a DAE system into smaller DAE subsystems, each of which solves a subset of state variables. We here determine the clusters C i with the same DAE decomposition algorithms [7, 8] . These algorithms use intuitive but powerful clustering heuristics to naturally decompose the optimization problem into smaller subproblems with well defined dependencies. The details of this approach will be explained in section 3.
Practical Aspects
The proposed strategy can effectively solve the previously discussed problems of parameter estimation with derivative-based optimization algorithms:
1. Fewer starts are required. The recursive multistart parameter clustering strategy helps to rationally identify good start values from which derivative-based optimization algorithms converge to the global optimum. This optimum can hence be identified with significantly fewer starts for the full system as compared to conventional multistart strategies.
Smaller subproblems are processed most of the time.
The parameter estimation problem for each individual cluster C i involves fewer parameters p i , fewer state variables x i , and mostly also fewer model and sensitivity equations. The full set of system equations is solved only for few iterations from start values that are already close to the global optimum. Moreover, the approximations to the Hessian are often more accurate and numerically better conditioned for small clusters.
3. Automatic differentiation enables efficient computation of parameter sensitivities. We apply ADModelica (Automatic Differentiation of Modelica), a self developed tool that exploits high level Modelica compiler techniques for generating Modelica code for efficiently and precisely computing the required parameter sensitivities. Automatic differentiation involves significantly less equations as explicit differentiation and finite difference methods [3, 4, 5] . Moreover, we exploit the known structure of the sensitivity equations for reducing compilation and simulation time on both serial and parallel computers [6] .
Outline
The remainder of this contribution is structured as follows: In section 2 we give an overview of the DAE decomposition algorithms that we reuse in the context of parameter estimation. The implementation of the proposed strategy is then presented in section 3 in a simplified form without low level tricks, although fine tuning could further improve the results that are reported in section 4. In section 5 we conclude with discussion of potential limitations as well as future developments and applications of the presented method.
DAE Decomposition
Structure Digraph of DAE Systems
Directed graphs are used as intermediate representations for symbolical handling and simulation of DAE systems that are automatically generated from Modelica models. 
The differential equations 4a to 4b are also referred to as rate equations, and the algebraic equations 4c to 4d determine the flow rates v j as functions of the maximal flow rates v j,max , saturation parameters k j with j = 1..4, and of the degradation rate d. The bipartite graph representation can be transformed into a structure digraph [7] , as illustrated in figure 2b for the DAE system from equation 4. This directed graph reveals the causality relations among variables and equations. Ideally each equation e is explicitly solved for one variable x. In practice, however, algebraic loops can occur when a group of equations must be concurrently solved for a group of variables, for instance the ODE systemẋ = y andẏ = x.
DAE Decomposition Algorithms
DAE systems that are generated from descriptive Modelica models usually consist of many components and connectors. They are hence high-dimensional and sparse, meaning that only few variables appear in each equation. Instead of solving these equations at once, one can often decompose such systems into smaller blocks of equations. Sequential solution of these blocks reduces overall complexity and consequently speeds up the computation.
The example DAE system (equation 4) can be decomposed into sorted blocks of equations. Application of Tarjan's algorithm [9] figure 3 . Each SCC C i represents an equation block that is solved for a subset of the variables. The SCCs are subjected to a topological sorting "<", imposing an order in which the blocks must be solved. C i < C j if x i is required for determining x j . In figure 3, C i < C j if i < j, resulting in the solution scheme shown in figure 4. The block C 1 in figure 3 , representing the equations 4a and 4c for j = 1, is solved for X 1 and v 1 . The value of v 1 is then used to solve the equations represented by the block C 2 , and so forth until all variables are determined. A sequential system decomposition as in figure 3 cannot always be achieved. For example consider figure 1 with an additional flow connection from X 5 to X 1 . In contrast to figure 3, the resulting digraph now has a cyclic structure, as shown in figure 5 .
In this example all equations must be concurrently solved for all variables. Such problems can be solved with Tearing methods [10, 11] : First initial guesses are provided for certain state variables in order to decouple the corresponding SCCs. For example, specification of X 5 would make C 5 independent from C 4 . The SCC structure is made acyclic by tearing the graph apart through the tear variable X 5 at the connection between C 4 and C 5 . The DAE system is then decom-posed as before, and the remaining state variables X i with i = 1..4 are sequentially determined. With these solutions the initial guess of X 5 is corrected through v 4 , and this process is repeated until X 5 does not significantly change any more. The choice of suitable tear variables generally is a key question of tearing methods. In the present study we apply physical knowledge about the modeled system. 
Parameter Estimation
We now address the estimation of unknown model parameters by minimizing the distance between simulation results and measurement data. Our basic idea is to decompose the DAE system into SCCs as described in the previous section, and to treat the individual clusters C i as separate parameter estimation subproblems.
Example with Linear Structure
Reconsider the model from equation 4 (figure 1), and suppose thatX(t j ) ∈ R 5 are corresponding measurement data at discrete time points t j with j = 1..T . Each of the parameter estimation subproblems is characterized by:
• the parameters k i and v i,max for i = 1..4 or, respectively, d for i = 5,
• the variables X i (t) and v i (t) that equation block C i is solved for,
• the corresponding measurementsX i (t j ) at times t j with j = 1..T .
The dependency between the subproblems is welldefined, because the fluxes v i−1 (t) that are required in an equation block C i are always determined from the previous equation block C i−1 (see figure 4) . The relation C i < C j for i < j enables to estimate parameters k j and v j,max from measurements X j after k i and v i,max have been estimated for i < j.
Algorithm
Algorithms 1 and 2 formally describe the procedure of our multistart recursive parameter clustering strategy. Three inputs are required:
1. C: A cluster specifying the processed parameter estimation subproblem, in particular the involved parameter, variable and data subsets, as well as the space of feasible parameter values (see section 1.3).
OptAlg:
The optimization strategy to be applied, for example Gauss-Newton algorithm.
N:
The number of start values for estimating the involved parameter set with a multistart strategy. Alternatively, algorithm 2 can be called with a specific set of start values.
Algorithm 1 first attempts to optimize the parameters in a given cluster C. Algorithm 2 is called for processing a conventional multistart strategy (line 1). If an acceptable residual r is achieved, the solution is returned (line 2), and otherwise the optimization problem is further decomposed. 
for all k do 8:
for all j do 10: if C k < C j and adjacent(C k ,C j ) then 11:
end if 13: end for 
Implementation Details
Algorithm 2 applies the optimization algorithm OptAlg to compute local optima p 1..N C of a cluster C i from N start values that are either self-generated or passed as p 1..N 0 . In our actual implementation, the resulting local optima of each cluster are sorted with respect to the quality of their corresponding residuals r i . A χ 2 -test is then performed, and the worst local optima are removed such that the remaining optima follow a uniform distribution with prespecified confidence level. DAE systems with linear structure are processed with higher confidence levels than DAE systems with cyclic structure.
Moreover, we apply tearing heuristics not for seeking decompositions that are most optimal for efficiently solving the DAE systems, but rather aim at constructing clusters that are small and require only few start values. However, automatic recognition of decompositions that are optimal for the parameter estimation problem is not yet implemented, and tear variables are manually chosen on the basis of physical knowledge about the model topology.
Example with Linear Structure
(continued) Figure 6 illustrates a run of our algorithm for the example DAE system with linear structure (equation 4, figure 1 ). First, the parameters of cluster C 1 are estimated with the Gauss-Newton algorithm and a conventional multistart strategy. This strategy generates In case the optimization algorithm has not converged for all start values, N − M optima are randomly chosen and copied in order to maintain a full set of N optima. The corresponding N solutions for the state variable v 1 are passed to the next cluster, C 2 . The same process is then repeated for C 2 with N start values for k 2 and v 2,max , respectively, that are randomly paired with the N solutions for v 1 , and so on until all parameters are estimated.
Next, larger clusters are constructed by merging smaller clusters. For instance C 1 is merged with C 2 , and C 3 with C 4 . We apply a binary tree data-structure in order to always merge clusters that are adjacent to each other. Start values are not newly generated at this stage, but the optima from the merged clusters are used. For instance, the optima that were individually estimated for clusters C 1 and C 2 are now together used as start values for the cluster that is merged from C 1 and C 2 . This process is recursively performed until the original problem is reconsidered with very good start values for global optimization. Figure 7 illustrates a run of our algorithm for the example DAE system with cyclic structure (figure 5). The clusters are defined as before, but the clustering strategy is somewhat different, because the whole DAE system must be concurrently solved for the state variables of all clusters when the parameters of one cluster are estimated. This explains the difference between lines 9 and 27 in algorithm 1. We treat parameter estimation problems with cyclic structure similarly to the decomposition of DAE systems with cyclic structures for fast solution. Again, N start values are chosen for each unknown parameter (line 21). The N initial guesses for one cluster are fixed, for instance k 5 and v 5,max in cluster C 5 . Then the parameters of all clusters are sequentially estimated with a conventional multistart strategy. The resulting optima are passed to all clusters (line 27), and the values of those parameters that were originally fixed are refined. Finally the parameters of the original DAE system are estimated with the combined optima of the clusters as start values. This procedure is repeated for several rounds, until either the residual r of the original DAE system drops below a prespecified threshold or the number of rounds exceeds a predefined maximum.
Example with Cyclic Structure
Benchmark
Equation 5 defines an abstract example that we use as benchmark for comparing the performance of our multistart clustering strategy with the conventional multistart strategy. The benchmark is again a reaction network model that consists of a linear pathway (X 1 − X 6 ) and a cyclic pathway (X 6 − X 12 ). Simulation results without additional noise are used as synthetic data for re-estimating the model parameters. We applied the Gauss-Newton optimization algorithm, and initially choose the interval ( p * 2 , 2p * ) around the known global optimum as admissible region S p for each parameter.
, j = 1..12 (5e) Table 1 documents that we used ten times fewer attempts for our clustered multistart strategy than for the conventional approach with random start values. However, most attempts of the clustered strategy converged to the global optimum, whereas the conventional multistart strategy did not at all converge from 1000 start values that were arbitrarily chosen in S p . Table 2 shows that the success rate decreases when the admitted parameter region S p is enlarged to ( p * 4 , 4p * ), even if the number of attempts per cluster is increased from 10 to 20. More attempts improve the probability of finding successful start values at the cost of computational effort. Table 3 illustrates how the residual r improves with each iteration in the cyclic part of the model for N = 20 and S p ⊂ ( p * 4 , 4p * ). The residual r is significantly reduced in the very first iteration, since the average residual for the initial guesses varied around 890. In attempts 1 to 5 start values close to the global optimum were found after several iterations. After each iteration, the strategy attempts to improve the solution of the tear variable (X 12 in this example). In attempts 2 and 6 the start values diverged, though small residuals were achieved. 
Conclusions and Outlook
In this contribution we have presented a multistart recursive clustering strategy for efficiently estimating the parameters of DAE systems with derivative-based optimization algorithms. The algorithm has been illustrated by two simple examples with and without cyclic dependencies in the solved DAE system. A slightly more complex example that combines linear and cyclic structures has been used as benchmark for comparing the performance of our clustering strategy with the conventional multistart strategy. At some points we have dealt with special cases, and the algorithms and examples can be generalized and extended in various directions:
• In the presented examples each parameter occurs only in one equation, and clear physical causality relation exist between the variables and the parameters. In general, however, the parameters must be included in the causality analysis.
• The benchmark was manually constructed. System analysis and clustering can be implemented using the ADModelica tool, which provides a suitable infra-structure for analyzing Modelica models and for implementing DAE decomposition algorithms.
• Real measurements are afflicted with errors, which complicates the evaluation and comparison of residual values for different optima.
• Redundant computations can be avoided by storing and recognizing local optima that were already found in earlier computations [13] .
• Other optimization algorithms can be applied, for example Levenberg-Marquardt. Different clus-ters might even be optimized with different algorithms, which might be particularly useful for large models with many variables and parameters. Hyper-heuristics [12] can help to identify the suitable algorithms for each subproblem.
