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Abstract
String matching is one of the most fundamental problems in computer science. A natural problem
is to determine the number of characters that need to be queried (i.e. the decision tree complexity) in
a string in order to decide whether this string contains a certain pattern. Rivest showed that for every
pattern p, in the worst case any deterministic algorithm needs to query at least n − |p| + 1 characters,
where n is the length of the string and |p| is the length of the pattern. He further conjectured that this
bound is tight. By using the adversary method, Tuza disproved this conjecture and showed that more
than one half of binary patterns are evasive, i.e. any algorithm needs to query all the characters (see
Section 1.1 for more details).
In this paper, we give a query algorithm which settles the decision tree complexity of string matching
except for a negligible fraction of patterns. Our algorithm shows that Tuza’s criteria of evasive patterns
are almost complete. Using the algebraic approach of Rivest and Vuillemin, we also give a new sufficient
condition for the evasiveness of patterns, which is beyond Tuza’s criteria. In addition, our result reveals
an interesting connection to Skolem’s Problem in mathematics.
1 Introduction
The string matching problem is one of the most fundamental problems in computer science. The goal of
string matching problem is to find one or all occurrences of a pattern in an input string. Lots of efficient
algorithms have been discovered in the 20th century. For example, the KMP algorithm [7], discovered by
Knuth, Morris and Pratt, is able to locate all occurrences of a pattern of length m in a string of length n in
O(n +m) time. This is essentially the best possible since every algorithm needs Ω(n +m) time to process
the input. Another elegant algorithm is the Karp-Rabin algorithm [6], which uses hashing and can be used
to search for a set of patterns. A detailed treatment of these algorithms can be found in [3]. However, the
problem becomes subtler when we adopt a different complexity measure, which is the number of characters
that the algorithm has to examine in the input string given the prior knowledge of the pattern string. When
we confine the alphabet to {0, 1}, this measure is exactly the decision tree complexity of boolean string
matching problem. Recall that for a binary function f , its decision tree complexity is the number of bits
that we have to examine in the worst case in any input x in order to compute f(x).
1.1 Notations and Previous Work
Let p be a pattern over alphabet Σ with |Σ| = σ. Throughout the paper, let p[i] be the i-th character in p
and p[i..j] be the substring of p indexed from i to j. Let Ap be a deterministic string searching algorithm
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which searches for p in any given string s. Following Rivest [9], we denote w(Ap, n) to be the maximum
number of characters that Ap examines for any s of length n. Let Dp(n) = minAp w(Ap, n), where Ap is
taken over all deterministic string searching algorithms. When the alphabet Σ = {0, 1}, Dp is exactly the
boolean decision tree complexity of string searching algorithm with pattern p. It is clear that this function
is monotone, since we can simply add some redundant characters at the end of the searched text. We state
this as the following proposition.
Proposition 1.1. For every pattern p and n ∈ N, Dp(n) ≤ Dp(n+ 1).
We define the evasiveness of a pattern as follows.
Definition 1.2. A pattern p is called evasive if there exists N0 ∈ N such that for all n > N0, Dp(n) = n.
By this definition, a pattern p is evasive if for every algorithm A and every sufficiently large n, there is a
string s of length n such that A has to query every character of s in order to determine whether s contains
p as a substring. We are interested in determining what patterns are evasive and what patterns are not.
Let |p| denote the length of a pattern p. Rivest gave the following linear lower bound on Dp(n):
Theorem 1.3 ([9]). For every pattern p, Dp(n) ≥ n− |p|+ 1 for all n ∈ N.
To prove this theorem, Rivest showed that for every n ∈ N, there exists an integer i between 0 and |p|
such that Dp(n+ i) = n+ i, then combined with Proposition 1.1, Theorem 1.3 follows. Based on this result,
we define non-evasiveness as follows.
Definition 1.4. A pattern p is called non-evasive if for every N0 ∈ N there exists n > N0 such that
Dp(n) = n− |p|+ 1.
As discussed above, what Rivest proved in fact implies that it is impossible for a pattern to achieve
the lower bound in Theorem 1.3 on consecutive integers, which is the reason we define non-evasiveness in
this way. Rivest showed that the pattern p = 1k (and therefore 0k) is non-evasive. He further conjectured
that all patterns are non-evasive. However, this conjecture was later disproved by Tuza in [11]. We briefly
summarize Tuza’s work here. Given a string b, let BE(b) denote the set of patterns prefixed and suffixed by
b, but other than b. Also, for patterns u and v, let uv denote their concatenation. If p ∈ BE(b), then let
p(b) be the string ubv where, ub = bv = p. Tuza proved the following result.
Theorem 1.5 ([11]). Let p ∈ BE(b). If
1. p(b) does not contain a substring p′ of length |p| other than prefix or suffix of p(b) such that p′ and p
differ from each other in at most two characters, and
2. the pattern pp does not contain a substring p′ of length |p| other than prefix or suffix of pp such that p′
and p differ from each other in at most four characters,
and n ≥ |p|(2|p| − |b|)/ gcd(|p|, |b|), then Dp(n) ≥ n− k, where k = n mod gcd(|p|, |b|).
If a pattern string p satisfies the conditions in Theorem 1.5 and gcd(|p|, |b|) = 1, then one would have
Dp(n) = n for all sufficiently large n. This implies that p is evasive and therefore serves as a counterexample
of Rivest’s conjecture. Tuza estimated the proportion of pattern strings which satisfy the conditions in
Theorem 1.5 and proved that when Σ = {0, 1}, there exists more than 0.5061 · 2m evasive patterns of length
m.
Beyond the worst case complexity, the average-case complexity has also been studied previously, that is,
finding out the numbers of characters that need to be examined on average assuming that the input string is
sampled from the uniform distribution. Yao [12] showed that, for almost all patterns of large enough length
m, an algorithm needs to examine Θ(
n log
q
m
m ) characters on a uniformly random input string of length
n > 2m, here q is the size of the alphabet.
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1.2 Our Contributions
In this paper we settle the decision tree complexity for almost every string except an o(1) fraction. More
precisely, we prove that Tuza’s lower bound, which is developed combinatorially, is in fact tight for almost
every string, by showing an algorithm which achieves this lower bound. This algorithm is based on the
periods of the pattern string.
Definition 1.6 (Periods). Let p be a pattern of length m and k be a positive integer no larger than
m. We say that p is k-periodic, or p has a period k, if p[i] = p[i + k] for all 1 ≤ i ≤ n − k. Let
Period(p) = {k|p is k-periodic} be the set of all periods of p.
The definition here is the same as in [4], in which it was used to develop a time-space optimal algorithm.
A similar idea can also be found in [11]. For set S ⊂ N, let gcd(S) denote the greatest common divisor of
all elements in S. Here is our main theorem.
Theorem 1.7 (Main). Let p be a pattern of length m and c = gcd(Period(p)) be the greatest common
divisor of all p’s periods, then Dp(n) = n− (n mod c), except for an O(m
5σ−m/2) fraction of patterns.
Here, the fraction of patterns is computed in the following way. We first fix a pattern length m, and then
count the number of patterns of length m that satisfy some certain properties, then compute its ratio to the
total number of length-m patterns, which is σm. We then investigate the asymptotic behavior of this ratio
as m goes to infinity.
By Theorem 1.7, the fraction of patterns whose decision tree complexity we don’t know goes to 0 as the
pattern length goes to infinity.
Besides this result, we also use the algebraic approach to show the evasiveness of certain family of
patterns, for which Tuza’s method does not work. This algebraic approach was first developed by Rivest and
Vuillemin [10], and we extend it to our problem. Interestingly, we find that this approach reveals a relation
between our problem and the Skolem’s Problem. We also define the characteristic polynomial of a pattern,
which is again closely related to the pattern’s periodic behaviors. This polynomial, besides its application
in this problem, is of independent interest on its own.
2 Upper Bounds
In this section, we prove one direction of Theorem 1.7, which can be stated as the following lemma.
Lemma 2.1. Let p be a pattern of length m and c = gcd(Period(p)) be the greatest common divisor of all
p’s periods, then Dp(n) ≤ n− (n mod c).
To show this lemma, we will develop an algorithm whose behavior depends on the periods of the pattern
string.
2.1 Non-evasiveness of Bifix-free Patterns
We first look at the simple case where our pattern is bifix-free.
Definition 2.2. A string s is called a bifix of a string t if s is both a prefix and a suffix of t. A pattern p is
called bifix-free if p has no bifix other than itself.
Remark 1 (Relations to combinatorics on words). The concepts of periods and bifixes are also studied in
the field of combinatorics on words under possibly different names. Bifixes are usually referred to as borders
in combinatorics on words, and bifix-free strings are usually called unbordered words. For more details from
viewpoint of combinatorics on words, see [2].
Bifix-free patterns have the following property in terms of periods.
Lemma 2.3. A pattern p of length n has a bifix of length k < n if and only if it is (n − k)-periodic.
Furthermore, p is bifix-free if and only if it has only one period, which is n.
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Proof. If a pattern p has a period k < n, then p[1..(n − k)] = p[(k + 1)..n]. This is equivalent to say that
p has a prefix of length n − k which is equal to p’s suffix of length n − k. The “furthermore” part follows
directly.
Then, for a bifix-free pattern p we have |p| = gcd(Period(p)). According to Lemma 2.1, the following
result is expected.
Lemma 2.4. Let p be a bifix-free pattern of length m, then Dp(n) ≤ n− (n mod m) and p is non-evasive.
Proof. Consider the algorithm in Figure 1. We claim that this algorithm can produce the correct output
after n − (n mod m) queries to the string. Suppose that in Line 11, we find that s[i..j] is not equal to p,
Input: string s of length n, bifix-free pattern p of length m
Output: whether p is a substring of s
1: function Find(s, p)
2: if n < m then
3: return false
4: i← m, j ← m
5: query(s[m])
6: while j − i 6= m− 1 do
7: if s[i..j] is a suffix of p then
8: query(s[i− 1]), i← i− 1
9: else
10: query(s[j + 1]), j ← j + 1
11: if s[i..j] = p then
12: return true
13: else
14: return Find(s[m+ 1..n], p)
15: end function
Figure 1: Algorithm for bifix-free patterns
otherwise we can stop and output this occurrence. Note that until Line 11 we have only queriedm characters
in s, which are s[i], s[i+1], . . . , s[j]. We show that for indices l with 1 ≤ l ≤ m, we have s[l..(l+m− 1)] 6= p.
• 1 ≤ l < i. In this case, there exists an index t with i ≤ t ≤ l+m− 1 such that s[t..(l+m− 1)] is not a
suffix of p, since otherwise s[l+m] would not be queried, contradicting the fact that j = i+m−1 ≥ l+m.
And therefore we have s[l..(l +m− 1)] is not suffix of p.
• l = i. In this case we have by assumption that s[l..(l+m− 1)] = s[i..j] 6= p.
• i < l ≤ m. Assume that s[l..(l + m − 1)] equals to p. Then for all indices t with l ≤ t ≤ j, s[l..t]
is a prefix of p, and therefore by bifix-freeness, is not a suffix of p. However, since i < l, s[l − 1] is
queried, so there must exists such an index t that s[l..t] is a suffix of p, which is a contradiction. Hence
s[l..(l+m− 1)] does not equal to p.
This shows that after querying m characters, we either find an occurrence of p in s, or reduce the size of s
by m. When the size of s is smaller than m, the algorithm trivially stops. Therefore after n− (n mod m)
queries, we will be able to determine whether s contains p. This establishes an upper bound on Dp(n),
namely Dp(n) ≤ n− (n mod m), which matches Rivest’s lower bound. We conclude that bifix-free patterns
are non-evasive.
We note that the above algorithm is in fact applicable for all finite alphabets. For an alphabet Σ of size
σ, we define bσm to be the proportion of bifix-free strings in strings of length m, that is,
bσm =
|{p ∈ Σm|p is bifix-free}|
σm
, |Σ| = σ.
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Nielsen [8] showed that the sequence {bσm}
∞
m=1 converges. Furthermore, he proved that
bσ∞ := limm→∞
bσm ≥ 1− σ
−1 − σ−2.
The following table from [8] shows the first three significant digits for bσ∞ when σ ≤ 6.
σ 2 3 4 5 6
bσ∞ 0.268 0.557 0.688 0.760 0.801
Figure 2: The table for the first three significant digits for bσ∞ when σ ≤ 6
From this we obtain that more than 26.7% of binary pattern strings of length m are non-evasive, where
m is sufficiently large. We also note that, as the size of the alphabet increases, the percentage of patterns
that are non-evasive tends to 1.
2.2 The General Case
In the previous section, we used bifix-freeness as a crucial tool in our algorithm. The property stated in
Lemma 2.3 is in fact playing an important role here. It is natural to ask that what if a pattern has periods
other than its own length? An intuition is that if a pattern has good periodic behaviors, then a well-behaved
algorithm must exist as well. We therefore formalize this intuition and give the proof of Lemma 2.1.
Proof of Lemma 2.1. Let’s consider the algorithm in Figure 3, which is a generalization of the algorithm for
bifix-free patterns. Intuitively, this algorithm examines the string by blocks of size c, which is the greatest
common divisor of p’s periods. Note that for simplicity we formulate this algorithm in a way that it may
query the same character more than once. In such cases, we can reuse the previous result and need not
really query that character. Our algorithm might also query a character in s with index larger than n. In
such cases, we assume that we obtain a character different than p[m], such that it cannot form the pattern
p with previous characters. We also assume that c > 1.
First of all, it is easy to see that this algorithm queries at most n− (n mod c) characters in s. We now
show that this algorithm returns the answer correctly. Our algorithm only returns true when it really see
the pattern p, so it suffices to show that if there are occurrences of p in s, then our algorithm will always be
able to find one. Here we prove that it will always find the first occurrence.
Assume that the first occurrence of p in s is s[k −m+ 1..k] and k = hc+ t for some 0 ≤ t < c. We want
to show that, when our algorithm starts to examine the (hc)-th character of the string at Line 15 (it could
be that our algorithm will be able to locate p in the while loop beginning at Line 5, but that case is even
simpler), there are at most c characters in s[k −m + 1..k] which have not been queried yet. If this holds,
then our algorithm will be able to identify s[k −m+ 1..k] as p in at most c queries.
In fact, we prove a strong claim that whenever k −m < l ≤ k, in order for the repeat-until loop at Line
16-21 to stop, we either either query c new characters in the range s[k−m+ 1..k], or we have queried every
character in the range s[k −m+ 1..l + t].
Suppose our algorithm is going to query a character with index smaller than k−m+1 when k−m < l ≤ k,
then at some point our algorithm will query s[k −m] at Line 18. Clearly, i = k −m + 1 at that moment.
Also, it must be that j = l+ t, for when Line 18 is executed, s[i..j] must be a suffix of p. But we also know
that s[i..j] is a prefix of p. Thus the length of s[i..j], which is j − k +m, must be a multiple of c, implying
that j = l+ t (since l is always a multiple of c). If our algorithm do not query a character with index smaller
than k −m+ 1 when k −m < l ≤ k, then in order for the repeat-until loop at Line 16 to end, we have all
our c new characters in s[k − m + 1..k]. This proves what we need, and the correctness of our algorithm
follows.
3 Proof of Theorem 1.7
In this section, we give the proof of our main theorem. We have proved one direction in Section 2. For the
other direction, we use a similar analysis to Tuza’s in [11]. We first restate (a stronger version of) Tuza’s
theorem here.
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Input: string s of length n, pattern p of length m
Output: whether p is a substring of s
1: function Find(s, p)
2: if n < m then return false
3: i← m, j ← m
4: query(s[m])
5: while j − i 6= m− 1 do
6: if s[i..j] is a suffix of p then
7: query(s[i− 1]), i← i− 1
8: else
9: query(s[j + 1]), j ← j + 1
10: if s[i..j] = p then
11: return true
12: l← m+ c
13: while l ≤ n do
14: i← l, j ← l
15: query(s[l])
16: repeat
17: if s[i..j] is a suffix of p then
18: query(s[i− 1]), i← i− 1
19: else
20: query(s[j + 1]), j ← j + 1
21: until c new characters have been queried OR j − i = m− 1
22: if s[(j −m+ 1)..j] = p then
23: return true
24: l ← l + c
25: return false
26: end function
Figure 3: Algorithm for general patterns
Theorem 3.1 ([11]). Assume that p ∈ BE(b1), p ∈ BE(b2), . . . , p ∈ BE(bl). If
1. for every 1 ≤ i ≤ l, p(bi) does not contain a substring p
′ of length |p| other than prefix or suffix of p(bi)
such that p′ and p differ from each other in at most two characters, and
2. the pattern pp does not contain a substring p′ of length |p| other than prefix or suffix of pp such that p′
and p differ from each other in at most four characters,
then for sufficiently large n, Dp(n) ≥ n− k, where k = n mod gcd({|p|, |b1|, |b2|, . . . , |bl|}).
We note that in Tuza’s language, p ∈ BE(b) essentially means that p has a bifix b. As is shown in
Lemma 2.3, it is equivalent to say that p is (|p| − |b|)-periodic. Thus the condition p ∈ BE(b1), p ∈
BE(b2), . . . , p ∈ BE(bl) is simply saying that p has periods |p| − |b1|, |p| − |b2|, . . . , |p| − |bl|, other than
its own length |p|, and the expression gcd({|p|, |b1|, |b2|, . . . , |bl|} is equivalent to gcd(Period(p)). To prove
Theorem 1.7, we need the following two lemmas. These two lemmas are generalizations of Lemma 11 and
Lemma 12 in [11].
Lemma 3.2. Let B1(n) be the set of patterns p such that |p| = n, p ∈ BE(b) for some b and p(b) contains
a substring p′ of length n other than prefix or suffix of p(b) such that p′ and p differ from each other in at
most two characters. Then |B1(n)| = O(n
4σn/2).
Lemma 3.3. Let B2(n) be the set of patterns p such that |p| = n and the pattern pp contains a substring
p′ of length n other than prefix or suffix of pp such that p′ and p differ from each other in at most four
characters. Then |B2(n)| = O(n
5σn/2).
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Proof of Theorem 1.7. Let p be a pattern of length m. If p /∈ B1(m) ∪ B2(m), then by Theorem 3.1,
Dp(n) ≥ n − k, where k = n mod gcd(Period(p)). Also, by Lemma 2.1, Dp(n) ≤ n − k. Therefore
Dp(n) = n− k for all p /∈ B1(m) ∪B2(m). By Lemma 3.2 and Lemma 3.3, |B1(m) ∪B2(m)| = O(m
5σm/2),
and hence Theorem 1.7 follows.
For simplicity, from now on we say p(b) has property 1 if p ∈ BE(b) and p(b) contains a substring p′ of
length n other than prefix or suffix of p(b) such that p′ and p differ from each other in at most two characters,
and we say p has property 2 if the pattern pp contains a substring p′ of length n other than prefix or suffix
of pp such that p′ and p differ from each other in at most four characters.
3.1 Proofs of the Two Lemmas
Now we prove Lemma 3.2 and Lemma 3.3. Tuza proved the case when Σ = {0, 1} in [11]. We will adapt his
proof to handle the case where Σ is any finite alphabet.
Lemma 3.4. If p(b) has property 1 for some |b| > |p|/2, then we can find b′ with length at most |p|/2 such
that p(b′) has property 1 as well.
Proof. If p ∈ BE(b) for some |b| > |p|/2, then by definition, p[i] = p[i+ |p|−|b|] for every 1 ≤ i ≤ |b|. Assume
that k(|p| − |b|) < |p| ≤ (k+ 1)(|p| − |b|) for some k, then let b′ = p[k(|p| − |b|) + 1..|p|]. It is straightforward
to check that b′ is also a bifix of p and p(b′) contains p(b) as a substring. Therefore p(b′) has property 1 if
p(b) has property 1.
Proof of Lemma 3.2. Let p ∈ B1(n). By definition and Lemma 3.4, for some |b| ≤ |p|/2, p(b) contains a
substring p′ of length n other than prefix or suffix of p(b) such that p′ and p differ from each other in at
most two characters. These at most two characters can be chosen in (σ − 1)2n(n − 1)/2 + (σ − 1)n + 1
different ways. Assume that p′ starts in the (i+1)-th character in p(b), then after we fix these two erroneous
locations, the first gcd(i, n− |b|) characters in p(b) will uniquely determine p(b). Therefore we have
|B1(n)| ≤
n/2∑
|b|=1
n−|b|−1∑
i=1
((σ − 1)2n(n− 1)/2 + (σ − 1)n+ 1)σgcd(i,n−|b|)
≤ n2σ2
n/2∑
|b|=1
n−|b|−1∑
i=1
σgcd(i,n−|b|)
≤ n2σ2 ·
n
2
· nσn/2
=
n4
2
σn/2+2.
Proof of Lemma 3.3. The proof is similar to that of Lemma 3.2. Let p ∈ B2(n). Then the pattern pp has
a substring p′ that differs from p in at most four characters. These at most four characters can be chosen
in at most |Σ|4n4 different ways. Assume that p′ starts in the (i + 1)-th position, then the first gcd(i, n)
characters in p uniquely determines p. Therefore we have
|B2(n)| ≤
n−1∑
i=1
σ4n4σgcd(i,n) ≤
n−1∑
i=1
σ4n4σn/2 ≤ n5σn/2+4.
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4 A Sufficient Condition for Evasiveness
Now that we have finished the proof of Theorem 1.7, a natural question to ask is what patterns lie outside
the scope of Theorem 1.7? Rivest has given an example in [9], by showing that the pattern 1n is non-evasive
while gcd(Period(1n)) = 1 since every integer between 1 and n is a period of 1n. In this section, we will
use the algebraic method to develop a new sufficient condition for evasiveness. We will assume that the
alphabet Σ = {0, 1}. We first introduce the notion of characteristic polynomial in Section 4.1 and then state
our theorem in Section 4.2. In Section 4.3, we will show the relationship between a pattern’s periods and its
characteristic polynomial, which allows for a convenient way to calculate the polynomial.
4.1 The KMP Automaton and the Transition Matrix
Following Rivest [9] we will make use of the finite state automaton constructed by the Knuth-Morris-Pratt
algorithm. Let p be a pattern string of length m, then the automaton constructed will have m + 1 states,
where state q1 is the initial state and state qm+1 is the only accepting state. The automaton reaches state
qi if the previous i − 1 characters is a prefix of p where i is the largest possible among such ones, and the
pattern p is not found already. The automation reaches state qm+1 as soon as the pattern p is found, and
stays there forever. See Figure 4 for an example of the KMP automaton when the pattern p = 1010.
q1start q2 q3 q4 q5
0
1 0
1
0
1 0
1
0, 1
Figure 4: The finite state automaton for pattern p = 1010
Let Up(n, i) be the set of strings of length n on which the automaton ends in state qi. Let gp(n, i) :=∑
s∈Up(n,i)
xwt(s), where wt(s) is the number of 1’s in s. The following lemma is used in [10] to show
evasiveness of boolean functions.
Lemma 4.1 ([10]). If Dp(n) ≤ n− l for some integer 1 ≤ l ≤ n, then (x + 1)
l divides gp(n,m+ 1).
A useful consequence of this lemma is the following corollary.
Corollary 4.2. If there exists N0 ∈ N such that gp(n,m + 1) 6≡ 0 mod (x + 1) for all n > N0, then
Dp(n) = n, i.e. p is evasive.
By Lemma 4.1, we are only interested in the value of gp(n,m + 1) modulo x + 1. Note that we always
have
gp(n+ 1,m+ 1) = (x+ 1)gp(n,m+ 1) + y · gp(n,m),
where y equals 1 or x depending on the last bit of the pattern string. Taking modulus of (x + 1) on both
sides, we obtain
gp(n+ 1,m+ 1) ≡ y · gp(n,m) mod (x+ 1).
Since y ≡ ±1 mod (x + 1) (with the sign determined by the last bit of the pattern string), we obtain the
following lemma.
Lemma 4.3. gp(n+1,m+1) ≡ 0 mod (x+1) if and only if gp(n,m) ≡ 0 mod (x+1). Moreover, if there
exists N0 ∈ N such that gp(n,m) 6≡ 0 mod (x+ 1) for all n > N0, then p is evasive.
Now we define the transition matrix. Given a pattern string p of length m, we can express gp(n +
1, 1), . . . , gp(n + 1,m) in terms of gp(n, 1), . . . , gp(n,m). For example, when p = 1010, according to the
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automata in Figure 4, we can write


gp(n+ 1, 1)
gp(n+ 1, 2)
gp(n+ 1, 3)
gp(n+ 1, 4)

 =


1 0 1 0
x x 0 x
0 1 0 0
0 0 x 0




gp(n, 1)
gp(n, 2)
gp(n, 3)
gp(n, 4)


Since we are only interested in these values modulo x + 1, we may plug in x = −1 into all these terms.
We denote gp(n, i) to be the value obtained by plugging x = −1 into gp(n, i). In the previous example where
p = 1010, we will obtain


gp(n+ 1, 1)
gp(n+ 1, 2)
gp(n+ 1, 3)
gp(n+ 1, 4)

 =


1 0 1 0
−1 −1 0 −1
0 1 0 0
0 0 −1 0




gp(n, 1)
gp(n, 2)
gp(n, 3)
gp(n, 4)


We call the matrix on the right hand side of the above equation the transition matrix of the pattern
string p = 1010. In general, given a pattern string p, we write down the recurrence relation of gp(n, i) in the
matrix form and plug in x = −1, and the resulting matrix will be our transition matrix. Let Tp denote the
transition matrix for pattern p.
We will see later that the eigenvalues of Tp are of great use to us. We establish the following lemma using
the characteristic polynomial of Tp. In the remaining part of this paper we will refer to the characteristic
polynomial of Tp as characteristic polynomial of the pattern p.
Lemma 4.4. Let p be a pattern of length m. Let P (λ) = λm + cm−1λ
m−1 + · · · + c0 be the characteristic
polynomial of p, then we have the recurrence relation
gp(n+m,m) + cm−1gp(n+m− 1,m) + · · ·+ c0gp(n,m) = 0. (1)
Proof. By the Cayley-Hamilton theorem (see Theorem 5.2.3 in [1]), we have
Tmp + cm−1T
m−1
p + · · ·+ c0I = 0,
where I is the identity matrix. Right multiply both sides by column vector
gp(n) = (gp(n, 1), gp(n, 2), . . . , gp(n,m))
t,
we obtain
gp(n+m) + cm−1gp(n+m− 1) + · · ·+ c0gp(n) = 0,
since Tpgp(n) = gp(n+ 1). Both sides of the equation above are m-dimensional column vectors, and we get
the desired recurrence relation by looking at the last row of both vectors.
4.2 The Skolem Problem and Finite Zeroes
Lemma 4.4 gives us a tool to get around gp(n, 1), . . . , gp(n,m− 1) and focus only on gp(n,m). Now we are
faced with the following problem:
Let {un} be a linear recurrent sequence. Does there exist N0 such that un is non-zero for all
n > N0?
This problem is very similar to the Skolem’s Problem, which can be stated as follows:
Let {un} be a linear recurrent sequence. Does there exist n such that un = 0?
For a detailed survey of the Skolem’s problem, readers are referred to [5]. We will use the following result
from [5], which partially solved our problem.
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Lemma 4.5 ([5]). Assume sequence {un}
∞
n=1 satisfies
un = am−1un−1 + · · ·+ a1un−m+1 + a0un−m,
where a0, a1, . . . , am−1 are fixed integers. Also assume that p(λ) = λ
m − am−1λ
m−1 − · · · − a1λ− a0 has the
decomposition
p(λ) = (λ− λ1)
m1(λ− λ2)
m2 · · · (λ− λr)
mr ,
where λ1, . . . , λr ∈ C are distinct roots of p(λ) and |λ1| ≥ |λ2| ≥ · · · ≥ |λr|. Then there exists N0 ∈ N such
that un is non-zero for all n > N0 if one of the following cases holds:
1. |λ1| > |λ2|.
2. |λ1| = |λ2| > |λ3|, λ1 = λ2.
3. |λ1| = |λ2| = |λ3| > |λ4|, λ1 ∈ R, λ2 = λ3.
The proof of this lemma can be found in Proposition 4.1 in [5]. Note that our statement is a little bit
different. In [5] it is proved that the Skolem’s problem is decidable in these cases, by showing that there exists
an algorithmically computable constant N0 such that un 6= 0 for all n ≥ N0, and therefore an algorithm for
deciding the Skolem’s problem only needs to check whether there are zeroes below the bound N0.
Using this lemma, we can show the evasiveness of some pattern strings. As an example, we prove the
following proposition.
Proposition 4.6. The pattern p = 10k1 is evasive when k > 0.
Proof. To begin with, we calculate its characteristic polynomial, which is
p(λ) = det(λI − Tp) = λ
k+2 − λ+ 1.
We note that this is also the characteristic polynomial for the recurrence of g(n, k + 2) (here |p| = k + 2).
Now assume z = reiθ is a root of p(λ) = 0. Then we have |zk+2| = |z − 1|, which implies
rk+2 =
√
r2 + 1− 2r cos θ.
This shows that for every r the value of cos θ is determined, and therefore there can be at most 2 choices
of θ. Thus, the pattern p either satisfies condition 1 or condition 2 in Lemma 4.5. We conclude that p is
evasive.
Remark 2. The evasiveness of pattern p = 10k1 is not covered by Tuza’s Theorem. Though p ∈ BE(b)
where b = 1, the pattern 10k110k1 has a substring p′ = 0k11 which differs from p in only two positions, and
thus violates the condition (b) in Theorem 1.5.
4.3 The Characteristic Polynomial and Periods
Writing down the characteristic polynomial through the transition matrix can sometimes be inefficient.
Here we develop a faster way to calculate a pattern’s characteristic polynomial and show some interesting
connection to the periodic behavior of the pattern.
We give the following formula for a pattern’s characteristic polynomial in terms of the pattern’s periods.
Theorem 4.7. Let p be a pattern of length m. Let P (λ) be the characteristic polynomial of p, then we have
P (λ) = λm + cm−1λ
m−1 + · · ·+ c1λ+ c0, where for 1 ≤ k ≤ m,
cm−k =
{
(−1)wt(p[1..k]), if k is a period of p,
0, otherwise.
In proving the above theorem, the following two lemmas will be useful.
Lemma 4.8. Let p be a pattern of length m. Assume that state qm of the KMP automaton for p has a
transition back to state qm−k+1 where k ≤ m.
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• If k = m, then all patterns of p[1..m− 1] are preserved. That is to say, if p[1..m− 1] is l-periodic for
some l, then p[1..m] is also l-periodic.
• If k < m, then k is the smallest of the periods of p[1..m − 1] which are destroyed. That is to say,
p[1..m− 1] is k-periodic while p[1..m] is not k-periodic, and furthermore, if p[1..m− 1] is l-periodic for
some l < k, then p[1..m] is also l-periodic.
Proof. We first examine the case where k < m. In this case, we have p[1..m− k] = p[(k + 1)..(m− 1)]p[m].
This implies that p[1..m− k − 1] = p[(k + 1)..(m− 1)], and by our definition of periodicity, this means that
p[1..m− 1] is k-periodic. However, since p[m− k] = p[m] 6= p[m], p is not k-periodic. Notice that the KMP
algorithm, when fails to match, will always find the largest k such that p[1..m− k] = p[(k+1)..(m− 1)]p[m],
this proved the “furthermore” part in the second bulletin.
For the case where k = m, we simply observe that if p[1..m− 1] is l-periodic for some l ≥ 1 but p[1..m] is
not, the KMP automaton in state qm can transit to state qm−l+1 which is a better choice than state q1.
Lemma 4.9. Let p be a pattern of length m. Let Pi(λ) be the characteristic polynomial of the pattern p[1..i].
Assume that state qm of the KMP automaton for p has a transition back to state qm−k+1 where 1 ≤ k ≤ m.
Then
Pm(λ) =
{
λPm−1(λ) − (−1)
wt(p[1..k])Pm−k(λ), if k < m,
λPm−1(λ) + (−1)
wt(p[1..m]), if k = m.
Proof. Let’s consider the transition matrix Tp of p. Note that since in the KMP automaton state qi has no
transition to state qi+j for j ≥ 2, the entries below the subdiagonal are all zero in Tp. Also, since state qi
always has a transition to state qi+1, the entries on the subdiagonal are all non-zero.
Now we calculate the characteristic polynomial of p, which is det(λI − Tp). In order to calculate this
determinant, we use expansion by minors on the n-th column. To simplify notation we let A = λI − Tp,
aij be the entry of A appearing in the i-th row and j-th column, and Aij be the (m − 1)× (m− 1) matrix
obtained by removing the i-th row and j-th column from A. We note that there is a change in sign for the
terms from Tp in A.
Since every state has at most two transitions, each column has at most two non-zero entries. For the
m-th column, one will be λ on the diagonal, while the other is 1 or -1 on the (m− k+1)-th row representing
the transition from state qm back to state qm−k+1 (these two may in fact be in the same entry when k = 1).
Thus our expansion consists of two terms. The first term is λ multiplied by the detAmm. By induction
hypothesis, detAmm = Pm−1(λ), and therefore the first term will be λPm−1(λ). The second term, which is
(−1)(m−k+1)+ma(m−k+1)m detA(m−k+1)m, is slightly more cumbersome. We analyze it in two cases.
• k < m. In this case, we have m− k + 1 ≥ 2. The entry a(m−k+1)m, which comes from the transition
from state qm back to state qm− k + 1, can be computed by
a(m−k+1)n = (−1)× (−1)
wt(p[m−k])
The first (-1) factor comes from the change of sign from Tp to A, as noted earlier, and the second term
comes from the fact that p[m] = p[m− k]. To compute detA(m−k+1)m, we partition A(m−k+1)m into
blocks as follows.
A(m−k+1)m =
(
X Y
0 Z
)
Here X is of size (m − k) × (m − k) and Z is of size (k − 1) × (k − 1). We have shown earlier that
the entries below the subdiagonal in A are all zeroes, so the lower left block of our partition consists
entirely of zeroes. Also, Z will be a diagonal matrix, with entries of 1 and -1 in its diagonal. Therefore
we have
detZ = (−1)k−1 × (−1)wt(p[(m−k+1)..(m−1)]),
where the first factor comes from the change in sign and the second factor from Tp. As for X , by
induction hypothesis, we have detX = Pm−k(λ). So we have
detA(m−k+1)m = detX detZ = (−1)
k−1+wt(p[(m−k+1)..(m−1)])Pm−k(λ).
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So the second term in our expansion will be
(−1)(m−k+1)+ma(m−k+1)m detA(m−k+1)m
=(−1)m−k+1+m+1+wt(p[m−k])+k−1+wt(p[(m−k+1)..(n−1)])Pm−k(λ)
=(−1)1+wt(p[1..k])Pm−k(λ)
The last equality comes from the fact that p[m − 1] is k-periodic (by Lemma 4.8) and wt(p[(m −
k)..(m− 1]) = wt(p[1..k]). Thus we have
Pm(λ) = Pm−1(λ)− (−1)
wt(p[1..k])Pm−k(λ).
• k = m. In this case, A(m−k+1)m = A1m will be a diagonal matrix, and we have
detA1m = (−1)
m−1 × (−1)wt(p[1..m−1])
and
a1m = (−1)× (−1)
1−wt(p[m]).
So the second term in our expansion will be
(−1)1+ma1n detA1m
=(−1)1+m+1+1−wt(p[m])+m−1+wt(p[1..m−1])
=(−1)wt(p[1..m])
and therefore
Pm(λ) = λPm−1(λ) + (−1)
wt(p[1..m]).
Proof of Theorem 4.7. We use mathematical induction in this proof. The basis case where m = 1 is easy to
verify. Now we assume that m > 1 and the theorem holds for patterns with length smaller than n. If k = m,
then by Lemma 4.9 we have that
Pm(λ) = λPm−1(λ) + (−1)
wt(p[1..m]).
By the first bulletin in Lemma 4.8, all periods in p[1..m − 1] are preserved in this case, and by induction
hypothesis, they are represented in Pm−1(λ). We note that if p is l-periodic for some l < m, then p[1..m− 1]
must be l-periodic as well, so there will be a term (−1)wt(p[1..l])λm−1−l in Pm−1(λ), and therefore a term
(−1)wt(p[1..l])λm−l in λPm−1(λ). Besides the periods of p[1..m−1], p is alsom-periodic, and this is represented
in the term (−1)wt(p[1..m]).
Now we analyze the case where k < m. Again, we apply Lemma 4.9 and write
Pm(λ) = λPm−1(λ)− (−1)
wt(p[1..k])Pm−k(λ).
Let l be an integer with 1 ≤ l ≤ m. We want to show that p is l-periodic if and only if there is a term
(−1)wt(p[1..l])λm−l in Pm(λ).
• l = m. By definition, p is m-periodic. The corresponding term is the constant term, which can only
come from −(−1)wt(p[1..k])Pm−k(λ). By induction, the constant term in Pm−k(λ) is (−1)
wt(p[1..m−k]).
So the constant term of Pn(λ) will be (−1)
1+wt(p[1..k])+wt(p[1..m−k]). By Lemma 4.8, p[1..m − 1] is
k-periodic and p is not, which means p[1..m− 1]p[m] must be k-periodic. This implies
(−1)1+wt(p[1..k]) = (−1)1+wt(p[(m−k+1)..m−1]p[m]) = (−1)wt(p[(m−k+1)..m]).
Thus the constant term will be
(−1)1+wt(p[1..k])+wt(p[1..m−k]) = (−1)wt(p[1..m]).
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• k < l < m. This case is a little bit trickier. First of all, assume p is l-periodic, and therefore p[1..m−1]
is also l-periodic. By induction hypothesis, this implies that there is a term (−1)wt(p[1..l])λm−l in
λPm−1(λ). We need to show that this term does not appear in Pm−k(λ). Suppose it does, then we
know that, since Pm−k(λ) is of degree m− k, m− k− (m− l) = l− k must be a period of p[1..m− k].
So we have p[m] = p[m− l] = p[m−k], where the first equality is from the l period of p and the second
is from the l − k period of p[1..m− k]. However, by hypothesis, adding p[m] will destroy the k period
of p[1..m− 1] and therefore p[m] 6= p[m− k], which leads to a contradiction.
On the other hand, suppose that p is not l-periodic. In this case, since p[1..m− 1] is k-periodic, it is
easy to see that p[1..m− 1] is l-periodic if and only if p[1..m− k] is (l− k)-periodic. So the two terms
of degree m − l, if appearing in Pm(λ), must appear together. When they appear together they will
have coefficient
(−1)wt(p[1..l]) − (−1)wt(p[1..k])(−1)wt(p[1..l−k]),
which is 0, since p[1..l − k] = p[k + 1..l].
• l = k. By Lemma 4.8, p is not k-periodic but p[1..m − 1] is. This implies that there will be a
term of (−1)wt(p[1..k])λn−k in λPm−1(λ). This term will be cancelled out by the leading term in
(−1)wt(p[1..k])Pm−k(λ), which has the same coefficient.
• 1 ≤ l < k. In this case, if p has a period l, then the corresponding term in Pm(λ) will have degree
m− l > m − k, so it can only come from λPm−1(λ). By Lemma 4.8, p[1..m− 1] is l-periodic as well
so such a term exists. On the other hand, if p is not l-periodic, then by Lemma 4.8 p[1..m− 1] is not
l-periodic as well, so such a term does not exist.
5 Conclusions
In this paper, we determined the decision tree complexity of string matching problem for almost every string,
except for those string the adversary method fails to give a lower bound, whose fraction is negligible.
The algebraic approach in Section 4 further proves that a few of these strings are evasive. One open
problem is to resolve the remaining cases.
The characteristic polynomial of a pattern p, which we encountered in Section 4.3, might be of independent
interest itself. We have shown that this polynomial is related to the pattern’s periodic behaviour, and it will
be interesting to investigate whether other properties of strings can be related to it.
Another natural extension is to consider randomized algorithms. All algorithms proposed in this paper
are deterministic, and randomized complexity is still widely open.
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