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afte an ihm angreifen l

at?\ ist eine in der
technischen Welt h

aug gestellte Frage. Es geht letzlich um ihre Beantwor-
tung, wenn der Kraftfahrzeugingenieur Crashtests durchf

uhrt, der Bauinge-
nieur Festigkeitsberechnungen anstellt oder der Biomechaniker die Bewegun-
gen der Augeniris unter krankhaft ver

andertem Augeninnendruck studiert.
Der mathematische und ingenieurtechnische Fortschritt haben dazu gef

uhrt,
da wir gut verstehen, was im Inneren eines solchen belasteten K

orpers vor-














ange im Inneren eines solchen
K

orpers liefert die Elastizit

atstheorie. Euler [24, 25], Cauchy [13, 14, 15]
und andere haben bereits im 18. und 19. Jahrhundert die Grundlagen f

ur
die mathematische Modellierung dieser Vorg

ange gelegt. Eine umfangreiche




Die gesuchten Verschiebungen lassen sich unter geeigneten Voraussetzungen
an die Geometrie und das Material des K

orpers B als L

osungen einer par-
tiellen Dierentialgleichung zweiter Ordnung beschreiben. Diese Modellglei-









uhrt werden in ein Variationsproblem der Form
Bestimme u derart, da hF (u);vi = 0 f

ur alle v 2W:
Dabei ist W der Raum aller zul
















ste Verfahren solche N

aherungen zu berechnen ist die sogenannte Finite-
Element-Methode. Obwohl wichtige Teile ihrer theoretischen Grundlagen be-
reits zu Beginn des 20. Jahrhunderts entwickelt wurden, setzte sich diese







uhesten Werke, in denen diese Methode auf die Fragen der Ela-
stizit

atstheorie angewandt wurde, ist [55].
Bei der Finite-Element-Methode sucht man die N

aherung an die exakten Ver-





VerschiebungenW. Dieser Teilraum entsteht, indem man den K

orper in end-
liche (also nite) Elemente T
i
zerlegt, die einfache geometrische Form haben,
etwa Hexaeder oder Tetraeder im dreidimensionalen Fall, bzw. Vierecke oder
Dreiecke f

ur zweidimensionale Modelle. Man betrachtet dann beispielsweise
als Teilraum W
h
nur diejenigen Verschiebungen, die stetig im Innern von B
sind und eingeschr







ur immer feiner werdende Zerlegungen von B erh






. Ein wichtiges Merkmal einer solchen N









otigt die Norm als nat

urliches Ma dieses Fehlers nicht nur, um
das Verfahren bei Erreichen einer gewissen Toleranzgrenze abzubrechen, son-
dern auch, um aus den Beitr

agen der einzelnen Elemente T
i
zum Fehler ein
Entscheidungskriterium herzuleiten, welche dieser Elemente einen zu groen
Fehlerbeitrag leisten und demzufolge in mehrere kleinere Elemente zerlegt
werden m

ussen. Verfahren, die auf diese Weise zu neuen Zerlegungen und
damit zu neuen N

aherungen gelangen, nennt man adaptive Verfahren.
ku  u
h





, nicht aber die exakte L

osung u bekannt ist. Es gibt nun Methoden,











zu gewinnen. Man spricht hierbei von a-posteriori Fehlersch

atzern, da sie
nach der Berechnung der N

aherung ansetzen und diese benutzen.
F

ur die Probleme der linearen Elastizit

atstheorie gibt es eine Vielzahl sehr
gut funktionierender a-posteriori Fehlersch

atzer. Die grundlegenden Baustei-
ne sind dazu von Babuska & Rheinboldt [7], Bank & Weiser [9], Zienkiewicz




Ubersicht bieten u.a. [2] und [53].
Einleitung 9
Im nichtlinearen Fall liegen die Dinge etwas anders. Zum einen ist man




ur einen festen Lastfall
verh











einem Steuerparameter, dem sogenannten Lastparameter , geht zum Varia-
tionsproblem




alt somit nicht nur eine einzelne L

osung, sondern eine eindimen-
sionale L






onnen im nichtlinearen Fall L







ar wird. Zum Beispiel Durchschlagpunkte, also Punk-









diese Eigenschaft. Solche Punkte, die auf ein strukturelles Versagen hinwei-
sen, exakt zu berechnen, ist eines der h





Aber gerade an solchen Versagenspunkten, an denen eine genaue Absch

atzung







(vgl. [41]), die auf der Anwendung linearer Sch

atzer auf das linearisierte Pro-
blem fuen:








; ) von (2) ge-
geben, so sch























; )k  ku
h

























Aquivalenz der gesuchten Fehlernorm
ku
h
  uk und der Norm des Residuums kF(u
h
; )k. In der N

ahe kritischer
















Wir werden in dieser Arbeit einen nichtlinearen a-posteriori Fehlersch

atzer
vorstellen, der auch an diesen Punkten eziente Fehlerschranken liefert, die
sowohl die Steuerung adaptiver Verfeinerungsprozesse erm

oglichen, als auch






Wir denieren als zentralen Bestandteil dieser Fehlersch

atzer den Begri des
Vergleichsfunktionals, mit dessen Hilfe wir die Frage beantworten, zu welchem
Punkt (u; ) des L








) messen wollen. Wir l











ussen, die den gleichen Lastfaktor besitzt wie die N

aherung.
Mit Hilfe dieses Vergleichsfunktionals { und hier sind durchaus unterschiedli-
che, problemangepate Funktionale denkbar { gelingt es uns auf die in [22, 52]




F(u; ) = 0
zu nden, das ebenfalls die exakte L

osung (u; ) besitzt, aber dort keinen
Simple-Limit-Point, also keine singul

are Ableitung, hat. Unser neuer Sch

atzer











































































Wie aus dieser Absch
























otigen. Wir werden daf

ur einen expliziten Sch

atzer angeben,




Andererseits werden wir gute N

aherungen an die Norm der Ableitung von
F und ihrer Inversen berechnen m

ussen. Das wird geschehen, indem wir die
N

aherung an diese Operatoren auf einer groben Zerlegung von B betrachten.
Das reduziert den Rechenaufwand erheblich, zumal diese Grobgitterapproxi-
mation der Ableitung bereits durch den linearen L

oser, den wir verwenden,
bereitgestellt wird. Dieser L

oser wurde von uns in [44] vorgestellt, und ist
speziell auf die hier entstehenden, teilweise indeniten Gleichungssysteme
zugeschnitten.
Die einzelnen bis hierher erw

ahnten Bestandteile nden sich in der Arbeit in
folgender Reihenfolge:
Im ersten Kapitel werden die Grundlagen der nichtlinearen Elastizit

atstheo-








uhrt. Im zweiten Kapitel wird die Methode der Finiten Elemente f

ur den
Problemtyp aus Kapitel 1 eingef
















uhrt, um dann auf der Basis einer genauen
Analyse ihres Versagens die oben genannten Modikationen zu entwickeln.
Beispielrechnungen an einem im ersten Kapitel eingef

uhrten Testproblem mit
zwei Simple-Limit-Points dienen zur Veranschaulichung der Ergebnisse und




In diesem ersten Kapitel wollen wir die wesentlichen Grundgleichungen der










aherungen auftretenden Fehler sind das Thema der vorliegenden
Arbeit.
1.1 Die mechanische Fragestellung
Die dem gesamten Thema zugrunde liegende mechanische Fragestellung ist
die folgende:
Gegeben sei ein K

orper B mit allen seinen stoichen und geometrischen
Eigenschaften. Der K

orper bende sich in einer unbelasteten Ruhelage, und
nehme dabei das Gebiet 
  R
3
im euklidischen Raum ein. 
 wird auch als
der Referenzzustand des K

orpers B bezeichnet.
An einem Teil ,
0
seines Randes @
, dem sogenannten Verschiebungs- oder
Dirichletrand, sei der K

orper B unverschieblich gelagert, d.h. dieser Teil von
B ist ortsfest und kann keinerlei Verschiebungen erfahren.
Auerdem sind

auere Lasten gegeben, denen der K

orper ausgesetzt werden





in zwei Kategorien eingeteilt werden:















Abbildung 1.1: Deformation des K







und versehen mit der Dimension [Kraft/Volumen]. Typische Beispiele f

ur sol-
che Volumenlasten sind magnetische Ein

usse oder die Schwerkraft.













die die Dimension [Kraft/Fl






afte auf eine Ballonh

ulle oder die Schneelasten auf einer
Dachkonstruktion genannt.




aueren Lasten aus, so erf

ahrt er ei-
ne Deformation in eine neue Gleichgewichtslage. Dabei kann jedem Punkt
x 2 
 des Referenzzustandes von B auf umkehrbar eindeutige Weise ein
neuer Punkt x

= (x) im R
3
zugeordnet werden, den er in dieser neuen
Gleichgewichtslage einnimmt. Der Referenzzustand 
 wird dadurch defor-






. In Abbildung 1.1 ist das
Problem graphisch veranschaulicht.
Gesucht sind nun diese Deformationen  : 
 ! R
3






angig angenommen, und die Geschwindigkeit der
Deformationen bleibt unber

ucksichtigt. Wir betrachten also ausschlielich
statische Probleme.
Anstelle der Deformationen k

onnen wir auch nach den Verschiebungen






orpers fragen. Sie beschreiben die Auslenkung des Punktes




a der leicht einsichtigen
Beziehung
u(x) = (x)   x f

ur alle x 2 

mit den Deformationen zusammen.






























= 0 hat man den oben beschriebenen Fall der unverschieblichen
Lagerung. Aber auch andere vorgeschriebene Verschiebungen sind auf dem
Dirichletrand denkbar und haben ihre praktische Relevanz (etwa die Stau-
chung eines Stabes um einen bestimmten Wert, o.

a.).
Bemerkung 1.2 Zur Vereinfachung der Betrachtungen wollen wir noch ver-
einbaren, da die Kr

afte, die an einem Punkt des K

orpers B angreifen, stets
die gleichen bleiben, unabh

angig von den Verschiebungen, die der Punkt
erf

ahrt. Diese Annahme pr

azisieren wir in folgender Form:
Sei B ein K











aueren Lasten mit den
Wichten f : 
 ! R
3




deformiert. Die Deformation sei
durch  : 
 ! R
3

























die Kraftwichten der Lasten
bezeichnen, die nach der Deformation auf den K








amlich von den Deformationen  ab. Wir
treen nun die vereinfachende Annahme
f

((x)) = f(x) f





((x)) = g(x) f

ur alle x 2 ,
1
(1.1b)
Man bezeichnet solche Lasten auch als tote Lasten. Beispiele hierf

ur sind
alle Lasten, die sich als Gradient eines Potentials schreiben lassen, wie etwa
durch die Schwerkraft hervorgerufene Belastungen, z.B. das Eigengewicht.
Im Vorgri sei hier erw

ahnt, da unter dieser Annahme die
"
rechte Seite\
der entstehenden Dierentialgleichungen unabh

angig von den unbekannten
Verschiebungen u oder Deformationen  ist.




ur die weitere mathematische Modellbildung und das Verst

andnis der zu-
grunde liegenden Mechanik ist es unerl

alich, sich mit zwei zus

atzlichen me-
chanischen Begrien zu besch

aftigen: Den Spannungen und dem Material-
gesetz. Das wollen wir in den n

achsten beiden Unterabschnitten tun. An-
schlieend werden wir in der Lage sein, Gleichungen zu formulieren, denen








orper, so bildet das
Axiom (A.1) dazu die theoretische Grundlage. Es wird auch als das Schnitt-
prinzip bezeichnet. Man ndet es im Anhang, in Abschnitt A.1.
Anschaulich besagt das Schnittprinzip das folgende:

















































ache, als auch von deren
Normalen n

ab. Man nennt sie die Cauchyschen Spannungen.
Aus diesem Axiom lassen sich zahlreiche Eigenschaften des Cauchyschen
Spannungsvektors t

ableiten. Die grundlegendsten sind im Cauchyschen
Spannungssatz zusammengefat, der ebenfalls auf Cauchy ([13], [15]) zur

uck-


















uckt werden kann, und da diese Matrix in der defor-
mierten Konguration einer partiellen Dierentialgleichung zweiter Ordnung
mit Randbedingungen auf dem deformierten Kraftrand gen

ugt. Auch dieser
Satz ndet sich im Anhang A.1.
Die in diesem Satz hergeleitete Dierentialgleichung hat aber den Nachteil,
da sie in der deformierten Konguration, also in den Eulerkoordinaten des
Problems, beschrieben ist. Aber diese Konguration und die sie beschreiben-
den Deformationen x! (x) = x

sind ja gerade die Unbekannten, die wir
suchen.
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Durch die sogenannte Piola-Transformation kann das Problem in den La-
grange-Koordinaten der Referenzkonguration beschrieben werden. Es gilt
der folgende Satz:
Satz 1.1 Der K

























































tote Lasten im Sinne von (1.1). Dann gelten die
folgenden Aussagen:









































onnen mittels der Piola-Trans-









ur alle x 2 
 (1.3)




divP(x) =  f(x) f

ur alle x 2 
 (1.4a)
P(x)  n = g(x) f

ur alle x 2 ,
1
: (1.4b)
Hierbei verstehen sich S
2







als die Menge der symmetrischen Matrizen in R
33
, div als die zeilenweise
Anwendung des skalaren Divergenzoperators in R
3





in der Referenzkonguration gem

a (1.1).
Die Matrix P(x) nennt man den ersten Piola-Kirchhoschen Spannungsten-
sor.
Nachdem wir nun die klassische partielle Dierentialgleichung der statischen
Kontinuumsmechanik erhalten haben, bleibt ein letztes Problem auf dem
18 Kapitel 1. Die Grundgleichungen
Weg zu einer praktikablen Modellgleichung zu l

osen:
Wie wir sehen, hat die obige Gleichung (1.4) auer den drei gesuchten De-
formationen zus

atzlich noch die Eintr

age des Spannungstensors P als Un-
bekannte. Das Ziel des n






amlich einen Zusammenhang zwischen den Verschiebungen
des K

orpers B und den in ihm herrschenden Spannungen, herzuleiten.
1.2.2 Die Verzerrungen
Der Zusammenhang zwischen Spannungen P(x) und Deformationen (x) ist
im wesentlichen vom Material abh

angig, aus dem der K

orper B besteht. Man
nennt diesen Zusammenhang daher das Materialgesetz.
Um die Materialgesetze der wichtigsten Materialien zu beschreiben, ist es
sinnvoll, eine weitere mechanische Gr

oe, die Verzerrungen, einzuf

uhren. Die
Verzerrungen beschreiben die geometrischen Ver

anderungen, die im K

orper
B durch die Deformationen  hervorgerufen werden. Zu ihrer anschaulichen




anderung eines beliebigen innitesima-
len Linienelements im K

orper B. Im Referenzzustand habe das Linienelement




. In der deformierten
Konguration gilt f


























anderung ist also die Matrixr(x)
>
r(x).




anderungen innerhalb des deformierten
K

orpers bezeichnet man als Starrk

orperbewegungen. Im Falle einer solchen
Bewegung gilt r(x)
>















mation von der Starrk























ur alle x 2 
 (1.5)
dar. Zu dieser Denition wollen wir einige Bemerkungen machen.
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Bemerkung 1.3 Der Verzerrungstensor E(x) ist eine symmetrische Matrix
aus dem R
33
und ist, wie der 1. Piola-Kirchhosche Spannungstensor P(x),
in den Lagrange-Koordinaten der Referenzkonguration deniert.
Bemerkung 1.4 W






anderungen am Punkt x beschreiben und als Dehnungen bezeichnet
werden, kann man die drei Nebendiagonalelemente als lokale Winkel

ande-
rungen an diesem Punkt betrachten und bezeichnet sie als Gleitungen.
Bemerkung 1.5 E(x) h

angt nichtlinear von den Deformationen bzw. Ver-





oe handelt, spricht man hier von geometrischen Nichtlinea-
rit





assigt man, unter der
Annahme kleiner Verschiebungen, den quadratischen Anteil und verwendet

















at sich nun das Materialgesetz,
also der Zusammenhang zwischen den Deformationen und dem ersten Piola-















ur alle x 2 
: (1.7)
S(x) ist ebenfalls ein Element des R
33
, und mit (1.3) sieht man leicht, da
S(x) symmetrisch ist. Wir k

onnen S(x) aber im Gegensatz zu den beiden
anderen Spannungstensoren T

(x) und P(x), die die Spannungen in der de-
formierten bzw. der Referenzkonguration darstellen, keinerlei mechanische
Interpretation zuordnen. (Vgl. [10, Abschnitt 6.2.2].)
F

ur eine bestimmte Klasse von Materialien k

onnen wir die fehlende Bezie-
hung zwischen den Verschiebungen u und den Spannungen P nun angeben:
Satz 1.2 F

ur homogene, elastische und isotrope Materialen h

angt der zweite
Piola-Kirchhosche Spannungstensor lediglich von den Verzerrungen ab.
20 Kapitel 1. Die Grundgleichungen












Dieser Satz folgt direkt aus dem Rivlin-Ericksen Theorem, dessen Beweis z.B.
in [11] zu nden ist.
Die Denition der Materialeigenschaften homogen, elastisch und isotrop n-
det man in Abschnitt A.3 des Anhangs. Wir wollen uns im weiteren stets
auf Materialien beschr

anken, die diese Eigenschaften besitzen. Eine kleine
Auswahl dieser Materialien ndet man in Tabelle 1.1.
Als Folgerung aus diesem Satz erh

alt man mit (1.7) sofort den gesuchten
Bezug zwischen Verschiebungen und ersten Piola-Kirchho-Spannungen, {
also das gesuchte Materialgesetz { in der Form
P(u(x)) = (I+ru(x)) 
~
S(E(u(x))):
Mit seiner Hilfe lassen sich die Grundgleichungen der statischen Kontinu-
umsmechanik (1.4) nun als partielle Dierentialgleichung in den unbekann-
ten Verschiebungen oder Deformationen schreiben. F

ur die Verschiebungen
u(x) = (x)  x lautet das zugeh

orige Randwertproblem
divP(x) =  f in 
 (1.8a)
P(x)  n = g auf ,
1
(1.8b)




















Diese Gleichung gilt allgemein f

ur homogene, elastische und isotrope Mate-
rialen. Im weiteren wollen wir unsere Betrachtungen aber auf lineare Materi-
algesetze beschr

anken und deshalb nur Deformationen betrachten, die kleine
Verzerrungen hervorrufen. Unter dieser Voraussetzung gen

ugt das Verhalten
homogener, elastischer und isotroper Materialen folgendem Gesetz:
~
S(E) =  tr(E)  I+ 2E (1.9)
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Dieses lineare Materialgesetz gilt nur f

ur kleine Verzerrungen, weil bei sei-







assigt werden (siehe [11]). Es sei aber bemerkt, da der K

orper B
sehr wohl groe Verschiebungen erfahren kann und somit kleine Verzerrungen
keineswegs eine Beschr

ankung auf lineare Probleme bedeuten.
Die so beschriebenen Materialien nennt man (lineare) St.Venant-Kirchho-
Materialien.
Bemerkung 1.6 Die Materialabh

angigkeit dieser Gesetze dr

uckt sich durch
die beiden Lame-Konstanten  und  aus. Sie sind positive Materialkonstan-
ten und h






atsmodul E und Querkontraktionszahl  wie folgt zusammen:
 =
E











ur wichtige Materialien sind die Werte dieser Konstanten in Tabelle 1.1
zusammengetragen.













atsmodul E und Querkontraktionszahl  wichtiger Ma-
terialien. (Quellen: [31] und [17])
1.3 Die Variationsformulierung
Die Formulierung der Grundgleichungen als partielle Dierentialgleichung
zweiter Ordnung, wie in (1.8), bezeichnet man auch als ihre klassische Form.
L

osungen von (1.8) dementsprechend als klassische L

osungen. Die Frage der
L

osbarkeit von (1.8) ist eingehend untersucht worden, f

ur Probleme mit
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Dirichlet-Randbedingungen etwa von Stoppelli [50] (bereits 1954). Die bisher
gefundene Antwort gibt der folgende Satz wieder:
Satz 1.3 Sei B ein K

orper aus einem homogenen, elastischen und isotropen









-Rand und auf ganz @








und eine Umgebung U des Nullelements in W
2;p
(
), so da die Grundglei-
chungen in der Form (1.8) f

ur jede Volumenlast f aus F eine eindeutige
L








ublichen Lebesque- und Sobolevr

aume,





u.a. in [17, Abschnitt 1.1.6]. Den Beweis des Satzes ndet man ebenfalls in
[17].
In der Praxis st

ot die Anwendbarkeit dieses Satzes schnell an ihre Grenzen,
da die Probleme im allgemeinen auf Gebieten mit Lipschitzrand (siehe eben-
falls [17, Abschnitt 1.1.6]) und mit gemischten Randbedingungen formuliert






































































Hierbei symbolisiert der Doppelpunkt ':' das Innenprodukt auf R
33
, welches









Der Beweis des Satzes beruht auf der Multiplikation von (1.8a) mit den






der anschlieenden Anwendung der Greenschen Formel auf diese Integrale.
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Eine L

osung dieses Variationsproblems nennt man eine schwache L

osung
von (1.8). Jede klassische L

osung von (1.8) ist auch eine schwache L

osung.
Andererseits gibt es f

ur manche Gebiete und Lasten noch schwache L

osungen,





osungsverhalten wollen wir nun pr

azisieren. Um die Darstellung zu
erleichtern, machen wir zun






osungen der Variationsformulierung zu bringen.
Denition 1.5 Aus (1.8) ergibt sich, da f

ur lineare Materialgesetze die
einzelnen Komponenten von P(u) Polynome dritten Grades in den parti-




P(u) : rv dx existiert daher, wenn die






















Denition 1.6 Die Variationsformulierung deniert f

ur jedes u 2 W ein
lineares Funktional F auf W. Wir setzen also f




















ur alle v 2W:
(1.11)
Die Variationsaufgabe lautet dann
F (u) = 0; (1.12)
wobei 0 hier das Nullelement des Dualraums W

von W bezeichnet.
Denition 1.7 Wir sagen Voraussetzung (A) sei erf

ullt, wenn B ein
K







. Auerdem sei @




 habe ein positives Ma und f







. Schlielich fordern wir noch, da die

aueren Lasten tote














stetig ist auf W. (Hierf

ur ist z.B. f 2 L
1
(
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Der Existenzsatz lautet:
Satz 1.8 Die Voraussetzung (A) aus Denition 1.7 sei erf

ullt. Dann hat das
Variationsproblem F (u) = 0 mindestens eine L

osung in W.
Einen Beweis eines jeweils etwas allgemeineren Satzes ndet man in [17] und
[37]. In beiden F

allen handelt es sich um Verallgemeinerungen eines Satzes
von Ball (vgl. [8]).
Am Ende dieses Abschnitts wollen wir nun eine Eigenschaft des Operators F
zeigen, die sich sp







Satz 1.9 Unter der Voraussetzung (A) aus Denition 1.7 ist F dierenzier-
bar und die Ableitung von F ist lokal lipschitzstetig.
Beweis: Zun

achst wollen wir formal die Gateaux-Ableitung von F herleiten.














ur alle u;h 2W:
F





P(u+ h) P(u) = (I+ru+rh) 
~











































ur i = 1; 2:
D.h. f

ur die Ableitung der Spannungen gilt f

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Mit (1.11) folgt dann formal f













(u)[h] : rv dx: (1.14)




S und aus u;h 2W.
Zu zeigen bleibt noch die lokale Lipschitzstetigkeit der Ableitung. Wir f

uhren




(u)[h] : rv = rh
>
B(ru)  rv




ur die Anordnung der 9 partiellen Ableitungen von
w 2 W in einen Spaltenvektor. Demnach ist B(ru) ein Element des R
99
und aus (1.13) folgt, da die einzelnen Elemente von B(ru) Polynome zwei-
ten Grades in den Eintr








1  i; j  3.
Aus dieser Eigenschaft von B, die ganz wesentlich auf der Linearit

at des
vorausgesetzten Materials beruht, lassen sich zwei wichtige Eigenschaften
der Ableitungen von B herleiten:
1. Wenn wir den R
9
mit der Euklidnorm und den R
99
mit der Frobe-
















































































2. Auerdem existiert eine von y unabh

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Die Beschr





und M ist leicht einzusehen, da
die ersten und zweiten Ableitungen von B
ij
ane bzw. konstante Abbildun-
gen sind. Damit gilt dann f

















































































































































Aquivalenz von jj  jj
1






























































































































1.4. Das Beispielproblem 27
Mittels Taylorentwicklung und Restgliedabsch

atzung (vgl. [30]) sowie an-
schlieender Anwendung der Cauchy-Schwarzschen Ungleichung ergibt sich






























































































































ur viele elastische Materialien kann man F : W ! W

darstellen als Frechet-Ableitung eines Potentials I :W! R. Diese Materia-






die zweite Ableitung des Potentials I , und damit ist die in (1.14)








ZumAbschlu dieses ersten Kapitels wollen wir ein Beispielproblem einf

uhren,
das uns durch die ganze Arbeit hindurch begleiten soll. An diesem Problem
sollen die jeweiligen Zusammenh

ange der folgenden Abschnitte anschaulich
erl

autert werden, und es soll zur Durchf

uhrung von Beispielrechnungen die-
nen.
Es handelt sich dabei um einen Bogen, der in z-Richtung die konstante Dicke t





in Abbildung 1.2 dargestellt ist. Der Bo-
gen ist an den R






Unterseite\ des Bogens bilden den Neumannrand des Problems. Die hier







x [mm] 0.1 mm
M
y [mm]
Abbildung 1.2: Die Geometrie des Beispielproblems.
vorgegenene

auere Last g verschwindet in weiten Bereichen des Neumann-
randes. Lediglich in einem kleinen Bereich um seinen h

ochsten Punkt herum






afte f treten in unserem Fall nicht auf.
Die in der Abbildung nicht sichtbaren R

ander z =  t=2 und z = t=2 sind
homogene Dirichletr

ander des Problems. Damit liegt ein zu z = 0 symmetri-
sches Problem vor, und wir k







anken, und damit die Komplexiti

at
des Problems um eine Raumdimension reduzieren. (Vgl. Bemerkung 2.3.)




afte und der Randbedingungen sym-











orper besteht aus einem St.Venant-Kirchho-Material mit der Quer-
kontraktionszahl  = 0:25.
Bemerkung 1.8 Der Elastizit

atsmodul E > 0 kann in diesem Fall belie-
big gew

ahlt werden, denn aus (1.8), (1.9) und (1.10) folgt, da die gesuchte
L

osung u(x) sich nicht ver

andert, wenn man, wie hier vorgegeben, die

aue-
ren Lasten f und g mit dem Elastizit

atsmodul E skaliert.
Bemerkung 1.9 Die Reduktion des Rechengebietes auf eine der H

alften
des Bogens und die damit verbundene Einf

uhrung eines Symmetrierandes
bei x = 1 hat den Eekt, da unsymmetrische L

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Solche L

osungen sind zwar sowohl im mathematischen Modell als auch { un-
ter der Voraussetzung einer exakten Arithmetik { in seiner Diskretisierung
aufgrund der symmetrischen Last ohnehin nicht m

oglich, aber durch Run-
dungsfehler in den Berechnungen (oder durch Imperfektionen des K

orpers in
der mechanischen Praxis) k

onnen sich bei Betrachtung des kompletten Bo-





uhren. Mit der zus

atzlichen Symmetriebedin-







Die im letzten Kapitel hergeleiteten Grundgleichungen entziehen sich, von
wenigen Spezialf

allen abgesehen, einer analytischen L

osung. Man kann die
L

osungen aber approximieren. In diesem Kapitel wollen wir nun das Augen-
merk auf diejenigen Methoden lenken, die unter der BezeichnungMethode der
Finiten Elemente zusammengefat werden. Diese Methoden sollen beschrie-
ben und ihre Anwendung auf die Grundgleichungen des vorhergegangenen
Kapitels analysiert werden. Wenn dabei von den L

osungen der Grundglei-
chungen, also den gesuchten Verschiebungen oder Deformationen, die Rede
ist, so sollen immer die L

osungen u der schwachen Formulierung F (u) = 0
(1.12) gemeint sein.
Auerdem werden wir als Steuerparameter einen Lastparameter  einf

uhren,
um die Verformungen eines K



























Die, wie oben erw

ahnt, analytisch meist nicht l

osbare variationelle Form der
Grundgleichungen




hF (u);vi = 0; f

ur alle v 2W: (2.1)
Die von uns gew

ahlte, und als Galerkin-Verfahren bekannte Diskretisierung




























































Wie man sieht, h

angt hier die G

ute der Approximation lediglich von der
Wahl des endlich dimensionalen UnterraumsW
h
ab. Wir wollen uns hier auf
die klassischen konformen Finite-Element-R












 in ein Netz aus endlich vielen abgeschlossenen Tetra-
oder Hexaedern T
i
, 1  i  n. Wir wollen im weiteren annehmen, da 
 ein
polyedrisch berandetes Gebiet sei. F

ur die Netze solcher Gebiete wollen wir
folgende Denition machen:
























ein positives Volumen besitzen und
(T3) zwei verschiedene T
i
sich entweder in einem gemeinsamen Punkt, einer
gemeinsamen Kante, einer gemeinsamen Fl

ache oder gar nicht schnei-
den.
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(T ) den Raum der Polynome auf T vom H

ochstgrad p.











osung von (2.2). Man kann die so gewonnene Approxi-
mation der L

osung u von (1.12) verbessern, indem man das endlich dimen-












ur das gleiche Netz T den Polynomgrad der Ansatzfunktio-
nen in W
h
, (man nennt dieses Vorgehen die p-Methode,) oder man geht bei






ur die Darstellung und Analyse beider Vorgehensweisen siehe







, eine Familie von zul

assigen Netzen von 
.








nicht entartet, wenn es eine von h unabh

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
osungen
Abbildung 2.2: Beispiel f

ur eine quasiuniforme (oben) und eine nicht entartete
Familie von zweidimensionalen Netzen (unten).







 heit quasiuniform, wenn
es eine von h unabh














   h





Die Denition besagt also, da die einzelnen T
i
in einem Netz aus einer nicht





bei jedoch zu entarten. Im quasiuniformen Fall hingegen sind die Gr

oen-




ankt, und die L

angen der einzelnen T
i
gehen mit h gegen 0.
Bemerkung 2.1 Die hier beschriebene Methode der Finiten Elemente ist
ein sehr gut analysiertes und verstandenes Gebiet, dessen gr

obste Umrisse
wir hier skizzieren wollen. F

ur eine detailliertere Beschreibung der mathema-
tischen Hintergr

unde sei auf [11], [12] und [19, 20, 21] verwiesen.
Bemerkung 2.2 Der Einfachheit halber haben wir uns bei der Denition
von zul











ur die sogenannten isoparametrischen Elemente T
i
. Das sind alle die
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geometrischen Figuren, die durch eine polynomielle Abbildung des H

ochst-
grades p aus dem Einheitssimplex bzw. dem Einheitsw

urfel hervorgehen. Iso-
parametrisch meint hier also die polynomielle Gleichgradigkeit der Ansatz-
funktionen auf T
i
und seiner Randbeschreibung. (Vgl. [11, Abschnitt III.2].)
Bemerkung 2.3 Sowohl die kontinuumsmechanischen Betrachtungen als






achlich ist es aber m

oglich unter bestimmten mechanischen
und geometrichen Nebenbedingungen (vor allem unter Ausnutzung vorhan-
dener Symmetrien) zweidimensionale Schnitte durch den K

orper B und ihre
Deformationen zu betrachten. Die am h

augsten benutzten zweidimensio-
nalen Modelle in der Kontinuumsmechanik sind die ebene Scheibe, die nur
durch Kr

afte in ihrer Ebene belastet wird, die ebene Platte, die nur Kr

afte
senkrecht zu ihrer Ebene zul






achentragwerk. (Vgl. [56, 57].)










) gibt es eine Vielzahl anderer Ansatzr

aume auf dem einzelnen Ele-
ment. Teilweise wird sogar auf die Eigenschaft W
h
 W verzichtet. Man
spricht in diesem Fall von nichtkonformen Finiten Elementen. Eine Auswahl
der verschiedenen Ans

atze ndet man u.a. in [56, 57, 29].
Beispiel 2.5 Zum Abschlu dieses Abschnittes wollen wir eine Diskretisie-
rung f

ur unser Testproblem aus Abschnitt 1.4 vorstellen.




anken wir unsere Berechnungen aufgrund
der Symmetrie des Problems auf eine H







ur unser Testproblem eine Dimensionsreduzierung im Sinne von
Bemerkung 2.3 vornehmen: Aufgrund der unverschieblichen Lagerung (Di-







ur alle i 2 f1; 2; 3g. Der Bogen ben-
det sich im sogennanten ebenen Verzerrungszustand und das Rechengebiet






werden. Man spricht auch von einem ebenen Dehnungsproblem. (Vgl. [11,
Abschnitt IV.4].)
In Abbildung 2.3 sieht man eine grobe Zerlegung dieses Gebietes mittels allge-
meiner Vierecke. Alle weiteren Beispielrechnungen gehen von diesem polygo-
nal berandeten Gebiet 
 aus. Die zugeh

origen Berechnungen wurden sowohl
mit polynomiellen Ansatzr

aumen vom Typ (2.4) durchgef

uhrt, als auch mit
modernen nichtkonformen Ansatzr

aumen vom EAS-Typ. (Vgl. [47].)
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
osungen
















Abbildung 2.3: Eine grobe Zerlegung f

ur das Testproblem.
2.2 Konvergenz der Approximationen
In diesem Abschnitt wollen wir die Frage kl








der endlich dimensionalen Probleme (2.2) f

ur
h ! 0 gegen die L

osungen u von (1.12) konvergieren. Es werden dabei zwei
sich erg

anzende Ergebnisse aus der Literatur dargestellt.
Es liegt auf der Hand, da sich Konvergenz nur bei gen

ugend scharfen Be-





einstellen kann. Wir stellen zun

achst ein Ergebnis vor, da speziell auf
die Probleme der Kontinuumsmechanik zugeschnitten ist.
Satz 2.3 Die Voraussetzung (A) aus Denition 1.7 sei erf

ullt. Ferner sei












; : : : ; T
n
h
g sei ein diskreter Unterraum
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W
h





























ullt. Auerdem sei u eine L













) = F (u) = 0: (2.6)

















Hierbei ist d(; ) eine Metrik auf W der Form
d(u;v) := ku  vk
1;2;














ares A 2 R
mm
gilt cof(A) = (detA)A
 >
. Durch diesen nichtlinearen
Term unterscheidet sich die hier eingef

uhrte Metrik von einer Norm in u v.
Der Beweis dieses Satzes ndet sich in [35] und geht wesentlich auf den Exi-
stenzsatz von Ball [8] zur

uck, der schon dem Satz 1.8 zugrunde lag. Wie der





eine Klasse von nichtlinearen Materialgesetzen g

ultig, denen das hier voraus-
gesetzte St.Venant-Kirchho-Material eigentlich nicht gen

ugt. Sein Material-
gesetz (1.9) kann aber durch Umformulierung in eine Form gebracht werden,
die f

ur kleine Verzerrungen den Voraussetzungen des Existenzsatzes von Ball
gen






uhrlich in [17] beschrieben.



















38 Kapitel 2. Approximation von L

osungen
Der obige Satz gilt f






uber die polynomiellen Ansatzr

aume aus (2.4) hinausgeht. Etwas











. Diese Aussage liefert
der folgende Satz:
Satz 2.4 Die Voraussetzung (A) aus Denition 1.7 sei erf

ullt. u sei eine
L






























ur alle w 2W n f0g (2.8b)
gilt. F

ur den diskreten TeilraumW
h
























































so, da es f

ur alle
h 2 (0; h
0




















































































Dieser Satz und sein Beweis nden sich in [39]. Die Behauptung gilt etwas all-
gemeiner als hier wiedergegeben f

ur alle Materialgesetze, die auf eine lokal lip-




uhren. Die etwas unhandliche inf-sup-
Bedingung (2.8) ist













) = 0 39





















=  > 0:
Analoges gilt f

ur die diskrete inf-sup-Bedingung (2.9). Schlielich sei noch
erw

ahnt, da sich die Interpolationsbedingung (2.10) ebenfalls ersetzen l

at





k  c f

ur alle h > 0;




















und alle w 2W:
Zusammenfassend k

onnen wir festhalten, da f

ur stetig dierenzierbares F
L

osungen von F (u) = 0 dann mit Hilfe der vorgestellten Diskretisierungen
approximiert werden k











aume der Form (2.4) ist dies nach [35] f

ur Polynomgrade
p  2 m












mit m > 1, l










In diesem Abschnitt soll die L

osung der diskretisierten Gleichungen beschrie-
ben werden. Sie unterteilt sich in zwei Schritte: Zun

achst werden die Glei-
chungen auf herk













Der oben beschriebene Diskretisierungsproze liefert als Ergebnis eine Folge





) = 0; (2.11)





























systeme. Das Newton-Verfahren zur L












































Das Gleichungssystem (2.12b) k
































Die linke Seite dieser Gleichung ist sowohl in u
(i)
h





man nun in W
h













ein, und schreibt man den Koordinatenvektor (bez











, so kann man (2.12b) als lineares Gleichungs-


































































; (1  k  n
h
):

















) = 0 41
Wenn f



















chend nahe bei u
h








Denition 2.5 Seien X;Y zwei Banachr










osung von F (x) = 0, wenn F (x






) 2 L(X;Y ) ein Isomorphismus ist.
Bemerkung 2.6 Ein wichtiges Detail der Implemetierung eines solchen New-













< "\ mit vorgegebenem " > 0. F

ur andere Ab-
bruchkriterien und eine weitergehende Analyse des Newton-Verfahrens siehe
u.a. [38, 23].
Bemerkung 2.7 In der Praxis kann das Aufstellen und/oder Faktorisieren
der einzelnen TangentensteigkeitsmatrizenA
h
in jedem Schritt des Newton-
Verfahrens sehr aufwendig sein. Darum werden an dieser Stelle auch Quasi-
Newton-Verfahren eingesetzt, die diesen Aufwand, unter Einbuen bei der
Konvergenzgeschwindigkeit, verringern. (Vgl. [38, 46].)
2.3.2 Der lineare L

oser
Als Basis N des Finite-Element-RaumesW
h
wird in den meisten F

allen die
sogenannte nodale Basis verwandt. (Vgl. [56].) Die einzelnen Elemente 
(i)






zugeordnet sind. Es gilt f






































metrischeMatrix, und wir verwenden zur L

osung der im Newton-Verfahren
enstehenden linearen Gleichungssysteme (2.13) einen iterativen L

oser. Es exi-





oser ndet sich in [27].
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
osungen
In [44] wird von uns ein L

oser vorgestellt, der speziell f

ur solche Gleichungs-
systeme geeignet ist, wie sie hier bei der Diskretisierung nichtlinearer Elasti-
zit

atsprobleme entstehen. Wir wollen an dieser Stelle die wesentliche Grund-
idee dieses linearen L

osers darstellen, so weit sie f

ur die Implementierung der
im n

achsten Kapitel entwickelten Fehlersch

atzer von Nutzen und Bedeutung
ist. F

ur eine detaillierte Darstellung und Analyse dieses L

osers sei auf [44]
verwiesen.
Wie allgemein bekannt, h

angt die Konvergenzgeschwindigkeit von Krylov-
Unterraumverfahren f

ur symmetrische Systeme (wie etwa des CG- oder des
MINRES-Verfahrens) von der Konditionszahl (A
h
) ab. Je gr

oer diese Kon-
ditionszahl ist, desto schlechter ist das Konvergenzverhalten des L

osers. Die
Konditionszahl wiederum ist der Quotient des betragsgr

oten und des be-
tragskleinsten Eigenwertes von A
h
. Man sieht nun leicht, da die Eigenvek-
toren der betragskleinsten Eigenwerte von A
h
, und damit die Funktionen
in W, die sie repr
















Die Grundidee des L

















schlechten\ Eigenfunktionen schon enth

alt,
und sein orthogonales Komplement zu zerlegen. Auf diese Weise kann man
die L










Konvergenz dieses Verfahrens ist viel schneller als im Ausgangsraum W
h
,
da die betragskleinen Eigenwerte hier nicht mehr vorhanden sind, und das
Gleichungssystem damit eine sehr viel kleinere Konditionszahl besitzt. Zum
anderen l

ost man ein Gleichungssystem im groben RaumW
1
, was aber dank






Wir wollen diese Idee nun mathematisch pr






 W zwei diskrete Ansatzr






































uhrt man die beim oben angegebenen Diskretisierungsverfahren entste-
henden linearen Variationsgleichungen (2.12b) in ein lineares Gleichungssy-
























































































osung von (2.13). Blockelimination bez

















































































. In einem ersten Schritt mu A

faktorisiert








Dies geschieht mittels eines direkten L



















































mit Hilfe eines geeigneten iterativen Verfahrens berechnet. In unserer Imple-
mentierung verwenden wir ein vorkonditioniertes MINRES-Verfahren. Die
Wahl eines solchen Verfahrens wird ausf



























Bemerkung 2.8 Wesentlich f













osung u, die aus dem hier beschriebenen Verfahren stammen, die Interpo-























) mit wenig Aufwand bereitgestellt
werden kann.
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oren, das die Geometrie von 

ausreichend wiedergibt, die geforderte Approximationseigenschaft meist be-
sitzen. Die Quantizierung und der Beweis dieser Aussage sind noch eine
oene Frage und f





ur unser Testproblem aus Abschnitt 1.4 w








eine einmalige uniforme Verfeine-
rung des Netzes aus Abbildung 2.3. W

ahlt man zu dieser Zerlegung bili-




) = 330. F

ur diese Wahl von
W
1





uhrt, die seine Eektivit








ur unser Testproblem das 3-10 fache der
Rechenzeit des hier beschriebene L











2.4 Der Lastparameter 
Bisher besch

aftigte uns die Frage, wie sich der K

orper B unter den

aueren
Lasten f : 
 ! R
3




deformiert. In der Praxis der struktur-





oer werdender Last ein bestimmter kritischer Zustand erreicht bzw.





ochte man die Deformationen
des K

orpers unter allen Lastzust

anden f ; g kennen,  2 [0; 1].
Wir f











































































. Um die Schreibweise zu vereinfachen wollen wir den Raum
W  R im weiteren Y und den Raum W
h
 R analog Y
h
nennen. Die
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erweiterte Variationsaufgabe lautet dann: Bestimme alle (u; ) 2 Y f

ur die
F(u; ) = 0 und  2 [0; 1] (2.18)
















) = 0 und 
h
2 [0; 1] (2.19)
gilt. Solche Gleichungen nennt man auch parametrisierte nichtlineare Glei-
chungen. Ihr L

osungsverhalten ist in der Literatur detailliert untersucht wor-
den. Wir wollen hier nur die f

ur uns wichtigen Ergebnisse angeben. Einzel-
heiten ndet man z.B. in [26] oder [41].




























Denition 2.6 Sei G : X ! Y eine C
1
-Abbildung zwischen zwei Banachr

aum-
en X und Y . Dann heit
R(G) =

x 2 X : dim ker
@G
@x






















Hierbei versteht sich G
 1





das Urbild von y
0
unter der Abbildung G.
Satz 2.7 G : X ! Y sei eine C
1
-Abbildung zwischen den Banachr

aumen





M(0) eine nichtleere, 1-dimensionale C
1




Den Beweis diese Satzes ndet man in [26].
Wenn das Materialgesetz des K

orpers B so gew

ahlt ist (beispielsweise line-
ar), da F eine C
1
-Abbildung ist, dann liefert der Satz 2.3 die punktweise
Konvergenz des L

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Bemerkung 2.11 Im weiteren werden wir uns auf die Betrachtung von
L










anomene, wie z.B. Bifurkationspunkte, aus unseren
Betrachtungen aus. Das ist einfach einzusehen: An einem Bifurkationspunkt
x
0
kreuzen sich zwei eindimensionale L

osungspfade. Daher gibt es an die-






2 X , in denen der

































unglichen Problems. Im Falle eines L

osungspfa-
des ist es nun aber auch im diskretisierten, und damit endlich dimensionalen




osung exakt zu bestimmen, d.h. alle Punkte des
L

osungspfades zu berechnen. Wir greifen deshalb auf Kurvenverfolgungsver-
fahren zur

uck, die, ausgehend von einem bekannten Punkt des L

osungspfades




= 0) 2 Y
h
), endlich viele Punkte auf
dem L





Das naheliegendste dieser Verfahren ist die sogenannte Lastschrittsteuerung.











) = 0; 0  i  m
f


















































des Verfahrens zu erhalten. Abbildung 2.4 veranschaulicht die Lastschritt-
steuerung f

ur einen 1-dimensionalen Ansatzraum. Betrachtet man das hier
zugrunde liegende Newton-Verfahren n

aher, so sieht man, da das Verfahren
in der N













osungspfades wollen wir einen Namen geben:










(u,  )=0λF h
Abbildung 2.4: Drei Lastschritte mit dazugeh

origen Newton-Verfahren














(u; ) = 1:
Wenn dieser eindimensionale Nullraum vollst

andig im Unterraum der




(u; ) = 1;




ur das diskretisierte Problem wollen wir, v






































(u,   )=0F λ (u,   )=0F λ
(u,   )=0F λ
Abbildung 2.5: Zwei nichtdegenerierte und (rechts) ein degenerierter Simple-
Limit-Point
Bemerkung 2.12 An nicht-degenerierten Simple-Limit-Points besitzt das
Lastniveau  auf dem L

osungspfad ein lokales Extremum, daher bezeichnet
man solche Punkte auch als -Umkehrpunkte. (Vgl. Abbildung 2.5.)
Bemerkung 2.13 L










(u), so stellt man fest, da dieser am SLP durch
die 0 wandert und es in der Umgebung des SLPs Bereiche auf dem L

osungs-
pfad gibt, in denen die Bilinearform (2.8) des kontinuierlichen Problems und
die zugeh

orige Tangentensteigkeitsmatrix der Diskretisierung indenit sind.
Mechanisch bedeutet das, da der K

orper B in diesen Bereichen Energie frei-
setzt, z.B. indem er durchschl

agt. (Vgl. [4].)
Beispiel 2.14 In Abbildung 2.6 sehen wir die Projektion eines solchen L

o-
sungspfades. Der Abbildung liegt das Testbeispiel aus Abschnitt 1.4 zugrun-
de. Um den L

osungspfad, der als 1-Mannigfaltigkeit des Raumes WR nur
schwer darstellbar ist, visualisieren zu k

onnen, tragen wir als Ordinate eine
Halbnorm auf W, n

amlich die Absenkung des h












afte, d.h. wachsende Lastparameter , im Gleichgewicht zu wach-
sender Absenkung und Durchbiegung des Bogens. Dabei wird aber die Kur-






Schlielich erreicht der Lastparameter an der Markierung (1) ein lokales Ma-
ximum. Die L

osungskurve hat dort einen Simple-Limit-Point. Ab dort stehen
2.4. Der Lastparameter  49


































im Gleichgewicht, die Struktur setzt Energie frei.




osungspfad dann erneut einen Simple-
Limit-Point, diesmal handelt es sich um ein lokales Minimum des Lastpara-
meters. Ab diesem Punkt zeigt dann der Operator wieder elliptisches Ver-
halten: Gr

oere Lasten bewirken gr

oere Verschiebungen.





origen Verschiebungen des Bogens.
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Abbildung 2.7: Verschiebungen an den markierten L

osungspunkten 1,2 und
3 (von oben nach unten) aus Abbildung 2.6.
2.4. Der Lastparameter  51
2.4.2 Kurvenverfolgung
In diesem Abschnitt stellen wir ein Verfahren vor, um Punkte auf dem gesuch-
ten L

osungspfad der diskretisierten Gleichung (2.19) zu berechnen, das im
Fall von Simple-Limit-Points korrekt arbeitet. Die Vorgehensweise des Ver-
fahrens ist

ahnlich der der Lastschrittsteuerung aus dem letzten Abschnitt.
Es werden auch hier ausgehend von einem bekannten Startpunkt auf dem
L

osungspfad sukzessive weitere Punkte auf dem Pfad berechnet. Auch hier-
bei handelt es sich um ein Kurvenverfolgungsverfahren. (Vgl. [3].)
Aber im Gegensatz zur Lastschrittsteuerung, die f

ur den jeweils n

achsten






jetzt als freie Variable
behandelt. Zur Bestimmung des neuen Punktes wird wieder das Newton-






























hat. Hierbei ist A
h





















































eine neue Variable in das Newton-Verfahren eingef

uhrt wurde,




) = 0 hinzukommen. Die-
se neue Gleichung bestimmt, welche Eigenschaften der neu zu berechnende
Punkt des L

osungspfads haben soll. Es gibt eine Vielzahl solcher Gleichun-





arsten Vertreter, das Bogenl

angenverfahren. Bei diesem Ver-





























  d = 0 (2.22)




uhi , hiλ( )




,uh hλ( )i-1 i-1
,uh hλ( )i-2 i-2
Abbildung 2.8: Das Bogenl

angenverfahren










) = (0; 0), so ist
s(u; ) f

ur b 6= 0 und d = 0 eine Norm auf Y. Der Skalierungsfaktor b wird
dazu benutzt, die Ein



































Wie man leicht sieht, ist die neue Jacobi-Matrix (2.20) in der letzten Spal-
te und Zeile unsymmetrisch. Das ist ein Nachteil, da es f

ur symmetrische
Matrizen weit eektivere iterative L






metrische Matrix mit einer unsymmetrischen Rang-2-St

orung auassen, und
mit der Sherman-Morrison-Formel (vgl. [38, Abschnitt 2.3]) die L

osung des
Gleichungssystems auf die L

osung von zwei symmetrischen Gleichungssyste-
men mit A
h





2.4. Der Lastparameter  53
In Abbildung 2.8 ist die Veranschaulichung eines Schritts des Bogenl

angen-
Verfahrens zu sehen. Wie in der Abbildung zu sehen, haben i.a. in jedem
Schritt zwei Punkte auf dem L

osungspfad den geforderten Abstand zum letz-
ten L

osungspunkt. Das Verfahren w


























) die kleinste Abweichung zu









ur Details zum Bogenl

angenverfahren





angenverfahrens haben wir jetzt alle methodi-
schen Instrumente eingef
















ur das Testproblem aus Abschnitt 1.4.
Der Bogen wurde mit 128 bilinearen Elementen diskretisiert. Insgesamt wur-
den 44 L

osungspunkte auf dem L

osungspfad berechnet. Sie sind in der Ab-
bildung durch kleine Kreise markiert.
Der Parameter b aus (2.22), der die Gewichtung zwischen Verschiebungsnorm












) wird nicht durch einen Schritt des Bogenl

angen-









ahlt. Sollen nun die Ein-


usse des Lastparameters und der Verschiebungen im Bogenl

angenverfahren
gleich gewichtet werden, m
























einen Kontrollparameter  ein, der ver

andert werden kann, um die Abst

ande
der berechneten Punkte auf dem L





























Aus Satz 2.3 folgt, da man einen einzelnen Punkt (u; ) des L

osungspfa-
des beliebig genau approximieren kann, wenn man das zugeh

orige Galerkin-







uhrt, die die L

osung u immer besser approximieren. In der Praxis sind
diesem Vorgehen nat

urliche Grenzen gesetzt. Sowohl die ben

otigte Rechen-
zeit als auch der Speicherplatz der eingesetzten Computer sind begrenzt.











uhren zu unterschiedlichen Approxima-
tionen u
h




















gilt. Wir wollen im weiteren nur die polynomiellen Finite-Element-R

aume
aus (2.4) mit festem Polynomgrad p betrachten. Unter dieser Einschr

ankung















 M , wobei M so gew









Die Bestimmung eines solchen optimalen Netzes ist ein sehr aufwendiges Un-
terfangen und wird in der Praxis nie exakt ausgef

uhrt. Wann immer in der Li-
teratur h-adaptive Verfahren analysiert und implementiert werden, und sich
damit die Frage nach dem optimalen Netz stellt, arbeitet man mit
"
fastopti-
malen\ Netzen. Das sind regul



































; 1  i  n
h
:













.) Man spricht nun von
einem fastoptimalen Netz T , wenn alle e
i
etwa gleich gro sind, wenn also
mit einer von T unabh

angigen Konstanten 0 < c  1
e
i













gilt. (Vgl. [7],[56],[32].) F

ur Randwertprobleme der lineare Elastizit

atstheorie
(d.h. lineares Materialgesetz und linearer Verzerrungstensor (1.6)) konnten Li





ein optimales Netz im Sinne von (2.24) ist. F

ur die nichtlineare Randwertauf-
gabe bleibt diese Gleichverteilung der lokalen Fehler weiterhin eine Heuristik,
wenn auch eine bew

ahrte. Beispielrechnungen, die die Eektivit

at dieses Vor-
gehens auch im nichtlinearen Fall dokumentieren, ndet man u.a. in Beispiel
2.16 und in [57].
Generell gibt es zwei Wege, um von einer vorgegebenen Fehlerverteilung zu
einem fastoptimalen Netz zu gelangen. Der eine Weg ist eine komplette Neu-
vernetzung von 
, die die Elementgr

oen entsprechend der Fehlerverteilung
w

ahlt. Der Rechenaufwand f










ein zweiter Weg anbietet:
Fastoptimale Netze mit dimW
h
= N werden in der Praxis gewonnen, indem
man, ausgehend von einem Startnetz T
1
, in aufeinanderfolgenden Verfeine-
rungsschritten stets die Elemente, f

ur deren lokalen Fehler
e
i










Sei d die Dimension des Gebietes 
 (vgl. Bemerkung 2.3). Wir wollen davon
ausgehen, da wir ein Element T
i
im Falle einer Verfeinerung in 2
d
Elemente














gegeben ist, wie z.B. im Fall u 2W
2;4
(
) mit  = 1. (Vgl. [19].) Dann sieht








ote Fehler der unverfeinerten Elements gerade so gro w

are, wie der
durchschnittliche lokale Fehler der neu entstehenden Elemente. Damit tr

agt
diese Wahl von C zum Erreichen der Gleichverteilung der lokalen Fehler bei.
Auerdem hat diese Wahl den Vorteil, da C sehr einfach zu berechnen ist.
(Im Falle  = 1 etwa C = 0:3536 f

ur d = 2 und C = 0:2973 f

ur d = 3.)
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Abbildung 2.9: Verfeinerung eines 2D-Elements
Nachteile hat diese Wahl von C f

ur den Fall, da, wie etwa beim Auftre-
ten von Singularit

aten in der L

osung u, nur in ganz wenigen Elementen ein




ubrigen Netz die lokalen Fehler sehr
viel kleiner sind. In diesen F

allen werden nur die wenigen Elemente um die
Singularit

at herum verfeinert, was dazu f

uhrt, da trotz wiederholter Verfei-
nerungsschritte die gew

unschte Dimension N = dimW
h
nicht erreicht wird.
Es werden schlicht zu wenige Elemente verfeinert, bei starken Singularit

aten





ur diesen Fall wird C soweit abgesenkt, bis eine bestimmte Mindestzahl von
Elementen die Bedingung (2.25) erf

ullt. Weitere Details zu Bestimmung von
C ndet man in [42].
In Abbildung 2.9 ist eine Verfeinerung in 2
d






Abbildung 2.10: Verfeinerung mit Hilfe von 2D-Transitionselementen
und ein Viereckelement zu sehen. Auch die Schwierigkeit einer solchen Ver-
feinerung wird deutlich: Das enstehende Netz ist nicht mehr regul

ar. Die




urde man in den
neuen Elementen, zu denen sie geh

oren, alle Ansatzfunktionen zulassen, so
k

ame es zu Unstetigkeiten entlang der Kante, auf der diese Knoten liegen.




are kein Teilraum von W mehr. Es gibt nun
zwei M

oglichkeiten diese Schwierigkeit zu umgehen:
Die erste M

oglichkeit besteht darin, die unstetigen Ansatzfunktionen aus
W
h




at sich in der
Form von zus

atzlichen Bedingungen in die linearen Gleichungssysteme (2.13)
einbauen. Zwar bleibt hierbei die Gestalt der Elemente erhalten, { der Form-
parameter  bleibt unber






Bedingungen in die Gleichungen (2.13) ist mit einem relativ hohen Implemen-
tationsaufwand verbunden, und man erh

alt im Laufe der Verfeinerungen eine






allt, wenn man die verfeinerten Netze mit Hilfe von
zus

atzlichen Elementen, den sogennanten Transitionselementen, zu einem re-
gul

aren Netz macht. In Abbildung 2.10 ist ein solches Vorgehen zu sehen. Die
Nachteile dieses Verfahrens liegen in der Form der Transitionselemente be-
gr

undet. Werden sie in einem sp

ateren Schritt selbst verfeinert, erh

alt man
immer spitzere Winkel, d.h. immer st

arker entartete Elemente. Die entste-
hende Netzfamilie ist nicht mehr nicht entartet. Daher m

ussen Transitions-
elemente, die verfeinert werden sollen, zuvor in
"
normale\ Elemente umge-
wandelt werden, wie in Abbildung 2.11 zu sehen ist. Dieses Wegnehmen von
Kanten f

uhrt dazu, da beim Arbeiten mit Transitionselementen die enste-
henden Ansatzr

aume nicht mehr ineinander geschachtelt sind, da es also
im groberen Raum W
h
1
Funktionen gibt, die nicht mehr im feineren W
h
2
58 Kapitel 2. Approximation von L

osungen
Abbildung 2.11: Verfeinerung eines 2D-Transitionselements
enthalten sind.





are Netze und damit f

ur die Verwendung von Transitionselementen ent-
schieden.
Beispiel 2.16 Die adaptive Netzverfeinerung mit Transitionselementen ist
in Abbildung 2.12 am Beispiel des Testproblems aus Abschnitt 1.4 zu se-
hen. Alle Berechnungen wurden f

ur den konstanten Lastparameter  = 0:5
durchgef

uhrt. Zu sehen sind das Ausgangsnetz und die zweite und vierte Ver-
feinerungsstufe. Hierbei steht die Darstellung der geometrischen Aspekte der
Verfeinerung im Vordergrund. Die Auswahlkriterien f

ur die zu verfeinernden







In Abbildung 2.13 ist f

ur diesen Lastfall der Fehler sowohl f

ur die eben be-
schriebene adaptive Verfeinerung, als auch f

ur die uniforme Netzverfeinerung
zu sehen. Man erkennt leicht, da die adaptive Netzverfeinerung die Eekti-
vit

at der Berechnungen enorm erh

oht:




otigt man bei uni-
former Verfeinerung einen viermal gr

oeren Ansatzraum als im adaptiven
Fall. Dieser Faktor w

achst mit kleiner werdender Fehlertoleranz immer mehr
an.
Zum Abschlu dieses Abschnittes wollen wir noch eine Bemerkung zur Netz-
vergr

oberung machen. Wie wir in den vorherigen Abschnitten gesehen haben,
ist das Ziel unserer Berechnungen ja nicht der einzelne Lastfall, sondern die
Approximation zahlreicher Punkte auf dem L

osungspfad. Die hier beschrie-
bene Verfeinerungsstrategie f

uhrt aber zu Netzen mit dimW
h
= N , die
speziell auf einen Punkt des L

osungspfades angepat sind. Es besteht die
M







achsten Punkt des L

osungspfades der lokale Fehler wenig verfeinerter Ele-
mente pl

otzlich sehr gro, und der lokale Fehler extrem verfeinerter Elemente
sehr klein ist. Verfeinerung ist aber wegen dimW
h
= N nicht mehr m

oglich.
In einem solchen Fall kann man entweder zur

uck zu einem groberen Netz
gehen, und von dort an erneut verfeinern, oder man vergr

obert das Netz in
Bereichen hoher Verfeinerung und kleiner Fehler, um so in den Bereichen
hoher Fehler verfeinern zu k

onnen und zu einer Gleichverteilung der lokalen
Fehler zu gelangen. Wir verwenden in unseren Beispielen die erste Methode.
Im Zusammenhang mit Plastizit

at, Kontaktproblemen oder anderen nichtela-
stischen Materialien, deren Materialgesetz eine Abh

angigkeit von den L

osun-
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Abbildung 2.12: Ausgangsnetz des Testproblems sowie 2. und 4. Verfeine-













Abbildung 2.13: Fehlerentwicklung bei adaptiver und uniformer Netzverfei-











ahnt, eine wesentlich eektivere Approximation der
L





In der Form, wie sie im letzen Abschnitt beschrieben wurden, sind die adapti-



















































gilt. Da aber die exakte L

osung u, und damit auch die Fehlernormen e
i
die
Unbekannten unseres Problems sind, kann man sie nicht zur Durchf

uhrung
der adaptiven Netzgenerierung heranziehen.
Ein a-posteriori Fehlersch














ur die lokale Fehlernorm e
i
, 1  i  n
h
. In




aherung  an die Norm e
63



















In Anlehnung an [6] wollen wir folgende Denition machen:










W. Zu jedem Raum W
h



































atzer nennen, wenn es von h unabh

angige Konstan-





















ur die betrachteten nichtlinea-
ren Probleme hergeleitet werden, insbesondere f

ur die Probleme (2.18) mit
variablem Lastparameter . Wir werden analysieren, warum die bekannten,
auf Linearisierung der Probleme beruhenden Fehlersch








osungspunkten (u; ) versagen, und einen verbesserten Sch

atzer






Zuvor wollen wir aber noch zwei Bemerkungen machen.
Bemerkung 3.1 Die

Aquivalenz von globaler Fehlernorm e und globalem
Sch













ur 1  i  n
h
;
mit einem von h unabh

angigen c (vgl. [53]), aber f

ur die obere Schranke, die
f

ur die Verfeinerung der Netze wesentlich ist, gilt eine solche lokale Eigen-
schaft nicht. Das r

uhrt daher, da das einzelne Element T
i
und sein Verhal-
ten die Fehlernorm e
i









Fehleranteile haben ihre Ursache nicht in T
i
selbst, sondern sind globalen
Ursprungs. Dazu ein Beispiel:
Ein gleichf

ormiger elastischer Stab der L

ange 1m sei an einem Ende fest
eingespannt, und werde durch konstanten Zug am freien Ende belastet. Da-
durch entstehe in dem Stab eine gleichm

aige Dehnung auf eine neue L

ange
von 2m. Ein Finite-Elemente-Modell mit uniformem Netz berechne ebenfalls
eine gleichm

aige Dehnung, allerdings nur auf 1:5m. In diesem Beispiel wird




oer, je weiter man sich von der Einspan-





Elemente zu tun hat.







ziehen, in der Praxis gute Ergebnisse im Sinne eines kleinen Gesamtfehlers
e.
Bemerkung 3.2 Oft ist es nicht m

oglich, die Konstanten C und C aus (3.3)
zu berechnen. In diesen F
















tet, spielt das keine Rolle.
Allerdings kann bei Verwendung von Fehlerindikatoren der Gesamtfehler der
Berechnung nicht abgesch








osung ermitteln. Mit anderen Worten:
Man kann nicht garantieren, da der Fehler der Berechnungen kleiner als





















wertprobleme vorstellen, um anschlieend ihre Anwendung auf das nichtli-












aherungen an die L

osun-
gen von Randwertproblemen zweiter Ordnung, wie etwa der Poisson- oder





armeleitungsgleichung, sind seit circa 20 Jahren bekannt und seit vielen
Jahren gut verstanden. (Siehe beipielsweise den

Ubersichtsartikel [2].)
Daher liegt der Versuch nahe,

uber die Anwendung dieser Fehlersch

atzer auf





ur letztere zu gelangen. Dieser Weg wurde erstmals in [40] beschritten.
Zum Zweck der Erl

auterung der dortigen Vorgehensweise betrachten wir fol-
gende Klasse von Randwertproblemen:
B sei ein K

orper mit Referenzzustand 
  R
3





. Auerdem seien f und g Volumen- und Ober

achenlasten























a : HH! R sei eine symmetrische Bilinearform der Gestalt
a(v;w) =M[rv] : rw;




). Ganz analog zum nichtlinearen Fall f

uhrt man nun








































ur alle w 2 H ein. Das lineare Randwertproblem l

at sich dann schreiben
als
G(v) = 0: (3.5)
Wie bereits erw

ahnt, gibt es f

ur diese Art von Randwertproblemen zahlrei-
che a-posteriori Fehlersch

atzer. Ein groer Teil von ihnen sch

atzt aber nicht































nicht von der unbekannten
L

osung v ab, und man gelangt so zu echten a-posteriori Schranken f

ur den








Aquivalenz liefern die folgenden Betrach-


























































a(v;w) dx 8v 2 H n f0g: (3.6)






















































































a(v;w) dx 8v 2 H n f0g: (3.7)
Aus (3.6) und (3.7) folgt f






























68 Kapitel 3. A-posteriori Fehlersch

atzer















































































































































atzer im Sinne von Denition
3.1. Die Auswertung der H

-Norm ist aber i.a. nicht { oder nur mit unver-
tretbar hohem Rechenaufwand { m

oglich. Daher sucht man nach geeigneten
M






bei in lokale Anteile auf den einzelnen Elementen T
i
des zugrunde liegenden
Netzes zu zerlegen. Zwei Wege hierf





Das lineare Randwertproblem, das wir betrachten, hat die starke Form
div(M[rv]) + f = 0 in 
 (3.11a)
M[rv]  n  g = 0 auf ,
1
(3.11b)
v = 0 auf ,
0
(3.11c)










dieser starken Form des Problems abgesch

atzt werden. Solche residuenbasier-
ten Fehlersch

atzer wurden zuerst von Babuska & Rheinboldt [7] f

ur elliptische































aherung an die exakte
L

osung v von (3.5). F













































atzer deniert. Hierbei sind E(T ) die Menge der Kan-
ten von T und [y]
E
der Sprung von y

uber die Kante E in Richtung der

aueren Normalen n. Auerdem sind h
T





angen von T bzw. E.























































Ein Beweis dieses Satzes f

ur positiv denite Bilinearformen a(; ) ndet sich
in [52]. Unter Verwendung von (3.8) l













und damit nach (3.10) auch












e = v   v
h
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ankt man die Dierentialgleichung (3.11) auf T 2 T
h
ein, und wendet sie
auf den Fehler an, so erh

alt man




M(re)  n = g+M(rv
h




e = 0 auf ,
0
Was nun noch fehlt, ist der Wert der Normalenableitung
^
g an den inneren
R

andern von T .
M(re)  n =
^
g auf @T n @

Man kann zeigen, da die Mittelung der beiden i.a. unterschiedlichen Nor-
malenableitungen aus den beiden hier angrenzenden Elementen die richtige
Wahl ist. Der so entstehende Fehlersch





Satz 3.3 Es gelten die Voraussetzungen und Bezeichnungen aus Satz 3.2.
F

ur jedes Element T 2 T
h
sei N (T ) die Menge aller Eckpunkte von T und
V
T





v(x) = 0 f






ur alle E 2 E(T ); E  ,
0
g






















































)  n  g; f

ur alle E 2 E(T ); E  ,
1






































































Ein eleganter Beweis dieses Satzes ndet sich in [52]. Hier wird gezeigt, da
































Auch dieser Beweis ist nur f

ur positiv denite Bilinearformen vorgestellt,
kann aber ebenfalls mittels (3.8) auf allgemeinere Form gebracht werden.




atzer mit einigen Be-
merkungen abschlieen:
Bemerkung 3.3 Die beiden Fehlersch

atzer sind hier nur f

ur dimensionsre-
duzierte zweidimensionale Referenzkongurationen 
 vorgestellt. Sie k

onnen
aber sehr einfach auf dreidimensionale Probleme erweitert werden. Wir f

uhren
sie zweidimensional ein, da alle Beispielrechnungen in dieser Arbeit mit dem
ebenen Dehnungsproblem, also einem dimensionsreduzierten zweidimensio-
nalen Ansatz arbeiten.
Bemerkung 3.4 Es ist auch m






atzen. Diese Probleme sind auf der Vereinigung





wurden zuerst von Babuska & Rheinboldt beschrieben. (Vgl. [7].)
Bemerkung 3.5 Der Vollst

andigkeit halber sei an dieser Stelle noch die









arbeiten. Der klassische Vertreter dieser Gruppe
ist der Fehlersch

atzer von Zienkiewicz & Zhu [58].
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3.1.2 Anwendung auf nichtlineare Probleme





ur das lineare Randwertproblem auf das linearisierte nichtli-





Gegeben sei dazu ein Randwertproblem der nichtlinearen Elastizit

atstheo-
rie in variationeller Form F(u; ) = 0 wie in (2.18). Allerdings wollen wir
zun

achst den Lastparameter  festhalten. u 2W sei die exakte L

osung die-















liegen soll, lipschitzstetig ist mit einer Lipschitzkonstanten L, da
@F
@u
(; ) in dieser Umgebung nichtsingul






Unter diesen Voraussetzungen ist das Newton-Verfahren auf u
h
anwendbar,





























































ur die Norm des Fehlers

















; )[v] + F(u
h
; ):








)  0k durch die im vori-




ur lineare Randwertprobleme ab-
gesch

atzt werden, indem man diese Sch








= 0 anwendet. Mit (1.14) folgt n









||u  - u  ||*
(u,   )λ
h
||u  - u  ||
(u  ,   )λh
F=0













geforderte Form (3.11) hat.











eindimensionalen Ansatzraum dargestellt. Wie man bereits in dieser ver-
einfachten Darstellung erkennen kann, geht die Approximationseigenschaft






osungspunkte verloren. Dies sind in der
Abbildung die Punkte der L













Diese intuitiv aus der Anschauung gewonnene Aussage l

at sich auch formal
herleiten:
Sei  fest gew










). Dann gilt nach dem Hauptsatz
der Integralrechnung f

ur beliebige v;w 2W
















(v + t(w   v))[w   v][w   v] ds dt;





































































































































































































und die Anwendbarkeit der linearen Sch

atzer verliert ihre G

ultigkeit.
Aus dem Vorangestellten ergibt sich somit der folgende Satz:





ur den Referenzzustand 
















ur die linearen Randwertprobleme der Gestalt
(3.11). Schlielich gebe es eine Umgebung U  W von u und eine positive


























; ) = 0
ein lineares Randwertproblem der Form (3.11) auf 
 gegeben, und man kann




osung dieses Problems auassen. Die An-













, die nur von
























Zusammenfassend kann man sagen, da das hier vorgestellte Verfahren der
Anwendung der linearen Fehlersch

atzer auf die linearisierten Gleichungen
nur f


















stets klein bleibt. Im allgemeinen nichtlinearen





auftreten, ist das Verfahren jedoch unbrauchbar,wie folgendes Beispiel zeigt:
Beispiel 3.6 F

ur das Testproblem aus Abschnitt 1.4 haben wir in Abbil-
dung 2.6 eine Darstellung der L

osungskurve gesehen. Zu dieser L

osungskur-
ve haben wir eine Approximation, basierend auf dem Netz aus Abbildung




osungskurve ist in Abbildung 3.2 als gestri-
chelte Linie zu sehen. Insgesamt wurden 252 L





Zu jedem dieser L

osungspunkte wurde anschlieend mittels des hier vor-
gestellten Fehlersch

atzers eine obere Fehlerschranke berechnet. Diese obere
Schranken sind ebenfalls in Abbildung 3.2 eingetragen. Wie wir erwarten,
wachsen diese Schranken in der N





Da die erreichten Werte hier trotzdem unterhalb von 10
6
bleiben, liegt dar-









In Abbildung 3.2 nicht zu sehen ist die untere Schranke, die, wie in der
Theorie hergeleitet, an den beiden Simple-Limit-Points verschwindet, und
damit ebenfalls keine brauchbare Aussage mehr liefert.
Aber auch in Bereichen des L

osungspfades, die keine solchen Punkte aufwei-




ankt einsetzbar. Die Fehler von N

aherungen
zu unterschiedlichen Punkten des Pfades k

onnen nicht miteinander vergli-





und sich mit ihr






osungspunkt lassen sich mit diesem Sch

atzer vergleichen.
Im weiteren Verlauf dieses Kapitels werden wir nun einen Fehlersch

atzer
vorstellen, der diesen Nachteil nicht mehr besitzt, d.h., der auch an Simple-
Limit-Points arbeitet und auerdem einen direkten quantitativen Vergleich
von N
























































urchbiegung der Bogenspitze [mm]











































































































































































































































































































































































































































































































































































































































































































































































































; ) aus. In der Praxis hingegen haben wir i.a. nur die zu
l










haben keinen festen L

osungspunkt (u; ) auf dem L

osungspfad gegeben, d.h.
die Antwort auf die Frage

Zu welchem Punkt (u; ) auf dem exakten L

osungspfad von F = 0 wollen
















ollig oen. Implizit w

ahlt aber jeder auf Probleme der Form (2.18) an-
wendbare Fehlersch










osung auf dem L







Betrachtet man die Herleitung des Sch

atzers (3.18) genau, so sieht man, da










osung (u; ) mit




ahlt wird. (In Abbildung 3.1 wird
das sehr deutlich veranschaulicht.)
Mit anderen Worten heit das: Wenn man mit einem Fehlersch

atzer vom















ahlt dieses Verfahren stets denjenigen Punkt auf dem
L








osung bildet eine Parametrisierung des L

osungspfades
in einer Umgebung von (u; 
h
).






ur alle  2 
F(u(); ) = 0
gilt. Nach dem Satz

uber implizit denierte Funktionen wissen wir, da aus
der Existenz einer solchen Parametrisierung der L

osungsmenge von F = 0
f





folgt. Damit endet die G

ultigkeit solcher Parametrisierungen, und damit auch
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u(-2),    (-2)λl[        ]=
l[        ]=u(1),   (1)λ






λ−2 λ(u(-2),    (-2))
(u(1),    (1))λ





Abbildung 3.3: Parametrisierung durch das Lastniveau , Isolinien von l
Diese Ergebnis haben wir bereits mit Satz 3.4 erzielt, aber es erf

ahrt mit






In Abbildung 3.3 ist an einem eindimensionalen Beispiel der Geltungsbereich
der Parametrisierung durch das Lastniveaus  grasch dargestellt. Wie wir
sehen bestimmt, das lineare Funktional
l :W R ! R mit l[v; ] =  (3.19)
die Festlegung der Vergleichsl




















Wir wollen l daher ein Vergleichsfunktional nennen. Gleichzeitig ist l[u; ]
aber auch der Parameter der Parametrisierung des L

osungspfades von F = 0.





ahe von Simple-Limit-Points wie in Abbildung 3.4 ein von (3.19) abwei-
chendes Vergleichsfunktional l so, da wir mit seiner Hilfe auch in einer Um-
gebung dieses Punktes eine Parametrisierung des L

osungspfades bekommen.
Anschaulich ist dies immer dann der Fall, wenn die Isolinien von l nicht mit
der Tangenten an den L

osungspfad zusammenfallen, wie etwa in Abbildung
3.4.
3.2. Angepate Vergleichsfunktionale 79
(u  ,     )h λh
(u,    )=( u(0),    (0) )λλ
0l +10l -1




Abbildung 3.4: Parametrisierung durch das Vergleichsfunktional l, Isolinien
von l
Diese Bedingung an l k

onnen wir mathematisch pr

azisieren, wenn wir ber

uck-
sichtigen, da die Isolinien von l, also die Mengen gleichen l-Wertes, verscho-
bene Nullr

aume von l sind. Die Bedingung lautet dann:
ker l \ ker
@F
@(u; )
(u; ) = f(0; 0)g (3.20)
Bemerkung 3.7 Die Verwendung solcher angepater Vergleichsfunktiona-
le ist auch aus mechanischer Sicht keineswegs abwegig. Sei beispielsweise
ein L

osungspfad mit einem Simple-Limit-Point (u; ) gegeben. Der SLP sei
nicht degeneriert und das Lastniveau  nehme dort ein lokales Maximum









osung an den SLP gegeben, mit 
h
> .




) mit Lastniveau 
h
, und





) zu derjenigen L

osung (v; ) sch


















und das Vergleichsfunktional w





bestimmt. Solche Funktionale treten auch bei den Bogenl

angenverfahren in
Zusammenhang mit der sogenannten Wegsteuerung auf.
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Im Testproblem aus Abschnitt 1.4 k

onnte das beispielsweise die Durchbie-
gung (sprich: die Verschiebung in y-Richtung) der Spitze des Bogens sein,









Wie zu Beginn des letzten Abschnittes angedeutet, wollen wir nun aus den
obigen Betrachtungen einen Fehlersch

atzer ableiten, der auch in der Umge-
bung von Simple-Limit-Points eektiv arbeitet.
Das wird geschehen, grob gesprochen, indem wir unter Zuhilfenahme der
angepaten Vergleichsfunktionale l mit der Eigenschaft (3.20) ein Problem
b
F = 0 denieren werden, f






osung darstellt. Diese Denition wollen wir nun vornehmen:
Denition 3.5 Seien Y =WR und F : Y !W

wie in (2.16) gegeben.































osungen nichtlinearer Probleme in beliebigen Banachr

aumen ein, dessen






Lemma 3.6 X und Y seien zwei Banachr










osung von G(x) = 0 mit lipschitzstetiger
erster Ableitung. D.h. es existiert ein Radius r
0
> 0 und eine Lipschitzkon-

















































































































































Genau wie beim linearen Problem in (3.10) erhalten wir damit eine

Aquiva-
lenz zwischen dem gesuchten Fehler und der Dualnorm des Residuums. Der





























und ndet sich u.a. in [53].
Mit Hilfe dieses Lemmas, seiner Anwendung auf die l-Erweiterung von F und
des Satzes

uber implizit denierte Funktionen gelangt man zu einer allgemei-










Satz 3.7 Seien Y =W  R und F : Y !W








) sei ein Simple-Limit-Point von F = 0. F sei in einer geeigneten
Umgebung von y
0
lokal lipschitzstetig. l sei ein lineares Funktional, erf

ulle
die Bedingung (3.20), und
b













F(0;y) = (0; 0). Da-
mit gibt es auf einem geeigneten Intervall I um t
0
= 0 eine Parametrisierung
~









erbt die lokale Lipschitzstetigkeit von
@F
@y
und die Anwendung von Lem-
ma 3.6 liefert f

ur jedes t 2 I und alle y = (u; ) aus einer geeigneten Umge-
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Das folgende Korollar soll diesen etwas unhandlichen Satz anwendbarer ma-
chen. Zu diesem Zweck wollen wir drei Ver

anderungen in den Satz einarbei-
ten:











































Dadurch gelangt man zum
Korollar 3.8 Seien Y = W  R und F : Y !W












osung von F = 0. F sei in einer geeigneten
Umgebung Y von y
h
lokal lipschitzstetig. l sei ein Vergleichsfunktional, das
die Bedingung (3.20) erf

ullt. Auerdem sei l so gew












































































































































































































) neu berechnet werden,
oder wenn man { zumindest f












angige obere Schranke ndet.
Das ist nach obigem Satz immer dann m

oglich, wenn der betrachtete Teil des
L

osungspfades ausschlielich aus 1-regul

aren Punkten (also regul

aren Punk-
ten oder Simple-Limit-Points) besteht.
Zusammenfassend wollen wir festhalten, da wir in diesem Abschnitt einen
Fehlersch


















ochten wir diesen Sch

atzer allerdings auf praktische Probleme anwenden,
so stellen sich uns sofort drei Fragen, auf die wir in den n

achsten drei Unter-
abschnitten eine Antwort geben wollen:
1. Wie ist das Vergleichsfunktional l in Abh













2. Wie berechnen bzw. beschr

anken wir die Normen der Ableitung von
b
F
und ihrer Inversen in (3.23)?
3. Wie sch









3.3.1 Die Wahl von l










ussen wir ein li-




ahlen. Hierbei ist Y = W  R. Dieses
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Funktional l mu der Bedingung (3.20) gen



































]. (Es sei noch einmal darauf




osung handelt, und somit
der Nullraum von (3.24) stets eindimensional ist. (Vgl. Denition 2.6.))







) nicht parallel zu einer Hyperebenen gleicher
l-Werte (in der Abbildung sind das die Isolinien von l) liegen darf. Diese





at von Tangente und Isomenge des Funktionals ein, w

are durch l
keine Parametrisierung der L

osungskurve gegeben. Der Formulierung von
Satz 3.7 folgend w












F = (0; 0).
Aus Gr

unden der numerischen Stabilit

at des Verfahrens ist es w

unschenswert,























Daher fordern wir f

ur den Nullraum des Funktionals l nicht nur eine Nicht-
Parallelit










versehen wir den Raum Y =WR mit einem Innenprodukt < ;  >
Y
, etwa







Hier ist a ein Skalierungsfaktor und < ;  >
H
ist das Skalarprodukt des in
(3.4) denierten Sobolevraums H. Dies erscheint eine naheliegende Wahl f

ur
ein Innenprodukt auf Y zu sein.
Dabei wird der Skalierungsfaktor a so gew

ahlt, da in etwa eine Gleichge-
wichtung zwischen dem Lastfaktor  und der Verschiebungsnorm gew

ahrlei-




andern. Zu Beginn des L

osungspfades wird dieses Gleichgewicht im Rahmen
des Kurvenverfolgungsverfahrens berechnet. Der Skalierungsfaktor lautet f

ur



















(u  ,    )λhh
λ λ(u,   )=(u(0),   (0)) ker F
0l -1 0l +1
0l 0l +20l -2




Abbildung 3.5: Wahl des Funktionals l f





Ein Wert in dieser Gr






Prinzipiell lassen sich aber die Innenprodukte aller Hilbertr

aume verwenden,




































ahlt, so liefert der Ansatz

























(v; ) 2 ker l:
F

ur den eindimensionalen Fall ist dieses Vorgehen in Abbildung 3.5 illustriert.













bestimmen. In der Praxis ist diese lineare Abbildung nicht verf

ugbar, und
wir sind gezwungen N

aherungen zu verwenden. In der hier vorliegenden Im-
















) auf den groben Ansatzraum W
1
, und zum anderen die


























































die Matrixdarstellungen des Restriktions-







(2.15). Dann gilt f

ur alle Funktionen (v; ) 2W
1


































Hierbei ist ein mit einem Unterstrich versehener Funktionennamen stets als
die Darstellung der Funktion bzgl. der Basis N zu verstehen, und p ist, wie




(u; ), ebenfalls bez

uglich N .
























































osungspunkten zu tun haben, hat die






















































Da die Implementierung des in (2.15) vorgestellten L

osers uns eine Faktori-
sierung der Matrix A






oder nicht, leicht anhand des Growth-factors dieser Faktorisierung zu tref-













mit sehr geringem Aufwand.
Zusammenfassend k

onnen wir sagen, da das hier vorgestellte Funktional l
die Nicht-Parallelit

ats-Bedingung (3.20) nicht nur erf

ullt, sondern im Sin-
ne des eingef

uhrten Innenproduktes eine optimale Nichtparallelit

at erreicht
wird. In der Praxis hat sich gezeigt, da diese Nichtparallelit

at erhalten
































Wir wollen den Abschnitt

uber die Wahl des Vergleichsfunktionals mit zwei
Bemerkungen zu alternativen Vergleichsfunktionalen beschlieen:




ur alle (u; ) 2 Y sei



















) ist. In der Praxis wird auch hier wieder die kontinu-
ierliche Abbildung F durch ihre Diskretisierung F
1
und die exakte L

osung

















) ersetzt. In die-
sem Fall kann v
0

























(u; ) stets eine symmetrische Bilinearform ist, kann man sowohl die




osungen des Problems als Linearkombina-
tion von orthogonalen Eigenfunktionen dieser Bilinearform darstellen. Das
hier beschriebene Vergleichsfunktional l w











alt wie die gegebene N

aherung.
Der Nachteil dieser vereinfachten Wahl von l liegt darin begr

undet, da




Bemerkung 3.9 Unter eben diesem Nachteil leidet auch das ansonsten ge-
rade durch seine mechanische Anschauung bestechende Vergleichsfunktional
aus Bemerkung 3.7. Hier wird die Bedingung (3.20) verletzt, falls das zu-
grunde liegende Auswertungsfunktional












) ein lokales Extremum
entlang des L

osungspfades hat. Dies kann z.B. in sogenannten Snap-back-





osungspunkte mit senkrechter Tangente.







































































anders als im Falle des linearisierten Sch

atzers aus Satz 3.4 stets von 0 weg
und nach oben beschr

ankt. Allerdings sind sie vom Vergleichsfunktional l und















atzung neu berechnet oder abgesch

atzt werden. Wir wollen
im folgenden ein Verfahren zur N

aherung dieser Operatorennormen angeben.






), noch die Ableitung der
kontinuierlichen Funktion
b
F kennen, ziehen wir uns,

ahnlich wie bei der Be-
















































Diese Ableitung wollen wir jetzt in Matrixschreibweise darstellen. Dazu ben

oti-





















) haben wir die Matrixdarstellung der Ab-
leitung schon im letzten Abschnitt kennen gelernt. Wir st

utzen uns dabei im





. Die zweite Komponente von
b
F(t;u; ), hat nach





)]  t 2 R

:
Damit ergibt sich aus der Linearit






















ussen nun noch das Funktional l in Matrixschreibweise darstellen. F

ur
das Punktauswertungsfunktional aus Bemerkung 3.7 l

at sich der Wert des
Funktionals, n






kombination der Koezienten von u darstellen, d.h.





ur ein festes a 2 R
n
1




ur das im letzten Abschnitt
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Damit ergibt sich f

ur dieses l und f






























































































gegen eine geeignete Darstellung auszutauschen. (Im Falle des Auswertungs-
funktionals aus Bemerkung 3.7 etwa gegen (a
>
j 0) aus (3.30).)
Zur Berechnung der Operatorennormen ben

otigen wir nun noch das folgende
Lemma:
Lemma 3.9 X und Y seien zwei reelle Banachr












































Die zweite Gleichung folgt unmittelbar aus der ersten, die sich ihrerseits
direkt aus [54, Theorem 4.3] ergibt.
Aus diesem Lemma folgt f









































































































































































































von keinem Skalarprodukt induziert wird, stellt die Berechnung der Aus-
dr

ucke (3.31) und (3.32) jeweils ein nichtlineares Optimierungsproblem der
Dimension 2  n
1










atzungen ergeben sich, wenn
man von der Norm k  k
W
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Lemma 3.10 Sei d 2 f2; 3g die r

aumliche Dimension unserer Modellierung











































) aus einem endlich dimensionalen Un-
terraum Y
h





























Beweis: Die zweite Ungleichung folgt direkt aus der Norm

aquivalenz in
endlich dimensionalen normierten R

aumen.




angige Ungleichung, beweist man wie folgt:
F

ur alle skalaren Funktionen u 2 L
4
(



































































































































kein endlicher Wert mehr ist.









ur alle u 2W
h









Trotzdem macht es Sinn im Falle endlicher R






atzungen mit dieser Konstanten zu verwenden, falls die Konstante nicht

















ur den Fall des Testproblems aus Abschnitt 1.4 und f


















ur alle u 2W
h
:
(Die Berechnung wurde vorgenommen mit dem Optimierungspaket donlp2,
vgl. [48, 49].)

















ur die beiden gesuchten
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at sich sehr ezient
bewerkstelligen, da der L

oser (2.15) die Matrix A

und ihre Faktorisierung
bereitstellt. Man mu dann lediglich zu Beginn der Rechnungen einmal die







torisieren. Sie hat dieselbe Gr

oe und Struktur wie A

und ist auerdem als














































































bezeichnet hier den betragsgr

oten Eigenwert der zugeh

origen Ma-


















oten Eigenwert einer solchen Matrix zu berechnen, setzen wir
iterative Verfahren, wie etwa die Vektoriteration oder das Lanczos-Verfahren
ein. (Vgl. [34, Kapitel 7].) Sie setzen voraus, da Matrix-Vektor-Multiplikatio-





onnen. In unserem Fall sind das Multiplikationen mit D und seiner
Inversen.
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Unter der Voraussetzung, da das Vergleichsfunktional als Skalarprodukt in















































Da eine Faktorisierung von C gegeben ist, sieht man leicht, da eine Matrix-







ur 3 Matrix-Vektor-Multiplikationen mit A

und eine
solche Multiplikation mit C. Beides sind d

unnbesetzte symmetrische Matri-
zen der Dimension n
1
, im Testproblem etwa n
1
= 330, wohingegen das groe









ur die beiden ben

otigten Anwendungen von C
 1
insge-




ost werden. Der Aufwand ist
ebenfalls sehr klein im Vergleich zur L

osung der groen Gleichungssysteme.
Die Anwendung von D
 1
auf einen Vektor kann mit fast ebenso niedrigem
Aufwand berechnet werden, indem man D als die Summe einer einfach inver-




vom Rang 3 schreibt, um dann










































































































































uhren und eine (3  3){Matrix invertieren, um dann jede Matrix-Vektor-
Multiplikation mit D
 1
auf eine Multiplikation mit R
 1
und die Berechnung





ahlen wir als Vergleichsfunktional l den Vorschlag aus



































reduziert, was den Aufwand einer Matrix-Vektor-Multiplikation mit D
 1
nochmals reduziert.
3.3.3 Die Norm des Residuums
Wenn wir die Ergebnisse der letzten beiden Abschnitte in unseren Feh-
lersch





Um daraus einen praktikablen Fehlersch

atzer zu gewinnen, fehlt uns, in Ana-
logie zum linearen Problem, noch eine mit geringem Aufwand berechenbare
Absch










In diesem Abschnitt wollen wir eine solche Absch

atzung angeben, die analog




ur das lineare Problem aus (3.12).
Zu Beginn wollen wir einige Voraussetzungen zusammenfassen, die den gan-
zen Abschnitt hindurch g

ultig sein sollen:
Voraussetzung 3.11 Es sei B ein K





, d 2 f2; 3g, seine Referenzkonguration. (Unter bestimmten
Voraussetzungen k

onnen wir die hier beschriebenen Probleme auch in di-
mensionsreduzierter Form, d.h. im R
2
studieren, siehe Bemerkung 2.3.) Die
Variationsformulierung der Elastizit

atsprobleme sei durch (2.16) und (2.18)
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uhren, der sich als

aquivalent zur gesuchten Residuennorm (3.36) erweisen wird:
Denition 3.12 Es gelte die Voraussetzung 3.11 und T sei ein Element
einer Triangulierung T
h
und E eine seiner Facetten. Das Residuum der par-
tiellen Dierentialgleichung (1.4), die der Variationsformulierung (2.18) zu-































ur alle E 2 E(T ); E  ,
1
den Sprung der Spannungen normal zu E bezeichnen.
F



















































































= 4=3 der zugeh

orige konjugierte Exponent gem

a 1=q + 1=q
0
= 1.






















denieren. Diese Menge enth

alt alle Elemente T 2 T
h
, die ihrerseits E ent-
halten.































ist ein Polynom vom Grad p+ 1




ochstens ein E 2 E(T
j
);




Der Raum der Bubble-Funktionen spielt bei der Analyse des Fehlersch

atzers












. Diesen Beweis teilen wir im fol-























































Beweis Wir wollen voranstellen, da sich alle im Beweis verwendeten Kon-
stanten k
i
















ahlen ein  2 B
h
aus, das auerhalb von T verschwindet
und dessen d Komponenten in T zwischen 0 und 1 liegen. Nach Konstruktion
vonB
h
existieren solche Funktionen. Weiter w

ahlen wirV als den Raum aller
Funktionen v 2W, f

ur die die Funktion   v,
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ein Element von B
h
ist. V ist endlich dimensional und nach Konstruktion
nicht leer, da die konstanten Funktionen obige Bedingung erf

ullen.
Nach [53, Lemma 3.3] gilt f




















2 V, folgt dann mit dieser Ungleichung, partieller Integration und
der inversen Absch


























































































2 V nicht. Dann erhalten wir auf der rechten

























die Bestapproximation in V an r
T




ur ein einfaches Beispiel
ndet man in [52].




ur die Residuen r
E
herleiten. Mit
der mehrfachen Nutzung von [53, Lemma 3.3] und partieller Integration
gelangt man f







































uber alle Elemente T und ihre Facetten E, E 6 ,
0
,





Die rechte Ungleichung beweisen wir wie folgt:








folgt mit partieller Integration und
anschlieender Anwendung der H




































































































Nimmt man an, da f


















gilt, so folgt unter Verwendung der Poincare-Friedrichs-Ungleichung (siehe


































































































































































































































Das ist die gesuchte rechte Ungleichung. Damit bleibt noch die Annahme
(3.42) zu zeigen. Hierzu w

ahlen wir eine beliebige innere Facette E unseres
Netzes T
h

























entlang der in Abbildung 3.6 f



















urfel und -simplex im R
2
.





aziser heit da: Jedes der beiden
Elemente, die gemeinsam 

E
bilden, kann mittels einer anen oder iso-









abgebildet werden, und zwar so, da die Bilder aller
Punkte der Facette E den x-Wert 0 erhalten. Nach dieser Transformation





konstanter zweiter (und dritter) Koordinate.
Da T
h
aus einer nicht entarteten Familie von Netzen stammt und B
h
ein
endlich dimensionaler Raum st

uckweise polynomieller Funktionen mit festem
H

ochstgrad p+1 ist, gibt es sicher eine Konstanten k
5

























Man sieht dies leicht, wenn man die beiden Integrale im obigen Quotien-
ten mittels der Transformation T

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Aus diesen beiden Gleichungen folgt nun f













































ollig analog zu obigem
Vorgehen f

ur innere Facetten E.


























































und damit die linke Ungleichung.















einen linearen Interpolationsoperator zwischen W und W
h
. Da der dem
Raum W zugrunde liegende W
1;4
(







keine unstetigen Funktionen enth

alt, und somit die punktweise Auswertung










Gestalt (2.4) den nodalen Interpolationsoperator verwenden.
Mit diesen Vereinbarungen ergibt sich die gesuchte Ungleichung aus der An-















































aig nach oben abgesch

atzt
werden kann durch die Wirkung des Residuums auf die Funktionen in B
h
.
Da die obige Annahme wirklich die rechte Ungleichung des Satzes liefert,
ist leicht zu sehen, da mit ihr f




































































Um nun die Annahme (3.44) zu zeigen, gen
























zu bringen, da hieraus mit dem Satz 3.13 sofort das gew

unschte Resultat
folgt. Der Beweis dieser Ungleichung st




















, so da f



































atzung (3.46a) ist ein Spezialfall der wohlbekannten Absch

atzung
des Interpolationsfehlers [16, Theorem 3.1.6].
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Mit diesen Vorarbeiten k














































































































































































































































































Da auch in diesem Beweis alle k
i
, i = 1; : : : ; 14, wieder positive reelle Kon-











Bemerkung 3.12 Obwohl im Beweis zu Satz 3.14 der Fehlersch

atzer  ei-
ne zentrale Rolle spielt, ist die Aussage des Satzes unabh

angig von . M

ochte











andere, etwa implizite, Fehlersch








Aquivalenz wie in Satz 3.13 zu zeigen; die Absch

atzung aus
Satz 3.14 kann auch in diesem Fall verwendet werden.
Das folgende Korollar fat die wesentlichen Ergebnisse noch einmal zusam-






Korollar 3.15 Wir benutzen die Abk

urzungen dieses Kapitels und die Vor-
aussetzung 3.11. Auerdem sei q = 4 der Integrationsexponent von W und
q
0





a der Bedingung (3.20) gew

ahltes Vergleichsfunktional. Dann gilt mit




, die weder vom aktuellen Ansatzraum
W
h































































osung auf dem L

osungspfad von F = 0.
Die Verwendung des Symbols
"
.\ an Stelle von
"







) Grobgitterapproximationen der exakten
Operatornormen verwenden.
108 Kapitel 3. A-posteriori Fehlersch

atzer
Die im obigen Korollar verwendeten Konstanten entziehen sich im Allgemei-




Trotzdem lassen sich diese Sch

atzer in der Praxis sehr gut einsetzen. Zum
einen kann unabh








vorgenommen, und damit ein adaptiver Verfeinerungspro-
zess gesteuert werden.
Zum anderen liefert der Sch

atzer eine qualitative Aussage

uber die Entwick-
lung des Fehlers im Verlauf des L

osungspfades. Er liefert exakte Informa-
tionen dar

uber, ob etwa in einem bestimmten Teil des Pfades sehr groe
oder kleine Fehler auftreten, und dort etwa spezielle Verfeinerungen n

otig
sind. Gerade dies gelingt den linearisierten Sch

atzern wie (3.18) ja in keiner
Weise. (Vgl. Abschnitt 3.1.3.)
Abschlieend f

uhren wir noch die Anwendung unseres nichtlinearen Sch

atzers
auf das Testproblem an:
Beispiel 3.13 Bei der Anwendung des Sch

atzers auf das Testproblem aus




angigkeit der Konstanten des
Sch

atzers vom Ansatzraum W
h
und von der exakten L

osung (u; ).
In Abbildung 3.7 sehen wir die Entwicklung des Fehlers und der unteren und
oberen Schranke unseres Sch

atzers. Beide Schranken sind in dieser Abbil-
dung mit einer Konstanten skaliert. Wie man sieht, gibt die obere Schran-
ke des Sch

atzers sehr gut die Entwicklung des Fehlers wieder, der an den





wahre\ Fehler ist bez

uglich einer pseudo-exakten L

osung
berechnet, die auf einem wesentlich feinereren Gitter (8192 Elemente) und
mit EAS-Ans

atzen statt mit bilinearen Ansatzfunktionen gerechnet wurde.
(Vgl. [47].)


























































ur das Testproblem mit
konstantem Ansatzraum.







wieder, der ja eine N
































ist. In dieser Norm steckt der gr








osungskurve. Sie darf auf keinen Fall bei den Berech-
nungen der Fehlerschranken vernachl

assigt werden.
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Zum Vergleich ist in Abbildung 3.7 auch noch die obere Fehlerschranke des
linearisierten Fehlersch















Die zugrunde liegenden Berechnungen wurden mit dem Vergleichsfunktio-





anderte sich entlang des L

osungspfades nicht.




atzers von Verfeinerungen des Ansatz-
raumes zu demonstrieren, wurde das gleiche Beispiel noch einmal berechnet,
jetzt aber mit drei Netzverfeinerungsschritten im Verlauf der Berechnung,
wie sie in Abbildung 3.8 eingetragen sind. Die Verfeinerungen wurden adap-







wurde die lokale Fehlergr

oe C, bei deren

Uberschreiten ein Element ver-
feinert wird, jeweils so gew

ahlt, da in jedem der drei Schritte in etwa eine
Verdoppelung Elemente erreicht wurde. Ihre Anzahl stieg dabei von 128 auf
240, dann auf 452 und schlielich auf 862.
Auch hier ist vom Beginn des L

osungspfades an, bis zum Erreichen des zwei-
ten Simple-Limit-Points, eine sehr gute Wiedergabe des Fehlerverlaufs durch
die obere Schranke des Sch

atzers zu beobachten.
An diesem Beispiel l

at sich auch der geringe Aufwand des vorgestellten
Fehlersch

atzers gut demonstrieren. Von der insgesamt ben

otigten Arbeits-
zeit (es wurden 50 N






atzer nur 6.6%. Davon entelen 26% auf die Berechnung des
Sch

atzers  und 74% auf die Approximation der Operatornormen. Die Rech-
nungen wurden auf einem Ein-Prozessor-Rechner mit einer Pentium-III CPU
durchgef

uhrt. Der verwendete Code wurde in C geschrieben.












angig von etwaigen Simple-Limit-
Points und Ver

anderungen des Ansatzraumes, und somit eine groe Verbes-
serung der














































Betrachtet man wie wir Gleichgewichtszust

ande von mechanischen K

orpern,
so bildet das Axiom A.1 dazu die theoretische Grundlage. Es geht laut [17] auf
Euler ([24], [25]) und Cauchy ([13], [14], [15]) zur










Axiom A.1 Der K

orper B bende sich in einem statischen Gleichgewicht






























die folgende drei Eigenschaften hat:
1. F



























































) do = 0: (A.3)
3. F




























) do = 0: (A.4)










A.2 Der Satz von Cauchy
Satz A.2 Der K





















































Dann gelten die folgenden Aussagen:
















































































Hierbei versteht sich div
x

als die zeilenweise Anwendung des skalaren Di-





Denition A.3 1. Das Material des K

orpers B heit homogen und ela-
stisch, wenn der zweite Piola-Kirchhosche Spannungstensor ledig-
lich vom Deformationsgradienten abh













ur alle x 2 
:
2. Das Material des K

orpers B heit isotrop, wenn (anders als beispiels-
weise im Holz oder in Verbundwerkstoen) keine Richtung ausgezeich-
net ist, wenn also f





Q = I und detQ > 0 in
ganz 
 gilt:










In diesem Anhang wollen wir zun

achst eine kurze Denition der in der Arbeit
benutzten Funktionenr






ur eine umfassende Darstellung der
vorgestellten R







Sei  ein Lebesgue-mebares Gebiet im R
d
, d 2 N, mit nichtleerem Inneren.
Weiter sei f eine reellwertige Funktion





das Lebesgue-Integral von f verstehen.
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Hierbei wollen wir Funktionen, die sich nur auf einer Nullmenge voneinander
unterscheiden, miteinander identizieren. L
q





























Zur Denition der Sobolev-R

aume bedarf es einiger Vorbereitungen:




; : : : ; 
d













































ur alle kompakten Teilmengen    n @g





onnen wir den f

ur die Theorie der Sobolev-R

aume zentralen Begri








ur ein f 2 L
1
loc






















Ist f 2 C
jj




Mit dem Begri der schwachen Ableitung gelingt nun eine Denition der
Sobolev-R








achst denieren wir wieder eine Norm:
F

ur f 2 L
1
loc










































) haben wir es wieder mit einem Banachraum
zu tun ([1, Theorem 3.2]).




ur f 2 L
1
loc
, m 2 N
0
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Vektor- und matrixwertige Funktionen
Sei f : ! R
n
eine vektorwertige Funktion, so denieren wir f













































































Bemerkung B.1 Alle bisher gemachten Denitionen k

onnen auf sinnvolle





Sei q 2 (1;1) und m > 0. Dann kann der Dualraum des W
m;q
() charakte-


































ur vektorwertige Funktionen der Dualraum des W
m;q
() cha-










































der zu q 2 (1;1) konju-











































In diesem Abschnitt sei  wieder ein Lebesgue-mebares Gebiet im R
d
,










































tige Funktionen und endliche Summen, deren Beweise man beispielsweise in
[1, Kapitel 2] ndet.
Satz B.2 (Poincare-Friedrichs-Ungleichung)
 habe einen st










) mit q 2
(1;1). f verschwinde auf einem Teil ,
0
 @ des Randes mit positivem



















ur reellwertige Funktionen und q = 2 ndet sich in [11, Abschnitt
II,1]. Der Beweis f





ollig analog und die Erweiterung
auf vektorwertige Funktionen erfolgt durch einfaches Nachrechnen.
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
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Satz B.3 (inverse Absch

atzung)
T sei ein Element aus einer nicht entarteten Zerlegung von  und V sei
ein endlich dimensionaler Unterraum von W
1;q
() mit q 2 (1;1). Dann



















ur reellwertige Funktionen ist dieser Satz ein Spezialfall von [12, Lemma
4.5.3]. Die Verallgemeinerung auf vektorwertige Funktionen folgt auch in die-
sem Fall durch einfaches Nachrechnen.
Zusammenfassung









ur solche Probleme ist die Existenz sogenannter Simple-Limit-Points.
Das sind L

osungspunkte, an denen strukturelles Versagen des betrachteten
K

orpers eintritt, z.B. Durchlagspunkte d

unner Schalen. Die genaue Lage sol-
cher Punkte und die exakte Berechnung der sie verursachenden Lasten sind







ommlichen, auf Linearisierung der zugrunde liegenden Glei-
chungen basierenden Fehlersch

atzer in diesen Punkten versagen und keine
Informationen





osung mehr liefern, ist unser
Sch






des Fehlers zu liefern.
Wir gelangen in der Arbeit zu diesen verbesserten Fehlersch

atzern, indem
wir das Versagen der linearisierten Sch

atzer exakt analysieren und es schlie-
lich mittles der Einf

uhrung zweier neuer mathematischer Konzepte, des Ver-







atzlich zur Theorie des Sch

atzers werden auch Aspekte seiner ezienten
Implementierung vorgestellt. Hierbei wird die rasche Berechnung der auftre-
tenden Gr









uber dem Auftreten von Simple-Limit-
Points wird in der Arbeit an einem praxisnahen Beispiel demonstriert. Der
Sch

atzer arbeitet mit einem allgemeinen Verschiebungsansatz und kann somit
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