The extent to which known variations in photopigment u max and optical density may affect cone ratios estimated from the spectral luminous efficiency function (LEF) was examined. LEFs were generated using L-and M-cone fundamentals, one of which had been shifted in u max (91, 2, 4 or 6 nm) or varied in peak optical density (increased or decreased by 10, 25 or 50%). A curve-fitting program was then used to estimate the L/M cone ratios for the generated LEFs assuming standard L-and M-cone fundamentals. These modeling exercises indicate that L/M cone ratios estimated from LEFs are highly correlated with long-wave sensitivity and with known variations in L-cone u max . Variations in M-cone u max and photopigment optical density for both cone types are also correlated with L/M cone ratios, but have much less impact on the estimated ratios.
Introduction
A number of techniques have been used to estimate the relative numbers of L-and M-cones in the human retina, with the L/M ratio varying between individuals from about 0.33 to 3 [1 -8] . The spectral luminous efficiency function (LEF) 1 is, however, perhaps the most widely used measure for estimating L/M cone ratios, with estimates ranging from : 0.3 to 10 or higher [1, 2, [9] [10] [11] [12] .
The spectral LEF is well fitted by summing the outputs of the M-and L-cones [33] , provided that the data are corrected for known individual variations in the densities of the ocular media [13, 14] and macular pigment [15] 2 . Individual variation in the LEF remaining after correcting for observer-dependent prereceptoral filtering by inert ocular pigments has often been attributed to differences in photopigment optical density, photopigment u max , and L/M cone ratios, with more weight usually ascribed to differences in L/M cone ratios. To accurately estimate L/M cone ratios from LEFs, individual differences in optical density and photopigment u max must contribute minimally to interobserver variation in the LEF, or at least not be confounded with the effect of cone ratio variations. Moreover, it must be assumed that no selective chromatic adaptation occurs in response to the stimulus. This latter assumption is likely to be valid only when testing is performed at low photopic luminance levels (: 20-100 Tds, [16, 17] ). The extent to which normal variations in photopigment u max [18] [19] [20] [21] [22] [ [30] [31] [32] 34] may account for variation in the LEF of individual observers is not known. The purpose of the present investigation was to evaluate the degree to which normal variations in photopigment u max , as well as potential variations in photopigment optical density, may affect the accuracy of cone ratios estimated from individual LEFs, assuming standardized cone templates. We find that L/M ratios estimated from theoretical LEFs are highly susceptible to variations in L-cone photopigment u max and/or optical density. This result may explain much of the inflation of the L/M ratio estimated using spectral LEFs versus other psychophysical techniques.
Modeling

Shifts in photopigment u max
Noise-free LEFs spanning the spectral range 400-700 nm (10 nm steps) and a region in which the lens and macular pigment absorb minimally (540 -700 nm; 10 nm steps) were derived using Eq. (1)
where OD L and OD MP refer to the optical density of the lens and macular pigment, respectively [23, 24] , and L and M are the Smith and Pokorny [25] L-cone and M-cone fundamentals, either at the tabled u max or with u max shifted (on a wavenumber axis with sensitivity specified at the retina) by 9 1, 2, 4 or 6 nm. This range of variation is consistent with a variety of psychophysical and physiological studies as mentioned earlier.
A curve-fitting program (algorithm based on a leastsquares criterion) was then employed to model the generated LEFs. Eq. (2) shows the model used to fit the generated LEFs. Coefficients h and i represent multiplicative scalars that vary the relative heights of the Smith and Pokorny [25] L-(u max =557 nm) and Mcones (u max = 533 nm), and and l represent multiplicative scalars used to adjust the ocular media and macular pigment densities. The differences between Eq.
(1) and Eq. (2) are: the L-and M-cone templates used in Eq. (2) remain fixed in u max and assumed peak OD; secondly, the scalars h -l of Eq. (2) are permitted to vary.
Empirical luminous efficiency data obtained from individual observers are often modeled in this way. The scalars estimated from such a fit are then used to calculate the L/M ratio contributing to this function. For data below 540 nm (at least as short as 420 nm for the lens density), estimates of the ocular media and macular pigment may also be obtained. If variations in photopigment u max are not confounded with the effect of variations in L/M cone ratios, the curve-fitting program should estimate L/M cone ratios near 2/1 for each of the modeled functions given that each function was generated with this ratio.
Photopigment optical density
If photon absorption by the cones is assumed to follow the Beer-Lambert law, then increases or decreases in photopigment density will alter the shape of the LEF [26] . Decreases in photopigment optical density are expected to narrow the LEF relative to normal. Conversely, an increase in photopigment optical density is expected to broaden the LEF.
To determine the extent to which variations in photopigment OD may affect cone ratios estimated from LEFs, Eq. (1) was used to generate LEFs in the manner described previously for shifts in photopigment u max . Photopigment optical density variations were calculated assuming the Beer-Lambert relationship such that peak OD was increased or decreased by 10, 25 or 50% from a peak OD of 0.3 or 0.4 for the M-and L-cones, respectively [25] . The range of variation in peak optical density for the M-and L-cones was 0.15-0.45 and 0.2-0.6, respectively.
The algorithm described by Eq. (2) was then used to minimize the squared log difference between the generated LEFs and the variable sum of M-and L-cone fundamentals with peak optical densities of 0.3 and 0.4, respectively. As before, if variations in photopigment optical density are not confounded with the effect of variations in L/M cone ratios, the curve-fitting program should estimate L/M cone ratios near 2/1 for each of the modeled functions.
Red/green ratios
Some previous studies [1, 11, 12] have used photometric tasks involving red/green flicker matches rather than collecting full or partial spectral functions. We have evaluated how cone ratios estimated from the 650/530 nm sensitivity ratio change with variations in both photopigment u max and photopigment optical density. Fig. 1 plots the log L/M cone ratio estimated for the generated LEFs as a function of u max shift of the L-(upper panel) and M-cone (lower panel). The solid line represents a 2/1 L/M ratio, while the open and filled circles represent the log L/M cone ratios estimated for full spectral functions (400-700 nm) and partial spectral functions (540-700 nm), respectively. Shifts in u max of the L-cone result in large deviations from the modeled L/M cone ratio of 2/1 (: 0.56 to all L-cone and 0.52 to all L-cones for the full and partial spectral functions, respectively). It is evident from these results that the estimated L/M ratio does not strongly depend on the wavelength range over which the spectral functions span 3 . The results for shifts in L-cone u max are consistent with the results of previous studies [5,27 -29] that have shown that the LEF is dominated by L-cones. Pitt [27] showed that LEFs obtained from protanopes show large losses in long-wave sensitivity relative to color normals, while deuteranopes demonstrate few, if any, differences from color-normal LEFs.
Results and discussion
L-cone photopigment u max
When the shift in u max was ] 4 nm, small but systematic patterns of residuals between the modeled and the generated LEFs are noticed, particularly at longer wavelengths. In modeling empirical data, this could prove to be a
M-cone photopigment u max
Shifts in u max of the M-cone template were found to have little effect on the estimated L/M cone ratio of generated LEFs (: 1.92-2.21 and 2.00-2.07 for the full and partial spectral functions, respectively), consistent with the notion that luminous efficiency is strongly dependent on L-cone sensitivity. Again, the range over which the spectral functions span has little impact on the estimates produced. These results suggest that shifts in the M-cone u max do not covary significantly with the effect of L/M ratio.
One additional point that should be made regarding shifts in either the L-or M-cone is that shifts in L-cone u max produce larger variations in the estimated L/M ratios regardless of the initial L/M ratio assumed. For example, when the L/M ratio assumed for the generated LEFs is 0.5 and 1.0, the estimated ratio for shifts in u max of the L-cone (9 6 nm) are 0.22-1.17 and 0.38-3.8, respectively. When the M-cone is shifted in u max 9 6 nm, the estimated cone ratios are 0.46-0.61 and 0.95-1.15 when the L/M ratio assumed for the generated LEFs is 0.5 and 1.0, respectively. This is due to the greater sensitivity of the L-cones than M-cones at long wavelengths.
Photopigment optical density
L/M cone ratios estimated assuming variations in photopigment optical density followed a trend similar to that found for variations in photopigment u max . Increasing or decreasing the optical density of the Mcone pigment resulted in minimal deviations from the actual 2/1 cone ratio (1.96-2.05 for 400-700 nm; 1.99-2.02 for 540-700 nm). Increases and decreases in peak optical density of the L-cone pigment, however, resulted in larger deviations from a 2/1 L/M ratio (1.2-3.83 for 400-700 nm; 1.14-4.39 for 540-700 nm). These results suggest that L/M cone ratios are correlated with variations in the peak optical density of the L-but not the M-cone. Again, the range over which the spectral functions span is not a critical factor, given the similarity of the estimated ranges for the full and partial spectral functions.
R/G ratios
A shift in u max of the L-cone toward longer wavelengths results in a systematic increase in L/M cone ratios estimated from the 650/530 ratio, while a shift to shorter wavelengths results in a decrease in the estimated L/M cone ratio (total range 0.45-13). Variations in L-cone optical density also result in deviations from a 2/1 L/M cone ratio, but to a lesser degree ( : 1.0-2.5). Shifts in M-cone u max and M-cone optical density have almost no effect on the estimated L/M cone ratio. Fig. 1 . Log L/M cone ratio is plotted as a function of u max shift (nm). The upper and lower panels plot the effect of shifts in u max ( 91, 2, 4 or 6 nm) of the L-and M-cones, respectively, on estimates of L/M cones ratios from LEFs. The circles and diamonds show estimates based on full (400/700 nm) and partial spectral functions (540/700 nm), respectively. The line represents a log 2/1 L/M ratio. 3 Fits based on spectral functions spanning the entire spectrum in 20 nm steps rather than 10 nm steps yield nearly the same estimates of the L/M cone ratio, lens and macular pigment, for shifts in L-cone u max . The range of L/M ratios estimated based on shifts in M-cone u max , however, is slightly larger (1.46 to 2.05). 4 For shifts in L-cone u max , increasing the L/M ratio from 10/1 to all L-cones has little impact on the root mean squared error (RMSe) of the fit. That is, when the estimated L/M ratio is greater than 10/1, increasing the ratio to 100 or even to all L-cones only moderately increases the RMSe of the fit. However, reducing the L/M ratio of the same function below 10/1 causes the RMSe to rapidly increase. The lower limit is much more tightly bound than the upper limit, indicating a fit based on all L-cones is sufficient to describe the data. For shifts in M-cone u max , estimates of the L/M ratio are much more tightly bound. Thus, if all other things are equal between observers, shifts in u max of the L-cone but not the M-cone are likely to be systematically reflected in R/G luminosity ratios.
Lens and macular pigment estimates
The lens and macular pigment estimates are presented in Tables 1 and 2 for variations in photopigment u max and optical density. Scalars for the lens and macular pigment were only obtained for LEFs spanning from 400 to 700 nm. The lens density estimates were not affected by either variations in photopigment u max or optical density (see Tables 1 and 2) .
In both analyses, however, the estimated L/M cone ratios were found to covary with the macular pigment scalar (0.90-1.07 and 0.76 -1.25 for shifts in u max of 9 6 nm for the M-and L-cone templates; 0.94-1.06 and 0.77-1.23 for variations in photopigment optical density of the M-and L-cones). When the long-wave sensitivity of the LEF is increased by a shift in the L-cone u max to longer wavelengths or an increase in L-cone optical density, there is a tendency for the fits to increase the estimated L/M cone ratio in an attempt to fit the long wavelength limb of the generated LEF. With this increase in L/M cone ratio there is a corresponding increase in sensitivity at short wavelengths, which is accounted for by a decrease in the estimated macular pigment density. If the macular pigment is fixed at a scalar value of 1.0, the estimated L/M ratio is only 15/1. Thus, allowing the macular pigment scalar to vary permits the L/M cone ratio to increase.
Similarly, when long-wave sensitivity of the LEF is decreased as with a shift in L-cone u max to shorter wavelengths or by a decrease in L-cone optical density, the estimated L/M ratio is decreased to favor M-cones. This allows the long wavelength side of the generated LEF to be fit well, but underestimates sensitivity at short wavelengths. This decrease in sensitivity at short wavelengths is counteracted by a corresponding increase in the estimated macular pigment density.
Conclusion
Known variations in the sensitivity of the M-cone (due to shifts in u max or photopigment optical density) have little effect on cone ratios estimated from LEFs, while variations in the L-cone sensitivity, particularly those arising from u max shifts, strongly affect the cone ratios estimated from LEFs. These analyses were performed by varying only one parameter at a time. It is quite possible that combined variations in both L-and M-cone sensitivity in a given individual could either increase or decrease the effects described above. It may be noted that these analyses are corroborated by empirical measures of LEFs for 50 normal observers [29] which demonstrated a large range of estimated cone ratios, particularly when observers were relatively more sensitive at long wavelengths. Second, we find that variations in either photopigment u max or optical density should result in predictable deviations from that which is predicted based on standard templates. However, the pattern of residuals that result for variations in optical density are similar to those which arise from variations in photopigment u max , making it difficult to determine which of the two factors is involved. Combined with other factors (e.g. noise, shifts in both cone types, error in measurement, etc.), only small discernible patterns may be observed. Thus, taken to- gether, these modeling exercises suggest that cone ratios estimated from individual LEFs should be interpreted with caution.
