Abstract. In previous work, we have investigated real coded genetic algorithms with several types of multi-parent recombination operators and found evidence that multi-parent recombination with center of mass crossover (CMX) seems a good choice for real coded GAs. But CMX does not work well on functions which have their optimum on the corner of the search space. In this paper, we propose a method named boundary extension by mirroring (BEM) to cope with this problem. Applying BEM to CMX, the performance of CMX on the test functions which have their optimum on the corner of the search space was much improved. Further, by applying BEM, we observed clear improvement in performance of two-parent recombination on the functions which have their optimum on the corner of the search space. Thus, we suggest that BEM is a good general technique to improve the efficiency of crossover operators in real-coded GAs for a wide range of functions.
Introduction
Studies on the effect of multi-parent recombination, where more than two parents are used to generate offspring, is an interesting research subject in Evolutionary Algorithms (EAs). There is of course no necessity to be restricted to two-parent recombination, as EAs allow us to emulate the ideas of natural evolution very flexibly. A few attempts to study the effect of using more than two parents for recombination in EAs are reported in the literature [1, 2, 6, 7, 8, 9, 19, 20, 23] .
A brief review of multi-parent recombination in EAs has been made in [8, 9] as follows. The first attempt in this line was global recombination in Evolution Strategies (ESs) [1, 19] , in which one new individual is produced, inheriting genes from more than two parents. Nevertheless, the number of parents is not fixed, thus global recombination allows for the possibility of more than two parents, but does not enforce it. The same holds for the recently introduced multi-parent Gene Pool Recombination [23] and the Gene Linkage method [20] in Genetic Algorithms (GAs). An extension of ES, the (µ/ρ, λ) multi-recombination strategy [2] , does apply an adjustable operator with arity ρ, where ρ is the number of parents used.
Two generalized multi-parent recombination operators in GAs are scanning crossover and diagonal crossover, introduced in [6, 7, 8] . In [6, 7] , these operators were evaluated on standard test functions with bit string representation and other types of problems and it was shown that 2-parent recombination was inferior to them. In [8] , these operators were evaluated on Kauffman's NK-landscapes [15] , which allow for systematic characterization and user control of the ruggedness of the fitness landscape, and it was found that sexual recombination was superior on mildly epistatic problems. In [9] , a generalized version of intermediary recombination, scanning crossover, and diagonal crossover, which were all designed or modified to produce one offspring, were introduced for ESs, and it was shown that in most cases a significant improvement in performance was observed as the number of parents increased.
In recent years several real-coded GAs, for function optimization, which use real number vector representation of chromosomes, have been proposed [3, 11, 14, 16, 22] and have been shown to outperform the traditional bit string based representation. In [21] , we have proposed three types of multi-parent recombination operators for realcoded GAs, namely, the center of mass crossover operator (CMX), multi-parent featurewise crossover operator (MFX), and seed crossover operator (SX) . The results showed that in these three operators, performance with CMX improved as the number of parents increased on functions having multmodality and/or epistasis. Thus, we have concluded that multi-parent recombination with CMX is one good choice for real-coded GAs. But CMX had the disadvantage that it did not work well on functions which have their optimum at the corner of the search space.
In this paper, we propose a method to cope with this problem. In the method, we allow individuals to be located beyond the boundary of the search space by some extent. The fitness value of individual located beyond the boundary of the search space is set to be the same as that of the point it maps to by mirror reflection across the boundary. We call this method "boundary extension by mirroring" (BEM). With this method, the performance of CMX was improved on the test functions which have their optimum in the corner of the search space. Further, the performance improvement by BEM also holds for two-parent recombination.
In the next section we give a brief review of CMX. In Section 3, we present the BEM method. Experimental methodology and analysis of results is described in Section 4. Finally, concluding remarks are made in Section 5.
A Brief Review of Center of Mass Crossover Operator (CMX) [21]
CMX selects a set of real parents, then creates a set of virtual mates by mirroring each parent across a center of mass, and then, using a two-parent recombination operator called the base operator, crosses over each parent with its virtual mate to produce an offspring. The base operator can be any two-parent recombination operator. Thus, CMX is a natural generalization of 2-parent recombination. Possible good choices of base operator for CMX include BLX-α [10] , variants of BLX-α [12] and UNDX [18] . In this paper we will use BLX-α as the base operator, since it is a simple and generalized operator for real vector recombination, and it works fairly well. Fig. 1 shows the feasible offspring space for BLX-α in the two dimensional case. Offspring are uniformly sampled from this space. When a portion of the feasible offspring space locates beyond the boundary of the search space, this portion is cut away from the feasible offspring space. 
For , the center of the mass of m parents, CMX tends to generate offspring uniformly around the m parents. Then we choose another set of m parents (not chosen earlier) and generate m more children. This process continues until N new children are generated.
CMX did not work well on functions which have their optimum at the corner of the search space or have discontinuous fitness landscapes, but its performance improved as the number of parents increased on functions having multmodality and/or epistasis. Since real life problems normally have some degree of epistasis and multimodality, we have concluded that multi-parent recombination with CMX is one good choice for real-coded GAs although it had a disadvantage that it did not work well on functions which have their optimum on the corner of the search space. By the way, results on two other multiparent recombination operators were as follows. The MFX operator worked well on functions which do not have epistasis. For functions having epistasis its performance degraded as the number of parents increased. The SX operator performed well on simple functions and multimodal functions with a medium number of parents, but it did not work well with a large number of parents on functions having epistasis or on multimodal functions with large number of parents. 
Boundary Extension by Mirroring
For functions which have their optimum in the corner of the search space, the virtual individuals (see Eq. 2 and Fig. 2 ) may be located outside the search space. In these cases, the possibility that the base operator generates offspring around the optimum point becomes less since a portion of the feasible offspring space which locates beyond the boundary of the search space is cut away from the feasible offspring space of the base operator.
In the boundary extension by mirroring (BEM) method, we allow individuals to be located beyond the boundary of the search space, by some extent as shown in Fig. 3 . The functional values of individuals located beyond the boundary of the search space are calculated as if they are located inside of the search space at points symmetrical with the boundary. Here we face the problem of how much we should be allowed to extend the search space beyond the boundary. If we extend too much, the efficiency of search may be degraded since the effective search space becomes large. We introduce an extension rate r e (0<r e <1) as a control parameter. The search space is centered in an extended space extended by a factor of 1+r e along each dimension. The functional value of individual i with real vector 
and min j and max j are the lower and upper limits of parameter range on the jth dimension of the search space.
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Fig. 3 Boundary extending by mirroring (BEM)
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The Experiments

Experimental Methodology
To see the effect of the proposed BEM, we ran a real-coded GA. The experimental conditions were basically the same as in [21] as follows.
(1) Basic Evolutionary Model: The basic evolutionary model we used in these experiments is similar to that of the CHC [10] and (µ+λ)-ES [19] . Let the population size be N, and let it, at time t, be represented by P(t). The population P(t+1) is produced as follows: A collection of N/m m-sets is randomly selected, and crossover is then applied to each m-set, generating N offspring which are placed in I(t). The individuals are then ranked and the best N from the 2N in P(t) and I(t) are selected to form P(t+1), thus the best solution obtained so far is always included in P(t+1).
(2) Mutation Operator: Several mutation operators for real-coded GAs are proposed in the literature [3, 14, 16] . Since this study places its main focus on testing the effect of multi-parent crossover, we use a simple mutation operator that replaces a real number in a chromosome with another randomly selected real number.
(3) Test Functions:
The test functions used here are commonly used in the literature, which includes the De Jong test suite [4] (except F4), and 20-parameter Rastrigin (F6), 10-parameter Schwefel (F7) and 10-paramter Griewank (F8) functions [17] . In addition to these functions, in this study we included a 10-paramter modified Griewank (F9) function which has its global minimum at the corner of the search space. These functions are summarized in Table 1 . F1 is a simple unimodal function and has the global minimum at (0, 0, 0). F2 has strong inter-parameter linkage (epistasis) and has the global minimum at (1, 1). F3 is a discontinuous function with the global minimum in the rage x i ∈[-5.12, -5.0) for i = 1,...,5, i.e., in one corner of the search space. F5 is basically a continuous function, but it has effectively discontinuous 25 deep holes and has the global minimum at (-31.978, -31.978). F6 is a multimodal function and the global minimum is at (0,...,0). There are many local minima around the global one. F7 is also a multimodal one and the global minimum is at (420.968746,...,420.968746), very close to one corner of the search space. F8 is a multimodal one and the global minimum is at (0,...,0). This function has a inter-parameter linkage due to presence of the product term. But the effect of the product term becomes less significant than the effects of the individual parameters as the number of parameters increases. Thus, for the 10 parameter version, used here, it has weak epistasis. F9 is basically same with function F8 but its search space is restricted to range [0, 5.11] for each parameter. Thus the global minimum is at (0,...,0), just the corner of the search space.
(4) Performance Measure: We evaluated the algorithms by measuring their #OPT (number of runs in which the algorithm succeeded in finding the global optimum) and MNT (mean number of trials to find the global optimum in those runs where it did find the optimum). We used ∆x j value as resolution (borrowed from bit string based GAs, Table1) to determine whether the optimal solution is found. If the solution detected is within ∆x j range of the actual optimum point, we assume that the solution is detected. Let us represent the optimal solution of a function by (o 1 ,...,o n ). Then we assume that the real coded GA is able to find the optimal solution if all parameters (x 1 ,...,x n ) of the best individual are within the range [(o j -∆x j /2), (o j +∆x j /2)] for all j.
The effect of BEM method was evaluated for extension rate r e = 0.1, 0.2, 0.3, 0.4. Number of parents for CMX was changed from 2 to 16 in steps of 2. Fifty (50) runs are performed. In each run, the initial population P(0) is randomly initialized in the original search space. Each run continues until the global optimum is found or a maximum of 200,000 trials is reached. A population size of 50 is used for all functions except F8 and F9. F8 and F9 required a population size of 400 for reliable performance. The α value used for the base operator BLX-α is 0.5 for all function except F2. F2 required a value of 2.0 for reasonable performance. Mutation rate is 0.2/n (n: number of parameters). 
Empirical Analysis of Results
The results are shown in Fig. 4 . In the figure, CMX with extension rate r e is represented as CMX-r e . For example, CMX-0.3 means CMX with extension rate of 0.2. #OPTs of all experiments except for the function F9 were 50 (100%). For F9, #OPTs were described in the figure.
The results on functions F1 (unimodal), F2 (unimodal, strong epistasis), F6 (highly multimodal, high dimension) and F8 (highly multimodal, weak epistasis) showed performance improvement as the number of parents was increased from 2. Almost no side effect of BEM was observed on functions F1, F8 and F5 although on function F5 (strong discontinuous), CMX with BEM showed performance degradation as the number of parents was increased from 2. A small amount of side effects of BEMwas observed on functions F2 and F6. On these functions, extension rate of 0.4 had tendency to diminish the effect of multi-parent recombination.
As reported in [21] , CMX without BEM showed clear performance degradation as the number of parents was increased from 2 on function F3 (corner), F7 (highly multimodal, corner). These two functions have the optimum at or very close to one corner of the search space and, thus, the calculation of center of mass has less meaning in the sense that it may force some of the virtual mates to be located outside of the search space. In this study, we found that applying BEM had much weakened the problem of CMX on these two functions with extension rates of 0.2-0.4. With extension rate of 0.1, the effect was not so aggressive on function F7. Especially, on function F3, CMX with BEM showed great performance improvement compared with CMX without BEM, and the effect of BEM was further more clearly observed on function F9 (highly multimodal, weak epistasis, and corner). On function F9, CMX without BEM found the global optimum only twice when the number of parents was two and the MNT for this case was 37,637.0. and could not find the global optimum when the number of parents was greater than two. On the other hand, CMX with BEM found the global optimum 50 times (100%) when the number of parents was 2, 4, 6, and 8, respectively, and MNTs for these cases were much smaller than 37,637.0, although there still remained a tendency to degrade the performance as the number of parents was increased from 2. Again, extension rates of 0.2-0.4 showed good values on function F9.
Although appropriate values of extension rate depends on the problem, values of [0.2, 0.3] seem good for the functions F1-F9. The BEM method was introduced to cope with the problem of CMX. But the effectiveness of BEM was also clearly observed when the number of parents was two (CMX with two parent is identical to normal two parent recombination, i.e. BLX-α in this study). This is also an important finding in this study.
Concluding Remarks
In previous work [21] we proposed three types of multi-parent recombination operators for real-coded GAs and showed that in each of these the performance with center of Fig. 4 The MNT plotted against the number of parents (m) (#OPTs of all experiments except for function F9 were 50 (100%) ) mass crossover (CMX) improved as the number of parents increased on functions having multmodality and/or epistasis. We have concluded that multi-parent recombination with CMX is one good choice for real coded GAs. But CMX had a disadvantage that it did not work well on functions which have their optimum in the corner of the search space.
In this paper, we proposed a method, namely, boundary extension by mirroring (BEM) to cope with this problem of CMX. By applying BEM to CMX, the performance of CMX on the test functions which have their optimum on the corner of the search space was much improved, and the technique did not cause side effects for the functions whose optima are located around the center of the search space by choosing appropriate extension rates. Further, by applying BEM, we observed clear improvement in performance of two parents recombination on the functions which have their optimum on the corner of the search space. Thus, we conclude that BEM seems to be a generally applicable technique for improving the effectiveness of crossover operators in real-coded GAs for a wide range of functions.
Nevertheless, we must test BEM technique in a more systematic way to confirm these claims. We only tested these operators on a limited number of test functions. In bit string chromosome representation, NK-landscapes allow for systematic characterization and user control of ruggedness of the fitness landscape. Many studies try to use NKlandscapes to generate systematic test functions [5, 8] . For real-coded test functions several researchers have proposed systems of linear equations (SLE) as test functions. Inter-parameter linkage is easily controlled in SLE functions [12, 13] . To evaluate multiparent recombination with BEM on functions having this kind of characteristic remains for future work. Although we used the BLX-α as the base operator in this study, use of other base operators also needs to be studied.
