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This dissertation examines a set of behavioral and cognitive issues in the stated preference 
non-market valuation framework and economic pedagogy. Drawing from the fields of behavioral 
and environmental economics, this research examines two empirical deviations between theory 
and behavior, namely, anchoring effects and attribute non-attendance.  This work contributes to 
the non-market valuation literature by attempting to correct for and explain these behavioral 
anomalies, both ex-ante and ex-post. In the presence of these anomalies, corrections are necessary 
if the tenets of welfare economics are to remain a viable analytical foundation for valuing 
environmental goods. 
In the first chapter, I examine the issue of price anchoring in a discrete choice experiment. 
Price anchoring occurs in a DCE when respondents anchor their preferences for a good on the 
price presented in the choice exercise, causing bias in welfare estimates when the ‘anchor’ deviates 
from respondents’ true underlying preferences. The cheap talk approach of Cummings and Taylor 
(1999) is adapted as an ex-ante mechanism to mitigate anchoring bias. This approach is applied to 
a choice experiment used to examine consumers’ willingness-to-pay for local and organic 
 xiii 
agriculture in Northern New England. Results suggest that anchoring effects are present, though 
only for certain vegetable/attribute combinations. In particular, price anchoring increases WTP 
estimates between 26%-187%. Further, exposure to the anchoring-specific cheap-talk treatment 
can be associated with a reduction of anchoring bias between 30% and 82%.  
In the second chapter, we attempt to explain the presence of attribute non-attendance 
(ANA) in the discrete choice experiment through previous purchasing experience. Attribute non-
attendance arises in the DCE framework if decision-makers do not attend to all of the attributes 
presented in the choice exercise and is inferred via the method developed in Hess and Hensher 
(2010). Results show that the inferred ANA method of Hess and Hensher (2010) uncovers non-
attendance in both the local and organic attribute in this choice experiment for tomatoes. In 
particular, we find that inferred measures of ANA fall when estimating separately by those 
respondents with and without previous market experience. With respect to welfare estimates, we 
find that after controlling for previous purchasing experience, WTP estimates increase from $0.91 
to $1.12 per pound on the local attribute and increase from $0.98 per pound to $1.18 per pound on 
the organic attribute. A latent class model is used to corroborate these findings, with the intent of 
uncovering groups of respondents within the data. This analysis uncovered two groups of 
respondents who vary in their underlying preference structure, one of which groups exhibited zero 
preference for the local and organic attributes, mimicking the behavior of those respondents who 
are thought to be “not-attending”, while the other exhibits strong preferences for each of these 
attributes. Given this finding, there was no statistical difference between the two groups in terms 
of previous market experience for either attribute. Overall, this analysis contributes to the literature 
explaining ANA in the choice experiment framework and provides methodological 
recommendations for the design of choice experiments.
 xiv 
Finally, in the third chapter, our attention turns to economics education. With the intent of 
developing students who are self-regulated learners, this study attempts to (1) measure students’ 
able to accurately self-evaluate the quality of their own work, (2) determine if self-evaluation 
skills of students improve over the course of a semester, (3) investigate and explain 
differences in self-evaluation skills across students, and (4) understand whether increased 
self-evaluation skills improve learning outcomes. The data is generated from a cohort of 
undergraduate students in an Environmental Economics course at a US university. A repeated 
self-evaluation exercise was required on a series of writing assignments to test whether self-
evaluation skills improve after repeated experience with the self-evaluation process. Results 
show an increase in self-evaluation abilities by about 32% across the sample, where females 
and those with past-evaluation experience explaining much of this improvement. Further, we 
find both over-confidence from those of lesser abilities and under-confidence from those of 
greater abilities, consistent with that found in Dunning and Kruger (1999). These effects 
largely disappear by the final self-evaluation procedure, suggesting that both low and high 
ability students can improve self-evaluation skills by simply engaging in repeated self-
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INTRODUCTION 
 
Stated-preference (SP) valuation methods attempt to estimate measures of economic value 
using responses to survey questions. These methods can be used to estimate changes for values in 
both private and public goods and are an increasingly important policy tool. Though multiple 
variants of these methods exist, the two most popular approaches in this field of inquiry are that 
of the contingent valuation method (CVM) and the choice experiment (CE). The former forces 
respondents to make a choice over alternatives that only vary based on price, whereas the latter 
forces a similar choice between alternatives that vary by price and a number of other attributes. 
Since their inception, these methods have become wildly popular tools across a variety of 
disciplines, including environmental, health, and transportation economics, as well as in the field 
of marketing.  Therefore, the results of SP studies are key components of both formal and informal 
policy analysis across a variety of social spheres.  
The NOAA Blue Ribbon Panel Report on Contingent Valuation1 and a recently published 
report from Johnson et al. (2017)2 have provided practitioners with a framework for conducting 
valid and reliable SP studies. Within these works, they provide guidance for developing and 
implementing stated-preference studies, from survey development and implementation to data 
analyses to study reporting. One of the recommendations of Johnson, et al. addresses the issue of 
“behavioral response anomalies”. Here, they consider response anomalies “behaviors that may not 
be fully consistent with simple, linear, fully compensatory, discounted expected utility 
 
1 Arrow, Kenneth, Robert Solow, Paul R. Portney, Edward E. Leamer, Roy Radner, and Howard 
Schuman (1993). Report of the NOAA panel on contingent valuation, Federal Register, 58, 
4601-14. 
2 Johnston, R. J., Boyle, K. J., Adamowicz, W., Bennett, J., Brouwer, R., Cameron, T. A., ... & 
Tourangeau, R. (2017). Contemporary guidance for stated preference studies. Journal of the 
Association of Environmental and Resource Economists, 4(2), 319-405. 
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maximization” (p. 363). These behaviors tend to arise as individuals apply simplifying heuristics 
to reduce the cognitive burden of making a choice. Such anomalies have received considerable 
attention in recent literature, and an entire field of economics, behavioral economics, has been 
developed to study these issues further. In fact, the stated preference literature was influenced by 
research in behavioral economics in part to explain puzzling results in early applied stated 
preference studies.  
Given the intimate connection between these two fields, it is important to note the key 
philosophical difference between behavioral economists and stated preference economists. Here, 
Carlsson (2010)3 describes this difference in terms of how each describe preferences. Specifically,  
“… the typical behavioral economist claims that preferences are often irrational, that they 
can be manipulated, and that it is not clear that preferences of the individual should be 
reflected in public policy. The typical stated preferences economist takes preferences as 
given, even if they are irrational, and believes that they should not be manipulated and that 
preferences as expressed in the surveys are an important input for public policy.” (p. 168) 
 
This research subscribes, in part, to both philosophical viewpoints. That is, the results which come 
from the stated preference survey developed for this dissertation are ultimately meant to inform 
policy. Therefore, I will be taking respondent preferences derived from these survey instruments 
as given. That is not to say, though, that preferences derived from these surveys cannot be 
manipulated. Rather, this work emphasizes the development of techniques that take advantage of 
that malleability to help derive a more stable set of preferences, which can then be used in 
subsequent policy analysis.  
This discussion leads to the first contribution of this dissertation, which is to examine and 
propose corrections for two such behavioral anomalies in the choice experiment framework: 
 
3 Carlsson, F. (2010). Design of Stated Preference Surveys: Is There More to Learn from 
Behavioral Economics?”. Environmental and Resource Economics 46, 167-177. 
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anchoring effects and attribute non-attendance. These are addressed sequentially in the first two 
chapters. 
In Chapter 1, the issue of anchoring is explored. Anchoring is thought to occur when a 
respondent uses an initial piece of information to inform future judgments and is considered an 
issue in the choice experiment framework as the development of the CE instrument requires the 
use of somewhat arbitrary pieces of information. For example, the levels of the price attribute 
presented in the choice exercise, though ideally informed systematically in survey pretesting, is 
still a somewhat subjective choice on the behalf of the researcher. As this information is somewhat 
arbitrary and respondents are using this information to make decisions, the information gathered 
from their choices are potentially arbitrary as well, making derived welfare estimates useless from 
a policy perspective. In light of this, I propose an ex ante procedure to eliminate these anchoring 
effects and enhance the validity of information from CEs in the form of an amended ‘cheap talk’ 
script. ‘Cheap talk’ has been used as an ex ante solution to address the issue of hypothetical bias 
in SP surveys, and this work broadens the scope of cheap talk to address the issue of anchoring. 
The results of this first chapter corroborate findings from the related literature and contribute 
others. That is, respondents are shown to anchor responses to arbitrary pieces of information 
presented within the SP survey, but cheap talk has a mitigating effect on this ‘arbitrariness’. These 
results highlight the importance of careful and thorough survey design pretesting, to ensure the 
necessarily arbitrary choice of attribute levels has minimal influence on subsequent choices. But, 
as the assignment of attribute levels is an imperfect science, a simple and tractable ex ante solution 
in the form of cheap talk does mitigate some of these anchoring effects.  
In Chapter 2, a second behavioral anomaly in the form of attribute non-attendance (ANA) 
is explored. Attribute non-attendance is a decision-making heuristic which, in the context of a CE, 
 4  
manifests itself when respondents ignore one or more of the attributes presented within the choice 
exercise. This type of behavior violates the neoclassical assumption that individuals have 
complete, monotonic, and continuous preferences over all goods. A growing literature explores 
the issue of attribute non-attendance and in this chapter, I attempt to shed light on whether previous 
market experience has an effect on ANA behavior. Findings from this chapter imply that ANA 
behavior is largely correlated with previous purchasing experience, where individuals with 
previous experience tend to ignore attributes (and thus exhibit ANA behavior) to a lesser extent 
than individuals without. These results can be interpreted in two ways. First, it could be said that 
respondents’ lack of experience with the type of choice being proposed could lead to errors in 
responses and that these errors may decrease with greater experience. Second, these results could 
simply be a form of extreme preference heterogeneity among respondents, in that some, but not 
all respondents have zero preference for the good being valued. Therefore, this second chapter 
highlights two important issues in design and estimation of choice experiments. In terms of design, 
it is critically important for researchers to include a set of attributes within the CE that represent a 
viable set of characteristics by which the respondent can trade-off when making a choice. This 
result, again stresses the importance of careful pretesting via focus groups and pilot studies. In 
terms of estimation, controls for previous market experience should be included to enhance the 
reliability of resulting welfare estimates.  
Apart from the methodological contributions discussed above, the second contribution of 
this dissertation seeks to inform policy efforts to expand local agricultural markets in the Northern 
New England region. Over the past decade, the demand for locally produced foods has risen across 
the United States. In 2012, 7.8% of U.S. farms were actively marketing their products as local 
 5  
(Low et al., 2015).4 The U.S. Department of Agriculture (USDA) National Farmers Market 
Directory reported 8,476 registered farmers markets in 2014— a 215% increase from the 2,683 
markets registered in 2000. Direct-to-consumer sales increased by 50% from 2005 to 20012, local 
food sales grew from $1 billion to $7 billion over the same period, and are expected to continue to 
rise and reach $20 billion by 2020 (USDA 2016)5. This rise in demand for local foods has been 
linked to a shift in consumer perceptions about food production processes, where the local food 
consumer tends to perceive local produce as fresher, healthier, and of higher quality compared to 
their non-locally grown counterparts. Along with food quality and freshness, local food consumers 
are motivated to purchase locally grown foods for the perceived socioeconomic benefits, such as 
helping local farmers to help boost the local economy and decreasing negative environmental 
impacts.  
The Northeast region is following a trend similar to that of the national ‘local food’ 
movement by increasing their local agriculture market shares, while regional coalitions continue 
to support local agricultural expansion in the northeast. Legislation has been enacted in Maine, 
Vermont, and New Hampshire with the goal of enhancing and expanding local agriculture in order 
to increase local jobs and community income. Though prior studies have created a foundation for 
understanding consumers’ willingness to pay for local and organically produced goods, little 
formal research has been conducted on consumers in the Northern New England region. Here, a 
choice experiment was developed to address this shortfall, gathering information on consumers’ 
 
4 Low, Sarah A., Aaron Adalja, Elizabeth Beaulieu, Nigel Key, Steve Martinez, Alex Melton, 
Agnes Perez, Katherine Ralston, Hayden Stewart, Shellye Suttles, Stephen Vogel, and Becca 
B.R. Jablonski. Trends in U.S. Local and Regional Food Systems, AP-068, U.S. Department of 
Agriculture, Economic Research Service, January 2015. 
5 United States Department of Agriculture. USDA Farmers Market Managers: Innovative 
Entrepreneurs Meeting Community Needs. 2016. USDA Results, Food and Nutrition, Farming.  
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preferences for tomatoes, green beans, and cucumbers. Throughout these two chapters, I present 
value estimates that are interpreted as premia that consumers are willing-to-pay to for a certain 
piece of produce that are either grown locally or produced with certified organic production 
methods.  
The final contribution of this dissertation turns an eye toward pedagogy. Economics is a 
discipline grounded in empirical evidence: we use theories and models to explain and make 
predictions about behavior, but only accept those theories and models when they are observed in 
data. As researchers, we start new research projects by first studying the established findings of 
others in our field. For example, if we are asking a new question, we first investigate what others 
have found when asking related questions, or if using a new dataset, we first read the work of 
others who have used the same dataset. And yet, as teachers, we rarely do any of this background 
investigation and rather rely on anecdotal evidence to influence our approach in the classroom.   
In Scholarship Reconsidered, Boyer (1990)6 defined scholarship not only as engaging in 
original research, but the work of the scholar also requires “stepping back from one’s investigation, 
looking for connections, building bridges between theory and practice, and communicating one’s 
knowledge effectively to students” (p. 16). Here, Boyer identified four separate areas of 
scholarship: discovery, integration, application, and teaching and Richlin (2001)7 adds 
communication to a larger audience of peers as a fifth area on this list. Since then, a field of study 
termed the scholarship of teaching and learning, commonly referred to as ‘SoTL’, has emerged. 
Here, it may be easiest for readers to think about SoTL as applied empirical research and 
 
6 Boyer, E.L. (1990). Scholarship Reconsidered: Priorities of the Professoriate. Carnegie 
Foundation for the Advancement of Teaching. 
7 Richlin, L. (2001). Scholarly teaching and the scholarship of teaching. New directions for 
teaching and learning. 2001(86): 57-68. 
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researchers across academic discipline (e.g. psychology, physics, and economics, among others) 
have contributed significantly to this literature. 
Many studies in this body of research are empirical investigations of pedagogical methods, 
asking whether a certain teaching approach has an observable impact on student outcomes. 
However, the theory behind why a certain approach might work is more likely to come out of 
research in neuroscience and cognitive psychology that examines how people learn. This literature 
highlights the key factors that affect memory and skill development for learners, and are 
highlighted in several sources that discuss key lessons from the field of ‘learning science’. One 
strand of learning science in particular has received a lot of attention recently and it comes from 
social psychologists focusing on the role of students’ mindset about learning (see, for example, 
Mindset by Carol Dweck8). This literature highlights the importance of helping students develop 
their metacognitive skills, i.e., learning to monitor and control their own learning and this research 
addresses directly those skills within the context of an economics classroom.  
Like any other field, it is the duty of the researcher to find patterns among growing 
literatures and use that information in attempting to solve real-world problems. Those solutions 
require educators to move from ‘default’ teaching methods to a ‘scholarly teaching’ approach, 
which itself requires considerable effort. It generally involves an investment of time and effort to 
seek out and learn from the existing knowledge base in SoTL, intentionally consider alternative 
teaching and learning objectives, and deliberately consider whether those objectives are being met. 
The concluding chapter of this work is intended to make this transition easier by summarizing, in 
part, a large and growing literature in this field and by proposing a simple method for developing 
 
8 Dweck, C. (2006). Mindset: The new psychology of success. Random House. 
 8  
the self-evaluation skills of students in the context of an Environmental Economics class, though 
this approach could prove useful in a variety of contexts. 
As a whole, this dissertation highlights issues in stated preference methodology, 
agricultural policy, and economic pedagogy. The techniques developed in this dissertation allow 
for the researcher and practitioner to better mitigate certain ‘behavioral anomalies’ when collecting 
stated preference information and for the educator to mitigate certain ‘cognitive anomalies’ in the 
learning process. It is intended to be useful for researchers and practitioners in environmental, 
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1.1 Introduction 
Choice Experiments (CEs) have become an increasingly popular stated preference (SP) 
approach to estimate the values of non-market goods and services, but a major concern is whether 
those estimates truly reflect consumer behavior. Briefly, CEs attempt to uncover individual 
preferences by forcing individuals to choose among a number of choice alternatives, where these 
alternatives differ according to the goods attributes, i.e. the goods components parts. It is assumed 
that respondents consider the tradeoffs among different levels of the attributes in making their 
choice among alternatives. Once CE responses are collected, economic values for each attribute 
can be recovered, welfare effects calculated, and policy implications deduced.  
Significant evidence has shown that some stated preference methods are susceptible to 
anchoring bias, where, under uncertainty over the value of the good in question, respondents are 
thought to regard some initial bid as conveying information about the “true” value of the good. 
Here, respondents are thought to anchor their individual valuations for the good on information 
presented in the survey instrument. If this anchoring imposes a deviation from the respondents 
“true”, underlying preferences for the good, then willingness-to-pay estimates may be considered 
biased. Several studies have examined the effects of anchoring bias in CV studies (Alberini, et al., 
2005); Boyle, et al., 1985; Cameron and Quiggin, 1994; Chien, et al., 2005; Herriges and Shogren, 
1996; Whitehead, 2002) and have, in general, concluded that individuals’ willingness-to-pay 
estimates are sensitive to both survey bid scale and range.  
Fewer studies have examined the effects of anchoring in the choice experiment framework 
and results are largely mixed.  Carlsson, Frykblom, and Lagerkvist (2007) find that including price 
in a choice experiment changed both preferences and preference ranking of alternative attributes. 
Carlsson and Martinsson (2007) and Su, et al. (2017) find that, using a split sample experimental 
 11  
design, higher price levels in a choice experiment significantly increased estimated WTP for the 
good being valued.  Morkbak, Christensen, and Gyrd-Hansen (2010) provide evidence that 
increasing both the range of prices and the maximum prices presented in a CE increased WTP 
estimates. Further, Ladenburg and Olsen (2008) provide evidence that varying the price in an 
Instructional Choice Set had an effect on WTP estimates. In contrast, Hanley, et al. (2005), 
Frykblom and Shogren (2000) and Ohler, et al. (2000) showed that changes in the price vector 
used in a CE produced no significant effects on preference estimates.  
This paper examines data from a choice experiment survey administered online to residents 
of Northern New England. Data were collected on preferences for local and organic agriculture in 
the region and three contributions are made. First, this study provides further evidence of the 
existence of anchoring bias in the choice experiment framework. 
Second, this study expands the scope of the “cheap talk” technique to target the issue of 
anchoring. Within the economic literature, cheap talk is a non-binding and costless transmission 
of information between two agents, for example a researcher and survey participant, expected to 
correct inaccuracies in information presented to the decision-maker prior to the decision being 
made.  (Crawford and Sobel, 1982) Traditionally, cheap talk has been used as an ex ante approach 
for mitigating hypothetical bias in stated preference methods. Here, however, the traditional cheap 
talk script is modified to remind respondents that the prices presented in the choice experiment do 
not necessarily reflect the “true” value of the good. Respondents are cautioned against anchoring, 
and thus deviating away from their true preferences, based on the prices presented in each choice 
set.  
Finally, this paper contributes to the local and organic agriculture literature by applying the 
choice experiment framework to estimate consumer willingness-to-pay for local and organic 
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tomatoes, green beans, and cucumbers in New Hampshire, Vermont, and Maine. There is growing 
interest in the economic valuation of local agriculture across the country and both contingent 
valuation (Loureiro and Hine, 2002; Giraud, et al. 2005; Carpio and Isengildina-Massa, 2009) and 
choice experiments (Darby, et al. 2008; Adalja, et al. 2015; Onozaka and McFadden, 2011; James, 
et al. 2009; Onken, et al. 2011; Pyburn, et al. 2016; Shi, et al. 2017) have produced mixed results 
in uncovering consumers’ willingness to pay for locally grown food. Focusing on the choice 
experiment literature in Northern New England, Pyburn, et al. (2016) find that New Hampshire 
consumers are willing to pay premia for locally grown green beans, cucumbers, and snap peas, 
respectively. A recent working paper by Shi, et al. (2017) finds heterogeneous price premia for 
local produce across Massachusetts and New Hampshire residents.  
 Results from this analysis show (1) the presence of anchoring bias in this choice experiment 
and (2) heterogeneous effects of anchoring-specific cheap talk in mitigating anchoring effects. 
Most notably, results show that doubling the price vector in our choice experiment induced 
increases in WTP between 26% and 187% and are only experienced for tomatoes and green beans. 
Further, exposure to the anchoring-specific cheap-talk treatment can be associated with a reduction 
of anchoring bias between 30% and 82%.  
 The rest of the paper proceeds as follows: Section 2 discusses anchoring bias and proposes 
a set of hypotheses to test for anchoring effects. Section 3 introduces the idea of anchoring-specific 
cheap talk as an ex-ante approach to mitigating anchoring bias and proposes a set of hypotheses to 
test its effectiveness. Section 4 describes the experimental design and summarizes the data. Section 
5 details the econometric method. Section 6 presents and discusses the full set of parameter and 
WTP estimates. Finally, Section 7 concludes. 
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1.2 Anchoring 
The notion of anchoring as a decision-making heuristic was first introduced by Slovic 
(1967) who studied patterns of preference reversals among gambles of differing risk, but the 
anchoring-and-adjustment heuristic developed in the seminal work of Tversky and Kahneman 
(1974) has been the workhorse theory for much of the related literature. Here, they propose that 
anchoring bias is caused by ‘insufficient adjustment’ away from an initially presented value, i.e. 
the anchor, and thus starting pieces of information disproportionately influence the choices of 
decision makers. This suggests that decision makers are influenced primarily by an initial anchor 
and slowly adjust back to some starting value and has alternatively been termed “starting-point” 
bias in the resulting literature.  Using this theory of anchoring, many studies have illustrated the 
prevalence of anchoring in decisions regarding both general knowledge (Epley and Gilovich, 2001; 
McElroy and Dowd, 2007; Mussweiler and Strack, 1999; Strack and Mussweiler, 1997) and 
probability estimates (Chapman and Johnson, 1999; Plous, 1989).  
An alternative view of the anchoring model is that of selective accessibility, based on the 
notion of confirmatory hypothesis testing. Here, a decision maker is thought to selectively access 
information consistent with an anchor, and thus attempt to confirm the hypothesis that some anchor 
represents the ‘correct’ choice. Compared to the anchoring-and-adjustment heuristic, this suggests 
that decision makers are primarily influenced not by initial anchors, but rather anchors presented 
later, thus, in this alternative view, the prevalence of anchoring bias can be expected to grow over 
the choice process. Chapman and Johnson (1999) and Strack and Mussweiler (1997) provide 
empirical evidence that selective accessibility is a plausible mechanism for anchoring.  
Economic theory suggests rationally acting decision makers should not be susceptible to 
anchoring, regardless if the underlying mechanism is that of anchoring-and-adjustment nor 
 14  
selective accessibility. Thus, in the context of a choice experiment, varying the scale and/or range 
of the price vector should not change individuals’ responses as they are expected to possess 
exogenously determined valuations for the good that are unaffected by preference elicitation 
framing. From this perspective, an individuals’ WTP should not be influenced by the set of 
presented prices.  
The prices attached to alternatives in CEs are displayed simultaneously in each choice set. 
If the scale of the price vector used in the CE does in fact act as an anchor with regards to 
preferences, then one would expect that the distribution of choices between alternatives in each 
choice set to differ based on the presented price vector. Though, if anchoring bias is present, it is 
not a priori clear whether the respondent anchors on the highest, lowest, or average prices 
presented in the choice set, or some other combination of prices and attributes altogether. Within 
the CE framework, studies examining anchoring bias have focused on two potential effects: (1) 
price vector effects and (2) starting point effects, and results have been mixed.  
With regards to price vector effects, individuals are thought to anchor their preferences on 
the vector of prices used for the price attribute. Within the context of water quality improvements, 
Hanley, et al. (2005) and Frykblom and Shogren (2000) each use an experimental split-sample 
approach to study price vector effects and find no significant impact of changing the price vector 
on estimates of preferences or willingness-to-pay. Further, Ohler, et al. (2000) investigates 
attribute range effects in binary response conjoint analysis tasks in the context of public bus 
choices. Here, they find that varying attribute range impacts preferences to a small degree, though 
exhibit substantial impacts on attribute interactions effects. On the other hand, using split sample 
approaches, Carlsson and Martinsson (2007) and Ryan and Wordsworth (2000) find that marginal 
willingness-to-pay estimates are sensitive to price vector scale in the context of power outages and 
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cervical screening programs, respectively. Most recently, Su, et al. (2017) use a choice experiment 
to determine WTP for improvements in rice insect control and storage and again find that WTP 
estimates are sensitive to the price vector presented in the CE.  
 On the other hand, starting point effects are thought to influence respondent perceptions of 
prices in subsequent choice sets through the prices used in the first choice. To the author’s 
knowledge, only two studies examine starting point effects in the CE framework. Carlsson and 
Martinsson (2007), using a split sample design in which one split was presented with an additional 
choice set with low prices and large attribute improvements at the beginning of the choice 
experiment find no presence of starting point bias. Conversely, Ladenburg and Olsen (2008), using 
a split sample design in which they fix the prices used in an Instruction Choice Set (ICS) at 
different levels, find the presence of starting point bias, though the effect is significant only for 
females.  
This study focuses on the former, that of the effects of varying the price vector on consumer 
preferences. Following the related literature, we hypothesize that an increase in the mean of the 
price vector would increase derived willingness-to-pay estimates by decreasing the sensitivity on 
the price coefficient. That is, to the extent that the marginal utility of income is decreasing with 
income, holding all else equal, an increase in the price vector of a choice experiment will increase 
the mean marginal disutility of price. Here, we would expect that |"#;%,'|()| < |"#;%,'|+)|, or the 
absolute value of the coefficient on price (p) for attribute j of vegetable k conditional upon 
receiving the low price vector (LP) will be less than the absolute value of the coefficient on price 
(p) for the same attribute j of the same vegetable k conditional now upon receiving the high price 
vector (HP). That is, an increase in the price vector of the choice experiment will induce an income 
effect.  
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 Willingness-to-pay for individual i for attribute j of vegetable k (,-./,%,') is calculated as 
the negative of the marginal rate of substitution between attribute j and price p of vegetable k, or 
,-./,%,' = 234256234276 = − 95,697,6 .                                                (1) 
Given (1) and the assumption of an income effect induced by increasing the mean price vector, we 
can expect that individuals presented with the high price vector will have a higher WTP than 
individuals presented with the low price vector for the same attribute/good combination. This 
‘anchoring’ hypothesis can be expressed according to the null hypothesis :;<:,-./,%,'|() >=,-./,%,'|+). Rejection of the null of equal WTP estimates across price vectors would suggest that 
an anchoring effect exists. 
 
1.3 Cheap Talk 
In the context of game theory, cheap talk represents a form of non-binding, direct, and 
costless communication between players. (Crawford and Sobel, 1982) In its simplest form, cheap 
talk is thought to correct inaccuracies in communication between two players in any game. Within 
the non-market valuation literature, cheap talk has been developed and used as an ex ante approach 
for eliminating hypothetical bias in stated preference valuation methods. (Cummings and Taylor, 
1999) This approach provides an explicit warning about the problem of hypothetical bias and is 
generally presented prior to the willingness to pay questions in the survey. It is thought that these 
warnings provide additional information for the respondent to “self-correct” away from biasing 
responses because of the hypothetical nature of the survey. Numerous studies provide evidence for 
the effectiveness of cheap talk in eliminating hypothetical bias (Cummings and Taylor, 1999; 
Silva, et al., 2011), mitigating hypothetical bias (Champ, et al., 2009; de-
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2014; Moser, et al.; 2014), or by inducing heterogeneous effects across respondent type (List and 
Gallet, 2001; Silva, et al., 2012).  
Here, the scope of cheap talk is expanded beyond the role of mitigating hypothetical bias 
alone. The traditional cheap talk script is amended to warn respondents of anchoring bias prevalent 
in choice experiment settings (see Section 4 below for the full cheap talk script). Cheap talk is 
thought of as a “signal”, or vector of information embedded in the survey regarding the presence 
of anchoring bias. Here, this warning represents a “costless transmission of information” 
(Cummings and Taylor, 2009; p. 650), which the respondent can use to, at least partially, avoid 
anchoring their preferences on information presented within the choice exercise. Among the 
psychology literature, Epley and Gilovich (2005) and LeBoeuf and Shafir (2009) provide the 
rational for this approach. In particular, Epley and Gilovich (2005) provide evidence from two 
experiments that forewarning respondents of judgmental biases in the form of anchoring 
diminished the effects of anchoring. Further, LeBoeuf and Shafir (2009) provide evidence that 
forewarnings of insufficient adjustment away from an initial anchor significantly reduced the 
effects of respondent anchoring. 
 The new cheap talk script, focusing on decision-making associated with anchoring, 
represents an additional set of information by which the respondent uses in the choice exercise. 
Here, this additional information is hypothesized to reduce the effect of anchoring effects on WTP 
estimates. This additional information may have opposite effects on WTP estimates from both the 
high price (HP) and low price (LP) samples, in that it provides no information on the direction of 
anchoring effects. 
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1.4 Experimental Design and Data Summary 
A survey and choice experiment were designed to elicit consumer preferences for local and 
organic produce in Northern New England and can be found in full in Appendix 1.B. The survey 
included three sections: Section 1 familiarized the consumer with the goods being valued and 
gathered information on attribute preferences for the target population; Section 2 presented the 
choice experiment and a set of related follow-up questions; and Section 3 gathered a set of socio-
economic indicators from each of the survey respondents. For the empirical experiment concerned 
with testing for anchoring bias and the effectiveness of cheap talk on mitigating such bias in a 
discrete choice framework, the responses to a study collecting individuals’ preferences for local 
and organic agriculture in Northern New England were analyzed. Here, an online survey is used 
to compare a treatment group, i.e. anchoring cheap talk (CT) with a neutral control group, i.e. no 
anchoring cheap talk (NoCT). Formally, the test was carried out by using a split-sample design, in 
which the full sample was split along two dimensions: price vector (Low/High) and cheap talk 
exposure (NoCT/CT). The price-vector dimension split the sample according to the level of the 
price attribute presented for each choice set, where respondents exposed to the high price split 
were presented with prices double that of those faced with the low price split, as shown in Table 1 
below. 
Respondents exposed to survey versions with the anchoring cheap talk (CT) were presented 
with the identical set of survey questions, but the choice experiment portion of the survey was 
prefaced with a short script describing the issue of anchoring bias in stated preference valuation 
techniques. The CT script presented to the respondents was as follows9:  
 
9 A third split was proposed, which included an additional paragraph in the CT treatment which 
followed the traditional approach of using CT to address hypothetical bias. Respondents exposed 
to survey versions with the combined anchoring-hypothetical cheap talk (AHCT) were again 
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“Experience from previous similar surveys is that in uncertain and hypothetical 
situations, people often base their responses to questions on easily accessible 
information. That is, people often anchor their preferences for something based on 
the first piece of information they see, even though this information might be 
contrary to their actions in a similar, non-hypothetical situation. Throughout the 
following section, keep in mind that the price presented for each bundle does not 
necessarily reflect the actual value you might see in a marketplace. And more 
importantly, do not consider the proposed bundle prices as the “true” value of the 
bundle, particularly as they relate to your preferences for the vegetables.” 
 
Based on qualitative information gathered from focus groups of consumers and producers 
in the region, three produce were considered in the survey: tomatoes, green beans, and cucumbers 
each represented by five product attributes, summarized in Table 1 below. 
The first two attributes are indicators of whether the produce were grown locally (according 
to the “50” mile definition, as detailed above) or through certified organic practices. Another 
indicator describing the method of purchase (i.e. directly from farmers or indirectly from other 
markets) was included as a measure of the convenience of purchasing the produce. Further, Bond, 
et al. (2008) and Brown (2003) suggest that freshness and quality are the most important attributes 
for consumers who purchase produce. Thus, to capture the fact that consumers are often forced to 
 
presented with the identical set of survey questions, but now an additional paragraph was added to 
describe the issue of hypothetical bias in stated preference techniques. The additional paragraph 
presented in the AHCT script was as follows: “Further, it has been shown that people often respond 
in one way but act differently, what we refer to here as hypothetical bias. For hypothetical 
questions like these, studies have shown that many people say they are willing to pay more for 
local and organic produce than they would pay at the store. We believe this happens because people 
do not really consider how big an impact an extra cost actually has to their family’s budget when 
answering these types of questions. To avoid this, as you consider each question, please imagine 
your household actually paying the cost of the choice you select out of your household’s budget.” 
Sets of likelihood ratio tests suggest that respondents’ preferences are equal across the treatment 
samples. Thus, the analysis proceeds by pooling these two samples into a general “Cheap Talk” 
treatment sample. 
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make quality judgments based on appearance alone, an attribute indicating if the produce has visual 
blemishes was included in the experimental design. Finally, price is included to obtain the 
willingness to pay estimates for each of the non-price attributes. 
 Among the five attributes detailed in Table 1.1, four attributes have two levels (Yes/No) 
and the price attribute takes on four levels. As shown in Table 1.2, consumers are asked to make a 
choice over three bundles of produce, two of which are hypothetical bundles proposed in the choice 
set, and the third representing their current purchasing habits. An orthogonal main effects design 
was conducted to ensure no interactions between the attributes, as each level of one factor occurs 
with each level of another factor with equal or at least proportional frequencies. Results from this 
design technique reduced 24 x 4 = 64 possible combinations into 8 combinations of attributes, 
which are then split into four versions of the survey with 2 combinations in each version. 
Therefore, each respondent is asked to choose between two bundles twice for each of the three 
produce types, for a total of six choice sets per respondent. The four versions of the survey are 
divided into four subsamples, (1) LP/NoCT, (2) HP/NoCT, (3)LP/CT, and (4) HP/CT, for a total 
of 16 versions of the survey. Given time and budget constraints, the survey questionnaires were 
created and distributed via the Qualtrics Survey Research Suite, through which an online sample 
of email addresses were purchased. Respondents were screened and filtered according to three 
criteria: (1) at least 18 years old, (2) the households primary food shopper, and (3) a resident of 
New Hampshire, Maine, or Vermont. Additionally, respondents who failed a “focus test” were 
also removed from the analysis10. The survey was completed in Fall 2017. After clearing 
 
10 The purpose of the focus test question is to identify respondents who are not carefully reading 
and completing the survey. The focus test question used in this survey is as follows: “Felis is a 
genus of small and medium-sized cat species native to most of Africa, Europe, and Asia. We are 
checking to see how closely people follow directions. Please select 'Not Sure' for this question.” 
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incomplete responses and non-compliers, 523 respondents remain in the final sample, consisting 
of 197 respondents from New Hampshire, 202 from Maine, and 124 from Vermont. The 
proportions of respondents chosen from each state were based on share of population across the 
three states.   
 Table 1.3 presents demographic summary statistics of survey respondents. Across the full 
sample, 71.3% of respondents are female, though this percentage is higher in Maine (74.7%) and 
lower in Vermont (62.9%). The mean age across the sample is about 50 years old, with a standard 
deviation of 16.3, indicating that the sample has a broad coverage of age groups used in estimation. 
The average annual household income across the sample is $64,462. This average is higher in VT 
($70,856) and lower in ME ($57,005), and most like that found in NH ($68,580). In terms of 
educational attainment, 79.6% of respondents have at least some college education and this 
average is consistent across each of the states. About 43.4% of the entire sample is employed full-
time, a stable percentage across the three states, whereas 28.3% of respondents are retired. Retirees 
make up a larger portion of respondents in Vermont (32.2%) and a smaller portion of respondents 
in Maine (26.1%), corresponding with the slight variation in average age across locations.  
 Table 1.4 presents the current purchasing behavior of survey respondents. Roughly 
three-fourths of survey respondents currently purchase local or non-blemished tomatoes (78.5%; 
82.9%), green beans (73.3%; 81.9%), and cucumbers (69.7%; 82.4%). About one-third of 
respondents purchase organic and directly-sourced produce. Finally, just under than one-tenth of 
survey respondents do not purchase tomatoes (7.9%), green beans (7.0%), nor cucumbers (7.1%).  
 
 
Any respondent who does not select ‘Not Sure’ fails the focus test and is removed from the data 
set. 
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1.5 Modeling Framework and Specification 
 To test for the presence of anchoring effects and whether cheap talk was an effective 
anchoring mitigation technique, a set of discrete choice models are used to analyze and compare 
the preference structures and WTP estimates across each of the treatment and control groups for 
each produce. The discrete-choice random utility (RUM) framework (McFadden, 1973) is used to 
analyze respondents’ choices among different bundle alternatives.  
       ?/% = "′A/% + C/%                (2) 
Equation 3 above represents the utility function of decision-maker i over choice alternative 
j. It is assumed to contain both a deterministic and random component. The deterministic 
component ("′A/%) is usually assumed to be a linear function of the choice attributes, the price of 
the choice, and individual characteristics, which are included through their interactions with an 
alternative-specific constant and " is a vector of coefficients assumed constant across individuals 
and choice alternatives. The random component (C/%) is included as an error term and is assumed 
to be randomly distributed. A rational decision-maker only chooses the alternative that yields the 
highest utility, such that the probability of decision-maker i over choice alternative j is D/% = Pr	("′A/%	 + C/% > "′A/'	 + C/')		∀J ≠ L.     (3) 
 Assumptions about the distribution of the error term lead to different types of discrete 
choice models. For example, if we assume the error term follows an i.i.d. Type I extreme value 
distribution, the conditional logit model arises. This type of model is widely used in the choice-
modeling literature. The benefits of using the conditional logit model are in its operational 
simplicity, whereas the costs are in (1) its inability to account for preference heterogeneity across 
decision-makers, and (2) its restrictive IIA assumption. 
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Within this model, the conditional probability that decision-maker i chooses alternative j 
can be expressed as,  D/% = 	 MNO	(9PQ45)∑ MNO(9PQ45)S5TU          (4) 
where J is the maximum number of choice alternatives faced by decision-maker i. The log-
likelihood function of the choice responses made by n decision-makers can be expressed as V = 	∑ [X/YZ/[Y log(D/Y) + X/_ log(D/_) + ⋯+ X/a logbD/ac]	,   (5) 
where e is the total number of decision-makers, and X/Y = 1 if decision-maker i chooses alternative 
j, and  X/Y = 0 otherwise.  
 For this analysis, the mixed logit modeling approach is used. This class of models allows 
for individual preference heterogeneity and relaxes the restrictive IIA assumption by allowing one 
or more of the parameters in the model to be randomly distributed. (Revelt and Train, 1998) Here, 
if we assume " to be randomly distributed with density h("/|i) where i represents the true 
parameters of the distribution, the unconditional probability of decision-maker i choosing 
alternative j is the conditional probability of (6) integrated over the distribution of ", or  
D/%∗ = ∫ MNO	(9	4lQ45)∑ MNO(9	4lQ45)S5TU 	h("/|i)	m"/		.       (6) 
Since the integral in (7) cannot be evaluated analytically, exact maximum likelihood estimation is 
not possible. Instead, the probability is approximated through simulation. The simulated log 
likelihood is given by nVV(i) = 	∑ ln	[Yp ∑ D/%∗ ("q)pq[YrZ[Y ],       (7) 
where R is the number of replications and "q is the r-th draw from h("/|i). 
Within this framework, welfare measures, i.e. willingness-to-pay (WTP), can be calculated 
according to Eq. 1 above. As the mixed logit framework requires the integration of "/ to calculate 
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conditional choice probabilities, WTP measures are estimated by simulation.11 Here, simulated 
WTP distributions are obtained by dividing draws from the distributions of non-monetary 
coefficients by the constant price coefficient.  
To test for anchoring effects, we run the following specification separately for each price 
split group who were not exposed to cheap talk (NoCT), specifically, ?/%|(),rstu = h(./%, v/%, 	nw/, x/ ∗ nw/, y/%|z)			                          (8) 
and 
  ?/%|+),rstu = h(./%, v/%, 	nw/, x/ ∗ nw/, y/%|{)			                          (9) 
where Pij indicates the price of alternative j presented to individual i, Dij is a series of indicator 
variables identifying all of the choice alternative attributes, SQij represents the status quo, or current 
purchasing behavior of individual i, and (Yi*SQi) which represents a set of interactions between 
the status quo alternative and other individual characteristics, including sex, income, and 
education, state-level dummy indicators, and a measure of purchasing experience12, and finally z 
and { represent the set of parameters that define each group. The test for anchoring effects is 
carried out by testing the equivalence of z and { across the two models via a likelihood ratio test, 
where the null hypothesis is :;<Z|}Y: z = {, or that parameter estimates are equivalent across the 
two groups. Within this specification, the binary attributes (i.e. local, organic, indirect, and non-
blemish) are assumed random and correlated, each following a normal distribution. Once 
preference estimates are obtained, we also test for anchoring effects by measuring differences in 
welfare estimates across the two groups. The null hypothesis here is equality of willingness-to-pay 
 
11 The willingness-to-pay results as discussed above are summarized in Tables 7 and 9 and are 
based on simulations of 1,000 draws.  
12 A respondent was considered to have “purchasing experience” if they purchased organic and 
local produce in the past 6 months.  
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measures across the two groups, or :;<Z|}_	:,-.%()|rstu = ,-.%+)|rstu. Failure to reject :;<Z|}Y or :;<Z|}_ would suggest that price anchoring effects are not present in this choice 
experiment. 
Finally, to test the effectiveness of cheap talk (CT) in mitigating anchoring effects 
relative to the neutral no cheap talk control, we take a similar approach as outlined above, but 
rather only estimate for those exposed to cheap talk. Specifically, we estimate:  
    ?/%|+),tu = h(./%, v/%, 	nw/, x/ ∗ nw/, y/%|~)			                         (10) 
and 
    ?/%|+),tu = h(./%, v/%, 	nw/, x/ ∗ nw/, y/%|)			                         (11) 
and carry out similar likelihood ratio tests for data pooling, where the null hypotheses now can 
be represented by :;tuY: ~ =  and :_tu_	:,-.%()|tu = ,-.%+)|tu. Here, failure to reject either :;tuY or :;tu_ would suggest that the cheap talk intervention completely eliminated any 
anchoring effects. On the other hand, if :;tuY or :;tu_ are rejected, then we test for mitigating 
effects of cheap talk by developing a measure of the difference in anchoring both before and 
after exposure to cheap talk, represented by vÄÅÅ = Çb,-.%,'tu|+) − 	,-.%,'tu|()cÇ − Çb,-.%,'rstu|+) − 	,-.%,'rstu|()cÇ.                (12) 
Here, the null hypothesis is :;tuÑ	: 	vÄÅÅ = 0, or that anchoring effects before and after cheap talk 
exposure are the same. If :;tuÑ is rejected and is negative, this would indicate that cheap talk 
instead had a mitigating effect on price anchoring effects. If cheap talk did indeed have an effect 
on the level of anchoring, we can expect one of two things to happen. First, for those exposed to 
the low price sample, cheap talk would reduce the price sensitivity of those consumers and for 
those exposed to the high price sample, we can expect just the opposite, in that price sensitivity 
for these individuals increases. That is to say, cheap talk can have an effect on price sensitivity for 
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either group, but as the prices presented to the low price sample more closely mimic actually 
market prices, we would expect greater effects of cheap talk in the high price sample.  
 
1.6 Results and Discussion 
1.6.1 Respondents Choice Frequencies 
 As a first step in this analysis, we investigate whether respondent choice frequencies are 
variant to price scale and cheap talk exposure. The frequencies of respondents’ selection of each 
alternative under the price and cheap talk sample splits are summarized in Tables 1.5-1.7. As 
theory would suggest, we can expect to see acceptance rates decrease as price increases, i.e. Price 
Level 1 to Price Level 4, and this mostly holds across each of the vegetables, cost scales, and cheap 
talk exposure splits. Overall, across each of the vegetables, price vectors, and cheap talk treatments 
do we see that the lowest price level is chosen more frequently than the highest price level, and 
only deviations from this rational action occur at price levels one level away from each other. 
 In terms of the other choice attributes, some patterns begin to emerge across vegetables, 
price vectors, and cheap talk treatments. Specifically, we find that respondents choose at higher 
rates bundles of all three vegetables that are locally produced and non-blemished in appearance. 
Further, we find a clear preference for tomatoes and green beans that are purchased indirectly (i.e. 
from a grocery store), regardless of cost scale and cheap talk exposure. On the other hand, 
respondents more frequently chose directly purchased cucumbers, though that result is sensitive to 
price scale. Further, respondents more frequently chose tomatoes that were grown under organic 
practices, and green beans and cucumbers that were grown under non-organic practices, and this 
result was invariant to price scale or cheap talk exposure.  
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With regards to the status quo, we find that choice of the status quo option increased for 
those exposed to the high price scale, relative to the low. Particularly, from the low to high price 
sample, we find that the percentage choosing the status quo option increased from 11.7 to 18.7 
percent for tomatoes, 18.1 to 36.8 percent for green beans, and 15.9 to 29.7 percent for cucumbers. 
This is a result we expected to find and confirms that it is likely that status quo effects will be 
larger for respondents presented with the high price scale survey split. (Samuelson and Zeckhauser, 
1988) Further, we find that exposure to cheap talk actually reduces the frequency at which 
respondents chose the status quo option. Not accounting for price scale, we find that respondents 
exposed to cheap talk chose the status quo option 2.0 percent less for tomatoes, 4.2 percent less 
for green beans, and 3.3 percent less for cucumbers. Given that this survey did not have an opt-out 
reminder, we can attribute the decrease in the choice of the status quo to the cheap talk treatment 
alone. 
 
1.6.2 Presence of Anchoring 
 Tables 1.8-1.10 presents the parameter estimates from the choice experiment for each of 
the three vegetables and two price vectors, as well as estimates pooling by price vector, for a total 
of 9 models. Across all 9 models the coefficient of the price attribute is well-behaved, in that a 
higher price reduces that chance of an alternative being chosen. With regards to tomatoes and 
green beans, the coefficients on the local and no blemish attributes are positive and significant, 
suggesting that consumers prefer tomatoes and green beans that are grown locally and free of 
blemishes. Further, the coefficient on the indirect attribute is positive, suggesting that consumers 
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prefer to purchase tomatoes and green beans through indirect measures, such as through a grocery 
store or supermarket.13  
Likelihood ratio tests were used to test whether changing the price level led to different 
parameter estimates in the choice experiment and are presented in the final row of Tables 1.8-1.10. 
The restricted models are pooled across the high and low price vectors, while the unrestricted 
models (Columns 1, 2, 4, 5, 7, and 8) are split by high and low price vector. The null hypothesis 
for these tests are to not reject data pooling, i.e. consumers across the two price splits have the 
same set of preferences across goods attributes and all possible interactions between attributes. 
Here, rejecting the null hypothesis would suggest that respondents’ preferences for produce 
attributes were sensitive to the price vector presented. The test statistic is presented in the bottom 
row of each of the tables. The critical chi-square value with 16 degrees of freedom at the 95% 
confidence level is 26.3. The null hypothesis is rejected for tomatoes and green beans, but not for 
cucumbers14. This evidence suggests that respondents’ preferences for tomatoes and green beans 
were affected by the price vector presented in the choice experiment, suggesting the presence of 
price anchoring effects among respondent choices for tomatoes and green beans only. 
Using the parameter estimates from Tables 1.8-1.10, simulated WTP estimates for 
tomatoes and green beans are presented in Table 1.11. Here, columns (1) and (4) represent WTP 
 
13 We present and discuss results from the mixed logit sets of models as these models uncover 
preference heterogeneity in produce attributes across the full set of respondents, which the 
conditional logit class of models fails to account for. However, I do present the same modeling 
approach using the conditional logit set of models, and can be found in Appendix 1.A. 
Qualitatively, implications from these two modeling approaches are the same. That is, the signs in 
preference estimates are the same between the two sets of models, and results of likelihood ratio 
tests across price split and cheap talk exposure remain the same.  
14 As preferences for cucumbers in this CE did not exhibit price anchoring, we will proceed by 
examining only tomatoes and green beans, for which there was some form of price anchoring. 
Model and welfare estimates for cucumbers pooled across price splits can be found in appendix 
tables 1.A5 and 1.A6, respectively. 
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estimates from the low price split, (2) and (5) WTP estimates from the high price split, and (3) and 
(6) are the differences in WTP estimates between the low and high price splits, for each vegetable-
attribute combination. Differences in WTP estimates are calculated using a two-sampled 
Kolmogrov-Smirnov Test, which is a nonparametric test of the equality of two continuous 
distributions and was used because it is sensitive to both location and shape of the empirical 
cumulative distribution function of the two samples. This test quantifies the distance between the 
distributions of each of the two WTP samples, under the null hypothesis of equality of 
distributions.    
Overall, doubling the price level in the choice experiment substantially increased 
respondents WTP for most attributes of tomatoes and green beans and thus induced an anchoring 
effect.  With regards to the local attribute, WTP for tomatoes and green beans increased by $0.40 
per pound and $6.45 per pound, respectively. These increases in WTP represent an anchoring 
effect of 45% for tomatoes and 187% for green beans and are significant at the 99% level. A similar 
anchoring effect exists for the direct attribute across both green beans and tomatoes.15 Further, 
WTP estimates for indirectly purchased tomatoes are $0.30 larger for those exposed to the high 
price split, representing an anchoring effect of about 48%. Similarly, WTP estimates for indirectly 
purchased green beans are $3.26 larger for those exposed to the high price CE, representing an 
anchoring effect of about 57%. 
 There are heterogeneous anchoring effects across the two vegetables for the organic and 
blemish attributes. With regards to the organic attribute, we find only a positive anchor for green 
 
15 The coefficient on the ‘direct’ attribute from estimation was negative, suggesting that 
consumers consider directly-purchased green beans and tomatoes a ‘bad’, and thus gain disutility 
purchasing these produce in this capacity. Here, anchoring effects are thought to exacerbate the 
price penalty these consumers would need to face in order to purchase directly from the farmer.    
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beans. Specifically, we find that doubling the price vector increased WTP for organically grown 
green beans by $1.74, representing an increase of 117%. No significant difference between price 
splits exists for organic tomatoes. Further, with respect to the non-blemish attribute, we find that 
WTP for non-blemished tomatoes is $.37 higher for respondents presented with the high price 
vector, representing an anchoring effect of 26%. Conversely, we find a preference reversal for 
non-blemished green beans. That is, respondents presented with the low price split would be 
willing to pay about $0.76 for non-blemished green beans, whereas those presented with the high 
price split would require a $5.14 per pound price penalty for non-blemished green beans.  
 
1.6.3 Cheap Talk Interaction Effects 
A similar set of likelihood ratio tests were conducted to determine if exposure to the cheap 
talk intervention had a differential effect on model parameter estimates (See Appendix Tables 
1.A1-1.A3) Here, the restricted model is with pooled data from the choice experiment with both 
the cheap talk treatment and no cheap talk control, while the unrestricted models are the separate 
models from the choice experiment, one with the cheap talk treatment and one with the no cheap 
talk control. The null hypothesis is, again, no rejection of data pooling between the two samples. 
Rejection of the null hypothesis in this respect would suggest that the cheap talk intervention 
affected respondents’ choice responses across price vectors. The test statistic is presented across 
six models, one for each vegetable and price vector pair. The critical chi-square value with 14 
degrees of freedom at the 95% confidence level is 26.296. The null hypothesis of equal parameters 
is not rejected for the low cost and high cost samples for each of the vegetables, suggesting that 
the cheap talk intervention had no differential impact on respondent choice responses. 
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Following the results above we pooled the cheap talk and non-cheap talk surveys and again 
estimated a mixed logit model across the two price vectors and two vegetables, tomatoes and green 
beans. As there seemed to be some evidence of a potential treatment effect of exposure to cheap-
talk, a cheap-talk interaction term (CT) was included across each of these models, here interacting 
a dummy identifying exposure to cheap-talk with the price attribute and the status quo option. 
Results for these six models can be found in Table 1.12.  
Qualitatively, we find a similar set of results from the models not controlling for cheap-
talk exposure. With regards to the effect of cheap-talk on choice probabilities, we find that 
exposure to cheap talk lowered the probability of purchasing directly-purchased tomatoes for those 
respondents exposed to the high-price split. In tests for pooling across price-split after controlling 
for cheap-talk treatment exposure, we find that the low-price and high-price models produce 
statistically different parameter estimates for both tomatoes and green beans. Therefore, we fail to 
reject anchoring effects even after cheap-talk exposure. This would suggest that exposure to 
anchoring-specific cheap-talk was unable to completely eliminate anchoring bias in this choice 
experiment.  
 A similar test of the equality of individual parameter estimates across high price and low 
price splits after controlling for exposure to cheap talk shows a similar pattern of results. Table 
1.12 shows the results from this estimation. Again, across tomatoes and green beans, the 
interactions between binary attributes and an indicator for high price are insignificant, suggesting 
that exposure to the higher price vector didn’t change respondent preferences for these attributes. 
The interaction between the price attribute and high price was still positive and significant only 
for tomatoes, suggesting anchoring via an income effect for tomatoes alone. This would suggest 
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that exposure to cheap talk was not effective at reducing this income effect entirely, though the 
effect was reduced (0.305 vs. 0.298) This interaction was again insignificant for green beans. 
Table 1.13 presents WTP estimates across price-vector and vegetable controlling for cheap 
talk treatment exposure and are calculated based on estimates from Table 1.12. If anchoring-
specific cheap talk were to completely eliminate anchoring bias, we would expect to see no 
significant difference in the WTP estimates between each the high and low price splits after 
exposure. Overall, we still find significant differences between these two price splits, suggesting 
that exposure to cheap talk was insufficient at eliminating associated price anchoring bias. Rather, 
we find that exposure to cheap talk had heterogeneous impacts on WTP estimates. In particular, 
for those exposed to the low price split, WTP estimates increased for each attribute for both 
tomatoes and green beans after exposure to cheap talk. Conversely, for those exposed to the high 
price split, WTP estimates decreased across attribute and vegetable after exposure to cheap talk. 
This evidence would suggest that respondents are susceptible to both positive and negative price 
anchoring. 
Though results detailed above suggest that anchoring specific cheap talk was unable to 
completely eliminate price anchoring in this choice experiment, Table 1.14 presents evidence that 
it was successful at partially mitigating anchoring effects. Columns (1), (2), (4), and (5) of Table 
5 show the differences in WTP estimates between high and low price splits and the DIFF columns 
then show the change in those differences after exposure to cheap talk, and can be interpreted as a 
reduction in anchoring effects induced by the cheap talk treatment. Here, negative values would 
suggest a reduction in anchoring effects and positive values an increase.  
Overall, we find evidence of reduction in anchoring effects after exposure to cheap talk 
across all attributes associated with green beans. In particular, anchoring effects were reduced by 
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30.4%-82.2% across the four attributes. With respect to tomatoes, we find a reduction in anchoring 
effects of 60.0% on the local attribute and 80.0% on the indirect attribute.  
 
1.7 Conclusions and Discussion 
This analysis reveals a conclusion that is novel, though perhaps unsurprising: ex-ante 
treatments aimed at affecting price sensitivity in choice experiments has potential to mitigate price 
anchoring effects. Specifically, we find that using a split sample experimental design, doubling the 
price vector in this choice experiment increases derived welfare estimates from 26-51% and that 
exposure to anchoring specific cheap talk interventions decrease these anchoring effects from 60-
80%. It is worth nothing that the convergence of cheap talk and the control group welfare estimates 
is not due exclusively to changes in the price coefficient of the cheap talk treatment groups. When 
we refer to the “effect of cheap talk”, we are not referring to the price coefficient explicitly. Rather, 
we interpret the cheap talk effect as the wedge that forms between cheap talk and control treatments 
and if this wedge exists, this can be due to differences in the price coefficient or other attribute 
coefficients for which the welfare estimate is calculated. 
Methodologically, the results presented here have important implications for future choice 
experiment design. Choice experiments come in many forms, and many decisions can impact 
researchers’ ability to accurately elicit preferences. Each decision is not made in a vacuum; instead 
the appropriateness of one choice depends on other choices, which underlies the importance of 
thorough pretesting in the survey design process. Our analysis is not the first to suggest that the 
effects of price anchoring may pose significant issues for choice experiment design and context. 
Our analysis is, though, the first to provide evidence that ex-ante cheap talk interventions have the 
potential to mitigate some of these anchoring effects in online choice exercises.  
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It is also possible that the nature of the goods being considered (i.e. private vs. public 
goods) may be driving some of these results, though it is a priori unclear in which direction. For 
example, the price anchoring effects found in this study are smaller than anchoring effects found 
in other similar studies that examine public goods. (Carlsson and Martinsson, 2007) A potential 
explanation here could be in terms of variations in experience, through which individuals are 
thought to learn their preferences after greater experience with the good, or in the choice 
experiment setting, over repeated choices. Given that respondents have actual experience in a 
market setting purchasing tomatoes, respondent price sensitivity might be lower in this private 
good setting. Also, for this reason, cheap talk intervention effects might be smaller in this setting 
as cheap talk is expected to have more significant impact on respondents of lower levels of 
certainty over their preferences. Further research is required to test the differences in cheap talk 
interventions between public and private goods and across respondents of varying experience. 
In the application of this paper, we investigate Northern New England residents’ 
preferences for fresh tomatoes. Overall, our estimates reveal that consumers are willing-to-pay a 
substantial price premium for locally grown tomatoes, in the range of $0.96-$1.12 per pound, 
whereas they are not willing to pay a price premium for organically grown tomatoes. These results 
are similar to those found in Thilmany, et al. (2008) and in complementary analyses under the 
same research project, including Werner, et al. (2018) and Shi, et al. (2017). Together, these studies 
lend support to farmers and policy makers decisions over the production of locally grown fresh 
produce. Comparing the premiums for locally and organically grown attributes, Northern New 
England consumers tend to consider the locally grown attribute as a more important feature when 
purchasing produce. These results may offer some guidance for farmers regarding growing 
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practice and farm land use as regional coalitions support local agriculture expansion in the 
Northeast (McCabe and Burke, 2013).  
Overall, these results draw conclusions that are important both methodologically and in 
terms of their policy implications, as well as lend themselves to an active research agenda moving 
forward. Specifically, interventions that test variations of anchoring specific cheap talk and 
reiterate the main assertions of the cheap talk script repeatedly through the choice experiment may 
serve as an additional catalyst for price anchoring mitigation. Our hope is that this work encourages 
researchers to be mindful of the effects of the choice of price vectors in the choice experiment 
setting and to build short cheap talk interventions into future research designs. This approach is of 
relatively low cost and is crucial to furthering the field’s understanding of how different design 
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Figures 
 
Figure 1.1. Mean Simulated WTP Estimates ($/lb.) by Attribute, Price Vector and Cheap Talk 
Treatment for Tomatoes16 
 
   











16 Lines on bar charts represent 95% confidence intervals. 
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Figure 1.2. Mean Simulated WTP Estimates ($/lb.) by Attribute, by Price Vector and Cheap Talk 
Treatment for Green Beans  
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Tables  
 
Table 1.1. Attributes and Attribute Levels in Choice Experiment Survey 
 
Attribute Levels 
Locally Grown (Yes=1) 0,1 
Certified Organically Grown (Yes=1) 0,1 
No Blemishes or other Irregularities (Yes=1) 0,1 
Purchased Directly from the Farmer (Yes=1) 0,1 
Prices Tomatoes ($)/lb.  
Low 0.91, 1.15, 1.99, 4.49 
High 1.82, 2.30, 3.98, 8.98 
Price Green Beans ($)/lb.  
Low 2.39, 2.74, 3.24, 3.99 
High 4.78, 5.48, 6.48, 7.98 
Price Cucumbers ($)/lb.  
Low 0.89, 1.43, 2.53, 2.81 




















 44  
Table 1.2. Example of Choice Experiment Survey Bundle 
 
Tomato Bundle A Tomato Bundle B 
Non-Locally grown Locally grown 
Certified Organically grown Certified Organically grown 
Purchased directly from the farmer (e.g. farmers 
market) 
Purchased indirectly from the farmer (e.g. grocery 
store) 
No blemishes or other irregularities  No blemishes or other irregularities 
$4.49/lb. $1.15/lb. 
 
m   Bundle A  
m   Bundle B  
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Table 1.3. Summary Statistics of Respondent Characteristics by State 
 
 Full Sample New Hampshire Maine Vermont 
     
Female 71.3% 73.1% 74.7% 62.9% 
     
Age 50 50 48 51 
     
Annual HH Income     
<$15,000 6.9% 6.1% 8.0% 6.5% 
$15,000 - $29,999 14.7% 11.2% 18.3% 14.5% 
$30,000 - $44,999 11.3% 11.7% 13.9% 6.5% 
$45,000 - $59,999 12.2% 11.2% 16.3% 7.3% 
$60,000 - $74,999 14.3% 15.7% 11.4% 16.9% 
$75,000 - $89,999 10.7% 11.7% 9.4% 11.3% 
$90,000 - $104,999 10.1% 10.2% 9.9% 10.5% 
>$105,000  19.7% 22.3% 12.9% 26.6% 
     
Education     
<HS grad 1.15% 1.5% 1.0% 0.8% 
High School/GED 19.3% 15.2% 23.8% 18.6% 
Some College 28.7% 30.5% 30.7% 22.6% 
4-yr College Degree 31.2% 35.0% 25.7% 33.9% 
Graduate+ 19.7% 17.8% 18.8% 24.2% 
     
Employment     
Full-Time 43.4% 44.9% 41.1% 44.8% 
Part-Time 8.2% 7.6% 10.7% 4.9% 
Self-Employed 5.7% 6.4% 5.5% 4.9% 
Unemployed 7.1% 8.5% 6.7% 5.6% 
Retired 28.3% 28.4% 26.1% 32.2% 
Student 2.8% 2.1% 3.6% 2.8% 
Home care 4.4% 2.1% 6.3% 4.9% 
     
Sample Size 523 197 202 124 
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Table 1.4. Current Purchasing Behavior of Respondents, by Vegetable 
 
 Tomato Green Bean Cucumber 
Local 78.5% 73.3% 69.7% 
Organic 35.8% 31.9% 34.9% 
No Blemish 82.9% 81.9% 82.4% 
Direct 37.5% 40.3% 46.1% 
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Table 1.5. Respondents’ Option Selection Frequency Under Two Price Levels in Choice 
Experiment for Tomatoes 
 
 No Cheap Talk Cheap Talk 
 Low Price High Price Low Price High Price 
Price Level: 1 34.4% 37.8% 38.4% 38.0% 
Price Level: 2 21.7% 22.3% 21.0% 22.6% 
Price Level: 3 21.1% 18.1% 23.8% 19.4% 
Price Level: 4 6.1% 1.1% 3.7% 4.0% 
     
Local 65.6% 61.7% 60.7% 65.1% 
Non-Local 31.7% 37.2% 36.3% 32.9% 
     
Organic 50.0% 52.7% 51.8% 52.0% 
Non-Organic 47.2% 46.3% 45.1% 46.0% 
     
Blemish 42.8% 47.9% 43.6% 43.7% 
No Blemish 54.4% 51.1% 53.4% 54.3% 
     
Direct 32.8% 35.6% 32.9% 32.9% 
Indirect 64.4% 63.3% 64.0% 65.1% 
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Table 1.6. Respondents’ Option Selection Frequency Under Two Price Levels in Choice 
Experiment for Green Beans 
 
 No Cheap Talk Cheap Talk 
 Low Price High Price Low Price High Price 
Price Level: 1 28.3% 26.6% 29.3% 26.0% 
Price Level: 2 31.1% 24.5% 29.3% 23.1% 
Price Level: 3 15.6% 8.5% 15.2% 14.0% 
Price Level: 4 7.2% 3.2% 8.2% 8.6% 
     
Local 65.0% 60.1% 59.5% 67.1% 
Non-Local 33.3% 38.8% 38.1% 30.0% 
     
Organic 41.1% 41.5% 42.1% 42.0% 
Non-Organic 57.2% 57.4% 55.5% 55.1% 
     
Blemish 42.8% 48.4% 41.8% 47.4% 
No Blemish 55.6% 50.5% 55.8% 49.7% 
     
Direct 38.3% 44.7% 39.0% 39.4% 
Indirect 60.0% 54.3% 58.5% 57.7% 
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Table 1.7. Respondents’ Option Selection Frequency Under Two Price Levels in Choice 
Experiment for Cucumbers 
 
 No Cheap Talk Cheap Talk 
 Low Cost High Cost Low Cost High Cost 
Price Level: 1 26.7% 29.3% 34.5% 30.0% 
Price Level: 2 17.8% 16.5% 16.5% 14.3% 
Price Level: 3 20.6% 16.0% 19.8% 18.3% 
Price Level: 4 13.3% 8.5% 15.2% 11.1% 
     
Local 60.0% 53.7% 54.0% 57.7% 
Non-Local 36.1% 33.5% 44.8% 39.4% 
     
Organic 46.1% 43.6% 43.6% 40.9% 
Non-Organic 50.0% 54.3% 55.2% 56.3% 
     
No Blemish 66.7% 65.4% 62.5% 64.9% 
Blemish 29.4% 32.4% 36.3% 32.3% 
     
Direct 40.0% 54.3% 56.4% 55.7% 
Indirect 56.1% 43.6% 42.4% 41.4% 
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 Low Cost High Cost Pooled 
 (1) (2) (3) 
Mean    
Local 0.657*** 0.515** 0.563*** 
 (0.191) (0.200) -0.139 
Organic 0.444* 0.226 0.291* 
 (0.176) (0.169) -0.118 
No Blemish 0.431* 0.340 0.423*** 
 (0.170) (0.177) -0.113 
Indirect 1.023*** 0.713*** 0.800*** 
 (0.211) (0.199) -0.141 
Price -0.721*** -0.394*** -0.449*** 
 (0.094) (0.062) -0.051 
Status Quo (SQ) -2.975** -1.374 -1.941** 
 (1.073) (0.838) -0.616 
SQ * Inc -0.000 0.000 0.000 
 (0.000) (0.000) (0.000) 
SQ * Female 0.957 -0.153 0.225 
 (0.660) (0.479) -0.362 
SQ * Educ 0.078 -0.059 0.022 
 (0.295) (0.244) -0.171 
SQ * ME 0.555 -0.378 0.071 
 (0.616) (0.496) -0.36 
SQ * VT 0.714 0.052 0.317 
 (0.803) (0.521) -0.408 
SQ * Experience 0.084 -0.741 -0.41 
 (0.587) (0.424) -0.319 
SD    
Local -0.083 0.611 -0.343 
 (0.590) (0.508) -0.599 
Organic 0.702 1.038** 0.916** 
 (0.597) (0.384) -0.279 
Indirect -0.014 1.018* 0.404 
 (0.636) (0.400) -0.524 
No Blemish 1.003* 0.686 0.759* 
 (0.462) (0.475) -0.324 
LR Chi2 4.22912 6.568399 8.882694 
Log-likelihood -293.1063 -365.1414 -674.3198 
# Choices (Obs) 1186 1306 2492 
# Respondents 198 218 416 
LR Test Stat 32.1442*** 
 
Notes: Numbers in parentheses are standard errors. *, **, *** indicate statistical significance at 
the 0.10, 0.05, and 0.01 levels, respectively. Bolded LR Test Stat indicates statistic is significant 
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Table 1.9. Mixed Logit Estimates for Choice Experiment before Cheap Talk Treatment, by Price 
Level (Green Bean) 
 
 Green Bean 
 Low Cost High Cost Pooled 
 (4) (5) (6) 
Mean    
Local 0.733** 1.215** 0.949*** 
 (0.276) (0.388) -0.219 
Organic 0.302 0.318 0.273 
 (0.196) (0.291) -0.167 
No Blemish 1.229*** 1.018** 1.132*** 
 (0.321) (0.335) -0.214 
Indirect 0.185 -0.600* -0.194 
 (0.248) (0.271) -0.185 
Price -0.215 -0.118* -0.176*** 
 (0.118) (0.057) -0.046 
Status Quo (SQ) -2.557* 0.591 -0.959 
 (1.249) (1.083) -0.715 
SQ * Inc -0.000* 0.000 0.000 
 (0.000) (0.000) (0.000) 
SQ * Female 0.856 0.369 0.561 
 (0.648) (0.602) -0.399 
SQ * Educ 0.399 -0.385 0.027 
 (0.321) (0.300) -0.194 
SQ * ME 0.200 -1.391* -0.438 
 (0.629) (0.673) -0.419 
SQ * VT 0.717 0.104 0.582 
 (0.739) (0.641) -0.443 
SQ * Experience 0.581 -0.620 -0.368 
 (0.626) (0.531) -0.363 
SD    
Local 1.607** 2.475*** 1.807*** 
 (0.502) (0.647) -0.359 
Organic 0.768 2.391*** 1.555*** 
 (0.541) (0.640) -0.31 
Indirect 2.018*** 2.506*** 2.079*** 
 (0.598) (0.656) -0.37 
No Blemish 1.412* 1.297 1.688*** 
 (0.648) (0.697) -0.403 
LR Chi2 28.84698 44.754 72.69331 
Log-likelihood -393.2511 -423.2999 -831.9401 
# Choices (Obs) 1214 1280 2494 
# Respondents 202 213 415 
LR Test Stat 30.7782** 
 
Notes: Numbers in parentheses are standard errors. *, **, *** indicate statistical significance at 
the 0.10, 0.05, and 0.01 levels, respectively. Bolded LR Test Stat indicates statistic is significant 
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 Low Cost High Cost Pooled 
 (7) (8) (9) 
Mean    
Local 0.031 -0.109 -0.06 
 (0.224) (0.296) -0.18 
Organic 0.113 -0.341 -0.109 
 (0.196) (0.238) -0.141 
No Blemish -0.773** -1.241*** -0.937*** 
 (0.261) (0.319) -0.201 
Indirect 0.567** 0.046 0.284 
 (0.213) (0.231) -0.147 
Price -0.234 -0.192** -0.212*** 
 (0.131) (0.065) -0.052 
Status Quo (SQ) -2.093 -0.162 -1.002 
 (1.103) (0.952) -0.651 
SQ * Inc -0.000 0.000 0.000 
 (0.000) (0.000) (0.000) 
SQ * Female 0.435 -0.508 -0.047 
 (0.645) (0.540) -0.386 
SQ * Educ 0.408 -0.148 0.097 
 (0.333) (0.268) -0.187 
SQ * ME -0.272 -0.598 -0.428 
 (0.653) (0.592) -0.398 
SQ * VT -0.569 -0.128 -0.188 
 (0.787) (0.586) -0.425 
SQ * Experience 0.013 -0.362 -0.228 
 (0.574) (0.484) -0.348 
SD    
Local 1.437** 2.110** 1.765*** 
 (0.475) (0.731) -0.454 
Organic 0.284 1.321* -0.717 
 (0.575) (0.588) -0.443 
Indirect 1.835*** 2.312** 2.085*** 
 (0.494) (0.802) -0.406 
No Blemish 1.087* 1.274* 1.100** 
 (0.452) (0.537) -0.345 
LR Chi2 30.42092 44.06952 73.7547 
Log-likelihood -386.0191 -406.8708 -803.3617 
# Choices (Obs) 1202 1274 2476 
# Respondents 200 212 412 
LR Test Stat 20.9436 
 
Notes: Numbers in parentheses are standard errors. *, **, *** indicate statistical significance at 
the 0.10, 0.05, and 0.01 levels, respectively. Bolded LR Test Stat indicates statistic is significant 
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Table 1.11. Evidence of Anchoring Effects: Effects of Doubled Price Level in Choice Experiment 
on Difference in Mean Simulated WTP ($/pound), by Vegetable for Mixed Logit Model  
 
 Tomato Green Bean 
 WTPLP WTPHP Diff WTPLP WTPHP Diff 
 (1) (2) (3) (4) (5) (6) 
Local 0.91*** 1.31** 0.40*** 3.44** 9.89** 6.45*** 
(95% CI) (0.91, 0.92) (1.17, 1.37)  (3.03, 3.94) (8.83, 11.46)  
Organic 0.61* 0.56 -0.04 1.47 3.21 1.74*** 
(95% CI) (0.55, 0.67) (0.42, 0.75)  (1.05, 1.49) (0.40, 2.90)  
Indirect 0.59*** 0.89*** 0.30*** 5.64*** 8.91** 3.26*** 
(95% CI) (0.59, 0.60) (0.76, 0.97)  (5.02, 6.21) (-8.48, -11.15)  
No Blemish 1.42* 1.79 0.37** 0.75 -5.14* -5.90* 
(95% CI) (1.27, 1.44) (1.66, 1.88)  (0.41, 1.26) (-5.69, -4.33)  
 
Notes: WTPLC and WTPHC are predicted WTP from respondents who participated in choice 
experiment with low cost (LC) and high cost (HC) levels. Diff are differences between respondents 
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Table 1.12. Mixed Logit Estimates for Choice Experiment with High Price and Low Price Levels 
incl. CT Interactions, by Price Level and Vegetable 
 
 Tomato Green Bean 
 Low Price High Price Pooled Low Price High Price Pooled 
 (1) (2) (3) (4) (5) (6) 
Mean       
Local 0.682*** 0.522* 0.568*** 0.721** 1.228** 0.958*** 
 (0.196) (0.204) (0.140) (0.261) (0.385) (0.219) 
Organic 0.494** 0.235 0.291* 0.296 0.338 0.278 
 (0.187) (0.173) (0.118) (0.184) (0.283) (0.166) 
No Blemish 0.437* 0.356* 0.426*** 1.146*** 1.044** 1.152*** 
 (0.176) (0.180) (0.113) (0.286) (0.331) (0.216) 
Indirect 1.057*** 0.724*** 0.803*** 0.184 -0.605* -0.186 
 (0.223) (0.202) (0.141) (0.231) (0.272) (0.188) 
Price -0.606*** -0.542*** -0.503*** -0.165 -0.202* -0.239** 
 (0.129) (0.109) (0.078) (0.173) (0.092) (0.074) 
Price * CT -0.240 0.205 0.08 -0.052 0.136 0.100 
 (0.175) (0.107) (0.084) (0.217) (0.112) (0.091) 
Status Quo (SQ) -1.874 -2.020* -1.845** -1.849 1.546 -0.436 
 (1.150) (0.946) (0.660) (1.293) (1.239) (0.804) 
SQ * CT -1.607** 0.917 -0.139 -0.722 -0.920 -0.619 
 (0.601) (0.528) (0.341) (0.670) (0.784) (0.479) 
SQ * Inc -0.000 0.000 0.242 -0.000* 0.000 0.625 
 (0.000) (0.000) (0.362) (0.000) (0.000) (0.405) 
SQ * Female 1.190 -0.159 0.005 0.979 0.309 -0.027 
 (0.697) (0.489) (0.173) (0.676) (0.600) (0.198) 
SQ * Educ 0.034 -0.047 0.061 0.281 -0.445 -0.531 
 (0.315) (0.247) (0.362) (0.308) (0.311) (0.425) 
SQ * ME 0.306 -0.349 0.313 0.087 -1.471* 0.485 
 (0.639) (0.502) (0.408) (0.619) (0.671) (0.450) 
SQ * VT 0.975 0.120 -0.387 0.748 -0.242 -0.291 
 (0.834) (0.532) (0.321) (0.720) (0.670) (0.368) 
SQ * Experience 0.175 -0.852 -0.139 0.629 -0.491 -0.619 
 (0.603) (0.443) (0.341) (0.625) (0.540) (0.479) 
SD       
Local -0.064 0.672 -0.372 1.511** 2.443*** 1.815*** 
 (0.499) (0.481) (0.570) (0.485) (0.610) (0.351) 
Organic -0.701 1.102** 0.911** -0.477 2.199*** 1.503*** 
 (0.466) (0.382) (0.283) (0.743) (0.593) (0.308) 
Indirect -0.111 1.029** 0.416 1.979*** 2.383*** 2.096*** 
 (0.636) (0.393) (0.512) (0.557) (0.601) (0.362) 
No Blemish 1.172** 0.704 0.763* 1.106 1.360* 1.725*** 
 (0.401) (0.465) (0.327) (0.567) (0.672) (0.409) 
LR Chi2 6.854 7.271 8.719087 27.955 46.171 74.75236 
Log-likelihood -287.7915 -362.3024 -673.6043 -392.8834 -418.8769 -827.9736 
# Choices (Obs) 1186 1306 2492 1214 1280 2494 
# Respondents 198 218 416 202 213 415 
LR Test Stat 47.0208*** 32.4266** 
 
Notes: Numbers in parentheses are standard errors. *, **, *** indicate statistical significance at 
the 0.10, 0.05, and 0.01 levels, respectively. Bolded LR Test Stat indicates statistic is significant 
at the 0.01 level or lower.  
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Table 1.13. Evidence of Anchoring after Cheap Talk: Effects of Doubled Cost Level After 
Controlling for Exposure to Cheap Talk in Choice Experiment on Difference in Mean Simulated 
WTP ($/pound), by Vegetable for Mixed Logit Model  
 
 Tomato Green Bean 
 WTPLP WTPHP  Diff WTPLP WTPHP Diff 
 (1) (2) (3) (4) (5) (6) 
Local 1.12*** 0.96* -0.16*** 4.33** 6.12** 1.78*** 
(95% CI) (1.12, 1.13) (0.91, 1.07)  (3.42, 4.52) (5.45, 7.00)  
Organic 0.83** 0.40 -0.43*** 1.83 1.52 -0.31** 
(95% CI) (0.70, 0.85) (0.28, 0.53)  (1.59, 1.95) (1.98, 3.35)  
Indirect 0.72*** 0.66*** -0.06** 6.87*** 5.25** -1.62*** 
(95% CI) (0.71, 0.74) (0.56, 0.79)  (5.61, 7.06) (4.27, 5.76)  
No Blemish 1.72* 1.35 -0.37* 1.08 -3.02* -4.10*** 
(95% CI) (1.53, 1.77) (1.28, 1.43)  (0.49, 1.32) (-3.42, -2.59)  
 
Notes: WTPLC and WTPHC are predicted WTP from respondents who participated in choice 
experiment with low cost (LC) and high cost (HC) levels. Diff are differences between respondents 
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Table 1.14. Reduction in Anchoring Effects before and after Cheap Talk: Differential Effects of 
Doubled Cost Level Before and After Controlling for Exposure to Cheap Talk in Choice 
Experiment on Mean Simulated WTP ($/pound), by Vegetable for Mixed Logit Model 
 
 
 Tomato Green Bean 
 Diff(NoCT) Diff(CT) DIFF Diff(NoCT) Diff(CT) DIFF 
 (1) (2) = |(2)| - |(1)| (4) (5) = |(5)| - |(4)| 
Local 0.40 -0.16 -0.24 (-60.0%) 6.45 1.79 -4.66 (-72.2%) 
Organic -0.05 -0.43 0.38 (760.0%) 1.74 -0.31 -1.43 (-82.2%) 
Indirect 0.30 -0.06 -0.24 (-80.0%) 3.27 -1.62 -1.65 (-50.5%) 
No Blemish 0.37 -0.37 0.00 (0.0%) -5.89 -4.10 -1.79 (-30.4%) 
 
Notes: Values presented are simulated WTP estimates from respondents who participated in choice 
experiment with low price (Low) and high price (High) levels. Diff are differences in simulated 
WTP between the different price levels, by vegetable and cheap talk treatment: Diff = WTPHigh – 
WTPLow. DIFF represents differences in the differences between price split and cheap talk 


































ALTERNATIVE MODELING SPECIFICATIONS 
 
Table 1.A1. Mixed Logit Estimates for Choice Experiment with Cheap Talk Treatment and No 
Cheap Talk Control, by High Cost and Low Cost Levels for Tomatoes 
 
 
 Low Cost High Cost 
 No Cheap Talk Cheap Talk Pooled No Cheap Talk Cheap Talk Pooled 
 (1) (2) (3) (4) (5) (6) 
Mean       
Local 1.399** 0.508* 0.657*** 0.164 0.761** 0.515** 
 (0.435) (0.245) (0.191) (0.326) (0.273) (0.200) 
Organic 0.836 0.439* 0.444* 0.123 0.417 0.226 
 (0.551) (0.202) (0.176) (0.285) (0.239) (0.169) 
Indirect 0.989* 0.244 0.431* 0.230 0.447 0.340 
 (0.399) (0.224) (0.170) (0.308) (0.238) (0.177) 
No Blemish 1.446* 0.987*** 1.023*** 0.601 0.857** 0.713*** 
 (0.737) (0.270) (0.211) (0.333) (0.269) (0.199) 
Price -0.786*** -0.775*** -0.721*** -0.527*** -0.356*** -0.394*** 
 (0.189) (0.135) (0.094) (0.120) (0.078) (0.062) 
Status Quo (SQ) -5.731 -3.870* -2.975** 0.326 -2.323* -1.374 
 (4.926) (1.874) (1.073) (1.522) (1.181) (0.838) 
SQ * Inc -0.000 -0.000 -0.000 -0.000 0.000 0.000 
 (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) 
SQ * Female 2.103 0.946 0.957 -0.471 0.039 -0.153 
 (2.550) (1.199) (0.660) (0.950) (0.634) (0.479) 
SQ * Educ 0.510 0.014 0.078 -0.227 0.066 -0.059 
 (1.026) (0.428) (0.295) (0.673) (0.288) (0.244) 
SQ * ME 5.055 -1.638 0.555 -0.430 -0.420 -0.378 
 (3.032) (1.036) (0.616) (1.096) (0.606) (0.496) 
SQ * VT 8.915* -1.688 0.714 -0.108 0.116 0.052 
 (4.108) (1.192) (0.803) (1.103) (0.671) (0.521) 
SQ * Experience -1.627 2.266 0.084 -2.428* -0.246 -0.741 
 (1.466) (1.201) (0.587) (1.055) (0.543) (0.424) 
SD       
Local 0.050 -0.014 -0.083 -0.266 0.780 0.611 
 (0.818) (0.712) (0.590) (0.846) (0.503) (0.508) 
Organic 1.979 -0.057 0.702 1.011 1.181* 1.038** 
 (1.149) (0.935) (0.597) (0.658) (0.503) (0.384) 
Indirect 0.070 -0.216 -0.014 0.904 1.313** 1.018* 
 (1.078) (1.247) (0.636) (0.673) (0.487) (0.400) 
Blemish 3.337** 0.431 1.003* 0.596 -0.873 0.686 
 (1.181) (0.934) (0.462) (0.927) (0.619) (0.475) 
LR Chi2 19.874 0.055 4.229 2.144 6.443 6.568 
Log-likelihood -109.2308 -163.5188 -293.1063 -119.3416 -237.3181 -365.1414 
# Choices (Obs) 456 730 1186 474 832 1306 
# Respondents 76 122 198 79 139 218 
LR Test Stat 40.7134*** 16.9634** 
 
 
Notes: Numbers in parentheses are standard errors. *, **, *** indicate statistical significance at 
the 0.10, 0.05, and 0.01 levels, respectively. Bolded LR Test Stat indicates statistic is significant 
at the 0.01 level or lower.  
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Table 1.A2. Mixed Logit Estimates for Choice Experiment with Cheap Talk Treatment and No 
Cheap Talk Control, by High Cost and Low Cost Levels for Green Beans 
 
 
 Low Cost High Cost 
 No Cheap Talk Cheap Talk Pooled No Cheap Talk Cheap Talk Pooled 
 (1) (2) (3) (4) (5) (6) 
Mean       
Local 1.507 0.743* 0.733** 1.219 1.434** 1.215** 
 (0.981) (0.355) (0.276) (0.766) (0.470) (0.388) 
Organic 0.103 0.404 0.302 -0.039 0.178 0.318 
 (0.463) (0.283) (0.196) (0.487) (0.359) (0.291) 
Indirect 1.562 1.446** 1.229*** 1.913 0.789* 1.018** 
 (0.913) (0.478) (0.321) (1.039) (0.334) (0.335) 
No Blemish 0.131 0.224 0.185 -1.184 -0.302 -0.600* 
 (0.461) (0.339) (0.248) (0.721) (0.281) (0.271) 
Price -0.109 -0.252 -0.215 -0.233 -0.079 -0.118* 
 (0.229) (0.169) (0.118) (0.127) (0.068) (0.057) 
Status Quo (SQ) 1.417 -3.684 -2.557* 1.764 0.712 0.591 
 (3.965) (1.934) (1.249) (2.525) (1.176) (1.083) 
SQ * Inc -0.000 -0.000 -0.000* 0.000 -0.000 0.000 
 (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) 
SQ * Female 6.540 1.310 0.856 -0.629 0.241 0.369 
 (3.769) (1.070) (0.648) (1.372) (0.651) (0.602) 
SQ * Educ -1.511 0.561 0.399 -0.956 -0.310 -0.385 
 (1.210) (0.479) (0.321) (0.771) (0.335) (0.300) 
SQ * ME -0.816 0.363 0.200 1.928 -2.251** -1.391* 
 (1.969) (0.925) (0.629) (1.763) (0.800) (0.673) 
SQ * VT 11.191* 0.169 0.717 2.173 -0.922 0.104 
 (5.279) (1.010) (0.739) (1.627) (0.736) (0.641) 
SQ * Experience 6.995 -0.232 0.581 -3.099* 0.295 -0.620 
 (3.640) (0.817) (0.626) (1.397) (0.626) (0.531) 
SD       
Local 3.322 1.557* 1.607** -2.572 2.253** 2.475*** 
 (1.754) (0.730) (0.502) (1.719) (0.759) (0.647) 
Organic 1.984 0.818 0.768 -1.660 2.210*** 2.391*** 
 (1.068) (0.581) (0.541) (1.068) (0.668) (0.640) 
Indirect 2.874 2.813** 2.018*** 3.490 1.795** 2.506*** 
 (1.700) (0.864) (0.598) (2.220) (0.596) (0.656) 
Blemish 0.559 1.632** 1.412* 2.918* 0.576 1.297 
 (1.290) (0.632) (0.648) (1.296) (1.107) (0.697) 
LR Chi2 14.326 24.499 28.847 22.516 22.535 44.754 
Log-likelihood -138.0592 -234.9632 -393.2511 -137.3907 -269.7136 -423.2999 
# Choices (Obs) 470 744 1214 464 816 1280 
# Respondents 78 124 202 77 136 213 
LR Test Stat 40.4574*** 32.3912*** 
 
 
Notes: Numbers in parentheses are standard errors. *, **, *** indicate statistical significance at 
the 0.10, 0.05, and 0.01 levels, respectively. Bolded LR Test Stat indicates statistic is significant 
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Table 1.A3. Mixed Logit Estimates for Choice Experiment with Cheap Talk Treatment and No 
Cheap Talk Control, by High Cost and Low Cost Levels for Cucumbers 
 
 
 Low Cost High Cost 
 No Cheap Talk Cheap Talk Pooled No Cheap Talk Cheap Talk Pooled 
 (1) (2) (3) (4) (5) (6) 
Mean       
Local 0.185 -0.016 0.031 -0.274 -0.135 -0.109 
 (0.318) (0.388) (0.224) (0.504) (0.406) (0.296) 
Organic 0.531 0.210 0.113 -0.506 -0.385 -0.341 
 (0.400) (0.277) (0.196) (0.489) (0.330) (0.238) 
Indirect -1.188** -0.283 -0.773** -1.350 -1.571** -1.241*** 
 (0.396) (0.385) (0.261) (0.796) (0.542) (0.319) 
No Blemish 0.238 0.868** 0.567** -0.523 0.206 0.046 
 (0.422) (0.292) (0.213) (0.611) (0.306) (0.231) 
Price -0.012 -0.578** -0.234 -0.273* -0.126 -0.192** 
 (0.213) (0.208) (0.131) (0.122) (0.085) (0.065) 
Status Quo (SQ) -4.359 -0.887 -2.093 -0.204 0.547 -0.162 
 (2.265) (1.877) (1.103) (2.137) (1.260) (0.952) 
SQ * Inc -0.000 -0.000 -0.000 0.000 0.000 0.000 
 (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) 
SQ * Female -0.263 1.266 0.435 -0.222 -0.942 -0.508 
 (1.074) (1.076) (0.645) (1.159) (0.788) (0.540) 
SQ * Educ 1.843* -0.788 0.408 -1.236 -0.043 -0.148 
 (0.768) (0.541) (0.333) (0.787) (0.347) (0.268) 
SQ * ME -0.552 0.431 -0.272 0.667 -0.847 -0.598 
 (1.180) (0.955) (0.653) (1.398) (0.750) (0.592) 
SQ * VT -1.043 -1.284 -0.569 2.809 -1.638 -0.128 
 (1.594) (1.280) (0.787) (1.473) (0.854) (0.586) 
SQ * Experience 0.677 -0.766 0.013 -0.344 -0.257 -0.362 
 (0.987) (0.924) (0.574) (1.021) (0.652) (0.484) 
SD       
Local -0.511 2.895*** 1.437** 2.293* 1.726 2.110** 
 (0.882) (0.850) (0.475) (0.945) (0.970) (0.731) 
Organic 0.149 -0.432 0.284 -1.636 1.553* 1.321* 
 (1.340) (0.672) (0.575) (1.220) (0.659) (0.588) 
Indirect 1.380 1.970** 1.835*** 2.716 3.404** 2.312** 
 (0.737) (0.633) (0.494) (1.486) (1.240) (0.802) 
Blemish 1.993* 0.871 1.087* -2.190 -1.234 1.274* 
 (0.928) (0.593) (0.452) (1.235) (0.745) (0.537) 
LR Chi2 8.475 34.530 30.421 17.354 36.736 44.070 
Log-likelihood -137.475 -230.7324 -386.0191 -144.4949 -252.1792 -406.8708 
# Choices (Obs) 440 762 1202 472 802 1274 
# Respondents 73 127 200 79 134 212 
LR Test Stat 35.6234*** 20.3934* 
 
 
Notes: Numbers in parentheses are standard errors. *, **, *** indicate statistical significance at 
the 0.10, 0.05, and 0.01 levels, respectively. Bolded LR Test Stat indicates statistic is significant 
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 Low Cost High Cost Pooled 
 (1) (2) (3) 
Local 0.684*** 0.462** 0.548*** 
 (0.165) (0.150) (0.107) 
Organic 0.401** 0.210 0.274** 
 (0.147) (0.134) (0.097) 
Indirect -0.694*** -0.457** -0.569*** 
 (0.160) (0.146) (0.104) 
No Blemish 0.925*** 0.711*** 0.805*** 
 (0.160) (0.150) (0.106) 
Price -0.704*** -0.332*** -0.432*** 
 (0.075) (0.036) (0.035) 
Status Quo (SQ) -3.351** -1.373 -2.101*** 
 (1.061) (0.740) (0.589) 
SQ * Inc -0.000 -0.000 -0.000 
 (0.000) (0.000) (0.000) 
SQ * Female 1.014 -0.181 0.218 
 (0.640) (0.431) (0.347) 
SQ * Educ 0.067 -0.013 0.019 
 (0.290) (0.222) (0.168) 
SQ * ME 0.547 -0.310 0.069 
 (0.596) (0.444) (0.349) 
SQ * VT 0.644 -0.037 0.266 
 (0.768) (0.471) (0.388) 
SQ * Experience 0.100 -0.611 -0.377 
 (0.576) (0.374) (0.307) 
LR Chi2 198.5778 180.497 360.9116 
Log-likelihood -369.7299 -446.6755 -832.218 
# Choices (Obs) 1186 1312  
# Respondents 198 219  
LR Test Stat 31.6252*** 
 
 
Notes: Numbers in parentheses are standard errors. *, **, *** indicate statistical significance at 
the 0.10, 0.05, and 0.01 levels, respectively. Bolded LR Test Stat indicates statistic is significant 
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 Green Bean 
 Low Cost High Cost Pooled 
 (4) (5) (6) 
Local 0.363** 0.591*** 0.471*** 
 (0.136) (0.134) (0.094) 
Organic 0.246 0.224 0.222* 
 (0.132) (0.130) (0.091) 
Indirect -0.760*** -0.401** -0.592*** 
 (0.132) (0.127) (0.090) 
No Blemish 0.068 -0.397** -0.164 
 (0.135) (0.135) (0.095) 
Price -0.267*** -0.089** -0.151*** 
 (0.078) (0.033) (0.029) 
Status Quo (SQ) -2.070* 0.829 -0.591 
 (0.876) (0.671) (0.494) 
SQ * Inc -0.000* 0.000 -0.000 
 (0.000) (0.000) (0.000) 
SQ * Female 0.821 -0.267 0.191 
 (0.506) (0.364) (0.278) 
SQ * Educ 0.185 -0.253 -0.020 
 (0.236) (0.190) (0.135) 
SQ * ME 0.303 -0.690 -0.159 
 (0.495) (0.383) (0.289) 
SQ * VT 0.729 0.044 0.437 
 (0.590) (0.399) (0.310) 
SQ * Experience 0.223 -0.664* -0.362 
 (0.476) (0.325) (0.254) 
LR Chi2 73.16799 46.84062 93.55216 
Log-likelihood -497.6108 -543.2292 -1059.851 
# Choices (Obs) 1216 1280  
# Respondents 203 213  
LR Test Stat 38.0222*** 
 
 
Notes: Numbers in parentheses are standard errors. *, **, *** indicate statistical significance at 
the 0.10, 0.05, and 0.01 levels, respectively. Bolded LR Test Stat indicates statistic is significant 

















 62  




 Low Cost High Cost Pooled 
 (7) (8) (9) 
Local 0.003 -0.043 -0.038 
 (0.125) (0.126) (0.088) 
Organic -0.005 -0.187 -0.092 
 (0.123) (0.123) (0.087) 
Indirect 0.535*** 0.827*** 0.671*** 
 (0.125) (0.125) (0.088) 
No Blemish 0.316* 0.052 0.185* 
 (0.125) (0.126) (0.089) 
Price -0.223** -0.166*** -0.190*** 
 (0.076) (0.038) (0.033) 
Status Quo (SQ) -1.345 -0.131 -0.812 
 (0.871) (0.701) (0.518) 
SQ * Inc -0.000 0.000 0.000 
 (0.000) (0.000) (0.000) 
SQ * Female 0.400 -0.411 -0.062 
 (0.534) (0.391) (0.299) 
SQ * Educ 0.226 -0.226 0.029 
 (0.260) (0.196) (0.143) 
SQ * ME -0.224 -0.621 -0.363 
 (0.531) (0.400) (0.305) 
SQ * VT -0.411 -0.174 -0.168 
 (0.678) (0.419) (0.335) 
SQ * Experience -0.401 -0.257 -0.338 
 (0.475) (0.340) (0.268) 
LR Chi2 67.70905 76.8257 136.0383 
Log-likelihood -493.3693 -526.2613 -1029.87 
# Choices (Obs) 1204 1276  
# Respondents 201 213  
LR Test Stat 20.4788 
 
 
Notes: Numbers in parentheses are standard errors. *, **, *** indicate statistical significance at 
the 0.10, 0.05, and 0.01 levels, respectively. Bolded LR Test Stat indicates statistic is significant 
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Table 1.A7. ASC Conditional Logit Estimates for Choice Experiment with High Price and Low 
Price Levels incl. CT Interactions (Tomato) 
 
 Tomato 
 Low Cost High Cost Pooled 
 (1) (2) (4) 
Local 0.690*** 0.450** 0.547*** 
 (0.166) (0.150) (0.107) 
Organic 0.411** 0.218 0.272** 
 (0.148) (0.134) (0.097) 
Indirect -0.700*** -0.458** -0.570*** 
 (0.161) (0.146) (0.104) 
No Blemish 0.921*** 0.718*** 0.807*** 
 (0.160) (0.150) (0.106) 
Price -0.602*** -0.426*** -0.470*** 
 (0.112) (0.072) (0.062) 
Price x CT -0.176 0.134 0.057 
 (0.150) (0.083) (0.075) 
Status Quo (SQ) -2.237* -1.843* -1.987** 
 (1.132) (0.809) (0.629) 
SQ x CT -1.475** 0.683 -0.164 
 (0.570) (0.442) (0.324) 
SQ x Inc -0.000 -0.000 -0.000 
 (0.000) (0.000) (0.000) 
SQ x Fem 1.166 -0.176 0.236 
 (0.665) (0.434) (0.347) 
SQ x Educ 0.008 -0.002 0.003 
 (0.305) (0.222) (0.170) 
SQ x ME 0.356 -0.293 0.063 
 (0.609) (0.445) (0.350) 
SQ x VT 0.879 0.008 0.270 
 (0.793) (0.473) (0.388) 
SQ x Experience 0.136 -0.685 -0.358 
 (0.583) (0.381) (0.308) 
LR Chi2 194.9305 179.8144 361.1175 
LL -365.745 -444.6373 -831.6648 
# Choices (Obs) 1186 1312  
# Respondents 198 219  
LR Test Stat 42.5650*** 
 
Notes: Numbers in parentheses are standard errors. *, **, *** indicate statistical significance at 
the 0.10, 0.05, and 0.01 levels, respectively. Bolded LR Test Stat indicates statistic is significant 
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Table 1.A8. ASC Conditional Logit Estimates for Choice Experiment with High Price and Low 
Price Levels incl. CT Interactions (Green Bean) 
 
 Green Bean 
 Low Cost High Cost Pooled 
 (4) (5) (6) 
Local 0.360** 0.606*** 0.472*** 
 (0.136) (0.134) (0.095) 
Organic 0.255 0.220 0.222* 
 (0.132) (0.130) (0.091) 
Indirect -0.764*** -0.407** -0.597*** 
 (0.132) (0.128) (0.091) 
No Blemish 0.072 -0.399** -0.162 
 (0.135) (0.135) (0.095) 
Price -0.253* -0.117* -0.179*** 
 (0.123) (0.052) (0.045) 
Price x CT -0.029 0.049 0.042 
 (0.154) (0.066) (0.058) 
Status Quo (SQ) -1.538 1.431 -0.201 
 (0.953) (0.752) (0.543) 
SQ x CT -0.661 -0.748 -0.521 
 (0.524) (0.462) (0.323) 
SQ x Inc -0.000* 0.000 -0.000 
 (0.000) (0.000) (0.000) 
SQ x Fem 0.860 -0.282 0.214 
 (0.509) (0.367) (0.279) 
SQ x Educ 0.146 -0.294 -0.056 
 (0.238) (0.194) (0.137) 
SQ x ME 0.215 -0.796* -0.232 
 (0.499) (0.389) (0.292) 
SQ x VT 0.803 -0.092 0.411 
 (0.598) (0.407) (0.312) 
SQ x Experience 0.258 -0.544 -0.292 
 (0.478) (0.331) (0.257) 
LR Chi2 73.52845 54.45841 99.97053 
LL -496.6688 -538.7924 -1056.216 
# Choices (Obs) 1216 1280  
# Respondents 203 213  
LR Test Stat 41.5096*** 
 
Notes: Numbers in parentheses are standard errors. *, **, *** indicate statistical significance at 
the 0.10, 0.05, and 0.01 levels, respectively. Bolded LR Test Stat indicates statistic is significant 
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Table 1.A9. ASC Conditional Logit Estimates for Choice Experiment with High Price and Low 
Price Levels incl. CT Interactions (Cucumber) 
 
 Cucumber 
 Low Cost High Cost Pooled 
 (7) (8) (9) 
Local 0.005 -0.034 -0.036 
 (0.125) (0.127) (0.088) 
Organic -0.005 -0.188 -0.092 
 (0.123) (0.124) (0.087) 
Indirect 0.534*** 0.824*** 0.670*** 
 (0.125) (0.125) (0.088) 
No Blemish 0.319* 0.051 0.185* 
 (0.125) (0.126) (0.089) 
Price -0.093 -0.196** -0.194*** 
 (0.124) (0.062) (0.053) 
Price x CT -0.208 0.049 0.006 
 (0.156) (0.077) (0.067) 
Status Quo (SQ) -1.012 0.006 -0.667 
 (0.965) (0.754) (0.564) 
SQ x CT -0.400 -0.175 -0.186 
 (0.501) (0.405) (0.300) 
SQ x Inc -0.000 0.000 0.000 
 (0.000) (0.000) (0.000) 
SQ x Fem 0.435 -0.411 -0.057 
 (0.535) (0.391) (0.299) 
SQ x Educ 0.207 -0.241 0.017 
 (0.262) (0.198) (0.145) 
SQ x ME -0.286 -0.655 -0.391 
 (0.538) (0.403) (0.308) 
SQ x VT -0.398 -0.219 -0.184 
 (0.680) (0.423) (0.337) 
SQ x Experience -0.416 -0.205 -0.314 
 (0.475) (0.347) (0.271) 
LR Chi2 69.09551 77.7419 136.3887 
LL -492.3512 -525.7249 -1029.613 
# Choices (Obs) 1188 1260  
# Respondents 198 210  
LR Test Stat 23.0738* 
 
Notes: Numbers in parentheses are standard errors. *, **, *** indicate statistical significance at 
the 0.10, 0.05, and 0.01 levels, respectively. Bolded LR Test Stat indicates statistic is significant 
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APPENDIX 1.B 
 
EXAMPLE OF SURVEY AND ONE VERSION OF CHOICE EXPERIMENT17 
 
Please use the following definitions for this survey:     
Organic: The product meets the USDA federal requirements and is Certified 
Organic. Organic farming must demonstrate the protection of natural resources, conservation 
of biodiversity, and use of only approved substances (including pesticides).    
Conventional: The product is produced with farming methods that use chemical fertilizers 
and pesticides. 
 
Section 1. Respondent Perceptions and Current Purchasing Behavior 
 
1. How often does your household purchase fresh produce from a grocery store? 
a. Never 
b. Once a month of less 
c. 2-3 times a month 
d. Weekly 










3. On a scale from 1-10, with 10 best the most, how knowledgeable do you think you are 














17 The choice experiment used in this work had a total of 4 versions, and one version of the 
choice experiment is displayed in this appendix. For the full set of attribute levels, reference 
Table 1.1.  
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4. Please indicate below how you would compare fresh produce (fruits and vegetables) that 
is organically grown to fresh produce that is conventionally grown for the following 
characteristics (For example, you find the freshness of organic food is what compared to 
conventionally grown foods): 
 
 








Freshness       
Quality 
(taste) 
      
Nutritional 
Value 
      
Food safety       
Availability       















      
 
 





6. How often do you purchase organic fresh produce in the past 12 months? 
a. Once a month or less 
b. 2-3 times a month 
c. Weekly 
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7. What are your reasons for purchasing organically grown produce? (Check all that apply) 
a. Healthy eating 
b. Quality of the produce 
c. Support local farms 
d. Knowing the farmers 
e. Sense of community 
f. Food safety concerns 
g. Environmental quality concerns 
h. Other _____________ 
 
 
8. What is the biggest reason that you have not tried organically grown fresh fruits and 
vegetables? 
a. Price 
b. Farm stand/Farmers Markets hours of operation 
c. Variety/Choice of fresh produce 
d. Do not know about farms/farmers markets in my area 
e. Other _____________ 
 
 
9. On a scale from 1-10, with 10 best the most, how knowledgeable do you think you are 
about locally grown fresh produce?   
 
 
10. For fresh fruits and vegetables, indicate if you consider the following production 
locations to be “local”, “regional” (but not local), or “Neither”: 
 
 Local Regional Neither 
Grown within a 50 
mile radius of my 
home 
   
Grown within a 100 
mile radius of my 
home 
   
Grown within a 300 
mile radius of my 
home 
   
Grown within a 500 
mile radius of my 
home 
   
Grown in my county    
Grown in my state    
Grown in the United 
States 
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11. Please click on the level of agreement for EACH of the following statements about 














local produce.   






a sense of 
community.   





local economy.   
      
Locally grown 
fresh produce is 
safer (less risk 
of food allergy 
and pesticide 
exposure).   
















 70  
12. Please indicate below how you would compare fresh produce (fruits and vegetables) that 












Freshness       
Quality 
(taste) 
      
Nutritional 
Value 
      
Food safety       
Availability       
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Is organically 
grown? 
     
Is grown in this 
country? 
     
Is grown with 
pesticides? 
     
Supports the 
local economy? 




     
 
 
14. Do you purchase locally grown foods during the winter months from supermarkets, 










16. Over the past 12 months, how often have you purchased local fresh foods in your 
household? 
a. Once a month or less 
b. 2-3 times a month 
c. Weekly 
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17. In the past 12 months, about what percentage of the local food came from the following 
vendors over the last 12 months: 
a. Supermarket (e.g. Market Basket, Shaws): _____ 
b. Supercenter (e.g. Wal-Mart, Target): _____ 
c. Health/Natural Supermarket (e.g. Whole Foods, Fresh Market): _____ 
d. Farmers Markets: _____ 
e. Direct from producers (e.g. Farm Stand, Community Supported Agriculture 
(CSA)): _____ 
f. Corner/Convenience Store: _____ 
g. Home or Community Garden: _____ 
h. Neighbor’s garden: _____ 
 
 
18. In the past 12 months, what were your reasons for purchasing local produce? (Please 
check all the apply) 
a. Healthy eating 
b. Quality of the produce 
c. Support local farms 
d. Knowing the farmers 
e. Sense of community 
f. Food safety concerns 
g. Environmental quality concerns 
h. Other _____________ 
 
 
19. What is the main reason that you have not tried locally grown fresh fruits and 
vegetables? 
a. Price 
b. Farm Stand/Farmers Markets hours of operation 
c. Variety/Choice of fresh produce 
d. Do not know about farms/farmers markets in my area 
e. Other _____________ 
 
 





d. Snap peas 
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21. If there is produce not listed in Question 14 that you would prefer to purchase locally, 
please list it here: _____________ 
 
 
22. Which of the following would most likely increase your likelihood of trying a new fruit 
or vegetable when buying from a local source? (Check all that apply) 
a. Recipe cards 
b. Taste test stations 
c. Mixed bags or bundles of produce 
d. Discounted specials 
e. Other ___________ 
 
 
23. What are the best ways to supply you with information about local vendors? (Check all 
that apply) 
a. Newspapaer ads 
b. Social media 
c. Email newsletter 
d. Road signs 
e. Town websites 
f. Local event calendars 
g. Word of mouth 
h. Other _____________ 
 
 
24. Approximately what percentage of your total weekly grocery food budget is spent on all 
fresh produce? _____________ 
 
 
25. Of your dollars spent on fresh produce, about what percentage of that is spent on: 
a. Local produce: ______________ 
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Section B. Choice Experiment Valuation 
 
Instructions: In this section of the survey you will be shown a set of scenarios, each of which will 
ask you to compare and choose between 2 different bundles of fresh produce 
characteristics.  Each bundle is comprised of a unique set of product characteristics that come 
together as a package. Please choose your preferred bundle.  If you prefer neither bundle, select 
neither; and provide an explanation why.  Please consider “Locally grown” to mean that the 
product was grown within 50 miles from where it is purchased.     
 
 [Cheap Talk] Experience from previous similar surveys is that in uncertain and hypothetical 
situations, people often base their responses to questions on easily accessible information. That 
is, people often anchor their preferences for something based on the first piece of information 
they see, even though this information might be contrary to their actions in a similar, non-
hypothetical situation. Throughout the following section, keep in mind that the price presented 
for each bundle does not necessarily reflect the actual value you might see in a marketplace. And 
more importantly, do not consider the proposed bundle prices as the “true” value of the bundle, 
particularly as they relate to your preferences for the vegetables.      
 




26. If and/or when purchasing fresh tomatoes, you would generally: 
 
 Yes No 
Buy locally grown   
Buy organically grown   
Avoid blemishes   
Buy directly from the farmer   
 
 
27. If and/or when purchasing fresh tomatoes, you would generally pay:  
a. $0.01 - $1.00 / lb. 
b. $1.01 - $2.00 / lb   
c. $2.01 - $3.00 / lb    
d. $3.01 - $4.00 / lb   
e. $4.01 - $5.00 / lb  
f. More than $5.00 / lb   
g. I Do Not Buy Tomatoes   
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28. Please chose the bundle you would most prefer if purchasing fresh tomatoes: 
 
Bundle A Bundle B 
Non-Locally grown Locally grown 
Certified Organically grown Conventionally grown 
Purchased directly from the 
farmer (e.g. farmers market) 
Purchased directly from the farmer 
(e.g. farmers market) 
Some blemishes or other 
irregularities 




a. Bundle A  
b. Bundle B  
c. Neither (prefer to stay with your current practice)  
 
29. Please chose the bundle you would most prefer if purchasing fresh tomatoes: 
 
Bundle C Bundle D 
Locally grown Non-Locally grown 
Certified organically grown Certified Organically grown 
Purchased indirectly from the 
farmer (e.g. grocery store) 
Purchased indirectly from the 
farmer (e.g. grocery store) 
Some blemishes or other 
irregularities 




a. Bundle C  
b. Bundle D 
c. Neither (prefer to stay with your current practice)  
 
30. If you chose he neither option above, what are the reasons? (Chose all the apply) 
a. I do not believe locally grown produce is genuine. It is hard to certify 
b. I’m satisfied with non-locally grown produce 
c. It is less productive to grow everything locally 
d. Growing produce locally has unpredictable impacts on the environment 
e. There is less variety if produce is grown locally 
f. The comparison is too complex 
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Section C. Respondent Demographics 
 
31. In what year were you born (in YYYY format)? __________ 
 
32. What is the highest level of education you have completed? 
 
a. Did not graduate high school 
b. High school graduate/GED 
c. Some college education 
d. 4-year college degree 
e. Graduate degree 
 
33. Including yourself, how many individuals live in your household? ___________ 
 
34. How many people living in your household are under 18? ___________ 
 
35. What is your zip code? ___________ 
 
36. Which of the following best describes your current employment situation? 
a. Employed full time    
b. Employed part time   
c. Self-employed    
d. Unemployed   
e. Retired   
f. Student   
g. Home care    
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37. What was the total income of your household (before taxes) last year? 
a. Less than $15,000    
b. $15,000 - $29,999    
c. $30,000 - $44,999    
d. $45,000 - $59,999    
e. $60,000 - $74,999    
f. $75,000 - $89,999    
g. $90,000 - $104,999    
h. $105,000 and over    
 
38. Are you aware of the SNAP program? 
a. Yes   
b. No   
 
39. Are you a participant in the SNAP program?  
a. Yes    
b. No   
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CHAPTER 2: 
 
THE EFFECTS OF EXPERIENCE ON ATTRIBUTE NON-ATTENDANCE: 
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2.1 Introduction 
 
Models of choice behavior based on attribute variations are widely used in applied 
economics. One of the important assumptions of these models is that decision-makers consider all 
of the attributes at least to some degree when they make their choices. However, this assumption 
is not always realistic and the issue of attribute non-attendance (ANA) arises if these individuals 
do not attend to all of the attributes presented in a choice exercise. Within the choice experiment 
framework, this behavior is troubling as estimation of these models requires substitution between 
every attribute presented in the choice exercise (Scarpa, et al. 2009). A number of CE studies have 
acknowledged that ANA behavior matters in applied choice analysis and have documented that 
ignoring ANA behavior leads to bias in welfare measures. In particular, Rose, et al. (2005) and 
Hensher, et al. (2005) show that ignoring ANA will bias welfare measures derived from stated 
preference studies. Given the potential significance of the issue, it is important to understand 
whether this behavior represents a stable preference structure, or if respondent’s behavior changes 
as market experience changes.  
To date, the choice modeling literature proposes two different methods to identify ANA 
behavior: stated and inferred. Stated ANA refers to methods accounting for ANA by gathering 
information directly from respondents about whether or not they ignored an attribute when making 
a decision (Hensher, et al., 2005; Hensher, 2006; Carlsson, Kataria, and Lampi, 2010; Hensher and 
Rose, 2009; Scarpa, et al., 2009) Here, the researcher will have self-reported information of which 
attributes were considered and ignored by the respondents. On the other hand, the inferred ANA 
approach refers to methods that account for ANA through the estimation of analytical models 
(Scarpa, et al., 2009; Caputo et al., 2013; Hensher and Greene, 2010; Campbell, et al., 2011; 
Hensher, et al., 2012). This study focuses on the first of these two methods.  
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While this study follows the established line of methods to investigate measures of inferred 
ANA in random utility models, this paper focuses on one particular factor, previous market 
experience, in explaining inferred non-attendance across respondents. In particular, this study 
emphasizes how previous purchasing experience explains bias often associated with attribute non-
attendance in the choice experiment framework. In the empirical model and application, this study 
uncovers the presence of ANA in a choice experiment using data from an economic valuation 
study on local and organic tomatoes in Northern New England and attempts to explain that ANA 
through.  
Results show that the inferred ANA method of Hess and Hensher (2010) uncovers non-
attendance in both the local and organic attribute in this choice experiment for tomatoes. In 
particular, we find that inferred measures of ANA fall when estimating separately by those 
respondents with and without previous market experience. With respect to welfare estimates, we 
find that after controlling for previous purchasing experience, WTP estimates increase from $0.91 
to $1.12 per pound on the local attribute and increase from $0.98 per pound to $1.18 per pound on 
the organic attribute. To attempt to corroborate these findings, we also use a latent class analysis 
to uncover groups of respondents within the data. This analysis uncovered two groups of 
respondents who vary in their underlying preference structure, one of which exhibited zero 
preference for the local and organic attributes, mimicking the behavior of those respondents who 
are thought to be “not-attending”, while the other exhibits strong preferences for each of these 
attributes. Given this finding, there was no statistical difference between the two groups in terms 
of previous market experience for either attribute. Overall, this analysis contributes to the literature 
explaining ANA in the choice experiment framework and provides methodological 
recommendations for the design of choice experiments. 
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  The paper proceeds as follows: Section 2 describes attribute non-attendance and the effects 
of experience on decision-making. Section 3 describes the econometric methods used in the 
analysis. Section 4 discusses the study context of a choice experiment for tomatoes in Northern 
New England. Section 5 presents the results. And Section 6 concludes. 
 
2.2 Attribute Non-Attendance and Market Experience 
 
A standard assumption made when analyzing stated preference survey data is that of 
continuous preferences, or unlimited substitutability between attributes among decision-makers 
(Scarpa, et al. 2009). Here, these individuals consider all attributes and make trade-offs among 
them in the choice process. Recent research suggests that respondents often employ simplified 
heuristics (e.g. threshold rules, attribute aggregation, attribute non-attendance) when making 
choices (Swait, 2001; Caparros, Oveido, and Campos, 2008; Greene and Hensher, 2008; Hensher, 
2006; Pucket and Hensher, 2008). Thus, there is reason to believe that at least some decision-
makers consider only a subset of attributes when making choices, a situation called attribute non-
attendance (ANA) (Hensher, et al., 2005), and such discontinuous preferences violate the 
continuity axiom assumed in welfare analysis (Gowdy and Mayumi, 2001; McIntosh and Ryan, 
2002; Rosenberger, et al., 2003). ANA has been shown to affect model performance significantly 
and ignoring ANA in the random utility framework will bias model results and subsequent welfare 
estimates (Campbell, et al., 2008; Alemu, et al., 2013).  
A number of explanations for ANA have been developed and generally fall into two broad 
categories: (1) preference heterogeneity, in which some individuals have zero marginal utility for 
some of the attributes (Balcombe, et al., 2011) and (2) strategic behavior, where individuals are 
thought to ignore certain attributes to make the choice task less cognitively demanding (Hensher, 
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2006; Alemu, et al., 2013; Hensher, et al., 2012). This study will focus on the first explanation, 
that of preference heterogeneity. 
To describe preference heterogeneity across individual decision-makers, Gilbride, et al. 
(2006) suggests one of three possibilities for its existence: variation in motivation, experience, 
and/or perception. With respect to experience, the authors reference the McFadden/Ben-Akiva 
(Ben-Akiva, et al., 2002) model of choice and suggest that  
“…very early in the process, non-conscious biases restrict and limit the cognitive reasoning 
process pursued by the actor. These biases are the result of previous emotional experiences 
in similar decision problems and may highlight certain options and eliminate others from 
consideration at a subconscious level.” (Gilbride, 2006; p. 22)  
 
Within the choice experiment setting respondents are asked to choose between a pair of 
hypothetical goods. Following Gilbride (2006), we can expect that varying levels of experience 
between and within respondents will affect choices in this hypothetical market setting and this 
effect on choices could be interpreted as a form of ANA. 
Variations in previous market experience has become more and more documented as a 
factor that affects decision-making and subsequent welfare estimates in stated preference valuation 
studies. For example, in one of the first studies incorporating market experience in a stated 
preference study, Hanley, et al. (2002) show that previous market experience is associated with 
less difficulty in responding to stated preference willingness-to-pay questions. Further, Hanemann 
(1999) showed that valuation studies of market goods, in which purchasing experience is more 
easily accessible, are less susceptible to hypothetical bias compared to studies of non-market 
goods. A number of experimental studies have also uncovered a similar pattern of results. For 
example, List (2003) showed that previous market experience has an impact on so-called 
“behavioral anomalies”, such as the endowment effect, where respondents with higher levels of 
experience are less susceptible to these deviations from rational decision-making. Further, List 
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(2011) shows that market experience has a mitigating effect in the disparity between willingness-
to-pay and willingness-to-accept, in that the gap between the two measures shrinks as consumers 
gain experience with the good.  Finally, market experience is shown to have an effect in 
hypothetical markets. For example, in the related choice experiment literature, Cherry, et al. 
(2003), Carlsson, et al. (2012), and Day, et al. (2012) show that market experience (as measured 
by the number of completed choices in the CE) is found to increase the consistency of preferences 
across respondents.  
There are currently two major techniques to account for ANA in stated preference studies: 
stated ANA and inferred ANA. Stated ANA studies typically gather information from respondents 
about their own ANA behavior within the context of choices in the survey. Researchers then use 
this information as an explanatory piece of information in later model specifications. On the other 
hand, inferred ANA studies uncover patterns of ANA analytically, usually by specifying mixed 
logit or latent class models to identify different ANA patterns among different classes of 
respondents.   
 
2.2.1 Stated ANA Techniques 
 
 Studies which attempt to account for ANA using the stated ANA technique typically ask 
respondents about what attributes they ignored (i.e. non-attended) when making a given choice 
among bundle alternatives (Campbell, et al., 2008; Rose, et al., 2005; Hensher, et al., 2005) or how 
frequently respondents ignore or attend to each attribute (Scarpa, et al., 2012; Colombo, et al., 
2013). After getting answers to these ANA related questions, researchers usually account for the 
ANA using one of two methods. First, given that the attribute is not accounted for in the 
respondent’s choice process, Hensher, et al. (2005) suggested it should be excluded from the utility 
 84  
function. To do this, researchers simply can constrain the coefficients of the ignored attributes to 
zero (Hensher, et al., 2005; Campbell, et al., 2008; Colombo, et al., 2013), assuming zero marginal 
utility for that attribute.  
This first technique outlined above is rather restrictive, in that it constrains any preference 
for a given attribute to zero, though the degree of preference could simply be heterogeneous 
throughout the population. Given this, a second approach has been developed which estimates 
separate sets of coefficients for the attended and non-attended attributes (Campbell and Lorimer, 
2009; Carlsson, et al., 2010; Alemu, et al., 2013; Scarpa, et al., 2012). By estimating separate sets 
of coefficients for the attended and non-attended attributes, Carlsson, et al. (2010) and Alemu, et 
al. (2013) show that at least some of the coefficients for the reportedly ignored attributes are 
significantly different from zero, suggesting that the assumption of zero marginal utility for non-
attended is incorrect. Because of this, the coefficients of the ignored attributes cannot simply be 
constrained to zero.  
The survey used to collect the data for this analysis did not explicitly ask respondents about 
their ANA behavior. So, to generate ANA measures akin to this stated approach we instead use 
stated measures of previous market experience (i.e. recent purchasing experience) as proxies for 
these questions. Here, we hypothesize that previous market experience will affect the information 
set of the respondents and thus will affect their ANA behavior. In particular, those with previous 
purchasing experience for a particular attribute of a given good are thought of as having positive 
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2.2.2 Inferred ANA Techniques 
 
A second technique used by researchers to analyze non-attendance is that of inference 
through statistical measures derived from the mixed logit class of models, which allows for 
individual heterogeneity among product attributes. The mostly widely used inferred ANA 
technique is based on the work of Hess and Hensher (2010) who propose that in the mixed logit 
class of models, the coefficient of variation, calculated as the ratio of the standard deviation of the 
parameter distribution and the individual taste parameter estimate, can be used as a threshold to 
decide if a respondent attends to an attribute. Once the coefficient of variation is calculated for 
each respondent, they are then allocated in a category of attending or not attending, and the analysis 
can proceed by accounting for non-attendance, as described above. Typically, a coefficient of 
variation greater than 2 has been used to categorize respondents as those who attended to the 
attribute (CV < 2) or those who didn’t (CV > 2).  
A second inferred ANA technique, developed by Scarpa, et al. (2012) involves a 
comparison of the means of coefficients between two mixed logit models. These two models are 
estimated according to the stated attendance/nonattendance of respondents and differences in 
coefficients between the two groups are tested using a one-sided z test as both means are assumed 
asymptotic normal in estimation. Here, Scarpa, et al. (2012) argue that the absolute value of the 
mean for the nonattendance group should be significantly smaller than the attendance group.  
This study focuses on the effects of previous purchasing experience on ANA. In particular, this 
study will measure the sensitivity to previous purchasing experience of (1) inferred measures of 
ANA via Hess and Hensher (2010) and (2) welfare estimates (i.e. willingness-to-pay).   
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2.3 Econometric Methods 
2.3.1. Mixed Logit and Coefficient of Variation 
   Discrete choice models, based on the Random Utility Maximization (RUM) framework 
of McFadden (1973) are often used to analyze data from a choice experiment. Within this 
framework, the utility function of a decision-maker consists of two components: a deterministic 
component and a random component,  
?Z/ = ÖZ/ + ÜZ/.                (1)  
The deterministic component of Eq. (1) above, ÖZ/, is usually assumed to be a linear function of 
choice attributes and individual characteristics. A rational decision-maker is thought to choose the 
alternative that provides the highest level of utility. Here, the probability that the decision-maker 
n chooses alternative i, is DZ/ = Pr	(ÖZ/ + ÜZ/ > ÖZ% + ÜZ%)	"	J	¹	á.                        (2) 
For this analysis, the mixed logit modeling approach is required to generate measures of 
the coefficient of variation. (Hess and Hensher, 2010) Within this approach, we assume " to be 
randomly distributed with density h("/|i) where i represents the true parameters of the 
distribution, and the unconditional probability of decision-maker i choosing alternative j is the 
conditional probability of (2) integrated over the distribution of ", or  
D/%∗ = ∫ MNO	(9	4lQ45)∑ MNO(9	4lQ45)S5TU 	h("/|i)	m"/		.       (3) 
Since the integral in (3) cannot be evaluated analytically, the probability is approximated through 
simulation, where the simulated log likelihood is given by nVV(i) = 	∑ ln	[Yp ∑ D/%∗ ("q)pq[YrZ[Y ],       (4) 
where R is the number of replications and "q is the r-th draw from h("/|i).  
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Welfare estimates (i.e. marginal willingness-to-pay) in this context are then calculated as 
the ratio of the estimated coefficient on a given attribute to the estimated coefficient on the price 
attribute. As the mixed logit framework requires the integration of "/ to calculate conditional 
choice probabilities, WTP measures are estimated by simulation.18 Here, simulated WTP 
distributions are obtained by dividing draws from the distributions of non-monetary coefficients 
by the constant price coefficient. 
 To generate measures of inferred non-attendance by respondent, Hess and Hensher (2010) 
use the mixed-logit class of models which allows for the calculation of individual-level preference 
coefficients assuming randomly distributed parameters. Here we follow the same approach, 
estimating a set of mixed-logit models. The first, representing the “baseline”, assumes respondents 
consider all attributes when making the choice. The next models estimate separately the 
preferences for those consumers that do and do not have experience purchasing local or organically 
grown tomatoes. The final model includes interactions between previous purchasing experience of 
a given attribute and the attribute itself. A dummy variable is used to indicate previous market 
experience. An individual is considered to have purchasing experience if they answered “Yes” to 
the following question: “Have you purchased any organically (locally) grown fresh produce in the 
past 12 months?”. Here, by estimating separate groups of attribute coefficients, we can test whether 
those who said they haven’t purchased the given attribute in the past 12 months, have a lower 
marginal utility than those who do. Here, we would expect the coefficient on the interaction 
between the attribute and previous experience to be positive, suggesting a higher marginal utility 
for individuals with previous purchasing experience. 
 
18 The willingness-to-pay results as discussed above are summarized in Table 2.6  are based on 
simulations of 1,000 draws.  
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Next, we follow the work of Hess and Hensher (2010) who use a mixed logit model to infer 
ANA patterns of respondents and compare these measures across the set of models from above. 
Following this approach, we compute the coefficient of variation (CV) derived from the individual 
estimates of the two mixed logit models. Here, CV for a particular attribute, k, is equal to the ratio 
between the standard deviation of the distribution of preferences for that attribute and the 
individual taste parameter, or 
 àÖ' = â6946 .                     (5) 
 
This measure of the coefficient of variation can be considered a measure of ANA as if a respondent 
ignores an attribute, then the respondent’s taste variable should be relatively small compared to 
other individuals, which would also be suggestive of a higher standard deviation. Hess and 
Hensher (2010) use CV values for a given attribute greater than 2 as a threshold for identifying 
ANA. If previous purchasing experience can explain preference heterogeneity across respondents, 
we hypothesize that the inferred ANA measures as derived above will be smaller after controlling 
for purchasing experience.  
 
2.3.2 Latent Class 
 An alternative approach to understand the effects of market experience on attribute non-
attendance is use of the latent class modeling approach. Similar to the mixed logit class of models, 
latent class models allow for preference heterogeneity by assuming the population of respondents 
are divided into a set number of groups of individuals (i.e. classes) according to their preferences, 
which are assumed to vary across classes, though not within. As class membership is a latent 
variable, this set of models assumes that individuals belong to a certain group up to a probability. 
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Here, the probability of choosing one alternative follows from Eq. (3) above, where individual n 
belongs to class q, and can be written as DZ/ = MNO	(äPã49å)∑ MNO	(äPã49å)ç4TU  .              (6) 
The probability that an individual n belongs to class q is expressed as :Zé = MNO	(èå)∑ MNO	(èå)êåTU 	 , ë = 1,… , w,                        (7) 
and these class probabilities are used to group respondents into a set of latent classes, which vary 
by their underlying preference structure.   
 
2.4 Empirical Application 
 
 To investigate attribute non-attendance in the choice experiment framework, a choice 
experiment eliciting preferences for tomatoes was conducted in Northern New England (Maine, 
New Hampshire, and Vermont). The choice experiment varied four binary produce attributes and 
four non-binary price levels, generating unique hypothetical tomato “bundles”. The four binary 
attributes and price levels are summarized in Table 2.1. Specifically, the survey investigates 
regional consumer preferences for tomatoes, and the consumers’ willingness to pay for the 
following attributes: locally grown, organically grown, blemished or irregular, and if the produce 
was purchased directly from producer.  
The consumer is prompted to compare two hypothetical tomatoes (the choice set) and 
choose the most preferred bundle. Each bundle has different attribute “levels” which vary in order 
to identify differences in consumer preferences for each of the attributes investigated. 
Additionally, the good’s own-price is an attribute, from which willingness to pay estimates can be 
derived. An example of one produce “bundle” comparison is illustrated in Table 2.2. The 
difference between choosing one choice alternative over its binary counterpart can be examined 
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as the opportunity cost or the marginal rate of substitution between options, resulting in a 
willingness to pay estimate.   
The local and organic attributes were clearly defined for the participant prior to the start of 
the choice set section of the survey. The local attribute is defined as produce grown within 50 miles 
from where it is purchased, informed by Pyburn et al. (2016). Organically grown is defined as the 
product meets the USDA federal requirements and is Certified Organic. The blemish attribute 
serves as a proxy for produce quality and the direct from farmer attribute captures the value of the 
social elements of direct marketing. The price levels for each of the produce items were gathered 
from a variety of different supermarkets, supercenters, health stores, and farmers markets over the 
summer months of 2016, ensuring all prices presented in the survey represent realistic price ranges 
at the time of the survey deployment. When faced with a particular choice set, the consumer can 
either choose Bundle A, Bundle B, or neither, which is an “opt-out” choice. Using an “opt-out” 
choice is common for this type of experiment, used to mimic the conditions in a marketplace and 
decrease protest bidding (Ferrini and Scarpa 2007).  
 The survey was mailed to a random sample of 6,000 residents of Maine, Vermont, and 
New Hampshire following the Dillman Tailored Design Method (2014) in August of 2016. 647 
surveys were returned, either by standard mail or electronic mail, and were filled to an acceptable 
level of completion, resulting in a 12% response rate. A 12% response rate is consistent with a 
study published by Pew Research institute which found that the average telephone survey response 




 91  
2.5 Results 
 
The results to both the coefficient of variation and latent class approaches are detailed 
sequentially in Sections 2.5.1 and 2.5.2, respectively.  
 
2.5.1. Inferring Attribute Non-Attendance via the Coefficient of Variation (CV) Approach 
Table 2.4 presents the results from a set of mixed logit models that are used to infer ANA 
patterns via the CV method. Column (1) represents the results from the full sample, in which the 
choices of individuals are explained by the full set of attributes, and is considered the “Baseline” 
set of estimates to be compared against more restrictive specifications. Columns (2) and (3) 
represent a set of models in which the sample was parsed according to respondents who did and 
did not have previous market experience purchasing either local or organic tomatoes. Finally, 
Column (4) includes interactions between the local and organic attribute and measures of previous 
market experience to control for preference differences in those with previous experience.  All of 
these models include an alternative-specific constant (i.e. the Status Quo) to control for status-quo 
bias in the decision-making process of respondents, as well as a set of demographic characteristics, 
including age, gender, level of education, and income. 
With respect to the “Baseline” estimates, we find that the local and organic attributes are 
positive and significant at the 1% level, meaning consumers in this sample have a significant 
preference for locally and organically grown tomatoes.  The price coefficient is also well-behaved, 
in that is negative and significant, suggesting that as the price of tomatoes increase, the less likely 
that bundle will be chosen. Finally, the status quo alternative is negative and significant, suggesting 
the presence of some level of status quo bias.  
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Parsing the sample and running this same model by previous purchasing experience, we 
find heterogenous preferences by group. Specifically, those models that are run for respondents 
with previous experience mimic most closely the results of the baseline model, in that there are 
positive and significant preferences for the local and organic attributes, well-behaved prices, and 
a status-quo effect. Once estimating these models for respondents with no previous experience 
purchasing local nor organic produce, we find these results largely change in that preferences for 
the local and organic attribute turn negative and insignificant, representing a statistically 
significant change between the two groups. It is worth noting that because the sample is rather 
homogenous in terms of previous experience purchasing either the local or organic attribute, the 
explanatory power of the models being used also declines as the sample size in the Column (2) is 
reduced to 94 consumers making a total of 282 total choice occasions.  
Turning to the model estimates controlling for previous purchasing experience, we find 
that the coefficients on the local and organic attribute lose all statistical significance, and even in 
the case of the organic attribute reverse sign. There is no appreciable change to the indirect, no 
blemish, or status quo alternatives as a result of these interactions. Of particular interest are the 
coefficients on the interactions between the local and organic attribute with the previous 
purchasing experience dummy. The coefficient on the interactions between the local attribute and 
previous market experience is positive and significant, suggesting that respondents who purchased 
local tomatoes in the past 12 months have stronger preferences than those who did not purchase in 
the last 12 months. Further, the coefficient on the interaction with the organic attribute is positive 
and significant, suggesting that those who did purchase organic tomatoes in the past 12 months 
tend to have a higher preference for organic tomatoes than those who did not. 
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Of interest for the study at hand, Table 2.5 presents a set of summary statistics for the 
inferred ANA measures between the baseline and mixed logit models controlling for previous 
purchasing experience. With respect to the baseline model (Column 1), we find the mean 
coefficient of variation (CV) estimates of 0.12 and 1.73 on the local and organic attributes, 
respectively. This would suggest that there is greater dispersion in the preferences for the organic 
attribute throughout the sample. Calculating individual-level CVs and using a cutoff of CV >2 as 
a proxy measure of ANA, we find that no respondents are considered having ignored the local 
attribute and 11.39% of respondents ignored the organic attribute. Calculating these same 
measures for the models which split the sample by previous purchasing experience tells a slightly 
different story across attributes. For those that haven’t purchased either local or organic tomatoes 
in the past 12 months (Column 2), the mean CV measure is 1.41, which translates to about 5.24% 
of respondents considered having ignored this attribute during the choice process. On the other 
hand, the mean CV measure for those that have experience purchasing local is 0.47, translating to 
0.0% of the sample having ignored the local attribute.19  
In terms of the organic attribute, splitting the sample by those respondents with and without 
previous experience in the organic attribute tells a similar story, in that about 27.12% of 
respondents without recent market experience are considered having ignored the organic attribute, 
whereas that same measures is reduced to 12.66% of respondents with recent experience. The final 
column in Table 2.5 presents these same measures after controlling for market experience via 
 
19 As the choice of the coefficient of variation critical value is somewhat arbitrary, a sensitivity 
analysis has been included in appendix Table 2.A1. Here, we inferred ANA percentages for CV 
critical values of 1.9, 2,0, and 2.1 and show that stricter critical values (i.e. CV>1.9) generates 
higher rates of ANA behavior, and vice versa. Though there is some sensitivity of inferred ANA 
measures to the choice of critical value, qualitatively the results are similar to the CV>2.0 
standard used in the literature and proceed with the analysis using such. 
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interactions with the corresponding attribute. Once controlling for experience in the mixed logit 
model, we find the mean CV measures on the local and organic attributes change to 0.54 and 1.04, 
respectively. In terms of the percent of respondents not-attending to these attributes, we find that 
after controlling for experience, no respondents are having considered ignored the local attribute, 
while 15.55% of respondents ignore the organic attribute, very similar to those models which split 
the sample by experience in the organic attribute. This evidence would suggest that market 
experience eliminates the issue of attribute non-attendance for some attributes in this choice 
experiment, but not all.  
Willingness-to-pay estimates for the same set of models presented in Table 2.5 can be 
found in Table 2.6. Using the “Baseline” estimates as described above and focusing on the local 
and organic attributes only, we find that individuals are willing-to-pay a premium of $0.91 and 
$0.98 per pound, for local and organic tomatoes, respectively. Turning to the models which split 
the sample by previous experience, we find significant differences in willingness-to-pay estimates 
between the groups of consumers. For those with previous experience in the local attribute, we 
find that consumers are willing-to-pay a premium of $1.15 per pound for tomatoes that are locally 
grown, but for those without previous experience, this price premium doesn’t exist. A similar result 
holds for those models which estimate preferences across those with and without experience in the 
organic attribute. Here, those with previous experience are willing-to-pay $1.16 price premium per 
pound for organically grown tomatoes, whereas those without experience in this market are not 
willing-to-pay a premium. Finally, the welfare estimates after controlling for local and organic 
market experience via interactions are found in Column (4). Here, consumers are shown to be 
willing-to-pay a price premium of $1.12 per pound of tomatoes that are locally grown and $1.18 
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per pound of tomatoes that are organically grown. After controlling for experience, these welfare 
estimates increased in magnitude by about 23.1% and 20.4%, respectively. 
 
2.5.2 Exploring Preferences via Latent Class Analysis 
 To support the findings from above, we explore the results from the latent class approach 
as described in Section 2.3.2. Scarpa, et al. (2009) and Hensher and Greene (2010) were the first 
to use this approach, in which they estimated a series of two-class latent class models where 
respondents are either assumed to have considered all attributes (Class 1) or to have ignored one 
attribute (Class 2). From here, the estimated parameters across the classes are constrained to be 
equal to each other. This equality-constrained specification allows the estimation of a model where 
preferences across individuals can only differ in the information processing rules they use in the 
decision-making process. Here, we take a slightly different approach by estimating a set 6 latent 
class models, each varying by the number of classes, with models from 2 to 7 classes being 
estimated. The models estimated include only the attributes only as defined by the choice 
experiment, mimicking the variables used in the CV approach detailed above.  To determine which 
model fits the data best, Table 2.7 displays a set of decision criteria, including log-likelihood, AIC, 
Corrected-AIC, and BIC to determine which number of classes to estimate preferences and welfare 
measures. The model with 2 latent classes minimizes the AIC, Corrected-AIC, and BIC statistics, 
suggesting that respondents sort into two distinct classes in terms of their underlying choice 
patterns. Thus, the procedure below estimates a model of 2 latent classes.  
 Table 2.8 displays the set of preferences and welfare estimates for the 2 class model. A 
total of 180 respondents are identified in Class 1 and 467 respondents identified in Class 2, for a 
total of 540 and 1401 choice observations, respectively. In terms of preference estimates for Class 
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1, all attributes are statistically insignificant, including the price variable. This would suggest that 
these respondents have no preference for these attributes in their purchasing of tomatoes, or have 
selected to ignore these attributes, consistent with patterns of attribute non-attendance. On the other 
hand, estimates for Class 2 uncover strong, positive preferences for both the local and organic 
attribute, and also a well-behaved coefficient on price, while still no preference for the “Indirect” 
and “No Blemish” attributes. Translating this into welfare estimates, respondents from Class 1 are 
willing-to-pay no premium for tomatoes that are grown locally or organically, while respondents 
from Class 2 are willing-to-pay a premium of $1.24 and $1.51 per pound, respectively.  
 The latent class approach allows the data to tell us something about the underlying structure 
of preferences of different groups of individuals. The above approach suggests that there are two 
separate classes of respondents, with varying preferences between the two classes. To provide 
further evidence that patterns of attribute non-attendance are described by previous market 
experience, where ANA behavior decreases with experience, we would expect that Class 1 (no 
preferences for local and organic) would be comprised of respondents with little market experience 
and Class 2 (strong, positive preferences for local and organic) with respondents of greater market 
experience. That is, we expect a higher percentage of respondents who have purchased local or 
organic in the past twelve months. The bottom rows of Table 2.8 provide show the percentage of 
individuals in both classes who have recent market experience in purchasing local or organic 
tomatoes. In Class 1, 77.2% of respondents have recent previous market experience, whereas 
83.9% of respondents in Class 2 have the same experience. Contrary to our hypotheses, this 
represents no significant difference in the percentages of those with local and organic experience 
across the two classes. These summary measures are backed up by the parameter estimates on the 
membership variables included in the analysis. Specifically, the parameter estimates on age, 
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income, gender, and previous experience are all insignificant. Therefore, according to this analysis, 
market experience isn’t correlated with the underlying preference structure. This could be 
explained by one of two things. First, market experience truly doesn’t explain patterns of choice 
and the estimated preferences in the market for local and organic tomatoes. Or second, because 
our population is relatively homogenous in terms of previous experience (96.2% and 86.4% of 
respondents have purchased the local and organic attribute, respectively), there is simply not 
enough variation in market experience to uncover any true effect.  
 
2.6 Discussion and Conclusions 
 
The issue of attribute non-attendance has gained significant traction among CE researchers. 
In this study, we attempt to shed light on whether previous market experience has an effect on 
inferred measures of ANA. This is an important issue methodologically in choice experiment 
research since the answer to this question has important implications for design of CE studies and 
the resulting econometric analysis. Our findings imply that ANA behavior is largely correlated 
with previous purchasing experience, where individuals with previous experience tend to ignore 
attributes to a lesser extent than individuals without, and these preference differences across the 
two groups manifest themselves in differences in resulting welfare estimates. In particular, once 
controlling for previous purchasing experience and mitigating some ANA, welfare measures 
increase on both attributes of interest. Therefore, this study contributes to the literature on the 
importance of controlling for previous experience in analysis, as not doing so could bias policy 
recommendations.  
Methodologically, this study highlights two important issues in the design of choice 
experiments. First, it is critically important for researchers to include a set of attributes within the 
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CE that represent a viable set of characteristics by which the respondent can trade-off when making 
a choice. The use of focus groups and pilot studies in the design process should help to uncover an 
appropriate set of attributes. Second, as the literature on ANA is rather nascent and results remain 
mixed, researchers should build into the survey a set of stated ANA questions to take this into 
account in model specification. Responses from stated ANA questions can be used in conjunction 
with recently developed inferred ANA methods to corroborate findings and generated a more 
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Tables 
 
Table 2.1. Choice Experiments Design and Assigned Levels of Attributes 
 
Attribute Actual Levels 
Locally Grown (Y/N) 0,1 
Certified Organically Grown(Y/N) 0,1 
Some Blemishes or other Irregularities (Y/N) 0,1 
Purchased Directly from the Farmer (Y/N) 0,1 
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Table 2.2. Consumer Survey Choice Experiment Bundle Example  
 
Tomato Bundle A Tomato Bundle B 
Non-Locally grown Locally grown 
Certified Organically grown Certified Organically grown 
Purchased directly from the farmer (e.g. farmers 
market) 
Purchased indirectly from the farmer (e.g. grocery 
store) 
No blemishes or other irregularities  No blemishes or other irregularities 
$4.49/lb. $1.15/lb. 
m   Bundle A  
m   Bundle B  
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Table 2.3. Sample Demographics and Local/Organic Purchasing Experience 
 
 Maine Vermont New Hampshire Total 
        
Female 67.08% 59.12% 59.26% 62.34% 
Age 58.27 59.36 57.49 58.24 
Annual Household Income        
less than $15,000 8.73% 7.81% 3.98% 6.67% 
$15,000 - $29,999 16.16% 10.94% 7.96% 11.79% 
$30,000 - $44,999 14.41% 9.38% 9.73% 11.45% 
$45,000 - $59,999 13.97% 19.53% 11.50% 14.36% 
$60,000 - $74,999 13.97% 10.94% 10.62% 12.14% 
$75,000 - $89,999 8.73% 14.06% 10.62% 10.60% 
$90,000 - $104,999 8.30% 7.03% 11.50% 9.23% 
$105,000 and over 15.72% 20.31% 34.07% 23.76% 
        
Education level        
Did Not Graduate High School 2.50% 2.99% 6.17% 4.03% 
High School/GED 24.17% 17.16% 19.34% 20.61% 
Some College 30.00% 25.37% 25.10% 27.05% 
4-yr College Degree 31.67% 33.58% 32.10% 32.53% 
Graduate 11.67% 20.90% 17.28% 15.78% 
 
Employment Status 
       
Full-Time 35.95% 41.91% 48.77% 42.33% 
Part-Time 9.09% 5.15% 5.74% 6.87% 
Self-Employed 11.98% 8.09% 10.25% 10.38% 
Unemployed 5.37% 1.47% 1.23% 2.88% 
Retired 35.54% 41.18% 31.56% 35.30% 
Student 1.65% 1.47% -- 0.96% 
Home care 0.41% 0.74% 2.46% 1.28% 	 	 	 	 	
Purchased Organic (in last 12 
months) 86.2% 87.1% 86.0% 86.4% 
     
Purchased Local (in last 12 
months) 95.4% 96.0% 97.7% 96.2% 
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Interactions w/ Exp. 
(4) 
Mean     
Local 0.774*** -0.234 1.077*** 0.193 
 (0.166) (0.403) (0.247) (0.353) 
Organic 0.827*** -0.336 1.063*** -0.241 
 (0.157) (0.467) (0.218) (0.363) 
Indirect -0.032 -0.137 0.043 -0.005 
 (0.142) (0.361) (0.167) (0.144) 
No Blemish 0.594** 0.802 0.525* 0.568** 
 (0.182) (0.461) (0.217) (0.180) 
Price -0.853*** -0.807*** -0.927*** -0.880*** 
 (0.086) (0.227) (0.124) (0.091) 
Status Quo (SQ) -2.924* -3.027 -2.899 -2.115 
 (1.292) (3.482) (1.662) (1.378) 
SQ x Age 0.037* 0.072 0.023 0.034* 
 (0.016) (0.051) (0.019) (0.016) 
SQ x Female 0.261 -0.421 0.513 0.245 
 (0.468) (1.306) (0.575) (0.479) 
SQ x Education -0.170 0.313 -0.172 -0.124 
 (0.217) (0.570) (0.285) (0.223) 
SQ x Income -0.000 -0.000 0.000 -0.000 
 (0.000) (0.000) (0.000) (0.000) 
Local x Experience    1.186** 
    (0.396) 
Organic x Experience    1.287** 
    (0.417) 
SQ x Experience    -0.986 
    (0.584) 
Standard Deviation     
Local -0.095 -0.318 -0.452 0.112 
 (0.828) (1.144) (0.798) (0.919) 
Organic 0.639 1.765 0.804 0.730 
 (0.484) (1.150) (0.550) (0.459) 
Indirect -0.078 -0.195 0.244 -0.109 
 (0.390) (1.207) (0.761) (0.486) 
No Blemish 1.370*** 0.815 1.433*** 1.271*** 
 (0.290) (0.920) (0.378) (0.293) 
LR Chi2 14.74402 2.771821 11.45987 12.13665 
LL -445.5629 -75.91946 -355.6348 -435.9321 
# Choices (Obs) 1677 282 1395 1677 
# Respondents 559 94 465 559 
 
Notes: Numbers in parentheses are standard errors. *, **, *** indicate statistical significance at 
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Table 2.5. Mean coefficient of variation (CV) and proportion of respondents exhibiting ANA 








Interactions w/ Exp. 
(4) 	 	 	 	 	
CV     
Local 0.12 1.41 0.47 0.54 
 (0.001) (11.756) (0.109) (0.041) 
Organic 1.73 22.41 0.79 -1.04 
 (12.443) (514.783) (38.328) (15.916) 
     
ANA (%)     
Local 0.00% 5.24% 0.00% 0.00% 
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Interactions w/ Exp 
(4) 	 	 	 	 	
Local 0.91*** -0.29 1.15*** 1.12*** 
(95% CI) (0.90, 0.92) (-0.32, -0.26) (1.11, 1.18) (1.11, 1.13) 
     
Organic 0.98*** -0.49 1.16*** 1.18*** 
(95% CI) (0.93, 1.02) (-0.64, -0.36) (1.10, 1.21) (1.13, 1.24) 
 
Notes: Values presented are simulated WTP estimates from respondents who participated in 
choice experiment, and are calculated based on the results from Table 2.4. Numbers in 
parentheses are 95% confidence intervals. *, **, *** indicate statistical significance at the 0.10, 
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Table 2.7 Decision Criteria from Seven (7) Latent Class Models, including respondent 
demographics 
 
Classes Log-Likelihood AIC C-AIC BIC 
2 -3336.597 6705.194 6752.693 6725.693 
3 -3275.659 6605.318 6771.574 6733.574 
4 -3244.079 6564.157 6792.528 6776.528 
5 -3224.446 6546.891 6814.35 6765.35 
6 -3188.276 6496.551 6824.051 6764.051 
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Table 2.8 Two-Class Latent Class Model, Welfare Estimates, and Class Summary Statistics 
 
 Class 1 Class 2 
 (1) (2) 
Choice Variables   
Local 0.211 0.499*** 
 (1.994) (0.163) 
Organic 2.596 0.610*** 
 (3.118) (0.145) 
Indirect 3.134 0.196 
 (3.417) (0.149) 
No Blemish 4.708 0.178 
 (6.969) (0.159) 
Price -41.714 -0.403*** 
 (26.842) (0.080) 
Status Quo -35.516 0.585** 
 (30.734) (0.281) 
Membership Variables   
Age -0.005 -0.016 
 (0.016) (0.013) 
Female -0.297 0.565 
 (0.554) (0.383) 
Income 0.846 0.694 
 (0.365) (0.288) 
Local/Org Experience  -1.158 11.335 
 (75.963) (0.502) 
# Choices (Obs) 540 1401 
# Respondents 180 467 
WTP ($/lb.): Local 0.00 1.24*** 
(95% CI) (-0.09, 0.09) (0.41, 2.07) 
WTP ($/lb.): Organic  0.06 1.51*** 
(95% CI) (-0.06, 0.19) (0.62, 2.41) 
Class Summary Statistics   
Age 52.9 59.1 
Female 53.3% 64.8% 
Income 70,500 65,362 
Local/Org Experience 77.2% 83.9% 
 
Notes: Numbers in parentheses are standard errors. *, **, *** indicate statistical significance at 


















ALTERNATIVE MODELING SPECIFICATIONS 
 
Table 2.A1. Sensitivity of the inferred percentage of respondents exhibiting attribute non-








Interactions w/ Exp. 
(4) 
CV>1.9 
Local 0.90% 6.1% 0.07% 0.00% 
Organic 13.89% 28.87% 13.53% 16.7% 
     
CV>2.0 
Local 0.00% 5.24% 0.00% 0.00% 
Organic 11.39% 27.12% 12.66% 15.55% 
     
CV>2.1 
Local 0.00% 5.13% 0.00% 0.00% 
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Table 2.A2. Mixed logit estimates and coefficient of variation measures for local and organic 








Interactions w/ Exp. 
(4) 
Mean     
Local 0.785*** 0.068 0.845*** 0.641 
 (0.176) (2.035) (0.181) (0.866) 
Organic 0.792*** -0.682 0.838*** -0.134 
 (0.165) (1.666) (0.175) (0.393) 
Indirect 0.628*** -0.825 0.135 0.620*** 
 (0.182) (1.410) (0.138) (0.181) 
No Blemish 0.089 2.516 0.612** 0.117 
 (0.132) (2.678) (0.189) (0.136) 
Price -0.763*** -1.242 -0.767*** -0.789*** 
 (0.083) (1.337) (0.088) (0.090) 
Local x PurchExp    0.205 
    (0.883) 
Organic x PurchExp    1.125* 
    (0.446) 
Status Quo (SQ) -0.864*** 1.675 -0.932*** -0.913*** 
 (0.219) (2.714) (0.230) (0.224) 
Standard Deviation     
Local -0.503 2.428 -0.274 0.057 
 (0.558) (4.791) (0.749) (0.523) 
Organic 1.196** -1.561 -0.961* 0.867 
 (0.370) (3.409) (0.444) (0.595) 
Indirect 1.462*** -0.004 0.420 1.441*** 
 (0.329) (1.277) (0.392) (0.338) 
No Blemish 0.059 -0.044 1.538*** 0.118 
 (0.487) (2.446) (0.345) (0.578) 
LR Chi2 19.88417 .698503 17.64543 15.94957 
LL -550.5723 -11.24811 -518.9751 -523.4925 
# Choices (Obs) 1677 282 1395 1677 
# Respondents 559 94 465 559 
 
Notes: Numbers in parentheses are standard errors. *, **, *** indicate statistical significance at 
the 0.10, 0.05, and 0.01 levels, respectively. Bolded LR Test Stat indicates statistic is significant 
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Table 2.A3 Mean coefficient of variation (CV) and proportion of respondents considered not-








Interactions w/ Exp. 
(4) 	 	 	 	 	
Mean CV     
Local 1.00 2.24 0.33 0.08 
Organic 4.34   2.03 
     
ANA (%)     
Local 2.66% 19.91% 0.00% 0.00% 
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Interactions w/ Exp. 
(4) 	 	 	 	 	
Local 1.05*** -0.15 1.11*** 1.07*** 
(95% CI) (1.01, 1.09) (-0.28, -0.03) (1.09, 1.12) (1.07, 1.08) 
     
Organic 0.99*** -0.51*  1.20*** 1.21*** 
(95% CI) (0.89, 1.08) (-0.65, -0.43) (1.11, 1.29) (1.14, 1.27) 
 
Notes: Values presented are simulated WTP estimates from respondents who participated in 
choice experiment, and are calculated based on the results from Table 2.4. Numbers in 
parentheses are 95% confidence intervals. *, **, *** indicate statistical significance at the 0.10, 
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Table 2.A5 Decision Criteria from Latent Class Models 
 
Classes Log-Likelihood AIC C-AIC BIC 
2 -540.3294 1106.659 1169.32 1156.32 
3 -549.5237 1141.047 1242.269 1221.269 
4 -533.3787 1124.757 1264.54 1235.54 
5 -506.7617 1087.523 1265.866 1228.866 
6 -527.8728 1145.746 1362.649 1317.649 
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Table 2.A6 Two-Class Latent Class Model and Welfare Estimates 
 
 Class 1 Class 2 
 (1) (2) 
Local 23.382 0.454*** 
 (41.789) (0.145) 
Organic 1.308 0.645*** 
 (2.152) (0.130) 
Indirect 23.770 -0.130 
 (40.809) (0.129) 
No Blemish 62.66 0.015 
 (102.449) (0.142) 
Price -159.582 -0.357*** 
 (270.404) (0.069) 
# Choices (Obs) 628 672 
# Respondents 314 336 
WTP ($/lb.): Local 0.15 1.27*** 
(95% CI) (0.11, 0.18) (0.42, 2.12) 
WTP ($/lb.): Organic  0.01 1.80*** 
(95% CI) (-0.02, 0.04) (0.84, 2.77) 
% Purchase Local 100.0% 95.1% 
% Purchase Organic 84.1% 87.6% 
 
Notes: Numbers in parentheses are standard errors. *, **, *** indicate statistical significance at 
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APPENDIX 2.B 
 
EXAMPLE OF SURVEY AND ONE VERSION OF CHOICE EXPERIMENT20 
 
Please use the following definitions for this survey:     
Organic: The product meets the USDA federal requirements and is Certified 
Organic. Organic farming must demonstrate the protection of natural resources, conservation 
of biodiversity, and use of only approved substances (including pesticides).    
Conventional: The product is produced with farming methods that use chemical fertilizers 
and pesticides. 
 
Section 1. Respondent Perceptions and Current Purchasing Behavior 
 
41. How often does your household purchase fresh produce from a grocery store? 
a. Never 
b. Once a month of less 
c. 2-3 times a month 
d. Weekly 










43. On a scale from 1-10, with 10 best the most, how knowledgeable do you think you are 














20 The choice experiment used in this work had a total of 4 versions, and one version of the 
choice experiment is displayed in this appendix. For the full set of attribute levels, reference 
Table 2.1.  
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44. Please indicate below how you would compare fresh produce (fruits and vegetables) that 
is organically grown to fresh produce that is conventionally grown for the following 
characteristics (For example, you find the freshness of organic food is what compared to 
conventionally grown foods): 
 
 








Freshness       
Quality 
(taste) 
      
Nutritional 
Value 
      
Food safety       
Availability       















      
 
 





46. How often do you purchase organic fresh produce in the past 12 months? 
a. Once a month or less 
b. 2-3 times a month 
c. Weekly 
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47. What are your reasons for purchasing organically grown produce? (Check all that apply) 
a. Healthy eating 
b. Quality of the produce 
c. Support local farms 
d. Knowing the farmers 
e. Sense of community 
f. Food safety concerns 
g. Environmental quality concerns 
h. Other _____________ 
 
 
48. What is the biggest reason that you have not tried organically grown fresh fruits and 
vegetables? 
a. Price 
b. Farm stand/Farmers Markets hours of operation 
c. Variety/Choice of fresh produce 
d. Do not know about farms/farmers markets in my area 
e. Other _____________ 
 
 
49. On a scale from 1-10, with 10 best the most, how knowledgeable do you think you are 
about locally grown fresh produce?   
 
 
50. For fresh fruits and vegetables, indicate if you consider the following production 
locations to be “local”, “regional” (but not local), or “Neither”: 
 
 Local Regional Neither 
Grown within a 50 
mile radius of my 
home 
   
Grown within a 100 
mile radius of my 
home 
   
Grown within a 300 
mile radius of my 
home 
   
Grown within a 500 
mile radius of my 
home 
   
Grown in my county    
Grown in my state    
Grown in the United 
States 
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51. Please click on the level of agreement for EACH of the following statements about 














local produce.   






a sense of 
community.   





local economy.   
      
Locally grown 
fresh produce is 
safer (less risk 
of food allergy 
and pesticide 
exposure).   
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52. Please indicate below how you would compare fresh produce (fruits and vegetables) that 












Freshness       
Quality 
(taste) 
      
Nutritional 
Value 
      
Food safety       
Availability       
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Is organically 
grown? 
     
Is grown in this 
country? 
     
Is grown with 
pesticides? 
     
Supports the 
local economy? 








54. Do you purchase locally grown foods during the winter months from supermarkets, 












56. Over the past 12 months, how often have you purchased local fresh foods in your 
household? 
a. Once a month or less 
b. 2-3 times a month 
c. Weekly 





57. In the past 12 months, about what percentage of the local food came from the following 
vendors over the last 12 months: 
a. Supermarket (e.g. Market Basket, Shaws): _____ 
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b. Supercenter (e.g. Wal-Mart, Target): _____ 
c. Health/Natural Supermarket (e.g. Whole Foods, Fresh Market): _____ 
d. Farmers Markets: _____ 
e. Direct from producers (e.g. Farm Stand, Community Supported Agriculture 
(CSA)): _____ 
f. Corner/Convenience Store: _____ 
g. Home or Community Garden: _____ 
h. Neighbor’s garden: _____ 
 
 
58. In the past 12 months, what were your reasons for purchasing local produce? (Please 
check all the apply) 
a. Healthy eating 
b. Quality of the produce 
c. Support local farms 
d. Knowing the farmers 
e. Sense of community 
f. Food safety concerns 
g. Environmental quality concerns 
h. Other _____________ 
 
 
59. What is the main reason that you have not tried locally grown fresh fruits and 
vegetables? 
a. Price 
b. Farm Stand/Farmers Markets hours of operation 
c. Variety/Choice of fresh produce 
d. Do not know about farms/farmers markets in my area 
e. Other _____________ 
 
 





d. Snap peas 





61. If there is produce not listed in Question 14 that you would prefer to purchase locally, 
please list it here: _____________ 
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62. Which of the following would most likely increase your likelihood of trying a new fruit 
or vegetable when buying from a local source? (Check all that apply) 
a. Recipe cards 
b. Taste test stations 
c. Mixed bags or bundles of produce 
d. Discounted specials 
e. Other ___________ 
 
 
63. What are the best ways to supply you with information about local vendors? (Check all 
that apply) 
a. Newspapaer ads 
b. Social media 
c. Email newsletter 
d. Road signs 
e. Town websites 
f. Local event calendars 
g. Word of mouth 
h. Other _____________ 
 
 
64. Approximately what percentage of your total weekly grocery food budget is spent on all 
fresh produce? _____________ 
 
 
65. Of your dollars spent on fresh produce, about what percentage of that is spent on: 
a. Local produce: ______________ 
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Section B. Choice Experiment Valuation 
 
Instructions: In this section of the survey you will be shown a set of scenarios, each of which will 
ask you to compare and choose between 2 different bundles of fresh produce 
characteristics.  Each bundle is comprised of a unique set of product characteristics that come 
together as a package. Please choose your preferred bundle.  If you prefer neither bundle, select 
neither; and provide an explanation why.  Please consider “Locally grown” to mean that the 
product was grown within 50 miles from where it is purchased.     
 




66. If and/or when purchasing fresh tomatoes, you would generally: 
 
 Yes No 
Buy locally grown   
Buy organically grown   
Avoid blemishes   
Buy directly from the farmer   
 
 
67. If and/or when purchasing fresh tomatoes, you would generally pay:  
a. $0.01 - $1.00 / lb. 
b. $1.01 - $2.00 / lb   
c. $2.01 - $3.00 / lb    
d. $3.01 - $4.00 / lb   
e. $4.01 - $5.00 / lb  
f. More than $5.00 / lb   
g. I Do Not Buy Tomatoes   
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68. Please choose the bundle you would most prefer if purchasing fresh tomatoes: 
 
Bundle A Bundle B 
Non-Locally grown Locally grown 
Certified Organically grown Conventionally grown 
Purchased directly from the 
farmer (e.g. farmers market) 
Purchased directly from the farmer 
(e.g. farmers market) 
Some blemishes or other 
irregularities 




d. Bundle A  
e. Bundle B  
f. Neither (prefer to stay with your current practice)  
 
69. Please choose the bundle you would most prefer if purchasing fresh tomatoes: 
 
Bundle C Bundle D 
Locally grown Non-Locally grown 
Certified organically grown Certified Organically grown 
Purchased indirectly from the 
farmer (e.g. grocery store) 
Purchased indirectly from the 
farmer (e.g. grocery store) 
Some blemishes or other 
irregularities 




d. Bundle C  
e. Bundle D 
f. Neither (prefer to stay with your current practice)  
 
70. If you chose he neither option above, what are the reasons? (Chose all the apply) 
a. I do not believe locally grown produce is genuine. It is hard to certify 
b. I’m satisfied with non-locally grown produce 
c. It is less productive to grow everything locally 
d. Growing produce locally has unpredictable impacts on the environment 
e. There is less variety if produce is grown locally 
f. The comparison is too complex 
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Section C. Respondent Demographics 
 
71. In what year were you born (in YYYY format)? __________ 
 
72. What is the highest level of education you have completed? 
 
a. Did not graduate high school 
b. High school graduate/GED 
c. Some college education 
d. 4-year college degree 
e. Graduate degree 
 
73. Including yourself, how many individuals live in your household? ___________ 
 
74. How many people living in your household are under 18? ___________ 
 
75. What is your zip code? ___________ 
 
76. Which of the following best describes your current employment situation? 
a. Employed full time    
b. Employed part time   
c. Self-employed    
d. Unemployed   
e. Retired   
f. Student   
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77. What was the total income of your household (before taxes) last year? 
a. Less than $15,000    
b. $15,000 - $29,999    
c. $30,000 - $44,999    
d. $45,000 - $59,999    
e. $60,000 - $74,999    
f. $75,000 - $89,999    
g. $90,000 - $104,999    
h. $105,000 and over    
 
78. Are you aware of the SNAP program? 
a. Yes   
b. No   
 
79. Are you a participant in the SNAP program?  
a. Yes    
b. No   
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CHAPTER 3: 
 
DEVELOPING SELF-EVALUTION SKILLS THROUGH REPETITION: 
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3.1 Introduction 
A key objective in higher education is to develop the independent learning skills of 
students. To achieve this, academic departments should attempt to implement strategies that 
encourage and enable students to take greater control of their own learning rather than 
remaining dependent on others (i.e. instructors) to direct and evaluate it for them. In order to 
become effective independent learners, students need to develop self-evaluation skills which 
allow them the ability to monitor the quality of their own work as they are producing it. (Nicol 
and MacFarlane-Disk, 2006) Here, students need to understand the standard to which they are 
measured, identify any weaknesses in their own work, and be able to take the actions required 
in order to rectify any perceived weaknesses and close the gap. (Sadler, 1989)  
Self-evaluation skills can vary across and within students. For example, we can expect 
the self-evaluation skills of older, more experienced students to be higher than those of their 
younger, less experienced counterparts. Inexperienced students may initially find it difficult 
to adjust to the different standards required for success in higher education, but after semesters 
of producing assessments and receiving feedback, students are better able to adapt. Along the 
same lines, we can expect the self-evaluation skills for any one individual to increase within 
a course as they gain experience and familiarity with the course material. 
The objective of this paper is to measure self-evaluation skills in the context of an 
undergraduate environmental economics course at the University of New Hampshire in the 
Fall 2018 semester. Students were required to write three, 2-3 page blog posts on relevant 
course topics throughout the semester. This study will address three questions: (1) are 
students’ able to accurately self-evaluate the quality of their own work?, (2) do self-evaluation 
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skills of students improve over the course of a semester?, and (3) are there differences in self-
evaluation skills across students? 
Results from this analysis show that though initial self-evaluation skills are relatively 
weak among students in the sample, these misperceptions do decrease. Specifically, results 
show an increase in the average self-evaluation abilities across the sample of about 32%, with 
gender (i.e. females) and those with past-evaluation experience explaining much of this 
improvement. Further, we find both over-confidence from those of lesser abilities and under-
confidence from those of greater abilities, consistent with that found in Dunning and Kruger 
(1999). These effects largely disappear by the final self-evaluation procedure, suggesting that 
both low and high ability students can improve self-evaluation skills by simply engaging in 
repeated self-evaluation procedures. 
The paper proceeds as follows: Section 2 reviews both the literature on self-evaluation and 
writing in the economics classroom. Section 3 discusses the study design and methods. Section 4 
describes the data. Section 5 presents results of the formal analysis, and finally Section 6 discusses 
and concludes. 
 
3.2 Literature Review 
 
 
3.2.1 Self-Regulated Learning and Self-Evaluation 
Self-regulated learning is comprised of three phases: planning, execution, and self-
reflection (Greene & Azevedo, 2007; Zimmerman and Campillo, 2003). These phases are thought 
to interact chronologically and cyclically, in which students plan, execute, self-reflect on their 
work, and repeat that process again. The final step in that process, self-reflection, is the process in 
which students assess time management, use of learning strategies, emotional regulation, progress 
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toward task completion, and overall performance. Therefore, development of self-assessment and 
self-evaluation skills targets development of the final step in the self-regulation cycle: self-
reflection.  
There are numerous studies in the education literature which attempt to measure how 
accurately students self-evaluate the quality of their academic work. One of the earliest and most 
widely cited surveys on the topic reviewed 50 papers across academic disciplines21 (Boud and 
Falchikov, 1989). This survey reported a number of frequently observed findings in the literature, 
particularly with respect to the Dunning-Kruger effect, in which academically weaker students (i.e. 
lower skilled individuals) were less accurate with respect to their self-evaluation scores than 
academically stronger students (i.e. higher skilled individuals) (Kruger and Dunning, 1999). 
Further, the academically weaker students tended to be overconfident about the quality of their 
work whereas the academically stronger students tended to slightly underrate theirs. Further, 
regarding self-evaluation skills of economics students, Grimes (2002) found a similar pattern of 
results, in that academically more able students, as measured by ACT and GPA, tended to be more 
accurate in predicting their performance on an in-class midterm exam in a Principles of 
Macroeconomics course. Further, Nowell and Alston (2007) measured differences in predicted 
and actual grades at the course level and found just over half of the students accurately predicted 
their course grade, whereas one-third of students over predicted their grade and one-tenth under 
predicted, and in contrast to Grimes (2002), this was not affected by measured ability levels.  
The above studies were based on the data from one piece of work or one individual course. 
There is a far smaller literature that investigates how self-evaluation skills of a given group of 
 
21 None of the papers reviewed in the Boud and Falchikov (1989) article were with respect to 
economics education. 
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students change as they progress through a course and gain more experience through repeated self-
evaluation. The largest study examining the impact of repeated self-evaluation analyzed data from 
over 3,000 first year students in Singapore. (Lew, et al., 2010) Here, rather than judging students’ 
ability to self-evaluate the outcome of a piece of work, they study judgments about the quality of 
the learning activities undertaken on a particular day, that is, they seek to understand perceptions 
of the learning process rather than perceptions of outcomes. Results from their analysis show a 
weak-relationship between self-evaluation and instructor-evaluation judgments of the learning 
process. Overall, the authors conclude that the accuracy of the student’s self-evaluation of their 
learning activities did not improve over time. 
Boud, et al. (2013) take a similar approach to Lew, et al. (2010) in that they measured self-
evaluation repeatedly throughout the course, though here they are measuring self-evaluation 
outcomes, i.e. scores on assignments. Here, the authors conclude that the accuracy of the students’ 
self-evaluation scores improved significantly over the course of a semester, in that there was a 
statistically significant difference in student self-evaluation and instructor marks on the first 
assignment, and this difference disappeared in subsequent assignments during the semester. This 
increase in the students’ ability to self-evaluate does not carry-over from course to course, as the 
authors find a significant difference in evaluation scores on the first assignment in subsequent 
semesters, though those differences are eliminated in subsequent assignments in the same course. 
Further, improvements in self-evaluation accuracy were only found for students in a mid-
achievement group, suggesting that high-achieving and low-achieving students did not improve 
their self-evaluation skills.  
The only study examining repeated self-evaluation in an economics course was that by 
Ferraro (2010). Here, the author analyzed the self-evaluation accuracy on multiple choice tests in 
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principles of microeconomics course and finds no evidence that the students became more accurate 
in their self-evaluation over the semester. On the other hand, numerous studies have found 
evidence of differences in self-evaluation abilities by student type, though few studies exist that 
measure how the self-evaluation accuracy of a given group of students changes as they progress 
through a course. Whatever evidence that does exist is mixed, in that some studies find 
improvement over time whereas others find no significant change. To the author’s knowledge, no 
studies have examined changes in self-evaluation of writing tasks within an undergraduate 
economics course.   
3.2.2 Writing in the Economics Curricula 
The Writing Across the Curriculum (WAC) movement has promoted the idea that writing 
should be taught as a mode of learning and not merely a means to remediate deficiencies in writing 
skill. (Bazerman & Russell, 1994; Bazerman, Little, Bethel, Chavkin, Fouquette, & Garufis, 2005) 
As writing gains acceptance as an essential part of learning for many disciplines, traditional 
approaches of instructing students how to produce written text are being replaced by an approach 
that includes cognitive activities such as planning, translating, and iterative review. (Galbraith & 
Rijlaarsdam, 1995) Based in learning science theory, WAC is widely embraced by schools at every 
level, as writing intensive courses may be found in such disparate areas as history, sociology, 
biology, and even mathematics. Economics is one field where proficiency in written 
communication is valued, though at the undergraduate level relatively few economics instructors 
incorporate writing into the course structure. Particularly among the peer reviewed literature, other 
than homework or problem sets, writing assignments remain relatively rare except in upper-
division field courses, where still only a third of students’ grades are tied to term papers and/or 
class presentations. (Watts & Schaur, 2011)  
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Research suggests that writing benefits student learning (Bangert-Drowns et al., 1991; 
Butler and Winne, 1995; Langer and Applebee, 1987; Hayes and Flower, 1980; Hayes, 2000; 
Winne, 1997, 2001) and in particular improves learning in economics classes by introducing an 
“active learning” component, in which students are actively engaged in the learning process 
(Crowe and Youga, 1986; Simpson and Carroll, 1999). Here, it is thought that as students become 
active, or Self-Directed Learners, they “take the initiative with or without the aid of others in 
diagnosing their learning needs, formulating learning goals, identifying human and material 
resources, choosing and implementing appropriate learning strategies, and evaluating learning 
outcomes.” (Knowles, 1975, p. 18).  
Empirically, numerous studies have identified various forms of writing assignments that 
improved exam performance for students in economics classes. For example, instructors have used 
student journals and reflection papers as informal writing assignments (Brewer and Jozefowicz 
2006). Greenlaw (2003) taught Principles of Macroeconomics as a writing intensive course in 
which students wrote eight to ten short papers, and, compared to a section taught with the 
traditional lecture approach, writing improved student’s attitude toward the subject and led to 
higher scores on exams at the end of the course. Dynan and Cate (2005; 2009) find that writing 
assignments during the course led to higher grades on student exams, and that adding structure to 
writing assignments boosts student learning further. Finally, Stowe (2010) presents evidence that 
one-minute papers had a positive and significant impact on test scores in Principles of 
Macroeconomics classes.  
Relevant to this particular study, blogs have become a more popular medium for 
communication and the potential for blogs as a tool for teaching and learning has only more 
recently been studied (Embrey, 2002; Oravec, 2002; Goffe and Sosin, 2005) Within a pedagogical 
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context, blogs provide an excellent opportunity to engage students in a learning environment that 
is cooperative and student centered, allowing a structured opportunity for knowledge creation and 
sharing, creativity, reflection and debate. (Land, 2000; Cameron, 2011)  As students contribute to 
a blog, they are engaging in self-organized learning, in which they investigate, compile, and 
incorporate information while expanding their experience within the discipline.  
Ferdig and Trammel (2004) observe that the use of blogs in education promote an 
interactive learning experience that is conducive to knowledge construction, active learning, and 
higher order thinking. Here, the use of blogs provides students with an opportunity to ‘learn by 
doing’ by contextualizing theory and its applications and by building on prior subject knowledge 
(Jonassen, 1999; Leidner and Jarvenpaa, 1995). Thus, the use of blogs reflects the four key 
dimensions developed in the How People Learn pedagogical framework (Bransford, Brown, & 
Cocking, 1999), as they provide opportunities for learning that are not only learner-centered, but 
are also knowledge-centered as they are grounded in disciplinary content, assessment-centered as 
they focus on ongoing, formative assessment, and finally community-centered as they encourage 
faculty and students to actively learn from one another.  
 
3.3 Study Design and Methods 
The data for this study were collected from three pieces of assigned coursework over the 
span of one semester in an undergraduate environmental economics course. All three of these 
assessments are 750-word blog posts set on an environmental issue of the students’ choosing. The 
required topics for the three assignments are summarized as follows: 
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• Blog Post #1: Discuss the physical origins of the environmental issue you have 
chosen, including a discussion of the environmental impacts at the local, regional, 
or global level. 
 
• Blog Post #2: Discuss the economic origins of the environmental issue you have 
chosen, focusing on a fundamental discussion of price and quantities. For instance, 
is this good a non-market good, in which a well-defined price doesn’t exist? Or, is 
it a public-good issue, in which free riding incentivizes overconsumption? Include 
at least one graph to help in your discussion. 
 
• Blog Post #3: Discuss the role of policy in helping to eliminate/mitigate the 
environmental issue that you chose. Here, I want you to choose one policy 
discussed in class and describe how this policy could eliminate your environmental 
issue. Make sure the policy you chose is a feasible option for addressing your 
chosen issue. I’d like you to discuss in-depth the policy you chose, how it works, 
and why you chose it for your particular issue. Include at least one graph to help in 
your discussion. 
 
These blog posts were graded according to the detailed rubric and grading criteria presented 
in Appendix 3B and written feedback was provided in the form of comments under the headings 
‘Key Strengths’ and ‘Key Areas for Improvement’. An open-response style of assessment is used 
instead of fixed response multiple choice questions to capture deeper and more multifaceted 
measures of learning. An advanced undergraduate trained in assessing writing was the sole 
assessor to eliminate issues of inter-marker reliability (Meadows and Billington, 2005; Newstead, 
2004; Bloxham, 2009).  
Written coursework in the form of blog posts were chosen to assess self-evaluation as it is 
thought that students would be better able to judge the quality of their work in a less time 
constrained environment. Also, to the best of the authors’ knowledge, only one previous study 
involving economics students has used written coursework to assess accuracy of self-evaluation 
(Ward, et al., 2002) and no previous studies in economics have examined these changes within 
course. The self-evaluation data will be collected by asking the students the following question 
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after they have submitted the required assignment, in which the student provides an overall 
percentage grade: 
“What do you consider would be an appropriate grade for the blog post you have submitted?” 
 
 Ward, et al. (2002) develop a number of key issues to be addressed when collecting the 
data for the purpose of estimating self-evaluation accuracy and which will be addressed in this 
study. First, sample selection issues arise when submission of the self-evaluation scores is 
voluntary. Here, it can be thought that the most motivated students will participate in the self-
evaluation questions, and that high motivation might be correlated with other factors also affecting 
self-evaluation accuracy. In this study, the self-evaluation exercise is mandatory and if the student 
fails to submit the self-evaluation exercise, their work will remain ungraded and they will receive 
a zero for the assignment.  
Another issue is the extent to which the self-evaluation scores accurately reflect the 
students’ true beliefs about the quality of their work. Research from the pedagogy literature 
suggests that students find understanding and applying assessment criteria cognitively demanding, 
so if the students perceive limited marginal gain from the self-assessment, the cognitive burden 
may be too high to complete the question. (Nicol and MacFarlane-Dick, 2006) To incentivize 
accurate completion of the self-evaluation questions, this study will follow Guest and Riegler 
(2017) and provide a ‘grade incentive’, in which the student will be awarded additional points on 
the assignment if the self-evaluation estimate was within a certain threshold of the grade assigned. 
 A final issue with the accuracy of self-evaluation scores are concerns on behalf of the 
student of how it might influence the person grading their work. Lew and Schmidt (2007) find that 
students who believe they have submitted a low-quality piece of coursework may not wish to 
communicate these beliefs to the grader and in response may overrate their work in the hope of 
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positively influencing the grader. Conversely, for those students who believe they have produced 
a high-quality piece of work, concerns of ‘showing-off’ might push them to deliberately under 
report their self-evaluation score. This problem is most likely to occur in situations when the self-
evaluation score is submitted with the assessment. To overcome this problem, the students will 
submit completed self-evaluation questions separately from the assignment and will be reminded 
that the grader will not see their self-reported scores.  
3.4 Data and Summary Analysis 
The data for this analysis consists of 23 students enrolled in the study course and summary 
statistics for the sample are found in Table 3.1.  Demographic data were collected on each of the 
students to be used as explanatory variables; these include year, major, current GPA, gender, 
whether they are an ESL student or not, and whether they engaged in self-evaluation activities in 
past courses. The sample of students consisted of 48% females, 61% seniors, 27% juniors, and 
13% freshman, where 39% of the sample were Economics majors, 22% were Natural Resource, 
and the rest a mix of other majors from around the university. Finally, about 26% of the class were 
designated English second-language (ESL) students and about 30% had some experience in past 
classes with self-evaluation exercises.  
A measure of inaccuracy is developed which represents the absolute value of the difference 
between the student’s self-evaluation estimate and the grade actually assigned. The level and 
change of student i’s self-evaluation inaccuracy are measured as followed: ÄeìîîïñìîX/,ó = |nò/ó − ô/ó|,             (1) 
 
where self-evaluation (SE) and assigned grades (G) are measured out of a possible 100 points. By 
taking the absolute value we do not differentiate between those students who are over- and under-
confident about the quality of their work, but rather focus our attention on the size of the deviation 
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from their actual grade, irrespective of direction. Therefore, in this part of the analysis, we do not 
distinguish between those who are over- and under-confident in their abilities, though we explore 
that issue in Section 3.5.2 . Further, we develop a measure of the change to self-evaluation abilities 
according to Eq. 2 below: ΔÄeìîîïñìîX/,ó = (|nò/ó − ô/ó|) − (|nò/óõY − ô/óõY|),          (2) 
where t represents the second or third writing assignment and t-1 represents the writing assignment 
prior. This study will focus on the overall change in self-evaluation abilities between the first and 
last writing assignments. Therefore, in Eq. 2 above, t represents those self-evaluation scores and 
assigned grades on the third assignment, and t-1 represents those same marks, but on the first 
assignment.  
Figure 3.1 displays summary statistics of absolute inaccuracy measures on the three writing 
assignments. On the first writing assignment, the students in the sample inaccurately assessed their 
work by an average of 8.8 percentage points. On the second and third writing assignments, this 
same measure of inaccuracy fell to 6.2 and 6.0 percentage points, respectively. Therefore, absolute 
inaccuracy fell between the first and third writing assignments by 2.8 points and is significant at 
the 95% level. This represents an average increase in the ability of students to self-evaluate the 
quality of their own work by 31.8% and provides some evidence that self-evaluation abilities can 
be developed through experience with the procedure. 
 
3.5 Analysis 
In the first part of the analysis, we provide a descriptive depiction of the sample to 
observe differences in self-evaluation accuracy across the assignments. In the second part of the 
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analysis, we then distinguish between those who under- and over-estimate their abilities and 
provide more detailed characteristics that might explain those differences. 
3.5.1 What explains differences in self-evaluation inaccuracy between students? 
To answer the question of what explains differences in self-evaluation inaccuracy between 
students, we first provide summary details of inaccuracy by student sub-groups. Table 3.2 below 
presents mean measures of absolute inaccuracy across writing assignments by a variety of student 
demographics.  
With respect to gender, we find that males are more accurate than females in assessing their 
writings on the first assignment, though the difference between the two is not statistically 
significant (9.50 for females vs. 8.25 for males). Beyond the first assignment, we find a statistically 
significant decrease in the measure of inaccuracy for females on subsequent writing assignments. 
Specifically, the mean inaccuracy measure for females fell 4.82 percentage points on the second 
assignment to 5.82 percentage points on the third assignment. Overall, this represents an increase 
in self-evaluation accuracy of about 40.6% for females. We also find an improvement for males 
of about 2.08 percentage points, though that change is not statistically significant.   
 In terms of class year (i.e. sophomore, junior, or senior), we find that juniors and seniors 
were equally as inaccurate on each of the writing assignments, though sophomores mean 
inaccuracy measures were not statistically different from zero. This runs counter to the expectation 
that older, more experienced students would have better self-evaluation skills, though may simply 
be a function of the small number of sophomores in the study sample. Further, each student year 
is associated with no significant improvement in these skills across the first and last assignment. 
In fact, only two other identified groups experienced statistically significant increases in self-
evaluation skills: environmental studies majors and those with past self-evaluation experience. 
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Specifically, those who are environmental studies majors had a statistically significant decrease in 
inaccuracy by 6.00 percentage points and those with past self-evaluation experience had a decrease 
in inaccuracy of 6.35 percentage points. These represent an increase in self-evaluation skills of 
about 60% for each of the groups.22  
As the results presented in Table 3.2 are summary statistics, we test these observations by 
modeling both the absolute measure of inaccuracy by writing assignment and the overall change 
in inaccuracy as a function of gender (Female = 1), year (Senior = 1), major (ECON=1 and 
ENV=1), GPA, English second language (ESL = 1), and the actual grade received on the 
assignment. Table 3 presents these results, where columns (1)-(3) display results from the models 
of inaccuracy on each of the three writing assignments, and column (4) models the change in 
accuracy between the first and third assignment. As the table depicts, once controlling for actual 
assignment grade and student demographics, we find no statistically significant determinants of 
inaccuracy or changes to inaccuracy. Though not statistically significant, the signs on the 
coefficients suggest that on the first assignment, seniors, non-economics and non-environmental 
science majors, higher GPA, non-ESL, and males are associated with higher levels of accuracy. 
On subsequent writing assignments, we find that environmental science majors and those of lower 
ability (as measured by GPA) are both associated with higher levels of accuracy, though all of the 
other results above hold. In terms of the total change to accuracy, we find that economics and 
environmental science majors, younger students (i.e. sophomores and juniors), those of lower 
ability, and females are all associated with reductions in changes to inaccuracy between the first 
and third assignment. 
 
22 It is worth noting that each sub-group of the sample is associated with decreases in inaccuracy 
measures, and thus increases in self-evaluation abilities, though those changes are not 
statistically significant. 
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3.5.2  What explains differences in over- and under-confidence between students? 
 
 The results from Section 3.5.1 draw a few conclusions about the improvement in self-
evaluation scores across students, generally, that they do improve over repeated writing 
assignments, though the observable factors associated with that improvement are weak. In this 
section, we are interested in the direction of self-evaluation inaccuracy, specifically in 
understanding what groups of students tend to be over/under confident with respect to the quality 
of their work, and if that over/under confidence fades with repeated self-evaluation procedures.  
To describe differences in over- and under-confidence between students, we construct a 
dummy measure of “overestimation”, which equals 1 if the student’s self-evaluation score was 
higher than the score assigned by the grader, and 0 otherwise. Overall, we find an increasing trend 
of over-confidence across the writing assignments. Specifically, on the first assignment, 17.3% of 
the sample was over-confident, in that their self-evaluation score was higher than the actual grade 
assigned. By the second and third assignment, that level of over-confidence increased to 43.5% 
and 69.6%, respectively. 
 To better understand what type of students are over-confident versus under-confident, 
Table 4 above presents a set of correlation coefficients between our measure of overestimation and 
a set of student level-characteristics, by writing assignment. On the first assignment, we find that 
students who earned a higher grade on the assignment, those of higher GPA, and females are less 
likely to be over-confident in their self-evaluation score. On the second assignment, the statistical 
significance on both current GPA and female disappears, though there remains the negative 
correlation with grade. On the final assignment, we actually find a statistically significant reversal 
on the effect of actual assigned grades, in that now higher assigned grades are correlated with over-
confidence. 
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 The above result, that overestimation is largely based on the assigned grade, resembles 
closely that of a “Dunning-Kruger” effect, as established in the psychology literature and which 
has been replicated in countless studies across discipline. Here, it is thought that low ability 
individuals tend to overestimate their abilities, as, they argue, those skills that are required to 
perform well on an assignment are also those skills needed to evaluate your actual performance on 
that assignment. (Kruger and Dunning, 1999) To better understand if these similar effects exist 
within this study sample, we examine differences in the actual versus perceived percentile rank of 
students in the course. Here, we assigned each student a percentile rank based on the extent to 
which their self-evaluation scores correlated with the actual scores received. On average, students 
self-evaluated their own work in the 49th percentile, as opposed to the actual mean percentile (50, 
by definition). This suggests that, on average, there was no difference between the students actual 
and perceived performance, when measured relative to the rest of the class.  
Given the results of the descriptive analysis above, simply examining average percentile 
ranks alone might be masking heterogeneous abilities of students to self-evaluate, and thus our 
main focus is on the self-evaluation abilities of different groups of students. Panel A in Figure 3.2 
groups students into quartiles by actual performance on the writing assignment. That is, the 
students who scored the worst on the writing assignment were grouped in the bottom quartile while 
students scoring the highest on the assignment were grouped in the highest quartile. In Figure 3.2, 
we plot the actual performance (by quartile) against the self-evaluated performance of the students 
in each of those groupings. If the students are able to self-evaluate accurately, we would expect 
then those two lines to closely follow each other. As Figure 3.2 depicts, we find that students in 
the bottom quartiles grossly overestimated their ability relative to the rest of the class and that 
students in the highest quartiles grossly underestimated their abilities. That is, students in the 
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lowest quartile ranked by actual performance ranked themselves 65th percentile, whereas their 
actual grades fell in the 18th percentile, which is statistically different at the 95% level (see 
Appendix Table 3.A1 for the full percentile rankings). This suggests that students in the bottom 
quarter of the distribution tended to feel they were better than average in terms of their writing 
abilities.  
Students in the upper half of the actual grade distribution were also subject to 
misperceiving the quality of their work, except these students (i.e. those students in the third and 
fourth quartile) tended to grossly underestimate the quality of their work. That is, those in the third 
quartile tended to self-evaluate themselves in the 35th percentile, while their actual grades fell in 
the 70th percentile, on average, and those in the highest quartile rated the quality of their work in 
the 37th percentile, whereas it actually fell in the 90th percentile. These differences are each 
significant at the 95% level, suggesting a nearly symmetric misperception in ability between low-
performing and high-performing students. This follows the result of Dunning and Kruger (1999), 
though they do not find that individuals in the upper quartiles of ability misperceived the quality 
of their work to the same degree.  
Panel B depicts this same percentile ranking for the second assignment. Here, we find a 
similar pattern of results for those of lower actual abilities, though we find that all groups of 
abilities are now more accurate with respect to their perceived percentile rankings. Specifically, 
students in the lowest quartile of actual performance perceived their work in the 40th percentile, 
representing an overestimation on average of about 25.7 percentile points, down from a 47.1 
percentile point difference on the first assignment. Further, for those in the highest quartile of 
actual abilities, we find that there is no statistical difference between that actual and perceived 
percentile rankings. 
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Finally, Panel C depicts another increase in the abilities of all groups of students to 
accurately self-evaluate. On this third assignment, for those of lower ability we find another 
decrease in the gap between perceived and actual percentile rankings, falling to an overestimate of 
12.5 percentile points, whereas there still exists no difference between perceived and actual across 
all other groups of students. In Panel C, we find that actual and self-evaluation lines closely follow 
each other, suggesting that a repeated self-evaluation procedure is associated with an increase in 
self-evaluation accuracy across student abilities.  
3.6 Discussion and Conclusions 
The main hypothesis of this study was that repeated self-evaluation would enhance a 
students’ ability to accurately assess the quality of their own work. In other words, forcing 
students to iteratively evaluate their own work would enhance their abilities as self-regulated 
learners. This hypothesis was tested in the context of repeated writing assignments from an upper-
level environmental economics course. Here, our data suggest that self-evaluation accuracy 
increased by 32% over the three writing assignments, where most of those gains were 
experienced through from females and those with prior self-evaluation experience.  
Further, from the first self-evaluation exercise, the data from this study mimicked 
closely the results of Kruger and Dunning (1999), in which students of lower abilities (i.e. 
those that scored the lowest on the writing assignment) tended to overestimate the score they 
felt their work deserved, and students with higher abilities on average underestimated their 
perceived score. These systematic over- and underestimations by ability level disappeared 
by the third and final writing assignment, suggesting that experience with self-evaluation 
increased the self-evaluation skills of both high and low ability students.  
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A natural follow-up question to these results would be to ask if this enhanced ability 
to self-evaluate had any effect on learning outcomes. That is, do greater self-evaluation 
abilities lead to increased performance in the class? To answer this question, we examine 
class averages on both writing assignments and exams in the course, as well the difference 
between the first and third of these assignments, to assess the overall change. These results 
are presented in Table 3.5 and show that, on average, there was no statistically significant 
improvement in either blog scores or exam scores over the three assignments. Thus, the data 
do not show that learning outcomes increased over the course of the semester and can 
possibly be explained by two different, nonexclusive explanations. First, as self-evaluation 
represents only one component of self-regulated learning, the type of learning measure used 
may have had a ceiling effect, so it may not have been sensitive enough to identify possible 
treatment effects of repeated self-evaluation. Second, it may be necessary for a larger amount 
of self-evaluation practice to occur before its effects on learning can meaningfully be 
measured.  
Given the positive effects of repeated self-evaluation procedures on the accuracy of 
student abilities, the lack of results with respect to increased learning outcomes deserves 
further attention. As this study was carried out in the context of a specialized economics 
course containing a rather small sample of students, this opens up many avenues for future 
research directions. One notable direction to take is to assess the learning outcomes of 
students in this sample as they progress through future classes. Here, it is possible that more 
salient effects of increased self-evaluation abilities could be experienced outside of the 
context in which those abilities were developed. However, we can conclude that our study 
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supports that self-evaluation is a practiced skill, suggesting that it must be implemented in 
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Note: The horizontal axis represents the performance of students based on actual performance of 
blog post, binning students into four individual quartiles. The self-evaluation measures represent 
the average percentile the students in each of the bins perceived their work, relative to the rest of 
the class. Convergence of the actual and self-evaluation lines across the three writing assignments 
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Tables 
 






































Natural Resource Economics 0.217 
Other 0.391 
  
Current GPA (SD) 3.06 (.497) 
  
ESL (Yes = 1) 0.261 
  
Past Self-Evaluation (Yes = 1) 0.304 
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Table 3.2. Mean Absolute Value of Inaccuracy, by Student Group and Writing Assignment  
 
 Blog Post 1 Blog Post 2 Blog Post 3 
Change  
(=BP3-BP1) 




























































































Notes: *, **, *** indicate statistical significance at the 0.10, 0.05, and 0.01 levels, respectively. 
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Table 3.3. Results of regression model on absolute self-evaluation inaccuracy for each writing 
assignment and the change in inaccuracy between writing assignment 1 and 3 
 
 Blog1 Blog2 Blog3 Change (=B1-B3) 
 (1) (2) (3) (4) 
Senior -1.115 -0.015 -1.386 0.114 
 (3.394) (2.599) (2.608) (3.190) 
Econ 5.613 1.845 1.168 -3.891 
 (3.793) (2.978) (2.959) (3.605) 
Env 5.270 1.146 -1.373 -5.959 
 (4.612) (3.630) (3.631) (4.403) 
Current GPA -3.655 -1.388 1.041 3.919 
 (3.817) (2.807) (3.043) (3.683) 
ESL 0.124 0.043 1.486 1.431 
 (4.797) (3.715) (3.749) (4.584) 
Female 1.922 -0.005 0.673 -1.024 
 (4.012) (3.312) (3.242) (4.058) 
Blog 1 Grade 0.214    
 (0.260)    
Blog 2 Grade  -0.258   
  (0.188)   
Blog 3 Grade   -0.250  
   (0.185)  
Average Blog 
Grade    -0.434 
    (0.303) 
Constant -3.550 32.304 25.760 27.692 
 (22.265) (16.782) (15.797) (24.860) 
R-Squared 0.2439 0.2039 0.1795 0.3042 
N 23 23 23 23 
 
Notes: Inaccuracy is measured as the absolute difference between the student’s self-evaluation 
score and their actual grade. *, **, *** indicate statistical significance at the 0.10, 0.05, and 0.01 
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Table 3.4. Correlations between Student Demographics and Dummy Measure of Over-
Confidence, by Writing Assignment   
 
 Blog Post 1 Blog Post 2 Blog Post 3 
Actual Grade -0.750** -0.480** 0.674** 
Senior 0.133 -0.016 -0.143 
Econ -0.133 -0.344 -0.051 
Env -0.011 0.078 -0.037 
Current GPA -0.447* 0.198 0.129 
ESL -0.273 0.078 -0.037 
Female -0.439* -0.137 0.255 
Past Self-Eval  -0.054 -0.008 0.438 
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Table 3.5 Average Grades on Three (3) Writing Assignments and Exams 
 
Assignment Blog Exam 
1 92.3 79.4 
2 88.8 74.3 
3 91.5 83.6 
Diff [(3)-(1)] -0.8 4.1 
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Table 3.A.1. Average Percentile Rankings for Actual and Self-Evaluated Performance, by Blog 
Post and Actual Performance Quartile   
Actual Self-Evaluation Diff 
Blog Post 1 
Lowest Quartile 18.6 65.7 47.1** 
Second Quartile 40.0 48.8 8.8 
Third Quartile 70.0 35.0 -35.0** 
Highest Quartile 90.0 37.5 -52.5** 
Blog Post 2 
Lowest Quartile 14.3 40.0 25.7** 
Second Quartile 40.0 53.3 13.3 
Third Quartile 68.5 47.1 -21.4 
Highest Quartile 96.7 73.3 -23.4 
Blog Post 3 
Lowest Quartile 15.0 27.5 12.5** 
Second Quartile 46.3 38.8 -7.5 
Third Quartile 70.0 73.3 3.3 
Highest Quartile 90.0 75.0 -15.0 
 
Notes: Quartile groupings are based on actual performance on each blog post. *, **, *** indicate 
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APPENDIX 3.B 
 
WRITING ASSESSMENT CRITERIA EXPLANATION 
 
 
Your essay will be scored against each of the following five criteria below. Students often 
complain that they do not fully understand the exact meaning of statements included in the 
assessment criteria. To help overcome this problem a number of questions have been included 
below each statement. They will help you judge the extent to which your work meets each of these 
criteria. You will need to complete a self-evaluation exercise as part of the assessment for this 
assignment. Your work will not be graded unless you have completed and submitted the self-
evaluation exercise.  
 
As an incentive to take the self-evaluation activity seriously, bonus point will be available. The 
scheme will operate as follows. If your overall self-evaluation mark is within 5 percentage points 
either above or below the final grade awarded by your grader then you will be awarded a ____ 
percentage point bonus. These points are added to the grade awarded by the grader – not the grade 
you have awarded yourself.  
 
You may think there is some optimal strategy in order to game the system and maximize your 
grade. If you fully understand how the scheme works you will appreciate that the only incentive 
you have is to be accurate. 
 
There are always concerns that the self-evaluation grades provided by the students might influence 
the assessment of the grader. Please note that the grader assessing your blog post will not see the 
self-evaluations score have completed. When they grade your post they will have no idea what you 
thought it was worth. 
 
 
1. Quality of the introduction and conclusion.  
 
• Does the opening paragraph clearly state the key issues that are relevant to the question?  
• Does the opening paragraph outline how the essay will answer the question?  
• Does the final paragraph draw together the various points/arguments made in the essay and 
demonstrate how the question has been answered?  
• Does the essay come to an abrupt end?  
 
 
2. Logical development of ideas and overall quality of the writing.  
 
• Are arguments and explanations in your essay easy to follow? Are the sentences in the 
essay well-constructed?  
• Do arguments/points made in the essay follow on from one another in a logical manner?  
• Do some arguments in the essay seem unrelated to previous points that have been made? 
• Have all arguments/points been explained in sufficient detail in each paragraph?  
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• Are arguments incomplete and not developed in enough detail?  
• Is their evidence that the work has been proof read and revised from an initial draft?  
• Is it written in a manner that suggests that the student does not fully understand the material 
and has simply re-written pieces of text from various sources?  
 
 
3. Relevance and application of economic theory and other material included in the 
essay.  
 
• Has relevant microeconomic theory been chosen and related to the question?  
• Where appropriate, have clearly labelled diagrams and or math been used to help illustrate 
and apply relevant economic theory to the question?  
• Have diagrams been included but not fully explained and applied to the question?  
• Does the labelling on diagrams relate specifically to the question?  
 
 
4. Depth of analysis  
 
• Does the essay demonstrate a good understanding of the relevant theory?  
• Has it evaluated the extent to which microeconomic theory can explain the phenomena 
referred to in the question?  
• Is there evidence of wider reading and research on the topic area?  
• Have the lecturer’s notes been simply reproduced/ regurgitated?  
• Has material from different academic sources been effectively integrated?  
 
 
5. Presentation and layout  
 
• Do any sentences in the essay last for an entire paragraph? 
• Is there correct punctuation, grammar and spelling throughout the whole essay?  
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APPENDIX 3.C 
 
INSTITUTIONAL REVIEW BOARD: CONSENT FORM 
 
RESEARCHER: Scott Lemos, Lecturer and PhD Candidate in Economics, Peter T. Paul 
College of Business and Economics 
 
TITLE OF STUDY: Economics Student Self-Evaluation Study 
  
DATE OF STUDY: 8/28/2018-12/15/2018 
  
WHAT IS THE PURPOSE OF THIS STUDY? 
The purpose of this study is to evaluate whether or not students are able to self-evaluate your 
own writing, and whether or not students’ self-evaluation skills improve with repeated 
writing assignments over the course of the semester. 
 
WHAT DOES YOUR PARTICIPATION IN THIS STUDY INVOLVE? 
Participation in this study involves signing a consent form which allows the researchers to use 
grades from required assignments in this course for the above described research study. 
Participation in this study, i.e. approval of this consent form, will take no longer than 1 minute. 
We anticipate 25 total in this research study. 
  
WHAT ARE THE POSSIBLE RISKS OF PARTICIPATING IN THIS STUDY? 
Risks associated with participating in the research study are minimal.  
  
WHAT ARE THE POSSIBLE BENEFITS OF PARTICIPATING IN THIS STUDY? 
Direct benefits of participating in the research study are minimal. 
 
IF YOU CHOOSE TO PARTICIPATE IN THIS STUDY, WILL IT COST YOU 
ANYTHING? 
Participating in this research study will not cost the participant anything. 
  
WILL YOU RECEIVE ANY COMPENSATION FOR PARTICIPATING IN THIS 
STUDY? 
There is no compensation associated with participating in this study. 
  
DO YOU HAVE TO TAKE PART IN THIS STUDY? 
This study is entirely optional. You do not have to take part in this study if you choose not to. 
The instructor will not know if you chose to participate or not in the study until after final grades 
for the course are assigned. Participants must be at least 18 years of age to participate in this 
research study. 
  
CAN YOU WITHDRAW FROM THIS STUDY? 
You can withdraw from this study at any point in time. 
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HOW WILL THE CONFIDENTIALITY OF YOUR RECORDS BE PROTECTED? 
It is the intent of the organizers of this study to maintain the anonymity and confidentiality of 
each participant. If you choose to participate, we will match the results of scores in the course, 
including your self-evaluation scores, with university records containing demographic and 
course information. We will use your UNH email address to match these records. Once matched, 
we will remove your email address and thus any indication of your identity. We will only match 
records for those who participate in the study. Only Scott Lemos and Jemina Shepherd from the 
UNH Department of Economics are the researchers collecting this data and are the only 
individuals who will have access to this data. This data will only be reported at the aggregate 
level (i.e. sums and means) and the results will be used in peer-reviewed publications and 
academic conference presentations. You should understand that any form of communication over 
the Internet presents minimal risk of loss of confidentiality. Further, we the researchers express 
that we cannot guarantee absolute/complete confidentiality. For example, in rare circumstances, 
the IRB and/or UNH administration may have to review the data associated with this research 
study. 
  
WHOM TO CONTACT IF YOU HAVE QUESTIONS ABOUT THIS STUDY? 
If you have any questions pertaining to the research you can contact Scott Lemos at 
scott.lemos@unh.edu to discuss them. 
  
If you have questions about your rights as a research subject you can contact Melissa McGee in 
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CONCLUSION 
 
The contributions of this dissertation are three-fold: (1) identify and correct for a set of 
‘behavioral anomalies’ in the stated-preference valuation methodology, (2) provide relevant and 
accurate information on consumers’ preference for local and organic produce, and (3) test a simple 
technique for making students better able to self-evaluate the quality of their own work, thus 
mitigating a certain ‘cognitive anomaly’ in the undergraduate classroom.  
In terms of the first contribution, one over-arching theme that arises from the first two 
chapters is the need for careful design of stated-preference choice experiments. Here, three specific 
recommendations arise. First, it is critically important for researchers to include a set of attributes 
within the CE that represent a viable set of characteristics by which the respondent can trade-off 
when making a choice. Second, the choice of attribute-levels in the choice experiment should 
reflect levels feasibly encountered in a non-hypothetical setting.  And third, as the literature on 
attribute-non-attendance is rather nascent and early results are mixed, researchers should build into 
the survey a set of stated ANA questions to further explore this behavior.  
In terms of the first two recommendations, survey pretesting should be used to develop a 
survey that is understandable and credible to respondents. Two types of pretesting are 
recommended: qualitative focus groups, which can uncover in-depth insights about respondents’ 
perceptions of the survey instrument, and quantitative pilot studies, which allow for limited 
statistical analyses. Careful survey pretesting should allow the researcher to uncover patterns of 
attribute non-attendance and issues associated with anchoring early on, potentially mitigating the 
issue in final survey implementation. Focus groups can be used to gather information on viable 
attributes and attribute-levels, whereas pilot studies can be used explore these issues analytically. 
And to the third recommendation, responses from stated ANA questions can be used in conjunction 
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with recently developed inferred ANA methods to corroborate findings and generated a more 
detailed picture of ANA behavior. 
Though detailed survey pretesting should help in survey implementation, the issue of 
anchoring is endemic to SP methodology. That is, choosing the ‘best’ set of prices to use in a 
choice experiment is an inexact science. As such, ex ante approaches in the form of ‘cheap talk’ 
interventions are a viable solution. The experimental procedure detailed in the first chapter is the 
first study to provide evidence that ex-ante cheap talk interventions have the potential to mitigate 
some of these anchoring effects in online choice exercises and provides evidence in favor of the 
behavioral economists’ view of preferences, as discussed in the Introduction. These cheap talk 
interventions uncover the malleability of respondent preferences to changes in small pieces of 
information presented within the stated-preference survey, but does not necessarily invalidate 
those preferences for policy purposes. Rather, it emphasizes the need for accurate survey 
development so as to elicit those preferences that can be useful in a policy context. Further, we 
need to take care that one result does not prove that it is an entirely effective solution and further 
testing is certainly warranted. The hope, though, is that this work encourages researchers to be 
mindful of the effects of the choice of price vectors in the choice experiment setting and to build 
short cheap talk interventions into future research designs. This approach is of relatively low cost 
and is crucial to furthering the field’s understanding of how different design decisions impact 
response and preference elicitation in stated preference surveys.  
The second contribution of this dissertation provides information to policy makers on 
consumers’ preferences for local and organic produce in Northern New England. Across the first 
two chapters, estimates show that consumers are willing-to-pay a substantial price premium for 
locally grown tomatoes, in the range of $0.91-$1.12 per pound, which represents a 42%-52% 
 166  
premium, respectively. In terms of the organic attribute, the first chapter finds that consumers are 
not willing-to-pay a significant price premium, whereas the second chapter shows a price premium 
of $0.98-$1.18 per pound for organic tomatoes, again representing a 48%-55% premium, 
respectively. These results, including the inconsistencies with respect to the organic attribute, are 
similar to those found in Thilmany, et al. (2008) and in complementary analyses under the same 
research project, including Werner, et al. (2018) and Shi, et al. (2017). These results should offer 
some guidance for farmers regarding growing practice and farm land use as regional coalitions 
support local agriculture expansion in the Northeast. 
Finally, to the third contribution of this dissertation. One might think that as empirical 
scientists, it would not be unusual for economists to apply the scholarly process to an activity (i.e. 
teaching) that is such an integral part of our jobs, and yet, we generally receive no formal training 
in how to do this. In the final chapter of this work, I have attempted to, in part, summarize the 
scholarly teaching approach and, more importantly, provide economics educators with a simple 
approach for developing the metacognitive skills of students. The approach tested in this work is 
a simple repeated self-evaluation question in which students must respond to in a series of writing 
assignments across the semester. Results from this study support the notion that self-evaluation 
is a skill that can be developed through deliberate practice. As such, instructors could 
implement it in the classroom as a mechanism to enhance the abilities of students as self-
regulated learners, or in other words, to help students learn about their own learning. Through 
this final chapter, I hope I have made the case that the scholarly, evidence-based approach to 
teaching has clear benefits for economists interested in maximizing their students learning while 
minimizing their own time an effort.  
 
