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Abstract
The aim of this paper is to improve the upper bound for the excep-
tional zeroes β0 of Dirichlet L-functions. We do this by improving on
explicit estimates for L′(σ, χ) for σ close to unity.
1 Introduction
The real part of the zeroes of L(s, χ) :=
∑∞
n=0 χ(n)n
−s , with χ a Dirichlet
character and ℜ(s) ∈ (0, 1), is of high interest. It is deeply related to the
size of the remainder term of the Prime Number Theorem for primes in
arithmetic progression.
Defining Π(s, q) := Πχ (mod q)L(s, χ) an explicit result is the following, that
is Theorem 1.1 of [3].
Theorem 1.1 (McCurley). With R0 = 9.6459, the function Π(s, q) has at
most one zero ρ = β + it in the region β ≥ 1 − (R0 log max{q, q|t|, 10})−1.
This zero, if it exists, must be real and simple and must correspond to a
non-principal real character χ (mod q).
This zero will be called the exceptional zero β0.
Platt [6] proved that for a zero to be exceptional q > 4 · 105 must hold,
checking the Generalised Riemann Hypothesis for primitive characters to
height max
(
108
q
, A·10
7
q
)
, with A = 7.5 if the character is even, A = 3.5 if it
is odd. Another explicit result, by Kadiri [4], is that for q ≤ 4 · 105 there are
no zeroes in the region β > 1− (R0 logmax{q, q|t|})−1, with R1 = 5.60.
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For any exceptional zero β0 we have β0 ≤ 1− λq1/2 log2 q , where λ can be
calculated explicitly:
1. Liu and Wang prove λ = pi0.4923 with conductor q
′ > 987 in Theorem 3
from [5],
2. Bennet et al. prove λ = 40 for q ≥ 3 in Proposition 1.11 from [1].
These results follows from the mean-value theorem, a lower bound for
L(1, χ), obtained using the Class Number Formula, and an upper bound for
|L′(σ, χ)|, with σ ∈ (β0, 1).
The improvement by Bennett et al. is due to better lower and upper
bounds, the first obtained using more precise calculations and the second
with computational aid. In Lemma 6.5 Bennett et al. obtain |L′(σ, χ)| 6
0.27356 log2 q for χ primitive, q ≥ 4 · 105 and β0 > 1 − 14√q , which ap-
pears to be the best result in the literature. Thus can be improved using
a better Po´lya–Vinogradov inequality [2], but this would lead to at most
|L′(σ, χ)| 6 0.23 log2 q. From Theorem 2.1 we are able to obtain better
upper bounds for |L′(σ, χ)|.
Theorem 1.2. Assume χ is a primitive real character and σ ∈ (β0, 1).
With χ odd, β0 > 1− 800√q log2 q and q > 4 · 105, the following bound holds∣∣L′(σ, χ)∣∣ 6 0.18 log2 q. (1)
With χ even, β0 > 1− 515√q log2 q and q > 4 · 105, the following bound holds∣∣L′(σ, χ)∣∣ 6 0.1536 log2 q. (2)
With χ even, β0 > 1− 80√q log2 q and q > 107, the following bound holds∣∣L′(σ, χ)∣∣ 6 0.15 log2 q. (3)
These results need to be used together with the lower value for q by
Platt [6] and the result in section A.10 from [1], to get the following upper
bounds for β0.
Theorem 1.3. Assume χ is a non-principal real character. With χ odd and
q > 4 · 105 , the following bound holds
β0 ≤ 1− 800√
q log2 q
. (4)
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With χ even and 4 · 105 < q ≤ 107, the following bound holds
β0 ≤ 1− 515√
q log2 q
. (5)
With χ even and q > 107, the following bound holds
β0 ≤ 1− 80√
q log2 q
. (6)
One last result is obtained using Theorem 2.1 together with the explicit
version of the Burgess bound from [8].
Theorem 1.4. With χ a primitive real character modulo p prime, β0 >
1− c√
p log2 p
and σ ∈ (β0, 1), we have
∣∣L′(σ, χ)∣∣ ≤ ( 1
32
+ o(1)
)
log2 p,
with the reminder term o(1) explicit.
In Section [2] we prove Theorems 2.1 and 2.2 that will allow to improve
the bound on |L′(σ, χ)|. In Section [3] we use Theorem 2.1 to prove The-
orem 1.2 and Theorem 1.3. In Section [4] we apply Theorem 2.2 to prove
Theorem 1.4.
2 Preliminary results
We now prove two general results that will later be applied to primitive real
characters. These theorems will be used to improve the upper bound for
|L′(σ, χ)|.
Lemma 2.1. Let g(n) be such that for all n we have g(n) = {−1, 0, 1}. We
further assume that there is a M(q) ∈ ℜ such that
max
k
∣∣∣∣∣
k∑
n=0
g(n)
∣∣∣∣∣ ≤M(q).
Let f : ℜ → ℜ such that f ≥ 0, f → 0, f ∈ C′, f ′(x) < 0 and |f ′| ց
such that ∫ ∞
0
∣∣f ′(x)∣∣ dx <∞.
Then we have ∣∣∣∣∣
∞∑
n=0
g(n)f(n)
∣∣∣∣∣ ≤
⌊M(q)⌋∑
n=0
f(n).
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Proof. Using the partial summation formula, with f → 0 and the bound on∣∣∣∑kn=0 g(n)∣∣∣, we obtain
∣∣∣∣∣
∞∑
n=0
g(n)f(n)
∣∣∣∣∣ =
∣∣∣∣∣∣
∫ ∞
0

∑
n≤x
g(n)

 (−f ′(x)) dx
∣∣∣∣∣∣ ,
with −f ′(n) > 0. Given that −f ′(n) > 0 we want ∑n≤x g(n) that would
maximize all other possible choices and it is easy to see that this is obtained
by the function g(n) defined as follows
g(n) =
{
1 when n ≤ ⌊M(q)⌋
0 while n > ⌊M(q)⌋.
Note that also −g(n) is a maximizing function. The result follows easily
from this choice of g(n).
Now we give a version of Theorem 2.1 adding an upper bound depending
on N that is shaped after Burgess’ bound.
Lemma 2.2. Adding the hypothesis∣∣∣∣∣
N∑
n=0
g(n)
∣∣∣∣∣ ≤ V (N) (7)
to the hypotheses in Theorem 2.1, and if V (N) 6 min{N,V (N)} holds true
when
C1(q) 6 N 6 C2(q),
with C1(q), C2(q) ∈ N, then |
∑∞
n=0 g(n)f(n)| has as an upper bound
C1(q)∑
n=0
f(n) +M(q)f(C2(q))− C1(q)f(C1(q))−
∫ C2(q)
C1(q)
V (x)f ′(x)dx. (8)
Proof. The proof is similar to that of Theorem 2.1 but with the maximizing
function g(n) that assumes the value zero enough times to make condition
(7) hold.
Now the result follows applying partial summation to
∣∣∣∑⌊M(q)⌋n=0 g(n)f(n)∣∣∣.
Note that the previous results can surely be further modified adding
different conditions.
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3 Upper bound for the exceptional zero β0
A standard way to get an upper bound on the exceptional zero is to use the
mean value theorem to obtain
L(1, χ) = L(1, χ)− L(β0, χ) = L′(σ, χ)(1 − β0) for some σ ∈ (β0, 1),
where
L′(σ, χ) =
d
dσ
L(σ, χ) = −
∞∑
n=1
χ(n)
log n
nσ
with σ > 0.
Now we see that
1− β0 = L(1, χ)|L′(σ, χ)| (9)
and thus we are left to obtain a lower bound for L(1, χ) and an upper bound
for |L′(σ, χ)| when σ ∈ (β0, 1).
3.1 Lower bound for L(1, χ)
We start fixing q > 4 · 105. We use that every real primitive character can
be expressed using the Kroneker symbol, as χ(n) = ( d
n
), with q = |d|. First
we consider d < 0, and thus d < −4 · 105. Dirichlet’s class number formula
then gives
L(1, χ) =
2pih(
√
d)
ωd
√|d| , with χ(−1) = −1,
with h(
√
d) the class number of Q(
√
d) and ωd is the number of roots of
unity in Q(
√
d), which is known to be 2 when d < −3. From Table 4 in
Watkins [9], and |d| > 319867 we obtain that h(√−q) ≥ 46, that gives
L(1, χ) =
2pih(
√
d)
ωd
√
|d| ≥
46pi√
q
, with χ(−1) = −1. (10)
Now we consider d > 0. Dirichlet’s class number formula gives
L(1, χ) =
h(
√
d) log ηd√
d
, with χ(−1) = 1, (11)
where ηd = (v0 + u0
√
d)/2 , with v0 and u0 the minimal positive integers
satisfying v20 − du20 = 4.
From A.10 in [1] we have that
h(
√
d) log ηd > 79.2177 (12)
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when 4 · 105 6 d 6 107. Bennett et al. then prove that h(
√
d) log ηd > 12
for q > 107, thus obtaining from (11) that for all d > 4 · 105
L(1, χ) ≥ 12√
q
, with χ(−1) = 1. (13)
3.2 Upper bound for |L′(σ, χ)| and proof of Theorem 1.3
Here we assume σ ∈ (β0, 1) and β0 > 1− c√q log2 q , with c a positive constant
to be chosen later. Then we define
S0(χ) := max
N
∣∣∣∣∣
N∑
n=1
χ(n)
∣∣∣∣∣ , S(χ) := maxN,M
∣∣∣∣∣
M+N∑
n=M+1
χ(n)
∣∣∣∣∣ .
Note that, taking M = 0, we have S0(χ) 6 S(χ). Then we always have,
from the triangle inequality, that S(χ) 6 2S0(χ) and, when the character
is even, S(χ) = 2S0(χ) see [7, p. 533]. Now we apply Theorem 2.1 with a
primitive real character as g(n) and f(n) = logn
nσ
, but with the sum starting
from n = 2, and we get
∣∣L′(σ, χ)∣∣ 6 S0(χ)∑
n=2
log n
nσ
. (14)
With d < S0(χ), we further obtain by partial summation
∣∣L′(σ, χ)∣∣ 6 S0(χ)1−σ
(
1
2
log2 S0(χ)− 1
2
log2 d+
d∑
n=2
log n
n
)
, (15)
and fixing d = 100
−1
2
log2 d+
d∑
n=2
log n
n
< 0.
This number we thus obtain is so small that we omit it in what follows.
We focus first on odd characters. Here we use the following bound, from [2,
p. 278], for a primitive character
S(χ) ≤
√
q
pi
(log(pi
√
q + 10.15) + 1.4326) .
Plugging this bound in (15) and using it as an upper bound for S0(χ), we
obtain∣∣L′(σ, χ)∣∣ 6 S0(χ)1−σ
(
1
2
log2
(√
q
pi
(log(pi
√
q + 10.15) + 1.4326)
))
·
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Remembering β0 > 1− c√q log2 q , choosing c = 800 and with q > 4 · 105,
we obtain ∣∣L′(σ, χ)∣∣ 6 0.18 log2 q. (16)
Now we focus on even characters. The bound from [2, p. 278] is
S(χ) ≤ 4
pi2
√
q
(
log(
pi2
4
√
q + 10.15) + 1.4326
)
.
Remembering that for even characters we have S(χ) = 2S0(χ), we plug
S(χ)
2
in (15) to obtain
∣∣L′(σ, χ)∣∣ 6 S0(χ)1−σ
(
1
2
log2
(
2
pi2
√
q
(
log(
pi2
4
√
q + 10.15) + 1.4326
)))
·
Remembering β0 > 1− c√q log2 q we obtain, with q > 4 · 105 and c = 515,∣∣L′(σ, χ)∣∣ 6 0.1536 log2 q
and, with q > 107 and c = 80,∣∣L′(σ, χ)∣∣ 6 0.15 log2 q.
It is interesting to note, aiming to improve the above result, that we have
∣∣L′(σ, χ)∣∣ 6 (1
8
+ o(1)
)
log2 q. (17)
Now Theorem 1.3 follows easily. We just need to prove the theorem for
primitive real characters, indeed if χ (mod q) is induced by some primitive
real character χ′ (mod q′), then the primitive case yields
β0 ≤ 1− λ√
q′ log2 q′
≤ 1− λ√
q log2 q
.
Thus (4) follows from (9), (1) and (10); (5) from (9), (2), (11) and (12); and
(6) from (9), (3) and (17).
4 Another upper bound for the exceptional zero
We now prove Theorem 1.4 applying Theorem 2.2 to a real primitive char-
acter modulo p prime.
The bound (7) will be the explicit Burgess bound from Theorem 1.4. in [8]
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that states that, for any p > 107 and c1(r) from Table 1 [8, p. 1655] , we
have ∣∣∣∣∣
M+N∑
n=M
χ(n)
∣∣∣∣∣ ≤ c1(r)N1− 1r p r+14r2 log 1r p.
We have c1(r)N
1− 1
r p
r+1
4r2 log
1
r p ≤ min{N,S0 (χ)} when
c1(r)
rp
(r+1)
4r log p ≤ N ≤
(
c0
c1(r)
)1+ 1
r
p
2r2−r−1
2r(r−1) log p,
where c0 is such that S0 (χ) ≤ c0p 12 log p. Note that it is possible to improve
the result using the explicit Po´lya–Vinogradov inequality from [2], but the
result would not improve considerably.
Using these explicit bounds from Theorem 2.2, and β0 > 1 − c√p log2 p , we
obtain ∣∣L′(1, χ)∣∣ ≤ ((r + 1)2
32r2
+ o(1)
)
log2 p,
with o(1) explicit and easy to compute. This bound is asymptotically
stronger than (17), but results worst for small p due to the size of the
constant c1(r) in the explicit version of Burgess bound.
Theorem 1.4 follows taking r sufficiently large and noting that c1(r) is de-
creasing.
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