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Uvod
Slucˇajne sˇetnje i Brownovo gibanje dva su osnovna pojma kojima c´emo se baviti u ovom
radu, preciznije, bavit c´emo se posebnim zakonima koji su im zajednicˇki. Ti zakoni nazi-
vaju se zakoni arkus sinusa. Da bismo ilustrirali osnovnu ideju dati c´emo dva primjera.
Pretpostavimo da Luka i Borna naizmjence bacaju novcˇic´ 2n puta. Svaki put kada
padne glava Luka daje Borni 1 kunu i obrnuto, kada padne pismo Borna daje Luki 1 kunu.
Promatrajuc´i igru iz Lukine perspektive, kad padne glava Luka gubi 1 kunu, a kad padne
pismo dobiva 1 kunu. Ako pretpostavimo da je novcˇic´ simetricˇan, to jest da su vjerojat-
nosti da padnu pismo i glava jednake, tada parcijalne sume njihovih isplata tijekom igre
cˇine jednostavnu simetricˇnu slucˇajnu sˇetnju. Naizgled radi se o vrlo jednostavnoj igri no
postoje mnoga pitanja koja si mozˇemo postaviti. Tijekom igre mozˇe se dogoditi da je suma
svih prijasˇnjih isplata jednaka nula. Tada mozˇemo rec´i da su Luka i Borna izjednacˇeni.
Pitanje koje nas mozˇe zanimati je kolika je vjerojatnost da se zadnje izjednacˇenje dogodilo
u odredenom trenutku. Nadalje, ako je parcijalna suma isplata u nekom trenutku pozitivna
to znacˇi da je Luka tada u vodstvu. Kolika je vjerojatnost da je Luka u vodstvu tocˇno k od
2n bacanja? Zanimljivo je i pitanje kada c´e se tijekom igre prvi put dogoditi situacija da
je suma prijasˇnjih isplata jednaka onoj na kraju igre. Takoder, u nekom trenutku postigne
se maksimalan iznos koji Luka dobije od isplata tijekom igre. Ocˇito se maksimum mozˇe
postic´i visˇe puta pa promatramo kada se prvi put postigao. Kolika je vjerojatnost da se
postigao u odredenom trenutku k? Odgovor na sva postavljena pitanja je jednak. Sve na-
vedene slucˇajne varijable imaju diskretnu arkus sinus distribuciju reda n. Naziv proizlazi
iz cˇinjenice da inverzna funkcija sinusa pruzˇa odlicˇnu numericˇku aproksimaciju za spome-
nute vjerojatnosti. Veoma su zanimljiva i svojstva te distribucije. Naime, distribucija je
simetricˇna te ima svojstvo da vjerojatnosti padaju do polovice promatranog vremenskog
intervala, a zatim simetricˇno rastu. Iz toga, suprotno intuiciji, slijedi da c´e u igri s veli-
kim brojem bacanja novcˇic´a Luka ili Borna s vjerojatnosˇc´u 1
2
biti u vodstvu od polovice
promatranog vremenskog intervala sve do kraja igre.
Krenimo sada na drugi primjer. Poznato je da Brownovo gibanje dobro opisuje fluktu-
acije na financijskom trzˇisˇtu, kao na primjer na trzˇisˇtu dionica. Pretpostavimo da ulazˇemo
u dionice godinu dana, te su nasˇi dobici/gubici od ulaganja u odredenom vremenskom
periodu normalno distribuirani i medusobno nezavisni. Tada kumulativna dobit tijekom
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promatrane godine cˇini standardno Brownovo gibanje. Kao ulagacˇa mozˇe nas zanimati dis-
tribucija vremena kada je dobit posljednji put bila jednaka nuli kao i distribucija vremena
postizanja maksimalne dobiti. Nadalje, mozˇemo se pitati kakva je distribucija duljine peri-
oda u kojem smo na dobitku (u ”plusu”). Zbog cˇinjenice da su Brownovo gibanje i slucˇajna
sˇetnja veoma usko povezani nije iznenadujuc´e da je trazˇena distribucija ponovo arkus si-
nus distribucija. Intuitivno, mozˇemo rec´i da je najmanje vjerojatno da c´emo podjednako
vremena tijekom godine provesti u ”plusu” i ”minusu”.
Cilj ovog rada je dokazati zakone arkus sinusa za slucˇajne sˇetnje i Brownovo gibanje. U
prvom poglavlju bavit c´emo se slucˇajnim sˇetnjama i svojstvima koja c´e nam biti potrebna
u daljnjem radu. U sklopu drugog poglavlja dokazat c´emo zakone arkus sinusa za jednos-
tavne simetricˇne slucˇajne sˇetnje, a zatim poopc´iti te tvrdnje i za opc´enite slucˇajne sˇetnje.
Nakon toga bavit c´emo se Brownovim gibanjem i dokazati teorem kojim c´emo dovesti u
vezu Brownovo gibanje i slucˇajne sˇetnje. Tada c´emo vrlo jednostavno pomoc´u prethodno
dokazanih zakona arkus sinusa za slucˇajne sˇetnje dokazati da slicˇni zakoni vrijede i za
Brownovo gibanje.
Poglavlje 1
Slucˇajna sˇetnja
1.1 Definicije i svojstva slucˇajnih sˇetnji
Definicija 1.1.1. Neka je (Xk)
∞
k=1
niz nezavisnih, jednako distribuiranih slucˇajnih varijabli,
te neka su dane sljedec´e varijable
S 0 = 0, S n = X1 + X2 + ... + Xn, n ∈ N.
Niz (S n)
∞
n=1 nazivamo slucˇajna sˇetnja.
Ako je (Xk)
∞
k=1
niz nezavisnih slucˇajnih varijabli s vrijednostima ±1, tada (S n)∞n=1 nazi-
vamo jednostavna slucˇajna sˇetnja.
Posebno, ako vrijedi da je P(Xi = 1) = P(Xi = −1) = 12 kazˇemo da je jednostavna slucˇajna
sˇetnja simetricˇna.
Od sada na dalje, osim ako nije posebno naglasˇeno, podrazumjevat c´emo da se radi o
jednostavnoj simetricˇnoj slucˇajnoj sˇetnji.
Niz S 0, S 1, ..., S n cˇesto reprezentiramo kao put u ravnini gdje horizontalna os pred-
stavlja vrijeme, a vertikalna vrijednosti od S n. Za dani niz povezujemo tocˇke (k, S k) i
(k + 1, S k+1), za k < n. Duljina puta je razlika izmedu vrijednosti pocˇetne i zavrsˇne tocˇke
puta.
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x
y
Slika 1.1: Put slucˇajne sˇetnje
U ovom poglavlju cilj nam je pokazati svojstva slucˇajnih sˇetnji koja c´e nam koristiti u
daljnjem radu, a pritom c´emo slijedit poglavlje 4 knjige ”Probability: Theory and Exam-
ples” Ricka Durretta[2].
Sada promatramo putove od ishodisˇta (0, 0) do tocˇke (n, x). Definiramo a i b kao broj
pozitivnih, odnosno negativnih koraka na putu:
a =
(n + x)
2
, (1.1)
b =
(n − x)
2
.
Uz ove oznake slijedi da je n = a + b i x = a − b. Ako je −n 6 x 6 n i n − x paran, sˇto
je ekvivalentno da je n + x paran, tada je broj putova od (0, 0) do (n, x)
Nn,x =
(
n
a
)
. (1.2)
Inacˇe, broj putova je 0.
Lema 1.1.2 (Princip refleksije). Neka su x, y > 0, tada je broj putova od (0, x) do (n, y)
koji posjec´uju 0 u nekom trenutku jednak broju putova od (0,−x) do (n, y).
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(0,−x)
(0, x)
K
(n, y)
Slika 1.2: Princip refleksije
Dokaz. Dokaz leme svodi se na dokaz da postoji jedan-jedan veza izmedu navedene dvije
klase putova. Ako to pokazˇemo njihovi brojevi moraju biti jednaki.
Neka je (0, s0), (1, s1), ..., (n, sn) put od (0, x) do (n, y) i K = inf{k : sk = 0}. Oznacˇimo
s′
k
= −sk za k 6 K, s′k = sk za K 6 k 6 n. Tada je (k, s′k), 0 6 k 6 n put od (0,−x) do (n, y).
Ako je (0, t0), (1, t1), ..., (n, tn) put od (0,−x) do (n, y) tada on mora prijec´i 0. Neka je
K = inf{k : tk = 0}. Oznacˇimo t′k = −tk za k 6 K, t′k = tk za K 6 k 6 n. Tada je (k, t′k),
0 6 k 6 n put od (0, x) do (n, y) koji je 0 u trenutku K. 
Teorem 1.1.3. Neka su n i x pozitivni, cijeli brojevi. Postoji tocˇno x
n
Nn,x putova iz ishodisˇta
(0, 0) do tocˇke (n, x) takvih da je s1 > 0, ..., sn > 0.
Dokaz. Neka su a i b definirani kao u (1.1). Prisjetimo se da a =
(n+x)
2
predstavlja broj
pozitivnih koraka na putu od (0, 0) do (n, x), a b =
(n−x)
2
broj negativnih koraka na putu.
Kako je s0 = 0, broj putova od ishodisˇta do (n, x) koji nikad ne posjec´uju 0 jednak je broju
putova od (1, 1) do (n, x) koji nikad ne posjec´uju 0. Iz principa refleksije slijedi da je broj
putova od (1, 1) do (n, x) koji posjec´uju 0 u nekom trenutku jednak broju putova od (−1, 1)
do (n, x). Dakle broj putova od (1, 1) do (n, x) koji nikad ne posjec´uju 0 je jednak
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Nn−1,x−1 − Nn−1,x+1 =
(
n − 1
a − 1
)
−
(
n − 1
a
)
=
(n − 1)!
(a − 1)!(n − a)! −
(n − 1)!
a!(n − a − 1)!
=
a − (n − a)
n
n!
a!(n − a)!
=
a − (n − a)
n
n!
a!(n − a)!
=
a − b
n
Nn,x
=
x
n
Nn,x .

Prethodni teorem cˇesto u literaturi mozˇemo nac´i pod nazivom Teorem glasacˇkog listic´a
(The Ballot Theorem). Da bismo shvatili naziv teorema mozˇemo ga iskazati na drugi nacˇin.
Teorem 1.1.4 (Teorem glasacˇkog listic´a). Pretpostavimo da na izborima kandidat A dobije
α glasova, a kandidat B β glasova, gdje je β < α. Vjerojatnost da tijekom brojanja glasova
A uvijek vodi ispred kandidata B jednaka je (α − β)/(α + β).
Dokaz. Neka je x = α − β, n = α + β. Broj trazˇenih ishoda jednak je broju putova od (1, 1)
do (n, x) koji nikad ne posjec´uju 0, pa tvrdnja slijedi iz Teorema 1.1.3. 
Oznacˇimo sa
pn,x = P(S n = x) .
Znamo da je broj putova od ishodisˇta do (n, x), Nn,x dan sa formulom (1.2) te da postoji 2
n
putova duljine n. Dakle
pn,x =
(
n
a
)
2−n =
(
n
n+x
2
)
2−n. (1.3)
1.2 Povratci
Ako pretpostavimo da je S 0 = 0, povratak u ishodisˇte desˇava se u trenutku k takvom da
je S k = 0. Ocˇito je da k mora nuzˇno biti paran broj. Za k = 2v vjerojatnost povratka u
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pocˇetno stanje u trenutku k jednaka je p2v,0. Zbog jednostavnosti uvodimo novu oznaku za
tu vjerojatnost
u2v =
(
2v
v
)
2−2v . (1.4)
Takoder, poseban slucˇaj povratka u ishodisˇte je prvi povratak. Prvi povratak dogodi se
u trenutku 2v ako
S 1 , 0, ..., S 2v−1 , 0, te S 2v = 0 .
Vjerojatnost tog dogadaja oznacˇavamo s f2v. Po definiciji f0 = 0.
U nastavku c´emo uz poglavlje 4 knjige ”Probability: Theory and Examples” Ricka
Durretta[2] slijedit i poglavlje 3 knjige ”An Introduction to Probability Theory and Its
Application” Wiliama Fellera[3].
Sljedec´i teorem daje vezu izmedu vjerojatnosti u2n i f2n.
Teorem 1.2.1. u2n = f2u2n−2 + f4u2n−4 + ... + f2nu0, n > 1
Dokaz. Postoji u2n2
2n razlicˇitih putova duljine 2n od tocˇke (0, 0) do tocˇke (2n, 0).Sve te
putove mozˇemo podijeliti u n skupina, ovisno o trenutku prvog povratka u pocˇetnu tocˇku.
Posjet ishodisˇtu u trenutku 2n mozˇe biti prvi povratak ili se prvi povratak dogodio u tre-
nutku 2k < 2n i nakon toga je slijedio ponovni povratak u pocˇetnu tocˇku 2n − 2k vremen-
skih jedinica poslije. Postoji f2k2
2k puteva duljine 2k koji zavrsˇavaju prvim povratkom i
u2n−2k22n−2k putova od tocˇke (2k, 0) do (2n, 0). Dakle, broj putova koji se prvi put vrac´aju u
pocˇetnu tocˇku u trenutku 2k je
f2k2
2ku2n−2k2
2n−2k = f2ku2n−2k2
2n .
Sumacijom po svim moguc´im k dobivamo broj putova od (0, 0) do (2n, 0)
u2n2
2n
= f2u2n−2n2
2n
+ f4u2n−42
2n
+ ... + f2nu02
2n .
Dijeljenjem jednadzˇbe s 22n slijedi tvrdnja. 
Lema 1.2.2. Vjerojatnost da nije bilo povratka u pocˇetnu tocˇku do trenutka 2n, ukljucˇivo i
2n, jednaka je vjerojatnosti da se povratak dogodio u trenutku 2n, to jest
P(S 1 , 0, ..., S 2n , 0) = P(S 2n = 0) = u2n . (1.5)
Dokaz. Kad se dogodi dogadaj {S 1 , 0, ..., S 2n , 0} ili su svi S j pozitivni ili su svi nega-
tivni. Oba dogadaja su jednako vjerojatna pa je (1.5) ekvivalentno sa
P(S 1 > 0, ..., S 2n > 0) =
1
2
u2n . (1.6)
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Razmatranjem svih moguc´ih vrijednosti koje S 2n mozˇe poprimiti dobivamo
P(S 1 > 0, ..., S 2n > 0) =
∞∑
r=1
P(S 1 > 0, ..., S 2n−1 > 0, S 2n = 2r) ,
gdje dogadaji u kojima je r > n imaju vjerojatnost 0. Po Teoremu 1.1.3 broj putova od
(0, 0) do (2n, 2r) koji nikad ne posjec´uju 0, odnosno, broj putova koji zadovoljavaju uvjet
{S 1 > 0, ..., S 2n−1 > 0, S 2n = 2r} jednak je N2n−1,2r−1−N2n−1,2r+1, pa je r-ti izraz sume jednak
1
2
(p2n−1,2r−1 − p2n−1,2r+1) .
Negativni cˇlan r-tog izraza pokrati se sa pozitivnim cˇlanom (r + 1)-og izraza, pa se suma
svodi na 1
2
p2n−1,1.
p2n−1,1 =
(
2n − 1
(2n−1+1)
2
)
2−(2n−1)
=
(
2n − 1
n
)
2−2n+1
=
(2n − 1)!
n!(n − 1)!2
−2n+1
=
(2n − 1)!
n!(n − 1)!)
2n
n
2−2n
=
(2n)!
n!n!)
2−2n
=
(
2n
n
)
2−2n
= u2n
Dakle, p2n−1,1 = u2n pa slijedi (1.6) a zbog toga i tvrdnja leme. 
Prethodnu lemu mozˇemo iskazati na josˇ jedan nacˇin,
P(S 1 > 0, ..., S 2n > 0) = u2n . (1.7)
Put duljine 2n sa svim vrijednostima strogo iznad x-osi prolazi nuzˇno tocˇkom (1, 1).
Ako uzmemo tu tocˇku kao pocˇetnu dobivamo novi put duljine 2n−1 sa svim vrijednostima
iznad ili na novoj x-osi. Slijedi da je
P(S 1 > 0, ..., S 2n > 0) =
1
2
P(S 1 > 0, ..., S 2n−1 > 0) . (1.8)
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Ali kako je S 2n−1 neparan broj, ako je S 2n−1 > 0 slijedi da je i S 2n > 0. Dakle
P(S 1 > 0, ..., S 2n−1 > 0) = P(S 1 > 0, ..., S 2n > 0)
Vjerojatnost na lijevoj strani (1.8) je prema (1.6) jednaka 1
2
u2n, pa zbog toga vrijedi (1.7).
Direktna posljedica Leme 1.2.2 je formula koja direktno povezuje u2n i f2n.
Lema 1.2.3. Vjerojatnost da se prvi povratak u pocˇetnu tocˇku dogodio u trenutku 2n dana
je sa
f2n =
1
2n − 1u2n . (1.9)
Dokaz. Dogadaj prvog povratka u pocˇetnu tocˇku u trenutku 2n ekvivalentan je dogadu
S 1 , 0, ..., S 2k , 0 ,
za k = n − 1, ali ne za k = n. Iz Leme 1.2.2 slijedi da je
f2n = u2n−2 − u2n . (1.10)
Jednostavnim racˇunom i koristec´i (1.4) dobivamo zˇeljenu jednakost.
u2n−2 − u2n =
(
2n − 2
n − 1
)
2−(2n−2) −
(
2n
n
)
2−2n
=
(2n − 2)!
(n − 1)!(n − 1)!2
−2n+2 − (2n)!
n!n!
2−2n
=
(2n)!
n!n!
n2
2n(2n − 1)2
−2n+2 − (2n)!
n!n!
2−2n
=
(
2n
n
)
2−2n
(
2n
2n − 1 − 1
)
=
1
2n − 1u2n

Iz (1.10) slijedi da je f2 + f4 + ... = 1. U terminima igre bacanja novcˇic´a to znacˇi da
c´e se izjednacˇenje sigurno dogoditi ako igra traje dovoljno dugo, sˇto je i u skladu s nasˇom
intuicijom. Vjerojatnost da se nije dogodilo niti jedno izjednacˇenje u 100 bacanja novcˇic´a
iznosi otprilike 0.08. Dakle, potreban je iznenadujuc´e velik broj bacanja da bismo mogli
recˇi ga c´e se izjednacˇenje gotovo sigurno dogoditi.
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1.3 Dualnost
Svakom putu odgovara konacˇan niz plus i minus jedinica, te okretanjem njihovog redosli-
jeda dobivamo novi put. Geometrijski, novi put mozˇemo dobiti rotacijom pocˇetnog puta za
180 stupnjeva oko zavrsˇne tocˇke i uzimanjem te tocˇke kao ishodisˇta novog koordinatnog
sustava.
Ako su koraci pocˇetne sˇetnje dani sa X1, X2, ..., Xn, tada definiramo korake nove sˇetnje
sa
X∗1 = Xn, ..., X
∗
n = X1 . (1.11)
Vrhovi nove slucˇajne sˇetnje definirani su parcijalnim sumama
S ∗k = X
∗
1 + ... + X
∗
k = S n − S n−k . (1.12)
Iz definicije slijedi da je S ∗
0
= 0 i S ∗n = S n. Dobivenu sˇetnju nazivamo dualnom slucˇajnom
sˇetnjom. Svakom dogadaju definiranom na pocˇetnoj sˇetnji odgovara njemu dualan dogadaj
jednake vjerojatnosti definiran na dualnoj sˇetnji. Principom dualnosti mnogo je jednostav-
nije dokazati brojne tvrdnje.
Za dani n tocˇku (n, S n) nazivat c´emo zavrsˇnom tocˇkom.
Primjer 1.3.1. Definiramo dva dogadaja.
S ∗j > 0, j = 1, 2, ..., n (1.13)
S n > S j, j = 0, 1, , ..., n − 1 (1.14)
Iz (1.12) ocˇito je da su ta dva dogadaja medusobno dualna. Drugi dogadaj znacˇi da
zavrsˇna tocˇka nije bila posjecˇena do trenutka n. Iz (1.6) znamo da je vjerojatnost dogadaja
(1.13) jednaka 1
2
u2v, ako je n = 2v > 0 paran. Za n = 2v + 1 vjerojatnost je jednaka jer
S ∗2v > 0 povlacˇi da je i S
∗
2v+1 > 0 (ako put krene iz 0mozˇe se vratiti u 0 samo u parnom broju
koraka). Dakle, vjerojatnost da se prvi dolazak u pozitivnu tocˇku S n dogodi u trenutku n
je jednak 1
2
u2v, bilo da je v =
1
2
n ili v = 1
2
(n − 1). Bez upotrebe dualnost bilo bi jako tesˇko
dokazati ovaj rezultat.
Takoder ako u (1.13) i (1.14) stroge nejednakosti > zamijenimo sa > ponovo dobivamo
dualne dogadaje. Dogadaj {S n > S j, j = 0, 1, , ..., n − 1} znacˇi da je S n maksimum i da se
mogao postic´i i prije trenutka n. Vjerojatnost tog dogadaja je jednaka u2v, gdje je v =
1
2
n
ili v = 1
2
(n + 1), a to slijedi iz (1.7).
Poglavlje 2
Zakoni arkus sinusa za slucˇajne sˇetnje
U ovom poglavlju dokazat c´emo zakone arkus sinusa za slucˇajne sˇetnje. Pritom c´emo se
prvo baviti jednostavnim slucˇajnim sˇetnjama, a zatim dobivene rezultate prosˇiriti i na slucˇaj
opc´enitih slucˇajnih sˇetnji.
2.1 Zakoni arkus sinusa za jednostavne simetricˇne
slucˇajne sˇetnje
Kao i u prethodnom poglavlju slijedit c´emo poglavlje 4 knjige ”Probability: Theory and
Examples” Ricka Durretta[2].
Oznacˇimo sa L2n zadnji posjet 0 u slucˇajnoj sˇetnji duljine 2n,
L2n = sup{m 6 2n : S m = 0}. (2.1)
Lema 2.1.1. P(L2n = 2k) = P(S 2k = 0)P(S 2n−2k = 0) = u2ku2n−2k , 0 6 k 6 n.
Dokaz. Uocˇimo
P(L2n = 2k) = P(S 2k = 0, S 2k+1 , 0, ..., S 2n , 0)
= P(S 2k = 0, S 2k + X2k+1 , 0, ..., S 2k + X2k+1 + ... + X2n , 0)
= P(S 2k = 0, X2k+1 , 0, ..., X2k+1 + ... + X2n , 0)
= P(S 2k = 0)P(X2k+1 , 0, ..., X2k+1 + ... + X2n , 0)
= P(S 2k = 0)P(Z1 , 0, ..., Z2n−2k , 0)
= P(S 2k = 0)P(Z2n−2k = 0)
= u2ku2n−2k,
cˇetvrta jednakost slijedi zbog nezavisnosti Xi, (1 6 i 6 2k) i X j, (2k + 1 6 j 6 2n).
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Ako definiramo da je nova slucˇajna sˇetnja
Zi = X2k+1 + ... + X2k+i, i > 0 ,
tada iz Leme 1.2.2 slijedi predzadnja jednakost.

Teorem 2.1.2 (Zakon arkus sinusa za zadnji posjet 0). Za 0 < a < b < 1,
P
(
a 6
L2n
2n
6 b
)
−→
∫ b
a
1
π
√
x(1 − x) dx , kad n −→ ∞.
Dokaz. Stirlingova formula kazˇe da je
n! ∼ nne−n(2πn) 12 , kad n −→ ∞. (2.2)
Koristec´i (2.2) dobivamo sljedec´u asimptotsku formulu za u2n,
u2n =
(
2n
n
)
=
(2n)!
n!n!
2−2n
∼ (2n)
2ne−2n(2π2n)
1
2
n2ne−2n(2πn)
2−2n
=
1√
πn
.
Iz prethodne leme i dobivenog rezultata za u2n slijedi
nP(L2n = 2k) = nu2ku2n−2k ∼ n 1√
πk
1√
π(n − k) =
1
π
√
k
n
(1 − k
n
)
.
Ako k
n
−→ x, tada
nP(L2n = 2k) −→ 1
π
√
x(1 − x) . (2.3)
Da bismo iz toga dobili zˇeljenu tvrdnju, oznacˇimo:
2nan= najmanji konacˇan cijeli broj > 2na ,
2nbn= najvec´i konacˇan cijeli broj 6 2nb ,
fn(x) = nP(L2n = 2k) za
2k
2n
6 x <
2(k+1)
2n
.
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Sada mozˇemo pisati
P
(
a 6
L2n
2n
6 b
)
=
nbn∑
k=nan
P(L2n = 2k) =
∫ bn+1/n
an
fn(x) dx .
Iz (2.3) slijedi da uniformno na kompaktnom skupu vrijedi
fn(x) −→ f (x) = 1
π
√
x(1 − x) ,
pa zbog uniformne konvergencije
sup
an6x6bn+1/n
fn(x) −→ sup
a6x6b
f (x) .
Za 0 < a 6 b < 1, po teoremu o dominiranoj konvergenciji slijedi
∫ bn+1/n
an
fn(x) dx −→
∫ b
a
f (x) dx .

Napomena 2.1.3. Supstitucijom y = x
1
2 , dy = 1
2
x−
1
2dx gornji integral postaje
∫ b
a
1
π
√
x(1 − x) dx =
∫ √b
√
a
2
π
√
1 − y2
dy =
2
π
(arcsin(
√
b) − arcsin(√a)) .
Dakle, od tuda potjecˇe naziv teorema.
Ako definiramo da je
α2k,2n = u2ku2n−2k =
(
2k
k
) (
2n − 2k
n − k
)
1
22n
,
tada za slucˇajnu varijablu X2n kazˇemo da ima diskretnu arkus sinus distribuciju reda n ako
vrijedi
P(X2n = 2k) = α2k,2n, za 0 6 k 6 n . (2.4)
Naime, inverz funkcije sinus nudi odlicˇnu numericˇku aproksimaciju. Distribucija je
simetricˇna u smislu da je α2k,2n = α2n−2k,2n. Za 2n = 2 vrijednosti diskretne arkus sinus
distribucije iznose 3
8
, 2
8
, 3
8
, a za distribuciju reda 10 dane su u Tablici 2.1. Uocˇimo da se
najmanja vjerojatnost postizˇe za sredisˇnji izraz. Dakle, najmanja je vjerojatnost da se pos-
ljednje izjednacˇenje dogodi na polovici promatranog vremenskog intervala.
14 POGLAVLJE 2. ZAKONI ARKUS SINUSA ZA SLUCˇAJNE SˇETNJE
k 0,10 1,9 2,8 3,7 4,6 5
α2k,20 0.1762 0.0927 0.0736 0.0655 0.0617 0.0606
Tablica 2.1: Vrijednosti diskretne arkus sinus distribucije reda 10
Simetrija granicˇne distribucije povlacˇi
P
(
L2n
2n
6
1
2
)
−→ 1
2
.
U terminima kockarstva, ako se dvoje ljudi kladi u 1 kn na bacanje novcˇic´a svaki dan tokom
godine, tada s vjerojatnosˇc´u 1/2, jedan od igracˇa c´e biti u vodstvu od 1. srpnja sve do kraja
godine.
Teorem 2.1.4 (Zakon arkus sinusa za vrijeme iznad 0). Neka π2n oznacˇava broj segmenata
(k − 1, S k−1) −→ (k, S k) koji lezˇe iznad x-osi u sˇetnji duljine 2n ( tj. u poluravnini {(x, y) :
y > 0} ). Tada vrijedi
P(π2n = 2k) = u2ku2n−2k ,
te za 0 < a < b < 1
P
(
a 6
π2n
2n
6 b
)
−→
∫ b
a
1
π
√
x(1 − x) dx , kad n −→ ∞.
Napomena 2.1.5. Buduc´i da je π2n =
d L2n, druga tvrdnja slijedi iz dokaza Teorema 2.1.2.
Bitno je uocˇiti da granicˇna gustoc´a 1
π
√
x(1−x) ima minimum u x =
1
2
, i tezˇi u +∞ kad x −→ 0
ili 1. Dakle, jednaka raspodjela koraka izmedu pozitivne i negativne strane je najmanje
vjerojatna, dok potpuno jednostrana raspodjela ima najvec´u vjerojatnost.
Dokaz. Neka je β2k,2n trazˇena vjerojatnost. Treba pokazati da je
β2k,2v = u2ku2v−2k. (2.5)
Iz (1.7) slijedi da je
P(S 1 > 0, ..., S 2n > 0) = u2n
sˇto povlacˇi da je β2v,2v = u2v, te zbog simetrije i β0,2v = u2v. Preostaje tvrdnju (2.5) dokazati
za 1 6 k 6 v − 1.
Pretpostavimo da je tocˇno 2k od 2n vremenskih trenutaka sˇetnja iznad x-osi, za 1 6
k 6 v − 1. U tom slucˇaju prvi povratak u ishodisˇte mora se dogoditi u nekom trenutku
2r < 2n, te su moguc´a dva slucˇaja. Prvo, 2r vremenskih jedinica do prvog povratka u
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ishodisˇte mozˇe provesti na pozitivnoj strani. U tom slucˇaju r 6 k 6 n − 1 i dio puta poslije
tocˇke (2r, 0) ima tocˇno 2k − 2r dijelova iznad x-osi. Ocˇito je broj takvih putova jednak
1
2
22r f2r2
2n−2rβ2k−2r,2n−2r.
Druga moguc´nost da 2r vremenskih trenutaka do povratka u ishodisˇte provede na negativ-
noj strani. U tom slucˇaju, nakon tocˇke (2r, 0) postoji tocˇno 2k dijelova iznad x-osi, kad je
n − r > k. Broj takvih putova jednak je
1
2
22r f2r2
2n−2rβ2k,2n−2r.
Dakle, za 1 6 k 6 n − 1
β2k,2n =
1
2
k∑
r=1
f2rβ2k−2r,2n−2r +
1
2
n−k∑
r=1
f2rβ2k,2n−2r.
Dalje nastavljamo indukcijom. Gornja tvrdnja je trivijalno ispunjena za v = 1. Pretposta-
vimo da je istinita za v 6 n − 1. Tada je
β2k,2n =
1
2
u2n−2k
k∑
r=1
f2ru2k−2r +
1
2
u2k
n−k∑
r=1
f2ru2n−2k−2r .
Iz Teorema 1.2.1 slijedi da je prva suma jednaka u2k,a druga u2n−2k, cˇime je dokazana
tvrdnja (2.5). Dakle, tvrdnja posebno vrijedi i za v = n.

Vjerojatnosti β2k,2n mozˇemo interpretirati u terminima igre s dva igracˇa. Igracˇ A je
u vodstvu u trenutku n ukoliko je slucˇajna sˇetnja iznad x-osi u tom trenutku, ili ako je
slucˇajna sˇetnja na x-osi u trenutku n, ali i iznad x-osi u trenutku n − 1. U trenutku 0 niti
jedan igracˇ nije u vodstvu. Pitamo se koji je najvjerojatniji broj trenutaka u kojima je igracˇ
A u vodstvu, u igri duljine 2n.
Korolar 2.1.6. Ako Luka i Borna igraju igru Pismo ili glava 2n puta, vjerojatnost da c´e
Luka biti u vodstvu tocˇno 2k puta jednaka je u2ku2n−2k.
Pretpostavimo da se svaka igra sastoji od 40 bacanja novcˇic´a. Distribucija broja trenu-
taka u kojima je Luka u vodstvu, zajedno s funkcijom gustoc´e arkus sinusa prikazana je na
Slici 2.1
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Slika 2.1: Vjerojatnosti vremena vodstva
Teorem 2.1.7 (Zakon arkus sinusa za prvi posjet zavrsˇnoj tocˇki). Neka je J slucˇajna vari-
jabla koja za danu slucˇajnu sˇetnju duljine 2n daje najmanji indeks j takav da je S j = S 2n.
Neka je γ2k,2n vjerojatnost da je J = 2k. Tada imamo
P(J = 2k) = γ2k,2n = u2ku2n−2k,
te za 0 < a < b < 1
P
(
a 6
J
2n
6 b
)
−→
∫ b
a
1
π
√
x(1 − x) dx , kad n −→ ∞.
Dokaz. Kao i u Teoremu 2.1.4 dovoljno je pokazati da vrijedi prva tvrdnja teorema. Neka
je odabran proizvoljan put duljine 2n. Pomoc´u dualne sˇetnje u Primjeru 1.3.1 vidjeli smo
da je vjerojatnost dogadaja da je S 2n pozitivan i da niti jedan u nizu od S 0, S 1, ..., S 2n−1 nije
jednak S 2n (to jest svi su manji od S 2n) jednaka
1
2
u2n. Takoder, zbog simetrije isto vrijedi
i kada je S 2n negativan. Dakle, vjerojatnost da vrijednost S 2n nije postignuta do trenutka
2n jednaka je u2n. S druge strane, po definiciji u2n = P(S 2n = 0), to jest vjerojatnost da je
zavrsˇna tocˇka posjec´ena vec´ u trenutku 0 jer je S 0 = 0.
Razmotrimo sad opc´enitiji slucˇaj. Promatramo dogadaj da se prvi posjet zavrsˇnoj tocˇki
dogodio u trenutku 2k, to jest J = 2k. Tada je
S 2k = S 2n, S j , S 2n, za j < 2k.
Po definiciji dualne sˇetnje iz (1.12)
S ∗2n−2k = S 2n − S 2n−(2n−2k) = S 2n − S 2k = 0.
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Za j < 2k vrijedi da je S 2n − S j , 0. Uz supstituciju l = 2n− j slijedi da je S 2n − S 2n−l , 0,
za l > 2n − 2k, to jest
S ∗l = S 2n − S 2n−l , 0, za l > 2n − 2k.
Dogadaj da je S ∗
2n−2k = 0 i S
∗
l
, 0, za l > 2n − 2k znacˇi da se zadnji posjet ishodisˇtu
dogodio u trenutku 2n − 2k. To smo oznacˇavali kao L2n = 2n − 2k. Dogadaj da se prvi
posjet zavrsˇnoj tocˇki dogodi u trenutku 2k i dogadaj da se posljednji posjet ishodisˇtu dogodi
u trenutku 2n − 2k su dualni pa imaju jednake vjerojatnosti,
P(J = 2k) = P(L2n = 2n − 2k) = u2n−2ku2k = γ2k,2n.

Josˇ jedna posljedica principa dualnosti je vezana uz vjerojatnosnu distribuciju trenutka
kada niz S 0, S 1, ..., S n postizˇe maksimalnu vrijednost. Maksimalna vrijednost mozˇe se
postic´i visˇe puta, pa gledamo kada je postignuta prvi put.
Indeks prvog maksimuma je indeks k takav da je
S k > S 0, ..., S k > S k−1, (2.6)
S k > S k+1, ..., S k > S n. (2.7)
Dogadaj (2.6) i (2.7) c´e se sigurno dogoditi za 0 6 k 6 n pa definiramo slucˇajnu varija-
blu Kn kao indeks prvog maksimuma. Dogadaj prvog maksimuma zahtijeva istovremenu
realizaciju dva dogadaja
{S k > S 0, ..., S k > S k−1} i {S k+1 − S k 6 0, ..., S n − S k 6 0}.
Te dogadaje mozˇemo zapisati i kao
{S k > S 0, ..., S k > S k−1} = {X1 + ... + Xk > 0, ..., Xk > 0},
{S k+1 − S k 6 0, ..., S n − S k 6 0} = {−Xk+1 > 0, ...,−Xk+1 − ... − Xn > 0}.
Prvi ukljucˇuje samo X1, ..., Xk, a drugi Xk+1, ..., Xn, te su zbog toga ta dva dogadaja neza-
visna.
Oznacˇimo
pn = P(S 1 > 0, S 2 > 0, ..., S n > 0),
qn = P(S 1 6 0, S 2 6 0, ..., S n 6 0).
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Lema 2.1.8. Za svaki 0 6 k 6 n,
P(Kn = k) = pkqn−k.
Dokaz. Primjenom dualnosti slijedi da je
{S k > S 0, . . . , S k > S k−1} = {S ∗1 > 0, . . . , S ∗k > 0}.
Nadalje, dogadaj
{S k+1 6 S k, . . . , S n 6 S k} = {Xk+1 6 0, . . . , Xk+1 + . . . + Xn 6 0} = {S ′1 6 0, . . . , S ′n−k 6 0}.
Zbog nezavisnosti slijedi da je
P(Kn = k) = P(S k > S 0, . . . , S k > S k−1)P(S k+1 6 S k, . . . , S n 6 S k) = pkqn−k.

Pretpostavimo radi jednostavnosti da je duljina sˇetnje parna, to jest 2n. Neka je k
indeks prvog maksimuma, tada je k = 2r ili k = 2r + 1. Iz Primjera 1.3.1 slijedi da
je vjerojatnost dogadaja (2.6) jednaka 1
2
u2r, to jest pk =
1
2
u2r, za r , 0. Dogadaj (2.7)
ekvivalentan je dogadaju da su na putu duljine 2n−k svi vrhovi iznad x-osi. Kao posljedicu
Leme 1.2.2 pokazali smo da je vjerojatnost tog dogadaja jednaka u2n−2r. Dakle, za 0 < k <
2n vjerojatnost da se u nizu S 0, S 1, ..., S 2n prvi maksimum dogodio u trenutku k = 2r ili
k = 2r + 1 je 1
2
u2ru2n−2r. Za k = 0 ili k = 2n vjerojatnosti su redom u2n i 12u2n. Dakle,
pogodnim sparivanjem parnih i neparnih indeksa pozicije prvog maksimuma dobivamo
diskretnu arkus sinus distribuciju.
Korolar 2.1.9 (Zakon arkus sinusa za indeks prvog maksimuma). Za 0 < a < b < 1,
P
(
a 6
Kn
n
6 b
)
−→
∫ b
a
1
π
√
x(1 − x) dx , kad n −→ ∞.
2.2 Zakoni arkus sinusa za opc´enite slucˇajne sˇetnje
Prijasˇnji teoremi oslanjali su se na posebna svojstva jednostavnih simetricˇnih sˇetnji. Pos-
toji veoma usko povezan rezultat (E. Sparre-Andersen) koji vrijedi za opc´enitije slucˇajne
sˇetnje.
U nastavku c´emo uz poglavlje 4 knjige ”Probability: Theory and Examples” Ricka
Durretta[2] slijedit i poglavlje 12 knjige ”An Introduction to Probability Theory and Its
Application” Wiliama Fellera[4].
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Teorem 2.2.1 (Zakon arkus sinusa za vrijeme iznad 0). Neka je νn = |{k : 1 6 k 6 n, S k >
0}| broj tocˇaka iznad x-osi. Tada vrijedi:
i) P(νn = k) = P(νk = k)P(νn−k = 0)
ii) Ako je distribucija od X1 simetricˇna i P(S m = 0) = 0, za svaki m > 1, tada
P(νn = k) = u2ku2n−2k.
iii) Ako vrijedi ii), tada za 0 < a < b < 1,
P
(
a 6
νn
n
6 b
)
−→
∫ b
a
1
π
√
x(1 − x) dx , kad n −→ ∞.
Napomena 2.2.2. Uocˇimo da uvjet u ii) iskljucˇuje jednostavne slucˇajne sˇetnje
Dokaz. Uocˇimo, iii) je direktna posljedica od ii) analogno kao u Teoremu 2.1.2.
Dokazujemo da ii) slijedi iz i) indukcijom. Za n = 1, koristec´i pretpostavku da je
P(S m = 0) = 0, za svaki m > 0 i simetricˇnost distribucije slijedi
P(ν1 = 0) = P(S 1 6 0)
= P(S 1 < 0) + P(S 1 = 0)
= P(S 1 < 0)
= P(X1 < 0)
=
1
2
= u0u2.
Neka je n > 1, 1 6 k < n. Pretpostavka indukcije glasi
P(νm = k) = u2ku2m−2k, za m < n.
Racˇunamo
P(νn = k) = P(νk = k)P(νn−k = 0)
= (u2ku0)(u0u2n−2k)
= u2ku2n−2k.
U prvoj jednakosti iskoristili smo pretpostavku i), dok smo u drugoj primijenili pretpos-
tavku indukcije na k i n− k. Preostaje nam dokazati tvrdnju u slucˇaju kada je k = 0 i k = n.
Iz Leme 2.1.1 slijedi da je P(L2n = 2k) = u2ku2n−2k, pa je
n∑
k=0
u2ku2n−2k = 1.
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Takoder znamo da je
n∑
k=0
P(νn = k) = 1,
te da je P(νn = 0) = P(νn = n).
Dakle, slijedi
n∑
k=0
P(νn = k) =
n∑
k=0
u2ku2n−2k,
P(νn = 0) +
n−1∑
k=1
P(νn = k) + P(νn = n) = u0u2n +
n−1∑
k=1
u2ku2n−2k + u2nu0.
Pokazali smo da su
n−1∑
k=1
P(νn = k) i
n−1∑
k=1
u2ku2n−2k jednake, pa slijedi
P(νn = 0) = P(νn = n) = u0u2n.
Sada dokazujemo da vrijedi i). Za dokaz su nam potrebne dodatne definicije i tvrdnje.
Uvedimo oznake
ν′n = |{k : 1 6 k 6 n, S k 6 0}| = n − νn,
Mn = max
06 j6n
S j,
ln = min{ j : 0 6 j 6 n, S j = Mn},
M′n = min
06 j6n
S j,
l′n = max{ j : 0 6 j 6 n, S j = M′n}.
Lema 2.2.3. Distribucije od (ln, S n) i (n − l′n, S n) su jednake.
Dokaz. Neka je S ∗
k
= S k − S n−k dualna sˇetnja. Tada znamo da (S k, 0 6 k 6 n) i (S ∗k, 0 6
k ≤ n) imaju istu distribuciju kao sume k nezavisnih, jednako distribuiranih Xi-eva. Ocˇito
je
max
06k6n
S ∗k = S n − min
06k6n
S n−k,
pa su i skupovi indeksa za koje se postizˇu ekstremi jednaki. 
Lema 2.2.4. Slucˇajni vektori (ln, S n) i (νn, S n) imaju jednaku distribuciju i (l
′
n, S n) i (ν
′
n, S n)
imaju jednaku distribuciju.
2.2. ZAKONI ARKUS SINUSA ZA OPC´ENITE SLUCˇAJNE SˇETNJE 21
Dokaz. Kada je n = 1
{l1 = 0} = {S 1 6 0} = {ν1 = 0}
jer je S 0 = 0 prvi maksimum, te
{l′1 = 0} = {S 1 > 0} = {ν′1 = 0}
jer je S 0 = 0 zadnji minimum.
Sada pokazujemo opc´eniti slucˇaj indukcijom. Pretpostavimo da obje tvrdnje vrijede za
n − 1. Neka su
G(y) = P(ln−1 = k, S n−1 6 y),
H(y) = P(νn−1 = k, S n−1 6 y).
Na dogadaju {S n 6 0} vrijedi da je ln−1 = ln i νn−1 = νn. Ako je F(y) = P(X1 6 y) tada za
x 6 0
P(ln = k, S n 6 x) =
∫
F(x − y)dG(y) =
∫
F(x − y)dH(y) = P(νn = k, S n 6 x). (2.8)
Na dogadaju {S n > 0} vrijedi da je l′n−1 = l′n i ν′n−1 = ν′n, pa na isti nacˇin, za x > 0
P(l′n = n − k, S n > x) = P(ν′n = n − k, S n > x).
Kako (ln, S n) i (n − l′n, S n) imaju istu distribuciji i ν′n = n − νn slijedi da za x > 0
P(ln = k, S n > x) = P(νn = k, S n > x). (2.9)
Za x = 0, zbrajanjem jednadzˇbi (2.8) i (2.9) dobivamo da je
P(ln = k) = P(νn = k). (2.10)
Ako od jednadzˇbe (2.10) oduzmemo (2.9) dobivamo da je za x > 0
P(ln = k, S n 6 x) = P(νn = k, S n 6 x),
sˇto zajedno sa (2.8) daje
P(ln = k, S n 6 x) = P(νn = k, S n 6 x), za ∀x.
Buduc´i da (ln, S n) i (n − l′n, S n) imaju jednaku distribuciju i ν′n = n − νn slijedi da je
P(l′n = n − k, S n > x) = P(ν′n = n − k, S n > x), za ∀x.

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Tvrdnja i) sada slijedi iz Leme 2.2.4 i jednostavne cˇinjenice da je
P(ln = k) = P(lk = k)P(ln−k = 0).
Dakle, imamo da je
P(νn = k) = P(ln = k) = P(lk = k)P(ln−k = 0) = P(νk = k)P(νn−k = 0),
cˇime je gotov dokaz teorema. 
Korolar 2.2.5 (Zakon arkus sinusa za indeks prvog maksimuma). Neka je distribucija od
X1 simetricˇna i P(S m = 0) = 0, za svaki m > 1, tada
P(ln = k) = u2ku2n−2k,
te za 0 < a < b < 1
P
(
a 6
ln
n
6 b
)
−→
∫ b
a
1
π
√
x(1 − x) dx , kad n −→ ∞.
Dokaz. Dokaz direktno slijedi primjenom prethodnog teorema. Pokazali smo da je
P(νn = k) = u2ku2n−2k.
Iz Leme 2.2.4 slijedi da je
P(ln = k) = P(νn = k),
cˇime je dokazana prva tvrdnja, a samim time i druga tvrdnja korolara. 
Korolar 2.2.6 (Zakon arkus sinusa za indeks zadnjeg minimuma). Neka je distribucija od
X1 simetricˇna i P(S m = 0) = 0, za svaki m > 1, tada
P(l′n = k) = u2ku2n−2k,
te za 0 < a < b < 1
P
(
a 6
l′n
n
6 b
)
−→
∫ b
a
1
π
√
x(1 − x) dx , kad n −→ ∞.
Dokaz. Pokazali smo da je
P(ln = k) = u2ku2n−2k.
Iz Leme 2.2.3 slijedi da je
P(l′n = k) = P(n − l′n = n − k) = P(ln = n − k) = u2n−2ku2k,
cˇime je dokaz gotov. 
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Korolar 2.2.7. Neka je F funkcija distribucije od X1. Ako je F simetricˇna i neprekidna,
tada za 0 < a < b < 1 vrijedi
P
(
a 6
νn
n
6 b
)
−→
∫ b
a
1
π
√
x(1 − x) dx , kad n −→ ∞.
Dokaz. Ako je F neprekidna, tada je i funkcija distribucije od S n neprekidna pa posebno
vrijedi da je
P(S n = 0) = 0, za svaki n > 1.
Primjenom Teorema 2.2.1 slijedi tvrdnja. 
Korolar 2.2.8. Neka je F funkcija distribucije od X1. Ako je F simetricˇna i neprekidna,
tada za 0 < a < b < 1 vrijedi
P
(
a 6
ln
n
6 b
)
−→
∫ b
a
1
π
√
x(1 − x) dx , kad n −→ ∞
te takodjer
P
(
a 6
l′n
n
6 b
)
−→
∫ b
a
1
π
√
x(1 − x) dx , kad n −→ ∞.
Dokaz. Analogno kao i u prethodnom teoremu koristimo cˇinjenicu da je P(S n = 0) =
0, za svaki n > 1, zatim tvrdnje slijede primjenom Korolara 2.2.5 i Korolara 2.2.6. 

Poglavlje 3
Brownovo gibanje
U ovom poglavlju bavimo se Brownovim gibanjem, a pritom c´emo slijedit poglavlja 2
i 5 knjige ”Brownian Motion” Petera Mo¨rtersa i Yuvala Peresa[5] te poglavlje 8 knjige
”Probability: Theory and Examples” Ricka Durretta[2].
3.1 Definicije i svojstva Brownovog gibanja
Definicija 3.1.1. Neka je (Ω,F , P) vjerojatnosni prostor. Slucˇajni proces B = (B(t), t > 0)
je Brownovo gibanje koje pocˇinje u x ∈ R ako vrijedi:
(i) Putovi t → B(t)(ω) su neprekidne funkcije sa R+ u R (za g.s. ω ∈ Ω).
(ii) B(0) = x.
(iii) Za sve 0 = t0 < t1 < · · · < tm su prirasti
B(t1) − B(t0), B(t2) − B(t1), . . . , B(tm) − B(tm−1)
nezavisni.
(iv) Za sve 0 6 s < t je prirast B(t) − B(s) normalno distribuiran s ocˇekivanjem nula i
varijancom t − s.
Kazˇemo da je B standardno Brownovo gibanje ako je x = 0.
Uocˇimo, ako promatramo standardno Brownovo gibanje i stavimo da je s = 0 u (iv),
tada slijedi da B(t) ∼ N(0, t). Uvodimo oznaku za funkciju gustoc´e
pt(0, x) =
1√
2πt
e−
x2
2t , x ∈ R. (3.1)
Postoji i alternativna karakterizacija standardnog Brownovog gibanja. Slucˇajni proces B =
(B(t), t > 0) je standardno Brownovo gibanje ako vrijedi:
(i′) Putovi t → B(t)(ω) su neprekidne funkcije sa R+ u R (za g.s. ω ∈ Ω).
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(ii′) B(0) = 0.
(iii′) B(t) je gaussovski proces (to jest, sve konacˇnodimenzionalne distribucije su nor-
malne).
(iv′) E[B(s)] = 0 i E[B(s)B(t)] = s ∧ t.
Pokazˇimo prvo da je slucˇajni proces koji zadovoljava svojstva (i′) − (iv′) standardno
Brownovo gibanje, to jest da tada zadovoljava svojstva (iii) i (iv). Neka je 0 = t0 < t1 <
· · · < tm. Tada po svojstvima (iii′) i (iv′) slijedi da je slucˇajni vektor (B(t1), B(t2), · · · , B(tm))
normalno distribuiran s ocˇekivanjem 0 i kovarijacijskom matricom
Σ =

t1 t1 t1 · · · t1
t1 t2 t2 · · · t2
t1 t2 t3 · · · t3
...
...
...
. . .
...
t1 t2 t3 · · · tm

.
Sada priraste B(t1) − B(t0), B(t2) − B(t1), . . . , B(tm) − B(tm−1) mozˇemo zapisati na sljedec´i
nacˇin 
B(t1)
B(t2) − B(t1)
B(t3) − B(t2)
...
B(tm) − B(tm−1)

=

1 0 0 · · · 0
−1 1 0 · · · 0
0 −1 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1


B(t1)
B(t2)
B(t3)
...
B(tm)

.
Slijedi da je (B(t1)−B(t0), B(t2)−B(t1), . . . , B(tm)−B(tm−1)) normalno distribuiran s ocˇekivanjem
0 i kovarijacijskom matricom Σ′ = AΣAτ, gdje je
A =

1 0 0 · · · 0
−1 1 0 · · · 0
0 −1 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1

.
Dakle,
Σ′ =

t1 0 0 · · · 0
0 t2 − t1 0 · · · 0
0 0 t3 − t2 · · · 0
...
...
...
. . .
...
0 0 0 · · · tm − tm−1

.
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Vidimo da je korelacija izmedu komponenti normalnog slucˇajnog vektora (B(t1)−B(t0), B(t2)−
B(t1), . . . , B(tm)−B(tm−1)) jednaka 0 pa slijedi da su prirasti nezavisni te da B(ti+1)−B(ti) ∼
N(0, ti+1 − ti), za i = 0, 1, . . . ,m − 1.
Obratno, neka je B standardno Brownovo gibanje. Pokazujemo da tada zadovoljava i
svojstva (iii′) i (iv′). Za dane 0 = t0 < t1 < · · · < tm zanima nas distribucija slucˇajnog
vektora (B(t1), . . . , B(tm)). Za slucˇajni vektor (B(t1), B(t2) − B(t1), . . . , B(tm) − B(tm−1)) s
nezavisnim i normalnim komponentama vrijedi
(B(t1), B(t2) − B(t1), . . . , B(tm) − B(tm−1)) ∼ N(0,Σ),
gdje je
Σ =

t1 0 0 · · · 0
0 t2 − t1 0 · · · 0
0 0 t3 − t2 · · · 0
...
...
...
. . .
...
0 0 0 · · · tm − tm−1

.
Nadalje, 
B(t1)
B(t2)
B(t3)
...
B(tm)

=

1 0 0 · · · 0
1 1 0 · · · 0
1 1 1 · · · 0
...
...
...
. . .
...
1 1 1 · · · 1


B(t1)
B(t2) − B(t1)
B(t3) − B(t2)
...
B(tm) − B(tm−1)

pa slijedi da je (B(t1), . . . , B(tm)) normalno distribuiran s ocˇekivanjem 0 i kovarijacijskom
matricom Σ′. Neka je 0 6 s < t. Buduc´i da je E[B(s)] = 0,
Cov(B(s), B(t)) = B[B(s)B(t)]
= E[B(s)(B(s) + B(t) − B(s))]
= E[B(s)2] + E[B(s)(B(t) − B(s))]
= E[B(s)2] + E[B(s)]E[B(t) − B(s)]
= s = s ∧ t.
Dakle, kovarijacijska matrica je
Σ′ =

t1 t1 t1 · · · t1
t1 t2 t2 · · · t2
t1 t2 t3 · · · t3
...
...
...
. . .
...
t1 t2 t3 · · · tm

.
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Lema 3.1.2. Neka je B = (B(s), s > 0) Brownovo gibanje i t > 0. Tada su procesi
X = (X(s), s > 0) i Y = (Y(s), 0 6 s 6 t) definirani sa
X(s) = B(t + s) − B(t), (3.2)
Y(s) = B(t − s) − B(t) (3.3)
standardna Brownova gibanja. Nadalje, ako je B standardno Brownovo gibanje i c > 0
tada je slucˇajni proces Z = (Z(s), s > 0) definiran kao
Z(s) =
B(cs)√
c
(3.4)
takoder standardno Brownovo gibanje.
Dokaz. Provjeravamo svojstva (i) − (iv) za slucˇajni proces X. Ocˇito vrijedi da su putovi
t → X(t)(ω) neprekidni g.s. te je X(0) = B(t) − B(t) = 0. Neka su 0 = t0 < t1 < · · · < tm
proizvoljni. Tada priraste
X(t1) − X(t0), X(t2) − X(t1), . . . , X(tm) − X(tm−1)
mozˇemo zapisati kao
B(t + t1) − B(t + t0), B(t + t2) − B(t + t1), . . . , B(t + tm) − B(t + tm−1).
Stavimo da je si = t + ti za i = 0, . . . ,m. Tada je t = s0 < s1 < · · · < sm i prirasti
B(s1) − B(s0), B(s2) − B(s1), . . . , B(sm) − B(sm−1)
su nezavisni. Neka je 0 6 v < u,
X(u) − X(v) = B(t + u) − B(t) − B(t + v) + B(t) = B(t + u) − B(t + v)
∼ N(0, t + u − t − v) = N(0, u − v).
Dakle, X je standardno Brownovo gibanje.
Da pokazˇemo da je slucˇajni proces Y standardno Brownovo gibanje koristimo alter-
nativnu karakterizaciju (i′) − (iv′). Putovi t → Y(t)(ω) su neprekidni g.s. te je Y(0) =
B(t) − B(t) = 0. Radi jednostavnosti promatramo dva vremena 0 6 t1 < t2 6 t,
[
Y(t1)
Y(t2)
]
=
[
B(t − t1) − B(t)
B(t − t2) − B(t)
]
=
0 1 −11 0 −1


B(t − t2)
B(t − t1)
B(t)
 .
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Kako je slucˇajni vektor (B(t − t2), B(t − t1), B(t)) normalan slijedi da je i (Y(t1), Y(t2)) nor-
malan slucˇajni vektor. Neka je 0 6 s 6 t,
E[Y(s)] = E[B(t − s) − B(t)] = E[B(t − s)] − E[B(t)] = 0 − 0 = 0.
Neka su 0 6 t1 < t2 6 t,
E[Y(t1)Y(t2)] = E[(B(t − t1) − B(t))(B(t − t2) − B(t))]
= E[B(t − t1)B(t − t2)] − E[B(t)B(t − t1)] − E[B(t)B(t − t2)] + E[B(t)2]
= (t − t1) ∧ (t − t2) − t ∧ (t − t1) − t ∧ (t − t2) + t
= t − t2 − (t − t1) − (t − t2) + t
= t1.
Dakle, i Y je standardno Brownovo gibanje.
Za slucˇajni proces Z takoder koristimo alternativnu karakterizaciju (i′) − (iv′). Putovi
t → Z(t)(ω) su neprekidni g.s. Nadalje, Z(0) = B(0)√
c
= 0. Neka je 0 6 s < t,
[
Z(s)
Z(t)
]
=

B(cs)√
c
B(ct)√
c
 = 1√
c
[
B(cs)
B(ct)
]
.
Kako je slucˇajni vektor (B(cs), B(ct)) normalan slijedi da je i (Z(s), Z(t)) normalan slucˇajni
vektor. Kako je ocˇekivanje od B(t) jednako 0 slijedi,
E[Z(s)] = E
[
B(cs)√
c
]
=
1√
c
E[B(cs)] = 0.
Takoder,
E[Z(s)Z(t)] = E
[
B(cs)√
c
B(ct)√
c
]
=
1
c
E[B(cs)B(ct)] =
1
c
cs = s, (3.5)
pa slijedi da je i Z standardno Brownovo gibanje. 
3.2 Markovljevo svojstvo i princip refleksije
Neka je (X(t) : t > 0) stohasticˇki proces. Intuitivno, Markovljevo svojstvo kazˇe da ako
znamo proces (X(t) : t > 0) na intervalu [0, s], za predikciju buduc´nosti (X(t) : t > s) to je
jednako korisno kao i da znamo samo zavrsˇnu tocˇku X(s).
Teorem 3.2.1 (Markovljevo svojstvo). Pretpostavimo da je (B(t) : t > 0) Brownovo giba-
nje koje pocˇinje u tocˇki x ∈ R. Neka je s > 0, tada je proces (B(t+ s)−B(s) : t > 0) ponovo
Brownovo gibanje koje pocˇinje u ishodisˇtu i nezavisno je od procesa (B(t) : 0 6 t 6 s).
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Dokaz. U Lemi 3.1.2 pokazali smo da je slucˇajni proces definiran sa (3.2) standardno
Brownovo gibanje, dok svojstvo nezavisnosti slijedi direktno iz nezavisnosti prirasta Browno-
vog gibanja. 
Za Brownovo gibanje (B(t) : t > 0) mozˇemo definirati filtraciju (F 0(t) : t > 0) kao
F 0(t) = σ(B(s) : 0 6 s 6 t), (3.6)
to jest, F 0(t) je σ-algebra generirana slucˇajnim varijablama B(s), za 0 6 s 6 t. Uz ovakvu
definiciju Brownovo gibanje je ocˇito adaptirano u odnosu na tu filtraciju. Po Teoremu 3.2.1
proces (B(t + s) − B(s) : t > 0) je nezavisan od F 0(s). Nadalje, definiramo i σ-algebru
F +(s) kao
F +(s) =
⋂
t>s
F 0(t). (3.7)
Ocˇito je familija (F +(t) : t > 0) ponovo filtracija i F +(s) ⊃ F 0(s).
Lema 3.2.2. Za svaki s > 0 proces (B(t + s) − B(s) : t > 0) je nezavisan od σ-algebre
F +(s).
Dokaz. Zbog g.s neprekidnosti vrijedi
B(t + s) − B(s) = lim
n−→∞
B(sn + t) − B(sn)
za strogo padajuc´i niz {sn : n ∈ N} koji konvergira prema s. Po Teoremu 3.2.1 za sve
t1, t2, . . . , tm > 0 vektor
(B(t1 + s) − B(s), . . . , B(tm + s) − B(s)) = lim
j↑∞
(B(t1 + s j) − B(s j), . . . , B(tm + s j) − B(s j))
je nezavisan od F +(s), pa tako i sam proces (B(t + s) − B(s) : t > 0). 
Definicija 3.2.3. Slucˇajna varijabla T : Ω→ R+ zove se vrijeme zaustavljanja, uz filtraciju
(F (t) : t > 0), ako za sve t > 0 vrijedi
{T 6 t} ∈ F (t).
Intuitivno, T je vrijeme zaustavljanja ako promatrajuc´i slucˇajni proces do determi-
nisticˇkog vremena t > 0 mozˇemo rec´i da li se slucˇajno vrijeme T dogodilo do trenutka
t ili ne.
Za svako vrijeme zaustavljanja T definiramo σ-algebru
F +(T ) = {A ∈ F : A ∩ {T 6 t} ∈ F +(t), za svaki t > 0}. (3.8)
Ocˇito slucˇajni put (B(t) : t 6 T ) je F +(T ) izmjeriv.
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Teorem 3.2.4 (Jako Markovljevo svojstvo). Za svako gotovo sigurno konacˇno vrijeme za-
ustavljanja T , proces
(B(T + t) − B(T ) : t > 0)
je standardno Brownovo gibanje nezavisno od F +(T ).
Napomena 3.2.5. Jako Markovljevo svojstvo mozˇe se iskazati i na alternativan nacˇin. Za
svaku ogranicˇenu izmjerivu funkciju f : C([0,∞〉,R) → R i x ∈ R gotovo sigurno vrijedi
Ex[ f ({B(T + t) : t > 0})|F +(T )] = EB(T )[ f ({B′(t) : t > 0})]
gdje se ocˇekivanje desne strane racˇuna u odnosu na Brownovo gibanje (B′(t) : t > 0) koje
pocˇinje u fiksnoj tocˇki B(T ).
Dokaz. Prvo dokazujemo tvrdnju za vrijeme zaustavljanja Tn koje diskretno aproksimira
T odozgo, definirano sa
Tn = (m + 1)2
−n ako m2−n 6 T < (m + 1)2−n.
Neka je Bk = (Bk(t) : t > 0) Brownovo gibanje definirano sa
Bk(t) = B
(
t +
k
2n
)
− B
(
k
2n
)
,
te (B∗(t) : t > 0) definirano sa
B∗(t) = B(t + Tn) − B(Tn).
Pretpostavimo da je E ∈ F +(Tn). Tada za svaki dogadaj {B∗ ∈ A} imamo
P({B∗ ∈ A} ∩ E) =
∞∑
k=0
P({Bk ∈ A} ∩ E ∩ {Tn = k2−n})
=
∞∑
k=0
P(Bk ∈ A)P(E ∩ {Tn = k2−n})
koristec´i da je {Bk ∈ A} nezavisno od E ∩ {Tn = k2−n} ∈ F +(k2−n) po Lemi 3.2.2. Nadalje,
po Markovljevom svojstvu slijedi da
P(Bk ∈ A) = P(B ∈ A),
to jest vjerojatnost gornjeg dogadaja ne ovisi o k. Dakle,
∞∑
k=0
P(Bk ∈ A)P(E ∩ {Tn = k2−n}) = P(B ∈ A)
∞∑
k=0
P(E ∩ {Tn = k2−n})
= P(B ∈ A)P(E)
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To pokazuje da je B∗ Brownovo gibanje i nezavisno je od E, to jest F +(Tn).
Preostaje generalizirati tu tvrdnju za opc´enito vrijeme zaustavljanja T . Kako Tn ↓ T
slijedi da je
(B(s + Tn) − B(Tn) : s > 0)
Brownovo gibanje nezavisno od F +(Tn) ⊃ F +(T ). Dakle, prirasti
B(s + t + T ) − B(t + T ) = lim
n→∞
B(s + t + Tn) − B(t + Tn)
procesa (B(r + T ) − B(T ) : r > 0) su nezavisni i normalno distribuirani s ocˇekivanjem 0
i varijancom s. Kako je proces ocˇito gotovo sigurno neprekidan, to je Brownovo gibanje.
Nadalje, svi prirasti
B(s + t + T ) − B(t + T ) = lim
n→∞
B(s + t + Tn) − B(t + Tn),
pa tako i sam proces, su nezavisni od F +(T ). 
Postoje mnoge primjene jakog Markovljevog svojstva, te jedna posebno zanimljiva po-
sljedica tog svojstva je princip refleksije. Pojednostavljeno, princip refleksije kazˇe da je
Brownovo gibanje reflektirano u vremenu zaustavljanja T ponovo Brownovo gibanje.
Lema 3.2.6 (Princip refleksije). Neka je T vrijeme zaustavljanja i (B(t) : t > 0) standardno
Brownovo gibanje. Tada je slucˇajni proces (B∗(t) : t > 0) definiran sa
B∗(t) = B(t)1{t6T } + (2B(T ) − B(t))1{t>T } (3.9)
takoder standardno Brownovo gibanje.
Dokaz. Ako je T beskonacˇno tvrdnja ocˇito vrijedi. Ako je T konacˇno, po jakom Markov-
ljevom svojstvu oba procesa
(B(t + T ) − B(T ) : t > 0) i (−(B(t + T ) − B(T )) : t > 0) (3.10)
su Brownova gibanja i nezavisna od pocˇetnog dijela puta (B(t) : 0 6 t 6 T ). Proces
koji nastaje lijepljenjem prvog puta u (3.10) na (B(t) : 0 6 t 6 T ) i proces koji nastaje
lijepljenjem drugog puta iz (3.10) na (B(t) : 0 6 t 6 T ) imaju istu distribuciju. U prvom
slucˇaju dobije se (B(t) : t > 0), a u drugom (B∗(t) : t > 0) cˇime je tvrdnja dokazana. 
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t0
b
Tb = inf{t : B(t) = b}
Slika 3.1: Princip refleksije u slucˇaju prvog pogadanja razine b
Neka je a > 0, definiramo
Ta = inf{s > 0 : Bs = a}
i to je vrijeme zaustavljanja. Nadalje, mozˇe se pokazati da je Ta konacˇno g.s. Koristec´i
princip refleksije izvodimo funkciju distribucije slucˇajne varijable Ta. Neka je (B
∗(t) : t >
0) definiran kao u (3.9) uz vrijeme zaustavljanja Ta. Takoder definiramo i slucˇajni proces
(M(t) : t > 0) kao
M(t) = max
06s6t
B(s). (3.11)
Neka je t > 0, tada je
{Ta 6 t} = {M(t) > a},
te
{M(t) > a} = {M(t) > a, B(t) > a} ∪ {M(t) > a, B(t) 6 a}
= {B(t) > a} ∪ {M(t) > a, B(t) 6 a}.
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Iz principa refleksije slijedi
P(M(t) > a, B(t) 6 a) = P(Ta 6 t, B
∗(t) 6 a)
= P(Ta 6 t, 2B(Ta) − B(t) 6 a)
= P(Ta 6 t, B(t) > a)
= P(M(t) > a, B(t) > a)
= P(B(t) > a)
= P(B(t) > a).
Dakle, vrijedi
P(M(t) > a) = 2P(B(t) > a) = P(|B(t)| > a), (3.12)
te zbog cˇinjenice da je {Ta 6 t} = {M(t) > a} slijedi da je
P(Ta 6 t) = 2P(Bt > a)
= 2
∫ ∞
a
1√
2πt
e−
x2
2t dx.
Uz supstituciju
x =
t
1
2a
s
1
2
=⇒ dx = −1
2
t
1
2a
s
3
2
slijedi da je
P(Ta 6 t) = 2
∫ 0
t
1√
2πt
e−
a2
2s
−1
2
t
1
2a
s
3
2
 ds
=
∫ t
0
1√
2πs3
ae−
a2
2s ds. (3.13)
Dakle, dokazali smo sljedec´i korolar.
Korolar 3.2.7. Neka je (M(t) : 0 6 t 6 1) slucˇajan proces definiran sa
M(t) = max
06s6t
B(s),
tada za fiksni t ∈ [0, 1], M(t) ima jednaku distribuciju kao i |B(t)|.
Neka slucˇajna varijabla M∗ ∈ [0, 1] zadovoljava
B(M∗) = max
s∈[0,1]
B(s).
U sljedec´em teoremu pokazat c´emo da Brownovo gibanje ima jedinstven maksimum na
intervalu [0, 1] pa je slucˇajna varijabla M∗, koja oznacˇava trenutak postizanja maksimuma
Brownovog gibanja na intervalu [0, 1], dobro definirana.
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Teorem 3.2.8. Za Brownovo gibanje (B(t) : 0 6 t 6 1) gotovo sigurno
(a) Svaki lokalni maksimum je strogi lokalni maksimum.
(b) Skup vremena u kojima se postizˇe lokalni maksimum je prebrojiv i gust.
(c) Globalni maksimum se postizˇe u jedinstvenom trenutku.
m1
a1 b1
m1 − B(b1)
m2
a2 b2
m2 − B(a2)
Slika 3.2: Slucˇajne varijable m1 − B(b1) i m2 − B(a2) su nezavisne od B(a2) − B(b1)
Dokaz. Prvo pokazujemo da su za dana dva zatvorena nepreklapajuc´a vremenska inter-
vala, to jest takva da su im interiori disjunktni, maksimumi Brownovog gibanja na njima
razlicˇiti g.s. Neka su [a1, b1] i [a2, b2] dva fiksna intervala takva da je b1 6 a2. Oznacˇimo
s m1 i m2 maksimume Brownovog gibanja na ta dva intervala. Gotovo sigurno, standardno
Brownovo gibanje prelazi x−os odmah nakon trenutka 0. Dakle, maksimum na intervalu
[0, a] se ne postizˇe u trenutku 0. Nadalje, zbog Markovljevog svojstva slijedi da se maksi-
mum na intervalu [a2, b2] ne postizˇe u tocˇki a2, to jest B(a2) < m2 g.s. Dakle, postoji n ∈ N
takav da je taj maksimum jednak maksimumu na intervalu [a2 − 1n , b2]. Zbog toga mozˇemo
pretpostaviti u daljnjem dokazu da je b1 < a2.
PrimjenomMarkovljevog svojstva na vrijeme b1 vidimo da je slucˇajna varijabla B(a2)−
B(b1) nezavisna od m1 − B(b1). Primjenom Markovljevog svojstva na vrijeme a2 slijedi da
je m2 − B(a2) nezavisna od obje slucˇajne varijable B(a2) − B(b1) i m1 − B(b1). Dogadaj
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m1 = m2 mozˇemo zapisati kao
B(a2) − B(b1) = m1 − B(b1) − (m2 − B(a2)).
Uvjetovanjem na vrijednosti slucˇajnih varijabli m1 − B(b1) i m2 − B(a2), lijeva strana je
neprekidna slucˇajna varijabla, a na desnoj strani imamo konstantu. dakle, taj dogadaj ima
vjerojatnost 0.
(a) Po upravo dokazanom, g.s. svi nepreklapajuc´i parovi kompaktnih intervala s raci-
onalnim rubnim tocˇkama imaju razlicˇite maksimume. Ako Brownovo gibanje ima lokalni
maksimum koji nije strog tada postoje dva intervala takva da Brownovo gibanje na njima
ima jednake maksimume, sˇto nas dovodi do kontradikcije. Dakle, svaki lokalni maksimum
je strogi lokalni maksimum.
(b) Maksimum na kompaktnom intervalu s racionalnim rubnim tocˇkama g.s. se ne
postizˇe u rubnim tocˇkama. Dakle, svaki takav interval sadrzˇi lokalni maksimum i skup
vremena gdje se lokalni maksimum postizˇe je gust. Kako je svaki lokalni maksimum strogi,
taj skup ima kardinalnost najvisˇe kao i skup svih takvih intervala. Dakle, prebrojiv je.
(c) G.s., za svaki racionalan broj q ∈ [0, 1] maksimumi na [0, q] i [q, 1] su razlicˇiti. Ako
pretpostavimo da se globalni maksimum postizˇe u dvije tocˇke t1 < t2 tada postoji racionalan
broj t1 < q < t2 za koji su maksimumi na [0, q] i [q, 1] jednaki, sˇto nas ponovo dovodi do
kontradikcije. Dakle, trenutak postizanja globalnog maksimuma je jedinstven. 
Lema 3.2.9. Neka je (B(t) : t > 0) Brownovo gibanje, te definiramo
Z(ω) = {t > 0 : B(t)(ω) = 0}.
Tada je Lebesgueova mjera skupaZ(ω) jednaka 0 gotovo sigurno.
Dokaz. Oznacˇimo sa L(A) Lebesgueovu mjeru skupa A. Dakle, treba pokazati da je
L(Z(ω)) = 0 g.s.
Neka je t > 0, ako je B(0) = x tada B(t) ∼ N(x, t) uz Px, pa vrijedi
Px(t ∈ Z) = Px(B(t) = 0) = 0,
to jest ∫
1{t∈Z(ω)} dPx = 0.
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Primjenom Fubinijevog teorema, dobivamo sljedec´u relaciju
E(L(Z)) =
∫ ∫ ∞
0
1{t∈Z(ω)} dtdPx
=
∫ ∞
0
∫
1{t∈Z(ω)} dPxdt
=
∫ ∞
0
Px(B(t) = 0)dt
= 0
Jer je L(Z(ω)) > 0 i E(L(Z)) = 0, slijedi da je L(Z) = 0 g.s. 
3.3 Donskerov princip invarijantnosti
Ponovo promatramo slucˇajnu sˇetnju
S n =
n∑
k=1
Xk
te linearno interpoliramo tocˇke izmedu cijelih brojeva, to jest
S (t) = S ⌊t⌋ + (t − ⌊t⌋)(S ⌊t⌋+1 − S ⌊t⌋).
Time smo definirali slucˇajnu funkciju S ∈ C([0,∞〉). Sada definiramo niz (S ∗n : n > 1)
slucˇajnih funkcija u C([0, 1]) sa
S ∗n(t) =
S (nt)√
n
, za svaki t ∈ [0, 1] (3.14)
i nazivamo je skaliranom slucˇajnom sˇetnjom.
Teorem 3.3.1 (Skorokhodov teorem). Neka je (B(t) : t > 0) standardno Brownovo gibanje
i X slucˇajna varijabla s realnim vrijednostima takva da je E[X] = 0 i E[X2] < ∞. Tada
postoji vrijeme zaustavljanja T , uz filtraciju Brownovog gibanja F 0(t), takvo da B(T ) ima
istu distribuciju kao i X te je E[T ] = E[X2].
Primjer 3.3.2. Pretpostavimo da X mozˇe poprimiti samo dvije vrijednosti a i b, gdje je a <
b. Da bi vrijedilo da je E[X] = 0 mora biti a < 0 < b te P(X = a) = b
b−a i P(X = b) =
−a
b−a .
Mozˇe se pokazati da za vrijeme zaustavljanja definirano sa T = inf{t > 0 : B(t) < 〈a, b〉}
slucˇajna varijabla B(T ) ima istu distribuciju kao i X te je E[T ] = −ab konacˇno.
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Dokaz. Dokaz se zasniva na tzv. binarno razdvajajuc´em martingalu (binary splitting mar-
tingale). Kazˇemo da je martingal (Xn : n ∈ N) binarno razdvajajuc´ ako vrijedi, kada za
neke x0, x1, . . . , xn ∈ R dogadaj
A(x0, x1, . . . , xn) = {X0 = x0, X1 = x1, . . . , Xn = xn}
ima pozitivnu vjerojatnost, slucˇajna varijabla Xn+1 uvjetno na A(x0, x1, . . . , xn) mozˇe popri-
miti najvisˇe dvije vrijednosti.
Lema 3.3.3. Neka je X slucˇajna varijabla s E[X2] < ∞. Tada postoji binarno razdvajajuc´i
martingal (Xn : n ∈ N) takav da Xn → X gotovo sigurno u L2.
Dokaz. Definiramo martingal (Xn : n ∈ N) i pripadnu filtraciju (Gn : n ∈ N) rekurzivno.
Neka jeG0 trivijalnaσ-algebra (koja se sastoji od praznog skupa i pocˇetnog vjerojatnosnog
prostora) i X0 = E[X]. Definiramo i slucˇajnu varijablu ξ0 kao
ξ0 =
{
1, ako X > X0,
−1, ako X < X0.
Za svaki n > 0, neka je Gn = σ(ξ0, . . . , ξn−1) i Xn = E[X|Gn]. Takoder definiramo slucˇajnu
varijablu ξn kao
ξn =
{
1, ako X > Xn,
−1, ako X < Xn.
Primijetimo da je Gn generiran particijom Pn pocˇetnog vjerojatnosnog prostora na 2n sku-
pova, od kojih je svaki oblika A(x0, x1, . . . , xn). Kako je svaki element od Pn unija dva ele-
menta od Pn+1 martingal (Xn : n ∈ N) je binarno razdvajajuc´. Takoder kako je (Xn : n ∈ N)
martingal imamo da je
E[X2] = E[(X − Xn)2] + E[X2n] > E[X2n].
Dakle, (Xn : n ∈ N) je ogranicˇen u L2 i slijedi da
Xn → X∞ := E[X|G∞] gotovo sigurno u L2,
gdje je G∞ = σ
(⋃∞
i=0Gi
)
. Josˇ jedino preostaje dokazati da je X = X∞ gotovo sigurno.
Tvrdimo da gotovo sigurno vrijedi
lim
n→∞
ξn(X − Xn+1) = |X − X∞|. (3.15)
Zaista, ako je X(ω) = X∞(ω) (3.15) jednostavno slijedi. Ako je X(ω) < X∞(ω) tada za
neki dovoljno velik N imamo X(ω) < Xn(ω) za svaki n > N, dakle ξn = −1 i vrijedi (3.15).
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Slicˇno, ako je X(ω) > X∞(ω) tada je za dovoljno velik N X(ω) > Xn(ω) za svaki n > N i
ξn = 1 pa ponovo vrijedi (3.15). Kako je ξn Gn+1 izmjeriva slijedi da
E[ξn(X − Xn+1)] = E[ξnE[X − Xn+1|Gn+1]] = 0.
Prisjetimo se, ako Yn → Y g.s. i (Yn : n ∈ N) je L2 ogranicˇen, tada E[Yn] → E[Y]. Dakle,
lijeva strana u (3.15) je L2 ogranicˇena pa zakljucˇujemo da je E[|X − X∞|] = 0, cˇime je
dokaz leme gotov. 
Neka je (Xn : n ∈ N) binarno razdvajajuc´i martingal takav da Xn → X gotovo sigurno u
L2. Prisjetimo se Primjera 3.3.2 u kojem X poprima vrijednosti na skupu od dva elementa
{a, b}, za neke a < 0 < b. Tada je T = inf{t > 0 : B(t) < 〈a, b〉} trazˇeno vrijeme zaustav-
ljanja. Dakle, kako Xn uvjetno na A(x0, . . . , xn−1) mozˇe poprimiti najvisˇe dvije vrijednosti
jasno je da mozˇemo nac´i niz vremena zaustavljanja T0 6 T1 6 T2, . . . takav da je B(Tn)
distribuiran kao Xn i E[Tn] = E[X
2
n]. Buduc´i da je Tn rastuc´i niz, imamo da Tn → T gotovo
sigurno za neko vrijeme zaustavljanja T . Takoder po teoremu o monotonoj konvergenciji
E[T ] = lim
n→∞
E[Tn] = lim
n→∞
E[X2n] = E[X
2].
Kako B(Tn) konvergira po distribuciji prema X po konstrukciji i konvergira g.s. prema B(T )
zbog g.s neprekidnosti Brownovog gibanja, slijedi da B(T ) i X imaju jednaku distribuciju.

Lema 3.3.4. Neka je (B(t) : t > 0) Brownovo gibanje. Tada za svaku slucˇajnu varijablu
X s ocˇekivanjem 0 i varijancom 1 postoji niz vremena zaustavljanja, uz prirodnu filtraciju
Brownovog gibanja,
0 = T0 6 T1 6 T2 . . . ,
takav da
(a) niz (B(Tn) : n > 0) ima distribuciju slucˇajne sˇetnje s prirastima danim distribucijom
od X.
(b) niz funkcija (S ∗n : n > 0) konstruiran iz te slucˇajne sˇetnje zadovoljava
lim
n→∞
P
(
sup
06t61
∣∣∣∣∣∣
B(nt)√
n
− S ∗n(t)
∣∣∣∣∣∣ > ǫ
)
= 0.
Dokaz. Pomoc´u Teorema 3.3.1 definiramo T1 da bude vrijeme zaustavljanja s E[T1] = 1 i
takvo da je B(T1) = X po distribuciji. Po jakom Markovljevom svojstvu
(B2(t) : t > 0) = (B(T1 + t) − B(T1) : t > 0)
je Brownovo gibanje i nezavisno je od F +(T1), pa time i od (T1, B(T1)). Dakle, mozˇemo
definirati vrijeme zaustavljanja T ′
2
za Brownovo gibanje (B2(t) : t > 0) takvo da je E[T
′
2
] =
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1 i B(T ′2) = X po distribuciji. Tada je i T2 = T1 + T
′
2 vrijeme zaustavljanja za originalno
Brownovo gibanje s E[T2] = 2 i B(T2) je druga vrijednost u slucˇajnoj sˇetnji s prirastima
danim razdiobom od X. Induktivnim postupkom dobijemo niz 0 = T0 6 T1 6 T2 . . . takav
da je S n = B(Tn) slucˇajna sˇetnja i E[Tn] = n. Oznacˇimo sa
Wn(t) =
B(nt)√
n
i neka je An dogadaj da postoji t ∈ [0, 1〉 takav da je |S ∗n(t) −Wn(t)| > ǫ. Trebamo pokazati
da P(An)→ 0. Neka je k = k(t) jedinstveni cijeli broj takav da je
k − 1
n
6 t <
k
n
.
kako je S ∗n linearna na takvom intervalu slijedi da
An ⊂
{
∃t ∈ [0, 1〉 t.d.
∣∣∣∣∣∣
S k√
n
−Wn(t)
∣∣∣∣∣∣ > ǫ
}
∪
{
∃t ∈ [0, 1〉 t.d.
∣∣∣∣∣∣
S k−1√
n
−Wn(t)
∣∣∣∣∣∣ > ǫ
}
.
Kako je S k = B(Tk) =
√
nWn
(
Tk
n
)
imamo da je
An ⊂ A∗n :=
{
∃t ∈ [0, 1〉 t.d.
∣∣∣∣∣Wn
(
Tk
n
)
−Wn(t)
∣∣∣∣∣ > ǫ
}
∪
{
∃t ∈ [0, 1〉 t.d.
∣∣∣∣∣Wn
(
Tk−1
n
)
−Wn(t)
∣∣∣∣∣ > ǫ
}
.
Za dani 0 < δ < 1 dogadaj An∗ je sadrzˇan u
{ ∃ s, t ∈ [0, 2] t.d. |s − t| < δ, |Wn(s) −Wn(t)| > ǫ } (3.16)
∪ { ∃ t ∈ [0, 1〉 t.d. |Tk/n − t| ∨ |Tk−1/n − t| > δ } (3.17)
Uocˇimo da vjerojatnost dogadaja (3.16) ne ovisi o n. Uzimanjem malog δ > 0, mozˇemo
tu vjerojatnost napraviti malom koliko zˇelimo, jer je Brownovo gibanje uniformno nepre-
kidno na segmentu [0, 2]. Preostaje pokazati da za fiksni δ > 0 vjerojatnost dogadaja (3.17)
konvergira prema nuli kad n →∞. Da to dokazˇemo koristimo tvrdnju da
lim
n→∞
Tn
n
= lim
n→∞
1
n
n∑
k=1
(Tk − Tk−1) = 1 gotovo sigurno.
To je Kolmogorovljev zakon velikih brojeva za niz (Tk − Tk−1) nezavisnih jednako distri-
buiranih slucˇajnih varijabli s ocˇekivanjem 1. Za svaki niz (an) realnih brojeva vrijedi
lim
n→∞
an
n
= 1 ⇒ lim
n→∞
sup
06k6n
|ak − k|
n
= 0.
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Dakle,
lim
n→∞
P
(
sup
06k6n
|Tk − k|
n
> δ
)
= 0. (3.18)
Prisjetimo se, t ∈
[
k−1
n
, k
n
〉
i uzmimo n > 2
δ
. Tada
P (∃ t ∈ [0, 1〉 t.d. |Tk/n − t| ∨ |Tk−1/n − t| > δ )
6 P
(
sup
16k6n
(Tk − k) ∨ ((k − 1) − Tk−1)
n
> δ
)
6 P
(
sup
16k6n
(Tk − k)
n
>
δ
2
)
+ P
(
sup
16k6n
((k − 1) − Tk−1)
n
>
δ
2
)
i prema (3.18) oba sumanda konvergiraju prema 0. 
Teorem 3.3.5 (Portmanteau teorem). Sljedec´e tvrdnje su ekvivalentne:
(i) Xn −→d X.
(ii) Za sve zatvorene skupove K ⊂ E, lim supn→∞ P(Xn ∈ K) 6 P(X ∈ K).
(iii) Za sve otvorene skupove G ⊂ E, lim supn→∞ P(Xn ∈ G) > P(X ∈ G).
(iv) Za sve Borelove skupove A ⊂ E s P(X ∈ ∂A) = 0, imamo
lim
n→∞
P(Xn ∈ A) = P(X ∈ A).
(v) Za sve ogranicˇene izmjerive funkcije g : E → R sa svojstvom
P(X ∈ {x : g je neprekidna u x}) = 1
vrijedi E[g(Xn)] → E[g(X)].
Ovaj teorem nec´emo dokazivati, a dokaz Portmanteau teorema mozˇe se nac´i u knjizi
”Convergence of Probability Measures” Patricka Billingsleya[1].
Sada slijedi teorem koji c´e povezati slucˇajne sˇetnje i Brownovo gibanje, dva osnovna
pojma kojima se bavimo u radu. Rijecˇ je o Donskerovom principu invarijantnosti koji se
josˇ i naziva funkcionalni centralni granicˇni teorem.
Teorem 3.3.6 (Donskerov princip invarijantnosti). Na prostoru C([0, 1]) niz (S ∗n : n > 1)
konvergira po distribuciji prema standardnom Brownovom gibanju (B(t) : t ∈ [0, 1]).
Dokaz. Odaberemo niz vremena zaustavljanja kao u Lemi 3.3.4 i prisjetimo se da je slucˇajni
proces (Wn(t) : 0 6 t 6 1), gdje je Wn(t) =
B(nt)√
n
, prema Lemi 3.1.2 standardno Brownovo
gibanje. Pretpostavimo da je K ⊂ C([0, 1]) zatvoren i definiramo
K[ε] = { f ∈ C([0, 1]) : ‖ f − g‖sup 6 ε , za neku g ∈ K}.
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Tada
P(S ∗n ∈ K) 6 P(Wn ∈ K[ε]) + P(‖S ∗n −Wn‖sup > ε). (3.19)
Kad n → ∞, drugi izraz u (3.19) ide u 0, dok prvi ne ovisi o n i jednak je P(B ∈ K[ε])
za Brownovo gibanje B. Kako je K zatvoren imamo
lim
ε↓0
P(B ∈ K[ε]) = P
B ∈
⋂
ε>0
K[ε]
 = P(B ∈ K).
Dakle, dobivamo da vrijedi
lim sup
n→∞
P(S ∗n ∈ K) 6 P(B ∈ K).
To je tocˇno (ii) tvrdnja Portmanteau teorema pa slijedi da S ∗n −→d B . 
Poglavlje 4
Zakoni arkus sinusa za Brownovo
gibanje
Nakon sˇto smo pokazali vezu Brownovog gibanja sa slucˇajnom sˇetnjom mogli bismo se
zapitati vrijede li i za Brownovo gibanje slicˇna svojstva kao sˇto smo pokazali za slucˇajne
sˇetnje. U ovom poglavlju pokazat c´emo da je to zaista i tako te c´emo slijedit poglavlje 5
knjige ”Brownian Motion” Petera Mo¨rtersa i Yuvala Peresa[5] te poglavlje 8 knjige ”Pro-
bability: Theory and Examples” Ricka Durretta[2].
Teorem 4.0.7 (Zakon arkus sinusa za zadnji posjet 0). Neka je L = sup{t 6 1 : Bt = 0}
trenutak zadnjeg posjeta 0 Brownovog gibanja prije trenutka t = 1. Tada L ima arkus sinus
distribuciju, to jest za svaki t ∈ [0, 1]
P0(L 6 t) =
2
π
arcsin(
√
t).
Dokaz. Neka je t ∈ [0, 1] fiksan. Kao u Lemi 3.1.2 definiramo
B(s)(t) = B(t + s) − B(t), s > 0.
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Korisˇtenjem Markovljevog svojstva Brownovog gibanja u trenutku t slijedi da je
P0(L 6 t) = P0(B(t + s) , 0,∀s ∈ [0, 1 − t])
= P0(B(s)
(t) + B(t) , 0,∀s ∈ [0, 1 − t])
= E0
[
1{B(s)(t)+B(t),0,∀s∈[0,1−t])}
]
= E0[EB(t)[ωs > 0,∀s ∈ [0, 1 − t]]]
= E0[PB(t)(T0 > 1 − t)]
= E0[P0(TB(t) > 1 − t)]
=
∫ ∞
−∞
pt(0, x)P0(Tx > 1 − t) dx
= 2
∫ ∞
0
pt(0, x)P0(Tx > 1 − t) dx.
Sada koristimo (3.1) i (3.13), pa slijedi da je
P0(L 6 t) = 2
∫ ∞
0
1√
2πt
e−
x2
2t
∫ ∞
1−t
1√
2πr3
xe−
x2
2r dr dx
=
1
π
∫ ∞
1−t
1√
tr3
∫ ∞
0
xe−
x2(r+t)
2rt dx dr
=
1
π
∫ ∞
1−t
1√
tr3
rt
r + t
dr
=
1
π
∫ ∞
1−t
(
t
r
) 1
2 1
r + t
dr
=
1
π
∫ ∞
1−t
(
(r + t)2
rt
) 1
2 t
(r + t)2
dr
=
1
π
∫ ∞
1−t
(
rt
(r + t)2
)− 1
2 t
(r + t)2
dr
=
1
π
∫ ∞
1−t
(
t
r + t
)− 1
2
(
r
r + t
)− 1
2 t
(r + t)2
dr.
Uocˇimo, uz supstituciju
s =
t
r + t
=⇒ ds = − t
(r + t)2
,
granice integracije r ∈ [1− t,∞〉 prelaze u s ∈ [0, t] pa gornji integral mozˇemo zapisati kao
P0(L 6 t) =
1
π
∫ t
0
(s(1 − s))− 12 ds
=
2
π
arcsin(
√
t).
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Teorem 4.0.8 (Zakon arkus sinusa za maksimum). Slucˇajna varijabla M∗ ∈ [0, 1] defini-
rana sa
B(M∗) = max
s∈[0,1]
B(s)
ima arkus sinus distribuciju, to jest za svaki t ∈ [0, 1]
P0(M
∗
6 t) =
2
π
arcsin
(√
t
)
.
Dokaz. Za t ∈ [0, 1]
P0(M
∗
6 t) = P0
(
max
06u6t
B(u) > max
t6v61
B(v)
)
= P0
(
max
06u6t
B(u) − B(t) > max
t6v61
B(v) − B(t)
)
= P0(M1(t) > M2(1 − t)),
gdje je (M1(s) : 0 6 s 6 t) proces maksimuma Brownovog gibanja (B1(s) : 0 6 s 6 t)
koji je definiran sa B1(s) = B(t − s) − B(t), a (M2(s) : 0 6 s 6 1 − t) proces maksimuma
Brownovog gibanja (B2(s) : 0 6 s 6 1 − t) definiranog sa B2(s) = B(t + s) − B(t). U
Lemi 3.1.2 pokazali samo da su B1 i B2 zaista Brownova gibanja. Proces (B1(s) : 0 6 s 6 t)
je Ft izmjeriv, dok je (B2(s) : 0 6 s 6 1 − t) nezavisan od Ft.
Iz Korolara 3.2.7 slijedi da za dani s slucˇajna varijabla M1(s) ima jednaku distribuciju
kao i |B1(s)|, a M2(s) kao |B2(s)|, te su one nezavisne. Dakle, imamo da je
P0(M1(t) > M2(1 − t)) = P0(|B1(t)| > |B2(1 − t)|).
Korisˇtenjem invarijatnosti na skaliranje Brownovog gibanja gornju vjerojatnost mozˇemo
izraziti pomoc´u dvije nezavisne standardne normalne slucˇajne varijable Z1 i Z2 kao
P0(|B1(t)| > |B2(1 − t)|) = P0(
√
t|Z1| >
√
1 − t|Z2|)
= P0(tZ
2
1 > (1 − t)Z22)
= P0(t(Z
2
1 + Z
2
2) > Z
2
2)
= P0
(
Z2
2
Z2
1
+ Z2
2
6 t
)
= P0

|Z2|√
Z2
1
+ Z2
2
6
√
t
 .
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Prelaskom na polarne koordinate (Z1, Z2) = (R cos(θ),Rsin(θ)), gdje je R > 0 te θ ∈ [0, 2π].
Gustoc´a od (Z1, Z2) je
1
2π
e−
x2+y2
2 dxdy sˇto prelazi u 1
2π
re−
r2
2 drdθ u polarnim koordinatama.
Kako je θ uniformno distribuirana na segmentu [0, 2π] slijedi da je
P0

|Z2|√
Z2
1
+ Z2
2
6
√
t
 = P0(| sin(θ)| 6
√
t)
= 4P0(θ 6 arcsin(
√
t))
= 4
arcsin(
√
t)
2π
=
2
π
arcsin(
√
t).

Teorem 4.0.9 (Zakon arkus sinusa za vrijeme iznad 0). Slucˇajna varijabla
∫ 1
0
1B(t)>0 dt
ima arkus sinus distribuciju.
Dokaz. Ideja dokaza zasniva se na cˇinjenici da smo za jednostavne slucˇajne simetricˇne
sˇetnje pokazali da je πn =
d Kn te da M
∗ ima arkus sinus distribuciju. Primjenom Donske-
rovog teorema 3.3.6 slijedit c´e tvrdnja. Prisjetimo se
Kn
n
=
min
{
k ∈ {0, . . . , n} : S k = max06 j6n S j
}
n
.
Nadalje, uocˇimo da Kn
n
mozˇemo zapisati kao g(S ∗n) za funkciju g : C([0, 1]) → [0, 1]
definiranu sa
g( f ) = inf
{
t ∈ [0, 1] : f (t) = sup
s∈[0,1]
f (s)
}
gdje je S ∗n definiran kao prije sa (3.14). Funkcija g je neprekidna u svakoj funkciji
f ∈ C([0, 1]) koja ima jedinstveni maksimum. Kao sˇto smo pokazali u Teoremu 3.2.8
Brownovo gibanje zadovoljava taj uvjet g.s. Dakle, funkcija g je neprekidna g.s. ako za
funkciju f uzmemo put Brownovog gibanja. Sada po Donskerovom teoremu 3.3.6 i Port-
manteau teoremu 3.3.5 slijedi da S ∗n −→d B uniformno na [0, 1] pa
Kn
n
−→d g(B) = M∗.
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S druge strane, iz Teorema 4.0.8 znamo daM∗ ima arkus sinus distribuciju pa Kn
n
konvergira
prema arkus sinus distribuciji.
Slicˇno, πn oznacˇava broj segmenata (k − 1, S k−1) −→ (k, S k) koji lezˇe iznad x-osi, to
jest
πn
n
=
#{k ∈ {1, . . . , n} : S k > 0}
n
+
#{k ∈ {1, . . . , n} : S k−1 = 1, S k = 0}
n
.
Sada πn
n
mozˇemo zapisati kao h(S ∗n) za funkciju h : C([0, 1]) → [0, 1] definiranu sa
h( f ) = L({t ∈ [0, 1] : f (t) > 0}) =
∫ 1
0
1 f (t)>0 dt.
Tada je h neprekidna za svaku funkciju f ∈ C([0, 1]) sa svojstvom
lim
ε↓0
L({t ∈ [0, 1] : −ε 6 f (t) 6 ε}) = 0
sˇto je ekvivalentno da je
L({t ∈ [0, 1] : f (t) = 0}) = 0.
Iz Leme 3.2.9 znamo da Brownovo gibanje ima to svojstvo g.s. Ponovo primjenom Don-
skerovog i Portmanteau teorema slijedi da
πn
n
−→d h(B) =
∫ 1
0
1B(t)>0 dt.

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Sazˇetak
U prvom dijelu rada bavili smo se slucˇajnim sˇetnjama. Inicijalno smo promatrali jed-
nostavnu simetricˇnu slucˇajnu sˇetnju duljine 2n koja krec´e iz ishodisˇta i dokazali neko-
liko poznatih zakona arkus sinusa. Posebno, slucˇajna varijabla koja oznacˇava trenutak
zadnjeg posjeta nuli u slucˇajnoj sˇetnji, slucˇajna varijabla koja oznacˇava broj segmenata
(k − 1, S k−1) → (k, S k) koji lezˇe iznad x-osi, slucˇajna varijabla koja za danu slucˇajnu
sˇetnju duljine 2n daje najmanji j indeks takav da je S j = S 2n te slucˇajna varijabla koja
oznacˇava indeks prvog postizanja maksimuma imaju diskretnu arkus sinus distribuciju reda
n. Pomoc´u teorema Sparre-Andersena poopc´ili smo zakone arkus sinusa i na opc´enitije
slucˇajne sˇetnje. Za slucˇajne sˇetnje za koje vrijedi da je distribucija koraka slucˇajne sˇetnje
simetricˇna i P(S m = 0) = 0, za svaki m > 1 vrijedi da slucˇajna varijabla koja oznacˇava broj
tocˇaka iznad x−osi ima diskretnu arkus sinus distribuciju. Takoder, slucˇajne varijable koje
oznacˇavaju trenutak prvog maksimuma te zadnjeg minimuma imaju diskretnu arkus sinus
distribuciju. Poseban slucˇaj opc´enite slucˇajne sˇetnje koja zadovoljava navedena svojstva je
slucˇajna sˇetnja sa simetricˇnom i neprekidnom funkcijom distribucije koraka.
U drugom dijelu rada promatrali smo Brownovo gibanje na intervalu [0, 1]. Pomoc´u
Markovljevog svojstva Brownovog gibanja i principa refleksije dokazali smo da slucˇajna
varijabla koja oznacˇava zadnji posjet nuli Brownovog gibanja prije trenutka 1 ima arkus
sinus distribuciju. Nakon sˇto smo vidjeli da Brownovo gibanje poprima jedinstveni maksi-
mum na intervalu [0, 1] gotovo sigurno, dokazali smo da i slucˇajna varijabla koja oznacˇava
trenutak postizanja maksimuma ima arkus sinus distribuciju. Na kraju smo pokazali dokaz
i poznatog zakona arkus sinusa poznatog pod nazivom Levyev zakon arkus sinusa. On
se odnosi na slucˇajnu varijablu koja oznacˇava vrijeme koje Brownovo gibanje provede iz-
nad x−osi. U dokazu je korisˇten Donskerov princip invarijantnosti, koji kazˇe da skalirana
slucˇajna sˇetnja konvergira po distribuciji standardnom Brownovom gibanju, i prethodno
dokazani zakoni za maksimum Brownovog gibanja te jednostavne slucˇajne sˇetnje.

Summary
In the first part of the thesis we considered random walks. We studied a simple symmetric
random walk with 2n steps which starts from the origin and proved several well known
arcsine laws. In particular, random variable denoting the time of the last zero before 2n,
random variable denoting the number of segments (k − 1, S k−1) → (k, S k) that lie in the
upper half plane, random variable denoting the minimal index j such that S j = S 2n and
random variable denoting the index of the first maximum have discrete arcsine distribution
of order n. Using Sparre-Andersen theorem we showed how one can extend the arcsine
laws to very general random walks. For random walks with symmetric step distribution
and with the property that for every m > 1 is P(S m = 0) = 0, a random variable that
indicates the number of points in the upper half plane has discrete arcsine distribution.
Also, the random variables denoting the moment of the first maximum and last minimum
have a discrete arcsine distribution. A special case of general random walk satisfying the
above properties is random walk with symmetric and continuous step distribution.
In the second part we studied the Brownian motion on the interval [0, 1]. UsingMarkov
property of Brownian motion and the reflection principle, we proved that random variable
that denotes the last zero of Brownian motion in [0, 1] is arcsine distributed. Once we
showed that for Brownian motion on [0, 1] the global maximum is attained at a unique time
we have proved that the random variable that denotes the time at which a Brownian motion
achieves its maximum is also arcsine distributed. In the end we showed proof of famous
arcsine law known as Levy’s arcsine law. It refers to the random variable that indicates the
time that Brownian motion spends in the upper half plane. In the proof we used Donsker’s
invariance principle, which says that scaled random walk converges in distribution to a
standard Brownian motion, as well as the already established laws for the maximum of
Brownian motion and simple random walks.
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