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Multimatroids III. Tightness and Fundamental Graphs
ANDRE´ BOUCHET
This paper continues the study of multimatroids. Here we introduce the subclass of tight multi-
matroids, which contains the liftings of even delta-matroids, the 3-matroids derived from isotropic
systems, the Eulerian 3-matroids associated to 4-regular graphs and the Eulerian 2-matroids associ-
ated to evenly directed 4-regular graphs. The local properties of a tight multimatroid in the vicinity
of a base are reflected by a fundamental graph, as in matroid theory. We describe how the fundamen-
tal graph is transformed when the base is modified. As an application we derive some connectivity
properties of tight multimatroids.
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1. INTRODUCTION
Let M be a matroid on the set V and let X be a base of M . The fundamental graph of M in
the vicinity of X is the bipartite graph G = G M (X) on the classes X and Y = V − X , with
edge-set
E(G) = {xy : x ∈ X, y ∈ Y, X − x + y is a base of M}.
The graph G contains some information about the connectivity of M . Duchamp [14] and
Krogdahl [18] independently proved that M is connected if and only if G is connected. If
M is a binary matroid, then M is 3-connected if and only if G has no split [7]. (A split is
a bipartition {P, Q} of V such that |P|, |Q| ≥ 2 and the cut between P and Q is the edge-
set of a complete bipartite graph.) By specifying the transformation G M (X) → G M (X ′),
when X is replaced by another base X ′, it is possible to derive some connectivity properties
of matroids by means of elementary graph theory technics. Such a method has been used by
Truemper [20] in his study of matroid decompositions.
Two combinatorial structures similar to matroids also give rise to fundamental graphs: the
even delta-matroids [6] and the isotropic systems [2]. A fundamental graph of an even delta-
matroid D can be any simple graph instead of being a bipartite graph. This graph has been
used to study the connectivity of D and the number of its regular representations [7, 12]. There
is a subclass of isotropic systems that is derived from 4-regular graphs, called the Eulerian
isotropic systems. A simple graph G is a circle graph (intersection graph of finitely many
chords of a circle) if and only if G is a fundamental graph of an Eulerian isotropic system [3].
This property has been used in [8] to characterize circle graphs by a finite number of excluded
minors.
In this paper we continue the study of multimatroids [10, 11], pointing out the subclass of
tight multimatroids for which a fundamental graph can be defined with respect to any base.
The tight 2-matroids can be derived from the even delta-matroids by the lifting operation
and a subclass of tight 3-matroids can be derived from the isotropic systems. The 3-matroid
associated to a 4-regular graph and the 2-matroid associated to an evenly directed 4-regular
graph are tight.
The outline of this paper is as follows. In Section 2 we survey the properties of funda-
mental graphs of matroids and even delta-matroids in relation to their linear representations,
two transformations of simple graphs called edge-pivoting and local complementation, and a
transformation of Euler tours of 4-regular graphs introduced by Kotzig. The background on
multimatroids is recalled in Section 3. The tightness property is introduced in Section 4 and
the basic examples of tight multimatroids are presented in Section 5. The switchings and the
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pivotings of the bases of a multimatroid are introduced in Section 6. These operations are used
in Section 7 to transform a fundamental graph into another one. We give some applications
to the connectivity of tight multimatroids in Section 8. Finally we establish in Section 9 that
every connected tight multimatroid is a q-matroid, for some integer q ≥ 2.
2. A SURVEY ON FUNDAMENTAL GRAPHS AND PIVOTINGS
2.1. Matroids. Let M = (V,B) be a matroid on the set V , defined by the collection of
bases B. The fundamental graph of M , with respect to a base X , is the bipartite simple graph
G = G M (X) defined on the classes X and Y = V \ X , with edge-set
E(G) = {xy : x ∈ X, y ∈ Y, X − x + y ∈ B}. (1)
The subset Y is a base of M∗, the dual matroid of M , and we have
G M (X) = G M∗(Y ).
If M is representable over the field F, then G M (X) can be retrieved from a standard matrix
S = (Sxy)x∈X,y∈V = ( 1X R ) that represents M . Here S is decomposed into two blocks:
the X by X identity matrix 1X and an X by Y matrix R. Then
E(G) = {xy : x ∈ X, y ∈ Y, Rxy 6= 0}. (2)
The matrix R is used by Truemper [20] to study matroid decompositions. The notion of
fundamental graph is equivalent to the notion of abstract matrix introduced by this author.
2.2. Even delta-matroids. Let D = (V,F) be a delta-matroid. (We refer the reader to [9]
for an introduction to delta-matroids.) We recall that F is a nonempty collection of subsets of
V , called the feasible sets or bases of D, satisfying the following symmetric exchange axiom:
(i) For every F1 and F2 in F and every x1 in F11F2, there exists x2 in F11F2 such that
F11{x1, x2} is in F .
Here1 is the operator for the symmetric difference of sets, that is P1Q = (P \Q)∪(Q \ P).
We also assume that D satisfies the following property:
(ii) For every F1 and F2 in F , |F1| and |F2| have the same parity.
Then D is called an even delta-matroid. It is known that the class of matroids is identical to
the class of delta-matroids with equicardinal bases. So every matroid is an even delta-matroid.
If P is a subset of V , then
D1P = (V, {F1P : F ∈ F})
is also an even delta-matroid. The transformation D→ D1P is called twisting.
The fundamental graph of D, with respect to a base X , is the simple graph G = G D(X)
defined by the edge-set
E(G) = {xy : X1{x, y} ∈ F}. (3)
We note that
G D1P (X1P) = G D(X).
If D = M , then relations (1) and (3) define the same edge-set, and so G D(X) = G M (X).
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2.3. Linear representation of an even delta-matroid. Let A = (Axy)x,y∈V be an antisym-
metric matrix with entries in the field F (Axy = −Ayx and Axx = 0 for every x and y in
V ). For every subset X of V set A[X ] = (Axy)x,y∈X , and assume by convention that A[X ] is
nonsingular when X = ∅. It is proved in [4] that
D(A) = (V, {X ⊆ V : A[X ] is nonsingular})
is a delta-matroid. The matrix A is called a (linear antisymmetric) representation of D with
respect to the base X if
D = D(A)1X. (4)
Then we have
E(G) = {xy : Axy 6= 0}. (5)
If D = M , then we obtain a representation with respect to X by setting
A =
(
0 R
−t R 0
)
, (6)
and relations (2) and (5) are equivalent.
2.4. Pivotings. Assume that D is represented by the antisymmetric matrix A, with respect
to the base X , and consider an edge xy of G = G D(X). The set X ′ = X1{x, y} is a base of
D and α = A[{x, y}] is a nonsingular matrix. If we make the block decomposition
A =
(
α β
γ δ
)
,
then we prove in [4] that the matrix
A′ =
(
α−1 α−1β
−γα−1 δ − γα−1β
)
is antisymmetric and that D(A′) = D(A)1{x, y}. Equality (4) implies D = D(A′)1X ′, and
so A′ is a representation of D with respect to X ′. The graph G ′ on the vertex-set V , defined
by the edge-set
E(G ′) = {xy : A′xy 6= 0}, (7)
is equal to G D(X ′). The transformation A→ A′ is called a (principal) pivoting.
If D = M and A is defined by relation (6), then by pivoting the standard matrix
S = ( 1X R ) at xy we obtain a new standard matrix representation, say S′ = ( 1X ′ R′ ).
Moreover, if we set Y ′ = V \ X ′, we have
A′ =
(
0 R′
−t R′ 0
)
,
So the usual pivoting operation on standard matrices is a particular case of principal pivoting.
2.5. Edge-pivotings. Let H be a simple graph. A nonedge of H is an edge of the comple-
ment of H . The neighborhood of a vertex x of H is the subset of vertices N(x) = NH (x) =
{y : xy ∈ E(H)}. If P and Q are disjoint subsets of vertices of H , then H [P, Q] denotes the
subset of edges of H having one end in P and one end in Q. To complement H [P, Q] is to
remove from H the edges of H [P, Q] and to transform into an edge every nonedge with one
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FIGURE 1. Local complementations at a vertex.
FIGURE 2. Verification of Proposition 2.1.
end in P and one end in Q. Let xy be an edge of H , set A = N(x)\N(y)\ y, B = N(x)∩N(y)
and C = N(y) \N(x) \ x . The pivoting of H at xy is the transformation that consists in com-
plementing H [A, B], H [B,C] and H [C, A], then exchanging the labels x and y. The reader
will verify that the transformation G D(X) → G D(X ′) is an edge-pivoting, when the entries
of the antisymmetric matrix A belong to GF(2).
2.6. Local complementations. To locally complement a graph H at a vertex x is to re-
place the induced subgraph H [N(x)] by the complementary subgraph. The result of the lo-
cal complementation is denoted by H ? x . If x1x2 · · · xq is a sequence of vertices, we set
H ? x1x2 · · · xq = H ? x1 ? x2 ? · · · ? xq . Figure 1 depicts, from left to right, the graphs H ? a,
H ? ab and H ? abe, when H is the circuit of length 5 with successive vertices a, b, c, d , e.
PROPOSITION 2.1 ([3]). If xy is an edge of a simple graph H, then H ? xyx is equal to
the graph obtained by pivoting H at xy.
The above proposition can be verified with the help of Figure 2, which represents the graphs
H , H ?x , H ?xy and H ?xyx in the vicinity of xy. Here A = N(x)\N(y)\y, B = N(x)∩N(y)
and C = N(y) \N(x) \ x . Each point with a label P in {A, B,C} represents the induced sub-
graph H [X ] if the point is thin, and the complement of H [X ] if the point is thick. Each dotted
line between two points, with labels P and Q in {A, B,C}, represents H [P, Q] if the line is
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FIGURE 3. Kappa-transformation.
thin, and the complement of H [P, Q] if the line is thick. Each line between a point with a
label p in {x, y} and a point with a label P in {A, B,C} represents H [p, P].
COROLLARY 2.2. If xy is an edge of a simple graph H, then H ? xyx = H ? yxy.
2.7. Definitions and notations. If S and T are two finite sequences, we denote by S˜ the
mirror image of S and by ST the concatenation of S and T .
Let H be a graph on the vertex-set V . We make each edge e incident to two half-edges
h′ and h′′ and each half-edge incident to one vertex, in such a way that the ends of e are
the vertices incident to h′ and h′′. A vertex-transition (resp. edge-transition) is a pair of half-
edges incident to the same vertex (resp. the same edge). A trail is a sequence of distinct half-
edges D = h′0h′′0h′1h′′1 · · · h′m−1h′′m−1 such that {h′i , h′′i } is an edge-transition, for 0≤ i <m,
and {h′′i−1, h′i } is a vertex-transition, for 0< i <m. The trail is closed if {h′′m−1, h′0} is also a
vertex-transition. Assume that D is closed. Then Di = h′i h′′i h′i+1h′′i+1· · ·h′0h′′0· · ·h′i−1h′′i−1 and
D˜i are closed trails, for 0≤ i <m. The set T =⋃0≤i<m{Di , D˜i } is called a tour. We call each
trail Di or D˜i , 0 ≤ i < m, a description of T . We say that the vertex-transitions {hi−1, hi },
0 < i < m, and {h′′m−1, h′0} are used by T . The tour T is an Euler tour if every half-edge of
H occurs in a description of T .
An orientation, or direction, is a function that associates a sign, − or +, to each half-edge
of H in such a way that every edge-transition contains a negative half-edge and a positive
half-edge. A tour T is consistently directed if the half-edges of every vertex-transition used
by T have distinct signs or, equivalently, if any two successive half-edges in a description of
T have distinct signs. The direction is even if each vertex is incident to the same number of
half-edges of each sign.
2.8. Kotzig’s transformations. Let T be an Euler tour of a 4-regular graph H and let
D = h′0h′′0h′1h′′1 · · · h′m−1h′′m−1 be a description of T . The vertex-sequence of D is
V (D) = v0v1 · · · vm−1, where vi is the vertex incident to {h′′i−1, h′i }, for 0 ≤ i < m. Each
vertex occurs twice in V (D). An alternance of T is a nonordered pair vw of vertices such
that the subsequence of V (D) generated by v and w is equal to either vwvw or wvwv. The
alternance graph of T is the simple graph G(T ) on the same vertex-set as H , whose edges
are the alternances of T .
For every ordered pair of indices i j , such that 0 ≤ i ≤ j < m, set Di j =
h′i h′′i h′i+1h′′i+1 · · · h′j−1h′′j−1 and D j i = h′j h′′j h′j+1h′′j+1 · · · h′m−1h′′m−1h′0h′′0 · · · h′i−1h′′i−1. So
Di j and D j i are trails and Di j D j i is a description of T . If there is a vertex v such that
vi = v j = v, then Di j D˜ j i is a description of a new Euler tour of H . That Euler tour, which
does not depend on the description D, is denoted by T ?v (see Figure 3). We have the relation
G(T ? v) = G(T ) ? v. (8)
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The transformation T → T ? v is the κ-transformation of T at v. As for the local comple-
mentations, we set T ? v1v2 · · · vq = T ? v1 ? v2 ? · · · ? vq .
Assume that H is evenly directed. If T is consistently directed, then T ? v is no longer
consistently directed because any vertex-transition traversed by T ?v and incident to v is made
of two half-edges with the same sign. If vw is an alternance of T , then the Euler tour T ? vwv
is equal to T ? wvw and this Euler tour is consistently directed. Namely, if v = vi = vk
and w = v j = vl , with i < j < k < l, then Di j D jk Dkl Dli is a description of T and
Di j Dli Dkl D jk is a description of T ? vwv = T ? wvw. Since any two successive half-edges
in Di j D jk Dkl Dli have distinct signs, this also holds in Di j Dli Dkl D jk , and so T ? vwv is
consistently directed. According to Proposition 2.1 and relation (8), G(T ? vwv) is deduced
from G(T ) by a binary pivoting along the edge vw.
The preceding transformations of Euler tours, and the relation between κ-transformations
and local complementations, have been introduced by Kotzig [16, 17].
3. BACKGROUND ON MULTIMATROIDS
Here we recall the basic properties of multimatroids, proved in [10] and [11], that we use in
the present paper.
3.1. Definition of a multimatroid. Circuits and bases. Consider a partition  of a finite set
U . A class of  is called a skew class. A pair contained in a skew class is called a skew pair.
A subtransversal (resp. transversal) of  is a subset A ⊆ U such that |A ∩ ω| ≤ 1 (resp.
|A ∩ ω| = 1) holds for all ω in . We denote by S() the set of subtransversals of .
A multimatroid is a triple Q = (U, , r), with a partition  of a finite set U and a rank
function r : S()→ N, satisfying the following four axioms:
(i) r(∅) = 0;
(ii) r(A) ≤ r(A + x) ≤ r(A)+ 1 is satisfied if A is a subtransversal of , x is an element
of U, and A is disjoint from the skew class containing x;
(iii) Submodularity inequality: r(A)+ r(B) ≥ r(A∪ B)+ r(A∩ B) is satisfied if A, B and
A ∪ B are subtransversals;
(iv) r(A+ x)− r(A)+ r(A+ y)− r(A) ≥ 1 is satisfied if A is a subtransversal of, {x, y}
is a skew pair, and A is disjoint from the skew class containing {x, y}.
If each skew class has cardinality equal to the positive integer q, then Q is also called a
q-matroid. An independent set is a subtransversal I such that r(I ) = |I |, a base is a maximal
independent set, and a circuit is a subtransversal that is not independent and minimal with this
property.
If A is a subtransversal of , then r(P) is defined for every subset P of A. Axioms (i)–(iv)
imply that the restriction of r to the power-set of A is the rank function of a matroid on
A, denoted by Q[A] and called the submatroid induced on A. The independent sets (resp.
circuits) of Q[A] are the independent sets (resp. circuits) of Q that are included in A.
PROPOSITION 3.1 (PROPOSITION 5.4 IN [10]). The collection C of circuits of a multima-
troid Q satisfies the following properties:
(a) ∅ 6∈ C;
(b) if C1,C2 ∈ C and C1 ⊆ C2, then C1 = C2;
(c) Elimination: If C1,C2 are distinct members of C such that C1 ∪ C2 is a subtransversal
and x is an element of C1 ∩ C2, then there is a C in C such that C ⊆ (C1 ∪ C2)− x;
(d) a union of two members of C does not contain a unique skew pair.
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A multimatroid is said to be nondegenerate if each of its skew classes has at least
cardinality 2.
PROPOSITION 3.2 (PROPOSITION 5.5 IN [10]). The bases of a nondegenerate multima-
troid are transversal.
Let U ′ be a subset of U . The restriction of Q to U ′ is the multimatroid Q[U ′] = (U ′, ′, r ′),
where ′ = {ω ∩U ′ : ω ∈ ,ω ∩U ′ 6= ∅} and r ′ is the restriction of r to S(′). We say that
Q[U ′] is a spanning restriction of Q if U ′ ∩ ω is nonempty for every skew class ω of Q.
PROPOSITION 3.3 (PROPOSITION 2.9 IN [11]). If Q[U ′] is a nondegenerate spanning
restriction of a multimatroid Q, then the bases of Q[U ′] are the bases of Q contained in U ′.
3.2. Projections and indexings. A projection of a multimatroid Q = (U, , r) onto a set
V is a surjective mapping p : U → V such that p(x ′) = p(x ′′) holds if and only if x ′ and x ′′
belong to the same skew class. We also say that Q is indexed on V when the projection p is
defined, and we set v = {x ∈ U : p(x) = v}, for every v in V . The restriction of p to any
transversal T of  is a bijection onto V . If S is any structure defined on T , then we denote by
p(S) the isomorphic image of S by p|T .
3.3. Relation between 2-matroids and delta-matroids.
THEOREM 3.4. Let  be a partition of a finite set U into pairs, and let T be a transversal
of. A nonempty collection B of transversals of is the set of bases of a 2-matroid Q defined
on (U, ) if and only if {B ∩ T : B ∈ B} is the collection of bases of a delta-matroid.
The delta-matroid of Theorem 3.4 is called the trace of Q on T and is denoted by Q ∩ T .
Let us consider a projection p : U → V and let us set D = p(Q ∩ T ). For every transversal
T ′ of , we verify that
p(Q ∩ T ′) = D1p(T1T ′).
If T is fixed and T ′ ranges in the set of transversals of , then p(T1T ′) ranges in the power-
set of V . Thus p(Q ∩ T ′) = D1p(T1T ′) ranges in the twisting class of D.
CONSTRUCTION 3.5. Let D = (V,F) be a delta-matroid. Set
U = V × {1, 2},
vi = (v, i), v ∈ V, i = 1, 2,
v = {v1, v2}, v ∈ V,
 = {v : v ∈ V },
Pi = {vi : v ∈ P}, i = 1, 2, P ⊆ V,
B = {F1 ∪ (V2 \ F2) : F ∈ F}.
Theorem 3.4 implies that B is the collection of bases of a 2-matroid Q defined on the set U
and the partition . We have D = p(Q ∩ V1), where p is the projection such that p(v1) =
p(v2) = v, for every element v of V . The 2-matroid Q is called the lift of D.
So every delta-matroid can be retrieved as a projection of a trace of a 2-matroid. There is
no difference, up to isomorphism, between 2-matroids and twisting classes of delta-matroids.
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3.4. 3-matroid of a 4-regular graph. Let G be a 4-regular graph on the vertex-set V . A
bitransition is a pair Sv = {S′v, S′′v } made of two disjoint vertex-transitions incident to the
same vertex v. If T is an Euler tour of G, then we denote by Tv the bitransition made of
the two vertex-transitions traversed by T and incident to v. Clearly T is determined when
{Tv : v ∈ V } is known. A splitter of G is a set S = {Sv : v ∈ W }, where W is a subset of
V and Sv is a bitransition incident to v. The detachment of G, with respect to S, is the graph
G||S obtained after replacing each vertex v in W by two vertices v′ and v′′; v′ incident to the
half-edges in S′v and v′′ incident to the half-edges in S′′v . The rank of S is
r(S) = |S| − k(G||S)+ k(G),
where the notation k(H) denotes the number of components of a graph H .
CONSTRUCTION 3.6. Let G be a 4-regular graph on the vertex-set V . For each vertex v,
let v be the set of bitransitions incident to v. Set U = ⋃v∈V v , set  = {v : v ∈ V }
and denote by r be the splitter rank function of G. Then S() is the set of splitters of G and
Q(G) = (U, , r) is a 3-matroid [10, Proposition 2.1].
PROPOSITION 3.7. For every 4-regular graph G there is a connected 4-regular graph G ′
on the same vertex-set as G such that Q(G) = Q(G ′).
Assume that G is connected. A base of Q(G) is a splitter S = {Sv : v ∈ V } satisfying
k(G||S) = 1. The unique tour T in G||S is an Euler tour of G such that Sv = Tv , for every v
in V . Conversely, if T is an Euler tour of G, then {Tv : v ∈ V } is a base of Q(G). Hence the
Euler tours of G bijectively correspond to the bases of Q(G).
3.5. Free sum of orthogonal matroids. Let M1 and M2 be two matroids on the same set V .
Let ρ1, ρ2 and ρ2∗ be the rank functions of M1, M2 and M∗2 (the dual of M2), respectively. If
ρ1−ρ2∗ is a nondecreasing function, then M1 and M2 are said to be orthogonal. We note that
the orthogonality relation is symmetric and that M1 and M2 are orthogonal if M1 = M2∗. The
generalized matroid (Tardos [19]) spanned by two orthogonal matroids M1 and M2 is the set
system D(M1,M2) = (V,F), where
F = {F : F contains a base of M1 and is disjoint from a base of M2}. (9)
We note that D(M,M∗) = M for every matroid M . It is proved in [1] that every generalized
matroid is a delta-matroid.
CONSTRUCTION 3.8. Let M1 and M2 be two orthogonal matroids on the set V with rank
functions ρ1 and ρ2, respectively. Set
U = V × {1, 2},
vi = (v, i), v ∈ V, i = 1, 2,
v = {v1, v2}, v ∈ V,
 = {v : v ∈ V },
Pi = {vi : v ∈ P} and ri (Pi ) = ρi (P), P ⊆ V, i = 1, 2,
r(A) = r1(A ∩ V1)+ r2(A ∩ V2), A ∈ S().
Then Q = Q(M1,M2) = (U, , r) is a 2-matroid, called the free sum of M1 and M2.
PROPOSITION 3.9. D(M1,M2) is equal to the projection of Q(M1,M2) ∩ V1.
PROPOSITION 3.10. If M2 = M∗1 , then every base B of Q is the union of a base X1 of
Q[V1] and a base Y2 of Q[V2].
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3.6. Minors. Let Q = (U, , r) be a multimatroid and let A be a subtransversal of . Set
′ = {ω ∈  : ω ∩ A = ∅}, U ′ =⋃ω∈′ ω, and let r ′ : S(′)→ N be defined by
r ′(X) = r(X + A)− r(A). (10)
Then (U ′, ′, r ′) is a multimatroid called the minor of Q with respect to A and denoted by
Q|A. If Q = Q(M1,M2) is a free sum arising from Construction 3.8 and if X and Y are
disjoint subsets of V , then X1 ∪ Y2 is a subtransversal and we have
Q(M1/X,M2 \ Y ) = Q(M1,M2)|(X1 ∪ Y2).
The following property is similar to the scum theorem in matroid theory [13].
THEOREM 3.11. If Q|A is a minor of a multimatroid Q, then there is an independent set
I of Q such that Q|A = Q|I .
4. TIGHTNESS
Let Q = (U, , r) be a multimatroid. A subtransversal A of  will be called a near-
transversal if |A| = || − 1. If ω is the skew class disjoint from A, then Axiom (iv) implies∑
x∈ω
(r(A + x)− r(A)) ≥ |ω| − 1. (11)
We say that Q is tight if it is a nondegenerate multimatroid such that (11) holds with equality
for every near-transversal A and the skew class ω disjoint from A. Clearly:
(i) Q is tight if and only if, for every near-transversal A, there is an element x in the skew
class disjoint from A such that r(A + x) = r(A).
PROPOSITION 4.1. Tightness is preserved by taking minors.
PROOF. Consider a minor Q′ = Q|X = (U ′, ′, r ′) of a tight multimatroid Q = (U, , r).
For every near-transversal A′ of ′, the subset A′ + X is a near-transversal of . If ω′ is the
skew class of Q′ disjoint from A′, we have∑
x∈ω′
(r ′(A′ + x)− r ′(A′)) =
∑
x∈ω′
(r(A′ + X + x)− r(A′ + X)) = |ω′| − 1.
Therefore Q′ is tight. 2
The order of a multimatroid is the number of its skew classes. We note that a nondegenerate
multimatroid of order 1 is tight if and only if it has a circuit.
THEOREM 4.2. Let Q = (U, , r) be a nondegenerate multimatroid. The following prop-
erties are equivalent:
(a) Q is tight;
(b) the minors of order 1 of Q are tight;
(c) the union of a base and a skew class of Q always includes a circuit.
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FIGURE 4. Informal representation of a fundamental circuit.
PROOF. (a) H⇒ (b). Apply Proposition 4.1.
(b) H⇒ (a). Consider a near-transversal A of  and the skew class ω disjoint from A. The
minor Q|A is tight because it is of order 1. Hence, if r ′ is the rank function of that minor, we
have ∑
x∈ω
r ′(x)− r ′(∅) = |ω| − 1.
By setting r ′(∅) = 0 and r ′(x) = r(A + x)− r(A) we obtain (11) with equality.
(a) H⇒ (c). Let B be a base of Q and let ω be a skew class. Then A := B \ ω is a near-
transversal disjoint from ω. The tightness of Q implies the existence of an element x in ω
such that r(A + x) = r(A). So there is a circuit in A + x ⊆ B ∪ ω.
(c) H⇒ (b). Consider a minor Q′ of order 1. By Theorem 3.11, there is an independent set
A such that Q′ = Q|A. The set A is a near-transversal because Q′ has order 1. Let B be a
base that contains A and let ω be the skew class disjoint from A. We have A ∪ ω = B ∪ ω,
and so there is a circuit C included in A ∪ ω. Let C ′ = C ∩ ω and let r ′ be the rank function
of Q′. We have r ′(C ′) = r(C ′+ A)− r(A) = 0, where the last equality holds because A+C ′
contains the circuit C and C is not contained in A. Moreover C ′ is not empty, otherwise C
would be included in A. Hence C ′ is a circuit of Q′, and so Q′ is tight. 2
The following property, valid for every multimatroid, completes the preceding characteri-
zation of tight multimatroids.
PROPOSITION 4.3 (PROPOSITION 5.7 IN [10]). If B is a base and ω is a skew class of a
multimatroid Q, then there is at most one circuit included in B ∪ ω.
The circuit C contained in B ∪ ω will be called a fundamental circuit. In order to have
an intuitive view of the relation between B, ω and C , we shall sometimes use an informal
representation as Figure 4: B is drawn like a horizontal line and ω like a vertical dotted line,
a pair xy such that {x} = C ∩ω and y ∈ C ∩ B is drawn like an oblique segment with ends x
and y.
5. EXAMPLES OF TIGHT MULTIMATROIDS
THEOREM 5.1. The 3-matroid Q(G), derived from a 4-regular graph G by Construc-
tion 3.6, is tight.
This result could be derived from Construction 5.6 and the results of [2, 3]. Here we give a
direct simple proof.
PROOF. By Proposition 3.7 we may assume that G is connected. By Theorem 4.2 we have
to show that, for every base B and every skew class v of Q(G), a circuit is contained in
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B ∪v . Let T be the Euler tour of G that corresponds to B and let
h′0h′′0h′1h′′1 · · · h′m−1h′′m−1
be a description of T such that Tv = {{h′′m−1, h′0}, {h′′i−1, h′i }}, for some index i such that
0 < i < m. The set B ∪ v contains two transversals B ′ and B ′′ distinct from B. One of
them, say B ′, corresponds to the Euler tour T ′ = T ? v and is described by
h′0h′′0h′1h′′1 · · · h′i−1h′′i−1h′′m−1h′m−1 · · · h′′i+1h′i+1h′′i h′i .
The transversal B ′′ is the set of bitransitions of the pair of tours described by
h′0h′′0h′1h′′1 · · · h′i−1h′′i−1 and h′i h′′i h′i+1h′′i+1 · · · h′m−1h′′m−1.
Hence B ′′ is not a base of Q(G). Therefore a circuit is contained in B ′′, which is contained in
B ∪v . 2
Consider the 4-regular graph G and its associated 3-matroid Q(G). Fix a transversal
F = {Fv : v ∈ V } of . We say that the bitransitions in F are forbidden and that the bi-
transitions in U ′ := U \ F are allowed. We call the pair GU ′ = (G,U ′) a restricted 4-regular
graph and we denote by Q(GU ′) the restriction of Q(G) to U ′. Since every vertex of G is
incident to two allowed bitransitions, Q(GU ′) is a 2-matroid that is a spanning restriction of
Q(G), and so the bases of Q(GU ′) are the bases of Q(G) contained in U ′, by Proposition 3.3.
Since the collection of bases of a multimatroid is nonempty, there exists a base of Q(GU ′).
It corresponds to an Euler tour of G that traverses no forbidden bitransition. The existence of
such an Euler tour has originally been proved by Kotzig [16].
Consider an even orientation on G. We say that a vertex-transition is directed (resp. an-
tidirected) if its half-edges have distinct (resp. equal) signs, and that a bitransition is directed
(resp. antidirected) if it is a pair of directed (resp. antidirected) vertex-transitions. Clearly
there are two directed bitransitions and one antidirected bitransition incident to every vertex.
We define a restricted 4-regular graph GU ′ by letting U ′ be equal to the set of directed bitran-
sitions. An Euler tour T is consistently directed if and only if it uses allowed bitransitions. If
v is any vertex, then the bitransition used by T ? v and incident to v is antidirected.
THEOREM 5.2. The 2-matroid associated to a restricted 4-regular graph GU ′ is tight if
and only if U ′ is equal to the set of directed bitransitions defined with respect to an even
orientation.
PROOF. Let Q′ = (U ′, ′, r ′) be the 2-matroid associated to GU ′ . We may assume that G
is connected by Proposition 3.7. Consider a base B of Q′, a skew class′v of Q′ and the skew
class v of Q that contains ′v . We also consider the transversals B ′ and B ′′, and the Euler
tours T and T ′, defined in the proof of Theorem 5.1.
Assume that U ′ is the set of directed bitransitions with respect to an even orientation. The
transversals contained in B∪′v are B and either B ′ or B ′′. The bitransition B ′v , which is used
by T ? v, is forbidden. Hence the second transversal in B ∪′v is B ′′. Since B ′′ is not a base
of Q, it is also not a base of Q′. Theorem 4.2 implies that Q′ is tight.
Conversely, assume that Q′ is tight and consider an even orientation on G for which T
is consistently directed. Such an orientation is determined by putting alternate signs on the
successive half-edges of a description of T . Let v be an arbitrary vertex. Since Q′ is tight, the
transversal distinct from B and contained in B ∪ ′v is not a base, and so it must be equal to
B ′′. Therefore B ′v , which does not belong to′v , is forbidden. Since T is consistently directed
and B ′ is the set of bitransitions traversed by T ? v, B ′v is antidirected. Hence the forbidden
bitransitions are antidirected. 2
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FIGURE 5. Addition and bilinear form over K .
Theorem 5.2 could also be proved by using the results of [5] and the following characteri-
zation of tight 2-matroids.
THEOREM 5.3. A delta-matroid is even if and only if its lift is a tight 2-matroid.
PROOF. Let D = (V,F) be a delta-matroid and let Q be the lift of D arising from Con-
struction 3.5.
Assume that Q is not tight. By property (c) of Theorem 4.2 there is a base B of Q and a
skew class {v1, v2} such that B∪{v1, v2} contains no circuit. Hence B ′ := B1{v1, v2}, which
is a transversal contained in B ∪ {v1, v2}, is a base of Q. By the definition of a lift there are
two bases F and F ′ of D such that B = F1 ∪ (V2 \ F2) and B ′ = F ′1 ∪ (V2 \ F ′2). We have{v1, v2} = B1B ′ = (F11F ′1) ∪ (F21F ′2), implying F1F ′ = {v}, and so D is not even.
Assume that D is not even. Choose two bases F and G of D such that |F1G| is odd
and minimal with this property. By applying the symmetric exchange axiom to F , G and an
element v in F1G, we find an element w in F1G such that F ′ := F1{v,w} is a base of
D. We have v = w, otherwise |F ′1G| = |F1G| − 2, contradicting the choice of F and
G. The sets B := F1 ∪ (V2 \ F2) and B ′ := F ′1 ∪ (V2 \ F ′2) are two bases of Q. We have
B ∪ B ′ = B ∪ {v1, v2}. Hence there is no circuit contained in B ∪ {v1, v2}. Property (c) of
Theorem 4.2 implies that Q is not tight. 2
COROLLARY 5.4. If Q = (U, , r) is a 2-matroid and T is a transversal of , then Q is
tight if and only if Q ∩ T is an even delta-matroid.
COROLLARY 5.5. The free sum of two orthogonal matroids M1 and M2 is tight if and only
if M2 = M∗1 .
PROOF. Let V be the ground-set of M1 and M2 and let Q = Q(M1,M2,). By the preceding
corollary, Q is tight if and only if Q∩V1 is an even delta-matroid. By Proposition 3.9, Q∩V1
is projected onto the generalized matroid D = D(M1,M2). Therefore Q is tight if and only
if the delta-matroid D is even. If M2 = M∗1 , then D(M1,M2) is equal to M1, and so D is
actually even. In the general case every base X1 of M1 is disjoint from a base X2 of M2. If
M2 6= M∗1 there is an element x in V \ (X1 ∪ X2). Relation (9) implies that X1 and X1 + x
are feasible sets of D, and so D is not even. 2
We complete this series of examples by constructing a subclass of tight 3-matroids associ-
ated to isotropic systems. A binary hyperbolic plane is a vector space K , equipped with a non-
degenerate bilinear form 〈., .〉, of dimension 2 over the field GF(2). If we set K = {0, x, y, z},
the addition and the bilinear form defined on K are given by the tables in Figure 5.
Let E = ∏v∈V Ev be a direct product of binary hyperbolic planes. We equip E with the
bilinear form 〈., .〉 defined by the relation
〈A, B〉 =
∑
v∈V
〈Av, Bv〉.
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FIGURE 6. Illustration of Proposition 6.1.
Then E is a hyperbolic vector space over GF(2) of dimension 2|V |.
An isotropic system is a triple I s = (E, L , V ) with a finite set V , a direct product
E = ∏v∈V Ev of binary hyperbolic planes, and a subspace L of E having dimension |V |
and such that 〈A, B〉 = 0 holds for every pair of vectors A and B in L . (In the original
paper [2] a particular binary hyperbolic plane K is fixed and E = K V .)
CONSTRUCTION 5.6. Let I s = (E, L , V ) be an isotropic system. For every v in V set
v = {A ∈ E : Av 6= 0, Aw = 0 for w ∈ V − v}. Set  = {v : v ∈ V } and U =⋃v∈V v .
For every subtransversal A of  set r(A) = |A| − dim (L ∩ 〈A〉), where 〈A〉 denotes the
subspace of E generated by the vectors in A. It is proved in [10] that Q(I s) = (U, , r) is a
3-matroid. By Property (9.4) in [2] inequality (11) of the present paper is tight whenever A is
a near-transversal. Hence Q(I s) is a tight 3-matroid.
We describe in [2] a construction that associates an isotropic system I s(G) to any 4-regular
graph G. One verifies that Q(I s(G)) = Q(G). Hence the subclass of 3-matroids associated
to isotropic systems contains the subclass of Eulerian 3-matroids associated to the 4-regular
graphs.
6. SWITCHINGS AND PIVOTINGS
Let Q = (U, , r) be a multimatroid indexed on a set V . If B is a base of Q and v is
an element of V , then we denote by C(B, v) the fundamental circuit contained in B ∪ v ,
if it exists. If X is a transversal of  and v is an element of V , then Xv denotes the unique
element in X ∩ v . If C(B, v) exists, then the unique element in C(B, v) ∩ v is denoted
by B¯v . The set of elements B¯v that are defined, when v ranges in V , is denoted by B¯ and is
called the circuit indicator with respect to B. Clearly B¯ is a subtransversal disjoint from B.
The multimatroid Q is tight if and only if B¯ is a transversal for every base B.
PROPOSITION 6.1 (See Figure 6). Let Q = (U, , r) be a nondegenerate multimatroid
indexed on a set V , let B be a base of Q, and let v and w be distinct indices such that C(B, v)
and C(B, w) exist. The following properties are equivalent:
(i) Bw ∈ C(B, v);
(ii) Bv ∈ C(B, w);
(iii) B − Bv − Bw + B¯v + B¯w is a base of Q.
PROOF. (i) H⇒ (ii). Then {Bw, B¯w} is a skew pair contained in X = C(B, v) ∪ C(B, w).
A second skew pair exists in X by Proposition 3.1. Since all the elements of X \ (v ∪ w)
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belong to B, that second skew pair is contained in v . This only happens if Bv belongs to
C(B, w). So (ii) is proved.
(ii)H⇒ (iii). We have only to verify that A = B− Bv− Bw+ B¯v+ B¯w is independent. The
subset A − B¯v is independent because B ∪v contains at most one circuit (Proposition 4.3),
which is C(B, w), and Bv ∈ C(B, w) ⊆ B ∪ w by assumption. Suppose that A contains a
circuit C . Note that Bw is not in C . However, B¯v is in C , otherwise the independent set A− B¯v
would contain C . Thus C ∪C(B, w) contains exactly one skew pair {Bv, B¯v}, a contradiction.
(iii) H⇒ (i). If Bw is not in C(B, v), then C(B, v) is included in A, thus A cannot be
a base. 2
DEFINITIONS. Consider a base B of the nondegenerate multimatroid Q and an element v
in V . If x is an element in v distinct from Bv and B¯v (in the case where the fundamental
circuit C(B, v) exists), then B − Bv + x is a new base. The transformation B 7→ B − Bv + x
is called a switching at v. If v and w are two elements of V satisfying the conditions of
Proposition 6.1, then the nonordered pair vw is called a pivoting pair and the transformation
B 7→ B − Bv − Bw + B¯v + B¯w is called a pivoting at vw.
PROPOSITION 6.2. Let Q = (U, , r) be a nondegenerate multimatroid indexed on the
set V , let B be a base of Q, and let vw be a pivoting pair with respect to B. If |v| ≥ 3 the
pivoting of B at vw can be realized as a succession of three switchings: the first one at v, the
second one at w and the third one at v.
PROOF. Choose an element x in v − Bv − B¯v . We first consider the switching S1(v)
that transforms B into B1 = B − Bv + x . There is no circuit C contained in B2 = B1 −
Bw + B¯w, otherwise {x, B¯v} would be the unique skew pair contained in the union of circuits
C ∪ C(B, v). Hence B2 is a base and we can consider the switching S2(w) that transforms
B1 into B2. Finally the transformation S3(v) of B2 into B3 = B − Bv − Bw + B¯v + B¯w =
B2 − x + B¯v is a switching operation at v. 2
PROPOSITION 6.3. Let Q = (U, , r) be a nondegenerate multimatroid indexed on the set
V . For every pair of bases B ′ and B ′′ there is a sequence of bases B ′ = B1, B2, . . . , Bn = B ′′
such that Bi+1 is deduced from Bi by a switching or a pivoting, for 1 ≤ i ≤ n − 1. Moreover
if every skew class has at least three elements, then only switchings can be used.
PROOF. The second statement follows directly from the first one by using Proposition 6.2.
We prove the first one by induction on |B ′′ \ B ′|. The result is trivial if B ′ = B ′′. Assume
B ′ 6= B ′′. If there exists an index v such that B ′v 6= B ′′v and B ′′′ = B ′ − B ′v + B ′′v is a base,
then we replace B ′ by B ′′′ and the result follows by induction. Otherwise, for every index
v such that B ′v 6= B ′′v , the fundamental circuit C(B ′, v) exists and we have B ′′v = B¯ ′v . Fix
such an index v. There is another index w such that B ′′w = B¯ ′w and C(B ′, v) ∩ w 6= ∅,
otherwise C(B ′, v) would be included in B ′′. The pair vw is pivoting. We replace B ′ by
B ′ − B ′v − B ′′w + B¯ ′v + B¯ ′w and the result follows by induction. 2
7. FUNDAMENTAL GRAPHS
Let Q = (U, , r) be a tight multimatroid indexed on a set V and let B be a base of Q. The
simple graph G = G Q(B) defined on the vertex-set V , whose edges are the pivoting pairs
with respect to B, will be called a fundamental graph. According to Proposition 6.1, we have
vw ∈ E(G)⇐⇒ Bw ∈ C(B, v)
⇐⇒ Bv ∈ C(B, w)
⇐⇒ B − Bv − Bw + B¯v + B¯w is a base. (12)
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EXAMPLE 7.1. Assume that Q = Q(M,M∗) is the free sum arising from Construction 3.8
applied to M and M∗. The multimatroid Q is tight by Corollary 5.5. Every base B of Q is the
union of a base X1 of Q[V1] and a base Y2 of Q[V2], by Proposition 3.10. For every x in X
and every y in Y one verifies that x ∈ C(X, y)⇐⇒ Bx ∈ C(B, y). By using (12) this implies
G Q(B) = G M (X) = G M∗(Y ),
where the second equality is obtained by symmetry.
EXAMPLE 7.2. Assume that Q is the lift of an even delta-matroid D = (V,F), accord-
ing to Construction 3.5. We know that Q is tight by Theorem 5.3. If X is a base of D and
B = X1 ∪ (V2 \ X2) is the corresponding base of Q, then one verifies that X ∪ {x, y} ∈ F ,
for x and y in V , if and only if xy is a pivoting pair with respect to B. Hence
G Q(B) = G D(X).
For every subset W of V and every transversal X of  we set X [W ] = {Xv : v ∈ W }.
We recall that G[W ] denotes the subgraph induced by G on W . We also recall that the circuit
indicator with respect to the base B is denoted by B¯. The triple (G, B, B¯) is a graphic presen-
tation of Q. Any minor Q′ of Q is tight by Proposition 4.1 and we can find an independent set
Y of Q such that Q′ = Q|Y by Theorem 3.11. Therefore we can apply the following property
to find a graphic presentation of Q′.
PROPOSITION 7.3. Let Q be a tight multimatroid indexed on a set V and let W be a subset
of V . If (G, B, B¯) is a graphic presentation of Q, then (G[W ], B[W ], B¯[W ]) is a graphic
presentation of the minor Q|B[V −W ].
PROOF. Set A = B[V − W ], Q′ = (U ′, ′, r ′) = Q|A, B ′ = B[W ] and C ′ = B¯[W ]. By
using relation (10) we have
r ′(B ′) = r(B ′ + A)− r(A) = |V | − |A| = |W |,
and so B ′ is a base of Q′. For every element v in W we have
r ′(B ′ − B ′v + C ′v) = r ′(B ′ − Bv + B¯v)
= r(B − Bv − B¯v)− r(A)
= |V | − 1− |A| = |W | − 1.
This implies that C ′ is equal to the circuit indicator B¯ ′ of Q′ with respect to B ′. For every pair
of elements v and w in W , we have
r ′(B ′ − B ′v − B ′w + B¯ ′v + B¯ ′w) = r(B − Bv − Bw + B¯v + B¯w)− r(A),
and so B ′− B ′v − B ′w + B¯ ′v + B¯ ′w is a base of Q′ if and only if B − Bv − Bw + B¯v + B¯w is a
base of Q. According to (12), vw is an edge of G Q′(B ′) if and only if it is an edge of G[W ]. 2
Let H be a simple graph on the vertex-set V . A local supercomplementation at a vertex
v is a transformation of H that replaces each nonedge with ends in N(v) by an edge and
lets invariant every edge or nonedge incident to V \ N(v). In the local complementation at
v it is required that every edge with ends in N(v) is transformed into a nonedge, whereas
the transformation of each of these edges can be arbitrary in the supercomplementation. A
superpivoting at an edge vw is a transformation of H that exchanges the labels v and w (each
672 A. Bouchet
edge or nonedge vs, s 6= w, is transformed into the edge or nonedge ws and conversely),
replaces by an edge every nonedge whose ends belong to distinct subsets among A = N(v) \
N(w) \ w, B = N(v) ∩ N(w), C = N(w) \ N(v) \ v, and lets invariant every edge or
nonedge incident to V \ (A ∪ B ∪ C). In the pivoting at vw it is required that each of the
induced subgraphs H [A], H [B] and H [C] remains invariant, whereas they can be arbitrarily
transformed by a superpivoting. Similarly each edge with ends in distinct sets among A, B and
C is required to become a nonedge, whereas its transformation is arbitrary in a superpivoting.
The following lemma will be used to prove the next theorem.
LEMMA 7.4. Let B be a base in a tight multimatroid Q indexed on V . Let x, v, w be
elements of V such that xv and vw are edges of the fundamental graph G Q(B) whereas
xw is a nonedge. Let B ′ be the base after pivoting at vw. Then B¯x and B¯w belong to the
fundamental circuit C(B ′, x), whereas B¯v does not.
PROOF. The fundamental circuit C(B, x) contains B¯x and Bv but it does not contain Bw by
assumption. Similarly, C(B, w) contains B¯w and Bv but not Bx . The set C(B, x) ∪ C(B, w)
is a subtransversal, so by Proposition 3.1(c) it includes a circuit D which does not contain
Bv . The element B¯x belongs to D, otherwise the independent set B − Bx − Bv + B¯w would
contain the circuit D. Similarly, B¯w belongs to D. The set B ′ ∪ x includes precisely one
circuit, namely C(B ′, x). Since D is included in B ′ ∪ x the circuits D and C(B ′, x) are
equal, and the lemma follows. 2
THEOREM 7.5. Let (G, B, B¯) and (G ′, B ′, B¯ ′) be two graphic presentations of the same
tight multimatroid Q indexed on the set V . The two following properties hold:
(a) if B ′ is obtained by switching B at an index v, then G ′ is obtained by making a local
supercomplementation at v;
(b) if B ′ is obtained by pivoting B at a pair vw, then G ′ is obtained by a superpivoting of
G at vw.
PROOF. Property (a). The fundamental circuits C(B, v) and C(B ′, v) are equal because
B ∪v = B ′ ∪v . Therefore v is incident to the same edges in G and G ′. Next we show that
a nonordered pair xy of vertices in N = NG(v) = NG ′(v) is an edge of G ′ if it is a nonedge
of G. Set C = C(B, v) = C(B ′, v), D = C(B, x) and E = C(B, y). Since xy is not an edge
of G, the circuits D and E are contained in the transversal T = B − Bx − By + B¯x + B¯y .
By Proposition 3.1(c), there exists a circuit F in D ∪ E − Bv . It follows that F contains B¯x
otherwise the circuit F would be contained in the independent set B − Bv − By + B¯y . The
skew pair {B¯x , B¯ ′x } is contained in F ∪C(B ′, x). According to Proposition 3.1 there is a skew
class distinct from x that also includes a skew pair in F ∪ C(B ′, x). That skew class can
only be y because v ∩ F = ∅ and, for every z in V − {v, x, y}, z ∩ F is contained in
z ∩ B. This implies C(B ′, x) ∩y 6= ∅, and so xy is an edge of G ′. To complete the proof
of property (a) it remains to verify that the edges of G and G ′ incident to V − v − N are the
same ones. This is due to the equality C(B, z) = C(B ′, z), for every z in V − v − N.
Property (b). By Proposition 4.3 we have C(B ′, v) = C(B, w) because B ′ ∪ v ⊇ B
− Bw + B¯w ⊇ C(B, w), and similarly C(B ′, w) = C(B, v). Therefore the subgraphs of
G and G ′ induced by the edges incident to v and w are equal after exchanging the labels
v and w. Next we prove that every nonedge xy of G with ends in distinct subsets among
A = NG(v) \ (NG(w)+w), B = NG(v)∩NG(w) \ {v,w} and C = NG(w) \ (NG(v)+ v) is
an edge of G ′. Since v and w play symmetric roles, we may assume xv and yw are edges of
G, xw is a nonedge of G, and yv is either an edge or a nonedge. Set b = {Bv, Bw, Bx , By}.
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By Lemma 7.4 the elements B¯x and B¯w belong to C(B ′, x) but not B¯v and clearly the
elements B¯y and Bw belong to C(B, y) but not Bx . Thus C(B ′, x) ∪ C(B, y) contains the
skew pair {B¯w, Bw} but it contains neither {B¯x , Bx } nor {B¯v, Bv}. Since every possible skew
pair included in C(B ′, x) ∪ C(B, y) is among the preceding ones or it is {B¯y, By}, the last
skew pair must be included, that is xy is an edge of the fundamental graph G Q(B ′). 2
8. APPLICATION TO CONNECTIVITY
Let Q = (U, , r) be a multimatroid. A separator of the elements is a subset X of U such
that
r(A) = r(A ∩ X)+ r(A \ X)
holds for every subtransversal A of . The following characterization is proved in [11].
PROPOSITION 8.1. A subset X is a separator of the elements of a multimatroid Q if and
only if every circuit of Q is either contained in X or disjoint from X.
Assume that Q is indexed on the set V . A separator of the indices is a subset W of V
such that
⋃
v∈W v is a separator of the elements. When speaking of a separator without
any specification we implicitely understand a separator of the indices. The multimatroid Q is
connected if the empty set and V are its only separators.
LEMMA 8.2. Let Q be a tight multimatroid indexed on the set V . If G ′ and G ′′ are two
fundamental graphs of Q, then G ′ and G ′′ have the same components.
PROOF. Set G ′ = G Q(B ′) and G ′′ = G Q(B ′′). According to Proposition 6.3, we may
assume that B ′′ is obtained from B ′ by means of a switching at an index v or a pivoting
at a pair of indices vw. In both cases, a connected induced subgraph, G ′[N ′(v) ∪ {v}] or
G ′[N ′(v)∪ N ′(w)∪{v,w}], where N ′(x) denotes the neighborhood of a vertex x , is replaced
by a connected subgraph on the same vertex-set, and so the result follows. 2
A separator of a graph G on the vertex-set V is a subset W of V such that no edge has an
end in both W and V \W .
THEOREM 8.3. Let Q be a tight multimatroid indexed on a set V and let G be a funda-
mental graph of Q. A subset W of V is a separator of Q if and only if it is a separator of G.
PROOF. Let B be the base of Q such that G = G Q(B). Consider a subset W that is not
a separator of G. There exists an edge vw of G such that v belongs to W and w does not
belong to W . Hence C = C(B, v) intersects ⋃(v : v ∈ W ) and ⋃(v : v ∈ V − W ),
and so Proposition 8.1 implies that W is not a separator of Q. Conversely, assume that W is
not a separator of Q. According to Proposition 8.1, there exists an index v in W , an index w
in V \ W and a circuit C such that C ∩ v 6= ∅ and C ∩ w 6= ∅. Consider a base B ′ that
includes the independent set C \ v . We have C = C(B ′, v) and, since C ∩ w 6= ∅, vw is
an edge of G Q(B ′). So W is not a separator of G Q(B ′). Since G Q(B) and G Q(B ′) have the
same separators by the preceding lemma, W is not a separator of G. 2
COROLLARY 8.4. If G is a fundamental graph of a tight multimatroid Q, then Q is con-
nected if and only if G is connected.
The following two lemmas are needed to prove the next theorem. We will only prove the
first one and let the reader verify the second one.
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LEMMA 8.5. If a multimatroid Q = (U, , r) is connected and has more than one skew
class, then r(x) = 1 for every element x in U.
PROOF. Assume indirectly that we can find an element x such that r(x) = 0. Let ω be the
skew class that contains x . The submodularity inequality (iii) implies
r(A + x) = r(A) (13)
for every subtransversal A disjoint from ω. By Axiom (iv) we have r(A + y) − r(A) +
r(A + x)− r(A) ≥ 1, for every element y in ω − x , and so
r(A + y) = r(A)+ 1. (14)
Setting A = ∅ in the preceding equality, we obtain r(y) = 1. Then equalities (13) and (14)
imply r(A + z) = r(A) + r(z), for every element z in ω. Therefore ω is a separator of the
elements. 2
LEMMA 8.6. Let v be a cut-vertex of a connected graph G. If G ′ is a graph deduced from
G by a local supercomplementation at v, then G ′ − v is connected. The same result holds if
w is a vertex adjacent to v and G ′ is deduced from G by a superpivoting of G at vw.
THEOREM 8.7. Let {x1, x2, . . . , xq} be a skew class of a connected tight multimatroid Q.
At least q − 1 of the minors Q|x1, Q|x2, . . . , Q|xq are connected.
PROOF. We assume that Q|x1 is not connected and we show that Q|xi is connected for
2 ≤ i ≤ q. Let Q be indexed on a set V and let v be the index of the skew class {x1, x2, . . . , xq}.
Lemma 8.5 implies that we can find a base B containing the element x1. The fundamental
graph G = G Q(B) is connected by Corollary 8.4. Proposition 7.3 implies that G − v is a
fundamental graph of Q|x1. Applying Corollary 8.4 again, G − v is not connected. Therefore
v is a cut-vertex of G.
Case 1: xi 6= B¯v . Then B ′ = B − x1 + xi is a base of Q and the fundamental graph
G ′ = G Q(B ′) is derived from G by a local supercomplementation at v, by Theorem 7.5. The
graph G ′−v is connected by Lemma 8.6 and it is the fundamental graph of Q|xi with respect
to B ′ − xi . Therefore Q|xi is connected.
Case 2: xi = B¯v . Consider a vertex w of G adjacent to v and the base B ′ obtained by
pivoting B at vw. By using the second part of Theorem 7.5 and the second part of Lemma 8.6
we deduce in the same way that Q|xi is connected. 2
COROLLARY 8.8 (Tutte [21]). Let x be an element of a connected matroid M. At least one
of the minors M \ x and M/x is connected.
PROOF. Apply the preceding theorem to the free sum Q = Q((M,M∗)). 2
REMARK. Gasse [15] gives the following example, which shows that Theorem 8.7 cannot
be extended in general to connected multimatroids that are not tight. Let V = {a, b, c, d} and
Vi = {ai , bi , ci , di }, for i = 1, 2. Consider the 2-matroid Q defined on the set V1 + V2 and
the partition {{v1, v2} : v ∈ V }, whose circuits are {a1, c1, d1} and {b2, c2, d2}. We verify that
Q is actually a multimatroid by using Proposition 3.1. Proposition 8.1 implies that no proper
separator of the elements is a union of skew classes. Hence Q is connected. The 2-matroid Q
is indexed on V . The minor Q|d1 has only one circuit, {a1, c1}. Hence {b} is a proper separator
of the indices, and Q|d1 is not connected. Similarly Q|d2 is not connected.
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FIGURE 7. Illustration for the proof of Theorem 9.1.
9. BICIRCUITS
A pair of circuits {C1,C2} of a multimatroid Q = (U, , r) is called a bicircuit if it satisfies
the two following conditions.
• There are precisely two classes ω and ω′ of  such that |ω ∩ (C1 ∪ C2)| = |ω ∩ (C1 ∪
C2)| = 2 and
• (C1 ∪ C2) \ (ω ∪ ω′) is independent.
It has been shown in [11] that the following extended submodularity inequality is satisfied,
r(C1)+ r(C2) ≥ r(C1 ∩ C2)+ r(C1 ∪r C2)+ sk(C1,C2), (15)
when C1 and C2 are any two subtransversals of , sk(C1,C2) is the number of skew pairs
included in C1 ∪ C2, and C1 ∪r C2 is C1 ∪ C2 less the elements that belong to the skew pairs
included in C1 ∪ C2. The preceding conditions correspond, respectively, to:
• sk(C1,C2) = 2 and
• inequality (15) is satisfied with equality.
If Q is a tight multimatroid indexed on V and v and w are two vertices of a fundamental
graph G Q(B), then the last condition is satisfied for C1 = C(B, v) and C2 = C(B, w). If
vw is an edge then one verifies that {C1,C2} is a bicircuit with respect to the skew classes
v and w. Conversely, every bicircuit can be constructed this way (see the begining of the
proof of the next theorem). If vw is not an edge, then we have sk(C1,C2) = 0 and {C1,C2}
corresponds to a modular pair of circuits in matroid theory.
THEOREM 9.1. If {C1,C2} is a bicircuit of a tight multimatroid (U, , r) and if ω and ω′
are the classes of  such that |ω ∩ (C1 ∪C2)| = |ω′ ∩ (C1 ∪C2)| = 2, then for every x in ω,
there is precisely one circuit C such that x ∈ C ⊆ C1 ∪ C2 ∪ ω ∪ ω′.
PROOF (See Figure 7). Let us consider the elements z1, z2, z′1 and z′2 such that {z1} =
C1 ∩ ω, {z′1} = C1 ∩ ω′, {z2} = C2 ∩ ω and {z′2} = C2 ∩ ω′. Let us also consider a base B
that contains the independent subset (C1 − z1) ∪ (C2 − z′2). So C1 is the fundamental circuit
contained in B ∪ ω.
CLAIM. For every x in ω − {z1, z2}, the set Bx := B − z2 + x − z′1 + z′2 is a base.
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PROOF. If a circuit C3 was contained in Bx , then one of the following three cases would
happen, each of them giving a contradiction:
• x 6∈ C3 and z′2 6∈ C3. Then C3 ⊆ B, a contradiction because B is independent.• x ∈ C3. Then {x, z2} is the only skew pair contained in C2 ∪ C3.
• x 6∈ C3 and z′2 ∈ C3. Then {z′2, z′1} is the only skew pair contained in C1 ∪ C3. 2
Let x be distinct from z1 and z2, let C x be the fundamental circuit contained in Bx ∪ω′ and
set {x ′} = C x ∩ω′. The set C x ∩ω is not empty, otherwise {x ′, z′2} would be the unique skew
pair contained in C x ∪ C1. Then we have C x ∩ ω = Bx ∩ ω = {x}, and so x ∈ C x .
Assume for a contradiction that C x is not contained in C1∪C2∪ω∪ω′. Since C x is contained
in Bx ∪ω′, there is an element u that belongs to (Bx ∪ω′)\(C1∪C2∪ω∪ω′) = B \(C1∪C2).
Let ω′′ be the skew class that contains u and let C3 be the fundamental circuit contained in
B ∪ω′′. The skew pairs contained in C x ∪C3 are contained in ω∪ω′∪ω′′. One of these skew
pairs is contained in ω′′, the pair {u, u′′} where u′′ is the element that belongs to C3 ∩ ω′′.
Hence there must also be one of these skew pairs contained in ω ∪ ω′. However the circuits
C1 and C3 are fundamental with respect to B and u 6∈ C1; therefore z2 6∈ C3 and there can
be no skew pairs of C x ∪ C3 contained in ω. Similarly, by considering C2 and C3, there is no
skew pair of C x ∪ C3 contained in ω, a contradiction.
Consider now any circuit C such that x ∈ C ⊆ C1 ∪ C2 ∪ ω ∪ ω′. There must be in C
an element distinct from z′2 that belongs to ω′, otherwise C would be contained in the base
Bx . Hence C is equal to C x , which completes the proof when x is different from z1 and z2. If
x = zi , for i = 1, 2, then take C x = Ci . 2
COROLLARY 9.2. If {C1,C2} is a bicircuit of a tight multimatroid (U, , r) and if ω and
ω′ are the classes of  such that |ω ∩ (C1 ∪ C2)| = |ω′ ∩ (C1 ∪ C2)| = 2, then |ω| = |ω′|.
PROOF. Set {zi } = ω ∩ Ci , for i = 1, 2. The unique circuit C such that x ∈ C ⊆ C1 ∪
C2 ∪ ω ∪ ω′ contains an element x ′ in ω′, otherwise {x, zi } would be the unique skew pair
contained in Ci ∪ C , for some i = 1, 2. By exchanging the roles of ω and ω′, we see that C
is the unique circuit such that x ′ ∈ C ⊆ C1 ∪ C2 ∪ ω ∪ ω′. Hence the mapping x 7→ x ′ is
bijective from ω into ω′. 2
COROLLARY 9.3. If a tight multimatroid is connected, then all its skew classes have the
same cardinality.
PROOF. Consider a connected tight multimatroid Q = (U, , r) indexed on V and a fun-
damental graph G = G Q(B). For every edge vw of G, the pair {C(B, v),C(B, w)} is a
bicircuit such that |v ∩ (C(B, v) ∪ C(B, w))| = |w ∩ (C(B, v) ∪ C(B, w))| = 2. Hence
|v| = |w| by the preceding corollary. Since G is connected, by Corollary 8.4, all the skew
classes have the same cardinality. 2
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