The power of the Granger and Lee (1989) 
propose a methodology to investigate asymmetric adjustment in economic time series. This entails specifying a cointegrating relationship between a set of variables and allowing the speed of adjustment of the endogenous variable to depend on whether its current deviation from the equilibrium value indicated by the cointegrating vector is positive or negative. In recent studies, the Granger and Lee error correction approach has been applied to a variety of different problems and found to have low power in rejecting the null hypothesis of symmetric adjustment. Acquah et al (2009) and Cook et al (1999; 2000; 2003) sheds light on power of the Granger and Lee model in rejecting the null hypothesis of symmetric adjustments using Monte Carlo methods but did not consider the use of bootstrap methods to analyse the power of the Granger and Lee model in rejecting the null hypothesis of symmetric adjustments.
Application of bootstrap methods to construct new samples which are based on original data gives an advantage over the previous Monte Carlo methods which makes implicit assumption about the true values of the parameters. Regardless of the robustness of boostrap methods, little work has been done to investigate power of the Granger and Lee model in rejecting the null hypothesis of symmetric adjustments in bootstrap samples.
A fundamental question which remains unanswered is how well Granger and Lee model will perform in rejecting the null hypothesis of symmetric adjustments in bootstrap samples. As sample size increases, will the Granger and Lee model have increased power as noted in previous Monte Carlo studies?
This study therefore aims empirically to investigate the power of the Granger and Lee model in rejecting the null hypothesis of symmetric adjustments in bootstrap samples. This contributes to understanding the power of Granger and Lee model and their empirical performance in asymmetric price transmission power analysis. Furthermore, this study explores the bootstrap methods as an alternative framework to the Monte Carlo Methods and demonstrates their usefulness in power analysis of the Granger and Lee asymmetric error correction model. The rest of the paper proceeds as follows: In the following section, an introduction of the Granger and Lee test for asymmetry is presented. This is followed by an introduction of bootstrap methods. A practical application in which the performance of the Granger and Lee model in rejecting the null hypothesis of symmetric adjustments is evaluated and the results of the Bootstrap simulations are presented. Finally, the study ends with conclusions.
Granger and Lee Asymmetric Model.
The Granger and Lee model have been extensively used in evaluating asymmetric price transmission in agricultural markets. Von CramonTaubadel (1998) using the Granger and Lee model, demonstrates that transmission between producer and wholesale pork prices in northern Germany is asymmetric. Acquah (2010) application of the Granger and Lee asymmetric Error Correction Model confirmed the existence of asymmetry in the retail-wholesale price transmission mechanism within the Ghanaian maize market studied.
A simple homogeneous Granger and Lee (1989) Error Correction Model data generating process can be specified as follows:
where y and x are price series. If y and x are typically I(1) processes that are cointegrated, then there exists an equilibrium relationship between y and x which is defined by an error correction term. The long run dynamics captured by the error correction term are implicitly symmetric. In order to introduce asymmetric adjustments, the error correction term can be partitioned as follows:
The resulting asymmetric model is specified as
Equation 4 is referred to as the Granger and Lee asymmetric model. Asymmetry is incorporated by allowing the speed of adjustment to differ for the positive and negative components of the Error Correction Term (ECT) since the long run relationship captured by the ECT was implicitly symmetric. Symmetry in equation (4) is tested by determining whether the coefficients ( The Bootstrap. Bootstrapping involves repeated random sampling with replacement from the original data, to produce random samples of the same size of the original sample. Each resampled data is referred to as a bootstrap sample. Each bootstrap sample can be used to estimate a parameter of interest. The «with replacement» means that any observation can be sampled more than once in each bootstrap sample. This is essential since sampling without replacement would simply lead to a random permutation of the original data with the statistic of interest being the same. Replicating the process, a larger number of times provides the required information on the variability of the estimator of interest.
Parametric Bootstrap. Parametric bootstrapping refers to the process of resampling from the residuals of a parametric model. In this case, the regression model is first estimated and a bootstrap sample of the residuals is then drawn. These residuals are then added to the original regression equation (and x values) to generate new bootstrap values for the outcome variable. Ordinary least squares are then used to estimate the new bootstrap regression coefficients, for this bootstrap sample. This process of resampling of the residuals, adding them to the fitted values and estimating the regression coefficients is repeated lots of times to estimate the parameters of interest from the bootstrap samples. In summary, the bootstrap procedure can be outline in 3 steps as follows:
1 Holly et al. (2003) , the data generation process is specified in equation (4) . Fundamentally, subtle and strong levels of asymmetry are considered in the data generating process. The Granger and Lee model is evaluated in terms of its ability to reject the (false) null hypothesis of symmetric adjustment against the (true) alternative of asymmetric adjustment using an F-test of the restricted versus the unrestricted model.
The Bootstrap simulation results indicate the low power of the conventional F-test in rejecting the null of symmetric adjustment in small bootstrap sample sizes. There is some improvement in power when the amount of noise in the data generating process (DGP) is decreased systematically. Similarly, when the difference in asymmetric adjustment parameters is increased from 0.25 to 0.50 in the true model, an increase in power is also observed in Granger and Lee model as illustrated in Table 1 . However, it is only when the bootstrap sample size is increased to 500 that a reasonable result is obtained. In summary, the bootstrap sample sizes, difference between the asymmetric adjustment parameters and the amount of noise in the data generating process are important in the power of the test for asymmetry. With small bootstrap sample size or large noise, the Granger and Lee model display low power in rejecting the (false) null hypothesis of symmetry. Fundamentally, I have shown that bootstrap techniques also offer a framework for evaluating the power of the test for asymmetry.
Numerous studies have evaluated the power of the Granger and Lee model in rejecting the null hypothesis of symmetric adjustment using Monte Carlo methods. In the present study, the power of the Granger and Lee Model has been evaluated using bootstrap methods. An important feature of the bootstrap simulation results is that they generally echo the results from existing Monte Carlo studies. Acquah (2009) 's Monte Carlo experimentation shows that the power of the Granger and Lee model has low power in rejecting the null hypothesis of symmetric adjustments. The Monte Carlo studies further noted that it was only in large samples that a reasonable result was obtained. Similarly, the Monte Carlo experimentation results of Cook (1999; 2000) also demonstrated the low power of the Granger and Lee model in small samples. The present bootstrap simulation results and the previous Monte Carlo Studies all point to the fact that the power of the Granger and Lee model depends on sample size, difference between the asymmetric adjustment parameters and the amount of noise in the data.
Conclusions. The power of the Granger and Lee approach in rejecting the null hypothesis of symmetric adjustments in bootstrap samples has been evaluated. In particular, it has been demonstrated that the power of the Granger and Lee model depends on various conditions or design characteristics. The results of the Bootstrap simulations indicate that rejection frequencies increase with increases in bootstrap sample size, increases in the difference between the asymmetric adjustment speeds and decreases in the amount of noise in the true data generating process used in the application. Furthermore, this study has demonstrated the usefulness of the bootstrap methods as an alternative framework for evaluating the power of the test of asymmetry. The results contribute to knowledge and understanding of the various conditions which improves the power of the Granger and Lee test for asymmetry in bootstrap samples. Researchers modeling asymmetry can derive from this research how to implement the Bootstrap methodology in testing the power of their models in an asymmetric price transmission context.
