(ii) For H an observable subgroup of G, the following conditions are equivalent:
(a) H satisfies the codimension 2 condition on G/H; (b) if Z is any irreducible affine variety on which G operates regularly, then k[Z] H is a finitley generated ring over k.
Again, let G operate regularly on an irreducible affine variety Z. We say that (Z, G) satisfies condition (C) if there is a nonempty, G-invariant, Zariski-open set U in Z such that for each u e U, the stabilizer of u in G, denoted by S G (u) 9 satisfies the codimension 2 condition on GjS 0 (u). (Incidentally, this does not necessarily mean that if u G U, then each irreducible component of C1(G • «)-G • u has codimension ^2 in C1(G • w).) The purpose of this paper is to prove the following:
Our proof is derived from a method of J. Kozul in the theory of compact transformation groups which allows an induction procedure to work. Recently, this method has been described and used in an algebraic group setting by D. Luna and R. Richardson [4], [6] . In particular, our proof of the theorem above is the same as Richardson's proof of the existence of principal isotropy subalgebras with a small modification and the notable use of the following results from [2] .
1 'g, x] . Furthermore, the relationship between the stabilizers in H of points in X and the stabilizers in G of points in (G X X)\H is given by
An important fact about (G X X)jH not explicitly stated before is the next LEMMA. The canonical mapping </>:Gx X-+(G X X)/H is flat.
PROOF. We need to show that the mapping Y:Hx(Gx X)->(G xX)x (G X X) given by Y (A, (g, x)) = (ghr 1 3. Proof of Theorem [6] . We need two preliminary results. for each u in U. Our conclusion now follows from 1 in §1.
PROOF OF THEOREM. We proceed by induction on (dim F+dim G), the case where dim F+dim G=0 being trivial. Now if G has an open orbit on V, then (K,G) satisfies condition (C) by 2 in §1. Also, if V°= {v e V\p(g)v-v} is not {0}, then there is a G-invariant subspace V 0 of V such that V= V 0 ®V G ; in this case, we have that (F 0 , G) satisfies condition (C) by induction and, hence, so does (V, G). From now on, then, we may assume that G has no open orbit on V and that V G = {0}.
By 1 above, there is a vector v e V, VT^O, such that S G (p, v) is reductive. We let H=S G (p,v) satisfies the codimension 2 condition on HjS H (u^). Then, U= (f>(Gx t/ x ) is a nonempty, G-invariant, Zariski-open subset of (Gx W)jH such that, for each u in U, S G (u) satisfies the codimension 2 condition on GjS G (u). Indeed, if u= [g, w] , then we have seen that S G (u)=gS H (w)g~1; but S H (w) satisfies the codimension 2 condition on HjS H (w), therefore, on G/S H (w) by 3 in §1.
Finally, let r:Gx W-+V be defined by r(g, w)=g • (v+w); it is easy to check that (dr) {e 0) is onto. There is a mapping ip: (Gx W)/H->Vsuch that r=y> o (f). Furthermore, ip is a G-morphism and (since (GxW)jH is regular) (^)[ e , 0 ] is a linear isomorphism. The Theorem now follows from 2 above. BIBLIOGRAPHY 
