Abstract-Diversity analysis of a number of multiple-input multiple-output (MIMO) applications requires the calculation of the expectation of a function whose variables are the ordered multiple eigenvalues of the Wishart matrices. To solve this, we need the marginal pdf of an arbitrary subset of the ordered eigenvalues. The marginal pdf shown in the literature is useful in numerical analysis, but not beneficial to diversity analysis. In this paper, we derive an upper bound to the marginal pdf of the eigenvalues. The derivation is based on the multiple integration of the well-known joint pdf, which is very complicated due to the exponential factors of the joint pdf. We suggest an alternative function that provides simpler calculation of the multiple integration. As a result, the marginal pdf is shown to consist of a multivariate polynomial with a given degree. By applying the marginal pdf to the calculation of the expectation, the diversity order for a number of MIMO systems can be calculated. Simulation results that support the analysis are presented.
I. INTRODUCTION
In wireless communications, the Wishart matrix arises from the MIMO transmission environment, where the channel matrix is modeled as complex Gaussian, as in the Rayleigh fading model [1] . In particular, if the channel matrix is available at the transmitter as well as at the receiver, the beamforming matrices can be obtained from the singular value decomposition (SVD) of the channel matrix to build the diagonalizing structure, known to be optimal to maximize the performance [2] . In this multiple beamforming scheme, the diversity order, an important performance measure of MIMO systems at the high signal-to-noise ratio regime, is determined by the subchannel with the smallest (squared) eigenvalue of the Wishart matrix [3] , [4] , [5] . In general, the diversity order is calculated from the average pairwise error probability (PEP), expressed as E [κ(μ l )], where κ(μ l ) is a function of the l th ordered eigenvalue μ l , and E(·) is expectation. To solve the problem, we need to find the marginal pdf of the single eigenvalue μ l of the Wishart matrix. The first order polynomial expansion is used to derive the simple closed form expression of the marginal pdf in [4] and [6] , while the more accurate expression of the marginal pdf as the sums of terms of the form μ x l e yμ l is shown in [5] . The resulting diversity order of multiple beamforming with the l th eigenvalue involved is (N −l+1) (M −l+1) where N and M is the number of transmit and receive antennas, respectively [3] , [4] .
The average PEP between two codewords in the coded multiple beamforming scheme, on the other hand, requires the calculation of the expectation E [φ(μ 1 , · · · , μ Y )], where φ(·) is a function with multiple ordered eigenvalues involved [7] . For the pairwise codewords whose corresponding function φ(·) includes all of the singular values available from the SVD of the channel matrix, authors in [7] calculated the diversity order from the simple closed form expression of the average PEP, by making use of the fact that the sum of all ordered eigenvalues follows a chi-squared distribution. If φ(·) is composed of a subset of the ordered eigenvalues, the calculation of the expectation needs the marginal pdf of the eigenvalues. The closed form expressions of consecutive and an arbitrary subset of ordered eigenvalues are shown in [8] , [9] , [10] , while the expressions for unordered eigenvalues are shown in [11] and [12] . Although useful in numerical analysis of the performance of MIMO systems, they are not beneficial to diversity analysis because they are in the form of a product of integrals to be calculated, and consist of the incomplete Gamma functions that make the analysis difficult to be simplified.
In this paper, we propose a methodology to calculate an upper bound to the marginal pdf of the ordered eigenvalues. Then, we derive the diversity order by using the upper bound to the marginal pdf. Since the direct calculation of the marginal pdf is very complicated due to the multiple integration of the joint pdf which has the exponential function, we suggest an alternative function as a substitute for the joint pdf to simplify the multiple integration. The resulting diversity order is (N − p 1 + 1)(M − p 1 + 1) where p 1 is the index to indicate the best among the eigenvalues appearing in the φ(·) function.
The rest of this paper is organized as follows. Section II states the problem in detail by showing the related equation. The derivation of an upper bound to the marginal pdf is given in Section III. In Section IV, the calculation of the expectation by using the upper bound is described. Simulation results supporting the analysis are shown in Section V. Finally, we end the paper with a conclusion in Section VI.
II. PROBLEM STATEMENT
The elements of the MIMO channel H ∈ C M ×N are assumed to be Gaussian with zero mean and unit variance. In addition, the covariance matrix, which is defined as
where h j is the j th column vector of H, and † stands for conjugate transpose, satisfies V j = I for all j. Based on the assumption above, the matrix HH † is called uncorrelated central Wishart matrix [5] . The i th eigenvalue of HH † , denoted by μ i , is sorted such that μ i > μ j for i < j.
Throughout this paper, we use X and Y as X = max(N, M ), and Y = min(N, M ).
The average pairwise error probability that the receiver decidesĉ instead of c as the transmitted signal is upper bounded by [7] Pr (c →ĉ)
where γ is the signal-to-noise ratio, and α j is a given nonnegative real value. Let's define α min as the minimum among the nonzero α values. Using the inequality
where p k is the k th element of a vector
whose elements are the indices corresponding to non-zero α,
T is defined as a vector whose elements are the indices k such that α s k = 0. The vectors p and s are sorted in an increasing order. To calculate (2), we need the marginal pdf of the K eigenvalues by calculating the multiple integration over the domain D s
The joint pdf of the ordered strictly positive eigenvalues of the uncorrelated central Wishart matrices (3) is available in the literature [1] , [13] as
Because we are interested in the exponent of γ, the constant, which appears in the literature, and is irrelevant to the exponent of γ, is ignored in (5) for brevity. The closed form expression of the marginal pdf can be calculated by evaluating (3). However, this evaluation is complicated due to the multiple integration of the product of the polynomial and the exponential function in (3)-(5). Alternatively, we will now develop a method to get a simple expression for an upper bound to the marginal pdf. Then, we will use the upper bound to solve the problem in (2).
III. AN UPPER BOUND TO THE MARGINAL PDF
The complexity of the multiple integration to calculate the marginal pdf in (3) 
To apply the idea above to the calculation of the marginal pdf, we introduce an alternative function aŝ
where the exponential factors irrelevant to the variables of integration are removed, except μ 1 which is kept in the case of α 1 = 0. The reason for keeping μ 1 will be explained later. Correspondingly, a functionf (μ p1 , · · · , μ pK ) denotes the result of the equation (3) with
We see that
has a simpler expression. We will explain the result of (7) in the next subsections. 1) For α 1 = 0: Since factors ofρ (μ 1 , · · · , μ Y ) are irrelevant to the variables of integration, they can be moved out. By defining a polynomial g (μ p1 , · · · , μ pK ) as
we rewrite (7) aŝ Defining h 1 (μ p1 , · · · , μ pK ) as the result of the multiple integration, we rewrite (9) aŝ
μp k (10) where the polynomial r 1 (μ p1 , · · · , μ pK ) is defined as
we rewrite (7) in this case aŝ (12) where
is the same kind of polynomial that is described in the previous subsection. The multiple integration results in a polynomial of the variables μ p1 , · · · , μ pK without diverging since the last integration is not involved with infinity. By defining h 2 (μ p1 , · · · , μ pK ) as the result of the multiple integration of (12), we getf
The polynomials r 1 (μ p1 , · · · , μ pK ) and r 2 (μ p1 , · · · , μ pK ) are multivariate polynomials with many terms. It is worthwhile to focus on the smallest degree of the terms because it plays an important role in determining the behavior of (1) in the high signal-to-noise ratio regime. The mathematical analysis of the behavior will be described in Section IV with the help of the next Theorem.
Theorem 1: The smallest degree of the multivariate poly-
Proof: See Appendix A. In the case of the single eigenvalue where K = 1, and p 1 = l, Theorem 1 states that the smallest degree of μ l is (N − l + 1)(M − l + 1) − 1. This generalizes the result of the first order expansion in [4] , [6] to calculate the marginal pdf of the l th eigenvalue.
IV. CALCULATION OF THE EXPECTATION
According to the analysis in Section III, the marginal pdf f (μ p1 , · · · , μ pK ) is upper bounded by the general expression as
μp k where r (μ p1 , · · · , μ pK ) is a polynomial with the smallest degree of (N − p 1 + 1)(M − p 1 + 1) − K. We are now ready to calculate the expectation of (2) by calculating the following equation as
where D p is the domain of integration. Note that 1+γα min ≈ γα min for large γ. In Theorem 2, we show the result of the multiple integration of a term whose degree is k β k . Theorem 2: For a multivariate term with variables θ i for i = 1, · · · , K whose exponent, denoted by β i , is a nonnegative integer, the multiple integration in a domain ∞ > θ 1 
where ζ is a constant.
Proof: See Appendix B. Since the polynomial r (μ p1 , · · · , μ pK ) is the sum of a number of terms with different degrees, the result of (15) is also the sum of the terms of (γα min ) whose exponent obeys Theorem 2. For large γ, it is easy to see that the overall sum is dominated by the term with the smallest degree of γ −1 . Theorem 2 indicates that the smallest degree of γ −1 results from the smallest degree of r (μ p1 , · · · , μ pK ). Therefore, we conclude that (1) is upper bounded by
where η is a constant, and irrelevant to γ. , whose p 1 is 1, are parallel to the asymptote of (3 − 1 + 1)(3 − 1 + 1) = 9. By comparing the slopes of the other curves with the asymptotes, we see that the analysis is supported by the simulation. Fig. 2 depicts the simulation result of N = M = 4. The dotted lines are the asymptotes of the exponents 4, 9 and 16. A comparison of a slope with the asymptote reveals that simulation matches the analysis. Note that even though α corresponding to the smallest eigenvalue is 100 times that of the best eigenvalue, the slope is affected by the best eigenvalue.
V. SIMULATION RESULTS

VI. CONCLUSION
We derived an upper bound to the marginal pdf of the multiple eigenvalues of a Wishart matrix by providing an alternative function to simplify the multiple integration of the joint pdf. The upper bound to the marginal pdf consists of a multivariate polynomial with the smallest degree of (N −p 1 +1)(M −p 1 +1)−K where N , M are the dimension of the complex Gaussian matrix, and p 1 is the index to the smallest non-zero weight value. By applying this result to the (11), the smallest degree of r 1 (μ p1 , · · · , μ pK ) is the sum of the smallest degrees of each polynomial g (μ p1 , · · · , μ pK ) and h 1 (μ p1 , · · · , μ pK ). Let's define D g,smallest as the smallest degree of the polynomial g (μ p1 , · · · , μ pK ). It is easily found that all of the terms in (8) have the same degree. Therefore, To calculate the smallest degree of the polynomial h 1 (μ p1 , · · · , μ pK ), we need to know the degree of the polynomial (5) has Y factors of the form μ and (μ i − μ j ) 2 , respectively. Hence, the resulting polynomial
for all of the terms of the polynomial. Obviously, there exists such that s < p 1 < s +1 since p 1 > 1. The integration over μ i for 1 ≤ i ≤ s in (9) makes these variables vanish because of the integration to infinity due to μ 1 , while that over the other μ j for s +1 ≤ j ≤ s (Y −K) converts those variables into the variables μ p1 , · · · , μ pK . In the meanwhile, all the terms in
have different distributions on the degrees of the individual variables although they have the same degree as an entire term. Therefore, the smallest degree of h 1 (μ p1 , · · · , μ pK ) is determined by the term which has the largest degree of those vanishing variables of
. It's not necessary to find all the terms with the largest degree of the vanishing variables. Instead, we can see that one of those terms, whose degree is D h1,org , includes the following factors
In this case, the degree corresponding to the vanishing variables in (20) is
where
, and the rest of the degrees are calculated from the factors of the form μ 
where s is replaced by (p 1 − 1). The smallest degree of r 1 (μ p1 , · · · , μ pK ) is now ready to be calculated, which is
where D h1,org − D h1,vanishing stands for the degree which is kept during the integration over μ j for
If X is equal to N , then Y is M , and vice versa, the smallest degree is
Similarly to the case of α 1 = 0, the smallest degree of r 2 (μ p1 , · · · , μ pK ) can be calculated in the same manner as in (23). The smallest degrees of (18) 
Let's ignore all the constants for the simple expression since we are interested in the exponent of ω. The second integral is written as Even though the exact expression for the k th integral can be obtained by extending the procedure above, it is too complicated. A simpler method to calculate the exponent of ω −1 after the final integral is reached by observing the fact that the sum of the exponent of ω −1 and θ K−1 in (25) is (β K + 1) for any term. This fact can also be observed in (26) as (β K + β K−1 + 2). By defining Γ k for the k th integral in the same manner above, we can generalize Γ k as
The final integration is calculated by
where ξ(ω, θ 1 ) is the (K −1) th integral of the variables ω and θ 1 with Γ K−1 . In other words, (28) is the sum of the many terms which have the following form as 
where δ is a constant, and the exponent of ω −1 is
