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Запропоновано правила знаходження колективно-
го порядку в нечіткій задачі вибору, які враховують 
нечіткі оцінки виборців. Наведено евристики для попе-
редньої обробки вхідних даних нечіткої задачі голосу-
вання, які дозволяють враховувати такі суб’єктив-
ні характеристики виборців як нігілізм та надмірний 
оптимізм, а також виявляти виборців, які не мають 
чітких переваг на множині кандидатів
Ключові слова: нечітка задача голосування, еври-
стика, колективний порядок, суб’єктивні характери-
стики виборців
Предложены правила нахождения коллективно-
го порядка в нечеткой задачи выбора, учитывающие 
нечеткие оценки избирателей. Приведены эвристи-
ки для предварительной обработки входных данных 
нечеткой задачи голосования, которые позволяют 
учитывать такие субъективные характеристики 
избирателей как нигилизм и чрезмерный оптимизм, 
а также выявлять избирателей, не имеющих четких 
предпочтений на множестве кандидатов
Ключевые слова: нечеткая задача голосования, 





Голосування - один із способів врахування колек-
тивної думки. Демократичний характер нашого су-
спільства передбачає прийняття особливо важливих 
рішень із застосуванням механізму голосування. Відо-
мо багато класичних методів отримання колективної 
оцінки та їх модифікацій, які мають свої особливості 
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та застосовуються в різних початкових умовах. В те-
орії прийняття рішень описано ряд парадоксів та недо-
сконалість тих чи інших методів голосування. 
В свою чергу, суб’єктивний характер вхідних даних 
у задачі голосування передбачає можливість застосу-
вання апарату теорії нечітких множин до визначення 
колективної думки та «об’єктивізації» суб’єктивних 
оцінок виборців.
2. Аналіз літературних даних та постановка проблеми
Задача голосування належить до задач теорії при-
йняття рішень і досліджується вченими вже на протязі 
багатьох століть. В роботах [1, 2] проведено аналіз 
задачі голосування та основних методів її розв’язання. 
Фундаментальними в теорії голосування є аксіоми 
голосування, теорема Янга про властивості правил 
голосування з підрахунком очок, теорема Ерроу про 
неможливість «колективного вибору» тощо [1, 2]. Серед 
основних методів голосування можна виділити метод 
відносної більшості, правило Кондорсе, Борда, Комп-
ленда, Сімпсона [1]. Згадані методи базуються на різних 
підходах аналізу індивідуальних переваг виборців і, в 
загальному, передбачають можливість отримання різ-
них результатів при розв’язуванні однієї і тої ж задачі.
Аналіз методів голосування та їх застосування для 
різних практичних задач показали, що часто виника-
ють випадки, коли при використанні того чи іншого 
методу переможцем в задачі голосування стає кан-
дидат, який посідає останнє місце в індивідуальних 
перевагах більшості виборців, або випадки, в яких на 
результати голосування мають вирішальний вплив 
переваги виборців, які голосують «проти всіх». Та-
ким чином, виникає необхідність розробки методів 
розв’язання задачі голосування, які б дозволили вра-
ховувати не тільки індивідуальні переваги виборців, а 
й такі їх суб’єктивні характеристики як негативізм чи 
надмірний оптимізм.
В роботах [3, 4] проведено аналіз задач прийняття 
рішень, серед яких і задача голосування, сформульо-
вано вимоги яким мають відповідати розроблювані 
методи їх розв’язання. 
Суб’єктивний характер вхідних даних у задачі го-
лосування можливо врахувати застосувавши теорію 
нечітких множин. В роботі [5] проведено аналіз моде-
лей та методів прийняття рішень при нечітких вхідних 
даних. Методи побудови функцій належності нечітких 
множин та основи теорії нечітких множин наведені в 
роботах [6–9].
3. Мета та задачі дослідження
Мета дослідження полягає у підвищення ефектив-
ності процесу прийняття рішень, пов’язаних з розв’я-
занням задачі голосування шляхом розробки еври-
стичних правил голосування з урахуванням нечітких 
оцінок виборців.
Для досягнення зазначеної мети було поставлено 
такі задачі:
- провести аналіз існуючих методів голосування та 
встановити можливість врахування деяких суб’єктив-
них характеристик виборців при їх застосуванні;
- побудувати математичну модель нечіткої задачі 
голосування;
- розробити евристичні правила для розв’язання 
нечіткої задачі голосування, застосування яких до-
зволило б врахувати такі суб’єктивні характеристики 
виборців як нігілізм, надмірний оптимізм та інші;
- здійснити експериментальну верифікацію роз-
роблених методів розв’язання нечіткої задачі голосу-
вання.
4. Постановка задачі голосування та деякі методи її 
розв’язування
Розглянемо загальну задачу голосування [1, 2]. 
Нехай дано множину кандидатів { }1 2 MС С ,C , ,C=   та 
множину виборців { }1 2 NV V ,V , V=  . Кожен виборець 
задає індивідуальну перевагу на множині кандидатів 
у вигляді строгого ранжування, тобто задає лінійний 
порядок. Систему всіх індивідуальних переваг назив-
вають профілем голосування. Необхідно визначити 
найкращого в деякому смислі кандидата або ж колек-
тивний порядок.
В такій постановці задача голосування може бути 
розв’язана відповідно до одного з наступних пра- 
вил [1, 2]:
Правило відносної більшості. Відповідно до прави-
ла відносної більшості перемагає той кандидат, який 
набрав найбільшу кількість голосів, тобто який посів 
перше місце в індивідуальних перевагах найбільшої 
кількості виборців. Як відомо, хоча і формально за-
стосування такого підходу дозволяє врахувати волю 
більшості, проте в деяких випадках воно приводить 
до обрання кандидата, який при парному порівнянні 
програє буд-якому іншому кандидату з множини С .
Правило відносної більшості з вибуванням забезпе-
чує виграш кандидату, який набрав абсолютну біль-
шість голосів, тобто кандидату, який є на першому 
місці в індивідуальних перевагах абсолютної біль-
шості виборців. У випадку, коли з початкових умов пе-
реможця встановити неможливо, відповідно до даного 
правила проводиться другий тур, в якому виборцям 
пропонується здійснити вибір з двох «кращих» кан-
дидатів, які набрали найбільшу кількість голосів в 
початковій задачі.
Правило Борда. У цьому випадку переможця визна-
чають шляхом підрахунку очок таким чином: за остан-
нє місце в індивідуальній перевазі виборця кандидату 
нараховують 0  очок, за передостаннє - 1 , і так далі. 
Відповідно, за перше місце кандидат отримує M 1-  
бал. Переможцем визнається той кандидат, який в сумі 
отримав найбільшу кількість балів.
Правило Кондорсе. За Кондорсе переможцем є той 
кандидат, що перемагає всіх інших у парних порівнян-
нях. Можливі випадки, коли переможця таким чином 
встановити неможливо.
Існує ще багато інших методів голосування [1–3]. 
Деякі з них враховують тільки те, кого виборець вва-
жає найкращим кандидатом, інші беруть до уваги 
індивідуальну перевагу виборця на всій множині 
кандидатів. Проте, в деяких задачах голосування 
важливим є не тільки врахування індивідуального 
ранжування виборця, а й таких факторів як ставлен-
ня виборця до голосування загалом, здатність вибор-
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ця виявити кращого на його думку кандидата тощо. 
Суб’єктивність таких факторів можна успішно вико-
ристати шляхом введення нечітких оцінок кандидатів 
та їх врахування [10]. 
5. Нечітка задача голосування
Нехай дано множину кандидатів { }1 2 MС С ,C , ,C=   
та множину виборців { }1 2 NV V ,V , V=  . Кожен вибо-
рець на множині кандидатів будує власну нечітку мно-
жину «Переможець» такого виду [5–9]:
( )( ) ( ){ }i j i j j i jB C , C |C C, C 0;1= µ ∈ µ ∈   ,
де ( )i jCµ  - ступінь належності кандидата jC  до мно-
жини «Переможець» на думку виборця iV  ( i 1,N= , 
j 1,M= ). 
Необхідно, визначити «колективного» переможця.
Позначимо ( )ij i jCµ = µ , тоді результати голосуван-
ня можна представити матрицею ( )ijM = µ .
Відповідно до характеру отриманих нечітких оці-
нок та особливостей задачі голосування на поперед-
ньому етапі обробки вхідних даних можливим є засто-
сування таких евристик.
Евристика 1 (відсіювання «поганих» кандидатів). 
Дуже часто, при аналізі реальних задач голосування, 
можна відмітити випадки, коли серед кандидатів є 
такі, перемога яких є неприпустимою для великої 
кількості виборців. Проте, їх присутність в початковій 
задачі значно впливає на кінцевий результат голосу-
вання. 
Введемо функцію:







де µ  - попередньо заданий нижній поріг функції на-
лежності.
Тоді, здійснюємо послідовне відсіювання канди-
датів за таким правилом:







де K  - деяка фіксована кількість виборців.
Таким чином, з початкової множини кандидатів 
будуть відсіяні ті, значення функції належності для 
яких менше, ніж заданий поріг µ  принаймні для K  
виборців.
У випадку, якщо з початкової множини будуть від-
сіяні всі кандидати, то початкова задача є виродженою 
і потребує або зміни множини кандидатів, або збіль-
шення інформації про них для виборців.
Евристика 2 (відсіювання виборців-»нігілістів»). 
В будь-якому колективі чи суспільстві загалом при 
проведенні процедури виборів часто зустрічаються 
виборці, які або не цікавляться проблемою, яку по-
трібно вирішити голосуванням, або загалом негативно 
відносяться до всіх кандидатів. Задаючи свою індиві-
дуальну перевагу вони здійснюють вибір «кращого з 
гірших». Часто виникають випадки, коли думки таких 
виборців є вирішальними. Для того, щоб цього уник-
нути здійснюємо такий відсів виборців:
{ }iV : V \ V= , i 1,N∀ = : j 1,M∀ =  ijµ ≤ µ ,
де µ  - заданий нижній поріг функції належності.
Евристика 3 (відсіювання виборців-«оптимістів»). 
Протилежним до попередньо описаного випадку є 
випадок існування виборців, які однаково позитивно 
оцінюють всіх кандидатів. Це може свідчити як і про 
те, що множина кандидатів добре сформована і всі 
вони є рівнозначними, так і про те, що виборець не 
може самостійно здійснити вибір кращого кандидата. 
В такому випадку, можливим є відсів виборців за на-
ступним правилом:
{ }iV : V \ V= , i 1,N∀ = : j 1,M∀ =  ijµ ≥ µ ,
де µ  - заданий верхній поріг функції належності.
Евристика 4 (відсіювання виборців, які не мають 
чітко виражених переваг). Дана евристика є узагаль-
ненням двох попередніх і має використовуватися дуже 
обережно для того, щоб не втратити важливі дані. Про-
те, часто виникають випадки, коли у виборець не може 
виділити кандидата чи групу кандидатів за перевагою 
і присвоює їм всім близькі між собою значення функ-
ції належності. Тоді, можливо здійснити відсіювання 
такого виборця за правилом:




µ - µ < ε , 
де 0ε >  - задане значення розмаху нечітких оцінок.
Евристика 5 (узагальнення оцінок виборців, які 
не мають чітко виражених переваг). У випадку, коли 
застосування Евристики 4 є неможливим, через не-
доцільність відсіювання виборців, для виборців, які 
подали «близькі» оцінки кандидатів пропонується 
узагальнити такі оцінки:













, j 1,M= .
Внаслідок застосування однієї чи декількох описа-
них вище евристик може виникнути випадок, в якому 
множина кандидатів чи множина виборців стануть 
порожніми або одноелементними. Тоді доцільним є по-
вернення до початкової задачі або уточнення вхідних 
даних у виборців.
6. Методи визначення результатів голосування
Нехай після попередньої обробки вхідних даних 
нечіткої задачі голосування ми маємо нечіткі оцінки 
кандидатів у матриці ( )ij i 1,N, j 1,MM = == µ . Тоді, для визна-
чення переможця або ж встановлення колективного 
порядку можливим є застосування одного з таких 
правил:
Правило 1. Переможець обирається аналогічно до 
правила відносної більшості. Для цього, спочатку здій-

























= µ∑ , ( j 1,M= ).
Кандидат, оцінка jс  якого є найбільшою і є пере-
можцем.
Аналогічно до правила відносної більшості з вибу-
ванням, можливим є проведення другого туру у випад-
ку, якщо { }j 1,2,...,M∀ ∈  jc M 2≤ .
Правило 2. Здійснюємо підрахунок балів, аналогіч-






= µ∑ , ( j 1,M= ).
Кандидат, сумарний бал якого є найбільшим серед 
інших і стає переможцем.
Правило 3. У випадку, коли потрібно врахувати як 
симпатії так і антипатії виборців можливим є такий 
підрахунок балів для кандидатів. Обчислимо допом-
іжні оцінки таким чином:












де ∆  та ∆  ( ∆ ≥ ∆ ) - відповідно задані граничні значен-
ня нечітких оцінок.
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= =
= α - β∑ ∑ , ( j 1,M= ).
Правило 4. У більш загальному випадку, врахуван-








= µ - ∆ - µ∑ ∑ , ( j 1,M= ),
де ∆  та ∆  такі ж, як і в попередньому випадку.
Таким чином, алгоритм визначення колективного 
порядку в нечіткій задачі голосування може бути пред-
ставлений як послідовність таких кроків:
1. Формування множини кандидатів та множини 
виборців.
2. Побудова кандидатами власних нечітких мно-
жин «Переможець»
3. Вибір та застосування однієї чи декількох Еври-
стик для врахування суб’єктивності оцінок виборців.
4. Вибір та послідовне застосування одного з Пра- 
вил для визначення колективного порядку в задачі 
голосування.
7. Приклади застосування евристик
1. Нехай дано множину виборців { }iV V= , i 1,10=  
та множину кандидатів { }jC C= , j 1,3= . Результати 
голосування, тобто значення функцій належності 




V 1C 2C 3C
1V 0.80 0.70 0.60
2V 0.10 0.20 0.15
3V 0.10 0.60 0.90
4V 0.30 0.10 0.80
5V 0.05 0.10 0.04
6V 0.30 0.50 0.40
7V 0.90 0.70 0.10
8V 0.10 0.20 0.10
9V 0.50 0.90 0.80
10V 0.40 0.80 0.90
Необхідно визначити переможця.
В чіткому варіанті профіль голосування показаний 
в табл. 2.
Таблиця 2
Профіль голосування (приклад 1)
4 2 2 1 1
2C 1C 3C 3C 2C
3C 2C 2C 1C 1C
1C 3C 1C 2C 3C
За правилом відносної більшості підрахуємо кіль-
кість виборців, які надали перевагу кожному кандида-
ту: 
1C
n 2= , 
2C
n 5= , 
3C
n 3= . Таким чином, переможцем є 
кандидат 2C . Аналогічний результат можна отримати 
застосувавши і правило відносної більшості з вибу-
ванням.
Результати підрахунку очок за правилом Борда є 
такими: кандидат 1C  отримує 6 балів, 2C  – 14, 3C  – 10. 
Таким чином, переможцем також є кандидат 2C .
Розглянемо результати голосування, наведені в 
табл. 1. Застосуємо Евристику 2, поклавши 0.3µ = . Тоді, 
результати голосування виборців 2V  з нечіткою мно-
жиною ( ) ( ) ( ){ }2 1 2 3B C ,0.10 , C ,0.20 , C ,0.15= , 5V  з нечіткою 
множиною ( ) ( ) ( ){ }5 1 2 3B C ,0.05 , C ,0.10 , C ,0.04=  та 8V  з 
нечіткою множиною ( ) ( ) ( ){ }2 1 2 3B C ,0.10 , C ,0.20 , C ,0.15=  
























Визначимо результати голосування за запропоно-
ваними правилами.
Правило 1: 1c 2= , 2c 2= , 3c 3= . Отже, переможцем 
є кандидат 3C .
Правило 2: 1c 3.3= , 2c 4.3= , 3c 4.5= . Таким чином, 
переможцем також є кандидат 3C .
2. Нехай дано множину виборців { }iV V= , i 1,11=  
та множину кандидатів { }jC C= , j 1,4= . Результати 
голосування представлені в матриці
0.9 0.8 0.7 0.1
0.8 0.4 0.3 0.1
0.6 0.5 0.4 0.2
0.8 0.7 0.6 0.5
0.7 0.6 0.2 0.1
M 0.2 0.7 0.5 0.4
0.1 0.9 0.8 0.5
0.1 0.6 0.4 0.3
0.2 0.5 0.8 0.7
0.1 0.3 0.9 0.8

















В чіткому випадку профіль голосування показаний 
в табл. 3:
Таблиця 3
Профіль голосування (приклад 2)
5 3 2 1
1C 2C 3C 4C
2C 3C 4C 2C
3C 4C 2C 3C
4C 1C 1C 1C
За правилом відносної більшості переможцем є 
кандидат 1C , за якого віддали голоси 5-и виборців. 
Але, як видно з профілю цей кандидат в індивідуаль-
них ранжуваннях є «найгіршим» для 6-и виборців.
Застосуємо в цьому випадку Евристику 1 при 
0.3µ =  та K 6= . В результаті цього, кандидат 1C  буде 
відсіяний. Тоді, відповідно до Правила 1, яке є анало-
гом правила відносної більшості, переможцем голосу-
вання буде кандидат 2C .
8. Висновки
В роботі досліджено задачу голосування. Про-
ведено аналіз таких методів голосування як метод 
відносної більшості, Кондорсе та Борда і показано, 
що вони базуються на аналізі індивідуальних пере-
ваг виборців та не враховують таких суб’єктивних 
факторів як здатність виборця виявити кращого для 
нього кандидата, оптимізм чи негативізм виборця 
тощо. 
Побудована математична модель нечіткої задачі 
голосування, в якій індивідуальні переваги вибор-
ців задаються не тільки у формі строгого ранжуван-
ня кандидатів, а й у виді нечіткої множини виборця 
на множині кандидатів, функція належності якої 
характеризує близькість кандидата до перемоги.
Запропоновано евристики для попереднього 
аналізу вхідних даних в нечіткій задачі голосуван-
ня, використання яких дозволяє відсіювати канди-
датів, які є найгіршими для великої кількості вибор-
ців, а також виключити з розгляду ранжування тих 
виборців, для яких характерний крайній нігілізм та 
надмірний оптимізм.
Розроблено правила визначення колективного 
порядку в нечіткій задачі голосування, аналогічні 
до відомих правил в чіткому випадку, які врахову-
ють задані виборцями нечіткі оцінки, їх симпатії 
та антипатії на множині кандидатів. Евристики та 
правила можуть бути застосовані у випадку, коли 
є можливість отримання необхідних початкових 
даних, тобто нечітких оцінок виборців на множині 
кандидатів.
В практичній частині проведено експеримен-
тальну верифікацію отриманих результатів та про-
демонстровано деякі випадки, в яких доцільним є 
застосування розроблених евристик та правил.
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Запропоновано метод побудови класифікацій-
них нечітких баз знань, в яких носієм експертної 
інформації є трендові правила «причини – наслід-
ки». Показано, що класифікаційні нечіткі правила, 
які з’єднують міри значимостей причин і наслід-
ків за допомогою нечітких квантифікаторів, пред-
ставляють множину розв’язків системи нечітких 
логічних рівнянь для заданих класів виходу
Ключові слова: нечіткі відношення, обернене 
логічне виведення, розв’язання систем нечітких 
логічних рівнянь
Предложен метод построения классификаци-
онных нечетких баз знаний, в которых носите-
лем экспертной информации являются трендо-
вые правила «причины – следствия». Показано, 
что классификационные нечеткие правила, 
которые связывают меры значимостей причин и 
следствий с помощью нечетких квантификато-
ров, представляют множество решений систе-
мы нечетких логических уравнений для заданных 
классов выхода
Ключевые слова: нечеткие отношения, обрат-





Побудова класифікаційних нечітких правил ЯК-
ЩО-ТО полягає у визначенні значень входів, які від-
повідають заданому класу виходу [1, 2]. На практиці 
експерту для заданої частини ТО необхідно підібрати 
частину ЯКЩО. Ця задача відноситься до класу 
обернених [3] і полягає у відновленні значень вхідних 
змінних, які найкращим чином пояснюють спостере-
ження [4]. 
Зручним інструментом формалізації експертної 
інформації при моделюванні причинно-наслідкових 
зв’язків є композиційне правило виведення Заде [5], 
яке зв’язує вхідні і вихідні змінні об’єкта (причини і 
наслідки) за допомогою матриці нечітких відношень. 
Задача відновлення входів (причин) формулюється у 
вигляді оберненого нечіткого логічного виведення і по-
требує розв’язання системи нечітких логічних рівнянь. 
Аналітичні [6, 7] і чисельні [8–10] методи розв’язання 
нечітких логічних рівнянь з max-min композицією до-
сліджуються протягом багатьох років. Не дивлячись 
на те, що теоретичні основи нечітких логічних рівнянь 
є добре розвинутими, такі рівняння потребують більш 
ефективного використання їх потенціалу для моделю-
вання систем.
2. Аналіз літературних даних і постановка проблеми
Традиційно задача побудови нечіткої бази знань 
вирішується у два етапи. На першому етапі генеру-
ються абдуктивні гіпотези [11, 12]. На другому етапі 
здійснюється селекція правил, в основі якої лежить 
поняття подібності [13]. Метою селекції є пониження 
складності системи шляхом видалення неефективних 
і надлишкових правил і підвищення точності виведен-
ня шляхом вибору альтернативних правил. На сьогод-
ні немає єдиного методичного стандарту для налашту-
вання структури правил. Сучасні генетичні системи 
здійснюють селекцію за допомогою мір оцінювання, 
які визначають ступінь значущості правил-кандидатів 
у покритті навчальної вибірки та виникненні помилок 
класифікації. Міри подібності та зв’язаності [14, 15] 
або вагові коефіцієнти [16, 17] використовуються для 
генерування правил-кандидатів, злиття або відбору 
альтернативних правил. Багатоцільові генетичні алго-
ритми використовують ці критерії для побудови функ-
ції відповідності з метою автоматичного проектування 
точних і компактних баз правил.
В цій статті пропонується підхід до генерування 
правил на основі формалізації причинно-наслідкових 
зв’язків у термінах рівнянь нечітких відношень [6, 7]. 
