We de ne a stochastic process fX n g based on partial sums of a sequence of integervalued random variables (K 0 ; K 1 ; : : :). The process can be represented as an urn model, which is a natural generalisation of a gambling model used in the rst published exposition of the criticality theorem of the classical branching process. A special case of the process is also of interest in the context of a self-annihilating branching process.
Introduction
Let K 0 ; K 1 ; K 2 ; : : : be integer-valued random variables (rv's) de ned on the same probability space ( ; F; P) and de ne sequences fX n ; n = 0; 1; 2; : : :g and fT n ; n = 0; 1; 2; : : :g by X 0 = (K 0 ) + , T ?1 = 0, T n = P n j=0 X j ; n = 0; 1; 2 : : : and X n+1 = 0 @ T n?1 +Xn X j=T n?1 +1 K j 1 A I (X n 1) ; n = 0; 1; 2; : : : ; (1) where I(A) denotes the indicator of the event A.
The process fX n g can be represented as an urn model in the following way. A player draws at random, from an urn (urn number 0) a ball which is marked with a number, K 0 . If K 0 0 the player loses $K 0 and play ends. If K 0 = X 0 1, the player wins $X 0 which he uses to draw one ball from each of X 0 further urns, the numbers on the balls being K 1 ; : : :; K X 0 ; if X 1 = K 1 + + K X 0 0 the player loses $X 1 and play ends, otherwise the player may draw from another X 1 urns and so on. This model is a natural generalisation of the urn model used as a vehicle for the rst proof of the \criticality" result of classical branching process theory (Cournot (1847) ; see Bru et al. (1992) ), namely that when K 0 = 1 and K 1 ; K 2 ; : : : are iid rv's taking non-negative values, the probability q that play eventually ends is 1 when EK 1 1 (except for the trivial case P(K 1 = 1) = 1) and that otherwise q = Eq K 1 < 1.
In the case of iid summands, our results are relevant for a class of \self annihilating branching processes" considered by Erickson (1973) as a model for the antigenic behaviour of Lymphoma cell populations. Erickson's process is related to a two-type Galton-Watson branching process, each generation being carried forward only by the progeny of the excess type I (or type II) individuals. That is, if the nth generation contains Z n1 type I individuals and Z n2 type II individuals and if Z n1 6 = Z n2 , then the n + 1st generation consists of the progeny of X n = Z n1 ? Z n2 type I individuals if Z n1 > Z n2 and otherwise consists of the progeny of X n = Z n2 ? Z n1 type II individuals.
With a suitable choice of distribution for K 1 , namely the distribution of the excess of type I over type II individuals in the second generation pro-duced by a single individual of type I in the rst generation, our process fX n g is probabilistically identical to Erickson's, up to the rst moment when X n assumes a negative value, i.e. when type II individuals predominate. That is, the excess of type I individuals over type II individuals in the n + 1st generation has the distribution of K 1 + : : : + K Xn . Of course, it is also the case that the two processes are identical in the case that type II individuals produce no o spring of either type. The observation that \...allowing negative as well as positive values of the number of o spring immediately forces one to abandon the use of generating functions and functional iteration so prominent in the classical set up" (Erickson (1973, page 928) ) is of course relevant to all the analysis in this paper.
Theorem 2 of Quine and Szczotka (1994) (henceforth QS) contains inter alia a result related to the criticality result mentioned above (in the case K 0 = 1), which depends only on the \average return" from the rst n urns, namely that if P( 1 n P n i=1 K i ! a) = 1 for some a > 1 and P( 1 n P n i=1 K i 1; n = 1; 2; : : :) > 0, then P(X n ! 1 or X n ! 0) = 1 and P(X n ! 0) < 1.
Theorem 4 of QS gives the rate of convergence of X n to 1, namely W n := Xn a n a:s:
! W. However, the rv W may be degenerate at zero even if a 2 (1; 1) (see e.g. Theorem 1, page 24 of Athreya and Ney (1972) for details concerning the Galton-Watson branching process). Su cient conditions for non-degeneracy of W for the process de ned by (1) were given in Theorem 6 of QS. In this note, we adapt a proof of Grey (1980) to show that in the case of independent and identically distributed (iid) summands, with a := EK 1 2 (1; 1), there always exist constants c n with c n+1 =c n ! a, such that f W n := Xn cn ! f W, where f W is a non-degenerate rv with P( f W = 0) = P(X n ! 0) (see Theorem 2). Using this, we show that if Xn a n a:s:
! W, where W is a.s. nite and is not a.s. zero, then P(W = 0) = P(X n ! 0) (Corollary 1). This gives a partial answer to an open question in QS page 1220, and is used in Quine and Szczotka (1996) to give conditional limit theorems for such quantities as
In the last section, we extend our methods to deal with the case of exchangeable summands.
A Martingale
The proof of Grey (1980) uses a martingale sequence which involves an auxiliary process fX n g, independent of fX n g. Let K 0 ; K 1 ; K 2 ; : : : be integervalued rv's independent of K 0 ; K 1 ; K 2 ; : : : and let fX n ; n = 0; 1; 2; : : :g be de ned in the same way as fX n ; n = 0; 1; 2; : : :g. We assume throughout that the nite-dimensional distributions of (K 1 ; K 2 ; : : :) and (K 1 ; K 2 ; : : :) coincide, that K 0 and K 0 are independent of (K 1 ; K 2 ; : : :) and (K 1 ; K 2 ; : : :), and that P(K 0 > 0) = P(K 0 > 0) = 1. We de ne Y n = X n X n + X n ; n 0 on the event A n = fX n > 0; X n > 0g and Y n = Y n?1 on A c n . Let F n be the sigma-eld generated by fX j ; j = 0; 1; 2; : : : ; ng and fX j ; j = 0; 1; 2; : : : ; ng. Proof. fX n g and fX n g are Markov chains (see e.g. QS Proposition 1(c)) with transition probabilities p i0 = 1 for i 0 and, for i 1, p ij = P(K 1 + + K i = j) for j = 0; 1; 2; : : :, so E(Y n+1 jF n ) = E(Y n+1 jX n ; X n ; T n?1 ; T n?1 ) which equals Y n by de nition on A c n+1 and on A n+1 equals E 0 @ P T n j=T n?1 +1 K j I(A n+1 ) P Tn j=T n?1 +1 K j + P T n j=T n?1 +1 K j X n ; X n ; T n?1 ; T n?1 1 A (2) = E 0 @ P T n j=T n?1 +1 K j P Tn j=T n?1 +1 K j + P T n j=T n?1 +1 K j X n ; X n ; T n?1 ; T n?1 ; A n+1 1 A P(A n+1 jX n ; X n ; T n?1 ; T n?1 ) But E 0 B @ PT n?1 +X n j=T n?1 +1 K j P T n?1 +Xn j=T n?1 +1 K j + PT n?1 +X n j=T n?1 +1 K j X n = x; X n = x ; T n?1 = t; T n?1 = t ; A n+1
Now by the exchangeability argument of Grey (1980) , K l P x j=1 K j + P x j=1 K j and K i P x j=1 K j + P x j=1 K j ; i; l 1 have the same distribution. Therefore they have the same distribution on the event A = f P x j=1 K j > 0; P x j=1 K j > 0g, which gives the rst equality in
the second equality following from additivity of conditional expectation. Therefore the right hand side of (2) is equal to X n X n + X n P(A n+1 jX n ; X n ; T n?1 ; T n?1 ); so that nally we get E(Y n+1 jX n ; X n ; T n?1 ; T n?1 ) = E(Y n+1 jX n ; X n ; T n?1 ; T n?1 ; A c n+1 )P(A c n+1 jX n ; X n ; T n?1 ; T n?1 ) +E(Y n+1 jX n ; X n ; T n?1 ; T n?1 ; A n+1 )P(A n+1 jX n ; X n ; T n?1 ; T n?1 ) = Y n P(A c n+1 jX n ; X n ; T n?1 ; T n?1 ) + Y n P(A n+1 jX n ; X n ; T n?1 ; T n?1 ) = Y n a.s.
Thus f(Y n ; F n ); n 0g is a martingale which, being bounded, converges a.s. by the Martingale Convergence Theorem. The limit of Y n lies in the interval 0,1] and it follows that on the event fX n ! 1g, the limit of X n =X n exists and takes values in 0; 1].
3 Main Results
Theorem 2 If K 1 ; K 2 ; : : : are iid with 1 < a := EK 1 < 1, then there exists a sequence fc n g of constants with c n+1 =c n ! a as n ! 1 such that X n =c n a:s: ! f W, where f W is nite and non-zero on the event of non-extinction.
Proof. We remark that once the nature of the constants has been established, it only remains to prove P(X n =c n ! f W 2 (0; 1)jX n ! 1) = 1.
We use arguments similar to those in the proof of Theorem 2 of Grey (1980) . Since fX n g and fX n g are independent copies of the process, it follows from Theorem 1 that for any integer k 0, X n X n+k converges almost surely as n ! 1 on the event fX n ! 1g, to a 0; 1]-valued rv (note that (X k ; X k+1 ; : : :) is generated by the same mechanism as (X 0 ; X 1 ; : : :), the only possible di erence being the distribution of the initial term). Now taking account of the initial term K 0 , the representation (2.4) in QS becomes The right hand side of (3) equals P X n X n+k + X n ! 1; X n ! 1
where Y nk = X n X n+k +X n , n 1 is de ned in the same way as Y n . Using the fact that (Y nk ; F nk ) is a bounded martingale, where F nk is the sigma-eld generated by X j ; j = 0; 1; : : : ; n and X j ; j = k; k + 1; : : : ; k + n, the right hand side of (4) is no greater than
Combining (3) so that by dominated convergence, the right hand side of (6) tends to 0. We conclude that P X n X n ! 1; X n ! 1 = 0:
Similarly by symmetry we have P X n X n ! 0; X n ! 1 = 0:
Therefore conditional on the event of non-extinction of both processes, X n Xn converges almost surely to a proper, positive random variable. Our proof of (7) is based on Grey (1980) , with a recent modi cation by him (1996) that recti es a small gap in his original proof.
Using the same arguments as in Grey (1980) ! W where P(W < 1) = 1 and P(W = 0) < 1, then P(W = 0) = P(X n ! 0):
Proof. From (7) we have 0 = P X n X n ! 1; X n ! 1 = P X n =a n X n =a n ! 1; X n ! 1 ! = P W W = 1; X n ! 1 = P(W = 0; X n ! 1) because P(W < 1) = 1.
4 Exchangeable Summands
Let fK j ; j 1g be a sequence of exchangeable rv's with nite mean. It follows from de Finetti's theorem (see e.g. Chow and Teicher (1978, pages 220{222) ) that there exists a sigma-algebra G such that for any m 1, P(K 0 x 0 ; K 1 x 1 ; : : :; K m x m jG) a:s:
This implies that conditional on G, K 1 ; K 2 ; : : : are iid rv's. Consider processes fX n ; n 0g and fX n ; n 0g of the form (1), generated by fK j g and by the auxiliary sequence fK j g, respectively; let G be the sigma-eld corresponding to G and e G = G _ G . 
where H is the appropriate member of B 1 B 1 and B o is the member of B 1 B 1 containing those sequences for which lim n!1 (!) n n (!) exists and is positive and nite; f (!) n g and f n (!) g are de ned in terms of ? (!) for some nite integer (!) , then it follows from Theorem 3 of QS that the integral over R 2 also vanishes. Use of Theorem 2 now leads to the following theorem:
Theorem 3 Let K j ; j = 1; 2; : : : be a sequence of exchangeable rv's with 1 < EK 1 < 1 and for any ! 2 R 2 let the rv 
