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I. INTRODUCTION 
A central problem in communication theory (as well as radar theory) 
[l-3] is the so-called “Sphere-Packing” problem which in bare math- 
ematical terms can be stated as follows: Let Y be a vector random variable 
taking values in E,, the real Euclidean Space of m-dimensions, of the form : 
y=s+.? (1.1) 
where Z is Gaussian with zero mean whose covariance matrix is given 
by the unit m-by-m matrix, and 
s = 2si 
for some i, i = 1, 2,. . ., N, each Si being a known unit vector in E,, 
and 2 > 0. Knowing Y, we are asked to determine which Si has been 
transmitted, all Si being equally likely a priori. In this case for fixed (Si> 
it is readily shown that the (maximum) probability of detection is given by 
(1.2) 
assuming Si has been transmitted (i.e., Y is of the form Y = ISi + Z)}. 
The sphere-packing problem is to find that set of vectors {Si} which 
makes this probability a maximum. 
Prior work on this problem has, for the most part, been in obtaining 
asymptotic results for large M [l, 3, 61. It has been accepted [l] that 
one ought to maximize the minimum distance between the vectors, 
although there has been no proof of it. In particular, the question of 
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whether or not the optimal choice is a function of A (the Signal-Noise- 
Ratio) has not received much attention. In this paper we establish that 
a necessary condition that the optimal choice for any M and every 2 
should satisfy is that the mean-width of the polytope generated by the 
vectors should be maximized. For m = N it has long been conjectured 
that the optimum is given by 
.si * sj = - & > i#i 
the polytope being now the regular simplex. (It is immediate that any 
orthogonal transformation leaves the probability invariant, so that the 
vectors need be specified only in terms of their dot products.) It is known 
that the regular simplex maximizes the minimum distance [6] and the 
conjecture is largely based on this. For N = 2, 3, of course, the conjecture 
can be readily verified to be true. In this paper we prove that the regular 
simplex is a local maximum independent of A and that if the optimal 
choice is independent of L in some interval it must be the regular simplex. 
With the aid of generalized tetrachoric series, we obtain a series expan- 
sion for the probability for any disposition of vectors, as well as a limit 
theorem as 3, and M go to infinity. We also obtain an asymptotic formula 
for large 1 and fixed M. 
The point of departure is provided by establishing the equivalence 
of the optimization problem to the following: “Given an N-variate 
Gaussian, tl, &, . . . , tN, maximize 
E[exp (Amax &)I, A>0 i 
with or without restrictions on the rank of the covariance matrix.” Our 
approach to the problem may be termed analytic-geometric as opposed 
to the purely algebraic. 
Section II is devoted to general considerations. In Section III we apply 
convex body theory. Section IV contains the series expansions as well 
as the theorem relating to the regular simplex. 
II. GENERAL CONSIDERATIONS 
For each choice of Si, let A, be the corresponding inner-products. Then 
it is convenient to take the {Aii} as variables in an almost N2-dimensional 
Euclidean Space. The {&} are all less than equal to unity, and subject 
necessarily to the restriction that the corresponding matrix be nonnegative 
definite. For convenience we shall denote each {&ii> set by the variable a. 
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Let us denote the corresponding probability of detection as a function 
of A by, 
*(a; 4. 
Then we note that #(A; ) a IS a nondecreasing in A with 
44Ooa) = &, 
If we keep defining #(A; a) by (1.2) when il is negative as well, we actually 
obtain a distribution in ,I. To make further progress, we shall obtain an 
integral representation for $(A; a). For this, following Shannon [3], let 
us consider one of the terms in (1.2), say for i = 1. The set of Y in E,, 
for which 
Y - s, > Y - s,, i=l,d,...,N 
is bounded by the planes 
Y * [S, - Si] = 0 
meeting at the origin. Let A, be this region. Then we have for the first 
term in (1.2), 
1 1 . 
i I x-(p *.* 
exp(HY- G)*(y--%l d,y -___-. 
2 1 
I I 
A* 
where djY\ is the volume element in E,. The integrand here is: 
exp r;.{y: w * (Y- WI 
2 
--__ = exp(- 4 [Y. Y + A2 - 2AY e S,]} 
= exp (- *AZ) exp [- $(Y’ Y)] exp !A(Y. S,);. 
If we repeat this for each Si, and compute the total as required in (1.2), 
we obtain: 
N 
1 a2 1 
W:a)=Fexp -3 (2n)m,2 
i 1 
--. 
-?-I 
. . . (2.2) 
i=l 
. . . 
I 
exp [- & (Ye Y)] exp [A(Y .S,)] d\Yl. 
:I ~ 
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Rut since, for each jz > 0, 
maxexp [A(Y*Si)] =exp [Amax(Y.SJ] 
i i 
it readily follows from this that 
E [exp (Amax &)I 
where {&} I = 1,. . . , N are m-variate Gaussians having the same inner- 
products as {S$}. We shall keep defining $(d; a) for f. < 0 using (2.3). 
It follows immediately from (2.3) that the problem of maximizing $(A; CY) 
is the same as that of maximizing 
E[exp (Amy &)I = $0; a). (2.4) 
From (2.4) we obtain at once the inequality: 
E [exp (A max &)I > exp (A?Z [max &I). (24 
i i 
This yields a good approximation for small A, but gets worse for large A. 
It is evident that the optimal a will certainly maximize the right-hand 
side of (2.5) as well. 
Suppose first that the {Si} are linearly independent. Then there is 
an N - 1 flat through the tips of the (S,>, since the dimensionality of 
the space E, is m = N. Let eN be the unit normal to this flat so that 
sj ’ eN = p, i=l,...,N. 
Let 0’ be the projection of the origin 0 on to this plane, and let in particular 
si = &’ + p eN. 
Then we note that the norm (or length) of Sj’ is 
IJSj’JI = vi - p2< 1. 
We next note that in (2.2) that the .Ai are now cylinders with the same 
axis 00’. Hence, making one of the coordinate axes coincide with 00’, 
it readily follows that 
(2.7) 
where 
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In particular, then 
#(Ai a) d $(A; a’) (2.9) 
for every 1, a’ corresponding to the choice of inner-products given in (2.8), 
where now the corresponding vectors are linearly dependent. Hence, the 
optimum set of vectors is to be sought in the class of linearly dependent 
vectors, or, it is enough to prove that 
for a corresponding to linearly dependent vectors. 
As an important particular example of (2.7) let us assume that {ri} 
are orthogonal, and let us denote this point by ao. Then we have for p: 
so that 
E [[i’ . ti’] = - N&-i , i # j. 
But this point corresponds to the regular simplex, and denoting this 
by a,, we obtain, using (2.8) : 
a result due to C. R. Cahn.r 
As a slight further generalization, if we take 
Si * Sj = y  > - k-1 , i#j, 
we get for the corresponding projections: 
Si’ * Sj’ 1 -- = - --~ 
1 - p2 N-l 
but now 
p2 = + [1 + W - 11~1 
1 Private communication. 
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so that we obtain finally: 
= WV1 --y;al)). 
We shall henceforth take 
m<(N-I) 
in the integral (2.2). We shall next show that we need consider only a 
such that the simplex generated by the N vectors contains the origin. 
That is, the .Si are such that: 
N 
z’ ajSi = 0 (2.10) 
for some aj, ai > 0, Zp ai = 1. Now the condition (2.10) can be stated 
in a different way which throws some light on its significance. Thus, let 
$(x; a) be the density of the random variable 
5 = max El, i = 1,. . ., N. 
Then a necessary and sufficient condition that 
fi(X; a) = 0 for x<o 
is that (2.10) be satisfied. To see this, suppose we consider 
(2.11) 
over all possible such {ai}. Let 
Suppose (2.10) is not satisfied, so that 6 > 0. Now by the usual theory, 
there is a vector V, such that 
Ilvoll = 6 
and moreover 
Sj - V,> 0 for every .Si. (2.12) 
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Next consider the set of all vectors Y in E, such that 
maxY..Si<O. (2.13) 
This is a convex set (in fact the interior of a pyramid with apex at the 
origin). Furthermore, the vector (- V,) belongs to the interior from (2.12). 
This implies that (2.13) has nonzero measure. On the other hand, if 
d=O 
then (2.10) holds and hence not all 
can be of the same sign, which implies (2.11). In particular, note that in 
this case the exponent in (2.4) is nonnegative (with probability one). 
Let cc correspond to a disposition of linearly dependent vectors for 
which (2.10) does not hold and let us assume 
dimension {Si) = N - 1. 
i = 1,. .,N 
Then, since the simplex generated by {Si) does not contain the origin 
there is an N - 1 plane through (IV - 1) of the {Si} say S;,. . . , S,-,, 
which separates the origin from the remaining vector, S,. Let this plane 
have the equation 
Y*eN=p>O (2.14) 
eLV being the unit normal to the plane. Then 
and 
Si * e.v < p, i=l,...,N-1 
SN ’ eN > p, 
Let us now define a new set of vectors Sir, such that 
SN’ = [SN - eN(eN ’ SN)] +- fN(e.V ’ SN) (2.15) 
Sj’ = sj, ;<,N-1. 
These are then unit vectors. Moreover, for i < N - 1, 
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since eN * S, > p by assumption. Hence 
Si’ ’ Sj’ < Sj * Si. 
From the considerations in Section IV this will imply that 
#(A; a’) > #(A; a). 
(2.16) 
Again, the vectors {Si’> are such that SN’ does not separate the origin 
from S1’, Ss’, . . . , Sk _ i. It is readily seen that by repeating this process, 
if necessary, we come to a disposition of vectors such that no face of the 
simplex separates the origin from the opposite vertex - or, the simplex 
contains the origin. If the {Si} are of dimension less than N - 1, we can 
proceed in a similar manner. Thus, suppose 
sj ’ eN = p > 0, i=l,2 )..,) r. 
For each Si such that 
we define 
si - eN > p 
sj’ = [sj - (sj ’ eN)eN] - (sj ’ eN)eN 
and, as before, denoting the corresponding choice by a’, we can show that 
#(A; a’) 2 #(A; a). (2.17) 
III. CONVEX BODY THEORY 
It is useful to view the problem in the context of convex body theory. 
For the concepts involved here, see [4]. Let S denote the polytope 
generated by the unit vectors Si. Then in (2.1) and (2.X), 
max Y * Si = Hs( Y) 
i 
where H,( +) is the support function for the convex body S. Hence 
(3-l) 
[RNm2exp(- G)&jexp [ARH~(Y)]dB. 
0 R 
9 being the surface IYI = 1, and & the surface element. Now since 
#O; a) is independent of a (being equal to unity), if there is any 
choice of a which maximizes $(a; a) independent of 1, then this 
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choice necessarily must maximize the derivative at the origin. From 
(3.1) we have for this derivative 
where 
B = l&(Y) do 
5 R 
= *I v%(Y) + xs(- Y)l dQ 
cr 
dQ being the surface element on the unit sphere. Now the mean width 
R (“Mittel-Breite”) of a convex body is: 
Hence, maximizing (3.2) is, for fixed N, equivalent to maximizing the 
mean width of the polytope. Thus, a necessary condition for the optimum 
cc is that it maximize the mean width. This formulation is automatically 
coordinate free. In particular, B is an increasing function of S - that 
is, if S, is contained in S,, the mean width of S, is less than or equal to 
that of S,. It follows from this that the origin must be interior to the 
polytope, or that the unit sphere must be the circumsphere of the polytope, 
a result we have already noted in Section II. Formulae for the mean 
width can be found in Bonnesen and Fenchel’s classic work [a]. Here we 
merely note the inequalities : 
where 1’ and S are the volume and surface area of the polytope and 
x,,, and W, are the volume and surface area of the m-dimensional unit- 
sphere. 
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IV. SERIES EXPANSIONS 
In this section we shall use Hermite polynomial expansions for the 
probability of detection. Thus, we have from Section II that 
m  
#@;a) =$exp - f 
i H 
eAsp,(x;a)dx. 
-03 
Now we can obtain an expression for #(x; a) as 
where Qi(. . . ) is an (N - 1) variate cumulative Gaussian distribution 
with zero mean, with unit variances, and with covariances given by: 
G(x) is the Gaussian density with zero mean and unit variance 
and where 
v 1 yij = - n, -. 1 + &j 
Substituting (4.1) into (2.3) we have 
#@;a) =+ [G(x- A)(~@+(x))dx. 
-02 i=l 
(4.2) 
Now (4.2) can be used to obtain a recursion formula for the probability 
density corresponding to the regular simplex. For in this case: 
,&k = - ,‘z [Regular Simplex in N - 2 dim.] 
yii = VNIN?~ 
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Moreover in (4.1) 
__- 
xVNIN - 2 
@‘i(x) = 
5 
$N - l(y ; KR) dy 
0 
yielding the recursion formula : 
xVN/N - 2 
f’h’(x; aR) = NG(x) 
5 
!)h; - lb; QR) dy. 
0 
(4.3) 
Next, returning to the general case, let 
x 
@(x) = 
i 
fiN(y; UR) a. 
-cc 
Then 
N#(A; a) exp T = 
0 5 
erx & [Q(x) - (erf x)~] ax 
--m 
co (4.4) 
+ N e”“G(x) (erf X)N-ldx 
where 
erf x =-[+exp(- $)dy. 
Now the second term in (4.4) is invariant, while the first term can be 
integrated by parts to yield 
cc 
eaXNG(x) (erf x)N-ldx 
--m 
a! 
5 
(4.5) 
- 1 t+ [G(x) - (erf x)~] ax. 
--m 
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The reason for doing this is that the integrand in (4.5) can be expanded 
in the so-called generalized “tetra-choric” series. (See [5] where the case 
N = 3 is treated.) We have 
CD(x) - (erf x)” (4.6) 
where 
Substituting (4.6) into (4.5) and evaluating integrals involving Her-mite 
Polynomials of the type 
co 
i 
t+ 041 -l(x) . . . , DqN - l(x) dx, 
.-03 
we obtain an explicit series expansion for the desired probability in terms 
of the covariances Iii. This is a power series converging uniformly in 
iki[ ,< 1, and in particular shows that the function is analytic in the 
variables (A,}. Unfortunately, however, the expansion is not very helpful 
in the variational aspect of the problem. 
On the other hand we may combine (4.2) with the N - 1 variate 
version of (4.6) with the N - 1 variate version of (4.6) and obtain an 
asymptotic expression for #(A; a) as il -+ 00. Thus, 
where 
R(A;a) -0 as 1 + 00. 
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where G(. . .) is the N variate Gaussian density. Hence, we have: 
and therefore in particular 
(4.8) 
(4.9) 
Similarly, 
It is zero if and only if 
&j = - 1 
as can be readily verified. Decreasing & thus increases I@; ct). 
We can, in particular, use (4.8) to obtain quickly the result in (2.17). 
For, the definition Si’ is such that the dot products: 
and from (4.8) it is evident that #(A; a) increases thereby. 
Again it follows from (4.9) that we should decrease {A,> as much as 
possible, within the restrictions imposed on the covariance matrix. In 
particular, if 
& = max {lz,j}, i#i 
then, denoting the corresponding point by aa, we have 
#@;a) >W;cg) 
and hence, minimizing 1, or maximizing the minimum distance within 
the admissible class provides a lower bound in that class and is independent 
of 1. 
We can also easily obtain a limit theorem from (4.8). First, we already 
know that for each 1, 
$(A;a) -0 as N-+a;, 
COMMUNICATION THEOR\ 499 
and, of course, 
A question of interest is what happens for any a when L -+ CQ and N -+ oi), 
leaving the ratio 
fixed. For we note that for any a, using (4.8), we can write 
where #ij is the appropriate intermediate value of the derivative, 0 cor- 
responding to the origin. Now, it is readily verified that 
and for a such that max il,; is nonpositive, the difference goes to zero 
with N. On the other hand, for a = 0 corresponding to orthogonal 
vectors it is apparent that 
#(A;4 -1 for /?LO&2>2 
-0 for PLog,2< 2. 
This results can, of course, be deduced as a special case of Shannon’s 
coding theorems, but the derivation here is more direct. 
We shall now prove our main theorem. 
2 To obtain a more general result by a slight modification (the author is indebted 
to A. J. Viterbi for drawing attention to this), for each N let 
max Aij = 7~. 
i#j 
Then #[I.; a) + 1 for /? such that 
lim/?[l - r~] > 2Log,e 
This is readily seen from: 
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THEOREM: For m = N, the point uR 
aij = - & (4.10) 
yields a local maximum for all 1. Moreover, if there is a sol&ion to the 
ofitimizatiow problem independent of A in any interval, this solution is 
necessarily given by (4.10). 
PROOF: First of all, we note that the admissible (A,} form a compact, 
convex set in the Euclidean space of N(N - 1)/Z dimensions. The 
boundary of this convex set consists of those inner-product matrices 
whose determinant vanishes. Since we have already seen that the optimum 
cannot be in the interior, we use the usual variational technique and study. 
where D(u) is the determinant of the moment matrix {A,} and v is the 
Lagrange parameter. If, for the moment, we consider 1 fixed, then since 
I@; a) is continuous and the domain compact, we know that there is a 
point (on the boundary) at which the maximum is actually assumed. 
Moreover, at this point the gradient of #(A; a) must be normal to the 
boundary. Now 
$ D(a) = 2C;i 
$1 
where C, is the cofactor (including sign). Hence, for a local extremum we 
must have: 
& *(A; a) + 2VCij = 0. 
1 
This is clearly satisfied at 
since all the Cij are equal and so also are all the 
This is actually also a local maximum. For, let a be any other point and 
let us consider the directional derivatives along the segment joining 
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a and aE. This derivative, since the partial derivatives are all the same, 
is given by 
Now the second factor is negative, as we have already seen. On the other 
hand, we have that 
22 (&j - 1;) > 0. (4.12) 
i<i 
For this we have only to note that: 
- 2 z‘c Lij = N - (i Sj)’ 
i<j 1 
and hence that 
[In particular, it follows that the sum of the distances between the 
vectors Si is a maximum (not necessarily unique) for the regular simplex.] 
Thus, the required directional derivative is nonpositive at aR. We also 
note that aR corresponds to a local maximum independent of 1. It is 
also clear that it is zero if and only if 
or, equivalently, if the corresponding vectors {S;} are such that 
i Si = 0. (4.13) 
The next step will be to show that this is the only such solution. To do 
this, let us fix il again, and let a0 correspond to the maximum (any one, 
if there are several). Then since #(A; a) is an analytic function, we note 
that condition (4.11) must still hold, so that we have: 
#zi = KC,,, i#i (4.14) 
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for some K where 
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Since the directional derivative along any segment directed away from a,, 
must be nonpositive, we must have 
or 
Putting, in particular, 
we obtain that 
and hence 
Actually, 
For, suppose 
then 
n, = 0 
K>O 
cjj > 0 for i # j. 
Cij > 0, i # j. 
c,, = 0 
which in turn implies that 
A,, = - 1 
and hence that 
cjj = 0, i# 1. 
(4.15) 
(4.16) 
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On the other hand (4.16) also implies that 
But this in turn would mean that all the &‘s are zero or that all the 
L,,‘s (i # j) are equal to minus one, which is impossible for N > 2. Again, 
since the {Cii) matrix must be nonnegative definite, we obtain that ever!- 
cij > 0. illso: 
Next we shall find it convenient to compute ~lj part ways. Let 
Then for example: 
‘h = [ eAz G,,(x) j. . . (G(&+ . . ., tx!E1 = x, E, =- x,) d&, . . , d&v. 
--m --m -m 
(4.17) 
If we write: 
for the conditional probability in (4.17) with mean normalized to zero, 
we obtain: 
(4.18) 
where 
Akl + &i 
oIK=l- l+A12.. (4. I!)) 
To avoid having to write the inner multiple integral, \ve shall rewrite 
* 12 as: 
eazG,,(x)F,(x) dx. 
-cc 
(4.20) 
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Proceeding further, let us make a suitable change of variable in the integral 
in (4.20), so that we have: 
f$b12= l- l - - exp (sg*) [G( y - Ap12)F12(yp12) dy 
2vn v1+ 42 --m 
(4.21) 
where 
The point in doing this is that we obtain then: 
m 
lim 
i 
G(Y - 44 WY,& dy = jFm ~d&d (4.22) 
A-+m 
-cc 
It is convenient then to rewrite (4.21) finally as: 
l&=-L l ___ (exp WI - L)}%(~) 2Vd1+~12 
(4.23) 
with a similar expression for other indices. 
Suppose next that there is one optimal a for which #(A; a) is the 
maximum for a sequence of {A,,} such that 
31, < constant < 00 
or, for a sequence such that 
k = “0 + nL I> 0. 
(4.24) 
(4.25) 
This, as we shall now show, is enough then to imply that a,, must cor- 
respond to the regular simplex. For this, we use (4.14), obtaining that 
exp (Lx) G&(x)~M(x) - GG&)F&)] dx = 0. (4.26) 
Actually, since 
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and the N-variate Gaussian is concentrated on the 
it follows that in (4.17) we can omit the part of the integral for x < 0. 
From the well-known analyticity and uniqueness properties of the Laplace 
transform, it follows then that 
ciiGk~(X)Fkt(X) = cktGii(x)Fii(x) (4.27) 
for every x. It is clear that this identity is satisfied if 
Aij = Akl (4.28) 
and in that case, since the corresponding point must be on the boundary, 
we obtain 
or the regular simplex. In particular, it follows that (4.26) holds for 
every A,, and that the regular simplex yields the optimum for every A,. 
Suppose then that (4.28) does not hold. Let, say, 
(4.29) 
and for some k and 1 
Now from (4.29) it follows that in (4.18), 
ak > 0, k=3,...,N 
and hence that 
lim F,a(x) = 1. 
x-+02 
If 
we must obviously have that 
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if, on the other hand 
lim FhI(X) = 0 
r--km 
LVe note (using tetrachoric series if necessary) that 
Fkl(x) = 0 [cm exp (- bx2)], m>O 
which would then not satisfy the identity (4.27). Hence all lij must be 
equal, as required. Hence, if there is a common point CI which yields the 
maximum for every A,, it must be the regular simplex. This is, of course, 
true a fortiori if the optimal choice is independent of ,? in an interval 
or in any neighborhood of any point. 
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