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INVARIANCE OF THE WHITE NOISE FOR THE
OSTROVSKY EQUATION.
DARWICH MOHAMAD.
Abstract. In this paper, we construct invariant measures for the Os-
trovsky equation associated with the norm L2. On the other hand, we
prove the local well- posedness in the besov space bˆsp,∞ for sp > −1.
1. Introduction
In this paper, we construct an invariant measure for a dynamical system
defined by the Ostrovsky equation (Ost)
{
∂tu− uxxx + ∂−1x u+ uux = 0,
u(0, x) = u0(x).
(1.1)
for the quantities conserved by this equation . The operator ∂−1x in the equa-
tion denotes a certain antiderivative with respect to the variable x defined
for 0-mean value periodic function the Fourier transform by ̂(∂−1x f) =
fˆ(ξ)
iξ .
Invariant measure play an important role in the theory of dynamical sys-
tems (DS). It is well known that the whole ergodic theory is based on this
concept. On the other hand, they are necessary in various physical consid-
erations.
In [16] an infinite series of invariant measure associated with a higher con-
servation laws are constructed for the one-dimensional Korteweg de Vries
(KdV) equation:
ut + uux + uxxx = 0,
by Zhidkov. In particular, invariant measure associated to the conservation
of the energie are constructed for this equation.
In the other hand, Tadahiro in [12] was construct an invariant measure for
(KdV) equation associated to the conservation of norm L2 using the notion
of the Wiener space.
Equation 1.1 is a perturbation of the Korteweg de Vries (KdV) equation
with a nonlocal term and was deducted by Ostrovskii [13] as a model for
weakly nonlinear long waves, in a rotating frame of reference, to describe
the propagation of surface waves in the ocean.
The natural conserved quantities for (1.1) are the :
L2-norm:
‖u(t)‖L2 = (
∫
u2(t, x)dx)
1
2 ,
1
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and the Hamiltonian:
H(u(t)) =
1
2
∫
(ux)
2 +
1
2
∫
(∂−1x u)
2 − 1
6
∫
u3.
We will construct invariant measures associated with the L2-norm using
the notion of Wiener Spaces.
The paper is organized as follows. In Section 2 the basic notation is intro-
duced and the basic results are formulated.
In section 3 , we give the precise mathematical meaning of the white noise
Q defined for u =
∑
n ane
inx with mean 0 by
dQ =
exp(−12
∑
n>1 |an|2)Πn>1dan∫
exp(−12
∑
n>1 |an|2)Πn>1dan
, (1.2)
and show that it is a (countably additive) probability measure on bˆsp,∞,
p = 2+, s = −12+ such that sp < −1, defined via the norm
‖f‖bˆsp,∞ := ‖fˆ‖bsp,∞= supj ‖< n >
s fˆ(n)‖Lp
|n|∼2j
= sup
j
( ∑
|n|∼2j
< n >sp |fˆ(n)|p
) 1
p
,
and we go over the basic theory of abstract Wiener spaces. Finally in section
4, we prove the local well-posedness in bˆsp,∞.
2. Notations and main results
We will use C to denote various time independent constants, usually
depending only upon s. In case a constant depends upon other quantities,
we will try to make it explicit. We use A . B to denote an estimate of the
form A ≤ CB. similarly, we will write A ∼ B to mean A . B and B . A.
We writre 〈·〉 := (1 + | · |2)1/2 ∼ 1 + | · |. The notation a+ denotes a+ ǫ for
an arbitrarily small ǫ. Similarly a− denotes a − ǫ. On the circle, Fourier
transform is defined as
fˆ(n) =
1
2π
∫
T
f(x)exp(−inx)dx
we introduce the Sobolev spaces Hs defined by :
Hs =: {u ∈ S ′(T); ||u||Hs < +∞}, (2.1)
where,
||u||Hs = (2π)
1
2 ||〈.〉suˆ||l2n (2.2)
and Y s =: {u ∈ S ′(T); ||u||Y s < +∞}, where
||u||Y s = ||u||Hs + ||〈n〉suˆ(n, τ ||l2nL1τ ,
and the Besov-type space bˆsp,∞ defined via the norm
‖f‖bˆsp,∞ := ‖fˆ‖bsp,∞= supj ‖< n >
s fˆ(n)‖Lp
|n|∼2j
= sup
j
( ∑
|n|∼2j
< n >sp |fˆ(n)|p
) 1
p
.
We will briefly remind the general construction of a Gaussian measure on
a Hilbert space. Let X be a Hilbert space, and {ek} be the orthonormal
basis in X which consists of eigenvectors of some operator S = S∗ > 0 with
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corresponding eigenvalues 0 < λ1 ≤ λ2 ≤ λ3.... ≤ λk ≤ ... We call a set
M ⊂ X a cylindrical set iff:
M = {x ∈ X; [(x, e1), (x, e2), ...(x, er)] ∈ F}
for some Borel F ⊂ Rr, and some integer r. We define the measure w as
follows:
w(M) = (2π)−
r
2
r∏
j=1
λ
1
2
j
∫
F
e−
1
2
∑r
j=1 λjy
2
j dy. (2.3)
One can easily verify that the class A of all cylindrical sets is an algebra
on which the function w is additive. The function w is called the centered
Gaussian measure on X with the correlation operator S−1.
Definition 2.1. The measure w is called a countably additive measure on
an algebra A if limn→+∞(An) = 0 for any An ∈ A(n = 1, 2, 3...) for which
A1 ⊃ A2 ⊃ A3 ⊃ ..... ⊃ An ⊃ ... and
⋂∞
n=1An = φ
Now we give the following Lemma:
Lemma 2.1. The measure w is countably additive on the algebra A iff S−1
is an operator of trace class, i.e iff
∑+∞
k=1 λ
−1
k < +∞.
Now we present some definitions related to invariant measure :
Definition 2.2. Let M be a complete separable metric space and let a func-
tion h : R ×M 7−→M for any fixed t be a homeomorphism of the space M
into itself satisfying the properties:
(1) h(0, x) = x for any x ∈M .
(2) h(t, h(τ, x)) = h(t+ τ, x) for any t, τ ∈ R and x ∈M .
Then, we call the function h a dynamical system with the space M . If µ is
a Borel measure defined on the phase space M and µ(Ω) = µ(h(Ω, t))for an
arbitrary Borel set Ω ⊂ M and for all t ∈ R, then it is called an invariant
measure for the dynamical system h.
Definition 2.3. A random complex variable Z is a measurable function
from a probability space (Ω, F, P ). to C, i.e. it is a function
Z : Ω→ C
such that for every Borel set B ⊂ C,
Z−1(B) = {X ∈ B} := {w ∈ Ω : Z(w) ∈ B} ∈ F.
Definition 2.4. Let Z be a random variable, we define the measure on Borel
sets by
µZ(B) = P{Z ∈ B} = P [Z−1(B)].
This measure is called the distribution of the random variable Z.
Definition 2.5. Let Z be a random variable, then Z is called standard
Gaussian radom variable on a probability space (Ω, F, P ) if his probability
desnsity function equals to
1
2π
e−
|z|2
2 .
Let us now state our results:
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Theorem 2.1. Assume the mean 0 condition on u0. Let p = 2
+ and s > −12
(sp < −1). Then, (1.1) is locally well-posed in bˆsp,∞.
To prove This theorem, we can approximate the equation to the following
problem: {
∂tu
m − umxxx + ∂−1x um + Pm(umumx ) = 0,
um(0, x) = Pmu0(x).
(2.4)
Where Pm is the projection onto the frequencies |n| ≤ N and um = Pmu.
By Liouville’s theorem, the finite dimensional white noise
dµm = Cm exp(−1
2
∫
(um)2dx)Πx∈Tdu
m(x)
is invariant under of the flow of (2.4).
Theorem 2.2. Let {gn(w)}n be a sequence of independent standard complex
Gaussian random variables on a probability space (Ω, F, P ). Consider (1.1)
with initial data u0 =
∑
n 6=0 gn(w)e
inx with mean 0 condition, and g−n = gn.
Then, (1.1) is globally well-posed almost surely in w ∈ Ω. Moreover, the
measure Q defined in (1.2) is invariant under the flow.
3. White noise measure and abstract wiener spaces
In this section, we will construct an invariant measure related to the norm
L2. Let Q denote the mean zero Gaussian white noise on the circle, i.e Q is
the probability measure on distributions uwith
∫
T
u = 0 such that we have∫
ei<f,u>dQ(u) = e−
1
2
‖f‖2
L2
for all smooth mean 0 function f on T. More precisely, the measure Q is
defined such that the fourier transform Qˆ of Q∫
ei<f,u>dQ(u) = Qˆ(f) := e−
1
2
‖f‖2
L2 .
Note that by the conservation of the mean, it follows that the solution u(t)
of (1.1) has the spatial mean 0 for all t ∈ R as long as it exists.
Let u =
∑
ane
inx be a real-valued function on T with mean 0, i.e we have
a0 = 0 and a−n = an. Define QN on R
2N with the density
dQN =
exp(−12
∑N
n=1 |an|2)ΠNn=1dan∫
exp(−12
∑N
n=1 |an|2)ΠNn=1dan
. (3.1)
Next, define the white noise Q by
dQ =
exp(−12
∑
n>1 |an|2)Πn>1dan∫
exp(−12
∑
n>1 |an|2)Πn>1dan
. (3.2)
Let H˙s0 be the homogeneous Sobolev space restricted to the real-valued
mean 0 elements. Let < ., . >H˙s
0
denote the inner product in H˙s0 i.e <∑
cne
inx,
∑
dne
inx >H˙s
0
=
∑ | n |2s cndn.
Let Bs =
√−∆2s, then the weighted exponentials {| n |−s einx}n 6=0 are the
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eigenvectors of Bs with the eigenvalue | n |2s, forming an orthonormal basis
of H˙s0 . Note that
−1
2
< B−1φ, φ >H˙s
0
= −1
2
∑
| an |2 .
The right hand side is exactly the expression appearing in the exponent in
(3.2). By Lemma 2.1 Q is countably additive if and only if B is of trace
class, i.e
∑ | n |2s<∞.
Hence, supp(Q) ⊂ ⋂s<− 1
2
Hs is a natural space to work on, and it is
known (cf Zhidkov [14]) that the white noise Q is supported on
⋂
s<− 1
2
Hs.
Unfortunately, we cannot prove a local-in -time solution of (1.1) in Hs,
s < −12 (see [5]).
Then for this and Remark 3.2 also, following Oh [12], we propose to work
on a Besov-type space bˆsp,∞ defined via the norm
‖f‖bˆsp,∞ := ‖fˆ‖bsp,∞= supj ‖< n >
s fˆ(n)‖Lp
|n|∼2j
= sup
j
( ∑
|n|∼2j
< n >sp |fˆ(n)|p
) 1
p
.
By Hausdorff-Young’s inequality, we have bˆsp,∞ ⊃ Bsp′,∞ for p > 2, where
Bsp′,∞ is the usual Besov space with p
′ = pp−1 .
This space has many advantages, it contains the support of the white
noise for sp < −1.This follows from the theory of abstract Wiener spaces
(c.f Gross, Kuo).
Since bˆsp,∞ is not a Hilbert space, we need to go over the basic theory of
abstract Wiener spaces.
Remark 3.1. In view of the results in [5] , we can not hope to have a
local-time solution via the fixed point argument in Hs, s < −12 .
Remark 3.2. Note that the measure Q can be defined as probability distri-
bution for the following random variable
u : Ω× T 7−→ R(w, x) 7−→
∑
n
gn(w)e
inx,
where gn are independent standard complex Gaussian random variables.
By another way, remark that E(‖u‖2Hs) = E(
∑
n
|gn|2
|n|−2s
) .
∑
n
1
|n|−2s
< +∞,
iff s < −12 , but by Remark 3.1 we cannot work in this space. On the other
side E(‖u‖pbsp,∞) = E(
∑
n
|gn|p
|n|−ps
) .
∑
n
1
|n|−ps
< +∞, iff sp < −1. Indeed
for sp < −1 the map ∑n gn(w)einx defines a ( Gaussian ) measure on bsp,∞
, i.e the white measure Q.
3.1. Global existence in bˆsp,∞. Now we will prove the global existence
using the local existence (proved in section 6) and the invariance of the
white noise.
Remark 3.3. Note that by Liouville’s theorem, the Lebesgue measure ΠNn>1dan
is invariant under the flow of (2.4). Hence, the finite dimensional version
QN of Q is invariant under the flow of (2.4).
Using the invariance of QN , we have the following estimate on u
N
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Proposition 3.1. Given T > 0 and ǫ > 0, there exists ΩN ⊂ bˆsp,∞ with
Qn(Ω
c
N ) < ǫ such that for u
N
0 ∈ ΩN , (2.4) is well-posed on [−T, T ], with the
following growth:
‖ uN (t) ‖bˆsp,∞. (log
T
ǫ
)
1
2 , for | t |≤ T.
In proving Proposition 3.1, we need to assume the following estimate:
Lemma 3.1. There exists c > 0, independent of N , such that for sufficiently
large K > 0
QN ({‖ uN0 ‖bˆsp,∞> K}) < e
−cK2.
Proof. See [6].
Proof of proposition 3.1. Let SN (t) denote the flow map of (2.4), and
define
ΩN =
[T\δ]⋂
j=−[T\δ]
S
j
N (δ)({‖ uN0 ‖bˆsp,∞≤ K}).
By invariance of QN and δ ∼ K−α, we have
QN (Ω
c
N ) .
T
δ
QN ({‖ uN0 ‖bˆsp,∞> K}) ∼ TK
αe−cK
2
.
By choosing K ∼ (logTǫ )
1
2 , we have QN (Ω
c
N ) < ǫ. Moreover, by its con-
struction, ‖uN (jδ)‖bˆsp,∞ ≤ K for j = 0, ...,±[T \ δ]. By local theory, we
have
‖ uN (t) ‖bˆsp,∞≤ 2K ∼ (log
T
ǫ
)
1
2 for|t| ≤ T,
then ΩN has the desired property.
As a corollary to Proposition 3.1, one needs to prove the following state-
ments. a) For ǫ > 0, there exists Ωǫ ⊂ bˆsp,∞ with Q(Ωcǫ) < ǫ such that for
any u0 ∈ Ωǫ, (1.1) is globaly well-posed with the growth estimate:
‖ u(t) ‖bˆsp,∞.
(
log
1+ | t |
ǫ
) 1
2
, for all t ∈ R (3.3)
b) The uniform convergence lemma:
‖ u− uN ‖C([−T,T ];bˆsp,∞)−→ 0
as N −→ +∞ uniformly for u0 ∈ Ωǫ.
Note that (a) implies that the problem is globaly well posed, since ∪ǫ>0Ωǫ
has probability 1. We can prove (a) and (b) by estimating the difference
u−uN , using the linear and bilinear estimates and applying Proposition 3.1
to uN . Note that the nonlinearity of the difference equation is given by
R(t) = ∂xu
2(t)− PN (∂x(uN )2(t)).
Since PN
(
(PNu)
2
)
= (PN
2
u)2, we have
R(t) = ∂x(u
2 − (PN
2
u)2) + PN∂x
(
(PN
2
u)2 − u2
)
+ PN∂x(u
2 − (uN )2).
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After applying the nonlinear estimate, the first two terms can be made small
due to the factor u− PN
2
u, and the last term has the factor u− uN , which
we need to close the argument.
3.2. Abstract Wiener spaces. In section 2, we reviewed the Gaussian
measures in Hilbert spaces. However, bˆsp,∞ is not a Hilbert space, so we
briefly go over the basic theory of abstract Wiener spaces. Recall the fol-
lowing definitions from Kuo: Given a real separable Hilbert space H with
norm ‖.‖, let F denote the set of finite dimensional orthogonal projections
P of H. Then, define a cylinder set E by E = {x ∈ H : Px ∈ F} where
P ∈ F and F is a Borel subset of PH, and let R denote the collection of
such cylinder sets. Note that R is a field but not a σ-field. Then, the Gauss
measure µ on H is defined by
µ(E) = (2π)−
n
2
∫
F
e−
‖x‖
2 dx
for E ∈ R, where n = dimPH and dx is the Lebesgue measure on PH. It is
known that is finitely additive but not countably additive in R. A seminorm
|||.||| in H is called measurable if for every ǫ > 0, there exists Pǫ ∈ F such
that
µ(|||Px||| > ǫ) < ǫ
for P ∈ F orthogonal to Pǫ . Any measurable seminorm is weaker than the
norm of H, and H is not complete with respect to|||.||| unless H is finite
dimensional. Let B be the completion of H with respect to |||.||| and denote
by i the inclusion map of H into B. The triple (i,H,B) is called an abstract
Wiener space.
Now, regarding y ∈ B as an element of H∗ ≡ H by restriction, we embed
B∗ in H. Define the extension of µ onto B (which we still denote by µ) as
follows. For a Borel set F ⊂ Rn , set
µ({x ∈ B : ((x, y1), ..., (x, yn)) ∈ F}) := µ({x ∈ H :< x, y1 >H , , < x, yn >H) ∈ F})
where yj ’s are in B
∗ and (., .) denote the natural pairing between B and B∗.
Let RB denote the collection of cylinder sets {x ∈ B : ((x, y1), ..., (x, yn)) ∈
F} in B. Note that the pair (B,µ) is often referred to as an abstract Wiener
space as well.
Theorem 3.1. (Gross [10]). The measure Q defined in (3.2) is countably
additive in the σ-field generated by RB.
From now, let H = L2(T) and B = bˆsp,∞(T) for sp < −1.
Proposition 3.2. The semi norm ‖.‖bˆsp,∞ is measurable for sp < −1.
Hence, (i,H,B) = (i, L2, bˆsp,∞) is an abstract Wiener space, and Q defined
in (3.2) is countably additive in bˆsp,∞ . We present the proof of Proposition
3.2 at the end of this subsection. For our application, we can choose s and
p such that sp < −1. Note that follows from the proof that (i, L2, bˆsp,∞) is
an abstract Wiener space for sp < −1.
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Theorem 3.2. Let (i,H,B) be a Wiener space. Then, there exists c >
0 such that
∫
B e
c‖x‖2
BQ(dx) < ∞. Hence, there exists A > 0such that
Q(‖x‖B > K) ≤ eAK2 for sufficiently large A > 0.
Proof. See Theorem 3.1 in [8].
To prove Proposition 3.2, we need the followings lemma:
Lemma 3.2. (Lemma 4.7 in [11]) Let φ =
∑
n gne
inx, where (gn)
∞
n=1 is a se-
quence of independent standard complex-valued Gaussian random variables.
Then, for M dyadic and δ > 0, we have
lim
M−→∞
M1−δ
max|n|∼M |gn|2∑
|n|∼M |gn|2
= 0, a.s.
Now, we present a large deviation lemma,. This can be proved by a direct
computation using the polar coordinate . See [2].
Lemma 3.3. Let M be a dyadic, and R = R(M) ≥ M 12+. Then, there
exists c such that
Pw
[( ∑
n∼M
|gn(w)|2
) 1
2
≥ R
]
≤ e−cR2
for all dyadic M (i.e c independent of M). Moreover, this is essentially
sharp in the sense that the estimation can not hold if R ≤M 12 .
Proof of Proposition 3.2: Let ǫ > 0, it suffices to show that for given
ǫ > 0, there exists large M0 such that
Q
(
‖P>M0φ‖bˆsp,∞ > ǫ
)
< ǫ,
where P>M0 is the projection onto the frequencies |n| > M0. By Egoroff’s
theorem ( cited in Section 2), there exists a set E such that Q(Ec) < 12ǫ.
Fix K > 1 and δ ∈ (0, 12), then by Lemma 3.2 there exists M0 large enough
such that
‖{gn(w)}|n|∼M‖L∞n
‖{gn(w)}|n|∼M‖L2n
≤M1−δ, (3.4)
for all w ∈ E and dyadic M > M0.
The basic idea of the following argument is due to Bourgain’s dyadic pigeon-
hole principle in [2]. Let {σj}j≥1 be a sequence of positive numbers such
that
∑
σj = 1, and let Mj =M02
j . Note that σj = C2
−λj = CMλ0M
−λ
j for
some small λ > 0 ( to be determined later). Then, we have
Q
(
‖P>M0φ‖bˆsp,∞ > ǫ
)
≤ Q
(
‖{gn}|n|>M0‖bˆsp,1 > ǫ
)
≤
∞∑
j=0
Q(‖{< n >s gn}|n|∼Mj‖Lpn > σjǫ
)
, (3.5)
where bˆsp,1 is as bˆ
s
p,∞ with the l
∞ norm over the dyadic blocks replaced by
the l1 sum.
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By interpolation and (3.4), we have
‖{< n >s gn}|n|∼Mj‖Lpn ∼M sj ‖{gn}|n|∼Mj‖Lpn ≤M sj ‖{gn}|n|∼Mj‖
2
p
L2n
‖{gn}|n|∼Mj‖
p−2
p
L∞n
≤M sj ‖{gn}|n|∼Mj‖L2n
( ‖gn(w)|n|∼M‖L∞n
‖{gn(w)}|n|∼M‖L2n
)p−2
p
≤M s−δ
p−2
p
j ‖{gn}|n|∼Mj‖L2n
(3.6)
a.s thus, if ‖{< n >s gn}|n|∼Mj‖Lpn > σjǫ, we obtain that ‖{gn}|n|∼Mj‖L2n &
Rj where Rj := σjǫM
−s+δ p−2
p
j . For p = 2 + 2θ, we have −s + δ p−2p =
−sp+2δθ
2+2θ >
1
2 by taking δ sufficiently close to
1
2 since −sp > 1. By tak-
ing λ > 0 sufficiently small, Rj = σjǫM
−s+δ p−2
p
j = CǫM
λ
0M
−s+δ p−2
p
−λ
j &
CǫMλ0M
1
2
+
j . Then, by Lemma 3.3, we have
Q
(
‖P>M0φ‖bˆsp,∞ > ǫ
)
≤
∞∑
j
e−C
2M1+2λ
0
+2j+ǫ2 ≤ 1
2
ǫ, (3.7)
by choosing M0 sufficiently large.
Proof of Theorem 2.2:
By the invariance of QN and the uniform convergence of u
N to u, we
obtain the invariance of Q
4. Local well-Posedness in bˆsp,∞
In this section, we prove Theorem 2.1 via the fixed point argument. We
go over the previous local well-posedness theory of Ostrovsky equation to
motivate the definition of the Bourgain spaceW s,bp with the weight, adjusted
to bˆsp,∞ .
We have proved that for n = n1 + n2 :
σ(τ, τ1, n, n1) = max{| τ+m(n) |, | τ1+m(n1) |, | τ−τ1+m(n−n1) |} &| nn1n2 | .
Recall that this estimates implies that:
| n |s+1| n1(n− n1) |−s
< τ +m(n) >
1
2< τ1 +m(n1) >
1
2< τ − τ1 +m(n2) > 12
.
| n |< n >s
< n1 >s< n2 >s
1
σ
1
2
. 1
(4.1)
for s ≥ −12 . Note that (4.1) is optimal, for example, when < τ +m(n) >∼<
3nn1n2 > and < τj +m(nj) >≪< 3nn1n2 >0+ . To exploit this along with
the fact the free solution concentrates on the curve {τ = n3− 1n}, we define
the weight v(n, τ) by :
v(n, τ) = 1 +
∑
k 6=0
min(< k >,< n− k >)δ1Ak ,
where
Ak = {(n, τ) :| n |≥ 1, < τ − n3 + 1
n
+ 3n(n− k)k >≪< n > 1100 },
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and δ = 0+ (to be determined later).
Note that, for fixed n and τ , there are at most two values of k such that
|(n− k)k + τ−n
3+ 1
n
3n | ≪< n >−1+
1
100 .
It follows from the definition that v(n, τ) . max(1, (
<τ−n3+ 1
n
<n> )
0+) ≤< τ −
n3 + 1n >
0+ .
Now, define the Bourgain space W s,bp with the weignt v via the norm:
‖ u ‖
W s,bp
=‖ uˆ ‖
Wˆ s,bp
:=‖ vuˆ ‖
Xˆs,bp
+ ‖ uˆ ‖
Yˆ
s,b− 1
2
p
,
where
‖ f ‖
Xˆs,bp
:= sup
j
‖< n >s< τ − n3 + 1
n
>b f(n, τ) ‖Lp
|n|∼2j
Lpτ
and
‖ f ‖
Yˆ s,bp
:= sup
j
‖< n >s< τ − n3 + 1
n
>b f(n, τ) ‖Lp
|n|∼2j
L1τ
.
For our paper, we set b = 12 . Note that Yˆ
s,0
p is introduced so that we have
W
s, 1
2
p (T× [−T, T ]) ⊂ C([−T, T ]; bˆsp,∞(T)).
4.1. Linear Estimates. Let S(t) the free evolution of Equation 1.1 and
η(t) be a smooth cutoff such that η(t) = 1 on [−13 ,+13 ] and =0 for |t| ≥ 1.
Lemma 4.1. For any s ∈ R, we have ‖ ηS(t)u0 ‖
W
s,1
2
p
.‖ u0 ‖bˆsp,∞ .
Proof. : Recall that v(n, τ) .< τ−n3+ 1n >0
+
. Noting that ˆ(η(t)S(t)u0)(n, τ) =
ηˆ(τ −m(n))uˆ0(n), we have
‖ η(t)S(t)u0 ‖
W
s, 1
2
p
≤ sup
j
‖< n >s< τ − n3 + 1
n
>
1
2
+
ηˆ(τ −m(n)) ‖Lpτ | uˆ0(n) |‖Lp
|n|∼2j
+ sup
j
‖< n >s‖ ηˆ(τ − n3 + 1
n
) ‖L1τ | uˆ0(n) |‖Lp|n|∼2j≤ Cη ‖ u0 ‖bˆsp,∞ ,
where Cη =‖< τ > 12
+
ηˆ(τ) ‖Lpτ + ‖ ηˆ ‖L1<∞.
Now, we estimate the Duhamel term. By the standard computation, we
have∫ t
0
S(t− t′)dt′ = −i
∞∑
k=1
iktk
k!
∑
n 6=0
ei(nx+m(n)t)
∫
η(λ−m(n))Fˆ (n, λ)dλ
+ i
∑
n 6=0
einx
∫
(1− η)(λ−m(n))
λ−m(n) e
iλtFˆ (n, λ)dλ
+ i
∑
n 6=0
ei(nx+m(n)t)
∫
(1− η)(λ −m(n))
λ−m(n) e
iλtFˆ (n, λ)dλ
=: F1 + F2 + F3.
Lemma 4.2. For any s ∈ R, we have
‖ η(t)F1 ‖
W
s, 1
2
p
, ‖ η(t)F2 ‖
W
s, 1
2
p
, ‖ η(t)F3 ‖
W
s,1
2
p
.‖ η(t)F ‖
W
s,− 1
2
p
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Proof. See [3].
4.2. Bilinear estimate. In this part, we will treat the bilinear term ∂x(uv)
and we have the following one:
Proposition 4.1. Let u1 and u2 have the spatial means 0 for all t in R.
Then, there exist s = −12+, p > 2 with sp < −1, and θ > 0 such that
‖ η2T∂x(u1u2) ‖
W
s,− 1
2
p
. T θ ‖ u1 ‖
W
s, 1
2
p
‖ u2 ‖
W
s, 1
2
p
. (4.2)
To prove this Proposition, we need the followings lemmas:
Lemma 4.3. (Ginibre-Tsutsumi-Velo [7]) Let 0 ≤ α ≤ β and α + β > 12 .
Then, we have ∫
< τ >−2α< τ − a >−2β dτ . < a >−γ ,
where γ = 2α− [1− 2β]+ with [x]+ = x if x > 0, = ǫ > 0 if x = 0, and = 0
if x < 0.
Lemma 4.4. For l1 + 2l2 > 1 with l1, l2 > 0, there exists c > 0 such that
for all n 6= 0 and λ ∈ R, we have∑
n1 6=0,n
1
< n1 >l1< λ+ n1(n − n1) >l2 ≤ c. (4.3)
Proof. : If l1 > 1, then (4.3) is clear. If l2 >
1
2 , let α1, α2 the roots of the
polynomial
λ+ n1(n− n1) = 0.
There are at most 10 n′1s such that | n1 − α |≤ 2 or | n1 − β |≤ 2. The
remaining n′1s satisfy
(1+ | (n1 − α)(n1 − β) |) > 1
2
(1+ | n1 + α |)(1+ | n1 + β |).
Now we have
(4.3) .
∑
n1
1
< λ+ n1(n− n1) >l2 =
∑
n1
1(
1+ | (n1 − α)(n1 − β) |)
)l2
.
∑
n1
1
(1+ | n1 + α |)(1+ | n1 + β |)l2 .
Hence, appying the Cauchy-Schwarz inequality we obtain the desired result.
Now assume that l1 ∈ (0, 1] and l2 ∈ (0, 12 ], since l1 + 2l2 > 1, there exists
ǫ > 0 such that l1 + 2l2 − 3ǫ > 1.
If Pn,τ (n1) := τ+n1(n−n1) has two real roots, i.e Pn,τ (n1) = −(n1−r1)(n1−
r2), then there are at most 6 values of n1 such that | n1 − rj |≤ 1. For the
remaining values of n1, we have < Pn,τ (n1) >>
1
4
∏2
j=1 < n1 − rj >. Then,
(4.3) follows from Holder inequality with p = (l1 − ǫ)−1 and q = (l2 − ǫ)−1,
we have
LHS of (4.3) .
(∑
n1
< n1 >
−pl1
) 1
p
2∏
j=1
(∑
n1
< (n1 − rj >−ql2
)1
q
<∞
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since pl1 > 1 and ql2 > 1.
If Pn,τ (n1) has only one or no real root, then we have |Pn,τ (n1)| > (n1− 12n)2
for all n1 ∈ Z. Then, by Holder inequality with p = (l1 − ǫ)−1 and q =
(2l2 − 2ǫ)−1, we have
LHS of (4.3) ≤
(∑
n1
< n1 >
−pl1
) 1
p
(
∑
n1
< (n1 − 1
2
n)2 >−ql2
) 1
q
<∞
since pl1 > 1 and 2ql2 =
l2
l2−ǫ
> 1.
Lemma 4.5. Let O(n) = {ς ∈ R : ς = −3nn1n2 + o(< nn1n2 > 1100
), for some n1 ∈ Z with n = n1 + n2}, then∫
< τ − n3 + 1
n
>−ζ 1O(n)(τ − n3 +
1
n
)dτ . 1, ζ = 1− .
Proof. : Let
K(n) = {ς ∈ R, |ς| ∼M, ς = −3n1n2n+O(< nn1n2 >
1
100 },
where M ≥ 1 is a dyadic number.
We will prove that the measure of K(n) ≤ M1−o, for some o small. The
hypotheses are symmetric in n1, n2 so we may assume |n1| ≥ |n2|. First
suppose that |n1| ≤ |n|.
Since n1, n2 ∈ Z and |n1n2n| . |n|3 we conclude that |n| . |ς| . |n|3.
Suppose |ς| ∼ M and |n| ∼ N(dyadic). We have that M ∼ Np for some
p ∈ [1, 3], then |n1n2| ∼ M1−
1
p . We make the crude observation that there
are at most M
1− 1
p multiplies M
1
p in the dyadic block {|ς| ∼ M}. Hence,
the set of possible ς = −3nn1n2 + o(< nn1n2 > 1100 ) must lie inside a union
of M
1− 1
p intervals of size M
1
100 , each of which contains an integer multiple
of n. We have then that
|K(n)| < M1− 1pM 1100 . M 34 .
In case |n| ≤ |n1|, we must have |n1| . |ς| . |n1|3 so, if |n1| ∼ N1(dyadic),
we must have M ∼ Np1 for some p ∈ [1, 3] and we can repeat the argument
presented above.
Now by a changement of variables∫
< τ − n3 + 1n >−ζ 1O(n)(τ − n3 + 1n)dτ =
∫
< z >−ζ 1O(n)(z)dz =∑
Mdyadic
∫
|z|∼M
< z >−ζ 1O(n)(z)dz ≤
∑
Mdyadic
M−1M1−o . 1.
Proof of Proposition 4.2: First, we prove
‖ ∂x(u1u2) ‖
W
s,−1
2
p
.‖ u1 ‖
W
s, 1
2
p
‖ u2 ‖
W
s, 1
2
p
, (4.4)
i.e. we first prove Prop 4.2 with no gain of T . Then, it suffices to show
‖ H(u1, u2)(n, τ) ‖
Wˆ
s,− 1
2
p
. ‖u1‖b0p,∞Lpτ ‖u2‖b0p,∞Lpτ , (4.5)
where H(., .) is defined by
H(u1, u2)(n, τ) =
1
2π
∑
n1+n2=n
|n| < n >s
< n1 >s< n2 >s
∫
τ1+τ2=τ
f(n1, τ1)g(n2, τ2)dτ1∏2
j=1w(nj , τj) < τj − n3j + 1nj >
1
2
.
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Let σ(τ, τ1, n, n1) = max{| τ+m(n) |, | τ1+m(n1) |, | τ−τ1+m(n−n1) |},
then by Lemma ?? , we have σ &| nn1n2 |.
Part 1. First, we consider the Xˆ
0,− 1
2
p part of the Wˆ
0,− 1
2
p
Case (1): σ =| τ + m(n) |. Suppose that | n1 |≥| n2 |. For fixed n 6= 0
and τ , let λ =
τ−n3+ 1
n
3n and define Bn,τ = {n1 ∈ Z :| n1 − rj |≥ 1, j =
1, 2rj is a real root of pn,λ(n1) := λ+n1(n−n1), or rj = 12n if no real root}
On Bcn,τ we have
|n| < n >s
< n1 >s< n2 >s σ
1
2
.
1
| n2 | 12+s
.
By lemma 4.3 we have Note that for fixed n and τ there are at most four
values of n1 ∈ Bcn,τ , i.e. the summation over n1 can be replace by the Lpn1
norm. Then, by Ho¨lder inequality, we have
LHS of (4.5) . sup
j
‖
∑
n1+n2=n
w(n, τ)
< n2 >
1
2
+s
∫
τ1+τ2=τ
f(n1, τ1)g(n2, τ2)dτ1∏2
j=1 < τj − n3j + 1nj >
1
2
‖Lp
|n|∼2j
Lpτ
. sup
j
‖ w(n, τ)
< n2 >
1
2
+s
‖f(n1, )‖Lpτ ‖g(n2, )‖Lpτ ‖Lp
|n|∼2j
Lpn1
.
Note that w(n, τ) .< n2 >
δ since |n1| ≥ |n2|.
If |n1| ≫ |n2| and |n| ∼ 2j , then we have |n1| ∼ 2k where | k − j |≤ 5.
LHS of (4.5) . sup
( ∑
|k−j|≤5
∑
|n1|∼2k
∑
l
∑
|n2|∼2l
< n2 >
(− 1
2
−s+δ)p ‖f(n1, )‖pLpτ ‖g(n2, )‖
p
Lpτ
) 1
p
.
∑
l
2(−
1
2
−s+δ)pl sup
k
‖ f ‖Lp
|n|∼2K
Lpτ sup
l
‖ g ‖Lp
|n|∼2l
Lpτ. ‖f‖b0p,∞Lpτ ‖g‖b0p,∞Lpτ
by taking δ > 0 suifficiently small that −12 − s+ δ < 0. Similarly, if | n1 |∼|
n2 | and | n2 |∼ 2l, then we have | n1 |∼ 2k where | k − l |≤ 5,
LHS of (4.5) .
( ∑
|k−l|≤5
∑
|n1|∼2k
∑
l
∑
|n2|∼2l
< n2 >
(− 1
2
−s+δ)p ‖f(n1, )‖pLpτ ‖g(n2, )‖
p
Lpτ
) 1
p
.
∑
l
2(−
1
2
−s+δ)pl sup
k
‖ f ‖Lp
|n|∼2K
Lpτ sup
l
‖ g ‖Lp
|n|∼2l
Lpτ. ‖f‖b0p,∞Lpτ ‖g‖b0p,∞Lpτ .
Now on Bn,τ we have < τ −m(n) >&< n >< λ+n1(n− n1) >. Also recall
that w(n, τ) .< τ −m(n) >0+.
Moreover, < τ−m(n) >0+. max(< n >,< n2 >,< τ−m(n)+3nn1n2 >)0+
then we have
w(n, τ) . (< n2 >< τ −m(n) + 3nn1n2 >)0+ . (4.6)
By applying Ho¨lder inequality and proceeding as before, we obtain:
LHS of (4.5) . M supj ‖< n2 >0− ‖f(n1, )‖Lpτ ‖g(n2, )‖Lpτ ‖Lp
|n|∼2j
Lpn1
.
M‖f‖b0p,∞Lpτ ‖g‖b0p,∞Lpτ , where
M = sup
n,τ
‖ w(n, τ)
< n2 >
1
2
+s−< τ −m(n) + 3nn1n2 >1−
1
p′
‖
Lp
′
n1
.
14 DARWICH MOHAMAD.
Is suffice now to show that M <∞, by (4.6) and Lemma 4.4, we have
Mp
′
. sup
n,τ
1
< n >p
′−1−
∑
n2
1
< n2 >
( 1
2
+s−)p′< λ+ n1(n− n1) >p′−1−
<∞,
since (12 + s−)p′ + 2(p′ − 1) > 1 for p = 2+ < 4 ans sp = −1−.
Now, assume σ =< τ2 −m(n2) > (By symmetry this takes care of the case
when σ =< τ1 −m(n1) >). Note that we have w(n, τ) .< τ −m(n) >0+.
Thus for this case by duality it suffices to show that:
∑
l
‖
∑
n
|n| < n >s
< n1 >s< n2 >s
1
w(n2, τ2) < τ2 −m(n2) > 12
×
∫
f(n1, τ1)h(n, τ)dτ
< τ1 − n31 + 1n1 >
1
2< τ − n3 + 1n >
1
2
−
‖
Lp
′
|n2|∼2
l
Lpτ2
. sup
k
‖f‖Lp
|n1|∼2
k
Lpτ1
∑
j
‖h‖
Lp
′
τ L
p′
|n|∼2j
. (4.7)
For fixed n2 6= 0 and τ2, let λ =
τ2−n32+
1
n2
3n2
and define
Bn2,τ2 = {n1 ∈ Z :| n − rj |≥ 1, j = 1, 2rj is a real root of pn2,λ(n1) :=
λ+ n(n2 − n), or rj = 12n2 if no real root}
Case (2): σ =< τ2 +m(n2) > and | n1 |&| n2 |.
Subcase (2.a):On Bcn2,τ2
First, suppose < τ2−n32+ 1n2 − 3nn1n2 >&< n2 >
1
100 . Thus by Lemma 4.3,
we have :
‖< τ1−m(n1) >−
1
2
+α< τ1−m(n) >−
1
2 ‖Lpτ.< τ2−n32+
1
n2
−3nn1n2 >−
1
2
+α+.< n2 >
− 1
100
( 1
2
−α)+
(4.8)
for α > 0. Then by Ho¨lder inequality in τ followed by Young and Ho¨lder
inequalities, we have
‖
∫
f(n1, τ1)h(n, τ)dτ
< τ1 − n31 + 1n1 >
1
2< τ − n3 + 1n >
1
2
−
‖Lp
τ2
.< n2 >
− 1
100
( 1
2
−α)+ ‖ f(n1, τ1)
< τ1 − n31 + 1n1 >α
h(n, τ)‖
Lp
′
τ2,τ
≤< n2 >−
1
100
( 1
2
−α)+ ‖ < τ1 − n31 +
1
n1
>−α ‖
L
p
p−2
τ1
‖f(n1, )‖Lpτ1‖h(n, )‖Lp′τ
for fixed n and n1. By choosing α >
p−2
p = 0+, we obtain
‖ < τ1 − n31 + 1n1 >−α ‖L
p
p−2
τ1
< C <∞, independently of n1.
Note that if |n| ∼ 2j and | n2 |∼ 2l, theen we have | n1 |∼ 2k where
| k − j |≤ 5 or | k − l |≤ 5 since n = n1 + n2 and | n1 |>| n2 |. For fixed n2
and τ2 there are at most four values of n ∈ Bcn2,τ2 i.e the summation over n
can be replace by the Lp
′
n norm.
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By Ho¨lder inequality in n2 after switching the order of summations,
LHS of (4.5) .
∑
l
∥∥∥< n2 >− 12−s− 1100 ( 12−α)+ ‖f(n1, )‖Lpτ1 ‖h(n, )‖L′pτ
∥∥∥
L
p′
|n2|∼2
l
Lp
′
τ(∑
l
(2l)0−
)
sup
l
(∑
j
∑
|n|∼2j
∥∥∥< n2 >− 12−s− 1100 ( 12−α)+
∥∥∥p′
L
p
p−2
n2
× ‖f(n− n2, )‖p
′
Lp
|n2|∼2
l
Lpτ1
‖h(n, )‖p′
Lp
′
τ
) 1
p′
. K ‖f‖b0p,∞Lpτ ‖h‖b0
p′,1
Lp
′
τ
, (4.9)
where K =
∥∥∥< n2 >− 12−s− 1100 ( 12−α)+
∥∥∥
L
p
p−2
n2
<∞(for p < 2−
1+ 1
100
+
). Note that
we did not make use of w(n2, τ2) in this case.
Now, suppose < τ2 − n32 + 1n2 − 3nn1n2 >≪< n2 >
1
100 , then we have
w(n2, τ2) ∼< n >δ since |n1| ≥ |n2| implies |n| . |n1|.If |n2| . |n|100,
then w(n2, τ2) ≥< n2 > δ100 . Otherwise, we have |n|100 . |n1|, then we have
|n| < n >s
< n1 >s< n2 >s
1
σ
1
2
.
1
< n1 >
( 1
2
+s) 99
100< n2 >
1
2
+s
.
1
< n2 >
1
2
+s+ǫ
,
for some ǫ > 0. Hence, we obtain a small power of < n2 > in either case.
Subcase (2.b): On Bn2,τ2 . In this case we have
< n2 ><
τ2 − n32 + 1n2
3n2
+ n(n2 − n) >.< τ2 − n32 +
1
n2
− 3nn1n2 > .
Then with Holder inequality, we have
∫
f(n1, τ1)h(n, τ)dτ
< τ1 − n31 + 1n1 >
1
2< τ − n3 + 1n >
1
2
−
.< n2 >
− 1
2
+α+<
τ2 − n32 + 1n2
3n2
+ n(n2 − n) >−
1
2
+α+
×
∥∥∥∥∥
f(n1, τ1)
< τ1 − n31 + 1n1 >α
h(n, τ)
∥∥∥∥∥
Lp
′
τ
for fixed n, n2,and τ2.
Note that in this case we have:
|n| < n >s
< n1 >s< n2 >s
1
σ
1
2
.
1
< n2 >
1
2
+s
.
Now by Holder inequality in n and τ1, we obtain that:
LHS of (4.5) .
∑
l
(2l)0−K1
∥∥∥∥∥∥< n2 >
−1+α−s+
∥∥∥∥∥
f(n1, τ1)
< τ1 − n31 + 1n1 >α
h(n, τ)
∥∥∥∥∥
Lp
′
τ2,τ
∥∥∥∥∥∥
Lp
′
|n2|∼2
l
Lp
′
n
. sup
l
K1
∥∥∥∥∥< n2 >−1+α−s+
∥∥∥∥< τ1 − n31 + 1n1 >
−α
∥∥∥∥
L
p
p−2
τ1
‖f(n1, )‖Lpτ1 ‖h(n, )‖Lp′τ
∥∥∥∥∥
Lp
′
|n2|∼2
l
Lp
′
n
,
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whereK1 = supn2,τ2
∥∥∥∥< τ2−n
3
2
+ 1
n2
3n2
+ n(n2 − n) >− 12+α+
∥∥∥∥
Lpn
<∞ from Lemma
4.4. We also have
∥∥∥< τ1 − n31 + 1n1 >−α
∥∥∥
L
p
p−2
τ1
< ∞, independently of n1 as
before.
Note that if |n| ∼ 2j and |n2| ∼ 2lthen we have |n1| ∼ 2k where | k − j |≤ 5
or | k− l |≤ 5 since n = n1+n2 and |n2| . |n1|. Then, by Holder inequality
in n2, we have
LHS of (4.5) . K2 sup
l
(∑
j
∑
|n|∼2j
‖f(n1, )‖p
′
Lp
|n1|∼2
k
‖h(n, )‖p′
Lp
′
τ
) 1
p′
. K2 ‖f‖b0p,∞Lpτ ‖h‖b0p′,1Lp′τ ,
where K2 =
∥∥< n2 >−1+α−s+∥∥
L
p
p−2
n2
<∞ since (1− α+ s) pp−2 > 1.
Case(3):σ =< τ2 − n32 + 1n2 > and | n1 |≪| n2 |=⇒| n1 |≪| n2 |∼| n |.
In this case, we have:
|n| < n >s
< n1 >s< n2 >s
1
σ
1
2
.
1
< n1 >
1
2
+s
. (4.10)
Subcase (3.a): On Bcn2,τ2 .
If < τ2 − n32 + 1n2 − 3nn1n2 >&< n2 >
1
100 , then we have < τ2 − n32 + 1n2 −
3nn1n2 >≫< n1 > 1100 . As in Subcase (2.a) we have:
‖< τ1−m(n1) >−
1
2
+α< τ1−m(n) >−
1
2 ‖Lpτ.< τ2−n32+
1
n2
−3nn1n2 >−
1
2
+α+.< n1 >
− 1
100
( 1
2
−α)+
(4.11)
and
‖
∫
f(n1, τ1)h(n, τ)dτ
< τ1 − n31 + 1n1 >
1
2< τ − n3 + 1n >
1
2
−
‖Lp
τ2
.< n1 >
− 1
100
( 1
2
−α)+ ‖ f(n1, τ1)
< τ1 − n31 + 1n1 >α
h(n, τ)‖
Lp
′
τ2,τ
≤< n1 >−
1
100
( 1
2
−α)+ ‖ < τ1 − n31 +
1
n1
>−α ‖
L
p
p−2
τ1
‖f(n1, )‖Lpτ1‖h(n, )‖Lp′τ .
Note that if |n2| ∼ 2l then we have | n1 |∼ 2k and | n |∼ 2j where k = 0, ..., l
| j − l |≤ 5, then by Holder inequality
LHS of (4.5) .
∑
k
∥∥∥< n1 >− 12−s− 1100 ( 12−α)+ ‖f(n1, )‖Lpτ1 ‖h(n, )‖L′pτ
∥∥∥
L
p′
|n1|∼2
k
Lp
′
τ(∑
k
(2k)0−
)
sup
l
(∑
j
∑
|n|∼2j
∥∥∥< n1 >− 12−s− 1100 ( 12−α)+
∥∥∥p′
L
p
p−2
n1
× ‖f(n− n2, )‖p
′
Lp
|n1|∼2
k
Lpτ1
‖h(n, )‖p′
Lp
′
τ
) 1
p′
. K3 ‖f‖b0p,∞Lpτ ‖h‖b0
p′,1
Lp
′
τ
, (4.12)
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where K3 =
∥∥∥< n1 >− 12−s− 1100 ( 12−α)+
∥∥∥
L
p
p−2
n1
<∞(for p < 2−
1+ 1
100
+
).
Now, suppose < τ2 − n32 + 1n2 − 3nn1n2 >≪< n2 >
1
100 , then we have
w(n2, τ2) ∼< n1 >δ since |n1| ≪ |n|. This extra gain of < n1 >δ in the
denominateur of (4.5) lets us proceed as before.
Subcase (3.b): On Bn2,τ2 . In this case
< n2 ><
τ2 − n32 + 1n2
3n2
+ n(n2 − n) >.< τ2 − n32 +
1
n2
− 3nn1n2 > .
Now, we have
∫
f(n1, τ1)h(n, τ)dτ
< τ1 − n31 + 1n1 >
1
2< τ − n3 + 1n >
1
2
−
.< n2 >
− 1
2
+α+<
τ2 − n32 + 1n2
3n2
+ n(n2 − n) >−
1
2
+α+
×
∥∥∥∥∥
f(n1, τ1)
< τ1 − n31 + 1n1 >α
h(n, τ)
∥∥∥∥∥
Lp
′
τ
then using (4.10) we obtain
LHS of (4.5) . K2 sup
l
(∑
j
∑
|n|∼2j
‖f(n1, )‖p
′
Lp
|n1|∼2
k
‖h(n, )‖p′
Lp
′
τ
) 1
p′
. K2 ‖f‖b0p,∞Lpτ ‖h‖b0
p′,1
Lp
′
τ
.
Part 2. Now we consider the Yˆ 0,−1p part of the Wˆ
0,− 1
2
p norm. Define the
bilinear operator Hθ,b(, ) by
Hθ,b(f, g)(n, τ) =
1
2π
∑
n1+n2=n
1
< τ −m(n) >θ
|n| < n >s
< n1 >s< n2 >s
×
∫
τ1+τ2=τ
f(n1, τ1)g(n2, τ2)dτ1∏2
j=1w(nj , τj) < τj −m(nj) >b
.
If σ =< τ1 − m(n1) > or < τ2 − m(n2) >, then by Holder inequality, we
have
LHS of (4.2) = sup
j
‖H−1, 1
2
(f, g)(n, τ)‖Lp
|n|∼2j
L1τ
≤ sup
j
‖‖ < τ −m(n) >− 12−ǫ ‖
Lp
′
τ
‖H− 1
2
+ǫ, 1
2
(f, g)(n, τ)‖Lpτ ‖Lp
|n|∼2j
. sup
j
‖H− 1
2
+ǫ, 1
2
(f, g)(n, τ)‖Lp
|n|∼2j
Lpτ ,
where we choose ǫ > 0 such that (12 + ǫ)p
′ > 1. Then the proof reduces to
Cases (2) and (3), where < τ −m(n) > 12 is replaced by < τ −m(n) > 12−ǫ.
Note that this does not affect the argument in Cases (2) and (3).
Now, assume σ =< τ −m(n) >. If max(< τ1 −m(n1) >,< τ2 −m(n2) >
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) &< τ −m(n) > 1100 , then By Holder inequality, we have
LHS of (4.2) ≤ sup
j
‖‖ < τ −m(n) >− 12−ǫ‖
Lp
′
τ
‖H− 1
2
, 1
2
−100ǫ(f, g)(n, τ)‖Lpτ ‖Lp
|n|∼2j
. sup
j
‖H− 1
2
, 1
2
−100ǫ(f, g)(n, τ)‖LpτLp
|n|∼2j
.
Then, the proof reduces to Case (1) with < τj − m(nj) > 12 replaced by
< τj −m(nj) > 12−100ǫ, which does not affect the argument.
Lastly, if max(< τ1 −m(n1) >,< τ2 −m(n2) >) ≪< τ −m(n) > 1100 , then
by Holder inequality, we have
LHS of (4.2) ≤ sup
j
‖‖< τ −m(n) >− 12 1K(n)(τ −m(n)) ‖Lp′ ‖H− 1
2
, 1
2
(f, g)(n, τ)‖Lpτ ‖Lp
|n|∼2j
. sup
j
‖H− 1
2
, 1
2
(f, g)(n, τ)‖LpτLp
|n|∼2j
,
where the second inequality follows from Lemma 4.5 since −12p′ = −1+.
Once again, the proof reduces to Case (1).
Part 3: Now we discuss how to gain a small power of T in (4.2). From
the two first parts we have showed:
‖ ∂x(u1u2) ‖
W
s,− 1
2
p
.‖ uˆ1 ‖Xˆs,bp ‖ wuˆ1 ‖Xˆs, 12p + ‖ wuˆ2 ‖Xˆs, 12p ‖ uˆ2 ‖Xˆs,bp (4.13)
for some b < 12 . Thus, (4.2) follows once we prove:
‖ η2T (u) ‖Xs,bp . T
θ ‖ u ‖
X
s, 1
2
p
. (4.14)
By interpolation, we have
‖ u ‖
Xs,bp
.‖ u ‖α
Xs,0p
‖ u ‖1−α
X
s, 1
2
p
(4.15)
where α = 1− 2b.
Recall ˆη2T (τ) = 2T ηˆ(2Tτ), then ‖ ηˆ2T ‖Lqτ∼ T
q−1
q ‖ ηˆ ‖Lqτ∼ T
q−1
q .
For fixed n, by Young and Holder inequalities, we have
‖ ˆη2T ∗uˆ(n, ) ‖Lpτ≤‖ ˆη2T ‖Lp′τ ‖ uˆ(n, ) ‖L p2 τ. T
p′−1
p′ ‖< τ−m(n) >− 12 ‖Lpτ ‖< τ−m(n) >
1
2 uˆ(n, ) ‖Lpτ .
Hence for p > 2, we have
‖ u ‖Xs,0p . T
1
p ‖ u ‖
X
s, 1
2
p
. (4.16)
Then, (4.14) follows from (4.15) and (4.16). This completes the proof.
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