In this paper, we prove two formulas involving Mertens and Chebyshev functions. The first formula was done by Mertens himself without a proof. The second formula is a new one. Using these formulas, we estimate the Mertens function in such manner that we obtain a sufficient condition to approve the Riemann hypothesis.
Introduction
The Mertens function M n n ≤ , 1 n > named for him the "Mertens conjecture" [2] . In 1985, Mertens conjecture was disproved by te Riele and Odlyzko using a high-speed computer [2] . There are several popular books about the Riemann 
The estimation of Mertens function is important for the number theory by the theorem proved in 1912 by J. E. Littlewood [4] (p. 261).
Theorem: The statement
for every 0 >  is equivalent to the Riemann hypothesis.
Some Properties of the Mertens Function
First we recall formula [5]
Next, we give the new formula involving Mertens function and Chebychev
[6] (p. 107).
We shall prove the formula which was given by Mertens himself [7] , without a proof, (proposition 2.)
Formula is of the form Proposition 2.
( ) ( )
We state one of generalized Möbius inversion formulas [8] 
and reciprocally (vice versa).
Applying the Möbius formula as above to proposition 1 we get
On the other hand we have
Finally we have
This completes the proof.
Notice. The formulas used in the paper are some kind of identities. They follow from the properties of Mertens and Chebyshev functions.
The Estimation of Mertens Function
From proposition 1 we have 
Notice. We use the symbol of sigma from 1 to infinity but the number of summand different from zero is always finite.
Next note that on the right hand side of above formula if
log log log 2 log log log 2 . log 2 log 2
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We know [8] , p. 319 
