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SOME LOGICALLY WEAK RAMSEYAN THEOREMS
WEI WANG
Abstract. We study four families of consequences of Ramsey’s Theorem from
the viewpoint of reverse mathematics. The first, which we call the Achromatic
Ramsey Theorem, is from a partition relation introduced by Erdo˝s, Hajnal
and Rado: ω → [ω]r
c,≤d
, which asserts that for every f : [ω]r → c there
exists an infinite H with |f([H]r)| ≤ d. The second and third are the Free
Set Theorem and the Thin Set Theorem, which were introduced by Harvey
Friedman. And the last is the Rainbow Ramsey Theorem. We show that, most
theorems from these families are quite weak, i.e., they are strictly weaker than
ACA0 over RCA0. Interestingly, these families turn out to be closely related.
We establish the so-called strong cone avoidance property of most instances
of the Achromatic Ramsey Theorem by an induction of exponents, then apply
this and a similar induction to obtain the strong cone avoidance property
of the Free Set Theorem. From the strong cone avoidance property of the
Achromatic Ramsey Theorem and the Free Set Theorem, we derive the strong
cone property of the Thin Set Theorem and the Rainbow Ramsey Theorem.
It follws easily that a theorem with the strong cone avoidance property does
not imply ACA0 over RCA0.
1. Introduction
Reverse mathematics of Ramsey theory has been an active subject for com-
putability theorists for years, in which Ramsey’s Theorem for pairs (RT22) has en-
joyed being the focus, perhaps since the work of Jockusch [11]. To facilitate the
following discussion of Ramsey theory, let us recall some terminology. If X is a
set and 0 < r < ω, then [X ]r is the set of r-element subsets of X ; when we write
[X ]r, r is always a positive integer. A function f is also called a coloring or a
partition, and its values are naturally called colors. A finite coloring or c-coloring
is a function with finite range or with range contained in c = {0, 1, . . . , c−1} where
c is a positive integer. For a finite coloring f : [ω]r → c, a set H is homogeneous
for f if f is constant on [H ]r.
Ramsey’s Theorem. Every f : [ω]r → c for positive c and r > 1 admits an
infinite f -homogeneous set.
For a fixed pair r and c, RTrc is the instance of Ramsey’s Theorem for all c-
colorings of r-tuples.
In [11], Jockusch conjectured that some computable two coloring of pairs may
have only infinite homogeneous sets computing the halting problem. In the language
of reverse mathematics, we may formulate Jockusch’s conjecture as: RCA0+RT
2
2 ⊢
ACA0. This conjecture was later refuted by Seetapun [18]. In his ingenious proof,
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Seetapun exploited the power of Π01 classes in controlling complexity, which is en-
capsulated in a theorem of Jockusch and Soare [12]. Seetapun’s theorem was later
significantly strengthened by Cholak, Jockusch and Slaman [2]. Cholak, Jockusch
and Slaman [2] introduced two new ideas which have proven fruitful (e.g., see [10])
and also apply to our work here. The first is the decomposition of RT22 to the
so-called COH and SRT22; and the second is replacing a slightly more complicated
forcing notion in [18] by Mathias forcing. In [18, 2], several questions were raised:
whether RT22 implies WKL0; whether Ramsey’s Theorem for stable 2-colorings of
pairs (SRT22) is equivalent to RT
2
2; and whether RT
2
2 implies IΣ2. Of course, all
these questions are based on RCA0, which is a base theory for most work in reverse
mathematics. These had been major open questions in the reverse mathematics of
Ramsey theory. The first two have been negatively answered by Jiayi Liu [16] and
Chong, Slaman and Yang in [3], respectively. More recently, Chong, Slaman and
Yang announced a negative answer to the third question.
Besides these major open questions, various authors have also studied conse-
quences of Ramsey’s Theorem, mostly of RT22. Many consequences of RT
2
2 have
been shown to be strictly weaker; and relations between these consequences give
rise to a complicated picture, which fits the tradition of computability theory quite
well. For example, Hirschfeldt and Shore [10] proved that the Ascending and De-
scending Sequences principle (ADS) and the Chain and Antichain principle (CAC)
are both strictly weaker than RT22; Csima and Mileti [5] proved that the Rainbow
Ramsey Theorem for pairs (RRT22) does not imply ADS, and thus is also strictly
weaker than RT22.
Now we turn to Ramsey theory with an arbitrary exponent, which seems to
deserve more attention from computability theorists. But we do know something,
in particular, about complexity bounds. The work of Jockusch [11] gives some
important answers.
Theorem 1.1 (Jockusch [11]). Every computable finite coloring of [ω]r admits an
infinite homogeneous set in Π0r. On the other hand, for each r, there are computable
2-colorings of [ω]r which admit no infinite homogeneous sets in Σ0r.
It is known that the complexity bounds above also appear in various conse-
quences of RTr2. Cholak, Giusto, Hirst and Jockusch [1] showed that the Π
0
r/Σ
0
r
bounds apply to the Free Set Theorem and the Thin Set Theorem; by Csima and
Mileti [5], these bounds apply to the Rainbow Ramsey Theorem; and by Chubb,
Hirst and McNicholl [4], the same bounds apply to a binary tree version of Ramsey’s
Theorem.
From a provability viewpoint, we also have a few results of Ramsey theory. By
Jockusch [11], we learn that RT32 is equivalent to ACA0 over RCA0. Recently, the
author has proved that RCA0+RRT
3
2 6⊢ ACA0 in [21]; and later in [20] obtained
some strengthening that RCA0+RRT
3
2 6⊢WKL0 and RCA0+RRT
3
2 6⊢ RRT
4
2.
The aim of this paper is to study Ramsey theory of larger exponents, mainly from
a provability viewpoint. We consider several families of consequences of Ramsey’s
Theorem. As usual, we take RCA0 as the base theory and may assume it without
explicit reference.
The first family was introduced by Erdo˝s, Hajnal and Rado [8]:
ω → [ω]rc,<d
if and only if for every c-coloring f of [ω]r, there exists an infinite H such that
|f([H ]r)| < d. We call these partition relations the Achromatic Ramsey Theorem
(ART), and write ARTrc,d for ω → [ω]
r
c,<d+1 and ART
r
<∞,d for ∀cART
r
c,d.
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The second and third families are the Free Set Theorem and the Thin Set Theo-
rem, which were introduced by Harvey Friedman when he developed Boolean Rela-
tion Theory (see [9]). For a function f : [ω]r → ω, a setH is free if f(x0, . . . , xr−1) 6∈
H − {x0, . . . , xr−1} for all (x0, . . . , xr−1) ∈ [H ]
r; and a set S is thin for f if
f([S]r) 6= ω. The Free Set Theorem (FS) asserts that every f : [ω]r → ω ad-
mits an infinite free set, and the Thin Set Theorem (TS) asserts that every f as
above admits an infinite thin set. FSr and TSr are instances of FS and TS for fixed
exponent r, respectively. Cholak et al. [1] proved that RTr2 implies FS
r and FSr
implies TSr.
The last family is the Rainbow Ramsey Theorem. The Rainbow Ramsey Theorem
concerns bounded colorings: a coloring f : [ω]r → ω is b-bounded, if |f−1(c)| ≤ b
for all c. A rainbow for a coloring f : [ω]r → ω is a set H such that f is injective on
[H ]r. The Rainbow Ramsey Theorem (RRT) asserts that for every pair of positive
integers b and r, every b-bounded coloring of [ω]r admits an infinite rainbow, and
RRTrb is the instance of the Rainbow Ramsey Theorem for fixed exponent r and
bound b. Galvin gave an easy proof of RRTr2 from RT
r
2 (see [5]), which can be
easily translated to yield RCA0 ⊢ ∀r(RT
r
2 → RRT
r
2).
It turns out that these families are closely related and share the same logical
strength. We show that, for positive integers r and sufficiently large d, neither
ARTr<∞,d nor FS
r implies ACA0. Thus TS 6⊢ ACA0. Moreover, we show that
FSr ⊢ RRTr2 and consequently RRT 6⊢ ACA0. So, we negatively answer Question
7.6 in [1] and Question 5.15 in [5].
As one would expect, we establish the logical strength of the Achromatic Ramsey
Theorem and the Free Set Theorem by proving some cone avoiding theorems and
then building Turing ideals which do not contain the degree of the halting problem.
From the point of view of model theory, it may be slightly more natural to consider
this common method as building a model which omits certain types of second order
variables.
Definition 1.2. Suppose that C is a subset of the reals, and Φ = ∀X∃Y ϕ(X,Y )
is a Π12 sentence, where ϕ is an arithmetic formula with second order parameters.
(1) For a fixed X , a set Y with ϕ(X,Y ) is called a solution of Φ with respect
to X .
(2) If for every X which computes no real in C, there exists a solution Y of Φ
with respect to X such that X ⊕ Y computes no real in C either, then we
say that Φ admits C-omitting.
(3) If for any X , whether X computes any real in C or not, there exists a
solution Y of Φ with respect to X such that Y computes no real in C, then
we say that Φ admits strong C-omitting.
(4) Φ has the (strong) cone avoidance property if and only if
∀A,B(A 6≤T B → Φ admits (strong) C-omitting for C = {Z : A ≤T B ⊕ Z}).
Suppose that p is a type of one second order variable which cannot be satisfied
by computable reals. If Φ admits omitting for the set of reals satisfying p, then
we can build a countable ω-model of RCA0+Φ omitting p. So, the cone avoidance
property is sufficient for proving Φ 6⊢ ACA0. But, most theorems in the four families
enjoy the strong cone avoidance property. To be precise, for each r, ARTr<∞,d has
the strong cone avoidance property for sufficiently large d; and FSr,TSr and RRTr2
all have the strong cone avoidance property. Actually, the strong cone avoidance
property is a key factor which allows us to establish the cone avoidance property
by induction on exponents for the Achromatic Ramsey Theorem and the Free Set
Theorem. Interestingly, these inductions follow a zigzag pattern. For example, the
induction for FS proceeds as follows: from the induction hypothesis that the strong
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cone avoidance property holds for FS<r, we obtain the cone avoidance property for
FSr; and apply this weaker property to obtain the strong cone avoidance property
for FSr.
The proofs of the strong cone avoidance property for the Achromatic Ramsey
Theorem and the Free Set Theorem share some other common features. Both proofs
follow the cohesive-stable decomposition in Cholak, Jockusch and Slaman [2]: we
obtain some cone avoiding set which assumes a property similar to that of cohe-
siveness; then build a desired set as a subset of this cohesive-like set. And in both
proofs, we use Mathias forcing and exploit the power of Π01 classes in controlling
the complexity of certain Mathias generics, as Seetapun did in his celebrated proof.
Besides these similarities, the proof of the strong cone avoidance for the Free Set
Theorem heavily depends on the strong cone avoidance property of the Achromatic
Ramsey Theorem. So, all clues here suggest that there are some deeper relations,
perhaps metamathematical relations, between the Achromatic Ramsey Theorem
and the Free Set Theorem. However, at this moment we know nothing. We pose
related questions in the last section.
Below, we briefly introduce the remaining sections:
• In §2, we introduce some conventions to facilitate technical formulations,
and also recall some useful known results and some basic properties of
Mathias forcing.
• In §3, we establish the strong cone avoidance property of the Achromatic
Ramsey Theorem and the Thin Set Theorem, and also the logical strength
of the Achromatic Ramsey Theorem and the Thin Set Theorem.
• In §4, we establish the strong cone avoidance property and the logical
strength of the Free Set Theorem. In addition, we reduce the Rainbow
Ramsey Theorem to the Free Set Theorem, and thus obtain the strong
cone avoidance property of RRT.
• In §5, we raise some questions.
As mentioned, all the reverse mathematical results below are based on RCA0
and will usually be stated without explicit reference to RCA0.
2. Preliminaries
In this section, we set up some conventions and recall some notions and known
results which are useful for our purposes. For more background knowledge in com-
putability and reverse mathematics, we refer the reader to [15] and [19]. We also
need some elementary facts about algorithmic randomness, which can be found in
[17].
2.1. Sequences. If s and t are two finite sequences, then we write st for the con-
catenation of s and t. If x is a single symbol, then 〈x〉 is the finite sequence with
only one symbol x. The length of a finite sequence s is denoted by |s|. If l < |s|
then s ↾ l is the initial segment of s of length l. For X ⊆ ω, X ↾ l is interpreted as
an initial segment of the characteristic function of X in the obvious way.
Recall that [X ]r for 0 < r < ω is the set of r-element subsets of X . We also
write [X ]ω for the set of countable subsets of X ; [X ]<r, [X ]≤r, [X ]<ω, [X ]≤ω are
interpreted naturally. If X ⊆ ω, then elements of [X ]≤ω are identified with strictly
increasing sequences. We use σ, τ, . . . for elements of [ω]<ω. Under the above con-
vention, we may perform both sequence operations and set operations on elements
of [ω]<ω. For example, we can write στ for σ ∪ τ , if maxσ < min τ ; σ ⊆ τ if σ is
a subset of τ ; and σ − τ = {x ∈ σ : x 6∈ τ}. We extend this convention to infinite
subsets of ω, so we write σX for σ ∪X , if maxσ < minX and X ∈ [ω]≤ω.
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2.2. Trees. We work with trees which are subsets of ω<ω. If T is a finite tree, then
[T ] = {σ ∈ T : ∀x(σ〈x〉 6∈ T )};
if T is an infinite tree, then [T ] denotes the set of infinite sequences whose initial
segments are always in T .
When we use finite trees for measure theoretic arguments, we define a function
mT for each finite tree T by induction: mT (∅) = 1, if σ〈x〉 ∈ T then
mT (σ〈x〉) =
mT (σ)
|{y : σ〈y〉 ∈ T }|
.
We should consider mT as a probability measure associated with T . So, we can
naturally extend the domain of mT to include certain subsets of T , and denote the
resulting function by mT too: if S ⊆ T is prefix-free (i.e., if S contains σ then S
contains no proper initial segment of σ), typically S ⊆ [T ], then
mTS =
∑
σ∈S
mT (σ).
2.3. Computation. For a finite sequence σ, we write Φe(σ;x) ↓ if Φe(σ;x) con-
verges in |σ| many steps. We write Φe(σ;x) ↑ for ¬(Φe(σ;x) ↓).
For a set B and a finite sequence σ, we write ΦBe (σ;x) ↓ if Φe((B ↾ |σ|)⊕σ;x) ↓.
Notations, like ΦBe (σ;x) ↑ and Φ
B
e (X), are interpreted in similar way.
To force a non-computability statement like ΦBe (H) 6= A, splitting computations
are usually helpful. A pair (η0, η1) ∈ [ω]
<ω×[ω]<ω is (e,B)-splitting over σ ∈ [ω]<ω,
if maxσ < min ηi for i < 2 and Φ
B
e (ση0;x) ↓6= Φ
B
e (ση1;x) ↓ for some x.
2.4. Some useful known results. We list some useful results here, but formulate
some of them in terms of Definition 1.2.
By relativizing [12, Corollary 2.11], we obtain the following theorem.
Theorem 2.1 (Jockusch and Soare). WKL0 has the cone avoidance property.
Theorem 2.1 reflects the power of Π01 classes in controlling complexity, and plays
an important role in Seetapun’s proof of the following theorem ([18, Theorem 2.1]).
Theorem 2.2 (Seetapun). RT22 has the cone avoidance property.
Dzhafarov and Jockusch discovered a neglected feature of Seetapun’s proof that
the proof works for finite partitions of ω of arbitrary complexity ([7, Lemma 5.2(i)]).
Theorem 2.3 (Dzhafarov and Jockusch). The infinite pigeonhole principle has the
strong cone avoidance property.
For the Free Set Theorem, we need the following theorem which follows from the
proof of Theorem 5.2 in Cholak et al. [1].
Theorem 2.4 (Cholak et al.). For each f : [ω]r → ω, there exists g : [ω]r → 2r+2
such that g ≤T f and g ⊕ H computes an infinite f -free set for every infinite
g-homogeneous H. Moreover, if f(σ) ≤ max σ for all σ ∈ [ω]r then every g-
homogeneous set is f -free.
Note that, combining Theorems 2.4 and 2.3, if we restrict the Free Set Theorem
for f : ω → ω such that f(x) ≤ x for all σ ∈ [ω]r, then we have the strong cone
avoidance property.
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2.5. Mathias forcing. Here we include a well-known computability theoretic prop-
erty of Mathias forcing and also an easy corollary of this property that COH has
the strong cone avoidance property.
Definition 2.5. A Mathias condition is a pair (σ,X) ∈ [ω]<ω × [ω]ω such that
maxσ < minX . We identify a Mathias condition (σ,X) with the set below:
{Y ∈ [ω]ω : σ ⊂ Y ⊆ σ ∪X}.
For two Mathias conditions (σ,X) and (τ, Y ), (τ, Y ) ≤M (σ,X) if and only if
(τ, Y ) ⊆ (σ,X) under the above convention.
Lemma 2.6 (Folklore). For each e and a Mathias condition (σ,X) with A 6≤T
B ⊕X, there exists a Mathias condition (τ, Y ) ≤M (σ,X) such that A 6≤T B ⊕ Y
and ΦBe (Z) 6= A for every Z ∈ (τ, Y ).
Proof. There are two cases.
Case 1: X contains a pair (η0, η1) which (e,B)-spits over σ.
Fix i < 2 and x such that ΦBe (σηi;x) ↓6= A(x). Let τ = σηi and Y = X ∩
(max ηi,∞). Then (τ, Y ) is as desired.
Case 2: X contains no pair (e,B)-splitting over σ.
If Z ∈ [X ]ω and ΦB(Z) is total then ΦB(Z) ≤T B ⊕X , and thus ΦB(Z) 6= A,
since A 6≤T B ⊕X . So we can simply let (τ, Y ) = (σ,X). 
The following theorem is an easy corollary of the above lemma and Theorem 2.3.
Recall that an infinite set C is cohesive for a sequence ~R = (Rn : n < ω), if and
only if for each n either C ∩ Rn or C − Rn is finite. COH, a consequence of RT
2
2
introduced by Cholak, Jockusch and Slaman [2, Statement 7.7], asserts that every
sequence admits a cohesive set.
Theorem 2.7 (Folklore). COH has the strong cone avoidance property.
3. The Achromatic Ramsey Theorem
In this section, we prove that ARTr<∞,d has the strong cone avoidance property
for appropriate d.
Theorem 3.1. For each r > 0, there exists d such that ARTr<∞,d has the strong
cone avoidance property. Hence, ARTr<∞,d 6⊢ ACA0 for sufficiently large d.
Clearly, the second part of Theorem 3.1 is a consequence of the first part. Before
proving the first part of Theorem 3.1, we present some easy corollaries.
Theorem 3.2. TS has the strong cone avoidance property. Thus TS 6⊢ ACA0.
Proof. Fix X 6≤T Y and f : [ω]r → ω with r > 0. By the strong cone avoidance of
the Achromatic Ramsey Theorem, let d be such that ARTrd+1,d has the strong cone
avoidance property. For each σ ∈ [ω]r, let g(σ) = min{d, f(σ)}. So, g : [ω]r → d+1.
Pick Z ∈ [ω]ω such that X 6≤ Y ⊕ Z and |g([Z]r)| ≤ d. Then Z is clearly thin for
f . So, TS has the strong cone avoidance property.
Hence, TS 6⊢ ACA0. 
As with many other consequences of Ramsey’s Theorem, the Achromatic Ramsey
Theorem also obeys the bounds of Jockusch in Theorem 1.1.
Proposition 3.3. Fix r ≥ 2, c ≥ 2 and d > 0.
(1) For each computable f : [ω]r → c, there exists an infinite H ∈ Π0r such that
|f([H ]r)| ≤ d.
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(2) There exists a computable g : [ω]r → d + 1 such that no infinite H ∈ Σ0r
can have |f([H ]r)| ≤ d.
Proof. (1) follows easily from Theorem 1.1.
On the other hand, Cholak et al. [1, Theorem 4.1] defined a computable h :
[ω]r → ω which admits no infinite thin set in Σ0r. So (2) follows from this known
bound and the proof of Theorem 3.2. 
Corollary 3.4. For r > 2 and c > d > 0, RT22 6⊢ ART
r
c,d. Consequently, ART
3
4,3
is strictly between RT22 and RT
3
2 and ART
3
3,2 is strictly between RT
2
<∞ and RT
3
2,
where RT2<∞ is ∀nRT
2
n.
Proof. By relativizing Theorem 3.1 of Cholak, Jockusch and Slaman [2], there exists
an ω-model M of RCA0+RT
2
2 containing only ∆
0
3 sets. By Proposition 3.3(2),
M 6|= ARTrc,d.
The above ω-model is also a model of RT2<∞. On the other hand, Dorais et al.
[6, §5] prove that ART34,3 ⊢ RT
2
2 and ART
3
3,2 ⊢ RT
2
<∞. 
We prove the first part of Theorem 3.1 by induction on r, that ARTr<∞,d has
the strong cone avoidance property for sufficiently large d. The induction proceeds
in a zigzag way:
(A1) As the infinite pigeonhole principle has the strong cone avoidance property,
we get the strong cone avoidance property of ART1<∞,1.
(A2) Fix (dk : 0 < k < r) such that ART
k
<∞,dk
has the strong cone avoidance
property, for each k ∈ (0, r). Firstly we prove that ARTr<∞,dr−1 has the
cone avoidance property.
(A3) Then we prove that ARTr<∞,d has the strong cone avoidance property for
d = dr−1 +
∑
0<k<r
dkdr−k.
(A1) is trivial. (A2) is accomplished by the lemma below.
Lemma 3.5. If ARTnc,e has the strong cone avoidance property, then ART
n+1
c,e has
the cone avoidance property.
Proof. Fix X,Y and g : [ω]n+1 → c such that X 6≤T Y ⊕ g.
For each σ ∈ [ω]n and k < c, let Rσ,k = {x : g(σ〈x〉) = k}. By the cone
avoidance property of COH, pick Z such that X 6≤T Y ⊕ g ⊕ Z and Z is cohesive
for (Rσ,k : σ ∈ [ω]n, k < c). For each σ ∈ [ω]n, let g¯(σ) = limx∈Z g(σ〈x〉), which
is defined by the cohesiveness of Z. By the strong cone avoidance of ARTnc,e, pick
W ∈ [Z]ω such that X 6≤T Y ⊕ g ⊕W and |g¯([W ]n)| ≤ e. Let θ = g¯([W ]n).
We build a strictly increasing sequence (σs ∈ [W ]
<ω : s < ω) by induction.
Let σ0 = ∅. Suppose that σs ∈ [W ]<ω and g([σs]n+1) ⊆ θ. As g¯([σs]n) ⊆ θ,
g(ρ〈x〉) = g¯(ρ) = lims∈W g(ρ〈s〉) ∈ θ for all ρ ∈ [σs]n and sufficiently large x ∈ W .
So, in a g ⊕W -computable way, we can pick
xs = min{x ∈ W : x > maxσs ∧ ∀ρ ∈ [σs]
n(g(ρ〈x〉) ∈ θ)}.
Let σs+1 = σs〈x〉.
So, V =
⋃
s σs is g ⊕W -computable and infinite, and g([V ]
n+1) ⊆ θ. Moreover,
X 6≤T Y ⊕ g ⊕ V , as X 6≤T Y ⊕ g ⊕W . 
The remaining part of this section is devoted to proving (A3). We fix A 6≤T B
and f : [ω]r → c where c < ω. In what follows, we say that a set X is cone
avoiding if A 6≤T B ⊕X ; and a Mathias condition (σ,X) is cone avoiding if X is
cone avoiding. Tentatively, we say that (ηn : n < κ) (κ ≤ ω) is an increasing block
sequence, if ηn ∈ [ω]<ω and max ηn < min ηn+1 for n+ 1 < κ.
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We need a cone avoiding infinite H such that |f([H ]r)| ≤ d. The strategy is to
build H as the union of an increasing block sequence (ηn : n < ω) such that
(H1) if τ ∈ [ηn]r for some n then f(τ) ∈ θ for some fixed θ ∈ [c]≤dr−1 ;
(H2) if τ is an r-tuple with a non-empty proper initial segment ρ contained
in some ηn and the remaining final segment contained in
⋃
m>n ηm, then
f(τ) ∈ θρ for some θρ ∈ [c]≤dr−k , where k = |ρ|; moreover, for each k ∈ (0, r)
there are at most dk many distinct θρ’s, i.e., |{θρ : ρ ∈ [H ]
k}| ≤ dk.
By (H1), if τ is contained in some ηn then there are at most dr−1 many pos-
sibilities for f(τ); otherwise, by (H2), there are at most
∑
0<k<r dkdr−k many
possibilities for f(τ). So, |f([H ]r)| ≤ d.
For each k < r and ρ ∈ [ω]k, let fρ(τ) = f(ρτ) for τ ∈ [ω]r−k with max ρ < min τ .
We implement the above strategy in several steps:
(1) By the induction hypothesis and Mathias forcing, we build a cone avoiding
D ∈ [ω]ω and a sequence (Θk : 0 < k < r) such that
(a) each Θk is a set of at most dk many sets of colors, and |θ| ≤ dr−k for
each θ ∈ Θk;
(b) if 0 < k < r and ρ ∈ [D]k, then there exist θρ ∈ Θk so that fρ(τ) ∈ θρ
for all τ ∈ [D]r−k with min τ sufficiently large.
(2) By a Seetapun-style Mathias forcing, we build a cone avoiding G ∈ [D]ω as
the union of an increasing block sequence (ξn ∈ [D]<ω : n < ω) such that
(a) |f([ξn]r)| ≤ dr−1;
(b) fρ(τ) ∈ θρ ∈ Θk, for k ∈ (0, r), ρ ∈ [
⋃
i<n ξi]
k and τ ∈ [
⋃
i≥n ξi]
r−k.
(3) By the strong cone avoidance of the infinite pigeonhole principle, we select
ηn’s from some appropriate ξi’s and thus build H as a subset of G.
Step (2) in the above plan is the key step, in which we establish (H2) in a slightly
stronger form and also make some progress towards (H1). The reader may wonder
why we mix the above two tasks together in (2). An attempt to separate these two
tasks would lead to a plan like the following:
(1’) We first build an increasing block sequence (ξn : n < ω) such that G =⋃
n ξn is cone avoiding and (ξn : n < ω) satisfies (H2) in place of (ηn : n <
ω);
(2’) Then we build (ηn : n < ω) satisfying (H1) with ηn ⊂ G.
The difficulty in this simpler plan is that with the technique in this paper we would
only make ηn ⊂ G in (2’) but not ηn ⊆ ξi for some i. So in (2’) we might lose (H2).
3.1. The construction of D. Firstly, we build a cone avoiding C ∈ [ω]ω and a
sequence (θρ : 0 < |ρ| < r) such that for each k ∈ (0, r) and ρ ∈ [ω]k,
(C1) θρ is a subset of c with at most dr−k many elements;
(C2) fρ(τ) ∈ θρ for all τ ∈ [C]r−k with min τ sufficiently large.
Note that (C2) implies that C has some kind of cohesiveness. Thus, it is not
surprising that the construction of C resembles constructions of cohesive sets.
Lemma 3.6. Suppose that 0 < k < r and ρ ∈ [ω]k. Then every cone avoiding
Mathias condition (σ,X) can be extended to another cone avoiding (σ, Y ) such that
max ρ < minY and |fρ([Y ]
r−k)| ≤ dr−k.
Proof. As ARTr−kc,dr−k has the strong cone avoidance property, we can pick a cone
avoiding Y ∈ [X ]ω such that max ρ < minY and |fρ([Y ]r−k)| ≤ dr−k. 
With the above lemma and Lemma 2.6, we can obtain a descending sequence of
cone avoiding Mathias conditions ((σn, Xn) : n < ω) and a sequence (θρ : 0 < |ρ| <
r), satisfying the following properties:
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(1) If k ∈ (0, r) and ρ ∈ [ω]k, then θρ ∈ [c]≤dr−k and there exists n such that
fρ([Xn]
r−k) = θρ;
(2) For each n, |σn| < |σn+1| and ΦBn (Z) 6= A for all Z ∈ (σn, Xn).
So (C1) and (C2) hold for C =
⋃
n σn and (θρ : 0 < |ρ| < r), and C is cone avoiding.
Secondly, we build the desired D ∈ [C]ω . For each k ∈ (0, r), define Fk(ρ) = θρ
for ρ ∈ [C]k. As ARTk<∞,dk has the strong cone avoidance property for each
k ∈ (0, r), we can obtain a sequence (Dk : k < r) such that
(1) D0 = C and Dk+1 ∈ [Dk]ω is cone avoiding for each k < r − 1.
(2) |Fk([Dk]k)| ≤ dk if 0 < k < r.
Let D = Dr−1. For each k ∈ (0, r), let Θk = Fk([D]k). It follows that
(D) if 0 < k < r and ρ ∈ [D]k, then f(ρτ) ∈ θρ ∈ Θk for all τ ∈ [D]r−k with
min τ sufficiently large.
3.2. The construction of G. In this subsection, we start with D from §3.1 and
build an increasing block sequence (ξn ∈ [D]
<ω : n < ω) such that
(G1) G =
⋃
n ξn is infinite and cone avoiding;
(G2) |f([ξn]
r)| ≤ dr−1;
(G3) If k ∈ (0, r) and ρ ∈ [
⋃
i<n ξi]
k then f(ρτ) ∈ θρ for all τ ∈ [
⋃
i≥n ξi]
r−k.
Note that, if we ignore (G1) then we can easily get some (ζn ∈ [D]<ω : n < ω)
satisfying (G2) and (G3) in place of (ξn : n < ω). We start with (σ0, X0) = (∅, D),
and extend (σn, Xn) to (σn, Yn+1) so that fρ(τ) = f(ρτ) ∈ θρ for k ∈ (0, r),
ρ ∈ [σn]k and τ ∈ [Yn+1]r−k, then we extend (σn, Yn+1) to (σn+1, Xn+1) with
σn+1 = σnζn for some ζn of length 1. By (D), we can even makeXn+1 = Xn∩(b,∞)
for some b. However, in general we need (f ⊕D)′ to find such a lower bound b, thus
we cannot ensure that
⋃
n ζn is cone avoiding. So, the non-trivial job is to satisfy
(G2, G3) and (G1) simultaneously.
To this end, we prove the following lemma, which helps us in extending a Mathias
condition (σ,X) to some (σξ, Y ) such that |f([ξ]r)| ≤ dr−1 and (σξ, Y ) forces a
cone avoiding requirement ΦBe (G) 6= A. To prove this lemma, we follow an idea of
Seetapun from [18]. Although Seetapun’s proof is well known, it appears tricky at
first sight. So, we explain the key idea of the following proof below:
(1) To force a cone avoiding requirement, we search for splitting computa-
tions in a cone avoiding Mathias condition (σ,X), as we did in the proof
of Lemma 2.6. In addition, desirable splitting computations should have
oracles obeying (G2). The existence of such splitting computations is a
ΣB⊕X⊕f1 question ϕ. As f is of arbitrary complexity, we cannot afford to
ask ϕ directly.
(2) To work around the above difficulty, we define a compact Π01 class C of c-
colorings which contains f . Instead of asking ϕ which concerns the specific
f , we ask whether for every coloring g in C there exist splitting computations
with oracles meeting a g-version of (G2). This question ψ is ΣB⊕X1 , by the
compactness of C.
(3) If ψ has a positive answer, then we can obtain an appropriate ξ and simul-
taneously meet a cone avoiding requirement ΦBe (G) 6= A.
(4) If ψ has a negative answer, then we can apply the cone avoidance property
of WKL0 and the induction hypothesis to get some cone avoiding (σ, Y ) ≤M
(σ,X), which forces ΦBe (G) 6= A. Then ξ = ∅, which satisfies (G2) trivially.
Lemma 3.7. For each e and each cone avoiding Mathias condition (σ,X), there
exists a cone avoiding (σξ, Y ) ≤M (σ,X) such that |f([ξ]r)| ≤ dr−1 and ΦBe (Z) 6= A
for all Z ∈ (σξ, Y ).
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Proof. Let C be the set of all c-colorings of [ω]r. Then f ∈ C and C is a compact
Π01 class. Let U be the set of g ∈ C such that if τ ∈ [X ]
<ω and |g([τ ]r)| ≤ dr−1
then τ contains no pair (e,B)-splitting over σ. So, U is Π01 in B ⊕X . (Now, ψ is
the question whether U is empty.)
Case 1: U = ∅. In particular, f 6∈ U .
By the definition of U , we can pick ξ0 and ξ1 from [X ]<ω and x so that |f([ξi]r)| ≤
dr−1 for i < 2 and Φ
B
e (σξ0;x) ↓6= Φ
B
e (σξ1;x) ↓. Fix i < 2 such that Φ
B
e (σξi;x) 6=
A(x) and let ξ = ξi. So, (σξ,X ∩ (max ξi,∞)) is a cone avoiding extension as
desired.
Case 2: U 6= ∅.
As X is cone avoiding, by the cone avoidance property of WKL0 (Theorem 2.1)
there exists g ∈ U with X ⊕ g cone avoiding. By Lemma 3.5 and the induction
hypothesis that ARTr−1c,dr−1 has the strong cone avoidance property, pick Y ∈ [X ]
ω
such that Y is cone avoiding and |g([Y ]r)| ≤ dr−1. As g ∈ U , Y contains no pair
(e,B)-splitting over σ. So, if Z ∈ (σ, Y ) and ΦBe (Z) is total then Φ
B
e (Z) ≤T B⊕ Y
and thus ΦBe (Z) 6= A. Thus, (σ, Y ) is the desired extension. 
By the construction of C, every Mathias condition (σ,X) with X ⊆ C can be
extended to some (τ, Y ) = (σ,X ∩ (b,∞)) such that fρ(υ) ∈ θρ for all non-empty
ρ ∈ [τ ]<r and υ ∈ [Y ]r−|ρ|.
By the above remark and Lemma 3.7, we can build a descending sequence of
cone avoiding Mathias conditions ((σn, Xn) : n < ω) such that
(1) (σ0, X0) = (∅, D);
(2) fρ(τ) ∈ θρ for all non-empty ρ ∈ [σn]<r and τ ∈ [Xn]r−|ρ|;
(3) σn+1 = σnξn for some non-empty ξn with |f([ξn]r)| ≤ dr−1;
(4) ΦBn (Z) 6= A for all Z ∈ (σn+1, Xn+1).
Let G =
⋃
n ξn =
⋃
n σn. Then (G1-3) are satisfied.
3.3. The construction of H. For each n, let αn = f([ξn]
r). Then αn is a subset
of c with at most dr−1 many elements. For each α ∈ [c]≤dr−1 , let
Gα = {x ∈ G : ∃n(x ∈ ξn ∧ αn = α)}.
By the strong cone avoidance property of the infinite pigeonhole principle (Theorem
2.3), there exist α ∈ [c]≤dr−1 and a cone avoiding H ∈ [Gα]ω.
Lemma 3.8. H is the union of some increasing block sequence (ηn : n < ω)
satisfying (H1, H2). Hence |f([H ]r)| ≤ d.
Proof. Let (ηn : n < ω) be the sequence of non-empty H ∩ ξm’s. Then H =
⋃
n ηn.
As ηn ⊆ ξm for somem and ξm satisfies (G2), (H1) holds. Suppose that σ ∈ [H ]r
is of the form ρτ for some ρ ⊆ ηn and τ ⊂
⋃
m>n ηm. By (G3), f(σ) = fρ(τ) ∈ θρ;
by (D), θρ ∈ Θk where k = |ρ|. By the construction of θρ and Θk, |θρ| ≤ dr−k and
|Θk| ≤ dk. So, (H2) holds as well.
Hence, |f([H ]r)| ≤ d by the remark following (H2). 
This completes the proof of Theorem 3.1.
4. The Free Set Theorem
In this section, we establish the strong cone avoidance property for the Free Set
Theorem of arbitrary finite exponent.
Theorem 4.1. FS has the strong cone avoidance property. Hence, FS 6⊢ ACA0.
Before proving Theorem 4.1, we apply it to obtain similar results for the Rainbow
Ramsey Theorem.
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Theorem 4.2. For each n > 0 and a 2-bounded function f on [ω]n, there exists a
uniformly f -computable g : [ω]n → ω such that every g-free set is an f -rainbow.
Hence, RRT has the strong cone avoidance property, RCA0 ⊢ ∀n > 0(FS
n →
RRTnk ) for every k < ω and RRT 6⊢ ACA0.
Proof. By Theorem 4.1, it suffices to prove the first half.
Fix a computable bijection p·q : [ω]n → ω. Let f : [ω]n → ω be 2-bounded. For
each σ ∈ [ω]n, let
g(σ) =
{
min(τ − σ), ∃τ(pτq < pσq ∧ f(σ) = f(τ));
0, otherwise.
As f is 2-bounded, if τ in the definition of g(σ) exists then it is unique. As τ and
σ are two distinct finite sets of same size, τ − σ 6= ∅. Thus g is well defined and
total. By FSn, let X ∈ [ω]ω be g-free.
We claim that X is a rainbow for f . Assume that f(σ) = f(τ) for distinct
σ, τ ∈ [X ]n. Without loss of generality, assume that pτq < pσq. Then, g(σ) ∈
τ − σ ⊂ X − σ, and we have a desired contradiction. 
Below, we prove Theorem 4.1. Clearly, the second part is a consequence of the
first part. To prove the first part, the overall plan is to establish the strong cone
avoidance property for FSr by induction on the exponent r:
(F1) Firstly we prove that FS1 has the strong cone avoidance property;
(F2) Then we establish the cone avoidance property for FSr with r > 1, with the
induction hypothesis that FSr−1 has the strong cone avoidance property;
(F3) Finally we prove that FSr has the strong cone avoidance property for r > 1,
with the full induction hypothesis for all lesser exponents.
A key idea to accomplish (F1) and (F3) is to reduce FSr to FSr for functions
behaving tamely. We establish this reduction in Lemma 4.3 below.
For r > 0, each σ ∈ [ω]r induces a finite sequence of traps (i.e., intervals)
(Iσk : k ≤ r), where
Iσ0 = [0, σ(0)],
Iσk = [σ(k − 1), σ(k)] if 0 < k < r,
Iσr = (σ(r − 1),∞).
For k ≤ r and a function f : [ω]r → ω, we say that f is k-trapped if f(σ) ∈ Iσk for
all σ ∈ [ω]r; f is trapped if it is k-trapped for some k; and f is properly trapped if it
is k-trapped for some k < r. FSr can be restricted to a certain class of functions,
so we may say FSr for k-trapped functions, etc.
Lemma 4.3. If FSr for trapped functions has the (strong) cone avoidance property,
then FSr has the (strong) cone avoidance property.
Proof. We prove the lemma for the strong cone avoidance property. The proof for
the cone avoidance property is similar and thus omitted.
Fix A,B and f : [ω]r → ω such that A 6≤T B. For each σ ∈ [ω]r, let
f0(σ) = min{σ(0), f(σ)};
fk(σ) = min{σ(k),max{σ(k − 1), f(σ)}} if 0 < k < r;
fr(σ) = max{σ(r − 1) + 1, f(σ)}.
By the assumption, we get (Hk : k ≤ r + 1) such that
(1) H0 = ω and Hk ∈ [Hk−1]ω if k > 0;
(2) A 6≤T B ⊕Hk;
(3) if k > 0 then Hk is free for f0, . . . , fk−1
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We claim that Hr+1 is free for f . Let σ ∈ [Hr+1]r be arbitrary. Then f(σ) ∈ Iσk
for some k ≤ r and thus f(σ) = fk(σ). As Hr+1 is free for fk, f(σ) 6∈ Hr+1−σ. 
So, it suffices to deal with FSr for trapped functions. At first, it seems easier
to deal with properly trapped functions. The properly trapped functions can be
contained in compact Π01 classes, and they look closer to finite colorings and thus
may enjoy some properties derived from the strong cone avoidance property of the
Achromatic Ramsey Theorem. In fact, compact Π01 classes and the strong cone
avoidance property of ART are key ingredients when we deal with the properly
trapped functions later. However, it turns out that the r-trapped functions are the
easiest to deal with.
Lemma 4.4. If f : [ω]r → ω is r-trapped and X is Martin-Lo¨f random in f , then
there exists an infinite X-computable f -free set.
Hence, FSr for r-trapped functions has the strong cone avoidance property.
Proof. Fix A,X and f as in the assumption. We define a computable sequence
of consecutive intervals as follows. Let Jk = [ak, bk] = [k, k] for k < r. Given
Jk = [ak, bk] defined and k + 1 ≥ r, let ak+1 = bk + 1,
bk+1 = min{bk + 2
c : 2c ≥ 2k+3
(
k + 1
r
)
}
and Jk+1 = [ak+1, bk+1]. Let ck be such that bk − ak = 2ck − 1.
Let T =
⋃
l<ω
∏
k≤l Jk. Then T is a computably bounded computable subtree
of [ω]<ω. Moreover, [T ] can be computably mapped to 2ω: the string σ of length r
such that σ(k) = k for all k < r is mapped to the empty string; if σ ∈ T of length
k ≥ r is mapped to µ ∈ 2<ω and x = ak+ i ≤ bk, then σ〈x〉 is mapped to µν where
ν is the i-th element of 2ck under some computable enumeration of 2<ω.
If σ ∈ T ∩ [ω]k is f -free, then
{x ∈ Jk : σ〈x〉 is not free for f} ⊆ {f(ρ) : ρ ∈ [σ]
r},
as f is r-trapped. So, for each l,
mT∩[ω]≤l{σ ∈ T ∩ [ω]
l : σ is free for f} > 2−1.
Let S = {σ ∈ T : σ is free for f}. Under the above computable isomorphism
between [T ] and 2ω, [S] is computably isomorphic to a Πf1 class of Cantor space
of positive measure. By the relativization of a result of Kuc˘era (the corollary of
Lemma 3 in [14], see also [17, Proposition 3.2.24]), X computes an infinite path
Y ∈ [S] which is clearly free for f .
For the strong cone avoidance property, fix A 6≤T B. Then A 6≤T B ⊕X almost
everywhere in Cantor space. So we can pick X and Y such that A 6≤T B ⊕X , X
is Martin-Lo¨f random in f , Y is an infinite f -free set computable in X . 
Now, we can finish (F1).
Corollary 4.5. FS1 has the strong cone avoidance property.
Proof. By Lemmata 4.3 and 4.4, we just need the strong cone avoidance property
of FS1 for 0-trapped functions, which follows easily from Theorems 2.3 and 2.4. 
Assume that r > 1 and FSk for k < r has the strong cone avoidance property.
With these assumptions, we establish the cone avoidance property of FSr and thus
accomplish (F2).
Lemma 4.6. FSr has the cone avoidance property.
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Proof. Let X,Y and g : [ω]r → ω be such that X 6≤T Y ⊕ g.
For each σ ∈ [ω]r−1 and x, let Rσ,x = {y > maxσ : g(σ〈y〉) = x}. By the
strong cone avoidance property of COH, let C ∈ [ω]ω be such that C is cohesive
for (Rσ,x : σ ∈ [ω]
r−1, x < ω) and X 6≤T Y ⊕ g ⊕ C. Thus, the following function
is total:
g¯(σ) =
{
limy∈C g(σ〈y〉), if limy∈C g(σ〈y〉) exists;
maxσ, otherwise.
By the induction hypothesis that FSr−1 has the strong cone avoidance property,
let D ∈ [C]ω be such that X 6≤T Y ⊕ g ⊕ C ⊕D and D is g¯-free.
We define a desired g-free H as a subset of D by induction. Let ξ0 = ∅. Suppose
that ξs ∈ [D]<ω is defined and free for g. By the cohesiveness of C, if σ ∈ [ξs]r−1
and y ∈ C is sufficiently large, then either g(σ〈y〉) = limy∈C g(σ〈y〉) = g¯(σ), or
g(σ〈y〉) > max ξs. As ξs is g¯-free, if σ ∈ [ξs]r−1 and y ∈ C is sufficiently large,
then either g(σ〈y〉) = g¯(σ) 6∈ ξs − σ = ξs〈y〉 − σ〈y〉, or g(σ〈y〉) > max ξs and thus
g(σ〈y〉) 6∈ ξs〈y〉 − σ〈y〉 as well. So the following number is defined:
xs = min{y ∈ D : y > max ξs ∧ ξs〈y〉 is free for g}.
Let ξs+1 = ξs〈xs〉. Finally, let H =
⋃
s ξs. Then H is g-free. Moreover,H ≤T g⊕D
and thus X 6≤T Y ⊕ g ⊕H . 
Below, we work on (F3): to prove the strong cone avoidance property of FSr.
By Lemmata 4.3 and 4.4, it suffices to prove the following restriction of Theorem
4.1.
Lemma 4.7. For k < r, FSr for k-trapped functions has the strong cone avoidance
property.
From now on, we fix k < r, A 6≤T B and a k-trapped function f : [ω]r → ω. If
A 6≤T B⊕X , then X is cone avoiding; a Mathias condition (σ,X) is cone avoiding
if X is cone avoiding.
We prove Lemma 4.7 by constructing a cone avoiding infinite f -free set G. We
build G in two steps:
(1) We apply the strong cone avoidance property of the Achromatic Ramsey
Theorem and of FSq (q < r) to build a cone avoiding E ∈ [ω]ω such that
(E) for each ρ ∈ [E]<ω with k < |ρ| < r, f(ρτ) 6∈ E − ρ for all τ ∈ [E]r−|ρ|
with min τ sufficiently large.
(2) By a Seetapun-style Mathias forcing, we build a cone avoiding f -free G ∈
[E]ω. In this step, we need some measure theoretic argument, which could
be taken as an application of a probabilistic method and is similar to that
in Csima and Mileti [5]. The measure theoretic argument also needs the
strong cone avoidance property of the Achromatic Ramsey Theorem.
To facilitate the construction, for each σ ∈ [ω]<r, let fσ : [ω]r−|σ| → ω be such
that fσ(τ) = f(στ). In particular, f∅ = f . Moreover, fix (dn : n > 0) so that
ARTn<∞,dn has the strong cone avoidance property.
4.1. The construction of E. We build the desired E from a cone avoiding D,
which is sufficiently generic for Mathias forcing and has some nice properties.
Lemma 4.8. For each ρ ∈ [ω]<ω with k < |ρ| < r and a cone avoiding X ∈ [ω]ω,
there exist θ ∈ [Iρk ]
≤dr−|ρ| and a cone avoiding Y ∈ [X ]ω such that fρ([Y ]
r−|ρ|) = θ.
Proof. As f is k-trapped and |ρ| > k, fρ is a finite coloring with range contained in
Iρk . So the lemma follows from the strong cone avoidance property of ART
r−|ρ|
<∞,dr−|ρ|
.

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By the above lemma and Lemma 2.6, we can build a descending sequence of
cone avoiding Mathias conditions ((σn, Xn) : n < ω) and a sequence of finite sets
(θρ : k < |ρ| < r), which satisfy the following properties:
(1) for each n, |σn| < |σn+1|;
(2) for each e, there exists n with ΦBe (Z) 6= A for all Z ∈ (σn, Xn);
and also
(E’) if k < |ρ| < r, then θρ ∈ [I
ρ
k ]
≤dr−|ρ| and fρ([Xn]
r−|ρ|) = θρ for some n.
Let D =
⋃
n σn. Then D is infinite and cone avoiding.
For each l ∈ (k, r) and i < dr−l, let Fl,i : [ω]l → ω be such that
Fl,i(ρ) =
{
θρ(i), if i < |θρ|;
0, otherwise.
By the induction hypothesis that FSl for l < r has the strong cone avoidance
property, we can obtain a cone avoiding E ∈ [D]ω, which is Fl,i-free for all l ∈ (k, r)
and i < dr−l.
Lemma 4.9. E satisfies (E).
Proof. Fix an arbitrary ρ ∈ [E]<ω with l = |ρ| ∈ (k, r). As E is Fl,i-free for all
i < dr−l, θρ ∩ (E − ρ) = ∅. By (E’), there exists b such that if τ ∈ [E ∩ (b,∞)]r−l
then fρ(τ) ∈ θρ and thus f(ρτ) = fρ(τ) 6∈ E − ρ. So E satisfies (E). 
4.2. The construction of G. We build the desired f -free set G as a subset of E,
by Mathias forcing.
We work with a specific subset of Mathias conditions. A Mathias condition
(σ,X) is admissible if
(ad1) σX ⊆ E, X is cone avoiding and
(ad2) στ is f -free for all τ ∈ [X ]r−k.
Since E is cone avoiding and ∅τ = τ is trivially f -free for all τ ∈ [E]r−k, (∅, E) is
an admissible condition.
If (σ,X) is admissible, then let Fσ,X be the set of all k-trapped g : [ω]r → ω such
that στ is g-free for all τ ∈ [X ]r−k. By the definition of admissibility, f ∈ Fσ,X .
As each k-trapped g satisfies g(ρ) ≤ max ρ for all ρ ∈ [ω]r, Fσ,X can be identified
with a ΠX1 class in Cantor space.
By the lemma below, admissible conditions always capture some free sets.
Lemma 4.10. If (σ,X) is an admissible Mathias condition and g ∈ Fσ,X, then
there exists Y ∈ [X ]ω such that σY is g-free. Moreover, if g is cone avoiding then
Y can also be made cone avoiding.
Proof. For each ρ ∈ [σ]<r , let gρ be such that gρ(τ) = g(ρτ) for all τ ∈ [ω]r−|ρ| with
min τ > max ρ. By the Free Set Theorem, pick Y ∈ [X ]ω which is gρ-free for all
ρ ∈ [σ]<r ; if g is cone avoiding then Y can also be made cone avoiding, by Lemma
4.6.
To show that σY is g-free, fix an arbitrary ξ ∈ [σY ]r. Let ρ = ξ∩σ and τ = ξ∩Y .
We claim that g(ξ) 6∈ σ − ρ. If |ρ| < k, then k > 0 and g(ξ) ≥ ξ(k − 1) > maxσ
as g is k-trapped. Suppose that |ρ| ≥ k. Then τ is contained in some τ ′ ∈ [X ]r−k
and ξ = ρτ ⊆ στ ′. As στ ′ is g-free, g(ξ) 6∈ στ ′ − ξ ⊇ σ − ρ.
On the other hand, g(ξ) 6∈ Y − τ as Y is gρ-free and g(ξ) = gρ(τ).
So, σY is free for g. 
As usual, we need to find a descending sequence of admissible Mathias conditions
extending (∅, E). To extend an admissible condition to another, we have to satisfy
the computability condition (ad1) and the combinatorial condition (ad2). We have
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seen how to satisfy such a computability condition in §3 and shall use a similar
strategy later. To satisfy (ad2), we use a probabilistic method. For this probabilistic
method, we introduce a class of trees on which the sequences suitable for (ad2) form
a set of sufficiently large measure.
We fix d = dr−k and c such that 2
c−1 > d. A finite tree T ⊂ [ω]<ω is fast growing
of order n, if for each τ ∈ T − [T ],
|{x : τ〈x〉 ∈ T }| ≥ 2|τ |+c+2
(
n+ |τ |
k
)
.
If (σ,X) is admissible and g ∈ Fσ,X , then let T (σ,X, g) be the set of all finite trees
T ⊂ [X ]<ω such that T is fast growing of order |σ| and στ is g-free for each τ ∈ T .
According to the following two lemmata, there is a sufficiently high probability
of finding finite sequences on a fast growing tree to extend the finite part of an
admissible condition.
Lemma 4.11. Suppose that (σ,X) is admissible and T ∈ T (σ,X, f). Then there
exists b such that if τ ∈ T , ξ ∈ [E ∩ (b,∞)]r−k and στξ is f -free then
|{τ〈x〉 ∈ T : στ〈x〉ξ is not free for f}| ≤
(
|στ |
k
)
.
Proof. Let a < ω be a strict upper bound on all numbers occurring in σ and T .
By (E), pick b > a such that for all ρ ⊆ a and υ ⊂ E ∩ (b,∞), if k < |ρ| < r and
|ρυ| = r then f(ρυ) 6∈ E − ρ.
Fix τ ∈ T and ξ ∈ [E ∩ (b,∞)]r−k such that στξ is f -free.
Claim 4.12. If τ〈x〉 ∈ T and ζ = ρ〈x〉υ ∈ [στ〈x〉ξ]r , then f(ζ) 6∈ στ〈x〉ξ − ζ.
Proof. If υ = ∅, then f(ζ) = f(ρ〈x〉) ≤ ζ(k) ≤ x and f(ρ〈x〉) 6∈ στ〈x〉 − ρ〈x〉, as f
is k-trapped, k < r and στ〈x〉 is f -free. So, f(ζ) = f(ρ〈x〉) 6∈ στ〈x〉ξ − ζ.
If υ 6= ∅ and υ 6= ξ, then |υ| < r − k and |ρ〈x〉| > k. As υ ⊂ E ∩ (b,∞),
f(ζ) = f(ρ〈x〉υ) 6∈ E − ρ〈x〉. As f is k-trapped, f(ζ) ≤ ζ(k) ≤ x. Thus f(ζ) 6∈
E − ζ ⊃ στ〈x〉ξ − ζ.
If υ = ξ then |ρ〈x〉| = k. As f is k-trapped, f(ζ) ≥ ζ(k − 1) = x. So, f(ζ) 6∈
στ ⊇ στ〈x〉ξ − ζ. 
By the above claim, if τ〈x〉 ∈ T and στ〈x〉ξ is not free for f , then f(ζ) ∈
στ〈x〉ξ − ζ for some ζ ∈ [στξ]r . As στξ is f -free, f(ζ) 6∈ στξ − ζ. Thus f(ζ) = x.
As f is k-trapped and maxστ < x < min ξ, ζ ∩ ξ = ξ. Hence,
{x : τ〈x〉 ∈ T ∧ στ〈x〉ξ is not free for f} ⊆ {f(ρξ) : ρ ∈ [στ ]k}.
The lemma follows immediately. 
Lemma 4.13. Suppose that (σ,X) is admissible and T ∈ T (σ,X, f). Then there
exists b so that if ξ ∈ [E ∩ (b,∞)]r−k and σξ is f -free then
mT {τ ∈ [T ] : στξ is not free for f} ≤ 2
−c−1.
Proof. By the above lemma, for sufficiently large b, if ξ ∈ [E∩(b,∞)]r−k, τ ∈ T−[T ]
and στξ is f -free, then
mT {τ〈x〉 ∈ T : στ〈x〉ξ is not free for f} ≤ 2
−|τ |−c−2mT (τ).
The lemma follows immediately from the above inequality. 
Now, we can extend an admissible condition to force a cone avoiding requirement
with the lemma below. The proof of the following lemma resembles the proof of
Lemma 3.7, in that we replace complicated questions concerning the specific f by
questions concerning all functions in Fσ,X and then exploit the cone avoidance
property of WKL0.
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Lemma 4.14. For each e and each admissible (σ,X), there exists an admissible
(τ, Y ) ≤M (σ,X) such that ΦBe (Z) 6= A for all Z ∈ (τ, Y ).
Proof. Let U be the set of g ∈ Fσ,X such that for every T ∈ T (σ,X, g),
mT {υ ∈ [T ] : υ contains an (e,B)-splitting pair over σ)} < 2
−1.
So, U is a ΠB⊕X1 subset of Fσ,X .
Case 1: U = ∅. In particular, f ∈ Fσ,X − U .
Fix T ∈ T (σ,X, f) such that
mT {υ ∈ [T ] : υ contains an (e,B)-splitting pair over σ)} ≥ 2
−1.
Let b be as in Lemma 4.13 for (σ,X) and T , and let Y0 = X ∩ (b,∞).
For each ξ ∈ [Y0]r−k, let
h(ξ) = {υ ∈ [T ] : συξ is not free for f}.
So, h is a finite coloring of [Y0]
r−k. By Lemma 4.13, each h(ξ) is a subset of [T ]
and mTh(ξ) ≤ 2−c−1. By the strong cone avoidance property of the Achromatic
Ramsey Theorem, there exist θ and Y ∈ [Y0]ω such that |θ| ≤ d = dr−k, Y is cone
avoiding and h(ξ) ∈ θ for each ξ ∈ [Y ]r−k. Thus,
mT {υ ∈ [T ] : ∃S ∈ θ(υ ∈ S)} ≤ 2
−c−1d < 2−c−12c−1 = 2−2.
Let P = {υ ∈ [T ] : ∀S ∈ θ(υ 6∈ S)}. By the definition of h,
P = {υ ∈ [T ] : ∀ξ ∈ [Y ]r−k(συξ is free for f)};
by the above inequality, mTP > 2
−23.
So, we can pick υ ∈ [T ] such that υ contains an (e,B)-splitting pair over σ and
συξ is f -free for all ξ ∈ [Y ]r−k. Fix x and η ⊆ υ such that ΦBe (η;x) ↓6= A(x). Let
τ = ση. Then (τ, Y ) is a desired admissible condition.
Case 2: U 6= ∅.
By Theorem 2.1 of Jockusch and Soare, pick a cone avoiding g ∈ U . By Lemma
4.10, let Y0 ∈ [X ]ω be such that Y0 is cone avoiding and σY0 is g-free. We define a
Y0-computable sequence of consecutive intervals by induction:
• J0 = [a0, b0], where a0 = 0 and |Y0 ∩ J0| = 2n0 for some 2n0 ≥ 2c+2
(
|σ|
k
)
.
• if Jl = [al, bl] is defined, then Jl+1 = [al+1, bl+1], where al+1 = bl + 1 and
|Y0 ∩ Jl+1| = 2
nl+1 for some 2nl+1 ≥ 2l+c+3
(
|σ|+l+1
k
)
.
For each l, let Tl be the set of all υ ∈ [ω]≤l such that υ(i) ∈ Y0 ∩ Ji for all i < |υ|.
Trivially, Tl ∈ T (σ,X, g). We can Y0-computably map infinite paths of
⋃
l Tl to 2
ω:
the empty string is mapped to the empty string; if σ ∈ [Tl] is mapped to µ ∈ 2<ω
and x is the i-th element in Y0 ∩ Jl, then σ〈x〉 is mapped to µν such that ν is the
i-th element in 2nl (under some computable enumeration of 2<ω).
As g ∈ U , for each l,
mTl{υ ∈ [Tl] : υ contains an (e,B)-splitting pair over σ)} < 2
−1.
Let
T = {υ ∈
⋃
l
Tl : υ contains no (e,B)-splitting pair over σ)}.
Then under the above mapping, T is Y0-computably isomorphic to a Π
B⊕Y0
1 subset
of Cantor space with positive measure. So, we can pick some R such that R is
Martin-Lo¨f random in B ⊕ Y0, A 6≤T B ⊕ Y0 ⊕ R and Y0 ⊕ R computes some
Y ∈ [T ]. Then Y is cone avoiding and contains no (e,B)-splitting pair over σ. It
follows that ΦBe (Z) 6= A for all Z ∈ (σ, Y ). Moreover, as (σ,X) satisfies (ad2) and
Y ⊆ X , (σ, Y ) satisfies (ad2) as well and thus is admissible. Hence, (σ, Y ) is as
desired. 
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By an argument similar to Case 1 in the proof of Lemma 4.14, we can extend
the finite part of an admissible condition.
Lemma 4.15. Each admissible condition (σ,X) admits an admissible extension
(τ, Y ) with |τ | > |σ|.
Proof. Let n = 2c
(
|σ|
k
)
and (xi : i < n) be a strictly increasing sequence from
X . Let T be a finite tree, consisting exactly of ∅ and 〈xi〉 for i < n. Trivially,
T ∈ T (σ,X, f). Let b be as in Lemma 4.11 for (σ,X) and T . For ξ ∈ [X∩(b,∞)]r−k,
let
h(ξ) = {i : σ〈xi〉ξ is not free for f}.
By Lemma 4.11, h(ξ) is a subset of n with no more than
(
|σ|
k
)
elements. By the
strong cone avoidance property of ART, fix θ and Y ∈ [X ∩ (b,∞)]ω such that
|θ| ≤ d, Y is cone avoiding and h([Y ]r−k) = θ. By the definition of h, i ∈ S ∈ θ if
and only if σ〈xi〉ξ is not f -free for some ξ ∈ [Y ]r−k. So,
{i < n : ∀S ∈ θ(i 6∈ S)} = {i < n : ∀ξ ∈ [Y ]r−k(σ〈xi〉ξ is free for f)}.
Let N denote the set above. Then
|N | ≥ n− |θ|
(
|σ|
k
)
≥ (2c − d)
(
|σ|
k
)
> 0.
So, we can pick i ∈ N and let τ = σ〈xi〉. Then (τ, Y ) is as desired. 
With Lemmata 4.14 and 4.15, we can get a descending sequence of admissible
Mathias conditions ((σn, Xn) : n < ω) such that
(1) (σ0, X0) = (∅, E);
(2) |σn| < |σn+1| for each n;
(3) for each n and Z ∈ (σn+1, Xn+1), ΦBn (Z) 6= A.
Let G =
⋃
n σn. By admissibility, G is f -free; by the above properties, G is infinite
and cone avoiding.
So, we have proved Lemma 4.7 and thus also Theorem 4.1.
5. Remarks and Questions
By [2, Theorem 3.1], there exists an ω-model of RCA0+RT
2
2 consisting of only
∆03 sets. On the other hand, Jockusch’s bounds apply to most theorems in the four
families. So, if Φ and Ψ are theorems from the same family for exponents 2 and 3,
respectively, then usually Φ 6⊢ Ψ. Naturally, we expect this relation to generalize
to larger exponents. In other words, we can ask whether any of the four families
gives rise to a proper hierarchy of combinatorial principles below ACA0. Actually,
this question has been asked in [1, 5] for FS, TS and RRT, respectively. In [20], it
is shown that RRT32 6⊢ RRT
4
2. Here we state the analogous question for ART.
Question 5.1. Fix (dk : 0 < k < ω) as in §3. Does ART
r
c,dr
⊢ ARTr+1e,dr+1 for any
r > 1 and reasonable c, e?
A possible approach to answering the above questions would be to construct
solutions which lie in some level of the lown hierarchy, as the author did in [20].
Recall that a set X is lown if X
(n) ≡T ∅(n); otherwise, X is non-lown. By [2,
Theorem 3.1], RT22 admits non-low2-omitting, and so do all Φ in the four families
for exponent 2, as they are consequences of RT22; by [20, Theorem 5.3], RRT
3
2 admits
non-low3-omitting. But in general, little is known.
Question 5.2. Given Φ which is a statement in the four families with exponent
r > 2, does it admit non-lowr-omitting?
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For ART, we can ask finer questions. Clearly, for fixed r and c, if d ≤ e then
ARTrc,d ⊢ ART
r
c,e. Dorais et al. [6] have established some implications between
different instances of ART, e.g., ARTmn+1kn,kn−1 ⊢ ART
m+1
k,k−1 ([6, Proposition 5.3]),
although they use a less artistic name for some instances of ART there. But in
general, relations between distinct instances of ART are unkown.
Question 5.3. Compare distinct instances of ART, e.g., ARTrc,d and ART
r
c,d+1.
Note that, if c <∞ then ARTrc,d is equivalent to ART
r
d+1,d. However, the obvious
proof for this equivalence cannot be generalized to yield ARTrd+1,d ⊢ ART
r
<∞,d, even
if d is a standard positive integer.
Question 5.4. Compare ARTrd+1,d and ART
r
<∞,d.
Another kind of metamathematical questions deals with the relation between
the four families. Recently, Xiaojun Kang [13] proved that RRT22 6⊢ TS
2 and thus
RRT22 is strictly weaker than FS
2. The general picture is yet to be discovered.
Question 5.5. Compare theorems between different families.
It may also be of interest to investigate properties of the sequence of integers
(dk : 0 < k < ω) in §3. By the proof of Theorem 3.1, we can take dk = Sk−1 for
k > 0, where (Si : i < ω) is the sequence of Schro¨der numbers (see [22]):
S0 = 1, Sn = Sn−1 +
∑
k<n
SkSn−k−1.
Question 5.6. Are Schro¨der numbers optimal bounds for the Achromatic Ramsey
Theorem to have the strong cone avoidance property?
Dorais et al. [6, Proposition 5.5] have shown that ARTr+12r ,2r−1 ⊢ ACA0. But the
gap between 2r − 1 and Sr is quite large, as Sr > 22r−2.
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