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In a paper appearing in this issue,
Record and Anderson provide a simple
model for preferential interaction co-
efficients. Preferential interactions
describe the mutual interference of sol-
utes in a solution and are of fundamen-
tal importance in understanding linked
equilibria in the most general way.
Using the notation of Scatchard and
Stockrnayer, the simplest macromo-
lecular system of interest can be re-
duced to a three-component system
containing water (component 1), a mac-
romolecule (component 2), and a solute
(component 3). At constant tempera-
ture and pressure, the chemical poten-
tials, ILS, of these components are re-
lated through the fundamental Gibbs-
Duhem equation:
nldlLl + nzdILz + n3dIL3 = 0, (1)
where n denotes the number of mols of
each component. If the macromolecule
is used as reference, Eq.1 can be rewrit-
ten as
-dILz = XldlLl + X3dIL3' (2)
where XI and X3 denote the number of
mols of water and solute per mol of
macromolecule. The effect of the solute
on the macromolecule is given by the
response function f 3,Z
dILz dILl
- - = f 3,z = X3 + Xldll3dIL3 r-
= X3 - Xl f 3,1'
The crucial consequence of Eq. 3 is that
the coefficient f 3,z depends not only on
X3, but also on the effect of the solute
on water, f 3,1' Many biologically rel-
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evant interactions involve solutes
whose concentration is vanishingly
small compared with the molality of
water, so that f 3,1 = 0 for all practical
purposes. Other important interactions,
however, involve solutes at concentra-
tions where the effect on water activity
must be taken into account. Relevant
examples are the effects of salts and de-
naturants on proteins and nucleic acids.
In many such cases, the interaction of
the solute with the macromolecule is to
be cast in terms of the preferential in-
teraction coefficient f 3,Z' to indicate
that the observed effect is due to accu-
mulation or exclusion of the solute in
and from the "domain" where the mac-
romolecule operates, relative to the sol-
vent. Because f 3,Z depends explicitly on
f 31 (see Eq. 3), developing a model forpr~ferential interaction coefficients is
tantamount to developing a model for
the effect of the solute on water. This is
a rather nontrivial task in the general
case.
Previous attempts to model preferen-
tial interactions have yielded to the
temptation of associating the X values
in Eq. 3 with specific binding interac-
tions, thereby simplifying the problem.
So did the classical Wyman theory of
linked equilibria and its Tanford "cor-
rection" for preferential binding ef-
fects, the solvent-solute exchange mod-
els of Schellman and Timasheff, and
the earlier Record-Anderson-Lohman
treatment of salt effects. In these treat-
ments, XI and X3 represent the amounts
of water and solute bound per mol of
macromolecule. The model of Record
and Anderson (1995), on the other
hand, fully exploits the generality in-
trinsic to the Gibbs-Duhem equation.
Using an earlier idea of Inoue and
Timasheff, preferential interaction co-
efficients are cast in terms of the prop-
erties of two domains: a local domain
containing components 1 and 3 in as-
sociation with a single molecule of
component 2, and a bulk domain con-
taining components 1 and 3 only. The
solution is assumed to be dilute enough
in terms of component 2 that the vari-
ous local domains are widely separated
from each other through the bulk do-
main. The essence of the Record-
Anderson treatment is embodied by the
Gibbs-Duhem equation in the local do-
main (see Eq. 3), with the coefficient
f 3 derived from the properties of the,I
bulk domain. The treatment makes no
assumption on the nature of the X val-
ues, which are quite appropriately de-
fined as the amounts of solute and water
associated with the macromolecule in
the local domain, and preferentially ac-
cumulated in, or excluded from this do-
main relative to the bulk. In addition,
the treatment extends to the case of a
solute present as a charged component
along with its co-ion, and the case
where the macromolecule itself is
charged. These cases are dealt with by
properly defining chemical potentials
for the charged species in Eq. 3 and tak-
ing into account electroneutrality. The
result is a general description of pref-
erential interactions that is nowhere
weakened by ad hoc assumptions on
the nature of the interactions in-
volved. This is a valuable contribu-
tion to the field.
Much of the value of the two-domain
model is that it offers a simple interpre-
tation of nonideality effects induced by
the presence of the macromolecule in
solution and makes precise predictions
on the extent and properties of prefer-
ential interactions that can be tested ex-
perimentally. A great charm of thermo-
dynamics is the ability to describe
reality in the most general way. An
even greater charm is the ability to pre-
dict reality, when all the components
responsible for a given effect are iden-
tified correctly and dealt with. One of
the most challenging tasks ofbiological
thermodynamics is to predict energet-
ics from structure. The two-domain
model is a small, but important, step in
this direction. It may serve as a frame-
work to arrive at quantitative predic-
tions about macromolecular interac-
tions involving charged and uncharged
components and should be particularly
useful in Monte Carlo studies of coun-
terion association with DNA. The im-
pact of the two-domain model, how-
ever, will extend to the treatment of salt
728
effects in general, because it signifi-
cantly improves earlier treatments of
specific binding interactions. By cor-
rectly identifying all of the driving
forces responsible for salt-induced ef-
fects in macromolecular systems, it
would be possible to sort out the con-
tributions due to specific and nonspe-
cific binding interactions and reach a
predictive understanding ofeither com-
ponents. This is a timely and important
issue.
Those who still naively think of salts
as "inert spectators" of a game domi-
nated by the macromolecule and its "li-
gands" should ponder the recent work
on ribosomal RNA (Lu and Draper,
1994), protein-DNA interactions
(Overman and Lohman, 1994), and en-
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zymes like dialkylglycine decarboxy-
lase (Hohenester et aI., 1994), pyruvate
kinase (Larson et aI., 1994), and throm-
bin (Ayala and Di Cera, 1994). Mono-
valent cations binding in the millimolar
range can influence dramatically the
properties of proteins and nucleic acids.
These interactions appear to be wide-
spread in biology, and a thermody-
namic description along the lines indi-
cated by Record and Anderson (1995)
will come in quite handy.
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