Introduction
[2] There have been frequent instances of sudden brightening or dimming of the airglow layer that appear to propagate across the sky as fronts, sometimes described as walls [Taylor et al., 1995a; Hecht et al. 1995; Swenson et al., 1998; Smith et al., 2003 Smith et al., , 2005 Smith et al., , 2006 Batista et al., 2002; Fechine et al., 2005 Fechine et al., , 2009 Medeiros et al., 2005; Narayanan et al., 2009; Nielsen et al., 2006; She et al., 2004; Stockwell et al., 2006; Brown et al. 2004; Scheer and Reisin, 2010; Li et al., 2007] . Such changes are common and the transition between conditions before and after the passage of the fronts can be quite rapid [Taylor et al., 1995a [Taylor et al., , 1995b Zhang and Shepherd 1999; Swenson et al., 1998; Dewan and Picard, 1998; Hecht et al., 1995; Smith et al., 2003 Smith et al., , 2005 Smith et al., , 2006 ].
[3] Instances of frontal phenomena have been interpreted as internal undular bores [Smith et al., 2003 [Smith et al., , 2005 Dewan and Picard, 1998; Nielsen et al., 2006] . Undular bores are nonlinear high Froude number phenomena and can be regarded as the wave transition between different basic states . Evidence of nonlinearity is a wave train with amplitude-ordered waves that propagate with different phase speed depending on their amplitude [Lighthill, 1978; Dewan and Picard, 1998; Knupp, 2006; Rottman and Einaudi, 1993; Grimshaw et al., 2002] .
[4] Bores generate excess energy at the transition and undular bores shed this energy by generating waves that carry energy backward relative to the moving front [Lighthill, 1978] . Bores may also shed the excess energy generated at the front by means of turbulent dissipation [Lighthill, 1978] . Bores for which this is the primary means of energy dissipation are known as turbulent bores. The existence of front-like behavior indicates a horizontally propagating ducted wave that has acquired maximum amplitude at its leading edge [Dewan and Picard, 1998; Smith et al., 2003 Smith et al., , 2005 Smith et al., , 2006 ].
[5] In this study, we show evidence suggesting an isolated disturbance at the leading edge of a dramatic change in airglow brightness with weak trailing waves. The OHM and O2A airglow brightnesses behind the front were among the brightest for Alice Springs that we have measured in 7 years of observations. The evidence includes a high degree of ducting induced in large part by the Doppler ducting associated with a strong 2 day wave event, a sharp leading feature with trailing waves that travel slower than the leading wave and a large Froude number. [6] In this section we describe an event resembling an undular bore with a large leading feature and weak trailing waves in the OH Meinel and O 2 Atmospheric airglow over Alice Springs, Australia (23.7 S, 133.9 E).
The Alice Springs Event

Measurements
[7] The airglow instrument at Alice Springs (AS), located at 23.8 S, 133.9 E, is a modified version of The Aerospace Corporation's charge coupled device (CCD) nightglow camera originally described by Hecht et al. [1994] and further described by Hecht et al. [2004] . The imager now uses a 1536 Â 1024 Kodak CCD chip. The pixels are binned 8 Â 8, resulting in images that have 192 Â 128 pixels. Each pixel is 0.6 km on a side. The angular field of view is now 69 by 46 degrees giving a spatial field of view of approximately 122 Â 75 km at 90 km altitude. This instrument obtains images of the OH Meinel (6,2) (hereinafter OHM) and O 2 Atmospheric (0,1) band (hereinafter O2A) band emissions. A sequence of five images is obtained, each at 1 min integration, through separate narrow passband filters. Two of the filters cover two different rotational lines of OHM, two filters cover different portions of O2A, and one filter covers the background and has almost no airglow emission in its passband. The latter is used to correct the airglow images for background skylight. Thus, one can obtain images of the OHM and O2A airglow, the intensity and temperature of the OHM and O2A emissions, and atmospheric gravity wave horizontal wavelengths and ground-based phase velocities [e.g., Hecht et al., 1997 Hecht et al., , 2001 . For this work we discuss the OHM and O2A intensities and temperatures as determined using the techniques described by Gelinas et al. [2008] .
Production of Airglow Temperature Images
[8] The imager employs five filters covering two rotational lines of the OH Meinel (6,2) emission, 8400 Å and 8430 Å, two rotational lines of the O 2 atmospheric (0,1) emission, 8660 Å and 8680 Å, and a background emission at 8750 Å. The exposure time for each filter is 60 s. A full set of measurements is taken every 7 min and includes two background images and a dark image. The filter sequence is BG (8750 Å), OH (8400 Å), OH (8430 Å), BG (8750 Å), O2 (8660 Å), O2 (8680 Å), DK.
[9] Temperatures near the peak of the OH emission altitude, near 87 km, were determined from the ratio of the 8400 Å to 8430 Å rotational lines. Images at each wavelength were first processed to remove dark counts, stars, and background contamination and then a flat-field correction was applied. Since the two images used to determine the temperature were separated in time by 1 min, the second image in the sequence was spatially shifted to account for bore motion between images (approximately 54 m s À1 ). Temperatures near the peak of the O2A emission (94 km) are similarly determined using the ratio of 8660 Å to 8680 Å lines [e.g., Hecht et al., 1994 Hecht et al., , 1997 Hecht et al., , 2004 . The results on a pixel by pixel basis were then averaged over a 100 pixel box. The RMS error per box was determined to be $2 K.
Airglow Brightness and Temperature Features
[10] In Figure 1 a distinct brightness front is observed in both airglow layers. In a sequence of such images, it is seen to move across the image in a direction $57.5 east of north (from the upper right to lower left of the image) at a speed of $54 m s À1 . The most distinct disturbance is a single narrow feature at the leading edge of the OHM image. There is also a weak trailing waveform.
[11] The boundary in both images separates regions with distinctly different levels of airglow brightness. In O2A (Figure 1 , left) there is a decrease in the airglow brightness behind the wave, while in OHM (Figure 1 , right) it is an increase. This is a common characteristic of waves reported as bores and is attributed to the fact that such waves must be ducted and can be associated with a node between layers [Dewan and Picard, 1998; Walterscheid and Hickey, 2009; Snively et al., 2010] .
[12] Figure 2 shows cuts across the image shown in Figure 1 . The cuts are indicated by the vertical dashed lines in Figure 1 . We see a large isolated feature separating regions with different airglow brightness. For OHM the disturbance is in the form of a large positive spike $10 pixels (6 km) across. For O2A the disturbance has the opposite sign and is somewhat broader being $30 pixels (18 km) across. The change in brightness behind the front relative to values ahead attains $40% of the mean for OHM and $20% for O2A. The change is far more step-like for O2A, the change in OHM taking the form of a steady increase after the front passes.
[13] Figure 3 shows the progression of the front in both images. Figure 3 shows two image sequences, one for O2A (Figure 3 between members of a pair is 63 s. The time interval between pairs of the same emission is 7.3 min.
[14] Figure 4 shows a line plot of the O2A (Figure 4 , left) and OHM brightness (Figure 4 , right) integrated along a direction parallel to the wavefront. The brightness in two lines is shown for each of two emission bands at three different times for each band. The red and black curves in Figure 4 are separated by 63 s. The time between plots is 7.3 min. The wavefront is the large peak on the left. The waveform is propagating from right to left. The observations indicate a phase speed for the leading disturbance of $54 m s À1 and horizontal wavelength in the range 10-20 km. The tailing waves appear to be somewhat slower.
[15] The leading disturbance is by far the strongest with weaker trailing waves. The initial disturbance for OHM is a large isolated feature while for O2A it appears to be dispersed waveform with a single crest and trough. At the last time shown, the leading OHM disturbance is beginning to resemble a dispersed waveform. The distance between the initial OHM crest and the following one increases with time; the same is true for the second and third. There is no discernible amplitude ordering of the training waves.
[16] Figure 5 shows maps of O2A airglow temperature ( Figure 5 , top) and OHM temperature ( Figure 5 , bottom) sequences obtained from brightness pairs. A temperature front is seen corresponding approximately to the location of the airglow front. In both emissions, colder air is found behind the front than ahead. The change from the warmest temperature ahead of the front to the coldest temperatures behind is $25 K in O2A and $30 K in OHM. The differing temperature on either side of the moving front may be interpreted as a change in the basic state.
[17] A figure comparable to Figure 4 for temperature was not possible because of the larger uncertainties in the temperature determinations. To reduce noise levels, we examined the temperature averaged over the central 20 Â 20 pixels (12 Â 12 km) of the images. This gave a time history of the disturbance as it moved across the central part of the image with a time resolution of 7 min. The times series was further smoothed by means of a three-point average. Figure 6 shows a time history of the event as it passed the zenith. A rapid decrease of temperature in both layers commences shortly after 13:00 UT. The decrease is about 20 K in OHM and is a similar amount in O2A. (The smaller value than those obtained from the images reflects the averaging.) The temperature then oscillates about a secular value which slowly decreases for OHM and remains nearly constant for O2A. In neither layer does the temperature show any tendency to recover to prepassage levels over the remainder of the night. Thus, the changes may be reasonable interpreted as a change in basic state. The temperature change occurs nearly in phase for the leading two oscillations; thereafter, the disturbance in O2A begins to lead the one in OHM until even later waves come into antiphase with each other. This indicates that the trailing waves are not fully ducted in the first instance and have a different modal structure from the leading waves in the second.
[18] A similar analysis for brightness (not shown) revealed the antiphase relation for the OHM and O2A emissions discussed earlier. The passage of the transition for preevent to postevent conditions occurred nearly simultaneously in temperature and brightness, with O2A and temperature having nearly the same phasing until the waves in the brightness became indistinct (after the first two or three waves).
Ducting
[19] Bores (or more generally long-lived horizontally propagating wave trains) require ducting to maintain the traveling disturbance [Walterscheid and Hickey, 2009; Walterscheid et al., 1999; Crook, 1986; Rottman and Grimshaw, 2002] . Ducting in the free atmosphere is favored by a layer where the waves are internal surrounded by regions where the waves are external (evanescent), or nearly so. The approximate dispersion relation for gravity waves is
where k is the horizontal wave number, m is the vertical wave number, N is the Brunt-Vaisala frequency, c is the horizontal phase speed, ū k is the horizontal wind projected on the horizontal wave number vector and H is the scale height. When m 2 > 0, the waves are internal, and when m 2 < 0, they are external. From (1) it is inferred that evanescence is favored by winds opposed to the direction of wave propagation, short horizontal wavelengths and by low static stability. Ducting is also favored by reflection from gradients in m 2 . Strong reflection is indicated when the WKB criterion is strongly violated or when [Crook, 1986; Walterscheid et al., 2000; Rottman and Grimshaw, 2002] 1 m ∂m ∂z ≫m ð2Þ
Simulations
[20] To assess the potential for ducting, we have performed calculations with a full wave model. The model and its application to ducting are described in detail by Walterscheid and Hickey [2009] . The model has been described by Hickey et al. [1997] , Walterscheid and Hickey [2001] , and Schubert et al. [2003] . Briefly, the full-wave model is a linear, steady state model that describes the vertical propagation of acoustic-gravity waves in an atmosphere with molecular viscosity and thermal conduction, ion drag, Coriolis force, and the eddy diffusion of heat and momentum in the mesosphere. The model solves the equations on a high-resolution vertical grid subject to boundary conditions and allows quite generally for propagation in a height varying atmosphere (nonisothermal mean state temperature and height varying mean winds and diffusion). The linearized equations are numerically integrated from the lower boundary to the upper boundary using the tridiagonal algorithm described by Bruce et al. [1953] and Lindzen and Kuo [1969] . The lower boundary is set well below the region of interest, and a sponge layer is implemented to avoid a large extraneous buildup of energy between the lower boundary and evanescent layers below any mesospheric ducts [e.g., Walterscheid and Hickey, 2009] . In this study the lower boundary (the bottom of the lower sponge layer) is placed 250 km below z = 0. The wave forcing is through the addition of heat in the energy equation. The heating is defined by a Gaussian profile with a full width at half maximum of 0.125 km. It is centered variously at an altitude of 10 km or 85 km. A Rayleigh-Newtonian sponge layer in addition to natural absorption by viscosity and heat conduction prevents spurious reflection from the upper boundary. At the upper boundary (here 300 km altitude) a radiation condition is imposed using a dispersion equation that includes dissipation [Hickey and Cole, 1987] .
[21] The basic state temperature profile is a combination of temperatures derived from the NRLMSISE-00 model [Picone et al., 2002] (hereafter denoted MSIS00) and the TIMED/SABER instrument [Russell et al., 1999;  http:// gcmd.nasa.gov/records/GCMD_TIMED_SABER.html]. The SABER profile is an average of four profiles located over Australia for times before and after the observed wave event. Figure 7 (left) shows the locations for the SABER profiles used for the basic state temperature profile. shows the corresponding temperature profiles along with the times.
[22] The model profile is obtained by first smoothing the SABER data over the altitude range 13 to 140 km with a five-point centered average, then smoothly joining this profile with the MSIS00 profile for the time and location of the observed event. The segment below the stratopause was modified as by Walterscheid and Hickey [2009] to prevent an extraneous buildup of energy in the stratosphere from unduly affecting the results in the upper mesosphere and lower thermosphere. A spline fit is performed over the entire profile. Figure 8 shows the temperature profile derived from the time and space averaging of the TIMED/SABER data described in the preceding paragraph and the fit to the vertically smoothed data.
[23] Figure 9 shows the profile of N 2 corresponding to the smoothed profile shown in Figure 8 . There are distinct minima near 72 km and 94 km. Secondary minima are seen near 80 km and 90 km. A pronounced maximum is located near 85 km. Outside of the region bounded by the primary minima, N 2 increases. In the thermosphere the increase is not monotonic but takes place in a series of steps defined by local maxima and minima.
[24] The wind profile for the ducting calculations was derived by use of the Horizontal Wind Model version 2007 (HWM07) [Drob et al., 2008] and data from the University of Adelaide Medium Frequency Doppler radar located at Buckland Park (34 38′S, 138 29′E) in South Australia [Reid et al., 1995; Holdsworth and Reid, 2004 ; http://www.physics.adelaide.edu.au/atmospheric/mf.html]. The Alice Springs event occurred near the end of an episode of the phase locked 2 day wave (PL/TDW) [see Hecht et al., 2010, Figure 3 ]. These events occur in the Southern Hemisphere summer and are characterized by large amplitudes and wave period tuned close to 48 h [Walterscheid and Vincent, 1996; Hecht et al., 2010; McCormack et al., 2010] .
[25] The 2 day wave is not explicitly included in the HWM07. To account for the effect of the 2 day wave, we difference the Adelaide MF winds with the HWM07 winds for the time of the Alice Springs event and add this difference to the HWM winds for Alice Springs for the altitude region between 70 and 95 km. To avoid discontinuities in the profile, the PL/TDW wind difference is forced smoothly to zero at the upper and lower limits of the altitude region covered by the radar. We refer to the HWM07 winds for Alice Springs as the HWM winds and the PL/TDW modified winds as the HWM/TDW winds. This approach is justified by the fact that the PL/TWD is a hemispheric scale event and the scale of the PL/TDW far exceeds the distance between Adelaide and Alice Springs.
[26] Figure 10 shows the HWM and HWM/TDW winds projected on the direction of wave propagation. The magnitude and vertical extent of 2 day wave component agrees reasonably well with Limpasuvan et al. [2005] and McCormack et al. [2010] . The difference between the HWM and HWM/TDW profiles is substantial; the PL/TDW added approximately 50 m s À1 to the HWM winds over the altitude range $90 to 95 km. The effect of this is to decrease the intrinsic phase speed of the wave and to increase the vertical wave number (see (1)).
[27] The observations indicate a phase speed for the leading disturbance of $54 m s À1 and horizontal wavelength in the range 10-20 km. The lowest values are also more or less characteristic of the trailing waves, which tend to be somewhat slower. Figure 11 shows the vertical profiles of m 2 for a horizontal wavelength of 10 km based on the temperature and wind profiles shown in Figures 8 and 10 , respectively. The rapid increase in m 2 to very large values above $98 km is due to a critical level where the phase speed equals the projected wind speed. The values of m 2 for both wind profiles show large negative values of m 2 associated with the low values of N 2 in the upper mesosphere and near the steep lapse rates found near 93 km (see Figure 9 ). Maxima occur near 85 km in the HWM profile and near 88 km in the 2 day wave modified profile. The value of m 2 for both wind profiles is strongly evanescence below $83 km. The difference between the maxima with and without the PL/TWD modified winds is pronounced. For the HWM winds there is a very limited region ($2 km in thickness) where m 2 > 0. With the effects of the PL/TDW wind the region where m 2 > 0 is far more extensive, extending from $83 km to $92 km.
[28] Figure 12 shows m 2 for the 20 km wave. The structure of the profiles is similar to those shown in Figure 11 but shifted to the right so that the altitude ranges for which m 2 > 0 are much greater, and the regions of evanescence are much reduced and much weaker. For the HWM profile the wave is internal from $80 to 93 km. The altitude region over which the HWM/TDW profile is internal is similar, but the peak values of m 2 are much larger. For the HWM/TDW profile the wave is only slightly evanescent in a limited altitude range above where m 2 > 0. However, low values of m 2 coupled with the steep gradient in m 2 above and below the minimum in the HWM/TDW profile suggest a high degree of reflection.
[29] Figure 13 shows the results of the full-wave model for the wave horizontal wind component u′ for a wave with a 10 km horizontal wavelength. Results are shown for the HWM and HWM/TDW profiles. The waves for both are forced at 85 km near where the m 2 profile for HWM has its maximum value. The forcing is adjusted to give a 5% fractional airglow response for the HWM/TDW profile. The same forcing is applied for HWM. The sharp local amplitude decrease at 85 km seen in both profiles is an artifact of the forcing. This is the only structure seen in the internal wave region for the HWM case. There is additional structure indicating standing wave behavior for the HWM/ TDW case where m 2 > 0 ( Figure 11 ). Over the main part of this region the response is much stronger in the HWM/TDW case than in the HWM case. At O2A altitudes (nominally $90 km) the HWM/TDW response is weak and the HWM response is essentially nil.
[30] Figure 14 shows the disturbance wind response for a horizontal wavelength of 20 km. Again, the forcing is adjusted to give a 5% fractional airglow response for the HWM/TDW profile. As for 10 km horizontal wavelength, the HWM/TDW response is much stronger than the HWM case. The HWM response is significant in OH but is weak at O2A altitudes. The HWM/TDW response is large at both OHM and O2A altitudes. The structure for the HWM/TDW Figure 10 . Model wind profiles obtained from the HWM07 model [Drob et al., 2008] (solid curve) and by including a correction to the HWM07 winds using wind data from the Adelaide MF radar for the winds associated with a strong 2 day wave event as described in the text (dot-dashed curve). The winds have been projected on the direction of wave propagation so that positive values denote winds in the direction of wave propagation. Figure 11 . Vertical profiles of the vertical wave number squared based on the temperature and wind profiles shown in Figures 8 and 10 , respectively. The profile is for a wave with a horizontal phase speed of 54 m s À1 and a horizontal wavelength of 10 km. The profile denoted "HWM Winds" is based on HWM07 winds (solid curve) and the profile denoted "HWM + 2-Day Winds" is based on the wind profile modified for the presence of the phase-locked 2 day wave using Adelaide MF radar data (dashed curve). case indicates standing wave behavior for altitudes where m 2 > 0 ( Figure 11) . The response in both layers is much greater for the 20 km horizontal wavelength than for 10 km.
[31] We examined the wave response for horizontal wavelengths in the range 15-20 km to see where the response was a maximum. Since the horizontal phase speed was well constrained, we fixed it at c = 54 m s À1 . The horizontal wavelength was varied in steps of 0.01 km. The forcing was the same for all values of horizontal wavelength. The measure of the response was the vertically integrated kinetic energy in the altitude region 82 to 87 km, corresponding to the amplitude feature peaking near 84 km (Figure 14 ) [Walterscheid and Hickey, 2009] . The results are shown in Figure 15 . There is a clear kinetic energy peak near 19 km.
[32] The results of the full-wave calculations for a horizontal wavelength of 19 km are shown in Figure 16 . The results are similar to those shown in Figure 14 for the 20 km wavelength except that the difference in amplitude between the HWM and HWM/TDW cases is much greater as result of the HWM results being much weaker. The fact that the HWM/TDW results are similar in amplitude to the 20 km case is a consequence of the fact that in both cases the forcing is adjusted to give a 5% fractional OHM airglow response.
Nonlinearity
[33] The ratio of the front speed to the wave speed defines a Froude number
where U k is the current speed in the direction of k in the upstream region where the wave formed [White and Helfrich, 2008] . Values of F close to unity imply a significant degree of nonlinearity. A characteristic of nonlinearity is amplitude ordering with each successive wave behind the front having smaller amplitude than the one before it [Christie, 1989] . The amplitude decrease can be gradual. Supercritical bores (F > 1) may have a waveform consisting of a large leading disturbance followed by weak trailing waves [Melville and Helfrich, 1987; Helfrich and Melville, 2006] . For the event we examine, F determined locally is somewhat less than unity but may well be supercritical upstream. The waveform seen in the OHM airglow shown in Figure 6 (a large leading disturbance followed by weak trailing waves) might therefore reflect supercriticality. The amplitudes of successive trailing waves show no discernible amplitude ordering, though this could be an observational artifact of the weakness of the waves.
Discussion
[34] We have analyzed a dramatic wave event seen in the airglow over Alice Springs, Australia. The event shows conditions associated with events elsewhere that have been interpreted as bores [Smith et al., 2003 [Smith et al., , 2005 Dewan and Picard, 1998; Nielsen et al., 2006] . These conditions are a wave train following a moving front in airglow intensity and a change in temperature behind the front. Also indicative is the opposite response of the airglow in the OHM and O2A layers, with a dramatic brightening in the former and darkening in the latter [Smith et al., 2003 [Smith et al., , 2005 Dewan and Picard, 1998; Nielsen et al., 2006 ].
[35] A necessary condition for a bore interpretation is significant wave trapping [Crook, 1986; Rottman and Grimshaw, 2002] . We have analyzed the ducting for the event using a combination of empirical models (MSIS00 and HWM07) and data (Adelaide MF radar winds and TIMED/ SABER temperature data). During the wave event an instance of the PL/TDW was underway [Hecht et al., 2010] . We find significant trapping in the vicinity of the airglow layers that was greatly enhanced by the winds associated with the PL/TDW. It seems unlikely that the event would have occurred were it not for the PL/TDW-induced winds.
[36] We have also examined the possibility that PL/TDW thermal structure played a role in the event. A comparison between the thermal structure inferred from TIMED/SABER and MSIS for the time and place of the event (not shown) indicated that MSIS00 did not exhibit the structure in the upper mesosphere that gave the low values of the Brunt-Vaisala frequency necessary for wave ducting. One cannot attribute the difference between the MSIS00 values and the observed values entirely to the PL/TDW, but it appears likely that PL/TDW-induced thermal structure played a role in the necessary ducting.
[37] Values near 20 km were characteristic of the major leading disturbance in the O2A layer. The isolated leading disturbance in the OHM layer had a horizontal scale of $10 km. Including the comparatively dim feature preceding the large bright feature gives $20 km. Calculations (Figure 16) indicate that values near 20 km are consistent with a resonant response near a horizontal wavelength of 19 km. Another region of resonance (not shown) corresponding to a faster lower-order mode occurs for phase speeds near 85 m s À1 . The weak trailing waves are consistent with a subdued Figure 15 . The vertically integrated kinetic energy over the altitude region 82 to 87 km as a function of horizontal wavelength. The horizontal phase speed is 54 m s À1 . Figure 16 . Same as Figure 13 but for a wave with a horizontal wavelength of 19 km. response for wavelengths $10 km compared to the strong near resonant response near 20 km.
[38] The leading disturbance in the OHM airglow was (except for the weak trailing waves) an isolated disturbance associated with frontal-like behavior indicative of a horizontally propagating ducted wave train that has acquired maximum amplitude at its leading edge. This behavior suggests a bore whose leading disturbances is a solitary wave [Dewan and Picard, 1998; Smith et al., 2003 Smith et al., , 2005 Smith et al., , 2006 Rottman and Einaudi, 1993] . A solitary wave followed by a train of weak trailing waves indicates a fairly large degree of nonlinearity [Rottman and Einaudi, 1993] . The observations indicated that the degree of nonlinearly where the waves were observed was marginal, but we cannot rule out a high degree of nonlinearity where the wave was produced.
[39] The temperature change in both layers is characterized by cooling across the moving front of $25 K for O2A and $30 K for OHM. This is the first work of which we are aware that reports an extensive change in temperature across the front. The change in temperature suggests a change in the basic state across the moving front and agrees with the idea that a bore is a wave transition between basic states [Grimshaw, 2002] . What instigates this change is not clear.
[40] One possibility is a lower atmosphere source for the event. The evanescence at the bottom of the duct is not strong. It is possible that the bore-like event could have originated in a large-amplitude upward propagating wave with a phase speed and wavelength not too different from those consistent with a resonant wave. Once the wave gained access to the ducting, it is possible that the energy was transferred to the nearby resonance by nonlinear processes [Christie, 1989; Grimshaw et al., 2002; Knupp, 2006; Rottman and Einaudi, 1993; Rottman and Grimshaw, 2002; Young et al., 1994] . This interpretation is supported by the fact that the lower-order mode with the faster phase speed is not seen. The lower-order mode has a higher degree of evanescence on the bottom side and presents a greater barrier to upward propagation. Calculations for waves forced from below (not shown) give a much smaller amplitude in the airglow region for the resonance corresponding to phase speeds $85 km than with the observed phase speeds. If the wave is forced from below, then the change in the basic state temperature across the front may be regarded as a consequence of the action of gravity waves in extracting heat from the region [Walterscheid, 1981; Hickey et al., 2011] .
[41] Another possibility is that the cooler temperatures behind the front indicate some lifting. This might be caused by a current flowing along a sloping stable layer, forced perhaps by some combination of tidal and planetary wave (e.g., the PL/TDW) action [Flynn and Sutherland, 2004; Knupp, 2006] . Dewan and Picard [1998] have suggested a tidal mechanism.
[42] There can be longer-period features ($ hour period waves) associated with frontal events that might play a formative role in frontal events, such as the one studied by Li et al. [2007] . The occurrence of the Alice Springs event toward the end of the PL/TDW wave might be explained by conditions that allow propagation of slower gravity waves to mesospheric altitudes as the PL/TDW weakens. Here we have examined the wave features revealed in the images that are integral to the event and more or less characteristic of waves seen in association with frontal events [Smith et al., 2005 [Smith et al., , 2006 Stockwell et al., 2006; Taylor et al., 1995a] .
[43] The weak wave train following the front suggests the possibility that waves are not the only mechanism responsible for removing excess kinetic energy generated at the bore front. Indeed, when a degree of nonlinearity is involved (as in a bore or a cnoidal wave train) the energy carried back relative to the crests cannot account for all of the excess energy that needs to be depleted [Lighthill, 1978] . Some energy might be depleted by vertical leakage from the duct. In addition, a reasonable alternative to a pure undular bore is a mixed bore that is partly turbulent [Lighthill, 1978] . At the front, mixing would bring down atomic oxygen which would enhance the OHM emission through O 3 production and diminish the O2A emission by diminishing production [Hecht et al., 1995] . This would account for the observed brightening of the OHM airglow emission and the dimming of the O2A airglow.
Conclusions
[44] We have analyzed a case of a dramatic frontal event observed over Alice Springs, Australia. The major findings are as follows:
[45] 1. The event is most likely a bore or a train of nonlinear (cnoidal) waves. The large isolated leading disturbance in the OHM airglow suggests the possibility that the leading disturbance is a solitary wave.
[46] 2. The event has characteristics of an undular bore, but the trailing waves are very weak suggesting the possibility that turbulence as well as wave transport is removing excess energy generated at the moving front.
[47] 3. Calculations indicate that the PL/TDW occurring at the time was an essential contributor to the ducting required to maintain a wave train at airglow altitudes.
[48] 4. The OHM and O2A airglow brightness behind the front was among the brightest for Alice Springs that we have measured in 7 years of observations.
