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In this paper we propose a new method for solving high-frequency scattering problems by multiple objects. A model reduction algo-
rithm based on the macro basis function (MBF) method is used to find an approximate solution within a subspace spanned by the solutions
of several single scattering subproblems. Different iterative methods for generating the MBFs are compared. The whole process relies
on a finite element approach and is applied to convex obstacle scattering.
Index Terms—Finite-element methods (FEMs), iterative techniques, macro basis function methods, multiple electromagnetic scat-
tering, reduced-order systems, short-wave problem.
I. INTRODUCTION
S OLVING multiple-scattering problems can be a realchallenge, especially when the wavelength is significantly
smaller than the size of the scattering obstacles.
For non-convex geometries obtained as the union of a finite
number of convex surfaces, an efficient algorithm was proposed
in [1] based on three main elements: 1) an iteratively computable
Neumann series for the currents induced on the scattering sur-
faces, which rigorously accounts for multiple scattering; 2) a
generalized ansatz that allows for a priori determination of the
highly oscillatory phase of the currents in each term of the se-
ries; and 3) the use of the single-scattering boundary-integral
solver from [2] for the efficient evaluation of each term of this
series. A finite elements reformulation algorithm was recently
proposed in [3], where the steps 2) and 3) described above were
adapted to compute the fields in the volume instead of only on
the boundary of the scatterers. The iterative process was then
accelerated with a phase reduction procedure [4], [5].
In this paper, macro basis functions (MBFs) [6] are intro-
duced to allow for a model-order reduction, which aims at
further reducing the number of iterations. The underlying idea
is based on the observation that the multiple iterations in the
scheme produce subsolutions that span an interesting subspace
of the whole solution space, which allows us to solve (a reduced
version of) the problem in this subspace.
The paper is organized as follows. First the multiple scattering
problem is reformulated in terms of coupled single-scattering
subproblems in Section II. Its iterative solution by means of dif-
ferent iterative methods is shown in Section III. Next the MBFs
are introduced and linked to the solutions of the single scattering
subproblems. The iterative schemes are then modified to further
speed up their convergence using the MBF technique. A numer-
ical comparison of the methods on several test cases is finally
given.
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II. MULTIPLE SCATTERING AS COUPLED SINGLE
OBSTACLE SCATTERING
We study the solution of a scalar time-harmonic scat-
tering problem where the incoming plane wave hits a
set of obstacles , , with closed bound-
aries . The real wavenumber is related to the wavelength
by . Let and be, respec-
tively, the region occupied by the scatterers and its boundary.
The original multiple scattering problem in the computational
domain , with Dirichlet boundary conditions on
and radiation condition at infinity reads
in
on (1)
The solution can also be written in terms of a sum of
subsolutions
(2)
with the solution of a subproblem where the th scatterer
is considered separately in the computational domain
(see Fig. 1)
in
on (3)
The subproblems are coupled through the boundary conditions
imposed on in (3), where the contributions of all other ob-
stacles are taken into account. It can be shown that the family of
subproblems admits a unique solution [7]. Moreover, when
all the scatterers are convex, the use of iterative linear solvers
to find an approximate solution of (2), (3) in terms of the single
scattering subproblems has been proved to be advantageous [3].
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Fig. 1. Computational domain for the  th subproblem.
III. ITERATIVE SOLUTION TO THE COUPLED SUBPROBLEMS
Instead of directly solving (3), we look for the solution in
terms of the series
(4)
At each iteration , we solve scattering problems around the
single obstacles
in
on
(5)
with
for
for
(6)
for a Gauss-Seidel-type iteration. Each correction can be
interpreted as the correction introduced by the th wave reflec-
tion, the iteration being stopped when the norm of all corrections
at step is smaller than a prescribed tolerance. More sophisti-
cated iterative schemes like Krylov subspace methods can also
readily be applied if (3) is reformulated in terms of an iteration
operator (see [3]). Furthermore, if the scatterers are convex, a
phase reduction procedure can be applied in order to accelerate
the solution of each subproblem [3].
IV. MODEL REDUCTION USING MBFS
Let us assume that we have a mesh (e.g., a triangulation)
of . The MBFs, also referred to as characteristic basis func-
tions (CBFs), are a class of basis functions with the entire com-
putational as support [8]—in contrast with standard finite
element basis functions, the support of which is generally re-
stricted to a few mesh elements (e.g., those touching a given
mesh vertex for standard P1 elements). The MBFs are con-
structed as a linear combination of the standard basis functions,
and can thus be seen as higher level basis functions, built on
top of the standard ones. As such, if we denote by the
-dimensional finite-element space in which we are seeking the
discrete solution of the problem, a reduced set of linearly in-
dependent MBFs spans a -dimensional subspace of solutions
. An approximation of the solu-
tion to the original problem can of course be expressed in
as a linear combination of the MBFs
(7)
In matrix form, we can write
(8)
where is the MBF basis of ,
and is the vector of coordinates of in
that basis.
Although that subspace does not necessarily contain the stan-
dard FE solution, its orthogonal projection onto this subspace
is its best approximation in the least-square sense. If the dis-
cretized problem to solve reads
(9)
and a basis of dimension is available, the coordinates
of the projected solution in (8) are obtained by solving
(10)
with the reduced matrix of the new
system. Although this matrix is dense, it should be much
smaller than the original system matrix. Equation (10)
can thus be straightforwardly solved to find the approximate so-
lution (without solving the original system).
In a given MBF set, the projected solution is unique and so are
the coordinates . The quality of the approximation therefore
depends on the choice of the constituent MBFs. A suitable and
relevant set of MBFs must be built accounting for the physics
of the problem and incorporating all the a priori information.
For instance, if the solution is expected to be oscillatory, any
constant function will be most likely orthogonal to the solution
and is useless in the MBF set.
V. ITERATIVE MBF GENERATION
As emphasized in [6], the key point in the model reduction
process is the generation of the MBFs. We would like to build
as quickly as possible the smallest set of MBFs spanning a sub-
space in which a sufficiently good approximation of the solution
can be found. The coordinates of the projected solution are then
easily computed by solving the reduced system (10).
As a starting point, let us consider the solutions of the coupled
subproblems defined by the individual obstacles
as a MBF set. Obviously, the subspace they span contains the
exact solution [compare (2) with (7)]. However, the constraints
imposed on these particular basis functions are very strong as
they should form a unique set of MBFs, with all coefficients
in equal to 1. Determining them is costly, as solving the cou-
pled subproblems directly is usually computationally more ex-
pensive than solving the original problem. As an alternative, we
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can use the basis formed by the iterates in (4). This set of
basis functions is less constrained: it depends on the chosen it-
erative scheme and we are free to truncate the series after any
number of terms. If all (an infinity of) are considered, their
coefficients are once again equal to 1.
From the above considerations we thus propose to solve the
overall problem by modifying the iterative solution of (4) by
taking advantage of the intermediate results. We build the MBF
set at each iteration with all the “unconverged” subsolutions,
i.e., after each iteration cycle, the MBF set is enriched with the
current solution:
(11)
where is the solution vector to the th subproblem com-
puted after the th iteration.
The advantage of this approach is that if the iterative process
converges to the solution of the coupled subproblems as defined
by (4), the MBF set containing all the intermediate results will
eventually contain the solution to the full problem.
Another interesting point is that even if the original itera-
tive scheme fails to converge (as can happen at some particular
frequencies for non-Krylov solvers [3], when numerical errors
lead to an eigenvalue of the iteration operator becoming slightly
larger than 1 [11]), it does not necessarily mean that a good ap-
proximation cannot be found in the basis built during the iter-
ative procedure. Indeed, we have observed that the number of
iterations required to find a solution within the MBF subspace
is still relatively small when the solver eventually fails to con-
verge with the non-MBF approach. Therefore, the introduction
of the MBFs in the iterative scheme not only speeds up conver-
gence, but also tends to stabilize it.
In any case, in order to avoid linearly dependent basis func-
tions, an SVD is performed after each iteration to disregard the
vectors with the smallest singular values and ensure a good con-
ditioning of the reduced matrix . As computing the SVD
rapidly becomes costly when the MBF basis grows, one could
separate the basis into the vectors associated with each scat-
terer, so as to compute several SVDs of smaller size—this makes
sense since the solutions of different subproblems are linearly
independent.
Other choices are possible for the iterative generation of the
MBF set. In [12], a Method of Moments approach is presented
as well as the link with Krylov subspace solvers.
VI. NUMERICAL RESULTS
The method has been applied to the scattering of an incident
plane wave along the -direction by a collection of cylindrical
obstacles in a regular arrangement. Different configurations of
the obstacles have been considered, as illustrated on Fig. 2.
A Bayliss-Gunzburger-Turkel-like radiation condition was ap-
plied on the outer boundary to truncate the domain [9]. The con-
vergence criterion was set as , with
the wavenumber and the 2-norm.
As in [3], three different linear solvers are investigated:
Jacobi, Gauss-Seidel, and GMRes [10], [11]. Values of
ranging from 4 to 25 have been tried and results are reported for
Fig. 2. Different geometries used. Obstacles with unit radius  , separated by
a distance     , taken to 1 in all experiments.
( denotes the radius of the cylindrical scatterers).
The behavior was similar at all frequencies.
Fig. 3 shows the convergence rate of the different solvers with
respect to the residue criterion, with and without the MBF ex-
tension. One clearly observes a reduction in the number of itera-
tions with the new method for all three solvers. Fig. 3(c) and (d)
show some interesting cases where both the unmodified Jacobi
and Gauss-Seidel solvers fail to converge while the MBF ver-
sion is still able to converge quickly, highlighting the stabiliza-
tion of the method provided by the introduction of the MBFs.
Note that the generated subspaces depend on the initial
guess . After iterations, the GMRes has produced the
subspace , with
the iteration operator and [11], that becomes
in the particular case .
Our Jacobi procedure gives raise to exactly this subspace
when started with . That is the reason why the con-
vergence of Jacobi + MBF and GMRes + MBF shown on
Figs. 3(a), (b), and (d) are almost identical. Fig. 3(c) illustrates
the different case where for both schemes.
In all considered cases, the modified Gauss-Seidel solver re-
quires the least iterations to converge, suggesting that it gives
rise to the best MBF set. This can be understood as the Gauss-
Seidel procedure providing an implicit preconditioning of the
system.
VII. CONCLUSION
We have presented a modified iterative algorithm for the fi-
nite element computation of the scattered field by a collection
of convex obstacles, based on a reformulation of the problem as
coupled single obstacles scattering subproblems. A model order
reduction is performed thanks to the introduction of the Macro
Basis Functions, to compute an approximate solution within a
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Fig. 3. Convergence curves for the three different solvers, with and without the model reduction technique to the scattering by the corresponding configurations
of obstacles in Fig. 2, with       . GMRes:    in all cases except (c), where   ; Jacobi and Gauss-Seidel:    in all cases.
subspace of solutions. The basis for this subspace is progres-
sively built as the iterative process advances, and is stopped
when achieving a residue-based criterion.
The proposed method leads to significantly faster conver-
gence with all three investigated linear solvers, as well as to
improved stability. The drawback is an increased memory use.
From a convergence point of view, the modified Gauss-Seidel
method shows the best performance, although all three modi-
fied solvers behave similarly. This contrasts with the original
algorithm where significantly different convergence rates were
observed, and Krylov subspace methods were usually prefer-
able.
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