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Abstract 
  
With the improvement of the technologies and frameworks available to create Cloud-based 
apps, it is now possible to develop, deliver and maintain applications that have high availability 
and reach a wide range of users. To maintain such web applications can be a challenge, for 
instance, an update or new feature has to keep the website available for the end user. To keep 
track of user’s behavioural patterns, websites often collect information about their usage, analyse 
this data and produce recommendations to improve websites and help their maintenance. 
REQAnalytics is a recommender system that collects the information about the usage of a website, 
processes it, and generates recommendations to the requirements specification of the website, 
such as requirement prioritization, functionalities to create or remove, and traceability between 
website elements and functionalities [Garcia & Paiva, 2016]. This paper proposes an evolution to 
the REQAnalytics system, in which we collect the dependencies between requirements through a 
Requirements Interchange Format (ReqIF) [Group, 2016] and then merge them with the 
information about the website usage. With this correlation, based on the user session information, 
it is possible to detect not used or not defined dependencies, and produce new recommendations 
to the requirements specification. Another possibility is to support the impact analysis of proposed 
changes, helping to maintain the software requirements specification updated and traceable. A 
case study validates the proposed extension.  
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 Chapter 1 
Introduction 
 
Cloud-based services are continuously updated and improved, in this way, keeping the 
requirements specification documents updated and aligned to the implemented services can be a 
challenge. However, information about the current state of functionalities and its dependencies is 
crucial and useful to assess the impact of changes and play an important role in the overall service 
quality. Nowadays websites are seen as an essential tool for business development, they are used 
as Web Services, Intranets and Web applications [Singh & Singh, 2010], [Taghipour, Kardan, & 
Ghidary, 2007]. Most of the web applications have to be available 24 hours per day and, to satisfy 
its customers, the quality of this type of software is a critical concern. Besides that, web 
applications should be maintained and improved during the software’s lifecycle, so that the 
stakeholder’s needs may be fulfilled [Malviya & Agrawal, 2015]. 
Many benefits come with the use of Software as a Service (SaaS) and Web Services 
integrated with a Service Oriented Architecture (SOA), namely interoperability, security, and the 
ability to adapt quickly to the usual changing business demands. However, its use adds a new 
complexity layer to the environments where these services are deployed [Barbir et al., 2007]. In 
terms of complexity some challenges arise, such as the replace ability, compatibility, and process 
conformance of exchanged services, where the data have to be preserved and formally validated 
without losing its meaning [Papazoglou et al., 2007]. 
To achieve a significant users’ satisfaction, companies must continuously dedicate efforts to 
maintain and improve the quality of the released web applications. It can be realized applying 
tools and methodologies that can guarantee the quality of the development process and, 
consequently, the quality of the product [Hariguna, Lai, & Chen, 2016]. In this context emerges 
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REQAnalytics, a recommender system that collects information about the usage of a web 
application, relates it back to the requirements, and generates reports with recommendations and 
change suggestions that can increase the quality of the web application. The system provides 
reports in a business-friendly language where, for example, it shows new workflows and 
navigation paths, identifies features to remove and presents the relationship between requirements 
and the proposed changes helping to maintain the software requirements specification updated 
and useful. 
Recommender Systems for Software Engineering (RSSE) [Walker & Zimmermann, 2014] 
arise from the necessity of automation of procedures among software engineering users, where 
the recommendations help software developers, for example, these tools can suggest code reuse 
[Ye & Fischer, 2005], support software requirements elicitation [Castro-Herrera & Cleland-
Huang, 2010] and communicate user input to the engineering team. 
Web usage mining can gather input data for the recommender system, working with real and 
live information about user behaviour on a web application. Combining a recommender system, 
web usage mining and requirements engineering can produce information that will assist the 
requirements maintenance. In particular, it is common to have information about requirements’ 
dependencies outdated, which can influence the analysis for changes. This paper presents an 
approach capable of detecting requirements’ dependencies from usage data automatically 
gathered. 
1.1 Context 
In Software Engineering, one of the biggest concerns has to do with software quality, i.e., 
ensure that software is systematically, rigorously, measurably, on time, on budget, and within 
specification built. 
As software evolve along time, there is the need to define new requirements, update existing 
ones and implement changes accordingly. Change requests may originate from different 
stakeholders, such as developers, systems engineers, users and service integrators. Changes in 
requirements, their uncontrolled evolution throughout the project and a weak requirements 
elicitation are the main causes for software project failures [Standish Group, 2015].  
Managing requirements helps to prevent the negative impacts of the uncontrolled 
requirements changes and assure that the stakeholder’s needs are fulfilled. By means of the 
analysis of change effect and by auditing it, may be accomplished a proper requirements 
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management [Ibrahim, Kadir, & Deris, 2009]. However, keep a Software Requirements 
Specification updated is difficult, particularly on cases where the software project is a 
website/service that evolves during its lifetime. This happens, despite of software organizations 
are trying to improve their processes used to collect, analyse, document and maintain their 
requirements in a structured requirements specification written in natural language [K. E. 
Wiegers, 1999]. As times goes by a deficient requirements management process leads to obsolete 
requirements that do not express the actual state of development of websites becoming useless. 
Another difficulty through software lifetime is defining the correct priority for change 
requests’ implementations and assess the impact of those changes because often there is no 
traceability information between the requirements and implementation neither are identified the 
dependencies among different requirements. 
During the Software Development Life Cycle (SDLC) it is mandatory that a good 
Requirements Management process is put in place, special attention should be dedicated to the 
requirements documents and its quality [Rupp & Pohl, 2011]. A good quality requirement 
document must be unambiguous and consistent, have a clear structure, be modifiable and 
extendable, be complete, and traceable [Rupp & Pohl, 2011]. 
The quality criteria ‘traceability’ is the most important for the context of this study, where 
the focus is to keep an updated track of dependencies among requirements and to detect new 
dependencies not previously defined. 
1.2 Problem and Motivation 
There is a split in modern software development. In one hand, professionals with knowledge 
of programming, project management and database carry out the conventional software 
development. In other hand, however, the web development aggregates a wide range of 
developers, who don’t necessarily need programming skills to create and deploy websites, it can 
be done without having to write a single line of code [Mendes, 2014]. In this web environment, 
also called SaaS (Software as a Service), where updates and maintenances are frequent, having a 
traceability matrix with the dependencies among the updated requirements is a key factor to 
maintain the web application running without impacting the user experience [A. Garcia & Paiva, 
2014]. 
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This paper aims to show that extracting and analysing data about the usage of websites can 
help to maintain requirements updated, update dependencies among requirements and contribute 
to improve the overall quality of the services.  
Web Analytics is a set of methods for measurement, data collection, and data analysis of 
websites during their lifetime. Its main purpose is to understand and optimize the web usage. The 
usage of websites generates large amounts of information that have different purposes, like 
assessment of quality of web-products [Pai, Ravindran, Rajagopalan, & Srinivasaraghavan, 2013] 
or to statistical analysis of website data usage [Kumar, Singh, & Kaur, 2012]. Data from Web 
Analytic tools together with a proper analysis of that data may produce recommendations to 
improve the overall software service quality. 
Web Analytics tools are able to extract several data about the usage of a website. The 
gathered data produce diverse information that helps to evaluate, for instance, the quality of web 
products [Singal, Kohli, & Sharma, 2014], pattern recognition or to statistical analysis of website 
data usage[Kumar et al., 2012].  
Current requirements management methods do not use this type of information, having its 
main focus on the analysis and reporting of business metrics like number of visits and traffic 
sources, these tools are more interesting to marketers [Pai et al., 2013] and therefore still has some 
limitations for the maintenance of services. The possibilities of the analysis of this web usage data 
still need to be explored [Akerkar, Bădică, & Burdescu, 2012]. 
Some challenges on the Web Analytics field need to be addressed, for example, there are 
several web analytics tools that collect large volumes of data, but they do not give any 
recommendations to the improvement of the website based on the data collected. In addition, the 
stakeholders are often sceptical of a new form of automated tool support [Thurimella & Maalej, 
2013]. Therefore, high quality recommendations are necessary to answer the stakeholder’s 
doubts. There is also no focus on the improvement of the Software Requirements Specification 
(SRS). 
The web analytics tools currently available have a number of weaknesses. For instance, they 
do not analyse the service based on different user roles; do not analyse typical navigational paths; 
do not produce reports based on the requirements. 
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1.3 Objectives 
The main objectives for this report are: 
 Successfully import requirements in the ReqIF format; 
 Identify and recommend the creation of new dependencies from the web usage data; 
1.4 Report Organization 
This paper is organized in five chapters. Chapter 2 presents a discussion about the State of 
the Art on Requirements Engineering, Requirements Management, Software as a Service (SaaS), 
Web Usage mining, Recommender Systems, and the related work; it also describes the 
REQAnalytics recommender system. Chapter 3 proposes an approach for the evolution of the 
existing REQAnalytics system, firstly is demonstrated an extension to automatically import 
functional requirements XML documents; secondly an extension that uses the functional 
requirements dependencies and its related user session’s data, collected by a Web Analytics tool, 
to detect new, undefined, functional requirements dependencies. In Section 4, we present a 
detailed Case Study, where the approach proposed in Section 3 is applied and the results are 
discussed. Chapter 5 presents the conclusions and future work. 
 Chapter 2 
State of the Art 
Almost every company today uses at least one software, from the small and simple sales 
management system of your local grocery store to the very large systems of a multinational 
corporation, or even in your personal life with your mobile phone, for example. We are connected 
and relying on software to help us in the daily activities. 
With this in mind is of extreme importance that we, the software community, keep doing our 
jobs in the best possible way, providing solid, strong, and stable software products. To achieve 
this commitment with quality a proper application of Software Engineering skills is mandatory. 
Software engineers, analysts, developers, experts, etc., are responsible for translating user 
and stakeholder’s needs into a product that will deliver a solution for their necessity. 
Requirements Engineering provides the methods for elicitation, specification, validation, 
and management of user’s needs, which will be detailed in this section, along with related works 
on Impact Analysis, Web Usage Mining and Recommender Systems. 
2.1 Requirements Engineering 
Requirements Engineering (RE) is defined as the process of eliciting, documenting, and 
maintaining individual stakeholder’s requirements and needs, developing them into detailed 
requirements which are documented and specified to serve as the basis for all other software 
development activities [Pohl, 2010]. 
In software engineering, such requirements documents are often called Functional 
Requirements Specifications. The Functional Requirements Specifications is the formal response 
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to the defined objectives. It describes all external user and programming interfaces that the 
product must support. 
Sommerville [Sommerville, 2010] defines functional requirement as: 
 
These are statements of services the system should provide, how the system 
should react to particular inputs and how the system should behave in particular 
situations. In some cases, the functional requirements may also explicitly state 
what the system should not do. These requirements depend on the type of software 
being developed, the expected users of the software and the general approach taken 
by the organisation when writing requirements. When expressed as user 
requirements, the requirements are usually described in a fairly abstract way. 
 
The classic definition of what a requirement is can be taken from the IEEE Standard 610.12 of 
1990 [Ieee, 1990]: 
 
 A condition or capability needed by a user to solve a problem or achieve an objective; 
 A condition or capability that must be met or possessed by a system or system 
component to satisfy a contract, standard, specification, or other formally imposed 
documents; 
 A documented representation of a condition or capability as in the previous items. 
Alternatively, a more modern definition is given by [Glinz, 2014] as: 
 A need perceived by a stakeholder; 
 A capability or property that a system shall have; 
 A documented representation of a need, capability or property. 
The challenges faced in requirements engineering are detailed by many authors in related 
works. An example is the lack of communication and misunderstanding of requirements 
specifications [Bubenko, 1995], especially in large software projects, where breakdowns in 
communication can occur more easily [Al-Rawas & Easterbrook, 1996]. Poor communication 
still one of the most common problems in eliciting customer’s requirements [Pa & Zin, 2011]. 
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The physical location of the stakeholders and engineering teams [Salvatore & Alameda, 
2003], and multi-site software development organisations [Damian, 2007], are challenges related 
to location, but also impact the communication when the channels are not properly defined.  
Some authors tackle the agile software development process. They write about how to apply 
traditional requirements engineering methods in agile requirements engineering [Inayat, Salim, 
Marczak, Daneva, & Shamshirband, 2015], and also how to perform requirements traceability in 
agile software development [De Lucia & Qusef, 2010].  
With the immense number of requirements engineering tools available in the market, it is of 
extreme importance to have some sort of integration amongst them, in this scenario XML-based 
solutions should be considered to create such tool integrations [Meisenbacher, 2005]. An example 
of XML-based integration is given is this dissertation (see Section 3.2.1). 
Ultra-large-scale (ULS) systems also create a challenge for the RE community, due to its 
scale and complexity [Ncube, 2011]. ULS systems “comprises not only information technology 
(IT) components, but also machines of many kinds, individuals and teams, diverse sensors, 
information streams and stores (including verbal and non-verbal human communications), and so 
forth” [Northrop et al., 2006]  
2.1.1 Requirements Engineering Activities 
Requirements Engineering is divided in four main activities [Pohl, 2010]: 
 Elicitation: the process of obtaining requirements from stakeholders, using different 
techniques; 
 Documentation: this activity uses natural language or conceptual models to describe the 
requirements elicited previously; 
 Validation and Negotiation: documented requirements must be validated and negotiated 
early on, to guarantee that all the predefined quality criteria are met; 
 Management: responsible for dealing with the requirements documents and artefacts, it 
runs together with all other activities, is responsible for maintaining the consistency after 
changes, and ensure their implementation. 
Figure 1 shows a spiral model view of the requirements engineering activities. 
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Requirements Management, which is described as a support to all other processes 
[Sommerville & Kotonya, 1998] , is detailed in the next section. The other activities are not part 
of the scope of this dissertation. 
2.1.2 Requirements Management 
Requirements management (RM) is the process of documenting, analysing, tracing, 
prioritizing, and agreeing on requirements and then controlling change and communicating to 
relevant stakeholders [Rupp & Pohl, 2011]. It is a continuous process developed throughout the 
project. A requirement is a capability to which a project outcome (product or service) should 
conform.  
Thus, software organizations that wish to have their systems well maintained should 
necessarily implement requirements management activities. Systems will change and evolve, 
keeping track of the evolution process will influence the quality of the delivered product. 
Requirements management is one of the two cross-sectional requirements engineering 
activities, together with Requirements Validation. 
The goals and activities of management in requirements engineering are [Pohl, 2010]: 
Figure 1: Requirements engineering processes 
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1. Observe the system context to detect context changes. 
The goal of this activity is to identify changes in the context and estimate the impact of these 
changes. Detecting such context changes is a prerequisite for analysing these changes and for 
incorporating them into the requirements engineering process [Pohl, 2010].   Examples of context 
changes: 
 A new technology or a new competing product emerges; 
 A law or standard changes; 
 Evolution of stakeholder goals; 
 Involvement of additional stakeholders; 
 Change of an organisation policy; 
 Changes in the way that external actors (stakeholders or systems) use the system. 
2. Manage the execution of requirements engineering activities. 
Aims to monitor, control, and adjust the planned workflow of elicitation, documentation, 
negotiation, and validation activities, applying techniques from project management. It can have 
a phase-oriented approach, based on waterfall process model, as shown in Figure 2, or a situative 
approach, where the activity to be executed next depends on the status of the requirements 
artefacts and the current process situation [Pohl, 2010]. 
 
3. Manage the requirements artefacts (traceability, version and configuration). 
The aim of this activity is to keep track continuously of all requirements artefacts, their 
relevant attributes and relationships as well their evolution. Has five main sub-tasks: 
Figure 2: Phase-oriented approach for Requirements Management 
  11 
 Definition of requirements attribute scheme; 
 Requirements traceability; 
 Requirements change management; 
 Requirements configuration management; 
 Requirements prioritisation. 
Managing requirements helps to prevent the negative impacts of the uncontrolled 
requirements changes and assure that the stakeholder’s needs are fulfilled. By means of the 
analysis of change effect and by auditing it, a proper requirements management may be 
accomplished [Ibrahim et al., 2009]. However, keep a Software Requirements Specification 
updated can be difficult, particularly on cases where the software is a website/service that evolves 
during its lifetime. This happens, despite of software organizations are trying to improve their 
processes used to collect, analyse, document and maintain their requirements in a structured 
requirements specification written in natural language [K. E. Wiegers, 1999]. As time passes, a 
deficient requirements management process leads to obsolete requirements that do not express 
the actual state of the websites, becoming useless. 
One of the challenges in RM is to have requirements documentation that are easy to read, 
navigate, query, and change. Requirements Traceability (RT) is used to achieve such conditions 
[Nuseibeh & Easterbrook, 2000]. RT tools and activities are the basis for most tools that perform 
impact analysis of changes. The changes in requirements, their uncontrolled evolution throughout 
the project and a weak requirements elicitation are the main causes for software project failures 
[Standish Group, 2015]. 
2.1.3 Requirements Management in SaaS  
Software as a Service (SaaS) is defined as “a software that is owned, delivered and managed 
remotely by one or more providers. The provider delivers software based on one set of common 
code and data definitions that is consumed in a one-to-many model by all contracted customers 
at any time on a pay-for-use basis or as a subscription based on use metrics.” [Gartner, 2017].  
SaaS is a way of providing software on demand, over the internet, by charging its real use, 
and not per license [Candan, Li, Phan, & Zhou, 2009]. The traditional software is sold per license, 
where a company or user pays to have the rights to use the software, regardless of the amount of 
use. In SaaS, the buyers of the software become subscribers of a service accessed in the Internet 
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[Liao & Tao, 2008]. Developing the software solutions using SaaS enables the software vendors 
to be ahead of the market innovation, bringing benefits to its customers and suppliers [Laplante, 
Zhang, & Voas, 2008]. In SaaS, a software is deployed as a service hosted in a remote server and 
accessed over the Internet [Nandi & Banerjee, 2013]. The change from traditional locally installed 
software to the SaaS model brings challenges for the requirements engineers, it is a paradigm shift 
that requires revaluation of current methodologies [Babar, Ramzan, & Ghayyur, 2011]. There is 
still room to grow the maturity level of SaaS and to detail its activities [Kang et al., 2010].   
The concept of SaaS relies on two other recent developed technologies, first one is the Cloud 
Computing, which is the idea of utilizing a wide range of applications through the internet, 
anywhere and independent of the chosen platform, with the same ease of use as if they were 
locally installed [Velte, Velte, & Elsenpeter, 2010]. Second is the open concept of Service 
Oriented Architecture (SOA), an architectural concept that allows the development of web 
applications that are interoperable, can be easily reused and shared across applications [Li & Wu, 
2009]. In this context, Software as a Service (SaaS) based in SOA, has become extremely relevant 
[Rhoton, 2010]. 
Using SaaS, a vendor can deliver a software system as a service. Using SOA enables the 
service to be published, discovered, and adopted as a component to construct new software 
systems, which can also be published and delivered as new services. In other words, the two 
models complement each other: SaaS helps to offer components for SOA to use, and SOA helps 
to quickly realize SaaS [Laplante et al., 2008]. 
Some examples of SaaS software are the Google Apps (Gmail, Calendar, Drive, etc.), 
Salesforce.com (ERP/CRM), Azure Web Services and Office 365 from Microsoft, and Amazon 
Web Services, which includes a full IT services infrastructure on the cloud with more than 70 
different web services. 
The use of SaaS enables the collaboration among software and services vendors, because 
SaaS has all the advantages of Cloud Computing and SOA architecture [Cancian, 2013]. The lack 
of information about the quality of the service provided by the vendors is a challenge that affects 
negotiation [Beil, 2009]. The information about service quality is of extreme importance for its 
acceptance, which is why traditional software methodologies have been applied as a way to 
improve the overall quality of the software system developed, with satisfactory results [Yang, 
Wang, & Li, 2009]. In software development, the quality of the product is directly related to the 
quality of the development process [Humphrey, 1988]. Therefore, it is common that the pursuit 
for a high quality software passes through an improvement of the development process [Beecham 
et al., 2005]. 
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Thus, the SaaS software development processes could be improved, increasing the maturity 
and the capacity of its processes, and thereby providing more information about the software 
service product, increasing the acquisition confidence and the negotiation power of the vendors 
[Cancian, 2013]. 
As there is no standard maturity model or framework specially designed for the SaaS 
architecture, traditional requirements management activities may be applied and, when necessary, 
adapted to guarantee the quality of software deployed as SaaS. It is important to apply 
requirements management methodologies and techniques to allow the development of SaaS with 
the necessary agility and to ensure their prompt adaptation to change [A. Garcia & Paiva, 2014].  
One of these techniques is Requirements Traceability (RT), which is detailed further in the 
text. To have requirements documentation with detailed RT is a way of achieving integrity and 
completeness of that documentation, playing an important role in impact analysis and change 
management [Nuseibeh & Easterbrook, 2000]. 
2.1.4 Requirements Traceability 
Requirements Traceability can provide many benefits to organizations that properly use 
traceability techniques [Kannenberg & Saiedian, 2009]. Requirements Traceability is the ability 
to describe and follow the life of a requirement, in both a forward and backward direction [Gotel 
& Finkelstein, 1994]. The goal of forward traceability is to make sure that each requirement is 
implemented in the product and that each requirement is completely tested [Westfall, 2006]. 
Backward traceability can verify if the requirements have been kept current with the design, code, 
and tests [Westfall, 2006]. Requirements Traceability Matrix (RTM) is commonly used as a 
method for tracing requirements to their outcomes. A RTM is defined as a table that illustrates 
logical links between individual functional requirements and other system artefacts [K. Wiegers 
& Beatty, 2003]. However, manual traceability methods may not be feasible because traceability 
links that need to be captured grows exponentially with the size and complexity of the software 
system [Cleland-Huang, Chang, & Christensen, 2003]. 
Requirements Traceability is recognized as a critical success factor in software development 
[Dömges & Pohl, 1998] and has been recognized as an important quality of a well-engineered 
software system [Gotel & Finkelstein, 1994]. Requirements Traceability is an important method 
during the maintenance phase because the initially defined requirements often change during the 
life cycle of the software development, and it is very important to assess the impact of those 
changes. Traceability allows determining what requirement, test cases or other artefacts, need to 
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be changed and can determine the costs and risks associated with that change. [Sherba & 
Anderson, 2003] added another question that a traceability approach should also answer: how 
traceability relations will be viewed and queried. Traceability analysis is related to the process of 
tracking forward or backward through a network of interrelationships between components of a 
System and its documentation [“Traceability Analysis,” n.d.]. 
A survey found that 20% of the requirements were involved in roughly 75% of all 
interdependencies [Carlshamre, Sandahl, Lindvall, Regnell, & Dag, 2001]. There are different 
approaches and mechanisms in the literature that aim to achieve traceability maintenance [Mäder 
& Gotel, 2012]. They can be classified into: Subscription-based approaches [Cleland-Huang et 
al., 2003], Rule-based approaches [Spanoudakis, Zisman, Pérez-Miñana, & Krause, 2004] 
[Murta, Van Hoek, & Werner, 2006] and approaches based on recognizing evolution [Cleland-
Huang et al., 2003]. 
A proper Requirements Traceability leads to a more qualified and cost-effective Impact 
Analysis of the change requests. 
Impact Analysis 
Having traceability information updated is useful to perform impact analysis when there are 
change requests and help to implement those changes without degrading the quality of the 
website.  Impact Analysis is defined as "identifying the potential consequences of a change, or 
estimating what needs to be modified to accomplish a change" [Bohner & Arnold, 1996]. 
Bi-directional links between functional requirements allow to determine which derived 
requirements, or parts, might be affected by a change in customer requests [Ramesh, Powers, 
Stubbs, & Edwards, 1995]. 
Impact analysis can be separated in three methods [Kilpinen, 2008]: 
 Traceability: Links between requirements, specifications, design elements, and tests are 
captured, and these relationships can be analysed to determine the scope of a proposed 
change [Bohner & Arnold, 1996]. 
 
 Dependency: Links between parts, variables, logic, modules, etc. are assessed to 
determine the consequences of a proposed change. Dependency occurs at a more 
detailed level than traceability [Bohner & Arnold, 1996].  
 
  15 
 Experiential: The impact of changes is determined using experts knowledge [Hassine, 
Rilling, Hewitt, & Dssouli, 2005]. 
None of the methods cited above utilizes automation to collect the traceability amongst 
requirements and other artefacts necessary, either an expert knowledge or previous documentation 
is necessary to perform the task of impact analysis. 
There is where the discipline/field of study on Web Usage Mining can be useful, to automate 
the process of collecting traceability based on the real usage of a website.  Further details of this 
area are discussed next. 
2.2 Web Usage Mining 
Web Usage Mining plays an important role in usability of the website, the improvement of 
user’s relations and improving the necessity of system presentation [Malviya & Agrawal, 2015]. 
One important kind of data is the data generated by users’ click stream. This data can be useful 
to predict user behaviour and to redirect the user to the required information more easily. 
Web usage mining can be described as the process of collection and discovery of user access 
patterns from web usage logs, it has a great potential for recommendations based on users 
preferences [Singal et al., 2014].  [Srivastava, Cooley, Deshpande, & Tan, 2000] described web 
usage mining as “the application of data mining techniques to discover usage patterns from Web 
data, in order to understand and better serve the needs of Web-based applications”. 
The process of web usage mining is normally divided into two main tasks: 
 Data preparation. The task of recording user sessions into a file or database, where 
detailed information is stored for latter pattern mining [Srivastava et al., 2000]; 
 Pattern discovery. This task involves the discovery of association rules, sequential 
patterns, usage clusters, page clusters, user classifications or any other pattern discovery 
method  [Cooley, Mobasher, & Srivastava, 1999]. 
Pattern discovery sums up different fields of study, from statistics to data mining, machine 
learning, and pattern recognition. It comprises several methods and activities, as described below 
[Srivastava, Cooley, Deshpande, & Tan, 2016]: 
 Statistical analysis: from the usage data collected from a website, it is possible to 
perform statistical analysis, calculate frequency, mean, median, etc. The most frequent 
accessed page(s) is an example of this kind of statistical technique. 
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 Association rules: used to relate web pages most often accessed or referenced together 
in a website. Useful to reveal correlation among users and user sessions. 
 Clustering: Technique to group information that have similar characteristics, for 
example demographic information about users. If the user sessions can be separated by 
age, for example, different products or services could be marketed specially to the 
targeted age range. 
 Sequential patterns: Used to find inter-sessions patterns in order to predict future visit 
patterns. 
 Dependency modelling: This technique aims to develop a model capable of representing 
significant dependencies among web variables from a website. Used to predict user 
behaviour, improve website navigation and increase sales of offered products. 
Usage pattern extracted from web data can be applied to a wide range of applications such 
as web personalization, system improvement, site modification, business intelligence discovery, 
and usage characterization [Cho, Kim, & Kim, 2002] 
Currently web usage mining tools collect information from three main sources: Web servers, 
proxy servers, and Web clients [Facca & Lanzi, 2004]. Having its main focus on the analysis and 
reporting of business metrics like number of visits and traffic sources, these tools are more 
interesting to marketing analysis [Pai et al., 2013]. 
Websites that sell products or services (e-commerce) have richer and more detailed data 
when compared to off-line commerce data. One type of data is the clickstream, which is the 
visitor's click path through the web site. Clickstream provides essential information to 
understanding patterns and behaviours of customers, such as what products they see, add to the 
shopping cart, and what products they finally buy. Through web usage mining, it is possible to 
make a more accurate analysis of customer's interests or preferences across all products than 
analysing the purchase records only [Cho et al., 2002]. 
The relationship between web usage mining and requirements management may provide 
recommendations on how to improve the web services and help maintaining requirement 
documents actual and useful [Garcia & Paiva, 2016].  
 
2.3 Recommender Systems 
Recommender systems are generally used in e-commerce websites to provide user 
personalization like product, content or service’s recommendations. This class of system is called 
content-based recommendation system [Pazzani & Billsus, 2007]. Concepts of Information 
Retrieval (IR) are behind this kind of recommender systems, such as Term Frequency times 
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Inverse Document Frequency (TF.IDF). TF is the frequency of a word in a document and IDF is 
the inverse of the document frequency among the whole corpus of documents, they are used to 
determine the relative importance of a document and/or product/content in a website [Shuvayan, 
2015]. Search engines also use TF.IDF as a way to score and rank the importance of a document 
for a given query. Recommendation systems are able to give recommendations because of these 
calculations of relevance of a determined query (which can be a user browsing for a product in 
an e-commerce website). 
A study presented a merge of web usage data mining and recommendation systems, based 
on current user behaviour [Adeniyi, Wei, & Yongquan, 2016], however the approach focus on 
recommendations for the website regular user and not for the technical team.  
Besides its most common use, recommender systems may also be used to support developers 
and/or software engineers in the decision making process, this class of system is called 
Recommender Systems for Software Engineering (RSSE).  
RSSE are systems created to automate the procedures realizd by software engineering users, 
where the recommendations may help software developers in general [Walker & Zimmermann, 
2014]. For example, these tools can suggest code reuse [Ye & Fischer, 2005], support software 
requirements elicitation [Castro-Herrera & Cleland-Huang, 2010] and communicate user input to 
the engineering team. Such systems aim to improve the system quality and the development 
process quality, by helping the software developers to make better decisions. They generally have 
code reuse and debugging features, acting in the implementation and maintenance phases 
[Gasparic & Janes, 2016]. 
As we have seen in the available literacture and research work, there is no RSSE tool 
currently using context information or making behavioral analysis. To supply this gap, a novel 
tool arises, REQAnalytics [Garcia & Paiva, 2016], which aims to improve the requirements 
maintenance based on the usage of a website. The usage information is gathered by a web 
analytics tool, mapped to the existing functional requirements of the website, thus enabling 
REQAnalytics to generate recommendations reports that may help the requirements maintenance 
and increase the overall quality of the software. Web usage mining is used to gather input data 
for the REQAnalytics recommendation system, working with real and live information about user 
behavior on a web application. 
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2.4 REQAnalytics 
REQAnalytics is a recommender system for software engineering [J. E. Garcia & Paiva, 
2016a], which aims to improve the requirements specification maintenance. The 
recommendations given by the system are based on web usage data gathered through a web 
analytics tool. 
REQAnalytics maps the features available on a website to the functional requirements of the 
software specification. Having this mapping and gathering the usage of the system, the tool is 
able to give a set of recommendations. It also shows a traceability matrix between web elements 
and the requirements specifications. The system analyses the web usage data of a specific website 
and generates recommendations that may help the requirements engineers to manage and maintain 
software requirements specifications. 
The result of this analysis is a detailed report with several recommendations to the selected 
website requirements specifications.  
REQAnalytics analyses the web usage data of a specific website and generates 
recommendations to the requirements engineers. To generate these recommendations 
REQAnalytics has four phases, described below, and the workflow of the tool is described in 
Figure 3. 
 First phase has two steps: step one consists in the import of the functional requirements 
from an XML document, this document has attributes such as ID, Description, Status, 
Owner, Date, and Priority Level (Low, Medium or High), indicating the priority order 
of a requirement’s change request. Second step is the requirements mapping, where a 
map between the functional requirements and the implementation artefacts of the 
website is created, with the aid of a mapping tool (see Section 2.8) designed as a 
bookmarklet on a web browser.  
 Second phase: An open source web analytics tool (OWA – see Section 2.9) is used to 
collect the web usage data from the website, saving it to a MySQL database.  
 Third phase: Analysis of the web usage data collected by OWA, joining it with the 
mapped information generated by the mapping tool.  
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 Fourth phase: The result of the previous analysis is a detailed recommendation report 
with several recommendations to the selected website requirements specifications, with 
possible improvements to the functional requirements. 
The goal of the REQAnalytics Recommender System is to complement and support the task of 
Requirements Maintenance. The main features of the system are described below: 
 Mapping Tool - Relates the functional requirements specifications of the website to the 
web pages and elements that implement them, thus being able to produce a traceability 
matrix. 
 Integration with a web analytics tool - Reads the web usage data provided by a web 
analytics tool, correlates this data with the functional requirements and then gives 
recommendations, as seen in Figure 4, which can be to: 
 Create New Requirement. 
 Change Requirements Priority. 
 Delete Requirements. 
 Split a requirement in two or more requirements. 
Figure 3: REQAnalytics workflow 
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The system also provides management reports, such as: 
 Requirement Details - A detailed description of each requirement with all its properties 
and the information about the accesses to the corresponding functionality (that may be 
inferred by the accesses to the web pages and elements mapped to the requirement). 
 Dashboard - A page showing the requirements already mapped; number of established 
mapping; charts indicating the percentage of the requirements by priority; and total 
number of recommendations generated by REQAnalytics. 
 Requirements Dependencies - A visual graph that shows the dependencies detected by 
REQAnalytics for each of the requirements with previous and subsequent requirement. 
The nodes of this chart represent the functional requirements and the edges represent a 
dependency between two requirements. 
Figure 4: Example of recommendation to change priority. 
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 Most used Requirements Navigation Paths - Shows the most frequent paths taken by 
users along the web service, here the user visualizes functional requirements executed 
along those paths, and not the sequences of web pages visited, as in other tools. 
 Requirements Analytics (Statistics and Main Metrics) - A list with the most accessed 
Requirements, Entry Requirements, Exit Requirements and Requirements Bounce Rate.  
Mapping Tool 
 
REQAnalytics includes a mapping tool that is a bookmarklet, which runs on web browsers. 
The tool is used to create the mapping from a functional requirement to a web page. It can also 
correlate a sequence of different web pages, or elements, to a functional requirement. This 
Figure 5: Mapping tool 
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traceability tool has the ability of mapping a single functional requirement to multiple web pages, 
or elements, and a single web page to multiple functional requirements. Figure 5 shows the actual 
tool and its fields.  
The user firstly selects a requirement in a combo box list with all the functional requirements 
imported from the XML document, and then clicks on the web page, or HTML element, that is 
related to the selected requirement. If the requirement is related to a sequence of web pages or 
HTML elements, the user will have to select all the web pages and elements. The final step is to 
confirm the mapping by clicking the button "Map it". The mapping tool then saves the created 
traceability link to the REQAnalytics’ MySQL database. Figure 6 shows the workflow of the 
mapping tool. 
2.5 Open Web Analytics 
Open Web Analytics (OWA) is a free and open-source software that is used to collect web 
usage data. It works along with a MySQL database. Its major features include the support for 
multiple websites, showing aggregated or individual statistics, tracking of all DOM elements 
clicked on each web page. It also has a set of tracking reports, namely beginning and ending of 
sessions, click-streams (clicks path), pages viewed, clicked elements, clicks tracking, click heat 
maps, entry and exit pages, among other features that are not necessary for this paper.  
The key feature is the tracking of all DOM elements of the webpage; it allows us to know 
exactly what element was clicked, showing also its HTML identifier. It makes possible for the 
mapping tool to correlate a functional requirement with a single element of a web page (e.g. input 
fields) and not just with the URL of the web page. Since it is common to have more than one 
functionality in a single web page, this feature enables REQAnalytics to create a more detailed 
mapping of one requirement to the single elements inside the web page. Figure 7 shows the 
dashboard of the OWA tool. 
Figure 6: Mapping tool workflow 
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OWA uses a MySQL database to store all the web usage data collected from the websites. 
Since REQAnalytics shares the same database, it is possible to execute SQL queries joining both 
OWA and REQAnalytics tables, directly in the database. Additionally, OWA has an extension 
that can be used to export data in JSON, XML, serialized PHP, and basic HTML. 
To collect the data of web usage, OWA uses a tracking code that needs to be inserted in each 
analysed webpage source code. The tracking code is a JavaScript code that collects and sends data 
to the OWA database from each web page. An example of a tracking code is shown in Figure 8. 
 
Figure 7: Open Web Analytics Dashboard. 
Figure 8: OWA JavaScript tracking code example. 
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2.6 Final Considerations 
The automation of software quality for requirements documentation is an appealing idea, 
and the connection of requirements engineering with web usage mining techniques provides a 
powerful tool for Software Engineers. Automated approaches, when done right, are a more 
reliable source of quality information, therefore increasing the overall customer’s satisfaction 
with the website, facilitating the work of the technical team, and improving the reliability of the 
software. 
 Chapter 3 
REQAnaytics – Requirements 
Dependencies discovery 
Having traceability information updated is useful to perform impact analysis when there are 
change requests and help to implement those changes without degrading the quality of the 
website. Impact Analysis is defined as ”identifying the potential consequences of a change, or 
estimating what needs to be modified to accomplish a change” [Bohner & Arnold, 1996]. By 
analysing the data about the usage of websites, it is possible to extract information about all 
sequences of functionalities executed on all sessions and with that identify new possible 
dependencies among requirements that were not identified previously. 
This chapter firstly characterizes the REQAnalytics functionality for visualization of the 
requirements dependencies, which is the base for the Case Study on Chapter 4. The second part 
of the chapter explains the methodology applied in this dissertation, as well as the proposed 
extensions to REQAnalytics.
 3.1 Activities performed 
To better visualise the steps present in the proposed approach, we created an Activity 
Diagram, which is showed in Figure 9. 
As we can see in the Figure 9 above, first phase is where the Requirements Engineer collects 
all the functional requirements and transforms it into an XML document, which will be later 
imported to REQAnalytics. 
Entry requirements   
After importing the requirements XML document, the next step is to create the mapping 
between functional requirements and web page(s). With the information generated by the 
mapping tool, REQAnalytics is able to create a Traceability Matrix Report. This report is useful 
to check if the user has completed the mapping phase, where all requirements/functionalities of 
the website are mapped to the corresponding web page(s) or UI element(s). Figure 10 shows an 
Figure 9: Activity diagram of performed approach. 
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example of this report, the columns are the functional requirements and the lines are the web page 
elements. 
Requirements Details 
With the functional requirements imported and the mapping stabilished, REQAnalytics then 
shows all the SRS details in a web page, containing also information about functional 
requirements that depends on the selected and the ones that are its dependants. Figure 11 shows 
an example of a requirement detail.  
Figure 10: REQAnalytics Traceability Matrix Report 
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3.2 Collection of Web Usage data 
The goal of this phase is to collect the web usage data available from a web analytics tool, 
in our case the selected tool is Open Web Analytics (OWA), as referred before. It will collect 
several data like pages visited, DOM elements clicked, click paths, entry pages, exit pages and 
duration of session. This data will be stored in a support MySQL database for further analysis. 
In this phase, REQAnalytics analyses the web usage data collected by the web analytics tool, 
linking it with the mapping information stored in the previous phase. In this analysis, possible 
improvements for the website are searched. The paths taken by users while visiting the website 
are identified for, among other improvements, show possible shorter paths, recommend workflow 
changes, describe which are the most and least used requirements, create new requirements not 
provided in the previous requirements specification, change the priority of the requirements and 
Figure 11: Requirements Details 
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detect navigation paths patterns. For the purpose of this research, we look specifically for possible 
new dependencies not declared in the original functional requirements XML document. 
3.3 Graph Theory 
Graph theory is the study of graphs, which are mathematical structures used to model 
pairwise relations between objects. A graph is an ordered pair G = (V, E) made up of a set of V 
vertices (or nodes, or points), which are connected with a set E of edges (or arrows, or lines). A 
graph may be undirected, meaning that there is no distinction between the two vertices associated 
with each edge, or its edges may be directed from one vertex to another. Figure 12 shows a 
drawing of a directed graph. 
 
Directed Graph is a set of vertices (also called nodes or points) and a collection of directed 
edges (often-called arrows or directed lines) that each connects an ordered pair of vertices. A 
directed edge points from the first vertex in the pair to the second vertex in the pair. Thus, the first 
vertex has the lowest order in the pair. 
In formal terms, a Directed Graph G is an ordered 4-tuple G: = (V, A, s, t) with 
 V a set of vertices or nodes, 
 A a set of edges or lines, 
 s : A -> V, assigning to each edge its source node, 
 t : A -> V, assigning to each edge its target node. 
Figure 12: Example of a directed graph. 
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3.4 Requirements Dependencies Directed Graph 
A Requirements Dependencies Directed Graph is a graph that shows the dependencies 
detected by REQAnalytics, each requirement connected with its previous and subsequent 
requirement. The nodes (circles) of the graph represent the functional requirements and the edges 
(arrows) represent a dependency between two requirements, as shown in Figure 13.  
Directed Graph analysis 
This graph allows us to visualize the execution order of the requirements and all the 
navigations paths taken by the users within the website, from the perspective of the functionalities 
(i.e., requirements) performed. REQAnalytics automatically generates this graph based on the 
information of web usage collected by OWA, correlated with the mapping information of the 
requirements. For the purpose of this paper, we analyse the data generated by users’ clickstream, 
what is the record of what parts of the screen were clicked by the user and in what order.  
Figure 13: REQAnalytics Requirements Dependencies Directed Graph 
  31 
With this graph, it is also possible to detect what are the feasible dependencies between the 
requirements and what are the paths of functionalities most used on the website. The thickness of 
the line indicates the number of clicks between those two requirements. The more clicks exist 
between two requirements, the thicker the line is. Figure 13 shows a screenshot of the directed 
graph automatically generated in the case study. 
3.5 REQAnalytics – Extensions developed 
Throughout an evaluation of the existing tools available in REQAnalytics, it was possible to 
detect two improvement points, which are: 
1) Import an XML file containing the functional requirements list with its attributes and 
dependencies; 
2) Utilize the imported functional requirements to create a traceability matrix, correlate them 
with the web usage data, and then recommend new dependencies that may be created. 
First point will be dealt with by applying a well-defined market standard, the researcher 
found that the ReqIF [Group, 2016] standard is the best option to achieve a high-quality 
development, due to its big community, available support, and constant updates. The standard is 
defined on Section 3.2.1. 
The second point requires the application of Graph Theory [Bindner et al., 2014], where the 
Tarjan’s Algorithm is used to calculate bridges between graph nodes, these nodes are collected 
from the REQAnalytics Requirements Dependencies Directed Graph functionality. 
All the web usage data analysed in the Case Study (Chapter 4) were already available from 
previous work [J. E. Garcia & Paiva, 2016a], what differs this report is the creation of an XML 
file in the ReqIF format and the context in which the information is used as source to the Tarjan’s 
Bridge Finder Algorithm [Italiano, Laura, & Santaroni, 2012]. 
3.5.1 The ReqIF standard 
The Requirements Interchange Format (ReqIF) standard is used to exchange requirements, 
along with its associated metadata, between software tools from different vendors. It is developed 
and maintained by the Object Management Group (OMG), same group responsible for the UML 
standard. The proposed extension is called ‘Import XML’ inside the REQAnalytics system; there 
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it is possible to import the ReqIF XML file (with .reqif extension) into the dependencies table of 
REQAnalytics (req_dependency). 
The ReqIF XML structure consists in a metadata of requirements information, which means 
that it is not a hard coded standard where one can easily relate its original attributes to a destination 
field. Each vendor can export a .reqif file that complies with the standard but has their own names 
and conventions for the same fields. 
The ReqIF file is an XML containing a root element called REQ-IF, with information about 
the data types and the requirements it has, and its specification objects (element SpecObject), 
which contains the user-defined attributes. Each attribute has its data type, which include the basic 
types (String, Bool, Int, Float), and XHTML, which can be used to exchange formatted text and 
images, the file also contains information about the relationships between objects, which are 
called SpecRelations. 
Afterwards, the functional requirements were exported to a ReqIF file, in this document, all 
the functional requirements used in this case study are described, and each one has its own 
attributes and dependencies, the latter only when such dependency exists. Figure 14 shows a code 
snippet of the ReqIF XML document with an example of a dependency.  
Figure 14: Snippet of the ReqIF document with an example of a dependency 
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After importing the information of the ReqIF file, REQAnalytics builds a traceability matrix 
of the relationships contained on the SpecRelations object. These relationships are based on the 
type “depends on”, where a requirement specification A (target) depends on the requirements 
specification B (source). Figure 15 shows the extension to import the functional requirements. 
Supporting Tools 
As the ReqIF is an open standard, several tools in the market have support to the format. 
Commercial tools like IBM Rational DOORS, Polarion, NoMagic MagicDraw, and ReqIF Server 
from enso, among others, all of them have functionalities to import, export and edit ReqIF files. 
In the open source community, the most active implementation is the Eclipse Requirements 
Modelling Framework [RMF], maintained by the Eclipse Foundation and, of course, based on 
Eclipse. Eclipse is an open source platform that has an integrated development environment (IDE) 
created for building Java applications, but actually can do much more than that.  
The RMF tool includes a user interface called ProR, which is a stand-alone ReqIF editor, 
and is free for use. A version of ProR is distributed along the formalmind ReqIF Studio, available 
at http://formalmind.com/tools/studio/, we used this version for the creation of the functional 
requirements present in the Case Study on Chapter 4. Figure 16 shows the ReqIF Studio’s IDE. 
Figure 15: Extension to import functional requirements 
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The scenario on where the ReqIF standard is based on is one where constant exchanges of 
requirements specification files are needed, in projects where the teams are geographically distant 
or different partners working on different parts of the specification. Figure 17 shows this scenario. 
 
Figure 16: ReqIF Studio IDE. 
Figure 17: ReqIF exchange scenario. 
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3.5.2 Discovery of new dependencies 
This extension proposes a new feature for REQAnalytics, on which the clickstream data of 
the website is analysed and a traceability matrix with suggestions of new requirements 
dependencies is generated. With the clickstream data, REQAnalytics knows the order in which 
the users executed the functionalities. Figure 18 shows the Requirements Dependencies Directed 
Graph of the functional requirements from the Case study. 
 
After knowing the execution order, it is then possible to track back the dependencies 
imported from the ReqIF file and check if there are new dependencies that are not documented. 
For instance, if there is a functionality F2 that is accessed always after functionality F1, it may 
suggest that there is a dependency from F2 to F1.  
To detect the new dependency we use an algorithm to try to find bridges between the edges 
of the graph. Bridge is an edge between two nodes, v and t, that after being removed there is no 
path left between v and t. An edge is a bridge if its removal increases the number of strongly 
Figure 18: Requirements Dependencies Directed Graph from the Case Study. 
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connected components [Italiano et al., 2012], if a bridge is found we can assume it as a 
dependency.  
The first algorithm for finding bridges in a graph was described by Robert Tarjan in 1974 
[Tarjan, 1974]. Generically, what the algorithm does is: 
1 For every edge (u, v), do following 
a Remove (u, v) from graph 
b See if the graph remains connected (We can either use BFS or DFS) 
c Add (u, v) back to the graph.  
Time complexity of above method is O(E*(V+E)) for a graph represented as adjacency 
list. However, there are other less complex algorithms that we may consider implementing in the 
future. 
.  
Figure 19: Pseudocode of the bridge finder algorithm in PHP 
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 Figure 19 shows the pseudocode of the extension, written in PHP.  If the algorithm detects 
a bridge, the extension checks if the bridge, which is also a dependency, is contained in the 
original XML functional requirements file and, in case it is missing, recommends adding the 
identified dependency to the original functional requirements. This new recommendation is 
presented in Chapter 4 with a Case Study. 
3.6 Discussion 
In this Chapter, we presented the activities performed to achieve the goals defined in the 
Case Study, from the collection of the entry functional requirements, going through the existing 
functionalities of the REQAnalytics recommender system and proposing extensions to it. The 
extensions consist of a routine to import a functional requirements XML document in a defined 
market standard (ReqIF), and a Graph Theory algorithm to analyse the Requirements 
Dependencies Directed Graph looking for new, undetected requirements dependencies, which 
mat help the software and requirements engineers in the task of assessing the impact of changes 
request in websites. In the next Section, a Case Study is presented to validate all the method 
hereby proposed. 
 
 Chapter 4 
Case Study 
This chapter shows how the proposed approach, described in chapter 3, is implemented, the 
achieved results and a final discussion. This Case Study aims to validate the proposed approach 
and the extensions developed to the REQAnalytics recommender system. A functional demo of 
REQAnalytics system and the extensions developed in this project is available at 
https://web.fe.up.pt/˜reqanalytics. 
The Case Study here developed followed the method described by Robert Yin, in his book 
Case study research: Design and methods [Yin, 1984]. The method consists of a case study 
process containing six stages for qualitative research. Figure 20 shows the six stages. 
Design
Prepare
Collect
AnalyzeShare
Plan
Figure 20: Robert Yin’s Case Study process. 
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Step one – Plan: Identify the research questions and idealize the case study; 
Step two – Design: Define what data will be collected, define quality criteria and quality 
procedures, and finally define the interpretation criteria for the findings; 
Step three – Prepare: Define procedures for data collection and identify participant teams; 
Step four – Collect: Gathering of the previously defined data, this phase is the actual case 
study realization. 
Step five – Analyze: Is the step whre the collected data is examined, categorized, and 
tabulated to reach empirical conclusions; 
Step six – Share: Report of the case study with findings and results. 
The case study provides an analysis of the Web usage data, mapped to the functional 
requirements of a website, and its requirements dependencies, so that new requirements 
dependencies can be detected. 
4.1 SIGARRA – FEUP  
This section presents the results of the application of REQAnalytics in the web information 
system SIGARRA from the Faculty of Engineering of University of Porto Website. Due to the 
complexity of SIGARRA, it is analysed only one module called "Expenditure Authorization 
Requests Management". This is a private module of the web information system, and is used to 
support some of its business core functionalities. Figure 21 shows a screenshot of the module. 
Figure 21: Main screen of the Expenditure Authorization module. 
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SIGARRA is the acronym in Portuguese for “Information System for Aggregate Resource 
Management and Academic Records”; it was developed at the University of Porto. In 1992 the 
Central Office team created GAUP – Gestão de Alunos da UP (Management of Students from the 
UP), which became of general use to all the UP faculties, with the purpose of managing the 
students’ records in their respective administration offices. After 1996, the project of an integrated 
information academic system, with web interface, called SiFEUP, was launched at FEUP. This 
System moved towards integration with GAUP, having a profound revision in 2001. 
After 2003, the SIGARRA, an integrated system on the Web, was installed in the majority 
of the UP faculties. From that moment on, its availability was also admitted for other Higher 
Education Institutions.   
The SIGARRA's Project of University of Porto was officially created in May 13th 2011.  
4.1.1 Goals 
The following goals were set for this case study: 
 Successfully import requirements in the ReqIF format; 
 Identify and recommend the creation of new dependencies from the web usage data; 
4.1.2 Data Collection 
As previously described in Chapter 3, the first phase for the REQAnalytics system is to set 
the functional requirements of the website that will be used by the analysis performed by the 
recommender system engine.  
The functional requirements used in this Case Study were defined by the technical 
development team at FEUP – CICA (Centro de Informática Prof. Correia de Araújo), who are the 
developers of the main SIGARRA system and all its secondary modules. Table 1 describes the 
functional requirements collected along with the associated dependency to other functional 
requirements. Each functional requirement has its unique identifier (column ID), Description, 
Priority Level, and the last column has the ID for the functional requirement it is dependant. 
A relationship of the type “depends on” means that the requirement specification A depends 
on the requirement specification B, a change or update in A may affect the requirement 
specification contained in B. In Table 1, we can see that requirement “RQ02 - Insert Document 
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in the Expenditure Authorization Request” has the requirement “RQ05 - Finish Expenditure 
Authorization Request Confirmation” as its dependant. By simply reading the functional 
requirements list, we can presume that is not possible to reach or perform requirement RQ05 
before requirement RQ02 is initiated and/or finished. We can also say that a change in 
requirement RQ02 may affect the requirement RQ05 and it is necessary to analyse both together 
when such change occurs. 
The data collected showed five dependencies among the functional requirements, all of them 
were defined by the team of specialists at FEUP – CICA, who are responsible for the development 
of SIGARRA website. 
Table 1 Functional Requirements analysed in the Case Study. 
ID Description Priority Depends 
RQ01 List Active Expenditure Authorization Requests High  
RQ02 Insert Document in the Expenditure Authorization Request High  
RQ03 Create Expenditure Authorization Request High  
RQ04 Search of Expenditure Authorization Requests High  
RQ05 Finish Expenditure Authorization Request Confirmation High RQ02 
RQ06 
Classification of Expenditure Authorization Requests 
/ Make Purchase 
High  
RQ07 Display Statistics of Expenditure Authorization Requests Medium RQ06 
RQ08 Edit the Expenditure Authorization Request High  
RQ09 Author changes Expenditure Authorization Request High RQ03 
RQ10 View Expenditure Authorization Request High  
RQ11 List Finished Expenditure Authorization Requests High  
RQ12 Validate Data of the Expenditure Authorization Request High RQ07 
RQ13 Edit Authorization Request High RQ03 
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ID Description Priority Depends 
RQ14 List Search Results of Expenditure Authorization Requests High  
RQ15 
List all Expenditure Authorization Requests from a 
specific User 
High  
 
Experiment 
The functional requirements described in Table 1 were exported to an XML document in 
the REQIF format, which is described in Section 3.2.1. Afterwards, the XML document was 
imported to the REQAnalytics database using the import routine also described in Section 3.2.1. 
Then the mapping between each requirement and the web pages and elements that implements it 
was established by a mapping tool. This mapping was made using the web based mapping tool 
included in REQAnalytics system, described in Section 2.4. 
The web usage data for this case study were collected using a Web Analytics tool (OWA). 
The time period considered was 1 month (November 2015) before the recommender system 
analysis was carried out. During the time period 3.077 visits with 1.327 unique user sessions 
where registered. Each user session consists in a log of clicks generated by the SIGARRA website 
users. Figure 22 shows the registered quantity of visits and sessions. 
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4.1.3 Results 
With the information of the traceability links and the functional requirements stored in the 
database, REQAnalytics system is able to generate a traceability matrix between functional 
requirements. Figure 23 shows the traceability matrix generated with the data imported in the 
previous section.  
The extension described in Section 3.5.2 used the data from REQAnalytics Requirements 
Dependencies Directed Graph, and transformed it into an adjacency matrix. With this adjacency 
matrix as source, the bridge finder algorithm could detect a bridge between requirements RQ07 
and RQ04, which was not present in the initial functional requirements XML document. 
REQAnalytics has now the ability to recommend the addition of new requirements dependencies 
based on the web usage data. The extension generates a new traceability matrix with the 
recommendation. This new traceability matrix shows all the functional requirements 
Figure 22: Quantity of visits and sessions during the investigation period. 
 
Figure 23: Dependencies extracted from the original XML requirements document.Figure 
24: Quantity of visits and sessions during the investigation period. 
Figure 25: Dependencies extracted from the original XML requirements document. 
 
Figure 26: New dependency detected from web usage logs.Figure 27: Dependencies 
extracted from the original XML requirements document. 
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dependencies that where imported previously from the XML document and the new dependency 
detected by the extension. Figure 24 shows a screenshot of this new traceability matrix, where the 
column ‘new’ suggests a new dependency between functional requirements RQ04 and RQ07. 
 
4.2 Discussion 
With the Case Study, it is possible to validate the execution of both goals proposed in Section 
4.1.1, with an analysis of the web usage information of the website SIGARRA.  
First goal was to automate the routine of importing functional requirements to the 
REQAnalytics database, hence all requirements dependencies. This automation is needed because 
a manual input would be very time consuming for the software engineers and/or for the system 
analysts who use the system. Since after the recommendations it is necessary to update the source 
of the functional requirements and import its updated version, adopting this scenario helps 
REQAnalytics to have good quality and updated data without harassment. 
Second, and most important, is the demonstration of how the concepts of Web Usage 
Mining, Requirements Management, and Graph Theory can be combined to develop a solution 
for Requirements Engineers to use in favour of an improvement in quality and reliability of a 
website. These improvements come as recommendations that are not made by any other available 
tool in the market right now, or even other studies concerning Requirements Engineering. 
Figure 28: New dependency detected from web usage logs. 
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The results suggest that recommender systems for software engineering, combined with Web 
Usage analysis, can be used to help the requirements maintenance during the lifecycle of a 
website, where requirements are in constant change and evolution, thus helping to improve the 
overall quality of the website.  
The next chapter discusses the research done in this work, summarizing the contributions 
made and indicates directions for future work.
 Chapter 5 
Conclusion 
This research work presents REQAnalytics, a recommender system that maps the functional 
requirements of a website to the features that implements them, relating this information with the 
web usage data so that it may generate recommendations to the requirements specification. Those 
recommendation reports may help the requirements maintenance and increase the overall quality 
of the software requirements specification and the whole website. 
The current available Web analytics tools do not produce the type of analysis performed by 
REQAnalytics, since those tools only produce reports with navigation statistics. Moreover, 
current tools commonly only have traceability information between requirements and software 
test cases, and the majority of these tools is unable to automatically generate and maintain 
traceability relationships. 
An evolution to the original REQAnalytics set of tools created the conditions to automate, 
and improve, the import of Software Requirements Specifications (SRS) along with its 
traceability information, via a well-defined market standard, which is an XML file in the .REQIF 
standard. In addition, we created a method for validation of the imported requirements, more 
specifically to its dependencies. After the SRS’s are imported, REQAnalytics creates a 
traceability matrix containing the dependencies among the requirements, these dependencies still 
only the imported ones. Using information from Open Web Analytics (OWA), the system creates 
a Requirements Dependencies Directed Graph that shows the paths that users from the website 
took when navigating, analysing this graph is possible to identify dependencies among 
requirements and, when not previously defined, recommend the creation of new dependencies in 
the original SRS documents. 
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5.1 Contributions 
The results of the Case Study demonstrate that the analysis of the website usage data can 
provide recommendations that allow the website to fulfil the expectations of its stakeholders. Such 
recommendations may be a great addition to the existing software development process of a 
website. Furthermore, when comparing this approach with existing web analytics and related 
tools, REQAnalytics presents more readable and understandable reports for stakeholders. 
The results show that this approach may be useful to detect dependencies among 
requirements that were not documented initially. It was also possible to create an extension to 
implement an automated import of the functional requirements, via XMLs files created in the 
ReqIF standard. 
Another advantage of this approach is that it also supports the task of requirements 
management, which contributes to the overall quality of the web service itself. The results also 
indicate that the recommendation provided by REQAnalytics performed better that the random 
case. Nevertheless, additional work is necessary to compare these results to those obtained using 
other types of recommendations. 
5.2 Future Work 
Improvements to the REQAnalytics recommender system can be made to use other Web 
Mining techniques to analyse and process the Web usage data. There are nowadays new methods 
and techniques applied to Web Usage Mining that may help to enhance the recommendations 
generated by REQAnalytics. 
Now the only source used for the web usage data is the Open Web Analytics (OWA) tool, 
REQAnalytics directly access the OWA database to collect the information needed. We also aim 
to extend REQAnalytics in order to be possible to work with different web analytics tools since 
each of these tools can provide different kinds of data and metrics and because each website may 
use a different web analytics tool. The creation of a middle layer could enable the use of other 
sources, such as webserver log files. However, the implementation of such feature would require 
a great effort to change the already existing queries and algorithms. 
We may consider implementing in the future other algorithms with less complexity, than the 
Trajan´s algorithm.  
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The scope of REQAnalytics can be extended to the analysis of applications usage on 
different platforms, such as tablets and mobile applications. With the popularity of mobile 
platforms, it may be a promising research. 
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