
























characteristics	 of	 the	 input	 signal.	 NGD	 and	 the	 related	 concept	 of	 negative	 group	 velocity	 have	 been	
theorized	and	experimentally	 found	 in	 systems	with	anomalous	dispersion	 ሾ1‐4ሿ,	 	metamaterials	 ሾ5‐7ሿ,	
transmission	lines	ሾ8,	9ሿ,	and	electronic	circuits	ሾ10‐13ሿ.	Recently,	it	has	been	shown	that	negative	group	














In	 this	 tutorial‐style	 manuscript	 very	 simple,	 probably	 the	 simplest	 possible,	 DINGD	 predictors	 are	
introduced.	They	are	given	by	discrete‐time	systems,	which	simplifies	numerical	simulations	and	would	







In	 the	 following,	 discrete‐time	 DINGD	 predictors	 will	 be	 described,	 theoretically	 analyzed,	 and	 their	







yሺtሻ ൌ bxሺtሻ െ cyሺt െ τሻ , ሺ1ሻ
where	xሺtሻ	is	a	scalar	input	signal	whose	forthcoming	values	are	to	be	predicted	by	yሺtሻ,	b	a	non‐zero	input	












The	 frequency	 response	 function	 defines	 the	 input/output	 relationship	 between	 xሺtሻ	 and	 yሺtሻ	 under	
steady‐state	conditions	in	Fourier	space	as		
	











Hሺωሻ ൌ b1 ൅ ceି୧னத ൌ
b
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Second	 row,	 left	 image:	 The	 cross‐
correlation	 function	CCFሺτሻ	 between	
xሺtሻ	and	yሺtሻ	peaks	at	a	 lag	of	 ‐1.	 Its	
peak	 value	 is	 CCFሺ‐1ሻ	 ൌ	 0.98.	 This	
shows	 that	 yሺt‐1ሻ	 ൎ	 xሺtሻ,	 or,	
equivalently,	 yሺtሻ	 ൎ	 xሺt൅1ሻ.	
Therefore,	yሺtሻ	 is	a	predictor	of	xሺtሻ.	
Center	 and	 right	 image:	 Scatterplots	
between	 xሺtሻ	 and	 yሺtሻ	 and	 between	
xሺtሻ	 and	 yሺt‐1ሻ.	 These	 plots	 confirm	
that	 yሺtሻ	 is	 more	 correlated	 with	




Third	 row:	 Power	 spectral	 density	
function	 estimates	 for	 xሺtሻ	 ሺblack,	
thick	lineሻ	and	yሺtሻ	ሺredሻ.	One	can	see	
that	 frequency	 components	 of	 Yሺωሻ	
that	 are	 closer	 to	 the	 resonance,	
where	the	gain	 increases	ሺsee	fourth	
rowሻ,	 are	 amplified	 more,	 which	
causes	the	more	jittery	appearance	of	




Fourth	 row:	 Gain	 and	 phase	 of	 the	







Signal	 and	 prediction	 parameters:	
















































200	 data	 points	 of	 a	 chirp	 signal	 ሺa	
frequency‐swept	 sine	 functionሻ	 xሺtሻ	
and	 its	 prediction	 signal	 yሺtሻ.	 The	
right	 plot	 shows	 the	 last	 20	 data	
points.	 Whereas	 an	 enlargement	 of	
the	 left	 plot	 would	 show	 prediction	
ሺwith	 reduced	 amplitudeሻ,	 too,	
prediction	is	more	evident	in	the	right	
plot	 with	 the	 higher	 frequency	
oscillations.	 The	 DINGD	 predictor	
predicts	 the	 signal	 with	 the	 same	
group	delay	 of	 ‐1,	 for	 both	 very	 low	
and	 high	 frequencies.	 This	 is	 an	
example	 for	 a	 non‐stationary	 signal	
that	still	can	be	predicted	in	real	time.	
	
Second	 row,	 left:	 The	 cross‐
correlation	function	has	a	peak	value	
of	 CCFሺ‐1ሻ	 ൌ	 0.99.	 This	 shows	 that	
yሺt‐1ሻ	ൎ	xሺtሻ,	or,	equivalently,	yሺtሻ	ൎ	
xሺt൅1ሻ.	Therefore,	yሺtሻ	is	a	predictor	




Third	 row:	 Power	 spectral	 density	
function	 estimates	 for	 xሺtሻ	 ሺblack,	
thick	lineሻ	and	yሺtሻ	ሺredሻ.	It	is	evident	
that	 frequency	 components	 of	 the	
signal	that	are	closer	to	the	resonance	
of	 the	 frequency	 response	 function	
ሺfourth	 rowሻ,	 where	 its	 gain	
increases,	are	amplified	more	relative	
to	lower	frequency	components.	This	
explains	 the	 relatively	 smaller	 amplitude	 of	 the	 predictor	 for	 low	 frequencies.	 In	 other	 words,	 the	
parameter	b	has	been	set	to	provide	correct	amplitudes	for	high	frequencies	only.	The	large	estimation	
errors	 of	 gain	 and	 phase	 for	 frequencies	 ൐	 0.15	 are	 due	 to	 the	 lack	 of	 input	 signal	 power	 for	 those	
frequencies.	
	


























































xሺtሻ	 ሺblack,	 thick	 lineሻ	 and	 its	
prediction	 signal	 yሺtሻ	 ሺredሻ,	 the	
output	 of	 the	 predictor	 ሺ1ሻ.	 Out	 of	
1000	 simulated	 time	 points,	 50	 are	
shown.	It	is	evident	that	the	signal	is	
predicted	 two	time	steps	ahead.	 It	 is	
also	 evident	 that,	 although	 it	 is	 not	
smooth,	 the	 signal	 is	 predicted	with	




Second	 row,	 left	 image:	 The	 cross‐
correlation	 function	CCFሺτሻ	between	
xሺtሻ	and	yሺtሻ	peaks	at	a	 lag	of	 ‐2.	 Its	
peak	 value	 is	 CCFሺ‐2ሻ	 ൌ	 0.98.	 This	
shows	 that	 yሺt‐2ሻ	 ൎ	 xሺtሻ,	 or,	
equivalently,	 yሺtሻ	 ൎ	 xሺt൅2ሻ.	
Therefore,	yሺtሻ	 is	a	predictor	of	xሺtሻ.	
Center	 and	 right	 image:	 Scatterplots	
between	 xሺtሻ	 and	 yሺtሻ	 and	 between	
xሺtሻ	 and	 yሺt‐2ሻ.	 These	 plots	 confirm	
that	 yሺtሻ	 is	 more	 correlated	 with	
xሺt൅2ሻ	than	with	xሺtሻ.	
	
Third	 row:	 Power	 spectral	 density	
function	 estimates	 for	 xሺtሻ	 ሺblack,	
thick	lineሻ	and	yሺtሻ	ሺredሻ.	
	
Fourth	 row:	 Gain	 and	 phase	 of	 the	



















































Figure	 5:	 Neuronal	 signal,	 predicted	
with	a	group	delay	of	‐8.	
	
First	 row:	 The	 neuronal	 signal	 xሺtሻ	
ሺblack,	 thick	 lineሻ,	 a	 local	 field	
potential	 from	 the	 left	 hippocampus	
of	a	rat,	obtained	from	CRCNS.org	ሾ22ሿ	
and	filtered	as	described	in	Ref.	ሾ15ሿ.	
Here	 1200	 out	 of	 6250	 used	 data	
points	 are	 shown.	 The	 prediction	
signal	 yሺtሻ	 ሺredሻ	 predicts	 the	 input	
xሺtሻ	 eight	 time	 steps	 ahead,	with	 an	
occasional	small	oscillatory	error.	
	
Second	 row,	 left	 image:	 The	 cross‐
correlation	 function	CCFሺτሻ	between	




the	 data.	 In	Ref.	 ሾ15ሿ	 this	 signal	 had	
been	predicted	with	a	group	delay	of	‐
7.2	ms	by	using	a	more	specific	model	
based	 on	 delayed‐leak	 integrators,	
which	also	can	have	NGD,	 caused	by	
the	 mechanism	 of	 anticipatory	
relaxation	dynamics	ሾ14ሿ.	Center	and	
right	 image:	 Scatterplots	 between	
xሺtሻ	 and	 yሺtሻ	 and	 between	 xሺtሻ	 and	
yሺt‐8ሻ.		
	
Third	 row:	 Gain	 and	 phase	 of	 the	
frequency	 response	 function	 as	well	
as	corresponding	group	delay.	There	

















































predictor.	 But	 there	 is	 another	 way:	 Feeding	 the	 output	 of	 the	 predictor	 into	 another	 predictor,	 or	







yଵሺtሻ ൌ bxሺtሻ െ cyଵሺt െ τሻ ,yଶሺtሻ ൌ 	byଵሺtሻ െ cyଶሺt െ τሻ ,...	
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points	 of	 a	 chirp	 signal	 xሺtሻ	 and	 its	
prediction	 signal	 yሺtሻ.	 The	 right	 plot	
shows	 the	 last	 20	 data	 points.	 The	
DINGD	 predictor	 predicts	 the	 signal	
with	 the	 same	group	delay	of	 ‐2,	 for	
both	low	and	high	frequencies.	This	is	
an	 example	 for	 a	 non‐stationary	
signal	 that	 still	 can	 be	 predicted	 in	
real	time.	
	
Second	 row,	 left:	 The	 cross‐
correlation	function	has	a	peak	value	
of	 CCFሺ‐2ሻ	 ൌ	 0.89.	 This	 shows	 that	
yሺt‐2ሻ	ൎ	xሺtሻ,	or,	equivalently,	yሺtሻ	ൎ	
xሺt൅2ሻ.	Therefore,	yሺtሻ	is	a	predictor	




Third	 row:	 Power	 spectral	 density	
function	estimates	for	xሺtሻ	and	yሺtሻ.	It	
is	evident	that	frequency	components	
of	 the	 signal	 that	 are	 closer	 to	 the	
resonance	of	the	frequency	response	
function,	 which	 equals	 the	 Nyquist	
frequency	 0.5,	 are	 amplified	 more	
relative	 to	 lower	 frequency	
components.	 This	 explains	 the	
relatively	 smaller	 amplitude	 of	 the	
predictor	for	low	frequencies.		
	
Fourth	 row:	 Gain	 and	 phase	 of	 the	















































































δሺωሻ ൌ െdΦሺωሻdω ൌ 	െ
















































a	 lowpass	 filtered	 noise	 signal	 xሺtሻ	
with	an	added	sinusoidal	signal	with	
frequency	 0.01	 and	 its	 prediction	
signal	 yሺtሻ.	 Due	 to	 the	 very	 low	
frequency	 component	 of	 the	




Second	 row,	 left:	 The	 cross‐
correlation	function	has	a	peak	value	
of	 CCFሺ‐1ሻ	 ൌ	 0.94.	 This	 shows	 that	
yሺt‐1ሻ	ൎ	xሺtሻ,	or,	equivalently,	yሺtሻ	ൎ	
xሺt൅1ሻ.	Therefore,	yሺtሻ	is	a	predictor	




Third	 row:	 Power	 spectral	 density	
function	estimates	for	xሺtሻ	and	yሺtሻ.		
	
Fourth	 row:	 Gain	 and	 phase	 of	 the	





the	 legend.	 The	 large	 estimation	
errors	 of	 gain	 and	 phase	 for	
frequencies	൐	0.35	are	due	to	the	lack	




























First	 row:	 A	 highpass	 filtered	 noise	
signal	 xሺtሻ	 and	 its	 prediction	 signal	
yሺtሻ.	 	 Out	 of	 1000	 simulated	 time	
points,	 50	 are	 shown.	 Similar	 to	
Figure	4,	it	is	evident	that	patterns	of	
data	points	that	are	not	formed	by	the	
envelope	 of	 an	 oscillatory	 signal	 are	
predicted	well.	
	
Second	 row,	 left:	 The	 cross‐
correlation	function	has	a	peak	value	
of	 CCFሺ‐1ሻ	 ൌ	 0.89.	 This	 shows	 that	
yሺt‐1ሻ	ൎ	xሺtሻ,	or,	equivalently,	yሺtሻ	ൎ	
xሺt൅1ሻ.	Therefore,	yሺtሻ	is	a	predictor	




Third	 row:	 Power	 spectral	 density	
function	estimates	for	xሺtሻ	and	yሺtሻ.	
	
Fourth	 row:	 Gain	 and	 phase	 of	 the	





the	 legend.	 The	 large	 estimation	
errors	 of	 gain	 and	 phase	 for	
frequencies	൏	0.15	are	due	to	the	lack	
of	 input	 signal	 power	 for	 those	
frequencies.	
	
Signal	 and	 prediction	 parameters:	
























Figure	 11:	 Band‐limited	 noise	 III	 –	
Bandpass	 DINGD	 system	 with	 group	
delay	of	‐2.	
	
First	 row:	 A	 bandpass	 filtered	 noise	
signal	 xሺtሻ	 and	 its	 prediction	 signal	
yሺtሻ.	 Out	 of	 1000	 simulated	 time	
points,	50	are	shown.		
	
Second	 row,	 left:	 The	 cross‐
correlation	function	has	a	peak	value	
of	 CCFሺ‐2ሻ	 ൌ	 0.90.	 This	 shows	 that	
yሺt‐2ሻ	ൎ	xሺtሻ,	or,	equivalently,	yሺtሻ	ൎ	
xሺt൅2ሻ.	Therefore,	yሺtሻ	is	a	predictor	




Third	 row:	 Power	 spectral	 density	
function	estimates	for	xሺtሻ	and	yሺtሻ.	
	
Fourth	 row:	 Gain	 and	 phase	 of	 the	





the	 legend.	 The	 large	 estimation	
errors	 of	 gain	 and	 phase	 for	
frequencies	 between	0.1	 and	0.4	 are	
due	to	the	lack	of	input	signal	power	
for	 those	 frequencies.	 Remarkably,	
the	group	delay	 is	constant	 ‐2	 for	all	
frequencies.	
	
Signal	 and	 prediction	 parameters:	
The	 signal	 xሺtሻ	 consists	 of	 1000	





























would	 be	 systems	 that	 use	 anticipatory	 synchronization	 for	 prediction	 ሾ26ሿሻ.	 In	 other	 words,	 most	
conventional	time	series	predictors	can	be	written	in	the	form	
	








DINGD	predictor:	predicted	xሺt ൅ 1ሻ ൌ yሺtሻ ൌ gሺxሺtሻ, yሺt െ 1ሻ, yሺt െ 2ሻ, … ሻ	,	
	





predicted	xሺt ൅ 1ሻ ൌ yሺtሻ ൌ 	bxሺtሻ െ yሺt െ 2ሻ	.		
	
It	is	apparently	not	possible	in	this	case	to	express	the	predicted	xሺt൅1ሻ	in	closed	form	as	a	function	of	a	
finite	 number	 of	 past	 values	 of	 xሺtሻ	 only.	 Rather,	 the	 DINGD	 predictor	 resembles	 a	 dynamic	 form	 of	
prediction,	 also	 called	 anticipatory	 relaxation	 dynamics	 ሾ14ሿ,	 than	 conventional	 prediction.	 It	 is	 this	
dynamic	origin	of	prediction	that	makes	the	DINGD	predictor,	and	possible	other	NGD‐based	prediction,	
so	counterintuitive.	However,	avoiding	past	input	values	might	be	advantageous	for	prediction	by	natural	
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