Abstract
Introduction 6
Auditory neurons are more likely to fire during the rising phases of the waveform of a perceived sound than during the 7 falling phases. This phase-locking ability allows neurons to fire synchronously with each other and with (a delayed 8 version of) the auditory input. Moreover, phase-locking occurs throughout the auditory pathway, from the primary 9 auditory nerve fibres up to the auditory cortex. Using electroencephalogram (EEG) measurements, the compound 10 synchronized neural firing activity of a large population of neurons can be registered from the scalp. As a result of 
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For clinical practice, it is important that responses can be measured quickly in a noisy environment. Therefore, 29 stimuli and measurement procedures are optimized to obtain responses with a large signal-to-noise ratio (SNR). The is attributed to longer near-zero sections ("off time") and steeper attacks in the envelope of these stimuli compared 50 to SAM stimuli. A longer off time is believed to allow the neurons to recover more from refractory effects and to 51 therefore increase firing capacity at the next attack. A steeper attack slope decreases the variability in first spike 52 timing and also increases spike count in response to the attack (Heil, 1997a,b; Heil and Irvine, 1997).
53
To investigate more conclusively how envelope parameters like off time and attack slope affect neural synchrony, The objective of this study was to investigate the effect of envelope shape on the ASSR. Using a study design similar The shape of the envelope was modified by varying the duration of the segments.
Varying one of the envelope parameters while keeping the others constant, alters the duration of the envelope period,
81
which is equal to the sum of the four parameters. This results in a difference in modulation frequency over stimuli. To study the effect of the envelope parameters without changing the modulation frequency, two parameters were varied 94 together, e.g. increasing attack time while decreasing hold time. The other two parameters were kept constant. All 95 possible combinations of the four envelope parameters were included. This formed six conditions, which were named 96 after the parameters that were varied: attack-hold, attack-decay, attack-off, hold-decay, hold-off and decay-off. The Envelopes were defined between 0 and 1 resulting in 100 % modulation depth.
Stimuli were created in MATLAB R2016b (The MathWorks Inc., 2016) with amplitudes defined between -1 and 1
105
(32 bit) and a sampling frequency of 32 kHz. They were presented through an insert phone (3M, E-A-RTONE) in 106 the right ear using custom developed software (Hofmann and Wouters, 2010 It is calculated by subtracting the average phase of the response from 360
• .
138
The effects of the envelope parameters on response SNR and phase delay were visualised and analysed in R (R Core Normalization was done by subtracting the mean value for a subject from all the data points of that subject. The average amplitude of the ASSRs measured in this study was 272 nV (range = 34-784 nV) and the average 152 amplitude of the recording noise was 24 nV (range = 14-37 nV). Response SNRs had an average value of 20.1 dB
153
(range = 5.02 -31.1 dB) which is well above the threshold for significance of 4.8 dB. The mean SNR per subject 154 ranged between 14.2 dB and 27.1 dB, illustrating the large inter-individual differences and the need for normalization.
155
The normalized SNRs for the six conditions are presented in figure 3 together with linear regression fits per condition.
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The median normalized response SNR for the SAM stimulus is indicated with the dashed line. what extent each of the two covaried parameters contributed to the observed effects.
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In the remaining two conditions, i.e. decay-off (β = -0.12, t = -1.68, df = 81, p = 0.097) and attack-hold (β = -0.05, 165 t = -1.21, df = 78, p = 0.23), the linear regression indicated no significant effect. This could indicate that neither of 166 the two envelope parameters affected the response SNR. However, if this were the case for both of these conditions,
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it would mean that none of the four envelope parameters had an effect, which contradicts the results of the other 168 conditions. Therefore, the flat curve in at least one of the two conditions had to result from two effects cancelling each 169 other out. This left three possible scenarios to explain the observed results. The first was that shorter attack and hold 170 time led to increased SNRs and off and decay time had no effect. The second option was the opposite: longer decay 171 and off time resulted in larger response SNRs and attack and hold time had no effect. The final scenario was that 172 all four factors had an effect: both shorter attack and hold time and longer decay and off time were related to larger Generalized linear mixed models with different fixed effects were constructed based on the scenarios specified above.
175
The first model had attack and hold time as fixed effects (model attack-hold). Both effects were significant: attack 176 time (t = -11.16, df = 454, p < 0.001) and hold time (t = -11.13, df = 454, p < 0.001). The second model had decay 177 and off time as fixed effects (model decay-off) and these were also significant: decay time (t = 11.13, df = 454, p < 178 0.001) and off time (t = 10.12, df = 454, p < 0.001). The third scenario could not be translated to four fixed effects 179 as this would lead to perfect multicollinearity (due to the covarying study design). However, we tested models with 180 all possible combinations of three fixed effects and the third effect was never significant. Consequently, we concluded 181 that the results are most likely explained by one of the first two models.
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Model attack-hold and decay-off led to highly similar residual variance: 2.448 for decay-off and 2.452 for attack-hold, 183 meaning they were equally good at explaining the data. This ambiguity can be expected from the covarying study 184 design. Even when two parameters do not actually explain the results, the corresponding model will be significant 185 because they covary with the actual predictors (the other two parameters 
Model of the auditory periphery -methods
To help understand the effects of the envelope parameters found in the ASSR measurements, we simulated auditory effects of the envelope parameters based on these results due to the covarying stimulus design. Simulated modulation depth (firing rate) Normalized SNR (dB) Since modulation depth of the neural population response is highly correlated with ASSR SNR, it makes sense to 264 further investigate the two factors contributing to modulation depth, i.e. minimum and maximum firing rate. Figure   265 11 shows the minimum and maximum firing rates of the simulated population responses for the different conditions.
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Minimum and maximum rate were minimally affected by attack and hold time. Minimum firing rate decreased loga-267 rithmically for increasing decay and off time. Similarly, maximum firing rate increased logarithmically for increasing 268 decay and off time. We conclude that both changes in minimum firing rate and maximum firing rate contributed to the were generally around the same size as the markers used to represent the datapoints.
Discussion

271
The objective of this study was to investigate the effect of envelope shape on ASSRs. We studied how response SNR valuable to look at its decomposition in the effect on minimum firing rate and the effect on maximum firing rate (see 292 figure 11 ). The decrease in minimum firing rate with increasing off time is likely a direct consequence of the absence 293 of stimulation. Longer off time allows neural activity to subside more, leading to a larger drop in firing rate. For 294 off time longer than 28.75 ms, no further decrease in minimum firing rate was observed. This likely reflects that the 295 minimum firing rate is approaching the spontaneous firing rate.
296
Decay time is important for minimum firing rate because it determines the steepness of the decay. Our results indicate 297 that a slower, less steep decay provides a lower minimum firing rate. A long decay time will allow neural firing to 298 subside already during the decay, such that during off time a lower minimum firing rate can be reached. In contrast, 299 a short decay time creates a very sudden change in envelope slope, which elicits a large and spectrally broad burst in 300 neural activity. The shorter the decay time, the stronger and broader the activity. This can be seen in the neurograms in 301 figure 12 and also in figure 6 where a second response peak appears after short decays (e.g. in conditions attack-decay, hold-decay and decay-off). The burst in neural firing induced by short decay time counteracts the subsiding of neural 303 firing rate. This way, a short decay can undo the positive effect of off time, as evidenced by figure 12. We can now 304 also explain the relatively flat curve for modulation depth in condition decay-off in figure 7 and for SNR in figure 3.
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A long decay time will allow neural firing to subside already during the decay, allowing the neural response to die out 306 to a lower minimum even if off time is very short. On the other hand, when off time is very long, minimum firing can 307 still be reached with a very short decay, because the burst in neural activity will have died out before the end of the 308 off time (see also condition decay-off in figure 6 ). Based on the fact that neural firing probability is largest during the rising phase of the envelope period, one would 310 expect maximum firing rate to be influenced mainly by attack time. This is reflected in the theory that shorter attack 6, it can be seen that short attack times, i.e. 2.5 -5 ms long, led to a sharp peak in the neural response. However, as 313 can be observed in condition attack-hold, a higher maximum firing rate was reached with long attack time than with 314 short attack time. Hence, a short attack time increased the peakedness of the population response but not the overall 315 maximum firing rate. Similarly, in figure 11 it can be seen that short attack times did not provide larger maximum 316 firing rates.
317 Figure 11 shows that maximum firing rate is influenced by decay and off time, i.e. the same factors that influenced 318 minimum firing rate. It is likely that their effects on maximum firing rate are a consequence of their effect on minimum 319 firing rate. A lower minimum firing rate means that less neurons are firing in the time period before each attack. This 320 causes more neurons to be recuperated from their refractory period at the time of the next attack. Consequently, a 321 larger amount of neurons is ready to fire in response to the attack and a larger maximum firing rate can be reached. In 322 this way, decay and off time affect the modulation depth of the population response, and therefore response SNR, by 323 both decreasing minimum firing rate and increasing maximum firing rate. 
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The results found in this study also differ from the results of several studies concerning the effect of envelope shape on surprising that the ITD perception studies found a significant effect of attack time (which was not found for ASSRs).
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Moreover, they also found a significant effect of off time. As we have shown, a longer off time decreases minimum 341 firing rate, which increases firing capacity for the next attack -which likely facilitates the detection of time differences.
Since decay time also influences maximum firing rate at the next attack, one would expect there to be a significant generally lower for the lower presentation level, but they did not reveal an effect of attack time.
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As explained in the methods section, all stimuli were presented at the same peak level. This ensured that the slope Moreover, sharp changes in envelope slope during the falling phase, like a sharp decay, should be avoided.
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The most commonly used stimulus to evoke ASSRs is the SAM stimulus. It has a long decay time (1/2 of the period), 
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