ABSTRACT This paper introduces the antenna selection (AS) mechanism into the quantized constant envelope (CE) precoding in massive multiuser multiple-input multiple-output systems to simultaneously reduce multiuser interference and hardware power consumption. However, this joint design problem requires optimizing over the precoding vector, the precoding factor, and the selected antenna subset. Unfortunately, these design parameters are connected. To address this problem, we propose an iterative algorithm developed from the alternating minimization (AltMin) framework to decouple the considered problem into two subproblems: the precoding factor design problem and the joint AS and the precoding vector design problem. The former can be easily solved approximately, whereas the latter incurs combinatorial complexity. We address this issue by using a simple yet effective coordinate update algorithm (CUA). We also develop a reducedcomplexity version of CUA without performance loss. Moreover, the proposed CUA-based AltMin algorithm can be applied to the quantized CE precoding design problems without modification. The simulation results show that the proposed CUA-based AltMin algorithm considerably outperforms the existing algorithms for the quantized CE precoding design problems. In addition, when the AS mechanism is included in the quantized CE precoding design, CUA-AltMin with AS achieves the same or higher performance than CUA-AltMin without AS while providing further power savings.
I. INTRODUCTION
Recently, 1-bit precoding schemes [1] - [13] , which use only a pair of 1-bit digital-to-analog-converters (DACs) per radio-frequency (RF) chain at the base station (BS), have attracted considerable interest in the context of massive multiuser multiple-input multiple-output (MU-MIMO) downlink systems. This interest arises primarily because the signals after a pair of 1-bit DACs produce 4-ary phase-shift keying (PSK) signalings. The constant envelope (CE) nature of PSK formats permits the deployment of low-cost and powerefficient power amplifiers at the BS to simultaneously reduce hardware costs and power consumption. Moreover, 1-bit precoding schemes can provide comparable MU interference performance relative to the classical zero-forcing (ZF)
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precoding. However, these 1-bit precoding schemes are not as promising for the adoption of higher-order modulations or an insufficient ratio of the BS-antenna-to-user ratio.
To alleviate performance loss due to the use of two 1-bit DACs per RF chain while preserving the energy efficiency advantage of CE, quantized CE precodings [14] - [16] have been proposed to increase the output of phase-based (polar) DACs from 4-ary PSK signaling to a higher 2 κ -ary PSK signaling, where κ is the number of phase bits, i.e., the resolution of the polar DACs. However, quantized CE precoding problems become more difficult to solve. To handle the design problem of quantized CE precoding, the authors in [14] developed a novel algorithm, referred to as the ''C3PO'' algorithm, to design 3-phase-bit CE precoding. On the basis of the concept of maximizing the safety margin to the decision thresholds of the receiver symbols, the study in [15] formulated the quantized CE precoding problem as a linear programming problem by relaxing the precoding constraint to a linear convex set. However, C3PO is applicable only for 3-phase-bit CE precoding, which suffers severe bit error rate (BER) performance degradation when 64-quadrature amplitude modulation (QAM) modulations are employed. Although the algorithm developed in [15] can be applied to arbitrary κ-phase-bit CE precoding, the obtained results for higher values of κ do not differ much from the case of κ = 3 according to the report of [15] . Moreover, the devised algorithm in [15] still experiences error floor effects for 3-phase-bit CE precoding problem with 64-QAM, where its performance cannot even achieve a target BER of 10 −2 when the signal-to-noise ratio (SNR) is high. Furthermore, these works do not consider how to mitigate the power consumption increase due to the resolution increase of polar DACs from κ = 2 to κ = 3.
To address the above difficulties, we consider joint quantized CE precoding and antenna selection (AS) for massive MU-MIMO downlink systems with higher-order QAM (i.e., 64-QAM) in this paper. The key results and contributions of this study are fourfold.
• Different from the conventional problem formulation of κ-phase-bit CE precoding design, we introduce the AS mechanism into the quantized CE precoding design to further reduce the hardware power consumption. However, the resulting problem becomes complex and challenging to solve because the design parameters (i.e., the precoding vector, the precoding factor, and the selected antenna subset) are closely connected. We address this challenge by applying the alternating minimization (AltMin) framework to split the considered problem into two subproblems: the precoding factor design problem and the joint AS and the precoding vector design problem. The former can be easily solved approximately, whereas the latter requires solving a NP-hard problem, which we address by a simple yet effective coordinate update algorithm (CUA).
• Through the exploration of the ''one-at-a-time'' update property of CUA, the intermediate quantities during each coordinate update can be reused without recomputation. On the basis of this finding, we further develop a reduced-complexity version of CUA to reduce the complexity of the initial proposed CUA without performance loss.
• The conventional κ-phase-bit CE precoding problem can also be directly solved by the proposed CUA-based AltMin algorithm without modification. By contrast, the existing algorithms designed for quantized CE precoding problem cannot be applied to the considered joint quantized CE precoding and AS problem. Moreover, unlike the C3PO algorithm, which is tailored explicitly for 3-phase-bit CE precoding, the proposed CUA-based AltMin algorithm is applicable for any arbitrary κ-phase-bit CE precoding without change.
• Simulation results reveal that, for the conventional 3-phase-bit CE precoding problem, the error floor experienced by the state-of-the-art algorithms can be substantially alleviated by the proposed CUA-AltMin. In addition, when the AS mechanism is included in the quantized CE precoding design, CUA-AltMin with AS achieves the same or higher BER performance than CUA-AltMin without AS while reducing power consumption.
Notations: C represents the set of complex numbers; superscript (·) H denotes the Hermitian transpose; I is the identity matrix with a proper dimension; N C (0, σ 2 I) represents a complex Gaussian distribution with zero-mean and covariance matrix σ 2 I; ∼ denotes ''distributed as;'' and j √ −1.
II. SYSTEM MODEL AND PROBLEM FORMULATION A. SYSTEM MODEL
We consider a single-cell MU-MIMO downlink scenario, which is depicted in Fig. 1 , where the system consists of a BS with B transmit antennas and U B single-antenna users. To enable the use of low-cost and power-efficient power amplifiers at the BS, the CE precoder P(H, s) : C U → C B is employed to map the input symbol vector s = {s u } U u=1 ∈ S U M that contains the symbols to be sent to each of the U users into a precoded vector d = {d b } B b=1 = P(H, s) ∈ C B whose elements are constrained to have CE. Here, S M represents the set of the 64-QAM constellation and H ∈ C U ×B is the downlink channel matrix. The precoded vector d after polar DACs thus delivers a transmitted signal vector
is the κ-phase-bit elementwise quantizer and X κ {e CE precoding architecture, we introduce the AS mechanism into the CE precoding to further reduce the hardware power consumption. As shown in Fig. 1 , the switches indicate that entire RF chains are being switched on or off. In this case, the transmitted signal vector is relaxed to x ∈ {X κ ∪ 0} B A B κ , where the element of x is zero indicates that the corresponding RF chain is being switched off. With quantized CE precoding and AS mechanism, an instantaneous transmit power satisfies that x 2 2 ≤ B. After transmission over the channel, the received signal vector at all users can be expressed as
where the u-th element of y, denoted by y u , represents the received signal at the u-th user, and z ∼ N C (0, σ 2 z I U ) is the additive Gaussian noise vector. In addition, each received signal y u is multiplied by a constant factor ∈ C to form an estimate s u = y u , where denotes the precoding factor that takes into account the channel gain [1] , [9] , [14] .
B. PROBLEM FORMULATION
To alleviate the distortions caused by the low-resolution DACs and the MU interference, the objective of the symbolwise precoder is to jointly determine the optimal precoding vector x and the associated precoding factor that minimizes the mean-squared error (MSE) between the intended symbol s and its estimated symbol s = y, which is given by [1] , [9] , [14] 
where E z {·} is the expectation with respect to z. Following the same assumption as in [6] , [9] , [14] , the system is assumed to be operated in the high SNR regime, i.e., σ 2 z → 0. The considered MSE-based joint quantized CE precoding and AS problem can be written as
Notably, for a fixed value of , the complexity of problem (3) is
, which indicates that an exhaustive search algorithm (ESA) might be an infeasible approach for a massive MU-MIMO system where B is usually high.
III. PROPOSED ALGORITHM A. PRECODER DESIGN VIA ALTMIN
Solving problem (3) is challenging because and x are coupled together. A widely popular approach to separate the coupled variables is to employ the AltMin framework to partition the original problem into a set of subproblems, which can be solved alternately. Specifically, with an arbitrary initial guess x (0) ∈ A B κ for x, the AltMin framework for solving problem (3) consists of the following two steps for each iteration :
where the algorithm proceeds until the predefined conditions are satisfied.
Following the approximation made in [6] , [9] , [14] , the objective function s− Hx ( ) 2 2 in the -minimization step (4) is approximated by αs − Hx
However, for a given ( +1) , x-minimization step (5) cannot be implemented explicitly due to the numerous combinations of the vectors involved. In the next subsection, we employ an effective coordinate update framework for approximating problem (5).
B. PROPOSED ALGORITHM FOR SOLVING PROBLEM (5)
In the x-minimization step (5), the precoding factor ( +1) and channel matrix H are fixed. Thus, for ease of presentation, we introduce an auxiliary matrix G However, problem (7) is intractable because it involves high-dimensional variables. We approach the problem by applying the coordinate update framework to decompose the joint optimization problem (7) into B one-variable subproblems, where each subproblem updates only one variable while keeping the rest fixed. Particularly, we aim to minimize f cyclically over each of x 1 , . . . , x B while fixing the remaining coordinates at their last updated values. At the t-th iteration, CUA solves the following one-variable subproblem of (7) by fixing all but the b-th coordinate of x to obtain x
The optimal solution of (8) can be achieved by performing a one-dimensional ESA over the set A κ and choosing the one with the best performance. Thus, the number of objective function evaluations of CUA is |A κ |Bt max , which is much smaller compared with that of ESA (i.e., |A κ | B ), where t max is the maximum number of iterations. Notably, the proposed CUA is applicable for arbitrary κ-phase-bit CE precoding without AS if the constraint in (3b) is restricted to x ∈ X B κ .
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C. REDUCED-COMPLEXITY IMPLEMENTATION FOR (8)
From the hardware implementation perspective, the required number of complex multiplications for solving (8) (t−1) q , followed by performing a one-dimensional ESA over the set A κ to determine ζ with best performance. Such a onedimensional ESA involves |A κ |U complex multiplications. Therefore, the update of x (t) b incurs the computational cost of (|A κ | + B − 1)U complex multiplications. However, by leveraging the ''one-at-a-time'' update property, the complexity of CUA can be further reduced. In the following, we will explain how to reuse intermediate quantities during each coordinate update to facilitate the decrease in the computational complexity without performance loss.
On the basis of the ''one-at-a-time'' update principle, problem (8) can be categorized into the following three cases: (8) is expressed as
where {x can be reused without recomputation when evaluating the objective function in (9) . Consequently, we need only |A κ |U complex multiplications to perform a one-dimensional ESA over the set A κ to find the optimal ζ .
Case 2: For b = B, problem (8) can be expressed as
Given that {x (8) can be represented as
where two scenarios must be considered: t = 1 and t ≥ 2. When t ≥ 2, considering that {x
have been updated at the (t − 1)-th iteration, the preceding results b is reduced from (|A κ | + B − 1)U to |A κ |U . Accordingly, running through a complete iteration over all the coordinates for t = 1 and t ≥ 2 respectively requires a total of |A κ |BU + (B − 1)U and |A κ |BU complex multiplications. For ease of understanding, the above descriptions for reducing the complexity of CUA are outlined in Algorithm 1, where an auxiliary variable vector λ is introduced to show how intermediate quantities can be reused. Moreover, the total number of complex multiplications for Algorithm 1 is |A κ |BUt max + (B − 1)U .
With Algorithm 1 at hand, the joint quantized CE precoding design and AS via AltMin framework for massive MU-MIMO downlink systems is described in Algorithm 2, referred to as the CUA-AltMin algorithm, by solving problems (4) and (5) iteratively.
Remark 1 (Complexity analysis):
Following the complexity analysis performed in [14] , the dominant computation of CUA-AltMin is Line 4 of Algorithm 2. Accordingly, the total complexity of CUA-AltMin can be approximately analyzed as O(|A κ |BUt max max + (B − 1)U max ), where max is the maximum number of iterations. Notably, the total complexity of C3PO is O(2B(U + 1)τ max + (U + 1)τ max ), where τ max is the maximum number of iterations.
IV. SIMULATION RESULTS AND DISCUSSION
This section evaluates the BER performance of the proposed Algorithm 2 for a B × U = 64 × 8 MU-MIMO system with 64-QAM signaling [15] . The entries of H are modeled as N C (0, 1). The SNR is defined as η = B/σ 2 z . The maximum numbers of iterations for t max and max are set to t max = 5 and max = 5, respectively. Given that Algorithm 2 is applicable for arbitrary κ-phase-bit CE precoding without AS, we compare it with the state-of-the-art 2-phase-bit C2PO precoding [9] , 3-phase-bit C3PO precoding [14] , and the classical ZF precoding, where both C2PO and C3PO run with τ max = 50. Fig. 2 shows the BER curves versus SNR for various precoding algorithms, where the unquantized ZF precoding is plotted as the benchmark. 1 Several observations can be derived from Fig. 2 . First, 2-phase-bit C2PO performs better than 3-phase-bit ZF, but its performance is still unacceptable for practical applications. The performance of C2PO can be improved by C3PO through increasing the number of phase bits from κ = 2 to κ = 3. However, C3PO exhibits an error floor problem at high SNR and saturates at a BER 1 Considering the fact that the performance of [15] cannot even achieve a target BER of 2 × 10 −2 for a B × U = 64 × 8 MU-MIMO system with the 64-QAM modulation scheme when the SNR is high (e.g., SNR = 20 dB), its performance thus is excluded. of 10 −2 . These results demonstrate that C2PO and C3PO are not as promising for the 64-QAM signaling under the current system configuration. Second, although 2-phase-bit CUA-AltMin is marginally worse than 3-phase-bit C3PO when SNR is below 20 dB, 2-phase-bit CUA-AltMin outperforms 3-phase-bit C3PO at high SNR while possessing low power consumption. Moreover, the performance of CUA-AltMin can be considerably improved by increasing κ. Particularly for precodings with 3-phase-bit DACs, the error floor experienced by C3PO can be substantially alleviated by CUA-AltMin. 2 Furthermore, the SNR gap between the ideal unquantized ZF and 4-phase-bit CUA-AltMin is only 3.67 dB for a target BER of 10 −4 . Notably, higher values of κ are excluded because their performance improvements are not as significant as in the case of κ = 4. Third, when the AS mechanism is included in the CE precoding design, 3 CUA-AltMin with AS significantly outperforms that without AS for the case of κ = 2. As κ increases, the performance gap between CUA-AltMin with AS and that without AS becomes narrow until it vanishes at the value of κ = 4. Nevertheless, our simulation results indicate that 8.16%, 4.19%, 3.56% of BS antennas can be turned off when κ = 2, κ = 3, and κ = 4, respectively. This finding reveals that CUA-AltMin with AS achieves the same or higher BER performance than CUA-AltMin without AS while reducing power consumption.
V. CONCLUSION
In this paper, we proposed an MSE-based joint quantized CE precoding and AS formulation for massive MU-MIMO downlink systems with 64-QAM signaling to provide further power savings. We developed a CUA-based AltMin algorithm (and its reduced-complexity version) to handle the resulting non-convex problem. In addition, the proposed CUA-based AltMin algorithm is applicable for any arbitrary κ-phase-bit CE precoding design problems without modification. Simulation results illustrate that the proposed CUA-based AltMin algorithm can provide considerable BER performance enhancement compared with the state-of-theart algorithms for the quantized CE precoding design problems. Moreover, when the AS mechanism is included in the quantized CE precoding design, CUA-AltMin with AS can achieve the same or higher performance than CUA-AltMin without AS while reducing power consumption.
