Introduction
Let S be any countable set, and take (x); x 2 S and (x; y); x; y 2 S to be nonnegative numbers which satisfy This process has been intensively studied for two decades | see Chapter VI of Liggett (1985) , Chapters 4 and 11 of Durrett (1988) and Konno (1994) , for example.
Among the objects of greatest interest is the extinction probability for the process with initial state A S:
(A) = P 1 A f t 0 for some tg:
The rst part of this paper is devoted to the proof of some inequalities which this quantity must satisfy. Then we consider the analogous issue for oriented bond percolation, which can be viewed as a discrete time version of the contact process.
In order to motivate our results, we begin by discussing correlation inequalities for the contact process. A probability measure on f0; 1g S is said to have positive Liggett (1985) for the precise statement.) If 0 is taken to be the pointmass on the con guration 1 (which has positive correlations), then the upper invariant measure of the process is given by = lim t!1 t : Therefore, has positive correlations by Harris' theorem.
By duality (see Theorem 1.7 of Chapter VI of Liggett (1985) ), the extinction probability (A) for the process starting from = 1 A satis es (A) = f : (x) = 0 8 x 2 Ag:
(It is because of this identity that we use the letter to denote both the upper invariant measure and the extinction probabilities.) It follows that
In another paper, Harris (1974) It is easy to check that (1.3) is stronger than both (1.1) and (1.2). Inequality (1.3) was conjectured by Konno (1994 One reason for our interest in (1.3) is that the corresponding statement in which the conditioning is on f 1 on A \ Bg in each of these probabilities instead of on f 0 on A \ Bg is not true, as was shown in Liggett (1994) .
When S = Z 1 , the set of integers, we can de ne a sequence by a n = (f1; 2; :::; ng):
A special case of (1.3) is then the statement that a n is logarithmically convex: a n?1 a n+1 a 2 n :
Logarithmic convexity of related quantities has played an important role in the theory of the contact process { see Lemma 1.24 in Chapter VI of Liggett (1985) and Theorem 2.1 of Liggett (1992) , for example. Now we turn to the case of oriented (bond) percolation. For background on this subject, one can refer to Durrett (1984) The main work of the proof of Theorem 1.5 is contained in Theorem 1.6 below, which is proved in Section 3. It formalizes the induction step which corresponds to Theorem 1.4, which is in e ect a \continuous time" induction statement. The discrete time context is in principle harder, because many transitions can occur in one discrete time interval, while the contact process allows only one transition at a time. In fact, Harris' 1977 theorem is false in discrete time, as he pointed out in his paper. Versions of Theorem 1.5 for other oriented percolation models (e.g., site) are also easy consequences of the next result. so that (1.7) is also necessary for (1.10) to hold whenever (1.8) and (1.9) do. Proof of Theorem 1.5. It su ces to prove the inequality for n , which we do by induction on n. The initial case is immediate, since 0 (A) = 1 fA=;g : For the induction step, assume that n satis es the inequality, and write By standard approximation arguments, it is enough to prove the theorem in case S is nite { see Corollary 3.14 in Chapter I of Liggett (1985) . By an even easier approximation argument, we can assume that 0 (and hence t ) assigns strictly positive probabilities to all points in f0; 1g S . De ne f t (A; B) = t (A \ B) t (A B) ? t (A) t (B) for A; B S and t 0. In order to show that the nonnegativity of these quantities is preserved by the evolution, we need to compute 
for 1 i n, where all the functions appearing there are continuous in t, and u i (0) 0; a i (t) 0; b ij (t) 0 c ijk (t) 0: The theorem will be proved once we know that this implies that u i (t) 0 for all t 0. This is a local question, since if T = infft 0 : u i (t) < 0 for some ig < 1; then u i (T) 0 for each i, and hence we need only prove the local result for the problem with initial time T. There is local existence and uniqueness for the system (2.5), and the solution can be obtained as the limit u i (t) = lim
where u N i is de ned recursively by u 0 i (t) u i (0) and
(See Chapter II of Walter (1970) , for example.) Clearly u N i (t) " u i (t), and u N i (t) 0 for small t, thus proving that u i (t) 0 for small t and all i.
3. Proof of Theorem 1.6
As in the previous section, it is su cient to prove this theorem in case S is nite. 
De ne two probability measures 1 and 2 on the power set of Snx by
Also, de ne two functions f 1 and f 2 on the power set of Snx by
Then (3.1) becomes
This will follow from the following three facts: Therefore, it is enough to check (3.5) for h = 0 and h = 1. When h = 0, this is just (1.9), while when h = 1, (3.5) is immediate. Finally, we need to check (3.4). This is a consequence of Holley's theorem { see Theorem 2.9 of Chapter II of Liggett (1985) . In order to apply this result, we need to check its hypothesis:
This is a consequence of (3.6) P(H = K \ L)P(G = K L) P(H = K)P(G = L) and (3.7)
d ((K\L) 
The two sides of (3.6) are products, and the ratio of the left side to the right side is 
which is a consequence of (1.7). When c = d, the left side of (3.7) ? the right side of (3.7) is (3.8)
The rst and last terms in (3.8) are nonnegative by (1.7). For the middle term, note that by (1.7), the coe cient of d
Each of the factors in the numerator is nonnegative by (1.7), since
This completes the proof of Theorem 1.6.
