This study makes an explorative overview on two main research topics in economics of wildlife management: determination of population sizes and policy design. The results point out a large and comprehensive research on each of these issues, in particular on the estimation of values and costs of wildlife, where this information is necessary for the determination of population size. A drawback is that most of the value and cost studies do not relate their estimates to wildlife population size, which limits their usability for efficient policy design. Most valuation studies estimate the recreational value of hunting, which can range between 13 and 545 USD/hunting day (in 2013 prices), and two thirds of the included studies have been applied to wildlife in the USA. A majority of the studies on the costs of wildlife management calculate losses from carnivore predation on livestock and ungulate damage to crops, while a few consider dispersal of diseases and the cost of traffic collisions. Unlike valuation studies, several of the cost estimates apply to wildlife in developing and emerging economies. With respect to policy design the literature, which is mainly theoretical, suggests economic incentives for conflict resolution, where those suffering from wildlife damages are compensated for their losses. However, there are some issues which remain to be addressed by economists: relating costs and benefits to wildlife populations; estimating values and costs of wildlife in developing countries; evaluating wildlife policies in practice; addressing implications of uncertainty in population size, costs, and benefits for policy design; and estimating transaction costs for implementation and enforcement of wildlife policies.
Introduction
Wildlife is a source of both costs and benefits to society. Costs occur from wildlife predation on livestock, destruction of crops, traffic collisions, and transmission of diseases to animals and humans. Benefits accrue from hunting, recreational activities, food, and other ecosystem services. The asymmetric allocation of these costs and benefits among stakeholders constitutes a threat to wildlife. Approximately 50% of all mammals worldwide are in decline, and 25% are facing extinction because of illegal hunting (Treves and Karanth 2003; Pack et al. 2013 ) and destruction of habitats, e.g., for agricultural purposes (Roemer and Forrest 1996; Woodroffe and Ginsberg 1998) . On the other hand, economic losses due to carnivore predation on livestock in eastern and southern Africa can range from 1 to 25% of the potential revenue, and carnivores can severely reduce the quality of life . Increased land use for agricultural purposes, which is occurring mainly in developing countries, can raise this type of cost (Madhusudan 2003) . However, wildlife also provides a source of recreational benefits and income, where hunting and animal viewing can generate significant profits (Barnes et al. 1999; Hofer 2002) .
In principle, the conflicts among stakeholders and threats to wildlife could be mitigated by implementation of policies which adjust for the asymmetric allocation of costs and benefits and create incentives for wildlife preservation and restoration. When some stakeholders are not fully compensated for losses due to wildlife while at the same time other stakeholders obtain revenues generated by wildlife, there exists a market failure which requires policy intervention (e.g., Tietenberg 1997) . However, despite the concern about wildlife management since the 1950s (see, e.g., Gordon et al. 2004) , there has been no survey of studies in economics of wildlife management. In principle, economics of managing any renewable resource raises two main questions: (i) what is the optimal size of the populations, i.e., the population size that maximizes net benefits for society, and (ii) if actual populations deviate much from the optimal level, how to change human behavior to reach the optimal population levels (e.g., Tietenberg 1997) . The first question is generally approached by bio-economic modeling or benefit-cost analysis. The former allows for determination of the optimal population sizes, while the latter usually calculates costs and benefits for specific projects not necessarily implying optimal population levels. The second inquiry is addressed by applying methods from economics of regulation. These two research fields have a long tradition in economics.
The purpose of this study is to investigate how the questions on optimal population size and policy design have been formulated and approached in wildlife economics. In order to carry out the overview, we need to define what we mean by wildlife. Traditionally, wildlife refers to non-domesticated wild animals that could be hunted for recreational or food provision purposes (Yarrow 2009 ). More recently, the definition includes all non-domesticated and non-cultivated animals and plants. In practice, many wildlife management organizations and public authorities define wildlife as land-based mammals and birds. Most studies on wildlife management focus on these species, which could be indigenous or exotic to the region or habitat under study (Yarrow 2009 ). In the present overview, we narrow the definition to include landbased animals and birds that can be hunted, which is close to the early definition of wildlife. Most economic studies which explicitly address wildlife management apply this definition. Our definition of wildlife then excludes the large body of literature on the economics of biodiversity (see Loomis and White 1996 for a review) and on the economics of invasive species (see Gren 2008 and Marbuah et al. 2014 for reviews). Threatened and invasive species undoubtedly belong to and affect wildlife, but the focus of the existing studies is mainly on costs and benefits of preservation or mitigation, respectively, and not on the balancing of the costs and benefits generated by a particular species, and policies that support this.
There are a few previous reviews of economic studies on wildlife management (Shwiff et al. 2013 ) and comparisons of policy regimes (Rasker et al. 1992; Mawdsley et al. 2009; Pack et al. 2013) . Shwiff et al. (2013) provide a comprehensive and critical review of the methods used to calculate costs and benefits of wildlife conservation projects. The authors emphasize the difficulty of calculating benefits from wildlife projects because of the existence of non-market values, although measures have been developed to assess these benefits over the last 50 years. Relative merits of different evaluation methods without the use of benefit estimates (cost-effectiveness analysis, cost-utility analysis, threat reduction assessment, and conservation output production years) are also discussed. Moreover, it is pointed out that secondary effects of wildlife projects, i.e., effects beyond the direct primary costs and benefits, can be significant. However, regional economic models capturing these effects have been applied mainly to regions in North America and Europe, while applications to other regions remain to be performed. Rasker et al. (1992) provide a general discussion on the merits of economic incentives in wildlife management and make a brief comparison of policies suggested in the literature and policies used in practice. They claim that economic studies usually compare the polar cases of a Bfree market^or commercialization of wildlife, where all hunting rights and their uses are exchanged on a market, and public ownership of wildlife. A common conclusion is then that privatization of wildlife would create incentives for conservation. Rasker et al. (1992) challenge this conclusion by discussing different types of market failure which erode the potential of free market solutions, and point out the advantages provided by mixed private and public ownership used in practice in many countries. This is supported by Pack et al. (2013) , who review and compare studies on actual policies in different parts of the world. They define policy regimes along two dimensions: wildlife ownership (private or public) and source of conservation funding (public taxes or fees from, e.g., hunting and ecotourism). They classify six countries (USA, Canada, SouthAfrica, Tanzania, Kenya, and India) into different combinations of these dimensions and compare the performance of the policy regimes with respect to wildlife populations, local community funding, benefit/cost ratios of wildlife, and protected areas. They show that the so-called North American model, with public ownership of wildlife and a combination of funding from public taxes and hunting fees, performs best according to these criteria of comparison.
Another form of policy-oriented study is carried out by Mawdsley et al. (2009) , who reviewed selected strategies by countries (USA, Canada, England, Mexico, and South Africa) for mitigating climate change impacts on wildlife. These strategies include identification of necessary measures, such as land and water conservation and species translocation, and how to implement these measures, i.e., which policies to use. According to Mawdsley et al. (2009) , the necessary policy tools exist in current management, but need to be enforced with more stringency in order to meet the climate change threats to wildlife.
In our view, the main contribution of the present study is the extended scope compared with other review studies where we include studies on calculations of costs and benefits of wildlife, efficient wildlife population levels, and policy design. This is complementary to the review of calculation methods made by Shwiff et al. (2013) . It also updates the findings by Rasker et al. (1992) on the economics of policy design for wildlife management. A limitation of the present study is that we do not attempt to explain or critically evaluate differences in studies in these fields, which would, e.g., require meta-analysis of existing cost and benefit studies. Instead, we aim to identify main approaches and results on the two main issues on efficient game population sizes and policy design raised in economics, which wildlife species have been at focus, and eventual gaps in the literature.
A systematic search of studies was made for relevant literature in scientific journals and in the Bgray^literature, which includes reports from authorities and consultancy firms. Publications were found by entering the key words Bwildlife,B game,^and Beconomics^together with either Befficiency,B benefits,^Bcosts,^or Bpolicies^in Web of Science, Scopus, and Google Scholar. No restriction was made with respect to year of publication and database. This was complemented by a snowball method, where we follow the references in and citations to all relevant studies in the mentioned databases. In total, we found and included 102 studies addressing the first question on population size and 32 studies focusing on the second question regarding policy design. The total number of studies, which amounts to 131, is slightly lower than the sum of studies in each category since a few studies addressed both questions. We do not claim to present an exhaustive survey in any of the four categories, but hope to capture the main findings in all these categories. All costs and benefits reported in the literature are here expressed in USD in 2013 prices using the US consumer price index (CPI). Only a few studies express results in other currencies. We then convert these estimates into 2013 prices by using the respective country's CPI and apply the respective exchange rate for 2013.
The remainder of this paper is organized around the two main questions raised in economics on game animals. The first question on the size of populations is examined in the BPopulation size(s) of game animals^section, which contains reviews of studies on benefits and costs of game animals, and calculations of optimal population sizes. The second question is on policy design which is addressed in the BWildlife policies^section, where we survey studies suggesting and comparing different policies for improved wildlife management. The paper ends with some concluding remarks.
Population size(s) of game animals
In economics, the question on the size of a population is determined by its associated benefits and costs to society. It is then usually not enough to compare benefits and costs of a particular population size, but instead find the size which maximizes total net benefits to society the so-called optimal population size. There could be many levels with a net surplus to society, but only one which maximizes this surplus. However, to calculate surplus and maximum surplus, there is a need for data on benefits and costs of game animals, and we therefore review studies on these topics in this section. A number of studies also attempt to calculate population sizes which maximize net benefits. Most studies focus on either benefits (47), or costs (42), or optimal population sizes (12). Desvouges et al. 1983; Boyle and Bishop 1987) . In general, it is straightforward to estimate individuals' value of meat of game by using associated market prices. Other values, such as recreational, viewing, and non-use values, which are not traded in markets can be more difficult to measure. Starting in the 1960s, there is a large body of literature on the estimation of such values (see, e.g., Tietenberg 1997) . In principle, two main methods are suggested, which rest on revealed or stated preferences. The revealed preference methods rely on behavior in indirect markets when the condition of weak complementarity is fulfilled (Mäler 1974) . When this is the case, there is a link between the market and nonmarket good, such as markets for travel and equipment for hunters which can be related to their valuation of hunting. These methods rest on a long tradition in the development of travel cost methods (TCMs), and hedonic methods where the value of wildlife game can be related to, for example, market price of land. These methods have limitations with respect to the estimation of non-use values.
Benefits of game animals
In order to deal with the limitations of revealed preference methods, stated preference methods have been commonly applied, which derive use and non-use values from people's stated willingness to pay (WTP) for hypothetical changes in the supply of a public good. The idea of using artificial markets was first suggested by Ciriacy-Wantrup (1947) , who was the first to use interviews with hunters and recreationists to reveal their WTP for a specified recreational area in Maine (Mitchell and Carson 1989) . Since then, stated preference methods in terms of contingent valuation methods (CVMs) have been vastly applied. Difficulties with these methods are that the stated WTP can be affected by the framing of the decision context and formulation of questions which is discussed in Shwiff et al. (2013) . It can also be difficult to relate values to the presence of a game. For example, Shaw (1984) points out that values of, e.g., camping in a forest are likely to be positive even without the presence of wildlife. More recent developments, so-called conjoint analyses or choice experiments, have been made to mitigate these problems by assessing the value contribution of different attributes of a public wildlife good, such as number of game and size of hunting land in studies applied on the valuation of game (e.g., Delibes-Mateos et al. 2014) .
Studies estimating benefits to society, which we denote sector studies, calculate the role of the hunting sector for an entire regional or national economy. The simplest way of measuring the size of this sector is to record and aggregate firms' sales of equipment, transport, and lodging for hunting purposes (e.g., Lindsey et al. 2006) . The expenditures will give rise to second-order effects in a region, where sectors with immediate benefits from hunting activities impact other sectors through their demand for deliveries. In order to capture all effects of hunting activities, social accounting matrices are constructed and input-output models are employed for the evaluation of total economic impact in terms of economic multipliers which show the dispersal effect of hunting activities in a region.
In this review, we included 48 valuation studies published during the period 1974 to 2017. The majority of these studies, 39, estimated individuals' hunting value of game animals, and the remaining 9 studies calculate the economic impact of the hunting sector (Table 1) .
The two methods for valuation of WTP for game animals are applied in relatively equal proportions, where 18 studies used revealed preference methods and 21 stated preference methods. A majority (80%) of the studies on moose apply revealed stated preference methods, and the two methods are used in similar proportions for valuing other game. On the other hand, the valuation studies show high asymmetry with respect to choice of game animal, regional application, and, for hunting value studies, choice of value construct. Most of the studies calculate benefits of a single species, in particular moose and deer, which account for 67% of all studies included in this review. Approximately 70% of all studies estimate value of game animals in USA. With respect to the studies on hunting value of game animals, the most commonly applied value construct is value/day but the estimated level show differences within and between the species categories. The largest variation appears for deer, the value of which ranges between 7 and 545 USD/day. However, the highest value, which applies for deer hunting in the Scottish Highlands (Bullock et al. 1998) , is an outlier. The values cited in the other studies range between 7 and 267 USD/day, which is in the same order of magnitude as for other game. A few studies used stated preference methods to estimate impacts of different attributes, such as abundance of animals, trophy hunting, and certainty in bagging, on the estimated value (Livengood 1983; Loomis et al. 1988; Morton et al. 1995; Fried et al. 1995; Bullock et al. 1998; Delibes-Mateos et al. 2014) .
With respect to sector studies, most of them calculate expenses for hunting of all game animals without consideration of dispersal into other sectors in the economy. In countries where hunting is an important source of incomes from tourism, the share of gross domestic product (GDP) can amount to 7% (Lindsey et al. 2006) . The two studies considering dispersal effects in regions in USA show that these can be at least 65% of the direct expenditures in the hunting sector (Burger et al. 1999; Grado et al. 2007 ).
The brief review in this section reveals the concentration of valuation studies on game animal in particular in USA. Studies on other game and in other parts of the world remain to be made. Studies calculating the role of the hunting sector for an economy, in particular on the economy-wide dispersal effects, are relatively few and recent which also remain to be made for countries outside USA. The methods as such are well anchored in the scientific community. There has been a slight shift in methods estimating only levels of values to stated preference methods which allow for estimating the role of different hunting attributes. A challenge for policy making is the lack of studies relating estimated values to number of animals, which is needed when determining optimal population sizes.
Costs of wildlife
Costs of game animals include browsing, predation, traffic accidents, and transmission of diseases. Similar to benefit estimates, these costs are calculated for groups of individuals with and without dispersal effects into the rest of an economy. For each category, the costs consist of three parts: costs for actual damage, costs of mitigation, and costs for adaption measures (e.g., Conover et al. 1995) . For example, costs of ungulates for farmers include the actual damage to, e.g., lost yield and livestock, expenses for mitigation measures such as fencing of agricultural land, and adjustment by avoiding cultivation of crops preferred by the animals. Predation may also create indirect costs from reduced weaning weight, decreased conception rate, reduced weight gain, and increased livestock sickness (e.g., Rashford et al. 2010) .
The literature has developed and applied two main methods for calculation of direct costs of browsing and predation: questionnaires to stakeholders on actual costs and analysis of compensation payments. A difficulty with survey methods is that farmers may have incentives to exaggerate the economic impact if they believe the responses affect compensation payments (e.g., Rollins et al. 1996) . Actual compensation payments, which often rest on market prices of the game animal (e.g., Baker et al. 2008) , may not reflect the true cost for the farmers such as outlays for preventive measures taken to protect them against predation.
Animal vehicle collisions with game animals create costs in terms of fatalities, personal injuries, and repair of vehicle damages. The costs of fatalities and personal injuries include valuation of life and health, the calculation of which has a long tradition in economics (e.g., Mishan 1971) . These costs are considerably higher than vehicle repair costs. The calculation of expected cost of an accident with a particular game animal are then calculated based on probabilities and costs of these damages. Similar methods are used for estimating costs for transmission of diseases affecting humans, such as transmission of tick born encephalitis by roe deer and transmission of rabies in many countries (e.g., Conover et al. 1995) . Effects on livestock are calculated as the value of lost animals.
In total, this review includes 43 studies on cost of game animals, half of which are applied to costs of livestock predation (Table 2) .
Almost all studies (95%) on costs of livestock predation and crop damage apply market prices to elicit damage cost, and the remaining studies use surveys and actual compensation payment paid to the affected farmers. Compared with valuation studies, the studies on the costs of wildlife are more dispersed with respect to regional applications; 51% of the studies refer to the USA, while the others are equally divided among countries in Europe, Asia, and Africa. Half of the studies on livestock damage and all the studies calculating costs of big cats are applied to developing or emerging economies. One reason for this can be the relatively recent focus on predation in these countries around national parks or animal refuges (Mishra 1997; Butler 2000; Rao et al. 2002; Madhusudan 2003; Ikeda 2004; Michalski et al. 2006; Gusset et al. 2009; Tamang and Baral 2008; Abay et al. 2011) . A few of the studies on costs of livestock predation estimate both direct and indirect costs and show that the indirect cost can be of similar magnitude of order as the direct cost (Howery and DeLiberto 2004; Laporte et al. 2010; Steele et al. 2013; Ramler et al. 2014) . Schwabe et al. (2001) ; the seven other studies are found in Häggmark-Svensson et al. (2015) h 2 studies on upland game (rabbit, pheasant, quail, grouse, wild turkey, and dove), 1 each on all and big game i All game j The value of an increase in the probability of bagging a deer by 1%
k Keith and Lyon (1985) l Brown and Hammack (1973) m Moose (29 USD) and deer (50 USD) in Loomis et al. (1989) n Wild boar (290 USD) and fallow deer (324 USD) in Mensah and Elofsson (2017) o Own calculations of ratios in Hofer (2002) and Lindsey et al. (2006) with the lowest percent in Spain and Angola and highest for the tourist sector in Namibia; GDP = gross domestic product p 1 study on leopards, 1 on bear, and 5 of game in general
With respect to studies on other costs, deer and wild boar have been subject to a majority of the studies on costs of crop/ forest damage and traffic collisions, which are mainly applied to USA. Crop damage by other animals includes damage by black bear and geese in the USA, elephants in India, and European bison in Poland. Similarly to livestock predation, damage to crops can occur to farmers close to or inside national parks or animal refuges. The few studies on costs of transmission of diseases can also be noticed.
Similar to benefit studies, there is a consensus in the scientific community with respect to quantitative methods for estimating costs. Although studies on costs of wildlife show more regional dispersion than benefit studies, there is still a concentration to USA, where slightly more than 50% of the studies have been applied. Applications to other regions remain to be made also for cost estimates. Similarly, the scope of application needs to be enlarged to include studies on costs of vehicle collisions and transmission on diseases. Studies on cost estimates perform worse than benefit studies with respect to relating cost construct to population size, where none of the studies in this review presented costs related to animals or population sizes.
Efficient wildlife population(s)
Most of the studies reported in the BBenefits of game animals^and BCosts of wildlife^sections estimate either benefits or costs from game animals. Only a few studies compare cost and benefits to examine whether the population size is too high or low. Horne and Petäjistö (2003) found that the bag value per moose animal is higher than the costs of browsing for land owners in Finland. However, they cannot make any conclusions whether the population should change and if so by how much. An (Conover et al. 1995) n Regional effects of coyotes in UT, USA, and 70% of total cost are dispersal effect (Taylor et al. 1979) o Direct costs and dispersal effects of coyotes, dogs, and mountain lions in USA (Jones 2004) economically appropriate evaluation of optimal population sizes should build on marginal costs and benefits. If a marginal increase in the population implies that benefits increase more than the cost, the population should increase. On the other hand, if a marginal decrease in the population generates higher cost than benefit increase, the population should decrease. This is the issue addressed by studies examining optimal population sizes which maximize benefits minus costs for society. To do this, there is a need for quantitative information on how costs and benefits change with population sizes. However, such data is not available in any of the studies reviewed in the BBenefits of game animals^and BCosts of wildlife^sections. Furthermore, it is necessary to have data on population dynamics which show how populations grow and are affected by environmental conditions and different kind of human pressures such as hunting and vehicle accidents. Studies calculating optimal wildlife populations rest on advances in fishery economics (e.g., Clark 1990; Reed 1980) . Estimates of actual populations and assumptions about population growth functions are fundamental basis of the analysis. Similar to fishery economics, there is a variety of methods for estimating wildlife population which include aerial surveys, mortality counts, and reports from hunters. Irrespective of method, the population estimate is uncertain.
Common designs of the population growth functions are logistic or stage structured models. The logistic model implies an S-shaped growth function with relatively rapid growth rate at low population levels and low growth rate at higher levels. This approach does not allow for selective hunting, i.e., targeting of specific classes of individuals, which is an advantage of the stage class models, where overall population growth depends on the number of individuals in different stages, such as yearlings and male and female adults.
The studies on optimal population sizes differ, not only with respect to choice of population growth function but also regarding choice of region, animal, and included value and cost items (see Table 3 ).
With respect to choice of population growth function, most studies apply the simple logistic model. This is made by Brown and Hammack (1973) , who provide one of the first studies on efficient wildlife management, which is quite involved by considering both migratory behavior of the waterfowl and the provision of habitats in terms of wetlands for breeding. An unusual approach is used by Cory and Martin (1985) , who develop a static model, and construct a production function where elk and cattle compete for land. Stage structured population models often generate pulse harvesting in optimum, implying selective harvesting of certain stage classes in one period followed by no or minor harvest in the next period in order to let the population grow (e.g., Cooper 1993; Naevdal et al. 2012; Elofsson et al. 2017 ).
Approximately half of the studies consider ecological interaction either in terms of migration (Brown and Hammock 1973; Boman et al. 2003; Skonhoft 2005; Chen and Skonhoft 2013) , with livestock (Cory and Martin 1985; Horan and Wolf 2005; Horan et al. 2008) or among game animal . A novel aspect is provided by Naevdal et al. (2012) , who consider the animals' adaptation to hunting through fertility. Hussain and Tschirhart (2010) constitute an unusual study by considering uncertainty in hunting success and interaction between hunters and a wildlife agency.
With respect to included benefits and costs, all studies in Table 3 include hunters' valuation in terms of recreational, meat, and/or trophy value. A few studies add viewing or existence values (Cooper 1993; Boman et al. 2003) . Private costs are considered in all studies, but there is a small difference depending on perspective, from the landowner or hunter. When landowner perspective is used, costs include expenses for supplying populations such as feeding. When hunters are at focus, hunting costs for, e.g., licenses and equipment, are included. It is also shown in Table 3 that several studies consider external costs in terms of browsing, traffic accidents, and transmission of diseases.
Similar to benefit and cost studies, several studies on optimal populations apply their models on game animals, in particular deer, in USA. About half of the studies are applied to countries in Europe, where the optimal population of moose has been at focus. There are very few studies applied on carnivores, and none of those are applied in emerging or developing countries where carnivore hunting can be an important source of income for the residents. All studies are also partial in the sense that they do not simultaneously include ecological interaction, several external costs, and uncertainty, while doing that is indeed a theoretical and empirical challenge.
Wildlife policies
The second main question raised in the literature is on policy design in order to move from actual undesired to desired wildlife population sizes. Wildlife policies are typically motivated by the wildlife species imposing an external cost of some kind, e.g., on agricultural or forestry production, or by the species providing benefits that have public good characteristics, e.g., if the species is threatened and its preservation is considered highly valuable. In principle, externality problems can be solved if all stakeholders cooperate, which has proven successful for natural resource management in relatively small communities (Ostrom 1990 ). There is a large body of literature on voluntary cooperation on management of natural resources, but we have not found applications to wildlife resources in this regard. However, conditions for successful voluntary cooperation are restrictive, and governmental interventions with coercive power are often needed for improved management. Compared with the literature on population size, that on policy design is smaller. In total, we found 32 studies, and some of them (Skonhoft 2005; Olaussen and Skonhoft 2011; Chen and Skonhoft 2013) overlap with the literature on optimal population sizes where they compare outcomes of different policy alternatives to reach the optimal population size. In the literature, three types of governmental policies for wildlife have been found and analyzed: (i) distribution of property rights (11 studies), (ii) command and control (4 studies), and (iii) wildlife damage compensation and economic incentives for wildlife damage prevention (14 studies). Similar to the literature on optimal population size, this classification of policies can be compared with the literature on fishery economics, which covers policies in terms of property right (e.g., comparisons between open access and private property regimes, creation of reserves), command and control (e.g., seasonal harvest and gear regulations, restrictions on harvests, and entry restrictions), and economic incentives (landing taxes and tradable fishing quotas) (Clark 1990; Conrad 2010) . Each type of policy is associated with transaction costs, such as agents' costs for monitoring and verifying compliance with the formal rules, on which there is a small literature (five studies).
Distribution of property rights
When property rights are well defined, the costs and benefits generated by economic activities can be accounted for on markets where goods and services are traded. Bargaining between different agents could solve the problem of externalities if transaction costs are negligible (Coase 1937) (transaction costs are discussed separately below). In the economics of wildlife literature, the focus is on the potential of private property rights to create markets for wildlife, and the magnitude of negative externalities that are created when private property rights are applied and markets exist for hunting rights.
With respect to the potential of private property rights to solve wildlife management problems, two polar cases of wildlife ownership, public and private, are often analyzed and compared in the literature. It is argued that the provision of private property rights to wildlife provides economic incentives for efficient management of wildlife populations, as it permits property owners to market wildlife in various ways (Leopold 1930) . Private property rights have proven successful in increasing the population of elephants in Zimbabwe and South Africa, where markets for ivory and hunting exist (Rasker et al. 1992) , but when such markets are not allowed, or demand is limited, private property rights are insufficient to preserve valuable species (Rasker et al. 1992; Tisdell 2004) . Another possible reason for failure of private property rights is wildlife species migration, which implies that habitat management by one land owner could positively affect wildlife abundance on neighboring land for which the landowner is not rewarded (Tisdell 2004) . Also, there can be external effects because private landowners with hunting rights may ignore the risk for wildlife-vehicle collisions (Olaussen and Skonhoft 2011) . Further, private property rights to wildlife could be inefficient if there are high costs for monitoring, and hence a higher risk for illegal hunting, albeit we have not found studies on these topics.
Several studies have investigated demand and supply for hunting (Sun et al. 2005; Poudyal et al. 2012 ), but few have considered how well these markets work in the presence of market failures such as externalities, market power, and imperfect information. When market failure occurs in terms of species' migratory behavior, Skonhoft (2005) and Nilsen et al. (2009) showed that private property regimes imply lower profits from moose hunting compared to the socially optimal solution since each landowner considers the game on their land and not the impact on other landowners. Nilsen et al. (2009) further showed that the difference in total profits between the two regimes can be either reinforced or weakened by the consideration of additional externalities in terms of browsing damage and wolf predation, depending on their spatial allocation. The implications of landowners' market power on the market for moose hunting licenses were examined by Chen and Skonhoft (2013) . They showed that in the presence of externalities in terms of wildlife migration and forest damage, market power can create substantial economic losses for society, and also reduces the size of the wildlife population. Table 4 summarizes the different property right configurations, and the causes and consequences of success and failure associated with different allocations of property rights.
Command and control policies
The main type of command and control policy investigated in the literature and implemented in practice is restrictions on hunting imposed by the government or an authorized agency, which implies a limitation of the use of property rights. Hunting regulations applied include restrictions on the quantity of game harvest and/or restrictions on how, where, and when to hunt. Further, there are regulations on the distribution of monetary revenues from wildlife. Despite the common use of regulations, we found only four studies addressing their performance.
Restrictions on harvesting are commonly assumed when threatened species are protected by law, thereby giving them a chance to re-establish. One example is Skonhoft (2006) , who investigated the positive and negative economic consequences of the legal protection of wolf in Scandinavia under four rules for the stock and harvest for moose (constant stock, proportional harvest, fixed harvest, and optimal harvest and stock), which is the wolf's main prey, given a secondary impact on moose-vehicle collisions and forest browsing. The theoretical results do not lead to any clear conclusions with respect to the ranking of these rules, but the empirical application to moose management in Norway showed that the overall net benefits of the different harvesting regimes depend strongly on the cost of vehicle collisions. Seasonal restrictions on hunting are investigated in Skonhoft and Olaussen (2005) , with an application to moose, which migrate and create hunting revenues but also cause damage for forest owners at a magnitude that differs between regions. The results show that an extension of the hunting season to include the winter season increases total social net gains, because it allows for more hunting in the region with the most damage to forest.
Regulations can also apply to the distribution of the revenues from wildlife. Gibson and Marks (1995) evaluated a system with benefit sharing between local communities for the case of wildlife in Africa, and concluded that this has not been effective in preventing poaching. Instead, observed reductions in poaching can merely be attributed to the increased efforts to enforce laws prohibiting poaching. On the other hand, Johannesen and Skonhoft (2004) showed that an integrated conservation and development projects (ICDPs), which are frequently set up in African countries, can improve wildlife conservation. They applied game theory with two players: a park manager who benefits from tourism and hunting and a group of local people who benefit from illegal hunting, but also bear the cost of wildlife damage.
In summary, there are few economic studies on command and control regulations, mainly theoretical, and even fewer empirical studies. We have not found studies on regulations of how to hunt (e.g., gear restrictions and restrictions on the organization of hunting).
Wildlife payment programs and economic incentives for wildlife damage prevention
The analysis of economic instruments has received more attention in the literature than that of command and control regulations. Instead of restrictions on hunting, economic instruments make it more costly or beneficial for hunters to increase or decrease harvest depending on desired direction of change in population size. In total, 14 studies are included in this review and the economic instruments applied are damage compensation, subsidies to damage prevention, subsidies to culling of damaging species, and voluntary payments for wildlife-enhancing measures.
Payments can be made for damage caused by wildlife (compensation payments) or for the presence of wildlife within a certain area (performance payments). Compensation programs are most common and are applied in practice all over the world. They involve pastoralists and farmers affected by wildlife damage being given the right to compensation for killed and injured animals and damage to crops (Bulte and Rondeau 2005) . Compensation programs are relatively cheap Table 4 Different property rights configurations and associated effects investigated in the reviewed literature The alternative that a public body has the right to decide on harvesting is considered, but need not imply that the socially optimal harvesting strategy is chosen to implement in poverty-stricken areas and therefore popular among conservationists and governments . The decision to introduce a compensation scheme can be motivated by wildlife damage threatening the livelihood of farmers, while at the same time, abatement methods are considered too costly or unethical, or threaten the existence of protected species (Yoder 2000) . Many studies point out that compensation programs not only constitute a transfer of ownership rights and, hence, wealth in the sense of Coase (1937) but also create economic incentives which affect the behavior of agents (Yoder 2000; Bulte and Rondeau 2005) . Maclennan et al. (2009) argue that a positive consequence of a compensation program in southern Kenya is that it has helped reduce the number of retaliatory killings of lions. On the negative side, several studies note that compensation schemes reduce private incentives to protect livestock (Bulte and Rondeau 2005; Zabel et al. 2011) . Rollins et al. (1996) therefore suggest that predation payments should be conditional on observed abatement efforts by farmers. Moreover, if compensation levels are set at a high level, compensation can have an effect similar to subsidies for farming and livestock, providing incentives for entry into the sector and thus increasing the number of producers operating in the area (Rollins et al. 1996; Nyhus et al. 2005; Bulte and Rondeau 2005) . This can increase wildlife damage if it increases the amount of prey available to predators. Furthermore, if livestock is free-ranging, an increase in livestock can lead to stronger competition between livestock and wildlife for food and space, which can reduce stocks of wildlife (Bulte and Rondeau 2005) . Compensation schemes can also involve increased incentives for reallocating labor from defensive hunting to farming, which could lead to further decreases in wildlife habitats . Rollins et al. (1996) note that a public compensation scheme could, at least hypothetically, function as an insurance scheme, where the government faces a problem similar to that of an insurance company, i.e., to provide compensation contracts while assuring that farmers still undertake relevant damage prevention measures, such that total compensation costs can be kept as low as possible. Mishra et al. (2003) report on a program intended to provide incentives to manage snow leopard predation. Farmers were asked to give up a share of grazing land to ensure the availability of natural prey for the snow leopard and were given compensation in return for the land abandoned. This compensation was then used to create a communal insurance fund to offset the costs of livestock losses.
Performance payment is an alternative to compensation for killed livestock or crop damage where payments are conditioned on the abundance of wildlife on the landowner's property (Ferraro and Kiss 2002) . By conditioning payments on wildlife abundance, performance payment schemes have a more clear aim to provide incentives for wildlife management compared to compensation schemes, while a reallocation of property rights occurs under both schemes. The only performance payment program currently in operation is that in Sweden for lynx and wolverine populations maintained on reindeer herders' land (Zabel et al. 2011) . Performance payments are paid based on the expected offspring, and are intended to cover the expected costs of damage. Zabel et al. (2011) show that the relative cost of ordinary compensation and performance payment programs depends on the relationship between predator and prey. The policy requires identification of eligible groups and a mechanism for distributing the compensation among individuals in affected groups (Zabel and Engel 2010; Zabel et al. 2011) . Similar to compensation schemes, performance payments create incentives for reduced poaching and increased entry into the affected sector. However, in contrast to compensation schemes, they do not reduce incentives for preventive efforts which reduce the wildlife damage (Zabel et al. 2011) .
Economic instruments are also used to provide incentives for abatement of wildlife damage. Abatement methods that reduce the damage caused by wildlife can be graded according to the harm caused to the animals, where hunting is the most harmful abatement method (Rollins et al. 1996; Yoder 2000) . Public policies that control abatement include incentives for changes in hunting pressure, incentives for non-lethal abatement methods such as translocation of problem animals, scare devices, guard dogs, barriers, and improved livestock husbandry (Sandry et al. 1983; Rollins et al. 1996; Breck and Meier 2004) . Abatement strategies for reducing damage have been examined by means of cost-benefit analysis, e.g., for supplemental feeding programs for black bears to reduce forestry damage (Ziegltrum 2006) , and cost-efficiency analysis, e.g., with regard to the trade-off between fox culling and various prevention measures for sheep farms (Moberly et al. 2004 ). In the latter study, it is shown that the optimal solution varies between farm types and locations, implying that a uniform policy can be expensive compared with a differentiated one. As observed by Rollins et al. (1996) , prevention of wildlife damage can give rise to spatial externalities; an increase in prevention efforts by an individual farmer can mean that neighboring farmers experience an increase in predation and at worst there is no net gain to society. Berger (2006) evaluated the impact of predator culling subsidies 1939-1980 on the profits of the sheep industry. The results show that the impact of the subsidies is small compared with that of output prices and production costs, and the author therefore argues that damage compensation is more efficient than subsidies to predator control in ensuring the profitability of the sheep industry.
There are substantial voluntary payments to individuals and groups for supplying wildlife or wildlife habitats (Ferraro and Simpson 2002) . Such schemes operate both within countries and across country borders. Many of these payments are channeled through eco-friendly Bproducts,^such as eco-tourism, but Ferraro and Simpson (2002) argue that paying directly for ecosystem habitat protection, such as rainforest preservation, would be more cost-effective.
In summary, much of the literature on damage compensation and prevention is mainly theoretical, while there are few empirical studies that shed light on the magnitude of different positive and negative effects that are foreseen by the theoretical work. In particular, this applies to the effects of subsidies to damage prevention, where the amount of spending can be considerable.
Transaction cost
If the social planner had complete and perfect information, any of the presented policies could be designed to give efficient solutions, which is not the case in practice. Uncertainties are associated with the measurement of population sizes, damages, and benefits. Some of these uncertainties are shared by all actors, such as uncertainty regarding the impact of climate change on wildlife population sizes. Other uncertainties are asymmetrically distributed, where, e.g., the size of damage from predation is likely to be known by the affected farmer but uncertain to a regulator paying the compensation scheme. These uncertainties give rise to transaction costs for collection of information, meetings prior to making decision on regulations, and costs of monitoring and supervision of compliance of implemented policies.
There is a relatively large body of literature on transaction costs of payments for ecosystem services, in particular for biodiversity management (see review in Vatn 2010), but the applications to wildlife management are scarce (Mburu and Birner 2002; Mburu et al. 2003; Schwerdtner and Gruber 2007) . Mburu and Birner (2002) show that the benefit-cost ratio for landowners, including transaction cost, is highly dependent on who participates in the co-management of wildlife in Kenya. Mburu et al. (2003) show that these transaction costs correspond to 13% of the total provision costs of wildlife, and are determined by both socioeconomic and ecological conditions. Schwerdtner and Gruber (2007) compare ex ante and ex post compensation schemes for damages by the European otter in Germany. They show that transaction costs of both systems increase with high dispersal of the damages in space and time, but are higher under an ex post scheme since compensation is determined on a case-by-case basis and incentives for overstating the damages are higher, while the ex ante compensation is based on prediction and modeling of damages. The calculated transaction costs of an ex ante and ex post compensation scheme for damages of otter on fish farms in Germany correspond to 22 and 35%, respectively, of the total costs.
Transaction costs and uncertainty can be reduced by appropriate design of policies. Abildtrup and Jensen (2014) suggest a combined efficient tax/subsidy scheme on an observable control variable, the game population, and nonobservable variable, harvest, from the regulator's point of view. Hunters have to pay a tax per animal when the population is above the targeted population, and obtain payment when the population is below the target. This analysis is extended by Jensen et al. (2016) , who assume that neither population size nor hunting bags are known by the regulator, who instead calculates and regulates population size based on hunters' bag reports. Taxes are introduced on both bag reports and estimated population size. A low report on bags reduces tax payments, but results in higher calculated population size (because of the reported low hunting pressure). The hunter thus faces a trade-off between paying taxes for reported bags and the risk of paying a tax on the populations.
Further understanding of the magnitude of uncertainty and transaction costs associated with different policy choice is likely to be valuable, as well as studies that relate these effects to the distributional outcome of policies. Considering the prevalence of different kinds of uncertainty in wildlife management, analyses of clever policy design to mitigate costs of uncertainty and transaction costs are in particular need.
Discussion and conclusions
This brief overview showed that three fourths of all included studies calculate costs and benefits of different game animals. However, in order to determine whether a population should increase or decrease, the benefit and cost estimates must be related to the number of game animals, which was lacking in almost all studies. Furthermore, almost all studies calculated only one type of benefit or cost, usually in terms of the average value or cost for one animal. The included benefits or costs were expressed in different ways which makes it difficult to compare results between studies. Certain types of costs were seldom estimated, such as costs for farmers other than the direct cost due to the loss of livestock or crop, and costs that arise due to dispersal effects in the economy. Benefits associated with wildlife's contribution to biodiversity and associated effects on provision of ecosystem services were not considered. We therefore agree with Core and Martin (1985) that BThe value of a day or a trip must be converted to the value of the marginal animal. Otherwise, the (recreational, our parenthesis) value estimate-no matter how precise empirically or theoretically-has little management value^(pp. 283). Similar reasoning can be applied for estimates of wildlife costs.
Nevertheless, benefit and cost estimates can be of importance for decisions on specific projects, such as creation of parks for protecting wildlife or compensation payments for wildlife damage. There is an agreement in the scientific community on choice of appropriate methods for estimating benefits and costs, but the estimated numbers differ considerably across different studies. With respect to benefit estimates, value from hunting was the most commonly estimated benefit type and the values reported varied between 41 and 545 USD/hunting day, measured in 2013 prices. The most frequently studied animals are deer and moose, which accounted for 65% of all studies. A majority of the valuation studies, 70%, are applied to USA and the rest to Europe and Australia. The studies estimating costs of wildlife focused on damages from livestock predation by carnivores and crop destruction by ungulates. A few studies calculate the costs of traffic collisions and transmission of diseases to animals and humans. Costs were measured mainly on a per household basis, and showed a wide range, from 2 to 9200 USD/farm household. It is interesting to note the relatively large number of cost studies in developing countries and emerging economies, 35%, compared with the lack of studies on wildlife benefits in these countries. Explanation can be the costs of livestock predation borne by farmers close to nationally protected areas in several developing countries and the lack of private property rights to wildlife which implies smaller possibilities to exploit wildlife benefits.
With respect to the second main question, the literature on policy design for wildlife management identifies three main mechanisms for solving conflicts arising from asymmetric distribution of costs and benefits: redistribution of property rights, command and control policies for protecting endangered wildlife species, and economic instruments. The economic instruments include compensation or performance payments for wildlife populations or abatement of damage, and economic incentives for wildlife damage prevention. Most studies, 25 of a total of 32 studies on policy design examine effects of redistribution of property rights or economic instruments. A few studies calculate transaction costs or address policy design under conditions of uncertainty.
There is a common agreement that redistribution of property rights and command and control instruments will not function in isolation if the market value of wildlife is low or species migrate. Also, these mechanisms do not significantly reduce incentives for those who experience the costs of wildlife to decrease the population by illegal hunting and killing. Compensation payments, funded by taxes or hunting fees, are therefore needed. These payments can be based on stated losses, market values of livestock/crop, or performance of wildlife. Compensation payments based on stated damage costs might be too high, since they create an incentive to overstate the actual costs of the loss. An alternative is to base the payment on the market value of the livestock/crop loss, but this does not account for other costs affecting farmers due to, e.g., productivity losses, increased labor, and measures for damage prevention. A feature common to both these forms of payment is that they create disincentives to invest in preventive measures. Performance payments are preferable, but are difficult to implement and enforce, which might result in high transaction costs for designing and monitoring. The few studies on transaction costs showed that these costs can be considerable and depend on type of compensation scheme.
Overall, a conclusion from this overview is that a relatively large body of literature has developed since the 1970s in particular on the calculation of costs and benefits of game species. The concentration of applications to a few species mainly in the USA and Europe calls for future studies on different game animals in other parts of the world. Moreover, there is a lack of studies comparing costs and benefits in a wider setting including a broader set of cost and benefit items. One can also note the richness with respect to theoretical findings in the relatively small literature on policy design. However, to understand the importance of these findings for practical policy, empirical applications are necessary, and require information on hunters' responses to different regulation schemes. This, in turn, necessitates data on the relation between animal populations, harvests, values, and costs. Such studies remain to be done: population estimates are in general uncertain, and in general, the literature on costs and benefits of wildlife does not relate these items to number of animals. Policy design would then need to account for uncertainty in estimates of population sizes, values, and costs, which was made only by a few theoretical studies. One can further note that there seems to be almost no analysis of the prospects for, or existence of, alternatives to wildlife damage compensation schemes, such as private insurance schemes or changes in liability rules. Finally, studies are also needed to evaluate the functioning of the many existing policies in order to improve and fine-tune their efficiency.
