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Abstract
A new problem formulation and numerical algorithm for an advanced phase-field
approach (PFA) to martensitic phase transformation (PT) are presented. Finite elas-
tic and transformational strains are considered using a fully geometrically-nonlinear
formulation, which includes different anisotropic elastic properties of phases. The re-
quirements for the thermodynamic potentials and transformation deformation gradient
tensor are advanced to reproduce crystal lattice instability conditions under a general
stress tensor obtained by molecular dynamics (MD) simulations. The PFA parameters
are calibrated, in particular, based on the results of MD simulations for PTs between
semiconducting Si I and metallic Si II phases under complex action of all six compo-
nents of the stress tensor [33,34]. The independence of the PFA instability conditions
of the prescribed stress measure is demonstrated numerically for the initiation of the
PT. However, it is observed that the PT cannot be completed unless the stress exceeds
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the stress peak points that depend on which stress measure is prescribed. Various 3D
problems on lattice instability and following nanostructure evolution in single-crystal
Si are solved. The effect of stress hysteresis on the nanostructure evolution is stud-
ied through analysis of the local driving force and stress fields. It is demonstrated
that variation of internal stress fields due to differing boundary conditions may lead to
completely different PT mechanisms.
Keywords: phase-field approach, martensitic phase transformation, lattice instability con-
dition, nanostructure
1 Introduction
The martensitic PTs are widely modeled using PFA [3,8,18,29,30,37,45,46]. Within the PFA
framework, the process of PT is characterized by an internal variable or order parameter η,
being η = 0 for the parent phase P0 and η = 1 for the product phase P1. The order
parameter changes gradually within a diffuse interface between the bulk phases. In some
theories, the order parameter [3,8,18,45] does not have a specific physical meaning. However,
other theories [6, 9, 10, 13, 44] have used some components of the strain tensor as the order
parameter. We will only focus on the first theories because there are some problems with
the strain-tensor-based order parameters mentioned in [29,30].
One of the most important aspects of developing a successful PFA is the formulation
of local thermodynamic potentials that properly interpolate the material properties during
the transformation process and provide appropriate energetic barriers between the parent
and product phases. Some theories [3, 8, 10, 13, 18, 44, 45] only consider two requirements
to be satisfied by the potentials: first, that the number of local extrema of the potentials
is equal to the number of phases including martensitic variants; second, that the energy is
invariant with respect to the exchange of equivalent symmetry-related martensitic variants.
Because these theories do not thermodynamically constrain the order parameter η = 1
for the product phase P1, the thermodynamic equilibrium value of the order parameter
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for P1 artificially depends on the stress tensor and temperature, as well as all material
properties of the product phase. Additional requirements have been proposed in [29, 30,
35] and will be discussed here resulting in two constraints, Eqs. (15) and (19) for any
interpolation function in the local potential. These requirements lead to both fourth degree
(2-3-4) and sixth degree (2-4-6) potentials in terms of the transformation strain-related
order parameter; the potentials reproduce the desirable stress-strain curves and material
properties. The mentioned theory was generalized to large strain formulation in [21, 36],
where the transformation deformation gradient was interpolated between the parent and
product phases. Besides, interfacial stresses for martensitic PTs were introduced in the small
strain formulation in [22–24, 27] and were generalized for large strains in [25] for isotropic
interfacial energy and in [32] for anisotropic interfacial energy.
One more condition formulated in [21, 29, 30, 35] was that the criteria for the initiation
of the direct and reverse PTs should follow from the crystal lattice instability conditions
obtained by experimentation or atomistic simulations. The lattice instability conditions are
highly essential when studying barrierless nucleation during martensitic PTs for thermally-
induced transformations [38–40]. These conditions are even more crucial for explaining
plastic strain-induced PTs under high pressure when PT pressure is drastically reduced even
by one order of magnitude through superposing plastic shear [7, 17, 31]. This reduction was
rationalized by considering barrierless nucleation under evolving dislocation pileup, initially
analytically in [19,20] and, later using the phase field approach in [15,16,28].
On one hand, the PFA instability criteria operate with the second derivatives of the
interpolation functions [21,29,30,35]; on the other hand, the constraints on the interpolation
functions in the previous theories were limited to the values of the functions and their
first derivatives at η = 0 and η = 1. Therefore, the previous theories fail to reproduce
the actual lattice instability conditions because they cannot control the second derivatives
of interpolation functions. Therefore, to reproduce the actual instability conditions, the
interpolation functions in PFA need to be advanced.
Recently, the lattice instability conditions for cubic-tetragonal PTs between semiconduct-
ing Si I and metallic Si II were obtained using MD simulations for complex compression-
tension and shear loadings [33, 34]. It was demonstrated that only modified transformation
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work of the components of stress tensor which are normal to the cubic faces of Si I contribute
to the instability conditions. Because the transformation strain has no shear components, the
shear stresses do not directly contribute to the instability conditions. Besides, the instability
conditions were two linear expressions in terms of normal stress components. Therefore,
the instability conditions can be presented as two intersecting planes in 3D stress space.
These two planes were not parallel, so they could not be described by the 2-3-4 or 2-4-6
thermodynamic potentials, which produce parallel direct and reverse instability planes. In
addition, these two planes coincide after intersection in [33, 34]. Thus, new conditions must
be introduced to make the PFA instability criteria consistent with the lattice instability con-
ditions obtained by atomistic simulations. These conditions were introduced in [4,26] and is
implemented in this work.
This paper aims to develop the algorithmic aspects of the solution of coupled large-
strain mechanics and Ginzburg-Landau equations for an advanced phase field model which
reproduce instability conditions obtained by atomistic simulations. We illustrate the main
features through finite element solutions for mechanically-induced PTs and nanostructure
evolution. In particular, we will focus on cubic↔tetragonal PTs between diamond cubic
low-pressure phase Si I and β tin high-pressure phase Si II. Large transformational and
finite elastic deformations are involved in solution under complex triaxial loading and corre-
sponding nanostructure evolution.
Silicon crystals are widely used in the field of precision instruments for micro-electro-
mechanical systems (MEMS), which include piezoelectric materials, resonators, etc. Besides,
interest in the usage of nanostructured crystals such as thin films, rods, wires and balls for
new applications, such as nanowires for lithium batteries, has increased. Under pressure and
contact loading Si undergoes multiple PTs. We will focus on PTs between semiconducting
Si I and metallic Si II phases. Thus, Si I→ Si II PT occurs at hydrostatic pressure or under
indentation in the range of pressures or contact stresses of 9-12 GPa [50]. Such a local load
may appear under contacting or scratching MEMS elements, during Si wafer processing, and
during fabrication of devices. Also, PT from brittle and hard semiconducting Si I to softer
and weaker metallic Si II leads to a ductile regime of machining of Si [51]. This is why
there is extended literature for the study of PTs in Si under different hydrostatic and non-
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hydrostatic loadings; see review in [50]. Very large and anisotropic transformation strain for
this transition and ways of accommodating it without twinning leads to additional interest
in the mechanical community but imposes additional computational challenges. Studying
these transformations is important for the understanding of PTs with large transformation
strain in other materials, such as graphite-diamond, graphite-like to diamond-like born ni-
tride, and geophysical materials. We consider PTs Si I↔Si II here because these are the only
transformations for which the transformation criteria under the stress tensor are obtained
via molecular dynamics (MD) simulations [33,34] and density functional theory (DFT) sim-
ulations [47]. We consider uniaxial and triaxial loading by normal-to-cubic-faces stresses as
the simplest macro-homogeneous loading. Unfortunately, we cannot compare our results for
defect-free crystal with experimental data because, e.g. for compression of micro- [52] and
nano- pillars [53] of real crystals, dislocation motion and other PTs occur before the required
stresses are reached. Indentation and experiments in diamond anvils, where PT Si I→Si II
is observed, do not allow a microstructure evolution to be found.
In this paper, we focus on three fundamental aspects of PTs in Si crystals within the
phase-field approach. First, we provide a new understanding of the crystal lattice instability
conditions and show that the traditional expression of crystal lattice instability merely in
terms of the Cauchy stress measure may not hold true for all loadings and boundary condi-
tions. Second, we show how the difference between the reverse instability stresses, i.e. stress
hysteresis, affects the nanostructure evolution. Third, the effects of internal stresses due
to interfaces are investigated when a periodic BC is compared with a free-stress BC in the
thickness direction of a thin plate.
In Section 2, the complete systems of equations for PFA to martensitic PTs for the large-
strain kinematic model are presented. A single martensitic variant is considered, similar to
that which was observed in atomistic simulations in [33,34] and described in theory by [4,26].
The kinematic model is based on interpolation of the transformation strain tensor. Besides,
the new advances regarding the requirements for the interpolation functions are discussed
in this section. These advancements lead to new interpolation functions for transformation
strain and the elastic constants. The resultant PFA instability conditions, which have been
calibrated with atomistic simulations are presented. The finite element algorithm and weak
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forms of the Ginzburg-Landau and equilibrium equations are presented in Section 3. A non-
monolithic strategy for solving the coupled mechanics and phase field equations is adopted.
While solving the equilibrium equations, the order parameter is assumed to be fixed in all
iterations, and while solving the Ginzburg-Landau equation, the total deformation gradient is
assumed to be fixed in all iterations. The simulation results are discussed in Section 4. First,
it is numerically demonstrated that on one hand, the initiation of the PT, which is determined
by our PFA instability criteria is independent of which stress measure is prescribed; on the
other hand, the PT will not be completed unless the stress exceeds the stress peak point,
which depends on the prescribed stress measure. Second, the effect of stress hysteresis in
the model on nanostructure evolution is studied through analysis of the order parameter,
driving force, and stress fields. Third, the effect of the boundary conditions in the thickness
direction, which leads to a completely different interfacial stress in this direction and in turn
changes the mechanism of PT, is studied.
Vectors and tensors are designated with boldface symbols. We designate contractions
of tensors A = {Aij} and B = {Bji} over one and two indices as A·B = {Aij Bjk} and
A:B = Aij Bji. The transpose of A is AT , the symmetric part of A is sym(A) and I is the
unit tensor; ∇0 is the gradient operator with respect to the undeformed state.
2 Complete system of equations
Here, the complete system of equations for the general phase-field theory, developed in [26]
(which takes into account the lattice instability conditions obtained by atomistic simulations)
is simplified and specified. First, the interfacial stresses are neglected by presenting the gra-
dient part of free energy in the reference configuration. Second, the simplest quadratic form
in terms of Lagrangian strain is accepted for the elastic energy. Third, only the diagonal
components of the transformation strain are interpolated, neglecting the small effect of shear
stresses on the crystal lattice instability for cubic-to-tetragonal PTs. Although the formula-
tion presented here can be used for any stress-induced martensitic PT, the calibration of the
PT criteria with atomistic simulations is performed specifically for the cubic-to-tetragonal Si
I↔Si II PTs. At the same time, our algorithmic part does not use all of these simplifications
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and is valid for the general theory presented in [26].
2.1 Kinematics
The motion of an elastic body undergoing PTs can be expressed by a continuous function
r = r(r0, t), where r0 and r are the positions of points in the undeformed Ω0 and the deformed
Ω configurations, respectively; t is the time. The stress-free intermediate configuration is
denoted by Ωt. The external boundary in Ω0 is denoted by S0, which consists of the traction
boundary (Neumann boundary) S0T , the displacement boundary (Dirichlet boundary) S0u,
and the periodic displacement boundary SP0u, i.e. S0 = S0u ∪ S0T ∪ SP0u. For the phase
field problem, the boundary S0 consists of either the Neumann boundary SN0η, the Dirichlet
boundary SD0η, the periodic boundary SP0η, or a combination any two or all three kinds of
boundaries.
The multiplicative decomposition of the deformation gradient into the elastic part and a
symmetric, rotation-free transformational part is
F :=∇0r = F e·U t; U t = U Tt . (1)
In the intermediate configuration Ωt, obtained by the transformation deformation U t, the
crystal lattice represents the lattice of the stress-free product phase or intermediate phase
along the transformation path from the lattice of Si I to that of Si II. This configuration is
obtained through the release of elastic stresses down to zero from the actual configuration
Ω.
We need the Jacobian determinants, describing the ratios of the volumes in the different
configurations:
J = dV
dV0
= detF ; Je =
dV
dVt
= detF e; Jt =
dVt
dV0
= detU t J = JeJt. (2)
The Lagrangian total, elastic, and transformation strains are given respectively by
E = 12(F
t·F −I ); E e =
1
2(F
t
e·F e−I ); E t =
1
2(U t·U t−I ); E = U t·E e·U t +E t. (3)
7
2.2 Dissipation rate, equations for stresses, and Ginzburg-Landau
equation
With the help of the first and second laws of thermodynamics, along with acceptance of ψ =
ψ̄(F , η, θ,∇0η) as the Helmholtz free energy per unit volume, we can derive the expression
for the dissipation rate per unit volume D, as follows:
D = Xη̇ ≥ 0; ρ0X := −ρ0
∂ψ̄
∂η
+∇0 ·
(
ρ0
∂ψ̄
∂∇0η
)
, (4)
where X is the thermodynamic driving force per unit volume for change in the order param-
eter η (i.e. for PT) and θ is the temperature. Through the same thermodynamic procedure,
by assuming that the dissipation rate is independent of the elastic deformation rate and
temperature rate, we can also find the expressions for the first Piola–Kirchhoff stress P (and
transform it to the true Cauchy stress σ) and the entropy s:
P = ρ0
∂ψ̄
∂F
; σ := J−1P ·F t = ρ∂ψ̄
∂F
·F t; s = −∂ψ̄
∂θ
, (5)
The viscous stresses are neglected for compactness.
Accepting a linear relationship between the rate of change of the order parameter η̇ and
the conjugate generalized thermodynamic force X, we can obtain the generalized Ginzburg-
Landau equation, which describes the evolution of the martensitic nanostructure as
η̇ = LX = L
(
−∂ψ̄
∂η
∣∣∣∣
E
+∇0·
(
∂ψ̄
∂∇0η
))
, (6)
where L ≥ 0 is the kinetic coefficient. Atomistic simulations in [33, 34] and [47] were per-
formed at 1 K and 0 K, respectively. Therefore, thermal fluctuations are neglected and the
Langevin noise is not included in the Ginzburg-Landau equation.
The Helmholtz free energy per unit volume in the reference configuration can be written
as the sum of local, ψl, and gradient, ψ∇, parts:
ψ̄(F , η, θ,∇0η) = ψl(E e, η, θ) + ψ∇(∇0η) = Jtψe(E e) + ψθ + ψ∇, (7)
where ψe is the elastic energy per unit volume in the intermediate configuration Ωt, which
is the reference configuration for the elasticity rule. The thermal part of the free energy
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includes the energy barrier between phases as well as the thermal driving force for phase
transformation and is accepted in one of the known forms:
ψθ = Aη2(1− η)2 + ∆ψθ(3η2 − 2η3). (8)
Here A is the magnitude of the double-well barrier between the parent phase P0 and the
product phase P1 and ∆ψθ is the difference between the thermal free energy of P1 and P0.
The gradient part of the free energy penalizes interfaces and is expressed as
ψ∇ = β2 |∇0η|
2, (9)
where β ≥ 0 is a coefficient. Using Eqs. (1), (2), and (7) in Eq. (5) we rewrite the first
Piola-Kirchhoff and the Cauchy stress tensors as
P = JtF e · Ŝ ·U−1t ; σ = J−1e F e · Ŝ ·F
T
e , where Ŝ =
∂ψe(E e)
∂E e
. (10)
Using the standard relation between the second Piola-Kirchhoff stress S and the two other
stresses P = F ·S = Jσ ·F −T we obtain
S = JtU−1t · Ŝ ·U
−1
t . (11)
Substituting the free energy Eq.(7) into Eq.(6) leads to a more explicit form of the
Ginzburg-Landau equation in the reference configuration
η̇ = LX = L
(
P T ·F e:
∂U t
∂η
− Jt
∂ψe
∂η
∣∣∣∣
E e
− JtψeU−1t :
∂U t
∂η
− ∂ψ
θ
∂η
+ β∇20η
)
. (12)
There are two solution variables in the PFA, namely the order parameter and the displace-
ment. The former is calculated by the Ginzburg-Landau equation and the latter by the
mechanical equilibrium equation in the reference configuration, which is known as
∇0·P = 0. (13)
2.3 Conditions for interpolation functions
One of the most important problems in any phase field theory is how to describe the depen-
dence of all material properties that contribute the free energy ψ̄, as well as the transforma-
tional deformation gradient U t on the order parameter η. Here, we will enumerate the main
conditions that should be satisfied in this regard.
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It is reasonable to express any material property M (such as energy, entropy, elastic
moduli, thermal expansion, etc.) in the form
M(η, θ) = M0(θ) + (M1(θ)−M0(θ))ϕm(η), (14)
where M0 and M1 are values of the property for the parent phase P0 (for which η = 0) and
the product phase P1 (for which η = 1), respectively; ϕm(η) is the interpolation function
that meets the evident constraints
ϕm(0) = 0, ϕm(1) = 1. (15)
Because the order parameter should not evolve further after reaching the homogeneous
equilibrium bulk phases, P0 and P1, the thermodynamic equilibrium conditions for homoge-
neous states (i.e., ∇20η = 0) should be satisfied by the order parameter values for bulks η̂
(i.e. η = 0 and η = 1):
ρ0X = P t·F e:
dU t(η̂)
dη
− Jt
∂ψe(E e, θ, η̂)
∂η
∣∣∣∣
F e
− Jtψe(E e, θ, η̂)U−1t :
dU t(η̂)
dη
(16)
−Jρ0
∂ψ̆θ(θ, η̂)
∂η
− ρ0
∂ψ̃θ(θ, η̂)
∂η
= 0
for any stress P , temperature θ, and corresponding elastic deformation gradient F e. Eq.(16)
can be expressed in a compact form as
ρ0X = P T ·F e:
dU t(η̂)
dη
− ρ0
∂ψl(E e, θ, η̂)
∂η
= 0. (17)
Due to the independence of U t and ψl, Eq.(17) splits into two sets of equations:
dU t(η̂)
dη
= 0; ∂ψ
l(E e, θ, η̂)
∂η
= 0. (18)
Therefore, Eq.(18) results in the second condition to be satisfied by the interpolation function
for the transformation deformation gradient and any material property which participates
in ψl as follows
dϕm(0)
dη
= dϕm(1)
dη
= 0. (19)
The third condition for interpolation functions is related to the instability criteria. Specifi-
cally, the PFA criteria for thermodynamic instability of equilibrium phases should coincide
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with the actual lattice instability conditions obtained using atomistic simulations or experi-
ments.
By definition, if a spontaneous deviation of the order parameter ∆η from the thermody-
namic equilibrium values η̂ = 0 or 1 is thermodynamically admissible under the prescribed
boundary conditions, the equilibrium is unstable; this results in the general criterion for the
instability of the equilibrium of phase η̂ [21, 26]:
∂X (P ,F e, η)
∂η
= P T ·F e :
∂2U t
∂ η2
− Jt
∂2ψe
∂η2
∣∣∣∣
E e
− JtψeU−1t :
∂2U t
∂η2
− ∂
2ψθ
∂η2
≥ 0, η = η̂. (20)
The lattice instability conditions for cubic to tetragonal Si I↔Si II PTs were obtained via
MD simulations for various combinations of all six components of the Cauchy stress tensor
in [33, 34]. In 3D stress σi space, with the loading by stress σ3 under fixed σ1 and σ2, all
points for direct and reverse instability stresses have been located close to two intersecting
planes:
P0 → P1 :

0.36(σ1 + σ2)− σ3 ≥ 12.29 GPa if − σ3 ≥ 6.23 GPa
0.19(σ1 + σ2)− σ3 ≥ 9.45 GPa otherwise
P1 → P0 : 0.19(σ1 + σ2)− σ3 ≤ 9.45 GPa. (21)
After intersecting both planes for direct and reverse PTs, these conditions coincide. Note
that for cubic-to-tetragonal transformation, there are two transformation strains εt1 = εt2.
Therefore, the coefficients for σ1 and σ2 in Eq. (21) are the same.
To make Eqs. (20) and (21) coincident, the second derivatives of all interpolation func-
tions participating in (20) should be controlled by some prescribed values:
d2ϕm(0)
dη2
= 2am ≥ 0;
d2ϕm(1)
dη2
= 2wm ≤ 0. (22)
2.4 Advanced interpolation function for transformation strain
In this section, we present an advanced interpolation function for transformation strain,
which enables the PFA instability criteria Eq. (20) to reproduce the lattice instability
conditions obtained by MD simulations in Eq. (21). It can be observed in Eq. (21) that the
slopes of planes for direct and reverse PTs are different. According to results in [29, 30, 35],
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this cannot be achieved by means of the traditional scalar interpolation function; the same
applies to all components of the transformation strain. Thus, we need a matrix form of
the interpolation function with a different function for each independent component of the
transformation deformation gradient U t. Besides, the minimum degree of polynomial that
satisfies the three mentioned conditions for the interpolation function in Eqs. (15), (19), and
(22), is a fifth degree polynomial.
The transformation deformation gradient can be obtained by interpolating the transfor-
mation strain as
U t(η) = I + εt ◦ϕ(aε,wε, η);
ϕ := [aεη2 + (10ι − 3aε +wε) η3 + (3aε − 2wε − 15ι)η4 + (6ι − aε +wε)η5], (23)
where εt = U t(1) − I is the transformation strain after complete transformation from the
parent phase P0 to the product phase P1; ϕ (and consequently, aε,wε, ι) is a matrix (not a
second-rank tensor), which has the same symmetry and non-zero components as εt in the
coordinate system of the crystal lattice of P1; all non-zero components of matrix ι are equal
to 1. The Hadamard product is defined as εt ◦ϕ := {εijt ϕij} with no summation over i and
j. Matrices aε and wε contain the constants of the interpolation function ϕij to be found
through the calibration of the lattice instability criteria with atomistic simulations. They are
also equal to the second derivative of ϕ at η = 0 and η = 1, respectively. For transformations
between cubic and tetragonal phases Si I↔Si II, all matrices are defined in the cubic axes of
Si I, all non-diagonal components are zero, and two diagonal components corresponding to
the equal transformation strains are equal. Two independent constants in matrices aε and
wε are given in Table 2.
Here, we simplify the PFA instability criteria and then show that with the presented
advanced interpolation functions, they can produce the same instability conditions as in MD
simulations. Because the MD simulations have shown that the shear stresses contribution
in the lattice instability is negligible, we only consider the normal stress components. Sub-
stituting all terms in Eq.(20) and expressing the first Piola-Kirchhoff stress in terms of the
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Cauchy stress, we obtain the criteria for direct and reverse PTs as
P0 → P1 :
∂X
∂η
∣∣∣∣
η=0
≥ 0 ⇒ (σ − ψ
e
Je
I ):εt ◦ aε −
1
Je
(A+ 3∆ψθ) ≥ 0;
P1 → P0 :
∂X
∂η
∣∣∣∣
η=1
≥ 0 ⇒ (σ − ψ
e
Je
I ):U−1t (1)·εt ◦wε −
1
J
(A− 3∆ψθ) ≥ 0.(24)
In the next step, Eqs.(24) can be expressed more explicitly. Because the MD instability
criteria are linear in the stress components, and ψe is a nonlinear term in the stresses as
well as being an order of magnitude smaller than the stresses, the term ψe can be neglected.
The first term in Eq.(24) can be simplified further for cubic-to-tetragonal PT accounting for
εt2 = εt1 due to tetragonal symmetry. After these elaborations Eq.(24) simplifies as
P0 → P1 : (σ1 + σ2)εt1aε1 + σ3εt3aε3 ≥
1
Je
(A+ 3∆ψθ);
P1 → P0 : (σ1 + σ2)
εt1wε1
1 + εt1
+ σ3εt3wε31 + εt3
≥ 1
J
(A− 3∆ψθ). (25)
2.5 Specification of the elastic energy
Considering an orthotropic crystal, the simplest elastic energy can be given by [49]
ψe = 12E e:C:E e =
1
2C
ijklEije E
kl
e =
1
2
3∑
n=1
[
λn(Eenn)2 + 2µnEnne Ekke + 4νnEnke Ekne
]
, (26)
in which the 4th rank elastic moduli with three orthogonal symmetry planes have been
considered as
Cijkl =
3∑
n=1
[λnδinδjnδknδln + µn(δinδjnδkl + δijδknδln) (27)
+νn(δinδjkδln + δjnδikδln + δinδjlδkn + δjnδilδkn)]. (28)
Here, the constants λn, µn and νn can be expressed in terms of nine independent elastic
constants as
λ1 = C11 + C23 + 2C44 − (C12 + C13 + 2C55 + 2C66),
λ2 = C22 + C13 + 2C55 − (C12 + C23 + 2C44 + 2C66),
λ3 = C33 + C12 + 2C66 − (C13 + C23 + 2C44 + 2C55),
2µ1 = C12 + C13 − C23, 2ν1 = C55 + C66 − C44,
2µ2 = C12 + C23 − C13, 2ν1 = C44 + C66 − C55,
2µ3 = C13 + C23 − C12, 2ν1 = C44 + C55 − C66. (29)
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In particular, for a tetragonal crystal lattice, which has two equivalent symmetry planes, one
has C11 = C22 , C13 = C23, and C44 = C55. Therefore, Eq. (29) simplifies to
λ1 = λ2 = C11 − (C12 + 2C66),
λ3 = C33 + C12 + 2C66 − 2(C13 + 2C44),
2µ1 = 2µ2 = C12, 2µ3 = 2C13 − C12,
2ν1 = 2ν2 = C66, 2ν3 = 2C44 − C66. (30)
Furthermore, for cubic crystals, all three orthogonal symmetry planes are equivalent; there-
fore, C11 = C22 = C33 , C13 = C23 = C13, and C44 = C55 = C66, and Eq. (29) reduces
to
λ1 = λ2 = λ3 = C11 − C12 − 2C44,
2µ1 = 2µ2 = 2µ3 = C12,
2ν1 = 2ν2 = 2ν3 = C44. (31)
During the PT, the elastic constants λn, µn and νn for the three orthogonal directions
are interpolated as
λn = λn0 + (λn1 − λn0 )ϕe(η); µn = µn0 + (µn1 − µn0 )ϕe(η); νn = νn0 + (νn1 − νn0 )ϕe(η), (32)
using the elastic constants of P0 and P1, namely λn0 , µn0 , νn0 and λn1 , µn1 , and νn1 , respectively.
The corresponding interpolation function is [26]:
ϕe(η) = η3(10− 15η + 6η2). (33)
This interpolation function, having zero first and second derivatives at η = 0 and 1, has
been used to eliminate the nonlinear term in stresses in the PFA instability criteria, which
include change of elastic energy. The MD simulations of Si I↔Si II PTs have resulted in
linear-in-stresses instability conditions [33,34].
2.6 Boundary conditions for mechanics and phase field problems
Mechanics problem. We prescribe the displacements on S0u and the traction on S0T :
u = ū on S0u, and (34)
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P · n0 = p̄ on S0T , (35)
where ū and p̄ are the specified displacement vector and traction vector on the respective
boundaries. The periodic boundary conditions for the displacements are also considered.
If a pair of surfaces SP10u ⊂ S0 and SP20u ⊂ S0 have periodic BCs for displacements (where
SP10u ∩ SP20u is empty),
u|SP10u = u|SP20u +Du, (36)
where Du is specified. A mixed type of boundary conditions can also be used where, on
a particular boundary, some component(s) of the displacements are specified, some compo-
nent(s) of the traction vector are specified, and a part of the boundary has periodic BC on
the displacements.
Phase field problem. For the phase field problem, we specify the order parameter η on the
Dirichlet boundary, i.e.
η = η̄ on SD0η, (37)
consider the homogeneous BC on the Neumann boundary
∇0η·n0 = 0 on SN0η, (38)
and on a pair of periodic boundaries SP10η ⊂ S0 and SP10η ⊂ S0 (where SP10η ∩ SP20η is empty)
having opposite outward unit normal vectors (n0|SP10η = −n0|SP20η ), use the following conditions
η|SP10η = η|SP20η and ∇0η·n0|SP10η = −∇0η·n0|SP20η . (39)
For a boundary-value problem, the boundary condition for the order parameter may be of
Dirichlet type, Neumann type, periodic type, or a combination of any two types or all three
types.
3 Weak formulations and finite element procedure
We have used a nonlinear finite element method for solving the coupled elasticity and phase
field equation enlisted in Section 2. We have used a non-monolithic method to solve the sys-
tems of equations, i.e. while solving the mechanical equilibrium equations, we have assumed
that the order parameter remains fixed, and while solving the Ginzburg-landau equation, we
have assumed that the state of deformation of the body is fixed.
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3.1 Weak form of mechanical equilibrium equation and its lin-
earization
The weak form of the equilibrium equation Eq. (13) is [1]
R(u, δu) = −
∫
Ω0
(∇0·P )·δu dV0 = 0, (40)
where δu is the virtual displacement (also called the test function), which satisfies δu = 0
on the displacement boundary S0u. It is shown in the A that Eq. (40) can be rewritten in
the following amenable form:
R(u, δu) =
∫
Ω0
S:δEdV0 −
∫
Γ0
p̄·δudS0 =
∫
Ω0
τ :δεdV0 −
∫
Γ0
p̄·δudS0 = 0, (41)
where τ = Jσ is the Kirchhoff stress and
δε = 12(∇δu
T +∇δu). (42)
To solve for the displacements using the Newton’s iterative method we linearize the weak
form Eq. (41) and obtain (see A for details)
DR ·∆u =
∫
Ω0
δε:JC:∆εdV0 +
∫
Ω0
∇δu:τ ·∇∆uTdV0, (43)
where ∆u is an increment of the displacement vector and C is the fourth-order elasticity
tensor defined in Ω which is related to C and C , the fourth-order elastic modulus tensors
defined in Ω0 and Ωt respectively (see Eqs. (28)-(33)) through
Cîĵk̂l̂ = 1
J
F îIF ĵJF k̂KF l̂LCIJKL = 1
Je
F îie F
ĵj
e F
k̂k
e F
l̂l
e C
ijkl. (44)
Note that the indices in upper case, i.e. I, J, etc. are for Ω0; the indices in lower case i, j, etc.
are for Ωt; and the indices with ‘hat’, i.e. î, ĵ, etc. are used for the deformed configuration
Ω. The modulus C is defined as
C := ∂Ŝ
∂E e
= ∂
2ψe
∂Ee∂Ee
. (45)
In Eq. (43), ∆ε is defined as
∆ε := 0.5(∇∆u +∇∆uT ). (46)
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3.2 Weak form of Ginzburg-Landau equation and its linearization
We will now derive the weak form of the Ginzburg-Landau equation (12) and linearize it.
To this end we discretize the time derivative using η̇ = (ηn − ηn−1)/k over the time interval
t0 ≤ t ≤ tf , where k is the time step size, t0 is the initial time, and tf is the final time. We
thus discretize the Ginzburg-Landau equation (12) and express it as
ηn − ηn−1
Lk
+ fn − β∇02η̃n = 0, (47)
where η̃n = ϑηn+(1−ϑ)ηn−1, the subscript n denotes the time step number, and the function
fn is given by
fn = f(η̃n,un−1) = −
(
P Tn·F n−1 − Jtn(η̃n)ψe(E en, η̃n)I
)
:U−1tn (η̃n) ·
∂U t(η̃n)
∂η
+
Jtn(η̃n)
∂ψe(η̃n)
∂η
∣∣∣∣
E e
+ ∂ψ
θ(η̃n)
∂η
.
(48)
Note that the Ginzburg-Landau equation is discretized in time using the ϑ-method, which
allows for a continuum of the scheme. For instance, choosing ϑ = 0 or ϑ = 1, we receive an
explicit or implicit Euler method, respectively, where both methods are first-order schemes.
However, ϑ = 0.5 leads to a second-order scheme, called the Crank-Nicolson method. It
should be noticed that the local driving force X at the right-hand side causes nonlinearity.
Besides, the zero Neumann boundary condition is enforced, there is no Dirichlet boundary
condition, and in the case of Periodic BC, it is enforced as explained in Eq. (39) . We now
write the weak form of the time-discretized equation (47) as
Rη(ηn, δηn) =
∫
Ω0
1
L
ηnδηndV0 − k
∫
Ω0
βδηn∇20η̃n dV0 + k
∫
Ω0
f(η̃n,un−1)δηndV0−∫
Ω0
1
L
ηn−1δηndV0 = 0,
(49)
Using the identity ∇0 · (∇0η̃n · δηn) =∇20η̃n · δηn +∇0η̃n ·∇0δηn in the second integral of Eq.
(49) and applying the Gauss divergence theorem, we rewrite the general weak form of Eq.
(49) as
Rη(ηn, δηn) =
∫
Ω0
1
L
ηnδηndV0 + k
∫
Ω0
β∇0δηn · ∇0η̃n dV0 + k
∫
Ω0
f(η̃n,un−1) δηndV0−∫
Ω0
1
L
ηn−1δηndV0 − k
∫
S0\SD0η
βδηn∇0η̃n · n0 dS0 = 0,
(50)
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where, in the last integral, we have used the fact that δη = 0 at the Dirichlet boundary and
hence the integration is to be performed over the homogeneous Neumann boundary and/or
the periodic boundaries if there are any (see Section 2.6). If there are periodic boundaries,
applying conditions in Eq. (39) the last integration in Eq. (50) is further simplified to only
be taken over the Neumann boundaries SN0η.
In both cases from Eq. (38) and (39)2, we conclude that the last integral in Eq. (50)
identically vanishes.
We will use the Newton’s iteration method for computing the order parameter in a manner
similar to the mechanics problem. To do so, we will linearize the weak form given by Eq.
(50) and determine the tangent. The weak form is expanded in the Taylor’ series about ηnk :
Rη(ηn + ∆ηηn, δηn) = Rη(ηn, δηn) + ∆ηRη + o(∆ηηn) = 0, (51)
where ∆η denotes the increment of a function or functional with respect to η and o(∆ηηn) is
such that lim∆ηηn→0 o(∆ηηn)/∆ηηn = 0. Using Eq. (49) we derive (note that the last integral
therein is zero)
∆ηRη =
∂Rη
∂ηn
∣∣∣∣∣
F
∆ηηn =
∫
Ω0
1
L
∆ηηn δηndV0 + kϑ
∫
Ω0
β∇0(∆ηηn) · ∇0δηnkdV0+
k
∫
Ω0
∂fn
∂ηn
∣∣∣∣∣
F
∆ηηnδηndV0,
(52)
where, using the chain rule for differentiation we obtain
∂fn
∂ηn
∣∣∣∣∣
F
= ϑ ∂fn
∂η̃n
∣∣∣∣∣
F
= −ϑ
(
P Tn ·F n−1 − Jtnψe(E en, η̃n)I
)
:
(
U−1tn ·
∂2U tn
∂η̃2n
−W 2n
)
−ϑ ∂P
T
n
∂η̃n
∣∣∣∣∣
F
·F n−1 : W n + ϑJtn(η̃n)ψe(E en, η̃n)(trW n)2 +
ϑJtn
(
∂ψe(E en, η̃n)
∂η̃n
∣∣∣∣∣
F
+ ∂ψ
e(E en, η̃n)
∂η̃n
∣∣∣∣∣
E e
)
trW n +
ϑJtn
∂
∂η̃n
(
∂ψe(E en, η̃n)
∂η̃n
∣∣∣∣∣
E e
)
F
+ ϑρ0∆ψθ(6− 12η̃n) + ϑρ0A(2− 12η̃n + 12η̃2n), (53)
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where
W n(η̃n) = U−1tn (η̃n) ·
∂U tn(η̃n)
∂η̃n
, (54)
∂P Tn
∂η̃n
∣∣∣∣∣
F
=
Jtn (trW n)U−1tn · Ŝn ·U−1tn − 2 sym(Sn ·W n) + JtnU−1tn · ∂Ŝn∂η̃n
∣∣∣∣∣∣
F
·U−1tn
 ·F Tn−1, (55)
∂Ŝn
∂η̃n
∣∣∣∣∣∣
F
= ∂Cn(η̃n)
∂η̃n
: E en +Cn(η̃n) :
∂E en
∂η̃n
∣∣∣∣∣
F
, (56)
∂E en
∂η̃n
∣∣∣∣∣
F
= − sym
(
F Ten ·F en ·
∂U tn(η̃n)
∂η̃n
·U−1tn (η̃n)
)
, (57)
∂ψen
∂η̃n
∣∣∣∣∣
E e
= 12E en :
∂Cn
∂η̃n
∣∣∣∣∣
E e
: E en, (58)
∂ψen
∂η̃n
∣∣∣∣∣
F
= 12E en :
∂Cn
∂η̃n
∣∣∣∣∣
F
: E en +E en : Cn(η̃n) :
∂E en
∂η̃n
∣∣∣∣∣
F
, and (59)
∂
∂η̃n
(
∂ψen
∂η̃n
∣∣∣∣∣
E e
)
F
= 12E en :
∂2Cn(η̃n)
∂η̃2n
: E en +E en :
∂Cn(η̃n)
∂η̃n
: ∂E en
∂η̃n
∣∣∣∣∣
F
. (60)
Note that we have used P n = JtnF n−1 · U−1tn · Ŝn · U
−1
tn to obtain the expression in Eq.
(55), and to calculate the derivative of E en with respect to η̃n, we used Eq. (3)4.
3.3 Finite element implementation
We will now derive the finite element equations. The reference body Ω0 is discretized into
nel number of elements Ω0 ≈ ∪nelel=1Ωel0 . Assuming isoparametric elements, we accept the
following interpolations for the position vectors, displacements, order parameter, and the
variations and increments of the variables in each element Ωel0 (see e.g. [1]):
rel0 =
ng∑
a=1
Na(ξ)r̃0a, rel =
ng∑
a=1
Na(ξ)r̃a,
uel =
ng∑
a=1
Na(u)ũa, δuel =
ng∑
a=1
Na(ξ)δũa, ∆uel =
ng∑
a=1
Na(ξ)∆ũa,
ηel =
ng∑
a=1
Na(ξ)η̃a, δηel =
ng∑
a=1
Na(ξ)δη̃a, ∆ηηel =
ng∑
a=1
Na(ξ)∆ηη̃a. (61)
In Eq. (61), Na (a = 1, 2, . . . , ng) denote the shape functions for the element Ωel0 ; ng is
the number of nodal points in each element; the quantity with tilde corresponding to each
variable denotes its nodal value; e.g. r̃0a denotes the displacement vector at ath node; the
19
superscript el designates the index for the elements; and ξ designates the coordinate of an
isoparametric element in its reference configuration [1]. The gradients of the displacement
vector, order parameter, variation, and increment of the variables are obtained as [1]
∇uel =
ng∑
a=1
ũa ⊗ j el
−T · ∇ξNa, ∇δuel =
ng∑
a=1
δũa ⊗ j el
−T · ∇ξNa,
∇∆uel =
ng∑
a=1
∆ũa ⊗ j el
−T · ∇ξNa, ∇ηel =
ng∑
a=1
η̃a j
el−T · ∇ξNa,
∇δηel =
ng∑
a=1
δη̃a j
el−T · ∇ξNa, ∇∆ηηel =
ng∑
a=1
∆ηη̃a j el
−T · ∇ξNa, (62)
where j el = ∂rel
∂ξ
= ∑nga=1 r̃a ⊗∇ξNa, ∇ξ designates the gradient with respect to the coor-
dinates of the isoparametric element denoted by ξ = {ξ1, ξ2, ξ3}T , and therefore ∇ξNa =
[∂Na/∂ξ1, ∂Na/∂ξ2, ∂Na/∂ξ3]T .
3.3.1 Discretization of equilibrium equation and phase field equation
We will now use Eqs. (61) and (62) in the weak forms and their linearizations to derive the
finite element equations. For the mechanics problem we use Eq. (41) in Eq. (79), discretize
it using Eqs. (61) and (62), and perform the assembly operation over all finite elements to
obtain the system of algebraic equations given by Eq. (63), where we have neglected the
higher order terms in ∆u in Eq. (79) and used the arbitrariness of the increment of the nodal
displacements. Note thatK and ru, which are given by Eqs. (64)1 and (64)2 are the nu×nu
global tangent matrix and nu × 1 global residual matrix, respectively, where nu is the total
number of displacement degrees of freedom. The expressions for the spatial gradient of the
shape function and the standard FEB matrix are given by Eqs. (65)1 and (65)2, respectively,
where the subscripts followed by a comma denote the spatial derivatives with respect to the
corresponding coordinate in Ω. The geometric stiffness part of the total tangent matrix is
given by Eq. (64)4, which is neglected in the infinitesimal strain formulations. In Eq. (63),
the central dot implies the standard multiplication between the matrix K and the column
matrix ∆up. The nodal displacements after the pth iteration are computed using Eq. (66);
see the algorithm in Section 3.4 for the procedure.
In a similar way we discretize the phase field problem. Using Eq. (50) in Eq. (51),
then using Eqs. (61) and (62) therein and performing the standard assembly operation,
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and utilizing the arbitrariness of the nodal increment of the order parameter, the system of
equations given by Eq. (67) is obtained. Here Q is the nη × nη global symmetric matrix
given by Eq. (73), ηqn is the column matrix (global matrix of size nη × 1) of the nodal order
parameter after the qth iteration, the column matrix (global) ∆ηqn of size nη× 1 contains the
increment of the order parameter, and nη is the total number of DOF for η in the domain.
The order parameter is then updated using Eq. (74). The explicit expressions for the global
symmetric matrices M , L, and G of size nη × nη and the global column matrices f and r
of size nη × 1 are given in Box-I. We will solve Eq. (67) iteratively and update the order
parameters at every time step using Eq. (74) while keeping the state of deformation of the
body fixed. The procedure is outlined in Section 3.4.
Box-I. Finite element equations for mechanics and phase field
problem
• A system of algebraic equations for computing the increment of the nodal displacements
at the pth Newton iteration
K ·∆up = −ru, where (63)
K (up−1) =
nel⋃
el=1
n∑
a=1
n∑
b=1
∫
Ωel
(GabI +BTaC
elB b) dV0,
ru(up−1) =
nel⋃
el=1
n∑
a=1
∫
Ωel
BTa τ
el dV0,
GabI = (∇Na · τ el · ∇Nb)I ,
Cîĵk̂l̂ = 1
J
F îIF ĵJF k̂KF l̂LCIJKL = 1
Je
F îie F
ĵj
e F
k̂k
e F
l̂l
e C
ijkl. (64)
Gradient of shape function and B matrix
∇Na =

Na,1
Na,2
Na,3
 , Ba =

Na,1 0 0
0 Na,2 0
0 0 Na,3
Na,2 Na,1 0
0 Na,3 Na,2
Na,3 0 Na,1

. (65)
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The nodal displacements are updated after the pth iteration using
up = up−1 + ∆up. (66)
• A system of algebraic equations for increment of the nodal order parameters
Q ·∆ηηqn = −rη, where (67)
Q(ηp−1n ) = M + k ϑL + kG, (68)
M =
nel⋃
el=1
ng∑
a=1
ng∑
b=1
∫
Ωel0
1
L
NaNbdV0, (69)
L =
nel⋃
el=1
ng∑
a=1
ng∑
b=1
∫
Ωel0
β (∇0Na · ∇0Nb)dV0, (70)
G(ηp−1n ) =
nel⋃
el=1
ng∑
a=1
ng∑
b=1
∫
Ωel0
∂fn(ηp−1n )
∂ηn
∣∣∣∣∣
F
NaNbdV0, (71)
rη(ηp−1n ) = {M + k ϑL} · ηp−1n − {M − (1− ϑ)kL} · ηn−1 + k f , (72)
f (ηp−1n ) =
nel⋃
el=1
ng∑
a=1
∫
Ωel0
fn(ηp−1n ,un−1)NadV0. (73)
The order parameters are updated using
ηqn = ηq−1n + ∆ηηqn. (74)
3.4 Algorithm for computation
Here we outline the overall computational algorithm for solving the coupled Ginzburg-
Landau equation and the mechanics equations. The geometry of the domain and all the
initial data and model parameters are assumed to be known. The following symbols are
used in the description of the procedure: tn - time instance after the (n−1)th iteration (note
that t0 = 0); tf - final time; εu− tolerance for checking the convergence of the mechanical
equilibrium equation; εη- tolerance for checking the convergence of the phase field equation;
and Nmax- maximum number of iterations allowed for the Ginzburg-Landau equation.
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WHILE (tn ≤ tf )
{
1. # Newton’s iteration for displacements (p is the index for iteration)
Take p = 0 and un,0 = un−1
DO{
• Set p→ p+ 1
• Update F p−1n = I+∇0up−1n using Eq. (1)1 and compute U tn(ηn−1) using Eq. (231)
or Eq. (??1) based on the model at hand
• Update F e using Eq. (1)2 and σ using Eqs. (10)2,3 and (26)
• Compute K (up−1n ) and ru(up−1n ) using Eqs. (64)1 and (64)2
• Solve the linear system of Eq (63), i.e. K (up−1n ) ·∆upn = −ru(up−1n ) to obtain ∆upn
• Update the displacements using Eq. (66), i.e. upn = up−1n + ∆upn
• Calculate the Euclidean norms of the residuals |ru(upn)| and |ru(u1n)|
}WHILE (|ru(upn)| ≤ εu × |ru(u1n)|)
Set n→ n+ 1
2. # Newton’s iteration for the phase field equation (q is the index for iteration)
Take q = 0, and η0n = ηn−1
Compute F (un−1) using Eq. Eq. (1)1, i.e. F (un−1) = I +∇0un−1
DO {
(a) Set q → q + 1
(b) Compute U t(ηq−1n ) using Eq. (231) or Eq. (??1), F e using Eq. (1)2, and σ using
Eqs. (10)2,3 and (26)
(c) Compute the matrices Q(ηq−1n ),M (ηq−1n ), L(ηq−1n ), G(ηq−1n ), f (ηq−1n ), and rη(ηq−1n )
listed in Box-I
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(d) Solve Eq. (67), i.e. Q ·∆ηηqn = −rη to obtain ∆ηηqn
(e) Update ηqn using Eq. (74), i.e. ηqn = ηq−1n + ∆ηηqn
(f) Compute the Euclidean norms of the residual |rη(ηqn)|
}WHILE (|rη(ηqn)| ≤ εη × |rη(η1n)|)
}
4 Material parameters for Si I↔Si II phase transfor-
mations
The material parameters taken from [12, 35] are used and listed in Table 1. The thermal
driving force for PT ∆ψθ, the transformation strain εt, and the double-well barrier constant
A, along with the constants in the interpolation function for transformation strain aε1, aε3,
wε1, and wε3, are obtained from PFA calibration [4,26] using results from the MD simulations
[33, 34] and are listed in Table 2. In particular, the Si I ↔ Si II transformation strain
measures are εt = (0.1753; 0.1753;−0.447) . Therefore, Jt(1) = (1 + εt1)2(1 + εt3) = 0.764.
For calibration, the Jacobian determinants, Je and J in Eqs. (25) are considered to be 0.93
and 0.64 respectively, based on their magnitude in our PFA simulations of Si I↔Si II PT.
Table 1: Material parameters including kinetic coefficient L (Pa.s)−1, gradient energy constant β
(N) and elastic constants (GPa).
L β C110 C
44
0 C
12
0 C
11
1 C
33
1 C
44
1 C
66
1 C
12
1 C
13
1
2600 2.59× 10−10 167.5 80.1 65.0 174.76 136.68 60.24 42.22 102.0 68.0
5 Numerical solutions
The FEM algorithm and numerical procedure has been developed in the deal.II program [5],
a C++ library aimed at the computational solution of partial differential equations. The
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Table 2: Parameters obtained after calibration of the model with MD simulations. ∆ψθ and A are
presented in GPa.
Stress state ∆ψθ A aε1 aε3 wε1 wε3
If −σ3 ≥ 6.23 6.35 0.75 3.31 3.60 -2.48 -2.39
Otherwise 6.35 -9.48 1.10 2.26 -3.88 -3.73
three-dimensional, fully geometrically nonlinear response of an anisotropic crystal has been
modeled. While the simulations are performed in the reference configuration, the results are
presented in the deformed configuration. Finite element discretization was performed only
at the beginning without remeshing during deformation.
5.1 Effect of different prescribed stress measures on lattice insta-
bility and initiation of the phase transformation
It is known that, for large strains, the elastic instability conditions depend on which stress
measure is prescribed [11, 14, 41]. However, it has been strictly mathematically proven that
our PFA instability criteria are independent of the type of prescribed stress measure [21,26].
Here, we further analyze further this difference between our theory and previous theories.
For this purpose, three different loading conditions including strain-controlled, Cauchy stress-
controlled, and first Piola-Kirchhoff stress-controlled loadings are compared. We consider a
single 3D cubic finite element with zero stresses on its four lateral faces and a homogeneous
solution for stresses and strains. First, by controlling displacement on the top and bottom
faces, a compressive strain-controlled loading in the vertical direction is applied. As a result,
the three stress-strain curves for the Cauchy, first Piola-Kirchhoff, and second Piola-Kirchhoff
stresses are obtained as shown in Fig. 1. Within the framework of our PFA, the instability
point for direct PT corresponds to the deviation of the order parameter from zero, i.e. to
the initiation of a PT. While such a process does not occur spontaneously at fixed strain, we
can achieve a "controlled instability." That is, we define instability as a strain state at which
the driving force for the change of order parameter X, becomes positive and fluctuational
deviation of the order parameter from zero does not return. This can be considered at
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Figure 1: Stress-strain curves for uniaxial compressive strain-controlled loading for three different
stress tensors, Cauchy, first Piola-Kirchhoff and second Piola-Kirchhoff stresses. Markers show
corresponding instability points and stress peak points.
fixed strain or any stress measure. It can be observed that such an instability occurs at a
specific strain whose corresponding stresses are marked in Fig. 1 for all stress measures.
Therefore, through this process, the instability stresses for different stress measures are
obtained. Besides, it can be observed that the stress peaks do not coincide with instability
points at larger strains.
Next, we consider two different stress-controlled loadings prescribing Cauchy stress and
first Piola-Kirchhoff stress on the top and bottom faces of the element instead of displace-
ment. The stress-order parameter curves for both stress-controlled measures as well as the
strain-order parameter curve for the previous strain-controlled loading are shown in Fig.
2. It is apparent that, for both stress measures, once the stress exceeds the corresponding
instability stress obtained in strain-controlled case, the driving force becomes positive and
order parameter ceases to be zero and rises. However, this does not mean that, by exceeding
the instability stress, the order parameter continues to rise until the PT is completed. If we
apply a stress that is higher than the instability stress but lower than the peak stress, the
order parameter equilibrates at the corresponding value of the prescribed stress and remains
constant. To have a continuing PT, the stress must slightly exceed the peak point so that
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Figure 2: Stress-order parameter curves for uniaxial compressive stress-controlled loadings with
prescribed Cauchy or first Piola-Kirchhoff stresses. Strain-order parameter curve is also included
for strain-controlled loading.
afterward, the PT does not stop until completion. In addition, it can be observed from the
strain-order parameter curve obtained in a strain-controlled loading that the strain must
increase after instability to complete the PT, independent of the location of the stress peaks
for both stress measures.
Thus, the instability point, at which PT starts and the order-parameter ceases to be zero,
occurs at a specific strain and independent of the prescribed stress measure. However, to
complete the PT, the stress should exceed the stress peak point depending on which stress
measure is prescribed. The difference between our approach to lattice instability and the
elastic instability approach in [11,14,41] is related to different definitions of instability. Our
definition means instability of the phase equilibrium and initiation of a phase transforma-
tion. The elastic instability is related to the impossibility of mechanical equilibrium of the
state under study and transition to other equilibrium state(s). As is illustrated in Fig. 1,
mechanical instability, corresponding to the peak stress, clearly depends on the type of the
prescribed stress measure.
During the solution of boundary-value problems with heterogeneous fields, we cannot pre-
scribe stress for each material point within the bulk but only at the boundary. To further
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Figure 3: Nanostructure evolution for prescribing compressive Cauchy stress at the left face with
the magnitude slightly below the Cauchy stress peak point but above the instability stress.
clarify the instability concept, let us consider a PT simulation shown in Fig. 3, in which a 3D
sample of the size 20×60×5nm3 is considered with values of the order parameter, randomly
distributed in the range 0-0.1, as the initial condition to mimic the athermal heterogeneous
perturbations. The right and bottom faces, as well as one of the faces in the thickness di-
rection, are fixed by zero normal-to-the-face displacements. The top face and the other face
in the thickness direction are stress-free. A compressive Cauchy stress larger than the insta-
bility stress, but slightly below the corresponding Cauchy peak point, is prescribed on the
left face. Due to the heterogeneously-distributed initial condition for the order parameter,
the internal stresses are one order of magnitude smaller than the prescribed stress. However,
they are sufficient to add up to the prescribed stress so that the local stress within some
bulk zones slightly exceeds the Cauchy stress peak value.
Therefore, although the stresses throughout the sample are bellow the first Piola-Kirchhoff
peak stress (i.e. strain is between two peak points), because at least one of the conditions for
continuation of PT (in this case, for the Cauchy stress) is met, the PT evolves. During the
PT, a martensitic band is formed and propagates until the stationary solution is reached.
Interestingly, it is apparent that the complex internal stresses due to the large deformation
of the boundary at the top region suppress the PT and prevent further movement of the
interface.
In conclusion, the fulfillment of at least one of the conditions for PT completion suffices
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and there is no need to satisfy the conditions for all stress measures. This means that the
chief stress measure, which is responsible for PT completion, is the measure with the lowest
strain at the peak point. For the mentioned case in which PT is caused by compression, it
was Cauchy stress; however, for the PT caused by tension, the chief stress measure would
be the first Piola-Kirchhoff stress. Note that because the second Piola-Kirchhoff stress does
not have its maximum in Fig. 1, when it is prescribed, the PT in a single element can be
performed in a controlled way without mechanical instability.
5.2 Effect of stress hysteresis on PT
In a recent paper [47], the DFT simulations were employed to study the crystal lattice
elastic instability during Si I↔Si II PTs when subjected to a general stress tensor. For Si
I→Si II PT, the instability stresses obtained by DFT simulations had excellent agreement
with instability stresses from MD simulations [33, 34]. However, for Si II→Si I PT, the
instability stresses obtained by DFT were far below the MD results, producing a higher
hysteresis. To study the effect of different instability stresses for the reverse PT, which
in turn changes the stress hysteresis in the local stress-strain curves, on the nanostructure
evolution, we considered different parallel reverse instability lines, shown in Fig. 4, using
different calibration constants.
These lines are characterized by the instability stress at σ1 = σ2 = 0. We keep the
same instability line for the direct PT (σd = 12.29 GPa) and consider four parallel lines for
reverse PT, from σr = 9.45 GPa obtained from the MD calibration down to σr = −3 GPa
for comparison. A 3D sample with the size 80× 80× 5 nm is considered in this section. The
periodic condition for both solution variables, namely the order parameter and displacement,
is considered for the pair lateral right and left faces (orthogonal to the axis 1), as well as the
top and bottom faces (orthogonal to the axis 3). One of the faces in the thickness direction
(normal to the axis 2) is fixed for the normal-to-the-face displacement, namely u2 = 0, and
stress-free for shear stresses; it acts as the symmetry plane. The other face is stress-free. A
relative compressive displacement u3 is applied on the top and bottom faces and a tensile
relative displacement u1, proportional to the Poisson effect (u1 = νu3), is applied on the left
and right pair faces. One displacement degree of freedom in directions 1 and 3 is required
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to be fixed, which was done at the center of the sample. To accelerate the martensitic
band formation process, the initial condition for the order parameter is considered to be 0.1
within two inclined bands connecting the center of the external top and left faces, as well
as the bottom and right faces. The initial order parameter is considered 0.01 anywhere else
outside of the bands. It is worth mentioning that, if a randomly distributed initial value
was considered, through quasi-static loading we would finally obtain such martensitic bands
within the sample; however, this would increase the number of time steps and computation
time by more than one order of magnitude.
The nanostructure evolution for three different cases of reverse instability lines are shown
in Fig. 5. It can be observed that for the minimum hysteresis case (i.e. σr = 9.45 GPa), in
addition to the formation of martensitic bands and their subsequent propagation, there is
a homogeneous PT outside of the martensitic bands, which leads to an intermediate phase.
However, as the hysteresis increases by shifting the reverse instability line down, the rate
of homogeneous PT outside of the martensitic bands decreases such that, for the highest
hysteresis case, PT is completed merely by propagation of the martensitic bands. The
order parameter fields at t = 2ps along a line passing through the bands from the upper
right corner to the lower left corner are shown in Fig. 6. The vertical lines determine the
width of one of the interfaces and half of the either martensitic or austenitic bands for the
intermediate hysteresis case (σr = 6GPa). It can be seen that the higher hysteresis not
only leads to thinner interfaces and wider martensitic bands, but also decreases the value
of the order parameter within the austenitic regions. The reason for such a nanostructure
evolution can be further analyzed by considering the driving force field, which is shown in
Fig. 7. It can be observed that, by increasing the hysteresis, the magnitude of the driving
force increases within the interface and decreases outside of the interface, which can explain
why the propagation of martensitic bands dominates the PT process for larger hysteresis.
Let us consider the effect of change in the hysteresis and the resultant nanostructure
evolution on the internal stress fields. For this purpose, we study three different normal
stress fields, namely normal-to-the-interface stress - σn, tangential-to-the-interface stress -
σt and stress in the thickness direction - σ2. These three stress fields are shown for the
intermediate hysteresis case (σr = 6 GPa) at t = 2 ps in Fig. 8. They are also shown for all
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Figure 4: Instability lines for direct PT and four different instability lines for reverse PT used for
studying the effect of stress hysteresis on nanostructure evolution.
Figure 5: Nanostructure evolution for three different reverse instability lines.
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Figure 6: Distribution of the order parameter η at t = 2ps along a line on the front face passing
through the nanostructure from the upper right corner to the lower left corner for three different
reverse instability lines.
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Figure 7: Distribution of the driving force X at t = 2ps along a line on the front face passing
through the nanostructure from the upper right corner to the lower left corner for three different
reverse instability lines.
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hysteresis cases along the previously-mentioned line passing through the bands in Figs. 9, 10
and 11. A number of remarks can be made based on Fig. 9. First, the overall compressive
σn is higher within the martensitic bands than that within the austenitic bands. Second,
the maximum and minimum stresses are both in the close vicinity of the interface such that
the maximum stress is at the martensitic side of the interface and the minimum stress is
at the austenitic side of the interface. Therefore, a sharp change in σn is observed within
the interface. Third, by moving away from the interface, σn increases within the austenitic
bands, whereas it decreases within the martensitic bands. Fourth, although increasing the
hysteresis and consequently reducing the interface width leads to a decrease in overall σn,
the difference between the maximum and minimum stress, specifically the change of stress
within the interface, increases.
Next, some points can be noticed in Fig. 10 for the tangential-to-the-interface stress,
σt. First, it is apparent that the compressive σt is at its minimum at the center of the
martensitic bands and continues to increase toward the austenitic region where it reaches its
maximum. However, there is a local minimum within the interface due to tensile interfacial
stress. Second, although the increase in hysteresis does not significantly affect the σt within
the martensitic region, it leads to a sharper increase within the interface and consequently
higher values of σt within the austenitic regions.
Moreover, the normal stress in the thickness direction σ2, is worth discussing. It should
be noticed that the stress in the thickness direction is mostly produced by transformational
extension within the martensitic bands. Therefore, σ2 is highly concentrated at the interface
where the interaction between expanding martensitic bands and resisting austenitic bands
leads to a huge interfacial stress at the interface. This interfacial stress is compressive at the
martensitic side, tensile at the austenitic side and tends to zero as it moves away from the
interface. It can also be noticed that the increase in hysteresis, which leads to the thinner
interfaces, in turn causes an increase in this stress.
Note that for the sharp interface, σn should be continuous across an interface. The large
variation of σn across an interface in Fig. 9 is caused by its finite width, which is comparable
with the thickness of a sample, the variable length of the interface, and variation of the
stresses and the order parameter along the thickness of a sample.
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Figure 8: Three different stress fields including normal-to-the-interface stress, tangential-to-the-
interface stress and normal stress in the thickness direction for intermediate hysteresis case (σr =
6GPa) at t = 2ps.
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Figure 9: Distribution of the normal-to-the-interface stress σn along a line on the front face passing
through the nanostructure from the upper right corner to the lower left corner t = 2ps for three
different reverse instability lines.
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Figure 10: Distribution of the tangential-to-the-interface stress, σt, along a line on the front face
passing through the nanostructure from the upper right corner to the lower left corner t = 2ps for
three different reverse instability lines.
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passing through the nanostructure from the upper right corner to the lower left corner t = 2ps for
three different reverse instability lines.
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5.3 Effect of stress in thickness direction on PT
In this section, the effect of the normal component of the stress tensor in the thickness
direction σ2 on nanostructure evolution is studied. The size of the sample, the boundary
condition for the left and right pair faces, and the top and bottom pair faces, the initial
condition for the order parameter, and the loading condition are the same as in the previous
section. However, two different boundary conditions for the front and back faces (orthogonal
to the direction 2) are considered. First, as in previous case studies, the back face is fixed for
normal-to-the-face displacement and stress-free for shear stresses; the front face is stress-free.
This means that, we are modeling the symmetric half of a sample twice as thick with two
free faces in the thickness direction. Second, we consider the periodic condition on a pair of
front and back faces for both the order parameter and the displacement field. When applying
periodicity, the relative tensile displacement between faces is prescribed at every time step,
which is applied proportionally to the Poisson effect resulting from compressive displacement
applied in the vertical direction, specifically u2 = νu3. It should be noticed that the reverse
instability lines for both boundary condition cases are identical (σr = 3GPa).
The order parameter fields are shown in Fig. 12. For a stress-free boundary in the thick-
ness direction, the PT is completed by the formation and propagation of martensitic bands.
For periodic BC, although the martensitic bands are formed and widen to some extent, they
stop propagating at some stage. Instead, the PT is completed by the instability and subse-
quent homogeneous transformation within the austenitic regions. This phenomenon can be
described further by considering the field of driving force, and its value along a line passing
through the bands at t = 2 ps, shown in Figs. 13 and 14. It can be observed that, for stress-
free conditions in the thickness direction, the driving force is non-negative everywhere, zero
in the Si I bands, and localizes at the interface with a maximum value much larger than that
for the periodic BC in the thickness direction. However, for periodic BC, there is a uniform
positive driving force within the austenitic region, and although the driving force reaches a
maximum positive value within the interface at the martensitic side, it drops sharply to a
negative minimum value at the austenitic side. Therefore, these ups and downs of driving
force within the interface cancel each other and stop martensitic band broadening.
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Such a difference in the nanostructure evolution and the driving force field can be ex-
plained by the field of the normal stress in the thickness direction σ2 (Fig. 15). For stress-free
BC, σ2 ' 0 within the bulk phases and is only localized and oscillates within the interfaces.
However, for periodic BC there is a restrictive compressive stress in the thickness direction
against transformational expansion, because the transformation displacement exceeds the
applied displacement on the external faces. Therefore, this huge compressive stress within
the martensitic bands suppresses the propagation of the bands; compressive σ2 in the austen-
ite is much smaller, which promotes the homogeneous growth of the order parameter within
the austenitic regions.
In the previous section, it was demonstrated that reducing the stress hysteresis leads to a
homogeneous PT outside of the martensitic bands to some intermediate phases but increasing
the stress hysteresis leads to growth of martensitic bands within austenite. Besides, it was
explained in the current section that a restrictive periodic BC may lead to a complete
homogeneous PT outside of martensitic bands. Here, these two effects, specifically the
effects of the hysteresis and of BC, are combined. Thus, we consider periodic BC in the
thickness direction and increase the hysteresis by shifting the reverse instability line by 6
GPa down to σr = −3GPa. It can be observed in Fig. 16 that the homogeneous PT outside
of the martensitic bands converts into a mixture of two complete phases forming martensitic
plates almost orthogonal to two initial plates. Reverse PT in some regions of the primary
martensitic plates reorients the structure, making the new plates the primary plates. At the
next stage, in the austenitic region between the new plates, smaller-scale crossing plates form,
repeating the previous plate-crossing process at smaller scale. If we were to treat a much
larger sample, we would expect repetition of such a plate-crossing process at smaller and
smaller scales, producing a fractal microstructure reminiscent of one observed experimentally
in [48].
6 Conclusion
This paper is focused on an advanced PFA for stress-induced martensitic PTs which ac-
counts for the crystal lattice instability conditions obtained by atomistic simulations. The
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Figure 12: Nanostructure evolution for two different boundary conditions in the thickness direction:
(a) periodic BC and (b) stress-free BC.
Figure 13: Driving force for two different boundary conditions in the thickness direction: (a)
periodic BC and (b) stress-free BC.
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Figure 14: Driving force along a line on the front face passing through the bands for two different
boundary conditions in the thickness direction, namely for periodic BC and stress-free BC.
Figure 15: Normal stress in the thickness direction, σ2, for two different boundary conditions in
thickness direction: (a) Stress-free BC and (b) Periodic BC.
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Figure 16: Nanostructure evolution for reverse instability line σr = −3GPa for periodic condition
in the thickness direction.
numerical algorithm to solve the coupled phase field and mechanics equations was developed.
The most general case of finite elastic and transformational strains was considered, and the
anisotropic different elastic properties of phases were considered. As the previous PFA theo-
ries could not reproduce the lattice instability conditions obtained by atomistic simulations,
new requirements were introduced for the thermodynamic potentials. The crystal lattice
instability conditions for Si I↔Si II under multiaxial loading obtained by MD simulations
in [33,34] was used to advance the PFA instability criteria. To reproduce the MD instability
conditions,
- fifth degree polynomial interpolation functions of the order parameter are used;
- each independent component of the transformation strain tensor has different interpo-
lation function parameters;
- interpolation functions for the elastic moduli should have zero second derivatives for
the parent and product phases.
Finite element code has been developed in the deal.II program [5], a C++ library aimed
at the computational solution of partial differential equations. Numerical solutions demon-
strated that, on one hand, the initiation of the PT is independent of which stress measure
is prescribed; on the other hand, however, the PT will not be completed unless the stress
exceeds the stress peak point, which obviously depends on the prescribed stress measure. In
40
addition, the relationship between increase in the distance between the direct and reverse
instability stresses or stress hysteresis and the appearance of intermediate phases between
martensitic bands was studied. Moreover, the effects of different boundary conditions, which
cause different stress fields within the interfaces and bulks, on the mechanisms of nanostruc-
ture evolution were discussed.
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Appendix
A Derivation of the weak form of the mechanical equi-
librium equation and linearization
In Section 3, we outline the weak forms for the mechanical equilibrium equations without
details. We present the detailed derivation in this appendix. As described in Section 3, we
have used a non-monolithic scheme to solve the governing equations, i.e. for solving for the
displacements, we assume that the order parameter is constant in all iterations.
The weak form of the equilibrium equation (Eq. (13)) is given by Eq. (40). Integrating
Eq. (40) by parts and using the Gauss divergence theorem, the weak form is rewritten and
can be presented as
R(u, δu) =
∫
Ω0
P T :∇0δudV0 −
∫
S0T
p̄·δu dS0 = 0 (75)
where we have used the identity ∇0 · (P T · δu) = (∇0 ·P ) · δu +P T :∇0δu and recall that p̄
is the specified traction on the traction boundary S0T . Noticing that
E = 12(F
T .F − I ), δF =∇0δu and ∇0(.) =∇(.).F (76)
41
the variation of the Lagrangian strain is expressed as
δE = 12(∇0δu
T ·F +F T ·∇0δu) =
1
2F
T ·(∇δuT +∇δu)·F = F T ·δε·F (77)
with δε given by Eq. (42). Utilizing the relations between the Piola-Kirchhoff and Cauchy
stresses given by Eqs. (10) and (11), as well as using Eq. (77), the first integrand in Eq.
(75) can be rewritten as
P :∇0(δu) = S:F T ·∇(δu)·F = S:δE = τ :δε, (78)
where τ = Jσ is the Kirchhoff stress. Therefore, the weak form of the equilibrium equation
Eq.(75) can be written in the form given by Eq. (41).
Because we will use the Newton’s iteration for computing the displacements, we must
linearize the weak form given by Eq. (41). In doing so we expand the weak form in a Taylor
series about u
R(u + ∆u, δu) = R(u, δu) + ∆R(u,∆u, δu) + o(∆u) = 0, (79)
where ∆u is an increment of the displacement vector, δu has been kept fixed, o(∆u) consists
of the higher order terms in ∆u such that lim∆u→0 o(∆u)/|∆u| = 0, and ∆R(u,∆u, δu) is
the directional derivative of R defined as [1]
∆F (u,∆u, δu) = DF (u, δu) ·∆u = d
dε
F (u + ε∆u, δu)
∣∣∣∣∣
ε=0
(80)
for any differentiable functional or function F .
The linearized form of residual R in Eq.(41) can be expressed as
DR ·∆u =
∫
Ω0
∆S:δEdV0 +
∫
Ω0
S:∆(δE)dV0. (81)
We will now derive an amenable form of the integrands in Eq. (81).
Noticing that U t is independent of u, we derive the expression for the increment of S
using Eq. (11):
∆S = JtU−1t ·∆Ŝ ·U
−1
t = JtU
−1
t · (C : ∆Ee) ·U
−1
t , (82)
where C is the fourth order elastic modulus tensor with respect to Ωt and is given by Eqs.
(28) and (45). Using Eq. (3)1, we show that the increments ∆E e and ∆E are related by
∆E e = U−1t ·∆E ·U
−1
t , (83)
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which we use to rewrite Eq. (82) as
∆S = JtU−1t · (C : U
−1
t ·∆E ·U
−1
t ) ·U
−1
t = C : ∆E, (84)
where C is the fourth order elasticity tensor defined in the reference configuration Ω0, which
is related to C by
CIJKL = Jt(F−1t )Ii(F−1t )Jj(F−1t )Kk(F−1t )LlCijkl. (85)
Note that the indices in upper case, i.e. I, J, etc. are for Ω0 and the indices in lower case,
i.e. i, j, etc., are for Ωt. Using Eqs. (77) and (84), we rewrite the first integrand of Eq. (81)
as
∆S : δE = δE : C : ∆E = F T · δε ·F : (C : F T ·∆ε ·F ) = δε : JC : ∆ε, (86)
where we have used (see Chapter 10 of [2])
∆E = F T ·∆ε ·F , (87)
with ∆ε given by Eq. (46) and C as the fourth order elasticity tensor defined in Ω, which is
given by Eq. (44).
Next, let us simplify the second integrand in Eq. (81). It can be obtained from Eq. (77)
that
∆(δE) = 12(∇0∆u
T ·∇0δu +∇0δuT ·∇0∆u) =
1
2F
T ·(∇∆uT ·∇δu +∇δuT ·∇∆u)·F . (88)
Thus, noticing that S = F −1·τ ·F −T , the second integrand of Eq. (81) is expressed as
S:∆(δE) =∇δu:τ ·∇∆uT . (89)
Therefore, Eq. (81) simplifies to the form given by Eq. (43).
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