Abstract. In this paper we give a unified approach for several results concerning the fiber cone.
Introduction
Throughout this paper we will assume that (R, m) is a local ring of positive dimension d and infinite residue field. The associated graded ring G(I) := ⊕ n≥0 I n /I n+1 has been investigated in detail by several researchers. In the last two decades the fiber cone F (I) := ⊕ n≥0 I n /mI n has been of interest. Let I 1 and I 2 be ideals in (R, m). We call F I1 (I 2 ) := ⊕ n≥0 I n 2 /I 1 I n 2 the fiber cone of I 2 with respect to I 1 . Since G(I) = F I (I), it is of interest to know how the properties of these two rings are related. Several recent papers on the fiber cone do imply that it is possible to extend the results known for the associated graded ring to the fiber one.
We begin by recalling a few results on G(m). Let (R, m) be a Cohen-Macaulay ring. Sally showed that if m is an ideal with minimal multiplicity, then G(m) is Cohen-Macaulay and the corresponding Hilbert function ℓ(m n /m n+1 ) can be explicitly described ( [S1] ). She conjectured that if m is an ideal with almost minimal multiplicity, then G(m) has almost maximal depth ([S2] ). Her conjecture was settled independently by Rossi and Valla in [RoV1] and by Wang in [W] . Sally's work has been generalized in various directions.
Goto gave a more general definition of ideals of minimal multiplicity [G] . Inspired by his work, Jayanthan and Verma defined ideals of minimal multiplicity and ideals of almost minimal multiplicity in the case when I 1 and I 2 are m-primary ideals satisfying I 2 ⊆ I 1 ( [JV1] , [JV2] ). They studied the fiber cone of these ideals in great detail. They generalized Sally's conjecture to ideals of almost minimal multiplicity and showed that if the depth of G(I 2 ) is at least d − 2, then the depth of F I1 (I 2 ) is atleast d − 1. In this paper, we define ideals of minimal multiplicity and ideals of almost minimal multiplicity for any two m-primary ideals (Definition 3.1, Lemma 3.2).
We take a new approach in this paper. Let 1 ≤ k ≤ d and let x k := x 1 , . . . , x k a system of parameters in I 2 . The complex C(x k , F I2 , (0, n)) has been studied in [Gu] and [HM] in connection with the properties of the associated graded ring G(I). They showed that vanishing of the complex C(x k , F I1;I2 , (i, n)) determines depth((x k ) ⋆ , G(I)), where x ⋆ i denotes the image of x i in I/I 2 . Associated to the I 2 -filtration F I1;I2 = {I 1 I n 2 } n∈Z , we have the complex C(x k , F I1;I2 , (1, n)) (defined in Section 2). The corresponding graded ring G I1 (I 2 ) := R/I 1 ⊕ ⊕ n≥1 (F I1;I2 ) n−1 /(F I1;I2 ) n has been studied in [RoV2] . Note that G(I) = G R (I) [1] . When (x k ) ⊆ I 1 , we consider the truncated complex D(x k , F I1;I2 , (i, n)) and one can verify that D(x k , F I1;I2 , (0, n)) = C(x k , F I1;I2 , (0, n)). For any element x ∈ I 2 , let x o denote the image of x in I 2 /I 1 I 2 . In this paper, we use the complexes D(x k , F I1;I2 , (i, n)) (i=0,1) and the Koszul complex K(x k o , F I1 (I 2 ))(n) to investigate the relation between the properties of the three graded rings G(I 2 ), G I1 (I 2 ) and F I1 (I 2 ). As a consequence, we obtain interesting information on the fiber cone.
Huneke's fundamental lemma ( [Hun, Lemma 2.4] ) was extended to the filtration F I1;I2 for m-primary ideals I 2 ⊆ I 1 in a two dimensional Cohen-Macaulay local ring ([JV2, Proposition 2.5]). In this paper, using the complex D(x d , F I1;I2 , (1, n)) we extend this result to any two m-primary ideals I 2 ⊆ I 1 in a Cohen-Macaulay local ring of dimension d ≥ 1 (Theorem 5.3). As a consequence we are able to describe the Hilbert coefficients of the Hilbert polynomial associated to the function ℓ(R/I 1 I n 2 ) which we denote by g i,I1 (I 2 ) (0 ≤ i ≤ d) (Lemma 5.4). A lower bound for g 1,I1 (I 2 ) was given in [JV1, Proposition 4.1] under some assumptions on I 2 ⊆ I 1 . In this paper, we improve their bound. We also give an upper bound for g 1,I1 (I 2 ). As a consequence, we show that when the lower bound is attained G I1 (I 2 ) is Cohen-Macaulay and when the upper bound is attained depth G I1 (I 2 ) ≥ d − 1 (Proposition 5.6).
We describe the Hilbert coefficients of the fiber cone
The multiplicity of the fiber cone is of interest. An upper bound for the multiplicity was given in [CPV] and in [JV1] for I 1 = m. Using the complex D(x d , F I1;I2 , (1, n)) (n = 1) obtain an upper bound for the multiplicity in a more general setting (Corollary 6.4). We also give a lower bound on the multiplicity of the fiber cone. In [CPV] the authors remark that when the upper bound is attained the fiber cone need not be Cohen-Macaulay. We make an interesting observation. We show that when the upper bound is attained then depth((x d ), G I1 (I 2 )) = d and when the lower bound is attained, depth((
One interesting question is: How is the depth of the fiber cone and the associated graded ring related?
We give an answer to this question using homological methods. For ideals of minimal multiplicity and almost minimal multiplicity most of the homologies H i (C(x d F, (1, n))) = 0 vanish giving a nice relation between the depth of G(I 2 ) and F I1 (I 2 ) (Theorem 4.3).
We now describe the organization of this paper. In Section 2, we define the C(x k , F I1;I2 , (1, n)) and D(x k , F I1;I2 , (1, n)). We describe some interesting properties of these complexes. In Section 3 we define ideals with minimal multiplicity and ideals with almost minimal multiplicity in terms of the homologies of C(x k , F I1;I2 , (1, n)). In Section 4 we compare the depths of the graded rings F I1 (I 2 ), G I1 (I 2 ) and G(I 2 ). In Section 5 we describe the Hilbert coefficients of ℓ(R/I 1 I n 2 ). We also state a more general form of the Huneke's Fundamental Lemma. In Section 6 we describe the Hilbert coefficients of the fiber cone.
In Section 7 we describe Hilbert coefficients of ℓ(R/I 1 I n 2 ) and of the fiber cone for ideals of minimal multiplicity and ideals of almost minimal multiplicity.
The complex
C(x k , F I1;I2 , (1, n)), D(x k , F I1;I2 , (1, n))
and Hilbert function
For any two ideals I 1 and I 2 of R, let F I2 (resp. F I1;I2 ) be the I 2 -filtration {I n 2 } n∈Z (resp. {I 1 I n 2 } n∈Z ). We use the following convention: For any ideal I, I n = R if n ≤ 0. Let k ≥ 1 and x k := x 1 , . . . , x k be a sequence of elements in I 2 . Using the mapping cone construction, Marley and Huckaba constructed the following complex [HM] :
In a similar way, for the filtration F I1;I2 , we get the following complex:
The maps in (1) and (2) are induced by the Koszul complex K.(x k ; R). Corresponding to the short exact sequence (2) we have the short exact sequence of complexes:
and the corresponding long exact sequence of homologies:
Proof. If n < k and (x k ) ⊆ I 1 , then for all i ≥ n + 1 all the maps in the complex (2) are zero.
Using Lemma 2.1, when (x k ) ⊆ I 1 , we can truncate the complex
In this section, we will show that the complex (4) and the complex (1) do share some similar properties.
We recall some basic facts and results. We say that an element x ∈ I 2 is superficial for I 2 and I 1 if there exists a positive integer r 0 such that for all r ≥ r 0 and all
Let k ≥ 2. We say that x k is a superficial sequence if for each i = 1, . . . , k, x i ∈ I 2 is superficial for I 2 and I 1 where¯denotes the image in R/(x 1 , . . . , x i−1 ). Rees also showed that we can choose a minimal reduction (x d ) ∈ I 2 which is superficial sequence for I 2 and I 1 [Re] . Hence, we can assume that (x k ) is a minimal reduction of I 2 and is generated by a superficial sequence for I 2 and I 1 .
As the homologies of C(x k , F I1;I2 , (1, n)) and D(x k , F I1;I2 , (1, n)) can be computed using techniques similar to those in [Gu] , with slight modification, we state the theorem without proof.
Theorem 2.2. Let k ≥ 1 and let x k ∈ I 2 be a superficial sequence for I 2 and I 1 . Then
The depth of the graded ring G I1 (I 2 ) and the vanishing of the homologies of the complex
(1, n)) are related as follows:
sequence for I 2 and I 1 and that (x k ) ⊆ I 1 . For the filtration F I1;I2 ,
Proof. The proof is similar to the proof of Proposition 3.3 of [HM] .
In the next lemma we show that the complex D(x k , F I1;I2 , (1, n)) satisfies a certain rigidity similar to that of the complex
Lemma 2.4. Let I 1 , I 2 and
Proof. The proof follows by induction on k.
We state a crucial property satisfied by
Lemma 2.5. Let 1 ≤ i ≤ k. Let x k ∈ I 2 be a regular sequence in R which is superficial for I 2 and
Notation 2.6.
Theorem 2.7. Let (R, m) be a local ring. Let I 1 and I 2 be m-primary ideals of R. Let k ≥ 1 and x k be a regular sequence which is superficial for I 2 and
Equality holds if and only if
Proof. The proof is similar to the proof of Theorem 3.7 of [HM] . Notation 2.8.
We now give a relation between the homology modules and the Hilbert function H FI 1 ;I 2 (1, n).
Lemma 2.9. Let (R, m) be a Cohen-Macaulay ring of dimension d ≥ 2. Let I 1 and I 2 be an m-primary ideals of R and (x d ) ∈ I 2 a minimal reduction which is a superficial sequence for I 2 and I 1 .
(1) For all n ≥ 2,
For the complex D(x k , F I1;I2 , (1, n)), (9) holds true for all n ∈ Z. Lemma 2.10 gives us insight for the behaviour of homology modules for the complex C(x k , F I1;I2 , (1, n)) for n ≤ 0.
Lemma 2.10. Let I 1 and I 2 be m-primary ideals in a Cohen-Macaulay local ring R. Let x k be a superficial sequence in R.
(1) For n ≤ 0,
(2) We have a surjective map: (2) is an isomorphism.
Proof. For n ≤ 0, the complex (2) is of the form
This proves(1).
(2) was proved in [JV2, Lemma 3.4 ].
We prove (3). The first part of (3) follows from the fact that
If (x d ) ⊆ I 1 , then equality holds by Lemma 2.1. Conversely, suppose equality holds in (11), then
In particular,
This implies that
Finally, if equality holds, in (11), then d ℓ
and hence the map in (2) is an isomorphism.
Example 2.12. Let R = k[x, y, z] m , where m = (x, y, z). Let I 2 = (x 3 , y 3 , z 3 , xy, xz, yz) and (x 3 ) = (x 3 + yz, y 3 + z 3 + xz, xz + xy). Let n ≥ 4 and I 1 = (x n , y 3 , z 3 , xy, xz, yz). Here (x 3 ) is generated by a superficial sequence and (x 3 ) ⊆ I 1 . The map in (10) is not an isomorphism.
Minimal and almost minimal multiplicity and vanishing results
Goto [G] defined ideals of minimal multiplicity. Following Goto, Jayanthan and Verma defined ideals of minimal (resp. almost minimal) multiplicity in [JV1] (resp. [JV2] ) when I 2 ⊆ I 1 . In this paper, we generalize these definitions for any two m-primary ideals I 2 and I 1 . We also show that, under some mild assumptions, the homologies of the complex C(x k , F I1;I2 , (1, n)) for these ideals have nice vanishing properties.
Definition 3.1. Let (R, m) be a Cohen-Macaulay local ring and let I 1 and I 2 be m-primary ideals in R. I 2 has minimal multiplicity (resp. almost minimal multiplicity) with respect to I 1 if for some 
Proof. We have:
By Theorem 2.2 we have we have
.
Example 3.3 reveals that I 1 I 2 = I 1 (x d ) while e 0 (I 2 ) − ℓ(I 1 I 2 ) + d ℓ(R/I 1 ) > 1. Therefore, the results in [JV1] and [JV2] can be extended to ideals I 2 ⊆ I 1 if one takes into account the homologies
, where m = (x, y, z). Let I 2 = (x 2 , y 2 , z 2 , xy, xz, yz) and (x 3 ) = (x 2 + yz, y 2 + z 2 + xz, xz + xy). Let n ≥ 4 and I 1 = (x n , y 2 , z 2 , xy, xz, yz). Here (x 3 ) is a minimal reduction of I 2 , is generated by a superficial sequence and (x 3 ) ⊆ I 1 .
Using Lemma 2.10 and Lemma 3.2 one can verify that if (x d ) ⊆ I 1 for some minimal reduction of I 2 , then I 2 has minimal (resp. almost minimal) multiplicity with respect to I 1 if and only if
resp. e 0 (I 2 ) − ℓ R
The following lemma is useful as it describes the vanishing of certain homology modules as well as describe the Hilbert coefficients of the fiber cone. (1) Suppose
for some y 1 ∈ I 1 and y 2 ∈ I 2 .
Proof. (1a) follows from the definition. Using (1a) we get (
. for all n ≥ 1.
To prove (2a) it is enough to show that for all n ≥ 1
2 ), and
Since ℓ(I 1 I 2 /(x d )I 1 ) = 1, there exists y 1 ∈ I 1 and y 2 ∈ I 2 such that
and
If n = 1, then we are done by our assumption. Let n > 1. Clearly (x d )I 1 I n−1 2 + (y 1 y n 2 ) ⊆ I 1 I n 2 then by induction hypothesis
This proves (2a).
We now prove (2b). From (2a) we have
Now two cases arise.
Case(i):(x
d ) : (y 1 y n 2 ) = (1). In this case (x d ) ∩ I 1 I n 2 = (x d )I 1 I n−1 2 + (y 1 y n 2 ). Case(ii): (x d ) : (y 1 y n 2 ) ⊆ m. Then by (2a), (x d ) ∩ I 1 I n 2 ⊆ (x d )I 1 I n−1 2 + m(y 1 y n 2 ) ⊆ (x d )I 1 I n−1 2
by (15). This proves (2b).
The homologies of the complex C(x d , F I1;I2 , (1, n)) and D(x d , F I1;I2 , (1, n)) for ideals of minimal multiplicity and almost minimal multiplicity do satisfy some nice interesting vanishing properties.
We list them in this section. (1) Let I 2 be an ideal of minimal multiplicity with respect to I 1 . Then
(2) Let I 2 be an ideal of almost minimal multiplicity with respect to I 1 .
Proof. It is enough to show that
h 1 (D • , x d )(1, * ) = 0 [Theorem 2.
4]. By Theorem 2.2(2) and
Lemma 3.4, for all n ≥ 1,
if I 2 is an ideal of minimal multiplicity with respect to I 1 .
If I 2 is an ideal of minimal multiplicity with respect to I 1 , then by Theorem 2.2(2) and Lemma 3.4, for all n ≥ 1,
for some y 1 ∈ I 1 and y 2 ∈ I 2 . By (15), m( For all n ≥ 0 we have the exact sequence of complexes:
is the Koszul complex of the fiber cone F I1 (I 2 ) with respect to the sequence
We have the corresponding long exact sequence of complexes:
Theorem 4.1 (Depth Lemma). Let I 1 and I 2 be ideals in a local ring (R, m).
Proof. Use (17), Proposition 2.3 and Proposition 3.1 of [HM] .
Using the results in this paper we generalize Theorem 4.4 of [JV2] and give a simple proof of Proposition 5.4 of [JV2] .
be a minimal reduction of I 2 which is generated by a superficial sequence.
(1) Let I 2 be an ideal of minimal multiplicity with respect to I 1 . We now prove (2b). Applying Theorem 2.2 and Lemma 3.2 in [HM] to the above sequence we get
Thus we have the exact sequence
This gives ℓ(H 1 (K(x o d , F I1 (I 2 )))(n)) = 0 if and only if ℓ
Hilbert coefficients
Throughout this section we will assume that (R, m) is a Cohen-Macaulay local ring. Let I be an m-primary ideal of R. It is well known that for n ≫ 0, the function H(n) := ℓ(R/I n ) is a polynomial in n and we will denote by P (n). For a two dimensional Cohen-Macaulay local ring and an m-primary ideal I, Huneke gave a relation between ∆ 2 [P (n) − H(n)] and the multiplicity of the ideal I which is known as Huneke's fundamental ( [Hun, Lemma 2.4 
]). This was generalized
for an m-primary ideal in a d-dimensional Cohen-Macaulay local ring in [Huc] and for an Hilbert filtration in [HM] .
In [JV2, Proposition 2.5], Huneke's fundamental lemma was generalized for the filtration F = {I 1 I n 2 } n≥0 for a two dimensional Cohen-Macaulay ring. We generalize Huneke's fundamental lemma for the filtration F I1;I2 and for any dimension d ≥ 1 (Theorem 5.3). If we put I = I 1 = I 2 then we can recover Huneke's result as well as the result of Huckaba and Marley.
For all n ∈ Z let H FI 1 ;I 2 (1, n) := ℓ(R/I 1 I n 2 ) be the Hilbert function of F I2 and let P FI 1 ;I 2 (1, n) denote the corresponding Hilbert polynomial. This polynomial can be written in the form
We now describe the coefficients g i,I1 (I 2 ), 0 ≤ i ≤ d. Our result is analogous to [Huc, Lemma 2.8,
Proposition 5.1. Let I 1 and I 2 be m-primary ideals in a local ring (R, m) of dimension d ≥ 1.
Let (x d ) be a minimal reduction which is generated by a superficial sequence for I 2 and I 1 . Let
(I 2 ). Now let i < d and let x ∈ I 2 be superficial for I 1 and I 2 . If denotes the image in R/x, then
This proves (1) We now prove (2).
One can verify that
Lemma 5.2. Let (R, m) be a Cohen-Macaulay ring of dimension d ≥ 1. Let I 1 and I 2 be an m-primary ideals of R and (x d ) be a minimal reduction of I 2 which is generated by a superficial sequence for I 2 and I 1 . Then g 0,I1 (I 2 ) = e(I 2 ).
Proof. From Lemma 2.5 we get h i (x d )(1, n) = 0 for all i ≥ 1 and for all n ≫ 0. Since H F (1, n) is a polynomial P F (1, n) for all n ≫ 0, from Lemma 2.9 we have
The last equality follows from the fact that (x d ) is a minimal reduction of I 2 and hence I 1 I n 2 = (x d )I 1 I n−1 2 for all n ≫ 0. This proves the lemma. which is generated by a superficial sequence for I 2 and I 1 . For all n ≥ 1,
. Now use Lemma 5.2 and Lemma 2.9.
We are ready to describe the coefficients g i,I1 (I 2 ) explicitly, in terms of the homology modules of the complex C(x k , F I1;I2 , (1, n)).
Lemma 5.4. Let (R, m) be a Cohen-Macaulay ring of dimension d ≥ 1. Let I 1 and I 2 be m-primary ideals and (x d ) a minimal reduction of I 2 which is generated by a superficial sequence for I 2 and
We can write:
where
Proof. The proof follows from Proposition 5.1(2) and Lemma 5.3.
A formula for g 1,I1 (I 2 ) plays a very important role in analyzing the depth of G I1 (I 2 ). When 
Proof. Put i = 1 in equation (20) of Lemma 5.4. We get
Therefore,
In a similar way, we can prove (23). (1) g 1,I1 (I 2 ) ≥ −ℓ(R/I 1 ) and equality holds if and only if G I1 (I 2 ) is Cohen-Macaulay and
equality holds if and only if G I1 (I 2 )
Proof. Both (1) and (2) follows from Proposition 5.6(1).
Hilbert coefficients of the fiber cone
Throughout this section we will assume I 1 and I 2 are m-primary ideals in a Cohen-Macaulay local ring (R, m)In this section we describe the Hilbert coefficients of the fiber cone in terms of the length of the homologies of the complex C(x k , F I1;I2 , (1, n)) and C(x k , F I2 , (0, n)).
Notation 6.1. We denote the Hilbert function (resp. polynomial) of the fiber cone by
we have
Lemma 6.3. Let d ≥ 1 and (x d ) a minimal reduction of I 2 which is generated by a superficial sequence for I 2 and I 1 . Let 1 ≤ i ≤ d. We can write:
Proof. The proof follows from (4.5) of [HM] and Lemma 5.4.
We give bounds for the multiplicity of the fiber cone. This is an improvement of [CPV] and [JV1,
Corollary 6.4. Let I 1 and I 2 be m-primary ideals in a local ring (R, m) of dimension at least two.
Let (x d ) be a minimal reduction which is a superficial sequence for I 1 and I 2 . Suppose (
and equality holds if and only if G I1 (I 2 ) is Cohen-Macaulay and for all n ≥ 2, (1) H FI 1 ;I 2 (1, t) = ℓ(R/I 1 ) − t [ℓ(R/I 1 ) − e 0 (I 2 )] (1 − t) d .
(2) g 1,I1 (I 2 ) = e 0 (I 2 ) − ℓ R I1 . For 2 ≤ i ≤ d, g i,I1 (I 2 ) = 0.
(3) H(F I1 (I 2 ), t) = ℓ(R/I 1 ) − t [ℓ(R/I 1 ) − e 0 (I 2 )] (1 − t) d+1 − H FI 1 ;I 2 (0, t).
(4) f 0,I1 (I 2 ) = e 1 (I 2 ) − e 0 (I 2 ) + ℓ
Proof. From Theorem 2.2, Lemma 3.4 and and Theorem 5.3, by induction on n we get
Summing over all n ≥ 0 we get (1) and (2). (3) and (4) are an immediate consequence of (1), (2) and Remark 6.2.
To prove Theorem 7.4 we need the following combinatorial lemma: Lemma 7.3. For all n ≥ s and for all d ≥ 1 we have:
Proof. The proof follows by induction on d. The case d = 1 can be verified easily. If d > 1, then (1) H FI 1 ;I 2 (1, t) = ℓ(R/I 1 ) − t [ℓ(R/I 1 ) − e 0 (I 2 )] (1 − t) d+1 + t s+1 (1 − t) d+1 This proves (2). (3) and (4) are an immediate consequence of (1), (2), Remark 6.2 and Lemma 7.3.
