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Abstract
The eigendecomposition of an adjacency matrix provides a way to embed a graph
as points in finite dimensional Euclidean space. This embedding allows the full arsenal
of statistical and machine learning methodology for multivariate Euclidean data to
be deployed for graph inference. Our work analyzes this embedding, a graph version
of principal component analysis, in the context of various random graph models with
a focus on the impact for subsequent inference. For the stochastic blockmodel, with
a finite number of blocks of stochastically equivalent vertices, Sussman et al. [2012],
Fishkind et al. [2013], and Lyzinski et al. [2013] show that clustering the embedded
points using k-means accurately partitions the vertices into the correct blocks, even
when the embedding dimension is misspecified or the number of blocks is unknown.
For the more general random dot product graph model, an example of a latent po-
sition model, Sussman et al. [2013] shows that the latent positions are consistently
estimated by the embedding which then allows for accurate learning in a supervised
vertex classification framework. Tang et al. [2013] strengthens these results to more
general latent position models. Athreya et al. [2013] provide distributional results,
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akin to a central limit theorem, for the residuals between the estimated and true
latent positions which provides the potential for deeper understanding of these meth-
ods. In summary, these papers demonstrate that for a broad class of graph models
and inference tasks, adjacency-spectral embedding allows for accurate graph inference
via standard multivariate methodology.
Primary Reader: Carey Priebe
Secondary Reader: Avanti Athreya
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A common task for statistical inference and exploratory data analysis is to clus-
ter a collection of objects in groups that share similar properties. If we observe a
vector of measurements for each object then the objects can be represented as points
in Euclidean space and there are hundreds of techniques for clustering the points.
Methods as simple as k-means clustering or hierarchical clustering and complicated
methods that invoke manifold learning or dissimilarity representations all may prove
effective [Duda et al., 2001, Izenman, 2008, Pekalska and Duin, 2005]. If the data
is high dimensional, then first using dimensionality reduction will often balance the
bias-variance trade-off and improve the results of the clustering.
One recently popularized method in the manifold learning community involves
creating a graph where each vertex represents an object and edges are placed be-
tween objects based on the distances between the points. Dimensionality reduction
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is achieved by using the eigenvectors of the Laplacian associated with the graph and
clustering is then done using k-means. This method, known as spectral clustering
Luxburg [2007], is closely related to the ideas considered in this work.
In our setting, rather than observing vectors associated with each object, we
observe only a graph. Though the methods that are used for spectral clustering
can again be used in this setting, the theory from that setting does not necessarily
translate. We will want to consider other models for graphs beyond those based on
constructions from a point cloud. Our underlying goals do not necessarily change—
clustering the vertices is one goal and tasks such as classification and estimation are
others.
Indeed, graphs or networks are playing a more prominent role in the way we
think about and analyze the world around us. Focusing on the connections between
objects, rather than the properties of individual objects, creates new opportunities
for understanding and utilization.
When studying people, relationships and communities embody the unique social
nature of humans. When studying science, the references between articles demon-
strate the complex landscape connecting fields. When studying the neurons in the
brain, a researcher investigates not only the complex geometric structure of each cell,
graph like itself, but also how these structures connect and form processing units.
Phone calls, emails, Facebook, Twitter, maps, the electric grid, food webs, all can be
naturally viewed as networks.
2
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Penetrating the problem of not only overcoming but exploiting the networked
nature of data is the goal of this work. Needless to say, we can only scratch the
surface of this deep statistical challenge. Our focus is on the question, given a graph
representing the connections between objects, what can be learned about properties
of the individual objects and what tools from classical statistics can be brought to
bear?
In this work, we consider a series of probabilistic models for graphs and a generic
methodology that permits the application of a broad range statistical tools. The
models we study capture the idea that relationships between objects depend on prop-
erties of the objects. Supposing these properties are unobserved, our methodology
provides a tool to estimate these properties and our theory will provide finite sample
and asymptotic performance guarantees for these estimates. Finally, we will make a
return to more classical statistics but with a twist. Having not observed the original
properties of the objects, we show that nonetheless many standard statistical tech-
niques can be applied to the estimates and that these techniques retain some of their
performance guarantees in this distinctive setting.
1.1 Overview
In mathematics, the simplest way that connections between a set of objects can
be represented is as a graph, consisting of vertices and edges. Encoding a graph as
3
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an adjacency matrix endows it with linear algebraic structures and our main tool will
be the adjacency spectral embedding (see Definition 3.3). Based on the eigenvectors
and eigenvalues of an adjacency matrix, this embedding represents each vertex in a
graph as a point in a finite dimensional Euclidean space in a way that can capture
the underlying structure of the graph. This method is akin to principle components
analysis, as a low-dimensional representation of data is sought that captures the
variation of the original data.
The practical utility of the embedding is that it takes a graph, a complex com-
binatorial object, and approximates it as a point cloud. This representation permits
the use of standard multivariate statistics and machine learning techniques. If the
embedding captures the key structures of the graph, then questions about the vertices
in a graph can be transformed into questions about the embedding in Euclidean space
and these techniques can be fruitfully applied.
The purpose of this work is to provide a deep theoretical analysis of the adjacency
spectral embedding. In particular, we will consider a series of probabilistic models
for a random graphs and study the quality of the embedding as an estimate for the
underlying parameters of the models. Our theory provides guarantees that show that
the embedding provides accurate estimates of certain model parameters. We break
down the theory in terms of whether the edges are all present independently or not.
In the non-independent, case we assume the edges are still independent conditioned
on certain properties of the vertices.
4
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Following this we investigate the question of whether these accurate estimates
lead to accurate subsequent inference. Such inference tasks include vertex clustering
and vertex classification. Using the embedding we will show that as the graph gets
large, the performance of techniques such as k-means clustering, k-nearest-neighbors
classification, linear classification and plug-in estimation is close to what would be
expected in a more typical statistical setup.
We now give a brief outline of this work.
Chapter 1 In this introductory chapter we will present relevant background mate-
rial.
Chapter 2 A series of models for random graphs of varying complexity are intro-
duced. These models are all variations on latent position random graphs
which have valuable statistical properties for studying vertex based in-
ference.
Chapter 3 Bounds in the case of the independent edge random graphs are presented.
We start by proving a general bound and then consider the improvements
possible for a low rank model. Strong concentration inequalities for
eigenvalues are also shown.
Chapter 4 The case in which the latent positions are iid is investigated and we show
how the bounds from the previous chapter can be used in this case.
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Chapter 5 Inference tasks such as clustering, classification and estimation are con-
sidered and we demonstrate consistency of various procedures.
Chapter 6 The results are broadly discussed and we propose extensions and some
alternatives.
1.2 Background
In this section we will try to give give an overview of important background
material. We will start by discussing dimensionality reduction and then provide some
background on the main tools in our proofs. We then give an overview of random
graphs and motivations from spectral graph theory. Finally, we discuss the problem
of community detection in graphs.
1.2.1 Dimensionality Reduction
Spectral methods are widely used in statistics. Their use stems from their rela-
tionship to the fundamental principle of minimizing square error. The most common
spectral method in statistics is principle components analysis (PCA). PCA is closely
related to the adjacency spectral embedding in that they both provide a low-rank
embedding that minimizes the square error of the approximation.
If we consider a mean-zero collection of vectors x1, . . . , xn ∈ Rm then let X =
[x1, . . . , xn]






∥X − Y ∥F .
If we let P = V V ⊤, where the columns of V are given by the d right singular vectors
of X corresponding to its d largest singular values, then Eckart and Young [1936]
showed the solution is given by Y = XP . In statistics, the columns of V represent the
d directions that explain the largest amount of variance of any choice of d orthogonal
directions. Another viewpoint relates this to reduced rank regression, where X is
regressed onto itself [Izenman, 2008].
If we suppress the requirement that the collection is mean-zero, then this is known
as uncentered principle components analysis (UPCA) and is even more closely related
to the adjacency spectral embedding. Unlike PCA, UPCA does not capture variance
but instead captures the directions that contribute most to the sample second moment
of X. UPCA is not typically used in statistics but will be useful in our graph setting
where we seek to capture both the mean and variance components of the graph
structure.
PCA is such an important part of statistics because it is one of the simplest di-
mensionality reduction tools. Dimensionality reduction is necessary to find a balance
in the bias-variance trade-off when we are confronted with high dimensional data
[Duda et al., 2001, Trunk, 1979]. Finding a suitable low-dimensional space on which
one’s data is well represented is one of paramount problems of modern statistics and
is the study of the field of manifold learning [Izenman, 2008]. The low dimensional
7
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structures of graphs is still not well understood and in this work we seek to expand the
foundations of dimensionality reduction for graphs by providing an extensive study
of the adjacency spectral embedding.
1.2.2 Linear Algebra and Concentration Inequali-
ties
Our main tools for proving our results are linear algebraic and probabilistic. From
linear algebra we exploit various perturbation theory results as well as the theory of
matrix decompositions for symmetric matrices. From probability we exploit a series
of concentration inequalities for various settings. We will briefly overview these main
tools.
1.2.2.1 Linear Algebra
From linear algebra, it is well known that a real symmetric matrix H can be
decomposed as H = USU⊤ where S is a real diagonal matrix with the eigenvalues
of H along the diagonal and U is an orthogonal matrix with columns given by the
corresponding eigenvectors of H. This result forms the basis of the adjacency spectral
embedding where we consider the eigendecomposition of an adjacency matrix.
A key question for this work is if we have two symmetric matrices H and H ′,
then to what extent can the eigenvalues of H ′ be related to those of H if we know
8
CHAPTER 1. INTRODUCTION
something about ∥H −H ′∥. These questions are studied in the field of perturbation
theory. For the eigenvalues, one can establish the relatively simple inequality that for
all i ∈ [n]
|λi(H)− λi(H ′)| ≤ ∥H −H ′∥2→2 ≤ ∥H −H ′∥F (1.1)
where λi(H) denotes the i
th largest eigenvalue of H in magnitude.
Results for eigenvectors are more complicated and simple counter examples to
naive analogies of Eq. (1.1) can be demonstrated for 2× 2 matrices. Indeed, compare
the two matrices we consider the matrix
H =
1 0
0 1 + ϵ








 , v2(H) =
1
0














regardless of ϵ so there is no way to bound the eigenvector perturbations in terms of
∥H −H ′∥F alone.
The necessary assumption is a gap in the eigenvalues and the resulting theory
was developed by Davis and Kahan [1970]. This theorem can take a variety of forms
since there are various ways to measure the pertubation of eigenvectors and the form
we desire is in terms of projection matrices. Given an interval S ⊂ R and a sym-
metric matrix H, let PH(S) denote the projection matrix onto the eigenvectors of H
corresponding to eigenvalues in of H in S.
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Theorem 1.1 (Davis and Kahan [1970], see also Bhatia [1997]). Let H,H ′ ∈ Rn×nsym ,
suppose S ⊂ R is an interval. If γ is the minimum distance between any eigenvalue
of H in S and any eigenvalue of H not in S then
∥PH(S)− PH′(S)∥γ ≤ ∥H −H ′∥ (1.2)
for any unitarily invariant norm.
This theorem ensures that if there is a large gap between the eigenvalues of a
matrix then we can guarantee that the corresponding eigenvectors will be close. In
our example above, the gap is only ϵ so this theorem provides very weak guarantees.
In Chapter 3 we will assume that such a gap exists while in Chapter 4 we show that
under certain model assumptions the gap is likely to be large.
1.2.2.2 Concentration Inequalities
Concentration inequalities are a key aspect of any probabilistic analysis involving
a large number of independent random variables. We will consider three different
concentration inequalities: Hoeffding’s Inequality for the sum of independent random
variables, a variant of McDiarmid’s inequality, and a concentration inequality for
random matrices.
Hoeffding’s inequality is a classic result which states that the sum of bounded
independent bounded random variables will concentrate around its expectation at an
exponential rate related to the bounds of the random variables. This results is key
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for our results in section 3.3 where we decompose the difference we seek to bound
in terms of one component which is bounded using purely linear algebraic results
and another component which has terms which are all sums of independent random
variables.
Later in that same section, we seek to bound a somewhat more complicated func-
tion of independent random variables. McDiarmid’s inequality provides a concen-
tration inequality where the bound is in terms of deviations of maximum deviations
of a function as each argument of the function is changed, keeping the others fixed.
However, an application of this inequality turns out to provide unsatisfactory bounds
but a refinement of this inequality established by Kutin [2002] provides a measured
improvement. This improvement is due to the fact that with high probability the
argument-wise deviations are small even though the maximum deviations are large.
Finally, one of the key results for this work are relatively new concentration in-
equalities for random matrices. Oliveira [2009] provided the first form of this in-
equality which shows that the adjacency matrix for a random graph will concentrate
around its expectation in terms of the spectral norm. Tropp [2012] extended and
refined these results to other random matrices.
1.2.3 Random Graphs and Spectral Graph Theory
A graph, composed of vertices and edges between vertices, provides mathematical
abstraction that has been used to study data based on relationships in fields as var-
11
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ied as sociology, communications, neuroscience and molecular biology. Graphs were
originally studied by Leonard Euler to analyze a problem in the “the geometry of
positions” but it. In the second half of the twentieth century, mathematicians such
as Paul Erdős deepened the field of graph theory connecting it with ideas in combi-
natorics as well as probability and introduced the idea of a random graph. Though
statistical study of graphs can be traced at least as far back as Gilbert [1959], it was
not until around 1980 that methods focused on modelling and analysing real world
networks were introduced by researchers such as Holland et al. [1983].
In Chapter 2 we introduce a series of models for random graphs, from the very
simple Erdős-Rényi random graph to the very general class of exhcangeable random
graphs. The graphs all have the property that edges in the graph appear either
indpendently or conditionally indpendentlly independently. Suffice it to say, these
are far from the full scope of models for random graphs. Models that don’t satisfy
this requirement are random regular graphs, graphs with a specified degree sequence,
and certain examples of exponential random graphs. We do not study the implica-
tions of adjacency spectral embedding in these models as the techniques used to not
necessarily translate easily.
Spectral graph theory also has a long history Chung [1997]. Most of the work in
spectral graph theory relates properties of the spectrum to graph theoretic properties
of the graph. Perhaps most famously, the combinatorial the number of zero eigenval-
ues of the combinatorial Laplacian is equal to the number of connected components
12
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in the graph. This relates to one of the original motivations for spectral methods, a
relaxation of the combinatorial ratio-cut problem. Given an adjacency matrix, a cut













Solving this problem exactly is NP-hard but if we relax the problem then the relax-
ation can be solved exactly via spectral methods involving the combinatorial graph
Laplacian. Let D ∈ Rn×n be the diagonal matrix with diagonal given by the degree
vector A1. The ratio cut problem is equivalent to minimizing v⊤(D − A)v over all




|V| if i ∈ V
−1
n−|V| if i ∈ V
c
for some V ⊂ [n]. Noting that any v constructed this way is orthogonal 1, we can
relax the ratio cut problem to
min v⊤(D − A)v such that ∥v∥2 = 1, v⊤1 = 0. (1.3)
Since the combinatorial Laplacian is positive semidefinite and has a zero eigenvalue
with associated eigenvector 1, the minimizer for Eq. (1.3) is exactly the eigenvector of
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D−A associated with its second smallest eigenvector [Fiedler, 1973]. This eigenvector
is frequently called the Fiedler vector.
This story motivates the use of the eigenvector associated with the second smallest
eigenvector of D−A in specific and eigen-decompositions of matrices associated with
graphs in general. The use of the adjacency matrix as compared to the combinatorial
or normalized Laplacian is an important debate. We leave this debate to the discus-
sion section and for now merely state that for our purposes, much of the theoretical
results are more easily demonstrated for the adjacency matrix and we believe that
the results here will translate favorably when considering decompositions of other
matrices.
1.2.4 Graph Partitions and Community Detection
A frequent and well studied problem when confronted with graph data is to par-
tition the vertices into parts or communities such that vertices in the same part are
similar in some way. As is the case for vector valued observations, there is no univer-
sal method to find these parts nor is there necessarily some optimal or true partition.
The indefiniteness of this problem means it has received much atttention from fields
including physics, computer science and statistics [Fortunato, 2010]. We will provide
a brief discussion of the various methods to solve this problem here but note that this
discussion is far from complete and the literature is expanding rapidly.
We have already discussed one graph partitioning criterion and an algorithm to
14
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attempt to solve it, namely the ratio cut problem and the use of the Fiedler vector.
Criterion related to cuts are popular as certain community structures are represented
in graphs as nearly disconnected components and so removing relatively few edges
will lead to a disconnected graph where clustering is trivial. Typically, most cut
problems, like the ratio cut, are NP-hard to solve exactly. As demonstrated above,
one way around this is to solve some relaxed version of the problem where fast methods
can be used.
Another alternative is greedy methods that iteratively remove edges or vertices
that maximize some criterion such as betweeness or centrality until a disconnected
graph is achieved [Girvan and Newman, 2002]. Depending on the criteria chosen,
these methods can be very fast and one advantage is that they can be constructed to
use only local information in the graph so that small communities can be found in
very large graphs [Bagrow and Bollt, 2005]. Another direction is to greedily collect
edges until Modularity is another generalization of the idea of a cut and there are a
plethora of algorithms to find solutions to the modularity problem [Newman, 2006].
All of these methods originate from some algorithm or from some particular objec-
tive function which either implicitly or explicitly defines the possible structures of the
communities found. If the community structure is defined only implicitly this could
lead to some unexpected results such as one large part and many very small parts.
The performance guarantees associated with these methods are frequently in terms
of accuracy of the algorithm in finding the solution to the problem or are discussed
15
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in the context of a particular stochastic model.
This leads to the other main starting place for graph partitioning algorithm devel-
opment is to assume the graph follows some probability distribution. Methods such
as this have the advantage that if the graph does follow the specified distribution
then there is usually “true” partition that is sought. Most commonly, the stochastic
blockmodel (see section 2.3.2) is used where the desired partition is determined by
the block memberships of the vertices [Holland et al., 1983].
This model has received extensive attention and the methods of attach are varied.
Standard statistical techniques such as maximum likelihood and variational methods
have been explored with strong theoretical guarantees [Celisse et al., 2011]. Bayesian
methods were also introduced early on in the development [Snijders and Nowicki,
1997]. It has also been shown that subgraph counts provide a way to create method
of moment estimators for this model [Bickel et al., 2011].
Beyond the stochastic blockmodel, various generalizations have been considered.
Latent position models [Hoff et al., 2002] have been used to develop model based
clustering and mixed membership models allow for more flexible partitions [Airoldi
et al., 2008]. Stochastic blockmodel approximation of general exchangeable graphs
are now gaining interest as a non-parametric approach to clustering Airoldi et al.
[2013].
Our work here combines these various approaches. Though our original moti-
vations were algorithmic, we study the adjacency spectral embedding in terms of
16
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specific stochastic models. Our goals are more broad than just graph partitioning
and one of the advantages of our methodology and spectral techniques in general is
that typically the embedding that is generated is conducive to multiple analyses and
exploratory analysis. This is different than many community detection approaches
where the output is the the particular partition but if we desire to perform another




Our main objects of study will be random graphs. Their is now a fantastic diversity
of models for random graphs ranging from the simple yet deep Erdős-Rényi model
to the equally deep exchangeable models. The most general model can be viewed as
a multinomial distribution taking values on the enormous space of the 2(
n
2) distinct
graphs on n vertices.
Since one of our goals is an asymptotic analysis as the number of vertices get large,
we are interested in models that naturally extend to graphs of any order. For latent
position models, if we take the latent positions to be iid then asymptotic analysis
becomes natural and the situation is akin to a standard iid setup for vector valued
random variables. As the iid setting is of such importance in statistics, this case will
a main focus as we analyze subsequent inference tasks.
In Section 2.1 we introduce the main graph theoretic concepts. As our goals are
18
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non-graph-theoretic, we only require a limited amount of graph theory jargon and
in some cases our jargon deviate from the graph theory jargon, such as the use of
the term embedding. Random graphs and simpler random graph models such as the
Erdős-Rényi model and the independent edge model will be introduced in Section 2.2
and in Chapter 3 we give a detailed analysis of the adjacency spectral embedding
in these cases. For the independent edge model, our focus will be on finite sample
performance guarantees as this model doesn’t have a natural asymptotic regime.
If the latent positions are random then the edges are non-independent in a la-
tent position graphs which is frequently more realistic. Furthermore, interpretable
geometry of the latent positions imposes structure on the random graph that can be
useful in some applications. We introduce these models in section 2.3 and the relevant
adjacency spectral embedding theory is presented in Chapter 4.
Two examples which we return to later are the stochastic blockmodel (Section 2.3.2)
and the random dot product graph model (Section 2.3.1). The stochastic blockmodel
is an excellent model for imposing a strong notion of community. The random dot
product graph is one of our main focuses because of the accessible nature of the eigen-
decomposition of the adjacency matrix. Finally, in section 2.4 we argue that a broad
class of latent position models can be reparametrized to be represented as random
dot product graphs.
19
CHAPTER 2. LATENT POSITION GRAPHS
2.1 Graph Theory Concepts
In this section we will introduce the few elements of graph theory necessary for
this work. For a thorough review of graph theory for non-random graphs see West
[1996].





= {{u, v} :
u, v ∈ V, u ̸= v} is the set of edges of the graphs. This definition corresponds to a
simple, labeled, and undirected graph and we will assume that all graphs are of this
form. In chapter 6 we will discuss extensions beyond this framework. Let n = |V |
be the number of vertices in the graph. For ease of notation and without loss of
generality, we assume V = [n] = {1, 2, . . . , n}.
Every graph can be represented by an adjacency matrix A ∈ A, where A =
{0, 1}n×nsym the set of symmetric binary matrices. For each u, v ∈ [n], the entry
Auv = 1 if u is adjacent to v and 0 otherwise. We will always work directly with the
matrix A and not consider the traditional graph theoretic setup with G = (V,E).
This perspective is appropriate given our linear algebraic methods.
Most of the work in this thesis will be concerned with the linear algebraic aspects
of graphs but occasionally we will refer to some traditional graph theoretic concepts.
We list a only the bare minimum additional concepts here:
order The order of a graph is the number of vertices n = |V |.
size The size of the graph is the total number of edges in the graph which is given
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density The density of a graph is number of edges divided by the number of possible
edges given by 1
n2−11
⊤A1.
dense If we consider a sequence of graphs with order n → ∞ then this is a dense
sequence if the density is bounded from below by a fixed constant.
sparse A sequence of graphs is sparse if it is not dense and the density tends to 0.
degree The number of edges incident to a given vertex. This is given in terms of the
adjacency matrix as di = (A1)i =
n
j=1Aij.
path An alternating sequence of vertices and edges where each edge is incident to
the vertices before and after in a sequence. Informally a path between vertices
is a way to get from one vertex to another following edges in the graph.
connected component A subset of vertices such that there is a path between any
two vertices in the the subset.
connected/disconnected A graph is connected if it has only one maximal con-
nected component. It is disconnected otherwise.
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2.2 Random Graphs
A random graph is a graph whose vertex set is fixed and the edge set is distributed
according to some distribution over all possibly edge sets. For the remainder of this
work we will assume that we have a fixed an all encompassing probability space
(Ω,F ,P) from which all random variables arise. A random graph A : Ω → A is a
map from the probability sample space to the space of all adjacency matrices on n
vertices. 1
Example 2.1 (Erdős-Rényi Graphs). Erdős-Rényi (ER) graphs were the first random
graphs introduced originally by Gilbert [1959]. In this model, each possible edge
is present in the random graph independently with probability p ∈ [0, 1]. In our
notation, for all u, v ∈ [n] with u < v, we write Auv
iid∼ Bern(p). For example, in the
case that p = 1
2
, all possible (labeled) graphs on n vertices are equally likely. For a
given p and any A′ ∈ A we have






Frequently in the literature on random graphs it is assumed that p somehow depends
on n. As discussed above, the dense case is where p is fixed in n, so that the density
of the graph does not decay with n. If p decays with n,we say graph is sparse. We
will introduce analogous concepts in other random graph models as they come up.
1Note, we will not make a notational distinction between a random and non-random adjacency
matrix. We justify this abuse by the fact that we will almost always be dealing with random
adjacency matrices and when an adjacency matrix is non-random, it will be made obvious from the
context.
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The ER model is particularly simple and the results in this work can be stated
very concisely in this case. However, do not be fooled, the literature for the ER model
is rich and deep, especially the work on the phase transition, originally observed by
Erdős and Rényi [1961], in which various graph properties change rapidly as p passes
through various values around the level of 1
n
. Bollobás [2001] provides a detailed
analysis of much of the early results in the field of random graphs, particularly related
to this model.
A second example is more general but does not come close to encompassing all
random graph distributions. This example will be considered in detail in Chapter 3.
Example 2.2 (Independent Edge Graphs). For an independent edge graph, as in the
ER model, the presence or absence of each edge is independent of all other edges but
here the probability each edge is present is allowed to vary. In our notation we have
for all u, v ∈ [n] with u < v, Auv
ind∼ Bern(puv), (2.1)
for some collection {puv}u,v∈[n]. It will be frequently convenient to consider the matrix
of probabilities denoted by P = (puv)
n
u,v=1 ∈ [0, 1]n×nsym . For a given probability matrix
P , we write A ∼ IEG(P ) denote an IEG graph with the specified edge probabilities.
Depending on the particular values puv, different connectivity structures may be
more or less likely to arise. Note, that accurate estimation in the case that the
puv are allowed to vary freely is impossible in case of observing only one graph (see
remark 3.2). In Chapter 3, we will see that accurate estimation of low-rank approxi-
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mations of the matrix P are possible by spectral methods.
Most generally, a random graph A can be thought of as a multinomial taking
values in the large but finite space A. Recall that |A| = 2(
n
2). This viewpoint yields
no intuition on the structures of the adjacency matrices where the random graph
may concentrate its probability but can be valuable when pondering the extent to
which distributions over graphs may misbehave. In the next section, we discuss in
detail a class of models in which the edges are either independent or conditionally
independent.
2.3 Latent Position Graphs
When modeling graphs for statistical inference, we want to select a model that
imposes a level of parsimony appropriate for the problem at hand. The ER model
imposes excessive parsimony for most problems. The set of all models is far too
complicated and even the independent edge model can have too little parsimony. In
this section, we present a middle ground.
One of the key aspects of graph data is that different collections of vertices behave
differently. Vertices are selective about their adjacencies: vertices in one group may
be frequently adjacent to vertices a second group but rarely adjacent to vertices in
a third group. Modeling these differences in vertex properties is one of the goals of
latent position graph models, where each vertex is associated with a latent positions
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that influences the adjacencies for that vertex.
Latent position graphs (LPG) were introduced in Hoff et al. [2002]. In LPG mod-
els, the probability an edge is present in a graph is controlled by latent, unobserved
properties of the incident vertices. In a social network setting, an interpretation is
that individuals form relationships based on characteristics of each individual such
as shared interests, complementary talents, or proximity. Certain shared or distinct
characteristics are conducive to relationships while others are not. Hoff et al. [2002]
called this latent space of individual characteristics the “social space”.
Definition 2.3 (Latent Position Graph (LPG)). Formally, let X be some space and
let x1, x2, . . . , xn ∈ X . Let κ : X 2 → [0, 1] be a symmetric function. The random
graph is then realized such that
for all u, v ∈ [n], u < v, Auv
ind∼ Bern(κ(xu, xv)).
Hence, for A ∼ LPG({xi}ni=1, κ) and for any A′ ∈ A we have







In this notation, X is the latent space, {xi}ni=1 is the set of latent positions and the
function κ is the link function (or kernel). The function κ is a similarity function for
elements of X which returns the probability that two elements of X will be adjacent
in the resulting graph.
If we take the latent positions to be non-random then this is simply a constrained
IEG model. For a given κ and X , the matrix of probabilities P can be realized
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from this LPG model provided there exist x1, . . . , xn ∈ X such that puv = κ(xu, xv)
for all u, v ∈ [n]. The situation becomes more interesting if we allow the latents
to be random, in which case the edges are no longer independent but are instead
conditionally independent.
Definition 2.4 (LPG with random latent positions). Suppose the latent positions
are given by random variables Xi : Ω → X for i ∈ [n]. Then the adjacencies are
conditionally independent so
for all u, v ∈ [n], u < v, Auv|(Xu, Xv)
ind∼ Bern(κ(Xu, Xv)).
More formally, for any A′ ∈ A we have







Typically, we will suppose that X1, . . . , Xn
iid∼ F for some distribution F on X . In
this situation we abuse notation somewhat and write A ∼ LPG(X , F, κ).
If the latent positions are i.i.d., we will be able to make statements about statistical
inference in the LPG setting analogous to the i.i.d. setting in classical statistics (see
Chapter 5). Generalizations beyond the i.i.d. setting are also possible but in those
cases we focus primarily on generic IEG and particularly on low rank IEG models
such as the random dot product graph model.
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2.3.1 Random Dot Product Graphs
The random dot product graph (RDPG) [Young and Scheinerman, 2007, Nickel,
2006] will be our canonical representation for IEGs and LPGs (see Section 2.4).
Definition 2.5 (Random dot product graph (RDPG)). The RDPG is an LPG with
latent space X ⊂ Rd which satisfies ⟨x, y⟩ ∈ [0, 1] for all x, y ∈ X and link function
given by κ(x, y) = ⟨x, y⟩. Hence, if the latent positions are x1, . . . , xn ∈ X , then
for i < j ∈ [n] we have Aij
ind∼ Bern(⟨xi, xj⟩). Hence X = [x1, . . . , xn]⊤ ∈ Rn×d
parametrizes the random dot product graph model. In this case we say an adjacency
matrix A ∼ RDPG(X).
As with many LPG models, there is an important non-identifiability for RDPG
distributions. In particular, for any orthogonal matrix W ∈ O(d) ⊂ Rd×d, it holds
that the distributions RDPG(X) and RDPG(XW ) are equal. Hence, we do not at-
tempt to estimateX explicitly but are satisfied with merely estimating the equivalence
class of X, namely {XW : W ∈ O(d)}.
The matrix of edge probabilities is given by the outer product P = XX⊤. Im-
portantly, P is positive semidefinite and rank(P ) = rank(X). In particular if X has
full rank then rank(P ) = d. The spectral properties of P are easily analyzed because
of its representation as an outer product of a lower dimensional matrix with itself.
Indeed, from P we can easily recover an element of the equivalence class of X by
computing the spectral decomposition of P (see Section 3.1).
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Definition 2.6 (RDPG with iid latent positions). In the iid latent position case
we will write A ∼ RDPG(X , F ) for some valid latent space X some distribution
F on X . In this case the latent positions are given by X1, . . . , Xn
iid∼ F and X =
[X1, . . . , Xn]
⊤ ∈ Rn×d.
Remark 2.7. We note that constraint that the matrix P is positive semidefinite
can make modeling certain types of graph data difficult. In this case you could still
preserve the simple spectral properties of P if you consider LPG with link function
κ(x, y) = x⊤My whereM ∈ Rd×d is diagonal withMii = 1 for i ≤ d′ andMii = −1 for
i > d′ for some d′ > 1. In this case the P matrix will still have rank at most d. Models
of this kind are discussed in indirectly in the context of general IEG distributions but
we do not go into the details of inference in this model, though some of our results
can easily be extended to this setting.
2.3.2 Stochastic Blockmodel Graphs
The stochastic blockmodel (SBM) [Holland et al., 1983] is a model with a strong
notion of community. In the LPG framework, a random graph is said to be distributed
according to an SBM with K ∈ N blocks if there are only finitely many distinct latent
positions.
Definition 2.8 (SBM). SupposeA ∼ LPG({xi}ni=1, κ) and suppose there are ξ1, . . . , ξk ∈
X such that for all i ∈ [n] there exists k ∈ [K] with xi = ξk. We define the
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block membership function τ : [n] → [K] so that xi = ξτ(i). In this case we say
A ∼ SMB(τ, {ξi}ki=1, κ).
Traditionally, the SBM is parametrized by a matrix B ∈ [0, 1]k×ksym which specifies
the probabilities for edges between vertices in different blocks and one would write
A ∼ SBM(τ, B). In the LPG setting we have Bkl = κ(ξk, ξl) and in the RDPG setting
we have Bkl = ξ
⊤
k ξl. Importantly an SBM graph can be represented as an RDPG
graph if and only if the matrix B is positive semi-definite.
Definition 2.9 (SBM with iid block memberships). Finally, if the block member-
ships are taken to be iid then we say A ∼ SBM(π, {ξi}Ki=1, κ) where π ∈ (0, 1)K
satisfies
K




The assumption that a set of random variables are exchangeable is a frequently
made assumption and is critical for the theoretical justification of many statistical
procedures. This assumption is implied by the iid assumption and is quite reasonable
for many scenarios.
One of the most important theorems regarding an exchangeable sequence of ran-
dom variables is de Finetti’s Theorem which characterizes these sequences as con-
ditionally iid sequences. In this section we will present the analogous theory for so
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called exchangeable random graphs which provides another theoretical justification
for studying latent position graphs.
Definition 2.10 (Exchangeable Random Graph). A random graph is said to be
exchangeable if for all n× n permutation matrices E, the adjacency matrices EAE⊤
and A are identically distributed.
For completeness we will also present the concept of an exchangeable array so as to
introduce the key theorem about exchangeable random graphs.
Definition 2.11 (Exchangeable Array). An infinite rectangular array (Aij)
∞
i,j=1 of
real-valued random variables Aij is said to be exchangeable if for every bijection
β : N → N, the arrays (Aij)∞i,j=1 and (Aβ(i)β(j))∞i,j=1 are identically distributed.
The key result regarding exchangeable random graphs is the following analog to
de Finetti’s Theorem due to Aldous [1981] and Hoover [1979].
Theorem 2.12 ([Aldous, 1981, Hoover, 1979]). Let (Aij)
∞
i,j=1 be a symmetric array
of real valued random variables so in particular Aij = Aji. The array is exchangeable
if and only if there exists a function f : [0, 1]4 → R such that
Aij = f(α, ξi, ξj, λij)
for α, ξi, λij
iid∼ Unif([0, 1]) for i, j = 1, 2, . . . .
This theorem is analogous to the de Finetti Theorem which asserts a similar
statement for an infinite exchangeable sequence of random variables. See Diaconis
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and Janson [2008] for further details and other formulations of exchangeable random
graphs.
In our case, where the Aij are Bernoulli random variables, the function f can be
always be chosen to take the form
f(α, ξi, ξj, λij) = I{λij < κα(ξi, ξj)}.
Equivalently, conditioned on α, ξi, ξj, then Aij ∼ Bern(κα(ξi, ξj)), where for every
α ∈ [0, 1], the function κα : [0, 1]2 → [0, 1] is a link function.
Succinctly, the Aldous-Hoover Theorem asserts that a random graph is a subgraph
of an infinite exchangeable random graph if and only if it is a mixture (over link func-
tions) of latent position graphs with iid latent positions. Hence, as exchangeability
is frequently a reasonable assumption for the vertices, latent position graphs are a
natural class of models to consider. In the case κα = κ for all α, then it may be
natural to denote such a random graph as an iid random graph, again analogous to
the notion of an iid sequence.
2.4 The Random Dot Product Graph Rep-
resentation
Recall that an LPG is parametrized by the latent position space X , the link
function κ and either the latent positions x1, . . . , xn or a distribution for the latent
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positions F . If the latent positions are taken to be fixed then it is always possible
to reparametrize the graph so that the link function is a bilinear form and the latent
space is a subset of Rd for d at most n. In Section 3.1 we detail how this can be
done by considering the eigendecomposition of the matrix P ∈ [0, 1]n×nsym where Pij =
κ(xi, xj) for all i, j ∈ [n]. Furthermore, if the link function is positive semidefinite (see
Definition 2.13) then we can take the link function to be the standard inner product
on Rd.
If instead the latent positions are taken to be random, then a reparametrization
with bilinear form on Rn is not necessarily possible. In order to address this case,
we will briefly introduce a few ideas from operator theory in order to construct an
appropriate latent position distribution on the infinite dimensional space ℓ2 for which
an inner product link function will provide the analogous reparametrization.
2.4.1 Relevant Operator Theory
First, we define a positive semidefinite link function.
Definition 2.13 (Positive semidefinite link function). A link function κ : X 2 → [0, 1]





cicjκ(xi, xj) ≥ 0.
The link function is said to be positive definite if the inequality above is strict.
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Note that whether the link function is positive semidefinite is related to whether the
matrix P = (κ(xi, xj))
n
i,j=1 is positive semidefinite.
To address the iid case, we introduce the integral operator K associated with the
link funciton κ.
Definition 2.14. Let κ : X 2 → [0, 1] be a positive semidefinite link function and let
F be a distribution on X . Let L2(X , F ) be the Hilbert space of square-integrable
functions with respect to F . We define the integral operator K : L2(X , F ) →





The operator K has a two key properties that are crucial for subsequent analysis.
Proposition 2.15 (Blanchard et al. [2007]). For a positive semidefinite link func-










for any choice of orthonormal basis (ei)
n
i=1 of L
2(X , F ).
Furthermore tr(K ) =
∞
i=1 λi where λ1 ≥ λ2 ≥ λ3 ≥ · · · ≥ 0 are the non-
negative eigenvalues with multiplicities of K . We let ψ1, ψ2, . . . ∈ L2(X , F ) be a set
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of orthonormal eigenfunctions of K so that
K ψj = λjψj and ⟨ψi, ψj⟩L2 =

X
ψi(x)ψj(x)dF (x) = δij. (2.2)
The Mercer representation theorem characterizes the connection between the link
function κ and the eigenpairs of K . Before we stating this result, we define the
reproducing kernel Hilbert space associated with a positive semidefinite link function
κ.
Definition 2.16 (Reproducing Kernel Hilbert Space (RKHS)). For a positive semidef-
inite link function κ : X 2 → [0, 1] there is a unique Hilbert space H of functions on X
for which κ is a reproducing kernel, meaning for every f ∈ H and x ∈ X , the function
κ(x, ·) ∈ H and
⟨f, κ(x, ·)⟩H = f(x).
Theorem 2.17 (Mercer’s Representation Theorem). Let (X , d) be a compact metric
space, κ : X 2 → [0, 1] a positive semidefinite link function, and K its associated in-
tegral operator. Let λ1 ≥ λ2 ≥ · · · ,≥ 0 and ψ1, ψ2, . . . ∈ L2(X , F ) be the eigenvalues
and associated eigenvectors of K . The link function κ can be characterized in the
following ways.






The sum in Eq. (2.3) converges absolutely for each x, x′ ∈ supp(F ) and uni-
formly in supp(F )× supp(F ).
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⟨φ(x), φ(x′)⟩ℓ2 = κ(x, x′).
Though all three parts of this theorem are of interest, the third part provides the
key connection between positive semidefinite link functions and RDPG. Indeed, this
theorem indicates that the random graph distribution LPG(X , κ, F ) is equivalent to
LPG(ℓ2, ⟨·, ·⟩ℓ2 , Fℓ2) where Fℓ2 is the distribution of φ(Xi) for Xi ∼ F . When studying
the spectral properties of random graphs, this particular form will become important
and properties of the distribution Fℓ2 will mirror properties of the integral operator
K . In Chapter 4 we will go into more detail about how this represantation can be
used to study the adjacency spectral embedding. For now, we are content to note the
link and provide the following example.
2.4.2 An example
Before ending this chapter we want to note that the positive semidefinite assump-
tion is indeed necessary for the theorems in the previous section to hold. Clearly,
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if the integral operator is not positive semidefinite then a representation of the
link function as an inner product on ℓ2 is impossible because the inner product is
positive semidefinite. One can argue that since the link function is the difference
of two positive semidefinite link we can represent the link function as the differ-
ence between two inner products: a function on κ′ : (ℓ2 × ℓ2) → → R such that
κ′((x+, x−), (y+, y−)) = ⟨x+, y+⟩ℓ2 − ⟨x−, y−⟩ℓ2 . On the other hand the important
notion that the integral operator is trace class can fail leading to the situations where
the embedding dimension required for accurate inference can tend to infinity very
rapidly.
Example 2.18. As a concrete example of a consider a random threshold graph. In
this case, we have A ∼ LPG([0, 1], κ,Unif) where κ(x, y) = I{x+y > 1}. Note, as all
edge probabilities are either 0 or 1, the adjacency matrix is completely determined









It is not hard to verify that the (unormalized) eigenfunctions of K are given by




the eigenvalues do not converge absolutely and hence K is not of trace class.
Additionally, since the link function is discontinuous along the line x+ y = 1 and
the eigenfunctions are all continuous, approximations of the link function with low
rank approximations of A will be inaccurate along this line. A simulated example of
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various low rank approximations of A is provided in Figure 2.1.
 
 























































































Figure 2.1: The first 8 panels each represent the best rank(2k) approximation for
k = 1, . . . , 8 of a adjacency matrix for a random threshold graph on 1000 vertices.
Note each low rank embedding uses of k positive and k negative eigenvalue. The
perceived “checkerboard” pattern is due to the sinusoidal eigenfunctions. The lower
right panel shows the binary adjacency matrix. Though far from the antidiagonal
the accuracy of the approximation improves consistently, the discontinuity along the
antidiagonal leads to consistently poor accuracy for these low rank approximations.
This model does not fit well into the story for the remainder of this manuscript
since the adjacency matrix is exactly equal to the matrix of probabilities, as this
matrix itself is binary. However, as all the eigenfunctions of the integral operator can




In this chapter we present our main results for the adjacency spectral embedding.
Our immediate focus is the independent edge setting, whereas in Chapter 4 we focus
on the conditionally independent edge setting where the latent positions are iid. We
make an effort to make explicit non-asymptotic performance guarantees where the
bounds are in terms of specific properties of the matrix of edge probabilities P . The
bounds in this chapter are not necessarily tight—explicit constants are used through-
out this chapter and though they can often be improved, we attempt to make the
bounds simple and the asymptotic properties of the bounds close to the best possible.
We start by introducing the adjacency spectral embedding and the spectral em-
bedding of P in Section 3.1. The next section is concerned with estimation when
no assumptions are made on the matrix of edge probabilities P . In this general
setting, we estimate the d-dimensional uncentered principal components of certain
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n-dimensional latent positions associated with a spectral decomposition of P . We
illustrate the theorem with a simulated example and conclude with a mathematically
convenient corollary and a concentration inequality for the d largest eigenvalues of A.
In Section 3.3 we shift our focus to the case where rank(P ) = d≪ n. In this case,
linear algebraic methods akin to the power methods allow for large improvements
in the bounds. We start that section with an overview of the main ideas and a
presentation of some key lemmas. We then prove our most applicable result, a bound
on the component-wise error in the estimation. This result has powerful implications
for subsequent estimation. We end this chapter with a final improvement of the bound
for the Frobenius norm in the rank d case.
3.1 Adjacency Spectral Embedding
For the entirety of this chapter we will suppose that A ∼ IEG(P ) where P ∈
[0, 1]n×nsym is a matrix of edge probabilities (see Example 2.2). As P is symmetric and
real, it has real eigenvalues denoted λ1(P ), . . . , λn(P ) where, by assumption,
|λ1(P )| ≥ |λ2(P )| ≥ · · · ≥ |λn(P )|.
The associated eigenvectors are v1(P ), . . . , vn(P ) with ∥vi(P )∥2 = 1 for all i ∈ [n]. In
matrix form we have the eigendecomposition P = Ṽ S̃Ṽ ⊤ where S̃ is diagonal with
S̃ii = λi(P ) and Ṽ is an orthogonal matrix with column i given by vi(P ).
Remark 3.1. We will occasionally use different orderings of the eigenvalues. The
39
CHAPTER 3. LATENT POSITION ESTIMATION
ordering introduced above is decreasing according to magnitude and denoted λi(P )
with no decorations. We will occasionally use the decreasing ordering denoted λ+i (P )
with λ+1 (P ) ≥ λ+2 (P ) ≥ · · · ≥ λ+n (P ) and the increasing ordering denoted λ−i (P ) with
λ−1 (P ) ≤ λ−2 (P ) ≤ · · · ≤ λ−n (P ).
If we let X̃ = Ṽ |S̃|1/2 ∈ Rn×n, then we have that P = X̃sign(S̃)X̃⊤ where
sign(S̃)ij =

0 if S̃ij = 0,
1 if S̃ij > 0 and
−1 if S̃ij < 0.
If we denote the ith row of X̃ as x̃⊤i , we can view A as a latent position with non-
random latent positions x̃1, x̃2, . . . , x̃n and link function given by
κ(x, y) = x⊤sign(S̃)y,
a bilinear form. This chapter is concerned with truncated versions of X̃ which are
also the uncentered principal components of X̃.
For d ∈ [n], let X(d) ∈ Rn×d be the matrix given by the first d columns of X̃.
The dimension d will frequently be obvious from context, in which case we omit the
superscript and simply refer to X. Note that if rankP = d then X is exactly the
non-zero columns of X̃. Similar to X̃, let the ith row of X be denoted by x⊤i . We will
call X the d-dimensional spectral embedding of P or simply the embedding of P in
analogy with Definition 3.3 below.
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Remark 3.2. As of now we make no assumptions on P . One may seek an estimate
for P or equivelantly X̃ but with no further assumptions, non-trivial guarantees for
the accuracy of this estimate will be impossible. Indeed, if we insist that P can be
arbitrary then a perfectly reasonable estimate for P is just A itself—A is the maximum
likelihood estimate for P under the IEG model with no constraints. On the other
hand this can be quite a poor estimate. For A ∼ ER(1/2) since (Aij − Pij)2 = 1/4





n(n− 1) ≈ n/2.
Of course, if we knew A had an Erdos-Renyi distribution then trivial estimates are
many orders of magnitude more accurate.
Regardless, the results in the next section show that at least accurate approximate
estimation in the full IEG model is possible. We accomplish this by restricting our
goals to estimating a low rank approximation of P , in particular the d-dimensional
spectral embedding X.
Our main object of study is the adjacency spectral embedding which is defined
analogously to the spectral embedding of P .
Definition 3.3 (Adjacency Spectral Embedding). Denote the eigendecomposition of
A by A = ˆ̃V ˆ̃S ˆ̃V ⊤.1 We will again construct the matrix ˆ̃X = ˆ̃V | ˆ̃S|1/2 ∈ Rn×n. The
matrix given by the first d columns of ˆ̃X is denoted by X̂(d) with rows x̂
(d)
i (or just
1Do not despair, the ˆ̃· will disapear soon.
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X̂ and x̂i when the dimension d is obvious from context). X̂ is the d-dimensional
spectral embedding of A or simply the adjacency spectral embedding.
We note that the spectral embedding can be applied to any square matrix and
that X is the spectral embedding of P . The definition does not rely on any model
assumptions and so can be applied to any graph without making specific assumptions
about the generative mechanisms. We use the term embedding to emphasize the
fact that this method provides a representation of each vertex as a vector in finite
dimensional Euclidean space, despite an alternative use of “embedding” in graph the-
ory literature. As we discuss in more detail in Chapter 5, this representation admits
standard multivariate statistical techniques for which performance asymptomatic and
non-asymptotic guarantees can be made.
3.2 Estimation for General P
The first main result of this work is the following, which shows that X̂ is an accu-
rate estimate of X provided the graph is large and the eigenvalues are well separated.
Theorem 3.4. Let A ∼ IEG(P ) where P be the matrix of edge probabilities and let
d ∈ [n]. Let X be the d-dimensional embedding of P and let X̂ be the d-dimensional
embedding of A. Define
δ = ∥P1∥∞ and γ = min
i≤d,j≥d
|λi(P )− λj(P )|/δ. (3.1)
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log(n/η) then with probability at least 1− η
min
W∈O(d)
∥X̂W −X∥F ≤ γ−1

32d log(n/η), (3.2)
where O(d) denotes the set of d× d orthogonal matrices.
All bounds in this chapter will depend only on the constants in Eq. (3.1), the
dimension d and the number of vertices n. The constant δ is the maximum expectected
degree among the vertices and γδ gives the smallest gap between the the first d
eigenvalues and the remaining eigenvalues.
If we consider γ and d fixed in n, as is natural in the iid latent position RDPG
setting of Chapter 4, then the bound in Eq. 3.2 says ∥X̂ −X∥ = OP (

log(n)). This
error rate turns out to be good enough to make certain asymptotic guarantees for
subsequent inference such as in Theorem 5.9. However, improvements in the low rank
case make many arguments easier.
The proof of this theorem relies on three key results. One of the results is the
famous Davis-Kahan Theorem [Davis and Kahan, 1970] which provides a bound on
the perturbation of invariant subspaces in terms of the eigengap when a matrix is per-
turbed. The second result is a powerful concentration inequality for random matrices
proved first in Oliveira [2009] and subsequently improved by Tropp [2012] where the
bound is in terms of the maximum expected degree δ. The third result is a lemmma
that provides a perturbation bound for two spectral embeddings [Tang et al., 2013].
Our theorem builds on and generalizes results in Rohe et al. [2011], Sussman
et al. [2012, 2013], and Tang et al. [2013]. In this section we will present the proof
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of Theorem 3.4, starting with the proof of the third key result, then proving another
simple Lemma and finally completing the proof of the main theorem. In Chapter 1
we gave an overview of the results of Davis and Kahan [1970] and now we state the
result of Tropp [2012] for our current setting.
Theorem 3.5 (Oliveira [2009], Tropp [2012]). Let P ∈ [0, 1]n×n be a matrix of edge
probabilities for an independent edge random graph with adjacency matrix A and let
δ = ∥P1∥∞ < n be the maximum expected degree of the vertices in A. The following
holds for all η > 0,
P





≥ 1− η. (3.3)
This next lemma provides a perturbation bound for the spectral embeddings of
two generic symmetric matrices with rank d.
Lemma 3.6 (Tang et al. [2013]). Let A and B be n×n positive semidefinite symmetric
matrices with rankA = rankB = d. Let X, Y ∈ Rn×d be the d-dimensional spectral
embedding of A and B, respectively. Let γ be the smallest non-zero eigenvalue of B.
Then there exists an orthogonal matrix W ∈ Rd×d such that








Proof. Note first that A = XX⊤ and B = Y Y ⊤. Let R = A − B. Since Y is of full
column rank Y ⊤Y is invertible and its smallest eigenvalue is γ. We then have
Y = XX⊤Y (Y ⊤Y )−1 −RY (Y ⊤Y )−1.
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Let T = X⊤Y (Y ⊤Y )−1 so that
T⊤T − I = (Y ⊤Y )−1Y ⊤XX⊤Y (Y ⊤Y )−1 = (Y ⊤Y )−1Y ⊤RY (Y ⊤Y )−1.
Therefore,
−(Y ⊤Y )−1Y ⊤∥R∥2→2Y (Y ⊤Y )−1 ≼ T⊤T − I ≼ (Y ⊤Y )−1Y ⊤∥R∥2→2Y (Y ⊤Y )−1,
where ≼ denotes the positive semidefinite ordering for matrices. We thus have
∥T⊤T − I∥F ≤ ∥R∥2→2∥(Y ⊤Y )−1∥F ≤
√
d∥R∥∥(Y ⊤Y )−1∥2→2 ≤ ∥R∥
√
d/γ.
Now, let W be the orthogonal matrix in the polar decomposition T = W (T⊤T )1/2.
We then have
∥XW − Y ∥F ≤ ∥XW −XT∥F + ∥XT − Y ∥F
≤ ∥X∥2→2∥(T⊤T )1/2 − I∥F + ∥R∥2→2∥Y (Y ⊤Y )−1∥F















where the inequality preceding (*) uses the fact that








⊤T )− 1)2 = ∥T⊤T − I∥2F .
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This next lemma provides bounds for certain projection matrices and differences
between the eigenvectors of A and P . It is a straightforward application of the Davis-
Kahan Theorem, Theorem 3.5, and Lemma 3.6.
Lemma 3.7. Let A ∼ IEG(P ) and let δ = ∥P1∥∞. Let V ∈ Rn×d denote the matrix
with orthonormal columns given by the eigenvectors of P corresponding to the d largest
positive eigenvalues. Let V̂ be defined analogously for A. Let ζ = λ+d (P )− λ
+
d+1(P ).
If η > 0 satisfies ζ > 2

δ log(n/η) then with probability at least 1− η





∥V − V̂ W∥F ≤ 4ζ−1

dδ log(n/η). (3.6)
Proof. We will use the Davis-Kahan theorem with S = [λ+d (P ) − ζ/3,∞] and note
that the nearest eigenvalue of P to S outside of S is λ+d+1x(P ) at distance ζ. Note, by
the condition ζ > 2

δ log(n/η) and Theorem 3.5, it occurs with probability at least
1− η that the d largest positive eigenvalues of A will all be in S:
P[λ+d (P ) ∈ S, λ
+
d+1 /∈ S] ≥ 1− η.
Provided this happens, the Theorem 1.1 gives
∥V V ⊤ − V̂ V̂ ⊤∥2→2 ≤ ζ−1∥A− P∥2→2 ≤ 2ζ−1

δ log(n/η).
Lemma 3.6 gives the second part.
Now we are ready to prove Theorem 3.4.
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Proof of Theorem 3.4. Recall, that
γδ = min
i≤d,j≥d
|λi(P )− λj(P )| ≤ ζ,
where ζ is as in Lemma 3.7. If we let
d+ = max{i : λ+i (P ) ≥ |λd(P )|} and d− = max{i : λ−i (P ) ≤ −|λd(P )|}
so that in particular d+ + d− = d, then similarly hat λ+d+(P ) − λ
+
d++1 ≥ γδ and
λ−d−+1(P ) − λ
−
d−(P ) ≥ γδ. Also, by the Gershgorin disks theorem ∥P∥2→2 ≤ δ so
γ ≤ 1.
Theorem 3.5 ensures the event ∥A − P∥2→2 ≤ 2

δ log(n/η) occurs with proba-
bility at least 1 − η. The remainder of the proof is non-probabilistic as we use only
deterministic implications of this event.
As before, we will first prove the bound for the columns of X corresponding to
positive eigenvalues. Suppose V, V̂ ∈ Rn×d+ are as in Lemma 3.7. Let PA = V̂ V̂ ⊤
and let PP = V V ⊤. We have that
∥PAA− PPP∥2→2 ≤ ∥PA(A− P )∥2→2 + ∥(PA − PP )P∥2→2
≤ ∥PA∥2→2∥A− P∥2→2 + ∥PA − PP∥2→2∥P∥2→2
≤ 2









Now, let X+ and X̂+ be the submatrices of X and X̂, respectively, corresponding to
the positive eigenvalues of P . Now using Lemma 3.6 and the fact that PAA and PPP
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as ∥A∥2→2 ≤ δ + 2

δ log(n/η) ≤ 2δ.
Bounding the coordinates of X and X̂ corresponding to negative eigenvalues fol-
lows the exactly same proof, noting that Lemma 3.6 and Lemma 3.7 can be easily







As an example to demonstrate the nature of the bounds we will consider a simple
yet illustrative simulated example.
Example 3.8 (Circle Graph). This example has the property that rank(P ) = n and
P is indefinite but the eigenvalues decay rather quickly. We simulate a latent position
graph where the latent positions ξ1, . . . , ξ1000 ∈ R2 are equispaced around the unit
circle and the link function κ is κ(x, y) = 1
2
cos(∠(x, y)/2).
Figure 3.1 gives an overview of the eigenvalues and spectral embeddings for this
distribution. Figure 3.1(a) shows the largest eigenvalues in magnitude for P , A and
A−P . For reference, the largest negative eigenvalues of A and P are slightly smaller
than 2
√
δ. As Theorem 3.5 provides only an upper bound on ∥A− P∥2→2 we do not
necessarily expect that this bound is sharp and indeed the eigenvalues of A− P are
much smaller, suggesting that this bound is not particularly tight.
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(d) Dims. 6 & 7
Figure 3.1: For an instance of A ∼ IEG(P ), with P defined in Example 3.8, panel (a)
shows the magnitude of the largest eigenvalues for the matrices P , A, and A− P in
red, green and blue, respectively. The left panel shows the positive eigenvalues and
the right panel shows the negative eigenvalues. We use the log-scale to illustrate the
rapid decay of the eigenvalues of P as compared to those of A and A− P .
Panels (b), (c) and (d) show the 2nd and 3rd, 4th and 5th, and 6th and 7th dimensions,
respectively, of the spectral embeddings. Each point corresponds to a row of either
X, in red, X̂W in green, or X̂W −X, in blue. Note that these panels are all on the
same scale. We see that when the the eigenvalues match closely and are separated
from the other eigenvalues, X̂ well approximates X whereas by dimensions 6 and 7,
the gap in the eigenvalues has diminished and X̂ is very noisy.
If we let W = argminW ′O(d) ∥X − X̂W ′∥F , panels (b), (c), and (d) of Figure 3.1
show the rows of the embeddings X, X̂W , and X̂W −X. The accuracy of the adja-
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cency spectral embedding degrades rapidly as a function of the gap in the eigenvalues.
The small gap after eigenvalues 6 and 7 lead to a particularly poor approximation
of X by X̂W . On the other hand dimensions 2 and 3 show that X̂W is very close
to X, which we would predict based on our Theorem because these eigenvalues are
large and well separated. The first dimension is not shown because X is constant in
its first dimension but again the fit is excellent in this case.
This examples illustrates some of the power of our theorem. Indeed, based on the
the eigenvalues of P and the expected max degree, we might predict that accurate
estimates are likely for the first three to five dimensions but after that performance
would degrade rapidly. In reverse, if we observe A then since the largest five eigenval-
ues are much more separated than the other eigenvalues we can reasonably conclude
that the estimates would be relatively accurate for the top five dimensions but unlikely
to be accurate beyond that point.
3.2.1 Estimation without rotation
In the previous section we bounded ∥X̂W −X∥F in terms of the gap γ as defined
in Eq. 3.1. In this section, we replace γ with a smaller constant based on gaps among
the first d eigenvalues and the smaller eigenvalues of P . This makes the bounds worse
but we can directly bound the difference between X and X̂ seemingly without the
need for a rotation. However, this is somewhat misleading as we will exploit any
non-uniqueness of the spectral embedding of P to select X to minimize ∥X̂ −X∥F .
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Nonetheless, this result is mostly a convenient and useful trick to deal with the non-
identifiability of X by selecting a favorable representative from the equivalence class.
The proof is essentially the same and we do not present the details. The basic
idea is that we can apply the method of proof above to each set of eigenvectors
corresponding to the unique eigenvalues of P . Since the eigenvalues of A are near
the eigenvalues of P we can apply the Davis-Kahan theorem separately to each such
group.
Corollary 3.9. Let d be fixed and let P be the matrix of edge probabilities for the
independent edge random graph with adjacency matrix A. Let X be the d-dimensional
embedding of P and let X̂ be the d-dimensional embedding of A.




|λi(P )− λj(P )|, min
i∈[d],j>d
|λi(P )− λj(P )|
 /δ (3.7)




log(n/η), with probability at least
1− η we have
∥X − X̂∥F ≤ γ−1

32d log(n/η) (3.8)





where we select the non-unique columns of V to minimize ∥V − V̂ ∥F .
Note, that as ∥X̂W −X∥F = ∥X̂ −XW⊤∥F we can work with orthogonal trans-
formations of X. To prove the above corollary, we allow only orthogonal matrices
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which commute with S, the matrix of the d largest eigenvalues of P . This is the same
as orthogonally transforming the matrix of eigenvectors of V .
Finally, we note that essentially the same bounds can be proved if we consider a
spectral embedding in which we do not necessarily use the top d eigenvalues but we
select a subset of the eigenvalues. In this situation if we select the dimensions with




|λi(P )− λj(P )|, min
i∈D,j /∈D
|λi(P )− λj(P )|
 /δ,
and the same bounds hold for the appropriately defined matrices XD and X̂D.
3.2.2 Eigenvalue Estimation and Concentration
In this section we will show that the largest d eigenvalues of A concentrate around
the largest d eigenvalues of P . This concentration is much faster than the concentra-
tion for an arbitrary eigenvalue implied by Theorem 3.5 but around the same order
as implied by Füredi and Komlós [1981] for ER graphs. Füredi and Komlós [1981] ac-
tually prove a central limit theorem for the largest eigenvalues of an ER graph but at
present we do not have such a result for these more general models. The eigenvalues
plotted in Figure 3.1(a) in Example 3.8 illustrate the next theorem where we see the
largest three eigenvalues of A have concentrated very closely around the eigenvalues
of P . Note that there is a transition, where the top three to seven eigenvalues have
concentrated much more closely then then remaining eigenvalues.
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Theorem 3.10. Let d be fixed and let A ∼ IEG(P ). Let S be the diagonal matrix with
diagonal given by the d largest eigenvalues in magnitude of P . Let Ŝ be the analogous





log(n/η) then with probability greater than 1− 2η





and ∥S − Ŝ∥2→2 ≤ 48d log(n/η)γ−2 +

log(2d/η)/2 + 1.
Proof. We will prove the bound for the Frobenius norm. The proof for the 2 → 2 norm
is nearly identical. First, consider that we can write S = V ⊤PV and Ŝ = V̂ ⊤AV̂ , so
we can write
∥S − Ŝ∥F ≤ ∥V ⊤PV − diag(V ⊤AV )∥F + ∥diag(V ⊤AV )− V̂ ⊤AV̂ ∥F , (3.10)
where diag denotes the operation of making off-diagonal elements zero. For the second
term in Eq. (3.10), we have
∥diag(V ⊤AV )− V̂ ⊤AV̂ ∥F = ∥diag(V ⊤AV − V̂ ⊤AV̂ )∥F
=
diag (V − V̂ )⊤A(V − V̂ )⊤ − 2(V̂ − V )⊤AV̂ 
F
≤
diag (V − V̂ )⊤A(V − V̂ )⊤
F
+ 2
diag (V̂ − V )⊤AV̂ 
F
≤
diag (V − V̂ )⊤A(V − V̂ )⊤
F
+ 2
diag (V̂ − V )⊤V̂ Ŝ
F
≤∥Ŝ∥2→2∥V − V̂ ∥2F + 2∥Ŝ∥∥diag((V̂ − V )⊤V̂ )∥F . (3.11)
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To proceed, note that
diag((V̂ − V )⊤V̂ ) =1
2




diag((V̂ − V )⊤(V̂ − V )).
From Theorem 3.5 and our assumptions we have ∥Ŝ∥2→2 ≤ ∥S∥2→2+γδ/2 ≤ 3δ/2 and
Corrollary 3.9 Eq. (3.9) gives ∥V − V̂ ∥2F ≤ ∥V − V̂ ∥F ≤ 16d log(n/η)γ−2. Continuing
from Eq. (3.11), we have
∥diag(V ⊤AV )− V̂ ⊤AV̂ ∥F ≤2∥Ŝ∥2→2∥V̂ − V ∥2F
≤48d log(n/η)γ−2
with probability at least 1− η.
For the first term in Eq. (3.10), we have with probability at least 1− η that




V ⊤i· (A− P )Vi·
2 ≤d log(2d/η)/2 +√d
where we use Lemma 3.11 below replacing η with η/d and using a union bound.
This next Lemma, used above, is a very simple application of Hoeffding’s Inequal-
ity.
Lemma 3.11. Let A ∼ IEG(P ). For any (non-random) unit vectors u, u′ ∈ Rn we
have
|u⊤(A− P )u′| ≤

log(2/η)/2 + 1 (3.12)
with probability at least 1− η.
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Proof. We have
























independent random variables with
range uiu
′





















We take t =











to get the result.
We remark that using the fact that u and u′ are non-random yields far better
bounds than those using a standard spectral norm argument. The result also holds
for random vectors provided they are independent of A.
3.3 Estimation for low rank P : Improve-
ments by the power method
Consider again the case of A ∼ ER(p) for some fixed p ∈ (0, 1). The adjacency
spectral embedding of P is X =
√
p1 ∈ Rn and the results up to now show that with
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It is natural to ask: Is the order of this bound is sharp? What changes if we consider
another norm, such as the ∞-norm? What can we say about X̂−X component-wise?
Is there a stable asymptotic distribution for these residuals?
In this section we give a definitive answer to some of these questions. In fact we
need not limit ourselves to ER random graphs but can easily demonstrate these results
for the IEG model provided we assume rank(P ) = d and the d non-zero eigenvalues
are distinct. This is a major restriction compared to the results in Section 3.2, where
no assumptions on P are made. The payoff of this restriction is that much stronger
theoretical control of the adjacency spectral embedding.
As the title of this section suggests, our technique will be to use the power method
from linear algebra. Given an initial vector u0 ∈ Rn and a matrix M ∈ Rn×nsym the
power methods iterates by setting uk+1 = Muk/∥Muk∥2. Provided ⟨uo, v1(M)⟩ ̸= 0
and λ1(M) has multiplicity one then as as k increases uk converges to v1(M) and
∥Muk∥2 converges to λ1(M).
Heuristically, it can be shown that ∥un+1 − v1(M)∥2 ≈ |λ2(M)||λ1(M)|∥un − v1(M)∥2.
This means that if the ratio between the second and first eigenvalues is small, the
convergence of this method will be very fast. This method and its extensions are
implemented in many different software packages and provide the basis for finding
eigenvalues and eigenvectors numerically.
56
CHAPTER 3. LATENT POSITION ESTIMATION
Our goal in the section is not numerical but instead to use the power method to
break down the difference X̂ −X into two terms, which can be analyzed separately
to give better concentration inequalities. Let X̃ be the result after taking one step
in the power method for A starting at X, after appropriate rescaling which we will
provide below. Then we can consider the difference X̂−X̃, which we will is negligible
compared to X̃ −X, which we can tightly control by considering its relation to the
matrix (A− P )X which can be tightly controlled.
In section 3.3.1 of this we will lay out this argument in full detail. In section 3.3.2
we will demonstrate a simple L∞ bound that can be achieved using this method.
We will use this bound in Chapter 5 to show that in certain models, vertices can
be clustered perfectly asymptotically almost surely. In section 3.3.3, an L2 bound
is shown using an interesting variation on McDiarmid’s inequality. Later on in
section 4.3, we show that the residuals X̂ −X are asymptotically normal.
3.3.1 Overview of the proof method
In this section we will prove some key Lemmas that then make the more applicable
results in the next section quite easy to prove. For all the results in this and upcoming
section we will make similar assumptions. To keep the statements of the results section
simpler and for the convenience of the reader, we summarize these assumptions here.
Assumption 3.12. We suppose that A ∼ IEG(P ) and let δ = ∥P1∥∞ and η ∈
(0, 1/2). The matrix P satisfies
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(i) rank(P ) = d,
(ii) the non-zero eigenvalues of P are distinct and
γ = min
i ̸=j∈[d+1]
|λi(P )− λj(P )|/δ, (3.14)
(iii) γ2
√
δ > 8 log n/η,
(iv) and X = V S1/2 and X̂ = V̂ Ŝ1/2 are the d-dimensional spectral embedding of P
and A, respectively.





δ. It can be weakened somewhat leaving the order of the bounds largely the same
in many contexts but was strengthened to simplify the bounds.
As stated, we will breakdown the difference X̂ −X using the power method and
so we have
X̂ −X = V̂ Ŝ1/2 − V S1/2 = AV̂ Ŝ−1/2 − PV S−1/2
= A(V̂ − V )Ŝ−1/2 + AV (Ŝ−1/2 − S−1/2) + (A− P )V S−1/2. (3.15)
The first term is analagous to the error after one step of the power method and is
bounded in Lemma 3.14. For the second term we will use the strong concentration
inequalities for eigenvalues from Theorem 3.10. Finally, for the last term, row i of
(A− P )V is
n
j=1
(Aij − Pij)v⊤j ,
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a sum of independent random variables and so standard results such as Hoeffding’s
inequality, McDiarmid’s inequality and the central limit theorem can be applied.
Hence, if the first two terms in Eq. (3.15) are small enough than the behavior of X̂−X
is determined largely by the behavior of a sum of independent random variables which
is well understood.
First, we state and prove a lemma that shows that V ⊤V̂ is very close to the
identity.
Lemma 3.13. Under assumption 3.12, let V and V̂ be the matrices of eigenvectors
corresponding to the d largest eigenvalues of P and A, respectively. With probability
at least 1− 2η




We note that this event occurs provided the events in Corollary 3.9 occur and together
with events of the form in Lemma 3.11.
Proof. Working first with the diagonal entries we have that










(V − V̂ )⊤(V − V̂ )

(3.17)
so ∥diag(V̂ ⊤V̂ ) − I∥F ≤ 12∥V − V̂ ∥
2
F ≤ 8d log(n/η)(γ2δ)−1 with probability at least
1− η by Corollary 3.9.
To bound the off-diagonal terms, we adapt an idea from Sarkar and Bickel [2013]
to this somewhat different case. First, V ⊤(A−P )V̂ = V ⊤V̂ Ŝ − SV ⊤V̂ which can be
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written entrywise as
V ⊤·i (A− P )V̂·j = (Sii − Ŝjj)V ⊤·i V̂·j. (3.18)
Since the eigenvalues are distinct and ∥A−P∥2→2 ≤ 2

δ log(n/η) we know for i ̸= j
that
|Sii − Ŝjj| ≥ |Sii − Sjj| − ∥A− P∥2→2 ≥ γδ − 2

δ log(n/η) ≥ γδ/2.
We also have
V ⊤·i (A− P )V̂·j = V ⊤·i (A− P )V·j + V ⊤·i (A− P )(V·j − V̂·j)
We can use Lemma 3.11 to get |V ⊤·i (A − P )V·j| ≤

log(2d2/η)/2 with probability
at least 1 − η/d2. A simple application of the the Cauchy-Schwarz inequality and
Eq. (3.9) yields





Dividing through by Sii − Ŝjj in Eq. (3.18) and using Assumption 3.12(iii) gives
V ⊤·i V̂·j = V
⊤
·i (A− P )V̂·j/(Sii − Ŝjj) (3.19)
≤












Combining this with the result for the diagonal and simplifying the expression estab-
lishes the result.
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We now bound the first term in Eq. (3.15), which is the term analagous to the
error after one step in the power method for A starting at V .
Lemma 3.14. Under assumption 3.12 the following occurs with probability 1− 2η






This event occurs provided the events in Lemma 3.13 and its proof occur.
Proof. Let E = A− V̂ ŜV̂ ⊤. We have
∥A(V − V̂ )Ŝ−1/2∥F = ∥(V̂ ŜV̂ ⊤ + E)(V − V̂ )Ŝ−1/2∥F
≤ ∥Ŝ∥2→2∥V̂ ⊤(V − V̂ )∥F∥Ŝ−1/2∥2→2 (3.23)
+ ∥E∥2→2∥V − V̂ ∥F∥Ŝ−1/2∥2→2 (3.24)
We now bound Eq. (3.23). We also have
∥Ŝ∥2→2 ≤ ∥S∥2→2 + 2

δ log n/η ≤ δ + γδ/2 ≤ 3
2
δ (3.25)
and ∥Ŝ−1∥2→2 ≤ (Sdd − 2

δ log n/η)−1 ≤ (δγ − δγ/2)−1 = 2
γδ
(3.26)




log(n/η). Together with Lemma 3.13
we have
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Theorem 3.5 also guarantees that ∥E∥2→2 ≤ 2

δ log(n/η). Therefore, we can
bound Eq. (3.24)














from which the desired bound follows.
Lemma 3.15. Under Assumption 3.12 the following occurs along with the event in
Lemma 3.14
∥AV (Ŝ−1/2 − S−1/2)∥F ≤
100d3/2 log(n/η)
γ6δ1/2
Proof. First working entrywise and then applying the bound in Theorem 3.10 gives



































with probability at least 1− 2η. Hence
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For convenience, we combine the previous two Lemmas into the following simpli-
fied form which bounds the first two terms in Eq. (3.15).
Lemma 3.16. Under Assumption 3.12, with probability 1− 2η




Note that in the iid RDPG case of the next chapter, this bound implies ∥X̂ −
AV S−1/2∥ = ΘP (log(n)n−1/2), which decays rapidly compared to the bounds from
Theorem 3.4.
3.3.2 Concentration of maximum residual error




the maximum distance between the estimated and true latent positions. This is the
2 → ∞ norm on n× d matrices which we denote ∥ · ∥2→∞.
Lemma 3.17. Under Assumption 3.12 with probability at least 1− η
∥(A− P )V ∥2→∞ ≤

d log(2dn/η)/2.
Proof. First, (AV −PV )ik =
n
j=1(Aij−x⊤i xj)v⊤jk is the sum of n independent random
variables with range vjk. By Hoeffding’s inequality, we have








To get the reseult let t =

log(2dn/η)/2 and use the union bound.
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Putting together the two results above we get the following Theorem.









Proof. Recall that AV S−1/2 −X = (A− P )V S−1/2 Using that
∥(A− P )V S−1/2∥2→∞ ≤ ∥(A− P )V ∥2→∞∥S−1/2∥2→2.
Combining Lemma 3.16, Lemma 3.17 and the fact that ∥S−1/2∥2→2 = (γδ)−1/2.
Theorem 3.18 will prove to be one of the most useful and powerful results for
analyzing various subsequent inference tasks. Unlike our other bounds which focus
on the Frobenius norm, the bound of the 2 → ∞ norm gives our best simultaneous
control over the individual rows of X̂ −X. If we consider the dense case case where
δ = Θ(n) then the implied bound of the frobenius norm given by this bound on the
2 → ∞ is of essentially the same order as that in Theorem 3.4 and its corollary.
In the iid latent position RDPG case of the next chapter, the bounds in The-
orem 3.18 tranlate as ∥X − X̂∥ = ΘP (log(n)n−1/2). In the next section we show
that the order for the Frobenius norm can be improved, at least in the case that
rank(P ) = d but we cannot use this to improve the 2 → ∞-norm bound. In another
direction, the distributional result in Section 4.3 provides the most elegant picture
for any individual row of X̂−X but cannot be easily be extended to analyze all rows
simultaneously.
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3.3.3 Concentration of total residual error
In the previous section we bounded maxi∈[n] ∥X̂i−xi∥2. In this section we will im-
prove our bound bound ∥X̂−X∥F from Corollary 3.9. We will again use Lemma 3.14
and our second lemma for the third term in Eq. (3.15) will require a result similar to
McDiarmid’s Inequality established by Kutin [2002].
Lemma 3.19. Under Assumption 3.12 with probability at least 1− η
∥(A− P )V ∥2F − E[∥(A− P )V ∥2F ] ≤ τ










(1− x⊤i xj)x⊤i xj∥vj∥22.






variables Aij for i > j. Let A and A
′ be two adjacency matrices with the property
that Aij = A
′
ij for all (i, j) except (i, j) = (k, l) and (i, j) = (l, k) and assume without
loss of generality that l > k and Akl = 1 = 1−A′kl. Hence, the associated graphs are
equal except for one edge is present in A and not in A′. Then for any such pair of
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matrices A and A′, we have































(Aij − x⊤i xj)(Aij′ − x⊤i xj′)v⊤j vj′











(Alj − x⊤l xj)v⊤j vk

+ (1− 2x⊤k xl)(v⊤l vl + v⊤k vk)
.
The third equality follows since Aij = A
′
ij′ as long as i /∈ {k, l}, Akj = A′kj for j ̸= l,
the symmetry across j and j′ and the fact that Akl = 1 = 1− A′kl.
For any A, not necessarily with Akl = 1, denote the random variable on the last
















using that ∥vl∥2 = ∥xlŜ−1/2∥2 ≤ (γδ)−1/2, ∥V ∥F =
√
d and the first term is clearly
bounded by
√



























CHAPTER 3. LATENT POSITION ESTIMATION























] ≤ η. Replacing η with 2η/n2 and using a union











The result of [Kutin, 2002] gives
P






















and log(1/η) ≥ 21 log(7n2/ log(1
η
)).
Setting η < n−2 and then setting τ = n
5












Now, we need only establish the form of the expectation,



















E[(Aij − xixj)(Aij′ − xixj′)v⊤j vj′ ].
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Now, again Aij and Aij′ are independent unless j = j
′ so the summand is zero if














x⊤i xj(1− x⊤i xj)∥vj∥22

.
We can now establish our tighter bound on ∥X − X̂∥F .








(E[∥(A− P )V ∥2F ] + τ)], (3.28)




Proof. We again use that
∥X̂ −X∥F = ∥X̂ − AV S−1/2∥F + ∥(A− P )V S−1/2∥. (3.29)
For the first term in Eq. (3.29), we apply Lemma 3.16 giving the first term in the
right hand side of Eq. (3.28).




so by Lemma 3.19 we have
P





E[∥(A− P )V ∥2F ] + τ

≤ η.
A union bound establishes the result.
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The complicated nature of the bound in Eq. 3.28 makes it difficult to interpret the
result in the case where P is some fixed rank dmatrix. To ease interpretation, consider
the case where instead A ∼ RDPG(X , F ) in which case as the number of vertices n
becomes large then δ = Θ(n) and γ = Θ(1). Additionally, it can be calculated that
E[∥(A − P )V ∥2F/(γδ)] = Θ(1) as well and indeed will coverge to constant. Hence,
Eq. 3.28 can be interpreted as ∥X̂−X∥F = C+OP (log(n)/
√
n) for some constant C.
This concentration of the global error rate will not be used explicitly in the remaining
text but has promise in the comparison of two graphs distributed according to two
RDPG distributions.
In conclusion, the results in this section have shown that in the case when the
rank of P is equal to the dimension of the spectral embedding we establish very
strong concentration results for the adjacency spectral embeddings. In particular, we
have that ∥X − X̂∥2→∞ = OP (log(n)n−1/2) and ∥X − X̂∥F = C + OP (log(n)n−1/2)
in the case that A ∼ RDPG(X , F ). In the next chapter, we make these results
explicit, generalize to the sparse iid case and end the chapter by proving a central
limit theorem for a fixed row of X − X̂.
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The iid latent position case
The theorems in Chapter 3 give probabilistic bounds between the d-dimensional
adjacency spectral embedding of A and P in terms of the maximum degree and the
spectral gap of P in the case that P is some fixed matrix. In order to use this theorem
to demonstrate the consistency of certain inference procedures, we must consider how
this theorem can be applied to models which are not independent edge models. In
particular, we investigate the case where the A ∼ LPG(X , F, κ), so that the latent
positions are iid. The iid latent position case is particularly relevant because of its
relationship to more classical multivariate techniques. Our methods skirt some of the
i
In this chapter we will first present concentration inequalities for random variables
taking values in Hilbert spaces that can be used in a general class of latent position
models as well as RDPGs. We then use the results of Chapter 3 to prove analagous
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results for finite dimensional RDPG with iid latent positions. We will then extend
the results to infinite dimensional random dot product graphs as in Section 2.4. In
Chapter 5 we will use these results to prove the consistency of certain clustering,
classification and estimation procedures.
4.1 Concentration Inequalities in Hilbert
Spaces
Before returning to our results for the adjacency sprectral embedding, we will
briefly present two useful concentration inequalities for random variables in Hilbert
spaces and empirical second moment operators. The first proposition provides a
bound on the sample mean of a collection mean zero iid random variables in a real
Hilbert space. The second provides a bound on the spectral norm between the integral
operator K and an empirical version. We adopt our notation and rely upon the theory
presented in Section 2.4. For more details about some of these results in the latent
position graph setting see Tang et al. [2013].
This first proposition will prove useful in bounding the maximum expected degree
of a random graph (see Lemma 4.5).
Proposition 4.1 (Pinelis [1992], see also Rosasco et al. [2010]). Let ξ1, . . . , ξn be
independent mean zero random variables on a real separable Hilbert space H with
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norm ∥ · ∥H. If each of the ξi are uniformly bounded with with probability one, so that









Now, before providing an analogous lemma for the eigenvalues, we must introduce
a few operators associated with the integral operator K and the matrix P . In the
case of A ∼ LPM(X , κ, F ) we let the latent positions be given by X1, . . . , Xn
iid∼ F
and the entries of P are Pij = κ(Xi, Xj). Again, let H denote the RKHS associated











⟨f, κ(·, Xi)⟩Hκ(·, Xi),
for all f ∈ H.
Note that these two operators are defined on the same Hilbert space and that
KH,n can be thought of as an empirical version of KH. On the other hand K and
P are linear operators but they are defined on two different spaces. Being able to
directly compare KH and KH,n will be key because we can easily relate the spectra
of KH,n and P , and KH and K . The following proposition makes these relationships
precise.
Proposition 4.2 (Rosasco et al. [2010]). Suppose κ is a positive semidefinite link
function. The operators KH and KH,n are positive, self-adjoint operators and are of
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trace class with KH,n being of finite rank. The spectrum of K and KH are contained
in [0, 1] and are the same, possibly up to the zero eigenvalues. Similarly, the spectra
of P/n and KH,n are contained in [0, 1] and are the same, possibly up to the zero
eigenvalues.
Based on this connection Rosasco et al. [2010] and Blanchard et al. [2007] show
the following result.
Proposition 4.3. In the setting of Proposition 4.2 suppose κ(x, x) ≤ C, for j =
1, 2, . . . , let λj(K ) be a decreasing enumeration of the eigenvalues of KH (and hence
also K ) and let λj(KH,n) be an extended decreasing enumeration of the eigenvalues










Note that since the latent positions are random, λj(KH,n) is a random variable,
while λj(KH) is a fixed quantity, depending only on the link function κ and the
distribution F .
Finally, we state a bound between the feature mapped latent positions φ(Xi) and
the spectral embedding of P .
Proposition 4.4 (Tang et al. [2013]). Suppose A ∼ LPG(X , F, κ) for a positive
semidefinite link function κ. Let φ : X → ℓ2 be the feature map for κ, let φd : X → Rd
be the truncated feature map, so φd(x)i = φ(x)i for all i ∈ [d], and define Φd ∈ Rntimesd
to be the matrix with row i given by φd(xi)
⊤. Let X be the d-dimensional spectral
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embedding of the matrix of edge probabilities P . Finally, let γ = γd = λd(K ) −
λd+1(K ) and let C = maxx κ(x, x), then with probability at least 1− 2η,
min
W∈O(d)






4.2 Latent Position Graphs
We will now use the results from the previous section to establish bounds on the
two particular parameters of the matrix of edge presence probabilities. Recall that
each of the theorems in Chapter 3 are stated in the case that the matrix of edge
presence probabilities, P , is fixed (and for the theorems in Section 3.3, rank(P ) = d).
If A is a latent position graph and the latent positions themselves are random then
the matrix P is random. In this case it is still reasonable to try to estimate the
latent positions using the adjacency spectral embedding so in this section we seek to
re-establish the various error bounds in this setting. Our strategy will be to apply the
bounds in the previous two chapters by first conditioning on the latent positions. We
will show that for a collection of possible realized latent positions, the two parameters
of the matrix P are bounded uniformly and that the probability the latent positions
are in this collection is high. These two parameters of P are the largest row sum,
which we bound from above, and gap between the dth and (d+1)st largest eigenvalues
of P , which we bound from below.
We change our notation slightly to emphasize the fact that certain quantities
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are now random. For A ∼ LPG(X , κ, F ) we let the latent positions be denoted by
X1, . . . , Xn and we will still denote matrix of edge probabilities by P with Pij =
κ(Xi, Xj). We will now denote the (random) largest row sum of P will be denoted
by ∆ = ∥P1∥∞ and the (random) eigengap as Γ = Γd = (λd(P ) − λd+1(P ))/∆. We
will now provide probabilistic upper bounds on ∆ and lower bounds on Γ∆, first in
the case of that A ∼ RDPG(X , F ) and then in the case that A ∼ LPG(X , κ, F )
with κ positive semidefinite. Note that the case κ is not positive semidefinite is
also important but we choose to omit it because it would require significant further
development in the vein of sections 2.4 and 4.1.
Lemma 4.5. Suppose that A ∼ RDPG(X , F ) with latent positions X1, . . . , Xn
iid∼ F
for some distribution F . Suppose ∥Xi∥22 ≤ ρ with probability 1 and that E[Xi] = µ







and Γ∆ ≥ ρ(nγ −

8n log(1/η)) (4.3)












⟨x, nX̄⟩ ≤ n√ρ∥X̄∥2.
Now, using Proposition 4.1 we have with probability at least 1− 2η





which establishes the first inequality in Eq. (4.3). Now, for the RDPG the integral
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′)F (dx′) = E[f(Xi)Xij] is non-zero only if f(Xi) is not or-
thogonal to Xij which is the case provided f(x) = x









′⊤vF (dx′) = x⊤E[XiX⊤i ]v
Hence the eigenfunctions corresponding to non-zero eigenvalues of K satisfy f(x) =
x⊤v for some v satisfying E[XiX⊤i ]v = λv so the non-zero eigenvalues of K are the
same as the non-zero eigenvalues of E[XiX⊤i ]. Using Propositions 4.2 and 4.3 we have








establishing the second inequality in Eq. (4.3).
Lemma 4.5 means we can apply theorems in Chapter 3 in the case that A ∼
RDPG(X , F ). For the sake of asymptotic analysis, we can consider a sequence of
graphs with n vertices where n→ ∞. If the latent positions are from an iid sequence
X1, X2, . . .
iid∼ F , then the lemma ensures that ∆ = Θ(n) and Γ = Θ(1). On the
other hand, we may consider that for each graph in the sequence the latent positions
are a scaled version of an iid sequence. In other words there is some iid sequence
ξ1, ξ2, . . .
iid∼ F and for the nth graph in the sequence, the latent positions are given by
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Xi =
√
ρξi for each i ∈ [n] for some ρ depending on n. In this case m does not depend
on n and the order of ρ2 reflects the overall edge density of the graph. Furthermore,
γ does not depend on n as the eigenvalues of the second moment are scaled by ρ.
This next theorem encapsulates this discussion.
Theorem 4.6. Suppose A ∼ RDPG(X , F ) with X ⊂ Rd. Suppose ∥Xi∥22 ≤ ρ with
probability 1 and that E[Xi] = µ with ∥µ∥22 = m2ρ and E[XiX⊤i ] = µ(2). Suppose the








and δ = 2ρnm. If 150d2 log2(n/eta) < γ4
√
δ then the bounds of Theorems 3.4, 3.18,
and 3.20 all hold with probability at least 1 − 7η using γ and δ as defined above and
with X replaced by XW where W = argminR∈O(d) ∥X̂ − XR∥F . Asymptotically, if
ρ = ω(log2(n)/n) then
∥X̂ −XW∥2→∞ = OP (

log(n)/2ρn) and ∥X̂ −XW∥F = OP (

log(n/η)).
and if ρ = 1 then
∥X̂ −XW∥F = ΘP (1)
Sketch of proof. The theorem follows by the fact that Lemma 4.5 ensures that As-
sumption 3.12 holds with probability at least 1−4η. If we condition on the event that
these assumptions hold then the bounds in the listed theorems all hold with proba-
bility at least 1 − 3η which proves the result. The asymptotic results hold because
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m and γ can be taken to be fixed in n in which case δ = ΘP (ρn) and γ = Θ(1).
Plugging these asymptotics into the bounds gives the result.
If the distribution of latent positions is allowed to depend more arbitrarily on
n then things become more complicated. For example if m2 = Ω(log(n)/n) then
Lemma 4.5 ensures that ∆ = Ωp(
√
n log nρ2) while otherwise we have that ∆ =
Op(

n log(n)ρ2). We may also consider γ decaying at yet still another rate making
our task more complicated still. Note again that the idea of considering a sequence
of graphs is typically just a mathematical convenience used to give us a handle on
the asymptotic properties of large graphs with different properties.
We now state a similar lemma in the case that that A ∼ LPG(X , κ, F ).
Lemma 4.7. Suppose that A ∼ LPG(X , κ, F ) with positive semidefinite link function
and latent positions X1, . . . , Xn
iid∼ F . Let K : L2(X , F ) → L2(X , F ) and φ : X → ℓ2
be the associated integral operator and feature map, respectively. Suppose κ(Xi, Xi) =











and Γ∆ ≥ ρ(nγ −

8n log(1/η))
The proof is essentially the same as in the proof of Lemma 4.5. Note the only
difference is that the subtracted term in the bound on γ∆ is made a factor of two
larger. This is because rank(K ) is not assumed to be exactly d and so we must bound
λd(P ) from below and λd+1(P ) from above. A similar result to Theorem 4.6 can be
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shown to hold either bounding the difference between the spectral embedding of A
and P or the difference between the adjacency spectral embedding and the truncated
feature by combining the former with Proposition 4.4. In the vertex classification
setting, this bound is used to develop a universally consistent classifier for latent
position graphs (see Section 5.2.3 and Tang et al. [2013]).
4.3 Asymptotic normality
Before, we proceed to the next chapter we wish to establish the following central
limit theorem type result. In this section we will explicitly consider the case where
there is a sequence of growing RDPG graphs A(n) and the latent positions are scaled
version of an iid sequence. For convenience if X =
√
ρξ for ξ ∼ F then we say that
X ∼ Fρ.
Theorem 4.8. Let (ρn)
∞
n=1 be a sequence of positive scalars in (0, 1) with ρn =
ω(log2(n)/n). Suppose A(n) ∼ RDPG(X , Fρn).Let X∗ ∼ F and let µ2 be the sec-
ond moment matrix of X∗ which we assume is diagonal with distinct entries. Let
the singular value decomposition of X be V S1/2W⊤. Suppressing n in the notation If









N (0, µ−12 E[x⊤X∗X∗X∗
⊤]µ−12 )F (dx)
79
CHAPTER 4. THE IID LATENT POSITION CASE









N (0, µ−12 E[x⊤X∗(1− x⊤X∗)X∗X∗
⊤]µ−12 )F (dx).
The integral denotes a F -weighted mixture over normal distributions each with mean
zero and with variance depending on the mixture component.
We will present the proof in the case of that ρ = o(1); the other case is easier.
The proof will be similar to the proofs of the two theorems in Section 3.3.





p→ E[x∗⊤X∗(X∗X∗⊤)]1/2µ−12 . (4.4)
Proof. We will show the result by bounding three separate terms. Let Σ(x) =
E[x⊤Xj(1− x⊤Xj)XjX⊤j ] and let Σ∗(x∗) = E[x∗⊤X∗(X∗X∗⊤)].
We have
nΣ(x)1/2WS−1 − Σ∗(x∗)µ−12 = ρ−1Σ(x)1/2W (nρS−1 − µ−12 ) (4.5)
+ (ρ−1Σ(x)1/2 − Σ∗(x∗)1/2)Wµ−12 (4.6)
+ Σ∗(x∗)1/2(W − I)µ−12 (4.7)
Notice that Σ(x) = ρ2Σ∗(x∗) + OP (ρ
3I) and so Σ(x)1/2 = ρ(Σ∗(x∗)1/2 + oP (1)) so
Eq. (4.6) tends to 0.
Using Proposition 4.3, the ideas in the proof of Lemma 4.5, and the fact that






















This gives for Eq. (4.5) that





= oP (1). (4.9)
Finally, note ∥X⊤X−nµ2∥F = OP (
√
n) and the diagonal entries of µ2 are distinct so
by the Davis-Kahan theorem we have ∥W − I∥F = OP (n−1/2). This establishes that
Eq. (4.7) tends to 0 in probability.
Lemma 4.10. Under the conditions of Theorem 4.8 if ρ = o(1) and ρ = ω(log2(n)/n)
as n→ ∞,
√
n(AV − PV )i·S−1/2
L→ N (0, µ−12 E[x∗
⊤X∗X∗X∗⊤]µ−12 )
Proof. We can write
(AV − PV )i·S−1/2 =
n
j=1









WS−1 − ∥x∥2x⊤WS−1. (4.10)
Now, note that since we conditioned on Xi = x =
√
ρx∗, the summands in the last
line are independent and identically distributed with mean 0 and variance Σ(x) =
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E[x⊤Xj(1−x⊤Xj)XjX⊤j ]. By Lyapunov’s condition for univariate central limit theo-








L→ N (0, I), (4.11)





n(n− 1)Σ(x)1/2S−1 p→ µ−12 E[x∗
⊤X∗X∗X∗⊤]µ−12
as n→ ∞ by Lemma 4.9. The multiplicative version of Slutsky’s Theorem establishes
the result.
Proof of Theorem 4.8. We use that X̂ − XW = (X̂ − AV S−1/2) + (A − P )V S−1/2.
Lemma 4.5 ensures that Assumption 3.12 holds with probability tending to one so
that we can use Lemma 3.16 to get that







Now, note that the the rows of (X̂−AV S−1/2) are exchangeable so that we have that
E[∥(X̂ − AS−1/2)i·∥22] =
1
n






Using Markov’s inequality we have that
P

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so that
√
n(X̂ −AV S−1/2)i· tends to zero in probability for any fixed row i. Now, we
can integrate over all values of x∗ in Lemma 4.10 to get that
√




N (0, µ−12 E[x∗
⊤X∗X∗X∗⊤]µ−12 )F (dx
∗)
uncondtionally. Applying Slutky’s Theorem establishes the result.
4.3.1 Implications
Theorem 4.8 only provides a limiting distribution for a single row ofX at a time. It
is not hard to extend this result to show that a fixed collection k rows of
√
n(XW−X̂)
converges jointly to a collection of k independent normals. Extending this result to a
statement about the distribution of the entire matrix X as n → ∞ is more difficult.
At this point no results of this kind are known in the generality of RDPG.
Indeed, the impact of this result is severely weakened by the fact that only a small
number of rows can be controlled at once. At this point results such as Theorem 3.18
prove to be much more useful for demonstrating the asymptotic consistency of cer-
tain limit procedures. On the other hand, the theorem has some utility and before
discussing this we present one more conditional form of Theorem 4.8.
Corollary 4.11. Under the conditions of Theorem 4.8 suppose that B ⊂ X and let
β = P[ρ−1/2n Xi ∈ B] > 0, where we note β does not depend on n. If we condition on
the event ρ
−1/2









N (0, µ−12 E[x⊤X∗X∗X∗
⊤]µ−12 )F (dx)
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N (0, µ−12 E[x⊤X∗(1− x⊤X∗)X∗X∗
⊤]µ−12 )F (dx).
If we consider the case where the support of the distribution F is finite, then we
are in the situation of a stochastic blockmodel. The distribution can be written as
F =
K
i=1 πiδzi where δz denotes point mass at z. Theorem 4.8 then says that as n∞
the distribution of a fixed row of X̂ is a mixture of normals with variance tending to
zero at the rate 1/n. Corollary 4.11 ensures that the variance is determined by the
the value of Xi.
Example 4.12. In this example, we consider a stochastic blockmodel with latent po-
sitions such that the probabilities for between blocks edges and the block membership




 and π = 0.6, 0.4 (4.12)
respectively. We simulate graphs of order ranging from 1000 to 16000 and examine
the distribution of the latent positions. In Figure 4.1, we see that the covariance
structure predicted by Theorem 4.8 and its Corollary accurately fit the observed
points of the adjacency spectral embedding. Table 4.1 shows the empirical convariance
of
√
n(Xi −W⊤X̂i) for various values of n, the number of vertices, as compared to
the limiting covariance.
We conclude our discussion of this limit theorem by noting that a Berry-Esseen
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(d) n = 8000
Figure 4.1: Plot of the rows of X̂ for n ∈ {1000, 2000, 4000, 8000} where the graph is a
stochastic block models. Dashed ellipses give the 95% level curves for the distributions
as specified in Theorem 4.8.
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Table 4.1: For each n ∈ {2000, 4000, 8000, 16000}, we show the sample covariance ma-
trix for
√
n(W⊤X̂i−Xi) for each block. The last line shows the theoretical covariance
for the limiting distribution.
rate is also desirable. Arguments in a similar vein to those used to prove the The-
orem can be used to show that a Berry-Esseen rate of at least O(log(n)/n−1/3) are
achievable. However, we can reasonable expect that these rates are not optimal and
such a result has little value for subsequent theory without being able control the






Up until now we have been concerned primarily with explicit bounds and distri-
butional results related to the adjacency spectral embedding of a random graph with
either independent edges (as in Chapter 3) or conditionally independent edges (as in
Chapter 4). The results in these chapters give probabilistic assurances that the adja-
cency spectral embedding of a random graph with adjacency matrix A will be close
in some sense to the spectral embedding of the unit-interval valued matrix of edge
probability P = E[A] in the independent edge case and P = E[A|X] in the condition-
ally independent edge case, where X represents the collection of latent positions. If
our sole goal were to estimate the latent positions in an RDPG or the feature map of
the latent positions for a more general LPG, these results may provide the necessary
assurance of accuracy we desire.
However, this is not typically the end goal. One of the values of the adjacency
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spectral embedding is that, in the non-standard context of a graph, a variety of
exploitation tasks can be performed using standard multivariate statistical techniques.
In this chapter we will explore the implications of the results of the previous two
chapters on various inference tasks.
The remainder of this chapter will be divided according to the inference task of
interest, either estimation, classification, or clustering. Most of the results we con-
sider are focused around the RDPG case with iid latent positions where our strongest
bounds are available. For estimation, we will analyze the classical question of esti-
mating a parameter of the distribution of latent position and see that provided the
parameter is an appropriately smooth function of the distribution then estimation
via the extension principal will given consistent results. For classification, we give
the details for two different classifiers and focus on universal consistency. Finally, for
clustering we show that under the stochastic blockmodel the asymptotic probability
that any vertices are misclustered tends to zero.
Needless to say, these are not the totality of inference tasks that one might wish
to perform and we present these select few only to provide a flavor for the kind of
results that are possible. Indeed, we hope that the results in Chapters 3 and 4 will
have a long life and productive life outside of this current work in a multitude of
different statistical applications.
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5.1 Estimation
First, for the independent edge setting, suppose that A ∼ RDPG(X) for some
fixed latent positions X ∈ X n ⊂ Rn×d. In this setting, an estimate of a function of
the latent positions may be sought. For h : Rn×d → Θ, where (Θ, dΘ) is a metric
space, we will θ = h(X). The plug-in principles of statistics suggests that a natural
estimate for θ is θ := h(X̂). Examples of such functions that may be of interest
include h(X) = X⊤i Xj for some i and j, the probability of an edge between two
nodes, or h(X) = maxi ∥X⊤i X̄∥2, the maximum expected degree.
To what extent can we make guarantees about the quality of this estimate? As we
might expect no guarantees are possible for arbitrary h. To begin with the function
h must invariant under orthogonal transformations because the RDPG distribution
is only identifiable up to such transformations. If we make this assumption, namely
that h(X) = h(XW ) for all X ∈ X n and W ∈ O(d), then we can apply all the results
in Chapter 3. For example, if we suppose that h is Lipschitz with respect to the
∥ · ∥2→∞ norm on Rn×d with Lipschitz constant L, as can be shown for the examples
above, then we easily have that
d(θ, θ̂) ≤ Lmin
W










with probability at least 1−2η. Assumptions of uniform continuity can also yield sim-
ilar bounds but we will be more interested in more traditional parametric estimation
rather than simply functions of the latent positions.
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In this case we suppose A ∼ RDPG(X , F ) where F ∈ F , a model consisting
of distributions on X and let P consist of all distributions on Rd. Again we have
some function h : P → Θ that gives a parameter of the distribution that we wish to
estimate.
In the classical statistical setting, we observe X1, X2, . . . , Xn
iid∼ F and the plug-in
principle suggests that a natural estimate for θ = h(F ) is θ̂X = h(F̂X) where F̂X is







where ≼ denotes elementwise less-than-or-equal (x ≼ y ⇐⇒ xj ≤ yj for all j ∈ [d]).
Nearly any graduate text in statistics provides a plethora of theorems developing the
consistency, asymptotic normality and efficiency of the estimate θ̂L in a variety of
settings [Bickel and Doksum, 1976, Lehmann and Casella, 1998, Bickel et al., 1998],
provided the the Xis themselves are observed. However, if instead we observe only
an adjacency matrix A ∼ RDPG(X , F ), then following the ideas above, we can
first estimate the latent positions with X̂ = [X̂1, . . . , X̂
⊤
n ] and then estimate θ with
θ̂X̂ = h(F̂X̂) where now F̂X̂ is the empirical distribution for the estimated latent latent
positions.
To what extent θ̂X̂ will inherit properties from θ̂X will again depend on the specific
function h. To start, we must have that h is invariant under rotations in the following
sense: for each F ∈ P and for each orthogonal matrix W let FW ∈ P be the unique
distribution such that if Z ∼ F then WZ ∼ FW . Then h is said to be orthogonally
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invariant if h(F ) = h(FW ) for all such F andW . Provided h is orthogonally invariant
then we can again hope that θ̂X̂ will have performance guarantees in relation to θ̂X .
Indeed, we can again appeal to our bound on the ∥X̂ −X∥2→∞. To see how this
bound can be useful in this setting we must introduce an appropriate metric on P . For
our purposes we will consider the Wasserstein metric, also known as the Kantorovich
metric or the bounded Lipschitz metric. Of the equivalent definitions for this metric,
we will find most useful the following definition:
dW (F1, F2) = inf{E[∥Z1 − Z2∥22]1/2 : L(Zi) = Fi, i ∈ {1, 2}}
where the infemum is over all random variables Z = (Z1, Z2) taking values in Rd×Rd
such that the marginal distribution of Zi is Fi for i ∈ {1, 2} [Huber and Ronchetti,
2009]. The reason this metric is useful in our setting is because we can bound dW in
terms of the ∥ · ∥2→∞ norm. For convenience, we will consider the Wasserstein metric
on the quotient space induced by orthogonal transformations,
dWR(F1, F2) = inf{E[∥Z1 − Z2∥22]1/2 : L(Z1) = F1,L(WZ2) = F2,W ∈ O(d)}.
It is now clear that
dWR(F̂X , F̂X̂) ≤ min
W∈O(d)
∥X − X̂W∥2→∞
since we can take Z to be such that for each i ∈ [n], P[Z = (Xi,WX̂i)] = 1n as then








∥X − X̂W∥2F ≤ ∥X − X̂W∥22→∞.
91
CHAPTER 5. IMPLICATIONS FOR INFERENCE
The argument above also shows that the Wasserstein metric can be bounded in terms
of the Frobenius norm, which will provide better bounds in some cases.
Using these arguments it is straightforward to prove the consistency of estimation
provided the function h is sufficiently smooth with respect to the Wasserstein metric.
One such theorem is the following, which we state and provide a sketch of the proof.
Theorem 5.1. Let A(n) ∼ RDPG(X , F ), X ⊂ Rd be a random graph on n vertices.
Let X(n) = [X
(n)
1 , . . . , X
(n)
n ] be the matrix of latent positions for A(n) and let X̂(n) be
the d-dimensional adjacency spectral embedding of A(n).
Let h : P → Z be a function from the space P of all distributions on Rd to a
metric space (Z, dZ) and suppose that h is rotationally invariant (as defined above)
and suppose h is uniformly continuous with respect to the topology induced by the
Wasserstein metric in an open neighborhood around F . Then the following hold,
dZ(h(F
(n)
X ), h(F ))
p→ 0, dZ(h(F (n)X ), h(FX̂(n)))
p→ 0,
and dZ(h(FX̂(n)), h(F ))
p→ 0,
as n→ ∞.
Sketch of proof. The first statement is a straightforward consequence of the Glivenko-
Cantelli Theorem and the equivalence of the Wasserstein metric topology and the
topology induced by the sup-norm on distribution functions.
The second result is due to the argument above that
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In this case, Lemma 4.5 ensures that for n large with probability at least 1 − n−2,
Γ∆ ≥ nγ/2 with γ > 0 not depending on n. Trivially, ∆ ≤ n and d is fixed so
Theorem 3.18 gives that minW⊤W=I ∥X̂W −X∥2→∞ = OP (log(n)/
√
n) = oP (1). The
uniform continuity on an open neighborhood of F proves the result and the rotational
invariance of h proves the result. The last result follows from the other two.
The assumptions and conclusions of this theorem can be strengthened and weak-
ened in various ways depending on the situation at hand. For example, if we make the
stronger assumption that h is Lipschitz then we have that h(FX , FX̂) = OP (log(n)/
√
n).
Though we do not investigate these results further in this work, there are many po-
tential extensions to consider. Indeed, the results in the next two sections can be
viewed as results of the same type as the theorem above, as the key property is that
the algorithms used are smooth with respect to the 2 → ∞ norm.
Theorem 5.1 shows that to first order, consistency of an estimate in the iid case
implies consistency of the analagous estimate using X̂ in the RDPG case provided
the estimate is sufficiently smooth. Hence, the project of showing the consistency of
various estimates can be reduced partially to the project of showing that the estimates
are sufficiently smooth. Questions of efficiency of estimates are left open as this
theorem gives only first order guarantees, however it is possible that improvements of
our distributional result Theorem 4.8 would enable the establishment of thee relative
efficiency of our estimates as compared to their counterparts in the iid setting. We
leave this project to future work and now focus on the specific tasks of classification
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and clustering.
5.2 Classification
In this section we will highlight the implications of the results in Chapters 3 and
4 for the purposes of vertex classification. Before delving into the specifics of vertex
classification we will give an overview of classification in classical statistical pattern
recognition in Section
5.2.1 Statistical Pattern Recognition
The classical statistical pattern recognition setting involves
(X, Y ), (X1, Y1), . . . , (Xn, Yn)
i.i.d.∼ FX,Y ,
where the Xi : Ω → Rd are observed feature vectors and the Yi : Ω → {0, 1} are
observed class labels for some probability space Ω. The goal is to predict the class
label Y based on the observation X and training data {(Xi, Yi)}ni=1. If the joint
distribution FX,Y is known, then it is well known that the Bayes classifier given
by h∗(x) = argmaxy∈{0,1} P[Y = y|X = x] has optimal performance in the sense
of minimum probability of error. This probability of error, which we denote L∗ =
P[h∗(X) ̸= Y ], is called the Bayes optimal probability of error.
Given a training set, D = {(Xi, Yi)}ni=1, one goal is to learn a classifier h(·;D) :
Rd → {0, 1} such that the probability of error Ln = P[h(X;D) ̸= Y |D] converges in
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probability to Bayes optimal as n→ ∞ for all distributions FX,Y — this is known as
universal consistency [Devroye et al., 1996]. Such a universally consistent classification
rule has the property that given ϵ > 0 and a joint distribution FX,Y , there exists an
N such that if n > N then with high probability Ln − L∗ < ϵ.
Many universally consistent classification rules exist but arguably the simplest is
the k-nearest-neighbor (NN) classifier which is also one of the first classifiers that was
proved to have this property. Another collection of universally consistent classifiers
are linear classifiers based on kernels. We will study the k-NN classifier in the RDPG
case and linear classifiers in the LPG case.
Before describing the particular classifiers that we will study, we must introduce
the vertex classification setting. In this setting, we observe a graph and class labels
for a subset of vertices. Hence, we define the latent position model with class labels.
Definition 5.2 (LPG with class labels). We say (A, Y ) ∼ LPGC(X , F, κ) if (X1, Y1), . . . , (Xn, Yn)
iid∼
F for the probability distribution F on X × {0, 1} and Y = [Y1, . . . , Yn]⊤ and
A is an LPG with latent positions X1, . . . , Xn and link function κ. We define
(A, Y ) ∼ RDPGC(X , F ) analogously.
For the vertex classification setting we have (A, Y ) ∼ LPGC(X , F, κ) but we
only observe A and {Yi}i∈T for some training set T ⊂ [n]. Our goal will be to
determine Yi for i ∈ [n] \ T . In this situation, we will abuse notation slightly and
say (A, {Yi}i∈T ) ∼ LPGC(X , F, κ) to indicate that we observ the class labels in the
training set T but we assume that the joint distribution of the class labels and latent
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positions is the same for all vertices.
5.2.2 k-nearest-neighbor classifier and RDPG
The k-nearest neighbor rule is a classification rule even a child could get behind.
It relies on the basic principle that like objects should be classified together. If we
are confronted with a new object, we compare it to objects we have seen before and
categorize it with ones that are most similar. We measure likeness in terms distance
and define the k-nearest neighbor rule as follows.
Let k ∈ N be odd, denote the training set asD = {(Xi, Yi)}ni=1 and for a given point
x ∈ Rd let Nk(x) = Nk(x,D) ⊂ [n] be the collection of indices such that i ∈ Nk(x) if
and only if Xi is among the k closest elements of D to x. (For concreteness, assume
that ties are broken so that the lowest index is chosen.)
We now define a weight function Wni(·,D) : Rd → [0, 1] as




if i ∈ Nk(x)
0 otherwise.










Informally, h(X) is assigned class one if most of its nearest neighbors are in class one
and otherwise it is assigned class 0.
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5.2.2.1 Universal Consistency
The universal consistency of the k-nearest neighbors rule was proven by Stone
[1977]. In fact he proved the more general result that follows. In this theorem the
weight function is allowed to be more general than just the k-nearest neighbor rule.
Theorem 5.3 (Stone [1977]). Assume that for any distribution of X, the weights
Wni satisfy the following three conditions:





























Then hn(x) = I{

iWni(x) > 1/2} is universally consistent.
Condition (i) can be viewed as a smoothness condition and is the most technical
of the three conditions. Condition (ii) is a locality constraint ensuring that most of
the total weight is on points near the the to-be-classified point X. Condition (iii)
ensures that as n grows the weight on any one point must tend to zero so that the
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number of points with non-zero weight must tend to infinity. Note from the k-NN
standpoint this means we must let k → ∞ so that the number of “votes” goes to
infinity. Seen as a voting scheme, the conditions ensure that the votes are not divied
up pathologically, lots of votes are cast, and only nearby points are allowed to cast
votes.
The following theorem gives that the provided k satisfies some mild constraints,
the k-nearest-neighbor rules is universally consistent, hence our extremely simple
classifier has powerful asymptotic properties.
Theorem 5.4 (Stone [1977]). Let (X, Y ), (X1, Y1), . . . , (Xn, Yn)
iid∼ F for some joint
distribution F on Rd × {0, 1}. If k → ∞ and k/n → 0 as n → ∞, then the Wni(X)
satisfy the conditions of Theorem 5.3 and hence E[P[hn(X) ̸= Y |D]] = E[Ln] → L∗
for all joint distributions F on Rd × {0, 1}.
Note, the assumption that k → ∞ ensures condition (iii) hold and the assumption
that k/n→ 0 can be used to prove that conditions (i) and (ii) are satisfied.
5.2.2.2 RDPG
Perhaps unsurprisingly, this theorem can be extended to the RDPG case and per-
haps less surprising the same asymptotic error rate is achieved as if we had observed
the true latent positions. Again, we will apply the k-nearest-neighbors rule to the
estimated latent positions, the rows of X̂.
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In this case we define the neighborhood N̂k(x) ⊂ T to be a collection of indices
where i ∈ N̂k(X) if and only if X̂i is among the k closest elements of {X̂i}i=T to x.
The weight function is defined only in the context of latent positions for the random
graph in the sense that




if i ∈ N̂k(X̂j)
0 otherwise.
(5.4)
where (Xj, X̂j) are the true and estimated latent positions for vertex j ∈ [n]. It might
seem like we have to observe the true latent positions to evaluate Wni but in reality
it only depends on the estimated latent positions X̂.
The classifier is given by
hn(Xj, A, {Yi}i∈T ) = hn(Xj) = I

i∈T





Since we do not actually observe the true latent positions we define Ŵni(X̂j) =
Wni(Xj) as observing Xj is not necessary to evaluate Wni(Xj). Finally, let ĥn(X̂j) =
hn(Xj). The somewhat awkward notation is useful to prove the following theorem
establishing universal consistency in the RDPG case.
Theorem 5.5 (Sussman et al. [2013]). Let (A, {Yi}i∈T ) ∼ RDPG(X , F ) be a graph
on n vertices for some distribution F on Rd × {0, 1}. Let m = |T |.
If k → ∞, m → ∞ and k/m → 0 as n → ∞, then the Wni(Xj) defined in
Eq. (5.4) satisfy the conditions of Theorem 5.3 and hence for j /∈ T ,
E[P[ĥn(X̂j) ̸= Y |A, {Yi}i∈T ]] = E[Ln] → L∗ = P[g∗(X) ̸= Y ]
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for all joint distributions F on Rd × {0, 1}.
We remark that the L∗ in the theorem is the Bayes optimal error had we observed
the true latent positions so in an asymptotic sense nothing is lost by the fact we
observe the graph instead.
Sketch of proof. The proof of the theorem follows mutatis mutandis the proof of The-
orem 5.4 as proved in Devroye et al. [1996]. Again, condition (iii) is immediate from








where we use Theorem 3.18 and the law of large numbers to prove this result. Con-
diton (ii) is proven by using the triangle inequality and Theorem 3.18 along with this
result. Condition (iii) follows from this fact and replicating the proof in Devroye et al.
[1996].
Like our result for estimation, this theorem establishes that in a supervised learn-
ing framework working with the estimated latent positions rather than the true latent
positions imposes no cost in the limit, at least to first order. It is not hard to imag-
ine that other simple universally consistent classification rules such as those based
on density estimates can also be adopted to this setting. Moving to more general
latent position graphs, rather than the RDPG setting, the k-nearest-neighbor rule is
no longer as natural and we consider another simple classifications scheme.
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5.2.3 Linear classifiers and universal LPG
In some ways even simpler though perhaps less natural than k-nearest-neighbors,
linear classifiers are so called because the boundary between objects selected to be
hyperplanes. These line-in-the-sand rules at first appears unlikely to be able to achieve
universal consistency. This is clear if we consider linear classifiers in the original
domain as there is no reason that the Bayes optimal classifier can be in any way
reasonably approximated as a linaer classifier. To make these classifiers consistent
we must use a trick: first we will map the data non-linearly into some high possibly
infinite dimensional space and then we will use linear classifiers in this space. As we
will see, this leads to another broad class of universally consistent classifiers.
A linear classifier on a Hilbert space H (either finite or infinite dimensional) is
any classifier of the type hw,c(x) = I{⟨w, x⟩ > c} for w ∈ H and c ∈ R. In general
it is not sufficient to consider only linear classifiers if universal consistency is the
goal since for joint distributions on H× {0, 1}, the Bayes optimal classifier can have
arbitarily non-linear properties. However, if we consider a space X and distributions
on X × {0, 1} then after an appropriate mapping to an infinite dimensional Hilbert
space, considering linear classifiers is sufficient.
Again we refer back to the theory of reproducing kernel Hilbert spaces and feature
maps (see sections 2.4 and 4.1) and presently introduce the idea of a universal kernel.
The key idea behind these classifiers is that if the link function is universal then there
exists a linear classifier on ℓ2 that achieves Bayes optimal performance on the feature
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mapped latent positions.
Our strategy will be to use the d-dimensional adjacency spectral embedding for
some d depending on n and the observed eigenvalues of the the adjacency matrix. The
procedure to choose d will ensure that the embedding provides a sufficiently accurate
estimate of the truncated feature map while simultaneously ensuring that d tends to
infinity with n. Together, the best linear classifier on the truncated feature maps will
approach the best linear classifier on the full feature map.
We will give an overview of the key ideas. First, we will examine the valuable
proerties of a universal kernel. We will then overview some theory for empirical
risk minimization (ERM) and state a theorem regarding (ERM) using the truncated
feature map. Finally, we will state our main theorem for vertex classification for LPG.
5.2.3.1 Universal Kernels
Definition 5.6 (Universal Kernel). Let X be a compact metric space and let κ :
X 2 → [0, 1] be a positive semi-definite kernel (ie link function). Let φ : X → ℓ2 be a
feature map of κ. The kernel κ is said to be universal if the set of functions from X
to R of the form
Fφ = {⟨w, φ(·)⟩ℓ2 : w ∈ ℓ2} (5.5)
is dense in the space of continuous functions on X . That is, for any continuous
function g : X → R and any ϵ > 0, there exists gφ ∈ Fφ such that ∥g − gφ∥∞ < ϵ.
Remark 5.7. We note that as stated this definition appears to depend on a particular
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feature map φ, but it can be shown that this is not the case and that if another feature
map is selected, the resulting space of functions will still be dense.
If the link function κ is universal, then this means that we can approximate
continuous functions, and hence measurable functions, by functions of the form in
Eq. (5.5). In particular, since the Bayes optimal classifier is measurable, then we
can show that for any ϵ > 0 there exists a function gφ ∈ Fφ such that P[gφ(X) ̸=
Y ]−L∗ < ϵ. Hence, if a feature map corresponding to a universal kernel is known then
we can remap the training data and then select from among linear classifiers in ℓ2.
Selecting this classifier can be somewhat non-trivial as there will be infinitely many
hyperplanes that will separate the data nearly optimally. The next section provides
a method to select such a classifier that has the necessary performance guarantees.
5.2.3.2 Empirical Risk Minimization
Another simple principle, given a collection of classifiers, choose the one that
performs best on the training data. This basic idea again seems like it will not lead
to performance guarantees because we are liable to overfit, but if we appropriately
restrict the collection of classifiers, universal consistency can be achieved.




I{h(Xi) ̸= Yi}. (5.6)
and the expected risk is given by L(h) = P[h(X) ̸= Y ] for (X, Y ) ∼ F . The princi-
ple of empirical risk minimization (ERM) states that if we restrict our attention to
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Given a universal kernel κ, we need only consider classifiers in the collection
G = {I{⟨w, ·⟩ℓ2 > c} : w ∈ ℓ2, c ∈ R}. However, using ERM on all of G will not
give a unique minimizer, so we need another criterion to select the “best” classifier
from among these minima. A standard way to deal with this is to use structural risk
minimization rather than ERM and our strategy is related to this idea. Indeed, in
order to have performance guarantees we will need to restrict G so that it does not
necessarily contain a good approximation of the Bayes optimal classifier. We will at
first be content to find a classifier that is close to best possible in this restricted class.
Specifically, we restrict our classifier h to be from the collection
Gd = {I{⟨w, ·⟩ℓ2 > c} : w ∈ ℓ2, wi = 0,∀i > d; c ∈ R}
for some d < n that depends on n. Importantly, restricting to Gd ensures that the
expected risk is near the best possible for classifiers in that set, which is not true for
larger classes like G.
Proposition 5.8. Let d ∈ [n] and let h∗nd be the ERM classifier in Gd trained on
(X1, Y1), . . . , (Xn, Yn)





(d+ 1) log(n) + 4
n
,
regarless of the distribution F
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This theorem asserts that the ERM classifier will be nearly as good as the best clas-
sifier in Gd. Hence if we let d→ ∞ grow so that d log(n)/n→ 0, then limn→∞ E[L(h∗d)]−
L∗ → 0 since limd→∞ infh∈Hd L(h) → L∗ by the universality of the kernel.
Up until now we have considered directly minimizing 0-1 loss. In our situation,
where we observe essentially noisy versions of a training set, minimizing 0-1 loss as in
Eq. 5.6 is inappropriate because it is disontinous, so slight changes in the training data
can drastically change the selected classifier. In these situations, we will minimize
a smoother loss function known as a convex surrogate. The convex surrogate is a
function ψ : R → [0,∞) which we assume is differentiable with ψ′(0) < 0. (This is
known as a classification calibrated convex surrogate.) For a function g : X → R the




ψ (g(Xi)(2Yi − 1)) . (5.7)
and the expected ψ-risk is given by Lψ(h) = E[ψ(g(X)(2Y − 1))]. The associated
classifier is given by h(x) = I{g(x) > 0}. Our theorem for LPG will use the classifier
associated with empirical ψ-risk minimization given by
g∗d = argmin
g∈Fd
L̂ψ(g) where Fd = {⟨w, ·⟩ : w ∈ ℓ2, wi = 0,∀i > d}. (5.8)
A classic and easily computed example of ERψM is Fisher’s Linear discrimant, the
Bayes plug-in rule when the class conditional distributions are multivariate normal
with equal covariances.
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5.2.3.3 LPG
Putting together the ideas presented so far, we will suppose that we observe
(A, {Yi}T ) ∼ LPG(X , F, κ) where κ is a positive semi-definite universal link funciton.
If we had observed the true feature vectors, the link function κ, and we were able to
compute the truncated feature map then we would be able to select a classifier via
ERψM. Observing none of this, we will use our knowledge of the adjacency spectral
embedding to select an embedding dimension and then use a convex surrogate to
select the classifier.
Theorem 5.9 (Tang et al. [2013]). Suppose (A, {Yi}T ) ∼ LPGC(X , F, κ). Let ϵ ∈
(0, 1/4) be fixed, let ψ be a convex surrogate and for a given d let Cd = max{ ψ
′(−d), ψ′(d)}.
Let m = |T |.
Let d be given by
d = dn = max








Let h be the classifier associated with by empirical ψ-risk minimizer over Fd =
{⟨w, ·⟩Rd + c : w ∈ Rd, c ∈ R} using {X̂i, Yi}T as the training set. If m → ∞ as
n→ ∞ then the expected 0-1 risk of h tends to the Bayes risk for F :
E[P[hn(X̂i) ̸= Yi]] → L∗ as n→ ∞.
The proof of this theorem requires significant development but the key ideas have
been presented so far. We note that as d is defined, we are ensured that d → ∞
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as n → ∞ provided m → ∞ since by Lemma 4.7, for any fixed d, the eigengap
λd(A) − λd+1(A) = ΘP (n). Finally, we note that the specific choice of embedding
dimension here is not claimed to be optimal but merely sufficient to guarantee uni-
versal consistence of the learned classifier. Other heuristics and ideas for selecting
the dimension d will be considered in the discussion.
5.3 Clustering
Vertex clustering is the one of the most widely studied inference tasks for graphs.
As we discussed in section 1.2.4, there are many different approaches for clustering
and spectral based methods are some of the most popular. For the remainder of
this section we will focus on the adjacency spectral embedding in the context of the
stochastic blockmodel (see section 2.3.2).
The basic clustering algorithm we consider is to use the adjacency spectral em-
bedding to to get X̂ and then we will use minimum square error (MSE) clustering to







where Cτ = {C ∈ Rn×d : Ci = Cj ⇐⇒ τi = τj}. This clustering criterion is
the same one that the famous k-means algorithm attempts to minimize. It is also
a restriction of Gaussian mixture modeling where all covariance matrices are taken
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to be the identity. The following theorem illustrates the power of our bounds from
Chapter 3 for minimum square error clustering.
Theorem 5.10 (Adapted from Lyzinski et al. [2013]). Suppose A ∼ RDPG(X) for
X ∈ Rn×d and suppose X has exactly K distinct rows which we denote ξ1, . . . , ξK ∈
Rd. Then equivalently A ∼ SBM(τ, {ξ1, . . . , ξK}, ⟨·, ·⟩) for an appropriately defined
block membership function τ . Let γ and δ be as in Theorem 3.18 denote the bound
on ∥X̂ −X∥2→∞ in Theorem 3.18 as β = β(d, n, η, γ, δ).
Let r > 0 be such that for all i ̸= j ∈ [K], ∥ξi− ξj∥2 > 4r. Let τ̂ : [n] → [K] be the
MSE clustering of the rows of X̂ into K clusters. Let SK denote the symmetric group
on K, and π ∈ SK a permutation of the blocks. Finally, let nmin = mink∈[K] |{i : τi =







probability at least 1− 2η,
min
π∈SK
|{i ∈ [n] : τ(i) ̸= π(τ̂(v))}| = 0.
Taken into the asymptotic, realm this theorem ensures that if the block member-
ships are iid and the number of blocks K is kept fixed (or alternatively allowed to
grow slowly) then as the number of vertices tends to infinity, the probability that
any vertex is misclustered tends to zero. Theorem 5.10 is the first theorem to show
that “perfect clustering” of the vertices in a stochastic blockmodel will occur asymp-
totically using spectral methods. Bickel and Chen [2009] showed that maximizing
a likehihood based modualrity also has similar guarantees but their method is more
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computationally demanding to perform and is useful only for clustering as opposed
to our embedding method which admits a plethora of subsequent inference tasks.
Lyzinski et al. [2013] also showed that asymptotically perfect clustering is achieved
in the case of the degree-corrected stochastic blockmodel Karrer and Newman [2011]
under similar assumptions. In the degree-corrected stochastic blockmodel, the la-
tent positions for each block are concentrated along a ray and the estimated latent
positions must be projected onto the sphere before using the k-means algorithm.
Clustering in other models can also be considered however in this case a natural
set of labels or block memberships for the vertices does not necessarily exist. In this
case we can appeal to the ideas in Section 5.1 and seek a clustering that corresponds
to some population version of the clustering if the distribution of the latent positions
were known. Pollard [1981] shows that if iid observations from a distribution are
observed then asymptotically the clustering given by the k-means criterion converges
almost surely to an appropriately defined population clustering. It can be argued
that the k-means criterion satisfies the appropriate smoothness conditions so that
the results of Pollard [1981] can be extended to the RDPG setting. Beyond the
finite-dimensional RDPG setting, techniques similar to those in Section 5.2.3 may be
fruitful but we do not explore those at this time.
Example 5.11 (2-Block SBM, Example 4.12 continued). This example is reproduced
from Athreya et al. [2013]. We return to the model considered in Example 4.12 where
we have a stochastic blockmodel with latent positions such that the probabilities for
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 and π = 0.6, 0.4 (5.9)
In that example we demonstrated the approximate normality of the estimated of the
estimated latent positions. Here, we consider clustering using two different clustering
methodologies, the k-means method discussed above as well as the Gaussian mixture
modelling (GMM) method which generalizes k-means to allow for non-spherical and
non-equal covariances.
For each n ∈ {1000, 1500, . . . , 4000} we simulated 200 random graphs according
to the distribution in Eq. 5.9. Figure 5.1 shows two curves giving the mean empirical
error rates (with standard error) for k-means and GMM clustering. The top cyan
curve shows the decay rate of log(n)/n which were the best bounds for spectral meth-
ods established in Rohe et al. [2011], Sussman et al. [2012] before the establishment
of Theorem 5.10 in Lyzinski et al. [2013]. The bottom magenta curve shows what
the error rate would be if the clustered data were distributed according to the finite
sample version of the limiting distribution in Theorem 4.8 and this distribution were
known. This is the Bayes optimal classification rate for a mixture of normals with
the means and covariances specified by the limit theorem.
It is notable that the error rate for GMM closely mirrors the this theoretical lower
bound error rate. Unsurprisingly, GMM outperforms k-means significantly since the
distributions do not have spherical covariance and performs nearly as well as the best
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Figure 5.1: The plot shows various theoretical and emprical error rates for the
stochastic blockmodel as specified in Eq. (5.9). For n ranging from 1000 to 4000 we
simulate a graph from this model 200 times and each time cluster the graph using
either k-means (green) or GMM (red). The cyan curve shows the decay rate if the
error rate decayed as log(n)/n which were the rates of the best prior results using
spectral methods. The magenta curve gives a theoretical best possible error rate
based on the distributional result in Theorem 4.8.
possible error rate given the embedding. Note that though Theorem 5.10 ensures
that asymptotically the k-means error rate will be zero it does not give the rate and
and it also does not mean that this clustering is optimal. We do not investigate the
theory comparing GMM to k-means but it appears clear that for an SBM, GMM will




This work has argued the case that for a particular class of models for random
graphs, the adjacency spectral embedding provides excellent estimates of underlying
properties of the latent positions that allows for powerful results in regard to subse-
quent inference. In particular, in the RDPG model and the SBM model the value of
this embedding procedure and the associated theory translates into the consistency
of a broad swath of statistical procedures when used on the embedding.
Our results show how the spectral embedding of the adjacency matrix concentrates
around the spectral embedding of the matrix of edge probabilities. We have shown
that this holds for both IEG models and for graphs with conditionally independent
edges. Furthermore, we showed that for a variety of inference tasks, the adjacency
spectral embedding provides excellent performance. In this chapter we wish to discuss
various extensions, drawbacks and alternatives for the adjacency spectral embedding.
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First, we seek to provide an admittedly brief discussion of to what extent our
program is the right one or even a desirable one and we disucss some alternatives.
In particular, throughout we considered embeddings using the adjacency matrix and
we discuss when this may perform well as compared to embedding of other matrices.
In the next section we return to working with the adjacency spectral embedding but
consider extensions beyond the setting of a simple undirected graph. These extensions
include weighted and directed graphs as well as the case when there are multiple
graphs. Finally, we will conclude and discuss some future directions for research.
6.1 Should I embed? If so what?
For the entirety of this work we have worked in the situation where we assume
that, no matter what, we will first embed using the adjacency spectral embedding
and then use whatever algorithm we desire on the embedded points. Our theory
justifies this program in the sense that it provides performance guarantees in certain
models but we are never able to claim that this program is optimal. There are many
other paths for analysis, some of which involve embedding while others work more
directly with the graph. In this section we seek to argue that embedding is at least
a reasonable approach but that there are still choices to be made and that optimal




Before arguing in favor of any particular embedding approach let us return to more
solid statistical footing. For example, consider the case where we observe a graph
known to be an ER graph but with unknown p which we seek to estimate. Naturally,
one would use the observed density of the graph as an estimate. This is a minimal
sufficient statistic, the maximum likelihood estimate and the uniformly minimum
variance unbiased estimate. In this situation it may seem that an embedding approach
would be inadvisable and as we will show it can be in this case.
Consider the case of embedding to one dimension which would be the natural
dimension for an ER graph. In this setting, no function of the embedding will return
the in many ways optimal estimate given by the graph density. The reason is that,
at least for n > 4, the embedding is not a sufficient statistic. Figure 6.1 gives an
example of two graphs, one with four edges and one with three edges. However, it
is relatively straightforward to see that the largest eigenvalue and its corresponding
eigenvectors are the same for the adjacency matrices of both graphs. If the embedding
were sufficient then we would be able to recover the density from the embedding, by
the minimality of this statistic. However, this example clearly demonstrates that we
cannot.
This is quite a disconcerting result as even in the simplest case, the embedding
is provably sub-optimal and provably loses information. The question of whether
this inconsistency is due purely to the fact that the graph can be disconnected is







Figure 6.1: An example demonstrating the insufficiency of the embedding for ER
graphs. The largest eigenvalue and its associated eigenvectors are the same for both
graphs but the densities, a minimial sufficient statistic, are different.
a good strategy provided the graph is disconnected. Indeed, if we go beyond the
ER case, disconnected graphs provided difficulties in general as making a sensible
estimate about the probability of an edge betweeen the connected components would
be difficult.
In general this discussion suggests that other techniques besides embedding may be
preferable and indeed a plethora of non-embedding techniques exist. These techniques
usually focus on either community detection but there has also been a recent expan-
sion into techniques for non-parametric estimation of the parameters for a general
exchangeable random graph. In Section 1.2.4 we discussed the wealth of community
detections algorithms and do not expand on that here.
The area of non-paramateric estimation is relatively new and expanding rapidly.
We view the work considered as more closely related to these non-parametric meth-
ods. Indeed, our method is an embedding variant of the method of singular value
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thresholding which has been shown to be able to consistently in a non-parametric
exchangeable graph model [Chatterjee, 2012]. Spectral methods, in the spirit of min-
imizing square error, can be contrasted to other statistically motivated methods. For
example, maximum likelihood and variational methods have been shown to consis-
tently estimate the parameters in a stochastic blockmodel [Bickel et al., 2013]a and
furthermore it has been shown that blockmodels can be fit to nonparametric models
by likelihood methods [Wolfe and Olhede, 2013]. Airoldi et al. [2013] uses similar
ideas to show how graphons can be approximated by stochastic blockmodels. An-
other method, again inspired by classical statistical methods, is the idea of subgraph
counts which function as analog to moments and also provide consistent estimates in
some cases Bickel et al. [2011].
Overall, the methods above mostly have stronger theoretical guarantees than our
spectral methods but nonetheless spectral methods have some advantages. Practi-
cally, they are accessible to any research with a linear algebraic package and require
only a few lines of code to implement in languages such as R, Matlab, and Python.
Furthermore, as we have noted already, spectral methods are conducive to multiple
analyses on the same dataset. Whereas the methods above just fit a model, spectral
methods allow for any number of techniques to be deployed on the embedding. If we
suppose that our only goal is clustering, then it is likely that there are better methods
if the goal is optimal performance or alternatively if the goal is speed, but to some
extent spectral methods provide a middle ground since they can be computed with
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O(n2d) complexity. Needless, to say the question of when to embed is an open one
but we believe that the theory in this work suggests that it could be useful in the
network analysts toolbox.
Given that we are going to embed, many choices still exist. Up to now we have
assumed that we will use the adjacency matrix directly however, far from advocating
that the adjacency matrix should be the default choice when using spectral methods,
we focus on this matrix primarily for mathematical convenience. In general, the
adjacency matrix is not best the matrix to consider and in fact it is frequently inferior
to other choices. In Section 1.2.4 we explained one of the main motivations for spectral
method which used the second smallest eigenvector of the combinatorial Laplacian
D−A whereD is the diagonal matrix of degrees. Another alternative is the normalized
Laplacian given by I −D−1/2AD−1/2. Like the combinatorial Laplacian, the second
smallest eigenvector of the normalized Laplacian gives a solution to a relaxation of
the so-called Ncut problem. Luxburg [2007] argued that typically the normalized
Laplacian is preferable to the combinatorial Laplacian for general clustering tasks.
Note that the normalized Laplacian has the same eigenvectors as what we call
the normalized adjacency matrix D−1/2AD−1/2. For this matrix, Rohe et al. [2011]
provided the first proof that any spectral clustering algorithm consistently estimates
the blocks in a stochastic blockmodel using the normalized adjacency. Some of the
foundations of our work are found in the Rohe et al. [2011] and though we do not
investigate it here, some of the methods we use can likely be translated to improve
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bounds for the normalized adjacency. We note that unlike the adjacency matrix, the
eigenvector corresponding to the largest positive eigenvalue of the normalized Lapla-
cian can be computed explicitly and is proportional to the vector with components
given by the square root of the degrees of the vertices.
So, which is better, normalized or unnormalized? This question was investigated in
the case of a two-block stochastic blockmodel in Sarkar and Bickel [2013]. They argue
that for many values of the relevant parameters the normalized adjacency has lower
within block variance in its eigenvectors when compared to the adjacency matrix.
The picture they provide is far from complete but provides a window into why the
normalized version is frequently preferable. This phenomenon is not universal and
indeed Sussman et al. [2012] provided an example where that adjacency matrix has
better empirical performance for specific model parameters (notably those considered
in Examples 4.12 and 5.11). Indeed, in that same paper it was demonstrated that for
a graph derived from Wikipedia, the two methods provide two qualitatively different
partitions of the data both of which have advantages. We reconsider that example
here.
Example 6.1 (Wikipedia Graph Sussman et al. [2012]). In this example we consider
a graph derived from the Wikipedia online encyclopedia. This graph was collected by
considering the article “Algebraic Geometry” and including every article which can
be accessed by clicking two hyperlinks starting at “Algebraic Geometry”. The graph
has n = 1382 vertices and each document was labeled based on human inspection as
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being in one of 5 classes: Category, Person, Location, Date, or Math.
A comparison of using the 2-dimensional spectral embedding of the adjacency
matrix and the normalized adjacency matrix is shown in Figure 6.2. Panel (a) shows
the two embedding colored according to the 5 classes above. Visually, it is clear that
the two embeddings are capturing different aspects of the graph and the 2-means
clustering, denoted by the corresponding linear boundary between the two classes,
clusters the vertices very differently. Sussman et al. [2012] gives a more detailed
comparison of these two clusters in how they compare to the five classes.
Panel (b) shows the two embeddings colored according to a fitted mixture of
five normal distributions. Here we see that by a quick visual inspection, the clusters
determined for the normalized adjacency seem to more closely match the manual class
labels than those determined using the adjacency matrix. This example provides an
affirmation of the idea that both embeddings can provide value and that they can
capture very different aspects of the graph, but the normalized adjacency may perform
better overall.
We see that in some situations there may be value in investigating both embed-
dings and that overall neither approach dominates the other. There are yet still other
matrices that we may consider. For example, Qin and Rohe [2013] argue that a regu-
larized version of the normalized adjacency matrix improves performance in the case
that there are some vertices with very small degrees.






































(b) Mixture of 5 normals
Figure 6.2: These figures show the two-dimensional spectral embeddings of the ad-
jacency and the normalized adjacency matrices for the Wikipedia graph. Panel (a)
is colored according to the five manually defined classes. The black line shows the
division between the clusters as determined by using 2-means clustering. Panel (b)
is colored according to a fit using a mixture of five multivariate normals in which
the covariances are allowed to vary freely. Overall, we see that the two embeddings
provide very different pictures of the graph.
binatorial Laplacian is an extreme form of this, equivalent to putting the negative
degrees along the diagonal. Other proposed ideas are to take A+D/(n−1) which can
improve performance in some cases Marchette et al. [2011]. In the ER(n, p) distribu-
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tion, the work of Füredi and Komlós [1981] suggests that taking A+ (1− 2p)I serves
to correct the asymptotic bias in the first eigenvalues. All of these augmentations
can improve finite sample performance but have no impact on the asymptotic results
provided the added matrix is bounded entrywise.
In practice, given the ability to consider only one spectral decomposition, the nor-
malized adjacency is a reasonable default choice. However, given that the different
matrices give different breakdowns of the data, a comparison of different method-
ologies will likely be illuminating for any given data set. As research on this issue
continues, we are likely to see the introduction of more matrices for spectral embed-
dings as well as a deeper understanding of the differences between the matrices, which
we hope will lead to a better answer to this question.
6.2 Beyond one simple undirected graph
Another simplifying assumption we have made throughout the text is that we
observe one simple undirected graph. The undirected setting means that the use of
spectral theory for symmetric matrices. The simple setting means that the edge have
no weights and all have Bernoulli distributions which are bounded. Finally, we assume
that we observe single graph, which is not always the case. Some of these simplifying
assumptions can relaxed without effecting the results at all—others present more
challenges. In this section, we will divide our discussion along the lines of extensions
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within the single graph framework and extensions to the multi-graph framework.
Before continuing, we would be remiss if we failed to mention the most important
simplifying assumption that we make: the fact that the random graphs have relatively
simple distributions. Asymptotic or finite sample analysis of the spectral embedding
for some models may within easy reach—for other models there is likely no hope. We
do not discuss other models here but believe that investigation in this vein are an
exciting future research direction.
6.2.1 Single Graph
There are many ways to generalize a simple undirected graph. For example, we
could allow the edges to have real valued weights, considered here, or categorical or
vector valued weights, considered in Section 6.2.2. Another extension allows the edges
to be directed, which is frequently meaningful for applications. Finally, we consider
that the graph may not be fully observed or that we suspect that our recording of
whether an edge is present or not is faulty.
6.2.1.1 Weighted Graph
The case that each edge has a non-negative real valued weight is a quite natural
extension and requires very few changes to the current theory. This situation could
occur if we are counting the number of communications or relationships between
objects or if we have some quantification of the strength of the relationships. In this
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case, if the weights are real and positive we can then define the weight matrix W
where Wij is again zero if there is no edge between vertices i and j and otherwise it
is equal to the given edge weight.
In order to apply spectral methods that take edge weights into account we can
simply perform the spectral embedding on the weight matrix W . We can again
consider latent position models or random dot product models for the weight matrix.
For example, if we suppose E[Wij|Xi, Xj] = ⟨Xi, Xj⟩ this is a random dot product
weighted graph. If we suppose additionally that Wij ∈ [0, 1] with probability one
than all the theory from Chapters 3 and 4 transfers easily to this case (the limiting
covariance for our central limit theorem will change slightly). In general if the weights
are bounded then we can apply the same theory by normalizing.
On the other hand if the weights are unbounded, more work is needed. In this case,
we cannot use results such as Hoeffding’s inequality or the concentration inequalities
of Tropp [2012]. Provided the tail of the weight distribution decays rapidly enough,
one possible avenue is to simply truncated versions of the distributions. Another
possibility is to use concentration inequalities for unbounded random variables. We
suspect that for sufficiently well behave distributions the bounds proved will not decay
greatly for unbounded weights.
Finally, we note that even if weights are present, it is not necessarily optimal
to use them. For example in the Wikipedia graph, we actually have access to the
number of hyperlinks between each pair of vertices but we do not use this since
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visual inspection suggests that the embedding is more reasonable using a simple
graph. Thresholding or performing some other transform of the weights will frequently
improve the performance of the embedding, especially if there are large outliers in
the weights.
6.2.1.2 Directed Graph
Directed graphs frequently better represent real data then undirected graphs. For
example, in communication networks there is frequently a sender and a receiver and
hence the edge should follow the direction of the communication. In neuroscience, a
synapse is between an axon and a dendrite. In social networks, friendship is (hope-
fully) undirected but other relationships may be directed, such as the author referee-
relationship for peer reviewed publications.
Unlike the weighted case, where the linear algebraic tools do not change, a directed
graph can have an asymmetric adjacency matrix and so we must change our tools
to accommodate this. One method is to use the singular value decomposition of the
adjacency matrix, in which case we would have two embeddings, corresponding to the
left and right singular vectors. From a communication graph, the two embeddings
would represent the distinct sending and retrieving characteristics of each vertex.
Sussman et al. [2012] used some of the same methods we have used to approach
the directed problem in the stochastic blockmodel case and showed that consistent
clustering can be achieved. The key idea is to analyze A⊤A or AA⊤ which are
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symmetric and whose eigenvectors correspond to the right and left singular values
of A, respectively. Rohe and Yu [2012] used similar ideas to analyze the normalized
adjacency matrix.
Beyond the stochastic blockmodel, the theory for spectral embeddings in directed
models have not been investigated greatly. Again, the matrix concentration inequali-
ties in Tropp [2012] do not all extend to the non-symmetric case. Similarly, results like
the Davis-Kahan theorem cannot be used directly on A but can be used on matrices
such as AA⊤. The difficulties with the directed case are more challenging than with
the weighted case but it seems reasonable to suspect that the spirit of many of the
results for the undirected case would carry over. Finally, like the case of a weighted
graph, there are also instances where it is better to work with a symmetrized version
of the directed graph.
6.2.1.3 Faulty Observations
There are many ways that an observed graph could be faulty. In terms of social
networks, we may find that two individuals are friends when really they don’t know
each other or visa versa. Alternatively, we may fail to observe whether there is an edge
or not in a graph, a form of missing data. These types or deviations from the ideal
scenario where the entire graph is observed perfectly are one of the most challenging
extensions.
There have been a series of investigations into these scenarios that frequently
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highlight the challenges associated with missing data in this setting [Priebe et al.,
2012, 2013, Balachandran et al., 2013]. If the entire graph is observed but some of the
edges are observed inaccurately, then this induces a new random graph distribution.
Depending on the mechanism for the inaccurate observations, the resulting dis-
tribution may share many properties with the original distribution. For example, if
the true distribution is an independent edge graph but in the observed graph, each
edge is removed with a fixed probability then this results in a scaling of the matrix of
edge probabilities P . Hence, our bounds would still apply but our estimates would be
further biased. Somewhat more complicated error models can change the rank of the
P matrix which could lead to a misspecification of the embedding dimension [Chen
et al., 2013]. Clearly, the mechanism for the errors can be arbitrarily nefarious and
results in full generality are impossible.
Even more challenging than inaccurate observation for the application of spectral
methods are edge observations that are missing completely. Methods to approximate
the eigenvalues and eigenvectors of a matrix with missing entries do exist but this is
also an active research area.
We will also take this opportunity to note that missing data makes the distinction
between the independent edge case and the conditionally independent edge case more
important. Indeed, if a latent position graph is observed without errors, then we can
ask if from a statistical inference perspective there is a difference between thinking
of the latent positions as random or fixed. If we make no assumptions about the
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distribution of the latent positions, like a particular parametric form for the distri-
bution, then we would argue that there is no difference based on the conditionality
principle. If we make some assumption, then the randomness of the latent positions
can be taken into account in terms of some prior information.
But if the whole graph is not observed, then the question becomes very important.
Indeed, if the edges are assumed independent then there observing some edges does
not inform us about the presence or absence of the unobserved edges. If the edges are
not independent, then depending on the setup we may be able to improve our pre-
dictions about the unobserved edges based on the observed edges. These differences
highlight the extensive challenges in the case that the graph has been inaccurately or
only partly observed.
6.2.2 Multiple Graphs
Many problems present us with not just one graph but with many graphs or a
time series of graphs. Our methods do not explicitly deal with these situations but
can be applied, at least naively. As an example for a time series of graphs, it is
typical to observe a sequence of communication events where each event represents a
communication between two vertices at a specified time. Combining all the communi-
cation events, we can represent this as a single graph but we may want to combine the
events into distinct time periods in which case this can be represented by a sequence
of graphs. Another way multiple graphs could arise is by considering each edge to
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have categorical attributes such as topics or colors associated with it. If there are
K categories then the attributed-edge graph can be broken up into K simple graphs
Fishkind et al. [2013].
If we have multiple graphs our methodology does not exploit any relationship
between them but can still be used to embed each graph separately. For example,
if we have a sequence of graphs A1, . . . , AT , all on the the same vertex set, then we
could embed each graph separately to get a sequence of point clouds X̂1, . . . , X̂T . The
embeddings can be aligned in various ways including Procrustes analysis, regular or
generalized canonical correlation analysis, and other methods [Izenman, 2008]. Once
the embeddings are aligned, we can use methods for multivariate time series if the
graphs are aligned in time or use general multivariate methods if the graphs have no
particular order.
Like in the single graph setting, there are many applications for this sort of anal-
ysis. For example, if each graph is associated with a class label, we can use the
embeddings as the first step in building a classifier. Alternatively, we could use the
embeddings to test whether two random dot product graphs have the same set of
latent positions. We note that it that a joint embedding of the graphs could improve
subsequent inference for many tasks by borrowing strength between similar graphs.
For example, in an anomaly detection task for a time series of graphs, a joint em-
bedding could function to smooth the time series of embeddings so that noise could




The situations described above assumed that the graphs were all on the same
vertex set and that the correspondence between the vertices in different graphs is
known. Another possibility is that this correspondence is unknown, for example if
the graphs represent users of two different social networks and the user names are not
matched. This setting again introduces more difficulties as it becomes more difficult
to line up the the different embeddings. In the setting where the correspondence is
known for a small subset of vertices, Lyzinski et al. [2013] used multiple embeddings
to simultaneously cluster two graphs in order to proceed with a divide and conquer
strategy for finding a correspondence between the vertices in two large graphs.
Extending our theory to the multiple graph setting will again depend on the
particular joint distribution of the graphs. If the graphs are sufficiently independent
our theory can be easily translated while if there are dependencies among the graphs
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