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1. Introduction
The isolation of the real roots of a real polynomial is a fundamental task in computer algebra and
numerical analysis: given a polynomial P , compute for each of its real roots an interval with rational
endpoints containing it and being disjoint from the intervals computed for the other roots. There
are many methods for isolating the real roots of a real polynomial. Currently the best root isolation
algorithms are subdivision methods. A starting interval known to contain all real roots is split into
subintervals which are split in turn. Descartes’ rule of signs is used to terminate the recursion; for
small enough intervals, it is able to tell that an interval contains no or exactly one real root. Popular
subdivision strategies are bisection (Collins and Akritas, 1976) and continued fraction expansion
(Akritas, 1980; Sharma, 2008; Tsigaridas and Emiris, 2008). The latter method employs a second tool
for eliminating subintervals, a lower bound on the smallest positive real root of a polynomial. Both
methods have their roots in Vincent’swork (Vincent, 1836). Themethods can be formulated to operate
on polynomials given in the usual power basis or in the Bernstein basis and work over any ring of
coefficients in which addition and sign test (with result +, 0, and −) are computable. The continued
fraction strategy also requires multiplications, divisions, and an approximate logarithm.
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For integer coefficients, both subdivision strategies, the continued fraction method as well
as bisection methods have proven their efficiency. There exist highly efficient and competitive
implementations (Akritas and Strzebonski, 2005; Roullier and Zimmermann, 2004; Hemmer et al.,
2009) of both strategies. It was recently shown by Eigenwillig et al. (2006), Sharma (2008)
and Mehlhorn and Ray (2010) that they achieve the same theoretical worst case complexity bounds.
We review the bisectionmethod in Section 3 and give further references to related and previous work
along the way. For algebraic coefficients, the cost of exact arithmetic may render both approaches
useless; hence it was suggested to replace the coefficients by small intervals and to execute the
method using interval arithmetic. The first proposals (Johnson and Krandick, 1997; Collins et al., 2002;
Mourrain et al., 2004; Roullier and Zimmermann, 2004) were incomplete; they all had to resort to
exact arithmetic in the ring of coefficients for some input polynomials. In Eigenwillig et al. (2005)
and Eigenwillig (2008) it was shown that randomization leads to a complete bisection algorithm
with no need for exact arithmetic. The only requirement is that coefficients can be approximated
to any specified error bound (bitstream coefficients). Eigenwillig et al. (2005) and Eigenwillig (2008)
showed: To isolate the real roots of a square-free real polynomial P(x) = Pnxn + · · · + P0 with root
separation (=the minimal distance between any two roots) σ(P), coefficients |Pn| ≥ 1 and |Pi| < 2τ ,
the algorithm needs coefficient approximations to O(n(log(1/σ(P))+ τ)) bits after the binary point and
has an expected cost of O(n4(log(1/σ(P))+ τ)2) bit operations. The cost statement ignores the cost of
computing the approximations of the coefficients with the required quality. The algorithm is readily
derandomized, but this increases the running timeby a factor of n. A partial extension tomultiple roots
is also available, however, without complexity analysis.Wegive a deterministic bisection algorithmwith
running time O˜(n3(log(1/σ(P))+ τ)2) where O˜ suppresses polylogarithmic factors. This bound assumes
the use of asymptotically fast Taylor shift in the subdivision steps. The precision requirement is the same
as for the randomized algorithm. Besides being deterministic, the algorithm is more intuitive and simpler
to analyze. Moreover, it works directly over the monomial basis, thus, no conversion to the Bernstein basis
is needed, and we can analyze the complexity of the partial extension to multiple roots.
The roots of a polynomial depend continuously on its coefficients. The randomized algorithms of
Eigenwillig et al. (2005) and Eigenwillig (2008) use this fact only indirectly; our new algorithm uses
this fact directly. It constructs a rational polynomial P∗ from the input polynomial P by approximating
the coefficients to some carefully chosen precision. It then runs a bisection algorithm on P∗ and
determines isolating intervals for the roots of P∗. Finally, it returns suitably enlarged intervals as
isolating intervals for the roots of P .
This paper is organized as follows. In Section 2we discuss relatedwork, and in Section 3we review
Descartes’ rule of sign and the classical VCA (Vincent–Collins–Akritas) bisection algorithm. Section 4
discusses the extension to real polynomials with bitstream coefficients. Finally, Section 5 deals with
a partial extension to polynomials with multiple roots. We conclude in Section 6.
2. Related work
Root isolation is a fundamental problem in computer algebra and numerical analysis. For a survey,
we refer the reader to Pan (1997). On a top level, there are two kinds of algorithms. Algorithms
that always solve the task and algorithms that solve the task if some additional information is
available, e.g., approximations of the roots. Aberth’s method (Aberth, 1988; Bini and Fiorentino,
2000) is a representative of the second class with excellent practical behavior. The origin of the
first class of algorithms dates back to Descartes, Sturm, Budan, Fourier, and Vincent. For modern
accounts, see Collins and Akritas (1976), Yap (1999, Chapter 7), and Tsigaridas and Emiris (2008).
There are asymptotically faster algorithms available Pan (2002) and Schönhage (1982). However, the
asymptotically faster algorithms are quite involved and the few existing implementations of these
algorithms have not proven their efficiency in practice; see Gourdon (1996) for an implementation
of the splitting circle method within the Computer Algebra system Pari/GP. The bisection as well as
the continued fraction algorithms which are both based on Descartes’ rule of signs work well for
polynomials with integer coefficients. However, for polynomials with nonrational coefficients, the
high cost of arithmetic makes the approaches less attractive. It was therefore suggested (Johnson
and Krandick, 1997; Collins et al., 2002; Mourrain et al., 2004; Roullier and Zimmermann, 2004) to
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approximate the coefficients by intervals and to use interval arithmetic instead of real arithmetic. This
led to solvers for polynomials with nonrational coefficients or long integer coefficients with improved
efficiency. However, all methods mentioned above have to resort to exact arithmetic for some inputs,
namely for inputs for which certain decisions (counting sign changes in a sequence of coefficients
and determining the sign of the polynomial at subdivision points) could not made reliably with
interval arithmetic (e.g, for irrational coefficients). The first algorithm that is guaranteed to work with
approximate arithmetic was presented in Eigenwillig et al. (2005) and Eigenwillig (2008). Eigenwillig
et al. termed their method the bitstream-Descartes algorithm. It uses randomization to overcome the
problems mentioned above. The choice of random subdivision points guarantees that the polynomial
is ‘‘sufficiently large’’ at subdivision points and that sign changes in coefficient sequences can be
counted with sufficient reliability. Kerber et al. (Kerber, 2006; Eigenwillig et al., 2007) introduce a
partial extension to polynomials with multiple roots. The variant works for polynomials with exactly
one multiple root; it requires the number m of distinct real roots and the value k = deg gcd(P, P ′)
as additional inputs. The bitstream-Descartes algorithm and its extension have become part of the
algebraic kernel of CGAL and are key ingredients for the topology computation of algebraic plane
curves (Eigenwillig et al., 2007) and algebraic surfaces in space (Berberich et al., 2008).
In comparison to the randomized bitstream-Descartesmethod, our newalgorithm is deterministic,
conceptually simpler, simpler to analyze, and has better running time. The gain in simplicity stems
from the fact that the algorithm runs on a concrete approximation of the input polynomial and not
on an interval polynomial that represents all possible approximations of the input polynomial with a
certain precision.
3. Preliminaries
For a real root z of p ∈ R[x], let σ(z, p) be the minimal distance of z to another root of p. For
a nonreal root z of p, let σ(z, p) be the absolute value of its imaginary coordinate. Let σ(p) be the
minimal value of σ(z, p) over all roots of p. For an interval I = (a, b), let w(I) := b − a be its length
or width.
Algorithm 1 shows the classical VCA (Vincent, Collins and Akritas) bisection algorithm for isolating
the roots of a real polynomial p in an open interval I0; see Basu et al. (2006), Eigenwillig (2008),
Alesina and Galuzzi (1998), Alesina and Galuzzi (1999) and Alesina and Galuzzi (2000) for extensive
treatments and references. The algorithm requires that the real roots of p in I0 are simple. If the
requirement is not met, the algorithm diverges. It maintains a set A of active intervals. Initially, A
contains I0, and the algorithm stops as soon as A is empty. In each iteration, some interval I ∈ A is
processed. The action taken depends on the integer var(p, I), the outcome of Descartes’ rule of signs
applied to p and I .
Descartes’ rule of signs states that, for a real polynomial p(x) = ∑0≤i≤n pixn, the number of sign
changes in the coefficient sequence of p, i.e., the number of pairs (i, j) with i < j, pipj < 0, and
pi+1 = · · · = pj−1 = 0, is no smaller than and of the same parity as the number of positive real roots
of p. Let var(p) denote the number of sign changes in the coefficient sequence of p. If var(p) = 0,
p has no positive real root, and if var(p) = 1, p has exactly one positive real root. The rule is easily
extended to arbitrary open intervals by a suitable coordinate transformation. Let I = (a, b) be an
arbitrary open interval. The mapping x → (ax + b)/(x + 1)maps (0,∞) bijectively onto (a, b) and,
hence, the positive real roots of
qI(x) := (1+ x)n · p

ax+ b
x+ 1

correspond bijectively to the real roots of p in I . We define var(p, I) as var(qI). The factor (1+ x)n in
the definition of qI clears denominators and guarantees that qI is a polynomial.
Having defined var(p, I), we continue our explanation of the algorithm. If there is no sign change, I
contains no root of p andwe discard I . If there is exactly one sign change, I contains exactly one root of
p and, hence, is an isolating interval for it. We add I to the list O of isolating intervals. If there is more
than one sign change, we divide I at itsmidpoint and add the subintervals to the set of active intervals.
If the midpointm is a zero of p, we add the trivial interval [m,m] to the list of isolating intervals.
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Algorithm 1 VCA Algorithm for Isolating Real Roots
Require: p = ∑0≤i≤n pixi is a real polynomial and I0 is an open interval. The real roots of p in I0 are
simple.
Ensure: returns a list O of isolating intervals for the real roots of p in I .
A := { I0 } {list of active intervals}
O := ∅ {list of isolating intervals}
repeat
I:= some interval in A; delete I from A;
if var(p, I) = 0 do nothing;
if var(p, I) = 1 add I to O;
if var(p, I) ≥ 2 then
let I = (a, b) and setm := (a+ b)/2;
if p(m) = 0 add [m,m] to O;
add (a,m) and (m, b) to A;
end if
until A is empty
return O
Fig. 1. For any qwith 0 ≤ q ≤ n, the Obreshkoff disks Cq and Cq for I have the endpoints of I on their boundary; their centers
see the line segment [a, b] under the angle 2α = 2π/(q+2). The Obreshkoff lens Lq is the interior of Cq∩Cq and the Obreshkoff
area Aq is the interior of Cq ∪ Cq . Any point (except for a and b) on the boundary of Aq sees [a, b] under an angle π/(q + 2)
(=half the angle at the center) and any point (except for a and b) on the boundary of Lq sees [a, b] under an angle π−π/(q+2)
(=half the complementary angle at the center). We have Ln ⊂ · · · ⊂ L1 ⊂ L0 and A0 ⊂ A1 ⊂ · · · ⊂ An . The circles C0 and C0
coincide. They have their center at the midpoint of I . The circles C1 and C1 are the circumcircles of the two equilateral triangles
having I as one of their edges. We call A1 the two-circle region of I .
Correctness of the algorithm is obvious. Termination and complexity analysis of the VCA algorithm
rest on the following theorem, see also Fig. 1.
Theorem 1 (Obreschkoff, 1963, 2003). Let p be a polynomial of degree n, I an open interval, and v =
var(p, I). If the Obreshkoff lens Ln−q (see Fig. 1) contains at least q roots (counted with multiplicity) of p,
then v ≥ q. If the Obreshkoff area Aq (see Fig. 1) contains at most q roots (counted with multiplicity) of p,
then v ≤ q. In particular,
# of roots of p in Ln ≤ var(p, I) ≤ # of roots of p in An.
Theorem 2 (Obreschkoff, 1925; Ostrowski, 1950). Consider a real polynomial p(x) and an interval I =
(a, b) with midpoint mI = (a+ b)/2, and let v = var(p, I).
• (One-Circle Theorem) If the open disc bounded by the circle C0 centered at mI and passing through the
endpoints of I contains no root of p(x), then v = 0.
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• (Two-Circle Theorem) If the union of the open discs bounded by the circles C1 and C1 centered at
mI ± i(1/(2
√
3))w(I) and passing through the endpoints of I contains precisely one root of p(x), then
v = 1.
The one-circle and two-circle theorems are special cases of Theorem 1, namely: if A0 contains no
root of p, then var(p, I) = 0 and if A1 contains exactly one root of p, then var(p, I) = 1. Proofs of the
one- and two-circle theorems can be found in Obreschkoff (1925), Obreschkoff (1963), Obreschkoff
(2003), Alesina and Galuzzi (1998), Ostrowski (1950), Krandick and Mehlhorn (2006) and Eigenwillig
(2008). We also need the property that var(p, I) is subadditive, i.e., var(p, I1)+ var(p, I2) ≤ var(p, I)
whenever I1 and I2 are disjoint subintervals of I . For a simple self-contained proof, we refer the reader
to Eigenwillig (2008, Corollary 2.27).
Theorem 3 (Schoenberg, 1934). Let p be a real polynomial. If the pairwise disjoint open intervals
J1, . . . , Jl are subsets of the open interval I, then
var(p, I) ≥
−
1≤i≤ℓ
var(p, Ji).
Theorem 2 imply that no interval I of length σ(p) or less is split. For such an interval, recall that
it is open, cannot contain two real roots, and its two-circle region cannot contain any nonreal root.
Thus, var(p, I) ≤ 1 by Theorem 2. We conclude that the depth of the recursion tree is bounded by
logw(I0)/σ (p). The number of internal nodes in the recursion tree is bounded by n times the depth.
This follows from var(p, I1) + var(p, I2) ≤ var(p, I), where I1 and I2 are the two subintervals of I .
Thus, there cannot be more than n/2 intervals I with var(p, I) ≥ 2 at any level of the recursion.
The computation of qI from p at every node of the recursion is costly. It is better to store with every
interval I = (a, b) the polynomial pI(x) := p(a + x(b − a)), whose roots in (0, 1) correspond to the
roots of p in I . If I is split atm = (a+b)/2 into Iℓ = (a,m) and Ir = (m, b), the polynomials associated
with the subintervals are
pIℓ(x) = 2npI(x/2) and pIr (x) = 2npI((1+ x)/2) = pIℓ(1+ x) .
Also, qI(x) = (1 + x)npI(1/(1 + x)). If the coefficients are integral, the coefficients grow by O(n)
bits in every node. Let τ denote the bitsize of the coefficients of pI . Using asymptotically fast Taylor
shift (see von zur Gathen and Gerhard, 1997; Gerhard, 2004), the number of bit operations needed
to compute pIℓ , pIr and qI from pI is bounded by O˜(n(n + τ)), where O˜ suppresses polylogarithmic
factors.
4. A bisection algorithm for polynomials with bitstream coefficients
We extend the findings of the preceding section to polynomials p = ∑0≤i≤n pixi with real
coefficients pi. In principle, there is no need for extending. Algorithm1works perfectly for polynomials
with real coefficients. There is a problem however. We need to determine the number of sign
variations in sequences of real numbers, e.g., in
(π,−√2,√2, π).
Since this is a computationally hard problem, we take a different route in this section. We assume
that we can approximate the coefficients with any desired accuracy, i.e., for any coefficient pi and
any integer L, we can compute a binary fraction p˜i = mi/2L with mi ∈ Z and |pi − p˜i| ≤ 2−L, e.g.,
Pi = ⌊pi2L⌋ or Pi = ⌈pi2L⌉. Alternatively, we view the coefficients as binary numbers with potentially
infinite binary places after the binary point; p˜i is then obtained by keeping the first L digits after the
binary point. We call such a polynomial p˜ a L-binary approximation of p.
We pursue the following idea. In order to isolate the roots of f = ∑0≤i≤n pixi, we perform the
following three steps:
(1) Fix a sufficiently large L (see Sections 4.1 and 4.2 on how to choose L) and approximate p by an
L-binary approximation p˜ =∑0≤i≤n p˜ixi.
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(2) Isolate the roots of p˜ by means of the Algorithm 1.
(3) Return the isolating intervals for the roots of p˜ (after a suitable widening) as isolating intervals for
the roots of p.
Since the roots of a polynomial depend continuously on its coefficients, such an approachmightwork;
if p˜ is sufficiently close to p, the roots of p˜ should be good approximations for the roots of p. Thus, if
I is an isolating interval for a root of p˜, a slightly widened I might be an isolating interval for the
corresponding root of p. In order to turn the idea into an algorithm, we need to overcome some
obstacles.
• How well do we have to approximate the coefficients of p, that is, what does it mean to choose a
sufficiently large L?
• Algorithm 1 may return isolating intervals sharing an endpoint. If we widen such intervals, we
loose disjointness.
We overcome the second problem by modifying the algorithm slightly (see Algorithm 2). Instead
of recursing only for intervals I with var(p, I) ≥ 2, we recurse for all intervals with var(p, I+) ≥ 2,
where I+ is the interval of length 3w(I) obtained by enlarging I byw(I) on either side, i.e., if I = (a, b),
I+ = (a− (b− a), b+ (b− a)). We call I+ the extension of I or an extended interval.
The small change ensures that isolated intervals are well-separated, see Lemma 7, without
increasing the depth of the recursion by much, see Lemma 6. It has the nice side effect that the
algorithm also computes an estimate of the root separation of the input polynomial, see Lemma 10.
Beforewe state and prove these Lemmas,we address the choice of L.We remarked above that the roots
of a polynomial are continuous functions of the coefficients. Schönhage (1985) proved a quantitative
version of this fact. For a polynomial p =∑0≤i≤n pixi, |p| =∑0≤i≤n |pi| denotes the 1-norm of p.
Theorem 4 (Schönhage, 1985). Let p = ∑0≤i≤n pixi = pn∏1≤i≤n(x − zi) be a polynomial of degree
n with |zi| < 1 for all i. Let µ be a positive real with µ ≤ 2−7n and p∗(x) = ∑0≤i≤n p∗i xi =
p∗n
∏
1≤i≤n(x− z∗i ) be an approximation of p such that
|p− p∗| < µ|p| .
Then, up to a permutation of the indices of the z∗i ,
|z∗i − zi| < 9 n
√
µ .
Why is the requirement µ < 2−7n needed? The proof of the above theorem shows that, for any
root z of p, there exists a corresponding root z∗ of p∗ such that, for any d with 0 ≤ d ≤ |z − z∗|, the
inequality
d < 4 n
√
µ(2+ 3d+ d2)
holds. Under the assumption µ < 2−7n, all values d > 1/13 are ruled out, thus, the perturbation
bound 9 n
√
µ for the roots of p follows. We further remark that this worst case perturbation bound
from Schönhage is optimal, at least up to a constant factor; the polynomial p∗ := xn + µ is a µ-
approximation of p(x) := xn and all its roots differ by n√µ from the unique root x = 0 of p. Thus, at
least in the worst case, the amount of perturbation is of magnitudeΩ( n
√
µ).
Theorem 4 requires that all roots of p have modulus less than 1. It is easy to guarantee this
condition. Let P =∑0≤i≤n Pixi be our input polynomial. It is well known (Yap, 1999, 6.2) that
B := 1+max
 |Pi|
|Pn| ; 0 ≤ i < n

constitutes an upper bound on themodulus of each of the roots of P . Let p(x) =∑0≤i≤n pixi :=P(2Bx).
Then, all roots of p are contained in the disc of radius 1/2 centered at 0. Isolating the real roots of P
is equivalent to isolating the real roots of p. Now, for any p∗ := ∑0≤i≤n p∗i xi with |p − p∗| < µ|p| <
2−7n|p|, the roots of p and p∗ differ by at most 9 n√µ < 9/27 < 1/2. Hence, all real roots of p∗ are
contained within (−1, 1). If µ is chosen sufficiently small, then the real roots of p exactly correspond
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to those of p∗ and, thus, it suffices to enlarge isolating intervals for the roots of p∗ by 9 n√µ on both
ends. What is a good choice for µ and how can we determine a p∗ with |p − p∗| < µ|p|? We will
address these questions in two steps. We first assume that we know the root separation σ(p) of p
(more precisely, have a lower bound σ for it) and, then,we showhow to do itwithout this assumption.
4.1. Known root separation
We choose µ such that the following two properties hold:
• µ ≤ 2−7n; this is required by Theorem 4. This also guarantees that all roots of p∗ are contained in
the unit disc and corresponding roots of p and p∗ differ by at most 9 n√µ.
• 9 n√µ ≤ σ(p)/16; this makes sure that roots move by at most σ(p)/16. Hence, non-real roots of p
become non-real roots of p∗. And since real roots of p have distance at least σ(p) from each other,
real roots of p become real roots of p∗. Thus, p and p∗ have the same number of real roots. Also,
σ(p∗) ≥ σ(p)− 2σ(p)/16 = 7σ(p)/8.
Similarly σ(p∗) ≤ σ(p)+ 2σ(p)/16 = 9σ(p)/8.
We remark that σ(p) < 1 already implies µ ≤ 2−7n. We fix these results:
Lemma 5. Assume that a lower bound σ on the separation σ(p) < 1 is given, and let µ be an arbitrary
value with 0 ≤ µ < (σ/144)n. Then,
• µ ≤ 2−7n, and 9 n√µ ≤ σ(p)/16.
• σ(p∗) ≥ 7σ(p)/8 ≥ 126 n√µ.
Now that we know how to chooseµ, we come to the choice of p∗. For each i, we determine a binary
fraction p∗i with |p∗i − pi| ≤ 2−L for a still to be determined L. Then |p∗ − p| ≤ (n + 1)2−L. We need|p∗ − p| ≤ µ|p| and, therefore, choose L such that
2−L ≤ µ|p|
n+ 1 .
We can now state the algorithm, see Algorithm 2. The only difference to Algorithm 1 is that we now
recurse whenever var(p∗, I+) ≥ 2.
Lemma 6. Algorithm 2 generates no interval of length less than σ(p∗)/6.
Proof. Consider any interval I withw(I) ≤ σ(p∗)/3. Then,w(I+) ≤ σ(p∗) and, hence, either the one-
or the two-circle theorem applies to I+. Thus, var(p∗, I+) ≤ 1 and I is not split. It follows that only
intervals with length≥ σ(p∗)/3 are split and, hence, no interval has length less than σ(p∗)/6. 
Let O∗ be the list of isolating intervals computed for the roots of p∗. Any interval in O∗ is either a
singleton or has length at least σ(p∗)/6. For an interval I , let I˜ be its expansion by 9 n√µ on both sides,
i.e, if I = (a, b), then I˜ = (a− 9 n√µ, b+ 9 n√µ) and if I = [m,m], then I˜ = (m− 9 n√µ,m+ 9 n√µ). If
I is an isolating interval for a real root of p∗, I˜ contains the corresponding root of p.
Lemma 7. O := {I˜ : I ∈ O∗} is a set of isolating intervals for p.
Proof. By our choice of µ, the polynomials p and p∗ have the same number of real roots and each
expanded interval contains a real root of p. We need to argue disjointness.
Let I and J be two intervals in O∗. If I and J are singletons, they have distance at least σ(p∗) from
each other. Sinceσ(p∗) ≥ 126 n√µ, disjointness is preserved after expanding both intervals. So assume
that at least one of the intervals is not a singleton, say I . Wemay also assumew(I) ≥ w(J). Since I and
J are in O∗, both contain a real root of p∗. If I+ would contain J , it would contain two real roots, and
we would have var(p∗, I+) ≥ 2. So, I would be split. Thus, I+ does not contain J and, hence, is disjoint
from J (sincew(I) ≥ w(J)). It follows that the distance of I and J is at leastw(I). Also,
w(I) ≥ σ(p
∗)
6
≥ 21 n√µ
by our choice of µ and, hence, I˜ and J˜ are disjoint. 
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Algorithm 2 Bisection Algorithm for a Real Polynomial pwith Root Separation Estimate σ
Require: p is a real polynomial with roots in the disc of radius 1/2 centered at 0, σ ≤ min(1/2, σ (p))
Ensure: returns a list O∗ of well-separated isolating intervals for the real roots of p∗.
µ = (σ/144)n and L = ⌈log((n+ 1)/(µ|p|))⌉;
choose L-binary approximation p∗ of p //this guarantees that |p− p∗| ≤ µ|p|;
A := {(−1, 1)} {list of active intervals}
O∗ := ∅ {list of isolating intervals}
repeat
I := some interval in A; delete I from A;
I+ = (a− (b− a), b+ (b− a)), where I = (a, b);
if var(p∗, I+) > 1 then
add (a,m) and (m, b) to Awherem = (a+ b)/2;
if p∗(m) = 0 add [m,m] to O∗;
else
if var(p∗, I) = 0 do nothing;
if var(p∗, I) = 1 add I to O∗;
end if
until A is empty
return O∗
This concludes the analysis of our modified algorithm. It computes isolating intervals for p and its
recursion depth is not much larger than for the original algorithm. Its drawback is that it needs an
estimate σ with σ ≤ σ(p). Before we address this issue in Section 4.2 we turn to the complexity
analysis. We first bound the size of the tree generated by Algorithm 2 and then bound the bit
complexity.
Theorem 8. Let T be the tree generated by Algorithm 2. Then,
|T | = O

n+
−
z is a root of p
log
1
σ(p, z)

,
where |T | denotes the number of nodes of T .
Proof. The argument is a minor modification of an argument in Eigenwillig et al. (2006). The nodes of
T at depth d correspond to intervals of length 2−d+1. We use Iv to denote the interval corresponding to
node v. If v is an internal node, var(p∗, I+v ) > 1. For a root z = x+ iy of p∗ and depth d, the canonical
interval for z at depth d is such that x ∈ [k2−d+1, (k + 1)2−d+1). Then, k = ⌊x2d−1⌋. We call a node
v of T canonical if Iv is canonical for one of the roots contained in the two-circle figure of I+v . If v is
canonical, the parent of v is too. The canonical subtree Tc of T consists of all internal canonical nodes.
In order to bound the size of T , we show first that |T | = O(|Tc |) and then estimate the size of the
canonical subtree. Since T is a binary tree, it suffices to estimate the number of internal nodes.
We define amapping from internal nodes to canonical internal nodes. Let v be an internal node and
I its corresponding interval.We further denote Il := [2a−b, a), Ill := [3a−b, 2a−b), Ir := [b, 2b−a)
and Irr := [2b− a, 3b− 2a) the four neighboring intervals of I of length w(I). Since v is internal, we
have var(p∗, I) ≥ 2 and this implies the existence of at least two roots of p∗ in the two-circle figure
of I+. We distinguish two cases:
• There exists a pair z1/2 = x ± iy of complex conjugate roots within the two-circle region of I+.
Since the projection of the two circle region of I+ onto the real axis is contained in an interval of
length 2w(I+)/
√
3 < 4w(I), x is either contained in I or in one (we denote this interval by K ) of
the 4 neighboring intervals Ill, Il, Ir or Irr . If x ∈ I , I is canonical and we map v to itself. Otherwise,
the two-circle figure of K+ contains the two roots z1 and z2. Thus, K corresponds to an internal
canonical node vK and we map v to vK .
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• The two-circle region of I+ contains no pair of conjugate roots, but at least two real roots z1 and z2.
If either z1 or z2 is contained in I , we map v to itself. If they are both contained in one of the two
intervals Il or Ir (assume Il), then wemap v to the corresponding canonical internal node vIl . If both
intervals Il and Ir contain only one root, then a parent J of one of these intervals is canonical and
J+ contains at least two roots. In the latter situation we map v to the internal canonical node vJ .
With respect to the above mapping, each node in the canonical subtree has at most 5 preimages
(one of the intervals Il,Ill, . . . , Irr ) of the same depth and at most 2 preimages (a parent of Il or Ir ) of
depth one less. We conclude that the number of internal nodes of the tree induced by Algorithm 2 is
at most 7 times the number of internal nodes of the canonical subtree.
We will next estimate the size of the canonical subtree. Consider a leaf v of the canonical subtree
and let z be a root of p∗ corresponding to this leaf. If there are several, z is the root with minimal value
of σ(p∗, z). Since the canonical subtree consists only of internal nodes of the complete subdivision
tree, we have var(p∗, I+v ) > 1 and, hence, σ(p∗, z) ≤ w(I+v ) ≤ 3w(Iv). The depth dv is equal to
log 1/w(Iv). Thus, dv ≤ log 3+ log 1/σ(p∗, z). Since any root of p∗ is associated with at most one leaf
of the canonical tree, we conclude
|Tc | = O

n+
−
z is a root of p∗
log
1
σ(p∗, z)

= O

n+
−
z is a root of p
log
1
σ(p, z)

,
where the last equality follows from the fact that corresponding roots of p and p∗ have distance at
most 9 n
√
µ from each other and that 9 n
√
µ ≤ σ(p)/16. 
The bound on the tree size translates into a bound on the bit complexity of Algorithm 2.
Theorem 9. Let P =∑0≤i≤n Pixi ∈ R[x] be be a polynomial with |Pn| ≥ 1, and |Pi| ≤ 2τ−1 for all i. If a
quantity σ with
√
σ(P) ≤ σ ≤ σ(P) is known, the bit complexity of isolating the real roots of P is
O˜

n3(τ + log(1/σ(P)))2 .
The coefficients of P need to be approximated with O(n(τ + log 1/σ(P))) bits after the binary point.
Proof. All roots of P have modulus at most B := 2τ . Hence, the polynomial p(x) = P(2B) has its real
roots in (−1/2, 1/2). The root separations are scaled by 2B and the coefficients of p have O(nτ) bits
before the binary point. Also, |p| ≥ (2B)n. We set µ := (σ/(288B))n ≤ (σ (p)/144)n and , thus,
L := ⌈log(n+ 1)/(µ|p|)⌉ = O(n log 1/σ(P)) .
Let p∗ be an L-binary approximation of p. Hence, the coefficients of p have lengthO(n(τ+log 1/σ(P))).
The size of the subdivision tree induced by Algorithm 2 is
O

n+
−
z is a root of p
log
1
σ(p, z)

= O

n+ n log B
σ(P)

= O(n(τ + log 1/σ(P))) ,
and its depth is bounded by O (τ + log(1/σ(P))). In each node of the tree, the coefficient size grows
by n. So, the total growth in coefficient length is n(τ + log 1/σ(P)) and, hence, the coefficient length
is O(n(τ + log 1/σ(P))) at all nodes. The costs at each node are dominated by the Taylor shift, that is,
O˜(n · n(τ + log 1/σ(P))) bit operations. We conclude that the bit complexity is
O˜(|T | · n2(τ + log 1/σ(P))) = O˜(n3(τ + log(1/σ(P)))2) . 
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Fig. 2. I = (a, b), I+ = (c, d), and Ln denotes the Obreshkoff lens Ln(I+). The height of Ln at an endpoint of I is at least h, where
h = w(I) tan(π/(2n + 4)) ≥ w(I)/(n + 2). By Theorem 1, var(p∗, I+) is at least the number of roots of p∗ in the rectangle
I × [−hi,+hi].
4.2. The case of unknown separation
Algorithm 2 works fine as long as we have a lower bound on the separation σ(p) of p. The nice
thing is that the algorithm computes an estimate of the separation σ(p∗) for the approximation p∗.
Eventually, we can use this property to find a sufficiently good estimate σ of the separation σ(p) of p
(cf. Lemma 11).
Lemma 10. Algorithm 2 refines at least one interval to a length less than (n+ 2)σ (p∗).
Proof. We distinguish cases. If σ(p∗) is equal to the distance of two real roots, let I be the separating
interval computed for one of them. Then, w(I) ≤ σ(p∗) because, otherwise, I+ would contain both
roots and I would be split.
If σ(p∗) is equal to the imaginary coordinate of a nonreal root, consider a leaf I of the subdivision
tree with the property that the real part of the root is contained in the closure of I . Since I is a leaf,
var(p∗, I+) ≤ 1 and hence σ(p∗) ≥ w(I)/(n+ 2), see Fig. 2. 
Remark. Lemma 10 is not true for Algorithm 1; Consider p(x) = x2 + δ2 = (x − iδ)(x + iδ) with
δ ≈ 0. This polynomial has a pair of conjugate complex roots at±iδ and, hence, separation σ(p) = δ.
However, var(p, (−1, 1)) = 2 and var(p, (−1, 0)) = var(p, (0, 1)) = 0. Thus, the algorithm ends
with intervals of length 1/2, although the separation may be arbitrarily small.
In order to simplify our notation we introduce the following definition:
Definition 1. Let σ ≤ 1/2 be an estimate on the separation σ(p) of p and Lσ := 2(n+ 2)σ . Then, we
call an interval I of length less than Lσ short and long otherwise.
Lemma 10 yields a simple method for verifying whether a guess σ is no larger than σ(p).
Lemma 11. If Algorithm2 produces no short interval, thenσ ≤ σ(p). Vice versa, ifσ ≤ σ(p)/(7(2n+4)),
Algorithm 2 terminates without producing a short interval.
Proof. The algorithm produces at least one interval with length at most (n + 2)σ (p∗). Now, if no
short interval is produced, we must have 2(n+ 2)σ ≤ (n+ 2)σ (p∗). Also, σ(p∗) ≤ σ(p)+ 18 n√µ =
σ(p)+ σ/8. Thus,
2σ ≤ σ(p∗) ≤ σ(p)+ σ/8
and, hence, σ ≤ σ(p).
Now let us assume that σ ≤ σ(p)/(7(2n + 4)), then, according to Lemma 5 and Lemma 6,
Algorithm 2 does not generate an interval of length less than σ(p∗)/6 ≥ 7σ(p)/48 ≥ σ(p)/7 ≥
(2n+ 4)σ = Lσ . 
We can now state the complete algorithm for isolating the roots of a polynomial with bitstream
coefficients. We start with an initial guess σ = 1/2 for σ(p); We compute µ = (σ/144)n < 2−7n,
L := ⌈log((n+ 1)/(µ|p|))⌉ and a corresponding L-binary approximation p∗ of p. Then, we run
Algorithm 2 on p∗. If no short interval is produced, we have σ ≤ σ(p) and the algorithm returns
isolating intervals for p. On the other hand, if a short interval is produced, we take this as an indication
that our current estimate of σ(p) is too large. We replace σ by σ 2 and repeat. We obtain Algorithm 3.
It remains to estimate how small σ can become.
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Algorithm 3 Bisection Algorithm for Real Polynomials
Require: p =∑0≤i≤n pixi ∈ R[x] and all roots of p lie in a disc of radius 1/2 centered at 0. Real roots
are distinct.
Ensure: returns isolating intervals for the real roots of p.
σ = 1/2;
while (true) do
µ = (σ/144)n ≤ 2−7n and L = ⌈log((n+ 1)/(µ|p|))⌉;
choose L-binary approximation p∗ of p // this guarantees that |p− p∗| ≤ µ|p|;
run Algorithm 2 on p∗ and start interval I = (−1, 1); // we do not guarantee µ ≤ (σ (p)/144)n
if the algorithm does not produce an interval of length less than 2(n+ 2)σ then
exit from the loop;
else
σ = σ 2;
end if
end while
return O := {I˜ : I ∈ O∗}
Lemma 12. Algorithm 3 stops with a
σ ≥

σ(p)
7(2n+ 4)
2
.
Proof. If the algorithm stops in the first iteration, it stops with σ = 1/2 ≥ (σ (p)/(7(2n+ 4)))2. If
the algorithm performs more than one iteration, consider the next to last iteration. Since Algorithm 3
produces a short interval in this iteration,wemust haveσ > σ(p)/(7(2n+4)) according to Lemma10.
Since σ is squared from one iteration to the next, we have σ > (σ(p)/(7(2n + 4)))2 in the last
iteration. 
In order to determine the bit complexity of Algorithm 3 we follow the same approach as for
Algorithm 2, that is, we will first estimate the size of the canonical subtree (for the definition see the
proof of Theorem 8). Consider a leaf v of the canonical subtree and let z be a root of p∗ corresponding
to this leaf. If there are several, let z be the one with a minimal value of σ(p∗, z). The leaf v is either
regular, that is, the extended intervals of its children exhibit at most one sign variation, or forced, that
is, we would get a short interval if we further subdivide v.
Consider a regular leaf first. Then, v is an internal node of the subdivision tree, var(p∗, I+v ) > 1
and, therefore, σ(p∗, z) ≤ w(I+v ) ≤ 3w(Iv). The depth dv is equal to log(1/w(Iv)) and w(Iv) ≥ Lσ .
Thus, dv ≤ log 3 + log 1/max(Lσ , σ (p∗, z)). Next, consider a forced leaf. Its interval has length at
most 2Lσ and, thus, σ(p∗, z) ≤ w(I+v ) ≤ 3w(Iv) ≤ 6Lσ . The depth dv is equal to log 1/Lσ and, hence,
dv ≤ log 6 + log 1/max(Lσ , σ (p∗, z)). Since any root of p∗ is associated with at most one leaf of the
canonical tree, we conclude
|Tc | = O

n+
−
z is a root of p∗
log
1
max(Lσ , σ (p∗, z))

.
We next argue that wemay replace p∗ by p in the expression above. Fix a correspondence between
the roots z∗i of p∗ and the roots zi of p such that |z∗i − zi| ≤ 9 n√µ. Then, σ(p∗, z∗i ) > Lσ = 2(n+2)σ =
288(n + 2) n√µ implies σ(p, zi) ≤ 2σ(p∗, z∗i ) and σ(p∗, z∗i ) < Lσ implies σ(p, zi) ≤ 2Lσ . Thus, we
may replace p∗ by p in the bound above. The following Lemma summarizes the discussion.
Lemma 13. In any iteration, that is, for a fixed σ ≤ 1/2, the size of the Descartes tree of Algorithm 3 is
O

n+
−
z is a root of p
log
1
max(Lσ , σ (p, z))

,
where Lσ = (n+ 2)σ .
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Now again, let P =∑0≤i≤n Pixi be our input polynomial with |Pn| ≥ 1 and |Pi| ≤ 2τ−1 for all i. All
roots of P have modulus at most B < 2τ . So p(x) = P(2Bx) has its real roots in (−1/2, 1/2). Also root
separations are scaled by 2B and the coefficients of p have O(nτ) bits before the binary point.
We start with an estimate σ = 1/2 on the separation σ(p) of p, σ is squared from one iteration to
the next, and we terminate with σ ≥ (σ (p)/(7(2n+ 4)))2 (see Lemma 12).
In an iteration with a particular value of σ , the coefficients of p∗ have length O(nτ + n log 1/σ).
The depth of the tree is bounded by log 1/Lσ = O(log 1/σ). We use Lemma 13 to bound its size by
O

n+ n log 1
max(2(n+ 2)σ , σ (p))

= O (n log 1/σ(p)+ n log 1/σ) .
In each node the coefficient size grows by n. So the total growth in coefficient length isO(n log 1/σ),
thus, the coefficient length is O(n(τ + 1/σ)) at all nodes. Assuming asymptotically fast Taylor shift,
the costs at each node are bounded by O˜(n2(τ + log 1/σ)). We conclude that the bit complexity for a
fixed value of σ is
O˜(n(log 1/σ(p)+ log 1/σ) · n2 · (τ + log 1/σ)) .
The quantity log(1/σ) starts at 2, doubles in each iteration, and ends at O(log 1/σ(p)) = O(τ +
log 1/σ(P)). Therefore, the total bit complexity is O˜(n3(τ + log 1/σ(P))2).
Theorem 14. Let P = ∑0≤i≤n Pixi ∈ R[x] be a polynomial with |Pn| ≥ 1, and |Pi| ≤ 2τ−1 for all i. The
bit complexity of isolating the real roots of P is
O˜

n3

τ + log 1
σ(P)
2
.
The coefficients of P need to be approximated with O(n(τ + log 1/σ(P))) bits after the binary point.
4.3. Remarks
(1) If a lower bound σ for the separation σ(p) of p is known, Algorithm 2 extends to any subdivision
method for root isolation; Similar as for the VCA bisection algorithm, we can choose a sufficiently
good µ−approximation p∗ of p (e.g., µ = (σ/144)n) and, then, isolate the roots of p∗ by means
of an arbitrary chosen subdivision algorithm. The only crucial point is to ensure that, for each
isolating interval I (for a root of p∗), a certain neighborhood of I (the extended interval I+) is
isolating as well. This can be guaranteed if we keep on subdividing the isolating interval I until
I+ is isolating as well. Eventually, enlarging these intervals by the maximal perturbation amount
9 n
√
µ gives us isolating intervals for the roots of p.
(2) However, if no such estimate of σ(p) is given, the situation changes. Namely, if our guess σ is too
large, then real roots of p might become complex when passing from p to p∗. Since we run the
algorithm on p∗, we have to detect such situations, otherwise real roots of pwould ‘‘get lost’’. Our
algorithm uses an essential property of the Descartes’ test, that is, it provides additional informa-
tion about the numbers of roots not only containedwithin a certain interval butwithin a complete
lens at the considered interval. A real root z of p either transforms into a real root z∗ of p∗ or it joins
another root of p to become a pair of complex roots z∗1/2 of p∗. In the first situation, z∗ is captured by
an interval I containing z∗, whereas, in the second situation, the roots z∗1/2 are both contained in the
Obreshkoff lens of an interval I+ and, thus, var(p∗, I+) ≥ 2. Thus, our algorithm do not loose real
roots of p, that is, we either determine isolating intervals for them or we obtain the information
that our estimate of the root separation is too large. For other exclusion predicates such as, for in-
stance, those based on root bounds, such properties are not always given. Because of that reason, a
straight forward extension to other methods such as the continued fractionmethod is non-trivial.
(3) For an efficient implementation, we propose not to restart the algorithm on the initial inter-
val (−1, 1) in each iteration. If, for an actual approximation parameter µ and a long interval I ,
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var(p∗, I+) = 0, then I does not contain a root of anyµ-approximation of p. Namely, the distance
between the boundary of the Obreshkoff lens for I+ and I is significantly larger than the maximal
possible perturbation of corresponding roots. Thus, I itself (or a decomposition of I into subinter-
vals) will eventually be discarded in one of the following iterations. Hence, in the next iteration,
such intervals need not be processed anymore. How should we proceed with terminal intervals I
where var(p∗, I) = 0 and var(p∗, I+) = 1 or var(p∗, I) = 1 and var(p∗, I+) = 1? In the first case,
I has to be processed in the next iteration. Namely, if p has a real root close to one of the interval
endpoints of I , then an approximation p∗ of pmight have a root outside of I or within I . Since we
work with different approximations in each iteration, the result of one iteration cannot (directly)
be recycled in one the following iterations. For isolating intervals I with var(p∗, I+) = 1, we know
for sure that I˜ is isolating for a root of p. However, if we do not process I in one of the following
iterations, then disjointness of the extended intervals as given in Lemma 7 cannot be guaranteed
anymore. By default, we would propose to not process these intervals in the next iteration, but to
change this strategy in the case where overlapping extended intervals are produced.
5. Multiple roots: a special case
We give a partial extension to polynomials p with multiple roots. It requires additional input
(obtained, for example, by a precomputation step), that is, the number m0 of distinct real roots of
p and the degree k0 of the gcd of p and its derivative p′. If k0 = 0, p has no multiple root and we know
already how to isolate the roots of p. If m0 ≤ 1, there is no need for isolation. Thus, in the following
considerations, we assume thatm0 ≥ 2 and k0 ≥ 1.
The presented algorithm always terminates and either returns a set of m0 intervals or a failure
indicator. Furthermore, the following postconditions hold:
(1) If intervals are returned, all but one interval is marked as ‘‘simple root’’. The intervals isolate the
real roots of p, and p has at most one multiple real root and the intervals marked ‘‘simple root’’
contain simple roots.
(2) If the algorithm returns a failure indicator, any real root of p has multiplicity at most k0. Then, it
follows that p has more than one multiple root.
In other words, if p has a real root of multiplicity k0 + 1 (which is, then, the unique multiple root),
the algorithm must return isolating intervals. If p has several multiple real roots, the algorithm must
return a failure indicator. If p has at most one multiple real root, and this root has multiplicity less
than k0 + 1, the algorithm may either return a failure indicator or isolating intervals.
5.1. Motivation: computing a cylindrical algebraic decomposition
Why are we interested in an algorithm with this seemingly strange functionality? The answer
is that it is exactly this behavior that is needed in computing cylindrical algebraic decompositions
(cad for short) of (semi-)algebraic sets (Eigenwillig et al., 2007; Berberich et al., 2008). For a general
definition and discussion of cads we refer the reader to the books (Basu et al., 2006; Caviness
and Johnson, 1998). Here, we briefly review cads for algebraic curves in the plane and how the
functionality defined above is useful for computing them.
Let C = V (f ) ⊂ R2 be a real planar algebraic curve, where f ∈ Q[x, y] denotes its defining
polynomial in two variables. A cad for f consists of decompositions Ci of Ri, i = 1, 2, into semi-
algebraic sets such that (i) the y-projection of each cell in C2 projects onto a cell in C1 and such that
(ii) C is the union of cells in C2.
The construction of a cad for C consists of two steps. In the first step, the x-coordinates of the
critical points of f , that is, the points where y-projection does not describe a local diffeomorphism, are
determined. The critical points of f are self-intersections, isolated points, pointswith vertical tangents,
. . . . Their x-coordinates are among the real roots of the y-resultant of f and fy, the partial derivative of
f with respect to y. Let S be the set of these roots; S decomposes the real line into singletons and open
intervals between these singletons, see Fig. 3. The decompositionC1 ofR1 consists of these singletons
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Fig. 3. The critical points of the set C = V (f ) are indicated as crosses. Their x-coordinates are α0 and α1 . The αi decompose the
real line into five cells, namely (−∞, α0), {α0 }, (α0, α1), {α1 }, and (α1,+∞). Above each cell, C consists of a fixed number of
connected components; in the example, there is one component above {α0 } and there are two components above each other
cell. The points β0 , β1 and β2 are arbitrary points in the three open intervals. The y-values of points over βi are simple roots
of the square free polynomial f (βi, y). However, the polynomials f (αj, y) may have multiple roots. If for f (αj, y), the number
m0 of points above αj and the degree k0 of gcd(f (αj, y), ∂∂y f (αj, y)) is known, the algorithm of this section isolates the roots of
f (αj, y) or may return a failure indicator in the case where f (αj, y) has more than one multiple root; these multiple roots may
be real or complex.
and intervals. We call the singletons critical cells and the intervals noncritical cells. In the second step,
the lifting step, one constructs above each cell of C1 a stack of cells of C2 and also computes adjacency
information between cells in neighboring stacks.
Above each cell ofC1, C consists of a fixed number of connected components. For each cell Γ ofC1,
let xΓ be a point in the cell. If Γ is an interval, we may choose xΓ arbitrarily in Γ ∩ Q. The connected
components above Γ correspond to the real roots of the polynomial f (xΓ , y) ∈ Q[y]. For a noncritical
cell Γ , f (xΓ , y) is square-free. Hence, we can determine its real roots by Algorithm 1.
However, in case of a critical Γ , we are faced with two problems: First, f (xΓ , y) ∈ R[y] may
have multiple real roots, and second, its coefficients are algebraic numbers that are non-rational in
general. Computing the square-free part of f (xΓ , y) is costly and leads to a polynomial with evenmore
complicated coefficients. The number m0 of distinct real roots and k0 := deg gcd(f (xΓ , y), fy(xΓ , y))
can be obtained in a preprocessing step; see Eigenwillig et al. (2007) for details. Also, if C is in generic
positionwith respect to the projection direction (genericity can be achieved by a suitably chosen, e.g.,
randomly chosen, linear transformation x := x + ay), f (xΓ , y) will have only one multiple root and
the multiplicity of this root is equal to k0 + 1. However, for a non-generic projection direction, there
will bemore than onemultiple root. We conclude that for resolving the nature of f (x, y) above xΓ , the
functionality defined at the beginning of the section is precisely what is needed. When the algorithm
stopswith a failure indication, the projection direction is not generic. A different linear transformation
is tried and the computation is repeated. If the algorithmsucceeds, then isolating intervals for the roots
above xΓ are determined and exactly one interval which might contain a multiple root is indicated.
Kerber et al. (Kerber, 2006; Eigenwillig et al., 2007; Eigenwillig, 2008) showed that a variant,
which they termed the m-k bitstream-Descartes method, of the randomized bitstream-Descartes
method (Eigenwillig et al., 2005; Eigenwillig, 2008) can provide the desired functionality. However,
they did not fully analyze the bit complexity of the variant. We will show that a variant of our
algorithm can provide the desired functionality. We also analyze its bit complexity which serves as a
crucial step in the complexity analysis of topology computations by Kerber (2009).We further remark
that, for the lifting step in a cad computation, there also exist efficient hybrid approaches which
combine a symbolic pre-computation step, approximate root finding and a post-certification step;
Strzebonski (2006) proposes to compute k0 := deg gcd(f (xΓ , y), fy(xΓ , y)) first. Then, a numerical
method is used to compute approximations of all complex roots of f (xΓ , y). In a post-certification
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Fig. 4. I = (a, b), I+ = (c, d), and Ln denotes the Obreshkoff lens Ln(I+). For any ϵ ≤ w(I) sin(π/(2n+4)), we have Uϵ(I) ⊆ Ln
where Uϵ(I) denotes the ϵ-neighborhood of I .
step, n′ := deg f (xΓ , y) − k0 disjoint neighborhoods of ‘‘root clusters’’ are certified to contain a root
of f (xΓ , y)which shows that they are isolating. This method has also proven to be efficient in practice
but complexity results are missing due to its use of a numerical root finder.
5.2. A deterministic bitstream algorithm for polynomials with one multiple root
The idea again is simple. Consider a sufficiently good approximation p∗ of pwith |p− p∗| < µ|p|.
Then, simple real roots of p turn into simple real roots of p∗ and non-real roots of p turn into non-
real roots of p∗. A real root z of p of multiplicity ℓ turns into ℓ roots (counted with multiplicity) of p∗
contained in a disc D of radius 9 n
√
µ with center z. The roots of p∗ corresponding to z may be real or
non-real, simple or multiple. We need to discern the roots of p∗ corresponding to multiple real roots
of p from those corresponding to simple real roots of p∗. Ifµ is small enough, we will be able to do so.
Again, we assume that all roots of p are contained in a disc of radius 1/2 with center 0, and
have our algorithm driven by an estimate σ ≤ 1/2 of the separation σ(p) of p. We start with
σ = 1/2. For a fixed value of σ , let p∗ be an L-binary approximation of p, where µ := (σ/144)n
and L := ⌈log((n+ 1)/(µ|p|))⌉. Then, |p−p∗| < µ|p|. As in the preceding section, we call an interval
I long ifw(I) ≥ Lσ = 2(n+ 2)σ = 288(n+ 2) n√µ and short otherwise.
Consider any long subdivision interval I . What should we expect as the value of var(p∗, I+)?
Corresponding roots of p and p∗ lie within 9 n√µ of each other and 9 n√µ is small compared to Lσ .
Thus, if a real root z of multiplicity l lies in I , I+ should see all l roots of p∗ corresponding to z and,
hence, var(p, I+) should be at least l. This suggests that we should return a failure indicator as soon
as var(p∗, I+) ≤ k0 for all subdivision intervals.
Consider next a long subdivision interval I that is almost short, i.e., Lσ ≤ w(I) < 2Lσ . If our
guess σ is much smaller than σ(p), we also have Lσ ≪ σ(p) and 9 n√µ ≪ σ(p). Thus, we might
hope that I+ only sees the l roots of p∗ corresponding to z and, hence, var(p, I+) should be exactly
l. This suggests that we can return isolating intervals if we have found m0 − 1 intervals Isimple with
var(p∗, Isimple) = var(p∗, I+simple) = 1 and one interval Imultiple with var(p∗, I+multiple) = k0 + 1.
Assume now that none of the two cases above arises, that is, if we consider all subdivision intervals
I with Lσ ≤ w(I) < 2Lσ , there is still at least one that counts at least k0 + 1 sign changes and there
are no m0 − 1 yet that count only one. We should then conclude that our estimate on σ is not small
enough. So we stop, square σ , and start over.
The following theorem shows that var(p∗, I+) is strongly related to the number of roots of p near
I and captures the intuition underlying the reasoning above.
Theorem 15. Let p be a polynomial of degree n ≥ 2 and roots of modulus less than one and let p∗ be an
approximation of pwith |p−p∗| < µ|p| andµ ≤ 2−7n. Let I be an interval of lengthw(I) ≥ 288(n+2) n√µ
and let mI be its midpoint. Then,
# of roots of p in Uw(I)/2(n+2)(I) ≤ var(p∗, I+) ≤ # of roots of p in U4nw(I)(mI).
Roots are counted with multiplicity and, for a set S, Uϵ(S) denotes the ϵ-neighborhood of S.
Proof. Let v be the number of roots of p in Uw(I)/2(n+2)(I) counted with multiplicity. Then,
Uw(I)/2(n+2)+9 n√µ(I) contains at least v roots of p∗. Assume Uw(I)/2(n+2)+9 n√µ(I) ⊆ Ln(I+). Then,
var(p∗, I+) ≥ v by Theorem 1. For the inclusion, we refer to Fig. 4. We have Uϵ(I) ⊆ Ln(I+) if
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ϵ ≤ w(I) sin(π/(2n+4)). Since sin(π/(2n+4)) ≥ 1/(n+2), the inclusion certainly holds whenever
ϵ ≤ w(I)/(n+ 2). Thus, it holds for ϵ = w(I)/2(n+ 2)+ 9 n√µ since 9 n√µ ≤ w(I)/(32(n+ 2)). This
proves the first inequality.
By Theorem 1, var(p∗, I+) is bounded by the number of roots of p∗ in An(I+) and, hence, by the
number of roots of p in X := U9 n√µ(An(I+)). Let r be the radius of the Obreshkoff discs Dn for I+. The
extended sine theorem yields 2r = w(I+)/sin(π/(n+ 2)) < (n + 2)w(I+)/2 ≤ 2n · 3w(I)/2 =
3nw(I). Hence, the distance from mI to an arbitrary point in X is at most 3nw(I) + 9 n√µ which is
smaller than 4nw(I). 
The next lemma is a consequence of Theorem 15. It tells us under what circumstances an isolating
interval I for a real root of p∗ gives rise to an isolating interval I˜ for a simple real root of p.
Lemma 16. For a fixed guess σ of σ(p), let I either be a long interval with var(p∗, I+) = var(p∗, I) = 1
or a singleton interval [m∗,m∗] for which p∗(m∗) = 0 and var(p∗, I+ℓ ) = var(p∗, I+r ) = 1 for long
intervals Iℓ = ( ,m∗) and Ir = (m∗, ) ending and starting in m∗, respectively. Then, the enlarged interval
I˜ contains a unique zero of p.
If I and I ′ are disjoint long intervals satisfying one of the conditions above, I˜ and I˜ ′ are disjoint.
Proof. In the first case, I contains a zero of p∗, and, by Theorem 15, Uw(I)/2(n+2)(I) contains at most
one root of p. Since corresponding roots have distance less than 9 n
√
µ and 9 n
√
µ < w(I)/2(n + 2),
U9 n√µ(I) contains exactly one root of p. This root must be real and, hence, lies in I˜ . The second case is
also a direct consequence of Theorem 15 applied to the interval Iℓ or Ir , respectively.
We come to the second part. If I and I ′ are singletons, they are at least Lσ = 2(n + 2)σ > 18 n√µ
apart and, hence, I˜ and I˜ ′ are disjoint. So assume that I is not a singleton and w(I) ≥ w(I ′). If I+
contains I ′, var(p∗, I+) ≥ 2, a contradiction. So I+ does not contain I and, hence, I and I ′ are at least
Lσ apart. Thus, I˜ and I˜ ′ are disjoint. 
We can now give the details of the m-k deterministic bitstream algorithm; see Algorithm 4 for
pseudocode. The algorithmmaintains an output list and a candidate output list. The candidate output
list contains singleton intervals [m,m]with p∗(m) = 0 that have not been verified yet to correspond to
simple roots of p. We fix an estimate σ ≤ 1/2 on the separation σ(p) and consider an approximation
p∗ of p with |p − p∗| < µ|p| and µ = (σ/144)n ≤ 2−7n. We proceed in rounds. At the beginning
of each round all active intervals have the same length. We first process the active intervals I with
var(p∗, I+) = 1. We remove them from the list of active intervals and add I to the output list if
var(p∗, I) = 1, otherwise we discard them. A singleton interval [m,m] is moved from the candidate
output list to the output list if there is no active interval either ending or starting inm. Thenwe process
the intervals I with var(p∗, I+) ≥ 2. We split I atmI into Iℓ and Ir . A subinterval Iℓ or Ir is added to the
list of active intervals if its extension I+ℓ or I
+
r counts at least one sign change. The singleton [mI ,mI ]
is added to the candidate output list, if it is a zero of p∗. At all times, let J denote the minimal interval
containing all active intervals. We stop when we reach one of the following situations:
• (R) When a short interval is added to the list of active intervals, we square σ and start over.
• (F) var(p∗, I+) ≤ k0 for all active intervals I . We stop and return a failure indicator.
• (S)m0 − 1 intervals I1, . . . , Im0−1 have been added to the output list O∗, there is at least one active
interval I with var(p∗, I+) ≥ k0 + 1, and the expanded intervals I˜1, . . . , I˜m0−1, and J˜ are disjoint.2
We return the expanded intervals and mark I˜1 to I˜m0−1 as ‘‘simple root’’.
We proceed to the analysis. We proceed in two steps. We first show that if the algorithm stops in
cases (F) or (S), then the postconditions stated at the beginning of Section 5 hold. In a second step, we
show that the algorithm terminates.
2 The subdivision intervals containing a multiple root of p are contained in J . As long as O∗ has less thanm0 − 1 elements or
J˜ is not disjoint from the extended intervals in O∗ , there might be more than one multiple real root.
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Algorithm 4m-k deterministic bitstream Algorithm
Require: p = ∑0≤i≤n pixi and all roots of p lie in a disc of radius 1/2 centered at 0; p has exactly
m0 ≥ 2 distinct real roots and k0 = deg gcd(p, p′) ≥ 1.
Ensure: postcondition is as stated at the beginning of Section 5
σ = 1/2;
while (true) do
µ = (σ/144)n ≤ 2−7n and L = ⌈log((n+ 1)/(µ|p|))⌉;
choose L-binary approximation p∗ of p // this guarantees that |p− p∗| ≤ µ|p|;
O∗ := ∅; CO∗ := ∅; output and candidate output list
A := { (0, 1) }; Anew := ∅; Anew is the A of the next iteration
while (true) do
all intervals in A have the same length
remove all I with var(p∗, I+) = 1 from A; move the ones with var(p∗, I) = 1 to O∗;
move any [m,m] from CO∗ to O∗ for which there is no active interval with endpointm;
if var(p∗, I+) ≤ k0 for all I ∈ A then
return a failure indicator; Case (F)
end if
Let J be a minimal interval containing all active intervals;
if O∗ contains exactly m0 − 1 intervals I1 to Im0−1, var(p∗, I+) ≥ k0 + 1 for at least one active
interval I , and I˜ℓ is disjoint from J˜ for all ℓ then
return I˜1 to I˜m0−1 and J˜; Case (S)
end if
while (A ≠ ∅) do
let I ∈ A be arbitrary; remove I from A;
add Iℓ to Anew if var(p∗, I+ℓ ) ≥ 1; add Ir to Anew if var(p∗, I+r ) ≥ 1; add [mI ,mI ] to CO∗ if
p∗(mI) = 0;
end while
A := Anew; Anew := ∅;
if A contains a short interval then
σ = σ 2; break from inner while loop and restart with better approximation; Case (R)
end if
end while
end while
Correctness: Assume that the algorithm stops. If it stops in case (F), every active interval I counts at
most k0 sign changes for I+. Thus, by Theorem 15, there is no real root of p of multiplicity k0 + 1.
So assume that it stops in case (S). The output list O∗ contains m0 − 1 intervals I1, . . . , Im0−1,
J is nonempty and contains an interval I with var(p∗, I+) ≥ k0 + 1, and the extended intervals
I˜1, . . . , I˜m0−1, and J˜ are disjoint. An Ij is either a singleton [m,m] with p∗(m) = 0 and there exists
no active interval with endpoint m or it satisfies var(p∗, Ij) = var(p∗, I+j ) = 1. Then, according to
Lemma 16, each I˜j contains exactly one real root of p. Since p has exactly m0 real roots there exists
one remaining real root of p, denoted z0. Let k be its multiplicity; then, 1 ≤ k ≤ k0 + 1 because of
k0 = deg gcd(f , f ′). We need to show that z0 is contained in J˜ . By definition, z0 ∉ Ij for 1 ≤ j ≤ m0−1.
Consider the chain K0, K1, . . . of subdivision intervals containing z0 in their closure. All of them are
long and, hence, var(p∗, K+i ) ≥ k for all i by Theorem 15. If some interval containing z0 in its closure
is active when the algorithm terminates, z0 ∈ J˜ . So assume there is no active interval containing z0
in its closure when the algorithm terminates. Then, k = 1 and either an interval containing z0 was
added to O∗ or the singleton [z0, z0] was added to CO∗ and then moved to O∗. In either case, we have
a contradiction.
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Termination: The estimate σ is called small if
σ ≤ σ(p)
16(n+ 2)(10n+ 1) .
If σ is small, we have:
• 4Lσ = 8(n+ 2)σ ≤ σ(p)/2(10n+ 1) ≤ σ(p)/42.
• For µ ≤ (σ/144)n we have 9 n√µ ≤ σ/16 < σ(p)/16. Hence, non-real roots of p correspond to
non-real roots of p∗, simple real roots of p correspond to simple real roots of p∗, and a real root z
of p of multiplicity k corresponds to k roots of p∗ in a disk of radius 9 n√µwith center z.
• 4Lσ · 5n+ 2Lσ = 2Lσ (10n+ 1) ≤ σ(p)/4 and, hence, I ⊆ U5nw(I)(I) ⊆ Uσ(p)/4(mI) for any I with
w(I) ≤ 4Lσ .
Theorem 17. Let σ be small, and let p∗ be such that |p∗− p| < µ|p|whereµ = (σ/144)n. Then, for any
interval I with Lσ ≤ w(I) < 4Lσ we have var(p∗, I+) ≤ k, where k is the multiplicity of the unique real
root of p in Uσ(p)/4(mI); k = 0, if the disk contains no real root.
Proof. Since σ is small and w(I) < 4Lσ , we have U5nw(I)(mI) ⊆ Uσ(p)/4(mI). The latter disk can
contain at most one root of p. The root must be real and, by Theorem 15, var(p∗, I+) is at most its
multiplicity. 
Theorem 18. Let p be a polynomial of degree n and roots of modulus at most 1/2. p has exactly m0 distinct
real roots and k0 = deg gcd(p, p′) ≥ 1. If the estimate σ of σ(p) is small, Algorithm 4 terminates. The
algorithm terminates with
σ ≥

σ(p)
16(n+ 2)(10n+ 1)
2
.
Proof. Let σ be small. If the algorithm does not terminate, a short interval is added to the list of active
intervals. Just before this happens, any active intervals I has length L with Lσ = 2(n + 2)σ ≤ L <
2Lσ = 4(n+ 2)σ and var(p∗, I+) is at least two. We argue that the algorithmwould have terminated
in this iteration.
If phas no real root ofmultiplicity k0+1, var(p∗, I+) ≤ k0 for all intervals of length L by Theorem17
and the algorithm terminates in case (F).
So assume that p has exactly m0 − 1 simple real roots z1, . . . , zm0−1 and one real root, say z0, of
multiplicity k0 + 1. For iwith 1 ≤ i ≤ m0 − 1, let z∗i be the simple real root of p∗ corresponding to zi.
Then, under the given assumptions, the following Lemma holds.
Lemma 19. The output list contains exactly m0− 1 intervals I1 to Im0−1. The extended intervals I˜j contain
one real root of p each and are disjoint. Each proper interval on the output list has length at least 2Lσ .
Proof. For iwith 1 ≤ i ≤ m0 − 1, let Ki be a subdivision interval of lengthw(Ki)with 4Lσ > w(Ki) ≥
2Lσ containing z∗i in its closure K¯i. Then, var(p∗, K
+
i ) ≤ 1 by Theorem 17. If z∗i is contained in the
interior of Ki, var(p∗, Ki) = 1 and, hence, either Ki or some ancestor of Ki was added to the output list.
If z∗ is an endpoint of Ki, then var(p∗, (K ′i )+) ≤ 1, where K ′i is the other subdivision interval of length
w(Ki)with endpoint z∗. Hence, [z∗, z∗]was added to the output list since both intervals Ki and K ′i are
not active. We conclude that the output list contains at least m0 − 1 elements. Also, by Lemma 16,
each extended interval contains exactly one real root of p and the extended intervals are disjoint. The
same Lemma shows that the output list cannot containm0 or more elements as the extension of each
of them would contain a simple root of p. 
The preceding Lemma shows that the intervals I˜j, 1 ≤ j ≤ m0 − 1, isolate the simple roots of p. It
remains to show that J˜ contains z0 and is disjoint from the I˜j’s.
Lemma 20. J˜ contains z0 and is disjoint from any I˜j on the output list.
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Proof. Let I0 be a subdivision interval of lengthw(I0) containing z0 in its closure; if z0 is a subdivision
point, there is a choice of two intervals for I0 of the same length, otherwise it is uniquely defined. Then,
var(p∗, I+0 ) ≥ k0 + 1 by Theorem 15. Thus, I0 is active and, hence, J˜ contains z0.
Now consider any active interval I of length w(I) with 2Lσ > w(I) ≥ Lσ ; Uσ(p)/4(mI) contains
at most one root of p and var(p∗, I+) is at most the multiplicity of this root (Theorem 17). Since
var(p∗, I+) > 1, Uσ(p)/4(mI)must contain a root and this root has to be z0. Thus, |mI − z0| ≤ σ(p)/4
and, hence,
w(J˜) ≤ 2(σ (p)/4+ w(I)/2)+ 18 n√µ ≤ σ(p)/2+ 2(n+ 2)σ + σ(p)/8 < σ(p).
If J would contain an interval Ij from the output list, then J˜ would contain the simple real root zj of p.
But this contradicts σ(p) ≤ |z0 − zj| as J˜ also contains z0 andw(J˜) < σ(p).
Wemust still exclude the case that J shares an endpoint with any proper interval Ij from the output
list. So assume that Ij shares an endpoint with some active interval I . Then,w(I) < 2Lσ ≤ w(Ij). Thus,
I+ ⊆ I+j and, hence, var(I+j ) ≥ var(I+) > 1, a contradiction. 
It remains to prove the bound on σ . If the algorithm terminates in the first iteration, it stops with
σ = 1/2 ≥ (σ (p)/(16(n+ 2)(10n+ 1)))2. If σ is small in an iteration, the iteration is the last. So, if
the algorithm requires more than one iteration, σ is not small in the next to last iteration. The bound
on σ follows. 
We turn to the complexity analysis. Let P = ∑0≤i≤n Pixi be an input polynomial with Pn ≥ 1 and
Pi ≤ 2τ−1 for all i = 0, . . . , n− 1. Furthermore, let p = P(2Bx) the corresponding scaled polynomial
with roots contained in the disc of radius 1/2 centered at 0, with B < 2τ a bound on the modulus
of the roots of P . Now, the analysis of Algorithm 3 essentially carries over. Both algorithms start with
σ = 1/2 and square σ in every iteration. For any fixed value of σ , they generate the same subdivision
tree and hence incur the same cost of
O˜(n(log 1/σ(p)+ log 1/σ) · n2 · (τ + log 1/σ))
bit operations, as shown in Section 4.2. Algorithm 3 stops with σ ≥ (σ (p)/7(2n+ 4))2, the algorithm
of this section stops with σ ≥ (σ (p)/(16(n + 2)(10n + 1)))2. In both cases, log(1/σ) stops at
O(log n+ log 1/σ(p)) = O(τ + log n+ log 1/σ(P)). Therefore, we obtain the same bit complexity as
for Algorithm 3.
Theorem 21. Let P = ∑0≤i≤n Pixi be a polynomial with coefficients Pn ≥ 1 and Pi ≤ 2τ−1 for all
i = 0, . . . , n − 1. Furthermore, let m0 be the number of distinct real roots of P and k0 = deg gcd(P, P ′).
The bit complexity of the m-k deterministic bitstream algorithm is
O˜(n3 (τ + log 1/σ(P))2) .
The coefficients of P need to be approximated with O(n(τ + log 1/σ(P))) bits after the binary point.
We remark that no bound on the bit complexity of the m-k randomized bitstream-Descartes
algorithm of Eigenwillig et al. (2007) is available. This algorithm is the main workhorse in the
algorithms of Eigenwillig et al. (2007) and Berberich et al. (2008) for determining the topology of
algebraic curves and surfaces. Since the randomized version can be directly replaced by the presented
deterministic version, the above complexity result constitutes a key ingredient for the complexity
analysis of topology computations. Kerber (2009) provides such an analysis for the arrangement
computation of planar algebraic curves where the complexity result of the m-k deterministic
bitstream algorithm is essential.
6. Conclusions
The randomized bitstream-Descartes method as presented in Eigenwillig et al. (2005) has already
shown its effectiveness and strength in practice; for polynomials with very large coefficients it
performs better than the classical VCA bisection algorithm which works directly on the exact
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coefficients. Furthermore, it is a main ingredient of the algorithms of Eigenwillig et al. (2007) and
Berberich et al. (2008) for cad (Cylindrical Algebraic Decomposition) computation. An implementation
has also become available as part of the univariate algebraic kernel within CGAL. An experimental
version of the presented deterministic algorithm is available and the first tests are encouraging.
We believe that the presented method applies to various subdivision algorithms for real and
complex root isolation, and not only the VCA bisection algorithm. As already discussed in Section 4.3,
the predicates used by the algorithm should fulfill some essential properties. Namely, they should
provide information on the number of roots within a certain neighborhood of an interval, and not only
for the interval itself. The continued fraction method does not directly fall into this category because
of its usage of root bounds such as Hong’s bound on the positiveness of a polynomial. We leave it as
an open research problem to design a bitstream version of a continued fraction solver.
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