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1. Introduction
A. Sommes. Nous de´buterons avec l’identite´ suivante :
(1.1) F
(∑
n∈Z
δn
)
=
∑
m∈Z
δm
La transformation de Fourier F est normalise´e suivant :
F(f)(y) = f˜(y) =
∫
e2πixyf(x)dx = f∨(−y)
On a donc (f˜ )∨ = f = f˜∨, et
˜˜
f (x) = f(−x). Bien suˆr, δn(x) = δ(x − n)
est la distribution de Dirac positionne´e en n.
L’identite´ (1.1) est une identite´ de distributions tempe´re´es. Suivant une
ide´e de Jean-Pierre Kahane1, nous allons la re´gulariser par convolution. No-
tons D(x) la ® distribution de Poisson ¯ (aussi appele´e peigne de Dirac) :
D(x) =
∑
n∈Z
δn(x)
On a l’implication :
F(D(·))(y) = D(y) ⇒ F(D(· − t))(y) = e2πiytD(y)
En moyennant avec une fonction f(t), il vient :
F
(∫
f(t)D(· − t)dt
)
(y) =
∫
f(t)e2πiytdtD(y) = f˜(y)D(y)
Soit encore :∑
n∈Z
f(x− n) F−→ f˜(y)D(y) =
∑
m∈Z
f˜(m)δm(y)
Nous re´gularisons maintenant le terme de droite :
e−2πiux
∑
n∈Z
f(x− n) F−→
∑
m∈Z
f˜(m)δm(y − u)
g∨(x)
∑
n∈Z
f(x− n) F−→
∑
m∈Z
f˜(m)
∫
δm(y − u)g(u) du =
∑
m∈Z
f˜(m)g(y −m)
Au final nous obtenons :
(1.2) φ(x) = g∨(x)
∑
n∈Z
f(x+ n)
F−→ ψ(y) =
∑
m∈Z
f˜(m)g(y −m)
La me´thode peut eˆtre justifie´e par des the´ore`mes classiques sur la convo-
lution des distributions [22, 14], en faisant certaines hypothe`ses sur les
fonctions f et g. Ici f ∈ L1(R, dx) et g ∈ L1(R, dx) suffisent. Et plus
ge´ne´ralement pour n’importe quelle identite´ initiale F(D1) = D2 de dis-
tributions tempe´re´es l’hypothe`se ® pour tout N ∈ N (1 + x2)Nf ∈ L1 et
(1+x2)Ng ∈ L1 ¯ est suffisante. Si f et g sont toutes deux dans la classe de
1Lettre de J.-P. Kahane a` l’auteur, 22 mars 2002.
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Schwartz S alors φ et ψ le seront aussi. Il est important de pre´ciser cependant
que l’identite´ (1.2) n’est a priori qu’une identite´ de distributions tempe´re´es,
et que les sommes de´finissant φ et ψ sont prises en ce sens. Si φ et ψ sont
inte´grables et continues alors (1.2) se traduit par des identite´s ponctuelles
au sens classique. Exprimons dans un tel cas la formule d’inversion φ = ψ∨,
en supposant que la permutation soit licite :
ψ∨(x) =
∫
R
e−2πixy
(∑
m∈Z
f˜(m)g(y −m)
)
dy =
(∑
m∈Z
f˜(m)e−2πixm
)
g∨(x) ,
d’ou` en comparant avec (1.2) :
(1.3)
∑
n∈Z
f(x+ n) =
∑
m∈Z
f˜(m)e−2πixm ,
et la formule sommatoire de Poisson :
(1.4)
∑
n∈Z
f(n) =
∑
m∈Z
f˜(m) .
Ces dernie`res e´tapes sont certainement justifie´es si par exemple f est une
fonction de la classe de Schwartz S, mais alors la me´thode suivie est folle-
ment indirecte, puisqu’en un certain sens, l’e´quation (1.1), c’est justement
la validite´ de (1.4) pour les fonctions de S ! Plus pre´cise´ment (1.1) se lit :
∀ g ∈ S ∑n g˜(n) = ∑m g(m), si l’on suppose qu’une distribution (tempe´-
re´e) est une fonctionnelle line´aire sur S ; elle l’est mais elle n’est pas que c¸a :
comme nous le verrons sous peu, il n’y a pas inte´reˆt a` totalement identifier
(1.1) et (1.4).
Un the´ore`me de Katznelson [15] nous avertit que la formule de Poisson
(1.4) n’a pas une validite´ universelle : il donne un exemple de fonctions
continues et inte´grables f et g = f˜ , telles que les deux se´ries de (1.4) soient
absolument convergentes avec deux sommes distinctes (en fait f(0) = 1,
f(n) = 0 pour n ∈ Z, n 6= 0, g(m) = 0 pour m ∈ Z). Toutefois meˆme si les
fonctions f et f˜ ne sont pas dans L1(R) (avec f˜ de´fini ponctuellement par
une inte´grale impropre par exemple) il est possible sous certaines hypothe`ses
(par exemple, de variation borne´e, comme dans le The´ore`me 45 du livre de
Titchmarsh sur l’inte´grale de Fourier [24]), d’e´tablir la validite´ de (1.4) avec
des sommes parfois seulement semi-convergentes (meˆme apre`s avoir apparie´
n et −n, m et −m). Un autre cas classique de validite´ ponctuelle de (1.4),
en fait de (1.3), avec cette fois des sommes absolument convergentes, est,
comme il est aise´ment e´tabli, obtenu en supposant que f et f˜ sont continues
et toutes deux borne´es par une fonction paire inte´grable k, de´croissante sur
[0,+∞[ (cf. la preuve de 2.10, page 14).
B. Proprie´te´ de support. Revenons a` un aspect inte´ressant de l’e´qua-
tion (1.2), qui a disparu en la re´duisant a` la formule sommatoire de Poisson
(1.4). Supposons que la fonction f (que nous prendrons infiniment de´ri-
vable) soit supporte´e dans l’intervalle [−b, b] avec 0 < b < 12 . Et supposons
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que la fonction g, elle aussi infiniment de´rivable, soit e´galement supporte´e
dans l’intervalle [−b, b]. Alors les deux fonctions φ et ψ, de S, paire de Fou-
rier, sont supporte´es dans [−b, b] + Z. Conside´rons maintenant la fonction
φ1(x) = exp(πix)φ(x − 12 ). On a φ˜1(y) = i exp(πiy)ψ(y + 12). Nous consta-
tons que ces deux fonctions de Schwartz φ1 et ψ1 = φ˜1 sont simultane´ment
nulles dans l’intervalle ]− a,+a[ avec a = 12 − b. Si f et g ne sont pas toutes
deux identiquement nulles alors ce sera aussi le cas de φ1 et ψ1.
Cette me´thode de construction se heurte a` la contrainte a < 12 . Suivant
la lettre de Jean-Pierre Kahane, pour obtenir des paires de Fourier avec la
condition d’eˆtre simultane´ment nulles dans ] − a, a[, pour a > 0 arbitraire,
on commence par modifier la distribution de Poisson D(x) pour annuler un
certain nombre de ses Dirac. Soit tout d’abord E(x) = i exp(−πix)D(x+ 12),
de sorte que E˜(y) = − exp(−πiy)D˜(y − 12) = iE(y). Remplac¸ons E par
E1(x) =
∏
0≤j<N (x
2− (12 + j)2)E(x). La transforme´e de Fourier de E1 a son
support en dehors de ] − 12 ,+12 [, tandis que E1 elle-meˆme a son support en
dehors de ]−N − 12 ,+N + 12 [. Si nous re´gularisons comme ci-dessus (ce qui
me`nera a` une formule plus complique´e que (1.2) et que nous n’expliciterons
pas), nous obtenons des fonctions dans S (non nulles ge´ne´ralement) avec
des conditions de support a` peine moins bonnes. En remplac¸ant φ(x) par
φ(
√
N x) on obtiendra l’objectif voulu, avec un a > 0 arbitraire. Si φ n’est
pas nulle, alors soit sa partie paire, soit sa partie impaire ne l’est pas. Si
l’on de´rive une fonction paire on obtient une fonction impaire, et cela est
compatible avec la condition de support. Donc il existe pour tout a > 0 des
fonctions dans S non-nulles, paires ou impaires, nulles et de Fourier nulles
dans ] − a, a[ (on pourra de plus les prendre vecteurs propres de Fourier,
pour l’une de ses valeurs propres 1, i, −1, −i, si l’on veut).
Nous ne savons pas si ce the´ore`me a de´ja` e´te´ mentionne´ dans la litte´ra-
ture. Un article de de Branges de 1964 [1] a comme corollaire l’existence
de fonctions, paires ou impaires, dans L2(R), avec la proprie´te´ de support,
pour a > 0 quelconque. Pour une de´monstration tre`s courte d’existence dans
ce cadre L2 il suffit de dire que l’espace L2(−a, a; dx) + F (L2(−a, a; dx))
est ferme´ dans L2(R), et l’on trouvera une preuve simple de cette dernie`re
affirmation par exemple dans [12]. Une fois connue une paire L2, la re´gulari-
sation par convolution additive avec des fonctions test permet d’en de´duire
une paire dans S posse´dant une proprie´te´ de support a` peine moins bonne.
Cependant cela ne donne pas d’exemples ve´ritablement explicites, si le point
de de´part lui-meˆme n’est pas explicite. La me´thode de Jean-Pierre Kahane
pallie a` cet inconve´nient, car son point de de´part est explicite. Pour l’amu-
sement du lecteur (de l’auteur surtout), nous donnerons a` la fin de l’article
quelques exemples anecdotiques explicites (obtenus par une autre me´thode)
de fonctions dans L2(R) avec la condition de support.
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Dans [1] un lien est fait par de Branges, via la transformation de Mellin,
entre la condition de support pour des paires de Fourier de carre´s inte´-
grables, plus ge´ne´ralement pour des paires de transforme´es de Hankel, et
l’e´tude de certains espaces de Hilbert de fonctions entie`res ; ces ® espaces
de Sonine ¯ ve´rifient tous les axiomes de la the´orie ge´ne´rale pre´sente´e dans
[2], qui a comme point central un the´ore`me d’existence abstrait d’un de´ve-
loppement isome´trique. Il fut e´tudie´ de manie`re concre`te pour ces espaces
par de Branges [1] et par J. et V. Rovnyak [20, 21], mais principalement
pour les espaces de Sonine associe´s aux fonctions de Bessel d’ordre entier.
Avec l’espace de Hardy d’un demi-plan et les espaces de Paley-Wiener, les
espaces de Sonine de de Branges–Rovnyak occupent une place remarquable
a` l’intersection de l’analyse complexe et de l’analyse de Fourier.
C. Co-sommes. Reprenons maintenant cette ide´e de re´gularisation d’une
paire de Fourier de distributions tempe´re´es telle que (1.1). Mais moyennons
de manie`re multiplicative, avec t 6= 0 dans les calculs qui suivent :
D(
x
t
)
F−→ |t|D(ty)∫ ∞
−∞
f(t)D(
x
t
)
dt
|t|
F−→
∫ ∞
−∞
f(t)D(ty) dt
Nous se´parerons les Dirac en 0 des autres. En effet, puisque δ(λx) = 1|λ|δ(x),
pour λ 6= 0, on a les identite´s de distributions en x (resp. y) :
∫ ∞
−∞
f(t)δ(
x
t
− n)dt|t| =

f(x/n)
|n| (n 6= 0)(∫∞
−∞ f(t) dt
)
δ(x) (n = 0)
,
∫ ∞
−∞
f(t)δ(ty −m) dt =

f(m/y)
|y| (m 6= 0)(∫∞
−∞ f(t)
dt
|t|
)
δ(y) (m = 0)
,
qui donnent :(∫ ∞
−∞
f(t) dt
)
δ(x) +
∑
n 6=0
f(x/n)
|n|
F−→
(∫ ∞
−∞
f(t)
dt
|t|
)
δ(y) +
∑
m6=0
f(m/y)
|y| ,
puis finalement :
(1.5)
∑
n 6=0
f(x/n)
|n| −
∫ +∞
−∞
f(t)
dt
|t|
F−→
∑
m6=0
f(m/y)
|y| −
∫ +∞
−∞
f(t) dt .
La formule ne concernant en re´alite´ que les fonctions paires, nous pouvons
donc la re´e´crire sous la forme suivante, ou` il est entendu que f est une
fonction paire (ou que f est de´finie sur ]0,∞[ et que F est la transformation
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en cosinus F(F )(y) = ∫∞0 2 cos(2πyx)F (x) dx ) :∑
n≥1
f(x/n)
n
−
∫ +∞
0
f(t)
dt
t
F−→
∑
m≥1
f(m/y)
|y| −
∫ +∞
0
f(t) dt .
La me´thode suivie est aise´ment justifiable telle quelle si par exemple f
est une fonction inte´grable, a` support compact, e´loigne´ de l’origine, et le
re´sultat est alors a priori une identite´ de distributions tempe´re´es, que nous
appellerons entrelacement de co-Poisson. On peut prouver que (1.5)
vaut au sens des distributions sous la seule condition :
(C)
∫
R
|f(t)| dt+
∫
R
|f(1/t)|
|t| dt <∞
Il s’agit la` d’un the´ore`me duˆ a` Duffin et Weinberger (1997) [11] (sous une
hypothe`se additionnelle sur f ; sous cette seule hypothe`se il apparaˆıt dans [7,
Thm 4.2]). Sous la seule hypothe`se (C), Duffin et Weinberger avaient aussi
donne´ ante´rieurement dans [10] (1991) un e´nonce´ (voir plus loin 2.3.(2),
page 10) qui exprime e´galement que les deux termes de (1.5) forment une
paire de Fourier en un certain sens ge´ne´ralise´, plus ® classique ¯. Citons de`s
maintenant l’un des re´sultats que nous e´tablirons ici dans ce contexte :
Soit f une fonction mesurable telle que
∫∞
0 (1 +
1
t )|f(t)|dt < ∞. Soit
ξ ≥ 0 et soit X > ξ. On a, pour Λ→∞ :∫ Λ
0
2 cos(2πξx)
∑
n≥1
f(n/x)
x
−
∫ ∞
0
f(u) du
 dx =
∫ X
0
sin(2πΛ(t− ξ))
π(t− ξ)
∑
n≥1
f(t/n)
n
dt−
∫ ∞
0
f(u)
u
du+ o(1)
Ce the´ore`me rame`ne donc, en toute ge´ne´ralite´, la question de la validite´
ponctuelle de la formule de co-Poisson a` des questions classiques portant sur
le noyau de Dirichlet.
La formule suivante, cousine de (1.5), fut publie´e par Duffin de`s 1945 !
([9] ; l’apparence de la formule de´pend de la normalisation choisie pour la
transformation de Fourier)
f(2x)
1/2
− f(2x/3)
3/2
+
f(2x/5)
5/2
− . . .
F−→ i
(
f(1/(2y))
|y| −
f(3/(2y))
|y| +
f(5/(2y))
|y| − . . .
)
.
(1.6)
Elle vaut pour f impaire, et l’on pourrait la de´duire de l’identite´ de distri-
butions impaires
E˜ = iE E =
∑
n∈Z
(−1)n−1δn− 1
2
,
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de la meˆme fac¸on que nous avons de´duit ici (1.5) de D˜ = D. Des ge´ne´ra-
lisations de la formule de Duffin (1.6) furent e´tablies par Weinberger dans
sa the`se de 1950 [25]. La formule principale (1.5) n’apparaˆıt semble-t-il que
plus tard en 1991 ([10]).
Lorsque f est choisie de classe C∞ a` support compact (e´loigne´ de l’ori-
gine), les e´quations (1.5) et (1.6) concernent des fonctions qui sont dans la
classe de Schwartz S (comme on le voit aise´ment graˆce a` . . . la formule de
Poisson !). De cette fac¸on on obtient des paires de Fourier dans S qui sont
constantes (nulles, si l’on veut) dans un intervalle ] − a, a[ avec 0 < a < 1
arbitraire (avec (1.6) on ne peut faire mieux que 0 < a < 12). Et si l’on
modifie pre´alablement la distribution de Poisson D ou la variante E (ou
une autre variante
∑
n∈Z cnδn avec (cn)n∈Z pe´riodique en n), en annulant
certains de ses Dirac comme dans la lettre de J.-P. Kahane, on obtient alors
des exemples pour tout a > 0. Tacitement nous avons utilise´ la remarque
simple suivante :
Remarque simple : si f est nulle pour 0 < t < a, alors
la co-somme
∑
n≥1 f(t/n)/n, et plus ge´ne´ralement les co-sommes∑
n≥1 cnf(t/n)/n, sont e´galement nulles pour 0 < t < a.
Il est inte´ressant de remarquer que des sommes de ce type apparaissent
de`s l’article de Riemann (plus pre´cise´ment, des sommes
∑
n≥1
cn
n F (x
1
n )). Le
calcul de leurs transforme´es de Fourier a e´te´ traite´, pour la premie`re fois
semble-t-il, par Duffin [9] et par Weinberger [25] (pour (cn)n∈Z pe´riodique,
de somme nulle sur une pe´riode). Ils appellent la formule (1.5) la formule de
Poisson dualise´e [10, 11] ; comme il y a de multiples liens entre la formule
de Poisson (1.4) et la formule (1.5), nous optons plutoˆt pour la terminologie
formule de co-Poisson.
La ® remarque simple ¯ ci-dessus e´tablit un lien entre les formules de
Duffin-Weinberger et les espaces de de Branges-Rovnyak. Ce lien, ainsi que
certaines constructions qui en re´sultent, furent mis en avant (peut-eˆtre pour
la premie`re fois) dans la confe´rence d’habilitation de l’auteur de de´cembre
2001 [7] (et, plus implicitement, dans son article ante´rieur [4]).
Nous avons de´ja` indique´ que la formule de Poisson (1.4) permet d’obtenir
des informations sur les sommes de Riemann dans la formule de co-Poisson
(1.5). Donnons ici un exemple de the´ore`me portant sur la formule de Pois-
son que nous de´montrons en utilisant la formule de co-Poisson, et que l’on
comparera au contre-exemple de Katznelson [15] :
Soit f et f˜ une paire de Fourier de fonctions inte´grables. La formule :∑
n∈Z
f(n/x)
|x| =
∑
m∈Z
f˜(mx) ,
concerne des se´ries qui sont absolument convergentes pour presque tout x et
elle est une identite´ pour presque tout x.
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D. Mellin et dzeˆta. Une formule de Mu¨ntz ([17] ; [23, II.11]) rattache
les sommes de Poisson a` la fonction dzeˆta de Riemann via la transformation
de Mellin ; nous en donnerons une e´tude de´taille´e, en e´tendant fortement ses
conditions de validite´, en examinant certains aspects qui lui sont associe´s
dans le contexte des distributions, et en donnant une modification permet-
tant de l’exprimer dans un contexte de fonctions de carre´s inte´grables. Nous
mettrons en e´vidence que l’e´quation fonctionnelle de la fonction dzeˆta s’ex-
prime via la formule de co-Poisson de manie`re tout aussi naturelle que via la
formule de Poisson ; l’ide´e est de distinguer entre les deux formes de transfor-
me´es de Mellin
∫∞
0 f(t)t
s−1 dt et
∫∞
0 f(t)t
−s dt, et donc d’espe´rer au moins
deux interpre´tations de l’e´quation fonctionnelle : et effectivement si l’une est
Poisson, alors l’autre sera co-Poisson. Il est inte´ressant de remarquer que les
deux transforme´es de Mellin sont pre´sentes dans l’article de Riemann.
E. Fonctions entie`res et me´romorphes. Une dernie`re partie est consa-
cre´e aux distributions tempe´re´es ve´rifiant la condition de support initiale-
ment conside´re´e par de Branges pour les fonctions.
Soit a > 0. Soit D une distribution tempe´re´e paire non nulle qui s’annule
sur ]−a, a[. On peut donner un sens a` D̂(s) = ∫∞0 D(t)t−sdt comme fonction
analytique de s pour Re(s)≫ 1. Si F(D) est a` nouveau nulle dans ]− a, a[
alors D̂(s) est une fonction entie`re de s, qui a des ze´ros triviaux en −2n,
n ∈ N et ve´rifie l’e´quation fonctionnelle
π−
s
2Γ(
s
2
)D̂(s) = π−
1−s
2 Γ(
1− s
2
)F̂(D)(1− s) .
Elle a dans le secteur | arg(s − 12 ) − π2 | < ǫ (0 < ǫ < π2 ) un nombre de
ze´ros de modules au plus T asymptotiquement e´quivalent a` T2π log(T ), et
dans | arg(s)| < π2 − ǫ les ze´ros de modules au plus T sont en nombre o(T ).
Les fonctions entie`res F (s) de la forme D̂(s) ou` D est une distribution
tempe´re´e nulle et de Fourier nulle dans un voisinage de l’origine sont les
fonctions F (s) qui sont O(ARe(s)(1+ |s|)N ) dans tout demi-plan Re(s) ≥ σ,
(pour A > 0 et N ∈ N de´pendant de σ), et telles que χ(s)F (1− s) soit aussi
entie`re et avec la meˆme proprie´te´ dans ces demi-plans (χ(s) = ζ(s)/ζ(1−s)).
Une condition de support plus ge´ne´rale est explicite´e qui correspond a` la
possibilite´ pour D̂(s) d’avoir un nombre fini de poˆles, et nous de´crivons alors
la partie polaire de π−
s
2Γ( s2 )D̂(s) en fonction de la distribution D.
Ces outils permettraient de suivre dans le de´tail tous les calculs qui dans
[5] ont abouti a` la de´finition de certaines distributions paires (et leurs ana-
logues impaires) Aa (invariante par F) et Ba (anti-invariante par F) qui
ont la proprie´te´ de support pour l’intervalle ] − a, a[. Nous les e´voquerons
brie`vement, mais une discussion plus approfondie ne´cessiterait un travail
spe´cialement de´die´ a` cet effet, trop indirectement lie´ a` la formule de co-
Poisson pour avoir trouve´ sa place ici (voir aussi [6]). Nous conclurons donc
plutoˆt avec quelques exemples explicites amusants de fonctions de carre´s
inte´grables avec la proprie´te´ de support.
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2. Docteur Poisson et Mister Co
A. Des the´ore`mes de co-Poisson. Soit f(x) une fonction paire mesu-
rable. Posons :
F (x) =
∑
n≥1
f(n/x)
|x| −
∫ ∞
0
f(u) du(2.1a)
K(x) =
∑
n≥1
f(x/n)
n
−
∫ ∞
0
f(1/u)
u
du(2.1b)
On pose aussi :
F (0) = −
∫ ∞
0
f(u) du K(0) = −
∫ ∞
0
f(1/u)
u
du
Nous verrons que la somme dans F (resp. K) est presque partout absolu-
ment convergente de`s que
∫∞
0 |f(u)| du < ∞ (resp.
∫∞
0
|f(1/u)|
u du < ∞).
Remplacer f par f(1/x)/|x| revient a` interchanger F et K. La formation
de K commute aux changements d’e´chelle, contrairement a` la formation de
F qui renverse les changements d’e´chelle. La fonction F repre´sente l’e´cart
entre une somme de Riemann et l’inte´grale de f , et tend donc vers ze´ro pour
x→∞ par exemple lorsque f est R-inte´grable et a` support compact. Citons
dans ce contexte un re´sultat e´le´mentaire (S de´signe la classe de Schwartz) :
2.2. Lemme. Si f ∈ S et f(0) = 0 alors F ∈ S.
En effet, on voit d’abord directement sur (2.1a) que F est C∞ y-compris
en x = 0. De plus la formule de Poisson (1.4) permet d’e´crire F (x) =∑
m≥1 f˜(mx) et donc d’obtenir la de´croissance rapide de F pour x → ∞.
Si l’on veut que la somme
∑
n≥1 f(n/x)/|x| ait une chance d’eˆtre en re`gle
ge´ne´rale de carre´ inte´grable sur [0,+∞[, il faut donc la modifier en F .
On utilisera souvent la condition suivante sur la fonction paire f :
(C)
∫ ∞
0
|f(x)|
(
1 +
1
x
)
dx <∞
2.3. The´ore`me (Duffin-Weinberger). Soit f une fonction paire mesurable
ve´rifiant (C). On a :
(1) [10, Th. 1] Les sommes dans F et K sont presque partout absolument
convergentes et elles sont convergentes dans L1(0,Λ; dx) pour tout
Λ <∞.
(2) [10, Th. 1, e´q. 3.8] Les fonctions F et K sont une paire de Fourier
en le sens ge´ne´ralise´ :∫ Λ
0
F (x) dx =
∫ →∞
0
sin(2πΛt)
πt
K(t) dt∫ T
0
K(t) dt =
∫ →∞
0
sin(2πTx)
πx
F (x) dx
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(3) [11, Lem. 2] Si f est de variation borne´e et si
∫∞
0 (1+x)|df |(x) <∞
alors F et K sont une paire de Fourier au sens des distributions.
(4) [11, Th. 1] Si f est C1, si f ′ est abs. cont. et si
∫∞
0 |f ′′(x)| dx < ∞
alors F est L1, K est partout de´finie et est continue, et
∀ξ
∫ ∞
0
2 cos(2πξx)F (x) dx = K(ξ)
Nous allons montrer :
2.4. The´ore`me. Soit f une fonction paire mesurable ve´rifiant (C). On a :
(1) F et K sont tempe´re´es en tant que distributions et sont une paire
de Fourier en ce sens.
(2) On a :
∫→∞
0 F (x) dx =
1
2K(0).
(3) Soit Λ ≥ 0 et soit ξ ≥ 0. On a :∫ Λ
0
2 cos(2πξx)F (x) dx =∫ →∞
0
(
sin(2πΛ(t− ξ))
π(t− ξ) +
sin(2πΛ(t + ξ))
π(t+ ξ)
)
K(t) dt
(4) Soit ξ ≥ 0 et soit X > ξ. On a, pour Λ→∞ :∫ Λ
0
2 cos(2πξx)F (x) dx =∫ X
0
sin(2πΛ(t− ξ))
π(t− ξ)
∑
n≥1
f(t/n)
n
dt−
∫ ∞
0
f(u)
u
du+ o(1)
Le point 2.4.(1) est e´nonce´ par Duffin-Weinberger dans [11] sous une hy-
pothe`se plus forte sur f (cf. 2.3.(3)) ; il est prouve´ sous la seule hypothe`se
(C) dans [7] (the´ore`me 4.2.). Le point 2.4.(2) est e´tabli a` la fin de la de´-
monstration du the´ore`me 4.6 dans [7], avec un argument qui n’utilise en fait
que (C). Le point 2.4.(3) est une extension du the´ore`me principal [10, Th. 1]
de Duffin-Weinberger cf. 2.3.(2). Finalement 2.4.(4) re´sout la question de la
validite´ ponctuelle en un sens classique de la formule de co-Poisson, puisqu’il
a comme corollaire imme´diat :
2.5. Corollaire. Soit f une fonction paire mesurable ve´rifiant (C). L’in-
te´grale impropre
∫→∞
0 2 cos(2πξx)F (x) dx existe si et seulement si ξ est un
point de Dirichlet de la fonction (loc. inte´grable) de´finie presque partout K,
et sa valeur est alors la valeur de Dirichlet de K en ξ.
En effet si φ est localement inte´grable on dit que x0 est un point de
Dirichlet de φ si L = limΛ→∞
∫ x0+δ
x0−δ
sin(2πΛ(x−x0))
π(x−x0)
φ(x) dx existe (δ > 0 fixe´
petit quelconque), et la valeur de Dirichlet de φ en x0 est par de´finition L.
Remarquons que par 2.4 le point ξ = 0 est toujours un point de Dirichlet
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de K (il s’agit la` en fait d’un lemme que nous e´tablirons pre´alablement a`
la preuve de 2.4). Comme corollaire, on obtient un crite`re, non restreint
au cadre L1 et a` des fonctions continues, qui est suffisant pour la validite´
ponctuelle de la formule de co-Poisson sur tout un intervalle :
2.6. The´ore`me. Soit f une fonction paire mesurable ve´rifiant (C) et telle
que, pour un certain X > 0, l’on ait :
(1) f est de variation borne´e sur [0,X],
(2) aux discontinuite´s dans ]0,X[, f a la valeur moyenne.
Alors :
∀ξ ∈ ]0,X[
∫ →∞
0
2 cos(2πξx)F (x) dx = K(ξ)
Prouvons ce corollaire. Comme f a une variation totale finie sur [0,X],
elle a une limite en 0+, et cette limite doit eˆtre nulle a` cause de (C). On
peut donc aussi bien poser f(0) = 0. Soit µ la mesure complexe df de sorte
que f(t) = µ([0, t[) + 12µ({t}) pour t < X. Soit |µ| la mesure des variations
de µ. Soit 0 < t1 < t2 < X fixe´s et soit Vm, pour m ≥ 1, la variation totale
de f(t/m)/m sur l’intervalle [t1, t2]. On a Vm ≤ |µ|([t1/m, t2/m])/m. Nous
obtenons alors : ∑
m≥1
Vm ≤
∫
[0,t2]
∑
t1/u≤m≤t2/u
1
m
d|µ|(u) ,
qui est
≤ C +
∫
[0,t1/2]
log
t2/u
t1/u− 1d|µ|(u) ≤ C + log(2t2/t1)|µ|([0, t1/2]) <∞
Nous savons par 2.3.(1) (voir lemme 2.7) que la se´rie
∑
m f(t/m)/m converge
presque partout donc elle converge en au moins un point t0 de [t1, t2]. La
se´rie
∑
m(f(t/m)/m − f(t0/m)/m) est uniforme´ment de Cauchy donc elle
converge ponctuellement partout et uniforme´ment sur [t1, t2] (qui est arbi-
traire). La fonction
∑
m f(t/m)/m a sa variation totale sur [t1, t2] borne´e
par
∑
m≥1 Vm qui est fini. Comme la se´rie converge uniforme´ment la re`gle
de la valeur moyenne aux discontinuite´s est ve´rifie´e. Par le crite`re de Jordan
si une fonction φ est de variation borne´e dans un voisinage d’un point ξ,
alors ξ est un point de Dirichlet de φ et la valeur de Dirichlet φD(ξ) est
1
2(φ(ξ+) + φ(ξ−)). Le crite`re de Jordan s’applique donc et le corollaire est
de´montre´.
Un autre the´ore`me assurant une validite´ ponctuelle de la formule de co-
Poisson est donne´ dans la section G.
B. Lemmes sur les sommes et les co-sommes. Ces lemmes serviront
pour la de´monstration de 2.4.
2.7. Lemme. Soit f ∈ L1(0,∞; dx). La se´rie ∑n≥1 f(n/x)x est presque par-
tout absolument convergente et est absolument convergente dans L1(0,Λ; dx)
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pour tout Λ > 0. Soit k ∈ L1(0,∞; dx) de´croissante (donc a` valeurs positives
ou nulles). On a∫ ∞
0
∑
n≥1
|f(n/x)|
x
k(x) dx ≤
∫ ∞
0
|f(x)| dx
∫ ∞
0
k(x) dx .
La convergence ponctuelle et en norme L1 est un lemme de Duffin et
Weinberger dans [10], que l’on peut voir comme une conse´quence de l’ine´ga-
lite´ inte´grale, puisque l’on pourra y prendre pour k la fonction indicatrice de
l’intervalle ]0,Λ[ par exemple. On utilisera aussi plus loin k(x) = 1/(1+x2).
Par le the´ore`me de la convergence monotone on a∫ ∞
0
∑
n≥1
|f(n/x)|
x
k(x) dx =
∫ ∞
0
∑
n≥1
|f(x)|k(n/x)
x
dx .
Or ∀x > 0 ∑n≥1 k(n/x)x ≤ ∫∞0 k(x) dx. Le lemme est prouve´.
2.8. Lemme. Soit g ∈ L1(0,∞; dx). La se´rie ∑m≥1 g(mx) est absolument
convergente dans L1(0,∞; dx
1+(log x)2
), donc aussi presque partout et dans
L1(a,A; dx) pour tout 0 < a < A <∞.
On a en effet :∫ ∞
0
∑
m≥1
|g(mx)| dx
1 + (log x)2
=
∫ ∞
0
∑
m≥1
|g(m/x)|
x
dx
x(1 + (log x)2)
,
et l’on applique le lemme pre´ce´dent (la fonction x−1(1 + (log x)2)−1 n’est
pas de´croissante sur tout ]0,∞[ mais on peut certainement la majorer par
une fonction de´croissante et inte´grable).
2.9. Lemme. Soit X > 0 et soit f ∈ L1(0,X; dtt ). On a :
lim
Λ→∞
∫ X
0
sin(2πΛt)
πt
∑
m≥1
f(t/m)
m
dt = 0
On peut poser f ≡ 0 pour t > X. On a f(t/m)/m = f1(m/t)/t avec
f1(t) = f(1/t)/t, donc f1 ∈ L1(0,∞; dt). Par 2.7
∑
m≥1
f(t/m)
m converge
absolument presque partout et dans L1(0,X; dt). Le lemme est certainement
vrai si f est identiquement nulle sur ]0, ǫ[, ǫ > 0, par le lemme de Riemann-
Lebesgue ; de plus il existe une constante absolue telle que :∣∣∣∣∣∣
∫ X
0
sin(2πΛt)
πt
∑
m≥1
f(t/m)
m
dt
∣∣∣∣∣∣ ≤ C
∫ X
0
|f(u)|
u
du
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En effet ∫ X
0
sin(2πΛt)
πt
∑
m≥1
f(t/m)
m
dt
=
∑
m≥1
∫ X
0
sin(2πΛt)
πt
f(t/m)
m
dt
=
∑
m≥1
∫ X/m
0
sin(2πΛmu)
πm
f(u)
du
u
=
∫ X
0
∑
m≥1
1[0,X](mu)
sin(2πΛmu)
πm
f(u)
du
u
On a utilise´ le the´ore`me de la convergence domine´e et le fait bien connu que
les sommes partielles
∑
1≤m≤M sin(2πmv)/πm sont borne´es uniforme´ment
en M ∈ N, v ∈ R. Cette borne absolue C est celle qui apparaˆıt alors dans
l’ine´galite´ plus haut qui est ainsi prouve´e. En combinant ces deux observa-
tions on obtient :
∀ǫ > 0 lim sup
Λ→∞
∣∣∣∣∣∣
∫ X
0
sin(2πΛt)
πt
∑
m≥1
f(t/m)
m
dt
∣∣∣∣∣∣ ≤ C
∫ ǫ
0
|f(u)|
u
du
Comme ǫ > 0 est arbitraire le lemme est de´montre´.
C. Preuve du the´ore`me 2.4.
2.10. Proposition. Soient φ et ψ deux fonctions paires continues et inte´-
grables sur R et qui sont transforme´es de Fourier l’une de l’autre. On suppose
de plus qu’il existe une fonction k : [0,+∞[→ R de´croissante et inte´grable
qui majore a` la fois φ et ψ. Soit f une fonction paire mesurable ve´rifiant
(C). Alors on a l’e´galite´ inte´grale de co-Poisson :∫ ∞
0
φ(x)F (x) dx =
∫ ∞
0
ψ(y)K(y) dy ,
ou` F et K sont de´finies selon (2.1a) et (2.1b).
Les deux inte´grales sont absolument convergentes par le lemme 2.7. Le
meˆme lemme justifie :∫ ∞
0
φ(x)
∑
n≥1
f(n/x)
x
dx =
∫ ∞
0
∑
n≥1
φ(n/x)
x
f(x) dx
La formule de Poisson
φ(0) + 2
∑
n≥1
φ(n) = ψ(0) + 2
∑
m≥1
ψ(m) ,
vaut. En effet
∑
n≥0 φ(n + α) est uniforme´ment absolument convergente
pour 0 ≤ α ≤ 1 puisque domine´e par ∑n≥0 k(n). Il en est de meˆme de
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n<0 φ(n + α). Donc A(α) =
∑
n∈Z φ(n + α) est une fonction continue 1-
pe´riodique. Ses coefficients de Fourier sont les ψ(−m), m ∈ Z, qui forment
une suite de l1. La fonction continue B(α) =
∑
m∈Z ψ(−m) exp(2πimα) est
donc partout e´gale a` A(α), en particulier en α = 0. Le meˆme raisonnement
vaut pour φ(·/x)/x et ψ(x·), x > 0, et permet donc d’e´crire :∫ ∞
0
∑
n≥1
φ(n/x)
x
f(x) dx =
∫ ∞
0
(
∑
m≥1
ψ(mx) − φ(0)
2x
+
1
2
ψ(0))f(x) dx ,
puis en utilisant φ(0) = 2
∫∞
0 ψ(u) du, ψ(0) = 2
∫∞
0 φ(t) dt, et un changement
de variable x = 1/y :
∫ ∞
0
φ(x)
∑
n≥1
f(n/x)
x
−
∫ ∞
0
f(t) dt
 dx
=
∫ ∞
0
(
∑
n≥1
φ(n/x)
x
−
∫ ∞
0
φ(t) dt)f(x) dx
=
∫ ∞
0
(
∑
m≥1
ψ(mx)− φ(0)
2x
)f(x) dx
=
∫ ∞
0
(
∑
m≥1
ψ(m/y)
y
−
∫ ∞
0
ψ(u) du)
f(1/y)
y
dy .
La dernie`re ligne donne alors par les meˆmes calculs sur ψ et f(1/y)/y que
pre´ce´demment pour φ et f :
=
∫ ∞
0
ψ(y)
∑
m≥1
f(y/m)
m
−
∫ ∞
0
f(1/u)
u
du
 dy .
Ceci conclut la preuve de la Proposition. Les calculs sont exactement sem-
blables a` ceux de Duffin-Weinberger dans [11] (ou aux calculs menant a` [7,
Th. 4.2]), seules les hypothe`ses (et notations) diffe`rent.
En particulier, cela e´tablit le point (1) du the´ore`me 2.4 (cf. aussi le Lemma
4.1 de [7]). Nous e´tablissons maintenant le point (4). Soit ξ ≥ 0 fixe´ et soit
Λ > 0. Conside´rons la fonction continue
φ(x) =
{
2 cos(2πξx)− 2 cos(2πΛξ) |x| ≤ Λ ,
0 |x| > Λ .
Sa transforme´e de Fourier ψ(y) est donne´e par
(2.11) ψ(y) =
sin(2πΛ(y − ξ))
π(y − ξ) +
sin(2πΛ(y + ξ))
π(y + ξ)
− 2 cos(2πΛξ)sin(2πΛy)
πy
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On peut la re´e´crire sous la forme
ψ(y) = sin(2πΛy) cos(2πΛξ)
{
1
π(y − ξ) +
1
π(y + ξ)
− 2
πy
}
+ cos(2πΛy) sin(2πΛξ)
{
1
π(y + ξ)
− 1
π(y − ξ)
}
,
qui montre qu’elle est elle aussi L1, car en fait majore´e par un multiple
(de´pendant de ξ et de Λ) de 1/(1 + y2). Les hypothe`ses de la proposition
2.10 s’appliquent. Ainsi, avec X > ξ :
(2.12) Jξ(Λ) :=
∫ Λ
0
2 cos(2πξx)F (x) dx = 2cos(2πΛξ)
∫ Λ
0
F (x) dx
+
∫ X
0
ψ(y)K(y) dy +
∫ ∞
X
ψ(y)K(y) dy .
Le dernier terme est o(1) lorsque Λ → ∞ puisque ∫∞0 |K(y)| dy1+y2 < ∞, et
que l’on applique le lemme de Riemann-Lebesgue, compte tenu de l’expres-
sion ci-dessus pour ψ(y). On a de plus :∫ X
0
ψ(y)K(y) dy =
∫ X
0
ψ(y)
∑
m≥1
f(y/m)
m
dy −
∫ X
0
ψ(y) dy
∫ ∞
0
f(1/u)
u
du
Compte tenu de (2.11), on a :
∫ X
0
ψ(y) dy =
∫ X
−X
sin(2πΛ(y − ξ))
π(y − ξ) dy − cos(2πΛξ)
∫ X
−X
sin(2πΛy)
πy
dy
= 1− cos(2πΛξ) + o(1) ,
et ainsi :
Jξ(Λ) = 2 cos(2πΛξ)
(∫ Λ
0
F (x) dx+
1
2
∫ ∞
0
f(1/u)
u
du
)
−
∫ ∞
0
f(1/u)
u
du
+
∫ X
0
ψ(y)
∑
m≥1
f(y/m)
m
dy + o(1) .
La dernie`re inte´grale est, par l’expression (2.11) de ψ(y), le lemme de Riemann-
Lebesgue et le lemme 2.9 :∫ X
0
ψ(y)
∑
m≥1
f(y/m)
m
dy =
∫ X
0
sin(2πΛ(y − ξ))
π(y − ξ)
∑
m≥1
f(y/m)
m
dy + o(1)
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En combinant tous ces e´le´ments on obtient :
Jξ(Λ) = 2 cos(2πξΛ)
(∫ Λ
0
F (x) dx+
1
2
∫ ∞
0
f(1/u)
u
du
)
−
∫ ∞
0
f(1/u)
u
du
+
∫ X
0
sin(2πΛ(y − ξ))
π(y − ξ)
∑
m≥1
f(y/m)
m
dy + o(1)
Il ne reste plus qu’a` e´voquer
(E) lim
Λ→∞
∫ Λ
0
F (x) dx = −1
2
∫ ∞
0
f(1/u)
u
du ,
pour que la preuve de 2.4.(4) soit alors comple`te.
L’e´quation (E), c’est-a`-dire 2.4.(2), est e´tablie dans [7], a` la fin de la
de´monstration du the´ore`me 4.6. Pour la commodite´ du lecteur nous repro-
duisons ici la preuve qui n’utilise que la seule condition (C) sur f . Notons
g(t) = f(1/t)/t.
Tout d’abord∫ Λ
0
∑
n≥1
g(t/n)
n
dt =
∑
n≥1
∫ Λ/n
0
g(t)dt =
∫ ∞
0
[
Λ
t
]
g(t)dt ,
donc ∫ Λ
0
F (t) dt =
∫ Λ
0
∑
n≥1
g(t/n)
n
−
∫ ∞
0
g(u)
u
du
 dt
= −
∫ ∞
0
{
Λ
t
}
g(t)dt = −
∫ ∞
0
{Λv}h(v)dv ,
avec h(v) = g(1/v)/v2 = f(v)/v appartenant a` L1(0,+∞; dv). Il est clair
que
0 ≤ A ≤ B ⇒ lim
Λ→∞
∫ ∞
0
{Λv}1A≤v≤B(v)dv = B −A
2
donc par l’argument usuel de densite´ dans la preuve standard du lemme de
Riemann-Lebesgue on prouve
lim
Λ→∞
∫ ∞
0
{Λv}h(v)dv = 1
2
∫ ∞
0
h(v)dv
ce qui comple`te la preuve de 2.4.(2) et donc de 2.4.(4).
Venons-en a` 2.4.(3). Nous avons par (2.12) :∫ Λ
0
2 cos(2πξx)F (x) dx = 2cos(2πΛξ)
∫ Λ
0
F (x) dx+
∫ ∞
0
ψ(y)K(y) dy .
Par le The´ore`me de Duffin et Weinberger 2.3.(2) ([10]), on a :∫ Λ
0
F (x) dx =
∫ →∞
0
sin(2πΛy)
πy
K(y) dy ,
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donc :∫ Λ
0
2 cos(2πξx)F (x) dx =
∫ →∞
0
(
ψ(y) + 2 cos(2πΛξ)
sin(2πΛy)
πy
)
K(y) dy ,
et finalement par (2.11) :∫ Λ
0
2 cos(2πξx)F (x) dx =
∫ →∞
0
(
sin(2πΛ(y − ξ))
π(y − ξ) +
sin(2πΛ(y + ξ))
π(y + ξ)
)
K(y) dy .
2.13. Remarque. Dans la preuve de 2.4.(4) nous nous sommes arrange´ par
la de´finition spe´ciale de φ(x) pour n’avoir que des inte´grales absolument
convergentes ce qui nous a permis de faire appel a` la proposition ge´ne´rale
2.10. On peut proce´der plus directement en de´finissant φ1(x) = 2 cos(2πξx)
pour |x| < Λ, φ1(±Λ) = cos(2πΛξ), φ1(x) = 0 pour |x| > Λ. Soit alors ψ1(y)
sa transforme´e de Fourier. La fonction φ1(·/x)/x (x > 0) est inte´grable et de
variation borne´e et ve´rifie la re`gle de la valeur moyenne aux discontinuite´s, on
peut donc lui appliquer le The´ore`me de Poisson 45 de Titchmarsh [24]. Pour
poursuivre les calculs et justifier les interversions de sommes et d’inte´grales
on aura besoin d’e´tablir que les sommes partielles
∑
1≤m≤M yψ1(my) sont
borne´es uniforme´ment enM et en y (pour Λ et ξ fixe´s). On se rame`ne ensuite
aux meˆmes conside´rations que dans la preuve expose´e ici. Les de´tails sont
laisse´s au lecteur inte´resse´.
D. Un the´ore`me de Poisson presque suˆr. Une conse´quence inte´res-
sante de la formule de co-Poisson est le the´ore`me de Poisson presque suˆr :
2.14. The´ore`me. Soient φ et ψ deux fonctions paires continues et inte´-
grables qui sont transforme´es de Fourier l’une de l’autre. Alors, pour presque
tout x > 0 : ∑
n∈Z
φ(n/x)
|x| =
∑
m∈Z
ψ(mx) ,
avec des se´ries absolument convergentes.
Nous savons de´ja` par les lemmes 2.7 et 2.8 que les se´ries sont presque
partout absolument convergentes et aussi dans L1(a,A; dx) pour tout 0 <
a < A <∞. Soit f une fonction paire infiniment de´rivable avec son support
(pour x > 0) dans [a,A], 0 < a < A <∞. On a∫ ∞
0
|φ(x)|
∑
n≥1
|f(n/x)|
x
dx <∞
∫ ∞
0
|ψ(x)|
∑
m≥1
|f(x/m)|
m
dx <∞ ,
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puisque les sommes impliquant f sont borne´es. Ainsi le the´ore`me de la
convergence monotone implique∫ ∞
0
φ(x)
∑
n≥1
f(n/x)
x
dx =
∫ ∞
0
∑
n≥1
φ(n/x)
x
f(x) dx
∫ ∞
0
ψ(x)
∑
m≥1
f(x/m)
m
dx =
∫ ∞
0
∑
m≥1
ψ(mx)f(x) dx .
Soient F et K de´finies selon (2.1a) et (2.1b). Ce sont des fonctions de
Schwartz qui sont transforme´es de Fourier l’une de l’autre, par la formule
de co-Poisson. On a donc :∫ ∞
0
φ(x)F (x) dx =
∫ ∞
0
ψ(x)K(x) dx ,
que l’on peut e´crire compte tenu des e´quations pre´ce´dentes selon :∫ ∞
0
∑
n≥1
φ(n/x)
x
f(x) dx−
∫ ∞
0
φ(x) dx
∫ ∞
0
f(x) dx
=
∫ ∞
0
∑
m≥1
ψ(mx)f(x) dx−
∫ ∞
0
ψ(x) dx
∫ ∞
0
f(x)
x
dx ,
puis finalement, puisque
∫∞
0 φ(x) dx =
ψ(0)
2 ,
∫∞
0 ψ(x) dx =
φ(0)
2 :∫ A
a
∑
n≥1
φ(n/x)
x
+
φ(0)
2x
−
∑
m≥1
ψ(mx)− 1
2
ψ(0)
 f(x) dx = 0 .
Cela conclut la preuve du the´ore`me.
E. Formule inte´grale de co-Poisson. Nous allons maintenant utiliser
ce The´ore`me de Poisson (de´duit de la formule de co-Poisson) pour prouver. . .
la formule de co-Poisson !
2.15. The´ore`me. Soit f une fonction paire mesurable ve´rifiant :
(C)
∫ ∞
0
|f(x)|
(
1 +
1
x
)
dx <∞
Soient φ et ψ deux fonctions inte´grables paires qui sont transforme´es de
Fourier l’une de l’autre. Si :∫ ∞
0
|φ(x)|
∑
n≥1
|f(n/x)|
x
dx <∞ ou
∫ ∞
0
∑
n≥1
|φ(n/x)|
x
|f(x)| dx <∞
et si
∫ ∞
0
|ψ(x)|
∑
n≥1
|f(x/n)|
n
dx <∞ ou
∫ ∞
0
∑
n≥1
|ψ(nx)| |f(x)| dx <∞ ,
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alors la formule inte´grale de co-Poisson∫ ∞
0
φ(x)
∑
n≥1
f(n/x)
x
−
∫ ∞
0
f(u) du
 dx
=
∫ ∞
0
ψ(x)
∑
n≥1
f(x/n)
n
−
∫ ∞
0
f(1/u)
u
du
 dx ,
est valable (avec des inte´grales absolument convergentes).
2.16. Remarque. Par le the´ore`me de la convergence monotone les condi-
tions ci-dessus se´pare´es par des ® ou ¯ sont e´quivalentes et impliquent la
convergence absolue des inte´grales de la formule inte´grale de co-Poisson.
Elles seront ve´rifie´es si, par exemple, soit f(x) et f(1/x)/x, soit φ(x) et ψ(x)
sont toutes deux majore´es par une fonction k de´croissante et inte´grable sur
]0,∞[ (ce dernier cas est de´ja` traite´ par 2.10).
En ce qui concerne la de´monstration du the´ore`me, on peut supposer que φ
et ψ sont choisies continues dans leur classe d’e´quivalence. Il suffira ensuite
de suivre a` l’identique la preuve de la proposition 2.10, et d’invoquer au
moment opportun le the´ore`me de Poisson presque suˆr 2.14.
F. Sommes de Riemann. Le the´ore`me de Poisson presque suˆr permet
aussi d’obtenir certains re´sultats sur le comportement de sommes de Rie-
mann pour des fonctions inte´grables.
2.17. Proposition. Soit φ une fonction paire inte´grable continue, dont la
transforme´e de Fourier ψ ve´rifie∫ ∞
2
log(y)|ψ(y)| dy <∞
Soit :
A(x) =
∑
n≥1
φ(n/x)
x
−
∫ ∞
0
φ(t) dt ,
qui est de´finie pour presque tout x > 0. On a alors :∫ ∞ ∣∣∣∣A(x) + 12 φ(0)x
∣∣∣∣ dx <∞
En effet, posons B(x) =
∑
m≥1 ψ(mx). On ve´rifie aise´ment∫ ∞
2
log(x)|ψ(x)| dx <∞ ⇒
∫ ∞
2
|B(x)| dx <∞ ,
or, par 2.14, on sait que pour presque tout x > 0 on a
A(x) +
1
2
φ(0)
x
= B(x)
ce qui comple`te la preuve.
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Sous une hypothe`se plus faible, nous obtenons tout de meˆme a` nouveau
un re´sultat qui montre que A(x) tend vers ze´ro en un sens moyen lorsque x
tend vers plus l’infini :
2.18. Proposition. Soit φ une fonction paire continue inte´grable dont la
transforme´e de Fourier ψ est aussi inte´grable. Soit :
A(x) =
∑
n≥1
φ(n/x)
x
−
∫ ∞
0
φ(t)dt ,
qui est de´fini pour presque tout x > 0. On a :
∀ǫ > 0
∫ ∞
|A(x)| dx
log x(log log x)1+ǫ
<∞ ,
ce qui implique, pour λ→∞ :∫ λ2
λ
|A(x)|dx = o(log λ(log log λ)1+ǫ) ,
et aussi certainement :
lim
λ→∞
1
λ
∫ 2λ
λ
|A(x)| dx = 0 .
Nous avons a` nouveau presque partout, par la formule de Poisson presque
suˆr :
A(x) +
1
2
φ(0)
x
=
∑
m≥1
ψ(mx)
et il suffira donc de s’inte´resser a` C(x) =
∑
m≥1 |ψ(mx)|. De´finissons
k(x) =
{
1
x
1
| log x|(
1
log | log x|)
1+ǫ (0 < x ≤ x0)
0 (x > x0)
,
ou` x0 > 0 est choisi suffisamment petit de sorte que k est de´croissante.
Alors :∫ ∞
0
C(1/x)
x
k(x) dx =
∫ ∞
0
|ψ(x)|
∑
m≥1
k(m/x)
x
dx
≤
∫ ∞
0
|ψ(x)| dx
∫ ∞
0
k(x) dx <∞
Ceci donne ∫ ∞
C(x)
dx
log x(log log x)1+ǫ
<∞ ,
qui e´tablit l’affirmation principale, et les deux suivantes en sont de directs
corollaires.
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G. Un autre the´ore`me de co-Poisson ponctuel. Le the´ore`me suivant
a le the´ore`me 2.3.(4) de Duffin-Weinberger comme corollaire.
2.19. The´ore`me. Soit f une fonction mesurable ve´rifiant
(C)
∫ ∞
0
(1 +
1
x
)|f(x)|dx <∞
On suppose aussi que sa transforme´e en cosinus
f˜(y) =
∫ ∞
0
2 cos(2πxy)f(x) dx
a la proprie´te´ ∫ ∞
log(y)|f˜(y)| dy <∞ .
En particulier f˜ est L1 et f est essentiellement continue, donc on la suppo-
sera continue. Sous ces hypothe`ses, la fonction
F (x) =
∑
n≥1
f(n/x)
x
−
∫ ∞
0
f(x) dx ,
qui est de´finie pour presque tout x > 0, a la proprie´te´
F ∈ L1(0,∞; dx) ,
la se´rie
∑
m≥1
f(ξ/m)
m converge uniforme´ment sur tout intervalle [0,X], et
l’on a la formule de co-Poisson ponctuelle :
∀ξ ≥ 0
∫ ∞
0
2 cos(2πξx)F (x) dx =
∑
m≥1
f(ξ/m)
m
−
∫ ∞
0
f(u)
u
du .
On notera que par (C) la fonction continue f ve´rifie f(0) = 0 et que
l’inte´grabilite´ de F re´sulte alors de la proposition 2.17. Nous savons que
la formule de co-Poisson vaut au sens des distributions. Donc il suffira de
prouver que la se´rie
∑
m≥1
f(ξ/m)
m converge uniforme´ment sur [0,X], car sa
somme sera une fonction continue e´gale presque partout, donc partout, a` la
transforme´e en cosinus de F . Compte tenu de f(0) = 0, on peut e´crire :
f(ξ/m)
m
=
∫ ∞
0
2 cos(2πξy)f˜ (my) dy =
∫ ∞
0
2(cos(2πξy)− 1)f˜(my) dy
De l’hypothe`se
∫∞
log(y)|f˜(y)| dy <∞, il re´sulte :∑
m≥1
∫ ∞
1
|f˜(my)| dy <∞
et il suffit donc d’examiner la se´rie∑
m≥1
∫ 1
0
2(1− cos(2πξy)) |f˜ (my)| dy ,
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qui est majore´e par ∑
m≥1
∫ 1
0
4πξ y |f˜(my)| dy .
Or par le lemme 2.8 on a certainement
f˜ ∈ L1 ⇒
∫ ∞
0
∑
m≥1
|f˜(my)| dy
y + 1y
<∞ ,
ce qui implique la convergence de la se´rie pre´ce´dente et comple`te la de´mons-
tration du the´ore`me 2.19.
3. E´tudes sur une formule de Mu¨ntz
A. Dzeˆta et Mellin. Dans son article, Riemann multiplie ζ(s) par Γ(s)
ou par π−s/2Γ(s/2) pour obtenir des expressions inte´grales permettant d’e´ta-
blir le prolongement analytique et l’e´quation fonctionnelle. On peut adopter
la perspective suivant laquelle c’est ζ(s) qui multiplie Γ(s) ou π−s/2Γ(s/2),
elles-meˆmes des inte´grales, et que c’est cette multiplication par ζ(s) qui a
un effet sur les quantite´s inte´gre´es. Ce point de vue est donc un point de vue
ope´ratoriel sur l’action de ζ(s). Dans les deux cas cite´s les inte´grales sont
des transforme´es de Mellin gauches
∫∞
0 f(x)x
s−1 dx. On trouve alors que
l’action de ζ(s) est celle d’une somme
∑
f(nx). Mais dans d’autres cas, les
inte´grales sont plus naturellement exprime´es par des transforme´es de Mel-
lin droites
∫∞
0 f(x)x
−s dx. Alors, l’action de ζ(s) est celle d’une co-somme∑
f(x/n)/n. Il y a donc la possibilite´, au moins, de deux traductions de
l’e´quation fonctionnelle via l’interpre´tation ope´ratorielle de la multiplica-
tion par ζ(s). Et effectivement, pour la transforme´e de Mellin gauche, on
trouve que cette traduction est la formule de Poisson, tandis que pour la
transforme´e de Mellin droite on trouve la formule de co-Poisson.
Pour correctement expliquer ce qui pre´ce`de il faut pre´ciser un point im-
portant. La formule
(3.1)
∫ ∞
0
∑
n≥1
f(nx)xs−1 dx = ζ(s)
∫ ∞
0
f(x)xs−1 dx ,
pour Re(s) = σ,
∫∞
0 |f(x)|xσ−1 dx <∞, ne vaut (en ge´ne´ral) que pour σ > 1
(et est justifie´e par le the´ore`me de Fubini-Tonelli). Si l’on veut interpre´ter
ope´ratoriellement l’e´quation fonctionnelle il est indispensable que l’ope´ration
s → 1 − s soit licite. Il nous faut donc une version de (3.1) qui soit valable
pour 0 < σ < 1 (ou pour σ = 12 ). Il semble d’apre`s Titchmarsh [23, II.11]
que c’est Mu¨ntz [17] qui le premier a donne´ la formule. Voici le The´ore`me
de Mu¨ntz, tel qu’on le trouve dans le traite´ de Titchmarsh :
3.2. The´ore`me (Mu¨ntz [17] [23, II.11]). Soit f une fonction de classe C1
sur [0,∞[ qui est O(x−α) pour x → ∞ et telle que aussi f ′(x) = O(x−β),
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avec α > 1, β > 1. On a alors :
(3.3)
∫ ∞
0
∑
n≥1
f(nx)−
∫∞
0 f(t) dt
x
xs−1 dx = ζ(s)∫ ∞
0
f(x)xs−1 dx ,
pour 0 < Re(s) < 1.
Nous appellerons
(3.4) Af (x) =
∑
n≥1
f(nx)−
∫∞
0 f(t) dt
x
la sommation de Poisson (Mu¨ntz)-modifie´e de f . Plusieurs de´monstrations
de l’e´quation fonctionnelle sont obtenues dans [23] a` partir de la formule
de Mu¨ntz, en choisissant f de sorte que Af ait des proprie´te´s spe´ciales,
comme par exemple d’eˆtre invariante sous la transforme´e en sinus, ou sous
la transformation Af (x)→ Af (1/x)/x.
Avant toute chose, faisons la remarque suivante : le changement de va-
riable x→ 1/x transforme (3.3) en la formule e´quivalente :∫ ∞
0
∑
n≥1
f(n/x)
x
−
∫ ∞
0
f(t) dt
x−s dx = ζ(s)∫ ∞
0
f(x)xs−1 dx ,
puis en remplac¸ant f(x) par f(1/x)/x on obtient la formule de co-Mu¨ntz :
(3.5)
∫ ∞
0
∑
n≥1
f(x/n)
n
−
∫ ∞
0
f(1/t)
t
dt
x−s dx = ζ(s)∫ ∞
0
f(x)x−s dx .
Ceci met en e´vidence que si l’on utilise la transforme´e de Mellin droite, la
multiplication par ζ(s) est associe´e aux co-sommes.
Que ce soit pour Mellin-droit ou pour Mellin-gauche, la droite Re(s) = 12
est spe´ciale du point de vue Hilbertien : les applications f(x) 7→Mg(f)(s) =∫∞
0 f(x)x
s−1 dx et f(x) 7→ Md(f)(s) =
∫∞
0 f(x)x
−s dx sont isome´triques
de L2(0,∞; dx) sur L2(s = 12 + iτ ; dτ2π ). Supposons que la fonction paire f
de carre´ inte´grable soit sa propre transforme´e de Fourier. Comment cela se
traduit-il pour Md(f) et Mg(f) ?
Soit Γ = FI, avec ici F la transformation en cosinus, et I : f(x) 7→
f(1/x)/x. L’ope´rateur Γ est unitaire sur L2(0,∞; dx) et il commute aux
changements d’e´chelle. Il est donc diagonalise´ par Md (ou Mg), qui n’est pas
autre chose que la transformation de Fourier multiplicative (et l’on sait bien
que les ope´rateurs sur L2(−∞,+∞; du) qui commutent aux translations sont
diagonalise´s par la transformation de Fourier additive). Donc il existe une
fonction mesurable χ(s) sur la droite critique, de module 1 presque partout,
et telle que :
∀f ∈ L2(0,∞; dx) Re(s) = 1
2
⇒Md(Γ(f))(s) = χ(s)Md(f)(s) p.p. ,
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soit encore, en remplac¸ant f (conside´re´e paire) par If :
∀f ∈ L2(0,∞; dx) Re(s) = 1
2
⇒Md(f˜)(s) = χ(s)Md(f)(1− s) p.p.
On identifie χ en prenant par exemple f(x) = exp(−πx2). On trouve ainsi :
(3.6) ∀f π− s2Γ(s
2
)Md(f˜)(s) = π
− 1−s
2 Γ(
1− s
2
)Md(f)(1− s) .
Donc :
On a l’e´galite´ f = f˜ si et seulement si
∫∞
0 f(x)x
−s dx ve´rifie l’e´qua-
tion fonctionnelle de ζ(s),
ou encore :
On a l’e´galite´ f = f˜ si et seulement si
∫∞
0 f(x)x
s−1 dx ve´rifie l’e´qua-
tion fonctionnelle de ζ(1− s).
Ces constatations, certes e´le´mentaires, n’en sont pas moins utiles pour
dissiper une impression qui est laisse´e par le traitement devenu habituel de
l’e´quation fonctionnelle de dzeˆta, ou` sont combine´s le caracte`re autore´ci-
proque de x 7→ exp(−πx2), la formule de Poisson, et la transformation de
Mellin gauche
∫∞
0 f(x)x
s−1 dx.
Supposons en effet que l’on de´sire construire des fonctions f auto-re´ci-
proques sous la transformation en cosinus. Il suffira que
∫∞
0 f(x)x
−s dx =
ζ(s)
∫∞
0 k(x)x
−s dx avec k ve´rifiant k(x) = k(1/x)/x, qui correspond a`∫∞
0 k(x)x
s−1 dx =
∫∞
0 k(x)x
−s dx, puisque cela garantit que
∫∞
0 f(x)x
−s dx
satisfasse a` la meˆme e´quation fonctionnelle que dzeˆta. Par l’e´quation de
co-Mu¨ntz (3.5) cela signifie que f est la co-somme de Poisson associe´e a` k :
f(x) =
∑
n≥1
k(x/n)
n
−
∫ ∞
0
k(1/t)
t
dt k(x) =
k(1/x)
x
⇒ f = f˜
Plus ge´ne´ralement on voit donc que l’e´quation fonctionnelle de la fonction
dzeˆta est, via (3.6), essentiellement e´quivalente a` la formule de co-Poisson.
Comme il est bien connu elle est aussi e´quivalente a` la formule de Poisson.
Pour le voir dans le meˆme style, reformulons (3.6) ainsi :
(3.7) ζ(1− s)
∫ ∞
0
f˜(x)x−s dx = ζ(s)
∫ ∞
0
f(x)xs−1 dx .
Par la formule de Mu¨ntz le terme de droite est la transforme´e de Mellin
(gauche) de Af . Aussi le terme de gauche est la transforme´e de Mellin
(gauche) de I(A
f˜
). Il vient donc (f paire, x > 0 ; l’identite´ vaut peut-eˆtre
presque partout seulement) :∑
n≥1
f˜(n/x)
x
−
∫ ∞
0
f˜(t) dt =
∑
n≥1
f(nx)−
∫∞
0 f(t) dt
x
,
c’est-a`-dire, la formule de Poisson !
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Dans ce qui pre´ce`de nous n’avons pas cherche´ a` rendre pre´cises les condi-
tions sur f qui assurent la validite´ de nos manipulations, car notre but e´tait
principalement de faire passer le message que co-Poisson est aussi intime-
ment lie´ a` l’e´quation fonctionnelle que Poisson. Nous proposons maintenant
une e´tude pre´cise des conditions de validite´ de (3.3).
3.8. Remarque. Dans tout le reste de ce chapitre, la notation f̂(s) de´signera
la transforme´e de Mellin gauche :
f̂(s) =
∫ ∞
0
f(x)xs−1 dx
B. Distributions tempe´re´es et formule de Mu¨ntz. Nous allons e´tu-
dier de manie`re pre´cise les conditions de validite´ de la formule de Mu¨ntz.
Rappelons nos notations : on a f ∈ L1(0,∞; dx), et l’on note
Af (x) =
∑
n≥1
f(nx)−
∫∞
0 f(t) dt
x
,
la somme modifie´e, qui par le lemme 2.8 est presque partout absolument
convergente et est inte´grable contre (1+log2 x)−1 dx. On notera aussi parfois
f̂(s) =
∫∞
0 f(t)t
s−1 dt lorsque cette inte´grale existe.
Le the´ore`me principal exprime la validite´ de la formule de Mu¨ntz au sens
des distributions :
3.9. The´ore`me. Soit f ∈ L1(0,∞; dx). Soit 0 < σ < 1. On suppose de plus∫ ∞
0
|f(x)|xσ−1 dx <∞ .
La fonction xσAf (x) est alors une distribution tempe´re´e en log(x) ∈ R.
L’identite´ de Mu¨ntz :∫ ∞
0
xσAf (x)x
iτ dx
x
= ζ(σ + iτ)f̂(σ + iτ)
vaut comme une identite´ de distributions tempe´re´es en τ ∈ R, l’inte´grale
e´tant vue comme repre´sentant une transformation de Fourier au sens des
distributions tempe´re´es.
3.10. Remarque. La situation sur la droite Re(s) = 1 est diffe´rente et plus
de´licate. Les e´nonce´s relatifs a` ce cas seront donne´s plus loin.
3.11. Remarque. Dans l’expression :
xσAf (x) =
∑
n≥1
xσf(nx)− xσ−1
∫ ∞
0
f(t) dt ,
ni la somme ni le terme avec l’inte´grale ne sont des distributions tempe´re´es
en log x (sauf si l’inte´grale s’annule). C’est leur diffe´rence qui est tempe´re´e
comme distribution en log x.
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3.12. Corollaire. Soit f ∈ L1(0,∞; dx). Soit 0 < σ < 1. Si∫ ∞
0
|f(x)|xσ−1 dx <∞ ,
∫ ∞
0
|g(x)|xσ−1 dx <∞ ,
et Re(s) = σ ⇒
∫ ∞
0
g(x)xs−1 dx = ζ(s)
∫ ∞
0
f(x)xs−1 dx ,
alors
g(x) =
∑
n≥1
f(nx)−
∫∞
0 f(t) dt
x
pour presque tout x > 0.
Il s’agit effectivement d’un simple corollaire du the´ore`me 3.9, puisque les
deux fonctions xσg(x) et xσAf (x), en tant que distributions tempe´re´es en
log(x), ont la meˆme transforme´e de Fourier.
3.13. The´ore`me. Soit f ∈ L1(0,∞; dx). Soit 0 < σ < 1. Si
(1)
∫ 1
0
∣∣∣∑n≥1 f(nx)− ∫∞0 f(t) dtx ∣∣∣xσ−1 dx <∞
et si (2)
∫ 1
0 |f(x)|xσ−1 dx <∞ ,
alors la formule de Mu¨ntz 3.3 concerne des inte´grales absolument conver-
gentes et est valable sur la droite Re(s) = σ.
3.14. Remarque. On sait de´ja` par le lemme 2.8 que la somme
∑
n≥1 f(nx)
est presque partout absolument convergente et que les inte´grales prises de 1
a` ∞ sont absolument convergentes. De plus si les hypothe`ses sont ve´rifie´es
pour σ elles le sont aussi pour 1 > σ′ > σ. La formule de Mu¨ntz vaut donc
alors au moins dans la bande σ ≤ Re(s) < 1.
Ce the´ore`me est lui aussi un corollaire imme´diat de 3.9. Cependant nous
en donnerons une de´monstration directe (plus longue. . .) qui ne fait pas
appel a` la transforme´e de Fourier-Schwartz des distributions, pour illustrer
d’autres techniques plus ® classiques ¯.
3.15. Proposition. Soit f une fonction inte´grable sur ]0,∞[ ve´rifiant au
choix l’une des deux conditions suivantes :
(1) elle est de variation totale borne´e sur ]0,∞[,
(2) ou sa transforme´e en cosinus f˜ est inte´grable.
La formule de Mu¨ntz (3.3) est alors valable pour 0 < Re(s) < 1 et concerne
des inte´grales absolument convergentes.
Prouvons-le comme corollaire de 3.13. Si f est de variation totale borne´e,
elle est borne´e, donc certainement la condition (2) de 3.13 est ve´rifie´e. Soit df
la mesure des variations de f . Quitte a` modifier f en un nombre de´nombrable
de points, on peut supposer f(x) = − ∫t>x df(t). Soit x > 0 fixe´. Pour n ≥ 1 :
xf(nx)−
∫ nx
(n−1)x
f(t) dt =
∫
(n−1)x<t≤nx
(t− (n− 1)x)df(t) ,
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donc : ∣∣∣∣∣f(nx)− 1x
∫ nx
(n−1)x
f(t) dt
∣∣∣∣∣ ≤
∫]
(n−1)x,nx
] { t
x
}∗
|df |(t) .
On a note´ {t}∗ = t− [t] si t /∈ Z, = 1 pour t ∈ Z. Ainsi pour tout x > 0 :∣∣∣∣∣∣
∑
n≥1
f(nx)−
∫∞
0 f(t)dt
x
∣∣∣∣∣∣ ≤
∫
]0,∞[
{
t
x
}∗
|df |(t) ≤
∫
]0,∞[
|df |(t) .
La sommation modifie´e Af (x) est donc borne´e, et la condition (1) de 3.13
est satisfaite.
Supposons maintenant f˜ ∈ L1. En particulier f (conside´re´e comme une
fonction paire) est essentiellement continue sur R, et la condition (2) de 3.13
est donc ve´rifie´e. Par le the´ore`me presque suˆr de Poisson 2.14, on a pour
presque tout x > 0 :∑
n≥1
f(nx)−
∫∞
0 f(t) dt
x
=
∑
n≥1
f˜(n/x)
x
−
∫ ∞
0
f˜(t) dt ,
Pour ve´rifier la condition (1) il suffit de s’inte´resser a` B(x) =
∑
n≥1
|f˜(n/x)|
x .
Par le lemme 2.7, B est inte´grable contre la fonction de´croissante et inte´-
grable k(x) = xσ−1, x ≤ 1, k(x) = 0, x > 1. Ainsi (1) vaut aussi.
Un autre corollaire du the´ore`me 3.13 est donne´ par :
3.16. Proposition. Soit 0 < σ < 1. Soit f une fonction localement de
variation borne´e telle que∫ ∞
0
|f(x)| dx+
∫
]0,1]
xσ |df |(x) +
∫
]1,∞[
|df |(x) <∞ .
La formule de Mu¨ntz (3.3) est alors valable comme identite´ d’inte´grales ab-
solument convergentes dans la bande σ < Re(s) < 1.
Quitte a` modifier f (donc Af ) en un nombre de´nombrable de points,
on peut supposer f(x) = − ∫t>x df(t). Remarquons ensuite pour x < 1 :∫
]x,1] t
σ |df |(t) ≥ xσ ∫]x,1] |df |(x), et donc f(x) = O(x−σ) pour x → 0. Ainsi∫∞
0 f(x)x
s−1 dx converge absolument pour σ < Re(s) ≤ 1. L’ine´galite´ e´tablie
pour Af (x) dans la preuve de 3.15 :∣∣∣∣∣∣
∑
n≥1
f(nx)−
∫∞
0 f(t)dt
x
∣∣∣∣∣∣ ≤
∫
]0,∞[
{
t
x
}∗
|df |(t) ,
vaut aussi sous la nouvelle hypothe`se (on a
∫
]0,1] t|df |(t) < ∞). Comme{
t
x
}∗ ≤ ({ tx}∗)σ ≤ ( tx)σ, on en de´duit :
|Af (x)| ≤ x−σ
∫
]0,1]
tσ|df |(t) +
∫
]1,∞[
|df |(t)
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Donc Af est aussi O(x
−σ) pour x → 0. Ainsi ∫∞0 Af (x)xs−1 dx converge
absolument pour σ < Re(s) < 1, la convergence sur ]1,∞[ par le lemme 2.8.
La proposition est donc prouve´e, comme corollaire du the´ore`me 3.13.
Nous en venons maintenant aux preuves de 3.9 et de 3.13, en commenc¸ant
par ce dernier. Bien qu’il puisse eˆtre vu comme un simple corollaire de 3.9,
nous en donnerons une preuve directe, dans un style plus classique. Nous
de´butons par un lemme :
3.17. Lemme. Soit f ∈ L1(0,∞; dx) et soit 0 < σ < 1. Si f est de classe
C1 sur ]0,∞[, si f ′ est inte´grable sur [1,∞[, et si f ′(x) est O(x−1−σ) pour
x→ 0 alors la formule de Mu¨ntz 3.3 vaut dans la bande σ < Re(s) < 1 avec
des inte´grales absolument convergentes.
Tout d’abord f(x) est O(x−σ) pour x → 0, donc f̂(s) = ∫∞0 f(x)xs−1 dx
est absolument convergent et analytique pour σ < Re(s) ≤ 1. On note que∫ 1
0 t|f ′(t)| dt est fini. Par
xf(nx)−
∫ nx
(n−1)x
f(t) dt =
∫ nx
(n−1)x
(t− (n− 1)x)f ′(t) dt ,
on obtient la convergence absolue pour tout x > 0 de
∑
n≥1 f(nx) et, pour
A(x) =
∑
n≥1
f(nx)−
∫∞
0 f(t) dt
x
=
∫ ∞
0
f ′(t)
{
t
x
}
dt ,
l’ine´galite´ :
|A(x)| ≤
∫ ∞
0
|f ′(t)|
{
t
x
}
dt ≤
∫ x
0
|f ′(t)| t
x
dt+
∫ ∞
x
|f ′(t)| dt ,
qui est O(x−σ) pour x→ 0. Donc ∫ 10 A(x)xs−1 dx est absolument convergent
et analytique pour Re(s) > σ. Par le lemme 2.8 on a
∫∞ |A(x)| dx
log2(x)
< ∞
et donc certainement σ < 1 ⇒ ∫∞1 |A(x)|xσ−1 dx < ∞. Ainsi Â(s) =∫∞
0 A(x)x
s−1 dx est absolument convergent pour σ < Re(s) < 1.
Soit ǫ > 0 et soit fǫ(x) = f(x)e
−ǫx. On remarque que fǫ ve´rifie les trois
meˆmes hypothe`ses que f . On a par convergence domine´e :
σ < Re(s) ≤ 1⇒ f̂(s) = lim
ǫ→0
f̂ǫ(s) .
Soit Aǫ(x) la sommation de Poisson modifie´e de fǫ. A` nouveau par conver-
gence domine´e on a ∀x > 0 limǫ→0Aǫ(x) = A(x). De plus les inte´grales∫∞
1
∑
n≥1 fǫ(nx)x
s−1 dx sont domine´es par
∫∞
1
∑
n≥1 |f(nx)|xRe(s)−1 dx. Donc
σ < Re(s) < 1⇒
∫ ∞
1
∑
n≥1
f(nx)xs−1 dx = lim
ǫ→0
∫ ∞
1
∑
n≥1
fǫ(nx)x
s−1 dx .
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En ce qui concerne l’intervalle ]0, 1] on a les expressions
Aǫ(x) =
∫ ∞
0
f ′ǫ(t)
{
t
x
}
dt ,
puis les majorations (0 < ǫ < 1)
|Aǫ(x)| ≤
∫ ∞
0
|f ′(t)|
{
t
x
}
dt+
∫ ∞
0
|f(t)| dt ,
qui sont inde´pendantes de ǫ et inte´grables contre |xs−1| dx sur ]0, 1] pour s
dans la bande conside´re´e. Nous pouvons donc affirmer :
σ < Re(s) < 1⇒ Â(s) = lim
ǫ→0
Âǫ(s) .
Il suffira donc d’e´tablir la formule de Mu¨ntz pour fǫ, ǫ > 0 fixe´. E´crivons
pour σ < Re(s) < 1 :∫ ∞
0
Aǫ(x)x
s−1 dx =
∫ 1
0
Aǫ(x)x
s−1 dx+
∫ ∞
1
∞∑
n=1
fǫ(nx)x
s−1 dx+
∫∞
0 fǫ(y)dy
s− 1
La premie`re inte´grale est analytique pour Re(s) > σ, et la deuxie`me inte´grale
est une fonction entie`re, puisque
x ≥ 1⇒
∣∣∣∣∣
∞∑
n=1
fǫ(nx)
∣∣∣∣∣ = O(1/(exp(ǫx)− 1)) .
Ainsi Âǫ(s) est me´romorphe dans Re(s) > σ, et on peut la re´e´crire pour
Re(s) > 1 selon :
Âǫ(s) =
∫ 1
0
(
Aǫ(x) +
∫∞
0 fǫ(y)dy
x
)
xs−1 dx+
∫ ∞
1
∞∑
n=1
fǫ(nx)x
s−1 dx
=
∫ ∞
0
∞∑
n=1
fǫ(nx)x
s−1 dx = ζ(s)
∫ ∞
0
fǫ(x)x
s−1 dx
La preuve du lemme est comple`te, puisque le principe du prolongement
analytique donne Âǫ(s) = ζ(s)f̂ǫ(s) aussi dans la bande σ < Re(s) < 1.
Prouvons maintenant le the´ore`me 3.13. Rappelons-en les hypothe`ses : on
a f ∈ L1(0,∞; dx), on note A(x) la somme de Poisson (Mu¨ntz)-modifie´e de
f qui est de´finie presque partout et l’on suppose que f et A sont toutes deux
dans L1(0,∞; xσ−1dx) pour un certain 0 < σ < 1. Il s’agit de prouver la
formule de Mu¨ntz. Comme nous l’avons de´ja` indique´ dans la remarque 3.14,
les fonctions f et A seront aussi dans L1(0,∞; xσ′−1dx) pour tout 1 > σ′ >
σ, et les fonctions f̂ et Â sont continues dans la bande σ ≤ Re(s) < 1. Il suffit
donc d’e´tablir la validite´ de la formule de Mu¨ntz sur la bande σ < Re(s) < 1.
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Soit g(t) une fonction quelconque non identiquement nulle et de classe C1
et de support dans [a, b], 0 < a < b. Soit k quelconque localement inte´grable
sur ]0,∞[. On note alors
(g ∗ k)(t) =
∫ ∞
0
k(u)g(
t
u
)
du
u
=
∫ t/a
t/b
k(u)g(
t
u
)
du
u
,
la convolution multiplicative de g et de k. Pour tout nombre complexe s tel
que
∫∞
0 k(t)t
s−1 dt soit absolument convergent, le the´ore`me de Fubini prouve
que g ∗ k a la meˆme proprie´te´ et que∫ ∞
0
(g ∗ k)(t)ts−1 dt =
∫ ∞
0
g(t)ts−1 dt
∫ ∞
0
k(t)ts−1 dt .
En particulier comme f est inte´grable, il en est de meˆme de F = g ∗ f . De
plus de l’expression F (t) =
∫∞
0 f(u)g(
t
u )
du
u il ressort que F est de classe
C1 sur ]0,∞[, avec F ′(t) = 1t
∫∞
0 f(u)
t
ug
′( tu)
du
u . Cela montre en particulier
que t F ′(t) est dans L1(0,∞; dx). Et comme g est C1 avec son support
compact e´loigne´ de l’origine, on a certainement ∀x > 0 |xg′(x)| ≤ Cx−σ
pour une certaine constante C. Il en re´sulte que F ′ est O(t−σ−1) pour t→ 0.
Donc F ve´rifie toutes les hypothe`ses du lemme 3.17 et la formule de Mu¨ntz
ÂF (s) = ζ(s)F̂ (s) vaut pour F dans la bande σ < Re(s) < 1. Nous savons
de´ja` F̂ (s) = ĝ(s)f̂(s) et il suffit donc de montrer ÂF (s) = ĝ(s)Âf (s), ce qui
re´sultera de AF = g ∗ Af . Nous avons pour tout x > 0 fixe´ :∑
n≥1
∫ ∞
0
|f(u)||g(nx
u
)|du
u
=
∫ x/a
x/b
∑
n≥1
|f(nv)||g(x
v
)|dv
v
<∞ ,
ou` nous avons utilise´ l’inte´grabilite´ locale de
∑
n≥1 |f(nv)|. Ainsi∑
n≥1
(g ∗ f)(nx) =
∫ x/a
x/b
∑
n≥1
f(nv)g(
x
v
)
dv
v
= g ∗
(∑
n≥1
f(n ·)
)
(x) ,
On ve´rifie aussi l’identite´ (g ∗ 1t )(x) = 1x
∫∞
0 g(t)dt. Il en re´sulte AF = g ∗Af
et ceci termine la preuve du the´ore`me 3.13.
Venons-en au the´ore`me 3.9. On y fait les hypothe`ses 0 < σ < 1, f ∈
L1(0,∞; dx), ∫∞0 |f(x)|xσ−1 dx <∞, et l’on note
Af (x) =
∑
n≥1
f(nx)−
∫∞
0 f(t) dt
x
qui est presque partout de´finie et est comme fonction de log(x) ∈ R locale-
ment inte´grable.
Soit ǫ > 0 fixe´, et soit fǫ(x) = f(x) exp(−ǫx), Aǫ = Afǫ . Pour toute
fonction φ(x) de classe C∞, supporte´e dans 0 < a < x < b, on a par
32 JEAN-FRANC¸OIS BURNOL
convergence domine´e :
lim
ǫ→0
∫ ∞
0
Aǫ(t)φ(t) dt = lim
ǫ→0
∫ b
a
Aǫ(t)φ(t) dt =
∫ ∞
0
Af (t)φ(t) dt .
La fonction entie`re α(s) =
∫ b
a φ(t)t
−s dt est de de´croissance rapide dans toute
bande σ1 ≤ Re(s) ≤ σ2. Par la formule d’inversion on a :
∀t > 0 ∀c ∈ R φ(t) =
∫ c+i∞
c−i∞
α(s)ts−1
|ds|
2π
Prenons tout d’abord c > 1. Comme
∫∞
0 |fǫ(t)|tc−1 dt <∞ on a
c > 1⇒
∫ ∞
0
∣∣∣∣∣∣
∑
n≥1
fǫ(nt)
∣∣∣∣∣∣ tc−1 dt ≤ ζ(c)
∫ ∞
0
|fǫ(t)|tc−1 dt <∞ .
Ainsi, pour c > 1 et 0 < Λ <∞ on a∫ Λ
0
|Aǫ(t)|tc−1 dt ≤ ζ(c)
∫ ∞
0
|fǫ(t)|tc−1 dt+
∫ ∞
0
|fǫ(t)| dt Λ
c−1
c− 1 <∞ .
On peut donc e´crire, avec c = 2 et pour tout Λ > b :∫ ∞
0
Aǫ(t)φ(t) dt =
∫ Λ
0
Aǫ(t)φ(t) dt =
∫ 2+i∞
2−i∞
α(s)
(∫ Λ
0
Aǫ(t)t
s−1 dt
) |ds|
2π
=
∫ 2+i∞
2−i∞
α(s)
∫ Λ
0
∑
n≥1
fǫ(nt)t
s−1 dt
 |ds|
2π
−
∫ ∞
0
fǫ(t) dt
∫ 2+i∞
2−i∞
α(s)
Λs−1
s− 1
|ds|
2π
On a de plus :∫ 2+i∞
2−i∞
α(s)
Λs−1
s − 1
|ds|
2π
=
∫ Λ
0
∫ 2+i∞
2−i∞
α(s)ts−2
|ds|
2π
dt =
∫ Λ
0
φ(t)
t
dt .
On fait tendre Λ vers +∞, et on obtient :∫ ∞
0
Aǫ(t)φ(t) dt =
∫ 2+i∞
2−i∞
α(s)ζ(s)
∫ ∞
0
fǫ(t)t
s−1 dt
|ds|
2π
−α(1)
∫ ∞
0
fǫ(t) dt .
La de´croissance rapide de α(s) pour |Im(s)| → ∞ permet de de´caler l’inte´-
grale complexe de la droite Re(s) = 2 a` la droite Re(s) = σ, ce qui donne
un re´sidu au passage en s = 1 qui vaut α(1)
∫∞
0 fǫ(t) dt, et qui compense
exactement le dernier terme. Ainsi :∫ ∞
0
Aǫ(t)φ(t) dt =
∫
s=σ+iτ
α(s)ζ(s)
(∫ ∞
0
fǫ(t)t
s−1 dt
)
dτ
2π
.
On a sur la droite Re(s) = σ convergence pour ǫ→ 0 de ∫∞0 fǫ(t)ts−1 dt vers∫∞
0 f(t)t
s−1 dt, avec
∫∞
0 |f(t)|tσ−1 dt donnant une borne supe´rieure fixe. On
peut donc affirmer∫ ∞
0
Af (t)φ(t) dt =
∫
s=σ+iτ
(∫ ∞
0
φ(t)t−s dt
)
ζ(s)f̂(s)
dτ
2π
.
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Posons maintenant φ(t) = tσ−1ψ(t), et re´e´crivons l’e´quation pre´ce´dente :∫ ∞
0
tσAf (t)ψ(t)
dt
t
=
∫
R
(∫ ∞
0
ψ(t)t−iτ
dt
t
)
ζ(σ + iτ)f̂(σ + iτ)
dτ
2π
.
Cela exprime exactement que la distribution tempe´re´e ζ(σ+ iτ)f̂(σ+ iτ) =
D(τ) a comme transformation de Fourier inverse au sens des distributions
tempe´re´es
∫
R
e−iτuD(τ)dτ2π la fonction localement inte´grable e
σuAf (e
u). Donc
tσAf (t) est une distribution tempe´re´e en u = log(t) ∈ R et l’identite´ de
Mu¨ntz : ∫ ∞
0
tσAf (t) t
iτ dt
t
= ζ(σ + iτ)f̂(σ + iτ) ,
vaut au sens des distributions tempe´re´es. Ainsi le the´ore`me 3.9 est e´tabli.
La situation sur la droite Re(s) = 1 est un peu diffe´rente.
3.18. The´ore`me. Soit f ∈ L1(0,∞; dx).
(1) La fonction D(u) =
∑
n≥1 xf(nx), x = exp(u) est de´finie ponctuel-
lement pour presque tout u ∈ R, est localement inte´grable, et est
tempe´re´e comme distribution.
(2) On a les identite´s de distributions tempe´re´es :∫
R
D′(u)eiτu du = −iτζ(1 + iτ)f̂(1 + iτ)
sur R \ {0}
∫
R
D(u)eiτu du = ζ(1 + iτ)f̂(1 + iτ)
(3) Si f ∈ L1(0,∞; (1 + | log x|)dx), alors :∫ ∞
0
∑
n≥1
xf(nx)− 1
2
∫ ∞
0
f(t) dt
xiτ dx
x
= V.P. ζ(1 + iτ)f̂(1 + iτ)
vaut comme une identite´ de distributions tempe´re´es en τ , le symbole
V.P. repre´sentant la valeur principale au sens de Cauchy.
3.19. Remarque. On notera le 12 dans 3.18.(3).
Sous la seule hypothe`se f ∈ L1(0,∞; dx), le lemme 2.8 permet d’affir-
mer que
∑
n≥1 f(nx) est inte´grable sur ]0,∞[ contre dx/(1 + log2 x). Ainsi∑
n≥1 xf(nx) comme fonction de u = log(x) est inte´grable sur R contre
du/(1+u2). Donc
∑
n≥1 xf(nx) est une distribution tempe´re´e en u = log(x).
Ceci prouve (1).
Pour la preuve du point (2) nous reprenons la technique de la preuve de
3.9. Soit ǫ > 0 et fǫ(x) = e
−ǫxf(x) ; soit φ(t) de classe C∞ a` support dans
[a, b], 0 < a < b et soit α(s) =
∫ b
a φ(t)t
−s dt. On justifie comme pre´ce´dem-
ment : ∫ ∞
0
∑
n≥1
fǫ(nt)φ(t) dt =
∫ 2+i∞
2−i∞
α(s)ζ(s)
∫ ∞
0
fǫ(t)t
s−1 dt
|ds|
2π
.
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Faisons l’hypothe`se α(1) =
∫∞
0 φ(t)
dt
t = 0. Pour ǫ > 0 fixe´, la fonction∫∞
0 fǫ(t)t
s−1 dt est analytique pour Re(s) > 1, continue pour Re(s) ≥ 1,
borne´e pour 1 ≤ Re(s) ≤ 2. On peut donc de´caler l’inte´grale complexe
sur la droite Re(s) = 1. Sur cette droite les quantite´s
∫∞
0 fǫ(t)t
s−1 dt sont
borne´es inde´pendamment de ǫ et de s. On peut donc faire tendre ǫ vers 0,
et ainsi, (α(1) = 0) :∫ ∞
0
∑
n≥1
tf(nt)φ(t)
dt
t
=
∫
R
α(1 + iτ)ζ(1 + iτ)f̂(1 + iτ)
dτ
2π
.
Choisissons φ(t) de la forme t ddtψ(t) avec ψ ∈ C∞([a, b]). On a alors
α(s) =
∫ ∞
0
tψ′(t)t−s dt = (s − 1)
∫ ∞
0
ψ(t)t−s dt = (s− 1)β(s) .
On obtient donc pour toute fonction ψ de t > 0, C∞, supporte´e dans [a, b] :∫ ∞
0
(
∑
n≥1
tf(nt))tψ′(t)
dt
t
=
∫
R
iτβ(1 + iτ)ζ(1 + iτ)f̂(1 + iτ)
dτ
2π
.
En passant a` la variable u = log(t) et en utilisant la distribution tempe´re´e
D(u) =
∑
n≥1 e
uf(neu) cela s’e´crit
−
∫
R
D′(u)θ(u) du =
∫
R
iτ
(∫
R
θ(u)e−iτu du
)
ζ(1 + iτ)f̂(1 + iτ)
dτ
2π
,
pour toute fonction θ(u) de classe C∞ et a` support compact. Cela signifie
exactement que la distribution tempe´re´e
E(u) =
∫
R
iτζ(1 + iτ)f̂(1 + iτ)e−iτu
dτ
2π
,
ve´rifie E(u) = −D′(u). Donc ∫
R
eiτuE(u) du comme distribution tempe´re´e
en τ est d’une part +iτ
∫
R
eiτuD(u) du, d’autre part iτζ(1+iτ)f̂(1+iτ). Ceci
prouve que la distribution
∫
R
eiτuD(u) du a sa restriction a` l’ouvert {τ 6= 0}
e´gale a` la fonction ζ(1 + iτ)f̂(1 + iτ).
Pour la preuve de (3) on introduit la notation :
A∗f (x) =
∑
n≥1
f(nx)− 1
2
∫∞
0 f(t) dt
x
,
puis on reprend a` l’identique la de´monstration de 3.9. On obtient :∫ ∞
0
A∗ǫ(t)φ(t) dt =
∫ 2+i∞
2−i∞
α(s)ζ(s)
∫ ∞
0
fǫ(t)t
s−1 dt
ds
2πi
−1
2
α(1)
∫ ∞
0
fǫ(t) dt .
On de´forme le contour d’inte´gration vers le contour allant verticalement de
1 − i∞ a` 1 − iδ puis le long d’un demi-cercle dans Re(s) ≥ 1 de 1 − iδ a`
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1+iδ, puis verticalement de 1+iδ a` 1+i∞. On note que graˆce a` l’hypothe`se
f ∈ L1(0,∞; (1 + | log x|)dx) on peut e´crire
α(s)ζ(s)f̂ǫ(s) =
α(1)f̂ǫ(1)
s− 1 +Oǫ(1)
pour 1 ≤ Re(s) , |s−1| ≤ 1. La contribution le long du demi-cercle de rayon
δ est donc 12α(1)f̂ǫ(1) +Oǫ(δ). Ainsi :∫ ∞
0
A∗ǫ (t)φ(t) dt = lim
δ→0
∫
R\[−δ,+δ]
α(1 + iτ)ζ(1 + iτ)f̂ǫ(1 + iτ)
dτ
2π
.
On notera que, compte tenu de f ∈ L1(0,∞; (1 + | log x|)dx), l’on a pour
τ ∈ R
f̂ǫ(1 + iτ) = f̂ǫ(1) +O(τ) ,
avec une constante implicite ne de´pendant pas de ǫ > 0. Cela signifie que la
convergence pour δ → 0 est uniforme par rapport a` ǫ. On peut donc prendre
la limite pour ǫ→ 0 a` l’inte´rieur de l’inte´grale. Ainsi :∫ ∞
0
A∗f (t)φ(t) dt = lim
δ→0
∫
R\[−δ,+δ]
α(1 + iτ)ζ(1 + iτ)f̂(1 + iτ)
dτ
2π
.
Ceci prouve que la valeur principale au sens de Cauchy de la fonction ζ(1+
iτ)f̂(1 + iτ) existe et est bien une distribution, en fait une distribution
tempe´re´e e´gale au sens des distributions a`
∫∞
0 tA
∗
f (t) t
iτ dt
t . Ceci comple`te
la preuve du the´ore`me 3.18.
3.20. Corollaire. Au sens des distributions on a
pour τ 6= 0 lim
N→∞
N∑
n=1
1
n1+iτ
= ζ(1 + iτ)
Pour toute fonction de Schwartz β(u) on a β(u) = O(1/(1+u2)) et donc :∫
R
∑
1≤n
eu|f(neu)|β(u) du <∞ ,
ce qui implique limN→∞
∑
1≤n≤N xf(nx) =
∑
1≤n xf(nx), au sens des dis-
tributions tempe´re´es en log(x). La transforme´e de Fourier d’une limite au
sens des distributions est une limite au sens des distributions. Il suffit alors
de choisir f ∈ L1(0,∞; dx) de manie`re a` ce que f̂ soit e´gale a` 1 sur un
intervalle [τ1, τ2] ne rencontrant pas 0, et de restreindre ensuite a` l’intervalle
ouvert ]τ1, τ2[, pour obtenir la conclusion.
Une de´monstration directe et plus simple s’obtient a` partir de l’expression
ζ(s) = 1 +
1
2s
+ · · ·+ 1
N s
+
N1−s
s − 1 − s
∫ ∞
N
{t}
ts+1
dt
qui est valable pour N ≥ 1, Re(s) > 0, s 6= 1. En effet, au sens des distribu-
tions en τ : limN→∞N
−iτ = 0.
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C. La transformation de Fourier de la fonction dzeˆta. Revenons
a` la formule∫ ∞
0
∑
n≥1
xf(nx)− 1
2
∫ ∞
0
f(t) dt
xiτ dx
x
= V.P. ζ(1 + iτ)f̂(1 + iτ)
pour f ∈ L1(0,∞; (1+| log x|)dx). On peut aussi e´crire sous cette hypothe`se :
V.P. ζ(1 + iτ)f̂(1 + iτ) = f̂(1)V.P. ζ(1 + iτ) + ζ(1 + iτ)(f̂(1 + iτ)− f̂(1))
Choisissons f(x) de la forme θ(u)e−u, u = log x, avec θ de classe C∞ a`
support compact. Ainsi :∑
n≥1
xf(nx)− 1
2
∫ ∞
0
f(t) dt =
∑
n≥1
1
n
θ(log n+ u)− 1
2
∫
R
θ(v) dv
On a par ailleurs
f̂(1 + iτ) =
∫ ∞
0
f(x)xiτ dx =
∫
R
θ(u)eiτu du
Prenons θ avec
∫
R
θ(u) du = 1 et remplac¸ons θ(u) par θA(u) = Aθ(Au), avec
A > 0, A→∞. On obtient l’identite´ de distributions tempe´re´es :∫ ∞
0
∑
n≥1
1
n
θA(log n+ u)− 1
2
 eiτu du =
ζ(1 + iτ)(f̂(1 + i
τ
A
)− 1) + V.P. ζ(1 + iτ)
On passe a` la limite au sens des distributions pour A→∞, et on obtient :∫ ∞
0
∑
n≥1
1
n
δ(log n+ u)− 1
2
 eiτu du = V.P. ζ(1 + iτ)
Nous avons de´montre´ :
3.21. Proposition. La transforme´e de Fourier au sens des distributions de
V.P. ζ(1 + iτ) est donne´e par la formule :∫
R
(V.P. ζ(1 + iτ)) e−iτu
dτ
2π
=
∑
n≥1
1
n
δ(log n+ u)− 1
2
On peut aussi le voir de manie`re plus directe en partant de l’e´galite´ :
ζ(s) =
s
s− 1 − s
∫ ∞
1
{t}
ts+1
dt .
Avec s = 1+ iτ , t = e−u, et en menant les calculs au sens des distributions :
ζ(1 + iτ) = 1 +
1
iτ
− (1 + iτ)
∫ 0
−∞
{e−u}e1+iτu du
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=
1
iτ
+ 1 +
∫
]−∞,0[
e(1+iτ)u
d
du
{e−u} du .
On remarque :
d
du
{e−u} =
∑
n≥1
δ(u+ log n)− e−u .
Donc
V.P. ζ(1 + iτ) = V.P.
1
iτ
+ 1 +
∫
]−∞,0[
∑
n≥1
1
n
δ(u+ log n)− 1
 eiτu du ,
V.P. ζ(1 + iτ) = V.P.
1
iτ
+
∫
R
∑
n≥1
1
n
δ(u+ log n)− 1u<0(u)
 eiτu du .
En utilisant alors la formule connue :∫
R
(
V.P.
1
iτ
)
e−iτu
dτ
2π
=
1
2
1u<0(u)− 1
2
1u>0(u) ,
sous la forme :
V.P.
1
iτ
=
∫
R
(
1
2
1u<0(u)− 1
2
1u>0(u)
)
eiτu du ,
on obtient finalement
V.P. ζ(1 + iτ) =
∫
R
∑
n≥1
1
n
δ(u+ log n)− 1
2
 eiτu du .
Dans le cas σ > 1 on a bien e´videmment :
σ > 1⇒
∫
R
ζ(σ + iτ)e−iτu
dτ
2π
=
∑
n≥1
1
nσ
δ(u + log n) .
Et pour σ < 1 on a :
3.22. Proposition. Soit −∞ < σ < 1. La distribution tempe´re´e ζ(σ + iτ)
a une transforme´e de Fourier qui est donne´e par la formule :∫
R
ζ(σ + iτ)e−iτu
dτ
2π
=
∑
n≥1
1
nσ
δ(u+ log n)− e(σ−1)u .
On remarquera que la somme est convergente au sens des distributions,
mais pas au sens des distributions tempe´re´es ; ce n’est qu’apre`s avoir sous-
trait l’exponentielle que l’on retrouve une distribution tempe´re´e. Ce sont des
exercices inte´ressants de montrer directement que cette diffe´rence est bien
une distribution tempe´re´e pour tout σ < 1, ou de montrer la proposition par
des calculs analogues a` ceux de la preuve pre´ce´dente. Il est aussi possible
d’e´tablir la proposition 3.22 de la manie`re suivante : soit f ∈ C∞([a, b]),
0 < a < b. Soit (pour x > 0) Af (x) =
∑
n≥1 f(nx)− (
∫∞
0 f(t) dt)/x. Alors
Af (x) estO(x
N ) lorsque x→ 0+ pour toutN ∈ N (en fait Af (x) = φ(1/x)/x
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avec φ ∈ S). Donc Âf (s) =
∫∞
0 Af (x)x
s−1 dx est absolument convergent de`s
que Re(s) < 1, et de´finit donc une fonction analytique dans ce demi-plan.
Par la formule de Mu¨ntz (3.3), on a Âf (s) = ζ(s)f̂(s) dans la bande critique
donc dans tout ce demi-plan. Cette identite´, restreinte a` la droite Re(s) = σ
de´termine la distribution (tempe´re´e)
∫
R
ζ(σ+ iτ)e−iτu dτ2π comme e´tant don-
ne´e par la formule de la proposition 3.22.
On peut donc conside´rer pour 0 < σ < 1 que la formule de la proposition
3.22 est structurellement e´quivalente a` la formule de Mu¨ntz (3.3), a` condition
toutefois que f soit de support compact en log x, ou d’autres conditions s’en
rapprochant.
D. Fonctions de carre´s inte´grables. Jusqu’a` pre´sent, nous avons pris
f dans L1(0,∞; dx). Supposons que l’hypothe`se soit f ∈ L2(0,∞; dx). On
ne peut plus alors de´finir de fonction Af par la formule 3.4.
Pour f de carre´ inte´grable la transforme´e de Mellin
f̂(s) =
∫ ∞
0
f(x)xs−1 dx
n’existe, en ge´ne´ral, que sur la droite critique Re(s) = 12 , et seulement au
sens L2 (comme limite L2 des inte´grales prises sur [a,A], a→ 0, A→∞). On
utilisera parfois l’appellation ® transformation de Mellin-Plancherel ¯ dans
ce contexte. La transformation inverse, au sens L2, est
f(x) =
∫
Re(s)= 1
2
x−sf̂(s)
|ds|
2π
.
3.23. The´ore`me. Soit f ∈ L2(0,∞; dx), et soit pour Λ > 0 :
AΛ(x) =
∑
nx≤Λ
f(nx)−
∫ Λ
0 f(t) dt
x
.
Les fonctions localement inte´grables
√
xAΛ(x) sont des distributions tempe´-
re´es en log(x) et convergent au sens des distributions tempe´re´es en log(x)
lorsque Λ→∞ vers une distribution √xDf (x) sur ]0,∞[. On a au sens des
distributions tempe´re´es en log x et en τ :
(3.24)
∫ ∞
0
√
xDf (x)x
iτ dx
x
= ζ(
1
2
+ iτ)f̂(
1
2
+ iτ) .
La distribution Df sur ]0,∞[ est caracte´rise´e par la formule suivante :
(3.25)
∫ ∞
0
Df (x)φ(x) dx =
∫ ∞
0
f(x)
∑
n≥1
φ(x/n)
n
−
∫ ∞
0
φ(1/t)
t
dt
 dx ,
pour toute fonction φ de classe C∞ a` support compact e´loigne´ de 0. Elle
ve´rifie e´galement, au sens des distributions sur ]0,∞[ :
(3.26) Df (x) = x
d
dx
∫ ∞
0
f(xu)
{u}
u
du .
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3.27. Remarque. Dans (3.25), le terme entre parenthe`ses est dans la classe
de Schwartz et il s’agit donc d’une inte´grale absolument convergente. Dans
(3.26) l’inte´grale est une fonction continue de x > 0.
Soit fΛ(x) = 10<x≤Λ(x)f(x). On a fΛ ∈ L1(0,∞; dx) et AΛ = AfΛ .
Les fonctions AΛ sont dans L
2(ǫ,∞; dx) pour tout ǫ > 0 et aussi dans
L1(0,∞; dx/(1 + log2 x)) par le lemme 2.8.
Soit σ ve´rifiant 12 < σ < 1. Comme
∫∞
0 |fΛ(x)|xσ−1 dx < ∞, on peut ap-
pliquer le the´ore`me 3.9, en fait sous la forme obtenue dans sa de´monstration,
a` savoir l’identite´ d’inte´grales absolument convergentes :
(3.28)
∫ ∞
0
AΛ(t)φ(t) dt =
∫
s=σ+iτ
(∫ ∞
0
φ(t)t−s dt
)
ζ(s)f̂Λ(s)
dτ
2π
,
pour toute fonction φ(t) de classe C∞ et a` support dans [a, b], 0 < a < b <
∞. La fonction f̂Λ(s) =
∫ Λ
0 f(x)x
s−1dx est Λs−
1
2 fois une fonction de l’espace
de Hardy du demi-plan Re(s) > 12 . Ses restrictions aux droites Re(s) = σ
convergent donc au sens L2 vers f̂Λ(
1
2 + iτ) (elle-meˆme n’est de´finie qu’au
sens L2). On peut donc prendre la limite pour σ → 12 dans (3.28), ce qui
donne :∫ ∞
0
AΛ(t)φ(t) dt =
∫
R
(∫ ∞
0
φ(t)t−
1
2
−iτ dt
)
ζ(
1
2
+ iτ)f̂Λ(
1
2
+ iτ)
dτ
2π
.
E´crivons φ(t) =
√
t ψ(t). Ainsi pour toute fonction ψ ∈ C∞, a` support dans
[a, b], 0 < a < b <∞ :
(3.29)
∫ ∞
0
√
t AΛ(t)ψ(t) dt =∫
R
(∫ ∞
0
ψ(t)t−iτ dt
)
ζ(
1
2
+ iτ)f̂Λ(
1
2
+ iτ)
dτ
2π
.
Ceci prouve que la distribution tempe´re´e ζ(12+iτ)f̂Λ(
1
2+iτ) a comme trans-
forme´e de Mellin inverse
∫
R
t−iτζ(12 + iτ)f̂Λ(
1
2 + iτ)
dτ
2π au sens des distribu-
tions en τ et en log t la fonction localement inte´grable
√
t AΛ(t). Ainsi, cette
fonction est une distribution tempe´re´e en log t. Comme on a convergence au
sens L2 de f̂Λ vers f̂ , on peut prendre la limite pour Λ → ∞ dans (3.29).
On obtient :
lim
Λ→∞
∫ ∞
0
√
t AΛ(t)ψ(t) dt =∫
R
(∫ ∞
0
ψ(t)t−iτ dt
)
ζ(
1
2
+ iτ)f̂(
1
2
+ iτ)
dτ
2π
.
Ceci identifie la transforme´e de Mellin inverse de ζ(12 + iτ)f̂(
1
2 + iτ) comme
e´tant la limite au sens des distributions en log x, lorsque Λ tend vers∞, des
fonctions
√
xAΛ(x).
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Revenons a` l’inte´grale absolument convergente
∫∞
0 AΛ(t)φ(t) dt. On a :∫ ∞
0
AΛ(t)φ(t) dt =
∫ ∞
0
fΛ(t)
∑
n≥1
φ(t/n)
n
−
∫ ∞
0
φ(1/u)
u
du
 dt ,
et on passe a` la limite lorsque Λ→∞. Ceci prouve (3.25).
Posons φ1(t) = φ(1/t)/t, de sorte que le terme entre parenthe`ses dans
(3.25) s’e´crive∑
n≥1
φ1(n/t)
t
−
∫ ∞
0
φ1(u) du =
∫ ∞
0
{tx}
t
φ′1(x) dx .
L’inte´grale double ∫ ∞
0
∫ ∞
0
f(t)
{tx}
t
φ′1(x) dt dx
est absolument convergente, puisque∫ ∞
0
|f(t)|{tx}
t
dt ≤ √x ‖f‖2 ‖
{t}
t
‖
2
.
On peut donc e´crire :∫ ∞
0
Df (x)φ(x) dx =
∫ ∞
0
(∫ ∞
0
f(t)
{tx}
t
dt
)
x
d
dx
φ1(x)
dx
x
= −
∫ ∞
0
(∫ ∞
0
f(t)
{t/x}
t
dt
)
x
d
dx
(xφ(x))
dx
x
=
∫ ∞
0
x
d
dx
(∫ ∞
0
f(t)
{t/x}
t
dt
)
φ(x) dx ,
la dernie`re ligne e´tant e´crite au sens des distributions sur ]0,∞[. On a donc
en ce sens
Df (x) = x
d
dx
∫ ∞
0
f(t)
{t/x}
t
dt = x
d
dx
∫ ∞
0
f(xu)
{u}
u
du .
La preuve du the´ore`me 3.23 est comple`te.
3.30. Remarque. La fonction x 7→ G(x) = ∫∞0 f(xu){u}u−1 du est une
fonction continue de x > 0, que l’on peut aussi exprimer par l’identite´ de
Parseval, compte tenu de ζ(s)/s = − ∫∞0 {u}u−s−1 du (0 < Re(s) < 1), sous
la forme :
x 7→ −
∫
s= 1
2
+iτ
x−sf̂(s)
ζ(1− s)
1− s
dτ
2π
= −x− 12
∫
s= 1
2
+iτ
x−iτ f̂(s)
ζ(s)
s
dτ
2π
Cela montre que la fonction
√
xG(x), comme fonction en log x est la trans-
forme´e de Fourier inverse de −f̂(12 + iτ)ζ(12 + iτ)/(12 + iτ). Au sens des
distributions en log x et en τ on a iτ = −xd/dx, donc par (3.24) :
√
xDf (x) = −(1
2
− x d
dx
)(
√
xG(x)) .
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L’on retrouve (et l’on pourrait la de´montrer ainsi) la formule :
Df (x) = x
d
dx
G(x) = x
d
dx
∫ ∞
0
f(xu)
{u}
u
du .
3.31. Proposition. Soit f ∈ L2(0,∞; dx), et soit pour ǫ > 0 :
Aǫ(x) =
∑
n≥1
f(nx)e−ǫnx −
∫∞
0 f(t)e
−ǫt dt
x
.
Les fonctions localement inte´grables
√
xAǫ(x) sont des distributions tempe´-
re´es en log(x) et convergent au sens des distributions tempe´re´es en log(x)
lorsque ǫ→ 0 vers la distribution √xDf (x) sur ]0,∞[.
On a Aǫ = Afǫ avec fǫ(x) = f(x)e
−ǫx. La fonction fǫ est dans L
1 donc
la somme dans Aǫ est presque partout absolument convergente et Aǫ est
localement (en log x) inte´grable par le lemme 2.8. De plus fǫ est dans
L1(0,∞;xσ−1 dx) pour tout σ > 12 ; les fonctions f̂ǫ(σ + iτ) convergent
au sens L2 vers f̂ǫ(
1
2 + iτ) pour σ → 12 (puisque ce sont les transfor-
me´es de Mellin-Plancherel des fonctions fǫ(x)x
σ− 1
2 ) ; les fonctions f̂ǫ(
1
2 + iτ)
convergent au sens L2 vers f̂(12 + iτ). Compte tenu de ces e´le´ments la pro-
position est de´montre´e par une preuve exactement semblable a` celle de 3.23.
3.32. Proposition. Soit f ∈ L2(0,∞; dx) et soit
Df (x) = x
d
dx
∫ ∞
0
f(xu)
{u}
u
du
la distribution sur ]0,∞[ de´finie dans 3.23. On a
Df (x) =
1
x
D
f˜
(
1
x
) ,
avec f˜ la transforme´e en cosinus de f .
Il suffira pour la preuve de rappeler par exemple la formule (3.7) (ici, on
a Mellin gauche !) :
ζ(
1
2
− iτ) ̂˜f (1
2
− iτ) = ζ(1
2
+ iτ)f̂(
1
2
+ iτ) ,
et d’invoquer l’e´quation (3.24). Ou encore on utilisera (3.25) :∫ ∞
0
Df (x)φ(x) dx =
∫ ∞
0
f(x)
∑
n≥1
φ(x/n)
n
−
∫ ∞
0
φ(1/t)
t
dt
 dx ,
et la formule de co-Poisson pour φ.
3.33. Proposition. La transforme´e en cosinus
∫∞
0 2 cos(2πuv)g(u) du de la
fonction de L2(0,∞; du)
u 7→ g(u) = {u}
u
42 JEAN-FRANC¸OIS BURNOL
est la fonction de L2(0,∞; dv) :
v 7→ −{v}
v
+
∫ ∞
v
{u}du
u2
.
Compte tenu de la formule connue ζ(s)/s = − ∫∞0 {u}u−s−1 du pour 0 <
Re(s) < 1, on a
ĝ(
1
2
+ iτ) =
ζ(12 − iτ)
1
2 − iτ
.
Or, par (3.7)
ζ(
1
2
− iτ) ̂˜g (1
2
− iτ) = ζ(1
2
+ iτ)ĝ(
1
2
+ iτ) ,
donc : ̂˜g (1
2
+ iτ) =
ζ(12 − iτ)
1
2 + iτ
=
1
2 − iτ
1
2 + iτ
ĝ(
1
2
+ iτ) .
On ve´rifie aise´ment que l’ope´rateur de Hardy f(x) 7→ 1x
∫ x
0 f(t) dt correspond
a` la multiplication par 1/(1−s) sur la droite critique (pour la transforme´e de
Mellin f̂(s) =
∫∞
0 f(x)x
s−1 dx), et donc que l’ope´rateur f(x) 7→ ∫∞x f(t)t dt
correspond a` la multiplication par 1/s. Comme (12 − iτ)/(12 + iτ) = −1+1/s
cela donne la formule de la proposition.
3.34. Remarque. On peut conside´rer que la proposition pre´ce´dente 3.32
est un corollaire. On a en effet par Parseval :
Gf (x) =
∫ ∞
0
f(xu)
{u}
u
du =
∫ ∞
0
f˜(v/x)
x
(
−{v}
v
+
∫ ∞
v
{u}du
u2
)
dv
= −
∫ ∞
0
f˜(v/x)
x
{v}
v
dv +
∫ ∞
0
(∫ u
0
f˜(v/x)
dv
ux
) {u}
u
du
= −
∫ ∞
0
f˜(u/x)
x
{u}
u
du+
∫ ∞
0
(∫ 1/x
0
f˜(uw) dw
)
{u}
u
du
= −1
x
∫ ∞
0
f˜(
u
x
)
{u}
u
du+
∫ 1/x
0
(∫ ∞
0
f˜(uw)
{u}
u
du
)
dw
Ainsi (les de´rive´es sont au sens des distributions sur ]0,∞[) :
x
d
dx
Gf (x) = − d
dx
∫ ∞
0
f˜(
u
x
)
{u}
u
du = − d
dx
G
f˜
(
1
x
) =
1
x2
G′
f˜
(
1
x
)
ce qui donne exactement par (3.26) :
Df (x) =
1
x
D
f˜
(
1
x
)
et donc prouve 3.32.
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3.35. Remarque. La preuve de 3.33 montre plus ge´ne´ralement que pour
une fonction paire f ∈ L2(R, dx), l’identite´ pour y > 0 :
f˜(y) = −f(y) +
∫ ∞
y
f(x)
1
x
dx ,
e´quivaut pour sa transforme´e de Mellin gauche f̂(s) =
∫∞
0 f(x)x
s−1 dx,
Re(s) = 12 , d’eˆtre de la forme Z(1−s)/(1−s), ou` Z ve´rifie la meˆme e´quation
fonctionnelle que la fonction ζ(s). Cela e´quivaut aussi, comme on le voit fa-
cilement, a` ce que la distribution tempe´re´e D(x) = ddxxf(x) soit invariante
sous Fourier (ici D(x) = 1−∑n 6=0 δn(x)).
4. Entrelacement et fonctions me´romorphes
4.1. Remarque. Dans tout ce chapitre la transforme´e de Mellin est la trans-
forme´e de Mellin droite :
f̂(s) =
∫ ∞
0
f(t)t−s dt
La fonction paire de carre´ inte´grable u 7→ g(u) = {|u|}|u| a les deux proprie´te´s
suivantes :
(1) elle est constante (e´gale a` 1) sur ]−a, a[ avec a = 1, et sa transforme´e
de Fourier (par la proposition 3.33) est de la forme A+B log |u| sur
le meˆme intervalle (A = −γ,B = −1).
(2) sa transforme´e de Mellin comple`te
π−s/2Γ(
s
2
)
∫ ∞
0
g(t)t−s dt = −π−s/2Γ(s
2
)
ζ(s)
s
est une fonction me´romorphe dans tout le plan complexe, avec un
poˆle double en s = 0 et un poˆle simple en s = 1.
Nous allons voir dans ce chapitre, non seulement pour les fonctions, mais
aussi pour les distributions, que la deuxie`me proprie´te´ est une conse´quence
de la premie`re, et aussi comment l’on peut renforcer la deuxie`me proprie´te´
pour la rendre e´quivalente a` la premie`re. Nous e´tudierons tout d’abord les
distributions (tempe´re´es), paires, nulles et de Fourier nulles dans ]−a, a[, puis
dans un deuxie`me temps des situations plus ge´ne´rales. Nous aurons besoin de
notions sur la convolution multiplicative, la transformation de Mellin pour
les distributions, et les distributions quasi-homoge`nes. Ne connaissant pas
de re´fe´rence commode pour les re´sultats qui nous seront ne´cessaires, nous y
consacrons quelques de´veloppements rapides.
Nous emploierons souvent la notation <D,φ> pour repre´senter l’appa-
riement d’une distribution D et d’une fonction test φ.
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A. Convolution multiplicative. Nous notons Lc(R×) l’espace des fonc-
tions inte´grables sur R qui ont un support compact e´loigne´ de l’origine. Soit
g ∈ Lc(R×). Comme on le ve´rifie aise´ment l’application line´aire :
(4.2) φ(x) 7→
∫
R
g(t)φ(tx) dt
va de D(R) = C∞c (R) vers lui-meˆme et est continue pour sa topologie. Elle
va aussi de S(R) vers lui-meˆme et est continue pour sa topologie.
Nous obtenons par dualite´ des applications line´aires continues,
(4.3) D(x) 7→ (g ∗D)(x)
de l’espace des distributions, resp. des distributions tempe´re´es, vers lui-
meˆme. Si D est tempe´re´e les deux de´finitions donnent la meˆme convolution
multiplicative g ∗D. Aussi, si D est en fait elle-meˆme une fonction test φ(x)
alors
(g ∗ φ)(x) =
∫
R
g(t)φ(x/t)
dt
|t| .
Nous voyons donc que
∫
R
g(t)φ(tx) dt peut aussi eˆtre e´crite sous la forme
(I(g) ∗ φ)(x) avec I(g)(t) = g(1/t)/|t|. La de´finition de g ∗D est donc
<g ∗D,φ> :=<D, I(g) ∗ φ> .
Supposons que la fonction g(x) soit en fait supporte´e dans ]0,∞[. La res-
triction de g ∗D a` l’intervalle ]0,∞[ ne de´pend alors que de la restriction de
D a` ]0,∞[. Un changement de variable x = exp(u), u ∈ R, rame`ne l’e´tude
de g ∗D sur ]0,∞[ au cas de la convolution additive usuelle d’une distribu-
tion avec une fonction a` support compact, pour laquelle nous disposons des
re´sultats inclus dans les traite´s classiques [22, 14]. Par exemple, le the´ore`me
de Titchmarsh-Lions [14, IV] donne ici :
4.4. Proposition. Soit g(x), non-nulle, supporte´e dans [a,A], avec a > 0 le
plus petit point du support ferme´ essentiel de g. Supposons que la restriction
de D a` ]0,∞[ ait le plus petit point de son support ferme´ en b > 0. Alors le
plus petit point du support ferme´ de la restriction de g ∗D a` ]0,∞[ est ab.
En particulier g ∗D 6= 0.
La proprie´te´ de re´gularisation (lissage) associe´e a` la convolution ne vaut
ici qu’en dehors de l’origine. Par exemple, la convolution multiplicative du
Dirac a` l’origine δ(x) est un multiple de δ(x). Plus ge´ne´ralement on a :
4.5. Lemme. Soit P (T ) un polynoˆme, et soit g ∈ Lc(R×). On a :
g ∗ (P ( d
dx
)δ
)
=
( ∫
R
g(t)P (t
d
dx
) dt
)
δ
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Il suffit de le prouver pour P (T ) = TN , N ∈ N. On calcule (rappelons
<δ(k), φ>= (−1)kφ(k)(0)) :
<g ∗ δ(N), φ> =
(
− d
dx
)N ( ∫
R
g(t)φ(tx) dt
)
(0)
=
(∫
R
g(t)tN dt
)
<δ(N), φ>
et donc
g ∗ δ(N) =
(∫
R
g(t)(t
d
dx
)N dt
)
δ .
En dehors de l’origine, la convolution re´gularise :
4.6. Lemme. Soit g ∈ Lc(R×) (essentiellement) borne´e. Soit F une fonction
localement inte´grable. Alors g ∗ F est une fonction localement inte´grable qui
est donne´e par :
∀t ∈ R (g ∗ F )(t) =
∫
R
g(x)F
(
t
x
)
dx
|x| =
∫
R
g(1/x)
|x| F (tx)dx
Pour t 6= 0 on a :
(g ∗ F )(t) =
∫
R
g(t/x)
|x| F (x)dx
Si F est continue, resp. de classe CN , alors g ∗ F est continue, resp. de
classe CN , sur R tout entier. Si g est continue, resp. CN , alors g ∗ F est
continue, resp. CN , sur R×.
Pour la preuve on applique le the´ore`me de Fubini a` l’inte´grale <g ∗ F, φ> .
Les proprie´te´s de continuite´ et de de´rivabilite´ de´coulent des formules inte´-
grales.
4.7. Lemme. On a
(g ∗D)′ = g(x)
x
∗D′
En effet
<
g(x)
x
∗ d
dx
D, φ> = <
d
dx
D,
∫
g(t)
t
φ(tx)dt>
= − <D,
∫
g(t)φ′(tx)dt>
= − <g ∗D, d
dx
φ>=<
d
dx
(g ∗D), φ> ,
ce qui comple`te la preuve.
4.8. Proposition. On suppose que la fonction g est dans C∞c (R×). La res-
triction de la convolution multiplicative g ∗D a` R× est alors une fonction,
qui est donne´e par la formule :
t 6= 0⇒ (g ∗D)(t) =<D, g(t/x)|x| >
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Cette fonction est de classe C∞ sur R×.
L’application x 7→ g(t/x)/|x|, pour t 6= 0 donne´, est de classe C∞ et a`
support compact, donc la formule a au moins un sens. On peut tout aussi
bien pour la preuve supposer que g est supporte´e dans x > 0. Un changement
de variable re´duit l’e´nonce´ au cas additif. Pour une autre de´monstration,
on peut commencer par dire que le terme de droite est une fonction C∞ de
t 6= 0, par [22, IV.1]. Nous savons par le lemme 4.6 que la formule est valable
lorsque D est une fonction continue. Et pour e´tudier g ∗D dans un voisinage
d’un certain t 6= 0 on peut tout aussi bien supposer D de support compact
(si θ ∈ D(R) est 1 sur un intervalle suffisamment grand alors g ∗D = g ∗ θD
dans un voisinage de t). Toute distribution a` support compact est la de´rive´e
a` un certain ordre d’une fonction continue, donc il suffira de montrer que si
la formule vaut pour D elle vaut pour D′. De 4.7 on a :
(g ∗D′)(t) = d
dt
(xg(x) ∗D)(t) = d
dt
<D(x),
tg(t/x)
x|x| >
Par [22, IV.1] on peut mettre la de´rive´e a` l’inte´rieur de l’appariement :
(g ∗D′)(t) =<D, ∂
∂t
tg(t/x)
x|x| >
Par homoge´ne´ite´ :
t
∂
∂t
tg(t/x)
|x| = −x
∂
∂x
tg(t/x)
|x| ⇒
∂
∂t
tg(t/x)
x|x| = −
∂
∂x
g(t/x)
|x|
Donc :
(g ∗D′)(t) = − <D(x), ∂
∂x
g(t/x)
|x| >=<D
′,
g(t/x)
|x| > ,
ce qui comple`te la preuve.
4.9. Corollaire. Soit a 6= 0 et soit P (T ) un polynoˆme. Soit g ∈ C∞c (R×).
La convolution multiplicative g ∗P ( ddx )δ(x−a) est la fonction de classe C∞,
a` support compact e´loigne´ de l’origine, donne´e par la formule :
t 7→ P
(
− ∂
∂x
)
g(t/x)
|x|
∣∣∣∣
x=a
4.10. Remarque. Par le lemme 4.7 on a
(g ∗ δ(j)a )(t) =
(
d
dt
)j
(xjg(x) ∗ δa(x))(t) =
(
∂
∂t
)j tjg(t/a)
aj|a|
et la compatibilite´ avec la formule du corollaire e´quivaut a` l’identite´ :(
∂
∂t
)j
tj
g(t/a)
|a| = (−1)
jaj
(
∂
∂a
)j g(t/a)
|a| ,
que l’on peut bien suˆr ve´rifier directement. Nous avons employe´ la notation
δ
(j)
a (x) =
(
d
dx
)j
δ(x− a). Ainsi <δ(j)a , φ>= (−1)jφ(j)(a).
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B. Le the´ore`me d’entrelacement. La transformation de Fourier F
entrelace les dilatations et les contractions. Ceci donne un the´ore`me simple
et important :
4.11. The´ore`me. Soit D une distribution tempe´re´e et soit g ∈ Lc(R×)
(c’est-a`-dire g est inte´grable et de support essentiel compact et e´loigne´ de
l’origine). Soit I(g) la fonction g(1/t)/|t|. On a alors la formule d’entrela-
cement de la convolution multiplicative et de la transformation de Fourier :
F(g ∗D) = I(g) ∗ F(D)
Soit φ une fonction de Schwartz. Soit k = I(g). On a (les inte´grales e´tant
toutes e´tendues sur R et absolument convergentes) :
(k ∗ F(φ))(x) =
∫
g(t)F(φ)(tx)dt =
∫
g(t)
(∫
e2πitxzφ(z)dz
)
dt
=
∫ ∫
e2πitzxφ(z)g(t) dt dz =
∫ ∫
e2πiwxφ(
w
t
)g(t)
dt
|t| dw
=
∫ ∫
e2πiwxφ(uw)
g(1/u)
|u| du dw = F(g ∗ φ)(x)
Ainsi k ∗ F(φ) = F(g ∗ φ) et donc en dualisant :
<g ∗D,F(φ)>=<D, k ∗ F(φ)>=<D,F(g ∗ φ)>
=<F(D), g ∗ φ>=<k ∗ F(D), φ> ,
ce qui comple`te la preuve du the´ore`me.
C. Transformation de Mellin. Nous de´veloppons ici la notion de trans-
formation de Mellin pour une distribution. Nous supposerons dans cette
section que la distribution tempe´re´e D a son support dans [a,∞[ pour un
certain a > 0. Les de´finitions faites ne de´pendront pas du choix de a.
Conside´rons tout d’abord le cas ou` D(x) est une fonction continue C(x)
avec croissance au plus polynomiale. Alors
Ĉ(s) =
∫ ∞
0
C(x)x−sdx
existe comme fonction analytique de s pour Re(s)≫ 0. Pour σ ≫ 0 la fonc-
tion analytique Ĉ(s) est O(a−s) uniforme´ment dans le demi-plan Re(s) > σ.
4.12. Remarque. On notera bien que dans tout ce chapitre la transforme´e
de Mellin est de´finie suivant la formule ® droite ¯
∫∞
0 C(x)x
−sdx.
Dans le cas ge´ne´ral, on peut e´crire D(x) comme la N e de´rive´e d’une
fonction continue avec croissance au plus polynomiale, pour N suffisamment
grand. Il y a un unique choix d’une telle fonction continue CN (x) qui soit
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nulle sur ]−∞, a] (et CN ne de´pend pas du choix de a > 0). De C ′N+1(x) =
CN (x) on de´duit
ĈN (s) = s ĈN+1(s+ 1)
4.13. Definition. Nous de´finissons la transforme´e de Mellin de la distribu-
tion tempe´re´e D, dont le support est inclus dans [a,∞[, a > 0, comme e´tant
la fonction analytique
D̂(s) = s(s+ 1) . . . (s+N − 1)ĈN (s+N)
avec comme domaine de de´finition le plus grand demi-plan Re(s) > σ sur
lequel un prolongement analytique soit possible (a` partir de Re(s) ≫ 0),
ou C tout entier e´ventuellement. Pour des raisons typographiques, il sera
parfois plus aise´ d’e´crire M(D)(s) en lieu et place de D̂(s).
Prenons note des proprie´te´s suivantes :
4.14. Si D̂(s) ≡ 0 alors D ≡ 0.
4.15. On a d̂dxD(s) = sD̂(s+ 1).
4.16. On a x̂D(s) = D̂(s− 1).
En effet c’est certainement vrai si D est une fonction continue de crois-
sance polynomiale. Et si c’est vrai pourD c’est aussi vrai pour D′ : x̂D′(s) =
(̂xD)′(s)− D̂(s) = sx̂D(s+ 1)− D̂(s) = (s− 1)D̂(s) = D̂′(s − 1).
4.17. On a ̂x ddxD(s) = (s− 1)D̂(s) et d̂dxxD(s) = sD̂(s).
Le lemme technique suivant est utile :
4.18. Lemme. Soit θ(x) ∈ D(R) (D(R) = C∞c (R)) avec support dans [12 , 3]
et valant identiquement 1 sur [1, 2]. Soit pour M ≥ 2 : θM(x) de´finie comme
valant θ(x) sur ]−∞, 1], 1 sur [1,M ], θ(x−M +2) sur [M,∞[. Soit D une
distribution tempe´re´e avec support inclus dans [a,∞[, a > 0. On a alors
Re(s)≫ 0⇒ D̂(s) = lim
M→∞
<D,x−sθM (
x
a
)> .
Et l’on peut choisir σ1 ≫ 0 de sorte que la convergence soit uniforme dans
toute bande σ1 ≤ Re(s) ≤ σ2, σ2 > σ1.
Pour la preuve nous choisissons N ≫ 0 tel que D soit la N e de´rive´e
d’une fonction continue CN (x) de croissance polynomiale, nulle pour x ≤ a.
Conside´rons les fonctions entie`res :
AM (s) =<D,x
−sθM (
x
a
)>= (−1)N
∫ ∞
a
CN (x)
(
d
dx
)N
(x−sθM (
x
a
)) dx .
Pour s fixe´ avec Re(s)≫ 0 on a convergence domine´e pour M →∞ vers
(−1)N
∫ ∞
a
CN (x)
(
d
dx
)N
(x−s) dx = s(s+1) . . . (s+N−1)
∫ ∞
a
CN (x)x
−s−N dx ,
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qui est en fait par de´finition D̂(s). Et la convergence domine´e sera uniforme
en s si σ1 ≤ Re(s) ≤ σ2 et σ1 ≫ 0.
E´nonc¸ons un certain nombre de corollaires, dont les preuves (simples)
seront pour la plupart omises :
M(x−wD(x))(s) = D̂(s+ w)(4.19)
M(log(x)D(x))(s) = − ddsD̂(s)(4.20)
4.21. Si f , avec son support dans [a,∞[, a > 0, ve´rifie ∫∞a |f(x)|x−σdx <∞
alors f̂(s) de´finie selon 4.13 co¨ıncide sur le demi-plan Re(s) > σ avec∫∞
a f(x)x
−sdx en tant qu’inte´grale de Lebesgue. En particulier si D(x) ap-
partient a` L1(a,∞; dx) alors D̂(s) = ∫∞a D(x)x−sdx pour Re(s) > 0.
4.22. Si D(x) appartient a` L2(a,∞; dx) alors D̂(s) = ∫∞a D(x)x−sdx pour
Re(s) > 12 .
4.23. Si D a son support dans [a,A], 0 < a < A <∞, alors sa transforme´e
de Mellin est une fonction entie`re, qui peut eˆtre e´value´e par la formule
s 7→<D,x−sθ(x)> ,
ou` θ(x) ∈ D(R) vaut identiquement 1 sur [a,A].
4.24. Si D =
∑
n anδλn avec une suite strictement croissante (finie ou infi-
nie) λn telle que S(X) =
∑
λn≤X
|an| ait une croissance (au plus) polyno-
miale, alors
Re(s)≫ 0⇒ D̂(s) =
∑
n
an
λsn
4.25. Proposition. Soit D une distribution tempe´re´e supporte´e dans [a,∞[,
a > 0, et soit g une fonction inte´grable supporte´e dans [b,B], b > 0. Alors,
dans tout demi-plan Re(s) > σ ou` D̂ existe :
ĝ ∗D(s) = ĝ(s)D̂(s) .
Si D(x) = C(x) est continue de croissance polynomiale et Re(s)≫ 0 ceci
re´sulte d’une application directe de Fubini. Dans le cas ge´ne´ral, on a par le
lemme 4.7 (g ∗D)(t) = (xNg(x) ∗ CN )(N)(t) donc
M(g ∗D)(s) = s · · · (s+N − 1)M(xNg ∗ CN )(s+N)
= s · · · (s +N − 1)ĝ(s)ĈN (s +N) = ĝ(s)D̂(s) ,
ce qui prouve la proposition.
D. Proprie´te´ S et transforme´es de Mellin entie`res.
4.26. Definition. On dira qu’une distribution D sur R a la proprie´te´ S si
elle est tempe´re´e, et si il existe un intervalle ] − a, a[, a > 0, sur lequel a` la
fois D et F(D) sont nulles.
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Si D a la proprie´te´ S il en est de meˆme de sa partie paire et de sa partie
impaire.
Si D est paire et g ∈ Lc(R×) est impaire alors g ∗D = 0. Si D est impaire
et g est paire alors g ∗D = 0. Pour e´viter ces proble`mes on prendra toujours
dans la suite g avec son support dans ]0,+∞[. Si D est paire, g∗D l’est aussi.
Si D est impaire g ∗D l’est aussi. Pour une telle fonction g ∈ Lc(R+×) on
pose ĝ(s) =
∫∞
0 g(t)t
−s dt. Pour une distribution D, soit paire, soit impaire,
et nulle dans un intervalle ]−a, a[, la transforme´e de Mellin D̂(s) est de´finie
selon 4.13 applique´ a` D|]0,∞[. Par la proposition 4.25 on a :
ĝ ∗D(s) = ĝ(s)D̂(s) .
4.27. Definition. On dira parfois que g ∗D est la D-co-somme de g, et on
utilisera parfois la notation P ′D(g) = g ∗D.
4.28. Proposition. Si D a la proprie´te´ S et si g ∈ Lc(R+×) alors g ∗D a
la proprie´te´ S.
En effet, par la proposition 4.4 la convolution g ∗D est nulle dans l’inter-
valle ]−ab, ab[ si g est nulle dans ]−b, b[. Par le the´ore`me d’entrelacement 4.11
F(g ∗D) = I(g) ∗ F(D) et elle est donc nulle dans l’intervalle ]− a/B, a/B[
(g(t) = 0 pour |t| ≥ B). Donc g ∗D a la proprie´te´ S.
4.29. The´ore`me. Soit D une distribution, qui est soit paire, soit impaire,
et qui posse`de la proprie´te´ S. Soit g une fonction a` support compact [b,B],
0 < b, et infiniment de´rivable. Alors la D-co-somme de g est une fonction
dans la classe de Schwartz, qui posse`de aussi la proprie´te´ S.
Il reste a` montrer que g ∗D est dans S. Rappelons qu’en tout cas par la
proposition 4.8 elle est de classe C∞ sur R et qu’elle est donne´e pour t 6= 0
par la formule :
t 6= 0⇒ (g ∗D)(t) =<D, g(t/x)|x| > .
Soit k = I(g) et soit γ(y) =
∫
R
e−2πixyk(x) dx de sorte que k = F(γ), et que
γ ∈ S. Notons que pour t 6= 0 donne´ on a :
g(t/x)
|x| =
k(x/t)
|t| = F(γ(ty))(x) ,
et donc pour t 6= 0 :
(g ∗D)(t) =<D,F(γ(t ·))>=<F(D), γ(t ·)> .
Supposons par exemple que D soit paire ; c’est alors aussi le cas de E =
F(D). Comme E(y) est tempe´re´e elle est la de´rive´e C(2N)(y) d’une fonction
paire continue de croissance (au plus) polynomiale. La restriction de cette
fonction a` l’intervalle ] − a, a[ est un polynoˆme de degre´ au plus 2N − 1.
Apre`s avoir soustrait ce polynoˆme on pourra supposer que C elle-meˆme est
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identiquement nulle dans l’intervalle ] − a, a[. On obtient donc la formule
suivante, pour t 6= 0 :
(g ∗D)(t) =<C(2N)(y), γ(ty)>=
∫
R
C(y)t2Nγ(2N)(ty) dy
= t2N
∫ ∞
a
C(y)(γ(2N)(ty) + γ(2N)(−ty)) dy .
Par cette formule et γ ∈ S le fait que (g ∗ D)(t) et toutes ses de´rive´es
de´croissent plus vite que tout inverse de polynoˆme lorsque t → ±∞ est
apparent (le cas D impaire est traite´ de manie`re similaire). Donc g ∗D ∈ S,
ce qu’il fallait de´montrer.
Nous en arrivons au the´ore`me principal :
4.30. The´ore`me. Soit D une distribution, paire ou impaire, avec la pro-
prie´te´ S. Sa transforme´e de Mellin D̂(s) est une fonction entie`re. Si D est
paire, alors D̂ a des ze´ros triviaux en 0, −2, −4, . . . et ve´rifie l’e´quation
fonctionnelle
π−
s
2Γ(
s
2
)D̂(s) = π−
1−s
2 Γ(
1− s
2
)F̂(D)(1− s) .
Si D est impaire, alors D̂ a des ze´ros triviaux en −1, −3, −5, . . . et ve´rifie
l’e´quation fonctionnelle
π−
1+s
2 Γ(
1 + s
2
)D̂(s) = −iπ− 2−s2 Γ(2− s
2
)F̂(D)(1− s)
Traitons le cas D paire. Prenons n’importe quelle fonction g non nulle,
infiniment de´rivable, supporte´e dans [b,B], 0 < b < B <∞. Nous savons par
le the´ore`me 4.29 que g∗D est une fonction paire dans S, identiquement nulle
dans un voisinage de l’origine. Sa transforme´e de Mellin
∫∞
0 (g ∗D)(t)t−s dt
est donc une fonction entie`re de s. Par la proposition 4.25 on a
ĝ ∗D(s) = ĝ(s)D̂(s) ,
ce qui fournit pour D̂(s) un prolongement me´romorphe a` tout le plan com-
plexe. En fait les poˆles ne peuvent eˆtre qu’aux ze´ros de g, et g peut eˆtre
choisie arbitrairement, donc D̂(s) est bien une fonction entie`re. En ce qui
concerne la fonction de Schwartz φ = g ∗D paire elle est certainement L2.
Par (3.6) elle ve´rifie presque partout sur la droite critique
π−
s
2Γ(
s
2
) F̂(φ) (s) = π− 1−s2 Γ(1− s
2
)φ̂(1− s) .
Par le the´ore`me d’entrelacement 4.11 on a F(φ) = F(g ∗D) = I(g) ∗ F(D),
qui est aussi dans S et est nulle dans un voisinage de l’origine. Donc F̂(φ)
est aussi une fonction entie`re. Ainsi l’identite´ vaut dans tout le plan com-
plexe, comme une identite´ de fonctions me´romorphes, en fait entie`res car les
poˆles e´ventuels du terme de droite ne peuvent en eˆtre du terme de gauche et
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vice versa. Par ailleurs Î(g)(s) = ĝ(1−s), d’ou` F̂(φ) (s) = ĝ(1−s)F̂(D)(s),
tandis que φ̂(s) = ĝ(s)D̂(s). Ainsi :
π−
s
2Γ(
s
2
)ĝ(1− s)F̂(D)(s) = π− 1−s2 Γ(1− s
2
)ĝ(1− s)D̂(1− s) ,
puis
π−
s
2Γ(
s
2
)F̂(D)(s) = π− 1−s2 Γ(1− s
2
)D̂(1− s) ,
ce qui comple`te la preuve. Les ze´ros triviaux sont dus a` l’e´quation fonction-
nelle. En effet la fonction me´romorphe D(s) = π− s2Γ( s2)D̂(s) ne peut avoir
de poˆles qu’en s = −2n, n ∈ N. Mais D(1 − s) est par l’e´quation fonction-
nelle une fonction du meˆme type, et donc D(s) ne peut avoir de poˆles qu’en
s = 1 + 2n, n ∈ N. La fonction D(s) est donc en fait une fonction entie`re,
d’ou` les ze´ros triviaux.
Le cas impair est traite´ quasiment a` l’identique.
E. Fonctions mode´re´es et proprie´te´ S .
4.31. Definition. Nous dirons qu’une fonction entie`re F est mode´re´e si elle
ve´rifie les deux conditions suivantes :
(1) sur toute droite Re(s) = σ, F est de croissance (au plus) polynomiale.
(2) dans tout demi-plan Re(s) > σ, F est dans la classe de Nevanlinna
N (Re(s) > σ).
4.32. Remarque. On a renonce´ a` la terminologie plus pre´cise ® θ-mode´re´e ¯,
ou` θ serait un angle et ici θ = 0.
La classe de Nevanlinna N d’un demi-plan ouvert est compose´ des fonc-
tions analytiques que l’on peut e´crire dans ce demi-plan sous la forme d’un
quotient de deux fonctions analytiques borne´es. Les fonctions me´romorphes
quotients de deux fonctions analytiques borne´es sont dites de ® caracte´ris-
tiques borne´es ¯. Pour ces notions et un certain nombre de re´sultats que
nous supposerons connus et utiliserons sans autre re´fe´rence, nous renvoyons
au livre de Rosenblum et Rovnyak [19] qui contient tout ce qui nous est
ne´cessaire.
4.33. Remarque. Faisons tout de suite la remarque qu’une fonction mo-
de´re´e F (s) est, dans tout demi-plan Re(s) ≥ σ0 donne´, O(ARe(s)(1 + |s|)N )
pour un certain A > 0 et un certain N ∈ N. En effet par le the´ore`me de
factorisation de Smirnov-Nevanlinna, et la terminologie introduite par Beur-
ling, on peut factoriser F (suppose´e non-nulle. . .) dans le demi-plan ouvert
Re(s) > σ0 en un produit de Blaschke (qui est borne´ par 1), un facteur
inte´rieur spe´cial As−σ0 , un facteur inte´rieur associe´ a` une mesure singulie`re
signe´e sur la droite Re(s) = σ0, qui est par force inexistant ici a` cause du
prolongement analytique de F a` travers cette droite, et un facteur exte´rieur
dont le module a comme logarithme l’inte´grale de Poisson de log |F (σ0+it)|.
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Par hypothe`se ceci est ≤ logC +N log√(1 + t2) sur la droite, pour un cer-
tain N ∈ N et une constante C > 0, et par ailleurs l’inte´grale de Poisson
de log
√
(1 + t2) est log |s − σ0 + 1|, donc F (s) = O(ARe(s)(1 + |s|)N ) dans
le demi-plan Re(s) > σ0 (ou ≥ σ0). Signalons de plus que le A du facteur
inte´rieur spe´cial est donne´ par la formule :
log(A) = lim sup
σ→+∞
log |F (σ)|
σ
,
et ne de´pend donc pas du demi-plan conside´re´. Suivant la terminologie de
de Branges [2], on dit que log(A) est le ® type moyen ¯ de F dans le demi-
plan conside´re´. Notons de plus le fait utile suivant : si a > 0 est dans le
support ferme´ essentiel de f ∈ L1(a,∞; x−σ0dx) alors la fonction analytique
F (s) =
∫∞
a f(x)x
−s dx est de Nevanlinna dans le demi-plan Re(s) > σ0 et
son type moyen est log 1a . De meˆme si a > 0 est la borne infe´rieure du support
ferme´ essentiel de f ∈ L2(0,∞; dx) alors la fonction f̂(s) = ∫∞0 f(x)x−s dx
est de Nevanlinna dans le demi-plan Re(s) > 12 et son type moyen est log
1
a .
4.34. Remarque. La proprie´te´ pour une fonction entie`re F d’eˆtre mode´re´e
e´quivaut a` l’une ou l’autre des assertions :
∀σ0 ∈ R ∃A > 0 ∃N ∈ N F (s) = O(ARe(s)(1 + |s|)N ) dans {Re(s) > σ0}
∃A > 0 ∀σ0 ∈ R ∃N ∈ N F (s) = O(ARe(s)(1 + |s|)N ) dans {Re(s) > σ0}
car elles impliquent (1) et (2) de 4.31, et sont implique´es par 4.31, par la
remarque qui pre´ce`de.
Nous rappelons la notation
χ(s) =
ζ(s)
ζ(1− s) = π
s− 1
2
Γ(1−s2 )
Γ( s2)
=
(2π)s
2 cos(πs2 )Γ(s)
et le fait que cette fonction me´romorphe et son inverse χ(1 − s) sont de
croissance au plus polynomiale lorsque |Im(s)| → ∞ dans toute bande−∞ <
σ1 ≤ Re(s) ≤ σ2 <∞.
4.35. The´ore`me. Soit D une distribution tempe´re´e paire avec la proprie´te´
S. La fonction entie`re F (s) = D̂(s) est mode´re´e et χ(s)F (1−s) est aussi une
fonction entie`re et mode´re´e. Re´ciproquement si F est une fonction entie`re
mode´re´e et si χ(s)F (1 − s) est aussi entie`re et mode´re´e alors il existe une
(unique) distribution tempe´re´e paire D avec la proprie´te´ S telle que F en
soit la transforme´e de Mellin.
Supposons que la distribution paire D ait la proprie´te´ S, pour l’intervalle
]− a, a[, a > 0. Soit g une fonction non nulle quelconque, choisie infiniment
de´rivable et de support dans [b,B], 0 < b < B < ∞. Nous savons alors
par 4.29 que φ := g ∗ D est une fonction paire, nulle dans ] − c, c[, c =
ab, et est dans la classe de Schwartz. Soit σ ∈ R. Pour Re(s) ≥ σ, on
a |ĝ ∗D(s)| ≤ ∫∞c |φ(x)|x−Re(s) dx ≤ c−Re(s) ∫∞1 |φ(cx)|x−σx−Re(s)+σc dx =
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Oσ(c
−Re(s)). La fonction csφ̂(s) est ainsi borne´e dans Re(s) ≥ σ et il en est
de meˆme de bsĝ(s). Comme D̂(s) = φ̂(s)/ĝ(s) on en de´duit que F (s) = D̂(s)
est dans la classe de Nevanlinna du demi-plan Re(s) > σ. Il en est de meˆme
de G(s) = χ(s)F (1 − s) puisque par le the´ore`me 4.30 on a G(s) = Ê(s),
E = F(D).
Remarquons que par la de´finition 4.13, on a pour un certain N ∈ N :
Re(s)≫ 0⇒ D̂(s) = s(s+ 1) . . . (s+N − 1)ĈN (s+N) ,
ou` CN est une fonction continue de croissance polynomiale, nulle sur ]0, a[.
La fonction
∫∞
a CN (x)x
−s−N dx estOσ0(a
−Re(s)) dans tout demi-plan Re(s) ≥
σ ≥ σ0, σ0 ≫ 0. Donc F (s) = D̂(s) est O(ARe(s)(1 + |s|)N ) dans un tel
demi-plan (A = a−1). Appliquons ce re´sultat a` E = F(D). Nous obtenons
en particulier que sur toute droite Re(s) = σ1, σ1 ≪ 0, la fonction Ê(1− s)
donc aussi χ(s)Ê(1 − s) = D̂(s) est de croissance polynomiale. Or nous
savons de´ja` que D̂ est dans N (Re(s) > σ0), pour tout σ0 ∈ R, donc par
la remarque 4.33, le fait qu’elle soit de croissance polynomiale sur la droite
Re(s) = σ1 implique qu’elle l’est aussi sur toute droite Re(s) = σ, σ > σ1.
Comme σ1 ≪ 0 est arbitraire, nous avons montre´ que F (s) = D̂(s) est de
croissance polynomiale sur toute droite verticale. Nous avons donc e´tabli que
F ve´rifie (1) et (2) de la de´finition 4.31. Comme de plus χ(s)F (1−s) = Ê(s),
avec E = F(D), il est aussi e´tabli que χ(s)F (1− s) est une fonction entie`re
mode´re´e.
Il nous faut montrer la re´ciproque. Soit donc F une fonction entie`re mo-
de´re´e, telle que χ(s)F (1 − s) soit aussi une fonction entie`re mode´re´e. Nous
savons par la remarque 4.33 qu’il existe un certain a > 0 et un N ∈ N
tel que asF (s) est O(|s|N ) dans Re(s) ≥ 12 . La fonction asF (s)/sN+1 e´tant
O(1/|s|) dans ce demi-plan, les normes L2 sur les droites verticales de ce
demi-plan sont uniforme´ment borne´es. Par un the´ore`me de Paley-Wiener,
cela implique qu’il existe une fonction f ∈ L2(1,∞; dx) avec
as
F (s)
sN+1
=
∫ ∞
1
f(x)x−s dx =
∫ ∞
a
f(x/a)as−1x−s dx
dans ce demi-plan. Notons g(x) = f(x/a)/a, pour x > a, 0 pour |x| ≤ a,
g(−x) pour x < −a. Ainsi
F (s) = sN+1ĝ(s) ,
et donc (par 4.17), F = D̂, avec D la distribution tempe´re´e paire qui est
e´gale a` ( ddx x)
N+1g(x), et est donc aussi nulle dans l’intervalle ]− a, a[.
En re´pe´tant l’argument pour G(s) = χ(s)F (1 − s) en lieu et place de F
on voit qu’il existe aussi a′ > 0, N ′ ∈ N et une fonction k paire, de carre´
inte´grable, nulle sur ]− a′, a′[, telle que
G(s) = sN
′+1k̂(s) ,
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pour Re(s) ≥ 12 (presque partout sur la droite critique). Quitte a` remplacer
N et N ′ par max(N,N ′) et a` adapter g ou k l’on peut supposer N = N ′.
Par (3.6) la transforme´e de Fourier g˜ de la fonction de carre´ inte´grable g a
une transforme´e de Mellin qui est donne´e par la formule ̂˜g(s) = χ(s)ĝ(1− s)
sur la droite critique, c’est-a`-dire ici :
̂˜g(s) = χ(s)F (1− s)(1− s)−N−1 = G(s)(1 − s)−N−1 = ( s
1− s
)N+1
k̂(s) .
Rappelons que (via la transforme´e de Mellin droite) l’ope´rateur L de mul-
tiplication par s/(1 − s) = −1 + 1/(1 − s) agit sur L2(0,∞; dx) selon
k(x) 7→ L(k)(x) = −k(x) + ∫∞x k(y) 1y dy. La fonction L(k) est constante
pour 0 < x < a′. La fonction L(L(k)) est affine en log x pour 0 < x < a′,
etc. . .. La fonction paire g˜ = LN+1(k) est donc polynomiale en log x de degre´
au plus N pour 0 < x < a′.
On note par ailleurs qu’il est correct d’e´crire au sens des distributions
(paires) sur R :
x
d
dx
(log |x|)k = k(log |x|)k−1 .
Donc la distribution paire
(x
d
dx
)N+1F(g)(x)
est identiquement nulle dans ] − a′, a′[. Il ne reste plus maintenant qu’a`
utiliser
F d
dx
x = −x d
dx
F
pour obtenir
D(x) = (
d
dx
x)N+1g(x)⇒ F(D)(x) = (−1)N+1(x d
dx
)N+1F(g)(x) ,
et donc pouvoir conclure que la distribution paire tempe´re´e D, qui est nulle
dans un intervalle ]− a, a[, a > 0, a sa transforme´e de Fourier F(D) identi-
quement nulle dans un intervalle ]− a′, a′[, a′ > 0. La distribution D a donc
la proprie´te´ S et le the´ore`me est comple`tement de´montre´.
De´finissons :
χsin(s) = i πs−
1
2
Γ(2−s2 )
Γ(s+12 )
= i
(2π)s
2 sin(πs2 )Γ(s)
.
Si g est, par exemple, dans L2(0,∞; dx), et est vue comme une fonction im-
paire alors sa transforme´e de Fourier k = g˜, k(x) = i
∫∞
0 2 sin(2πxy)g(y) dy
a une transforme´e de Mellin droite qui est relie´e a` celle de g par la formule
(presque partout sur la droite critique) :
k̂(s) = χsin(s)ĝ(1− s) .
Si l’on pre´fe`rait travailler avec la transforme´e en sinus
∫∞
0 2 sin(2πxy)g(y) dy
il vaudrait donc mieux supprimer le ® i ¯ dans la de´finition de χsin. Quoi
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qu’il en soit, le the´ore`me suivant a une de´monstration tout-a`-fait semblable
a` celle de 4.35, et elle est laisse´e au lecteur.
4.36. The´ore`me. Soit D une distribution tempe´re´e impaire avec la pro-
prie´te´ S. La fonction entie`re F (s) = D̂(s) est mode´re´e et χsin(s)F (1−s) est
aussi une fonction entie`re et mode´re´e. Re´ciproquement si F est une fonction
entie`re mode´re´e et si χsin(s)F (1 − s) est aussi entie`re et mode´re´e alors il
existe une (unique) distribution tempe´re´e impaire D avec la proprie´te´ S telle
que F en soit la transforme´e de Mellin.
Nous e´tablissons quelques re´sultats concernant les ze´ros de D̂(s) lorsqueD
a la proprie´te´ S. Par l’e´quation fonctionnelle du the´ore`me 4.30 nous savons
de´ja` que D̂(s) a des ze´ros triviaux. Si D est paire la fonction π−
s
2Γ( s2)D̂(s)
est entie`re, et si D est impaire la fonction π−
1+s
2 Γ(1+s2 )D̂(s) est entie`re : un
® ze´ro non-trivial ¯ est par de´finition un ze´ro de cette fonction entie`re.
4.37. Lemme. Soit D une distribution, paire ou impaire, avec la proprie´te´
S. Alors D̂(s) a au moins un ze´ro non trivial.
Nous supposerons que D est paire (et non identiquement nulle), la preuve
e´tant similaire dans le cas impaire. Soit f(s) = π−
s
2Γ( s2)D̂(s). On e´tablit
aise´ment que π−
s
2Γ( s2) est O((1+|s− 12 |)
1
2
|s− 1
2
|) dans le demi-plan Re(s) ≥ 12 .
Comme D̂(s) est mode´re´e, on en de´duit que |f(s)| est O((1 + |s− 12 |)|s−
1
2
|)
dans ce demi-plan. Mais f(1 − s) est une fonction du meˆme type, donc
|f(s)| est O((1 + |s − 12 |)|s−
1
2
|) dans tout le plan complexe. Si elle n’avait
pas de ze´ro, on en de´duirait que la fonction harmonique Re(log f(s)) serait
≤ O(1) + |s − 12 | log(1 + |s − 12 |) dans C. Cela n’est possible que si log f(s)
est de la forme αs+ β. On obtiendrait dans ce cas :
D̂(s) =
eαs+β
π−
s
2Γ( s2)
,
puis (par exemple), en invoquant a` nouveau la formule de Stirling :
lim
σ→+∞
log |D̂(σ)|
σ
= −∞ .
Mais ceci est impossible, puisque contradictoire avec la formule pour le type
moyen de D̂(s) dans les demi-plans Re(s) > σ0 (cf. remarque 4.33).
4.38. Lemme. Soit D une distribution paire (resp. impaire) avec la proprie´te´
S. Soit ρ un ze´ro non-trivial de D̂(s). Alors il existe une distribution paire
(resp. impaire) D1 avec la proprie´te´ S telle que
D(x) =
(
d
dx
x− ρ
)
D1(x) .
On a D̂(s) = (s− ρ)D̂1(s).
ENTRELACEMENT DE CO-POISSON 57
En effet, soit F1(s) la fonction entie`re F (s)/(s − ρ). Il s’agit certaine-
ment d’une fonction mode´re´e, et comme ρ n’est pas un ze´ro trivial, la
fonction χ(s)F1(1 − s) (resp. χsin(s)F1(1 − s)) est aussi entie`re (et mode´-
re´e). Par le the´ore`me 4.35 (resp. 4.36) F1(s) = D̂1(s) pour une certaine
distribution D1 avec la proprie´te´ S. On a D̂(s) = (s − ρ)D̂1(s) et donc
D(x) =
(
d
dxx− ρ
)
D1(x) par la proprie´te´ 4.17.
4.39. Proposition. Soit D une distribution paire (resp. impaire) avec la
proprie´te´ S. Alors D̂(s) a une infinite´ de ze´ros non-triviaux. Il existe un
entier N tel que pour tout choix de N ze´ros non-triviaux ρ1, . . ., ρN , il existe
une fonction de carre´ inte´grable C paire (resp. impaire) avec la proprie´te´ S,
telle que l’identite´ de distributions
D(x) = P (
d
dx
x)C(x)
ait lieu avec P (T ) =
∏
1≤j≤N(T − ρj).
Par les deux lemmes pre´ce´dents et une re´currence, pour tout choix de
N ze´ros non triviaux on aura D(x) =
∏
1≤j≤N (
d
dxx − ρj)DN (x) avec une
distribution (de´pendant des N ze´ros) posse´dant la proprie´te´ S. De plus
D̂(s) =
∏
1≤j≤N (s − ρj)D̂N (s) ; comme D̂(s) est une fonction mode´re´e,
pour N suffisamment grand, et inde´pendamment du choix des ze´ros, on
aura D̂N (s) = O(1/|s|) sur la droite critique. La distribution DN est donc
en fait une fonction de carre´ inte´grable puisque sa transforme´e de Mellin est
de carre´ inte´grable sur la droite critique.
4.40. Remarque. Si l’on prend un ze´ro de plus les fonctions C seront conti-
nues et o(1/
√
x) pour x→ +∞ a` cause de C(x) = ∫
R
D̂N (
1
2+iτ)|x|−
1
2
+iτ dτ
2π .
4.41. The´ore`me. Soit D une distribution paire (resp. impaire) avec la pro-
prie´te´ S, non identiquement nulle. Soit 0 < ǫ < π2 . Le nombre des ze´ros
de modules au plus T de la fonction entie`re D̂(s) dans le secteur angulaire
| arg(s− 12 )− π2 | < ǫ est asymptotiquement e´quivalent a` T2π log(T ), et de meˆme
pour | arg(s− 12 ) + π2 | < ǫ. Le nombre des ze´ros non-triviaux de modules au
plus T dans les secteur angulaires | arg(s)| < π2 − ǫ et | arg(s) − π| < π2 − ǫ
est o(T ).
Nous avons e´tabli ce the´ore`me pour les fonctions paires de carre´s inte´-
grables avec la proprie´te´ S dans [8] (Theorem 7.7). Il vaut aussi pour les
fonctions impaires de carre´ inte´grables par une preuve quasi-identique. Le
the´ore`me dans le cas ge´ne´ral peut alors eˆtre e´tabli en invoquant la propo-
sition pre´ce´dente. En fait on peut aussi simplement ve´rifier que la preuve
donne´e pour [8, Theorem 7.7] s’adapte aux cas envisage´s ici.
F. Distributions homoge`nes et quasi-homoge`nes. Rappelons tout
d’abord quelques notions sur les distributions homoge`nes (voir par exemple
[13]). On dira que la distribution D sur R est homoge`ne si il existe une
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fonction λ : R× → C telle que D(tx) = λ(t)D(x) pour tout t 6= 0. Si D n’est
pas la distribution nulle alors λ est un morphisme continu de R× vers C×,
qui est donc soit |t|s−1 pour un certain s ∈ C, soit t|t| |t|s−1 pour un certain
s ∈ C. A` une constante multiplicative pre`s il existe une unique distribution
(non-nulle) d’une homoge´ne´ite´ donne´e.
La fonction
s 7→ Ds(x) = |x|
s−1
π−
s
2Γ( s2 )
est analytique sur le demi-plan Re(s) > 0 a` valeurs dans les distributions,
et elle admet un prolongement analytique en une fonction entie`re et sans
ze´ro sur C a` valeurs dans les distributions paires sur R. Pour tout s ∈ C
la distribution Ds est homoge`ne d’homoge´ne´ite´ |t|s−1. La restriction de Ds
a` l’ouvert R \ {0} est la fonction |x|s−1/π− s2Γ( s2 ) (donc nulle aux poˆles du
de´nominateur).
La fonction
s 7→ Es(x) = x|x|
|x|s−1
π−
s+1
2 Γ(s+12 )
est analytique sur le demi-plan Re(s) > 0 a` valeurs dans les distributions, et
elle admet un prolongement analytique en une fonction entie`re et sans ze´ro
sur C a` valeurs dans les distributions impaires sur R. Pour tout s ∈ C la
distribution Es est homoge`ne d’homoge´ne´ite´ t|t| |t|s−1.
4.42. Les identite´s suivantes sont ve´rifie´es :
d
dx
xDs(x) = sDs(x)
d
dx
xEs(x) = sEs(s)
On fait le calcul pour Re(s) > 0 et ensuite on invoque un prolongement
analytique en s.
4.43. Soit g ∈ Lc(R×) une fonction inte´grable a` support compact e´loigne´ de
l’origine. On a :
g ∗Ds =
( ∫
R
g(t)|t|−s dt
)
Ds
g ∗Es =
(∫
R
t
|t|g(t)|t|
−s dt
)
Es
On fait le calcul pour Re(s) > 0 graˆce au lemme 4.7 et ensuite on invoque
un prolongement analytique en s.
4.44. Si D est une distribution non-nulle d’homoge´ne´ite´ λ alors elle est tem-
pe´re´e et F(D) est une distribution non-nulle d’homoge´ne´ite´ λ(1/t)/|t|. On
a en fait tre`s exactement :
F(Ds) = D1−s
F(Es) = i E1−s
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Il suffit d’e´valuer sur les fonctions test exp(−πx2) ou x exp(−πx2).
Comme les fonctions s 7→ Ds et s 7→ Es sont des fonctions entie`res on
peut les de´river par rapport a` s. Nous adopterons la de´finition suivante :
4.45. Definition. On dira qu’une distribution D sur R est quasi-homoge`ne
si elle est la combinaison line´aire complexe d’un nombre fini de distributions
du type Ds,N =
(
∂
∂z
)N
Dz
∣∣∣
z=s
ou Es,M =
(
∂
∂z
)M
Ez
∣∣∣
z=s
.
Une distribution quasi-homoge`ne est de´termine´e par sa restriction a` n’im-
porte quel intervalle ] − a, a[, a > 0. Sa transforme´e de Fourier est aussi
quasi-homoge`ne.
4.46. Pour tout s ∈ C et tout N ∈ N on a(
d
dxx− s
)
Ds,N+1 = (N + 1)Ds,N(
d
dxx− s
)N
Ds,N = N !Ds(
d
dxx− s
)N+1
Ds,N = 0
(
d
dxx− s
)
Es,N+1 = (N + 1)Es,N(
d
dxx− s
)N
Es,N = N !Es(
d
dxx− s
)N+1
Es,N = 0
On de´rive ddxxD
s = sDs par rapport a` s et on obtient ddxxD
s,N+1(x) =
sDs,N+1(x) + (N + 1)Ds,N (x) (de meˆme pour Es). Les assertions en de´-
coulent. Remarquons que Ds,N et Es,N ne sont jamais la distribution nulle.
4.47. Ce n’est pas vraiment une de´finition, ni une remarque, mais plutoˆt
un commentaire heuristique : la transforme´e de Mellin d’une distribution
quasi-homoge`ne (paire ou impaire) est la fonction complexe identiquement
nulle.
4.48. Definition. On dira qu’une distribution D est a-quasi-homoge`ne si sa
restriction a` un intervalle ] − a, a[, a > 0, co¨ıncide avec la restriction a` cet
intervalle d’une distribution quasi-homoge`ne Dqh. Celle-ci est uniquement
de´termine´e et ne de´pend pas de a.
4.49. Definition. Soit D une distribution tempe´re´e paire ou impaire a-
quasi-homoge`ne. La transforme´e de Mellin de D est de´finie comme e´tant la
transforme´e de Mellin au sens de 4.13 de la distribution (paire ou impaire)
D −Dqh.
Les deux propositions suivantes sont ve´rifie´es aise´ment :
4.50. Proposition. Soit D une distribution paire (resp. impaire) a-quasi-
homoge`ne. Les distributions impaires (resp. paires) xD et D′ sont aussi a-
quasi-homoge`nes. Les formules
d̂
dx
D(s) = sD̂(s + 1) x̂D(s) = D̂(s− 1)
sont valables et donc aussi :
̂
x
d
dx
D(s) = (s− 1)D̂(s) d̂
dx
xD(s) = sD̂(s) .
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4.51. Proposition. Soit D une distribution a-quasi-homoge`ne, paire ou im-
paire. Soit g ∈ Lc(R+×). La convolution multiplicative g ∗ D est a′-quasi-
homoge`ne pour un certain a′ > 0 et la formule
ĝ ∗D(s) = ĝ(s)D̂(s)
est valable.
Nous aurons aussi particule`rement besoin des lemmes suivant :
4.52. Lemme. Soit D une distribution quasi-homoge`ne et soit s ∈ C. Il
existe une distribution quasi-homoge`ne D1 avec (
d
dxx− s)D1 = D.
Cela de´coule directement de 4.46 pour D = Ds,N ou Es,N ; et aussi pour
D = Dw,N , w 6= s, puisque l’ope´rateur L = ddxx−s sur l’espace vectoriel des
Dw,k (resp. Ew,k), 0 ≤ k ≤M est de la forme w − s+N avec N nilpotent.
4.53. Lemme. Soit D une distribution ve´rifiant(
d
dx
x− s
)
D = 0 .
Il existe alors deux constantes (uniques) telles que D = αDs + βEs.
Soit t > 0 et soit φ ∈ D(R). Soit f(t) = ∫
R
D(x)φ(tx) dx. Par [22, IV.1]
f est une fonction de classe C∞ de t > 0 et l’on peut de´river sous le signe
® inte´grale ¯.
f ′(t) =
∫
R
D(x)xφ′(tx) dx = − < d
dx
xD,
1
t
φ(tx)>= −s1
t
f(t) .
Donc f(t) = Ct−s et
<D(x/t)/t, φ(x)>= t−s <D(x), φ(x)> .
Autrement dit, D(x/t)/t = t−sD(x), D(tx) = ts−1D(x) pour tout t > 0. Si
D est paire, on obtient que D est homoge`ne pour le quasi-caracte`re |t|s−1,
et donc D est un multiple de Ds. Si D est impaire on obtient qu’elle est un
multiple de Es. Dans le cas ge´ne´ral on applique le re´sultat se´pare´ment aux
parties paires et impaires de D car elles ve´rifient la meˆme e´quation.
4.54. Lemme. Soit D une distribution nulle dans un intervalle ] − a, a[,
a > 0. Pour tout s ∈ C il existe une distribution (unique) D1 qui est nulle
dans ]− a, a[ et qui ve´rifie :(
d
dx
x− s
)
D1(x) = D(x) .
Si D est tempe´re´e, D1 l’est aussi. Si D est paire (resp. impaire) D1 l’est
aussi.
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Pour la preuve de cet autre e´nonce´ standard, indiquons simplement que
comme D est nulle dans ] − a, a[ on peut conside´rer la distribution identi-
quement nulle dans ]− a, a[ et qui est donne´e formellement pour x 6= 0 par
la formule
D1(x) = |x|s 1
x
∫ x
0
|y|−sD(y) dy .
Cette distribution est l’unique solution.
4.55. Proposition. Soit D une distribution telle qu’il existe un a > 0 et
un polynoˆme unitaire P (T ) tels que la distribution P ( ddxx)D soit nulle dans
l’intervalle ]−a, a[. Alors D est a-quasi-homoge`ne. La re´ciproque vaut aussi.
Par re´currence sur le degre´ de P , et il suffira de montrer que si E =
( ddxx−s)D est a-quasi-homoge`ne alors D l’est aussi. Par le lemme pre´ce´dent
applique´ a` E −Eqh, il existe D1 nulle dans ]− a, a[ telle que ( ddxx− s)D1 =
E−Eqh. De plus par le lemme 4.52 il existe une distribution quasi-homoge`ne
D2 ve´rifiant (
d
dxx− s)D2 = Eqh. La distribution D3 = D1 +D2 est a-quasi-
homoge`ne et ( ddxx− s)D3 = ( ddxx− s)D. Il ne reste plus qu’a` faire appel au
lemme 4.53. La re´ciproque vaut par 4.46.
G. Proprie´te´ S-e´tendue et fonctions me´romorphes.
4.56. Definition. On dira qu’une distribution tempe´re´e D a la proprie´te´ S-
e´tendue si il existe a > 0 tel que a` la fois D et F(D) sont a-quasi-homoge`nes.
Si D a la proprie´te´ S-e´tendue, il en est de meˆme de xD et de D′, ainsi que
de g ∗D pour toute fonction g ∈ Lc(R×), par le the´ore`me d’entrelacement
4.11. Si D a la proprie´te´ S-e´tendue, il en est de meˆme de D+D1 pour toute
distribution quasi-homoge`ne D1. Les distributions quasi-homoge`nes ont la
proprie´te´ S-e´tendue, et ce sont les seules a` l’avoir pour tous les a > 0.
4.57. Definition. On dira qu’une fonction me´romorphe F (s) est mode´re´e
s’il existe un polynoˆme non-nul P (s) tel que la fonction P (s)F (s) est entie`re
et mode´re´e au sens de la definition 4.31.
4.58. The´ore`me. Soit D une distribution paire avec la proprie´te´ S-e´tendue.
Sa transforme´e de Mellin F (s) = D̂(s) est alors une fonction me´romorphe
dans le plan complexe, mode´re´e, et telle que la fonction χ(s)F (1−s) est aussi
une fonction me´romorphe mode´re´e. Re´ciproquement si F est une fonction
me´romorphe mode´re´e telle que χ(s)F (1−s) est aussi me´romorphe et mode´re´e
alors il existe une distribution paire avec la proprie´te´ S-e´tendue telle que
F (s) = D̂(s) ; on peut fixer D de manie`re unique en lui imposant d’eˆtre
nulle dans un voisinage de l’origine. Les seules autres distributions paires
avec la proprie´te´ S-e´tendue et la meˆme transforme´e de Mellin sont celles qui
diffe`rent de D par une distribution quasi-homoge`ne paire. On a F̂(D)(s) =
χ(s)D̂(1− s). Le meˆme e´nonce´ vaut dans le cas impair en remplac¸ant χ(s)
par χsin(s).
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Soit D une distribution paire avec la proprie´te´ S-e´tendue, Dqh sa partie
quasi-homoge`ne, E = F(D), Eqh sa partie quasi-homoge`ne. On a
F(D −Dqh) = E − Eqh + Eqh −F(Dqh) .
Il existe un polynoˆme unitaire Q(T ) tel que Q( ddxx) annule la distribu-
tion quasi-homoge`ne Eqh(x) − F(Dqh)(x). Soit D1(x) = Q(−x ddx)(D(x) −
Dqh(x)). Comme Fx ddx = − ddxxF on a
F(D1)(x) = Q( d
dx
x)(E(x) − Eqh(x)) .
La distribution paireD1 a donc la proprie´te´ S stricte. Sa transforme´e de Mel-
lin F1(s) = D̂1(s) est ainsi une fonction entie`re mode´re´e telle que χ(s)F1(1−
s) est aussi entie`re et mode´re´e. Or
F1(s) = Q(1− s)D̂(s) ,
donc F (s) = D̂(s) est une fonction me´romorphe mode´re´e, et χ(s)F (1− s) =
χ(s)F1(1− s)/Q(s) e´galement.
Pour la re´ciproque, si F est me´romorphe et mode´re´e, et aussi χ(s)F (1−s)
alors la fonction me´romorphe F(s) = π− s2Γ( s2)F (s) ne peut avoir qu’un
nombre fini de poˆles. Soit P (s) le polynoˆme unitaire dont les racines sont
ces poˆles, avec multiplicite´s e´ventuelles. La fonction F1(s) = P (s)F (s) est en-
tie`re et mode´re´e et la fonction χ(s)F1(1−s) = χ(s)P (1−s)F (1−s) = P (1−
s)F(1−s)/(π− s2Γ( s2)) l’est e´galement. Donc, par le the´ore`me 4.35 c’est qu’il
existe une distributionD1 paire avec la proprie´te´ S stricte pour un certain in-
tervalle ]−a, a[, a > 0, telle que F1(s) = D̂1(s). Par le lemme 4.54 il existe une
distribution paire tempe´re´e D(x) (unique), identiquement nulle dans ]−a, a[,
et ve´rifiant : P ( ddxx)D(x) = D1(x). C’est donc que P (s)D̂(s) = D̂1(s) ou
encore D̂(s) = F (s). On a P (−x ddx)F(D)(x) = F(D1)(x), donc par la pro-
position 4.55, la distribution F(D) est a-quasi-homoge`ne. Donc D a la pro-
prie´te´ S-e´tendue. De plus P (1− s)F̂(D)(s) = F̂(D1)(s) = χ(s)D̂1(1− s) =
χ(s)P (1−s)D̂(1−s) donc F̂(D)(s) = χ(s)D̂(1−s). SiD2 a la meˆme transfor-
mation de Mellin, alors par la de´finition 4.49 et par 4.14,D2−Dqh2 = D−Dqh,
donc D2 diffe`re de D par une distribution quasi-homoge`ne. Re´ciproquement,
si c’est le cas alors D̂2 = D̂. Si de plus a` la fois D2 et D sont nulles dans un
voisinage de l’origine alors D2 = D. La de´monstration du the´ore`me dans le
cas impair est quasi-identique.
Dans ce the´ore`me, on a normalise´ D on lui imposant d’eˆtre nulle dans
un voisinage de l’origine. On peut tout aussi bien imposer cette condition a`
F(D), quitte a` remplacerD parD−F−1(F(D)qh). C’est cette normalisation
que nous utiliserons pour de´crire la partie polaire de π−
s
2Γ( s2 )D̂(s).
4.59. The´ore`me. Soit D une distribution paire avec la proprie´te´ S-e´tendue,
normalise´e de sorte que F(D) ait une partie quasi-homoge`ne nulle. Soit∑
w∈C, k∈N cw,kD
w,k la partie quasi-homoge`ne Dqh de D (avec un nombre
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fini de coefficients non nuls). La partie polaire de la transforme´e de Mellin
comple`te π−
s
2Γ( s2)D̂(s) est :∑
w∈C,k∈N
cw,k
(−1)k!
(s− w)k+1 .
Dans le cas ou` D est une distribution impaire avec la proprie´te´ S-e´tendue,
normalise´e de sorte que F(D)qh ≡ 0, la partie polaire de π− s+12 Γ(s+12 )D̂(s)
est donne´e par la meˆme formule avec Dqh =
∑
w∈C, k∈N cw,kE
w,k.
La partie polaire ne de´pend (line´airement, et inde´pendamment de a > 0)
que de Dqh, puisque si Dqh = Dqh1 alors D − D1 a la proprie´te´ S-stricte
et donc les transforme´es de Mellin comple`tes de D et de D1 diffe`rent par
une fonction entie`re et ont la meˆme partie polaire. De plus si la partie po-
laire s’annule alors D par le the´ore`me 4.58 diffe`re d’une distribution avec la
proprie´te´ S-stricte par une distribution quasi-homoge`ne. Comme F(D) ≡ 0
dans un voisinage de l’origine cela n’est possible que si cette distribution
quasi-homoge`ne est nulle. Donc Dqh est nulle. Il existe ainsi une correspon-
dance line´aire bijective entre les distributions quasi-homoge`nes re´alisables
et les parties polaires re´alisables, qu’il s’agit de pre´ciser. Notons que toutes
les parties polaires sont effectivement re´alise´es, comme on le voit en partant
d’une quelconque distribution non-nulle E avec la proprie´te´ S stricte en for-
mant des combinaisons line´aires avec les fonctions (s−w)−k−1π− s2Γ( s2 )Ê(s),
w ∈ C, k ∈ N (k au moins e´gal a` la multiplicite´ e´ventuelle de w comme ze´ro
non-trivial). Supposons alors que la distribution D avec F(D)qh ≡ 0 soit
telle que seul un certain w soit un poˆle, d’ordre au plus k + 1, k ∈ N. Alors
( ddxx − w)k+1(D) a une transforme´e de Mellin comple`te entie`re ; elle dif-
fe`re donc d’une distribution avec la proprie´te´ S-stricte par une distribution
quasi-homoge`ne, mais celle-ci doit eˆtre nulle car sa transforme´e de Fourier
doit elle aussi eˆtre identiquement nulle dans un voisinage de l’origine. Donc
( ddxx − w)k+1 annule Dqh. Les distributions quasi-homoge`nes compatibles
avec cette condition sont les Dw,j, 0 ≤ j ≤ k, et leurs combinaisons line´aires
qui forment un espace de dimension k+1. Toutes sont donc re´alise´es puisque
toutes les parties polaires sont re´alise´es et que les dimensions correspondent.
Soit donc D telle que Dqh = Dw,0 pour un certain w ∈ C (et F(D)qh ≡ 0).
Supposons tout d’abord que w n’est pas 0, −2, −4, . . .. Soit g infiniment
de´rivable, non nulle, a` support dans ]0,+∞[, compact et e´loigne´ de l’origine.
Par la me´thode de la de´monstration de 4.29 F(D)qh ≡ 0 implique que la
fonction (g∗D)(x) (de classe C∞ pour x 6= 0) est a` de´croissance rapide pour
x→ +∞. Sa partie quasi-homoge`ne est ĝ(w)Dw,0. La transforme´e de Mellin
de g ∗D est donc donne´e par de´finition, pour Re(s)≫ 0, par∫ ∞
a
(
(g ∗D)(x) + (−1)ĝ(w) x
w−1
π−
w
2 Γ(w2 )
)
x−s dx ,
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avec a > 0 suffisamment petit. Le premier terme donne une fonction en-
tie`re et le deuxie`me terme a comme partie polaire de son prolongement me´-
romorphe −ĝ(w)(π−w2 Γ(w2 ))−1 1s−w . La partie polaire de la transforme´e de
Mellin comple`te de g ∗D est donc −ĝ(w) 1s−w (on savait de´ja` a priori par le
paragraphe pre´ce´dent que cette partie polaire e´tait un multiple de 1s−w , donc
malgre´ la multiplication par π−
s
2Γ( s2 ), il n’y a pas cre´ation de poˆles addition-
nels en s = 0,−2,−4, . . . ). On peut toujours choisir g avec ĝ(w) 6= 0, et on
conclut que la partie polaire de π−
s
2Γ( s2)D̂(s) est exactement
−1
s−w , lorsque
Dqh = Dw,0 et F(D)qh ≡ 0. Ceci a e´te´ de´montre´ pour w 6= 0,−2,−4, . . . ,
mais en remplac¸ant D par E = F(D−Dw,0) = F(D)−D1−w,0, on remplace
Dw,0 par −D1−w,0 et s par 1− s (par l’e´quation fonctionnelle du the´ore`me
4.58), donc la conclusion vaut aussi sous l’autre condition w 6= 1, 3, 5, . . . .
Elle vaut donc pour tout w ∈ C.
Soit maintenant φ(x) une fonction paire non nulle dans S et avec la pro-
prie´te´ S-stricte. Posons, pour w ∈ C : φw(x) = |x|wx−1
∫ x
0 |y|−wφ(y)dy, de
sorte que φw est a` nouveau nulle dans ] − a, a[ et ve´rifie ( ddxx− w)φw = φ,
et donc (s − w)φ̂w(s) = φ̂(s). On notera Φ(s) := π− s2Γ( s2)φ̂(s), qui est
une fonction entie`re, et Φw(s) := π
− s
2Γ( s2 )φ̂w(s) =
Φ(s)
s−w . Conside´rons, pour
w restreint a` l’ouvert U comple´mentaire dans C des ze´ros non triviaux de
φ̂(s), la distribution paire
∆w :=
φw −F−1(F(φw)qh)
Φ(w)
,
qui est normalise´e de sorte que F(∆w)qh ≡ 0, et dont la transforme´e de
Mellin est 1s−w
Φ(s)
Φ(w) . Par ce qui pre´ce`de on sait sans calcul que la partie
quasi-homoge`ne de ∆w est exactement −Dw,0, et donc l’on peut aussi e´crire
∆w =
1
Φ(w)φw − Dw,0. Par ailleurs la formule qui de´finit φw prouve qu’en
tant que distribution elle de´pend analytiquement de w. La distribution ∆w
de´pend donc analytiquement de w. Il faut aussi se convaincre que le pas-
sage a` la transforme´e de Mellin est une ope´ration qui commute a` la de´-
rivation un nombre quelconque de fois par rapport au parame`tre w. Au
facteur 1Φ(w)π
− s
2Γ( s2 ) pre`s il s’agit de regarder, au moins pour Re(s) ≫
0,
∫∞
a φw(x)x
−s dx. Certainement on peut permuter ( ∂∂w )
k et l’inte´grale,
pour tout k ∈ N, pour w dans un ouvert d’adhe´rence compacte dans U et
pour Re(s) ≥ σ avec σ ≫ 0. Par le principe du prolongement analytique,
( ∂∂w )
k 1
s−w
Φ(s)
Φ(w) est la transforme´e de Mellin comple`te de (
∂
∂w )
k∆w pour tout
k ∈ N (et tout w ∈ U). Or la partie quasi-homoge`ne de ( ∂∂w )k∆w est −Dw,k,
tandis que
1
s− w
Φ(s)
Φ(w)
=
1
s− w +
1
Φ(w)
Φ(s)− Φ(w)
s− w
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diffe`re de 1s−w par une fonction F (s,w) conjointement analytique en s ∈ C,
w ∈ U . Donc la partie polaire de ( ∂∂w )k 1s−w Φ(s)Φ(w) , comme fonction de s ∈ C est
exactement k!
(s−w)k+1
. Ainsi la partie polaire correspondant a` la distribution
Dw,k est exactement − k!
(s−w)k+1
. Ce re´sultat est e´tabli pour w distinct des
ze´ros triviaux de φ̂(s), et en changeant φ il est donc e´tabli pour tout w ∈ C.
Le the´ore`me 4.59 est donc e´tabli dans le cas pair, et le cas impair est traite´
quasiment a` l’identique.
Il peut parfois eˆtre plus commode de disposer de la partie polaire de D̂(s) :
4.60. Corollaire. Soit D une distribution non nulle, paire ou impaire, avec
la proprie´te´ S-e´tendue, et normalise´e par F(D)qh ≡ 0. Soit w distinct de 0,
−2, −4, . . . si D est paire ou distinct de −1, −3, −5, . . . si D est impaire.
Soit (c0+c1 log(x)+c2 log
2(x)+· · ·+cN logN (x))xw−1 la w-composante de la
restriction (quasi-homoge`ne) de D a` ]0, a[, a > 0 suffisamment petit. Alors
la w-composante de la partie polaire de la transforme´e de Mellin simple D̂(s)
est ∑
0≤k≤N
ck
(−1)k!
(s− w)k+1 .
Nous traitons le cas pair. Notons γ(s) = π−
s
2Γ( s2). Il suffit de conside´rer
un cas ou` la restriction de D a` ]− a, a[ est logN (|x|)|x|w−1. La composante
quasi-homoge`ne est donc ( ∂∂w )
Nγ(w)Dw,0, que l’on peut e´crire
∑
0≤j≤N
N !
γ(N−j)(w)
(N − j)!
Dw,j
j!
.
Par le the´ore`me pre´ce´dent la partie polaire de γ(s)D̂(s) est∑
0≤j≤N
N !
γ(N−j)(w)
(N − j)!
−1
(s− w)j+1 ,
qui est aussi la partie w-polaire du produit
N !γ(s)
−1
(s− w)N+1 .
Ainsi γ(s)
(
D̂(s) + N !
(s−w)N+1
)
est holomorphe en w et donc la partie polaire
de D̂(s) en w est exactement −N !
(s−w)N+1
, ce qu’il fallait de´montrer.
H. Exemples. Dans cette dernie`re section nous e´voquerons brie`vement
quelques exemples, notables ou anodins, de distributions et de fonctions de
carre´s inte´grables avec la proprie´te´ S ou la proprie´te´ S-e´tendue. A` tout
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seigneur tout honneur notre premier exemple est probablement le plus im-
portant : il s’agit bien suˆr de la distribution de Poisson
D(x) =
∑
n∈Z
δn(x) .
Sa transforme´e de Mellin est ζ(s). Si l’on remplace D par D − 1 de sorte
que F(D)qh ≡ 0, on a Dqh = δ0 − 1 = D0,0 − D1,0. La partie polaire
de π−
s
2Γ( s2)ζ(s) est donc par le the´ore`me 4.59 :
−1
s +
1
s−1 , ce qui n’est
certes pas un re´sultat d’une fracassante nouveaute´. Notons ne´anmoins que
la preuve du prolongement analytique et de l’e´quation fonctionnelle de la
fonction ζ(s) implicite dans cette approche est nouvelle, et que ses mots-
cle´s sont : re´gularisation multiplicative et transforme´e de Mellin, formule
d’entrelacement (de co-Poisson), ope´rateur invariant d’e´chelle FI, espaces de
Hardy, espaces de de Branges, proprie´te´ S-e´tendue, fonctions de Nevanlinna.
Citons ensuite la fonction paire de carre´ inte´grable :
f(x) =
{|x|}
|x| ,
qui ve´rifie
− d
dx
x f(x) =
∑
n 6=0
δn(x)− 1 = D1(x) ,
et dont la transforme´e de Mellin est donc − ζ(s)s (on laisse au lecteur la
ve´rification de la conformite´ de la partie polaire avec le the´ore`me 4.59).
L’avantage de la distribution D1 c’est que les convolutions g ∗D1 avec des
fonctions de classe C∞ a` support compact e´loigne´ de l’origine sont des fonc-
tions de Schwartz (dont la transforme´e de Fourier est calcule´e par la formule
de co-Poisson 1.5, c’est-a`-dire par la formule d’entrelacement 4.11).
Des exemples d’un tout autre type sont fournis par les distributions paires
Aa et Ba, et leurs analogues impaires, qui ont e´te´ obtenues dans [5]. L’ope´-
rateur sur L2(0, a; dx) donne´ par
φ(x) 7→ (x 7→
∫ a
0
2 cos(2πxy)φ(y) dy)
est un ope´rateur auto-adjoint compact, et comme il n’existe pas de fonction
non nulle a` support compact dont la transforme´e de Fourier soit a` support
compact, la norme de cet ope´rateur est strictement infe´rieure a` 1. Il existe
donc une unique fonction φa ∈ L2(0, a; dx) ve´rifiant
φa(x) +
∫ a
0
2 cos(2πxy)φa(y) dy = 2cos(2πax)
Remarquons que l’on peut alors donner un sens par cette e´quation a` φa(x)
pour tout x ∈ R et meˆme pour tout x ∈ C puisque l’inte´grale et le cosinus
sont des fonctions entie`res de x. Donc φa(x) est une fonction entie`re, paire,
de x. Elle est 2 cos(2πax) + O(1/x) pour x → +∞, donc tempe´re´e comme
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distribution de x. Par l’e´quation qui la de´finit sa transforme´e de Fourier
ve´rifie l’e´quation :
F(φa)(y) + 1]−a,a[(y)φa(y) = δa(y) + δ−a(y) ,
donc :
F(φa)(y) + φa(y) = δa(y) + δ−a(y) + 1|y|≥a(y)φa(y) .
et ainsi la distribution tempe´re´e paire
Aa =
√
a
2
(F(φa) + φa)
est identiquement nulle dans ]− a, a[. Comme elle est sa propre transforme´e
de Fourier elle a la proprie´te´ S stricte (le facteur
√
a est introduit pour
d’autres raisons ; cf. [5, 6]). De meˆme en partant de
φ−a (x)−
∫ a
0
2 cos(2πxy)φ−a (y) dy = 2cos(2πax)
et en de´finissant
Ba =
i
√
a
2
(F(φ−a )− φ−a )
on obtient une autre distribution tempe´re´e paire, anti-invariante sous Fou-
rier, avec la proprie´te´ S stricte pour l’intervalle ]− a, a[.
Les fonctions
Aa(s) = π−
s
2Γ(
s
2
)Âa(s) Ba(s) = π−
s
2Γ(
s
2
)B̂a(s)
sont donc par le the´ore`me 4.30 des fonctions entie`res ve´rifiant les e´quations
fonctionnelles
Aa(s) = Aa(1− s) , Ba(s) = −Ba(1− s) ,
et on notera aussi que
Aa(s) = Aa(s) , Ba(s) = −Ba(s) .
Nous avons le the´ore`me suivant (et des de´finitions analogues avec la fonc-
tion sinus me`nent a` des distributions impaires avec la proprie´te´ S pour
l’intervalle ]− a, a[ qui ve´rifient aussi ce the´ore`me) :
4.61. The´ore`me ([5]). Les fonctions entie`res Âa(s) et B̂a(s) ont tous leurs
ze´ros non-triviaux sur la droite critique.
Cela re´sulte des e´quations fonctionnelles et du fait suivant : la fonction
entie`re Ea(s) = Aa(s) − iBa(s) ve´rifie |Ea(s)| > |Ea(1− s)| pour Re(s) > 12 ,
car (|Ea(s)|2 − |Ea(1 − s)|2)/(2Re(s) − 1) est le carre´ de la norme de l’e´va-
luation en s de π−
s
2Γ( s2)f̂(s) pour f paire, de carre´ inte´grable, nulle et de
Fourier nulle dans ]−a, a[. Que de telles transforme´es de Mellin (a` un chan-
gement de variable pre`s) forment un espace de de Branges au sens de [2] avait
e´te´ de´montre´ par de Branges dans [1], et de cela de´coulait de´ja` l’existence
d’une fonction entie`re Ea donnant la norme des e´valuateurs par la formule
ci-dessus, sans toutefois que l’on puisse en donner de formule explicite. Les
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distributions Aa et Ba ont e´te´ obtenues par l’auteur dans son article [5] qui
re´solvait ce proble`me de donner une formule ® explicite ¯ pour Ea.
On peut aussi prouver 4.61, en donnant de plus une interpre´tation ope´-
ratorielle aux ze´ros, en utilisant les e´quations diffe´rentielles par rapport a` a
qui ont e´te´ e´tablies par l’auteur dans [6] et qui donnent la de´formation des
espaces de Hilbert de de Branges-Rovnyak-Fourier par rapport a` a > 0.
Rappelons de plus que comme conse´quence du the´ore`me 4.30 (dont la
preuve a fait appel a` [8, Theorem 7.7]) le nombre des ze´ros de parties ima-
ginaires entre 0 et T est e´quivalent a` T log(T )/2π.
Revenons pour conclure a` des exemples de´duits de la distribution de Pois-
son (ou de la fonction dzeˆta de Riemann) :
4.62. Soit 0 < a < 1, A = 1/a. La fonction paire donne´e pour x > 0 selon :
fa(x) =
∑
ax≤n≤Ax
3(xn +
n
x )− (A+ a+ 4)√
nx
est de carre´ inte´grable sur R, ve´rifie F(fa) = +fa, et est identiquement nulle
sur l’intervalle ]− a, a[.
4.63. Soit 0 < a < 1, A = 1/a. Soient fa(x), ga(x), ka(x) les fonctions
impaires donne´es pour x > 0 selon :
fa(x) =
∑
ax≤n+ 1
2
≤Ax
(−1)n
x
ga(x) =
∑
ax≤n+ 1
2
≤Ax
(−1)n
n+ 12
ka(x) =
∑
ax≤n+ 1
2
≤Ax
(−1)n√
(n+ 12)x
Elles sont de carre´s inte´grables sur R et identiquement nulles sur ]− a2 ,+a2 [.
La transforme´e en sinus de fa est ga. La fonction ka est sa propre transfor-
me´e en sinus.
4.64. Soit N ∈ N. Soit
QN (n) =
∏
0≤j<N
(
n(n+ 1)− j(j + 1))
La fonction paire (non-identiquement nulle ! !) qui est donne´e pour x > 0
par la formule :
∑
n tel que
x≤
n+1
2√
N+1
2
≤2x
(−1)nQN (n)
( x
n+ 12
− 1√
4N + 2
)(
x
n+ 12
− 1√
N + 12
)2N+1
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est de carre´ inte´grable sur R. Elle-meˆme et sa transforme´e de Fourier sont
identiquement nulles dans l’intervalle ]− 12 (N + 12)1/2,+12(N + 12 )1/2[.
Nous avons donne´ ces dernie`res assertions purement a` titre d’exercices.
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31 aouˆt 2004. Modifications par rapport a` la version du 1er aouˆt 2004 :
– page 8 : on a rajoute´ ® (plus pre´cise´ment, des sommes
∑
n
cn
n F (x
1
n )) ¯.
– page 9 : on rajoute a` l’introduction l’e´nonce´ du the´ore`me inverse qui
caracte´rise les transforme´es de Mellin de distributions avec la proprie´te´
S ou S-e´tendue.
– page 12 : notation : µ([0, t[) au lieu de µ([0, t)).
– page 48 : notations : ∂∂x et
∂
∂t dans la preuve de 4.8.
– page 56 : dans la preuve de 4.37 on a utilise´ O((1 + |s− 12 |)|s−
1
2
|) pour
un passage a` 1− s plus correct.
– pages 61-62 : on rajoute au the´ore`me 4.58 : ® Les seules autres distri-
butions . . .. . .On a F̂(D)(s) = χ(s)D̂(1− s). ¯
– pages 62 et suiv. : on a ajoute´ a` la section 4.G le the´ore`me 4.59 et son
corollaire de´crivant les parties polaires.
– On ajoute quelques lignes au de´but de la section 4.H. illustrant le the´o-
re`me sur les parties polaires.
– On donne plus d’informations relatives au the´ore`me 4.61 de la section
4.H.
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