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1. INTRODUCTION 
Let ID, denote the open disc {z 1 (z( < 2) in the complex plane @, G the 
group of all l-1 analytic mappings of ID, onto itself. In this work we prove 
the simplicity of G by applying Schwarz’s lemma. 
2. THE DECOMPOSITION OF G 
Let g be a one-to-one analytic mapping of ID, onto itself, then g is, by 
Schwarz’s lemma, a Mobius transformation 
12,~~. 641) 
42 + 41a 
g(z) = Ez + 41 9 
where )11= 1. All such mappings form a 
operation. The identity mapping is denoted 
Let 
z,aE Q, (1) 
group G under the composition 
by I. 
g,(z) = eimz, i=\T-1, $ER lzl<2; (2) 
22 + 4 tanh(0/2) 
le(‘) = (tanh(8/2)) z + 2 ’ 
8ElR, lrJ<2. (3) 
and can be written as (cf. Veech 
Then 
T= kJw RI, (4) 
H=(l,leElR} (5) 
are two l-parameter (abelian) subgroups of G. Moreover, if g E G leaves 0 
fixed, then by (1 ), g E T. 
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THEOREM 1. Each element g of G can be factorized as the product 
g=gJo g-, g&l, (6) 
i.e., G is generated by the subgroups T and H. Also we have the identity 
g,43 g-, g, =&*L g-(ofn) g,. (7) 
Furthermore, if we restrict #, 8, o - 4 to the intervals 
-n<$<n, we< c0, -nrw-$<n, (8) 
then decomposition (6) is unique whenever 8 # 0. 
Proof: Write a, A (cf. (1)) in the polar form 
a = (2 tanh(B/2)) e’*, l=e-‘“, i=\/--l. (9) 
Substituting these into (1) we easily verify (6) by a routine computation. 
Equation (7) is easy to prove. The restrictions (8) show that the choice of 0, 
4, o in (9) is unique whenever 0 > 0. Thus we prove the theorem. 
THEOREM 2. G can be topologized such that G is homeomorphic to 
R2 x s’. 
Proof. If we take the polar coordinate system (0, 0) in lR2 and consider 
the mapping 
R2 x S’-+ G, 
w++9-+g,~,g-, guy 
then by (7), (8) and (6) this mapping is well-defined, 1 - 1 and onto. Hence 
we emigrate the topology of R* x S’ into G. Thus the mapping (10) 
becomes a homeomorphism. 
Let T be identified with the unit circle S’ c [D, (cf. (2), (4)). We denote 
this identification by T N S’. 
3. THE SIMPLICITY OF G 
We prove the main result as follows. 
THEOREM 3. G is a simple group. 
Proof. Suppose that N is a normal subgroup of G and N# {I}. We shall 
prove N = G. 
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First we show that N acts transitively on ID,. Let N(0) denote the orbit of 
0 by N, i.e., N(0) = {g(O) 1 g E N} E ID,. Obviously, 0 E N(0) for I E N. 
Since N 4 G, so g,Ng; ’ 5 N for each g, E T. Hence g,Ng; ‘(0) L N(O), 
i.e., we have 
By Theorem 1 we know that T can not be a normal subgroup of G. Hence 
there is an element g = g,Z, g, E N with 0 > 0 (cf. (8)). Let E be a 
sufficiently small positive number. Consider the conjugate set of g as follows 
Since N 9 G, so g, kg;’ E N. Also (g, ggg; l)(O) = (2 tanh(0/2)) e”@+“, 
Vt E (-E, E). This orbit is a small piece of a circle, i.e., an arc in D,. 
Since 6-l is also a l-l analytic mapping of ID, onto itself, so 
{ g-rg, gg;‘(O) 1 t E (--E, E)} is also an arc in D, and passing through 0. 
This means N(0) contains an arc passing through 0, namely, 
{ g-‘g, gg;‘(O) 1 t E (--E, E)} E N(0). Hence by (11) N(0) contains an open 
neighborhood U of 0. 
For any point zED,-(0) we express z in polar form 
z = (2 tanh@/2)) e’@ with p > 0 (i = fl). Now we claim z E N(0). But by 
(11) it suffices to show that 2 tanh@/2) E N(0). Choose a sufliciently large 
natural number n such that 2 tanh@/2n) E U. This is possible because 
“tanh” is continuous and tanh 0 = 0. Then there is an h E N such that 
h(O) = 2 tanh@/2n) E Us N(0). By Theorem 1, h = lpln g, for some w  E IR. 
Since N _a G, so g, k, ’ = &I l&l E N* Hence g, 4,,,(W)) = 
(2 tanh(2p/2n)) e”” E N(O). By (11) we have 2 tanh(2p/2n) E N(O). Again 
there is an h* E N such that h*(O) = 2 tanh(2p/2n) E N(0). By Theorem 1, 
h* = 12&?,n go for some u E [R. Since N a G, so g, h *g; ’ = g,lzo,,, E N. 
Hence gJ2,,,,@tO)) = ttsJzpln) h)(O) = (2 taW@~)) eiu E N(O). BY (11) 
we have 2 tanh(3p/2n) EN(O). Repeating this process we know that 
2 tanh(3p/2n),..., 2 tanh(np/2n) (=2 tanh@/2)) E N(0). This fact together 
with (11) shows N(0) = D,, i.e., N acts transitively on ID,. 
Next we shall prove that H c N (cf. (5)). For any 8 E [R - {0} there is an 
element 1, gU E N for some IJI, since 2 tanh(B/2) E D, and N acts transitively 
on D,. But by (7) we know that I, gti E N implies I-, g, E N. Hence 
I,@ E N, t/19 E IR - {O}. This result as well as I, = I shows H c N. 
Since lo9 g,,,4 cnf2 EN, V8E IR, so the commutator l-,(g,,,l-, g-,,,) 
I,(gn,21e g--n,2) E N. Now for each BE (0, 2 sinh-’ 1) s IR there is 
associated a fixed-point problem 
~-d&,2~-tJ g-z,,) mn,2c9 g-z/2)(z) =z* (12) 
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By solving the following equivalent quadratic equation in z: 
b(&,AJ g-,,*)(z) = k/JO L/J 4?(z) (12)’ 
we obtain a solution z,(0) lying in D, as follows 
z,(B) = 2 
4 sinh(f?/2) 
cosh(8/2) + \/l - sinh2(0/2) i 
eiSn/4 E El,. (13) 
(z,(6) means that the solution z,, depends on 0). Let 
[=[(8)=2tanh-’ 
fi sinh(8/2) 
cosh(8/2) + d/1 - sinh2(8/2) 
> 0. (14) 
Then [ = C(0) is a continuous function of 19 (on the interval (0,2 sinh - ’ 1)) 
and lim,,, C(e) = 0, also g,,,,l, g--5n,4(0) = ~~(0) and (12) can be rewritten 
as 
&/J-[ g-,z,,(l-@ &L/21-8 g-,lZlt? &/210 Ld2) 
* g,,,,l, g47T,4(0) = 0, (15) 
i.e., 0 is a fixed point. Hence 
&*/41-l g-5*,4L &/21-b L/2LY &/2&l L/2) 
. g5n,J< g--5*/4 = g, E N. (16) 
A routine computation shows that ,u is a non-constant continuous function of 
BE (0,2 sinh-’ l), ,u =p(B) and lim 0+,, ~(6) = 0. Hence N contains ( g, 1 ,U 
runs over a small interval}. This result together with the compactness of 
T 21 S’ (cf. (2)) shows that T c N. By Theorem 1 we conclude that N = G 
and prove the theorem. 
Remark. In fact, the abstract group G can be given a differentiable 
structure in order to making G a Lie group. Equation (6) is implicitly 
covered by Iwasawa decomposition theorem (i.e., K. A e N theorem, cf. 
Helgason [ 1, pp. 2701). The proof of (6), which we give above, goes without 
preliminaries, hence is more economic than that of Helgason’s book. Identity 
(7) is beyond the Iwasawa theorem and gives us the key to proving the 
simplicity of G elegantly. The geometry in ID, is the well-known Poincare 
model of non-euclidean geometry whose Riemannian metric is 
dx2 + dy2 
ds2 = { 1 - +<x* +y’)}’ 
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(the denominator explains the reason why we choose the open disc with 
radius 2), and G is the identity component of the isometry group. 
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