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CHAPTER 1
INTRODUCTION

The ability to manage system operation under uncertain conditions is one of the most
challenging tasks for the control community. The sliding mode control approach has been
recognized as one of the most efficient tools to design a robust controller that provides
desired system performance in the presence of external disturbances, unknown plant
parameters, and parasitic dynamics.
Sliding mode control (SMC) is a nonlinear control technique that alters the
dynamics of the system governed by ordinary differential equations. The principle of
sliding mode is to force the system state to slide along a manifold on which the system
exhibits desirable features [19].
The second order sliding mode control is a robust control technique that can drive
the system output of relative degree two to zero altogether with its derivative in finite
time in the presence of the bounded disturbance. The convergence time depends on initial
conditions and can be large enough. However, there are numerous practical situations
when required to bring the state of controllable system to the origin in a very short time.
The task can be addressed via impulsive control that can drive the system’s states to zero
instantaneously or in a very short time. Then the feedback control is needed in order to
keep the states in the origin (or in a close vicinity of the origin) in the presence of bounded
perturbation. It is important for designed control system to be robust enough to withstand
the effects of these perturbations and provide a desired satisfactory performance. The
recent studies proposed a broad range of second order sliding mode control algorithms
designed as a combination of discontinuous output feedback with impulsive control or
its simplified version [1], [6]. Specifically, in the paper [6] the hybrid output feedback
1

relay control with impulsive action was proposed and studied.
This thesis proposed to design the feedback control strategy that employs the
impulsive series only. Specifically, this feedback control is designed in the form of
sequential impulses represented by delta functions and its derivatives, which drive the
system’s states to a close vicinity of the origin in a short time and keep them there
thereafter. In order to implement this solution in physical systems, the delta impulses
are to be approximated by realizable functions. In this work, the robustness and uniform
exact finite time convergence to zero in the systems of relative degree two is studied using
the proposed sequential impulsive algorithm. The system behavior is explored taking into
account the control limits and the non-zero sampling intervals. The efficacy of proposed
impulsive control technique is confirmed via simulations of a case study, specifically,
impulsive control of a DC motor. The performance of the DC motor controlled by the
proposed impulsive feedback is compared with the one achieved by the hybrid twistingimpulsive control.
The structure of the thesis is organized as follows. Chapter 2 discusses the second
order sliding mode control, specifically twisting algorithm, and impulsive control
algorithms. Chapter 3 formulates the problem statement to design impulsive control for
perturbed system of the second order. Chapter 4 discusses concepts and performance of
the hybrid-impulsive control systems. Chapter 5 describes the case study of the DC
motor, and the design procedures of the twisting hybrid-impulsive control and proposed
sequential impulsive control in the presence of unknown bounded disturbance. Chapter 6
summarizes the thesis and draws conclusions.
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CHAPTER 2
SECOND ORDER HYBRID-IMPULSIVE SLIDING MODE CONTROL

In the resent years the sliding mode control methodology has been receiving
increasing attention from the control community due to its low sensitivity to the system
plant parameter variations and unknown external disturbances. Classical sliding mode
control concept is based on the possibility of making and keeping at origin an auxiliary
output variable by means of discontinuous control acting on the first time derivative of
this variable. However, the implementation of the classical sliding mode technique is
troublesome because of the large control effort usually needed to guarantee robustness
and chattering effect attenuation.
The higher order sliding modes preserve the original sliding mode concepts acting
on the higher order time derivatives of the sliding variable, providing robustness and
attenuating the chattering phenomenon. The important features of the second order
sliding mode control (2-SMC) include finite-time convergence of the sliding variable and
its derivative to zero in the presence of unknown perturbation, and ability to provide the
stabilization accuracy in the systems of relative degree two. There is a long list of
publications devoted to the 2-SMC, including twisting control, quasi-continuous and
prescribed convergence law strategy that can drive the system’s output of relative degree
two to zero in finite time in the presence of unknown bounded disturbance [2], [8], [10],
[17]. However, since the finite convergence time depends on initial conditions, which are
usually unknown, the uniformity of the finite time convergence in the second order
sliding mode cannot be guaranteed. The uniformity can be achieved by introducing
impulsive output feedback control.

3

2.1.

Second Order Sliding Mode Control: Twisting Algorithm

The twisting algorithm is one of the most popular of the second–order sliding mode
controls. Suppose the system dynamics is defined by differential equation:
,
where

is a state vector,

∈

known vector-field,

,

,

is a control input,

∈

(2.1)

,
,

is a differentiable, partially

is a smooth vector field. The sliding variable σ ∈

is

measurable, and can be treated as output of the plant. The task is to drive the output

to

,

zero in finite time by means of discontinuous feedback control .
Assuming, that system (2.1) input-output dynamics of relative degree two with stable
internal dynamics, and output σ is twice differentiable with respect to time. Than inputoutput dynamics can be written as:
,
where

|

,

|

,

,

|

(2.2)

0 are unknown smooth functions.

,

Suppose that function

, t) is a bounded perturbation with known finite boundary:
|

,

|

, with

0

(2.3)

Then the second order system can be expressed in a state-variable format:
(2.4)

,t
with initial conditions

, where

,

,

.

Assume that inequalities
0
hold for some

,

,

,

(2.5)

0, which imply differential inclusion
∈

,

,

(2.6)

The goal is to find a feedback control u that all trajectories will converge in finite time to
0. To solve this problem, the simplest and most popular technique in a form of
4

twisting controller is introduced, which defined by the formula:
,

(2.7)

0

The theorem 4.1 from [2] is defined a twisting control law that drives sliding variable and
its first derivative to origin in finite time. According to the theorem the coefficients
in equation (2.7) have to satisfy the following conditions:
r

r K

C

r

r

K

C,

r

to guarantee the appearance of a 2-sliding mode σ

σ

r K

(2.8)

C

0 and convergence of the sliding

variable dynamics (2.6) in finite time. The detailed proof of the result (2.8) can be found in
reference [2]. However, as have been pointed out in [2], for the real applications, the
parameters are never assigned according to inequalities (2.8). Typically the real system is
not exactly known, the model itself is not really adequate, and estimation of parameters
K ,K ,

are often significantly larger than actual values.

With sliding variable defined such a way that

, the

,

twisting algorithm is designed in the format:
,

The second order system (2.4) with arbitrary selected initial conditions

,

0

2,

1, is simulated with dynamics affected by unknown bounded perturbation

0
|

(2.9)

0

|

history of

1 , which is taken equal to sin(t) for the simulation purposes only. The time
,

is presented in Figure 2.1. The following Figure 2.2 demonstrates the

fundamental property of twisting controller of being insensitive toward unknown
disturbance and guarantees the exact finite time convergence of sliding variable. Unlike
traditional sliding mode control, where the ‘sign’ function is influenced the first time
derivative of the sliding variable, in the twisting second order algorithm the ‘sign’
function acts on its first and second order derivative. As a result, the chattering effect is
eliminated and higher order precision is achieved. In order to provide most desirable (but
5

not very short) time convergence to the origin, the controller parameters can be adjusted
via computer simulation.

Figure 2.1. Second order system in the presence of unknown disturbance. The initial conditions
0

2,

0

1

Figure 2.2. Finite time convergence of the system with perturbation when twisting control applied

6

The twisting controller has been tuned so that system’s finite time convergence is ensured
in spite of parameters uncertainties and perturbation (see Figure 2.2).

Figure 2.3. Second order sliding mode control: twisting algorithm

Note: The boundaries of the controller amplitude (Figure 2.3) have to be considered while
manipulating gain values in order to accomplish desired time convergence.

2.2.

Impulsive Algorithm

There are numerous practical situations when large deviations from equilibrium
need to be corrected in a very short time. In order to drive instantaneously system
trajectory to zero the input signal has to have an impulsive character, and can be
represented as a sum of Dirac-delta derivatives [4]:
(2.10)
where

represented generalized derivatives of the Dirac-delta distribution centered in

0, and defined [21] as:
7

1
for any test function

.

Utilizing (2.10) for the second order system dynamics, the optimal impulsive
control can be described as a linear combination of delta function and its first derivative:
(2.11)

2.2.1. Coefficients Calculation for Ideal Case
Assume the system dynamic (2.1) of relative degree two is controlled by impulsive
input in a form (2.11), and

0

,

0

are initial conditions for the

system parameters. The objective is to determine the coefficients

,

for the proposed

impulsive control u.
Obviously, there are many solutions to this problem exist. Based on well-known
Pontriaghin approach, the bond of the magnitude of the control signal u can be utilized in
order to find most applicable input. However, instead of assigning any bounds to an input
signal, for the given system the arbitrary short time interval will be selected to achieve
an instant convergence to zero.
The proposed control (2.11) can be substituted into variations-of-constants formula
for the second order system (2.1):
exp

exp

(2.12)

exp

exp

exp

Using properties of derivatives of the Dirac-delta distribution, for
exp

exp

exp

8

this equivalent to

From the fundamental property of exponent exp 0
0

1

exp

Considering requirement that

0, the coefficients
,

need to satisfy conditions:

exp

(2.13)

where left hand side represented by controllability matrix for the pair (A,B). If system
(2.1) is controllable the expression (2.13) has at least one solution for every
Then for the second order system (2.4) with given initial conditions

and every .

0

,

0

:
,
where

0
0

1
, and
0

(2.14)

. The simple mathematical computation yields:
0 ,

0

(2.15)

The impulsive control input (2.11) now can be represented in the following form:
0

0

(2.16)

However, the input in a form (2.16) cannot be practically implemented, and applicable
computational algorithm has to be designed.

2.2.2. A Piecewise-Constant Approximation
In order to make an impulsive approach practical, it is necessary to describe
approximations of delta-type impulses through physically realizable solutions given by
known mathematical functions. The delta-function in the impulsive control can be
substituted with pulses of finite, relatively short duration. In the reference paper [4] the
comparison was performed of most popular methods based on Gaussian bell function,
kernel function approximation, and piecewise-constant function approximation. In this

9

paper a piecewise-constant function approximation will be considered as it proved most
advantageous and allows a good estimate of the maximum value of the control input [4]:
1
,| |
2
0, | |
1

(2.17)

,

1
0,

0
(2.18)

,0
| |

The functions (2.17) and (2.18) represent piecewise approximation of Dirac delta function
and its first derivative respectively on the sampling interval
enough. For any

,

, where

0 is small

0 the function
(2.19)

is null everywhere outside the interval

,

and for the small enough

this input will bring the state close to the origin. This statement already has been proved
the work [4]. Figure 2.4 displays delta-function in a form of ideal pulse, when h = 0.5 is
arbitrary selected for demonstration purpose,

Figure 2.4. Delta function representation with h = 0.5
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and the corresponding delta-function derivative is represented Figure 2.5.

Figure 2.5. Delta derivative representation with h = 0.5

As discussed in [6] for the real systems, the approximation of ideal Delta-function and
its derivative are not usable for the following reasons:


Due to a negative time in (2.17) and (2.18), the approximations have to be
shifted by h units in time to comply with real system, starting with time zero.



For the real life applications the controller magnitude limitations is very
important, and therefore the square pulse with finite amplitude have to be
considered.



Due to a sampling character of the controller, the width

.has to be bounded

along with corresponding magnitude of δ.
Note: An important property of the delta-impulse has to be considered:
1
The delta function (2.17) piecewise approximation can be rewritten in a shifted
format convenient for the practical applications on the sampling interval ∈ 0, 2
11

:

1
,
2
0,

0

2

(2.20)

and its corresponding first time derivative (2.19) defined for sampling interval ∈ 0, 2 :
1
1

,

0

,

(2.21)

2

0,

rest

Note: The higher order derivatives of delta function can be approximated iteratively:

for all

1.
The shifted delta function and its derivative are illustrated in Figure 2.6 and

Figure 2.7 respectively. The time h = 0.5 was selected for demonstration purpose only.
For the realistic applications the selection of h values would be regulated by control limits
and desired convergence time.

Figure 2.6. Real (shifted) impulse with h = 0.5,

12

2

1 and amplitude δ

1

Figure 2.7. Corresponding delta-derivative (shifted h units in time) with h =0.5

Combining coefficients (2.15) with the formula (2.19), where

represented

in terms of piecewise-constant approximation, the following expression for the impulsive
input is obtained
u

0

(2.22)

0

This function is null everywhere outside the interval 0

2

. The next task is to

demonstrate that this input will bring the states instantaneously to zero.

2.2.3. Proof of Stability and Instant Convergence to Zero
Assuming that system (2.4) behavior described by restitution rules [1]:
,
(2.23)
,
where

,

,

1,2, …. are defined in sequel, and U called the set of impulsive controls.

This meant that states of the system (2.4) are instantaneously changed at the time
instants 0

⋯

⋯ from position
13

to

.

From [1] the following assumptions can be made:
Assumption 1: Discrete-continuous system (2.4), (2.23) possesses a globally defined,
Lipschitz, continuous, positive definite, decreasing function V t,
such that

V t,

∶0

0, computed along the trajectory

,

of (2.4)

,

almost everywhere (with exception, possible, of impulsive effects (2.23)).
Assumption 2: At the time instants
trajectory

1,2,3 … the function V t,

,

according to restitution rules (2.23) takes the values V

, computed on the
,

so

,

that :
lim V
→

,

,

0

(2.24)

If assumptions 1 and 2 hold, then according to a theorem in [23], the system (2.4) with
hybrid-impulsive effects (2.23) is globally asymptotically stable.
And naturally follows, that if assumption (2.24) holds for finite integer number i=k, then
system (2.4) is asymptotically stable with finite convergence time.
The work [12] provide definition of uniform convergence as following:
Definition: System (2.4), (2.24) is said to be
a) Uniformly exact finite time convergent if there exists
≡0,
b) Uniformly exact time convergent if ∀
‖

0 such that ∀

∀

0 there exists

‖

∈

,

∀

0 such that ∀

∈

.

In summary, the convergence is uniform if the convergence time does not depend on
initial conditions.
Let the system dynamics (2.4) be controlled by impulsive input
u
where

0 is the initial time, and

(2.25)
,

are the initial conditions.
14

In order to obtain the expressions for
on the interval ∈

, ,

, the integration of the system (2.4)

,

is performed, with control u is defined by (2.25).

,

,

lim
→

lim

,

→

,

lim

,

→

Due to an assumption
|

,

|

, with

0, and the fact that disturbance is bounded (2.3)

0:
0

,
and

0

,

Therefore, the impulsive control (2.25) changes the values
to

instantaneously

,

0, and fulfils the restitution rule (2.23).
From the above discussion can be concluded, that theoretically, the ideal impulsive

control implies the instantaneous convergence of states

,

to

origin. However, for the real applications, the impulse finite amplitude and sampled
property of the controller has to be taken into account. Since the real impulse is
15

represented by piecewise constant approximation with finite amplitude and non-zero
width, the instant convergence to zero is not achievable.

2.2.4. Impulsive Control with Ideal Coefficients for Real System
Without loss of generality, it is assumed
trivial solution. The impulsive control

,t

0 so that system (2.4) admits a

0

0

and its effect on the

system dynamics of the second order is simulated for the unperturbed system
where

,t

0:
(2.26)

The non-zero initial conditions

0

2

0

1,

time interval h=0.01 were

arbitrary selected for demonstrational purpose only. Figure 2.8 and Figure 2.9 below
demonstrate the impulsive effect on unperturbed system dynamics. In fact, this control
drives states

and

in a very short time to the close proximity of zero, and convergence

time t is depending on impulse width, t=2h=0.02.

Figure 2.8. Effect of impulsive control with ideal coefficients on unperturbed system

16

Figure 2.9. Unperturbed system dynamics convergence to vicinity of zero when impulsive input
applied (zoom)

Figure 2.10. Ideal impulsive control for unperturbed system dynamics (2.26); h=0.01

The system dynamics of the second order with impulsive control is simulated for different
values of time h, and results are summarized in the Table 2.1. It is clear from the
simulation that convergence time is depending on selected value of parameter h; the
smaller h then faster convergence to the close proximity of zero can be achieved. For the
17

real application, the width of the control cannot be reduced to zero, and only “very fast”
convergence is possible.

Table 2.1. Ideal impulsive control and state response for times h = 0.1; 0.01; 0.001

From the Figure 2.9 the impulsive action drives states

and

in a very short

time to the close proximity of zero. In the previous section the impulsive coefficients were
calculated for the ideal control, and thus are not useful in representing a real application.
Therefore, the coefficients

must be recalculated addressing nulling condition
18

2

0,

2

0. The objective of the following section is to redesign an impulsive

input in order to improve convergence characteristics for the real second order system
dynamics.

2.2.5. Correction/Approximation for the Impulsive Coefficients
The next method to determine coefficients

of the control u for the system

dynamics of relative degree two is based on approximating the impulsive input, and
required integration of the delta function representation on arbitrary interval [0, t]. The
delta function (2.20) and its derivative (2.21) piecewise approximation is utilized in a
shifted format convenient for the practical applications.
The unperturbed second order system with

,t

0 is considered:

(2.27)
where

represent

corresponding

delta

function

and

its

derivative

characterized by piecewise constant approximation.
Integrating system (2.27) on the time interval 0,

∈ 0,2

0
(2.28)
0
is required additional integration of (2.20) and (2.21). Taking in consideration the
functions non-zero value on [0,2h]:
1
2

,0

2
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(2.29)

1

,

1

0

1

1

,

(2.30)

2

Substituting (2.29) and (2.30) for (2.28)

0

1
2

1
2

1
2

1

,

0

(2.31)

1

1

,

2

Since 2h is the width of the impulsive controller, and consequently is the time of system
convergence to zero, which implies:

0. Then substituting this condition into

2

expression (2.31):
2
the coefficient

1
2

0

1

1

1
2

0

calculated:
(2.32)

0
Next consider the expression for

of the system (2.28) for the interval ∈

and substituting corresponding expressions for
0

:

:

2

2
1

0

0

,2

2

2
1
2

2
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2

2
(2.33)

From (2.28) and (2.31) on the interval [0, h]:

0

0

0

0

1

0

0

0

2

4

2
(2.34)

2 2

Substituting expression (2.34) in (2.33):

0

0

0

2 2

2

and taking into account expected condition

2

0

0

2

2 2
2

2

0

0

0
As previously calculated

1
2

1
2 2

2

0

0

0

0 , then
0

0

(2.35)

Therefore, the impulsive controller coefficients were calculated utilizing approximation
technique

0 , and

0

0

, that is system dynamics (2.27)

becomes:

0

0

0

(2.36)

The new corrected coefficients for the terms of the real impulsive control were
approximated under considerations of

2

0,

2

0. It is clear from (2.36) that

coefficient of the delta term is remained the same as for the ideal case, and the corrected
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coefficient for the delta derivative term is now depend on the value of time interval h.

2.2.6. Simulation for the Corrected/Approximated Case
The impulsive input with corrected coefficients was applied to the unperturbed
second order system, and states response is illustrated in Figure 2.11 and in Figure 2.12.
From the simulation results can be observed improved performance of the system (2.27)
controlled by impulsive input with corrected coefficients; the states effectively brought to
the origin in a very short finite time, and convergence time is depend on value of time h.
The impulsive control with corrected coefficients is demonstrated in Figure 2.13.

Figure 2.11. Unperturbed system response to impulsive input with corrected coefficients; h=0.01
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Figure 2.12. Unperturbed system response to impulsive input with corrected coefficients (zoom)

Figure 2.13. Impulsive control with corrected coefficients; h=0.01

2.2.7. Comparison of Ideal and Corrected Solutions
An impulsive input approach to the problem of driving the state variables to the
origin in a very short time have been introduced. Two algorithms were examined in
design of coefficients for the delta and delta-derivative terms of the controller. The first
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impulsive controller was designed for the ideal case utilized controllability matrix for the
coefficients derivation. For the real system dynamics the corrected coefficients were
recalculated in order to achieve exact states convergence to the origin. The simulation
example of unperturbed second order system with arbitrary selected initial conditions
illustrated the system response to the impulsive input for both cases: with ideal and real
coefficients. The results are summarized in the Table 2.2.
As expected, the approximated approach to obtain a nulling input coefficients
provide close convergence to origin than ideal solution. In addition, the faster convergence
to zero or its vicinity can be accomplished by significantly decreasing time interval h. The
ideal input coefficients require simple calculation, and independent of convergence time
h. By solving linear equation with controllability matrix as a part of it, the ideal
coefficients easily can be obtained. On the other hand, the more tedious numerical
integration requires in order to achieve a better solution for the problem of driving states
to zero in a very short time.

Table 2.2. System response to impulsive input; deviation from the origin in case of ideal and
approximated/corrected coefficients

Control

Parameter

h=0.001

h=0.01

h=0.1

X1

10

10

10
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X2

10

X1

5 ∗ 10

X2

0.07 ∗ 10

0.3 ∗ 10

0.2 ∗ 10

5 ∗ 10

5 ∗ 10

0. 3 ∗ 10

0.5 ∗ 10

2.2.8. Control Amplitude Limitations
As been previously noticed, the fast time convergence to origin depends on h value:
the smaller h then faster convergence. However, for the realistic applications, the
selection of h would be depending on control limitations.
Suppose that control can vary within | |

, where

is the maximum value for

the amplitude of impulsive control
(2.37)
and

are the corresponding delta and delta derivative in terms of piecewise

constant approximation.
Then absolute value is of the control function is:
| |

(2.38)

From definition of delta function and its derivative:
1
2

1

(2.39)

Substituting this maximum amplitude values in (2.38):
(2.40)

2
and multiplying both sides by

, the quadratic inequality is obtained:
0

2

(2.41)

In order to satisfy (2.41), the h has to be selected outside of the interval
,

16
4

Since value

16

;

4

(2.42)

0, and time h has to be of positive sign, then h must be

chosen according to inequality:
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16

(2.43)

4

Obviously, the selection of h is affected by limits of control amplitude; the larger the
bound of control, the smaller the period h can be chosen, and therefore faster convergence
to sliding surface can be achieved. Therefore, constructing impulsive control, the
compromise has to be made while selecting appropriate h in order to not to exceed control
limits. In practical situations with relatively small control amplitude the very fast time
convergence cannot be achievable.

Summary
Second order sliding mode control algorithm is an effective tool for the control of
the systems with uncertain dynamics since it overcomes the main drawback of the
classical sliding mode control, the chattering effect. The twisting algorithm is a simple,
robust control technique that can drive the system output of relative degree two to zero
altogether with its derivative in finite time in the presence of the bounded disturbance.
The main difficulty of its real implementation is in the tuning of the parameters. Their
values depend on the bonds of the uncertain dynamics and on the chosen sliding
manifold. Typically only sufficient conditions for the convergence are known, and in
practice the parameters are tuned.
The study of impulsive algorithm had been among the topics of control theory for
the past years [7], [9], [24], [26], addressing the fundamental concept of reachability. The
impulsive control represented as a sum of delta function and its higher order derivatives,
and specifically, for the second order system, it implemented as a linear combination of
delta function and its first order derivative. In case of ideal system, the coefficients
derivation for the impulsive terms does not require difficult computations, and they are
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independent of the convergence time. Such ideal control allows transferring a controllable
system dynamics, theoretically, from one state to another in instant time. However, the
ideal impulsive control is not physically realizable due to its sampling property and
amplitude limitations. Therefore, the next task of designing impulsive control is to define
the delta function and its derivative in terms of realizable functions. The most
advantageous method based on piecewise-constant approximation was studied in [4], and
utilized in the current work. In order to achieve precise convergence to origin in realistic
system dynamic, the coefficients of the impulsive terms must be corrected, requiring a
numerical integration. This impulsive control with new approximated coefficients has
proven to be more effective to accomplish desired performance for the real system of the
second order.
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CHAPTER 3
PROBLEM FORMULATION

The 2-SMC is a robust control technique that can drive the system output of relative
degree two to zero altogether with its derivative in finite time in the presence of the
bounded disturbance. When the problem of bringing the state of controllable system to
the origin in a very short time arises, the solution is expected to have an impulsive
character. In the work [1] an impulsive second order control to reduce dramatically the
convergence time practically to zero is explored achieving instantaneous convergence.
Previously, in chapter 2, the impulsive technique described by sum of Dirac delta
derivatives, proved to be an effective tool to drive unperturbed system parameters to zero
in a very short time. However, in reality, the unknown disturbances can affect a system
performance. Due to this issue, the single impulsive control itself is not efficient to
stabilize system dynamics after very short finite time convergence is achieved. On the
other hand, the twisting controller is well known for its property to drive sliding variable
and its first order derivative to zero in finite (not very short) time in a presence of
unknown bounded disturbance, and to keep it there thereafter. In this work we attempt
to achieve the convergence of the system’s states to a small vicinity of the origin and
keeping them in this vicinity thereafter by means of the impulsive feedback only.
Consider perturbed system dynamics of the second order:
,t
with initial conditions

0

,

(3.1)

,

, and unknown bounded disturbance

0

that:
|

,

|

, with
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0

(3.2)

,

The

,

are the state variables, and

, ) represents control input.

The objective is to design impulsive control law to drive the states of the system (3.1) to a
small vicinity of the origin ‖

‖

,

0 in a very short finite time and keep them

there thereafter. In the following chapter, the several control strategies, including
proposed method, will be investigated utilizing properties of impulsive and twisting
controllers, and their insensitivity to unknown bounded perturbation will be
demonstrated via simulation.
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CHAPTER 4
SYSTEM PERFORMANCE UNDER HYBRID-IMPULSIVE CONTROLS
The interest in impulsive control theory continues to increase for the past several
years. In the resent studies most of the results were related to development of the
second order sliding mode algorithm as a combination of the discontinuous output
feedback with impulsive control or its simplified version. The practical feasibility of the
impulsive feedback control strategy for positioning of motion systems has been illustrated
in [13], [14]. In this chapter the system response to a various impulse-based control
algorithms is investigated, including discontinuous output feedback sliding mode control
for the system of the second order with unknown bounded disturbance, as introduced in
[1], [5], and [6].

4.1.

Simulation: Twisting Control and Perturbed System

Consider the system (3.1) with control input defined by twisting algorithm (2.9):

(4.1)

,t
where

0, and

disturbance |

,

that

0

disturbance |

|

2

0 defined boundaries of unknown

. To demonstrate twisting effect on the system (4.1) it is assumed
0

,t |

with constant

1 are the initial conditions, the unknown bounded

1, which is selected in a form of sinusoid of amplitude one, for

simulation purpose only. Instead of assigning any limits to control amplitude, the
controller coefficients are selected by tuning in order to achieve a finite time convergence
to zero. It is known, that twisting controller is a good candidate to ensure the finite time
convergence of the system with perturbation. The results of the simulation in the Figure
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4.1 demonstrate the system (4.1) response to the twisting input, the very fast convergence
time, however, is not realizable.

Figure 4.1. Perturbed system response when twisting control applied

4.2.

Simulation: Impulsive Control and Perturbed System

Let assume now that system (3.1) is controlled by impulsive input in a form (2.36),
and can be rewritten as following:

Note, that the terms

0

(4.2)

,t

0

0

and

represent delta and delta derivative piecewise constant

approximation respectively, and corresponding coefficients approximated for realistic
applications.
For the simulation purpose assume that

0

2

0

conditions of the system (4.1), the unknown bounded disturbance |

1 are the initial
,t |

1. Instead of

assigning any limits to a control amplitude, the desired convergence time is chosen t
2h

0.02 sec, where time interval h=0.01.
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To illustrate the system behavior under impulsive input, the sinusoidal signal is
selected to represent in reality unknown disturbance.

Figure 4.2. Perturbed system response to impulsive input; h=0.01

Figure 4.3. Perturbed system response to impulsive input; h=0.01 (zoom)

From the Figure 4.2 and Figure 4.3 observed that parameters converge very quick
to the origin in finite time t

0.02 sec, and then bounded disturbance

, t forces the

states to move out of the origin. Obviously, for the system with perturbation, the only one
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impulsive control is not enough to keep system in vicinity at zero, and therefore the
additional control should be introduced at time t to compensate for disturbance and to
stabilize the system dynamics.
In previous chapter 2 the impulsive control has been designed to stabilize to zero
(or in its small vicinity) in finite very fast time a system of the second order without
perturbation. However, in the real life when amplitude of controller bounded, and when
unknown disturbances are presented, the one impulsive control itself is not enough to
keep systems dynamics at zero. Therefore, it is important to introduce an additional
controller that supposed to take over after sliding surface is achieved and would stabilizes
system’s trajectory at the origin or in its acceptable vicinity. In the work [1] the
discontinuous output feedback in the form of twisting algorithm was intensively studied
for the second order system.
The control signal that consists of two parts, a continuous control signal and a
discontinuous control signal, is often refer as a hybrid control method, and can be
described as:

The continuous control component

assures ideal performance under the assumption

that the system model is well known. When disturbances or parameter uncertainties
appear, the discontinuous control component

4.3.

is required to preserve robustness.

Twisting-Hybrid-Impulsive Control
Hybrid control, which is based on switching between different models and

controllers, has gained considerable attention recently in science and engineering field. It
provides advantages on achieving stability, improving transient response, and developing
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an effective mechanism to cope with systems with large uncertainties. A substantial part
of literature on hybrid control has been devoted to stability analysis on the basis of
Lyapunov functions [1], [5], [7], [25].
The twisting-hybrid-impulsive control based on theory of impulsive and switching
dynamic systems, is an effective method in the sense that it allows stabilization of
unpredictable system by using control impulses in different modes [26], [27].
Let system dynamics (3.1) in the presence of unknown disturbance, to be controlled by
input given in a form
(4.3)
where the impulsive portion of the controller
0

0

(4.4)

0

drives system (3.1) to zero in a very short finite time, changing the values
that

,

,

0. Then, after impulsive action applied, the twisting control [1]

will take over at time

in the form
,

0.5
and the states

(4.5)

2

will stay at the origin for any time

,

.

Overall, the twisting-hybrid-impulsive control is represented as:
0.5

0

0

0

,

2

(4.6)

According to theorem 2 in [1], the twisting-hybrid-impulsive controller (4.6)
instantaneously drives the system (3.1) to the second-sliding mode making the system
(3.1), (4.6) uniformly exact finite time convergent.
The proposed twisting hybrid-impulsive algorithm (4.6) is demonstrated in Figure
4.3 through Figure 4.8. The finite very short time convergence to the origin of the plane is
due to the impulsive portion of controller, and stabilization effect is due to a twisting part.
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Figure 4.4. Perturbed system response to the twisting hybrid-impulsive input; h=0.01

Figure 4.5. Perturbed system response to the twisting hybrid-impulsive input; h=0.01 (zoom)

Note, that system performance under twisting control (4.5), in reality can be improved by
tuning of the control parameters. This can be observed by comparing simulation results
from the Figure 4.5 with coefficients calculated according to proposed algorithm (4.5), and
Figure 4.6 with much smoother action achieved when control parameters obtained by
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tuning. The corresponding controls are illustrated in the Figure 4.7 and Figure 4.8
respectively.

Figure 4.6. Perturbed system response to the twisting hybrid-impulsive input; tuned twisting
coefficients (zoom)

Figure 4.7. Twisting hybrid-impulsive input
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Figure 4.8. Twisting hybrid-impulsive input (zoom)

Figure 4.9. Twisting hybrid-impulsive input with tuned twisting coefficients (zoom)

4.4.

Twisting Control with Simplified Impulsive Input

Assuming that in (4.6) is either delta portion of impulsive control or deltaderivative is not available. Then twisting-hybrid-impulsive control (4.6) can be reduced to
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the twisting control law with simplified impulsive action in a following form:
0

0.5
when

,

(4.7)

0. The same way, when term

is not available, and it is assumed that

0, the control represented as

is not available and it is assumed that
0

0.5

2

0

,

(4.8)

2

The stability and uniformity of the system (3.1) controlled by (4.7) or (4.8) are discussed
in the theorems 3 and 4 in [1]. It proves, that the system (3.1), (4.7) is uniformly exact
finite time convergent to 2-SM with zero convergence time under assumption that initial
condition

0 is meet. Similarly, the system (3.1), (4.8) is uniformly exact

finite time convergent to 2-SM with zero convergence time under assumption that initial
condition

0 is meet.

The following Figure 4.10 demonstrates the second order system response to applied
control (4.7) with initial condition

0

0, and

0

0. The corresponding control is

shown in Figure 4.11.

Figure 4.10. System response to twisting control with delta impulse input;
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0

0

Figure 4.11. Twisting control with simplified impulsive action (delta input);

0

0

The Figure 4.12 is demonstrates the second order system response to applied control (4.8)
with

0, and corresponding control is shown in the Figure 4.13.

Figure 4.12. System response to twisting control with delta derivative input;
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0

0

Figure 4.13. Twisting control with simplified impulsive action (delta derivative input);

0

0 in control (4.6) then the twisting portion of the control function (4.7)

Remark. If
will drive

0

→ 0 in finite time, and then the impulsive action will drive

→ 0 in short

time. The same logic can be applied for control (4.8). In this case the system controlled by
the twisting portion of controller until the state
time

which depend on initial condition

becomes equal to zero in some finite

. Then the impulsive action will take over and

uniform convergence to zero will be achieved regardless of value

.

From the simulation results can be concluded that very short finite time
convergence in the system controlled by (4.7) or (4.8) is compromised in case of all nonzero initial conditions.

4.5.

Discontinuous Output Feedback Hybrid-Impulsive Control
In order to avoid differentiation in the twisting portion of the twisting hybrid-

impulsive controller, the reduced version in form of discontinuous impulsive feedback is
proposed in [1]:
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,
, , ,..

(4.9)

, , ,…

In order to implement the (4.9) algorithm, the value
continuously, and values

0

is has to be measurable

has to be measurable at the time instants

The effect of controller (4.9) in case of unperturbed system (3.1) with

,

0,1,2 …
,t

0 has been

thorough studied in [22], and proof of the uniformly exact finite time convergence to 2-SM
with zero convergence time was demonstrated in [1]. For the system without disturbance,
the impulsive portion of control (4.9) changes the values

0, and for the time

instantaneously to zero, that
by relay control

t and

theoretically
is controlled

. Therefore, only one impulsive action required with

0 in

(4.9) when control applied to the unperturbed system dynamics, which simplifies the
proposed input to:
0

0

0

,

0

(4.10)

In (4.10), the impulsive gains of (4.9) are substituted with the approximated coefficients
of the real impulsive controller (2.36). The hybrid-impulsive portion of the control (4.10)
drives unperturbed system dynamics of the second order to origin in a very short time,
and relay control maintains motion in the close vicinity of origin thereafter. The
unperturbed system response to the control (4.10) is illustrated in the Figure 4.14 and
Figure 4.15, and corresponding control can be observed in Figure 4.16.
Now, consider system (3.1) with

,t

0 and non-zero initial conditions. The

first impulsive action drives initial conditions to zero, that
immediately after, at
|

,

|

, with

0, and

, the system (3.1) becomes affected by bounded disturbance

0, and controlled by discontinuous feedback without impulsive

action:
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,t

(4.11)

,

In order to keep the system trajectories in the vicinity of zero, the specified domain
t ,

t

β, where the trajectories

t ,

t must stay for any time instant t

is introduced in [1], and from the theorem 6 of [1], there exist a restitution rules that
trajectories of

t ,

t will stay in the domain

t ,

t

β for all t

and β

0.

In accordance with restitution rules, the states of the system (3.1) are instantaneously
changed at the time instants

⋯. These impulsive effects implemented in a

form:

, , ,..

, , ,…

which is included in a control (4.9). The proof of stability and uniformly exact convergence
to real 2-SM of the system (3.1) controlled by the output feedback discontinuous-hybridimpulsive control (4.9) in the presence of unknown bounded disturbance is provided in the
theorem 7 of [1]. The approximated coefficients for the real impulsive control substituted
in the formula (4.9), and discontinuous output feedback hybrid-impulsive control is
simulated in a following form:

,
, , ,..

The

0

(4.12)

, , ,…

are the time instances when system trajectories achieved the boundaries of given

domain, and

,

are the corresponding values at this time instances. The each

consecutive impulsive action is drives system trajectories back toward the origin. The
response of the perturbed system to input (4.12) is demonstrated in Figure 4.17.
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Figure 4.14. Unperturbed system response to discontinuous output feedback hybrid-impulsive
control

Figure 4.15. Unperturbed system response to discontinuous output feedback hybrid-impulsive
control (zoom)
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Figure 4.16. Discontinuous output feedback hybrid-impulsive control for unperturbed system

Figure 4.17. Perturbed system response to discontinuous output feedback hybrid-impulsive control

From the simulation results can be observed that discontinuous hybrid-impulsive outputfeedback control stabilizes the sliding variable and its derivative in a small vicinity of
zero after the 2-SM is achieved via discontinuous-impulsive output feedback in a very
short time.
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4.6.

Impulsive Sequence for the System with Perturbation

The essential difference of this section that the system parameters are not require
to remain at zero, but rather should remain arbitrary close to the origin. Given
enough, that trajectory of
1

,

,

2

is small

must to stay within some specified domain

, meaning that domain V is defined by circle of radius √ .

The goal becomes to drive system parameters

and

to zero in finite time and keep

them within limit cycle of radius √
2
1

2
2

(4.13)

The picture below (see Figure 4.18) demonstrates domain V where trajectory

and

must stay when impulsive action applied [1].

Figure 4.18. Domain V and impulsive effects on perturbed system

As known from previous discussions, the impulsive control will drive system to the
vicinity of zero in a very short time, and then disturbance will take over preventing
system parameters from stabilization. It is important to specify the time instant when the
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dynamics of the controlled system would sufficiently approach an undesired limit point of
the domain V. Denote time

is the time moment when

are the corresponding values of

and

at the instant

and

, and

. In order to keep the system’s

trajectory within defined limits the additional impulsive control will be initiated at the
moment of time

where limit point observed. Then again, the new impulsive control

applied at next time instant when trajectory of controlled parameters would try to escape
from the limit cycle, and so on. The first impulsive control will drive system parameters
to vicinity of zero in a very short time, and succeeding sequence of impulse-based controls
will keep it within acceptable limits. The (4.14) represents the general form of proposed
control function, where

is the time moment when limits of the circle (4.13) achieved.

(4.14)
, , ,…

, , ,…

The coefficients of the controller will vary depending on values of

and

at the

particular time instant. Based on the earlier discussions in chapter 2, the corrected
coefficients applied to obtain more accurate convergence for real application. Therefore
the algorithm for the sequential impulsive controller in the form

(4.15)
, , ,…

, , ,…

is investigated and simulated.
The Figure 4.19 through Figure 4.22 demonstrate proposed sequential impulsive control
and its effect on perturbed system dynamics of the second order. For simulation purposes
the following parameters selected: h=0.01,

0

2 and

0

1. It can be observed

that first impulsive action steer the trajectory of the system to origin in a very short time,
and the impulsive sequence maintain motion within small vicinity of zero thereafter.
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Figure 4.19. Perturbed system response to sequential impulsive control

Figure 4.20. Perturbed system response to sequential impulsive control (zoom)
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Figure 4.21. Sequential impulsive control; h=0.01

Figure 4.22. Sequential impulsive control (zoom)

Summary
The main concern of this chapter was to find most advantageous solution to the
problem of steering the trajectories of the second order system to origin in a very short
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time and then maintain it there thereafter in the presence of unknown bounded
disturbance. Hybrid control, designed as combination of different controllers, has received
growing interest for its properties on improving system response, achieving stability, and
providing an effective way to overcome unknown disturbances. In the work [22] a strategy
is proposed for designing the output feedback second order sliding mode control in a form
of discrete continuous algorithm that require finite sampling time for its analysis and
implementation. On the other hand, the impulsive control technique that allows changing
state variables in a very short time was described in [23], [24]. Twisting-hybrid-impulsive
control is known as an effective method that allows very fast convergence and
stabilization of the system dynamic of the second order [1]. However, in practice, the
tuning of the twisting parameters represents challenge for the control engineers. The
various simplified algorithms, based on the combination of twisting and impulsive
components were proposed in [1], [5], and their effects on perturbed system were
investigated.
The impulsive control has proved to be an effective method to accomplish desired
very fast finite time convergence to zero, which motivates to utilize this property in
proposed sequential impulsive control design. The idea of sequential impulsive control
based on applying pulses of finite very short duration at the time instants when
controlled state tend to approach undesired limit point. Each impulsive control is defined
as a linear combination of Dirac delta function and its derivative, and practically
implementable in a form of piecewise constant approximation. The impulsive coefficients
were derived previously for the realistic case, and depend on the value of the sampling
interval.
In the next chapter, the robustness and uniform exact finite time convergence to
zero in the systems of relative degree two is studied using the proposed sequential
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impulsive algorithm. The system behavior is explored taking into account the control
limits and the non-zero sampling intervals. The effectiveness of proposed impulsive
control method is confirmed via simulations of a case study, specifically, impulsive control
of a DC motor. The performance of the DC motor controlled by the impulsive feedback is
compared with the one achieved by the hybrid twisting-impulsive control.
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CHAPTER 5
CASE STUDY: HYBRID-IMPULSIVE CONTROLS FOR DC MOTOR

5.1.

DC Motor Dynamics
In order to demonstrate system performance under sequential impulsive controller

and compare it to the twisting hybrid-impulsive algorithm, the proposed control
structures applied for the DC motor in the presence of unknown disturbance. The
objective based on the design of so-called position or angle control with assumption that
there is no armature inductance presented in the DC motor system. The effectiveness of
the proposed control strategies is illustrated and compared via simulation.
A DC motor represents a widely used class of electrical machines that converts
direct current electrical power into mechanical power. It directly provides rotary motion
and coupled with wheels and cables can provide translational motion. The voltagecurrent-speed characteristics of DC motors are flexible and easily adaptable for both
steady state and dynamic operations, which makes them widely usable in industry. The
DC motor applications extend from small toys and disk drives through propulsion of
electric vehicles. Performance of many electric systems is limited by parameter variations
due to the saturation, winding temperature variations, or very often due to unknown
loads [19]. The sliding mode approach provides an advantage in controlling DC motor
system dynamics due to its insensitivity to parameter’s variations and unknown
disturbances.
The speed of the DC motor can be controlled using either a variable supply voltage
or by changing the strength of the current in its field windings. In this chapter the
armature voltage is examined as a control of the angular speed and consequently a
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rotational angle of the DC motor.
The electric equivalent circuit of the armature and the free-body diagram of the
rotor are shown in the Figure 5.1.

Figure 5.1. DC motor model

The DC motor system dynamics are governed by equations:
θ

dω
J
dt
d
L
dt

bω
ω

where J is a moment of inertia,

(5.1)
V

is an armature current, L and R are armature

inductance and resistance respectfully,

is a rotational angle (or shaft position), ω is the

motor angular rotation speed, b is the motor viscous friction constant,
back electromotive force,

is a motor torque constant,

torque which is bounded by |

|

0.01

is a constant of

is represent an unknown load

and has bounded derivative. V is a control

function defined by the armature voltage, and value

max

300 , is the maximum

voltage can be applied without damaging DC motor.
Supposed the initial conditions of the rotational speed and shaft position (or rotational
angle) are nonzero, specifically ω 0

10

,

0

2

.

The selected parameters are summarized in the table below.
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Table 5.1. DC Motor Parameters
Parameters

Value

Description

J

0.01 Nms /rad

Moment of inertia

b

0.1 Nms

Motor viscous friction constant

V/rad
sec
Nm
0.01
A

Back electromotive force constant

0.01

0
ω 0

1

Armature resistance

2

Rotational angle initial condition
rad
s

Motor angular rotational speed
initial condition

0.01

Unknown load torque, bounded

10
|

max

Motor torque constant

|

Limit value for the armature
voltage

300

The ability to control angle and angular speed normally involved knowledge of the motor
current or motor acceleration. The simple relay-controlled DC motors are available for
industrial applications, and their control method is only based on the positional angle and
angular speed measurements [19]. Since the mechanical motions of DC motor is much
slower than electromagnetic dynamics [19], that is L ≪ , then the simplified scenario is
created when L~0 H. Then DC motor system dynamics rewritten:

ω

θ

1

bω
1

(5.2)
ω

V

By substituting expression for current into the second equation of (5.2), the following
simplified system dynamics achieved:
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ω

ω

θ

1

b ω

(5.3)

V

The simplified model of the DC motor system (5.3) does not required knowledge of
current for the design of the speed and angle control. After the corresponding numerical
values were substitute into (5.3) the DC motor model represented by equation:
θ
10ω

ω

ω
V

(5.4)

100

The goal is to design the controller that will steer the angle of rotation

and angular

speed ω to zero in very short finite time in the presence of unknown bounded disturbance.
Since

is a desired output that supposed to be driven to zero in finite time, the sliding

variable introduced:
σ
The control input

, then

(5.5)

represented by the armature voltage applied to DC motor, can be

designed as a sum of two terms, one compensating 10ω term and proposed controller
algorithms:
V
where

10ω

u

(5.6)

is either twisting-hybrid-impulsive or sequential impulsive algorithm.

Thus, the simplified form of (5.4) is:
θ
ω

ω
100

(5.7)

The given maximum value of the armature voltage should be considered in controller
design, that:
|V |

|10ω

u|

300
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(5.8)

5.2.

Impulsive Controller Design for DC Motor
The previously designed general form of the impulsive controller (2.36) in terms of

DC motor parameters is given by:
0
where

0

(5.9)

0

is designated as an impulsive controller.

Considering motor angular speed and rotational angle initial conditions from the table
5.1, the (5.9) for this specific case:
10

2

10

10

2

10

(5.10)

Then combining (5.8) and (5.10):
|V |

10ω

(5.11)

300

and
10ω

10

2

|10ω|

10

10

2

10

300

(5.12)

From piecewise constant approximation (2.20) and (2.21):
1
2

1

(5.13)

Assuming that initial condition of the angular speed is also represents its maximum
value, so that ω
10ω

10
10

. Therefore,
2

10

10
2

100

2

10

300

(5.14)

and
10
2

2

10

200

(5.15)

and from (5.15) the following quadratic inequality is obtained:
200

15

2

0

According to solution of (5.16) the time h value has to be selected that

(5.16)
0.14, in order to

satisfy condition (5.8). On the other hand, the convergence time is expected to be very
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fast. Therefore, the h=0.15 is chosen, and impulsive controller (5.10) now becomes:
10

(5.17)

3.5

with delta and delta derivative representation in a piecewise approximation format:
10
,
3
0,

0

0.3

(5.18)

and
100
,
2.25
100
,
2.25
0,

0

0.15

0.15

(5.19)

0.3
rest

The controller (5.17) drives the shaft position and rotational speed from an initial
displacements of 2 rad and 10rad/sec respectively, to zero in a very short time t=0.3 sec.

5.3. Twisting Controller Design for DC Motor
The twisting controller algorithm (2.7) rewritten for DC motor case is defined:
,
The output

0

(5.20)

dynamics for the DC motor is twice differentiable, and its second

derivative is proportional to control:
ω

10ω

V

100

Taking into account the compensating term 10ω, and comparing the expression (5.7) to
the general form in (2.2) and (2.5), coefficients selected
differential inclusion

∈

,

,

Then utilizing (2.8) formula
1

1
1
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1 to satisfy

Obviously, this system has several solutions, and from proposed twisting control formula
in (4.4):
0.5

,

K

(5.21)

2D

In this case for DC motor unknown bounded load torque:
|f x, t |
that is

2

Considering

2,

| 100 |

0.5

100 ∗ 0.01

1

1 and restriction (5.8) with ω

2,

1

132,

10

, the coefficients selected
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and the twisting controller for DC motor obtained:
132

(5.22)
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Note: the theoretical parameters had to be further adjusted via computer simulation to
provide more desirable outcome. Taking in consideration the limits for the armature
voltage, the best performance of the twisting controller achieved with coefficients
100,

98. The following simulations utilized practical coefficients instead of theoretical

ones.

5.4

Twisting-Hybrid-Impulsive Controller Design for DC Motor
Now, combining twisting and impulsive algorithms, the twisting hybrid-impulsive

control is obtained.
u

u

that is
0

0

0

,
(5.23)

0

Then taking into account armature voltage boundaries, the logic similar to one from part
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5.2 is applied for the control coefficients calculation.
|V |

10ω

10

2

Considering inequalities
10ω

10

10

300

2,
2

10

100

10
2

1, and ω

0.5

10

(5.24)

along with (5.13):

,
2

(5.25)

10

300

Then
200

5

2

10

(5.26)

0

and
200

15

2

(5.27)

0

The solution h to quadratic inequality (5.27) has to be selected such way that:
15

1825 12
400 3

(5.28)

In order to obtain as smallest h as possible, the minimum
particular

2.5. Then it is easy to calculate

2 value selected, in

0.146.

Assuming h=0.15, then for the given boundaries, the twisting hybrid-impulsive algorithm
for DC motor is:
u

2.5 sign θ

0.5sign ω

10

3.5

(5.29)

The twisting hybrid-impulsive controller is expected to make a system of the DC motor
dynamics asymptotically stable with finite time convergence, driving angle and rotational
speed to zero in a very short time.

5.5.

Impulsive Sequential Control for DC Motor
Assuming, that domain V from (4.8) is defined by circle of radius √

0.32. The

goal becomes to drive system parameters θ and ω to zero in finite time and keep the
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system’s trajectory within limit cycle
0.1

(5.30)

The first impulsive control will drive system parameters to vicinity of zero in a
very short time, and succeeding sequence of impulse-based controls will keep it within
acceptable limits. The formula (3.9) is represents the proposed control function where
is the time moment when limits of the circle (4.15) achieved, and for DC motor dynamics
sequential impulsive control takes form

(5.31)
, , ,…

, , ,…

The coefficients of the proposed controller will vary depending on values of angle and
angular speed at the particular time moment when limit of cycle is reached. From
previously derived formula (2.31), the approximated coefficients of the first impulsive
controller in the sequence defined as:
0
θ 0

0

(5.32)

Therefore, the first impulsive control in the sequence will be identical to (5.9), and for
particular parameters is represented by (5.17), and is of highest amplitude spike. The
following pulses in the sequence are of reduced amplitude due to near-zero values of
variables at the time instants .

5.6.

Simulation Results
Typically in DC motors the load torque is unknown or varying under different

working conditions. Therefore the assumption can be made which correspond to realistic
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conditions, and for this particular example the disturbance in the form of load torque is
selected to be

0.01sin t Nm.

Note: This assumption was made for the simulation purpose only taking in consideration
known boundaries |

|

0.01

.

Scenario I: Impulsive controller for unperturbed DC motor
The first scenario simulates the DC motor response to the applied impulse controller
when there is no perturbation to the system. In the case of unperturbed system, the
impulsive controller drives the sliding variable and its derivative to vicinity of zero in a
very short time. This confirmed the theoretical expectations to achieve an instantaneous,
and practically in a very short time convergence to origin.

Figure 5.2. DC motor without disturbance: angle and rotational speed when impulsive control
applied to the system
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Figure 5.3. DC motor without disturbance: angle and rotational speed when impulsive control
applied to the system (zoom)

The convergence time appeared to be exact as a width of applied impulsive control,
2h=0.3 sec. From the simulation of impulsive control applied to DC motor (see figure 5.4)
can be observed that amplitude of control does not exceed maximum armature voltage
limits (200V in this case).

Figure 5.4. Impulsive control for DC motor
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Scenario II: Impulsive controller for perturbed DC motor
The second scenario simulates the DC motor response to the applied impulsive
controller in the presence of unknown bounded disturbance. The results of the simulation
confirmed that impulsive controller couldn’t compensate for disturbance when unknown,
bounded disturbance presented in the system. Therefore an addition of feedback
controller is necessary to achieve exact finite time stabilization to zero.

Figure 5.5. DC motor in the presence of unknown disturbance: angle and angular speed when
impulsive control applied to the system

Scenario III: Twisting controller for perturbed DC motor
The third scenario simulates the DC motor response to the applied twisting controller
in the presence of unknown bounded disturbance. As expected, using a twisting
controller, a well-known second order sliding mode technique, the finite time (not very
fast) convergence to zero achieved for the angle and rotational speed of the DC motor in
the presence of unknown disturbance. From the Figure 5.8 can be observed that value of
armature voltage contains within required limits.
Note: The best performance was achieved by adjusting gains of twisting algorithm. The
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practical coefficients did not exactly matched (5.22), and

100,

98 was

obtained by tuning.

Figure 5.6. DC motor in the presence of unknown disturbance: angle and angular speed when
twisting control applied to the system

Figure 5.7. DC motor in the presence of unknown disturbance: twisting control
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Figure 5.8. Armature voltage for DC motor when twisting control applied

Scenario IV: Twisting hybrid-impulsive control for perturbed DC motor
The fourth scenario simulates the DC motor response to the applied hybrid-impulsive
twisting controller in the presence of unknown bounded disturbance. As expected, the
impulsive portion of controller drives angle and rotational speed trajectories to zero in a
very short time, and then twisting control stabilizes the system dynamics thereafter.

Figure 5.9. DC motor in the presence of unknown disturbance: angle and angular speed when
hybrid-impulsive twisting control applied to the system
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Figure 5.10. Hybrid-impulsive twisting control for DC motor

Figure 5.11. Armature voltage for DC motor when hybrid-impulsive twisting control applied
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Figure 5.12. Armature voltage for DC motor when hybrid-impulsive twisting control applied
(zoom)

Scenario V: Impulsive sequential input for perturbed DC motor
Finally, the proposed control in a form of sequential impulses employed to the system
dynamics of DC motor. The following Figure 5.13 and Figure 5.14 show that angle
response indeed converges to the origin in a very short time, while the spikes in the
rotational speed observed, which induced by the impulsive control action. The first spike
in the angular speed is a response to the first impulsive action, and is of maximum
amplitude depending on the initial conditions and time interval h.

The succeeding

impulsive state-dependent feedback is of reduced amplitude, trying to keep the angle and
rotational speed within acceptable realistic limits. The control parameters were selected
in a manner to keep armature voltage within required limits (see Figure 5.17). In
particular, the armature voltage should not exceed 300 V.
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Figure 5.13. Angle and angular speed of DC motor in the presence of unknown disturbance;
impulsive sequential input

Figure 5.14. Angle and angular speed of DC motor in the presence of unknown disturbance;
impulsive sequential input (zoom)
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Figure 5.15. Impulsive sequential control for DC motor

Figure 5.16. Impulsive sequential control for DC motor (zoom)
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Figure 5.17. Armature voltage for DC motor when impulsive sequential control applied

Summary
As can be seen from DC motor example there are several ways to design control to
drive system dynamic of the second order with unknown perturbation in a very short time
to the origin or to its close vicinity and keep it there thereafter. The effects of the twisting
hybrid-impulsive controller and proposed sequential impulsive controller are studied and
compared via simulation. In both cases, the impulsive strategy guarantees the finite short
time convergence to the origin. Then non-impulsive twisting feedback, in the first case, is
robustly stabilizes the DC motor angle and angular speed compensating effects of
unknown perturbation. For the second case, the proposed state-dependent feedback
impulsive sequence is stabilizes the system within acceptable limits of zero. The
simulation analysis shows that sequential impulsive control is an effective tool to control
system dynamics providing very fast system convergence and stabilization within vicinity
of origin. The twisting hybrid-impulsive control is appeared to provide more desirable
outcome (see Figure 5.8, 5.9), however the practical implementation of this algorithm
becomes difficult requiring an experience in adjusting controller gains. The proposed
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sequential impulsive algorithm, on the other hand, is easy to implement, does not require
a feedback and only knowledge of initial conditions and bonds of unknown disturbance
are required for the controller design. The response of the perturbed system dynamics to
sequential impulsive control is very similar to response of unperturbed system to
impulsive control. In both cases the impulsive control drives system parameters to origin
in a very short time, and then maintains motion in a close vicinity of zero.
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CHAPTER 6
CONCLUSION

Forcing a mechanical structure to follow a desired trajectory is a fundamental task
for various applications in aerospace, automotive industry, manufacturing, and robotics.
In order to achieve this, algorithms have to be found that generate adequate system
response with a high order precision. In most applications the mechanical systems are
governed by a set of nonlinear differential equations leading to a challenge to construct
control algorithms to meet the specific requirements. The trajectory control of mechanical
systems requires control schemes that take nonlinearities of the system, modeling
uncertainties as well as disturbances into account. Sliding mode control algorithms
ensure that the desired system dynamics is insensitive to parameter variations and
external uncertain perturbations. Providing the bounds of the model parameters and the
disturbances are known, sliding mode controllers can be designed to achieve with high
accuracy the finite time convergence of the system to desired trajectory.
The purpose of this thesis was to develop a solution to control system dynamics of the
second order in the presence of unknown perturbation. A further requirement was that
system convergence to zero has to be achieved instantaneously or in a very short time
period. The system behavior under proposed impulsive sequential control in a form of
consecutive series of Dirac delta functions and its derivatives was explored. This control
approach was studied and compared with twisting hybrid-impulsive algorithm utilizing a
numerical example. The accuracy of control using the proposed algorithm and known
twisting control are comparable. However, the proposed algorithm is simpler.
The impulse based sliding mode control designs of mechanical systems was focused
on means to overcome unknown disturbances while maintaining control accuracy and
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robustness. The analysis considers DC motor dynamics for the reasons that electric
motors are widely spread actuators, offer high-energy efficiency and may be controlled in
a simple way. The actuators usually driven by power elements with switching devices,
which lead to benefits of applying the sliding mode control theory. The results show that
proposed impulsive sequential control technique is successfully addresses the problem of
achieving theoretically instant and practically very fast convergence to origin, and
keeping system parameters within acceptable vicinity of origin.
Applying the new control algorithm the impulsive function should be implemented so
that the control limits are not violated. It can be achieved by a certain choice of the
impulse duration.
The proposed sequential controller model would contribute in the situations with
very high amplitude limitations when large deviation from equilibrium needs to be
corrected in a very short time. For example, the reaction control systems for steering and
attitude control of space vehicles, the orbital rendezvous problem between spacecraft and
target [4], or the satellite formation problem [18] could benefit from proposed sequential
impulsive signal.
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APPENDIX A
SLIDING MODE CONTROL FUNDAMENTALS

Sliding mode control (SMC) is a nonlinear control technique that alters the
dynamics of the system governed by ordinary differential equations. The principle of
sliding mode is to force the system state to slide along a manifold on which the system
will exhibit desirable features.
Consider the following uncertain system dynamics
x t
with
∈

∈

is a state vector,

∈

Ax t

Bu t

is a control input,

is unknown bounded disturbance. Let

components of the vector

f x, t

are chosen with

performance in state space. The variable

∈

(A.1)
is a known function, and
be the function, where
0 defining desired system

is called a sliding variable, and equality

0

is a sliding surface or sliding manifold. The task is to design a state-feedback control u(t)
in such a way that the state trajectories are oriented toward the sliding surface. After
reaching the manifold, the states have to be forced to slide along it. This motion along the
sliding surface is known as sliding mode. In theory, the sliding surface and motion along
it are smooth, describing ideal sliding mode. However, in all practical applications of
sliding mode control the system trajectory deviates from the ideal manifold,
approximating this theoretical behavior with a high-frequency switching control signal
that causes the system to “chatter” in a close vicinity of the sliding surface. The main
strength of sliding mode control is low sensitivity to plant parameter variations and
disturbances. Because the control can be as simple as a switching between two states it
does not need be precise and is not sensitive to parameter variations. Additionally,
because the control law is not a continuous function, the sliding mode can be achieved in
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finite time. The classical SM control technique, also refer as 1st order SM, however may
lead to larger undesired oscillations due to a chattering effect which can damage the
controlled system. The higher order sliding modes preserve the main advantages of the
classical approach with respect to robustness and easiness of implementation, and
completely removing the chattering phenomenon.
The design of the sliding mode control required obtaining the sliding variable
dynamics by computation of total time derivatives of the sliding variable, until the first
appearance of the control input in the right hand side of the system equation. The order
of the total time derivative of the sliding variable that reflects the first appearance of the
control input in its equation is known as the relative degree of the system with respect to
the sliding variable.
The sliding order of the control defined by the number of continuous total time
derivatives of the sliding variable, including zero. This way, conventional SMC drives
sliding variable to zero in finite time. Similarly, a second order SMC steers sliding
variable and its 1st time derivatives to zero in finite time, and chattering is avoided.
The equivalent control method is defined by the control action necessary to maintain an
ideal sliding motion, and originally was introduced by Utkin [2]. The idea that in
conventional sliding mode both sliding variable and its time derivative are equal to zero.
The equivalent control should be found for the system (A.1) in a form of solution to
equation

0.

For the system (A.1) the sliding variable dynamics are given by:
∂σ dx
∂x dt

∂σ
Ax t
∂x

Bu t

f x, t

(A.2)

In order to maintain sliding variable σ at zero, the time derivative of σ is required to be
equal to zero, that
74

∂σ
Ax t
∂x
Providing that

f x, t

Bu t

(A.3)

0

B is nonsingular (its determinant is nonzero), from (A.3) the expression

for the equivalent control is derived:
∂σ
B
∂x

∂σ
B
∂x

In (A.4) the equivalent control function u

(A.4)

,

depends on the unknown external disturbance

f x, t and consequently cannot be exactly constructed, therefore the equivalent control
action describes ‘average’ effect of the high-frequency switching control on the system
(A.1).
The expression for equivalent control (A.4) is replaced control u in original system
dynamics (A.1):
x t

Ax t

B

∂σ
B
∂x

,

(A.5)

f x, t

Since the disturbance f x, t is unknown, it can be expressed as
f x, t
where ξ t ∈

B⋅ξ t

(A.6)

is unknown signal.

Substituting this expression for disturbance in (A.5):
x t

Ax t

B

∂σ
B
∂x

B⋅ξ t

(A.7)

B⋅ξ t

which is equivalent to:
x t
Knowing that

Ax t
B

B
B

x t

Ax t

∂σ
B
∂x

B

B ξ t

B⋅ξ t

(A.8)

is an identity matrix,

I ∈
B

∂σ
B
∂x

∂σ
B
∂x

B⋅I⋅ξ t
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B⋅ξ t

(A.9)

And finally
x t

Ax t

B

∂σ
B
∂x

(A.10)

This compensated dynamics in (A.10) are independent of the unknown disturbance. This
insensitivity to the perturbation is an important property of the sliding mode control,
known as invariance property [2].
The transition from the equation (A.5) to (A.10) demonstrates that choice of sliding
surface affects the dynamics of reduced-order motion, and therefore the selection of the
surface is an important issue in the process of sliding mode controller design.
The [2] provide detailed derivation of the conventional sliding mode control law
(A.11)
utilizing the Lyapunov function candidate. This control provides finite time convergence
of the sliding variable to zero in the presence of bounded unknown disturbances due to
the invariance property of sliding modes. The

function implementation yields a high

frequency switching inversely proportional to the step time used in simulation. The finite
frequency and finite amplitude switching motion due to the discrete time nature of the
computer simulation is called chattering effect.
Majorities of the applications of the conventional sliding mode control theory to
mechanical systems exhibit the undesired effects of chattering phenomenon. These are
finite-amplitude high-frequency oscillations of the controlled structure which can cause
audible noise, low control accuracy, and faster wear of moving mechanical parts. The
higher order sliding mode control theory addresses the problem of chattering attenuation.
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Second Order Sliding Mode Control (2-SMC):
The

higher

order

sliding

mode

(HOSM)

concept

provide

solution

for

electromechanical systems that leads to chattering reduction while maintaining
robustness properties. A main challenge consists of developing an appropriate
methodology that keeps the control design process simple.
A general concept of HOSM approach is to select a sliding variable that control
appears in the higher order time derivatives of the sliding variable. The second order
sliding mode control, in particular, characterized by discontinuous control acting on a
second order time derivative of the sliding variable instead of affecting its first time
derivative, as in the conventional SMC.
Consider nonlinear system with dynamics defined by differential system [2]:
,
where

∈

(A.12)

,

is represent state vector, and

∈

is the bounded input, t is the time

Assume that control task is to constrain the trajectories of the states on the sliding
manifold, defined by state variable:
s

(A.13)

s ,

Differentiating the sliding variable (A.13) , the following expression is obtained:
,

s

In this case, since control appeared in the first time derivative, and
relative degree of sliding variable is one.
If appeared to be, that

,

(A.14)

,

0, then second order time derivative is:
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,

0 then

s

,

2

,

,

,
(A.15)

,

,

Then the second order derivative of the sliding variable (A.15) is represented by
simplified expression:
h x, t

(A.16)

g x, t u

Therefore, the relative degree r of sliding variable s is defined by:
If

,

If g x, t

0, then r =1.
,

,

,

0

For r=2 the discontinuous control law will drive
Assuming in (A.16) h x, t

0, then r=2.

,

to zero in finite time.

0 are defined by some unknown smooth

0 and g x, t

functions, globally bounded according to inequalities:
0

,

,

and |

,

|

,

0

(A.17)

Then (A.16) is rewritten in a form of differential inclusion:
∈

C, C

,

u

(A.18)

Since (A.18) does not depend on the original system dynamics, the control law u

u s,

(second order sliding mode control or 2-SMC) is to be designed in order to drive ,

→ 0 in

finite time and keep them there thereafter.
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APPENDIX B
THE VARIATION OF CONSTANTS METHOD

Variation of constants is a method of solving inhomogeneous linear ordinary
differential systems of equations. The idea of the method is that the arbitrary constants
in the general solution of homogeneous system are replaced by functions of an
independent variable. These functions must be chosen such that the inhomogeneous
system is fulfilled.
Consider the homogeneous equation
0

(B.1)

0

(B.2)

To solve this, we simply divide by y,

and then integrate
(B.3)

| |
where K is an integration constant. Next, taking the exponential on both sides:
exp

(B.4)

| |
, and

Taking into account properties

(B.5)

| |exp
This yields

(B.6)

exp
Defining a new constant

,the solution can be presented in the form
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(B.7)

exp
Consider the inhomogeneous equation

(B.8)
The idea of the variation of constants method is to look for a solution in a form similar to
(B.7).

Obviously, the modification has to be made in order to satisfy solution of

inhomogeneous equation (B.8). The constant C is replaced by a function C(t), that
(B.9)

exp
Differentiating both sides of equation (B.9) utilizing chain rules yields
t exp

exp

(B.10)

and
(B.11)

exp
Thus the differential equation (B.8) becomes

(B.12)

exp
so that

(B.13)

exp
and C(t) can be found by integrating this equation.

The variation of constants method can be generalized to linear equations of higher order
and to linear systems. It can sometimes be used in more general non-linear situations for
the description of relation between the solution of perturbed complete system and that of
unperturbed truncated system [20]. That is for the solution x(t) of the problem
,

(B.14)

,
80

where A and f are continuous, the formula of variation of constants is valid, and takes the
form of the integral equation
Φ
where Φ

Φ

Φ

Φ

,

(B.15)

is the fundamental matrix solution of corresponding homogeneous system
.
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APPENDIX C
LYAPUNOV STABILITY

A substantial part of the literature on sliding mode controls has been dedicated to
stability analysis, and most recently, on the basis of Lyapunov functions, the stability for
the linear and non-linear systems have been investigated, and many valuable results
have been obtained [1], [2], [5]. At the end of 19 century, in his work, A.M. Lyapunov
presented some simple theorems to identify the stability or instability of an equilibrium
point of ordinary differential equations. The idea of this approach based on investigating
the ordinary differential equation itself and not by finding its exact solution to drive
conclusion on system’s stability.
Consider nonlinear system:
,
where ,

∈

. Suppose, vector

(C.1)

,

is the equilibrium point in the state-space that

,

0

(C.2)

0.

It is obviously many solutions would satisfy this condition. Without loss of generality, for
the stability analysis it is convenient to assume that equilibrium point is located in the
origin. Since

,

0

,

0, by changing variable

→

where

implies

the origin is an equilibrium point of equation
(C.3)

,
The solution to (C.1) can be written as

where

,

is initial condition at time t=0.

Definition C.1 [2]: The origin of (C.1) is said to be stable if given any
a

0 such that if ‖ ‖

then ‖

,

‖

0 there exists

for any t >0.

In other words, by starting close enough to equilibrium point, the solution will always
remain arbitrarily close to it.
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Definition C.2. [2]: The origin of (C.1) is said to be asymptotically stable if it is stable and
the solution

,

→0

→ ∞.

In other words, starting close enough to the equilibrium point, the solution will always
remain arbitrarily close, and the trajectory will always move towards the equilibrium
point.

Local Results
Suppose r is a positive small enough scalar, and exists domain in the state-space
represented by

∈

two-dimensional case

:‖ ‖

and include the close surrounding of origin. For the

correspond to a circle of radius r, and for three-dimensional case

is the sphere of radius r centered at the origin.
Definition C.3. [2]: A function V:

→ ∞ is positive definite in the domain

if

• V (x) ≥ 0 for all x ∈
• V (x) = 0 implies x = 0.
The function is positive semi-definite in the domain
If

if only the first condition holds.

the function is said to be positive definite or positive semi-definite respectively.
The function V:

→

given by

,

is positive-definite, and

represents a special case of quadratic forms.
Lyapunov’s Theorem C.1.[2]: Consider the nonlinear system in equation (C.1). Suppose in
the domain

there exists a differentiable positive definite function V:

→

such

that
,
then the origin is stable. Furthermore if

0
0

stable.
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(C.4)
0 then the origin is asymptotically

Global Results
Assuming theorem C.1. holds for
imply that

, and function V is radially unbounded, which

‖ ‖ → ∞.

→∞

Theorem C.2. [2]: Consider the nonlinear system in equation (C.1). Suppose there exists a
differentiable function V:

→

which is radially unbounded and positive definite

such that
,

(C.5)

0

then the origin is globally stable. Furthermore if

0

0 then the origin is

asymptotically stable.
The matrix

∈

the type

, where P is symmetric. The quadratic form can be represented as a sum of

is said to be symmetric if

. Quadratic forms are functions of

all possible products of its components, that is:
(C.6)

Consider a general linear system described by
(C.7)

,
where

∈

. Consider a Lyapunov candidate of the form
(C.8)

,
where

∈

is some symmetric positive definite matrix. Differentiating (C.8)

with respect to time gives:
(C.9)
In order for the system (C.7) to be asymptotically stable the symmetric matrix in (C.9)
must be negative definite.
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Assuming that

∈

is some symmetric positive definite matrix. Then if there exists

solution to the equation
(C.10)
in a form of positive definite matrix P, then linear system (C.7) is asymptotically stable.
Theorem C.3. [2]: There exists a unique symmetric positive definite matrix P satisfying
(C.10) if and only if the matrix A is stable i.e. the eigenvalues of A lie in the open left half
plane.
Note: The equation (C.10) is called Lyapunov equation.
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