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Abstract. Prototype Selection methods aim at improving the efficiency
of the Nearest Neighbour classifier by selecting a set of representative
examples of the training set. These techniques have been studied in situa-
tions in which the classes at issue are balanced, which is not represen-
tative of real-world data. Since class imbalance affects the classification
performance, data-level balancing approaches that artificially create or
remove data from the set have been proposed. In this work, we study the
performance of a set of prototype selection algorithms in imbalanced and
algorithmically-balanced contexts using data-driven approaches. Results
show that the initial class balance remarkably influences the overall per-
formance of prototype selection, being generally the best performances
found when data is algorithmically balanced before the selection stage.
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1 Introduction
The k-Nearest Neighbour (kNN) classifier constitutes one of the most well-known
techniques for supervised non-parametric classification, mainly because of its
conceptual simplicity and its bounded error rates [1]. Basically, kNN classifies
a given input element by assigning the most common label among its k-nearest
prototypes of the training set. Such exhaustive search for each element to be
classified entails low efficiency figures in both classification time and memory
usage, which constitutes the main drawback for this classifier.
Data Reduction (DR) methods are typically considered for tackling this dis-
advantage [2]. These strategies reduce the training set while trying to keep
the classification accuracy of the original data –or even improving it– if noisy
elements are removed. Among the different existing possibilities, a relatively
straightforward and largely studied methodology known as prototype selection
(PS) performs this reduction by selecting a representative subset of the initial
training set following a particular heuristic [3].
A large number of works in the classification field assume that the classes of
the elements at issue are equally represented. However, this assumption turns
out not to be realistic since most data sources do not necessarily exhibit such
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equilibrium among the different classes, leading to class imbalance problems [4].
In general, the use of such imbalanced data leads to situations in which the
performance of the classifier is biased towards the class representing the majority
of the elements [5]. In this regard, different strategies have been considered to
palliate this issue, being a rather common one the use of data sampling metho-
dologies to artificially equilibrate the class distribution.
In this paper, we aim at studying the behaviour of PS algorithms when
dealing with large-scale imbalance datasets in the context of kNN classification.
More precisely, the idea is to assess the performance of PS algorithms in class-
imbalance situations and compare them to the case in which a sampling-based
balancing algorithm is considered as a preprocessing stage before PS.
The rest of the work is structured as follows: Section 2 contextualizes the
problem of imbalanced classification; Section 3 presents the experiment proposed
as well as the sampling-based balancing and PS techniques considered; Section 4
presents and discusses the results obtained; finally, Section 5 concludes the work
and proposes future lines to develop.
2 Classification with imbalanced data
Formally, imbalanced classification tasks refer to the cases in which prior proba-
bilities of the classes at issue significantly differ among them. This particularity
generally results in a tendency of the classifier to bias towards the majority class,
thus decreasing the overall performance of the system.
Different proposals may be found in the literature to palliate this issue, being
typically grouped into three categories [6]: (a) data-level methods that either
create artificial data for the minority classes and/or remove elements from the
majority one to equilibrate the class representation; (b) algorithmic-level approa-
ches that internally bias the classifier to compensate the skewness in the data;
(c) cost-sensitive training methodologies that consider higher penalties for the
misclassification of the minority class than for the majority one.
Not all classifiers show this bias towards the majority class. Instance-based
algorithms such as kNN report a superior tolerance as they consider all instances
during the classification stage. Nevertheless, when this imbalance effect is com-
bined with class overlapping, performance is severely affected [7].
In this work, we study the use of PS algorithms in imbalanced and overlapped
scenarios. As aforementioned, PS methods tackle the issues found in kNN re-
lated to large and noisy (overlapped) datasets. However, as these processes have
not been devised for class-imbalanced sets, it seems necessary to explore their
behaviour in such cases and compare the results with the ones obtained if a
data-level balancing method is considered as a preprocessing stage.
3 Experimentation
Figure 1 shows the scheme implemented for the experiments. As it can be
checked, the train set may undergo a class-balancing process and/or a PS method
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before getting to the kNN classifier, which are the situations to be compared. For
our experiments, we fixed k = 1 for the classifier as well as considering Euclidean










Fig. 1. Scheme proposed for the experiments.
The following sections introduce both the class-balancing techniques consi-
dered as well as the PS strategies tested. Also, one last section introducing the
evaluation methodology is included.
3.1 Prototype Selection techniques
In terms of PS methods, we have contemplated a comprehensive set of techniques
from the ones in the literature.
As examples of the most classic approaches for PS, we have considered the
Edited NN (ENN), the Condensed NN (CNN), and the Fast CNN (FCNN).
Additionally, we considered EFCNN, which consists of an FCNN process with a
previous ENN stage to remove noisy elements.
In terms of more recent approaches, we have considered the use of the Decre-
mental Reduction Optimization Procedure (DROP3) as an example of hybrid
approach between the ENN and CNN families. Also, we have tested the perfor-
mance of the Cross-generational elitist selection, Heterogeneous recombination
and Cataclysmic mutation search (CHC), which constitutes a very successful
example of genetic algorithm applied to PS.
Finally, we also also studied the use of the Farthest Neighbour (FN) and
Nearest to Enemy (NE) algorithms as they constitute representative examples of
the so-called rank methods. These methods give each prototype a score indicating
its relevance with respect to classification accuracy, so that they can be ranked
to eventually select a subset of them.
For a comprehensive explanation of the methods the reader is referred to [3]
except for the rank ones for which reader is addressed to [8]. For our experiments
we set a value of k = 5 for all PS schemes.
3.2 Data sampling class balancing
As commented, data-level class balancing techniques equilibrate the classes in
the training set by oversampling the minority class and/or undersampling the
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majority one. To assess their relevance in the context of this experiment, we
considered a set of examples of each family as well as combinations of them.
Regarding oversampling, we considered the Synthetic Minority Over-sampling
Technique (SMOTE, SMT in this work) [9] as well as two existing extensions
(B1 and B2 for SMOTE Borderline 1 and 2, respectively) that focus on detecting
and remarking transition zones between classes [10].
So as to undersampling, we included Condensing-based undersampling (CNN),
Neighborhood cleaning rule (NCL), and Tomek links (TL). Due to space issues,
the reader is referred to [11] for a thorough explanation of these methods.
Finally, the combinations of techniques considered comprise all undersam-
pling methods followed by oversampling. We set a value of k = 5 for all cases.
3.3 Evaluation
For the experimentation we have considered five datasets from the UJI1 and the
KEEL2 collections. Additionally, we have considered the music dataset Pros-
emus3 that is meant for onset detection, ie. the detection of the beginnings of
music note events in audio streams, and whose features have been extracted with
the methodology in [12]. All these datasets only contain two classes as it consti-
tutes a common practice in studies about imbalanced classification. Also, these
sets contain more than 1500 instances so that PS can be reasonably applied.
A 5-fold cross-validation scheme has been considered for the experimentation.
Table 1 describes these datasets.
Table 1. Description of the datasets considered in terms of the amount of instances of
the majority (Maj.) and minority (Min.) classes. Symbols † and ‡ depict sets obtained
from the UJI or the KEEL collections, respectively.
Dataset Min. Maj. Dataset Min. Maj. Dataset Min. Maj.
Prosemus 1041 4045 phoneme† 3673 5170 spam† 1813 2788
scrapie† 531 2582 segment0‡ 329 1979 yeast3‡ 163 1321
Regarding figures of merit, we considered the F-measure (F1) as it constitutes
a typical measure in the context of imbalanced classification. Focusing on the
minority class, this metric summarizes the correctly classified elements (True
Positives, TP), the misclassified elements from the majority class as minority
ones (False Positives, FP), and the misclassified elements from the minority
class as majority class (False Negative, FN) in a single value as follows:
F1 =
2 · TP






Note that for the case of the Prosemus set, a tolerance window of 50 ms is
given, following the common evaluation procedure for onset detection [12].
Additionally, as pointed out in [13], PS evaluation may be seen as a multi-
objective problem with two opposed objectives to be optimized, accuracy and set
size. Thus, we shall analyse the results in terms of the non-dominance concept:
one solution is said to dominate another when it is better or equal in each of the
two objectives considered and, at least, strictly better in one of them; the best
solutions, as there may be more than one, are those that are non-dominated.
4 Results
The results obtained are shown in Table 2. These figures depict the average F1
score and reduction rate (in percentage) obtained for the considered datasets in
terms of the balancing techniques and PS strategy used.
According to the results, the use of PS on the initial imbalance situation
implies a decrease in the F1 measure for all cases. For instance, CHC lowers per-
formance in more than 0.15 points in the F1 measure. However, in this context,
the results achieved by FCNN are particularly interesting since, although there
is a decrease in performance as in the other cases, F1 is just slightly lower than
the original case (0.2 points) but with less than a third of its set size.
When an oversampling technique is considered, the results show a slight
improvement but also implies an increase in the set size. Nevertheless, given
that some cases retrieve competitive F1 results but still with a large reduction
rate (for instance, FCNN and EFCNN when considering SMT), this balancing
scheme seems appropriate as a preprocessing stage.
Regarding the undersampling schemes, it can be checked that, in general,
this balancing process results in slightly worse scores than when oversampling
the set. Particularly, the use of the CNN balancing method implies a general
decrease in the F1 results when PS is applied. However, when this CNN method
is used without any PS, results are remarkably good as it achieves the same F1 as
in the initial set but with roughly half of its set size. NCL and TL schemes show
better performance when coupled with PS as F1 results get to improve when
compared to their corresponding PS schemes in the initial imbalanced situation.
In terms of the combined balancing strategies, it can be checked that, in
general, they obtain intermediate figures between the solely use of oversampling
or undersampling. For instance, for the ENN selection method scheme, CNN-
B1 achieves an F1 = 0.49 with a 49.1 % of set size while the oversampling B1
retrieves an F1 = 0.68 with a set size of 132.2 % and undersampling CNN gets
to an F1 = 0.60 with 34.2 % of the initial prototypes. Thus, these solutions may
suit cases with medium reduction requirements, being undersampling techniques
the ones indicated for drastic size reductions.
Figure 2 graphically shows these results and allows their analysis in terms
of the non-dominance criterion. As a first point, most of the non-dominance set
comprises cases in which balancing is considered before PS. While all these solu-
tions entail a (sometimes slight) decrease in the F1 score when compared to the
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Table 2. Results obtained in terms of the F1 and reduction rate (in percentage referred
to the initial case without PS) figures of merit for each combination of PS and balancing
method. Bold results remark the elements that belong to the non-dominated set.
Balancing Metric
PS method
ALL CNN FCNN ENN EFCNN DROP3 CHC EN0.1 FN0.1
Original
F1 0.69 0.64 0.67 0.64 0.63 0.58 0.52 0.52 0.58
Size (%) 100.0 30.6 28.2 85.6 7.2 8.0 0.7 1.6 3.3
SMT
F1 0.70 0.64 0.68 0.68 0.67 0.60 0.62 0.53 0.59
Size (%) 150.3 40.4 34.0 132.0 13.3 14.7 2.1 2.3 4.9
B1
F1 0.70 0.64 0.68 0.68 0.67 0.60 0.59 0.48 0.55
Size (%) 150.3 37.9 32.8 132.2 12.5 13.9 2.5 2.8 4.9
B2
F1 0.69 0.64 0.67 0.67 0.66 0.60 0.58 0.49 0.54
Size (%) 150.3 40.7 35.9 129.5 12.7 14.9 2.2 3.1 5.0
CNN
F1 0.69 0.62 0.66 0.60 0.60 0.56 0.47 0.52 0.54
Size (%) 49.2 27.1 26.4 34.2 4.8 5.3 0.4 2.5 2.7
NCL
F1 0.69 0.64 0.67 0.66 0.65 0.56 0.59 0.53 0.59
Size (%) 78.2 18.6 16.7 71.6 5.9 6.2 0.8 1.0 2.5
TL
F1 0.69 0.63 0.67 0.66 0.66 0.58 0.54 0.52 0.59
Size (%) 92.3 25.6 23.2 80.8 7.1 7.3 0.7 1.4 3.0
CNN-SMT
F1 0.69 0.63 0.66 0.66 0.64 0.60 0.56 0.49 0.52
Size (%) 65.8 32.4 30.0 49.1 8.4 9.4 1.0 2.9 3.2
CNN-B1
F1 0.69 0.63 0.67 0.66 0.64 0.57 0.54 0.47 0.53
Size (%) 65.9 31.3 29.3 49.1 8.5 9.4 1.1 3.0 3.2
CNN-B2
F1 0.69 0.62 0.66 0.65 0.63 0.56 0.55 0.47 0.50
Size (%) 65.9 32.3 31.1 47.9 8.9 9.3 1.0 3.1 3.3
NCL-SMT
F1 0.69 0.65 0.67 0.67 0.67 0.61 0.59 0.52 0.58
Size (%) 109.7 22.6 18.3 101.6 9.6 10.5 1.7 1.2 3.5
NCL-B1
F1 0.69 0.65 0.68 0.68 0.67 0.59 0.58 0.49 0.54
Size (%) 109.5 21.9 18.4 101.7 9.4 10.3 2.0 1.7 3.4
NCL-B2
F1 0.69 0.64 0.67 0.67 0.66 0.60 0.58 0.49 0.53
Size (%) 109.7 23.5 20.1 100.3 9.8 11.7 1.9 1.8 3.5
TL-SMT
F1 0.69 0.65 0.67 0.68 0.67 0.59 0.61 0.52 0.59
Size (%) 134.9 32.9 27.8 120.6 11.5 11.3 1.7 1.9 4.3
TL-B1
F1 0.69 0.64 0.68 0.67 0.66 0.59 0.59 0.48 0.54
Size (%) 134.9 31.2 26.7 120.3 10.9 11.4 2.3 2.3 4.3
TL-B2
F1 0.69 0.64 0.67 0.67 0.65 0.59 0.58 0.48 0.53
Size (%) 134.9 33.6 29.5 117.9 11.2 12.6 2.1 2.6 4.4
initial case, the resulting set is remarkably more compact than the original situ-
ation. For instance, the NCL-B1 balancing method coupled with FCNN achieves
an F1 = 0.68 with less than a fifth of the total number of prototypes.
Regarding PS without balancing, CHC algorithm is the only case among the
non-dominated solutions. Thus, according to this criterion, solutions involving
PS without a balancing stage may not be considered as optimal, in general.
Finally, the cases that only consider the balancing scheme and avoid the
PS stage are also present among the non-dominant solutions. Particularly, the
non-dominated solutions by the CNN and CNN-B1 balancing cases achieve the
same F1 scores than the original case with a remarkable set reduction. Also in
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Fig. 2. Graphical representation of the results obtained. Balancing paradigms are
represented by the symbols in the legend. The use or not of PS is shown by being
these symbols either empty or filled, respectively. Circled symbols remark the elements
belonging to the non-dominance set whereas the vertical dashed line refers to the orig-
inal set size. To avoid graph overload, the grey region depicts the space occupied by
all results obtained in this work from the combinations of balancing techniques (over-
sampling, undersampling, and combination) and PS strategies studied.
achieving the best F1 score, the set size is remarkably higher than the initial
one, being thus an option to discard as our premise is to reduce our initial set.
5 Conclusions and future work
Imbalance in class distributions typically affects the performance in classification
schemes as it biases the response of the system towards the majority class. To
tackle it, data-level approaches that artificially equilibrate the class distribution
have been proposed and studied. As a particular process found in instance-based
classification schemes, prototype selection (PS) schemes are typically designed
for balanced data distributions, but this is not realistic as real-life data sources
do not exhibit such ideal distribution.
In this context, we performed a study comparing the performance of PS
schemes on imbalanced collections and the same sets after being balanced with
data-driven approaches for Nearest Neighbour classification. Results obtained
considering six datasets and a comprehensive collection of PS schemes and balan-
cing techniques suggest that general PS techniques achieve better performances
when data is balanced and that some balancing techniques based on undersam-
pling the majority class do not require of a PS stage as by themselves achieve
good reduction rates while keeping fairly accurate classification figures.
Future work considers the development of PS strategies at an algorithmic
level, that is, biasing their internal figure of merit so that the selection additio-
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nally considers the class imbalance present in the data.
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