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Chapter 1
General introduction
Motivation and research context
Liquid injection engines are extensively used in industrial and transportation systems. Indeed, storing
the reactant under a liquid state provides a very compact energy source, which is particularly beneficial
to transportation devices. Nonetheless, the two-phase flows involved in such liquid injection systems
are highly complex, and their modeling is still a very active field of research.
Thanks to the swift development of the computing capacity, the accurate representation of two-phase
flows has become a reasonable target. Yet, their modeling, and especially the representation of liquid-
gas interfaces still raises many unresolved questions.
In addition to this complexity, the topology of the flow for liquid injection systems is known to be
strongly impacted by the operating pressure of the chamber. At low pressure, the capillary forces are
responsible for the surface tension, causing the liquid jet to break into smaller inclusions (ligaments,
droplets) when subject to shear stress. When the pressure crosses the limit of the critical pressure, the
capillary forces responsible for the structure of the liquid-gas interface are observed to progressively
vanish. In the supercritical regime, the interface has disappeared and the injected flow has become a
single-phase flow with large density variations.
Figure 1.1: Photography of a test of Ariane VI’s Vulcain engine (source: www.futura-sciences.com)
In the industry, there are multiple examples of two-phase flows that operate under a very wide range
of pressure, for which the transition from subcritical to supercritical states may be encountered. In
particular, at ignition, the transient regime of a liquid rocket engine typically starts at low pressure
2 List of Figures
and reaches a supercritical pressure in the steady regime. For instance, the Vulcain engine of Ariane
V and Ariane VI (see figure 1.1) is ignited at atmospheric pressure and its operating pressure is
typically Pop = 11.5 MPa, while the critical pressure of the injected liquid oxygen is P cO2 = 5.043 MPa.
Similarly, during the compression phase of a Diesel engine, the pressure within a cylinder reaches
about Pcyl = 4 MPa, while the critical pressure of heptane, the main constituent of Diesel fuel is
P cC12H26 = 1.82 MPa. In these contexts, the disappearance of the interface may be encountered –
although the supercritical nature of these flows also depends on the multicomponent mixing within the
chamber, so that two-phase flows may be encountered at pressures higher than the critical pressure of
the pure components.
The accurate description of these injection processes is essential for the development of safe and
efficient devices. A variety of physical phenomena are involved in these reactive flows, which result
in a very high complexity. To quote but a few, the precise description of these flows involves non-
ideal thermodynamics, phase change, compressibility effects, heat transfer, multicomponent transport,
turbulence and chemical reactions. All these phenomena are very different in nature and involve various
length scales, typically ranging from about one meter to a few nanometers.
Also, the mathematical nature of the models that describe these phenomena are not always compatible.
In this respect, simulating an interface generally requires to use tailored numerical methods.
Different aspects of the simulation of both subcritical two-phase flows and supercritical flows are
described in what follows, in order to present the research context in which the present thesis work is
led.
Modeling supercritical flows
The modeling of supercritical reactive flows has been the object of very intense research efforts for
about 30 years, and now benefits from a rather wide literature. Especially in the context of space
propulsion devices, this modeling effort has been supported by experimental campaigns conducted by
the DLR1 and the AFRL2 [Oschwald et al., 2006, Segal and Polikhov, 2008], and by ONERA3 and
Laboratoire EM2C [Habiballah et al., 2006,Candel et al., 2006].
The general modeling strategy that is commonly accepted relies on the use of real gas thermodynam-
ics [Poling et al., 2001] in order to account for the non-ideal molecular interactions that occur at high
pressure. In particular, cubic equations of state [Soave, 1972,Peng and Robinson, 1976] with appro-
priate mixing rules are widely used, as they provide good representation of the fluid properties. This
allowed to evidence the consequences of supercritical injection on the flow and flame dynamics [Oe-
felein, 2005,Bellan, 2006,Ribert et al., 2008, Schmitt et al., 2011,Giovangigli et al., 2011,Giovangigli
and Matuszewski, 2012]. For instance, results from [Schmitt, 2019] are illustrated in figure 1.2, showing
an accurate prediction of the flame structure and length.
Such developments paved the way for the investigation of more complex coupled phenomena such as
combustion instabilities [Urbano et al., 2016], applied to practical configurations.
In order to address the modeling of supercritical flows, the present work follows the general guidelines
provided by these previous works, as they offer convincing results. In particular, cubic equations of
state are chosen to address the non-ideal thermodynamics, as they provide a good trade-off between
accuracy, complexity and computational cost.
It is worth underlining that despite the convincing results obtained by the community of supercritical
flow modeling, some aspects can still be improved and are still studied. For example, one can evoke the
question of conservative transport, which is known to generate noise when applied with cubic equations
of states, which motivated the recent works of [Pantano et al., 2017] and [Lacaze et al., 2019].
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Figure 1.2: Comparison between experimental and large-eddy simulation results for supercritical combustion. Upper
half: Mean OH concentration from large-eddy simulation. Lower half: Abel transform of OH* emission from experiments
[Singla et al., 2005, Juniper et al., 2000]. d is the oxygen injector diameter. Dashed lines indicate the position of the
flame, experimentally obtained as the zone maximum emission. The pictures are courtesy of [Schmitt, 2019].
Modeling subcritical flows
As previously said, the study of liquid injection in subcritical regimes requires to address two-phase
flows and in particular to handle the liquid-gas interface. A very rich literature is available on the
interface modeling methods. They rely on various approaches, representing the interface either as
a sharp or a diffuse zone, and using either a Lagrangian or an Eulerian formulation to ensure the
interface transport. These approaches have different range of applications. An overview of the works
on liquid-gas interface modeling is the object of chapter 3 of the present manuscript.
Since reactive compressible two-phase flows are targeted by the present study, the choice of interface
model has been oriented towards towards hyperbolic diffuse interface methods, and more precisely the
hyperbolic multifluid methods. Indeed, such methods are well-suited to compressible applications, for
which they guarantee discrete conservation of the mass, momentum and energy.
The different multifluid methods are generally referred to using the number of transport equations
they involve:
– the 7-equation models [Baer and Nunziato, 1986, Saurel and Abgrall, 1999,Furfaro and Saurel,
2016] allow the phases to be in full disequilibrium, so that they can locally have different velocities,
pressures, temperatures and chemical potentials.
– the 5-equation models [Kapila et al., 2001, Allaire et al., 2002, Murrone and Guillard, 2005]
assume that the phases have locally identical pressure and velocity values, considering the short
relaxation time that characterizes such mechanical disequilibria at the liquid-gas interface.
– the 4-equation and 3-equation models [Le Martelot et al., 2014,Chiapolino et al., 2016,Chiapolino
et al., 2017] push further the equilibrium assumptions between phases. The 4-equation model
considers that the phases are in velocity, pressure and temperature equilibrium, and the 3-
equation model considers that they are in velocity, pressure, temperature and chemical potential
equilibrium, respectively. This is particularly adapted for stiff phase change situations.
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An example of a simulation result for a multifluid method is given in figure 1.3.
Figure 1.3: Snapshots of a simulation of boiling water using a multifluid model in [Le Martelot et al., 2014].
These models require a thermodynamic closure for each phase. Generally, the gas phase is represented
by an ideal gas mixture, while the liquid phase is described by either a stiffened gas [Le Métayer et al.,
2004] or a Noble-Abel stiffened gas (NASG) [Le Métayer and Saurel, 2016] equation of state. This
choice of equations of state is convenient as they provide valuable convexity properties and are easily
invertible. Yet, it is not naturally suited for an extension towards supercritical regimes. Indeed, there
is no trivial way to define a unique equation of state for the single supercritical phase from the two
equations of state used in the subcritical regime.
This motivated the idea of using a single cubic equation of state to describe liquid, vapour and super-
critical states, as planned by the ANR4 project “Sub/Super Jet” in which the present work takes its
place. Nonetheless, the use of cubic equations of state in subcritical regimes is not straightforward, as
such equations are not unconditionally convex, unlike the ideal gas, stiffened gas or NASG equations
of states.
In this respect, a specific care must be taken to guarantee that the states predicted by the cubic
equation of state remains in its domain of convexity. Thanks to this formulation, the developments
proposed in the current work, based on the 3-equation and 4-equation models, provide a method
that can cover the range of both subcritical and supercritical regimes. In a multicomponent context,
the choice of this formulation requires to handle complex multicomponent real gas thermodynamic
equilibrium computations [Michelsen and Mollerup, 2004].
It is worth noting that very recently, the community of Diesel injection modeling has also shown a
growing interest for the simulation of subcritical to supercritical flows. Gathered around the challenge
of reproducing experimental results provided by the ECN5, the works of [Matheis and Hickel, 2018], [Ma
et al., 2019] and [Yi et al., 2019] have also investigated the use of a single cubic equation of state for
liquid, vapour and supercritical states.
Numerical methods
The numerical methods used with multifluid methods generally consist in finite-volume methods as-
sociated with approximate Riemann solvers [Saurel and Abgrall, 1999, Allaire et al., 2002,Murrone
and Guillard, 2005]. In this context, second-order of accuracy is generally achieved by means of slope
reconstruction techniques using the neighbour values (MUSCL schemes [Toro, 2013]). As liquid-gas
interface problems are likely to involve stiff gradients that cause the reconstruction methods to gener-
ate spurious oscillations in the solution, the slope reconstruction process is classically associated with
a slope limitation technique, allowing to guarantee positivity preservation.
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An originality of the present thesis consists in using finite element methods, more precisely Taylor-
Galerkin methods [Donea and Huerta, 2003, Colin and Rudgyard, 2000] in order to compute the
numerical transport of the multifluid equations. This required to provide specific derivations on the
models in order to integrate them in a Taylor-Galerkin framework. Such methods are very efficient low-
dissipation methods that are particularly adapted to the large-eddy simulation of reactive flows. They
are used by AVBP, a HPC6 unstructured multicomponent LES solver, co-developed by CERFACS and
IFPEN, in which the present developments have been implemented.
In addition to the integration of a multifluid method into a finite-element framework, the question of
positivity preservation has been investigated. In particular, a study of finite-element methods with
flux-corrected transport was conducted, based on the works of [Boris and Book, 1973, Löhner et al.,
1988, Kuzmin et al., 2004, Kuzmin et al., 2012]. This study led to the proposition of a positivity
preserving method based on two-step Tayor-Galerkin schemes.
Objectives of the thesis
The objective of the present Ph.D thesis is to set up a solver able to cover the range of subcritical to
supercritical regimes. To achieve this, an extension to subcritical two-phase flows of the pre-existing
supercritical flow solver of AVBP is provided. Subsequently, the solver is applied to multidimensional
test cases to demonstrate the feasibility of such computations.
Outline of the manuscript
The present manuscript is structured as follows.
Chapter 2 introduces the non-ideal thermodynamics involved in the targeted flows. In particular, high-
pressure effects are presented and the family of cubic equations of states are introduced. In addition, the
theoretical description and practical computation of two-phase equilibrium, in the subcritical context,
are provided. More specifically, the two-phase equilibrium is described in a single-component and a
multicomponent context, and a computationally efficient approximate formulation of the two-phase
equilibrium multicomponent is proposed.
Chapter 3 then details the different methods that may be used to model liquid-gas interfaces. This
literature review is split into two classically admitted families: sharp interface models and diffuse
interface models. Among the first family, the volume-of-fluid (VoF), the level-set and the front-tracking
methods are presented. Then, diffuse interface methods are described, first considering the phase-field
methods and eventually the multifluid methods. This chapter allows to evidence the relevance of
multifluid methods according to the targeted applications.
Chapter 4 is dedicated to numerical methods. It recalls the general properties of hyperbolic con-
servation laws, presenting different approximate Riemann solvers that are important to handle the
existing works on multifluid methods. Then, different types of numerical methods, which have been
implemented and studied during this Ph.D thesis, are presented. In particular, cell-centered methods
such as the Godunov-like methods and the Runge-Kutta discontinuous Galerkin methods are intro-
duced. Then, vertex-centered methods are presented, including the Runge-Kutta-Galerkin method and
Taylor-Galerkin methods. In this latter section, original developments on the finite-element methods
with flux-corrected transport are presented.
Chapter 5 then summarizes the required developments for the implementation of the multifluid 3-
equation and 4-equation models in AVBP. In particular, the Jacobian matrices of the flux function
required by the Taylor-Galerkin methods are derived, and characteristic boundary conditions are for-
mulated. These developments are provided for both the approximate multicomponent equilibrium
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formulation and the exact multicomponent equilibrium. Academic numerical test cases are then pro-
vided in order to validate the implementation of the method.
Chapter 6 is dedicated to multidimensional numerical simulations. The Mascotte configuration of ON-
ERA is studied, for which a 10 bar (subcritical) operating point is considered. First, two-dimensional
computations are provided: a first one using the 3-equation model with the approximate equilibrium,
a second one with the 4-equation model with the approximate equilibrium, and a third one with the
4-equation model and the exact equilibrium, in order to compare the different strategies. Then, a
three-dimensional reactive case, using the 3-equation model with the simplified equilibrium, is com-
puted and compared to experimental data. A last section is dedicated to simulations of the ECN Spray
A configuration, on which the 3-equation model with simplified equilibrium is applied.
Chapter 7 focuses on the spurious pressure oscillations caused by the multifluid models which were
observed in the previous chapter. In particular, elementary test cases are run considering 5-equation,
4-equation and 3-equation models in order to analyse their respective behaviour in terms of spurious
pressure oscillations, as such discussion is quite original and can be extremely useful.
Chapter 8 finally investigates an hypothesis on the cause of the spurious pressure noise encountered
with the 3-equation model. As the discontinuity of the speed of sound at the limit between the single-
phase regime and the two-phase regime in the 3-equation model could indeed be responsible for this
noise, an more regular thermodynamic closure is proposed. The set of thermodynamic properties for
the regularized equation of state is derived. The continuity of the speed of sound is shown to be
restored, and simple computations are provided in order to check whether this strategy reduced the
spurious noise generation.
Chapter 2
Non-ideal thermodynamics and
two-phase equilibrium
This chapter is dedicated to the thermodynamic developments required for the description
of non-ideal two-phase flows. In particular, the family of cubic equations of state and their
properties are recalled. The computation of two-phase equilibrium with such equations of
state is then presented both for single-component and multi-component mixtures.
2.1 The fundamental laws of thermodynamics
The development of thermodynamics is motivated by the need for macroscopic models able to deal with
systems of high complexity. Such complexity arises from the study of matter at a macroscopic scale,
which cannot be viably described by studying thoroughly the dynamics of its elementary components
(e.g. the molecules). Thermodynamics allow for the global description of the state of matter and its
transformations through the application of two fundamental laws. In this section, these laws are briefly
recalled, and the relevant thermodynamic quantities and notations are introduced.
2.1.1 The first law of thermodynamics
Let Ω be a thermodynamic system of volume V. We denote by Ωc the surroundings of Ω. The system
can be characterized by the way it interacts with its surroundings, as depicted in Figure 2.1
Ω
Ωc
mass
ene
rgy
(a) Open thermodynamic system
Ω
Ωc
ene
rgy
(b) Closed thermodynamic system
Ω
Ωc
(c) Isolated thermodynamic system
Figure 2.1: Different interactions between a thermodynamic system and its surroundings
The considered thermodynamic system is filled by a fluid, made of molecules that interact together. The
amount of matter contained in Ω is denoted by n =
∑Ns
i=1 ni, in moles, with total mass m =
∑Ns
i=1mi,
where Ns is the number of chemical species in the mixture.
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The thermodynamical energy content of the fluid is described by its internal energy (also called sensible
energy), denoted Es, consisting in the sum of the kinetic energy of thermal motion – which excludes the
advective kinetic energy – and the potential energy of interaction between the molecules [Hirschfelder
et al., 1954]. The internal energy is a state function, meaning that it only depends on the current state
of the system and not on the way this state has been obtained. The total energy of the system is then
defined as the sum of its internal energy, its advective kinetic energy, and the external potential energy
due to volume forces such as gravity:
Etot = Es + Ec + Ep. (2.1.1)
The first law of thermodynamics can be expressed as follows:
The total energy of an isolated system is constant.
Equivalently, for a closed system Ω, it can be written as the following identity:
dEtot = δQ+ δW, (2.1.2)
stating that the variations of the energy of a closed system are exactly equal to the amount of heat
δQ and work δW exchanged with its surroundings. In other words, the total energy is a conservative
quantity.
2.1.2 The second law of thermodynamics
The first law presented above is a pillar of the theory of physics, but it is insufficient to completely
describe the evolution of thermodynamic systems. Indeed, some physical processes – such as the
homogenization of temperature when pouring together cold and hot water – are observed to occur
spontaneously in one way, but cannot spontaneously go back to their initial state, even though such
transformation would not violate the first law. The asymmetry characterizing such phenomena is not
addressed by the first law and requires the formulation of a second law.
The second law, as formulated by Lord Kelvin in 1851, is:
“It is impossible, by means of inanimate material agency, to derive mechanical effect from any
portion of matter by cooling it below the temperature of the coldest of the surrounding objects.”
An equivalent expression was published by Rudolf Clausius in 1854, as:
“Heat can never pass from a colder to a warmer body without some other change, connected
therewith, occurring at the same time.”
The second law can be put into a mathematical form, by postulating the existence of an extensive
quantity called entropy, denoted S, such that for any infinitesimal transformation of a closed system
Ω, one has
dS = δQ
T
+ δSirr (2.1.3)
with
δSirr ≥ 0, (2.1.4)
where Sirr denotes the internal and external irreversibilities caused by the transformation. Similarly
to the internal energy, the entropy S is also a state funcion.
Entropy is interpreted in the field of theory of information and in statistical physics as a measure of
disorder within the system. It can be expressed [Hirschfelder et al., 1954] as a function of the number
of possible microscopic states #Ω that correspond to the macroscopic state of the system. In the case
of equiprobable microstates, it verifies S = kB ln (#Ω), with kB the Boltzmann constant.
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2.1.3 Important thermodynamic relations
2.1.3.1 Variance of a thermodynamic system and Euler’s theorem
The variance (Var(Ω)) of a thermodynamic system Ω denotes the number of independent variables
necessary to define the state of the system, i.e. the number of independent variables required to
evaluate its extensive state functions, such as sensible energy or entropy. For instance, it is observed
that knowing the temperature, pressure and mass of a monocomponent gas is sufficient to completely
determine its thermodynamic state (in extensive variables), hence a variance Var = 3. For a gas or
a liquid consisting of Ns species, the variance increases to Var = 2 + Ns. For example, the sensible
energy of a system Ω can be expressed as a function of its entropy, volume and mass composition, so
that
Es = f (S,V,m1, ...,mNs) . (2.1.5)
Its differential thus reads
dEs = ∂Es
∂S
∣∣∣∣
V,mj
dS + ∂Es
∂V
∣∣∣∣
S,mj
dV +
Ns∑
i=1
∂Es
∂mi
∣∣∣∣
S,V,mj 6=i
dmi. (2.1.6)
The partial derivative of Es with respect to S (respectively V and mi) defines the temperature T
of the system (resp. the pressure P and mass-specific partial Gibbs energy gi) [Poling et al., 2001].
Equation (2.1.6) then writes
dEs = T dS − P dV +
Ns∑
i=1
gi dmi, (2.1.7)
which is called the Gibbs relation. The temperature, pressure and mass-specific partial Gibbs energy
are intensive properties of the system, i.e. independent of the volume V.
From this point, it is interesting to remark that, using the extensive nature of the system sensible
energy Es, its entropy S and its components masses (mi)i=1..Ns , the system λΩ obtained by scaling
system Ω by a factor λ > 0 results in equally scaling its energy λEs, entropy λS, volume λV and ith
species mass λmi. In other words, for any factor λ > 0, one has
λEs = f (λS, λV, λm1, ..., λmNs) . (2.1.8)
Mathematically, the extensive sensible energy Es is said to be a 1-homogeneous function in the extensive
variables. Indeed, a function is said to be k-homogeneous in its variables when it verifies, for a scalar
λ, the relation f (λx1, ..., λxn) = λkf (x1, ..., xn). Differentiating equation (2.1.8) with respect to the
scaling factor λ then yields
∂ (λEs)
∂λ
= T ∂ (λS)
∂λ
− P ∂ (λV)
∂λ
+
Ns∑
i=1
gi
∂ (λmi)
∂λ
, (2.1.9)
which finally gives the so-called Euler’s theorem:
Es = TS − PV +
Ns∑
i=1
gimi. (2.1.10)
Differentiating Euler’s theorem (2.1.10) and subtracting Gibbs relation (2.1.7) provides the Gibbs-
Duhem relation:
Ns∑
i=1
mi dgi = −S dT + V dP. (2.1.11)
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2.1.3.2 Thermodynamic potentials and Maxwell relations
2.1.3.2.1 Additional state functions
From the definition of the sensible energy, it is possible to introduce other quantities to equivalently
represent the energetic contents of the system. We then note the sensible enthalpy of the system Hs,
defined as
Hs = Es + PV, (2.1.12)
the Helmholtz energy (or free energy)
Fs = Es − TS, (2.1.13)
and the Gibbs energy (or free enthalpy)
G = Es + PV − TS. (2.1.14)
These thermodynamic potentials are convenient quantities to represent the system regarding available
data. Indeed, their differentials read
dHs = T dS + V dP +
Ns∑
i=1
gi dmi,
dFs = −S dT − P dV +
Ns∑
i=1
gi dmi,
dG = −S dT + V dP +
Ns∑
i=1
gi dmi,
(2.1.15a)
(2.1.15b)
(2.1.15c)
For example, enthalpy is a handy quantity to describe a system that undergoes isentropic or isobaric
transformations, whereas Gibbs energy is interesting when isothermal or isobaric transformations are
involved.
2.1.3.2.2 Maxwell relations
It appears from equations (2.1.7) and (2.1.15) that thermodynamic state variables can be characterized
by different ways. For instance, for the pressure P , one has
P = − ∂Es
∂V
∣∣∣∣
S,mj
= − ∂Fs
∂V
∣∣∣∣
T,mj
. (2.1.16)
Interesting relations can also be obtained by means of Schwarz’s (or Young’s) theorem, when applied
to the second-order derivatives of the thermodynamic potentials. For example, the sensible energy
reads:
∂
(
∂Es
∂V
∣∣∣
S,mj
)
∂S
∣∣∣∣∣∣∣
V,mj
= ∂
(
∂Es
∂S
∣∣∣
V,mj
)
∂V
∣∣∣∣∣∣∣
S,mj
, (2.1.17)
so that
− ∂P
∂S
∣∣∣∣
V,mj
= ∂T
∂V
∣∣∣∣
S,mj
. (2.1.18)
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A whole set of relations between thermodynamic state variables differentials can then be derived this
way. These relations are called Maxwell relations, and can be summarized as:
− ∂P
∂S
∣∣∣∣
V,mj
= ∂T
∂V
∣∣∣∣
S,mj
,
∂T
∂P
∣∣∣∣
S,mj
= ∂V
∂S
∣∣∣∣
P,mj
,
∂S
∂V
∣∣∣∣
T,mj
= ∂P
∂T
∣∣∣∣
V,mj
,
∂V
∂T
∣∣∣∣
P,mj
= − ∂S
∂P
∣∣∣∣
T,mj
.
(2.1.19a)
(2.1.19b)
(2.1.19c)
(2.1.19d)
Such relations will be useful for the thermodynamic derivations of the present work.
2.1.3.3 Intensive definitions of the state functions
It is possible to introduce intensive forms of the state functions, by defining their mass-specific coun-
terparts (in J · kg−1). They are noted as follows:
es =
Es
m
; hs =
Hs
m
; fs =
Fs
m
; g = G
m
. (2.1.20a)
The mass-specific entropy (in J · kg−1 ·K−1) and the mass-specific volume (in m3 · kg−1) write
s = S
m
; v = V
m
. (2.1.20b)
Similarly, the notation for molar state functions (in J ·mol−1) is the following
Es =
Es
n
; Hs =
Hs
n
; Fs =
Fs
n
; G = G
n
, (2.1.21a)
(the Gibbs energy is written G because of its identity with the chemical potential which is usually
noted this way) and for the molar entropy (in J ·mol−1 ·K−1) and molar volume (in m3 ·mol−1),
S = S
n
; V = V
n
. (2.1.21b)
Finally, the notation for volume-specific thermodynamic potentials (in J ·m−3) is
eˆs =
Es
V ; hˆs =
Hs
V ; fˆs =
Fs
V ; gˆ =
G
V , (2.1.22a)
and for the volume-specific entropy (in J ·m−3 ·K−1) and the density (in kg ·m−3),
sˆ = SV ; ρ =
m
V =
1
v
. (2.1.22b)
It is possible to reformulate Maxwell relations using the intensive (e.g. mass-specific) form of the
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variables:
∂P
∂s
∣∣∣∣
ρ,mj
= ρ2 ∂T
∂ρ
∣∣∣∣
s,mj
,
∂ρ
∂s
∣∣∣∣
P,mj
= −ρ2 ∂T
∂P
∣∣∣∣
s,mj
,
∂P
∂T
∣∣∣∣
ρ,mj
= −ρ2 ∂s
∂ρ
∣∣∣∣
T,mj
,
∂ρ
∂T
∣∣∣∣
P,mj
= ρ2 ∂s
∂P
∣∣∣∣
T,mj
.
(2.1.23a)
(2.1.23b)
(2.1.23c)
(2.1.23d)
The composition of the mixture can be described by the vector of intensive variables Y , defined as
Yi =
mi
m
. (2.1.24)
Yi is the mass fraction of species i, and one has
Ns∑
i=1
Yi = 1.
Similarly, the differentials of the mass-specific thermodynamic potentials can be expressed as
des = T ds− P dv +
Ns∑
i=1
gi dYi, (Gibbs relation)
dhs = T ds+ v dP +
Ns∑
i=1
gi dYi,
dfs = −sdT − P dv +
Ns∑
i=1
gi dYi,
dg = −sdT + v dP +
Ns∑
i=1
gi dYi.
(2.1.25a)
(2.1.25b)
(2.1.25c)
(2.1.25d)
where equation (2.1.25a) is the mass-specific form of Gibbs relation (2.1.7).
It is worth mentioning that an extensive quantity is a 1-homogeneous function in its extensive param-
eters, and a 0-homogeneous function in its intensive parameters.
2.1.4 Closing the system
Now that the thermodynamic quantities and notations have been set, one can observe that the de-
scription of the system is incomplete. As said before, the definition of a thermodynamic system (with
extensive variables) has a variance of (Ns + 2). In other words, once that (Ns + 2) variables have
been set, the complete system state should be defined. Yet, describing the system with a thermody-
namic potential (for instance the sensible energy Es defined in equation (2.1.10)) provides one relation
between 2(Ns + 2) variables, namely
[P, T,S,V,m1, · · · ,mNs , g1, · · · , gNs ] .
Thus, there is so far only 1 equation for a system of 2(Ns + 2) unknowns with (Ns + 2) degrees of
freedom, which means that (Ns + 1) relations are missing to close the system.
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The Ns first closure relations are usually provided by defining the reference mass-specific isochoric
heat capacity c0v,i of the different species (i = 1...Ns):
c0v,i =
∂es
∂T
∣∣∣∣
ρ
(T 0, P 0, Yi = 1), (2.1.26)
where c0v,i represents the variation of sensible energy with respect to the temperature for an isochoric
transformation, at the reference temperature and pressure (T 0, P 0) and for a pure component i. It is
obtained by empirical relations based on experimental measurements.
The missing closure relation is provided by defining an equation of state of the system, which can
usually be expressed as a relation between the pressure, the temperature, the density and the mixture
composition Y = {Yi}i=1..Ns . The derivation and properties of equations of state of interest for this
work are the object of the next section.
2.2 Modeling non-ideal thermodynamics
The physical description of a fluid can be addressed at different scales. The usual approach in classical
thermodynamics is to gather the complexity of the microscopic phenomena that rule the system into an
algebraic relation between macroscopic variables, called the Equation of State (EoS) of the system. In
this section, the construction of theoretically important EoS are presented and related to the relevant
physical phenomena they describe.
2.2.1 Towards real-gas equations of state
2.2.1.1 Ideal gases
Following the need for simple macroscopic models motivated by the intensive use of steam machines
during the industrial revolution, the ideal gas model has been established in the early 19th century
from empirical observations, by combining Gay-Lussac’s, Charles’ and Avogadro’s laws together. It has
been stated that, for an ideal gas, its pressure P , volume V, temperature T and amount of substance
n are linked by the relation:
PV = nRT, (2.2.1)
where R = 8.3144598 J ·mol−1 ·K−1 is the universal gas constant. This law can be equivalently
written under the volume-specific form:
P (ρ, T,Y ) = ρr¯T, (2.2.2)
where r¯ = RW¯−1 with W¯(Y ) =
(∑Ns
i=1 YiW
−1
i
)−1
the molar mass of the gas mixture and Wi the
molar mass of the ith component. A property of the ideal gas law is that, by defining for each chemical
species the partial pressure Pi = YiρriT with ri = RW−1i , one has Pi = XiP with Xi = nin the ith
component’s mole fraction. As the mole fractions sum to unity, this yields the so-called Dalton’s law,
which states that
P =
Ns∑
i=1
Pi (Yi, ρ, T ) (2.2.3)
for an ideal mixture. The partial pressure depends only on the mixture density and temperature,
and the considered species properties. In this respect, the partial pressure of the component i is
independent of the nature of the other components, which is an noteworthy feature of ideal mixtures.
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It has been observed that gases at relatively low pressures satisfyingly follow this EoS. Later on, the
development of the Kinetic Theory of Gases provided a demonstration to this law, by modeling the
gas molecules as hard spheres only interacting together through collisions. The hard-sphere model can
be expressed as an infinitely stiff interaction potential between molecules V HS:
V HS =
{
0 if r > rmin
+∞ if r ≤ rmin (2.2.4)
Unfortunately, the errors made by this very simple model become unacceptable when the molecular
interactions are no longer dominated by mere collisions. In particular, this is the case when the density
increases, which corresponds to a high pressure and a low temperature. The deviation from the ideal
gas behaviour can be characterized by introducing the compressibility factor Z, which is illustrated in
Figure 2.2.
Z = PVRT =
P
ρr¯T
, (2.2.5)
with V the molar volume defined in (2.1.21b). Z is observed to vary relatively strongly with the
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Figure 2.2: Illustration of the deviation of the compressibility factor from unity (corresponding to the ideal gas law)
when varying the pressure, along 0 oC isothermal lines for different chemical species. Data for this picture is taken
from [Atkins et al., 2018].
pressure. Although the compressibility factor of the different species tends to unity at low pressures,
the behaviour of Z in the neighbourhood of P = 0 involves different slopes.
2.2.1.2 Non-ideal molecular interactions
In this respect, more complex molecular interactions have to be considered. Although the exhaustive
description of molecules mechanics would require to address quantum effects, approximate models have
been proposed to capture the overall trends. They take advantage of the statistical convergence of the
quantum systems towards classical mechanics.
A rather simple representation consists in expressing the non-ideal molecular interactions as a potential
well [Hirschfelder et al., 1954,Atkins et al., 2018], so that molecules repel each other at close distances
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but attract each other further away. For example, such form includes Morse’s potential V M, or Lennard-
Jones’ (LJ) potential V LJ. They can be formulated as:
V M(r) = V 0
[
exp
(
−2 ln (2) r − r0
r0 − σ
)
− 2 exp
(
− ln (2) r − r0
r0 − σ
)]
,
V LJ(r) = 4V 0
[(
σ
r
)12
−
(
σ
r
)6]
,
(2.2.6a)
(2.2.6b)
where r is the intermolecular distance. r0, σ and V 0 are the model parameters, respectively the
Morse minimal-potential distance, the zero-potential distance, and the depth of the potential well (cf.
figure 2.3). It is readily seen that when the intermolecular distance is such that r > r0, an attractive
interaction will occur. Conversely, for r < r0, the interaction will become repulsive.
r
VM(r)
−V 0
0
σ r0
Figure 2.3: Typical shape of an attractive-repulsive molecular interaction potential. Here, the Morse potential is depicted.
At low temperatures, and high densities, the molecules are close enough and the kinetic energy of
thermal motion becomes small enough for them to be trapped in the potential well. The molecules are
bound together by their attractive interaction, which characterizes a liquid state.
It is important to note that the interaction parameters depend on the considered chemical species.
For instance, when two molecules of different chemical nature interact, the Lennard-Jones potential
becomes
V LJij (r) = 4V 0ij
[(
σij
r
)12
−
(
σij
r
)6]
(2.2.7)
with V 0ij =
√
V 0i V
0
j and σij =
σi+σj
2 . Thus, it is not possible to treat the thermodynamics of the
different species independently, as for ideal gases, for example through Dalton’s law, since crossed
terms appear in the molecular interactions.
Pushing forward the Kinetic Theory of Gases allows to formulate an EoS that uses more detailed
descriptions of the molecular interactions, considering in particular multiple molecules interaction at
once. This leads to the formulation of the Virial EoS [Poling et al., 2001], which writes as a polynomial
series of the inverse of the volume:
P = RTV +RT
K∑
k=2
Bk(T )
Vk . (2.2.8)
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Equation (2.2.8) expresses the Virial EoS truncated at order K, in which the term of kth degree
expresses the non-ideal interactions between k different molecules. The coefficients Bk(T ) can be
expressed as functions of the chosen interaction potential. Thus, they depend on the temperature and
the species composition of the mixture.
Unfortunately, the coefficients of the Virial EoS are generally difficult to evaluate. The EoS is then
often truncated at low-degree terms (typically 2 or 3). This limits its use to the prediction of only
small deviations from the ideal gas behaviour. Nonetheless, this EoS is of major theoretical interest as
it provides a description of the fluid that can be fed with conceptually any interaction potential form,
and expanded to an arbitrary order.
In addition to their ability to explain the behaviour of high-pressure gases, the non-ideal molecular
interactions are observed to be responsible for strong changes in the topology of matter, as they underly
the existence of liquid phases.
2.2.1.3 Fluid phases, the liquid-vapour interface and the critical point
The state of matter of a pure component varies with the nature of the predominant molecular interac-
tions occurring within it. Figure 2.4 displays the typical phase diagram of a pure (single-component)
system. The lines correspond to thermodynamic points where two phases can coexist. The areas
delimited by these lines correspond to pure-phase areas.
solid
liquid
gas
D
C
P
T
supercritical
region
Figure 2.4: Typical phase diagram for a pure system. Point C denotes the critical point. Point D denotes the triple
point, where the three phases can coexist.
In the liquid phase, the density is high enough and the kinetic energy of thermal motion small enough
for the molecules to remain bound together (trapped in the potential well shown in Figure 2.3). In
the gas phase, the density being lower, the short-range attractive forces are weaker and the molecules
mostly interact through the repulsive forces. The simultaneous coexistence of both liquid and vapour
phases introduces an anisotropy along the transition region between the two phases: the interface. This
anisotropy results in a force called surface tension, which tends to minimize the surface of interaction,
causing for example the break-up of liquid droplets into smaller inclusions when the interface is too
deformed by the hydrodynamic constraints.
When the temperature increases, the molecules in the liquid phase acquire more and more kinetic
energy of thermal motion up to a point where the potential well of attractive interaction is no longer
sufficient to maintain them bound together. As the attractive forces get weaker and weaker, the
anisotropy between the liquid and the gas at the interface decreases. Thus, the surface tension drops,
and the thickness of the interface becomes increasingly diffuse. At the critical point (see figure 2.4),
the surface tension and the liquid-gas interface have vanished and a smooth transition between variable
densities is observed, similarly to what is shown in Figure 2.5.
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(a) Subcritical jet
(b) Supercritical jet
Figure 2.5: Shadowgraph images of LN2/He injection at sub- and supercritical conditions (Taken from [Mayer et al.,
1998]). 2.5a displays a typical subcritical behaviour with sharp liquid-gas interface, ligaments and droplets formation.
2.5b illustrates the fading of surface tension, which results in a diffused liquid-vapour interface: the flow becomes a mere
turbulent mixing of variable-density fluid.
For a single-component system, the critical point is characterized by (Tc, Pc, ρc), respectively the critical
temperature Tc, critical pressure Pc and critical density ρc.
2.2.1.4 The corresponding states principle
The study of fluids relatively to their critical properties has been shown by van der Waals to be
particularly relevant. Indeed, when plotting the compressibility factor Z defined in (2.2.5) with respect
to the reduced pressure Pr, defined as
Pr =
P
Pc
, (2.2.9)
at different reduced temperatures Tr, defined by
Tr =
T
Tc
, (2.2.10)
and for different pure species, he has noticed that, their behaviour is strongly similar, as depicted in
Figure 2.6.
This statement led van der Waals to formulate the corresponding states principle (CSP):
“Real gases at a given reduced temperature and reduced pressure have the same reduced volume.”
Naturally, this principle is a simplified model. In particular, polar or highly non-spherical molecules
are known to show discrepancies with this principle. To overcome this, additional parameters, such
as the acentric factor (see Section 2.2.1.5) can be taken into account. However, this principle is a key
element for the development of the widely used cubic EoS which provide a satisfying and universal
estimation of the thermodynamics of real gas mixtures with a reduced number of parameters.
2.2.1.5 The van der Waals EoS
In the late XIXth century, van der Waals [van der Waals, 1873] introduced a rather simple equation of
state to describe the real gas effects more accurately. Global physical considerations can be exposed
18 2.2 Modeling non-ideal thermodynamics
1.0
0.8
0.6
0.4
0.2
0
0 1 2 3 4 5 6 7
Reduced pressure Pr
C
om
pr
es
sio
n
fa
ct
or
Z
1.0
1.2
2.0
Nitrogen
Methane
Propane
Ethene
Figure 2.6: Compressibility factor Z with respect to the reduced pressure Pr for different values of Tr and different pure
species. The data for this image is taken from [Atkins et al., 2018]
to justify the construction of this EoS. The first idea is that the volume appearing in the expression
of repulsive effect in the EoS should take into account the bulk of the molecules. In this respect,
the covolume b¯ is added to the ideal gas law, so that the repulsive effects are now represented by
RT
V−b¯m =
ρr¯T
1−b¯ρ , with b¯
m being the molar counterpart of b¯. Furthermore, attractive interactions have
two joint effects on the pressure. They reduce both the strength and the frequency of the collisions on
a given surface. Considering that each of these effects, taken separately, is proportional to the density
(or molar concentration), the pressure is corrected by the term
a¯ρ2 = a¯
m
V 2
,
with a¯ a proportionality coefficient and a¯m its molar counterpart. Both coefficients a¯ and b¯ are assumed
independent of the temperature and of the density. They are properties of the chemical species involved
in the mixture and then only depend on the mixture composition, described either by the species mole
fractions X (with Xi = ni/n) or by the mass fractions Y .
Finally, the van der Waals EoS writes, in a molar form:
P (V, T,X) = RT
V − b¯mV −
a¯m
V 2
(2.2.11)
or also, in its mass-specific form:
P (ρ, T,Y ) = ρr¯T
1− b¯ρ − a¯ρ
2. (2.2.12)
The global behaviour of the van der Waals EoS is depicted in Figure 2.7. One can see that, unlike for
ideal gases, isothermal lines have inflexion points. Also, along an isothermal line T , up to three values
of the specific-volume v (or the density ρ) can be found for the same pressure P . Mathematically, this
comes from the cubic nature of the EoS, hence the name of this class of EoS. Physically, the existence
of multiple positive density solutions conveys the possible simultaneous existence of liquid and gas
phases. Moreover, Figure 2.7 shows that above a particular value of the temperature, the isothermal
lines become monotonic: phase coexistence is no more possible. This temperature corresponds to the
critical temperature Tc of the considered species.
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Figure 2.7: Clapeyron diagram displaying isothermal lines for the van der Waals EoS applied to pure O2. Dashed lines
indicate the corresponding isothermal lines computed with the ideal gas EoS. Point C denotes the critical point.
For a species i, the critical properties appear in the definition of the parameters a and b, which take
the form:
ai =
27r2i T 2c,i
64Pc,i
, ⇐⇒ ami =
27R2T 2c,i
64Pc,i
bi =
riTc,i
8Pc,i
, ⇐⇒ bmi =
RTc,i
8Pc,i
(2.2.13a)
(2.2.13b)
This EoS is described by [Poling et al., 2001] as a two-parameter CSP EoS. Indeed, only two parame-
ters, Tc,i and Pc,i, are needed to characterize the EoS specifically for the ith component.
For multicomponent mixtures, the van der Waals mixing rules [Poling et al., 2001] allow to estimate
the mixture parameters a¯ and b¯, as
a¯(Y ) =
Ns∑
i=1
YiYj
(
1− kij
)√
aiaj ⇐⇒ a¯m(T ) =
Ns∑
i=1
XiXj
(
1− kij
)√
ami a
m
j
b¯(Y ) =
Ns∑
i=1
Yibi, ⇐⇒ b¯m =
Ns∑
i=1
Xib
m
i
(2.2.14a)
(2.2.14b)
with kij = kji being the binary interaction coefficients, which are specific to each pair of species.
Despite its theoretical interest and its ability to predict global tendencies of the fluid state evolution,
the van der Waals EoS suffers from high discrepancies with respect to experimental data for some
chemical species. Indeed, this EoS formulation assumes that molecules are spherical and non-polar.
To improve the quantitative predictions of the van der Waals EoS for non-spherical molecules, a family
of enhanced cubic EoS have been proposed. They are described in the next section.
2.2.2 Three-parameter CSP cubic equations of state
One century after van der Waals’ pioneering work, motivated by a need for increased accuracy, a large
variety of cubic equations of state have been developed [Poling et al., 2001], in particular between 1972
and 1998. Among them, two EoS are especially used for numerical simulation of real-gas flows. The
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first one is an extension of the Redlich-Kwong EoS, proposed by Soave [Soave, 1972] and resulting in
the so-called Soave-Redlich-Kwong (SRK) EoS. The second one was introduced a few years later by
Peng and Robinson (PR) [Peng and Robinson, 1976]. This section describes these EoS in more details,
as they will be used as the thermodynamic closure for the present work. All the relevant quantities
needed for this work are also presented.
2.2.2.1 Equation of state formulation
The SRK and PR EoS write respectively, in a molar form:
Psrk(ρ, T,X) =
RT
V − b¯m −
a¯m(T )
V 2 + b¯mV
, (2.2.15a)
Ppr(ρ, T,X) =
RT
V − b¯m −
a¯m(T )
V 2 + 2b¯mV − b¯m2
, (2.2.15b)
or, in a mass-specific form:
Psrk(ρ, T,Y ) =
ρr¯T
1− b¯ρ −
a¯(T )ρ2
1 + b¯ρ
, (2.2.16a)
Ppr(ρ, T,Y ) =
ρr¯T
1− b¯ρ −
a¯(T )ρ2
1 + 2b¯ρ− b¯2ρ2 . (2.2.16b)
These cubic EoS may be gathered into the following form:
P (ρ, T,Y ) = ρr¯T
1− b¯ρ −
a¯(T )ρ2
1 + ε1b¯ρ− ε2b¯2ρ2
(2.2.17)
with parameters ε1 and ε2 given in Table 2.1.
EoS vdW SRK PR
ε1 0 1 2
ε2 0 0 1
ε12 0 1 2
√
2
Table 2.1: Cubic EoS parameters for SRK and PR. ε12, defined as ε12 =
√
ε21 + 4ε2, is a useful coefficient for the
thermodynamic developments presented in Section 2.2.2.2.
Two major modifications are made compared to the van der Waals EoS: the attractive term is modified
to include effects of the covolume, and the attractive coefficient a¯ is now given as a function of the
temperature: its formulation introduces a new parameter, the acentric factor ωi [Poling et al., 2001].
This coefficient represents the deviation of the molecule from a perfectly spherical shape.
The covolume and the attractive coefficient for a species i read,
ai(T ) =
Φc,i
W2i
Ψi(T )2 or ami (T ) = Φc,iΨi(T )2
bi = b0
riTc,i
Pc,i
or bmi = b0
RTc,i
Pc,i
(2.2.18a)
(2.2.18b)
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with the following definitions:
Φc,i = Φ0
R2T 2c,i
Pc,i
,
Ψi(T ) = 1 + Ψ0,i
(
1−
√
T
Tc
)
,
Ψ0,i = ψ0 + ψ1ωi + ψ2ω2i .
(2.2.19a)
(2.2.19b)
(2.2.19c)
The constants b0,Φ0, ψ0, ψ1, ψ2 characterize the considered EoS. Their values are summarized in
Table 2.2.
Coefficient PR SRK
b0 0.427480 0.086640
Φ0 0.457236 0.077796
ψ0 0.37464 0.48508
ψ1 1.54226 1.5517
ψ2 −0.26992 −0.15613
Table 2.2: Values of PR and SRK EoS coefficients, from [Poling et al., 2001].
Given a mixture state (T, P,Y ), computing the density requires to find the roots of the following cubic
equation:(
1 + ε1b¯ρ− ε2b¯2ρ2
)(
1− b¯ρ
)
P +
(
1− b¯ρ
)
a¯ρ2 −
(
1 + ε1b¯ρ− ε2b¯2ρ2
)
ρr¯T = 0, (2.2.20)
hence the name of this family of EoS. Details about its resolution using Cardano’s method are provided
in Appendix A.2.
2.2.2.2 Thermodynamic potentials
From the EoS definition, one can derive all the thermodynamic properties of the fluid. This is achieved
by evaluating the so-called departure values [Poling et al., 2001]. These quantities allow to describe the
evolution of a thermodynamic property φ of a real fluid, from a state (P1, T1,Y ) to another (P2, T2,Y ),
as depicted in Figure 2.8.
The departure value ∆
P
φ(P, T,Y ), represents the difference between the real-gas value of the quantity
φ and its ideal-gas counterpart φIG, evaluated at the same thermodynamic point (P, T,Y ):
∆
P
φ(P, T,Y ) = φ(P, T,Y )− φIG(P, T,Y ). (2.2.21)
In Figure 2.8, the red thermodynamic path AG and the blue one ABDEFG are equivalent. The path
ABDEFG actually consists in splitting the variations of φ in two parts. The first part consists in
the evolution of the reference ideal-gas state, corresponding to the sub-path BDEF . The second one
is the variation of the state function φ with respect to the reference ideal-gas state when including
the non-ideal molecular interactions, corresponding to the sub-paths AB and FG. At this point, it is
interesting to note that, as the pressure tends to zero, the non-ideal molecular interactions vanish and
the real-gas state tends to the ideal-gas one, which writes:
lim
P→0
[
φ(P, T,Y )− φIG(P, T,Y )
]
= 0. (2.2.22)
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∆
P
φ(P,T1)
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F
Figure 2.8: Thermodynamic path to compute variations of a thermodynamic potential for a real-gas EoS. Real-gas
isothermal lines are displayed in black solid lines, while ideal-gas isothermal lines are the green dash-dotted lines. Red
and blue lines with arrows denote two equivalent thermodynamic paths.
In this respect, the departure value can be evaluated by integrating the deviation of the real-gas state
with the ideal-gas one from the zero-pressure limit, which reads:
∆
P
φ(P, T,Y ) =
∫ P
0
 ∂φ
∂P
∣∣∣∣
T,Y
− ∂φ
IG
∂P
∣∣∣∣∣
T,Y
 dP∗. (2.2.23)
An equivalent reasoning can be led by defining the residual value ∆
ρ
φ(ρ, T,Y ), which correspond to
the difference between φ and φIG evaluated at the same temperature, composition and density [Poling
et al., 2001]. Similarly to the departure values, the residual values can be computed using the fact
that the non-ideal molecular interactions vanish in the zero-density limit, i.e.
lim
ρ→0
[
φ(ρ, T,Y )− φIG(ρ, T,Y )
]
= 0, (2.2.24)
so that the residual value reads
∆
ρ
φ(ρ, T,Y ) = φ(ρ, T,Y )− φIG(ρ, T,Y ) =
∫ ρ
0
 ∂φ
∂%
∣∣∣∣
T,Y
− ∂φ
IG
∂%
∣∣∣∣∣
T,Y
 d%. (2.2.25)
In practice, it is more convenient to use the departure values. For example, a liquid and its vapour
at equilibrium share the same pressure and temperature, so that their thermodynamic state evaluated
with the departure values have the same reference ideal-gas state, whereas evaluating their state with
residual values would involve different reference ideal-gas states, since their densities are different.
Nonetheless, as the cubic EoS is defined explicitly with respect to the density, it is convenient to
reformulate the departure values as a function of the temperature, the density and the composition.
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This can be done by introducing PIG = ρr¯T and decomposing the departure value into:
∆
P
φ(ρ, T,Y ) = φ
(
P (ρ, T,Y ), T,Y
)− φIG (P (ρ, T,Y ), T,Y ) ,
= φ(P (ρ, T,Y ), T,Y )− φIG(PIG, T,Y )︸ ︷︷ ︸
1
+φIG(PIG, T,Y )− φIG(P (ρ, T,Y ), T,Y )︸ ︷︷ ︸
2
.
(2.2.26)
In this expression, the term denoted by 1 is actually equal to the residual value 1 = ∆
ρ
φ
(
ρ(P, T,Y ), T,Y
)
.
Introducing ρIG(ρ, T,Y ) = P (ρ,T,Y )r¯T , the term denoted 2 can be interpreted as
2 = φIG
(
ρ, T,Y
)− φIG(ρIG, T,Y ) = ∫ ρ
ρIG
∂φIG
∂%
∣∣∣∣∣
T
d% (2.2.27)
so that the final formulation of the departure values reads:
∆
P
φ(ρ, T,Y ) = ∆
ρ
φ(ρ, T,Y ) +
∫ ρ
0
∂φIG
∂%
∣∣∣∣∣
T,Y
d%. (2.2.28)
Following these considerations, the departure values of different thermodynamic quantities are sum-
marized hereafter, and their expression for srk and pr EoS are provided.
The sensible energy departure value writes
∆
P
es(ρ, T,Y ) =
∫ ρ
0
(
P
%2
− T
%2
∂P
∂T
∣∣∣∣
ρ,Y
)
d%, (2.2.29a)
since the sensible energy of an ideal gas depends only on its temperature and its composition,
∂eIGs
∂%
∣∣∣∣∣
T,Y
= 0. (2.2.29b)
This yields, for pr and srk EoS:
∆
P
es(ρ, T,Y ) =
a¯− T a¯′
b¯ε12
ln
(
2 + (ε1 − ε12)ρb¯
2 + (ε1 + ε12)ρb¯
)
, (2.2.29c)
with coefficients ε1, ε2 and ε12 defined in Table 2.1.
The enthalpy departure value is
∆
P
hs(ρ, T,Y ) =
∫ ρ
0
(
P
%2
− T
%2
∂P
∂T
∣∣∣∣
ρ,Y
)
d%+ P
ρ
− r¯T, (2.2.30a)
yielding
∆
P
hs(ρ, T,Y ) =
a¯− T a¯′
b¯ε12
ln
(
2 + (ε1 − ε12)ρb¯
2 + (ε1 + ε12)ρb¯
)
+ P
ρ
− r¯T. (2.2.30b)
The departure Helmoltz energy is given by
∆
P
fs(ρ, T,Y ) =
∫ ρ
0
(
P
%2
− r¯T
%
)
d%− r¯T ln
(
P
ρr¯T
)
; (2.2.31a)
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which boils down to
∆
P
fs(ρ, T,Y ) = − a¯
b¯ε12
ln
(
2 + (ε1 + ε12)ρb¯
2 + (ε1 − ε12)ρb¯
)
− r¯T ln
(
P
ρr¯T
)
. (2.2.31b)
The Gibbs energy departure value is
∆
P
g(ρ, T,Y ) =
∫ ρ
0
(
P
%2
− r¯T
%
)
d%− r¯T ln
(
P
ρr¯T
)
+ P
ρ
− r¯T, (2.2.32a)
which reads
∆
P
g(ρ, T,Y ) = a¯
b¯ε12
ln
(
2 + (ε1 − ε12)ρb¯
2 + (ε1 + ε12)ρb¯
)
− r¯T
1 + ln
P
(
1− b¯ρ
)
ρr¯T

+ Pρ , (2.2.32b)
and, finally, the entropy departure value is computed as
∆
P
s(ρ, T,Y ) =
∫ ρ
0
[
r¯
%
− 1
%2
∂P
∂T
∣∣∣∣
ρ,Y
]
d%+ r ln
(
P
ρr¯T
)
, (2.2.33a)
which reads
∆
P
s(T, ρ,Y ) = − a
′
b¯ε12
ln
(
2 + (ε1 − ε12) b¯ρ
2 + (ε1 + ε12) b¯ρ
)
+ r¯ ln
P
(
1− b¯ρ
)
ρr¯T
 . (2.2.33b)
The expressions for the reference values that are used to compute the thermodynamic potentials,
corresponding to the ideal gas law, are provided in Appendix A.1.
Finally, one can introduce the fugacity fˆ (not to be mistaken with the free energy fs), an additional
thermodynamic quantity homogeneous to a pressure, which characterizes the departure Gibbs energy.
It is defined as:
r¯T ln
(
fˆ
P
)
= ∆
P
g(ρ, T,Y ) = a¯
b¯ε12
ln
(
2 + (ε1 − ε12)ρb¯
2 + (ε1 + ε12)ρb¯
)
− r¯T
1 + ln
P
(
1− b¯ρ
)
ρr¯T

+Pρ (2.2.34)
The fugacity is homogeneous to a pressure, and one can also define the dimensionless fugacity coefficient
ϕ, as
ϕ = fˆ
P
. (2.2.35)
Then, the fugacity coefficient writes
ϕ = ρr¯T
P
(
1− b¯ρ
) (2 + (ε1 − ε12)ρb¯
2 + (ε1 + ε12)ρb¯
)(a¯/b¯ε12)
exp
(
P
ρr¯T
− 1
)
. (2.2.36)
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2.2.2.3 Multicomponent mixtures and partial quantities
In a multicomponent mixture, it is interesting to define the partial thermodynamic quantities of species,
that characterize the dependence of mixture thermodynamic quantities to the amount of the considered
species.
The partial quantity of a mass-specific thermodynamic potential φ for the ith species writes:
φi(T, P, {m1, ...,mNs}) =
∂ (mφ)
∂mi
∣∣∣∣
T,P,mj 6=i
. (2.2.37)
Using the 1-homogeneity of the extensive thermodynamic potential mφ(T, P, {m1, ...,mNs}) with re-
spect to the extensive variables {m1, ...,mNs}, it is obvious that the partial quantities of a mixture
verify
Ns∑
i=1
Yiφi(T, P, {m1, ...,mNs}) = φ(T, P, {m1, ...,mNs}). (2.2.38)
The partial specific volume vi(ρ, T,Y ) of the ith component reads:
vi(ρ, T,Y ) = β
 T1− b¯ρ
(
ri +
ρr¯bi
1− b¯ρ
)
+ ρ
1 + ε1b¯ρ− ε2b¯2ρ2
 (ε1 − 2ε2b¯ρ)bia¯ρ
1 + ε1b¯ρ− ε2b¯2ρ2
− 2
Ns∑
j=1
Yjaij

 .
(2.2.39)
For pr and srk EoS, the partial sensible energy obtained by differentiating its departure value (2.2.29c)
and reference value (A.1.1) reads
es,i(ρ, T,Y ) =
1
b¯ε12
ln
(
2 + (ε1 − ε12)ρb¯
2 + (ε1 + ε12)ρb¯
)2∑
k=1
Yk(aik − Ta′ik)−
(a¯− T a¯′)bi
b¯

+ a¯− T a¯
′
b¯
ρbi − ρ2b¯vi
1 + ε1ρb¯− ε2ρ2b¯2
+ eIGs,i(T ).
(2.2.40)
The partial enthalpy is then
hs,i(ρ, T,Y ) =
1
b¯ε12
ln
(
2 + (ε1 − ε12)ρb¯
2 + (ε1 + ε12)ρb¯
)2∑
k=1
Yk(aik − Ta′ik)−
(a¯− T a¯′)bi
b¯

+ a¯− T a¯
′
b¯
ρbi − ρ2b¯vi
1 + ε1ρb¯− ε2ρ2b¯2
+ Pvi − riT + hIGs,i(T ).
(2.2.41)
Because the definitions of the Helmoltz and Gibbs energies involve the entropy, it is important to
first introduce the notion of entropy of mixing within ideal mixtures. Indeed, in a mixture of ideal
gases, the partial entropy of the ith component is not simply given by applying (A.1.3) to species
i. An additional entropy term must be considered, to take into account the fact that mixing several
gases together introduces more disorder than when considering one delimited volume per species. This
additional term is called the entropy of mixing. It can be obtained from Dalton’s law. Compared to the
case where each species has its own delimited volume V 0i = niRTP at temperature and pressure (T, P ),
the mixed state involves instead the partial pressures Pi = XiP = niRTV , with V the volume of the
whole mixture. The species behave as if it had undergone an isothermal expansion from the pressure
26 2.2 Modeling non-ideal thermodynamics
P to the partial pressure XiP . The entropy of mixing is then equivalent to the entropy change due to
this expansion, and takes the following form:
smixi (Xi) = −ri ln (Xi) (2.2.42)
which is obviously positive in agreement with the Second Law, since Xi ∈ [0, 1].
To sum up, the partial entropy of species i is given by
si(ρ, T,Y ) = sIGi (ρ, T, Yi = 1) + smixi (Xi) + ∆
P
si(ρ, T,Y ) (2.2.43)
which reads
si(ρ, T,Y ) =− 1
b¯ε12
2 Ns∑
j=1
Yja
′
i,j −
a¯′bi
b¯
 ln(2 + (ε1 − ε12) ρb¯
2 + (ε1 + ε12) ρb¯
)
+ a¯
′
b¯
ρbi − ρ2b¯vi
1 + ε1b¯ρ− ε2b¯2ρ2
+ ρr¯
1− b¯ρ (vi − bi) + ri
ln(P (1− b¯ρ)
Xiρr¯T
)
− 1

+ sIGi (P/(r¯T ), T, Yi = 1).
(2.2.44)
Finally, the partial Helmoltz and Gibbs energies can be computed, yielding:
fi(ρ, T,Y ) =
1
b¯ε12
ln
(
2 + (ε1 + ε12)ρb¯
2 + (ε1 − ε12)ρb¯
) a¯bi
b¯
− 2
Ns∑
k=1
Ykaik

− a¯
b¯
ρbi − ρ2b¯vi
1 + ε1ρb¯− ε2ρ2b¯2
+ 2r¯T + riT
[
ln
(
Xiρr¯T
P
)
− 1
]
− ρr¯Tvi + f IGi (P/(r¯T ), T, Yi = 1),
(2.2.45)
gi(ρ, T,Y ) =
1
b¯ε12
ln
(
2 + (ε1 − ε12)ρb¯
2 + (ε1 + ε12)ρb¯
)2∑
k=1
Ykaik − a¯bi
b¯

+
(
P
ρ
− r¯T
)
bi
b¯
+ riT ln
 Xiρr¯T
P
(
1− b¯ρ
)

+ gIGi (P/(r¯T ), T, Yi = 1).
(2.2.46)
It is also convenient to introduce the fugacities of the species in the mixture, which are defined by
r¯T ln
(
fˆi(ρ, T,Y )
XiP
)
= ∆
P
gi(ρ, T,Y ). (2.2.47)
Eventually, the fugacity coefficient of the ith species is defined as
ϕi(ρ, T,Y ) =
fˆi
XiP
. (2.2.48)
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2.2.2.4 Other important thermodynamic quantities
The heat capacities must also be modified to account for the real gas effects. The departure isochoric
heat capacity is given by
∆
P
cv(ρ, T,Y ) = −
∫ ρ
0
T
%2
∂2P
∂T 2
∣∣∣∣∣
ρ
d%, (2.2.49a)
which is expressed, for srk and pr EoS, as
∆
P
cv(ρ, T,Y ) = T
d2a¯
dT 2 (T ) ln
(
2 + (ε1 − ε12) b¯ρ
2 + (ε1 + ε12) b¯ρ
)
. (2.2.49b)
It is also useful to introduce the isobaric thermal expansion coefficient α, defined as:
α(ρ, T,Y ) = −1
ρ
∂ρ
∂T
∣∣∣∣
P,Y
, (2.2.50)
and the isothermal compressibility coefficient β, which reads
β(ρ, T,Y ) = 1
ρ
∂ρ
∂P
∣∣∣∣
T,Y
. (2.2.51)
For the cubic EoS, they respectively write
α(ρ, T,Y ) = β(ρ, T,Y ) ∂P
∂T
∣∣∣∣
ρ,Y
= β(ρ, T,Y )
[
ρr¯
1− b¯ρ −
da¯
dT
ρ2
1 + ε1b¯ρ− ε2b¯2ρ2
]
,
β(ρ, T,Y ) =
 r¯T(
1− b¯ρ
)2 − a¯ρ
(
2 + ε1b¯ρ
)
(
1 + ε1b¯ρ− ε2b¯2ρ2
)2

−1
.
(2.2.52a)
(2.2.52b)
The real gas isobaric heat capacity can then be obtained as:
cp(ρ, T,Y ) = cv +
α2T
ρβ
, (2.2.53)
in which the isochoric heat capacities includes the departure terms of equation (2.2.49).
Finally, a last quantity that is relevant for this work is the isentropic speed of sound, denoted c, defined
by:
c2(ρ, T,Y ) = ∂P
∂ρ
∣∣∣∣
s
= cp
ρβcv
. (2.2.54)
2.2.3 Other relevant equations of state
2.2.3.1 The stiffened gas (SG) EoS
This equation of state was introduced by [Le Métayer et al., 2004] to provide a simple form able to
treat liquid-vapour mixtures within a compressible framework [Le Martelot et al., 2014, Chiapolino
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et al., 2016]. This EoS is presented as it is extensively used in the context of multifluid methods, e.g.
in these latter references. It writes
P (ρ, T ) = ρ (γ − 1) cvT − P∞, (2.2.55)
This EoS involves several tuning parameters, fitted on experimental data. For liquid-vapour simula-
tions, two sets of parameters are necessary: one for the liquid phase (P∞,`, c0v,`, γ`, e0,`, s0,`) and one for
the vapour phase (P∞,v, c0v,v, γv, e0,v, s0,v). A method for their estimation is provided in [Le Métayer
et al., 2004]. Because these parameters are constant, this EoS lacks accuracy when used on a wide
range of temperatures and pressures.
It is readily seen that the stiffened gas EoS consists in shifting the ideal gas law by a constant value
P∞. Naturally, for P∞ = 0, this EoS degenerates to the ideal gas law. In practice, the vapour phase
EoS is defined with P∞,v = 0, while the liquid phase has a positive value for P∞,` [Le Martelot et al.,
2014,Chiapolino et al., 2016].
Computing the thermodynamic quantities for this EoS using the departure values methodology of
paragraph 2.2.2.2 yields (c0v being assumed constant with respect to the temperature):
es(ρ, T ) = c0vT +
P∞
ρ
+ e0, (2.2.56)
The isochoric heat capacity departure value is zero, so that cv(ρ, T ) = c0v is a constant, as is the isobaric
heat capacity cp(ρ, T ) = c0p = γc0v.
A convenient explicit density-energy form of the SG EoS (2.2.55) is also available:
P (ρ, es) = ρ (γ − 1) (es − e0)− γP∞. (2.2.57)
Another advantage of this EoS is the absence of non-linear terms compared to the cubic EoS (and
in particular the repulsive term), which are known to be a source of spurious pressure noise when
used in a numerical simulation where the conservative quantities (ρ, ρ~u, ρet) are simply transported
[Pantano et al., 2017, Lacaze et al., 2019]. Note that, nonetheless, spurious noise is encountered for
the stiffened gas EoS, and even for the ideal gas law, when a multicomponent flow is considered, as
studied by [Abgrall, 1996], this phenomenon being observed when a non-constant heat capacity ratio
γ is considered. On the other hand, this EoS does not account for the critical point.
2.2.3.2 The Noble-Abel stiffened gas (NASG) EoS
An improvement of the stiffened gas EoS has been proposed by the same authors [Le Métayer and
Saurel, 2016]. It consists in adding a covolume parameter b to the repulsive term in the same fashion
as for the van der Waals EoS, in order to increase the range of validity of the SG EoS.
The Noble-Abel Stiffened Gas (NASG) EoS expresses as:
P (ρ, T ) = ρ (γ − 1) cvT1− bρ − P∞. (2.2.58)
Computing the sensible energy using its departure value yields
es(ρ, T ) = cvT +
1− bρ
ρ
P∞ + e0. (2.2.59)
The choice was made to present only the relevant EoS in the scope of this work. On the one hand, the
different cubic EoS offer a good trade-off between simplicity and accuracy, and can be used to describe
the liquid, vapour and supercritical states of a fluid. On the other hand, the SG and NASG EoS are
convenient to treat liquid-gas mixtures and have an even simpler form.
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Nevertheless, it is worth mentioning that a variety of other algebraic EoS have been developed, either
for other purposes, e.g. solid-state EoS like the Mie-Grüneisen EoS, or taking more complex forms
than the cubic EoS (2.2.17), e.g. the Benedict-Webb-Rubin EoS. Although not exhaustive, [Poling
et al., 2001] provides a good overview of the different EoS that can be applied to describe liquids and
gases.
2.3 Thermodynamic equilibrium for a single-component fluid
The description of the thermodynamics of two-phase mixtures is a cornerstone of diffuse interface
models addressing phase change phenomena [Saurel et al., 2008,Le Martelot et al., 2014]. This section
recalls the notion of thermodynamic equilibrium and details its practical computation.
2.3.1 Thermodynamic stability and equilibrium
2.3.1.1 Gibbs-Duhem stability criterion
According to the second principle, the spontaneous evolution of a system always tends to maximize its
entropy. The thermodynamic equilibrium then naturally corresponds to the maximum entropy state
of the system. Let Ω be a closed thermodynamic system (cf. Figure 2.1 page 7). Ω is surrounded by
Ωc, so that the global system Ω∪Ωc is isolated. Assume that Ωc is much larger than Ω so that it is at
constant pressure and temperature P0, T0. If Ω spontaneously exchanges small amounts of work ∆W
and heat ∆Q with Ωc, its sensible energy will change, by virtue of the First Law (see section 2.1.1
page 7), as
∆Es = ∆Q+ ∆W (2.3.1)
The work is associated with a variation of the molar volume ∆V that verifies ∆W = −P0∆V . The
heat is associated with a variation of entropy ∆Q = T0∆Srev and the total entropy variation is
given by ∆S = ∆Srev + ∆Sirr, the sum of the reversible and irreversible entropy changes. Finally,
Equation (2.3.1) becomes:
∆Es − T0∆S + P0∆V = −T0∆Sirr, (2.3.2)
From the Second Law (see section 2.1.2), this yields an inequality ruling the spontaneous evolution of
the system Ω:
∆Es − T0∆S + P0∆V ≤ 0. (2.3.3)
Now, the condition for the system to be thermodynamically stable is that it cannot spontaneously
evolve. Then, the system is stable under the Gibbs-Duhem stability condition, when
∆Es − T0∆S + P0∆V ≥ 0. (2.3.4)
This condition can then be applied to various systems. For the simplest case of a closed and isolated
system (i.e. with constant volume and energy), (2.3.4) becomes
∆S ≤ 0, (2.3.5)
so that the system is stable when its entropy is maximum. If the system is isobaric and isothermal,
(2.3.4) boils down to
∆G ≥ 0, (2.3.6)
so that the system is stable when its Gibbs energy is minimum.
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Similarly, for a system at constant volume and temperature, the stability corresponds to a minimum
Helmoltz energy Fs. For a system at constant entropy and pressure, the stability consists in a minimum
enthalpy Hs state, and for a system at constant volume and entropy, it corresponds to a minimum
sensible energy Es state.
2.3.1.2 Thermodynamic stability for cubic EoS at given (T, P )
The cubic nature of vdw, pr and srk EoS implies the possible existence of up to three candidate
values for the density, for a given couple (T, P ), as described in Appendix A.2 and as depicted in
Figure 2.7 page 19. Among the solutions, the globally stable one is the one of minimal Gibbs energy
g, as illustrated in Figure 2.9.
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Figure 2.9: Determination of the stable root of a cubic EoS when multiple positive density roots are found. Here, ρ3 is
the solution of minimum Gibbs energy and is then the stable solution, corresponding to a gas state.
2.3.1.3 Local thermodynamic stability condition
The stability criterion of a phase can be expressed in terms of the Hessian matrix of the sensible
energy. Indeed, from the stability condition (2.3.4), a second-order Taylor-expansion of the internal
energy around its equilibrium value yields
∆Es =
[
∂Es
∂S
∣∣∣∣
V
− T0
]
∆S +
[
∂Es
∂V
∣∣∣∣
S
+ P0
]
∆V
+ 12
∂2Es
∂S2
∣∣∣∣∣
V
∆S2 + ∂
2Es
∂S∂V
∆S∆V + 12
∂2Es
∂V 2
∣∣∣∣∣
S
∆V 2 ≥ 0.
(2.3.7)
Using the definitions of the partial derivatives of Es with respect to S and V , which are respectively
T0 and −P0, one has immediately
1
2
∂2Es
∂S2
∣∣∣∣∣
V
∆S2 + ∂
2Es
∂S∂V
∆S∆V + 12
∂2Es
∂V 2
∣∣∣∣∣
S
∆V 2 ≥ 0. (2.3.8)
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Hence, the Hessian matrix of the sensible energy must be positive definite, which corresponds to
∂2Es
∂S2
∣∣∣∣∣
V
≥ 0,
∂2Es
∂V 2
∣∣∣∣∣
S
∂2Es
∂S2
∣∣∣∣∣
V
−
[
∂2Es
∂S∂V
]2
≥ 0,
(2.3.9a)
(2.3.9b)
which, using Maxwell’s relations (2.1.23), boils down to
T
Cv
≥ 0,
1
ρβ
≥ 0.
(2.3.10a)
(2.3.10b)
Finally, the single-component phase local stability condition is{
Cv ≥ 0,
β ≥ 0.
(2.3.11a)
(2.3.11b)
The first condition (2.3.11a) is actually always verified. Yet, the second condition, (2.3.11b) appears
to be violated in some cases by the cubic EoS, as it can be seen in Figure 2.9. Indeed, by its defini-
tion (2.2.51), the positivity of beta is equivalent to a negative slope in the Clapeyron diagram (P, v).
This criterion is then verified everywhere except between the extrema of the subcritical isothermal
lines. Hence, when the cubic EoS has three roots, the intermediate value always corresponds to an
unstable state. The minimum Gibbs energy is the stable state, and the other one is in a metastable
state: it is locally stable from condition (2.3.11), but globally unstable as there exists a more stable
state.
2.3.1.4 Two-phase equilibrium
We consider now an isolated system containing two phases. The liquid phase properties are indexed
by ` and the vapour phase properties by v. The mass, volume, energy and entropy of the system can
be decomposed as
m = m` +mv,
V = V` + Vv,
Es = Es,` + Es,v,
S = S` + Sv.
(2.3.12a)
(2.3.12b)
(2.3.12c)
(2.3.12d)
and, the system being isolated,
dm = dm` + dmv = 0,
dV = dV` + dVv = 0,
dEs = dEs,` + dEs,v = 0.
(2.3.13a)
(2.3.13b)
(2.3.13c)
The gibbs relation (2.1.7) applied to each phase writes{
dEs,` = T` dS` − P` dV` + g` dm`,
dEs,v = Tv dSv − Pv dVv + g` dmv.
(2.3.14a)
(2.3.14b)
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The equilibrium condition implies that the total entropy differential is zero. Combined with (2.3.13)
and (2.3.14), it yields:
(T` − Tv) dS` − (P` − Pv) dV` + (g` − gv) dm` = 0. (2.3.15)
This relation must be verified for any transformation, hence the liquid-vapour equilibrium condition:
P` = Pv,
T` = Tv,
g` = gv.
(2.3.16a)
(2.3.16b)
(2.3.16c)
For a two-phase system at thermodynamic equilibrium, this defines the equilibrium pressure P = P` =
Pv and the equilibrium temperature T = T` = Tv. The liquid fractions can be defined as:
x` =
n`
n
; y` =
m`
m
; z` =
V`
V , (2.3.17)
which are respectively the liquid mole fraction, the liquid mass fraction and the liquid volume fraction.
Obviously, the vapour fractions verify xv = (1− x`), yv = (1− y`) and zv = (1− z`).
The two-phase mixture density is then
ρ = mV = z`ρ` + (1− z`)ρv. (2.3.18)
Similarly, the mass-specific volume of the mixture is
v = V
m
= y`v` + (1− y`)vv. (2.3.19)
More generally, any mass-specific quantity (thermodynamic potentials, entropy) is computed as a
barycenter between their liquid and vapour counterpart with respective weights y` and (1− y`).
2.3.1.5 Spinodal and binodal regions
From the previous paragraphs, it appears that in the (P, v) Clapeyron diagram, the region of instability,
called the spinodal region and the region of metastability, called the binodal region can be delimited.
Metastability characterizes thermodynamic states that are locally stable in the sense of (2.3.11), but
globally unstable, as they do not satisfy the Gibbs-Duhem stability criterion (2.3.4).
This representation is depicted in Figure 2.10. It appears that the spinodal and binodal envelopes
meet at the critical point. The area over the critical point contains the supercritical states. The area
on the left of the binodal envelope contains the stable liquid phase, whereas the grey hatched area
on the left side of the spinodal envelope contains the metastable liquid. The area on the right of the
binodal envelope contains the stable vapour states, and the grey hatched area on the right side of the
spinodal envelope contains the metastable vapour.
For a given subcritical pressure P , the two intersections with the binodal dome belong to the same
isothermal line: it corresponds to the saturation temperature of pressure P , written T sat(P ). The two
points correspond to the saturated liquid and vapour densities ρ`(P ) and ρv(P ). Note that, by duality,
the system can be equivalently defined with respect to the temperature, by defining its saturation
pressure T sat(P ) and saturated liquid and vapour densities ρ`(T ) and ρv(T ).
2.3.1.6 Clausius-Clapeyron relation and saturation derivatives
As demonstrated in paragraph 2.3.1.4, the two-phase equilibria obey System (2.3.16). In particular,
their Gibbs energies remain equal. Then, for an infinitesimal evolution of the system state, the two-
phase equilibrium will evolve following
dg` = dgv. (2.3.20)
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Figure 2.10: Clapeyron diagram for O2. Black lines denote the isotherms predicted by the cubic (here srk) EoS. The
blue line is the saturated pressure corresponding to the subcritical isotherm Tsub. The orange dotted line is the binodal
envelope. The red dashed line is the spinodal envelope. The spinodal region of thermodynamic instability is hatched
with black lines [\\], while the binodal region of metastable is hatched with gray lines [//]. The critical point is denoted
by C.
Developping the expression of the Gibbs energy (2.1.25d) for each phase yields
−s` dT + 1
ρ`
dP = −sv dT + 1
ρv
dP, (2.3.21)
which gives an analytic expression that rules the variations of the temperature and pressure for a
two-phase system at equilibrium:
dT
dP
∣∣∣∣
sat
= ρ` − ρv
ρvρ` (sv − s`) . (2.3.22)
Using the equality of the Gibbs energies and of the temperatures, the entropy can be substituted to
obtain the Clausius-Clapeyron relation:
dT
dP
∣∣∣∣
sat
= T (ρ` − ρv)
ρvρ` (hv − h`) . (2.3.23)
This very important relation allows to compute the variations of any phase quantity for two-phase
systems in equilibrium. The saturation derivatives can then be defined: for a thermodynamic quantity
ξφ of phase φ ∈ {`, v}, one defines
dξφ
dT
∣∣∣∣
sat
= dξφ(T, P
sat(T ))
dT =
∂ξφ
∂T
∣∣∣∣
P
+ dPdT
∣∣∣∣
sat
∂ξφ
∂P
∣∣∣∣
T
(2.3.24)
and
dξφ
dP
∣∣∣∣
sat
= dξφ(T
sat(P ), P )
dP =
dT
dP
∣∣∣∣
sat
∂ξφ
∂P
∣∣∣∣
T
+ ∂ξφ
∂T
∣∣∣∣
P
(2.3.25)
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For example for the density of the phase φ ∈ {`, v}, it reads
dρφ
dT
∣∣∣∣
sat
= ∂ρφ
∂T
∣∣∣∣
P
+ dPdT
∣∣∣∣
sat
∂ρφ
∂P
∣∣∣∣
T
= −ρφαφ + ρφβφ dPdT
∣∣∣∣
sat
. (2.3.26)
Similarly, the variations of the sensible energy of the phase φ ∈ {`, v} at saturation is given by:
deφ
dT
∣∣∣∣
sat
= ∂eφ
∂T
∣∣∣∣
P
+ dPdT
∣∣∣∣
sat
∂eφ
∂P
∣∣∣∣
T
= βφP − αφT
ρφ
+
(
cp,φ − αφP
ρφ
)
dT
dP
∣∣∣∣
sat
. (2.3.27)
Another important differential is that of the liquid volume fraction at saturation, given by:
dz` = − 1
ρ` − ρv
[
z`
dρ`
dT
∣∣∣∣
sat
+ (1− z`) dρvdT
∣∣∣∣
sat
]
dT + 1
ρ` − ρv dρ. (2.3.28)
2.3.2 Practical computation of the equilibrium
2.3.2.1 Computation for cubic EoS using the corresponding states principle (CSP)
To describe the saturation for cubic EoS, it is actually interesting to reduce the problem thanks to
a change of variables. Indeed, similarly to the usual cubic EoS computations that can be unified for
all chemical components through the corresponding states principle (CSP), it is possible to reduce the
search for the saturated states of any pure component to a unique universal computation.
There is yet a subtlety compared to the usual reduced variables presented with the van der Waals
EoS. Indeed, for srk and pr EoS, since the attractive coefficient depends on the temperature, and the
acentric factor was introduced (see Section 2.2.1.4), the usual system of reduced variables Tr = TTc , Pr =
P
Pc
, Vr = VVc does not allow to formulate a unique saturated state definition for all components. In
order to overcome this, the following reduced-saturation (Rsat) variables are introduced in the present
work:
ν =ˆ 1
b¯ρ
,
pi =ˆ P b¯
r¯T
,
θ =ˆ a¯(T )
b¯r¯T
.
(2.3.29a)
(2.3.29b)
(2.3.29c)
ν will be called the Rsat-volume, pi the Rsat-pressure, and θ the Rsat-temperature (although it has
the dimension of the inverse of a temperature).
The cubic EoS may then be rewritten under the form:
pi(ν, θ) = 1
ν − 1 −
θ
ν2 + ε1ν − ε2 , (2.3.30)
and the fugacity coefficient expression also reduces to:
ϕ(ν, θ) = 1
pi(ν − 1)
[
2ν + ε1 − ε12
2ν + ε1 + ε12
]( θ
ε12
)
exp (piν − 1) . (2.3.31)
This shows that the search for the saturation pressure takes the same form for any mixture. Indeed, it
appears in equations (2.3.30) and (2.3.31) that only the EoS-specific parameters are left: the species-
specific parameters do no longer appear. Global properties of the reduced cubic EoS are further
analyzed in Appendix A.3.
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For a given mixture at a given temperature, θ is known. Determination of the Rsat-pressure pi at
saturation requires to find pisat such that:
ϕ
(
pisat, νmin(pisat, θ)
)
= ϕ
(
pisat, νmax(pisat, θ)
)
, (2.3.32)
where νmin(pi, θ) and νmax(pi, θ) are the minimum and maximum positive roots of the reduced cubic
equation
ν3 +
[
ε1 − 1− 1
pi
]
ν2 +
[
θ − ε1
pi
− (ε1 + ε2)
]
ν +
[
ε2
(
1
pi
+ 1
)
− θ
pi
]
= 0. (2.3.33)
Note that for pi = pisat(θ), one has
νmin(pisat, θ) = ν`(θ) =
1
b¯ρ`
,
νmax(pisat, θ) = νv(θ) =
1
b¯ρv
.
(2.3.34a)
(2.3.34b)
The following notation is used:{
ϕ`(pi) = ϕ
(
pi, νmin(pi, θ)
)
,
ϕv(pi) = ϕ
(
pi, νmax(pi, θ)
)
.
(2.3.35a)
(2.3.35b)
To solve this problem, a Newton-Raphson procedure may be used. The function to be canceled is
given by
fθ : pi 7→ ϕ`(pi, θ)− ϕv(pi, θ), (2.3.36)
the derivative of which is
f ′θ(pi) =
(
νmin(pi, θ)− 1
pi
)
ϕ`(pi, θ)−
(
νmax(pi, θ)− 1
pi
)
ϕv(pi, θ). (2.3.37)
If pi(k) is the kth iterate, its update reads
pi(k+1) = pi(k) − fθ(pi
(k))
f ′θ(pi(k))
= 2pi(k) − ϕ`(pi
(k), θ)− ϕv(pi(k), θ)
νmin(pi(k), θ)ϕ`(pi(k), θ)− νmax(pi(k), θ)ϕv(pi(k), θ) . (2.3.38)
The solver iterates until the relative difference of the fugacity coefficients is under a tolerance value
ϕ` − ϕv
max (ϕ`, ϕv)
< tol. (2.3.39)
In practice, this saturation computation is processed outline once and for all, for any component. It
is then stored in a table that contains θ, ν`(θ), νv(θ), and also dν`dθ ,
dνv
dθ , to allow cubic polynomial
interpolation. There is no need to store pi(θ) since the saturation pressure can be directly computed
from the EoS knowing the temperature and phases densities.
2.3.2.2 Computing the equilibrium using the tabulated CSP-reduced saturation
The table being computed, the practical equilibrium calculation is now described. The different cases
depend on the nature of the input data for which the thermodynamic equilibrium must be computed.
Case 1: When, for a given chemical species, the temperature and the density (ρ, T ) are known,
reading the table is straightforward.
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(i) First of all, when the temperature is higher than the critical temperature of the fluid, the state
is always stable and it can be computed directly from the cubic EoS. This corresponds to the
case θ(T ) < θc, with θc given in Appendices A.3.2, A.3.3 and A.3.4 for the different cubic EoS.
(ii) Before using the table, it is necessary to check if the one-phase solution is the stable solution.
This is done by computing the one phase pressure P 1φ directly from the cubic EoS (2.2.17).
Then, the roots of the EoS corresponding to (T, P 1φ) are computed. If only one root is positive,
it is necessarily ρ and the one-phase state is then stable. If multiple roots are found, their fugacity
coefficients are compared. If the input density ρ is the root that minimizes the fugacity coefficient,
then the one-phase state is stable. Otherwise, the equilibrium corresponds to a two-phase state
and the table must be read.
(iii) If a two-phase state was found in the previous stability test, the equilibrium state must be
evaluated. First, the Rsat-temperature should be computed from Equation (2.3.29c). The corre-
sponding values ν`(θ) and νv(θ) are obtained using a cubic polynomial interpolation between the
table points. Then, the saturated values ρ` and ρv are computed by inverting equation (2.3.29a).
The system pressure is then necessarily the saturation pressure, which can be computed using
the EoS, evaluated as P sat = P (ρ`, T ) = P (ρv, T ). The sensitivity of the pressure with respect
to density being much lower in the vapour phase than in the liquid phase – because of the latter
lower compressibility – it is better to evaluate the pressure using the vapour density ρv.
(iv) Else, if the density is higher than ρ`, the state (ρ, T ) is a stable liquid state and the pressure is
directly computed from the EoS, as P (ρ, T ). Similar computation is done if ρ < ρv(T ), when the
state (ρ, T ) corresponds to a stable vapour state.
Case 2: For a given chemical species, given the pressure and the density (ρ, P ), it is necessary
to find the temperature value of the saturation. Indeed, it would not be possible to directly tabulate
and read the Rsat-pressure, since its value depends on the temperature, which is not known at the
moment. The proposed strategy is described below.
(i) First, the single-phase temperature T 1φ is computed directly from the EoS. The correspond-
ing Rsat-temperature θ(T 1φ) is then compared to the critical Rsat-temperature of the EoS. If
θ(T 1φ) ≤ θc, then the solution is necessarily stable since the fluid is in a supercritical state. In
the subcritical case θ(T 1φ) > θc, the input density ρ is compared to the saturated liquid and
vapour densities: if ρ 6∈ [ρv(T 1φ), ρ`(T 1φ)], then the single-phase solution is the stable solution.
Otherwise, a two-phase state must be computed.
(ii) If the stable solution corresponds to a two-phase equilibrium, the saturation temperature must
be obtained by a Newton-Raphson method. From a first-guess value of temperature T 0, the
update of the temperature is defined as
T k+1 = T k − P
sat(T k)− P
dP sat
dT
. (2.3.40)
The derivative of the saturation pressure with respect to the temperature dP satdT is given by the
Clausius-Clapeyron relation (2.3.23), and the quantity P sat(T k) is evaluated by reading the table.
The iterations run until the convergence condition is met, defined by P
sat(Tk)−P
P < tol.
Case 3: The last case is the search for the equilibrium state given the density and the sensible
energy (ρ, es). This case is important because it corresponds to the situation that occurs in two-phase
simulations, as the solver transports the conservative quantities.
(i) First, a Newton-Raphson method is performed directly on the EoS to find the temperature T 1φ,
assuming a single-phase state. Then, the stability of the couple (ρ, T 1φ) is evaluated as in Case 1.
If the single-phase state is stable, the solution temperature T 1φ is kept. If the state is unstable,
it is necessary to undergo another iterative method.
(ii) A Newton-Raphson method is used to retrieve the two-phase equilibrium, the update of which
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being
T k+1 = T k − es(ρ, T
k)− es
∂es
∂T
∣∣∣
ρ
, (2.3.41)
with the mixture sensible energy given by es(T k) = 1ρ
[
z`ρ`e`(T k) + (1− z`)ρvev(T k)
]
and the
liquid mass fraction z` = ρ−ρv(T
k)
ρ`(Tk)−ρv(Tk) . The derivative is evaluated as
∂es
∂T
∣∣∣∣
ρ
= 1
ρ
[
(ρ`e` − ρvev) ∂z`
∂T
∣∣∣∣
ρ
+ z`
dρ`e`
dT
∣∣∣∣
sat
+ (1− z`) dρvevdT
∣∣∣∣
sat
]
(2.3.42)
∂es
∂T
∣∣∣∣
ρ
= 1
ρ
[
ev − e`
ρ` − ρv
(
z`ρv
dρ`
dT
∣∣∣∣
sat
+ (1− z`)ρ` dρvdT
∣∣∣∣
sat
)
(2.3.43)
+ z`ρ`
de`
dT
∣∣∣∣
sat
+ (1− z`)ρv devdT
∣∣∣∣
sat
]
(2.3.44)
The saturation derivatives are given in paragraph 2.3.1.6.
(iii) In practice, it happens that the convergence is somehow hard to reach, especially when the input
state (ρ, es) corresponds to a near-critical point or a near-pure state.
To overcome the possible convergence issues, when two successive sensible energy iterates e(k−1)s =
es(ρ, T (k−1)) and e(k)s = es(ρ, T (k)) are around the target value es, that is to say es ∈
[
e
(k−1)
s , e
(k)
s
]
,
the zero-finding numerical method is switched to a Brent-like method. In more details, the fol-
lowing bounding values are introduced:
einfs = min
(
e(k−1)s , e
(k)
s
)
, esups = max
(
e(k−1)s , e
(k)
s
)
,
T inf = min
(
T (k−1), T (k)
)
, T sup = max
(
T (k−1), T (k)
)
.
(2.3.45a)
(2.3.45b)
The next iteration is then obtained by computing a Newton-Raphson step at the midpoint
Tmid = T inf+T sup2 , so that
TNR = Tmid − es(ρ, T
mid)− es
∂es
∂T
∣∣∣
ρ
. (2.3.46)
The update is then taken as:
T (k+1) =
T
NR if TNR ∈
[
T inf , T sup
]
,
Tmid otherwise.
(2.3.47)
Finally, the research interval is reduced as follows: if e(k+1)s < es, then T inf = T (k+1) and
einfs = e
(k+1)
s ; otherwise T sup = T (k+1) and esups = e
(k+1)
s .
2.3.3 Approximate multicomponent two-phase equilibrium for Cubic EoS
2.3.3.1 Motivation and nature of the approximation
Because the target applications of the present work consist in simulating reactive flows, it is necessary
to deal with multicomponent mixtures. Yet, the exact computation of a multiphase equilibrium in
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the case of a multicomponent mixtures – which is detailed in section 2.4 – can become a tedious task
and represent a heavy computational cost. Indeed, the computation of the equilibrium requires to
search for the global minimum of a function of Ns variables to evaluate the stability of the single-
phase mixture, and then requires an additional iterative method in Ns dimensions to find the stable
multiphase state [Michelsen and Mollerup, 2004]. In this respect, the exact multiphase equilibrium
computation for multicomponent flows, especially when going towards detailed chemical mechanisms
for combustion, may become computationally out of range.
Furthermore, this work uses diffuse interface models (see section 3.3.2 for more details), in which the
interface region where the two-phase states may be encountered, consists in an artificial mixture. The
main requirement for this artificial mixture is to include a thermodynamic closure that guarantees the
global hyperbolicity of the transport equations, as shown in Chapter 5.
This work then proposes an approximate equilibrium formulation that guarantees the hyperbolicity of
the system while keeping an identical algorithm complexity for any number of components.
The approximated equilibrium consists in imposing that both phases have equal composition. In other
words, the ith species mass fraction within the liquid phase Y `i =
m`i
m`
and the species mass fraction
within the vapour phase Y vi =
mvi
mv
are assumed to be equal Y `i = Y vi . Then, they are equal to the
overall species mass fraction, and the approximated equilibrium can be summarized by the following
assumption:
Yi = Y `i = Y vi . (2.3.48)
2.3.3.2 Approximate equilibrium condition
Starting from the former simplifying hypothesis, we now derive the equilibrium condition from con-
siderations similar to section 2.3.1.4. We consider an isolated system containing two phases and Ns
chemical species respecting hypothesis (2.3.48). The liquid phase properties are indexed by ` and the
vapour phase properties by v. The mass, volume, energy and entropy of the system can be decomposed
as
mi = m`i +mvi for all i ∈ {1..Ns} ,
V = V` + Vv,
Es = Es,` + Es,v,
S = S` + Sv,
(2.3.49a)
(2.3.49b)
(2.3.49c)
(2.3.49d)
where m`i and mvi denote respectively the mass of the ith species in the liquid and in the vapour phases.
As in section 2.3.1.4, the system being isolated, the following differentials are zero:
dm = dm` + dmv = 0
dV = dV` + dVv = 0
dEs = dEs,` + dEs,v = 0
(2.3.50a)
(2.3.50b)
(2.3.50c)
Writing the Gibbs relation (2.1.7) applied to each phase, one has
dEs,` = T` dS` − P` dV` +
Ns∑
i=1
g`,i dm`i ,
dEs,v = Tv dSv − Pv dVv +
Ns∑
i=1
gv,i dmvi .
(2.3.51a)
(2.3.51b)
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Using hypothesis (2.3.48), the components mass within the phases verify{
m`i = Y `i m` = Yim`
mvi = Y vi mv = Yimv.
(2.3.52a)
(2.3.52b)
The global composition Y of a closed system being constant, one has{
dm`i = d(Yim`) = Yi dm`
dmvi = d(Yimv) = Yi dmv.
(2.3.53a)
(2.3.53b)
Then, using the identities
Ns∑
i=1
Yig`,i = g` and
Ns∑
i=1
Yigv,i = gv, (2.3.54)
system (2.3.51) becomes{
dEs,` = T` dS` − P` dV` + g` dm`,
dEs,v = Tv dSv − Pv dVv + gv dmv.
(2.3.55a)
(2.3.55b)
The equilibrium condition corresponds to a maximum entropy state. Then, the total entropy differen-
tial is zero, which, combined with equations (2.3.50) and (2.3.51), corresponds to
(T` − Tv) dS` − (P` − Pv) dV` + (g` − gv) dm` = 0. (2.3.56)
This relation must be verified for any transformation, hence the simplified liquid-vapour equilibrium
condition:
P` = Pv,
T` = Tv,
g` = gv.
(2.3.57a)
(2.3.57b)
(2.3.57c)
This criterion has eventually the same expression as criterion (2.3.16), except that it is now applied in
the context of multicomponent mixtures.
2.3.3.3 Extended Clausius-Clapeyron relation
Applying the simplified equilibrium hypotheses allows to formulate a relation that links the derivatives
of the quantities P, T,Y together for two-phase states. As in paragraph 2.3.1.6, one can use the
equilibrium condition (2.3.57) to obtain
dg` = dgv. (2.3.58)
Developping the expression of the Gibbs energy (2.1.25d) for each phase yields
−s` dT + 1
ρ`
dP +
Ns∑
i=1
g`,i dYi = −sv dT + 1
ρv
dP +
Ns∑
i=1
gv,i dYi, (2.3.59)
which provides an extended Clausius-Clapeyron relation for multicomponent mixture assuming simpli-
fied equilibrium, formulated as
dT = ρ` − ρv
ρ`ρv (sv − s`) dP +
Ns∑
i=1
gv,i − g`,i
sv − s` dYi. (2.3.60)
The existence of such relation is another advantage of the simplified equilibrium, since there exists no
equivalent analytic relation for the exact multicomponent equilibrium.
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2.3.3.4 Practical computation of the equilibrium
The practical computation of the equilibrium is identical to the single-species one. Indeed, the reduced
variables ν, θ, pi defined in equation (2.3.29) allow, even for a multicomponent mixture, to derive a
unique formulation of the equilibrium, regardless of the mixture composition.
Under the simplified equilibrium hypothesis (2.3.48), the stability condition of a phase is similar to
the single-component case. Thus, the methods presented in paragraph 2.3.2.2 for the different input
data can be directly transposed to the multi-component case, in order to compute the simplified
equilibrium.
2.4 Exact two-phase multicomponent equilibrium
In this section, the exact multicomponent two-phase equilibrium computation is described. For a
comprehensive description and review of the methods used to find the multiphase multicomponent
equilibrium, the reader is referred to [Michelsen and Mollerup, 2004]. Part of the work presented in
this section, namely the tangent plane distance stability analysis and the equilibrium computation
for a given state (T, P,X) was implemented in collaboration with Thomas Laroche, Ph.D student at
CERFACS (Toulouse), whose contribution is warmly acknowledged.
2.4.1 Equilibrium formulation
2.4.1.1 Equilibrium condition
As for the previous equilibrium characterizations, a closed and isolated two-phase system Ω is consid-
ered. The global system quantities can again be decomposed into
mi = m`i +mvi for all i ∈ {1..Ns} ,
V = V` + Vv,
Es = Es,` + Es,v,
S = S` + Sv.
(2.4.1a)
(2.4.1b)
(2.4.1c)
(2.4.1d)
As in section 2.3.3.2, the system Ω being isolated, the following differentials are zero:
dmi = dm`i + dmvi = 0 for all i ∈ {1..Ns} ,
dV = dV` + dVv = 0,
dEs = dEs,` + dEs,v = 0.
(2.4.2a)
(2.4.2b)
(2.4.2c)
Writing the gibbs relation (2.1.7) applied to each phase, one has
dEs,` = T` dS` − P` dV` +
Ns∑
i=1
g`,i dm`i ,
dEs,v = Tv dSv − Pv dVv +
Ns∑
i=1
gv,i dmvi .
(2.4.3a)
(2.4.3b)
Since the thermodynamic equilibrium of the isolated system Ω is reached at maximum entropy, dS = 0,
and combining
[
(2.4.3a) + (2.4.3b)
]
with (2.4.2) yields
(T` − Tv) dS` − (P` − Pv) dV` +
Ns∑
i=1
(
g`,i − gv,i
)
dm`i = 0. (2.4.4)
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This relation must be verified for any transformation (dS`,dV`,dm`i), hence the liquid-vapour equilib-
rium necessary condition:
P` = Pv,
T` = Tv,
g`i = gvi for all i ∈ {1..Ns} .
(2.4.5a)
(2.4.5b)
(2.4.5c)
Note that this is only a necessary condition: different compositions may verify this relation. Indeed,
the condition dS = 0 is only a necessary condition for the composition to maximize the entropy. The
only globally stable equilibrium state is characterized by the one being the global minimum of the
Gibbs energy.
2.4.1.2 Alternative formulation of the equilibrium
The two-phase multicomponent equilibrium condition can be reformulated in a convenient way for
computing the equilibrium compositions, by introducing the K-factors. At a given temperature and
pressure, the stability of a two-phase mixture (2.4.5) can be expressed in terms of the fugacities, and
summarized into
fˆ `i (T, P,X`) = fˆvi (T, P,Xv) for all i ∈ {1...Ns} ,
x`X
` + (1− x`)Xv = X,
Ns∑
i=1
(
X`i −Xvi
)
= 0,
(2.4.6a)
(2.4.6b)
(2.4.6c)
where the last equation expresses the fact that mole fractions of liquid and vapour phases sum to unity.
The K-factors are now defined as
Ki =
Xvi
X`i
, (2.4.7)
so that equation (2.4.6b) can be rewritten as
X`i =
Xi
x` + (1− x`)Ki ,
Xvi =
KiXi
x` + (1− x`)Ki .
(2.4.8a)
(2.4.8b)
Using the fugacity coefficients ϕ, since fˆ `i = X`iϕ`iP and fˆvi = Xvi ϕviP , the equilibrium condi-
tion (2.4.6a) can be combined to the definition of the K-factors (2.4.7) to yield
Ki =
ϕ`i
ϕvi
. (2.4.9)
and (2.4.6c) becomes
Ns∑
i=1
Xi (Ki − 1)
x` + (1− x`)Ki = 0. (2.4.10)
These last two equations characterize the equilibrium for a given (T, P,X). Equation (2.4.10) is called
the Rachford-Rice equation, and will be useful in finding the equilibrium, which is the purpose of the
next section.
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2.4.2 Stability analysis
2.4.2.1 Gibbs’ tangent plane condition of stability
According to paragraph 2.4.1.1, a mathematical formulation for the stability test must be formulated.
In order to evaluate the stability of a one-phase mixture for a given temperature, pressure and molar
composition (T, P,X), one can consider the Gibbs energy variation that would yield the formation
of an infinitesimal amount δnφ′ moles of a new phase φ′ of composition ξ, where ξi is the mole
fraction of the ith component within phase φ′. This transformation is depicted in Figure 2.11. As it is
convenient here to work with molar quantities instead of mass-specific quantities, the chemical potential(
µφi
)
i∈J1,NsK;φ=`,v of each species is preferred to its mass-specific counterpart that is the specific Gibbs
energy
(
gφi
)
i∈J1,NsK;φ=`,v. The definition of the chemical potential is given in equation (2.1.21a).
trial phase φ′
phase φ
δnφ′
n− δnφ′
P, T
P, T
(P, T ) Xφ ∼X
n
X
ξ
Figure 2.11: Transformation corresponding to the formation of δnφ′ of a trial phase φ′.
The change in the Gibbs energy of the system due to this isothermal and isobaric transformation is:
δG = δnφ′
Ns∑
i=1
ξi
[
µi(T, P, ξ)− µi(T, P,X)
]
. (2.4.11)
The single-phase solution is known to be thermodynamically stable if it is the composition that min-
imizes the system Gibbs energy. Then, for the one-phase state to be stable, the variation of Gibbs
energy due to the formation of phase φ′ should be necessarily positive.
This allows to formulate the Gibbs’ tangent plane condition of stability for a single-phase solution
[Michelsen and Mollerup, 2004]: the single-phase composition stability is characterized by
∀ ξ,
Ns∑
i=1
ξi
[
µi(T, P, ξ)− µi(T, P,X)
]
≥ 0. (2.4.12)
2.4.2.2 The tangent plane distance
From the previous section, it appears relevant to define the tangent plane distance function TPD as a
function of the trial phase composition ξ for a given initial state (T, P,X), as:
TPD(ξ) =
Ns∑
i=1
ξi(µi(T, P, ξ)− µi(T, P,X)). (2.4.13)
The TPD function corresponds to the relative position of the Gibbs energy function with respect to
its tangent plane at (T, P,X), as depicted in Figure 2.12a.
Note that a dimensionless version of the TPD function, tpd = TPDRT , can be defined in terms of the
fugacity coefficient:
tpd(ξ) =
TPD(ξ)
RT =
Ns∑
i=1
ξi
[
ln (ξi) + ln
(
ϕi(T, P, ξ)
)
− di
]
, (2.4.14)
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with di = ln (Xi) + ln
(
ϕi(T, P,X)
)
.
The TPD function allows for a convenient graphical interpretation of the stability test for a binary
mixture. To this purpose, if one defines the Gibbs energy of mixing Gmix(ξ1) of a solution in the state
(T, P ) and composition (ξ1, 1− ξ1) as
Gmix(ξ1) = ξ1
[
µ1(T, P, ξ1)− µ01(T, P )
]
+ (1− ξ1)
[
µ2(T, P, ξ1)− µ02(T, P )
]
, (2.4.15)
where µ0i (T, P ) = µi(T, P, ξi = 1) = G(T, P, ξi = 1) denotes the value of the chemical potential of the
pure component i in the state (T, P ). Note that the minimization of Gibbs energy G is equivalent to
the minimization of the Gibbs energy of mixing Gmix, since the latter is equal to the former shifted
by the quantity µ02 + ξ1 (µ1 − µ2). This linear modification obviously does not modify the tpd values
and, subsequently, preserves the stability analysis conclusions. The introduction of the Gibbs energy
of mixing is just more convenient for graphical representation purposes.
A graphical representation of the tpd test is provided in Figure 2.12. The tangent plane being a
hyperplane of a Ns-dimension space, it corresponds to a straight line in the binary mixture case.
This illustrative tpd test shows an unstable case as negative values of the tpd-function are found in
Figure 2.12a.
It appears in Figure 2.12b that the two-phase equilibrium states correspond to the convex hull of the
Gibbs energy of mixing.
2.4.3 Computing the equilibrium at given (T, P,X)
2.4.3.1 Stability test
2.4.3.1.1 Description of the method
Before attempting to compute a two-phase equilibrium state, it is necessary to verify the stability of
the single-phase state (T, P,X). The tpd stability analysis can be reduced to the evaluation of the
tpd function sign at its minima. The strategy then consists in the following steps:
i) Find the location of each local minimum of the tpd function
ii) Evaluate the sign of the tpd function at each local minimum
The search for the minimum of tpd(ξ) for ξ ∈ [0, 1] must obey the following constraint:
Ns∑
i=1
ξi − 1 = 0. (2.4.16)
This constraint can be addressed by introducing the Lagrangian function L:
L(ξ, λ) = tpd(ξ)− λ
 Ns∑
i=1
ξi − 1
 = Ns∑
i=1
ξi(ln ξi + lnϕi − di)− λ
 Ns∑
i=1
ξi − 1
 . (2.4.17)
The stationary points of function L, i.e. its minima, maxima and saddle points, represent the stationary
points of the tpd and hence contain the tpd local minima. The partial derivatives of L at stationary
points are such that :
∂L
∂ξi
= ln ξi + lnϕi − di + 1− λ, i = 1, 2, ..., Ns,
∂L
∂λ
= −
Ns∑
i=1
ξi + 1 = 0.
(2.4.18a)
(2.4.18b)
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(a) Graphical representation of the tpd function which
tests the stability of the composition X = (X1, 1−X1).
This state is unstable, as there exist compositions (ac-
tually any composition with ξ1 > ξ0) for which the tpd
function takes negative values. An example of a two-
phase state minimizing the Gibbs energy, corresponding
to this example, is displayed in the top Figure 2.12b.
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(b) Top diagram: an example of two-phase
mixture of respective compositions Xφ and Xφ′ .
The thick black cross at abscissa X1 represents
the two-phase mixture Gibbs energy of mixing.
Bottom diagram: the equilibrium Gibbs energy of
mixing is represented in solid lines. The green region cor-
responds to a two-phase mixture. The dot-dashed line
shows the unstable one-phase region. The equilibrium
compositions of the two-phase mixtures are Xφeq and
Xφ
′eq .
Figure 2.12: Graphical representation of the stability analysis and two-phase equilibrium for a binary mixture.
Finally, at the stationary points of L denoted (ξS, λS), the tpd-function verifies
tpd(ξS) =
Ns∑
i=1
ξSi (ln ξSi + lnϕi − di) =
Ns∑
i=1
ξSi (λS − 1) = λS − 1. (2.4.19)
The stability condition is then that for all stationary points of L, λS ≥ 1.
In practice, an unconstrained formulation is actually preferred. Instead of working with the mole
fractions ξ of the incipient phase, its extensive composition n′ =
{
n′i
}
i=1...Ns
(in terms of amount of
substance) can be used directly, so that n′ξ = n′, with n′ =
∑Ns
i=1 n
′
i. The function tm is defined as
tm(n′) = (1− n′ + n′ ln (n′)) + n′tpd( n′
n′
)
, (2.4.20a)
tm(n′) = 1 +
Ns∑
i=1
n′i
(
ln
(
n′i
)
+ ln
(
ϕi(n′)
)− di − 1) . (2.4.20b)
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The stationary points n′S of tm satisfy :
∂tm
∂n′i
= ln
(
n′i
S
)
+ ln
(
ϕi
(
n′S
))
− di = 0, i = 1, 2, ..., Ns. (2.4.21)
At the stationary points we obtain :
tm
(
n′S
)
= 1− n′S. (2.4.22)
So that finally, the condition for stability is that at each stationary points of tm, the total amount of
substance is such that n′ ≤ 1. In the scope of this work, the research of the stationary points of tm
is made by a successive substitution method. From a first-guess trial composition n′(0), the update for
the composition at iteration (k + 1) is obtained from
ln
(
n′i
(k+1)
)
= di − ln
(
ϕi
(
n′(k)
))
, (2.4.23)
for i ∈ {1...Ns}. The values of the first guess are computed, as recommended in [Michelsen and
Mollerup, 2004] and used in [Matheis and Hickel, 2018] using Wilson’s approximation of the K-factors,
which reads
ln (Ki) = ln
(
Pc,i
P
)
+ 5.373 (1 + ωi)
(
1− Tc,i
T
)
. (2.4.24)
This approximation is based on a vapour pressure correlation of the form ln (P ) = A− BT (more details
can be found in [Michelsen and Mollerup, 2004], Chapter 10). Two initial guesses are then used:
n′i = XiKi, and n′i =
Xi
Ki
. (2.4.25)
2.4.3.1.2 Example of stability test
In order to illustrate the results from TPD stability tests, the stability region of a H2-N2 mixture is
now compared with results from [Matuszewski, 2011]. The results are presented in figure 2.13, and are
correspond properly to the expected results.
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Figure 2.13: Stability region of a H2-N2 mixture obtained from the TPD analysis. The results from the TPD analysis
are displayed in solid lines. Comparison data consist in experimental points (filled symbols) and computation results
(white symbols) both taken from [Matuszewski, 2011].
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2.4.3.1.3 Remark on the stability of multicomponent mixtures
The thermodynamic instabilities of single-component mixtures are of mechanical nature, in the sense
that they correspond to a negative isothermal compressibility coefficient β. For multicomponent mix-
tures, the instabilities may also be of chemical nature, in the sense that they can be driven by variations
of the chemical composition of the phases.
This higher complexity in the instabilities of multicomponent mixtures results in more complex phase
behaviours than for the single-component instabilities. In this respect, [Van Konynenburg and Scott,
1980] showed that the cubic equations of state are able to predict the various phase stability patterns in
the case of binary mixtures, and classified them into different types. This classification is summarized
in figure 2.14, which shows a projection on the (T, P ) plane of the stability regions for binary mixtures.
The white-filled areas correspond to regions where the mixture is stable for any composition. Blue-
filled areas correspond to thermodynamic points (T, P ) for which there exist mixture compositions
that lead to liquid-vapour phase separation. Red-filled areas correspond to thermodynamic points
for which there exist mixture compositions that lead to liquid-liquid phase separation (non-miscible
liquids). The blue lines correspond to the saturation curves for the pure components (denoted 1 and
2). The red lines denote thermodynamic points along which there exist compositions that lead to the
coexistence of three phases (two liquid phases and one vapour phase).
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Figure 2.14: Classification of the patterns of thermodynamic instability regions of binary mixtures. Projection on the
(T, P ) plane of the (X1, T, P ) three-dimensional phase stability diagram. ``v denote denotes the line along which two
liquid phases and a vapour phase can coexist for certain compositions. UCEP stands for upper critical end point and
LCEP for lower critical end point, the points where two of the three coexisting phase become identical. For more details,
the reader is referred to [Prausnitz et al., 1998].
More details about the different instability patterns can be found in chapter 12 of [Prausnitz et al.,
1998].
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It is worth noting that the implemented multicomponent solver for the present work is restricted
to equilibriums between two phases, so that three-phase coexistence points are not considered at the
moment. The reader is referred to [Michelsen and Mollerup, 2004] for more details on N -phase stability
analysis and equilibrium computations.
2.4.3.2 Finding the equilibrium two-phase composition for unstable states
Once an unstable state has been spotted, it is necessary to find the compositions of the two equilibrium
phases. This can be achieved by means of a successive substitution method using the K-factors defined
in equation (2.4.7). Starting from an initial guess for the K-factors, K(0)i , the following iterative
procedure is used to find the equilibrium.
From values of the K-factors K(k)i obtained at iteration (k), the estimates of the phases composition
X`
(k) and Xv(k) can be computed by solving the Rachford-Rice equation (2.4.10). This is done by
finding the zero of function RR(x`), defined by:
RR(x`) =
Ns∑
i=1
Xi
(
K
(k)
i − 1
)
x` + (1− x`)K(k)i
. (2.4.26)
The derivative of this function reads
RR′(x`) =
Ns∑
i=1
Xi
(
K
(k)
i − 1
)2
[
x` + (1− x`)K(k)i
]2 > 0. (2.4.27)
This monotonically increasing function then has one zero for x` ∈ [0, 1] provided RR(0) < 0 and
RR(1) > 0.
The solution x` of the Rachford-Rice equation is then used to compute the phases compositions as
X`i
(k) = Xi
x` + (1− x`)K(k)i
,
Xvi
(k) = XiK
(k)
i
x` + (1− x`)K(k)i
.
(2.4.28a)
(2.4.28b)
Note that the interval in which the solution should be searched for can be reduced using the consistency
of phases’ mole fractions X`i ≤ 1 and Xvi ≤ 1. Indeed, for any component i with a K-factor smaller
than unity, the consistency of the liquid mole fraction gives
x` ≥ Xi −K
(k)
i
1−K(k)i
, (2.4.29a)
and the one of the vapour mole fraction
x` ≤ K
(k)
i (1−Xi)
K
(k)
i − 1
. (2.4.29b)
The initial bounds for the zero-finding are then
xmin` = max
 max
i=1..Ns
{
Xi −K(k)i
1−K(k)i
}
, 0
 ,
xmax` = min
 min
i=1..Ns
{
K
(k)
i (1−Xi)
K
(k)
i − 1
}
, 1
 .
(2.4.30a)
(2.4.30b)
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If RR(xmin` ) > 0 or RR(xmax` ) < 0, the problem has no solution within [0, 1] and the computation fails
for the current value of the K-factors. A better initial guess for the K-factors is then required. Note
that for the practical cases computed in the scope of this work, there have always been at least one
initial guess K(0), defined from Wilson’s K-factors (2.4.24) that achieved convergence.
If one has the conform inequalities RR(xmin` ) < 0 or RR(xmax` ) > 0, these quantities are used as initial
bounds for the iterative zero-finding method. It is then successively updated by computing a Newton
step from the midpoint value xnew` = x` − RR(x`)RR′(x`) , with x` =
xmin` +x
max
`
2 . If RR(xnew` ) < 0, then xmin`
is updated to xmin` = xnew` . Otherwise, xmax` is updated to xmax` = xnew` , until a convergence criterion
is met. The global successive substitution method is convergent provided the initial guesses are good
enough. For more details about convergence, the reader is referred to Chapter 10 of [Michelsen and
Mollerup, 2004].
2.4.4 Computing the equilibrium at given (ρ, es,X)
This section describes the practical implementation of the equilibrium within the hyperbolic solver, that
allows to retrieve the thermodynamic equilibrium state from the transported conservative variables.
In order to retrieve the thermodynamic equilibrium state from given (ρ, es,X), an outer-loop based
on a Newton-Raphson algorithm is used.
2.4.4.1 Preliminary checks
2.4.4.1.1 The case of single-component and quasi-single-component mixtures
Before effectively applying the iterative solver to search for a possible two-phase equilibrium, the max-
imum value of the species mole fractions Xmax = max
i∈[1,Ns]
{Xi} is computed. The mixture composition
is considered to be very close to a single-component mixture if
Xmax > 1− 1c, (2.4.31)
with 1c a threshold value typically set to 1c = 10−4 in the present work. In this case, the exact
multicomponent equilibrium is not computed. Instead, the approximate thermodynamic equilibrium of
section 2.3.3 is considered. This allows to save time and also to avoid convergence issue, since in practice
the exact multicomponent equilibrium computation is observed to have difficulties to converge when
the mixture is very close to a single-component one. The stability test for approximate equilibrium
is then applied and, if the mixture is found to be unstable, the approximate two-phase equilibrium is
computed.
Note that this differs from the strategy of [Matheis and Hickel, 2018], who simply assume the phase to
be stable when condition (2.4.31) is verified. This may yield the wrong fluid state for example if the
flow is such that a single-component region undergoes cavitation. Conversely, the method presently
described allows to find any unstable state, whether the fluid is a single-component or multicomponent
mixture.
2.4.4.1.2 Evaluating the stability of the single-phase solution
If condition (2.4.31) is not met, the single-phase state T 1-phase, P 1-phase corresponding to the given
dataset (ρ, es,X) is computed. Then, the stability test of section 2.4.3.1.1 is applied to the obtained
state (T 1-phase, P 1-phase,X). If the mixture is stable, the single-phase solution is kept. Otherwise,
the two-phase state at equilibrium must be computed, by means of an iterative procedure. This is
described in the following.
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2.4.4.2 Iterative loop
2.4.4.2.1 First guess
An initial guess
(
T (0), P (0),X(0)
)
of the fluid state is used, typically taken from the previous iteration
n: (
T (0), P (0),X(0)
)
= (Tn, Pn,Xn) . (2.4.32)
2.4.4.2.2 Iterations
A two-dimensional Newton-Raphson iterative strategy is then applied. The objective function consid-
ered is
fobj
[T (k)
P (k)
] =
 ρ
(
T (k), P (k),Xn+1
)
− ρn+1
es
(
T (k), P (k),Xn+1
)
− en+1s
 , (2.4.33)
where ρ
(
T (k), P (k),Xn+1
)
and es
(
T (k), P (k),Xn+1
)
are the two-phase mixture density and sensible
energy, obtained from the equilibrium computation of section 2.4.3.2, applied to the current iteration
state
(
T (k), P (k),Xn+1
)
.
The Jacobian matrix J obj of the objective function fobj is computed numerically, as no analytic
formulation for this function is available. It reads
J obj ≈
 ρ
(
T (k)+∆T,P (k),Xn+1
)
−ρ
(
T (k)−∆T,P (k),Xn+1
)
2∆T
ρ
(
T (k),P (k)+∆P,Xn+1
)
−ρ
(
T (k),P (k)−∆P,Xn+1
)
2∆P
es
(
T (k)+∆T,P (k),Xn+1
)
−es
(
T (k)−∆T,P (k),Xn+1
)
2∆T
es
(
T (k),P (k)+∆P,Xn+1
)
−es
(
T (k),P (k)−∆P,Xn+1
)
2∆P
 .
(2.4.34)
2.4.4.2.3 Final state
The solver iterates until the following criterion is fulfilled:
ρ
(
T (k), P (k),Xn+1
)
− ρn+1
ρn+1
< ,
es
(
T (k), P (k),Xn+1
)
− en+1s
en+1s
< ,
(2.4.35a)
(2.4.35b)
with  a convergence threshold.
2.4.5 Illustration of the different equilibrium computations
2.4.5.1 H2-O2 mixture
We now consider a H2-O2 interface, for which we compute both the exact and approximate equilibriums.
The pressure is set to P = 10 bar, as this will be the operating pressure for simulations of Chapter 6.
The input profile for the density and species is given as:{
ρYH2(x) = ρ0H2
[
1− fρ(x)
]
,
ρYO2(x) = ρ0O2fρ(x),
(2.4.36a)
(2.4.36b)
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with the values ρ0H2 = 0.8 kg/m
3 and ρ0O2 = 1200 kg/m
3. The profile fρ is given by:
fρ(x) =
1
2
[
1 + erf
(
10
(
x− 1/2))] , (2.4.37)
where erf is the error function, defined as
erf(x) = 1√
pi
∫ x
−x
e−τ
2
dτ. (2.4.38)
The results of the equilibrium computations are presented in figure 2.15.
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Figure 2.15: Comparison of the thermodynamic quantities within an interface at P = 10 bar and P = 20 bar for the exact
and approximate equilibriums, considering an H2-O2 mixture. Solid lines denote the profiles for the exact equilibrium
computation. Dotted lines represent the approximate equilibrium computations.
The obtained profiles are very similar. The approximate equilibrium tends to slightly shift the profiles
towards the cold/pure-O2 region. The temperature values obtained within the interface are close, and
the widths of the two-phase diffuse interface region, where y` ∈ ]0, 1[ are almost equal.
This validates the use of the approximate equilibrium formulation for the liquid rocket engine injection
simulations that will be proposed in Chapter 6.
Note that when going to higher pressures, typically above the critical pressure of the pure components
(see figure 2.16b), the approximate computation appears not to retrieve a two-phase region, the liquid
volume fraction switching directly from zero to one without intermediary values. This can be explained
by the fact that the approximate equilibrium formulation, being similar to a single-component compu-
tation, addresses mechanical instabilities but not chemical instabilities. As the mechanical instabilities
vanish when the pressure is too high compared to the critical pressure of the pure components, the
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Figure 2.16: Comparison of the thermodynamic quantities within an interface at P = 40 bar and P = 60 bar for the exact
and approximate equilibriums, considering an H2-O2 mixture. Solid lines denote the profiles for the exact equilibrium
computation. Dotted lines represent the approximate equilibrium computations. The approximate computation at 60
bar displays no thermodynamic instability, switching from pure "vapour-like" fluid with y` = 0 to pure "liquid-like" fluid
with y` = 1.
approximate equilibrium formulation does not allow to retrieve the unstable zone. Therefore, computa-
tions in pressure ranges above the pure components critical pressures require the exact multicomponent
equilibrium computation.
Note that at higher pressures (see figure 2.17), there is no more instability, even for the exact formu-
lation, so that both computations predict the same thermodynamic state.
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Figure 2.17: Comparison of the thermodynamic quantities within an interface at P = 80 bar and P = 100 bar for
the exact and approximate equilibriums, considering an H2-O2 mixture. Solid lines denote the profiles for the exact
equilibrium computation. Dotted lines represent the approximate equilibrium computations.
2.4.5.2 CH4-O2 mixture
An additional illustration of comparisons between the approximate and exact equilibriums for a CH4-
O2 mixture is displayed through figures 2.18 to 2.20. Similar density and species profiles are considered,
with value ρ0CH4 = 10 kg/m
3 all other input values being identical to the previous H2-O2 case.
Again, very similar results are observed with the two formulations at low pressures (see figures 2.18
and 2.19a). Above the pure components critical pressure, as observed in the previous paragraph, the
approximate equilibrium computation does not retrieve the two-phase region (see figure 2.19b). The
results become identical again at higher pressures, where there is no more instability, for the simplified
as well as for the exact formulation (see figure 2.20).
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Figure 2.18: Comparison of the thermodynamic quantities within an interface at P = 10 bar and P = 20 bar for the exact
and approximate equilibriums, considering an CH4-O2 mixture. Solid lines denote the profiles for the exact equilibrium
computation. Dotted lines represent the approximate equilibrium computations.
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Figure 2.19: Comparison of the thermodynamic quantities within an interface at P = 40 bar and P = 60 bar for the exact
and approximate equilibriums, considering an CH4-O2 mixture. Solid lines denote the profiles for the exact equilibrium
computation. Dotted lines represent the approximate equilibrium computations.
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Figure 2.20: Comparison of the thermodynamic quantities within an interface at P = 80 bar and P = 100 bar for
the exact and approximate equilibriums, considering an CH4-O2 mixture. Solid lines denote the profiles for the exact
equilibrium computation. Dotted lines represent the approximate equilibrium computations.
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2.5 Conclusion
This chapter recalled the basic principles of thermodynamics, and the theoretical background that
allows to address non-ideal thermodynamics. In particular, the family of cubic EoS was carefully
studied, as they provide a relevant framework for the target applications.
Then, thermodynamic stability has been introduced, in the cases of single-component and multicom-
ponent mixtures. The two-phase equilibrium condition for unstable states has been described, and its
practical computation has been presented. In particular, the tangent plane distance stability test and
the algorithm for the computation of the two-phase equilibrium have been described, requiring rather
complex calculations.
In order to reduce the complexity of equilibrium calculations, an approximate formulation of the
thermodynamic equilibrium has been proposed, and its relevance in the case of a H2-O2 mixture in the
operating conditions of a case of interest – to be described in chapter 6 – has been evidenced. For this
simplified equilibrium formulation, a efficient computational method was proposed, based on reduced
saturation properties.
After this description of the thermodynamics, the subsequent chapter focuses on the state-of-the-art
of interface modeling techniques.
Chapter 3
Interface modeling
This chapter proposes a brief overview of the most commonly used methods for the modeling
of separate two-phase flows. In particular, the representation of the interface and the de-
scription of pure phases are recalled for the different modeling strategies, and their range of
interest is recalled.
3.1 Introduction
Liquid injection is encountered in a majority of internal combustion engines. The efficiency and
quality of the combustion process is tightly related with the effectiveness of the injection, atomization
and evaporation of the liquid reactant. If the modeling and simulation of such flows are of primary
importance for industrial applications, they also represent a theoretical challenge that is actively faced
by many research groups.
The typical topology encountered when atomizing a liquid jet with coaxial injection is displayed in
Figure 3.1. The first part of the jet consists of a potential core which further destabilizes. The joint
Figure 3.1: Experimental case of a liquid water jet breakup by high-speed coaxial annular air flow (picture taken
from [Charalampous et al., 2009]).
contributions of the shear stresses due to the velocity difference and of the surface tension lead to
a primary breakup of the jet. The resulting liquid ligaments and large droplets are then subject to
a secondary breakup process, that yields the smaller droplets. These dynamics eventually increase
the total surface of the liquid-vapour interface, enhancing the evaporation process that is of major
importance in the context of combustion systems.
Three main regimes are typically encountered along the atomization of a liquid jet, as depicted in
Figure 3.2. The present work focuses on the modeling of the separate two-phase flow regime. In
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this context, the flow to be solved consists in regions of single-phase flows (the bulk phases), that are
separated by an interface. The typical order of magnitude of the liquid-vapour interface thickness, is
separate regime intermediate
regime
disperse regime
Figure 3.2: Schematic representation of the different two-phase flow regimes encountered in a liquid jet atomization.
about 10−10 m to 10−6 m. In this respect, the modeling of two-phase flows within industrial burners
of a typical size of 10−1 m involves huge scale disparities, which are largely non-affordable for direct
computation.
In order to overcome this issue, different strategies have been considered and are briefly summarized in
what follows. First section 3.2 presents the family of sharp-interface methods. Such methods represent
the interface as a discontinuity between the liquid and the gas phases. Then, section 3.3 is dedicated
to the description of the family of diffuse-interface methods, which treat the liquid-vapour interface as
a diffuse medium with a proper thickness. This will allow in particular to support the choice of the
present work to use a diffuse-interface method, namely a multifluid method.
3.2 Sharp-interface methods
The family of sharp-interface methods (SIM) represent the interface as a sharp discontinuity between
the phases. From this idea, a variety of strategies can be used to transport the interface, reconstruct
its topology, and address the coupling between the evolution of the phases and the interface. In the
present section, overviews of the three main SIM strategies are presented sequentially, each of them
having multiple variants.
First, the level-set method is presented in section 3.2.1. It is based on the representation of the interface
as an iso-value of the level-set function, e.g. the zero-value line of the signed distance to the interface.
This level-set function is then transported and frequently re-initialized to remain representative of the
signed distance value. Although this strategy is very straightforward to implement, it suffers relatively
strong mass-conservation issues. Advanced formulations, using other level-set function formulations
and re-initialization strategies, allow to reduce the mass-conservation errors, to the cost of an increased
complexity. Such methods usually need to be combined with high-order numerical methods.
Then, section 3.2.2 describes the volume-of-fluid method. This method is dedicated to the simulation of
incompressible flows. It consists in transporting the phases volume fraction to reconstruct the interface
topology. The interface reconstruction is performed by means of optimization methods. Once obtained,
the interface geometry is used to transport the volume fraction using a semi-Lagrangian transport.
Such transport is typically performed by dimensional splitting strategies for structured meshes. In
the unstructured case, geometric methods are required, leading to an increasing complexity with the
number of dimensions. The advantage of the volume-of-fluid method is that, the volume fraction being
directly transported, it ensures discrete mass conservation.
Finally, the front-tracking method is studied in section 3.2.3. This method can be used for both incom-
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pressible and compressible two-phase flows. In a nutshell, it consists in tracking the interface positions
by means of Lagrangian markers carried with the flow. The markers transport is straightforward and
allow for an efficient tracking of the interface. Conversely, such method is subject to mass-conservation
issues. Also, the markers regularly need to be redistributed homogeneously along the interface when the
deformation is strong or when interfaces merge, which can deteriorate the simplicity and effectiveness
of the method.
3.2.1 Level-set methods
The level-set (LS) method consists in representing the interface as an isocontour of a smooth quantity
Φ (the LS function). This idea was first proposed by [Osher and Sethian, 1988] to address front
propagation in combustion and crystal growth problems. Then, [Mulder et al., 1992] and [Sussman
et al., 1994] extended this idea to treat Rayleigh-Taylor instabilities in the context of two-phase flows.
More recently, the idea was further improved by [Olsson and Kreiss, 2005,Desjardins et al., 2008] to
provide formulations that conserves the level-set function and enhance mass conservation.
3.2.1.1 Signed-distance level-set method
Early works, e.g. [Sussman et al., 1994], used to define the LS function Φ as the signed normal distance
d to the interface ΓI , so that∣∣Φ(~x, t)∣∣ = ∣∣d(~x,ΓI(t))∣∣ = min
~xI∈ΓI(t)
|~x− ~xI | , (3.2.1)
with for instance Φ(~x, t) < 0 on the liquid side and Φ(~x, t) > 0 on the vapour side. This distance
function obviously fulfills the following conditions:
∣∣∣ ~∇d∣∣∣ = 1 for ~x ∈ Ω,
d = 0 for ~x ∈ ΓI(t),
(3.2.2)
where Ω is the computational domain.
The interface corresponds to the iso-level Φ = 0. The interface position is then tracked by solving the
following evolution equation for the level-set function:
∂Φ
∂t
+∇ · (Φ~u) = 0. (3.2.3)
Naturally, equation (3.2.3) does not generally guarantee that Φ remains a distance function. Therefore,
a reinitialization step is performed after each transport iteration to overcome this issue. The reini-
tialization step is formulated by [Sussman et al., 1994] as the steady-state resolution of the following
equation:
∂Φ
∂τ
= sign (Φ)
(
1−
∣∣∣ ~∇Φ∣∣∣) , (3.2.4)
with the sign function defined as
sign (Φ) =

−1 if Φ < 0,
0 if Φ = 0,
1 if Φ > 0.
(3.2.5)
It is clear that the exact resolution of equation (3.2.4) preserves the 0-LS function isovalue and does
not modify the interface location. Nonetheless, the numerical errors made with the resolution of (3.2.4)
induce modifications in the 0-LS function isovalue. In such method, both the LS transport (3.2.3) and
its reinitialization generate mass conservation errors which are unacceptably high, hence a need for
improved LS methods.
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3.2.1.2 Conservative level-set method
As pointed out by [Olsson and Kreiss, 2005], if the LS function were instead a Heaviside function, and
if the numerical resolution of the transport equation (3.2.3) were conservative, the interface location
would be exactly transported and there would be no mass conservation error. As it is not possible to
transport a Heaviside function accurately using classic hyperbolic numerical methods, the following
smoothed Heaviside function Hs is used instead:
Hs(Ψ) =

0, Ψ < −ε,
1
2 +
Ψ
2ε +
1
2pi sin
(
piΨ
ε
)
−ε ≤ Ψ ≤ ε,
1, Ψ > ε,
(3.2.6)
with ε a smearing parameter. The LS function is defined as
Φ(~x, t) = Hs(d(~x,ΓI(t))), (3.2.7)
in which case the interface corresponds to Φ = 0.5. Similarly, the LS function can be defined using a
hyperbolic tangent function, as in [Desjardins et al., 2008]:
Φ(~x, t) = 12
[
1 + tanh
(
d(~x,ΓI(t))
2ε
)]
, (3.2.8)
Again, the interface corresponds to the isolevel Φ = 0.5.
The smearing parameter ε is then defined relatively to the mesh size, for the variations of the initial
level-set profile Φ0(~x) to be resolved. This definition allows to directly use function Φ to represent the
density and viscosity variations across the interface, without having to use the distance d(~x,ΓI0).
In [Olsson and Kreiss, 2005], the re-initialization step consists in the following evolution equation:
∂Φ
∂τ
+∇ · (Φ (1− Φ)~n) = ε∆Φ. (3.2.9)
This equation is solved in the pseudo-time τ until the stationary solution is reached. The divergence
term on the left-hand side acts as a compressive term to prevent the numerical diffusion of the profile.
The right-hand side term is a diffusive term. The two adverse contributions of the compressive and
diffusive terms maintain the interface thickness to a typical value close to 2ε.
Since both the transport (3.2.3) and reinitialization (3.2.9) are conservative, this method is called the
conservative level-set method. Nevertheless, this denomination refers to the exact conservation of the
LS function and is not to be mistaken with the mass conservation, which is not exactly guaranteed.
The reinitialization (3.2.9) involves an isotropic diffusion, causing modifications of the LS function in
the direction tangent to the interface that are not counterbalanced by the compressive term which
only acts on the normal direction, generating mass conservation error. In order to overcome this
problem, [Olsson et al., 2007] proposed the following anisotropic-diffusion version of the re-initialization
equation:
∂Φ
∂τ
+∇ · (Φ (1− Φ)~n) = ∇ · (ε (∇Φ · ~n)~n) . (3.2.10)
From a given LS function field, different strategies can be adopted to approximate the interface normals
on the grid. Early methods use the normalized gradient of the LS function as the interface normal,
~n =
~∇Φ∣∣∣ ~∇Φ∣∣∣ . (3.2.11)
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In [Desjardins et al., 2008], it is observed that the direct computation of the normals from the trans-
ported LS function leads to improper approximations of the normals, as soon as spurious oscillations
are present on Φ. In this case, an additional reinitialization step is processed as a pre-treatment to
rebuild the distance function d from the LS function Φ using a fast marching method. The interface
normals are then computed as
~n =
~∇d∣∣∣ ~∇d∣∣∣ . (3.2.12)
The obtained normal vector is kept constant throughout the iterations of the reinitialization step
described by equation (3.2.10).
3.2.1.3 Numerical methods
The fundamental advantage of the LS method is that the quantity transported to represent the sharp
interface is smooth, allowing for a well-behaved numerical transport. In the conservative LS method
of [Olsson et al., 2007], as the normals are computed using the conservative LS function (3.2.11), it is
important to prevent numerical oscillations on Φ. In this context, high-order accuracy can be achieved
either by means of non-linear total variation diminishing (TVD) methods, such as the MUSCL scheme
of [van Leer, 1979], combined with a flux limiter [Sweby, 1984] or using higher-order weighted essentially
non-oscillatory (WENO) schemes from [Liu et al., 1994].
In their accurate conservative level-set formulation, [Desjardins et al., 2008] take advantage of their
robust interface normal approximation from equation (3.2.12). As this method is radically less sensitive
to numerical oscillations, a non-oscillatory numerical scheme is not absolutely necessary, hence their
choice for cheaper higher-order methods such as the high-order upstream centered schemes (HOUC)
exploited in [Nourgaliev and Theofanous, 2007].
A computational example from [Desjardins et al., 2008] is provided in Figure 3.3.
(a) Snapshots of the interface. (b) Mass conservation error with respect to time.
Figure 3.3: Level-set simulation of the turbulent atomization of a liquid Diesel jet, taken from [Desjardins et al., 2008].
3.2.1.4 Compressible flows
The LS method can also be formulated in the context of compressible flows [Fedkiw et al., 1999,Abgrall
and Karni, 2001,Kinzel et al., 2018]. Because of the strong variations of the thermodynamic properties
between the liquid and gas phases, the direct computation of the fluid transport using classic numerical
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methods yields high numerical errors and leads to strong pressure errors. This issue can be addressed
by means of the ghost-fluid method of [Fedkiw et al., 1999]. In this method, the flux computations at
the interface for each phase is done by considering the other phase’s volume as filled with a “ghost”
version of the former phase. This way, the flux computations do not suffer from the strong variations of
the fluid properties, and spurious pressure oscillations are prevented. The ghost-fluid state is computed
by using the real fluids pressure and velocity values, and by extrapolating the entropy, as depicted in
Figure 3.4. In [Fedkiw et al., 1999], a constant entropy extrapolation is used. Once the fluxes have
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Figure 3.4: Illustration of the ghost-fluid method. Fluid 1 and Fluid 2 refer to the transported phases (e.g. liquid and
vapour). The dashed line represents the interface between phases.
been computed for each phase, the solutions are combined to rebuild the actual real fluid using the
LS function. This treatment is not conservative (in all three variables mass, momentum and energy),
similarly to the incompressible LS formulation. In order to allow for an increased grid resolution in
zones where the LS function evolution leads to mass-conservation errors, the LS method can be used
in combination with adaptive mesh refinement (AMR) techniques. This strategy is applied in [Fedkiw
et al., 1999] in a compressible context and a snapshot of the computation is displayed in Figure 3.5. It is
shock
shock
Figure 3.5: Schlieren image of a bubble-shock interaction using the level-set ghost-fluid method. The dashed lines
represent the initial conditions, the red one displaying the initial shock front position and the blue one the initial
interface location. The blue solid line displays the interface state at the time of the snapshot. Image taken from [Fedkiw
et al., 1999].
worth mentioning that the appearance/disappearance of phases (e.g. in the case of boiling or cavitating
flows) is not addressed by the LS method, since the LS function is only advected and reinitialized.
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3.2.1.5 Conclusions
The level-set method provides a convenient framework that is relatively simple to formulate and imple-
ment, and allows to simulate atomization, coalescence of jets with complex geometries, provided a fine
enough grid. The compressible formulation of the LS method also provides an interesting framework
towards the simulation.
The major drawback of such method is the absence of discrete mass conservation due to the non-
conservation of the volume bounded by the isosurface representing the interface. In the compressible
context, all the transported variables are subject to conservation errors, which may harm the compu-
tational accuracy after a certain physical time.
3.2.2 Volume-of-fluid methods
The volume-of-fluid methods (VoF) find their origins in the works of [DeBar, 1974,Noh and Woodward,
1976,Hirt and Nichols, 1981]. This methods consists in reconstructing the interface geometry, using
the knowledge of the liquid volume fraction z` (also called VoF function in this context) within each
cell volume Vij , defined as
z`,ij(t) =
V`,ij
Vij =
1
Vij
∫
Vij
χ`(~x, t) d~x, (3.2.13)
where V is the volume of the considered cell and χ` the characteristic function of the presence of the
liquid, that is
χ`(~x, t) =
{
1 if the liquid phase is present at position ~x and time t,
0 otherwise. (3.2.14)
3.2.2.1 Interface representation
The VoF method relies on an interface reconstruction, in order to obtain the sharp interface topology
from the knowledge of the VoF function. A simple and widely used strategy is to approximate the
sharp interface by a linear function within each cell (a line in 2D or a plane in 3D). This interface
representation is referred to as the Piecewise Linear Interface Calculation (PLIC) method, introduced
in [Youngs, 1982]. An even more elementary method, called Simple Line Interface Reconstruction
(SLIC) [Noh and Woodward, 1976], consists in considering that the interface is parallel to a cell face,
allowing for a more straightforward implementation at the cost of the accuarcy of the reconstruction.
These techniques are depicted in Figure 3.6.
In order to perform PLIC reconstruction, the normal vector to the interface must be computed.
3.2.2.2 Interface normal reconstruction
The basic idea driving the interface normal reconstruction strategies is to use the neighbouring cells
VoF function values in order to find the best approximation of the local interface position and direction.
The Parker’s and Youngs’ method [Parker and Youngs, 1992] proposes a direct computation of the inter-
face normal by considering that the interface normal is colinear to ∇z`. This gradient is approximated
from central differences of the VoF function. The details of this method can be found in [Pilliod Jr and
Puckett, 2004], in which it is also shown that the Parker and Youngs’ method is unable to reconstruct
all linear interfaces exactly – a necessary condition for the method to be second-order accurate.
Conversely, the Least-square VoF interface reconstruction algorithm (LVIRA), achieves second-order
accurate reconstruction of curved interfaces through an iterative procedure. It consists in finding the
interface normal ~nij which, for a linear interface extrapolation over the direct neighbours, minimizes the
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Figure 3.6: VoF reconstruction of an interface within a mesh. The numbers indicate the value of the VoF function z`.
discrete L2 error E2ij between the VoF function values in direct neighbours z`i′j′ and its extrapolated
values zext`i′j′ ( ~nij).
E2ij =
 1∑
k,l=−1
(
zext`i+k,j+l(~n)− z`i+k,j+l
)2 12 (3.2.15)
For structured grids, the efficient LVIRA method (ELVIRA) consists in reducing this minimization
problem to only six candidate normal reconstructions. These candidates are obtained from finite
differences of the VoF function values within the neighbour cells and is shown to maintain second-
order accuracy by [Pilliod Jr and Puckett, 2004].
For unstructured grids, the geometric least-squares method (GLS) of [Mosso et al., 1996] is able to re-
construct all linear interfaces exactly. It consists in iteratively approaching the normal to the interface.
For a cell containing an interface, the middle of the interface within each neighbour is taken. For each
pair of neighbours, the interface middles are connected by a straight line (in 2D). The normal to this
straight line is used to define an approximate interface normal. The normal update is obtained from a
least-square regression from all such approximate normals obtained for each pair of neighbours. This
process is repeated until convergence. It achieves second-order accuracy in unstructured meshes, at
the cost of expensive iterations, since each iteration requires the reconstruction of the whole interface.
Although these classic methods are still commonly used (see for instance [Owkes and Desjardins, 2014]),
it is worth mentioning that the development of interface normal reconstruction techniques is still an
active research topic among VoF-related works (e.g. the embedded height-function method of [Ivey and
Moin, 2015]), in order to provide efficient and accurate methods for 3D unstructured hybrid meshes.
Another interesting strategy to obtain the interface normal is to transport the material centroid in
addition to the VoF function, which relates to the first-order moment of the characteristic function
χ` [Dyadechko and Shashkov, 2005]. This method is called the Moment-of-Fluid method and allows
for a straightforward reconstruction of the normal at the cost of an additional transport equation.
The coupled level-set and volume-of-fluid (CLSVOF) strategy of [Sussman and Puckett, 2000] trans-
ports a level-set function in addition to the VoF function. The level-set function is then used to
compute the interface normal. The interface is then obtained as having this normal and is positioned
in the cell to match the value of the VoF function.
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3.2.2.3 Interface transport
This method applies to incompressible flows, and is described by the set of equations
∂ρ
∂t
+ ~u · ∇ρ = 0,
∇ · ~u = 0,
∂~u
∂t
+ (∇~u) · ~u+ 1
ρ
∇P = 0,
∂z`
∂t
+ ~u · ∇z` = 0.
(3.2.16a)
(3.2.16b)
(3.2.16c)
(3.2.16d)
Unlike the mass and momentum transports, the VoF function evolution is evaluated using the knowl-
edge of the interface topology thanks to a semi-Lagrangian transport.
If the one-dimensional semi-Lagrangian transport allows for a straigthforward computation of the
VoF function flux, the multidimensional case raises non-trivial issues, that are still currently stud-
ied. Historically, as the first VoF methods were applied to structured meshes, dimensional splitting
methods have been considered [Hirt and Nichols, 1981]. Such methods require to perform an interface
reconstruction after the transport along each dimension. A particular care must be taken to ensure
conservation when using dimensional splitting. Indeed, although the multi-dimensional velocity fluid is
solenoidal, there is no reason for the velocity fluid along each separate direction to be divergence-free.
In this respect, [Weymouth and Yue, 2010] describes a dimensional-splitting strategy that preserves
mass conservation.
In order to get rid of the splitting error, unsplit transport methods, relying on geometric considerations
have been introduced by [Pilliod Jr and Puckett, 2004] for two-dimensional cases. Unsplit methods are
still an active research field – see for example [Hernández et al., 2008,Owkes and Desjardins, 2014,Ivey
and Moin, 2017] – for the development of three-dimensional computationally efficient methods. One
of the main challenges in such methods is to avoid the VoF function fluxes to be overlapping, which
would jeopardize the conservation of the VoF function. For example, in [Owkes and Desjardins, 2014],
the velocities are evaluated at the cell’s vertices. This is illustrated in Figure 3.7.
overlapping
fluxes
(a) Overlapping fluxes when using
face velocities (green arrows)
(b) Non-overlapping fluxes using
vertex velocities (green arrows)
Figure 3.7: Unsplit strategy for VoF function fluxes evaluation
In this latter reference, the three-dimensional extension is achieved by decomposing the flux volume
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into a collection of simplices (tetrahedron) in each of which the amount of liquid is evaluated. This
approach also requires to correct the flux volume in order to guarantee discrete conservation.
3.2.2.4 Example of volume-of-fluid application
An example of application is depicted in Figure 3.8. It shows the ability of the volume-of-fluid method
to predict the primary and secondary breakups of the jet. Ligaments are formed, and break up into
small droplets.
Figure 3.8: Atomization of a water jet in quiescent air. Taken from [Le Chenadec and Pitsch, 2013].
3.2.2.5 Conclusion
The VoF method is a currently actively studied method that allows for a conservative transport in
the context of incompressible flows. Although the underlying idea is simple, its application requires to
take specific care. In particular, increased complexity is encountered when dealing with unstructured
multidimensional implementations.
3.2.3 Front-tracking methods
The front-tracking method [Glimm et al., 1981] consists in using Lagrangian markers to track the
position of the interface. The interface is then assimilated to a line (in 2D) or a surface (in 3D)
connecting the markers together, obtained either by linear or higher-order interpolation.
This method has the ability to solve incompressible or compressible flows. Unlike the VOF method
for incompressible flows, the conservation of mass and energy for the phases is not guaranteed, as the
transport of the front markers and the reconstruction of the interface do not guarantee such conser-
vation. In addition, the method requires intensive transfers of information between the Lagrangian
markers and the flow field.
The different operations applied to the markers in the front-tracking method are now briefly described.
These operations – and in particular the involved data management – are responsible for the high
complexity of implementation for this method, which is one of its main drawbacks.
3.2.3.1 Transporting the markers
The propagation of the markers is performed by integrating the local flow velocity over time. For
example, Runge-Kutta methods can be used. For a marker m, and the classical RK4 method, this
writes
~xn+1m = ~xnm +
1
6 (~u1 + 2~u2 + 2~u3 + ~u4) ∆t, (3.2.17)
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with 
~u1 = ~u (~xnm, t) ,
~u2 = ~u
(
~xnm + ∆t2 ~u1, t+
∆t
2
)
,
~u3 = ~u
(
~xnm + ∆t2 ~u2, t+
∆t
2
)
,
~u4 = ~u (~xnm + ∆t~u3, t+ ∆t) ,
(3.2.18a)
(3.2.18b)
(3.2.18c)
(3.2.18d)
where ~u (~x, t) is an approximated local flow velocity at point ~x and time t.
It is readily seen that this method has no reason to strictly guarantee mass conservation for the phases.
In addition, each marker being advected separately, any error made on the marker transport causes the
mass bounded by the finally reconstructed interface to vary from its initial value. Two issues can be
responsible for transport errors. First, the discrete integration scheme, for instance (3.2.17), introduces
numerical errors. High-order methods naturally lead to reduced numerical errors and improve mass
conservation. Second, the interpolation method used to approximate the local flow velocity v (x, t) from
the values of the velocity at the grid points can lead to errors. Indeed, a non-solenoidal approximate
velocity field can be obtained even though a divergence-free velocity field has been guaranteed by the
Eulerian transport scheme at grid points. For this reason, one can take advantage of the improved
interpolation methods developed by the Immersed Boundary Method community ( [Peskin and Printz,
1993,Muldoon and Acharya, 2008]) to provide divergence-free velocity at the marker positions.
3.2.3.2 Reseeding the interface markers
Once the markers have been transported, the deformations of the interface may lead to an unbalanced
marker distribution along the interface. In order to maintain a satisfying representation of the interface,
it can be necessary to reseed the markers, by removing and/or adding some of them [Popinet and
Zaleski, 1999].
This requires to have a versatile data structure to aggregate the interface data, that must typically
contain the marker indices, their position and their neighbouring markers they are connected to.
Reseeding causes this data structure to be modified at various point and the links between neighbouring
markers must be properly updated. In addition, when two interfaces collide, a merging must be
performed, and the interface data must be updated in this respect. Similarly, when the flow dynamics
pinch off a phase inclusion, the corresponding interface must split in two different interfaces to render
the break-up. For example, the results of [Shin and Juric, 2002] for the simulation of such interface
topology changes are depicted in Figure 3.9.
3.2.3.3 Retro-coupling with the flow
Once the interface markers have been transported, the interface is reconstructed using interpolation
methods such as cubic spline interpolation. The new interface position and topology is then used to
evaluate the Eulerian flow properties to solve for the Navier-Stokes equations.
In the incompressible case, the interface location allows to directly update the density values, since it
is assumed constant within each phase. The velocities and pressure are updated subsequently.
In the compressible case, it is possible to use the interface position information to update the flow fields
using a ghost-fluid method (see Paragraph 3.2.1.4) to transport the phases, as done in [Terashima and
Tryggvason, 2009]. The two-phase Navier-Stokes equations are then solved for both fluids and their
respective ghost-fluids and combined back into the flow field solution. Note that, again, the inexact
evaluation of the interface position results in conservation errors. A bubble-shock interaction example
solved using this strategy is depicted in Figure 3.10.
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Figure 3.9: Results of a grazing droplet collision front-tracking simulation. The droplets first coalesce and then break-up
into two droplets. Taken from [Shin and Juric, 2002]
3.2.3.4 Conclusion on the front-tracking methods
The front-tracking method have been used in various situations and can provide satisfying results to
both compressible and incompressible flow simulations. If the interface transport is easy to formulate,
one must be careful with the treatment of high interface deformations and topology changes, in order
to always maintain a satisfying distribution of the markers along the interface. As for the level-set
method, the front-tracking strategy does not guarantee discrete mass conservation. Finally, one of
the main drawbacks of the front-tracking methods is the very high complexity of the implementation,
requiring a specific data structure for the interfaces and complex operations for the markers reseeding,
interface reconstruction and dynamic coupling with the flow model.
3.2.4 Conclusion
Among the sharp interface methods, only the volume-of-fluid method has the property to guarantee
discrete mass conservation to the cost of intensive geometric computations when used with unstructured
meshes. Also, this method is only functional in the incompressible context.
On the other hand, the level-set and front-tracking methods track the interface by means of, respec-
tively, Eulerian or Lagrangian transports. Such methods can be adapted to compressible cases by
means of the ghost-fluid method, which unfortunately suffer conservation issues. Also, these methods
do not address interface formation or disappearance as they require an initially existing interface that
will further evolve with transport and reinitialization/reseeding processes.
In order to elude such drawbacks, the diffuse interface methods are now considered.
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(a) Snapshot at time t = 3.1 µs. The
upper image shows the density gradients,
while the lower image displays pressure
contours.
(b) Mass conservation for different mesh refinements. When the interface
gets deformed, increasing mass-conservation errors appear.
Figure 3.10: Compressible front-tracking simulation of an air bubble in water hit by a shock. The pictures are taken
from [Terashima and Tryggvason, 2009].
3.3 Diffuse-interface methods
Among the Diffuse Interface Methods, two major subfamilies can be defined. The first one, called
phase field methods, relies on an enhanced physical description of the interface thermodynamics. This
interface model thereby intrinsically contains the physical phenomena that characterize the interface
– in particular the surface tension. In this context, the interface thickness must be resolved on the
computational grid, or methods must be found to artificially thicken the interface. This class of
methods has a strong theoretical interest as its construction is anchored in the physics occurring at
the interface, but still raises numerical questions.
The other class of methods is called multifluid methods. They consist in representing the interface at
a macroscopic level by numerically smearing the interface thickness. The artificially diffused interface
zone then requires particular care to be treated, in order to avoid this zone to spread nonphysically
across the domain. In this framework, the physical properties of the interface, such as the surface
tension, can be incorporated afterwards to the model, which benefits from its high modularity.
This section presents an overview of the concepts and achievements of both methods, with a particular
emphasis put on multifluid models, since the present work can be related to such methods.
3.3.1 Phase field methods
The phase field (PF) methods consist in introducing an order parameter Φ, a smoothly varying color
function to characterize each phase. Unlike the level-set function used in the eponymous method
presented in section 3.2.1, this color function is representative of a thermodynamic quantity and varies
gradually from one phase to the other. The example of a liquid-gas mixture, assuming Φ = Φ` in the
liquid and Φ = Φg in the gas phase, modeled by a PF method is displayed in Figure 3.11.
In the framework of PF models, the capillary effects are intrinsically contained in the interface de-
scription. Thereby, unlike the interface representation for sharp interface methods (cf. Section 3.2),
the interface description for PF methods and the capillary effects cannot be treated separately.
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Figure 3.11: Gradually varying thermodynamic quantity Φ used as a phase field to represent the fluid topology and
thermodynamics.
3.3.1.1 Single-component mixtures
For a single-component inviscid mixture, the fluid density can be used as the order parameter Φ = ρ.
The continuous representation of interfaces in single-component fluids was developed by [Rayleigh,
1892] and [van der Waals, 1893], who inferred gradient theories based on the van der Waals EoS. In
this theory, the interface is identified by the gradient of the density. The capillary effects are interpreted
as an additional capillary energy, corresponding to a potential energy of capillarity. In this respect,
the volume-specific Helmoltz energy fˆ cs of a capillary fluid is derived:
fˆ cs (T, ρ, ~∇ρ) = fˆs(T, ρ) +
λ
2
(
~∇ρ
)2
, (3.3.1)
with fˆs the Helmoltz energy defined in (2.1.22a) with λ the capillary coefficient, in m7 · s−2. One can
then show that the enthalpy and Gibbs energy are not modified by the capillary energy. Conversely,
the mass-specific sensible energy and Helmoltz energy of a capillary fluid read:
ecs(T, ρ, ~∇ρ) = es(T, ρ) +
λ
2ρ
(
~∇ρ
)2
,
f cs (T, ρ, ~∇ρ) = fs(T, ρ) +
λ
2ρ
(
~∇ρ
)2
,
(3.3.2a)
(3.3.2b)
and the corresponding pressure is
P c(T, ρ, ~∇ρ) = P (T, ρ)− λ2
(
~∇ρ
)2
. (3.3.3)
It is worth noting that, since the capillary effects do not modify the Gibbs energy, the bulk phases
state of a liquid-vapour interface at equilibrium corresponds to the saturation values predicted by the
EoS.
In [van der Waals, 1893], it is shown that a direct expression of the surface tension coefficient σ can
be formulated. Considering a liquid-vapour interface at temperature T , throughout which the density
gradually evolves from the liquid density ρsat` (T ) at position ~x` to the vapour density ρsatv (T ) at position
~xv, the surface tension coefficient reads
σ =
∫ ~xv
~x`
λ
(
~∇ρ
)2
~n · d~x, (3.3.4)
where ~n is the interface normal.
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This enhanced thermodynamic description involves a modification of the stress tensor of the capillary
fluid, as shown by [Korteweg, 1901,Rocard, 1967]. Thereby, enhanced conservation equations can be
obtained by application of the virtual power principle [Seppecher, 1987]:
∂ρ
∂t
+ ~∇ · (ρ~u) = 0,
∂ρ~u
∂t
+ ~∇ ·
[
ρ~u⊗ ~u+ PmI + λ~∇ρ⊗ ~∇ρ
]
= 0,
∂ρect
∂t
+ ~∇ ·
[
(ρect + Pm) ~u+ λ
(
~∇ρ⊗ ~∇ρ
)
· ~u+ λρ~∇ρ
(
~∇ · ~u
)]
= 0.
(3.3.5a)
(3.3.5b)
(3.3.5c)
The tensor λ
(
~∇ρ⊗ ~∇ρ
)
is usually referred to as Korteweg’s tensor. The total energy ect of the
capillary fluid is the sum of its internal and kinetic energies:
ect = ecs(T, ρ, ~∇ρ) + ec. (3.3.6)
A mechanical pressure term Pm appears in (3.3.5), which is defined as the isotropic part of the stress
tensor:
Pm = P c + λ2
(
~∇ρ
)2
− ρ~∇ ·
(
λ~∇ρ
)
. (3.3.7)
For an isothermal subcritical interface, the stationary solution of system (3.3.5) implies that the in-
terface has a proper thickness hint, which depends on the temperature and the value of the capillary
coefficient [Jamet, 1998].
This theory is very promising as it provides a continuous formulation of two-phase flows conservation
equations, which natively includes the interface physics. Nonetheless, typical values for the interface
width being of the order of 10−9 m to 10−7 m for subcritical temperatures far from the critical point.
Then, it is practically non-affordable to use a mesh to resolve the interface width for direct numerical
simulations of turbulent flows in which the Kolmogorov scales typically range from 10−6 m to 10−4 m,
so that the smallest flow scales are typically 3 orders of magnitude larger than the interface scale.
This motivated the works of [Jamet, 1998], who proposed a strategy to thicken the interface without
modifying its global dynamic properties (typically surface tension). Yet, this method was only appli-
cable in the vicinity of the critical point. Later on, the same author [Jamet et al., 2001] proposed a
more general strategy which consists in modifying the thermodynamics within the interface, resulting
in a greatly increased complexity and computational cost. The recent work of [Nayigizente et al., 2018]
introduced a more efficient thickening method. An example of the destabilization and atomization of
a liquid jet in a periodic domain using this latter method is depicted in Figure 3.12.
However, despite these promising works on the second gradient theory, there remain obstacles to
overcome. The main one concerns the mathematical characterization of system (3.3.5) to properly
derive adapted numerical methods and boundary conditions. Indeed, this system does not fall under
the PDE classifications classically used in fluid mechanics as it involves third-order spatial derivatives
of transported quantities. In particular, the question of the speed of sound within the interface is
unclear.
3.3.1.2 Multicomponent mixtures
The extension to multicomponent mixtures, which is of major importance towards combustion model-
ing applications, has been studied by [Fouillet, 2003], [Gaillard, 2015] for binary mixtures. Despite the
additional complexity arising from the multicomponent character of the mixture, these studies keep
only a single order parameter, the density, as for the single-component case.
72 3.3 Diffuse-interface methods
(a) t = 0 (b) t = 16 µs (c) t = 32 µs
(d) Density colorbar
Figure 3.12: Atomization of a liquid N2 jet in a gaseous N2 environment. Taken from [Nayigizente et al., 2018]
Conversely, the Cahn-Hilliard equation proposed in [Cahn and Hilliard, 1958], in the context of phase
separation problems in binary alloys, uses the concentration x1 of the component 1 as the order
parameter. This equation reads [Jacqmin, 1999]:
∂x1
∂t
+ ~u · ~∇x1 = κ∇2µc1, (3.3.8)
with ~u the flow velocity, κ a diffusion coefficient and µc1 the chemical potential of component 1, which
reads
µc1 = µ1 − λ∇2x1 =
dFs(x1)
dx1
− λ∇2x1, (3.3.9)
with the capillary term −λ∇2x1. The quantity Fs(x1) denotes the molar Helmoltz energy of the
homogeneous system with composition x1, and is assumed to have the usual form given in Figure 3.13.
In this respect, the equilibrium of a mixture made of two phases φ and φ′ corresponds to the respective
concentrations (xφ1 )eq and (x
φ′
1 )eq.
µeq2
µeq1
Fs
x1(xφ1 )eq (x
φ′
1 )eq0 1
Figure 3.13: Helmoltz energy of the binary mixture.
The Helmoltz energy for the Cahn-Hilliard model reads, including the capillary effects:
F cs = Fs +
λ
2
(
~∇x1
)2
. (3.3.10)
This form is similar to equation (3.3.2b) with the order parameter being x1. An example of application
for this model is the spinodal decomposition in a binary alloy shown in Figure 3.14.
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Figure 3.14: Simulation of a spinodal decomposition using the Cahn-Hilliard equation by [Kim et al., 2016]
Despite the numerous applications of the Cahn-Hilliard equation, no compressible formulation based
on this model have been found. This limits the relevance of this method in the context of the present
work.
3.3.2 Multifluid methods
The multifluid methods have been introduced to address the need for two-phase models able to treat
compressible flows. It is thus natural that such models emerged in the context of deflagration-to-
detonation transition studies in the two-phase conditions of reactive granular materials flows. In their
pioneering work [Baer and Nunziato, 1986], Baer and Nunziato (BN) propose a two-phase flow model
that can be derived by averaging the phases’ transport equations around the interface, as reviewed
in [Drew, 1983]. By doing so, the interface – similar to a discontinuity at the flow typical lengthscale
– is smeared out and hence described by a diffuse region.
This makes possible the formulation of a continuous Eulerian description of the flow, so that the nu-
merical methods for the transport of single-phase flows can be adapted to treat the obtained hyperbolic
system. This seminal formulation has then been branched into a variety of reduced models with sim-
plified formulations for certain applications. A global overview of the methods, their properties and
applications is proposed in the following.
3.3.2.1 Transport models
3.3.2.1.1 The general non-equilibrium model
The BN model has been reformulated in various ways since its initial expression in [Baer and Nunziato,
1986]. A classic formulation [Saurel and Abgrall, 1999] of the 7-equation transport model of Baer and
Nunziato applied to a separate liquid-gas flow in one-dimension, for a single-component fluid and
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without phase change, is:
∂z`ρ`
∂t
+ ∂z`ρ`u`
∂x
= 0
∂zvρv
∂t
+ ∂zvρvuv
∂x
= 0
∂z`ρ`u`
∂t
+ ∂z`ρ`u
2
` + z`P`
∂x
= +PI
∂z`
∂x
+ κu(uv − u`)
∂zvρvuv
∂t
+ ∂zvρvu
2
v + zvPv
∂x
= −PI ∂z`
∂x
− κu(uv − u`)
∂z`ρ`et,`
∂t
+ ∂(z`ρ`et,` + z`P`)u`
∂x
= +PIuI
∂z`
∂x
+ κPPI (P` − Pv) + κuuI(uv − u`)
∂zvρvet,v
∂t
+ ∂(zvρvet,v + zvPv)uv
∂x
= −PIuI ∂z`
∂x
− κPPI (P` − Pv)− κuuI(uv − u`)
∂z`
∂t
+ uI
∂z`
∂x
= +κP (P` − Pv),
(3.3.11a)
(3.3.11b)
(3.3.11c)
(3.3.11d)
(3.3.11e)
(3.3.11f)
(3.3.11g)
This model is usually referred to as the nonequilibrium model since the two phases are let free to take
different velocities, pressures, temperatures and chemical potentials. The left-hand side of equations
(3.3.11a) to (3.3.11f) represent the conservative transport of mass, momentum and energy for each
phase, while their right-hand side contains the conservative exchange terms, the sum of which being
zero. The last equation, (3.3.11g), is called the compaction equation. It renders the variations of the
phases’ volume, including in particular advective and compressibility-related effects.
This system of equations involves non-conservative terms that require a careful treatment for a proper
numerical resolution. This will be further mentioned in paragraph 3.3.2.3.
In addition to the phases’ quantities, this model contains two additional variables, the interface velocity
uI and the interface pressure PI . Since the terms in which they appear involve the gradient of a
transported quantity, ∂z`∂x , their value has an impact on the hyperbolic nature of the flow. For instance,
as mentioned by [Saurel and Abgrall, 1999], considering the liquid to be incompressible and assuming
PI = Pv results in a non-hyperbolic system. In this respect, [Abgrall and Saurel, 2003] eludes the
need for these closures by formulating the source terms of (3.3.11) in terms of averaged values of the
local flow properties. In [Saurel and Abgrall, 1999], it is observed that across an liquid-gas interface,
the typical relaxation time of the velocity and pressure is short compared to the flow timescales. In
this respect, stiff mechanical relaxation is considered and constrains the phases to evolve with the
same pressure and velocity, imposed by an operator-splitting strategy, so that when the fluxes must be
computed, one necessarily has P` = PI = Pv and u` = uI = uv. The authors show that such treatment
allows to recover the hyperbolicity of the system.
3.3.2.1.2 Velocity-pressure equilibrium model
Following the idea of [Saurel and Abgrall, 1999], Kapila’s model [Kapila et al., 2001] proposes a reduced
5-equation model with a single pressure and velocity for both phases. A thorough mathematical analysis
of this latter model has been subsequently provided by [Murrone and Guillard, 2005]. Kapila’s model
corresponds to an asymptotic limit of the BN model (3.3.11) with pressure and velocity relaxation. It
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reads
∂zvρv
∂t
+ ∂zvρvu
∂x
= 0
∂z`ρ`
∂t
+ ∂z`ρ`u
∂x
= 0
∂ρu
∂t
+ ∂ρu
2 + P
∂x
= 0
∂ρet
∂t
+ ∂ (ρet + P )u
∂x
= 0
∂z`
∂t
+ u∂z`
∂x
= z`(1− z`) ρvc
2
v − ρ`c2`∑
φ=`,v(1− zφ)ρφc2φ
∂u
∂x
.
(3.3.12a)
(3.3.12b)
(3.3.12c)
(3.3.12d)
(3.3.12e)
This system is hyperbolic provided the EoS used to close the phase-wise thermodynamics are convex.
Although pressures and velocities are kept equal between the liquid and gas phases, there remain
degrees of freedom in the disequilibrium between phases. In particular, the phases can take different
temperatures. It will be observed in Section 7.2 that this degree of freedom allows to avoid pressure
noise when transporting contact discontinuities.
A similar model was proposed by [Allaire et al., 2002]. This model is not strictly derived from the BN
model as it does not correspond to its asymptotic limit. It yet consists in a 5-equation model derived
from a phenomenological approach for which the compaction equation (3.3.12e) reduces to
∂z`
∂t
+ u∂z`
∂x
= 0. (3.3.13)
This allows to get rid of the non-conservative term on the right-hand side of (3.3.12e) which is hard
to handle numerically. The consequences of this modification are that the characteristic waves of the
system are strongly modified, as shown by [Murrone and Guillard, 2005]. Indeed, the speed of sound
for Kapila’s model (3.3.12) is given by Wood’s speed of sound cw
ρc2w =
1
z`
ρ`c2`
+ zvρvc2v
, (3.3.14)
whilst the speed of sound for Allaire’s model is
ρc2a =
z`ξ`ρ`c
2
` + zvξvρvc2v
z`ξ` + zvξv
, (3.3.15)
with coefficients ξφ defined for φ ∈ {`, v} as
ξφ =
∂ρφeφ
∂P
∣∣∣∣
ρφ
. (3.3.16)
Another strategy introduced by [Saurel et al., 2009] consists in taking one step back to a 6-equation
model which assumes only velocity equilibrium, and treat the pressure equilibrium assumption by stiff
relaxation. This way, the form of the compaction equation of the 6-equation model is equivalent to the
one of the 7-equation (3.3.11g), which is easier to compute than the 5-equation compaction equation
(3.3.12e). Note that the corresponding speed of sound is also different from Wood’s, and reads
ρc26eq = z`ρ`c2` + zvρvc2v. (3.3.17)
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3.3.2.1.3 Further reduced models: the 4-equation and 3-equation models
When the assuming temperature equilibrium in addition to the velocity-pressure equilibrium, the 4-
equation model is obtained, which reads
∂zvρv
∂t
+ ∂zvρvu
∂x
= 0,
∂z`ρ`
∂t
+ ∂z`ρ`u
∂x
= 0,
∂ρu
∂t
+ ∂ρu
2 + P
∂x
= 0,
∂ρet
∂t
+ ∂ (ρet + P )u
∂x
= 0,
(3.3.18a)
(3.3.18b)
(3.3.18c)
(3.3.18d)
Considering in addition the equilibrium of chemical potentials between phases yields the 3-equation
model, also called the homogeneous equilibrium model, which has a form similar to the Euler equations:
∂ρ
∂t
+ ∂ρu
∂x
= 0,
∂ρu
∂t
+ ∂ρu
2 + P
∂x
= 0,
∂ρet
∂t
+ ∂ (ρet + P )u
∂x
= 0.
(3.3.19a)
(3.3.19b)
(3.3.19c)
These models will be described in more details in paragraphs 3.3.2.2.1 and 3.3.2.2.2.
3.3.2.1.4 Hierarchy of the models and subcharacteristic condition
Multifluid models inherited from the nonequilibrium model (3.3.11) can be studied through the prism of
the subcharacteristic condition introduced by [Liu, 1987]. In order to formulate this condition [Lund,
2012], consider a PDE with hyperbolic transport and relaxation source terms (e.g. the BN model
(3.3.11)), which reads:
∂U
∂t
+H (U) ∂U
∂x
= 1
τR
R (U) , (3.3.20)
with the hyperbolic operator H, the relaxation operator R, the relaxation characteristic time τR and
the N transported variables U. From system (3.3.20), define the corresponding equilibrium system,
as 
∂U˜
∂t
+ G
(
U˜
) ∂U˜
∂x
= 0
U = eq(U˜),
(3.3.21a)
(3.3.21b)
where U˜ is the reduced set of n ≤ N variables of the equilibrium system. U = eq(U˜) is the equilibrium
state that cancels the relaxation terms R
(
eq(U˜)
)
= 0, and G is the transport operator of the reduced
equilibrium system. For instance, if (3.3.20) represents the BN model, then (3.3.21a) can be Kapila’s
model (3.3.12)
Let the eigenvalues of H, evaluated at an equilibrium state U = eq(U˜), be given by
Λ1 ≤ · · · ≤ Λi ≤ · · · ≤ ΛN , (3.3.22)
and the eigenvalues of G evaluated at the corresponding reduced state U˜ be given by
λ1 ≤ · · · ≤ λi ≤ · · · ≤ λn. (3.3.23)
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The equilibrium system (3.3.21) is said to fulfill the subcharacteristic condition with respect to the
relaxation system (3.3.20) if the eigenvalues verify
∀i ∈ {1...n} , Λi ≤ λi ≤ Λi+N−n. (3.3.24)
Under such considerations, it has been shown by [Lund, 2012] that the different models derived from the
single-velocity 6-equation version of the BN model by assuming equilibrium of pressure, temperature
and/or chemical potential do fulfill the subcharacteristic condition. In other words, the speed of sound
decreases as the number of equations of the model decreases, as displayed in Figure 3.15.
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Figure 3.15: Speed of sound for the 5-equation model of Allaire, the 5-equation model of Kapila, the velocity-
pressure-temperature equilibrium 4-equation model and the velocity-pressure-temperature-Gibbs free energy equilibrium
3-equation model.
3.3.2.2 Addressing additional physical phenomena
The fundamental multifluid models and their relations with sub-models have been recalled. It is now
important to mention the ability of this class of models to incorporate additional physical phenomena
required by the possibly targeted applications.
3.3.2.2.1 Heat transfer
In order to incorporate heat transfer into the model, [Le Martelot et al., 2014] formulated Kapila’s
system (3.3.12) with the energy equation simply modified as
∂ρet
∂t
+
∂ (ρet + P )u− λmix ∂T∂x
∂x
= 0, (3.3.25)
λmix = z`λ` + zvλv being the mixture’s thermal conductivity coefficient.
Additionally, heat exchange between phases can be addressed following [Saurel et al., 2008]. It is
modeled in a relaxation form, as Q`v = κT (Tv − T`) with κT a relaxation coefficient. This energy
transfer does not appear in the energy equation since it consists in a simple exchange between the
phases. Nevertheless, it modifies the compaction equation through its effect on the phases’ volume.
This reads
∂z`
∂t
+ u∂z`
∂x
= z`(1− z`) ρvc
2
v − ρ`c2`∑
φ=`,v(1− zφ)ρφc2φ
∂u
∂x
+
1
ξ`z`
+ 1ξvzv
zvρ`c2` + z`ρvc2v
κT (Tv − T`) , (3.3.26)
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with the coefficients ξφ defined by (3.3.16).
In the limit of stiff thermal relaxation, the (velocity-)pressure-temperature equilibrium system is ob-
tained. It naturally reduces to the 4-equation model (3.3.18), which consists in a fully conservative
transport system. It is made of conservation equations for the whole mixture’s momentum and energy,
and conservation of each phases’ mass.
3.3.2.2.2 Phase change
In addition, phase change can be taken into account. This is usually achieved by considering a stiff
relaxation towards thermodynamic equilibrium [Saurel et al., 2008,Le Martelot et al., 2014,Chiapolino
et al., 2016, Chiapolino et al., 2017]. In this respect, the 4-equation model (3.3.18) is supplemented
with a relaxation term on the Gibbs free energy κg (g` − gv) to describe mass transfer between phases,
where κg is the relaxation rate. The model reads
∂zvρv
∂t
+ ∂zvρvu
∂x
= ρκg (g` − gv)
∂z`ρ`
∂t
+ ∂z`ρ`u
∂x
= −ρκg (g` − gv)
∂ρu
∂t
+ ∂ρu
2 + P
∂x
= 0
∂ρet
∂t
+ ∂ (ρet + P )u
∂x
= 0.
(3.3.27a)
(3.3.27b)
(3.3.27c)
(3.3.27d)
After the hyperbolic transport corresponding to system (3.3.18), the operator splitting procedure is
applied to compute the stiff relaxation to thermodynamic equilibrium, which is computed by solving
g`(ρeq` , e
eq
` ) = gv(ρ
eq
v , e
eq
v ), (3.3.28)
with equilibrium values corresponding to the transported density and energy:
zeq` ρ
eq
` + z
eq
v ρ
eq
v = ρ
zeq` ρ
eq
` e
eq
` + z
eq
v ρ
eq
v e
eq
v = ρes.
(3.3.29a)
(3.3.29b)
[Saurel et al., 2008,Le Martelot et al., 2014] solve this for Stiffened Gas EoS closures using a Newton-
Raphson solver, while [Chiapolino et al., 2016,Chiapolino et al., 2017] propose an approximate single-
step resolution. Note that [Le Martelot et al., 2014] achieves the computation of a boiling flow as
depicted in Figure 3.16 by adding surface tension (see next paragraph) and gravity effects to the flow.
t = 0 ms t = 200 ms t = 400 ms t = 600 ms t = 800 ms t = 1000 ms
Figure 3.16: Boiling flow simulation by [Le Martelot et al., 2014], addressing phase change, surface tension and gravity.
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Note that some particular canonical cases allow for a more accurate resolution of the equilibrium, as
empirical relations are available to model finite-time relaxation processes in the BN model (3.3.11).
For instance, in [Furfaro and Saurel, 2016], the BN model is used with phase change and temperature
relaxation terms to achieve a direct simulation of phase change for a droplet. Finite temperature and
phase change relaxation rates are evaluated by means of Sherwood and Nusselt numbers correlations,
following [Abramzon and Sirignano, 1989].
Also, very recent work of [Matheis and Hickel, 2018], inspired by the two-phase equilibrium compu-
tations of [Qiu et al., 2014], can be related to the family of multifluid methods, although the authors
do not claim such affiliation. The conservative evolution model would correspond to the equilibrium
version of system (3.3.27), which yields the 3-equation homogeneous equilibrium model (3.3.19). This
system is expressed by [Matheis and Hickel, 2018] in a multicomponent real gas context. Interesting
results were obtained for the large-eddy simulation of the ECN Spray A [Pickett et al., 2010].
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Figure 3.17: Large-eddy simulation of the Spray A test configuration of the Engine Combustion Network (ECN) [Pickett
et al., 2010]. These snapshots taken from [Matheis and Hickel, 2018] display the n-dodecane and nitrogen partial densities
within the vapour phase (coloured fields), while the temperature field is displayed in a gray scale where z` 6∈ [0.01, 0.99].
3.3.2.2.3 Surface Tension
Surface tension effects can be incorporated into the model. In the context of Sharp Interface Methods,
it is represented as a surface force located at the interface. At a liquid-vapour interface, [Landau and
Lifshitz, 1987] provide an expression of the force balance, as:
(P` − Pv + σκ)~n = (τ ` − τ v)~n+ ~∇sσ, (3.3.30)
with Pφ the pressures in the bulk phase φ ∈ {`, v}, σ the surface tension coefficient, κ the interface
curvature, ~n the vector normal to the interface pointing from liquid to vapour and τφ the viscous stress
tensor in phase φ.
As presented by [Brackbill et al., 1992], when neglecting the variations of the surface tension coefficient
and the viscous stress contributions along the interface, the surface force ~fs is normal to the interface
and writes
~fs = σκ~n. (3.3.31)
In the current context of Diffuse Interface Methods, the interface is represented with a finite thickness
δs. In this respect, the surface tension expression has to be formulated as a volume force ~fv, the
integral of which across the interface should yield the surface force as the interface thickness tends to
zero. In other words,
lim
δs→0
∫
V
~fv d~x =
∫
A
~fs d~xs, (3.3.32)
with A an interfacial surface and V the corresponding volume of thickness δs. [Brackbill et al., 1992]
then shows that such volume force can be expressed by means of the variations of a color function
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across the interface. A natural choice for such color function is for instance the liquid volume fraction
z`. This Continuum Surface Force (CSF) reads
~fv = σκ(~x)~∇z`, (3.3.33)
where the local interface curvature is approximated by
κ(~x) = ~∇·
 ~∇z`∥∥∥~∇z`∥∥∥
 , (3.3.34)
as the term within the divergence operator represents the vector normal to the interface.
Further developments have been led in order to improve the behaviour of the model. First, [Gueyffier
et al., 1999] proposed a conservative form of the surface force in the momentum equation. This reads,
in two or three dimensions,
∂ρ~u
∂t
+ ~∇·(ρ~u⊗ ~u+ PI− στσ) = 0, (3.3.35)
with the surface tension tensor τσ defined as
τσ =
∣∣∣~∇z`∣∣∣I− ~∇z` ⊗ ~∇z`∣∣∣~∇z`∣∣∣ (3.3.36)
Later-on, a conservative form was proposed by [Perigaud and Saurel, 2005] for the total energy equa-
tion, in the context of a 5-equation multifluid model. This requires to inject a surface tension potential
energy eσ into the transported total energy et = es + ec + eσ, of the form
eσ =
σ
ρ
∣∣∣~∇z`∣∣∣ , (3.3.37)
so that the energy conservation becomes
∂ρet
∂t
+ ~∇·((ρet + P ) ~u− στσ · ~u) = 0. (3.3.38)
Although this formulation is better than a mere source-term implementation of the surface tension,
the computation of the curvature from equation (3.3.34) is very sensitive to the local liquid mass
fraction topology, and may be ill-behaved when high-frequency numerical oscillations are present. In
this respect, the surface tension computations require a well resolved interface thickness – or, in other
words, a relatively diffused interface profile – for the curvature to be satisfyingly computed.
3.3.2.3 Numerical Methods
3.3.2.3.1 Hyperbolic transport
In its initial formulation [Baer and Nunziato, 1986], the non-equilibrium model was solved using an ‘old
fashioned’ method of lines together with an implicit ODE solver. The more recent methods are mostly
based on a finite-volume method for space discretization, as reviewed in [Saurel and Pantano, 2018],
as it provides a relevant framework for the study of wave propagation and shock–waves interactions.
The different multifluid systems can be summarized under the form (see e.g. [Murrone and Guillard,
2005]):
∂U
∂t
+ ~∇·F (U) +M(U) · ~∇U = S (U) , (3.3.39)
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where U are the transported variables, F (U) the conservative flux,M(U) the non-conservative trans-
port operator, and S the source terms operator (including the relaxation terms). The finite-volume
method framework consists in computing the evolution of the mean value Unj , defined as
Unj =
1
VCj
∫
Cj
U(~x, tn) d~x (3.3.40)
where the index j denotes the jth cell of the computational grid. Equation (3.3.39) is then integrated.
This yields,
Un+1j = Unj −
1
VCj
tn+1∫
tn
∫
∂Cj
F(U)~ndS dt− 1VCj
tn+1∫
tn
∫
Cj
M(U) · ~∇U dU dt
+ 1VCj
tn+1∫
tn
∫
Cj
S(U) d~x dt
(3.3.41)
The numerical resolution of this system is then generally performed using an operator-splitting strategy.
First order resolution typically consists in:
(i) computing the hyperbolic transport (including the non-conservative terms) by means of a Godunov-
type method. This requires to solve for a Riemann problem at cells’ boundaries, either exactly
or approximately, in order to evaluate the numerical fluxes involved in the update formulation.
(ii) computing the source terms from the obtained state.
Note that the need for solving Riemann problems for the typically used Godunov-like methods is one
of the motivations to carry out the systematic characteristic analysis of the multifluid systems, as done
in [Saurel and Abgrall, 1999,Allaire et al., 2002,Murrone and Guillard, 2005,Le Martelot et al., 2014].
The Riemann problem is usually solved approximately using the classic HLL [Harten et al., 1983] and
HLLC [Toro et al., 1994] solvers, or the Roe method [Roe, 1986].
Higher-order resolution is often achieved using a MUSCL scheme [van Leer, 1979] with limiters. In
presence of source terms, an advanced operator-splitting procedure [Strang, 1968] can be used, as done
in [Saurel and Abgrall, 1999].
3.3.2.3.2 Limiting the interface smearing
Although the liquid-gas interface is by definition of the method a diffuse zone, this artificial mixing
zone should remain constrained to a relatively thin zone during computation. In order to avoid the
numerical smearing of the interface, different strategies have been developed for 5-equation pressure-
velocity equilibrium models (3.3.12).
A first strategy consists in using a strongly anti-diffusive TVD transport for the transport of the phases’
volume fraction. Instead of transporting the volume fraction z` using a MUSCL scheme with second-
order TVD limiter, [Chiapolino et al., 2017] uses the Overbee limiter which is the most anti-diffusive
TVD limiter according to Sweby’s theory [Sweby, 1984]. The classic Minmod and Superbee limiters
are displayed together with the Overbee limiter in Figure 3.18. Minmod represents the most diffu-
sive second-order TVD method, while Superbee is the most anti-diffusive second-order TVD method.
Overbee goes beyond the second-order limit and consists in the most anti-diffusive TVD method. This
strategy is thus extremely straightforward to formulate since it only consists in changing the limiter
used in the MUSCL scheme. The results obtained from such method are shown in Figure 3.19. The
numerical smearing appears to be satisfyingly reduced compared to the case using the Superbee limiter.
One drawback of such method is the absence of explicit control of the diffuse interface thickness.
This can be obtained by another strategy, which consists in artificially compressing the interface by
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Figure 3.18: Sweby’s diagram [Sweby, 1984] for Minmod, Superbee and Overbee limiters. Coloured region represents
the TVD region. Hatched region is the second-order TVD region.
introduction of a source term into the volume fraction transport equation [Shukla et al., 2010]. This
strategy is close to the re-initialization step used by [Desjardins et al., 2008] for the Level-Set method,
and the compressive source term is similar to the one appearing for the Level-Set method, in equation
(3.2.9). The obtained transport-compressive evolution equation for the liquid volume fraction is then
∂z`
∂t
+ ~u · ~∇z` = U0~∇·
[
h
∣∣∣~∇z`∣∣∣− z` (1− z`)~n] , (3.3.42)
where the interface normal is ~n = ~∇z`∣∣~∇z`∣∣ , and U0 is a characteristic compression velocity of the interface,
which is typically set to a much larger value than the flow velocity. In this respect, the solution is
always driven towards the compressed interface solution
z` =
1
2
(
1 + tanh
(
n
2h
))
. (3.3.43)
Note that the mixture’s density must take into account this interface compression. Its transport
equation is thereby supplemented with an corresponding compressive term, which finally reads
∂ρ
∂t
+ ~∇·ρ~u = H(z`)U0~n ·
[
~∇
(
h~n · ~∇ρ
)
− (1− 2z`) ~∇ρ
]
, (3.3.44)
where H(z`) is an indicative function of the interface region, that aims at preserving a classic ρ
transport away from the interface. Its value is taken by [Shukla et al., 2010] as
H(z`) = tanh
[(
z`(1− z`)
10−2
)2]
. (3.3.45)
The improvement of the results obtained with this methods are displayed in Figure 3.20. Note that
this method is unfortunately not conservative, as the total energy field of the sharpened solution is
recomputed from the pressure field and the sharpened density field.
3.3.2.4 Conclusion on the multifluid methods
The family of multifluid methods have been presented. It appears that this class of models, dedicated to
compressible flows, can address a wide variety of physical processes. In particular, it can be efficiently
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(a) Superbee limiter (b) Overbee limiter
Figure 3.19: Comparison of air-krypton bubble-shock interaction simulations with either Superbee or Overbee slope
limiters. Isolines of the liquid volume fraction are displayed. Image taken from [Chiapolino et al., 2017].
Figure 3.20: Liquid-volume fraction isolines for a Mach 1.22 air-helium shock-bubble interaction. Reduction of the
numerical smearing is observed between the top (no specific treatment) and bottom (compressive term added) fields.
Taken from [Shukla et al., 2010].
used for simulations involving phase change. Another advantage for such method is that it ensures
discrete conservation of the transported quantities. Conversely, its use generally requires to prevent
the interface smearing in order to avoid the artificial mixture of the diffuse interface to spread across
the computational domain. Also, several cells are needed in the direction normal to the interface to
represent it while only a single cell suffices for a volume-of-fluid or front-tracking model.
3.4 Conclusion
In this section, an overview of available two-phase models has been presented. The main properties of
the method according to the target application – which consists in LES computations of compressible
high-pressure flows in subcritical and supercritical conditions – are summarized in table 3.1. While the
volume of fluid method is not relevant for compressible applications, the level-set and front-tracking
methods violate mass, momentum and energy conservation. In addition, phase-field methods are a
promising family of models but still suffer some limitations as the interface needs to be artificially
84 3.4 Conclusion
thickened. Also, the discretization of the governing equations for non-isothermal flows given by the
second-gradient theory is not straightforward as their mathematical structure does not correspond to
classically encountered PDEs in fluid mechanics. Finally, the multifluid methods have been presented.
They offer a versatile framework to deal with two-phase flows, as different levels of disequilibrium
between phases can be addressed, and physical effects (e.g. surface tension, phase change) can be
integrated. They are also able to treat formation and disappearance of interfaces. For these reasons,
they are suitable considering the target application, although they have some limitations. In particular,
they require several grid cells to capture the interface and are subject to progressive interface smearing.
The next chapter is dedicated to the description of the formulation of a multifluid method in the present
Method Discrete Compressible Main Mainconservation formulation advantage drawback
Level-set 7 3(ghost-fluid) Simple inmultiple dimensions Conservation error
Volume-of-Fluid 3 7 Mass-conserving Not compressible
Front-tracking 7 3(ghost-fluid) Straightforwardinterface transport Conservation error
Phase-field 3 3 Intrinsic interfacephysics
Required resolution
scale
Multifluid 3 3 Versatility &fulfills conservation Interface smearing
Table 3.1: Summary of the main properties of the different interface methods.
context, providing the required developments for its use within the target LES solver.
Chapter 4
Numerical methods for hyperbolic
conservation laws
The present chapter presents the various numerical methods that have been implemented and
used in this Ph.D work. In particular, finite volume, finite element, discontinuous Galerkin
and residual distribution schemes are presented. Furthermore, a brief study of monotonicity
issues is conducted.
4.1 Introduction
Numerical analysis is a major field of applied mathematics, which addresses a great number of appli-
cations, especially in physics. In particular, flow modeling is a very demanding topic for numerical
methods, which obviously benefits from the boom in computational resources and capacities. The
development of numerical methods involves by nature different scientific fields and must typically take
into account multiple constraints such as mathematical constraints (e.g. stability, accuracy), physical
constraints (e.g. preservation of positivity of the density and pressure fields, conservation principles,
entropy) and computational constraints (e.g. parallel computing efficiency, low memory requirements).
First, section 4.2 introduces useful concepts and results for the study of hyperbolic conservation laws.
Then, section 4.3 defines global concepts of numerical analysis and discretization of the solution. Sec-
tion 4.4 is dedicated to the description of cell-centered methods, namely finite volume and discontinuous
Galerkin methods. Finally, section 4.5 presents vertex-centered methods, and more specifically finite
element methods among which the Taylor-Galerkin of the AVBP solver.
4.2 Hyperbolic conservation laws
The present work focuses in particular on the numerical resolution of hyperbolic partial differential
equations (PDE), and more particularly on hyperbolic conservation laws. This section briefly intro-
duces these concepts and the corresponding notations.
4.2.1 Definitions
4.2.1.1 Conservation laws
Let d ∈ N∗ be the number of spatial dimensions and Ω ⊂ Rd be the domain of study. ∂Ω denotes the
frontiers of the domain.
Let Nt ∈ N∗ be the number of conserved variables and U ∈ U the vector of these variables, expressed
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as a function of the position and time:
U : Rd × R+ −→ S, (4.2.1)
(~x, t) 7−→U (~x, t) , (4.2.2)
where S ⊂ RNt denotes the admissible states for the conserved variables (e.g. verifying positivity of
the density, validity of the species mass fractions Yk ∈ [0, 1]), and U is the space of functions from
Rd × R+ into S.
Then, U is ruled by a Conservation Law if there exists a Flux Function
~F :
{
S −→ (RNt)d ,
U 7−→ ~F(U), (4.2.3)
such that U verifies the PDE:
∂U
∂t
+ ~∇ · ~F (U) = 0. (4.2.4)
Note that in this entire chapter, the vector “arrow” symbol ~· indicates quantities having components
along the d spatial dimensions, whereas bold font indicates vectors of multiple variables. Obviously,
these notations can be continued so that the dot product notation · relates to the dot product over
spatial dimensions, and the double contraction product : also refers to spatial dimensions.
Problems involving conservation laws must be provided with initial and/or boundary conditions, lead-
ing to the typical boundary value problem:
∂U
∂t
+ ~∇ · ~F (U) = 0, for (~x, t) ∈ Ω× R∗+,
Boundary Conditions (Dirichlet, Neumann, mixed...), for (~x, t) ∈ ∂Ω× R∗+,
Initial conditions, for ~x ∈ Ω, t = 0.
(4.2.5a)
(4.2.5b)
(4.2.5c)
4.2.1.2 Hyperbolicity
The directional Jacobian matrix of the flux function ~J~n (U) is defined as
~J~n (U) =
∂ ~F
∂U · ~n, (4.2.6)
with ~n the direction unit-vector of Rd.
A conservation law is said to be hyperbolic, if the directional Jacobian matrix of the flux function is
diagonalizable with real eigenvalues [LeVeque, 1992]. In this case, we denote ν~n the spectral radius of
~J~n:
ν~n (U) = max
{
|λ~n| , ∃V ∈ RNt such that ~J~n (U) · V = λ~nV
}
. (4.2.7)
4.2.1.3 Linear advection
For instance, the most simple hyperbolic equation consists in the linear advection of a scalar quantity
u at a constant velocity c0.
d = 1, Nt = 1 and f(u) = c0u, (4.2.8)
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so that equation (4.2.4) writes:
∂u
∂t
+ c0
∂u
∂x
= 0. (4.2.9)
This simple equation is very convenient as it admits an analytical solution. Indeed, for an initial
solution profile u(x, t = 0) = u0(x), the unique solution of (4.2.9) is given by:
∀t ≥ 0, u(x, t) = u0(x− c0t). (4.2.10)
The linear advection equation – for its theoretical interest and simplicity – and Euler equations – for
its theoretical interest in flow modeling – are the two hyperbolic conservation laws that will be studied
in the present chapter. The next section is dedicated to the mathematical description of the Euler
equations.
4.2.2 Euler equations
Hyperbolic PDEs are widely studied as they are tightly related with the modeling of transport phe-
nomena in physics. In particular, the Euler equations are an hyperbolic conservation law, provided
the convexity of the EoS as studied in Chapter 5. In the three-dimensional Cartesian case for a
multi-component fluid, the conservative variables and the corresponding flux function read:
U =

ρY1
...
ρYNs
ρu
ρv
ρw
ρet

and ~F (U) =

ρuY1 ρvY1 ρwY1
...
...
...
ρuYNs ρvYNs ρwYNs
ρu2 + P ρvu ρwu
ρuv ρv2 + P ρwv
ρuw ρvw ρw2 + P
(ρet + P )u (ρet + P )v (ρet + P )w

. (4.2.11)
with ρ the fluid density, u the velocity, et the total energy et = es + ec, where the kinetic energy is
given by ec = 12u2.
Note that it can be convenient to introduce the fluxes along each space dimension x, y, z, Fx (U),
Fy (U) and Fz (U), which correspond to the columns of the flux tensor given in (4.2.11), so that
(4.2.4) can be rewritten as
∂U
∂t
+ ∂Fx (U)
∂x
+ ∂Fy (U)
∂y
+ ∂Fz (U)
∂z
= 0, (4.2.12)
which is a more adapted form for the subsequent developments.
4.2.2.1 Pseudo-linearized form in conservative variables
The numerical resolution of hyperbolic systems requires to analyse their characteristic structure. This
can be done by expressing the conservative system of equations (4.2.12) in a pseudo-linear form, which
writes
∂U
∂t
+Ax(U) · ∂U
∂x
+Ay(U) · ∂U
∂y
+Az(U) · ∂U
∂z
= 0, (4.2.13)
where the matrices Ax(U), Ay(U) and Az(U) represent Jacobian matrices of the flux vectors along
each dimension. Only the expression of Ax(U) is now presented, as the other Jacobian matrices can
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be derived from it by a permutation of the dimensions and the corresponding velocities. Its entries
read (Ax(U))ij = ∂Fx (U)i∂Uj
∣∣∣∣∣
Uk 6=j
(4.2.14)
and its expression can be determined by developing the differential of the conservative volume-specific
total energy d(ρet), as
d(ρet) = d(ρes) + d
(
ρ
(
u2 + v2 + w2
)
2
)
= d(ρes) + ud(ρu) + v d(ρv) +w d(ρw)− ec dρ, (4.2.15)
which, expressing the differentials of ρes and ρ using (P, ρY1, .., ρYNs) as independent variables, yields
d(ρet) =
Ns∑
i=1
[
∂ (ρes)
∂ρYi
∣∣∣∣
P,ρYj 6=i
− ec
]
d(ρYi)+
∂ (ρes)
∂P
∣∣∣∣
ρYj
dP +ud(ρu)+v d(ρv)+w d(ρw) . (4.2.16)
Introducing the coefficients ζ and (ξi)i=1...Ns defined by
ζ = ∂P
∂ρes
∣∣∣∣
ρ,Yj
,
ξi =
∂ρes
∂ρYi
∣∣∣∣
P,ρYj 6=i
,
(4.2.17a)
(4.2.17b)
it comes that
d(ρet) =
Ns∑
i=1
(ξi − ec) d(ρYi) + 1
ζ
dP + ud(ρu) + v d(ρv) + w d(ρw) . (4.2.18)
and the Jacobian matrix finally reads
Ax(U) =

(1− Y1)u · · · −YNsu Y1 0 0 0
... . . .
...
...
...
...
...
−Y1u · · · (1− YNs)u YNs 0 0 0
−u2 + ζ (ec − ξ1) · · · −u2 + ζ (ec − ξNs) (2− ζ)u −ζv −ζw ζ
−uv · · · −uv v u 0 0
−uw · · · −uw w 0 u 0[
(ec − ξ1) ζ − ht
]
u · · · [(ec − ξNs) ζ − ht]u ht − u2ζ −ζv −ζw (1 + ζ)u

.
(4.2.19)
It is worth mentioning that the form of the Jacobian matrix expressed in (4.2.19) stands for any
thermodynamic closure. The expression of coefficients ζ and ξi, which somehow encapsulate the
thermodynamic closure of the system, can then be obtained by expressing the differential of the
sensible energy with respect to pressure and the quantities ρYi. By (4.2.16) and (4.2.18), it writes
d(ρes) =
1
ζ
dP +
Ns∑
i=1
ξi d(ρYi) (4.2.20)
In the case of a cubic EoS, this yields
d(ρes) =
ρβcv
α
dP +
Ns∑
i=1
[
ρcp
α
vi − hs,i
]
d(ρYi) (4.2.21)
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so that
ζ = α
ρβcv
,
ξi =
ρcp
α
vi − hs,i.
(4.2.22a)
(4.2.22b)
4.2.2.2 Pseudo-linearized form in primitive variables
In order to further analyze the characteristic structure of equation (4.2.12), it is convenient to rewrite
equation (4.2.13) in terms of the primitive variables V , defined by
V =

ρY1
...
ρYNs
u
v
w
P

. (4.2.23)
This writes
∂V
∂t
+ Bx(V ) · ∂V
∂x
+ By(V ) · ∂V
∂y
+ Bz(V ) · ∂V
∂z
= 0, (4.2.24)
and the matrices Bx, By and Bz are obtained by means of a change of basis. The transformation matrix
TVU associated with the change of basis is obtained from
TVU =
 ∂Ui
∂V j
∣∣∣∣∣
V k 6=j
 , (4.2.25)
which yields
TVU =

1 · · · 0 0 0 0 0
... . . .
...
...
...
...
...
0 · · · 1 0 0 0 0
u · · · u ρ 0 0 0
v · · · v 0 ρ 0 0
w · · · w 0 0 ρ 0
(ec + ξ1) · · · (ec + ξNs) ρu ρv ρw 1ζ

, (4.2.26a)
and
TUV = T −1VU =

1 · · · 0 0 0 0 0
... . . .
...
...
...
...
...
0 · · · 1 0 0 0 0
−u/ρ · · · −u/ρ 1/ρ 0 0 0
−v/ρ · · · −v/ρ 0 1/ρ 0 0
−w/ρ · · · −w/ρ 0 0 1/ρ 0
ζ (ec − ξ1) · · · ζ (ec − ξNs) −ζu −ζv −ζw ζ

. (4.2.26b)
The Jacobian matrices in primitive variables can then be computed as
Bx(V ) = T −1VUAx(U) TVU, (4.2.27)
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and one gets
Bx(V ) =

u · · · 0 ρY1 0 0 0
... . . .
...
...
...
...
...
0 · · · u ρYNs 0 0 0
0 · · · 0 u 0 0 1/ρ
0 · · · 0 0 u 0 0
0 · · · 0 0 0 u 0
0 · · · 0 ρζ
(
hs − ξ
)
0 0 u

, (4.2.28)
with ξ =
∑Ns
i=1 Yiξi. Once again, this form is generic and stands for any thermodynamic closure.
4.2.2.3 Characteristic form and the speed of sound
Finally, the characteristic form is obtained by diagonalizing the matrix Bx, which boils down to
Λx(W) = TVW Bx(V ) TWV . (4.2.29)
This implies that there exist a set of variables W such that the Jacobian matrix of the system is
diagonalizable in these variables. Such variables are called the characteristic variables.
In characteristic variables, the diagonal Jacobian matrix reads:
Λx(W) = diag
(
u, · · · , u, u−
√
ζ
(
hs − ξ
)
, u+
√
ζ
(
hs − ξ
))
. (4.2.30)
Here appears the speed of sound cH of the hyperbolic system (4.2.12):
cH =
√
ζ
(
hs − ξ
)
. (4.2.31)
This expression can be recast into the following form:
c2H = c2 +
∂P
∂es
∣∣∣∣
ρ,Y
(
P
ρ2
− ∂es
∂ρ
∣∣∣∣
s,Y
)
. (4.2.32)
with c2 = ∂P∂ρ
∣∣∣
s,Y
the square of the isentropic speed of sound.
Proof:
First, it can be shown that ξ = ∂(ρes)∂ρ
∣∣∣
P,Y
, using equation (4.2.20), as
d(ρes) =
1
ζ
dP +
Ns∑
i=1
∂ (ρes)
∂ρYi
∣∣∣∣
P,ρYj 6=i
d(ρYi) ,
= 1
ζ
dP +
Ns∑
i=1
Yi
∂ (ρes)
∂ρYi
∣∣∣∣
P,ρYj 6=i︸ ︷︷ ︸
=ξ
dρ+ ρ
Ns∑
i=1
∂ (ρes)
∂ρYi
∣∣∣∣
P,ρYj 6=i
dYi.
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Since Y verifies YNs = 1−
Ns−1∑
j=1
Yj , this relation becomes
d(ρes) =
1
ζ
dP + ξ dρ+ ρ
Ns−1∑
i=1
[
∂ (ρes)
∂ρYi
∣∣∣∣
P,ρYj 6=i
− ∂ (ρes)
∂ρYNs
∣∣∣∣
P,ρYj 6=Ns
]
dYi,
in which the differentiating variables P, ρ, (Yi)i=1..Ns−1 are independent. This directly yields
ξ = ∂ (ρes)
∂ρ
∣∣∣∣
P,Y
(4.2.33)
Then, using the definitions of ζ, one has:
c2H =
∂P
∂ (ρes)
∣∣∣∣
ρY
(
es +
P
ρ
− ∂ (ρes)
∂ρ
∣∣∣∣
P,Y
)
= 1
ρ
∂P
∂es
∣∣∣∣
ρY
(
es +
P
ρ
− ρ ∂es
∂ρ
∣∣∣∣
P,Y
− es
)
= P
ρ2
∂P
∂es
∣∣∣∣
ρY
− ∂P
∂es
∣∣∣∣
Y
∂es
∂ρ
∣∣∣∣
P,Y
Using a classic result of differential calculus, one has ∂P∂es
∣∣∣
ρY
∂es
∂ρ
∣∣∣
P,Y
= − ∂P∂ρ
∣∣∣
es,Y
and
c2H =
P
ρ2
∂P
∂es
∣∣∣∣
ρY
+ ∂P
∂ρ
∣∣∣∣
es,Y
Another classic rule of differential calculus states that
∂P
∂ρ
∣∣∣∣
es,Y
= ∂P
∂ρ
∣∣∣∣
s,Y
+ ∂P
∂s
∣∣∣∣
ρ,Y
∂s
∂ρ
∣∣∣∣
es,Y
so that
c2H =
P
ρ2
∂P
∂es
∣∣∣∣
ρ,Y
+ ∂P
∂ρ
∣∣∣∣
s,Y
+ ∂P
∂s
∣∣∣∣
ρ,Y
∂s
∂ρ
∣∣∣∣
es,Y
= ∂P
∂ρ
∣∣∣∣
s,Y
+ ∂P
∂es
∣∣∣∣
ρ,Y
(
P
ρ2
+ ∂es
∂P
∣∣∣∣
ρ,Y
∂P
∂s
∣∣∣∣
ρ,Y
∂s
∂ρ
∣∣∣∣
es,Y
)
= ∂P
∂ρ
∣∣∣∣
s,Y
+ ∂P
∂es
∣∣∣∣
ρ,Y
(
P
ρ2
+ ∂es
∂s
∣∣∣∣
ρ,Y
∂s
∂ρ
∣∣∣∣
es,Y
)
= ∂P
∂ρ
∣∣∣∣
s,Y
+ ∂P
∂es
∣∣∣∣
ρ,Y
(
P
ρ2
− ∂es
∂ρ
∣∣∣∣
s,Y
)
Finally, this hyperbolic system speed of sound reads
c2H = c2 +
∂P
∂es
∣∣∣∣
ρ,Y
(
P
ρ2
− ∂es
∂ρ
∣∣∣∣
s,Y
)
. (4.2.34)
Note that once again, this form has been obtained without any assumption on the thermodynamic
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closure. However, for a single-phase mixture, the term between parentheses is zero, by virtue of the
mass-specific Gibbs relation (2.1.25a), and the classic result is found: the sound speed of the hyperbolic
system is equal to the thermodynamic isentropic sound speed, so that the diagonal matrix of eigenvalues
reads
Λx(W) = diag (u, · · · , u, u− c, u+ c) , (4.2.35)
the matrix of left and right eigenvectors being respectively given by
TVW =

1 · · · 0 −Y1/c2 0 0 0
... . . .
...
...
...
...
...
0 · · · 1 −YNs/c2 0 0 0
0 · · · 0 0 1 0 0
0 · · · 0 0 0 1 0
0 · · · 0 1/ρc 0 0 −1
0 · · · 0 1/ρc 0 0 1

, (4.2.36)
TWV = T −1VW =

1 · · · 0 0 0 ρY1/2c ρY1/2c
... . . .
...
...
...
...
...
0 · · · 1 0 0 ρYNs/2c ρYNs/2c
0 · · · 0 0 0 ρc/2 ρc/2
0 · · · 0 1 0 0 0
0 · · · 0 0 1 0 0
0 · · · 0 0 0 −1/2 1/2

. (4.2.37)
4.2.3 The Riemann problem
The Riemann problem is a fundamental mathematical problem that is of major importance for the
understanding and the resolution of hyperbolic problems. It consists in an boundary value problem
(BVP) involving two constant initial states. For example in 1D, for (x, t) ∈ R× R+ by
∂U
∂t
+ ∂F (U)
∂x
= 0,
U(x, 0) = U0(x) =
{
UL if x < 0,
UR if x ≥ 0,
(4.2.38a)
(4.2.38b)
where UL and UR denote the constant left and right states respectively. For each component k ∈J1, NtK of the conserved variables, the initial state is illustrated by Figure 4.1.
U0,k
UL,k
UR,k
0 x
Figure 4.1: Typical form of the initial solution of the Riemann problem for any conserved variable (Uk)k∈J1,NtK.
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4.2.3.1 The Riemann problem for a linear conservation equation
When considering a linear conservation equation, the Riemann problem is formulated as
∂U
∂t
+ C∂U
∂x
= 0,
U(x, 0) = U0(x) =
{
UL if x < 0
UR if x ≥ 0
(4.2.39a)
(4.2.39b)
where C is a constant diagonalizable matrix. Denoting by Λ its eigenvalues matrix sorted in ascending
order, one has
C = R Λ L. (4.2.40)
The characteristic variables defined by W = LU are then solution of the equivalent BVP
∂W
∂t
+ Λ∂W
∂x
= 0,
W(x, 0) = W0(x) =
{
WL = LUL if x < 0,
WR = LUR if x ≥ 0,
(4.2.41a)
(4.2.41b)
which is a set of Nt independent equations equivalent to the linear advection equation (4.2.9). At
a given time t and for each eigenvalue k ∈ J1, NtK, the corresponding characteristic variable Wk is
piecewise constant, and the position xk(t) where its value switches from Wk,L to Wk,R is given by
xk(t) = λkt. This is illustrated by Figure 4.2 in the case Nt = 3. The solution of the Riemann problem
(4.2.39) is then obtained by a change of variable from the characteristic variables to the conservative
variables:
U(x, t) = R ·W(x, t), (4.2.42)
where
Wk(x, t) =
{
Wk,L if x < λkt,
Wk,R if x ≥ λkt.
(4.2.43)
4.2.3.2 The Riemann problem for the Euler equations
4.2.3.2.1 Description of the Riemann problem
The Riemann problem for the Euler equations is now studied, and the main results are briefly recalled.
For the sake of clarity, all the notions introduced here consider a one-dimensional configuration and
a single-component fluid, so that the Euler equations reduce to a three-equation system. The reader
is referred to [Toro, 2013] and [LeVeque, 1992] for more details. The nonlinear nature of the Euler
equations does not allow for an analytical formulation of the solution. Also, unlike the case of linear
hyperbolic conservation equations, the Euler equations involve more complex waves. Three types of
waves are possible:
– Shock Waves (SW), which consist in a discontinuous wave associated with a genuinely non-linear
field corresponding to the eigenvalues u − c or u + c. Along a shock wave, the characteristics
from both sides converge to the shock. Note that although a shock wave is associated with the
eigenvalue u− c or u+ c, its actual propagation speed is generally not equal to this characteristic
speed.
– Rarefaction Waves (RW), which consist in a continuous wave associated with a genuinely non-
linear field corresponding to the eigenvalues u− c or u+ c. The characteristics on both sides of
a rarefaction waves are divergent and are connected by a rarefaction fan.
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x
t
λ2λ1
λ3
0
U1
U2
U3
U4
t1
0
W1(x, t1)
W1,L
W1,R
x
0
W2(x, t1)
W2,L W2,R
x
0
W3(x, t1)W3,L
W3,R
x
Figure 4.2: Riemann problem for a hyperbolic conservation law, with Nt = 3. Top diagram depicts the propagation of the
characteristics at different speeds λ{1,2,3} in the (x, t) diagram. Bottom diagram shows the values of the characteristic
quantities at time t1 > 0
– Contact Discontinuities (CD), wave associated with the linearly degenerate field corresponding
to the eigenvalue u. Through a contact discontinuity, the pressure and velocity fields are constant
but the density field – or, equivalently, the entropy field – can be discontinuous.
Due to the conservation constraints, the propagation speed SSW of a shock wave is connected to the
pre-shock and post-shock states, Upre and Upost by the Rankine-Hugoniot relation:
F (Upost)−F (Upre) = SSW (Upost −Upre) (4.2.44)
The typical pattern of the Riemann problem for the Euler equations is depicted in Figure 4.3. While
the leftmost and rightmost waves (numbered respectively 1 and 3), corresponding to the genuinely
non-linear fields, may be either a shock wave or a rarefaction wave, the center wave (number 2),
corresponding to the linearly degenerate field, is always a contact discontinuity. The star region
denotes the area between the two non-linear waves. The left-star and right-star states U∗L and U∗R
denote the (constant) states on both sides of the contact discontinuity: these are the unknowns of the
Riemann problem.
The different wave configurations that can be encountered are summarized in Figure 4.4. Note that
the patterns 4.4a or 4.4c correspond to the physical test configuration of a shock tube, where the initial
velocities are zero.
Chapter 4 - Numerical methods for hyperbolic conservation laws 95
x
t
wa
ve
2
wav
e 3
0
UL
U∗L U∗R
UR
wave 1
Figure 4.3: The Riemann problem characteristic pattern for the Euler equations. Curly lines are used to represent the
waves of unknown nature. The dashed line represents the contact discontinuity.
x
t
CD
0
UL
U∗L
U∗R
UR
RW
SW
(a) RW-CD-SW pattern. Obtained for instance
when PL > PR and uL = uR
x
t
CD
0
UL
U∗L U∗R
UR
RW RW
(b) RW-CD-RW pattern. Obtained for instance
when PL = PR and uL < uR
x
tCD
0
UL
U∗L U
∗
R
UR
RW
SW
(c) SW-CD-RW pattern. Obtained for instance
when PL < PR and uL = uR
x
t
CD
0
UL
U∗L
U∗R
UR
SW
SW
(d) SW-CD-SW pattern. Obtained for instance
when PL = PR and uL > uR
Figure 4.4: The different wave patterns that are possible for the Riemann problem with Euler equations. Note that
depending on the flow velocity, the three waves can be on the same side of the t axis: only the order of the different
waves is important in this illustration and the case of a subsonic Riemann problem is arbitrarily chosen to display the
wave patterns.
4.2.3.2.2 Interest for the numerical methods
For finite-volume methods or discontinuous-Galerkin methods (see section 4.4) to quote but a few,
the solution is discontinuous across cells boundaries. In this respect, it is necessary to evaluate the
flux of conservative variables that flows across the cells boundaries during a time step. As depicted
in Figure 4.5, this situation can be interpreted locally as a Riemann problem. Indeed, although the
Riemann problem assumes constant states for x ∈ ]−∞, 0[ and x ∈ [0,+∞[, an analogue situation
is found when “zooming” enough on each cell boundary. As long as no characteristic wave resulting
from interactions with the neighbour intercells reach the considered intercell, the flux corresponds to
the physical flux at the considered intercell location xe+1/2 obtained by the resolution of the Riemann
problem. This is precisely the idea of Godunov, who proposed to evaluate the intercell flux, or numerical
flux by solving for a Riemann problem between states Ue and Ue+1 and estimating the flux flowing
through the cell boundary (corresponding to x = 0 in the Riemann problem frame) during the time
step. The condition of non-interaction with the characteristic waves resulting from neighbour intercell
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x
t
xe xe+1/2 xe+1xe−1/2 xe+3/2
∆t
Figure 4.5: Riemann problem representation of the intercell fluxes
Riemann problems is analogue to a CFL condition (see paragraph 4.3.3.3), which writes
ν∆t
∆x ≤ 1, (4.2.45)
with ν the speed of the fastest traveling wave within the whole mesh.
In his seminal paper [Godunov, 1959], Godunov provides an efficient iterative method that resolves
exactly the Riemann problem. The value of the intercell flux FGod is then computed as
FGod = F
(
U(0)
)
(4.2.46)
Despite its efficiency, the complexity and computational cost of this resolution can be reduced by
considering approximate resolutions of the Riemann problem. Some examples of this strategy are now
presented.
4.2.3.3 Approximate resolution and numerical fluxes
4.2.3.3.1 The Harten-Lax-van Leer (HLL) approximation
The HLL approximate Riemann solver of [Harten et al., 1983] consists in approximating the Riemann
problem by a two-wave problem. The contact discontinuity is omitted and a single “star” state is
considered at the center region, as shown in Figure 4.6. This simplified representation of the Riemann
x
t
0
UL
U∗HLL
UR
S
L
SR
Figure 4.6: Approximation of the Riemann problem solution by the HLL flux.
problem is actually based on the following observation: considering SL and SR the fastest signal
propagation speeds to the left and right directions, the integral of the conservation law (4.2.4) over
the control volume [SLt0, SRt0]× [0, t0] for any time t0 > 0 reads∫ SRt0
SLt0
U (x, t0) dx−
∫ SRt0
SLt0
U (x, 0) dx+
∫ t0
0
F (U (SRt0, τ)) dτ−∫ t0
0
F (U (SLt0, τ)) dτ = 0. (4.2.47)
This directly reduces to∫ SRt0
SLt0
U (x, t0) = t0 (SRUR − SLUL + FL − FR) , (4.2.48)
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which, divided by the width of the wave signal of the Riemann problem t0 (SR − SL) yields
1
t0 (SR − SL)
∫ SRt0
SLt0
U (x, t0) =
SRUR − SLUL + FL − FR
SR − SL . (4.2.49)
This quantity happens to be independent of the time t0, and defines the approximate intermediate
state U∗HLL:
U∗HLL =
SRUR − SLUL + FL − FR
SR − SL . (4.2.50)
The intercell flux FHLL is then defined as
FHLL =

FL if 0 ≤ SL,
F∗HLL if SL < 0 < SR,
FR if SR ≤ 0,
(4.2.51)
where, unlike for the Godunov flux, the intermediate flux in the subsonic case F∗HLL is not equal to
F (U∗HLL), but to
F∗HLL =
SRFL − SLFR + SRSL (UR − UL)
SR − SL , (4.2.52)
which is obtained by applying the Rankine-Hugoniot jump relations across the left or, equivalently,
the right wave.
The estimation of the wave speeds is then the following:{
SL = max {uR − cR, uL − cL} ,
SR = max {uR + cR, uL + cL} .
(4.2.53a)
(4.2.53b)
4.2.3.3.2 Approximate Riemann problem corresponding to the Rusanov numerical flux
The previous approximate Riemann problem can be even further simplified, by considering a unique
fastest signal speed S for both sides, so that SL = −S and SR = +S. This provides the Rusanov
intercell flux, see Figure 4.7. As the propagation speed magnitude S should be an upper bound of
x
t
0
UL
U∗Rusanov
UR
−
S +S
Figure 4.7: Approximation of the Riemann problem solution by the Rusanov flux.
the actual propagation speed of information of the exact Riemann problem, the value used by [Davis,
1988] is the following:
S = max
{|uL − cL| ,|uL + cL| ,|uR − cR| ,|uR + cR|} . (4.2.54)
One can also use [Toro, 2013]
S = max
{|uL|+ cL,|uR|+ cR} . (4.2.55)
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Then, the intermediate state for the approximate Riemann problem is
U∗Rus =
1
2 (UR + UL) +
1
2S (FL − FR) , (4.2.56)
and from equation (4.2.52), the Rusanov flux is
F∗Rus =
1
2 (FL + FR)−
1
2S (UR − UL) . (4.2.57)
As they do not account for the presence of a contact discontinuity, approximating an intercell flux
by the HLL flux (4.2.52) or Rusanov flux (4.2.57) will strongly smear the information carried by the
linearly degenerate field at velocity u, especially when |u|  c. Next section describes another classic
approximate Riemann solver that restores the three-wave pattern, conform with the exact Riemann
problem.
4.2.3.3.3 The Harten-Lax-van Leer + contact (HLLC) approximation
In order to provide a better representation of the approximate solution, [Toro et al., 1994] proposed
a three-wave formulation, improving the HLL approximation by restoring the contact-discontinuity
propagation. This strategy, called HLLC, is illustrated by Figure 4.8. The approximate solution of the
x
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Figure 4.8: Approximation of the Riemann problem solution by the HLLC flux.
Riemann problem is given by
U (x, t) =

UL if x/t ≤ SL
U∗HLLC,L if SL < x/t ≤ S∗HLLC
U∗HLLC,R if S∗HLLC < x/t < SR
UR if SR ≤ x/t
(4.2.58)
The center wave being a contact discontinuity, the states on both sides U∗HLLC,L and U∗HLLC,R shall
have the same pressure and velocity{
u∗HLLC = u∗HLLC,L = u∗HLLC,R,
P ∗HLLC = P ∗HLLC,L = P ∗HLLC,R,
(4.2.59a)
(4.2.59b)
and the propagation speed of the contact discontinuity is the intermediate flow velocity S∗HLLC =
u∗HLLC.
The Rankine-Hugoniot relation (4.2.44) applied across the left and right waves yields{
SLU∗HLLC,L −F(U∗HLLC,L) = SLUL −F(UL),
SRU∗HLLC,R −F(U∗HLLC,R) = SRUR −F(UR),
(4.2.60a)
(4.2.60b)
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which can be expressed in terms of pressure relations{
P ∗HLLC,L = PL + ρL (SL − uL) (S∗HLLC − uL) ,
P ∗HLLC,R = PR + ρR (SR − uR) (S∗HLLC − uR) .
(4.2.61a)
(4.2.61b)
Using the pressure equality (4.2.59), the contact discontinuity propagation speed is finally
S∗HLLC =
PR − PL + ρLuL (SL − uL)− ρRuR (SR − uR)
ρL (SL − uL)− ρR (SR − uR) . (4.2.62)
The intermediate states are obtained using equation (4.2.60) and read
U∗L =
SL − uL
SL − S∗HLLC
 ρLρLS∗HLLC
ρLet,L +
(
S∗HLLC − uL
) (
ρLS
∗
HLLC + PLSL−uL
)
 ,
U∗R =
SR − uR
SR − S∗HLLC
 ρRρRS∗HLLC
ρRet,R +
(
S∗HLLC − uR
) (
ρRS
∗
HLLC + PRSR−uR
)
 .
(4.2.63a)
(4.2.63b)
The intercell flux is finally obtained, as for the Godunov flux, by taking its value at abscissa x = 0, so
that
FHLLC =

FL if 0 ≤ SL,
F∗HLLC,L if SL < 0 ≤ S∗HLLC,
F∗HLLC,R if S∗HLLC < 0 < SR,
FR if SR ≤ 0,
(4.2.64)
and by conservation requirements, the HLLC fluxes for the intermediate states read, from the Rankine-
Hugoniot relation,
F∗HLLC,L = F (UL) + SL
(
U∗HLLC,L −UL
)
,
F∗HLLC,R = F (UR) + SR
(
U∗HLLC,R −UR
)
.
(4.2.65a)
(4.2.65b)
4.2.3.3.4 The Roe flux
The last intercell flux to be presented in this section is the Roe flux [Roe, 1986]. Such method is for
instance applied, in a multifluid context, in the work of [Allaire et al., 2002]. It relies on a philosophy
different from the previously described approximate Riemann solvers. In a nutshell, it consists in
reformulating the exact Riemann problem by writing the conservation equation in its quasi-linear
form:
∂U
∂t
+Ax (U) ∂U
∂x
= 0, (4.2.66)
and approximating the jacobian matrix of the flux function Ax as being constant:
Ax (U) ≈ A˜x, (4.2.67)
where the constant value is estimated from the left and right initial states A˜x = A˜x (UL,UR), and
verifies the consistency condition A˜x (U,U) = Ax (U). The obtained Riemann problem is then solved
exactly, as it consists in a linear Riemann problem, similar to (4.2.39).
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The comprehensive derivation of the Roe method can be found in [Toro, 2013], and the resulting
numerical flux can be written under the following form:
FRoe =
1
2
[F (UL) + F (UR)]− 12R (UL,UR) , (4.2.68)
where R is given as a function of left and right states of the Riemann problem:
R (UL,UR) = |u¯− c∗| ξ	
 1u¯− c∗
h¯tot − u¯c∗
+|u¯|
 ξρξρu¯
B
+|u¯+ c∗| ξ⊕
 1u¯+ c∗
h¯tot + u¯c∗
 (4.2.69)
In the above expression, the coefficients (ξj)j=1..5 and B are defined by
ξ	 =
1
2c∗2
(
∆P − ρc∗∆u
)
(4.2.70a)
ξρ =∆(ρ)− ∆P
c∗2
(4.2.70b)
ξ⊕ =
1
2c∗2
(
∆P + ρc∗∆u
)
(4.2.70c)
B =u
2
2 ∆ρ+ ∆(ρes)−
ht
c∗2
∆P (4.2.70d)
with the jump ∆ϕ for any quantity ϕ defined by ∆ϕ = ϕR − ϕL, the Roe mean values
ϕ =
√
ρLϕL +
√
ρRϕR√
ρL +
√
ρR
, (4.2.71a)
ϕ =
√
ρLϕR +
√
ρRϕL√
ρL +
√
ρR
. (4.2.71b)
Different choices are possible for the speed of sound. Since the Roe flux is used in the present work
to reproduce some results of [Allaire et al., 2002], the same approximation is used, which reads
c∗ =
√
(ζc2)
ζ
, with ζ = ∂ (ρes)
∂P
∣∣∣∣
ρ
(4.2.72)
At this point, the main properties of hyperbolic conservation laws have been introduced, and the
approximate Riemann solvers that are extensively applied to solve multifluid diffuse interface models
have been presented. The next section introduces the important concepts and notations that will be
used for the different numerical methods.
4.3 Numerical methods: preliminary definitions
4.3.1 Discretization
Finding an analytical solution to the initial value problem (4.2.5) is generally not possible, especially
for multidimensional cases. A common strategy is then to solve the problem approximately. This can
be done by introducing an approximate solution space V∆, in order to represent the solution by means
of a finite set of values to be determined computationally. This set of values is called the degrees of
freedom (DoF) of the solution.
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The DoF can represent the values taken by the solution field at given spatial positions and given times,
which corresponds to a nodal discretization. Instead, the DoF can consist in the scalar coordinates of
the numerical solution in a chosen functional basis of a finite-dimensional space, typically a polynomial
basis (e.g. Legendre polynomials up to a certain order), or a trigonometric basis. This formulation is
called a modal discretization. The approximate finite-dimensional space V∆ must then be provided
with an approximate form of the differential operators constituting the hyperbolic conservation law
(possibly written under its weak form, as presented in paragraph 4.4.2.1.1).
This whole procedure is called a numerical method. Note that for finite-element methods, the approx-
imate space for the test functions may be either V∆ (which corresponds to the Galerkin method, see
section 4.5.1) or a different finite-dimensional space (as for the Petrov-Galerkin methods, see e.g. [Donea
and Huerta, 2003]).
Although there exist spectral methods that use a global modal discretization of the domain, most
methods are based on a spatial division of the fluid domain Ω. Such division, called the mesh or the
grid, is described by a vocabulary and various features that are now briefly introduced.
4.3.1.1 Computational meshes
A computational mesh is defined as a tessellation Th of the fluid domain Ω. In other words, it is a set
of elements E such that
Ω =
⋃
E∈Th
E,
∀ (E,E′) ∈ T2h, E 6= E′ =⇒ dim (E ∩ E′) < dim (Ω) .
(4.3.1a)
(4.3.1b)
Although there is no theoretical limitation in the geometric nature of the mesh elements E, all elements
considered in this work are delimited by straight lines: polygons in 2D, polyhedrons in 3D. The volume
enclosed in the eth element Ee is denoted Ve.
Two families of meshes are defined depending on the nature of the arrangement of the elements:
– structured meshes consist of elements defined by a division of the domain Ω from a collection
of regular lines or planes. In a structured mesh, all the vertices are surrounded by a constant
number of neighbouring elements (except at the boundaries). The numbering and identification
of the elements (or vertices) and their neighbours is straightforward, as depicted in Figure 4.9a;
– unstructured meshes consist of a collection of elements in which the different vertices can have
various numbers of direct neighbours. Unstructured meshes require to store the position and
neighbours of the elements in a connectivity table. The use of such meshes generally restricts
the choice of numerical schemes to the ones of compact stencil (see paragraph 4.3.3.1), as it is
cumbersome and computationally expensive to find indirect neighbours of a cell or a node.
Structured meshes are very convenient for academic studies and the development of numerical methods,
as they are straightforward to implement and use. Although slightly more complex geometries than
a mere rectangle can be discretized using a structured mesh, e.g. by defining multiple structured
patches, their use is very limited regarding industrial configurations that involve complex geometries.
Unstructured meshes are best suited in this case, and they also offer more flexible local mesh refinement
capabilities.
Some useful notations are now introduced regardless of the considered type of mesh. For a vertex i, its
neighbouring elements (or, by abuse of language, its direct neighbour vertices) are denoted Di. Every
node i is associated with a dual cell Ci (by opposition to the primal cells E). Different methods can
be used to construct the dual cells. A common and simple one is to join the middles of the edges
connected to i with the centroids of the elements of Di, as displayed in Figure 4.10. Note that the set
of dual cells forms the dual mesh which also verifies the definition (4.3.1).
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i
j
(a) Structured mesh defined by two collections
of vertical and horizontal lines. A vertex and its
neighbours can be easily identified by numbering
the lines of each collection. All vertices (except
at boundaries) have four direct neighbour ele-
ments.
4 1
23
5 1
3
4 2
(b) Unstructured mesh. The red and blue ver-
tices have different number of direct neighbour
elements.
Figure 4.9: Structured and unstructured quadrangular meshes.
i
j1
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j4
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Ci
Figure 4.10: The dual cell associated with node i. The neighbour nodes j1, ..., j5 ∈ Di are represented. They are
connected by thick lines representing the primal mesh. Thin lines correspond to the dual mesh.
4.3.2 Representation of the solution
Once the geometry of the mesh has been defined, various options still remain to define the finite-
dimensional approximate space V∆, as different sets of degrees of freedom (DoF) may be picked. The
different options are typically split into three families:
– cell-centered methods describe the solution properties cell by cell. The most common cell-centered
methods are finite-volume (FV) methods, for which the DoF correspond to the mean (integral)
value of the conserved variables within each cell, as illustrated by Figure 4.11a. Higher-order
representations of the solution within each cell are possible, e.g. in the framework of discontinuous
Galerkin (DG) methods, which rely on a cell-wise polynomial representation of the solution using
additional DoF within the cell. These methods are further described in section 4.4;
– vertex-centered methods, illustrated in Figure 4.11b, are the methods that represents the solution
by its values at the mesh nodes. This is typically the case of finite-difference methods, as well as
Galerkin methods, also called finite-element (FE) methods. These methods are further described
in section 4.5;
In this manuscript, only piecewise-polynomial representations of the solution are considered.
Although this way of sorting the numerical methods is convenient for their description, the difference
between them appears somehow blurry. For instance, it has been shown by [Mavriplis and Jameson,
1990] that, considering a regular triangular mesh in 2D, the P1-Galerkin method is equivalent to a
finite-volume method applied on the dual mesh.
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(a) Cell-centered method
i1Ci1
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(b) Vertex-centered formulation
Figure 4.11: Illustration of the control volumes (filled areas) and data points (red dots) corresponding to different
formulations.
4.3.3 Properties of the numerical methods
4.3.3.1 Stencil
For a given DoF i, the set of nodes that are used to compute the update un+1i is called the stencil of
the numerical method. According to formula (4.3.11), it corresponds for a given i to the ensemble of
DoF j such that cij 6= 0. A stencil is said to be compact when the update of the solution at a given
DoF i only depends on its direct neighbours Di.
The compactness of the stencil is an important feature in the context of unstructured meshes and
parallel computing, as it can be cumbersome and expensive to gather the values of the solution at
indirect neighbour DoF for non-compact stencils.
4.3.3.2 Numerical errors
4.3.3.2.1 Global error and consistency
For any kind of discretization and numerical scheme, the solution is expected to be closer and closer to
the solution as the number of DoF increases. This property is called the consistency of the numerical
method. The global error is measured as
g =‖U∆ −U‖ , (4.3.2)
with U the exact solution and U∆ its discrete approximation obtained from the numerical method.
As the DoF are associated with a spatial discretization, the number of DoF can be associated with
the characteristic length of the mesh cells ∆x – provided the uniformity of the mesh refinement. The
spatial and temporal orders of a numerical method are the exponents rx and rt such that{
g = O(∆xrx) where ∆x→ 0,
g = O(∆trt) where ∆t→ 0.
(4.3.3a)
(4.3.3b)
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4.3.3.2.2 Projection and truncation errors
To analyze the numerical error, it is relevant to introduce the projection of the exact solution over the
approximate space P∆(U). Applying the triangle inequality, the global error g can then be decomposed
into
g ≤ P + t, (4.3.4)
with {
P =
∥∥U− P∆(U)∥∥ ,
t =
∥∥P∆(U)−U∆∥∥ . (4.3.5a)(4.3.5b)
The error P is called the projection error. It is typically dominated by ∆xp+1, where p is the polynomial
order of reconstruction of V∆. It measures the ability of the discrete solution space to approximate
accurately the exact solution.
The error t is called the truncation error. This error measures the ability of the numerical method to
compute accurately the evolution of the discrete solution.
Asymptotically, a numerical method of order rx is then a numerical method for which both the pro-
jection and truncation errors decrease with rate rx, i.e.
P ≤ O (∆xrx) and t ≤ O (∆xrx) when ∆x→ 0 (4.3.6)
4.3.3.3 Stability
A numerical method is said to be stable when the discrete solution remains controllable, in the sense
that it does not blow up to infinity. This condition reads
∃C > 0 : ∀n ∈ N∗, ‖Un‖ ≤ C
∥∥∥U0∥∥∥ (4.3.7)
with‖·‖ a chosen norm over the finite-dimensional space V∆, for instance a component-wise LK-norm,
K ∈ N∗:
‖Un‖K =
nDoF∑
i=1
|Uni |K
1/K , (4.3.8)
or the L∞ norm:
‖Un‖K = max
i∈J1,nDoFK|Uni | . (4.3.9)
The stability of the numerical methods may depend on the time step ∆t. For explicit hyperbolic
numerical methods, a linear stability condition can generally be formulated as a condition on the
Courant-Friedrich-Lewy (CFL) number ηC , defined as
ηC =
ν∆t
∆x , (4.3.10)
with ∆x the mesh spatial step and ν the spectral radius of Jacobian matrix of the physical flux F .
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4.3.3.4 Realizability of the solution
In addition to the order of accuracy, the stability and the convergence properties of the numerical
method, which are genuinely mathematical notions, a numerical method for a flow problem should
respect physical constraints. In particular, the pressure and density should remain positive quantities
and the mass fractions – of the species and the possibly transported phases – should remain within
[0, 1]. Such constraints are referred to as the realizability constraints.
Consider now an explicit conservative numerical method of a scalar conservation law, assuming the
following form for the update:
∀i ∈ J1, nDoFK , un+1i = uni + ∆t∑
j 6=i
cij
(
un
) (
unj − uni
)
. (4.3.11)
The following introduces some relevant properties of numerical schemes. For the sake of simplicity,
they are introduced in assuming a one-dimensional context.
4.3.3.4.1 Monotone schemes
Following the nomenclature of [Hirsch, 1997], section 21.2, a numerical method of the form
un+1i = Ni
(
un
)
(4.3.12)
is said to be monotone if
∀i ∈ [1, nDoF] , ∂Ni
∂unj
∣∣∣∣∣
(unk)k 6=j
≥ 0, (4.3.13)
which can be rewritten, using (4.3.11), as
∀ (i, j) ∈ [1, nDoF]2 , cij ≥ 0. (4.3.14)
4.3.3.4.2 Total variation diminishing (TVD) schemes
A numerical method is said to be total variation diminishing (TVD) if the total variation TV of the
approximate solution decreases along iterations. The total variation TV (u) of a scalar field u is defined
by
TV (u) =
∫
Ω
∣∣∣∣∂u∂x
∣∣∣∣dx. (4.3.15)
For example, for a piecewise-linear solution, the discrete total variation of the approximate solution
un reads
TV (un) =
nDoF−1∑
i=1
∣∣uni+1 − uni ∣∣ . (4.3.16)
The TVD property of the numerical method then reads:
TV (un+1) ≤ TV (un) ≤ TV (u0). (4.3.17)
4.3.3.4.3 Monotonicity preserving schemes
A numerical method is said to be monotonicity preserving if for any monotonic discrete solution un, the
update is un+1 is a monotonic discrete solution. Monotonicity preservation is equivalently characterized
by the two conditions: no new local extrema in x can be created as time evolves; the value of a local
minimum is non-decreasing and the value of a local maximum is non-increasing.
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4.3.3.4.4 Hierarchy of the monotonicity properties
It is interesting to point out that the monotonicity properties can be ordered as follows (cf. [Hirsch,
1997], chapter 21):{
Monotonicity preserving schemes
}
⊂
{
TVD schemes
}
⊂
{
Monotone schemes
}
. (4.3.18)
4.3.3.4.5 Godunov’s theorem
A numerical scheme is said to be linear if the coefficients
(
cij
)
(i,j)∈J1,nDoFK2 are independent of the solu-
tion. For instance, the first-order Godunov-like schemes of section 4.4.1.2, the Galerkin-Runge-Kutta
and Taylor-Galerkin schemes of sections 4.5.1.2.2 and 4.5.1.3, and the Runge-Kutta Discontinuous
Galerkin schemes presented in 4.4.2 are linear.
Linear schemes are convenient regarding the relative simplicity of their formulation. Nonetheless, an
important drawback is formulated by Godunov’s theorem, which states that a monotonicity preserving
linear scheme is at most first-order. In other words, the use of linear scheme implies a choice between
having a high-order scheme or a monotonicity-preserving scheme.
4.4 Cell-centered methods
4.4.1 Finite-volume methods
4.4.1.1 Finite-volume discretization
Finite-volume methods consist in approximating the solution by its mean value over an element. The
discrete solution is then piecewise constant and the value taken in a cell Ee is:
Ue(t) =
1
Ve
∫
Ee
U (x, t) dV. (4.4.1)
Integration of the conservation law (4.2.4) over a cell Ee reads:
∂Ue
∂t
+ 1Ve
∫
Ee
~∇·F (U(x, t))dV = 0. (4.4.2)
Applying the Green-Gauss theorem yields
∂Ue
∂t
+ 1Ve
∫
∂Ee
F (U(x, t)) · ~ndS = 0. (4.4.3)
The ordinary differential equation (4.4.3) is then discretized by a Forward-Euler method1
Un+1e = Une −
∆t
Ve
∫
∂Ee
F (U(x, t)) · ~ndS. (4.4.4)
Under the piecewise-constant representation of the solution, the evaluation of the flux at the cell faces
is not trivial, since the solution is discontinous at such point. In this respect, the normal flux across
the interface between two cells Ee and Ef is approximated by a numerical flux F
(
Ue,Uf , ~n
)
. This
numerical flux is said to be consistent with the physical flux, if
∀U, ∀~n, F(U,U, ~n) = F (U) · ~n. (4.4.5)
This implies that the spatial discretization is consistent in the sense of 4.3.3.2.1. Different choices of
numerical fluxes are then possible, as described in the next paragraphs.
1Note that instead of this latter first-order time marching scheme, higher-order Runge-Kutta methods (given in
Appendix C) can be used in conjunction with high-order spatial reconstruction to achieve higher-order accuracy.
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4.4.1.2 Godunov-like methods
4.4.1.2.1 The Godunov method
The Godunov method corresponds to the finite-volume discrete scheme (4.4.4), written
Un+1e = Une −
∆t
Ve
∑
Ef∈Ne
F
(
Ue,Uf , ~n
)
Sef , (4.4.6)
where Sef is the area of the face separating cells Ee and Ef , and ~n the normal vector, pointing
from Ee to Ef . The solution being discontinuous at the cell faces, the idea of Godunov [Godunov,
1959] is to interpret this configuration as a Riemann problem across the cell faces, as mentioned in
paragraph 4.2.3.2. The numerical flux F
(
Ue,Uf , ~n
)
is then the physical flux F at the face position,
as given by equation (4.2.46). It is obviously consistent.
This numerical method is stable under the CFL condition ηC ≤ 1.
4.4.1.2.2 Approximate numerical fluxes
In order to lighten the computation effort needed to evaluate the numerous numerical fluxes, approxi-
mate Riemann solvers can be used. In particular, description of the Harten-Lax-van Leer (HLL) flux
is provided in paragraph 4.2.3.3.1, and description of the HLL + contact (HLLC) flux is provided in
paragraph 4.2.3.3.3. An even simpler – yet the most diffusive – numerical flux is the Rusanov flux
which is mentioned in paragraph 4.2.3.3.2.
The interested reader shall find a rather comprehensive description of the various intercell fluxes
in [Toro, 2013].
4.4.1.3 Higher-order methods
The Godunov-like methods described above are very robust shock-capturing methods. Nonetheless,
they are only first-order in space [Toro, 2013]. It is yet possible to formulate higher-order methods in
the finite-volume context. This is typically done by improving the local representation of the data.
4.4.1.3.1 Monotonic upwind schemes for conservation laws (MUSCL)
The monotonic upwind scheme for conservation laws (MUSCL), proposed by Bram van Leer in [van
Leer, 1979], uses the values in neighbour cells to reconstruct a piecewise linear approximate solution.
For the sake of clarity, it is presented here in a one-dimensional context. The domain Ω = [0, L] is
discretized into cells Ee =
[
xe−1/2, xe+1/2
]
of length ∆x = L/nE, with e ∈ J1, nEK. The abscissas of
the bounds of the elements are xe+1/2 = e∆x and their center is located at xe =
(
e+ 1/2
)
∆x.
In the one-dimensional scalar case, the reconstructed solution reads
ue(x) = une +
x− xe
∆x σ
n
e for x ∈
[
xe−1/2, xe+1/2
]
(4.4.7)
where σne is an evaluation of the local variations of the solution, typically
σne = une+1 − une (4.4.8)
The reconstruction is depicted in Figure 4.12.
As the reconstruction yields non-constant states within the cells, the Godunov strategy can be adapted
to the generalized Riemann problem as evoked by [Toro, 2013]. Yet, simpler formulations allow to elude
the resolution of the generalized Riemann problem. This is the case of the MUSCL-Hancock scheme,
which consists in the following steps
108 4.4 Cell-centered methods
xe xe+1xe−1
x
ue−1
ue
ue+1
ue−1(x)
ue+1
(x)
ue(x)
uh
uRe−1
uLe
uLe+1
uRe
Figure 4.12: Piecewise-linear MUSCL reconstruction for a scalar solution.
(i) reconstruct the piecewise-linear solution by
uLe = une −
σne
2 , u
R
e = une +
σne
2 , (4.4.9)
(ii) estimate intermediate state at time ∆t/2
u˜Le = uLe +
∆t
2∆x
[
F
(
uLe
)
−F
(
uRe
)]
,
u˜Re = uRe +
∆t
2∆x
[
F
(
uLe
)
−F
(
uRe
)]
,
(4.4.10a)
(4.4.10b)
(iii) solve for the Riemann problem (4.2.38) – either exactly or approximately – at face xe+1/2 with
left and right values u˜Re , u˜Le+1 to get the intercell flux Fe+1/2,
(iv) update the solution with
un+1e = une −
∆t
∆x
[
Fe+1/2 − Fe−1/2
]
. (4.4.11)
4.4.1.3.2 Slope limitation
Reconstructing the slope with formula (4.4.8) yields a solution for which the total variation is generally
higher than the total variation of the piecewise-constant solution. This may imply overshoots and
undershoots of the solution, in particular near local extrema. The global consequence of this issue
is that the scheme produces spurious oscillations that pollute the solution and may violate some
realizability constraints.
This unwanted behaviour is prevented by guaranteeing a reconstructed solution with total variation
smaller than the piecewise-constant solution. Instead of using directly formula (4.4.8) to evaluate the
local slope σne , the following limitation is performed:
σne = φ(rne )
(
une+1 − une
)
, (4.4.12)
where φ : R→ R+ is the slope limiter and rne denotes the slope ratio
rne =
une − une−1
une+1 − une
. (4.4.13)
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Different choices of slope limiters are possible. To quote but a few:
minmod: φ : r 7→ max {0,min {1, r}} ,
superbee: φ : r 7→ max {0,min {1, 2r} ,min {2, r}} ,
overbee: φ : r 7→ max {0,min {2, 2r}} ,
van Leer: φ : r 7→ r +|r|1 +|r| .
(4.4.14a)
(4.4.14b)
(4.4.14c)
(4.4.14d)
It is worth to mention that any negative value of the ratio r yields a zero value of the slope, which
means that any local extremum (corresponding to rne < 0) will lead to a locally constant reconstruction,
preventing further increase of the local extremum, but capping at first-order the accuracy of the
scheme at extrema. The various choices of the slope limiters can be represented in a Sweby diagram
from [Sweby, 1984], see Figure 4.13. In particular, the higher the values of a slope limiter, the more anti-
diffusive the obtained scheme will be. Conversely, lower the values of the limiter mean higher numerical
diffusion. In this respect, the minmod and superbee limiters yield respectively the most and less
diffusive methods among second-order TVD schemes. As mentioned in paragraph 3.3.2.3.2, [Chiapolino
et al., 2017] give up the second-order reconstruction for the liquid volume fraction in the 5-equation
model (3.3.12) and prefers the overbee limiter, which is the most antidiffusive TVD limiter.
0 1 2 3
slope ratio r
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φ
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)
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van Leer
Figure 4.13: Sweby diagram [Sweby, 1984]. Any limiter lying within the filled region is TVD. In addition, any limiter
lying within the hatched region provides a second-order reconstruction.
4.4.1.3.3 A word on higher-order FV methods
There exists a zoology of higher-order FV methods. In the framework of MUSCL, higher degree
polynomial reconstructions may be considered. Quadratic functions are used in the piecewise-parabolic
method proposed by [Colella and Woodward, 1984]. The ENO and WENO methods of [Harten et al.,
1987] provide a framework for arbitrary-order polynomial reconstruction, adapting the reconstruction
stencil to prevent numerical oscillations.
On the other hand, a more recent method called multidimensional optimal order detection (MOOD)
method [Clain et al., 2011] achieves monotonicity by a posteriori limiting the order of reconstruction
within each cell. Starting from a polynomial reconstruction of degree p of the solution, the update is
evaluated. If an increase of the total variation is detected on the obtained update, the degree of the
reconstruction is decremented. The update is re-evaluated, until a solution is found which does not
increase the total variation.
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4.4.2 Runge-Kutta discontinuous Galerkin (RKDG) methods
The family of Runge-Kutta discontinuous Galerkin methods is now presented [Cockburn and Shu,
1998]. It consists in representing the solution by a polynomial function within each cell, without
requiring the solution to be continuous across the cells boundaries.
RKDG methods provide a convenient framework to achieve high-order transport, which will be useful
for the developments led in Chapter 8. First, the derivation of the RKDG method is presented in
section 4.4.2.1. This is done in a one-dimensional context, although the formalism allows for multi-
dimensional methods if considering multidimensional polynomial functions [Cockburn and Shu, 1998].
Then, in section 4.4.2.2, test cases and a convergence study are led to validate the implementation of
this numerical method, which be used later in this manuscript.
4.4.2.1 Derivation of the method
4.4.2.1.1 Weak formulation
In order to derive discontinuous-Galerkin methods, the first step is to express the PDE (4.2.4) in a
weak form, considering the functional space
V =
{
φ : Ω→ RNt | φ ∈ C1(Ω) is of compact support
}
. (4.4.15)
A function φ : Ω ⊂ Rd −→ RNt is said to be of compact support when there exists a compact – i.e.
closed and bounded – subset Ωsupp ⊂ Ω such that:
∀x ∈ Ωr Ωsupp, φ(x) = 0. (4.4.16)
For the sake of clarity, boundary conditions are ignored for the moment. One may for example claim
that the space domain Ω is periodic. The problem is reformulated as:
Find U such that for any test function w ∈ V ,∀t ∈ R∗+,∫
Ω
(
w
∂U
∂t
+w
∂
(F (U))
∂x
)
dx = 0. (4.4.17)
Applying an integration by parts, one obtains the weak formulation of the problem:
Find U such that for any test function w ∈ V ,∀t ∈ R∗+,∫
Ω
(
w
∂U
∂t
− ∂w
∂x
F (U)
)
dx = 0. (4.4.18)
Let (ψei )i=1..p denote a basis of Pp(Ee), the vector space (of dimension p+ 1) of degree p polynomials
over element Ee. Such basis allows to define the finite dimensional vector space
Ve =
φe : Ee → R, φe = χe
p∑
i=0
ψei v
e
i ; (vei )i∈J0,pK ∈ Rp+1
 , (4.4.19)
with χe the characteristic function of element Ee, defined by
χe(x) =
{
1 if x ∈ Ee,
0 otherwise.
(4.4.20)
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An approximate solution of (4.4.18) can be obtained by projection of the solution onto the finite
dimension space
V∆ =
φ : Ω→ R, φ =
ne∑
e=1
χe
p∑
i=0
ψei v
e
i ; (vei )i∈J1,pK,e∈J1,neK ∈ R(p+1)×ne
 , (4.4.21)
using the polynomial basis (ψei )i∈J0,pK as test functions.
The weak form (4.4.18) then yields the following semi-discrete problem:
Find U∆(x, t) =
ne∑
e=1
χe(x)
p∑
i=0
ψei (x)Uei (t) such that
∀e ∈ {1..ne} ,∀i ∈ {0..p} ,
p∑
j=0
(∫
Ee
ψeiψ
e
j dx
)
dUej
dt +
∫
Ee
ψei
∂F (U∆)
∂x
dx = 0.
(4.4.22)
Integrating by parts the flux divergence integral yields:
p∑
j=0
(∫
Ee
ψki ψ
e
j dx
)
dUej
dt︸ ︷︷ ︸
M
+
[
ψei (x)F (U∆) (x)
]xe+1/2
xe−1/2︸ ︷︷ ︸
B
−
∫
Ee
F (U∆) ∂ψ
e
i
∂x
dx︸ ︷︷ ︸
V
= 0, (4.4.23)
where the first term M involves the mass matrix Me over element Ee, the entries of which read
Mij =
∫
Ee
ψeiψ
e
j dx. (4.4.24)
The second term B represents the border terms, while the volume terms correspond to the last term
V .
4.4.2.1.2 Volume integral
The flux function in the volume integral is approximated by its projection over V∆:
F (U∆(x, t)) = ne∑
e=1
χe
p∑
i=0
ψei (x)Fei (t), (4.4.25)
and the volume integral can then be evaluated thanks to quadrature rules using change of variable
x˜ = 2(x−xe)∆x − 1:∫
Ee
p∑
j=0
∂ψei
∂x
ψejFej(t) dx =
∆x
2
p∑
j=0
Fej(t)
1∫
−1
∂ψei
∂x
(
x(x˜)
)
ψej
(
x(x˜)
)
dx˜ (4.4.26a)
= ∆x2
p∑
j=0
Fej(t)
nQ∑
q=0
∂ψei
∂x
(
x(x˜q)
)
ψej
(
x(x˜q)
)
ωq, (4.4.26b)
where x˜q and ωq are respectively the nQ quadrature points in the reference element [−1, 1] and the
associated weights. Details on the quadrature methods are given in appendix C.2. Gauss-Legendre
quadrature are used here, as they provide a high degree of exactness (equal to 2nQ − 1).
The polynomial approximation of the flux function (4.4.25) is made so that the right hand side of
(4.4.26b) can be precomputed. Of course, such approximation is not mandatory, and one can instead
compute at each time step the volume terms of (4.4.23) with a numerical quadrature.
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4.4.2.1.3 Border terms
Border terms in (4.4.23) require to evaluate the flux at the faces2 of the elements. The jump in
cell values can be treated as a Riemann problem that may be solved exactly or approximately. The
resulting numerical flux is then used at element faces. In the present work, either the HLLC flux or
the Rusanov flux are used (cf. section 4.2.3.3).
Note that the one-dimensional context greatly simplifies the border terms evaluation. Indeed, in the
multi-dimensional case, the border terms evaluation require to compute the integral of the numerical
flux over the boundary, along which the solution varies, e.g. by means of a quadrature rule.
4.4.2.1.4 Choice of the polynomial basis
The choice of the polynomial basis can follow two strategies. The first possibility, called nodal DG
methods, use a Lagrange polynomial basis. In this case, the coefficients Uei correspond to actual values
of the solution at some chosen nodes for each element e ∈ J1, nEK, (xei )i∈J0,pK. In this context, the basis
functions
(
ψei
)
i∈J0,pK,e∈J1,nEK representation of degree p is given by
ψei =
∏
j∈J0,pK
j 6=i
x− xej
xei − xej
. (4.4.27)
As the Lagrange polynomials are not orthogonal in general, the mass matrix will not be diagonal.
Yet, since the choice of the Lagrange polynomials nodes is free, two possibilities will enhance the
computational efficiency:
– defining Lagrange nodes at Gauss-Legendre quadrature points for an efficient computation of the
volume integral term,
– defining Lagrange nodes at Gauss-Lobatto quadrature points for an efficient computation of edge
values, as edge points belong to the set of Gauss-Lobatto quadrature points.
Conversely, if the polynomial basis does not correspond to the Lagrange polynomial at the DoF, it is
called a modal DG method. In this context, one can choose – although this is not mandatory – an
orthogonal basis, which leads to a convenient diagonal mass matrix, that can be costlessly inverted.
For instance, one can choose the orthogonal family of Legendre polynomials:
ψei =
1
2i
i∑
j=0
(
n
k
)2
(x− 1)n−k (x+ 1)k . (4.4.28)
Despite its computational advantage for the mass matrix inversion, it requires a computational effort
to evaluate the physical fluxes at Gauss quadrature points for the volume integral and for the boundary
terms calculation.
4.4.2.1.5 Summary
In this work, the following choices are made:
– The polynomial basis used to represent the approximate solution is the Lagrange Polynomials
set defined at Gauss-Legendre quadrature points,
– The Numerical Flux used is the Rusanov Flux.
2Note that the faces reduce to points in one dimension and to lines in two dimensions.
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4.4.2.2 Convergence order and validation
The error of a RKDG method in space evolves with a rate of convergence of O(∆xp+1), for a Pp DG
space discretization. The rate of convergence time is given by the order of the RK method. In practice,
a RK-(p+1) method is used to achieve space-time convergence of order (p+1) [Cockburn et al., 2000].
In order to validate the implementation of the RKDG method, mesh refinement numerical experiments
are led to verify that the theoretical convergence order is achieved by the solver.
4.4.2.2.1 Linear advection
The initial profile u0 used to test the RKDG with linear advection is u0(x) = 1+f(x) with the following
profile function:
f(x) =

[
cos
(
2pi (x− 0.5))]8 if x ∈ [0.25, 0.75] ,
0 otherwise.
(4.4.29)
Such profile has a C8 regularity, allowing to perform high-order convergence analyses. Test cases are
made on a unitary-length periodic domain. The constant advection speed is c0 = 1 m/s.
The results of the linear advection using RKDG schemes from order 1 to 3 are depicted in Figure 4.14.
For all three simulations, the spatial discretization consists in 20 elements. The CFL number for
all simulations is cfl = 0.2. The first-order RKDG method is equivalent to a finite volume method
with the Rusanov flux, which is also equivalent for the one-dimensional linear advection case to a
finite-difference upwind scheme in space with a forward-Euler time-marching. It is then natural to
obtain a bounded solution that is highly diffused in Figure 4.14a. The second-order scheme, using P1
elements, is much less diffusive but introduces a dispersion error. It is not monotonicity-preserving but
guarantees a higher-fidelity transport, as illustrated in Figure 4.14b. Finally, the third-order scheme is
even more accurate. Like the second-order scheme, it is not monotonicity-preserving, although neither
overshoot nor undershoot are clearly visible in Figure 4.14c.
The convergence rate of the different methods is evaluated numerically. The results are depicted in
Figure 4.15. The expected orders are retrieved, validating the implementation of the method.
The similar validation strategy is then applied in the case of Euler equations.
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Figure 4.14: Linear advection snapshots taken at t = 0, t = 1/2 and t = 1.
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Figure 4.15: Convergence order for the linear advection equation. From top to bottom, the convergence results for
RKDG1, RKDG2 and RKDG3 are displayed. The columns correspond, from left to right, to the L1-norm, the L2-norm,
and the L∞-norm. Dashed lines correspond to the expected slopes of order 1 in blue, 2 in orange and 3 in green.
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4.4.2.2.2 Euler equations
The test configuration which is now considered is the transport of a regular density perturbation in a
domain with constant pressure and velocity.
The NASG EoS presented in section 2.2.3.2 is used as the thermodynamic closure for the validation
test. The coefficients chosen are those of liquid O2, taken from the data provided by [Le Métayer and
Saurel, 2016] and displayed in table 4.1.
P∞ [Pa] b [m3 · kg−1] cv [J ·K−1 · kg−1] γ e0 [J · kg−1]
liquid 2036× 105 4.57× 10−4 791 2.2 −290222
vapour 0 0 299 1.85 29274
Table 4.1: NASG coefficients for O2.
The length of the periodic domain is L = 1 m. The initial density profile is given by
ρ0(x) = ρb + ρ∆f(x), (4.4.30)
with f(x) the regular profile given in (4.4.29). The numerical values are chosen to be in the liquid
phase according to [Le Métayer and Saurel, 2016], that is ρb = 1100 [kg ·m−3] and ρ∆ = 100 [kg ·m−3].
The initial pressure value is P0(x) = 10 bar and the initial velocity is u0(x) = 20 m/s.
The number of elements in the mesh is nx = 20. Simulations are run using RKDG1, RKDG2 and
RKDG3 schemes, with a Rusanov numerical flux. The results are displayed in Figure 4.16. Since the
velocity and pressure fields are preserved up to machine error, they are not displayed. As for the linear
advection case, the first-order scheme is diffusive. Actually, the amount of numerical diffusion is much
higher than for the linear advection case and a flat profile is already obtained after advection over half
the domain length. This is due to the use of a Rusanov flux, which achieves upwinding by adding
enough diffusion to compensate the highest propagation speed of information, which is u + c in this
case. As the speed of sound is such that c u here, the numerical diffusion flattens the solution.
The numerical diffusion for the first-order scheme can be reduced by computing more accurately the
solution of the Riemann problem at the interface between cells, using for example a HLLC solver [Toro
et al., 1994]. Yet, as the object of this study focuses mainly on higher-order transport, the Rusanov
flux is sufficient to carry out the study as high-order space discretization is achieved by the high-order
polynomial representation of the solution.
Once again, the second-order scheme displays a better fidelity but has a relatively high dispersion
error. The third-order is naturally even more accurate, almost exactly fitting the analytical solution.
This is an noteworthy behaviour of the high-order methods: despite the high difference between the
transport velocity and the highest characteristic velocity, the high-order representation of the states at
elements boundaries prevent the smearing of the solution despite the use of a very diffusive numerical
flux.
The errors after 50 ms evaluated with the L1-norm, L2-norm and L∞-norm are computed for all three
conservative variables (ρ, ρu and ρet). The results for the second-order and third-order RKDG schemes
are displayed in Figure 4.17. The observed convergence rate is in agreement with the respectively
expected second- and third-order. This validates the implementation of the RKDG method with the
Euler equations.
4.4.2.3 A word on high-order positivity preserving DG methods
As the positivity preservation is an important issue in the numerical resolution of flow models, positivity
preserving schemes have been developed within the DG framework. The pioneering work of [Zhang
and Shu, 2010a] in this direction provided a DG scheme that preserves the positivity of the mean value
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(a) RKDG1 transport: P0 elements are used for space discretization (piecewise constant), with a
RK1 (forward-Euler) time-marching update.
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(b) RKDG2 transport: P1 elements are used for space discretization (piecewise linear), with a
RK2 time-marching update.
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(c) RKDG3 transport: P2 elements are used for space discretization (piecewise quadratic), with
a RK3 time-marching update.
Figure 4.16: Transport of a density perturbation with RKDG3 (P2 elements). Snapshots are taken at t = 0, t = 25 ms
and t = 50 ms. The black dashed line represents the analytical solution, identical to the initial solution.
within each element, for a scalar conservation law. This requires the evaluation of the solution at a
finite number of points to perform a limitation that guarantees positivity. Later on, the same team
extended this idea to Euler equations over quadrangular elements [Zhang and Shu, 2010b] and over
triangular elements [Zhang et al., 2013]. These methods allow for preserve the order of accuracy of the
numerical method, but impose a more restrictive CFL constraint than classic DG methods.
4.4.2.4 Remark on the implementation of RKDG methods
In addition to the implementation of the RKDG methods used for the results presented in this
manuscript, an implementation of these methods has been carried out during this Ph.D thesis, in
the context of project HODINS at the CEMRACS mathematics summer program, in 2016. This
project was dedicated to the implementation of a numerical solver in a task-programming framework,
within the runtime StarPU [Augonnet et al., 2011], which allows for high-performance computing on
heterogeneous architectures. The results of this project have been published in [Essadki et al., 2018],
although for the sake of clarity, only a finite-volume method is described in the paper.
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Figure 4.17: Convergence analysis for the Euler equations with NASG thermodynamic closure.
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4.5 Vertex-centered numerical methods
Vertex-centered numerical methods use the solution values at the grid nodes as degrees of freedom. This
formalism is closely related with classical finite-differences methods, and the Galerkin finite-element
method. Vertex-centered methods are relatively close to cell-centered methods, as it was for instance
shown by [Mavriplis and Jameson, 1990]: when applied on a regular triangular mesh, the P1 Galerkin
method is equivalent to a vertex-centered finite-volume scheme applied on the dual mesh.
Although the FV methods have been the most popular techniques for flow modeling with a very
active community, some authors such as [Donea, 1984], [Löhner et al., 1984], and more recently [Colin
and Rudgyard, 2000] pushed forward the application of FE methods to flow modeling. These works
provided efficient high-order schemes with low-dissipation, which makes them suitable for applications
to LES.
Section 4.5.1 presents the classic Galerkin finite element method, introducing the family of two-step
Taylor-Galerkin schemes called TTG, that are implemented in the compressible and unstructured HPC
solver AVBP, used in Chapters 5 and 6. Then, section 4.5.2 presents some developments that aim to
construct a high-order finite-element monotonicity-preserving scheme.
4.5.1 Galerkin method
4.5.1.1 Weak formulation
The finite element method of Galerkin (FEM), similarly to its discontinuous counterpart described in
section 4.4.2, relies on a weak formulation of the conservation law. First, the problem is rewritten as:
∀w ∈ V , ∀t ∈ R∗+,
∫
Ω
(
w · ∂U
∂t
+w ·
[
~∇· ~F (U)
])
dV = 0, (4.5.1)
where w is called a test function, belonging to a chosen set V . Then, the weak solution U of the
problem is characterized by:
∀w ∈ V , ∀t ∈ R∗+,
∫
Ω
(
w · ∂U
∂t
− ~∇w · ~F (U)
)
dV = 0, (4.5.2)
obtained using an integration by parts.
4.5.1.2 Galerkin semi-discretization
4.5.1.2.1 The Galerkin approximation
The FEM consists in approaching the solution U ∈ U by the approximate one U∆ ∈ V∆, where
V∆ = Pk(Th) is the finite-dimension functional space of piecewise-polynomial functions over the mesh.
The approximate solution can be expressed as
U∆ (~x, t) =
nDoF∑
j=1
Uj(t)φˆj (~x) , (4.5.3)
where φˆi is the basis function associated with the ith DoF. The present work focuses on the P1 case, rep-
resenting the solution by piecewise linear functions. The corresponding basis functions
(
φˆj
)
j∈J1,nDoFK
are then the hat functions associated with the mesh vertices, as illustrated by figure 4.18. Function φˆj
consists in the unique piecewise-linear function that verifies
φˆj(~xi) = δij =
{
1 if i = j,
0 otherwise,
(4.5.4)
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Figure 4.18: Illustration of a basis function for the P1 Galerkin method, for a 2D triangular mesh.
with δij the Kronecker operator.
Unlike the DG representation of the solution U∆ that appears in (4.4.22), the Galerkin formulation
consists in a continuous approximation of the solution (4.5.3). In this respect, the P1-DG is not
equivalent to the P1-Galerkin representation.
In the present work, the flux function (in the three-dimensional case) is approximated under the group
representation [Donea and Huerta, 2003], as done in [Colin and Rudgyard, 2000], which consists in
writing
~F (U (~x, t)) ≈ nDoF∑
j=1
~F (Uj(t)) φˆj (~x) . (4.5.5)
and the following notation is used (in the three-dimensional case):
~F (Uj(t)) =
Fxj (t)Fyj (t)
Fzj (t)
 = ~Fj(t) (4.5.6)
Note that although relation (4.5.5) is exact only when the considered numerical flux is linear, it allows
for substantial computational gain, as underlined by [Fletcher, 1996]. This latter reference states that
the accuracy of the solution is not deteriorated by such approximation provided the two conditions:
(i) the equations are solved in their conservative form,
(ii) the same polynomial interpolation is used for all the terms appearing in the differential terms of
the conservation law.
In particular, the order of the solution is the same whether approximation (4.5.5) is used or not.
Following the Galerkin method, the space of the test functions is also reduced to V∆.
∀w ∈ V∆, ∀t ∈ R∗+,
nDoF∑
j=1
∫
Ω
(
w · dUjdt φˆj −
~∇w ·
(
~Fj(t) φˆj
))
dV = 0. (4.5.7)
Since V∆ is spanned by the
(
φˆj
)
j=1,nDoF
, verifying equation (4.5.7) for any w ∈ V∆ is equivalent to:
∀i ∈ J1, nDoFK , ∀t ∈ R∗+, nDoF∑
j=1
∫
Ω
(
dUj
dt φˆiφˆj −
~Fj(t) ·
(
φˆj ~∇φˆi
))
dV = 0, (4.5.8)
which is equivalent to
∀i ∈ J1, nDoFK , ∀t ∈ R∗+, nE∑
e=1
nDoF∑
j=1
dUj
dt
[∫
Ee
φˆiφˆj dV
]
+
nE∑
e=1
nDoF∑
j=1
[∫
Ee
φˆi~∇φˆj dV
]
·~Fj(t) = 0. (4.5.9)
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In (4.5.9) appears the Galerkin mass matrix M and advection operator T , defined by
Mij =
nE∑
e=1
Meij , with Meij =
∫
Ee
φˆiφˆj dV, (4.5.10)
T ij =
nE∑
e=1
T eij , with T eij =
∫
Ee
φˆi~∇φˆj dV. (4.5.11)
The semi-discrete equation eventually writes in the vectorial form:
M
d
⌊
U
⌋
dt + T ·
⌊
~F
⌋
= 0, (4.5.12)
where the notation
⌊
U
⌋
denotes vector of RnDoF×Nt containing the solution values at the nDoF nodes.
It is worth emphasizing that bothM and T are constant for a given computational grid and Galerkin
polynomial order, and do not depend on the solution and flux values. In addition, these matrices are
sparse, since for any j 6∈ Di, Mij = T ij = 0.
4.5.1.2.2 The Galerkin-Runge-Kutta (GRK) scheme
The semi-discrete form (4.5.12) consists in a large system of ordinary differential equation, which can
be solved by means of a Runge-Kutta (RK) method. When P1 elements are used for the Galerkin
discretization, a third-order scheme in space and time can be obtained [Donea and Huerta, 2003] using
the RK3 method for the time-marching scheme.
The corresponding scheme then writes
⌊
U
⌋n+ 13 = ⌊U⌋n + ∆t3 ⌊H⌋n,⌊
U
⌋n+ 12 = ⌊U⌋n + ∆t2 ⌊H⌋n+ 13 ,⌊
U
⌋n+1 = ⌊U⌋n + ∆t⌊H⌋n+ 12 ,
(4.5.13a)
(4.5.13b)
(4.5.13c)
with ⌊
H
⌋k = −M−1T · ⌊~F⌋k. (4.5.14)
This scheme is stable under the CFL constraint ηC ≤ 1.
4.5.1.3 Taylor-Galerkin (TG) schemes
The family of Taylor-Galerkin schemes is based on a strategy similar to the Lax-Wendroff scheme.
Instead of the GRK scheme presented in paragraph 4.5.1.2.2, which consists in performing first a
spatial semi-discretization and then using a time-marching method for the temporal discretization,
TG schemes are built first on a temporal semi-discretization using a Taylor expansion, and then a
spatial discretization of the resulting semi-discrete differential equation.
4.5.1.3.1 The Lax-Wendroff-Galerkin scheme
The derivation of the second-order TG scheme [Donea and Huerta, 2003], called Lax-Wendroff-Galerkin
(or TG2) scheme is now presented. It can be summarized into the three steps given below.
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The first step consists in writing the Taylor expansion in time of the vector of conservative variables
U up to order 2:
U(~x, tn+1) = U(~x, tn) + ∆t
(
∂U
∂t
)
(~x,tn)
+ ∆t
2
2
(
∂2U
∂t2
)
(~x,tn)
+O
(
∆t3
)
(4.5.15)
The second step is to apply the Cauchy-Kowalevski procedure, which consists in turning the temporal
derivatives of (4.5.15) into spatial derivatives by means of the conservation law (4.2.4). The first-order
derivative is then given by(
∂U
∂t
)
(~x,tn)
= −~∇· ~F (U) (4.5.16)
and the second-order derivative is(
∂2U
∂t2
)
(~x,tn)
= −~∇·
(
∂ ~F (U)
∂t
)
(~x,tn)
= −~∇·
(
~J (U)
(
∂U
∂t
)
(~x,tn)
)
= ~∇·
[
~J (U) ~∇· ~F (U)
]
. (4.5.17)
The approximate vector of conservative variables Un+1∆ (~x) at time tn+1 then reads
Un+1∆ (~x) = U
n
∆(~x)−∆t~∇· ~F (Un∆) +
∆t2
2
~∇·
[
~J (Un∆) ~∇· ~F (Un∆)
]
. (4.5.18)
The resulting differential equation (4.5.18) only involves functions and derivatives along spatial vari-
ables. The third and final step consists in the discretization of (4.5.18), following a similar Galerkin
procedure as the one described in section 4.5.1.2. The conservative variables and the associated flux
are approximated following (4.5.3) and (4.5.5). In addition, the Jacobian matrix ~J
(
Un∆ (~x)
)
is approx-
imated by its mean value over the containing element Ee 3 x:
~J
(
Un∆ (~x)
) ≈ ~Jne = 1nev
∑
j∈Ee
~J
(
Unj
)
, (4.5.19)
with nev the number of vertices in element Ee. The weak form of equation (4.5.18) under these approx-
imations reads:
∀i ∈ J1, nDoFK ,
nE∑
e=1
nDoF∑
j=1
∫
Ee
((
Un+1j −Unj
)
φˆiφˆj + ∆t~Fnj ·
(
φˆi~∇φˆj
)
− ∆t
2
2
~∇·
[
~Jne
(
~Fnj · ~∇φˆj
)]
φˆi
)
dV = 0.
(4.5.20)
Which can be written, using the notations of [Colin and Rudgyard, 2000], as
M
⌊
Un+1
⌋
= M
⌊
Un
⌋−∆t⌊L (Un)⌋− ∆t22 ⌊LL (Un)⌋, (4.5.21)
where the mass matrixM is defined by equation (4.5.10). The first-order term L (Un) and second-order
term LL (Un) are given by
L (Uni ) =
nE∑
e=1
nDoF∑
j=1
~Fnj ·
∫
Ee
φˆi~∇φˆj dV =
(
T ·
[
~Fn
])
i
,
LL (Uni ) =
nE∑
e=1
nDoF∑
j=1
∫
Ee
~∇·
[
~Jne
~∇·
(
~Fnj φˆj
)]
φˆi dV,
(4.5.22a)
(4.5.22b)
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The second-order term LL (Un) is computed by integration by parts, which reads
LL (Uni ) =−
nE∑
e=1
nDoF∑
j=1
~Jne
∫
Ee
[
~Fnj · ~∇φˆj
]
~∇φˆi dV,
+
nE∑
e=1
nDoF∑
j=1
∫
∂Ee∩∂Ω
~Jne
(
~Fnj · ~∇φˆj
)
φˆi · ~ndS.
(4.5.23)
The second term of (4.5.23), containing the boundary terms, will be described in paragraph (4.5.1.3.2).
Equation (4.5.21) defines the Lax-Wendroff-Galerkin scheme, also called the LW-FE or the TG2 (for
TG 2nd-order) scheme [Donea and Huerta, 2003].
4.5.1.3.2 Boundary terms
The values of the boundary terms arising from the integration by parts (4.5.23) must be provided.
Such terms should not require the formulation of additional “physical” boundary conditions, since
the system of Euler equations is already completely determined by the considered Cauchy problem.
Nonetheless, a value must be attributed to these terms. In this respect, two different assumptions have
been considered by [Lamarque, 2007] and are available in AVBP:
(i) uncancelled second-order term (USOT), which consists in neglecting the boundary terms, so that
at all grid nodes (and, in particular, even at the boundary nodes), one has
LL (Uni ) = −
nE∑
e=1
nDoF∑
j=1
~Jne
∫
Ee
[
~Fnj · ~∇φˆj
]
~∇φˆi dV (4.5.24)
(ii) cancelled second-order term (CSOT), which assume a zero-valued second-order term at boundary
nodes, so that
∀~xi ∈ ∂Ω,LL (Uni ) = 0. (4.5.25)
4.5.1.3.3 Matrix formulation
It is possible to express the update (4.5.21) in the following form:
nE∑
e=1
nDoF∑
j=1
∫
Ee
~∇·
[
~Jne ~∇·
(
~Fnj φˆj
)]
φˆi dV =−
nE∑
e=1
nDoF∑
j=1
(∫
Ee
[
~∇φˆi ⊗ ~∇φˆj
]
dV
)
:
(
~Jne
t~Fnj
)
+
nE∑
e=1
nDoF∑
j=1
∫
∂Ee∩∂Ω
~Jne
(
~Fnj · ~∇φˆj
)
φˆi · ~ndS
(4.5.26)
, with the double contraction product defined over the spatial dimensions:
~~A : ~~B = Tr
(
~~A · ~~B
)
=
d∑
k=1
d∑
l=1
AklBlk (4.5.27)
which can be summarized as
M
⌊
Un+1
⌋
= M
⌊
Un
⌋−∆tT · ⌊Fn⌋− ∆t2 D : ⌊~Jn · Fn⌋+ ⌊BTn⌋ (4.5.28)
with the diffusion operator defined as
Dij =
nE∑
e=1
Deij , with Deij =
∫
Ee
~∇φˆi ⊗ ~∇φˆj dV. (4.5.29)
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In this formulation, the different operatorsM, T andD are constant once the mesh and basis functions
are fixed.
4.5.1.3.4 Two-step Taylor-Galerkin (TTG) schemes
Higher-order convergence can be obtained with so-called TTG schemes. This strategy was initiated
by [Selmin, 1987], and further explored and formalized by [Colin and Rudgyard, 2000]. In this latter
reference, a general form of the TTG schemes is provided. It is based on an alternative form of the
truncated Taylor expansion (4.5.15), which introduces an intermediate step U˜ , so that the state at
time tn+1 is given by
U˜n(~x) = Un(~x)− αTTG∆t∂U
n
∂t
+ βTTG∆t2
∂2Un
∂t2
,
Un+1(~x) = Un(~x)−∆t
(
θTTG
∂Un
∂t
+ θ˜TTG
∂U˜n
∂t
)
+ ∆t2
(
εTTG
∂2Un
∂t2
+ ε˜TTG
∂2U˜n
∂t2
)
,
(4.5.30a)
(4.5.30b)
where the coefficients αTTG, βTTG, θTTG, θ˜TTG, εTTG and ε˜TTG are constant parameters of the TTG
method. Following the same Galerkin discretization technique as described in paragraph 4.5.1.3.1, one
obtains the following expression for the TTG scheme:

M
⌊
U˜n
⌋
= M
⌊
Un
⌋− αTTG∆t⌊L (Un)⌋+ βTTG∆t2⌊LL (Un)⌋,
M
⌊
Un+1
⌋
= M
⌊
Un
⌋−∆t(θTTG⌊L (Un)⌋+ θ˜TTG⌊L(U˜n)⌋)
+ ∆t2
(
εTTG
⌊
LL (Un)
⌋
+ ε˜TTG
⌊
LL
(
U˜n
)⌋)
.
(4.5.31a)
(4.5.31b)
The choice of the coefficients yields the different TTG schemes, resulting in various behaviours in
terms of diffusion and dispersion [Colin and Rudgyard, 2000]. The different parameter combinations
are recalled in Table 4.2.
Scheme αTTG βTTG θTTG θ˜TTG εTTG ε˜TTG
LW-FE - - 1 - 1/2 -
TTG3 1/3 1/9 1 0 0 1/2
TTG4A 1/3 1/12 1 0 0 1/2
TTG4B 0.1409714 0.1160538 0 1 0 0.3590284
TTGC 1/2− γTTG 1/6 0 1 γTTG 0
Table 4.2: Sets of coefficients defining the different TTG schemes and the LW-FE scheme. This latter scheme being a
one-step scheme, only the relevant coefficients are provided.
In particular, it is shown by [Colin and Rudgyard, 2000] that if the coefficients are such that
θTTG + θ˜TTG = 1,
εTTG + ε˜TTG + αTTG(1− θTTG) = 12 ,
1
2αTTG (1− 2εTTG) + (1− θTTG)
(
βTTG − α2TTG
)
= 16 ,
(4.5.32a)
(4.5.32b)
(4.5.32c)
Chapter 4 - Numerical methods for hyperbolic conservation laws 125
the scheme is third-order accurate, which is the case for all TTG schemes of Table 4.2. Note that
the TTGC formulation actually corresponds to a family of schemes defined by the parameter γTTG.
This paramter has an impact on the dissipation of the scheme – especially at high frequencies – and
on the CFL stability criterion [Colin and Rudgyard, 2000]. Following [Colin and Rudgyard, 2000],
γTTG = 0.01 achieves low dissipation and has a high stability limit, slightly above ηC = 1.
4.5.1.4 Conclusion
This section allowed to introduce the class of TTG schemes, which will be used in the computations
of Chapters 5 and 6, in the AVBP solver. Their derivation and properties have been briefly described.
The next section presents an original work led in order to investigate the possibility to formulate a
high-order monotonicity-preserving TTG method.
4.5.2 Finite element methods with flux-corrected transport (FEM-FCT)
The present section is dedicated to the description of the FEM-FCT framework and presents the
development of a numerical method within this framework. For the sake of simplicity, the following
study is conducted on the advection equation, over a one-dimensional periodic domain and a regular
mesh.
4.5.2.1 Motivation and principle of the method
The FEM-FCT strategy aims at preventing the oscillatory behaviour of the classical centered FE meth-
ods such as those described in the previous section 4.5.1 when under-resolved gradients are present
in the solution. This oscillatory behaviour is highlighted in figure 4.19 in the limit case of the trans-
port of a step profile. In this test case, spurious oscillations of the solution are generated near the
discontinuities, resulting in overshoots (u > 1) and undershoots (u < 0) of the approximate solution.
0.0 0.2 0.4 0.6 0.8 1.0
x
0.0
0.5
1.0
u
Exact
TG2
(a) TG2 (2nd-order)
0.0 0.2 0.4 0.6 0.8 1.0
x
0.0
0.5
1.0
u
Exact
TTGC
(b) TTGC (3rd-order)
Figure 4.19: Transport of a step function in a periodic domain using centered FE methods.
Because of Godunov’s Theorem recalled in paragraph 4.3.3.4.5, among linear methods, only first-order
methods ensure monotonicity preservation and avoid such spurious oscillations. The idea of flux-
corrected transport (FCT), proposed in [Boris and Book, 1973], was then to have the best of both worlds
by using a monotonicity-preserving low-order method to restrain the high-order FE method where it
oscillates, providing a high-order non-oscillatory method. This idea has been further developed by
the work of [Zalesak, 1979], extending the FEM-FCT formulation to multi-dimensional problems on a
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regular mesh. Subsequently, [Löhner et al., 1988] provided an extension to unstructured meshes. More
recently, the works of [Kuzmin and Turek, 2002] rigorously reformulated the FEM-FCT framework
and proposed an extension to implicit schemes guaranteeing positivity preservation even for high CFL
numbers. In the context of this Ph.D work, a preliminary study of FEM-FCT schemes is led in order
to investigate the possibility of implementing a high-order monotonicity preserving method into the
AVBP solver, based on the preexisting TTGC/TTG4A third-order FE methods.
4.5.2.2 Original formulation
The typical formulation of FEM-FCT methods [Zalesak, 1979] is summarized in the following steps:
1. Compute a high-order update
⌊
uH
⌋
using a FE discretization of the conservation law;
2. Compute a low-order update
⌊
uL
⌋
using a non-oscillatory first-order upwinded version of the
high-order method, typically by lumping the mass matrix and adding enough numerical diffusion
[Kuzmin, 2009];
3. Compute the anti-diffusive contributions ψij between each pair of DoF (i, j) that restore the
original high-order update;
4. Limit these anti-diffusive contributions in order to prevent the formation of new local extrema
and to avoid the increase of the existing local extrema;
5. Compute the final update
⌊
un+1
⌋
by adding the limited anti-diffusive contributions to the low-
order solution
⌊
uL
⌋
.
These five steps are now detailed in the following paragraphs.
Step 1 – formulation of the high-order FE method
The one-step “Lax-Wendroff” TG2 scheme (4.5.21) is used here, on which the formulation of [Kuzmin,
2009] is applied. In the case of a one-dimensional advection equation on a regular periodic mesh of
step ∆x, it reads:
M
⌊
uH
⌋
= M
⌊
un
⌋
+ (a∆t) T ⌊un⌋+ 12a2∆t2D⌊un⌋. (4.5.33)
In the one-dimensional case, the operatorsM, T and D – respectively the mass, advection and diffusion
matrices – are all tridiagonal (nDoF × nDoF) matrices (except the corner entries that are non-zero due
to the periodicity of the domain) which have the following expressions:
M = ∆xM0; T = T0; D = 1∆xD0 (4.5.34a)
with
M0 =
1
6

4 1 0 1
1 . . . . . . 0
0 . . . . . . 1
1 0 1 4
 ; T0 =
1
2

0 −1 0 1
1 . . . . . . 0
0 . . . . . . −1
−1 0 1 0
 ; D0 =

−2 1 0 1
1 . . . . . . 0
0 . . . . . . 1
1 0 1 −2
 . (4.5.34b)
Introducing the CFL number ηC = a∆t∆x and the stiffness matrix K0
K0 = T0 + 12ηCD0, (4.5.35)
equation (4.5.33) becomes
M0
⌊
uH
⌋
= M0
⌊
un
⌋
+ ηCK0
⌊
un
⌋
, (4.5.36)
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Step 2 – construction of the low-order non-oscillatory scheme
Following the formalism of [Kuzmin, 2009], the low-order non-oscillatory scheme is constructed by
upwinding the high-order centered FE scheme (4.5.36).
Consider a numerical scheme of the form
A
⌊
un+1
⌋
= B
⌊
un
⌋
, (4.5.37)
with A a non-singular matrix. Following [Kuzmin et al., 2012], such a scheme is positivity-preserving
if A is an M -matrix and B ≥ 0, i.e. the coefficients Bij are positive or zero for any (i, j). The usual
definition of an M -matrix is the following:
A matrix A is called an M -matrix if:
i. aij ≤ 0 for j 6= i,
ii. All principal minors of A are positive.
Among the various characterizations of M -matrices (see [Poole and Boullion, 1974] for an extensive
survey), the important one according to the present concern is that A is a M -matrix if and only if
A−1 ≥ 0.
The low-order scheme is built to satisfy this posivity-preservation condition. The first step in the
construction of the low-order scheme consists in the lumping of the mass matrix [Kuzmin, 2009]. The
lumping operation reads:
(ML)ij =

0 if i 6= j,
nDoF∑
k=1
Mik if i = j. (4.5.38)
And obtained lumped mass matrix ML reads
ML = ∆xML,0 = ∆xId, (4.5.39)
with Id the identity matrix. Physically, using a lumped mass matrix corresponds to assuming a
constant time-derivative within each grid element [Lamarque, 2007]. Mathematically, the high-order
scheme (4.5.36) can be rewritten as
ML,0
⌊
uH
⌋
= ML,0
⌊
un
⌋
+ ηCT0
⌊
un
⌋
+ 12η
2
CD0
⌊
un
⌋− (M0 −ML,0) (⌊uH⌋− ⌊un⌋) , (4.5.40)
showing that substituting the consistent mass matrix M by its lumped version corresponds to adding
the diffusive term
(
M0 −ML,0
) (⌊
uH
⌋− ⌊un⌋) to the high-order scheme. The obtained lumped mass-
matrix is obviously an M -matrix.
The strategy then consists in adding the lowest possible amount of numerical diffusion to recover a
non-oscillatory first-order scheme. The stiffness matrix K given by (4.5.35) is replaced by
L = K+D∗, (4.5.41)
with D∗ the diffusion matrix defined by:
D∗ij = D∗ji = max
{
0,−Kij ,−Kji
}
for j 6= i
D∗ii = −
∑
j 6=i
D∗ij ,
(4.5.42a)
(4.5.42b)
which guarantees L ≥ 0 and preserves discrete conservation.
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The low-order scheme finally reads
ML,0
⌊
uL
⌋
=
(
ML,0 + ηCL
) ⌊
un
⌋
. (4.5.43)
In order to ensure positivity preservation, the matrix
(
ML,0 + ηCL
)
must have only non-negative
coefficients, which imposes a limitation on the CFL number:
∀i | Lii < 0, ηC ≤ min
i
{
−Mii
Lii
}
(4.5.44)
Step 3 – computation of the anti-diffusive contributions
From (4.5.40) and (4.5.41), the anti-diffusion necessary to recover the high-order update from the
low-order one is given by
⌊
Ψ
⌋
=
(
ML,0 −M0
) (⌊
uH
⌋− ⌊un⌋)− ηCD∗⌊un⌋. (4.5.45)
This can be written as a sum of skew-symmetric flux contributions between nodes [Kuzmin, 2009],
Ψ =
∑
j 6=i ψij , with the contribution of a node j to another node i given by:
ψij =
[
Mij − ηCD∗
] (
unj − uni
)
−Mij
(
uHj − uHi
)
. (4.5.46)
Step 4 – limitation of the anti-diffusive contributions
In order to ensure monotonicity preservation, the strategy consists in first splitting the anti-diffusive
contributions into the positive and negative contributions received by each node i:
P⊕i =
1∑
jMij
∑
j 6=i
max
{
0, ψij
}
, P	i =
1∑
jMij
∑
j 6=i
min
{
0, ψij
}
. (4.5.47)
The idea is then to limit the positive contributions in order to prevent the creation or increase of a
local maximum, and to limit the negative contributions to prevent the creation or increase of a local
minimum. This is done separately, assuming a worst-case scenario [Kuzmin, 2009]. The limitation
procedure requires to define the distance from the value at node i to the local maximum and to the
local minimum, which read respectively:
Q⊕i = max
{
max
j∈Di
{
unj
}
,max
j∈Di
{
uLj
}}
− uni ,
Q	i = min
{
min
j∈Di
{
unj
}
, min
j∈Di
{
uLj
}}
− uni .
(4.5.48)
The limitation ratios for the positive and negative contributions are then defined as:
R⊕i =
 min
{
1,Q⊕i /P⊕i
}
, if P⊕i > 0,
1, if P⊕i = 0,
; R⊕i =
 min
{
1,Q	i /P	i
}
, if P	i < 0,
1, if P	i = 0.
(4.5.49)
Note that by construction,
(
R⊕i ,R	i
)
∈ [0, 1]2.
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Step 5 – computation of the update
The global update of the FEM-FCT is computed as⌊
un+1
⌋
=
⌊
uL
⌋
+M−1L,0
⌊
Ψ¯
⌋
, (4.5.50)
where the limited anti-diffusive flux reads
Ψ¯i =
∑
j 6=i
αijψij , (4.5.51)
with the limitation coefficients
αij =
 min
{
R⊕i ,R	j
}
if ψij ≥ 0,
min
{
R	i ,R⊕j
}
if ψij < 0,
(4.5.52)
so that if the limitation coefficients αij are all zero, the low-order update
⌊
un+1
⌋
=
⌊
uL
⌋
is obtained,
whereas if they are all unity, the high-order unlimited update
⌊
un+1
⌋
=
⌊
uH
⌋
is found. The non-linear
update
⌊
un+1
⌋
verifies the capping
∀i ∈ J1, nDoFK , un+1i ∈ [min
j∈Di
{unj },max
j∈Di
{unj }
]
. (4.5.53)
4.5.2.3 Extension to a third-order TTG method
In order to investigate possible higher-order convergence, the association of FCT to a third-order
scheme is now developed. In this respect, a third-order TTG method is considered, e.g. TTG4A or
TTGC. From equation (4.5.31), for the one-dimensional linear advection on a periodic regular grid,
such schemes can be summarized into:
M0
⌊˜
un
⌋
= M0
⌊
un
⌋− αTTGηCT0⌊un⌋+ βTTGη2CD0⌊un⌋,
M0
⌊
uH
⌋
= M0
⌊
un
⌋− ηC (θTTGT0⌊un⌋+ θ˜TTGT0⌊˜un⌋)
+ η2C
(
εTTGD0
⌊
un
⌋
+ ε˜TTGD0
⌊˜
un
⌋)
,
(4.5.54a)
(4.5.54b)
which is rewritten asM0
⌊˜
un
⌋
= M0
⌊
un
⌋
+ ηCK1
⌊
un
⌋
,
M0
⌊
uH
⌋
= M0
⌊
un
⌋
+ ηCK2
⌊
un
⌋
+ ηCK˜
⌊˜
un
⌋
,
(4.5.55a)
(4.5.55b)
where the following notations are used:
K1 = −αTTGηCT0 + βTTGη2CD0, (4.5.56a)
K2 = −θTTGηCT0 + εTTGη2CD0, (4.5.56b)
K˜ = −θ˜TTGηCT0 + ε˜TTGη2CD0. (4.5.56c)
4.5.2.3.1 A first idea to apply FEM-FCT
In this section, a direct adaptation of the FEM-FCT methodology of [Kuzmin, 2009] and described in
section 4.5.2.2 is detailed.
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Step 1 – the high-order FE method
The first idea considered consists in defining the high-order scheme as the single-step reformulation of
(4.5.55b), which reads:
M0
⌊
uH
⌋
= M0
⌊
un
⌋
+ ηC
(
K2 + K˜+ ηCK˜M−10 K1
) ⌊
un
⌋
. (4.5.57)
Step 2 – the low-order scheme
The low-order scheme is then computed as in section 4.5.2.2, by introducing the diffusion matrix D∗TTG:

D∗ij = D∗ji = max
{
0,−KTTGij ,−KTTGji
}
, for j 6= i,
D∗ii = −
∑
j 6=i
D∗ij ,
(4.5.58a)
(4.5.58b)
where the global stiffness matrix KTTG of the TTG scheme is defined as
KTTG = K2 + K˜+ ηCK˜M−10 K1. (4.5.59)
Note that unlike for the one-step formulation considered in section 4.5.2.2, the operator KTTG is not
tridiagonal because of the last term, which comes from the two-step character of the scheme. This
implies that the adequate numerical diffusion D∗, given by equation (4.5.42) and required to build the
low-order scheme verifying KTTG +D∗ ≥ 0, is now non-local (because not tridiagonal). This will be
shown to have undesired consequences on the FEM-FCT update.
Steps 3, 4 & 5 – computation and limitation of the antidiffusive contributions, and FEM-FCT update
computation
These steps are applied following the classic formulation of section 4.5.2.2.
By doing so, the non-local character of the low-order update is observed to jeopardize the monotonicity
of the solution. In order to illustrate this observation, the first iteration for the advection of a step
function is displayed in figure 4.20, in which an oscillation has been created. It appears that the
high-order contributions would tend to increase the value of the rightmost point of the hatched area,
while they would tend to decrease the value of the penultimate point.
Applying the limitation then yields the FEM-FCT update displayed in figure 4.21. An oscillation has
been created, which can be attributed to the non-local stencil of the low-order method. Indeed, this
caused the penultimate point to be decreased by the low-order update, although its direct neighbours
were initially constant and equal to its value. In this respect, the FCT procedure tolerates in this
case the creation of an oscillation within the hatched area in figure 4.20b. In order to prevent such
behaviour, another low-order scheme is now introduced that is not obtained using the classic procedure
of [Kuzmin, 2009], relying instead on a finite-volume method.
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Figure 4.20: Low- and High-order updates after one iteration for a step function initial profile.
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Figure 4.21: FCT update after one iteration for a step function initial profile.
4.5.2.3.2 A solution: setting up a FEM-FCT method using a finite-volume low-order scheme
The idea here is to use a local-stencil low-order FV method, and to write the high-order FEM scheme
and the low-order FV method written under a form that allows to evaluate the anti-diffusive node-to-
node contributions ψij defined in equation (4.5.46).
Step 1 – the high-order FE method
The high-order FE method considered is the TTG method (4.5.55).
In order to be able to decompose the update into node-to-node contributions – which will be necessary
to compute the antidiffusive node-to-node contributions ψij –, the one-dimensional high-order TTG
scheme is split into its left and right contributions. In this respect, one defines the following operators
decomposition:
{ T0 = TL + TR,
D0 = DL +DR,
(4.5.60a)
(4.5.60b)
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with TL,DL and TR,DR respectively lower- and upper-triangular matrices, with entries given by:
TLij =
∫ xi
xi−1
φˆi
∂φˆj
∂x
dx, TRij =
∫ xi+1
xi
φˆi
∂φˆj
∂x
dx,
DLij =
∫ xi
xi−1
∂φˆi
∂x
∂φˆj
∂x
dx, DRij =
∫ xi+1
xi
∂φˆi
∂x
∂φˆj
∂x
dx.
(4.5.61a)
(4.5.61b)
The high-order update can then be written as⌊
uH
⌋
=
⌊
un
⌋
+
⌊
φˇ
H
R
⌋
+
⌊
φˇ
H
L
⌋
, (4.5.62)
with 
M0
⌊
φˇ
H
L
⌋
= −ηC
(
θTTGTL
⌊
un
⌋
+ θ˜TTGTL
⌊˜
un
⌋)
+ η2C
(
εTTGDL
⌊
un
⌋
+ ε˜TTGDL
⌊˜
un
⌋)
,
M0
⌊
φˇ
H
R
⌋
= −ηC
(
θTTGTR
⌊
un
⌋
+ θ˜TTGTR
⌊˜
un
⌋)
+ η2C
(
εTTGDR
⌊
un
⌋
+ ε˜TTGDR
⌊˜
un
⌋)
,
M0
⌊˜
un
⌋
= M0
⌊
un
⌋− αTTGηCT0⌊un⌋+ βTTGη2CD0⌊un⌋.
(4.5.63a)
(4.5.63b)
(4.5.63c)
It will be important in the following to note that this TTG method is globally conservative, as it verifies
(since periodic boundary conditions are used):
φˇ
H
i,R + φˇ
H
i+1,L 6= 0, but
nDoF∑
i=1
φˇ
H
i,R + φˇ
H
i+1,L = 0. (4.5.64)
It is also convenient for what follows to define the total residual ΦHi,i+1 for the high-order method over
element Ei+1i , as:
ΦHi,i+1 = φˇ
H
i,R + φˇ
H
i+1,L. (4.5.65)
The total residual and the left and right contributions are illustrated in figure 4.22b.
Step 2 – the low-order method
The low-order method considered is the following first-order upwind FV scheme, assuming a positive
advection velocity a > 0:
uLi = uni − ηC
(
uni − uni−1
)
. (4.5.66)
In the same fashion as for the TTG scheme, the low-order update is split into left and right contribu-
tions, as:
uLi = uni + φˇ
L
i,R + φˇ
L
i,L, with
φˇ
L
i,R = −ηCuni ,
φˇ
L
i,L = ηCuni−1.
(4.5.67)
This FV formulation is defined on the dual mesh, as illustrated by figure 4.22a.
It is important to note that unlike the TTG method, the FV formulation is locally conservative:
φˇ
L
i,R + φˇ
L
i+1,L = 0. (4.5.68)
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Figure 4.22: Illustration of the high-order and low-order methods
Steps 3, 4 & 5 – computation and limitation of the antidiffusive contributions, and FEM-FCT update
computation
Following the FEM-FCT procedure, the anti-diffusive node-to-node contributions ψij are then com-
puted. Considering the left and right splitting formalism introduced in (4.5.62) and (4.5.67), these are
the left and right anti-diffusive contributions:{
ψi,L = ψi,i−1 = −ψi−1,i,
ψi,R = ψi,i+1 = −ψi+1,i.
(4.5.69a)
(4.5.69b)
They read:ψi,L = φˇ
H
i,L − φˇ
L
i,L,
ψi,R = φˇ
H
i,R − φˇ
L
i,R.
(4.5.70a)
(4.5.70b)
For each element, the limiting coefficient αi,i+1 = αi+1,i is evaluated as in equation (4.5.52), and the
FCT update is
un+1i = uLi + αi−1,iψi,L + αi,i+1ψi,R, (4.5.71)
Equivalently, introducing φˇFCTi,L = φˇ
L
i,L + αi−1,iψi,L and φˇ
FCT
i,R = φˇ
L
i,R + αi,i+1ψi,R and using the local
conservation property of the FV scheme (4.5.68), the FCT update reads:
un+1i = uLi + φˇ
FCT
i,L + φˇ
FCT
i,R . (4.5.72)
Over an element Ei+1i , the total residual ΦFCTi,i+1 for the FCT scheme, defined as ΦFCTi,i+1 = φˇ
FCT
i,R + φˇ
FCT
i+1,L,
reads:
ΦFCTi,i+1 = φˇ
L
i,R + φˇ
L
i+1,L︸ ︷︷ ︸
=0
+αi,i+1
(
φˇ
H
i,R + φˇ
H
i+1,L −
(
φˇ
L
i,R + φˇ
L
i+1,L︸ ︷︷ ︸
=0
))
(4.5.73)
so that
ΦFCTi,i+1 = αi,i+1ΦHi,i+1, (4.5.74)
where ΦHi,i+1 is the total residual for the high-order method over element Ei+1i , defined in equa-
tion (4.5.65).
Here, ΦHi,i+1 =
(
φˇ
H
i,R + φˇ
H
i+1,L − φˇ
L
i,R − φˇ
L
i+1,L
)
=
(
φˇ
H
i,R + φˇ
H
i+1,L
)
is generally non-zero. Thus, if the
limitation coefficients are such that 0 < αi,i+1 < 1, the global conservation that was verified for the
high-order method (4.5.64) is no longer guaranteed for this FCT update. Indeed, in general, one has
nDoF∑
i=1
φˇ
FCT
i,R + φˇ
FCT
i+1,L =
nDoF∑
i=1
αi,i+1ΦHi,i+1 6= 0. (4.5.75)
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This comes from the fact that the low-order scheme, if formulated as in (4.5.67), does not distribute
the same total residual as the high-order scheme. Hence the necessity to reformulate the low-order
scheme so that it verifies:
φˇ
H
i,R + φˇ
H
i+1,L − φˇ
L
i,R − φˇ
L
i+1,L = 0. (4.5.76)
To do this, one can see that the low-order scheme (4.5.67) is equivalent to:
uLi = uni + φˇ
L
i,R + φˇ
L
i,L, with
φˇ
L
i,R = −ηCuni + φi,
φˇ
L
i,L = ηCuni−1 − φi.
(4.5.77)
This scheme yields the same update as (4.5.67). Nevertheless, when used to limit the high-order
scheme, the total residual (4.5.73) of the FCT method becomes:
ΦFCTi,i+1 = φi − φi+1 + αi,i+1
(
φˇ
H
i,R + φˇ
H
i+1,L −
(
φi − φi+1
))
(4.5.78)
Additionally, one can show that the total residual of the high-order scheme defined in (4.5.65) boils
down, using (4.5.63c), to:
ΦHi,i+1 = φˇ
H
i,R + φˇ
H
i+1,L
= ηC
(
M−10
(
θTTG
⌊
un
⌋
+ θ˜TTG
⌊˜
un
⌋))
i+1
− ηC
(
M−10
(
θTTG
⌊
un
⌋
+ θ˜TTG
⌊˜
un
⌋))
i
.
(4.5.79)
Finally, choosing
φi =ˆ ηC
(
M−10
(
θTTG
⌊
un
⌋
+ θ˜TTG
⌊˜
un
⌋))
i
, (4.5.80)
results in:
ΦFCTi,i+1 = ΦHi,i+1, (4.5.81)
and the conservation of the FEM-FCT scheme is restored.
4.5.2.4 Results and discussion
The previous developments are now evaluated on two test cases. The first one consists in the trans-
port of the same smooth profile as in paragraph 4.4.2.2, considering the initial profile defined by
equation 4.4.29. The second test case consists in the transport of a rectangle function, defined by:
urect0 (x) =
{
1 if x ∈ [1/4, 3/4] ,
0 otherwise.
(4.5.82)
The constant advection velocity is taken equal to c0 = 1 m/s. The results after one rotation (final
time tf = 1 s) are displayed in figure 4.23. The computations are led with nx = 40 points, and a CFL
number ηC = 0.45.
After one rotation, the differences between the two schemes are slight but noticeable. Regarding the
smooth case, depicted in figure 4.23a, the results are very close. The TTGC-FCT solution appears
to be more antidiffusive than the LW-FCT scheme, as it tends to sharpen the gradients lightly more
than the latter scheme. Also, the TTGC-FCT scheme tends to decrease the global maximum slightly
more than the LW-FCT scheme. The discontinuous case, corresponding to figure 4.23b, shows a better
resolution of the discontinuity by the TTGC-FCT scheme. The LW-FE scheme is observed to smooth
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Figure 4.23: Comparative view of the solutions for the LW-FCT and TTGC-FCT, for smooth and sharp initial solutions
after one rotation.
the solution before the discontinuities, while the TTGC-FCT preserves better the symmetry of the
solution.
In figure 4.24, the solutions for the non-limited TTGC and LW-FE schemes are shown, to give an
idea of the differences with their FCT formulations. Naturally, the maximum value of the smooth
solution is better conserved, since the limitation procedure introduces numerical diffusion. Yet, the
non-limited schemes display strong dispersion errors in the sharp case. Undershoots are also observed
in the smooth case, although less noticeable, in particular regarding the TTGC scheme.
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Figure 4.24: Illustration of the solutions for the LW-FE and TTGC, for smooth and sharp initial solutions after one
rotation.
In order to emphasize the differences between the two schemes, the solutions of the two cases after 10
rotations (corresponding to a final time tf = 10 s) are given in figure 4.25. For both cases, the TTGC-
FCT scheme exhibits more accurate results. The solution has better preserved its symmetry with
the TTGC-FCT than with the LW-FCT, although the region upwind of the transported perturbation
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presents a small – and relatively flat – increase, that is not observed downwind. Contrarily to the
observations of figure 4.23a after 1 rotation, the dissipation of the maximum value is now stronger in
the LW-FCT case. All these results are satisfying regarding the proposed TTGC-FCT scheme.
It is now interesting to compare the convergence order of the methods. This is done by processing
a mesh refinement experiment for the transport of the smooth solution. The results are shown in
figure 4.26.
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Figure 4.25: Comparative view of the solutions for the LW-FCT and TTGC-FCT, for smooth and sharp initial solutions
after 10 rotations.
The error of the TTGC-FCT method for coarse grids is higher than the LW-FCT method. This
is mainly due the dissipation of the maximum value that is more pronounced with the TTGC-FCT
method than for the LW-FCT method when the resolution is poor. This localized discrepancy strongly
affects the L∞ norm, whereas the L1 norm is the least impacted. The convergence rate is found to
be better for the TTGC-FCT than for the LW-FCT although it is obviously far from the non-limited
TTGC scheme.
4.5.2.5 Conclusions
This study allowed to build up a novel numerical method in the FEM-FCT framework, which is based
on a third-order two-step Taylor-Galerkin method. The TTGC-FCT method that has been developed
shows an very satisfying behaviour for the transport of sharp solutions. Conversely, it tends to plane
smooth profiles near local extrema, similarly to the one-step LW-FCT method. The rate of convergence
is better than for the LW-FCT, although it is unfortunately closer to second-order than to third-order.
In future works, it would then be interesting to take these developments a step further, by working on
a multidimensional implementation of a TTGC-FCT for the Euler equations.
4.6 Conclusion
This chapter presented the numerical methods for hyperbolic conservation laws that have been studied
and implemented in the course of this thesis. First, important results regarding hyperbolic conservation
laws, and more specifically the Euler equations, have been recalled. In particular, the Riemann problem
and different approximate solvers that are extensively used by the community of multifluid methods
have been presented. Then, different families of numerical methods have been studied. To begin,
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the cell-centered methods, including the finite-volume Godunov-like and MUSCL methods have been
presented. Then, the family of Runge-Kutta discontinuous-Galerkin methods have been introduced,
which provide a valuable high-order framework to be used in chapter 8. Finally, vertex-centered
methods – and more specifically finite-element methods – have been described. In particular, the two-
step Taylor-Galerkin schemes to be used in chapter 5 and chapter 6 have been introduced. In addition,
an original work was presented, which proposed the development of a FEM-FCT scheme based on a
third-order two-step Taylor-Galerkin scheme.
The next chapter is dedicated to the formulation of the multifluid models used in this thesis within
the Taylor-Galerkin numerical framework.
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Figure 4.26: Mesh refinement test on the smooth profile for the different numerical methods.
Chapter 5
A unified framework for solving
supercritical and subcritical flows
This chapter describes the required developments for the simulation of supercritical flows
and subcritical two-phase flows within AVBP, a HPC unstructured solver based on high-
order Taylor-Galerkin numerical methods. In particular, the Jacobian matrices of the flux
functions are detailed. Characteristic boundary conditions in the different thermodynamic
regimes are also provided. Simple test cases are provided to validate the derivation and
integration of the model within the numerical framework.
5.1 Introduction
High-pressure flows in supercritical conditions have been and remain widely studied, as they represent
a scientific and industrial challenge. In the context of the AVBP solver, used for the multidimensional
unstructured computations of this Ph.D work, previous works have been led to implement real-gas
thermodynamics [Schmitt, 2009, Ruiz, 2012]. These developments rely on the use of cubic EoS (cf.
Chapter 2). In particular, the integration of such EoS for high-order TTG numerical methods (see
section 4.5.1) has been done by [Schmitt, 2009]. Although the accurate simulation of the non-ideal
thermodynamic effects and their impact on the flow behaviour are still an active field of research,
the present work and, especially, the present chapter, focus on the extension of the real-gas solver to
subcritical states.
Such extension is not straightforward, as the cubic EoS become non-convex in the subcritical domain
(cf. Chapter 2). To some limit, this causes the system to lose its hyperbolicity, as the squared speed of
sound (5.2.43) becomes negative. This non-convexity is the expression of the thermodynamic instability
that causes the fluid to undergo phase separation. Starting from a supercritical flow solver, a natural
way to address phase separation is to change the thermodynamic closure from a mere cubic EoS to a
two-regime EoS: using a cubic EoS when a stable thermodynamic state is obtained, or switching to a
two-phase equilibrium state when an unstable thermodynamic state occurs.
From the point of view of two-phase flow modeling, this strategy actually corresponds to a multifluid
three-equation model, described in section 3.3.2. This simplified diffuse interface model assumes a
homogeneous thermodynamic equilibrium between the phases. It is worth noting that most classically,
the multifluid models are closed with stiffened-gas EoS (2.2.57), which are conveniently unconditionally
convex, and can be applied even with non stable thermodynamic states. Conversely, the use of a single
cubic EoS to model each phase requires to make sure that the fluid remains out of the unstable region
in order to prevent the loss of hyperbolicity of the flow model, which is guaranteed by the homogeneous
equilibrium assumption.
The integration of this three-equation model within the numerical framework of AVBP (i.e. with TTG
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numerical schemes), as described in what follows, requires to compute the Jacobian matrix of the flux
function (4.2.6). Its analytical derivation requires to know the variations of the phases properties at
equilibrium with respect to temperature and composition variations. Such relations are derived from
the Clausius-Clapeyron relation (2.3.23) in the case of a single-component fluid, or from its extended
formulation (2.3.3.3) for the simplified multicomponent equilibrium. Otherwise, a numerical estimation
can be considered, but inconveniently increases the cost of the procedure as it requires for at least one
additional equilibrium computation per grid node.
In order to overcome this difficulty, another strategy has been investigated. It consists in applying
a so-called four-equation model that assumes pressure, temperature and velocity equilibrium between
phases, but relaxes the chemical potential equilibrium condition. This equilibrium is enforced after the
transport step by applying an instantaneous relaxation towards the chemical potential equilibrium (cf.
section 3.3.2). This operator-splitting strategy allows to formulate a system for which the analytical
Jacobian is known for any thermodynamic closure, as it will be shown hereafter.
For each of these closures, the Jacobian matrix of the flux function, together with adapted formulations
for the characteristic boundary conditions must be derived.
The present chapter is organized as follows: section 5.2 recalls the main results for the resolution of one-
phase flows (typically in the case of supercritical flows) and presents the framework of characteristic
boundary conditions. Then, section 5.2.3 presents the necessary derivations for the three-equation
model. Section 5.3 presents the corresponding four-equation model and provides comparisons between
the two models. Finally, section 5.4 summarizes the resolution strategy.
5.2 Extending the supercritical flow model to subcritical states:
the three-equation model
The present section describes the flow model used for the simulation of supercritical flows, with a
particular focus on the formulation of characteristic boundary conditions. Generic relations are derived,
independent from the thermodynamic closure. Then, the specific results assuming a cubic EoS are
given, as the present work mainly focuses on the pr and srk cubic EoS. After recalling these results
obtained in previous works [Schmitt, 2009], the extension to the subcritical multifluid three-equation
model is presented. The corresponding Jacobian matrices and differential terms are derived, and
validations of the derivation and implementation are finally given.
5.2.1 Euler equations
To describe the advective part of the Navier-Stokes equations used to model the supercritical flows,
the Euler equations are studied. The set of Euler equations corresponding to a three-dimension mul-
ticomponent flow of Ns species consits in the conservation law (4.2.4), with the conservative variables
and associated flux given in equation (4.2.11). These definitions are recalled hereafter in the three-
dimensional case:
∂U
∂t
+ ~∇ · ~F (U) = 0, with (5.2.1)
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U =

ρY1
...
ρYNs
ρu
ρv
ρw
ρet

and ~F (U) =

ρuY1 ρvY1 ρwY1
...
...
...
ρuYNs ρvYNs ρwYNs
ρu2 + P ρvu ρwu
ρuv ρv2 + P ρwv
ρuw ρvw ρw2 + P
(ρet + P )u (ρet + P )v (ρet + P )w

. (5.2.2)
The thermodynamic closure used in the context of supercritical flows in order to evaluate the pressure
from the transported values of density, sensible energy and mixture composition P (ρ, es,Y ) is a cubic
EoS, either srk or pr, described in section 2.2.2.
The characteristic structure of Euler equations is a classic result which has been recalled in section 4.2
of the present manuscript. In particular, the speed of sound is derived and its value can be evaluated
using (5.2.43).
5.2.2 Characteristic boundary conditions
5.2.2.1 Formulation of the characteristic boundary conditions
The use of the non-dissipative numerical methods targeted in the present work requires a careful
treatment for the boundary terms. As mentioned in [Poinsot and Lele, 1992], the numerical forcing of
the boundary conditions may result, for Euler equations, in polluting the wave content of the physical
solution by spurious waves of physically plausible wavelength. Such waves cannot be distinguished
from the physically relevant waves once they propagate within the fluid domain, hence the need to
prevent their generation, or at least minimize their amplitude.
This can be achieved in the context of the Navier-Stokes equations – and, a fortiori, for the Euler
equations – by means of the characteristic boundary conditions [Poinsot and Lele, 1992], for which
the characteristic waves of the system are approximated assuming the boundary problem to be locally
one-dimensional inviscid (LODI). The corresponding procedure is depicted in Figure 5.1, and the
notations are introduced.
The change of basis to obtain the residual in characteristic variables from conservative variables can
be written as
dW = TUWdU = TVWTUV dU (5.2.3)
Assuming that the boundary normal is carried by the x direction of the cartesian frame – otherwise,
it would be necessary to first rotate the frame to express the momentum conservative variables in the
boundary frame – the transformation matrix reads:
TUW =

1− ζ(ec−ξ1)Y1c2 · · · −
ζ(ec−ξNs)Y1
c2
ζuY1
c2
ζvY1
c2
ζwY1
c2
−ζY1
c2
... . . .
...
...
...
...
...
− ζ(ec−ξ1)YNsc2 · · · 1−
ζ(ec−ξNs)YNs
c2
ζuYNs
c2
ζvYNs
c2
ζwYNs
c2
−ζYNs
c2
0 · · · 0 0 1/ρ 0 0
0 · · · 0 0 0 1/ρ 0
1
ρ
(
ζ ec−ξ1c + u
)
· · · 1ρ
(
ζ
ec−ξNs
c + u
)
− ζu−cρc − ζvρc − ζwρc ζρc
1
ρ
(
ζ ec−ξ1c − u
)
· · · 1ρ
(
ζ
ec−ξNs
c − u
)
− ζu+cρc − ζvρc − ζwρc ζρc

, (5.2.4)
142 5.2 Extending the supercritical flow model to subcritical states: the three-equation model
Predicted residual at a boundary node (∆Un)p
Previous iteration state at the boundary Un
Predicted residual in characteristic variables (∆Wn)p
NSCBC
Numerical Scheme
Change basis to characteristic
variables in the boundary’s frame
Cancel the (unphysical)
inward waves from the residual
Residual in characteristic variables (∆Wn)out
Compute the inward waves’ amplitude
that fulfill the boundary conditions,
add them to (∆Wn)out
Change basis back
Corrected residual in conservative variables (∆U)c
Update the boundary state using
the corrected residual (∆U)c
Updated state at the boundary node Un+1
Corrected residual in characteristic variables (∆W)c
Figure 5.1: Schematic representation of the NSCBC procedure for the boundary treatment.
the inverse transformation matrix being
TWU =

1 · · · 0 0 0 ρY12c ρY12c
... . . .
...
...
...
...
...
0 · · · 1 0 0 ρYNs2c ρYNs2c
u · · · u 0 0 ρ2c (u− c) ρ2c (u+ c)
v · · · v ρ 0 ρ2cv ρ2cv
w · · · w 0 ρ ρ2cw ρ2cw
ec + ξ1 · · · ec + ξNs 0 0 ρ2c
(
ec − cu+ c2ζ + ξ
)
ρ
2c
(
ec + cu+ c
2
ζ + ξ
)

. (5.2.5)
5.2.2.2 Information specification
At a boundary node, the characteristic representation of the residual allows to evaluate which part
of the updated information comes from inside the fluid domain. Such information is carried by the
hyperbolic numerical scheme and corresponds to physical information that reaches the boundary node.
The number of inward and outward waves depends on the nature of the boundary (inlet/outlet) and
the flow Mach number (subsonic/supersonic), as depicted in Figure 5.2. This determines the number
of information to be prescribed by the boundary treatment:
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– At a subsonic inlet (Figure 5.2a), there are (Ns + 3) quantities to be imposed. The species waves
and the two orthogonal velocity waves carry (Ns + 2) information (linearly degenerate waves),
and the forward acoustic wave u + c carries one additional information. Only the backward
acoustic wave (u− c) goes outward and must remain unmodified by the boundary treatment.
– At a supersonic inlet (Figure 5.2c), all (Ns + 4) quantities must be prescribed. Indeed, all waves
go inward as no information goes back up the flow.
– At a subsonic outlet (Figure 5.2b), there is only 1 quantity to be imposed, as only the backward
acoustic wave goes inward. TheNs species waves and the forward acoustic wave carry information
from within the domain and must exit the domain without being modified by the boundary
treatment.
– At a supersonic outlet (Figure 5.2d), no quantity is prescribed and no specific boundary treatment
is done, as all the information goes outward.
x
t
u
u+ c
u−
c
Ω
out
(a) Subsonic inlet
x
t
u
u+ c
u−
c
Ω out
(b) Subsonic outlet
x
t
u
u+ c
u
−
c
Ω
out
(c) Supersonic inlet
x
t
u
u+ c
u
−
c
Ω out
(d) Supersonic outlet
Figure 5.2: Characteristic representation of the different configurations for the LODI flow. The boundary is materialized
by the dashed vertical lines. Ω represents the inner fluid domain, filled with blue. Graphically, the waves that enter the
blue domain correspond to information that must be prescribed by the boundary conditions. Waves that enter the outer
white-filled domain correspond to the information coming from inside the domain which must be unmodified.
5.2.2.3 Fully reflecting boundary conditions
For instance, for a subsonic flow, one can prescribe the quantities (ρin,Y in, uin, vin, win) at the inlet,
and (P out) at the outlet.
Once the incoming waves residual erroneously predicted by the numerical scheme are cancelled, the
corrections can be computed using the transformation matrix (4.2.36). Indeed, variations of the char-
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acteristic variables are related to variations of the primitive variables as

dWi = −Yi
c2
dP + Yi dρ+ ρdYi for i ∈ {1...Ns}
dWNs+1 = dv
dWNs+2 = dw
dWu−c = −du+ 1
ρc
dP
dWu+c = du+
1
ρc
dP.
(5.2.6a)
(5.2.6b)
(5.2.6c)
(5.2.6d)
(5.2.6e)
At the inlet, since u is imposed, its variations must be zero, which means that the characteristic
variables variations must be such that
dWu+c − dWu−c = 0 (5.2.7)
For the variations of v and w to be zero, one must have
dWNs+1 = 0 (5.2.8)
dWNs+2 = 0 (5.2.9)
And the species and density being constant, it comes that
dWi − Yi
ρc
dWu−c = 0 for i ∈ {1...Ns} (5.2.10)
In practice, in order to avoid drifts of the imposed quantities, a restoring term, corresponding to the
distance to the target value, is added. The corrected characteristic waves at the inlet are then
(∆Wi)c =
Yi
ρc
(∆Wu−c)p + Yi
(
ρin − ρp
)
+ ρ
(
Y ini − Y pi
)
for i ∈ {1...Ns}
(∆WNs+1)
c = vin − vp
(∆WNs+2)
c = win − wp
(∆Wu+c)c = (∆Wu−c)p + 2
(
uin − up
)
.
(5.2.11a)
(5.2.11b)
(5.2.11c)
(5.2.11d)
Similarly, the corrected characteristic quantity at the outlet corresponds to the backward acoustic wave
of celerity u− c and its correction reads:
(∆Wu−c)c = − (∆Wu+c)p + 2
ρc
(
P out − P p) (5.2.12)
Such boundary conditions are referred to as Fully reflecting Boundary Conditions as it is clear from
equations (5.2.12) and (5.2.11d) that any acoustic wave within the domain that impacts a boundary
will cause the boundary treatment to inject an inward wave of equal amplitude.
5.2.2.4 Partially reflecting boundary conditions
The use of fully reflecting boundary conditions as formulated in the previous paragraph leads any noise
generated inside the domain to be kept, so that there are risks for the simulation to crash for example
when long simulation times are involved, since physical noise and the noise due to numerical errors
keeps accumulating.
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In this respect, it is relevant to introduce partially reflecting boundary conditions. The strategy
for their application is similar to the fully reflecting boundary conditions, except that the corrected
characteristic wave now consist only in the restoring terms. Thus, the previously described inlet
prescribing (ρin,Y in, uin, vin, win) has the following corrected values
(∆Wi)c =
1
τin
(
Yi
(
ρin − ρp
)
+ ρ
(
Y ini − Y pi
))
for i ∈ {1...Ns}
(∆WNs+1)
c = 1
τin
(
vin − vp
)
(∆WNs+2)
c = 1
τin
(
win − wp
)
(∆Wu+c)c =
2
τin
(
uin − up
)
,
(5.2.13a)
(5.2.13b)
(5.2.13c)
(5.2.13d)
and the outlet prescribing
(
P out
)
has
(∆Wu−c)c =
1
τout
2
ρc
(
P out − P p) (5.2.14)
where τin and τout are characteristic relaxation times. These parameters allow to control the cutoff
frequencies characterizing the low-pass filters to which this boundary treatment corresponds.
Note that it is possible in practice to formulate fully non-reflecting boundary conditions, by setting the
coefficients 1τin or
1
τout
to zero. Yet, although this formulation is interesting to validate the derivation
and implementation of the boundary treatment, it leads to an ill-posed boundary value problem since
no information is ever injected into the flow.
5.2.2.5 One-dimensional validations
In order to validate the formulation and practical implementation of the Jacobian matrices and bound-
ary treatments, the following two test configurations are considered. Both are applied on a uniform
mesh of nx = 100 nodes, on a domain Ω = [0, L] of length L = 1 m.
5.2.2.5.1 Fully reflecting boundary conditions
In order to test the behaviour of the characteristic boundary conditions, the first test case considers a
gaussian perturbations on the characteristic variables associated to the forward and backward acoustic
eigenvalues ∆W+(x) = ∆W−(x) = exp
(
−200 (x− L/2)2). This perturbation is superimposed over
a homogeneous supercritical solution U0. U0 is the set of conservative variables corresponding to
density ρ0 = 100 kg/m3, pressure P0 = 20 MPa, velocity u0 = 0 m/s and species mass fractions
YO2 = 1− YN2 = 0.8. Note that the corresponding temperature is T0 = 600 K. The equation of state
used for all the test cases of the present chapter is SRK (2.2.16a). The initial solution is then
U(x, t = 0) = U0 + TWU0 ·

0
...
0
∆Wu−c(x)
∆Wu+c(x)
 , (5.2.15)
with TWU0 defined by (5.2.5). The results are displayed in Figure 5.3.
This test case shows that both acoustic waves are reflected as expected, the amplitude of the waves
being conserved. As observed, imposing pressure on the outlet results in reflecting into the domain an
acoustic wave of opposite sign. On the contrary, imposing velocity at the inlet results in reflecting into
the domain an acoustic wave of same sign.
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Figure 5.3: Test case 1 – Initially superimposed backward and forward acoustic waves with fully reflecting boundary
conditions for a supercritical fluid state. Density and pressure snapshots of the solution. From left to right: initial
profile, solution before, during and after interaction with domain boundaries.
5.2.2.5.2 Non-reflecting boundary conditions
For this test case, the considered initial condition is identical to the previous one (5.2.15), with forward
and backward acoustic waves. The results are presented in Figure 5.4.
100
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x [m]
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Figure 5.4: Test case 2 – Initially superimposed backward and forward acoustic waves with non-reflecting boundary
conditions for a supercritical fluid state. Density and pressure snapshots of the solution. From left to right: initial
profile, solution before, during and after interaction with domain boundaries.
This concludes this somehow technical section, which allowed to introduce the concepts and tools that
will be useful for the following developments.
5.2.3 Extension to subcritical transport: the 3-equation model
5.2.3.1 Introduction
The basic idea to be explored in the present work for solving subcritical flows is to extend the of the
pr or srk cubic EoS to subcritical states. As these EoS are known lose their convexity as they yield
thermodynamically unstable or metastable states (see section 2.3), the proposed strategy is to restore
their convexity by considering phase change when such states are reached. Phase changes are then
addressed by considering the fluid mixture to be in thermodynamic equilibrium.
This strategy can actually be related to the family of multifluid methods, in which such treatment
had been used for liquid-gas simulations in which liquid and gas phases are usually described by two
distinct convex EoS, as reviewed in section 3.3.2. The obtained model can then be related to the
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so-called 3-equation method studied in 7.4.
This section describes the derivation of the 3-equation model’s properties that are requested for its
resolution with the high-order numerical methods considered in the context of this work, and the cor-
responding characteristic boundary conditions. This formulation is mostly dedicated to the simplified
equilibrium formulation of section 2.3.3, since its analytical expression requires to know the differential
of the pressure or the temperature at equilibrium (corresponding to Clausius-Clapeyron-like relations,
e.g. (2.3.23) and (2.3.60)), which are not available for the exact equilibrium. In this respect, the
developments will be provided assuming that the simplified equilibrium closure is used (in particular
for the derivation of the speed of sound).
5.2.3.2 Model formulation
Formally, the 3-equation model has the same formulation as the Euler equations studied in the previous
section.
∂U
∂t
+ ~∇· ~F (U) = 0, (5.2.16)
U =

ρY1
...
ρYNs
ρu
ρv
ρw
ρet

and ~F (U) =

ρY1u ρY1v ρY1w
...
...
...
ρYNsu ρYNsv ρYNsw
ρu2 + P ρvu ρwu
ρuv ρv2 + P ρwv
ρuw ρvw ρw2 + P
(ρet + P )u (ρet + P )v (ρet + P )w

. (5.2.17)
If one single component is present in the mixture, the thermodynamic state is then computed using the
strategy described in section 2.3.2. If multiple components are present, the approximate equilibrium
hypothesis is used and is computed as explained in section 2.3.3.4.
Two regimes may then be encountered: if the single-phase solution is stable (pure liquid or pure gas),
then the thermodynamic closure is simply the cubic EoS and the developments of the previous section
are applicable. Otherwise, if the single-phase solution is unstable, the thermodynamic state eventually
obtained is a two-phase mixture, so that the transported density and volume-specific sensible energy
correspond to a mixture density and a mixture energy, which write
{
ρ = z`ρ` + (1− z`)ρv
ρes = z`ρ`e` + (1− z`)ρvev.
(5.2.18a)
(5.2.18b)
From this point, the present section focuses on the two-phase case.
5.2.3.3 Characteristic structure of the system
5.2.3.3.1 Pseudo-linearized form in conservative variables
As the formulation of the 3-equation model (5.2.16) is similar to the Euler equations previously studied
in section 4.2.2, its pseudo-linearized expression in conservative variables involves Jacobian matrices
of the same form, provided by equation (4.2.19).
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As stated in the previous section, the thermodynamic closure appears through the coefficients two
differential coefficients:
ζ = ∂P
∂ρes
∣∣∣∣
ρ,Yj
ξi =
∂ρes
∂ρYi
∣∣∣∣
P,ρYj 6=i
,
(5.2.19a)
(5.2.19b)
Their expression is the same as for the supercritical/one-phase case, though their derivation must
take into account the fact that ρes and ρ now consist in mixture quantities. Let one first write the
differential of the mixture sensible energy (5.2.18b),
d(ρes) = z` d(ρ`e`) + (1− z`) d(ρvev) + (ρ`e` − ρvev) dz` (5.2.20)
It is then worth mentioning that the phase-wise quantities at equilibrium ρ`, ρv, e`, ev are function of
the pressure and mixture composition only. For phase φ ∈ {`, v}, volume-specific energy differential
reads:
d
(
ρφeφ
)
= ∂ρφeφ
∂P
∣∣∣∣
sat,Yj
dP +
Ns∑
k=1
∂ρφeφ
∂Yk
∣∣∣∣
sat,P,Yj 6=k
dYk (5.2.21)
This expression can then be developed as:
d
(
ρφeφ
)
=
ρφ (cp,φ − αφhφ) ∂T sat
∂P
∣∣∣∣∣
Y
+ ρφβφhφ − αφT
dP
+ ρφ
ρ
Ns∑
k=1
(cp,φ − αφhφ) ∂T sat
∂Yk
∣∣∣∣∣
Yj 6=k
+ eφ,k − ρφvφ,keφ
d(ρYk)
(5.2.22)
where cp,φ is the specific heat capacity of phase φ, αφ the thermal expansion coefficient, βφ the
isothermal compressibility coefficient, hφ = eφ + Pρφ the sensible enthalpy and vφ,k the partial specific
volume of species k in phase φ.
Besides, the last term in equation (5.2.20) requires differentiating the liquid volume fraction. This is
done using (5.2.18a):
dz` = d
(
ρ− ρv
ρ` − ρv
)
= 1
ρ` − ρv
[
dρ− z` dρ` − (1− z`) dρv
]
which can be developed into:
dz` = 1ρ`−ρv
[
(ρα)mix ∂T
sat
∂P
∣∣∣
Y
− (ρβ)mix
]
dP + 1ρ(ρ`−ρv)
Ns∑
k=1
[
(ρα)mix
∂ρφeφ
∂Yk
∣∣∣
sat,P,Yj 6=k
+
(
ρ2vk
)
mix
]
d(ρYk)
(5.2.23)
where the subscript mix for any quantity ψ denotes the volume-weighted mixture value defined as
ψmix = z`ψ` + (1− z`)ψv. (5.2.24)
Using, at equilibrium, the equality g` = gv, one can write:
ρ`e` − ρvev
ρ` − ρv = h` −
1
ρ`
T
∂T sat
∂P
∣∣∣∣∣
−1
Y
= hv − 1
ρv
T
∂T sat
∂P
∣∣∣∣∣
−1
Y
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hence
ρ`e` − ρvev
ρ` − ρv = z`h` + (1− z`)hv − z`
1
ρ`
T
∂T sat
∂P
∣∣∣∣∣
−1
Y
− (1− z`) 1
ρv
T
∂T sat
∂P
∣∣∣∣∣
−1
Y
(5.2.25)
Finally, combining (5.2.25), (5.2.23) and (5.2.22), the mixture volume-specific energy differential reads:
d(ρes) =
(
∂T sat
∂P
∣∣∣∣∣
Y
Cp,mix − 2Tαmix + T ∂T
sat
∂P
∣∣∣∣∣
−1
Y
βmix
)
dP
+ 1
ρ
Ns∑
k=1
[ Cp,mix − T ∂T sat
∂P
∣∣∣∣∣
−1
Y
αmix
 ∂T sat
∂Yk
∣∣∣∣∣
Yj 6=k
+
P − T ∂T sat
∂P
∣∣∣∣∣
−1
Y
 (ρvk)mix + (ρek)mix
]
d(ρYk)
(5.2.26)
These developments finally lead to:
ξi =
1
ρ

Cp,mix − T ∂T sat
∂P
∣∣∣∣∣
−1
Y
αmix
 ∂T sat
∂Yi
∣∣∣∣∣
Yj 6=i
+ (ρhi)mix − T
∂T sat
∂P
∣∣∣∣∣
−1
Y
(ρvi)mix
 (5.2.27)
and
ζ = 1
∂T sat
∂P
∣∣∣
Y
Cp,mix − 2Tαmix + T ∂T sat∂P
∣∣∣−1
Y
βmix
(5.2.28)
where Cmixp = z`ρ`cp,` + (1 − z`)ρvcp,v is the mixture volume-specific isobaric heat capacity, αmix =
z`α` + (1 − z`)αv is a mixture thermal expansion coefficient and βmix = z`β` + (1 − z`)βv a mixture
isothermal compressibility coefficient. In these expressions, for each phase φ ∈ {`, v} appear the
thermal expansion and isothermal compressibility coefficients and the specific isobaric heat capacity
cp,φ = ∂hφ∂T
∣∣∣
P
.
5.2.3.3.2 Speed of sound
The generic form of the speed of sound for the hyperbolic PDE given by equation (4.2.32) is recalled:
c2H = c2 +
∂P
∂es
∣∣∣∣
ρ,Y
(
P
ρ2
− ∂es
∂ρ
∣∣∣∣
s,Y
)
. (5.2.29)
First, it is necessary that the two-phase mixture in simplified equilibrium, considered as a whole, also
verifies the mass-specific Gibbs relation valid within each phase, so that Pρ2 − ∂es∂ρ
∣∣∣
s,Y
= 0. Consider
the extensive form of the Gibbs-Duhem equation (2.1.11), which is verified within each phase. For
φ ∈ {`, v}, it reads
−Sφ dT + Vφ dP −
Ns∑
i=1
mφi dg
φ
i = 0. (5.2.30)
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As the approximate equilibrium hypothesis states that m`i = m`Yi and mvi = mvYi, summing equation
(5.2.30) over the two phases writes
−S dT + V dP −m`
Ns∑
i=1
Yi dg`i −mv
Ns∑
i=1
Yi dgvi = 0. (5.2.31)
The differentiation of the simplified phase equilibrium condition g` = gv can be expressed as
Ns∑
i=1
Yi dg`,i +
Ns∑
i=1
g`,i dYi =
Ns∑
i=1
Yi dgv,i +
Ns∑
i=1
gv,i dYi. (5.2.32)
Injecting (5.2.32) into (5.2.31), one gets
−S dT + V dP −m`
Ns∑
i=1
Yi dg`i −mv
Ns∑
i=1
Yi dgvi
+m`
Ns∑
i=1
(
g`,i − gv,i
)
dYi +mv
Ns∑
i=1
(
gv,i − g`,i
)
dYi = 0,
so that
−S dT + V dP −m`
Ns∑
i=1
[
Yi dg`i + g`i dYi
]
−mv
Ns∑
i=1
[Yi dgvi + gvi dYi]
+m`
Ns∑
i=1
g`i dYi +mv
Ns∑
i=1
gvi dYi = 0,
and
−S dT + V dP −m` dg` −mv dgv +m`
Ns∑
i=1
g`i dYi +mv
Ns∑
i=1
gvi dYi = 0.
Noting that g` = gv = g and defining g˜i = y`g`i + (1− y`)gvi , it comes that
−S dT + V dP −mdg +m
Ns∑
i=1
g˜i dYi = 0.
dividing by the mixture’s mass, one has
−sdT + v dP − dg +
Ns∑
i=1
g˜i dYi = 0 (5.2.33)
Also, writing Euler theorem for each phase φ ∈ {`, v} gives
Eφ = TSφ − PVφ +
Ns∑
i=1
mφi g
φ
i , (5.2.34)
the sum of which writes
Es = TS − PV +
Ns∑
i=1
m`Yig
`
i +mvYigvi ,
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Es = TS − PV +mg.
Dividing this relation by mass m, one gets
es = Ts− Pv + g,
which can be differentiated into
des = T ds+ sdT − P dv − v dP + dg (5.2.35)
Summing (5.2.35) with (5.2.33) finally yields the two-phase mixture’s mass-specific Gibbs equation:
des = T ds− P dv +
Ns∑
i=1
g˜i dYi. (5.2.36)
In this respect, one has Pρ2 − ∂es∂ρ
∣∣∣
s,Y
= 0, and the speed of sound reduces to its classic form:
c2H = c2 =
∂P
∂ρ
∣∣∣∣
s
. (5.2.37)
Yet, in this formula, the entropy and density now represent two-phase mixture properties. The speed
of sound expression can now be derived. The mixture’s entropy is defined by
ρs = z`ρ`s` + (1− z`)ρvsv. (5.2.38)
The squared speed of sound c2 can then be recast into
c2 = ∂P
∂ρ
∣∣∣∣
s,Y
= − ∂s
∂P
∣∣∣∣−1
ρ,Y
∂s
∂ρ
∣∣∣∣
P,Y
, (5.2.39)
it can be expressed by differentiating the mixture entropy definition (5.2.38) with fixed species com-
position.
∂s
∂P
∣∣∣∣
ρ,Y
= 1
ρ
(
z`
∂ρ`s`
∂P
∣∣∣∣
sat,Y
+ (1− z`) ∂ρvsv
∂P
∣∣∣∣
sat,Y
+ (ρ`s` − ρvsv) ∂z`
∂P
∣∣∣∣
sat,Y
)
, (5.2.40)
∂s
∂ρ
∣∣∣∣
P,Y
= 1
ρ
(
(ρ`s` − ρvsv) ∂z`
∂ρ
∣∣∣∣
sat,P,Y
− s
)
. (5.2.41)
This expression involves the following differential relations:
∂ρφsφ
∂P
∣∣∣∣
sat,Y
= ∂ρφsφ
∂P
∣∣∣∣
T
+ ∂T
sat
∂P
∣∣∣∣∣
Y
∂ρφsφ
∂T
∣∣∣∣
P
,
∂z`
∂P
∣∣∣∣
sat,Y
= ∂z`
∂P
∣∣∣∣
T
+ ∂T
sat
∂P
∣∣∣∣∣
Y
∂z`
∂T
∣∣∣∣
P
,
∂z`
∂ρ
∣∣∣∣
sat,P,Y
= 1
ρ` − ρv .
(5.2.42a)
(5.2.42b)
(5.2.42c)
Finally, the square of the speed of sound is given by
c2 = 1
ρ
[
1
βmix
(
βmix − αmix ∂T sat∂P
∣∣∣
Y
)2
+ C
mix
v
T
∂T sat
∂P
∣∣∣2
Y
] , (5.2.43)
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which is always positive. It is expressed as a function of the thermodynamic quantities of each phase αφ,
βφ and Cv,φ through mixing combinations. These quantities represent respectively the isobaric thermal
expansion coefficient, the isothermal compressibility coefficient and the volume-specific isochoric heat
capacity. For a thermodynamic quantity ψ defined for each phase, the mixing quantity ψmix is defined
as
ψmix = z`ψ` + (1− z`)ψv. (5.2.44)
Using the obtained coefficients ζ, ξi and the speed of sound c, the same strategy as for the supercritical
case can be used.
5.2.3.4 One-dimensional validations
In order to validate the formulation and practical implementation of the Jacobian matrices and bound-
ary treatments, one-dimensional test setups are considered, similarly to the supercritical case. The
validations are run on a uniform 100-node mesh, over a domain Ω = [0, L] of length L = 10−2 m. The
numerical scheme used is TTG4A (cf. section 4.5.1.3.4, page 124).
5.2.3.4.1 Fully-Reflecting Boundary Conditions
In order to test the behaviour of the Characteristic Boundary Conditions, the first test case is built by
adding gaussian perturbations on the characteristic variables associated to the forward and backward
acoustic characteristics ∆W+(x) = ∆W−(x) = exp
(
−200 (x− L/2)2) to the homogeneous two-
phase solution U0. U0 is the set of conservative variables corresponding to density ρ0 = 100 kg/m3,
pressure P0 = 1 MPa, velocity u0 = 0 m/s and species mass fractions YO2 = 1 − YN2 = 0.8. Initial
solution is then
U(x, t = 0) = U0 + TWU0 ·

0
...
0
∆Wu−c(x)
∆Wu+c(x)
 , (5.2.45)
with TWU0 defined by (5.2.5). The results are displayed in Figure 5.5.
The results for this test case are in agreement with the expected behaviour.
5.2.3.4.2 Non-Reflecting Boundary Conditions
The same initial condition as in section 5.2.3.4.1 with forward and backward acoustic waves is used
here. The results are presented in Figure 5.6.
Once again, the proper behaviour is observed with zero reflection at both boundaries.
5.2.3.5 Conclusion on the subcritical homogeneous equilibrium
This section described the characteristic properties of the subcritical model. The possibility to express
analytically the speed of sound and the differential properties of the system were possible because
the approximate equilibrium method allows for the formulation of the extended Clausius-Clapeyron
relation derived in section 2.3.3.3.
A similar implementation of the exact equilibrium would actually require to know the differential of
the flux function and the speed of sound, which is not possible to get analytically. In this respect, one
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Figure 5.5: Test case 1 – Initially superimposed backward and forward acoustic waves with fully reflecting boundary
conditions. Density and pressure snapshots of the solution. From left to right: initial profile, solution before, during and
after interaction with domain boundaries.
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Figure 5.6: Test case 2 – Initially superimposed backward and forward acoustic waves with non-reflecting boundary
conditions. Density and pressure snapshots of the solution. From left to right: initial profile, solution before, during and
after interaction with domain boundaries.
can consider the numerical computation of such derivatives. Yet, this treatment is computationally
expansive.
Another option is to formulate a 4-equation model and use an operator-splitting strategy to compute
the true equilibrium. This is described in the next section.
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5.3 Formulation with a relaxation method: the 4-equation
model
Although the analytical computation of the speed of sound is possible in the case of the simplified
multicomponent two-phase equilibrium of section 2.3.3, there is no analytical formulation of the speed
of sound nor of the coefficients ξi and ζ of the Jacobian matrix of the flux function for the exact two-
phase equilibrium. In this respect, the application of the 3-equation model with the exact two-phase
equilibrium would require numerical differentiation in order to evaluate the Jacobian matrix and the
speed of sound.
An alternative strategy [Le Martelot et al., 2014] consists in transporting the flow variables by means
of a 4-equation model – which considers only temperature and pressure equilibrium between phases
– and applying a stiff relaxation towards the chemical potential equilibrium by means of an operator
splitting. This way, the Jacobian matrix and speed of sound for the 4-equation model can be derived
analytically, as described in the present section. Such developments allows to propose a Taylor-Galerkin
implementation of the 4-equation model.
5.3.1 Hyperbolic transport
5.3.1.1 Transport equations
This can be done by augmenting the system of Euler equations into
∂U
∂t
+∇ · ~F (U) = 1
τ
R (U) , (5.3.1)
with the conservative variables and flux now defined as
U =

ρY `1
...
ρY `Ns
ρY v1
...
ρY vNs
ρu
ρv
ρw
ρet

and ~F (U) =

ρY `1 u ρY
`
1 v ρY
`
1w
...
...
...
ρY `Nsu ρY
`
Ns
v ρY `Nsw
ρY v1 u ρY
v
1 v ρY
v
1 w
...
...
...
ρY vNsu ρY
v
Ns
v ρY vNsw
ρu2 + P ρvu ρwu
ρuv ρv2 + P ρwv
ρuw ρvw ρw2 + P
(ρet + P )u (ρet + P )v (ρet + P )w

, (5.3.2)
so that the species mass fractions corresponding to each phase Y φi =
mi,φ
m are transported separately,
and the liquid and gas phases are now considered in temperature and pressure equilibrium only. The
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relaxation source terms can be written as
R (U) =

ρY `1 − ρY `,eq1
...
ρY `Ns − ρY `,eqNs
ρY v1 − ρY v,eq1
...
ρY vNs − ρY v,eqNs
0
0
0
0

, (5.3.3)
where the superscript eq denotes the state corresponding to the equilibrium, either simplified (cf.
section 2.3.3) or exact (cf. section 2.4). The quantity τ represents the characteristic relaxation time,
which is considered to tend to zero. This system is solved by means of an operator-splitting strategy
[Strang, 1968], considering sequentially the advective part and the relaxation source terms. The
numerical methods require to formulate the Jacobian matrix of this augmented flux function. This is
the object of the next section.
5.3.1.2 Jacobian matrix
The Jacobian matrix Ax(U) of system (5.3.1) along direction x is now considered:
Ax(U)ij =
∂Fx (U)i
∂Uj
∣∣∣∣∣
Uk 6=j
(5.3.4)
The sensible energy differential is noted
d(ρes) =
1
ζ
dP +
Ns∑
i=1
ξ`i d(ρY `i ) +
Ns∑
i=1
ξvi d(ρY vi ), (5.3.5)
so that the total energy differential is
d(ρet) =
1
ζ
dP +
Ns∑
i=1
(
ξ`i − ec
)
d(ρY `i ) +
Ns∑
i=1
(ξvi − ec) d(ρY vi ) +ud(ρu) + v d(ρv) +w d(ρw) . (5.3.6)
Then, the Jacobian matrix reads
Ax(U) =

(1−Y `1 )u ··· −Y `Nsu −Y v1 u ··· −Y vNsu Y `1 0 0 0
... . . .
...
... . . .
...
...
...
...
...
−Y `1 u ··· (1−Y `Ns)u −Y v1 u ··· −Y vNsu Y `Ns 0 0 0
−Y `1 u ··· −Y `Nsu (1−Y v1 )u ··· −Y vNsu Y v1 0 0 0
... . . .
...
... . . .
...
...
...
...
...
−Y `1 u ··· −Y `Nsu −Y v1 u ··· (1−Y vNs)u Y vNs 0 0 0
−u2+ζ(ec−ξ`1) ··· −u2+ζ(ec−ξ`Ns) −u2+ζ(ec−ξv1) ··· −u2+ζ(ec−ξvNs) (2−ζ)u −ζv −ζw ζ
−uv ··· −uv −uv ··· −uv v u 0 0
−uw ··· −uw −uw ··· −uw w 0 u 0[
(ec−ξ`1)ζ−ht
]
u ···
[
(ec−ξ`Ns)ζ−ht
]
u
[
(ec−ξv1)ζ−ht
]
u ···
[
(ec−ξvNs)ζ−ht
]
u ht−u2ζ −ζv −ζw (1+ζ)u

,
(5.3.7)
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The coefficients ζ and ξ`i , ξvi can be obtained by writing the mixture sensible energy and specific volume
differentials:
des = y` de` + yv dev + e` dy` + ev dyv
dv = y` dv` + yv dvv + v` dy` + vv dyv,
(5.3.8a)
(5.3.8b)
where the sensible energy and volume of each phase vary as
deφ =
(
vφβφP − vφαφT
)
dP +
(
cp,φ − vφαφP
)
dT +
Ns∑
i=1
eφ,i d
(
Y φi
yφ
)
dvφ = −vφβφ dP + vφαφ dT +
Ns∑
i=1
vφ,i d
(
Y φi
yφ
)
.
(5.3.9a)
(5.3.9b)
Noting that
yφ =
Ns∑
i=1
Y φi , (5.3.10)
equations (5.3.9) become
deφ =
(
vφβφP − vφαφT
)
dP +
(
vφCp,φ − vφαφP
)
dT +
Ns∑
i=1
eφ,i − eφ
yφ
dY φi
dvφ = −vφβφ dP + vφαφ dT +
Ns∑
i=1
vφ,i − vφ
yφ
dY φi .
(5.3.11a)
(5.3.11b)
Recasting this result into (5.3.8), one gets
des =
1
ρ
[βmixP − αmixT ] dP + 1
ρ
[
Cp,mix − αmixP
]
dT +
Ns∑
i=1
e`,i dY `i +
Ns∑
i=1
ev,i dY vi
dv = −1
ρ
βmix dP +
1
ρ
αmix dT +
Ns∑
i=1
v`,i dY `i +
Ns∑
i=1
vv,i dY vi
(5.3.12a)
(5.3.12b)
Then, from (5.3.12b), since, dv = − 1ρ2 dρ, the temperature differential can be written as
dT = − 1
ραmix
dρ+ βmix
αmix
dP −
Ns∑
i=1
ρv`,i
αmix
dY `i −
Ns∑
i=1
ρvv,i
αmix
dY vi (5.3.13)
Injecting this relation into the sensible energy differential (5.3.12a), it yields
des =
1
ρ
[
Cp,mix
βmix
αmix
− αmixT
]
dP + 1
ρ2
[
P − Cp,mix
αmix
]
dρ
− Cp,mix
αmix
 Ns∑
i=1
v`,i dY `i +
Ns∑
i=1
vv,i dY vi
+ Ns∑
i=1
h`,i dY `i +
Ns∑
i=1
hv,i dY vi
(5.3.14)
which corresponds to
d(ρes) =
(
Cp,mix
βmix
αmix
− αmixT
)
dP +
[
hs − Cp,mix
αmix
]
dρ
− Cp,mix
αmix
 Ns∑
i=1
v`,iρdY `i +
Ns∑
i=1
vv,iρdY vi
+ Ns∑
i=1
h`,iρ dY `i +
Ns∑
i=1
hv,iρdY vi
(5.3.15)
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and
d(ρes) =
(
Cp,mix
βmix
αmix
− αmixT
)
dP +
∑
φ∈{`,v}
Ns∑
i=1
(
hφ,i − Cp,mix
αmix
vφ,i
)
d
(
ρY φi
)
. (5.3.16)
Finally, this provides the values of the coefficients:
ζ = 1
Cp,mix
βmix
αmix
− αmixT
ξφi = hφ,i −
Cp,mix
αmix
vφ,i
(5.3.17a)
(5.3.17b)
5.3.1.3 Speed of sound
The Jacobian matrix having the same form as for the previous systems, the speed of sound reads:
c2 = ∂P
∂ρ
∣∣∣∣
s,Y
, (5.3.18)
except that now, the mass fractions Y =
[
Y `1 , · · · , Y `Ns , Y v1 , · · · , Y vNs
]t
of the components in the liquid
and the vapour phases are fixed. Note that the liquid mass fraction y` is then also constant.
In this respect, one can write the differential of the mixture mass-specific volume at constant compo-
sition:
dv = d
(
y`v` + (1− y`)vv
)
= y` dv` + (1− y`) dvv. (5.3.19)
Expanding the differentials of the liquid and vapour specific volumes, at constant composition, on has
dv =
(
y`v`α` + (1− y`)vvαv
)
dT − (y`v`β` + (1− y`)vvβv) dP, (5.3.20)
= vαmix dT − vβmix dP, (5.3.21)
so that
dT = − 1
ραmix
dρ+ βmix
αmix
dP. (5.3.22)
Similarly, the mixture entropy differential at constant composition reads
ds = y` ds` + (1− y`) dsv, (5.3.23)
which expands to
ds =
[
y`
cp,`
T
+ (1− y`)cp,v
T
]
dT − [y`v`α` + (1− y`)vvαv]dP, (5.3.24)
= c¯p
T
dT − αmix
ρ
dP, (5.3.25)
with c¯p = y`cp,` + (1− y`)cp,v. Casting (5.3.22) into (5.3.25) finally yields:
ds = − 1
ραmix
c¯p
T
dρ+
[
−αmix
ρ
+ c¯p
T
βmix
αmix
]
dP, (5.3.26)
hence the speed of sound for the 4-equation system:
c2 = c¯p
ρβmixc¯p − α2mixT
(5.3.27)
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5.3.2 Characteristic boundary conditions
5.3.2.1 Accounting for the stiff relaxation source terms at the boundaries
A particular care must be taken for the proper application of the characteristic boundary conditions,
which require to take into account the relaxation source terms.
Figure 5.7 shows the comparison between two simulations of the 4-equation model with fully reflecting
boundary conditions: the first one using the characteristic variables of the 4-equation model, and the
other one using the characteristic variables of the 3-equation model. This latter computation corre-
sponds to taking into account the infinitely fast relaxation source terms. The simplified equilibrium
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(a) Using the characteristics of the 4-equation model
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(b) Using the characteristics of the 3-equation model
Figure 5.7: Comparison of the behaviour of characteristic boundary conditions whether the relaxation source terms are
accounted for or not. In both cases, the results of the 4-equation model computation (blue solid lines) are compared to
the results of the 3-equation model of figure 5.5 (red dotted lines).
formulation is used, in order to allow for comparisons with the simulations of section 5.2.3.4.1. These
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results confirm the need for computing the characteristics of the 3-equation model for the boundary
conditions, when the 4-equation model with stiff relaxation is used. Indeed, figure 5.7a exhibits a
completely wrong behaviour of the boundary conditions, which eventually causes the divergence of the
flow values at both the inlet and outlet. Instead, figure 5.7b shows that an appropriate behaviour is
retrieved when considering the characteristics of the 3-equation model.
While the characteristics of the 3-equation model can be computed analytically for the simplified
equilibrium formulation, numerical differentiation must be used to compute the coefficients ξi and ζ.
Thus, compared to the 3-equation model, using the 4-equation model with stiff relaxation allows to
greatly reduce the number of required numerical differentiation computations, which are only done at
the boundary nodes for the latter method.
5.3.2.2 One-dimensional tests with the exact multicomponent equilibrium
Finally, the implementation of the 4-equation model with the multicomponent equilibrium can be
validated on a configuration similar to the ones of the previous sections. In order to get the proper
wave content, the initial condition is computed using the characteristic variables of the 3-equation
system. The procedure is the following:
First, the vector of conservative variables of the 3-equation system is computed as
U3eq(x, t = 0) = U3eq0 + T 3eqWU0 ·

0
...
0
∆Wu−c(x)
∆Wu+c(x)
 , (5.3.28)
with U3eq, T 3eqWU defined respectively in equations (5.2.17) and (5.2.5). The differential coefficients
(ξi)i∈J1,NsK and ζ appearing in the definition of T 3eqWU are evaluated numerically by a centered second-
order differentiation. Then, the calculation of the thermodynamic equilibrium provides the phase-wise
species mass fractions Y `i and Y vi . Finally, these quantities allow to obtain the vector of conservative
variables for the 4-equation model defined in (5.3.2).
For this validation case, the pressure is set to P0 = 10 bar, the density to ρ0 = 50 kg/m3 and the
species mass fractions to YO2 = 1− YH2 = 0.95.
5.3.2.2.1 Fully reflecting boundary conditions
The results for the case of fully reflecting boundary conditions are displayed in figure 5.8. The expected
behaviour is observed, as the acoustic waves are fully reflected.
5.3.2.2.2 Non-reflecting boundary conditions
The results for the case of non-reflecting boundary conditions are displayed in figure 5.9. Again, the
results correspond to the expected behaviour. Note that a very small reflexion (about 1% of the initial
perturbation) is actually reflected. This small discrepancy is attributed to the numerical evaluation of
the differential terms which is naturally not as accurate as an analytical solution would.
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Figure 5.8: Test case 1 – Initially superimposed backward and forward acoustic waves with fully reflecting boundary
conditions. Density and pressure snapshots of the solution. From left to right: initial profile, solution before, during and
after interaction with domain boundaries.
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Figure 5.9: Test case 2 – Initially superimposed backward and forward acoustic waves with non-reflecting boundary
conditions. Density, pressure and liquid volume fraction snapshots of the solution. From left to right: initial profile,
solution before, during and after interaction with domain boundaries.
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5.4 Summary of the solver
This section briefly recalls the global strategy for the resolution of the 3-equation model and 4-equation
model with stiff relaxation towards equilibrium.
5.4.1 3-equation model
The resolution is processed by means of the following algorithm:
1. From the conservative variables from the previous iteration, compute the 1-phase pressure
Pm(Un) and temperature Tm(Un) using directly the cubic EoS;
2. If the obtained pressure Pm is positive, then apply a stability test (cf. chapter 2) for the state
(Pm, Tm, ρn), otherwise it is unstable;
3. If the 1-phase state is stable, then Pn := Pm and Tn := Tm; the thermodynamic properties and
Jacobian terms are computed using the 1-phase formulas;
Else, if the 1-phase state is unstable, then compute the 2-phase equilibrium state (cf. chapter 2);
set Pn := P eq(Un) and Tn := T eq(Un); the thermodynamic properties and Jacobian terms are
computed by means of the 2-phase formulas;
4. Compute the update using the numerical scheme;
5. Apply the boundary conditions and obtain Un+1;
6. Continue to next time step...
5.4.2 4-equation model
The resolution of the 4-equation model with stiff relaxation towards two-phase equilibrium is processed
by means of the following algorithm:
1. From the conservative variables from the previous iteration Un, compute the overall mixture
composition Y n = (Y `)n + (Y v)n, density ρn and sensible energy ens ;
2. Compute the 1-phase pressure Pm((ρY )n, ens ) and temperature Tm((ρY )n, ens ) using directly the
cubic EoS;
3. If the obtained pressure Pm is positive then
Apply a stability test (cf. chapter 2) for the state (Pm, Tm, ρn)
Else, the 1-phase solution is unstable;
4. If the 1-phase state is stable then
Set Pn := Pm and Tn := Tm;
Overwrite the species mass fractions so that Y ` := Y n and Y v := 0 if the 1-phase stable
state corresponds to a liquid phase, otherwise set Y ` := 0 and Y v := Y n;
Compute the thermodynamic properties of the single phase that is present;
Compute the Jacobian terms;
Else, Compute the 2-phase equilibrium state (cf. chapter 2);
Set Pn := P eq((ρY )n, ens ) and Tn := T eq((ρY )n, ens )
Overwrite the species mass fractions Y ` := (Y `)eq and Y v := (Y v)eq
Compute the thermodynamic properties of each phase;
Compute the Jacobian terms;
5. Compute the update using the numerical scheme;
6. Apply the boundary conditions and obtain Un+1;
7. Continue to next time step...
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5.5 Conclusion
The different models that have been investigated and implemented into the solver for unstructured
multidimensional simulations have been presented. In particular, the necessary derivations for the
application of Taylor-Galerkin numerical methods have been presented. In addition, the characteristic
boundary conditions have been formulated for the different models. These developments allow to
compute supercritical flows as well as subcritical flows in the context of both simplified or exact
multicomponent equilibrium formulations.
Simple test cases were provided for each model. These test configurations involve both the high-order
numerical transport within the domain and the characteristic boundary conditions for the different
models, allowing for the global validation of the derivations and implementation. The next chapter is
dedicated to the application of these models to realistic cases.
Chapter 6
Large-Eddy Simulations of Mascotte
A10 and Spray-A configurations
This chapter presents the simulation results obtained with the previously described 3-equation
and 4-equation models. In particular, simulations based on the Mascotte experimental bench
are led. After a global description of the numerical setup and the models used, a set of
two-dimensional simulations is first proposed, using different multifluid models and thermo-
dynamic equilibrium formulations, allowing for comparisons. Then, a three-dimensional case
is computed and compared with the available experimental data. Finally, a first set of simu-
lation of the Spray-A configuration of the Engine Combustion Network (ECN) is presented
and encouraging results are shown.
6.1 Governing equations, models and numerics
The framework of Large-Eddy Simulation (LES) is adopted in the present section, in order to address
the highly turbulent flows involved in the realistic applications considered. This strategy consists in
spatially filtering the conservation equations to remove the small scale turbulent structures that cannot
be resolved on affordable grids. The effects of these small structures are then accounted for by means of
sub-grid scale (SGS) models. Classical gaseous SGS closures are used here, even though it is expected
that additional sub-grid scale contributions may have to be considered for two-phase flows. This last
point is out of the scope of this thesis. It should be pointed out that without SGS models, the numerics
being weakly dissipative, calculations are not stable.
Additional simplifications are assumed in this work that will require more investigation in the future.
First, surface tension is neglected, which seems reasonable given the high Weber number encountered
in the targeted applications. Second, atomisation is neglected so that no droplets are considered at
the SGS level. This is a strong hypothesis, as droplets might influence the flame structure, which will
need further development to properly couple the liquid / gas interfaces and a dedicated method for
the dispersed phase.
6.1.1 The 3-equation model for the LES of reacting flows
The 3-equation models being similar to Euler equations used in gaseous and supercritical flows, similar
closure are used here. Thus, the models are those used for the simulation of supercritical reacting
flows [Schmitt, 2019]. This is an assumption that needs further investigations or validations against
experimental data of realistic cases.
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6.1.1.1 Governing equations
The Favre-filtered, fully compressible Navier-Stokes equations for the 3-equation model is given by
[Poinsot and Veynante, 2005]:
∂ρY˜k
∂t
+ ∂ρY˜ku˜j
∂xj
= −∂Jk,j
∂xj
− ∂J
t
k,j
∂xj
+ ω˙k (6.1.1)
∂ρu˜i
∂t
+ ∂ρu˜iu˜j
∂xj
= − ∂p
∂xi
+ ∂τi,j
∂xj
+
∂τ ti,j
∂xj
(6.1.2)
∂ρE˜
∂t
+ ∂ρu˜jE˜
∂xj
= −∂pu˜j
∂xj
+ ∂u˜iτi,j
∂xj
− ∂qj
∂xj
− ∂q
t
j
∂xj
+ ω˙T (6.1.3)
where φ and φ˜ denote spatial and mass-weighted (Favre) spatially filtered quantities. P is the pressure,
T the temperature, ρ the density, Yk is the mass fraction of the species k, ui is the velocity vector,
xi the three spatial coordinates, t the time, E the total sensible energy, τ ti,j the sub-grid scale (SGS)
stress tensor, qtj the SGS energy fluxes, J tk,j the SGS species fluxes, ω˙k the species reaction rate and
ω˙T the heat release rate. The fluid viscosity and the heat diffusion coefficient are calculated following
the Chung et al. method [Chung et al., 1988] and mass diffusion coefficients are deduced from heat
diffusivity by assuming a unity Lewis number (Le=1). The Soret and Dufour effects are neglected.
The heat flux ~q uses a classical gradient approach. The laminar species flux ~Jk should account for
non-ideal molecular effects [Gaillard, 2015], in order to guarantee positive entropy production from
laminar diffusion. Nonetheless, considering the very slight impact of laminar diffusion in the highly
turbulent flows simulated, the simple Fick’s law is used instead [Giovangigli, 2012].
6.1.1.2 Models
The sub-grid scale (SGS) energy and species fluxes are modeled using the gradient transport assump-
tion, introducing SGS turbulent viscosity νt, turbulent species diffusion Dt and turbulent thermal
conductivity coefficients λt:
τ tij = 2 ρ νt
(
S˜ij − 13δijS˜ll
)
with S˜ij =
1
2
(
∂u˜j
∂xi
+ ∂u˜i
∂xj
)
− 13
∂u˜k
∂xk
δij (6.1.4)
J ti,k = −ρ
(
Dt
∂Y˜k
∂xi
)
(6.1.5)
qti = −λt
∂T˜
∂xi
+
N∑
k=1
J ti,k h˜s,k (6.1.6)
with:
Dt =
νt
Sct
and λt =
ρνtcp
Prt
(6.1.7)
where hs,k is the partial-mass sensible enthalpy of species k, and turbulent Prandtl Prt and Schmidt
Sct numbers are both set to 0.7. In three dimensions, the SGS turbulent viscosity νt is modeled
with the wall-adapting large eddy (WALE) model [Nicoud and Ducros, 1999], well-suited for shear
flows [Schmitt et al., 2010]. In two dimensions, the dynamic Smagorinsky model [Lilly, 1992] is used.
6.1.1.3 Combustion model
Similarly to what is done for supercritical flows [Schmitt, 2019], it is assumed that combustion is
fast and operates in a pure diffusion regime. Species equilibrium is assumed in this work. All the
species are then deduced from equilibrium calculations as a function of the mixture fraction Z. In
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order to properly represent the temperature over the whole mixture fraction domain for the H2-O2
case considered in this chapter, four species (H2O, H2, O2 and OH) are considered here for cases
involving hydrogen - oxygen combustion. Filtered mass fractions are computed using a β-pdf [Poinsot
and Veynante, 2005,Veynante and Vervisch, 2002]:
Y˜k(Z˜, Z˜”2) =
∫ 1
0
Yk(Z∗)P (Z∗, x, t) dZ∗ (6.1.8)
where P is the β-pdf depending on Z˜ and Z˜”2, the filtered variance of the mixture fraction. Both Z˜
and Z˜”2 are transported in the simulation [Domingo et al., 2008]:
∂ρZ˜
∂t
+∇ · (ρZ˜u˜) = ∇ · (ρ(D +Dt)∇Z˜) (6.1.9)
∂ρZ˜”2
∂t
+∇ · (ρZ˜”2u˜) = ∇ · (ρ(D +Dt)∇Z˜”2) + 2ρDt‖∇Z˜‖2 − 2ρDt Z˜”
2
∆x2
(6.1.10)
Finally the filtered reaction rate ω˙k determined from a relaxation between the tabulated filtered mass
fraction Y˜k(Z˜, Z˜”2) and the one transported assuming pure mixing Y˜ +k [Schmitt et al., 2011,Pera et al.,
2009]:
ω˙k = ρ
Y˜k(Z˜, Z˜”2)− Y˜ +k
Cr∆t
(6.1.11)
where ∆t is the time step and Cr a constant set to 100 in this work. The filtered heat release rate is
then computed from ω˙k:
ω˙T = −
N∑
k=1
∆h0f,kω˙k (6.1.12)
where ∆h0f,k is the formation enthalpy of species k.
6.1.2 The 4-equation model for the LES of non-reacting flows
Reaction rates are not considered in this formalism which was only used for non-reacting cases at the
moment.
6.1.2.1 Governing equations
The Favre-filtered, fully compressible Navier-Stokes equations for the 4-equation model are given by:
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where Y φk , φ ∈ {`, v}, is the species mass fraction for each phase. As for the 3-equation model, the
species ~Jφk and heat fluxes ~q use classical gradient approaches, the species heat flux making use of the
phase species mass fraction Y φk , instead of the species mass fraction Yk = Y vk + Y lk for the 3-equation
model. The fluid viscosity and the heat diffusion coefficient are calculated following the Chung et
al. method [Chung et al., 1988] and mass diffusion coefficients are deduced from heat diffusivity by
assuming a unity Lewis number (Le=1). The Soret and Dufour effects are neglected.
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6.1.2.2 Models
The same sub-grid scale (SGS) models as for the 3-equation model are used for the 4-equation model.
The turbulent species flux is now written in terms of phase species mass fraction Y φk :
Ji,k
t,φ = −ρ
(
Dt
∂Y˜ φk
∂xi
)
(6.1.16)
In the present work, only two-dimensional computations are led with the 4-equation model. Therefore,
as for the 3-equation model, the SGS turbulent viscosity νt is modeled with the dynamic Smagorinsky
model [Lilly, 1992].
6.1.3 Thermodynamic closures
The Soave-Redlich-Kwong equation of state [Soave, 1972] is used in the simulations of the present
chapter (see chapter 2 for details). The multifluid models and thermodynamic closures used to compute
the two-phase equilibrium states for the different simulations are summarized in table 6.1.
Section Configuration Reactive Multifluid model Two-phase multicomponentflow equilibrium formulation
6.2.2.2 2D Mascotte A10 No 3-equation Simplified
6.2.2.2 & 6.2.2.3 2D Mascotte A10 No 4-equation Simplified
6.2.2.3 2D Mascotte A10 No 4-equation Exact
6.2.3 3D Mascotte A10 Yes 3-equation Simplified
6.3 3D SprayA no 3-equation Simplified
Table 6.1: Multifluid models and thermodynamic closures used for the different Mascotte simulations and the SprayA
test case.
6.1.4 Numerics and stabilization method
6.1.4.1 Numerical schemes
The TTGC scheme (see chapter 4) is used to compute the hyperbolic transport in all the calculations
of the present chapter. The diffusion operators are discretized following the local stencil “2-∆” finite-
element formulation of [Colin, 2003]. More details about this method can be found in chapter 4
of [Lamarque, 2007].
6.1.4.2 Stabilization method
The numerical method is stabilized by applying artificial viscosity to guarantee both accuracy and
stability [Schmitt, 2019]. Cells with under-resolved wavelength oscillations are detected by a density
sensor Sρ:
Sρ =
|~u · ~n|∆t
∆x
∣∣∣∣∣ ρ̂− ρ0.01ρ
∣∣∣∣∣ (6.1.17)
where ∆t is the time step, ∆x the characteristic cell size, ~n the normal to the density gradient and
φ̂ = F ∗ φ denotes a spatial filtering of variable φ. The spatial recursive filter F used in this work
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follows the strategy depicted in Mathew and al. [Mathew et al., 2003] based on an extension to the
deconvolution method of Stolz et al. [Stolz and Adams, 1999]. A species limiter SYk is computed to
locate regions of negative mass fractions:
SYk =
min
{
|Yk|
 , 1
}
, if Yk < 0.
min
{
|Yk−1|
 , 1
}
, if Yk > 1.
(6.1.18)
with  = 0.1. At the end of the temporal iteration (i.e. after the two sub-steps of the TTGC
scheme) and before the application of the boundary conditions, second-order derivatives are used
to add artificial diffusion and filter the conservative variables when the sensor is activated to smooth
the largest gradient. At node i, artificially diffused conservative variables are obtained from:
(ρY˜k)AVi = (ρY˜k)i +
1
Vi
∑
e|i∈Ee
−VEe
nEev
(
(ρY˜k)Ee − (ρY˜k)i
)
(Sρ,Ee + SYk,Ee) (6.1.19)
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(ρE˜)AVi = (ρE˜)i +
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[
(ρe˜s)Ee − (ρe˜s)i + e˜c,Ee
(
ρEe − ρi
)]
(Sρ,Ee + SYk,Ee)
(6.1.21)
where Sρ,Ee = 1/nEev
∑
k∈Ee Sρ,k and SYk,Ee = 1/n
Ee
v
∑
i∈Ee SYk,i. Here, Ee denote the e
th element of
the mesh, VEe its volume, nEev the number of vertices in Ee, i the vertex index, Vi the volume of the
dual cell Ci associated with the vertex i. The quantity (ρY˜k)Ee is the mean weighted value of ρY˜k over
the vertices of element Ee.
Cell velocity equilibrium is assumed in equations (6.1.20) and (6.1.21) during the diffusion of the
conservative variables. The mixture fraction and its variance are filtered the same way as species
density ρY˜k (equation (6.1.19)).
6.2 Mascotte A-10 configuration
6.2.1 Experimental configuration
The Mascotte experimental configuration of ONERA [Vingert et al., 2000], which has been extensively
used for experimental studies of cryogenic combustion in collaboration with Laboratoire EM2C [Habibal-
lah et al., 2006,Candel et al., 2006], is considered here (figure 6.1). The present simulations reproduce
case A10 corresponding to subcritical pressure flames [Candel et al., 1998, Candel et al., 2006]. A
single coaxial injector produces a liquid oxygen stream at low velocity (less than 10 m/s), surrounded
by a high-velocity gaseous hydrogen stream (more than 100 m/s), in a chamber at 10 bar, a pressure
lower than the critical pressure for both reactants (PC,O2=50.4 bar, PC,H2=12.8 bar). Table 6.2 details
the inflow conditions. Oxygen is injected at 80 K, well below its critical value TC,O2 = 154 K and
is liquid, while hydrogen, injected at 289 K is gaseous (TC,H2 = 33 K). Under such conditions, the
density of oxygen (ρO2 = 1190 kg.m−3) is much larger than that of hydrogen (ρH2 = 0.84 kg.m−3).
The momentum flux ratio J=(ρfu2f )/(ρO2u2O2), a critical parameter that drives coaxial flames length
and spreading rate [Candel et al., 2006], is close to 14. It should be noticed that mixture is rich so
that hydrogen is in excess.
Experimental visualisations of the OH∗ emission are available [Candel et al., 1998]. The average
emission image treated with Abel’s transform provides the mean flame position (figure 6.2a) and can
be qualitatively compared with numerical OH field. Quantitative temperature measurements based
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(a) Photography of the Mascotte experimental test
bench at ONERA
(b) Schematic representation of the coaxial in-
jector with tapered lips
Figure 6.1: The Mascotte experimental setup.
Pch [MPa] Tinj,H2 [K] Tinj,O2 [K] m˙H2 [g/s] m˙O2 [g/s] uinj,H2 [m/s] uinj,O2 [m/s]
1.0 289 80 23.7 50 308 2.23
Table 6.2: Injection conditions for the Mascotte A10 case simulated in this chapter. Pch is the chamber pressure, Tinj is
the injection temperature, m˙ is the mass flow rate and uinj is the injection bulk velocity.
on coherent anti-Stokes Raman scattering from H2 are also available for comparison with numerical
results (figure 6.2b).
(a) Abel’s transform of OH∗ mean emission for case A10 (b) Example of temperature measurements at
different distances from the injector
Figure 6.2: Illustrations of experimental results for the Mascotte configuration.
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6.2.2 Non reactive two-dimensional simulations
The objective of the two-dimensional simulations is to compare the different thermodynamic closures
on a realistic case. After having detailed the numerical setup (section 6.2.2.1), the 3-equation and
4-equation models are compared using the simplified equilibrium model (section 6.2.2.2). Finally, the
simplified thermodynamic model is compared with a real equilibrium closure (section 6.2.2.3).
6.2.2.1 Mesh, boundary conditions and numerical setup
The simulation domain and the grid distribution are shown in figure 6.3a. While the injector geometry
is the actual one from the experiment, the chamber has been modified and its width is increased to
20d. This was done in order to prevent excessive flapping of the jet due to confinement, which is more
pronounced in two-dimensions than in three-dimensions. A view of the mesh in the near injector region
is offered in figure 6.3b. The characteristic size of the mesh is constant and set to ∆x = δlip/3, with
δlip the lip thickness, from the inlet up to x = 10d, with d the diameter of the oxygen injector. It is
then smoothly coarsened, up to a characteristic cell size ∆x = 3δlip. The grid contains 300 000 nodes
and 600 000 triangles.
(a) Overview of the mesh
(b) Zoom on the injector
Figure 6.3: Computational domain and grid distribution for the two-dimensional simulations. d refers to the inner
injector diameter, δlip is the inner injector lip thickness and ∆x is the characteristic cell size.
Walls are treated using adiabatic slip wall-law boundary condition [Schmitt et al., 2007]. The inlet
and outlet conditions both use non-reflecting characteristic boundary conditions, with a relaxation on
the pressure at the exit boundary condition [Poinsot and Lele, 1992]. Turbulent velocity fluctuations
are superimposed to the bulk flow at the injection on both oxygen and fuel streams [Kraichnan,
1970,Smirnov et al., 2001] following turbulent injection profiles from prior pipe flow calculations and
a Passot-Pouquet spectrum.
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6.2.2.2 3-equation and 4-equation models with simplified equilibrium
Instantaneous fields of the density, temperature, oxygen mass fraction and axial velocity for the 3-
equation model assuming simplified equilibrium are shown in figure 6.4. Since the results from the
4-equation model simulation are qualitatively similar, they are not shown here. Because of the strong
shear produced by the high velocity outer hydrogen jet, the inner high density jet features a large
scale motion, similar to a flag in the wind, and is quickly mixed with the surrounding gas. Despite the
high velocity and density difference between the two streams, the simulation remains stable and no
numerical crashes have been experienced. However, disabling the sub-grid scale model rapidly stops
the simulation after few iterations.
(a) Density (b) Temperature
(c) Oxygen mass fraction (d) Axial velocity
Figure 6.4: Two-dimensional simulation for the 3-equation model. Instantaneous fields of density (blue: 1 kg/m3, red:
1 200 kg/m3, log scale), temperature (blue: 80 K, red: 300 K), oxygen mass fraction (blue: 0, red: 1) and axial velocity
(blue: -300 m/s, red: 500 m/s).
The thermodynamic behavior of the 3-equation and 4-equation models are now compared performing
scatter plots of temperature and species mass fraction in terms of density in figure 6.5. As expected,
since the thermodynamic closure is the same for both formulations, results are similar and the equi-
librium temperature in the interface is found to be around 95 K. A small amount of hydrogen (0.02
in mass fraction) penetrates the liquid / gas interface. The results for the 4-equation model are less
scattered than the ones for the 3-equation model. While the reason for this is not so clear, this behavior
is attributed to the slightly noisier nature of the 3-equation model compared with the 4-equation one
(see chapter 7). This could be due to the difference in sound speeds in the interface between the two
models, which are used for the advection step of the scheme.
The two models however generate non-physical pressure fluctuations of large amplitude, as shown
in the pressure scatter plot in figure 6.6. The 3-equation model produces slightly larger pressure
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Figure 6.5: Scatter plots of temperature (top) and species mass fraction (bottom) against density. Black: 3-equation
model, red: 4-equation model.
perturbations. These perturbations are particularly strong on the liquid side (where the density is
larger than 750 kg/m3) for both models and for density between 50 and 300 kg/m3 for the 3-equation
model. An instantaneous field of pressure for the 3-equation model is shown in figure 6.7. Surprisingly,
these oscillations does not seem to strongly affect the jets. This might be due to the very high frequency
content of this noise, to which the jet is not sensitive. It should also be noted that this noise remains
confined in the high density jet and does not notably pollute the rest of the chamber.
Figure 6.6: Scatter plot of pressure against density. Black: 3-equation model, red: 4-equation model.
(a) Large scale view. (b) Zoom in the near injector region, in the high den-
sity jet.
Figure 6.7: Two-dimensional simulations for the 3-equation model. Instantaneous pressure fields (blue: 0.8 MPa, red:
1.2 MPa).
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Finally, average profiles are plotted in Figs. 6.8 and 6.9. Because of the low frequency motion of
the inner jet and flow separation in the injector, a perfect statistical convergence is difficult to reach.
However, the longitudinal and radial profiles of density, temperature and axial velocity are similar
between the 3-equation and 4-equation models, indicating the methods lead to the same final results.
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Figure 6.8: Longitudinal profiles of average density and temperature. Black: 3-equation model, red: 4-equation model.
x is the axial distance from the inlet.
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Figure 6.9: Radial profiles of average density and temperature near the injector exit. Black: 3-equation model, red:
4-equation model. y is the radial coordinate.
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6.2.2.3 Exact multicomponent equilibrium calculations
The 4-equation model is now used, in order to provide comparisons between the simplified and the
exact multicomponent equilibrium formulations. It is worth mentioning that the computations using
the exact equilibrium were much more difficult to achieve than the one with the simplified one. First,
the total CPU cost of the simulation is increased by a factor 10, even though only 2 species were
considered. Although the routine as not been the object of thorough optimization, the complexity of the
calculations involved in the exact equilibrium (see chapter 2) is responsible for this high computational
cost. It is thus expected that complex cases including dozens of species will be out of reach in realistic
configurations. Second, convergence issues have been encountered in the equilibrium loop, which had
to be fixed. For these reasons, the calculations presented here are not fully converged so that only
qualitative conclusions can be drawn.
Scatter plots of temperature and species mass fraction against density are shown in figures 6.10a
and 6.10b, for both the simplified and exact equilibrium formulations. The amount of hydrogen that
penetrates the interface is observed to be lower in the simulation with the exact equilibrium than
with the simplified formualtion. This behavior only results from the equilibrium closure and not from
species diffusion as complex species diffusion is not accounted for in the sub-grid scale model (and is
however the same for the two closures). As species diffusion could not be responsible for this behavior,
species advection is expected to be the leading contribution, a priori because of a modification of
the pressure in the interface due to the modified thermodynamic closure. The temperature within the
interface is also different (around 90 K for the exact equilibrium), this difference being however limited.
The pressure-density scatter plot of figure 6.10c indicates than the exact equilibrium model seems to
produce pressure fluctuations that are comparable to those of the simplified equilibrium one.
(a) Temperature vs. density (b) Species mass fraction vs. density
(c) Pressure vs. density
Figure 6.10: Scatter plots for the 4 equations model with simplified equilibrium (red) and full equilibrium (blue).
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6.2.2.3.1 Conclusions
The simulations allowed to observe that the exact equilibrium provides globally a similar behaviour
to the simplified equilibrium, although some differences are found within the interface, in particular
regarding the penetration of H2 within the liquid jet and the temperature within the interface. The
simulation using the exact equilibrium formulation is yet much more difficult to compute, especially
regarding its very high computational cost.
The approximate equilibrium is finally considered satisfying regarding an application to the Mascotte
configuration. It will now be used to carry out a three-dimensional numerical simulations.
6.2.3 Reactive three-dimensional simulation on a coarse grid
The 3-equation model with the simplified equilibrium is now applied to the three-dimensional simu-
lation of the reactive configuration Mascotte A10, using the models presented in section 6.1.2. The
main objective of this calculation is to assess the performance of the model on a realistic configuration
with experimental data. For this three-dimensional calculation, a coarse grid is considered and the
numerical strategy that is typically used for transcritical flows is followed [Schmitt, 2009].
6.2.3.1 Mesh, boundary conditions and numerical setup
The simulation domain and the grid distribution are shown in figure 6.11a. It exactly corresponds
to the one from the experiment, except that the outlet nozzle is replaced with an outlet where the
pressure is imposed. A view of the mesh in the near injector region is provided in figure 6.11b. The
mesh is refined just behind the lip, with 3 cells in the thickness. There are around 15 cells in each
injector diameter. The grid contains 700 000 nodes and 3 800 000 triangles.
(a)
(b)
Figure 6.11: Computational domain and grid distribution for the three-dimensional reactive simulation.
As for the two-dimensional cases, the walls are treated using adiabatic slip wall-law boundary condition
[Schmitt et al., 2007]. The inlet and outlet conditions are both set with non-reflecting characteristic
boundary conditions, with a relaxation on the pressure at the exit boundary condition [Poinsot and
Lele, 1992]. Turbulent velocity fluctuations are superimposed to the bulk flow at the injection on both
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oxygen and fuel streams [Kraichnan, 1970, Smirnov et al., 2001] following turbulent injection profiles
from prior pipe flow calculations and a Passot-Pouquet spectrum.
Figure 6.12: Instantaneous fields for the three-dimensional simulation using the 3-equation model with simplified equi-
librium. From top to bottom: O2 mass fraction YO2 (blue: 0, red: 1); OH mass fraction YOH (blue: 0, red: 0.05); H2O
mass fraction YH2O (blue: 0, red: 0.75); temperature (blue: 80 K, red: 3300 K); axial velocity (blue: −100 m/s, red:
400 m/s). density (blue: 1 kg/m3, red: 1200 kg/m3, log scale); stability criterion (blue: unstable, red:stable)
6.2.3.2 Results and discussion
6.2.3.2.1 Flow visualization: snapshots
Instantaneous fields of representative flow variables (temperature, O2, OH and water mass fractions,
axial velocity and density) are shown in figure 6.12. They qualitatively show the flame topology and
flow dynamics. A turbulent diffusion flame is formed at the exit of the coaxial injector and surrounds
the high density inner jet. The confinement of the flow by the walls produces a sudden opening of the
flame at 10d (d being the inner injector diameter) and the formation of a recirculation region between
the flame and the inner high density jet. Large scale motions are noticeable further downstream. Such
a flame topology is similar to the ones computed at supercritical pressure [Schmitt, 2019]. The region
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of two-phase coexistance is shown on the bottom field in figure 6.12. As the inner jet is destabilized,
large scale regions are thermodynamically unstable. They disappear as the oxygen mixes and burns
with the surrounding gases.
6.2.3.2.2 Flow visualization: average fields
The previous observations are confirmed looking at the average fields in figure 6.13. They are computed
over a simulation of 70 ms of physical time.
Figure 6.13: Mean fields for the reactive three-dimensional simulation using the 3-equation model with simplified equi-
librium. From top to bottom: O2 mass fraction YO2 (blue: 0, red: 1); OH mass fraction YOH (blue: 0, red: 0.05); H2O
mass fraction YH2O (blue: 0, red: 0.75); temperature (blue: 80 K, red: 2500 K); axial velocity (blue: −100 m/s, red:
350 m/s). density (blue: 1 kg/m3, red: 1200 kg/m3, log scale);
6.2.3.2.3 Thermodynamics
In order to investigate the thermodynamic regime in the flow, scatter plots of temperature and species
mass fraction are plotted in terms of density in figure 6.14. The saturation temperature is found to be
close to 125 K. A small amount of water is present in the interface. However, the interface is essentially
constituted of pure oxygen.
As for the two dimensional simulations, large pressure noise is present in this simulation, in particular
in the liquid phase. A scatter plot of pressure is shown in figure 6.15a. Pressure fluctuations are
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(a) Temperature vs. density (b) Species mass fractions vs. density
Figure 6.14: Scatter plots of temperature and species mass fraction against density for the reactive simulation.
strongly increasing at the transition from the interface to the pure liquid phase (ρ ≈ 950 kg/m3), and
are mostly present within the liquid phase, as also evidenced by figure 6.15b. Again, the fluctuations
do not seem to notably impact the inner jet dynamics.
(a) Scatter plot of pressure against density (b) Instantaneous pressure field. Blue: 0.8 MPa, red:
1.2 MPa
Figure 6.15: Analyses of the pressure field. The instantaneous pressure field is displayed with the isocontour ρ =
950 kg/m3, highlighting the presence of spurious noise within the liquid phase.
6.2.3.2.4 Comparison with experimental results
Results are compared with the available experimental data from [Candel et al., 1998]. Figure 6.16
shows an Abel’s transform of experimental OH∗ mean emission, which qualitatively represent the
flame location through the excited OH radical. In order to compare the flame position, OH mass
fraction iso-contours are superimposed on the same figure. Good agreements are found. It seems that,
despite the strong simplifications made in this simulation (no atomization, no surface tension, fast
chemistry), the model can already give reasonable results for reactive liquid rocket engine flows.
Temperature radial profiles are now compared with temperature measurements at different axial po-
sitions. Results are in reasonable agreements both in terms of mean and rms profiles. However, the
large uncertainties associated with these measurements [Candel et al., 1998] limit the scope of this
comparison.
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Figure 6.16: Background, in greyscale: Abel’s transform of experimental OH∗ mean emission for the case A10. Red
lines: iso-contours of OH mass fraction (0.01 and 0.03) from LES.
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Figure 6.17: Comparison between mean radial temperature profiles from experiments (dots) and LES (continuous lines
are Reynolds average temperature and dashed lines are rms temperature).
6.2.3.2.5 Discussion on the model
Modeling the whole process of liquid oxygen jet atomization and vaporization of the droplets in the
gaseous mixture of hydrogen and burnt products would require to couple the multifluid model to a
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disperse phase model. In the present work, the phase change is directly treated by the 3-equation
model, through the phase equilibrium assumption.
The good results obtained by this simplified treatment may be explained by the efficient mixing
dynamics of the Mascotte A10 configuration, characterized by its high Weber and Reynolds number
values.
The Weber number We is a dimensionless number that compares the drag forces to the surface tension
forces, computed as
We = ρv,0l0(∆u)
2
0
σ0
, (6.2.1)
where ρv,0 is the injected gas phase density, l0 a typical length scale for the liquid jet (chosen here equal
to the nozzle diameter), (∆u)0 a typical velocity difference responsible for the shear forces and σ0 the
surface tension coefficient. High Weber numbers are observed in flows where the surface tension has
negligible effect compared to the drag force, so that the liquid phase cohesion cannot be maintained
by the capillary forces. In the Mascotte A10 configuration, the Weber number is We ≈ 28 × 103,
following [Candel et al., 1998].
The Reynolds number for the liquid jet Re` is defined as
Re` =
d0u0,`
ν`
, (6.2.2)
which for the A10 configuration yields Re` ≈ 67×103. According to [Chigier and Reitz, 1996,Lasheras
and Hopfinger, 2000], the regime associated with this set (We,Re`) corresponds to the fiber-typer
regime, in which the jet rapidly breaks-up into droplets of diameter several orders of magnitude below
the nozzle diameter, see Figure 6.18. The flow topology is thus expected to consist of a thin liquid/gas
Figure 6.18: Characterization of the different spray regimes in the Re`-We space. Image taken from [Lasheras and
Hopfinger, 2000].
interface that quickly atomizes into very small droplets. Throughout this process, because of the high
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Weber number of this configuration, one can expect the intermediate liquid ligaments formed to have
a very short lifetime, and quickly break into the small droplets. In this respect, it might be reasonable
to neglect the ligament formation and assume that droplets are formed instantaneously.
The obtained spray is then expected to be made up of small (low-inertia) droplets, which can reasonably
be assumed to be in mechanical equilibrium with the gas phase. The temperature and thermodynamic
equilibrium assumption is more questionable. This hypothesis is expected to have an impact on the
vaporization time of the droplets. Yet, this vaporization time is expected to be essentially controlled
by the strong heat fluxes induced by the flame, which may lead anyway to a fast evaporation. In the
absence of a flame, such assumption should not be acceptable.
Under this simplified modeling, two-phase regions of two different natures are observed in the flow
(see Figure 6.12). Near the injector, a thin two-phase region separates liquid and gas phases and
corresponds to a diffuse liquid-gas interface representation. Conversely, downstream the liquid core,
one may interpret the two-phase pockets that are surrounded by gas regions as liquid spray areas.
Within such regions, the 3-equation model behaves like a simplified disperse phase model.
Finally, in this simulation, the dynamics are globally dominated by the turbulent fluxes. Although
the use of ad-hoc subgrid-scale terms for the two-phase region would improve the accuracy of the
simulation, the use of pure-phase turbulent closures even in the “disperse” two-phase regions may be
satisfying since the droplets are expected to always remain close to the mechanical equilibrium with
the carrier phase.
6.2.3.3 Conclusions
This study, based on the Mascotte configuration of ONERA, allowed to illustrate the behaviour of the
multifluid models and their implementation on a realistic case. First, two-dimensional simulations using
the simplified two-phase equilibrium formulation allowed to compare the behaviour of the 3-equation
model against the 4-equation model with stiff relaxation towards thermodynamic equilibrium. Very
similar results have been obtained for these two computations. Then, computations using the exact and
simplified multicomponent two-phase equilibrium formulations have been presented. The approximate
equilibrium provided satisfying results, close to the exact equilibrium formulation. Subsequently, the
computation of a three-dimensional subcritical reactive case was carried out, allowing for comparisons
with experimental data. Despite the simplifications made in this computation, the results were in good
agreement with the experiments. These results are finally very encouraging regarding the application
of the proposed methodology to liquid rocket engine simulations.
6.3 The Spray-A configuration of the Engine Combustion Net-
work (ECN)
The Spray-A configuration is considered in this section (https://ecn.sandia.gov/). This setup
mimics a Diesel injection in a high pressure chamber, up to 60 bar. The main experimental objectives
are to understand the dynamics of Diesel spray injection, its auto-ignition, and eventually to give
access to detailed experimental measurements for code validations. The case under consideration in
this section is the one operating at 60 bar.
The 3-equation model with the simplified equilibrium is applied here for the non-reacting case using the
models presented in section 6.1.2. As for the Mascotte test-case, the main objective of this calculation
is to assess the performance of the model on a realistic configuration with experimental data. The
thermodynamic regime of Spray-A differs from Mascotte case. The pressure is now larger than the
critical pressure of the injected fuel and injection is transcritical. However, a two-phase flow transition
may occur because of multicomponent mixing [Matheis and Hickel, 2018] and the depressions involved
by the strong dynamics encountered in this flows.
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The dynamics of this case also strongly departs from the one of the Mascotte configuration. Injection
velocity is much larger for Spray-A (600 m/s vs less than 10 m/s for Mascotte) which implies new
numerical issues. In particular, the non-linear thermodynamics used here are known to generate
spurious pressure oscillations in the presence of density gradients [Pantano et al., 2017,Lacaze et al.,
2019]. Such errors may become large when the flow velocity is high, as for the Spray-A case. This
noise is augmented in the presence of unstructured grid, since the grid points are not initially aligned
with the flow direction at the injector exit. One solution to limit this issue is to use a non conservative
formulation [Ma et al., 2019], but at the price of large error on temperature [Lacaze et al., 2019].
For this configuration, a first approach had been considered, using the mere Navier-Stokes equations
closed by a cubic EoS (instead of the 3-equation model which addresses the possible two-phase states).
Yet, this computation using a fully conservative approach was found to be unstable. Indeed, at the
location of the pressure fluctuations generated during the jet destabilization, unstable thermodynamic
states lying in the spinodal zone occurred. For these states, the cubic EoS yielded incorrect values for
the thermodynamic quantities, leading to a crash of the computation. The idea here is then to stabilize
the simulation by computing two-phase equilibrium using the simplified equilibrium formulation, when
unstable states are found.
6.3.1 Experimental setup
The chamber consists in a 108 × 108 × 108 mm3 cubic box at 60 bar. It is initially filled with 87.7%
Nitrogen, 10% carbon dioxyde and 2.3% water in mass at 900 K. Fuel (n-dodecane: C12H26) is injected
at Tinj = 360 K through a small injector with a diameter of 0.09 mm displayed in figure 6.20b. The
injection mass flow rate versus time is plotted in figure 6.19.
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Figure 6.19: Injection mass-flow rate over time.
6.3.2 Mesh, boundary conditions and numerical setup
The simulation domain and the grid distribution are shown in figure 6.20a. The injector diameter and
the chamber geometry exactly correspond to those of the experimental setup. A portion of the injector
has been included, in order to avoid the issue of defining a proper injection profile (which might not
be fully turbulent) at the injector exit. A view of the mesh in the near injector region is provided in
figure 6.20b. There are around 15 cells in the injector diameter. The grid contains 4 400 000 nodes
and 25 000 000 tetrahedra. 25 000 000 The walls are treated using adiabatic slip wall-law boundary
conditions [Schmitt et al., 2007]. The temperature and the mass-flow rate are imposed at the inlet by
means of characteristic boundary conditions [Poinsot and Lele, 1992].
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(a) Overview (b) Zoom on the injector
Figure 6.20: Computational domain and grid distribution for the Spray A configuration.
6.3.3 Flow visualizations
Instantaneous flow visualizations at 0.5 ms are shown in figure 6.21. The jet gets quickly destabilized
and a fully turbulent stream is observed. Injection velocity is found to be close to 700 m/s and density
varies from 650 kg/m3 at injection to 21 kg/m3 in the chamber. The pressure field in the vicinity of
the injector is displayed in figure 6.22a. Very large amplitude pressure fluctuations are present (more
than 50 bar !). Unstable regions are found in the location of these fluctuations. This behavior does not
seem physical, and might be caused by numerical errors coupled with the non-linear thermodynamics
used here.
6.3.4 Comparison with experimental data
Instantaneous results are now compared with experimental shadowgraphs from Pickett et al. [Pickett
et al., 2011] in figure 6.23. Temperature fields are used for the comparison. The jet topology is
qualitatively well retrieved, the maximum positions are in good agreement, although the spreading
angle seems slightly over-predicted in the simulation.
The jet penetration can then be quantitatively compared with the experimental measurements from
Sandia and IFP-EN in figure 6.24. The jet penetration is slightly under-predicted. Finally, the mean
longitudinal profiles of YC12H26 and temperature are compared with experimental measurements in
figure 6.25. The jet length is under-predicted regarding the experiments. It seems that the initial
destabilization is occuring too fast, probably because of the strong pressure activity in the near injector
region.
6.3.5 Conclusions on the Spray A simulation
This study allowed to confront the modeling strategy with a configuration involving very strong dynam-
ics. The use of the 3-equation model with simplified equilibrium allowed to stabilize the computation
by computing two-phase equilibrium when unstable states were met. The flow topology was found to
be qualitatively satisfying regarding the experiments. Nonetheless, very strong pressure fluctuations
were encountered, certainly due to numerical errors. These fluctuations are suspected to cause the
destabilization of the jet too early, resulting in the underestimation of the jet penetration compared
to experimental data.
For this configuration, it would be interesting to investigate the behaviour of the exact multicomponent
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(a) C12H26 mass fraction YC12H26 (blue: 0, red: 1) (b) Axial velocity (blue: −100 m/s, red: 700 m/s)
(c) Density (blue: 21 kg/m3, red: 650 kg/m3, log
scale)
(d) Temperature (blue: 360 K, red: 920 K)
Figure 6.21: Instantaneous fields for the simulation of case Spray-A.
(a) Pressure (blue: 10 bar, red: 100 bar) (b) Thermodynamic stability flag (blue: unstable, red:
stable)
Figure 6.22: Instantaneous fields for the simulation of case Spray-A in the vicinity of the injector.
equilibrium computation. Yet, given the number of species involved and the high computational cost of
this closure, this would require first to thoroughly optimize the equilibrium solver and add thresholds
and simplification hypotheses as in [Matheis and Hickel, 2018] to limit the amount of equilibrium
computations.
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Figure 6.23: Comparison of instantaneous temperature fields (right) with experimental shadowgraphs from [Pickett et al.,
2011] (left).
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Figure 6.24: Comparison of jet penetration from LES (computed as the maximum position where YC12H26 > 0.01)
against experimental measurements from (×) Sandia and (•) IFP-EN.
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Figure 6.25: Longitudinal mean profiles. − LES, ◦ Experiments.
6.4 Conclusion
This chapter presented the global modeling and numerical strategies, and their application to realistic
configurations. The first study was led on the Mascotte A10 case. Two-dimensional configuration
have been simulated, in order to compare the behaviour of the 3- and 4-equation models, and to
provide comparisons between the simplified and exact multicomponent equilibrium formulations. The
two models exhibited similar results, and the simplified equilibrium formulation was found to be
satisfyingly close to the exact one. Relatively strong pressure oscillations were noticed, in particular in
the liquid phase, for both the 3- and 4-equation models, and for both equilibrium formulations. Also, it
is worth mentioning that the exact equilibrium formulation was observed to be much more expensive
than the simplified equilibrium formulation, increasing the total CPU cost by a factor 10. In this
respect, the subsequent three-dimensional reactive calculation has been led using the 3-equation model
with the simplified multicomponent equilibrium. The results obtained were in good agreement with
the available experimental data, which is very encouraging regarding the strategy adopted. Finally,
the ECN spray A Diesel injection configuration was studied. A three-dimensional computation was led
using the simplified multicomponent equilibrium formulation. The results were qualitatively similar to
the experimental snapshots. Yet, the jet penetration was underestimated by the computation. This
was attributed to an anticipated destabilization of the jet due to strong pressure oscillations, attributed
to a coupling between the strong dynamics and the numerical errors on the pressure field.
The results were found to be globally encouraging. Obviously, a lot of improvements can be brought to
the model, but relatively good results were obtained. Yet, the strong pressure noise observed motivated
a closer study of the spurious pressure noise in the framework of multifluid models. This is the object
of the next chapter.

Chapter 7
Pressure noise and multifluid
methods
This chapter is dedicated to the study of the behaviour of different multifluid models when
advecting an liquid-gas interface. In particular, the generation of spurious pressure noise is
examined. This is motivated by the spurious pressure oscillations observed for the Mascotte
and Spray A simulations of the previous chapter. For each of the 5-, 4- and 3-equation
models, their formulation and properties are recalled. A common basis of numerical test
cases is defined, to evaluate the behaviour of the different models. The tests are made using
a similar numerical method in order to provide relevant comparisons.
7.1 Introduction
The present chapter focuses on the effective behaviour of the multifluid models regarding the transport
of a contact discontinuity. Such problem is characteristic of the transport of a droplet (or a bubble)
within a two-phase flow. The underlying purpose of this chapter is to evaluate the ability of the
different reduced multifluid models to fulfill the following physical principle: “the transport of a contact
discontinuity – typically a liquid-vapour interface – within a flow of initially homogeneous pressure and
velocity fields should not produce pressure and velocity oscillations.” Such condition has driven various
works, see e.g. [Abgrall, 1996,Abgrall and Karni, 2001], which most often resulted in the formulation
of a non-conservative resolution of the flow.
For this purpose, the formulation of the reduced multifluid models – from the 5- to the 3-equation
models – is briefly recalled. In particular, details of the implementation are highlighted in order to
provide the necessary information to perform numerical experiments. For each model, test cases are
run considering the transport of an entropy perturbation with initially homogeneous pressure and
velocity flows. Additional test cases are run to highlight other specific features of the different models.
The chapter is organized as follows. First, the 5-equation model is presented in section 7.2 and
the corresponding numerical experiments are provided. Then, the 4-equation model is studied in
section 7.3.1. Section 7.4 presents the 3-equation model and its comparison with the previous models.
In particular, the 3-equation model is also compared with the 5-equation and 4-equation models applied
in combination with a stiff relaxation towards homogeneous thermodynamic equilibrium.
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7.2 The 5-equation model
7.2.1 Brief presentation of the model
Historically, the five-equation model was formulated by [Kapila et al., 2001] as a reduction of the 7-
equation model of [Baer and Nunziato, 1986]. This model corresponds to a further simplification of the
7-equation solver with instantaneous relaxation to equilibrium proposed in [Saurel and Abgrall, 1999].
It corresponds to the asymptotic model towards which tends the 7-equation model when assuming
the pressure P and velocity u to be equal at all times in both phases. Such simplifications allow to
elude the questions regarding the definition of the interface pressure and velocity and their impact on
the mathematical structure of the model, as mentioned in section 3.3.2.1.1. This model was initially
formulated for applications to granular materials, as was the model of [Baer and Nunziato, 1986].
Subsequently, a similar model has been proposed by [Allaire et al., 2002] in the context of diffuse
interface two-phase models. Formally, the only difference between these two models reduces to the
source term appearing in the compaction equation given in (3.3.12e). Yet, the major evolution is
conceptual in the sense that this model applies to the simulation of separate two-phase flows, similarly
as how [Saurel and Abgrall, 1999] extended the use of the 7-equation model of [Baer and Nunziato,
1986]. Following this direction, [Murrone and Guillard, 2005] proposed a detailed derivation of Kapila’s
Model and appropriate numerical methods to handle the compaction equation. As the compaction
equation (3.3.12e) boils down to an equivalent form in the context of a homogeneous pressure and
velocity flow, it is simpler to consider here the five-equation model of Allaire, which reads
∂ρyv
∂t
+ ∂ρyvu
∂x
= 0,
∂ρy`
∂t
+ ∂ρy`u
∂x
= 0,
∂ρu
∂t
+ ∂ρu
2 + P
∂x
= 0,
∂ρet
∂t
+ ∂ (ρet + P )u
∂x
= 0,
∂z`
∂t
+ u∂z`
∂x
= 0.
(7.2.1a)
(7.2.1b)
(7.2.1c)
(7.2.1d)
(7.2.1e)
This system is also referred to as the five-equation transport model in [Murrone and Guillard, 2005].
7.2.2 Practical implementation
7.2.2.1 Numerical method
The dedicated first-order numerical method for the 5-equation model (7.2.1), taken from [Allaire et al.,
2002], is now briefly described. The reader is referred to this latter paper for more information. As
this model features both conservative and non-conservative transport equations, the numerical scheme
description is split into two parts. The conservative part is discretized using a finite-volume method,
while the compaction equation is described with an ad-hoc upwind scheme.
7.2.2.1.1 Conservative part
The conservative variables are defined as Uc = [z`ρ`, zvρv, ρu, ρet]t. The update follows a classic
Godunov-like scheme formulation:
Ucn+1i = Ucni −
∆t
∆x
(
Fni+ 12 − F
n
i− 12
)
. (7.2.2)
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Following [Allaire et al., 2002], the numerical flux Fni+ 12 is approximated by the Roe numerical flux [Roe,
1986]:
Fni+ 12 =
1
2
[
Fc (Uni ) + Fc
(
Uni+1
)]− 12R (Uni ,Uni+1) , (7.2.3)
where Fc (Uni ) is the conservative quantities flux, R is the Roe flux for the 5-equation system, whose
derivation is detailed in [Allaire et al., 2002]. Its expression for this two-phase model is an extension
of the single-phase one provided in section 4.2.3.3.4. It is given as a function of left and right states of
the Riemann problem denoted respectively UL and UR:
R (UL,UR) = |u¯− c∗| ξ	

y¯`
y¯v
u¯− c∗
h¯tot − u¯c∗
+|u¯|

ξ`
ξv
u¯ (ξ` + ξv)
B
+|u¯+ c∗| ξ⊕

y¯`
y¯v
u¯+ c∗
h¯tot + u¯c∗
 . (7.2.4)
In the expression above, the coefficients (ξj)j=1..5 and B are defined by
ξ	 =
1
2c∗2
(
∆P − ρc∗∆u
)
(7.2.5a)
ξ` =∆(z`ρ`)− y`
c∗2
∆P (7.2.5b)
ξv =∆(zvρv)− yv
c∗2
∆P (7.2.5c)
ξ⊕ =
1
2c∗2
(
∆P + ρc∗∆u
)
(7.2.5d)
B =u
2
2 ∆ρ+ ∆(ρes)−
ht
c∗2
∆P (7.2.5e)
For any quantity ϕ, the jump ∆ϕ is defined by ∆ϕ = ϕR − ϕL. The Roe mean values are defined in
(4.2.71), and the approximate speed of sound reads
c∗ =
√
y`ζ`c2` + yvζvc2v
ζ
. (7.2.6)
with
ζφ =
∂
(
ρφeφ
)
∂Pφ
∣∣∣∣∣
ρφ
for φ ∈ {`, v} , and ζ = z`ζ` + (1− z`)ζv (7.2.7)
7.2.2.1.2 Compaction Equation
The compaction equation is then solved using an upwind scheme:
z`
n+1
i = z`ni −
∆t
∆x
[
u¯−i+1/2∆z`i+1/2 + u¯
+
i−1/2∆z`i−1/2
]
, (7.2.8)
with u± = (u±|u|)2 , ∆z`i+1/2 = z`i+1 − z`i and ui+1/2 is the Roe average (4.2.71a) of the velocity
between cells i and i+ 1.
7.2.2.2 Thermodynamic closure
This model finally requires thermodynamic closures for both phases. Each phase can have its own
EoS, e.g. Ideal Gas for the vapour phase and Stiffened Gas for the liquid phase (see [Allaire et al.,
2002] for examples).
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7.2.2.2.1 Stiffened gas EoS
In the case of a stiffened gas EoS, the explicit computation of the thermodynamic state from the
transported variables is possible. One can use equation (2.2.57) for each phase, which yields{
P`(ρ`, e`) = (γ` − 1)
(
ρ`e` − ρ`e0,`
)− γ`P∞,`,
Pv(ρv, ev) = (γv − 1)
(
ρvev − ρve0,v
)− γvP∞,v, (7.2.9a)(7.2.9b)
or, equivalently,
ρ`e` = ρ`e0,` +
P` + γ`P∞,`
γ` − 1 ,
ρvev = ρve0,v +
Pv + γvP∞,v
γv − 1 .
(7.2.10a)
(7.2.10b)
Using the isobaric closure P` = Pv = P of the 5-equation model of [Allaire et al., 2002] and computing
z`(7.2.10a) + (1− z`)(7.2.10b) yields
ρes = z`
[
ρ`e0,` +
γ`P∞,`
γ` − 1
]
+ (1− z`)
[
ρve0,v +
γvP∞,v
γv − 1
]
+
[
z`
γ` − 1 +
1− z`
γv − 1
]
P (7.2.11)
so that
P =
[
z`
γ` − 1 +
1− z`
γv − 1
]−1(
ρes − z`
[
ρ`e0,` +
γ`P∞,`
γ` − 1
]
+ (1− z`)
[
ρve0,v +
γvP∞,v
γv − 1
])
(7.2.12)
Once the pressure is obtained, the state of each phase is completely determined, as the density of each
phases is also known.
7.2.2.2.2 General EoS
The analytic computation of the pressure is not always possible, for example when cubic EoS are used.
In this case, in order to achieve the computation of the thermodynamic state from the transported
set of variables, the equilibrium pressure P is retrieved using a classic Newton-Raphson method. The
function to be canceled is:
fNR : P 7−→
[
(z`)n+1i ρn+1`,i e`
(
ρn+1`,i , P
)
+
(
1− (z`)n+1i
)
ρn+1v,i ev
(
ρn+1v,i , P
)]
− (ρes)n+1i . (7.2.13)
In other words, f(P ) = ρes
(
ρn+1`,i , ρ
n+1
v,i , z`, P
)
− (ρes)n+1i . The differential of the mixture sensible
energy ρes (ρ`, ρv, z`, P ) can be obtained from
d(ρes) = d
(
z`ρ`e` + (1− z`)ρvev
)
= z` d(ρ`e`) + (1− z`) d(ρvev) + (ρ`e` − ρvev) dz`. (7.2.14)
The isobaric thermodynamic closure P` = Pv implies
dP = dP` =
α`
ρ`β`cv,`
d(ρ`e`) +
α`
ρ`β`cv,`
(
cp,`
α`
− h`
)
dρ`,
dP = dPv =
αv
ρvβvcv,v
d(ρvev) +
αv
ρvβvcv,v
(
cp,v
αv
− hv
)
dρv,
(7.2.15a)
(7.2.15b)
which yields
d(ρ`e`) =
ρ`β`cv,`
α`
dP −
(
cp,`
α`
− h`
)
dρ`,
d(ρvev) =
ρvβvcv,v
αv
dP −
(
cp,v
αv
− hv
)
dρv.
(7.2.16a)
(7.2.16b)
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Combining equations (7.2.14) and (7.2.16) provides the following relation:
d(ρes) =
[
z`
ρ`β`cv,`
α`
+ (1− z`)ρvβvcv,v
αv
]
dP
− z`
(
cp,`
α`
− h`
)
dρ` − (1− z`)
(
cp,v
αv
− hv
)
dρv + [ρ`e` − ρvev] dz`.
(7.2.17)
Hence the derivative for the Newton-Raphson algorithm
f ′NR(P ) =
∂ρes
∂P
∣∣∣∣
ρ`,ρv,z`
= z`
ρ`β`cv,`
α`
+ (1− z`)ρvβvcv,v
αv
. (7.2.18)
The pressure is initialized from its previous value P k=0 = Pni and the following iterations are computed
P k+1 = P k − fNR(P
k)
f ′NR(P k)
, (7.2.19)
until the relative error is under a tolerance threshold fNR(P
k)
(ρes)n+1i
< ε(ρes), e.g. ε(ρes) = 10−12.
7.2.3 Numerical experiments
Numerical experiments are now proposed. All the numerical experiments are led in a one-dimensional
periodic context for the sake of simplicity and clarity of the results. The domain length is set to
L = 1 m, and the mesh contains 100 cells. In order to compare the different multifluid methods, each
of them will be identically tested on two benchmark configurations. To avoid non-linear effects of the
cubic EoS which may cause spurious pressure oscillations and pollute the readability and interpretation
of the results, stiffened-gas equations of states are used to model the liquid and vapour phases in the
context of the benchmark configurations. The parameters of these stiffened-gas EoS are set to those
of liquid and vapour water, taken from [Chiapolino et al., 2016]. They are summarized in Table 7.1.
Stiffened Gas coefficients cv [J/kg/K] γ P∞ [Pa] q [J/kg] q′ [J/kg/K]
Liquid phase 1816 2.35 109 −1667 0
Vapour phase 1040 1.43 0 2030 −23× 103
Table 7.1: Stiffened Gas coefficients for the numerical experiments on contact discontinuities
The configurations that will be used for the different numerical experiments are now described.
Configuration 1 (Pure phases in equilibrium). The initial solution is a near-pure liquid inclusion within
a near-pure vapour environment. Both fluids are in pressure, temperature and chemical potential
equilibriums. The velocity and pressure are initially constant in the domain. The initial condition is
then given as:
ρ0(x) = z`(x)ρsat` (P0) +
(
1− z`(x)
)
ρsatv (P0),
u0(x) = u0,
P 0(x) = P0,
z`(x) =
{
1− z` if x ∈
[
1/4, 3/4
]
,
0 + z` otherwise,
(7.2.20a)
(7.2.20b)
(7.2.20c)
(7.2.20d)
with z` = 10−8. The initial data for this configuration is graphically represented in Figure 7.1.
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Figure 7.1: Initial solution for the benchmark test case 1 (phases in equilibrium). The orange dotted lines indicate the
position of the interface in the bottom plots.
Note that the temperature field corresponds to the saturation temperature T` = Tv = T sat (P0).
The initial velocity is arbitrarily set to u0 = 100 m/s, the speed of sound in the liquid phase being
c` = 1597 m/s.
Configuration 2 (Pure phases in disequilibrium). The initial solution is made of slightly subcooled pure
liquid and slightly overheated pure vapour states, which are in pressure equilibrium. The velocity and
pressure are initially constant in the domain. This initial solution corresponds to the following profiles:

ρ0(x) = z`(x)
[
ρsat` (P0) + ∆ρ`
]
+
(
1− z`(x)
) [
ρsatv (P0)−∆ρv
]
,
u0(x) = u0,
P 0(x) = P0,
z`(x) =
{
1 if x ∈ [1/4, 3/4] ,
0 otherwise.
(7.2.21a)
(7.2.21b)
(7.2.21c)
(7.2.21d)
with ∆ρ`  ρsat` and ∆ρv  ρsatv strictly positive density shifts. Here, the values ∆ρ` = ρ
sat
`
1000 and
∆ρv = ρ
sat
v
1000 are taken.
The initial data for this configuration is depicted in Figure 7.2.
After testing these configurations, additional configurations are investigated, specifically to each model,
in order to highlight particular features.
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Figure 7.2: Initial solution for the benchmark test case 2 (phases in disequilibrium).
7.2.3.1 Tests on the benchmark configurations
7.2.3.1.1 Configuration 1 – pure phases in equilibrium
The results of the test case for Configuration 1 is represented in Figure 7.3.
No spurious noise is generated by the diffusion of the interface due to the first-order scheme used. The
pressure remains constant throughout the simulation, despite the smearing of the interface.
7.2.3.1.2 Configuration 2 – pure phases in disequilibrium
Applying the 5-equation model to solve the benchmark configuration 2 yields the solution of figure 7.4.
One can notice that the simultaneous numerical diffusion of the mixture density, liquid phase volume
fraction and mixture sensible energy do not yield pressure noise. Indeed, the initial pressure and
velocity being set constant (and positive), the numerical flux for the conservative terms boils down to:
Fni+1/2 =

(z`ρ`)ni u0
(zvρv)ni u0
ρni u
2
0 + 2P
(ρes)ni u0 + 12ρni u30
 ,
which yields the update expression
(z`ρ`)i
(zvρv)i
(ρu)i
(ρet)i

n+1
=

(z`ρ`)i
(zvρv)i
(ρu)i
(ρet)i

n
− u0∆t∆x

(z`ρ`)i − (z`ρ`)i−1
(zvρv)i − (zvρv)i−1
(ρi − ρi−1)u0
((ρet)i − (ρet)i−1)
 . (7.2.22a)
Whereas the non-conservative term is updated as
z`
n+1
i = z`ni −
u0∆t
∆x
[
z`
n
i − z`ni−1
]
. (7.2.22b)
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Figure 7.3: Results for the 5-equation model applied to the benchmark test case 1 (phases in equilibrium).
In this test case, ρ` = ρ`,0 and ρv = ρv,0 are uniform. The pressure being uniform, each phase’s
volume-specific total energy (ρφeφ)φ∈{`,v} is uniform. Thereby, the update (7.2.22) reduces to

(z`ρ`)i
(zvρv)i
(ρu)i
(ρet)i
(z`)i

n+1
=

(z`)n+1i ρ`,0
(zv)n+1i ρv,0(
(z`)n+1i ρ`,0 + (zv)n+1i ρv,0
)
u0(
(z`)n+1i ρ`,0e`,0 + (zv)n+1i ρv,0ev,0
)
+ 12
(
(z`)n+1i ρ`,0 + (zv)n+1i ρv,0
)
u20
(z`)n+1i

(7.2.23)
which finally implies that ρ`n+1i = ρ`,0 ; ρvn+1i = ρv,0 ; e`n+1i = e`,0 and evn+1i = ev,0. This necessarily
guarantees that the pressure remains uniform and equal to P0, as the uniform velocity u0 is similarly
preserved. Such result is valid for any equation of state. As the actual thermodynamic state of
each phase remains constant with time, the EoS of each phase does not actually play a part in the
computation.
In addition to this interesting result, the robustness and ability of the method to preserve the pressure
within the interface region can be further tested by considering a non-uniform pressure profile in each
phase. This is the purpose of the next section.
7.2.3.2 Complementary test cases
7.2.3.2.1 Robustness against pressure oscillations
In the context of single phase flows, the use of a cubic EoS with Euler equations is known to yield
pressure noise, see e.g. [Pantano et al., 2017]. Indeed, because of the non-linearity of the EoS, pressure
is impacted by the numerical errors and diffusion inherent to the discrete transport of the conservative
variables.
In order to further test the ability of this numerical strategy to preserve the pressure in the interface
region, a van der Waals EoS is now considered for both the liquid and gas phases. A sinusoidal noise
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Figure 7.4: Results for the 5-equation model applied to the canonical test case 2 (phases in disequilibrium).
is superimposed to constant liquid and vapour density profiles. The initial conditions are given by:
ρ0(x) = z`(x)
[
ρφ,0 + ρnoise sin(8pix)
]
+
(
1− z`(x)
) [
ρφ,0 + ρnoise sin(8pix)
]
,
u0(x) = u0,
P 0(x) = P0,
z`(x) =
{
1 if x ∈ [1/4, 3/4] ,
0 otherwise.
(7.2.24a)
(7.2.24b)
(7.2.24c)
(7.2.24d)
with ρnoise = 2 kg/m3. The solution is then initialized with these phases’ density fields and homoge-
neous pressure P0 and velocity u0 as previously.
As for the simple Euler equations (cf. [Pantano et al., 2017]), the use of the five-equation model
together with cubic EoS leads to pressure noise generation as the conservative variables get diffused by
the first-order transport used here. This noise is already visible after one iteration, with a sinusoidal
shape within each phase. Because of the low compressibility of the liquid phase, the noise amplitude
is higher there than in the vapour phase.
It is worth underlining that the pressure noise observed in the interface area is actually lower than
the amplitude observed in the pure phase regions. This appears even more clearly in Figure 7.6 and
further confirms the robust behaviour of the interface transport in terms of pressure, as observed in
the previous section.
It can actually be formally demonstrated that the equilibrium pressure retrieved from the isobaric
closure is necessarily bounded by the pressures of the pure phases. Indeed, considering a liquid and
vapour initial states defined by ρ`, P`, ρv, Pv with for instance P` < Pv, a mixing of such states with
any liquid volume fraction z` ∈ ]0, 1[ verifies the following inequalities:
z`ρ`e` (ρ`, Pv) + (1− z`)ρvev (ρv, Pv) > z`ρ`e` (ρ`, P`) + (1− z`)ρvev (ρv, Pv) (7.2.25a)
z`ρ`e` (ρ`, P`) + (1− z`)ρvev (ρv, Pv) > z`ρ`e` (ρ`, P`) + (1− z`)ρvev (ρv, P`) (7.2.25b)
as the functions e` : P 7→ e` (ρ`, P ) and ev : P 7→ ev (ρv, P ) are increasing functions. Then, noting
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Figure 7.5: Solution of the contact discontinuity test case for a five-equation model (7.2.1). Final time t = 10−2 s is
such that the solution is back to its initial position. Only one point out of two is displayed for the sake of readability.
Solid lines denote the initial profiles. Plus signs denote the solution after one iteration. Stars represent the final solution.
Initial profiles for the liquid and vapour temperatures do not span over the entire domain as one phase’s temperature is
not uniquely defined when this phase is not present.
that z`ρ`e` (ρ`, P`) + (1− z`)ρvev (ρv, Pv) = ρes(ρ`, ρv, z`, P ), one gets
ρes(ρ`, ρv, z`, P`) < ρes(ρ`, ρv, z`, P ) < ρes(ρ`, ρv, z`, Pv) (7.2.26)
From (7.2.17), it comes that ∂ρes∂P
∣∣∣
ρ`,ρv,z`
> 0, which finally implies
P` < P < Pv. (7.2.27)
A similar conclusion stands for the case P` > Pv.
7.2.3.2.2 Thermodynamic consistency of the predicted states
The 5-equation models [Allaire et al., 2002,Murrone and Guillard, 2005] have been shown able to treat
compressible two-phase flows without generating spurious noise in the interface region. Unfortunately,
using this model by itself may lead, in some situations, to the apparition of non-physical thermodynamic
states, e.g. for flow configurations that produce cavitation. In order to illustrate – in a simplified
manner – the consequences that a pressure drop may have, the 1D test case of Figure 7.7 is considered.
The initial velocity field is given by
u0 (x) =

4 sin(pi x−1/2d ) + 2 sin(2pi
x−1/2
d )
3
√
3
for x ∈
[
1
2 − d,
1
2 + d
]
umax
0 otherwise
(7.2.28)
The initial condition and results after a time t = 0.3 ms are displayed in figure 7.7. The pressure of
the center point (x = 0.5 m), corresponding to the middle of the liquid phase region, is monitored. In
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Figure 7.6: Comparison of the pressure errors between Allaire equations for the transport of a liquid-vapour contact
discontinuity and Euler equations for the liquid phase only and Euler equations for the vapour phase only. The noise is
due to the numerical diffusion of the sinusoidal density perturbation defined in (7.2.24a). Both phases are pure nitrogen
N2 with the van der Waals EoS. Solution is displayed after 0.15 ms.
figure 7.8, a scatter plot shows its evolution within the Clapeyron Diagram corresponding to the SRK
EoS.
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Figure 7.7: Test case with a velocity divergence causing a pressure drop. Initial pressure is P0 = 30 [bar]. The initial
velocity profile is given in equation (7.2.28). The half-width of the velocity perturbation is set to d = 0.2. The vapour
and liquid phases densities are in a thermodynamically stable state, as they verify the inequality ρ`,0 > ρsat` (P0) >
ρsatv (P0) > ρv,0. SRK EoS is used for both phases, which consist in pure N2.
It appears that the pressure has no reason to remain in the thermodynamically stable region. The
thermodynamic state evolves across the metastable region, as there is no phase change model added
to the two-phase transport model. This even results in a thermodynamic state that can cross the
spinodal line, yielding nonphysical thermodynamically unstable states – as this is the case for the final
state displayed in red. This can even result in a loss of hyperbolicity of the system, as the sound speed
to the square c2 is negative in part of the spinodal region.
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Figure 7.8: Scatter plot of the thermodynamic state at the center point xmid = 0.5 m in a Clapeyron Diagram. The
successive iterations are plotted with, the first point at P = 30 bar is coloured purple, final point after t = 300 ms is
coloured red.
7.2.4 Conclusions on the 5-equation models
Finally, the five-equation models [Allaire et al., 2002,Murrone and Guillard, 2005] have been tested,
showing that they provide a convenient framework to treat interface problems for fluids in mechanical
equilibrium. The resulting model is robust in the sense that it is not a source of spurious pressure
oscillations at the interface for contact discontinuity transport cases. Nevertheless, the model used by
itself is incomplete for the simulation of two-phase reactive flows, as it requires further modeling in
order to take into account phase change phenomena.
7.3 The 4-equation model
7.3.1 Practical implementation
The four-equation model at stake in this section can be found in [Le Martelot et al., 2014,Chiapolino
et al., 2016]. It can be derived from the five-equation model by considering that the liquid and vapour
phases do not only share a common pressure but also a common temperature. The corresponding PDE
can be written in 1D as:

∂z`ρ`
∂t
+ ∂z`ρ`u
∂x
= 0
∂zvρv
∂t
+ ∂zvρvu
∂x
= 0
∂ρu
∂t
+ ∂ρu
2 + P
∂x
= 0
∂ρet
∂t
+ ∂ (ρet + P )u
∂x
= 0
(7.3.1a)
(7.3.1b)
(7.3.1c)
(7.3.1d)
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7.3.2 Practical implementation
7.3.2.1 Numerical method
As for the 5-equation model, the numerical method used is a Godunov-like scheme:
Un+1i = Uni −
∆t
∆x
(
Fni+ 12 − F
n
i− 12
)
. (7.3.2)
Here, all transported variables are conservative and discretized by this equation, unlike for the 5-
equation model. The numerical flux is similarly computed using a Roe-like scheme, similar to the one
of [Allaire et al., 2002] described in section 7.2. It reads
Fni+ 12 =
1
2
[
F (Uni ) + F
(
Uni+1
)]− 12R (Uni ,Uni+1) , (7.3.3)
with the roe flux R given by
R (UL,UR) = |u¯− c∗| ξ	

y¯`
y¯v
u¯− c∗
h¯tot − u¯c∗
+|u¯|

ξ`
ξv
u¯ (ξ` + ξv)
B
+|u¯+ c∗| ξ⊕

y¯`
y¯v
u¯+ c∗
h¯tot + u¯c∗
 . (7.3.4)
With coefficients given in equations (7.2.5) and the approximate speed of sound (7.2.6) Although the
formulation is similar to the previous one, the difference stands in the volume fraction computation.
Indeed, this quantity is not transported anymore. It is instead computed from the set of transported
conservative variables using the thermodynamic closure and assuming temperature and pressure equi-
libriums. This is described in the next paragraph.
7.3.2.2 Thermodynamic closure
7.3.2.2.1 Stiffened Gas EoS
In the original work, these transport equations are closed by two Stiffened Gas EoS, the formulation
of which is detailed in Section 2.2.3.1.
The isobaric and isothermal closure allow in this particular context for an explicit formulation of the
pressure from the transported conservative quantities. This expression reads:
P = 12
(
A` +Av −
(
P∞,` + P∞,v
))
+
√
1
4
[
Av −A` −
(
P∞,` − P∞,v
)]2
+A`Av (7.3.5)
with the coefficients Aφ defined for φ ∈ {`, v} as
Aφ =
yφ
(
γφ − 1
)
cv,φ
y`cv,` + yvcv,v
(
ρ
(
es − (y`q` + yvqv)
)− P∞,φ) . (7.3.6)
The corresponding temperature is
T = 1
ρ
[
y`
(γ` − 1)cv,`
P + P∞,`
+ yv
(γv − 1)cv,v
P + P∞,v
]−1
(7.3.7)
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7.3.2.2.2 General EoS
In general, there is no explicit formulation for computing the temperature and pressure corresponding
to the transported conservative variables. Indeed, pressure and temperature are in this case implicitly
defined as the solution of
1
ρn
= y
n
`
ρ` (T, P )
+ 1− y
n
`
ρv (T, P )
ens = yn` e` (T, P ) + (1− yn` )ev (T, P ) ,
(7.3.8a)
(7.3.8b)
where ρn, ens and yn` are the density, sensible energy and liquid mass fraction obtained after the nth
transport step.
This system is solved iteratively using a Newton-Raphson algorithm. The function to be cancelled is
fNR :
[
P
T
]
7−→
[
yn`
ρ`(T,P ) +
1−yn`
ρv(T,P ) − 1ρn
yn` e` (T, P ) + (1− yn` )ev (T, P )− ens
]
, (7.3.9)
whose Jacobian matrix writes:
f ′NR =
 −
(
y`
ρ`
β` + (1−y`)ρv βv
)
y`
ρ`
α` + (1−y`)ρv αv
y`
Pβ`−Tα`
ρ`
+ (1− y`)Pβv−Tαvρv y`
(
cp,` − α`Pρ`
)
+ (1− y`)
(
cp,v − αvPρv
)
 (7.3.10)
In the case where a single cubic EoS is used for both phases, the subscript ` and v denote the ther-
modynamic quantities computed for densities corresponding to the lower and upper roots of the cubic
equation.
7.3.2.3 Tests on the benchmark configurations
7.3.2.3.1 Configuration 1 – pure phases in equilibrium
The results of the test case for Configuration 1 is represented in Figure 7.9.
As for the 5-equation model, no spurious noise is generated by the diffusion of the interface. The
pressure remains constant throughout the simulation.
7.3.2.3.2 Configuration 2 – pure phases in disequilibrium
Here, one can note that numerical diffusion creates mixing cells where liquid and vapour coexist.
In such cells, the thermodynamic closure of the 4-equation model imposes especially the equality of
phases temperature. If this has no consequence in the case of an initially constant temperature field,
it causes pressure variations when an initial temperature difference is present. The pressure noise is
yet relatively smooth, unlike for the 3-equation model to be presented in the following.
Chapter 7 - Pressure noise and multifluid methods 201
0.0 0.2 0.4 0.6 0.8 1.0
x [m]
0
250
500
750
ρ
[k
g/
m
3
]
ρ0
ρ
(a) Density.
0.0 0.2 0.4 0.6 0.8 1.0
x [m]
0.00
0.25
0.50
0.75
1.00
z `
[m
3
/m
3
]
z`0
z`
(b) Liquid volume fraction.
0.0 0.2 0.4 0.6 0.8 1.0
x [m]
370
380
390
400
410
T
[K
]
T`0
Tv0
T`
Tv
(c) Temperature.
0.0 0.2 0.4 0.6 0.8 1.0
x [m]
0.990
0.995
1.000
1.005
1.010
P
[b
ar
]
P0
P
(d) Pressure.
Figure 7.9: Results for the 4-equation model applied to the benchmark test case 1. For the sake of clarity, only one point
out of two is visible.
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Figure 7.10: Results for the 4-equation model applied to the benchmark test case 2. For the sake of clarity, only one
point out of two is visible. Final time is 0.05 ms
7.4 3-equation model
The 3-equation model is now considered. This model consists in applying an additional chemical
potential equilibrium hypothesis to the 4-equation model. As previously mentioned in section 5.2.3,
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the 3-equation model formulation is similar to the Euler equations. It simply reads
∂ρ
∂t
+ ∂ρu
∂x
= 0
∂ρu
∂t
+ ∂ρu
2 + P
∂x
= 0
∂ρet
∂t
+ ∂ (ρet + P )u
∂x
= 0.
(7.4.1a)
(7.4.1b)
(7.4.1c)
Yet, in this system, the density ρ is defined as a mixture density, as well as the volume-specific total
energy ρet. They can be explicitly split up into
ρ = z`ρ` + (1− z`)ρv (7.4.2a)
ρet = z`ρ`et,` + (1− z`)ρvet,v. (7.4.2b)
The reader is referred to Paragraph 2.3.2.2 for the detailed computation of the thermodynamic equi-
librium and to Section 5.2.3 the consequences of this equilibrium on the thermo-mechanical properties
of the fluid. In a nutshell, system (7.4.1) is closed by evaluating the thermodynamic stability of the
transported state ρ, es. If the result correspond to a single-phase stable state (pure liquid or pure
vapour), then the equation of state of this pure phase is used in order to retrieve the pressure and
temperature of the fluid. Otherwise, if the state is unstable, then both z` and (1−z`) are non-zero and
an equilibrium computation is required to evaluate the pressure and temperature, allowing to evaluate
the fluxes that are required for the numerical method.
Noticeably, this 3-equation model has no longer a mass-conservation equation for each phase, since
the phases exchange mass through a phase transition process that is modeled by the assumption of
thermodynamic equilibrium at all time. In this respect, only the total mass is conserved, through
equation (7.4.1a).
7.4.1 Numerical Method
Again, a finite-volume method is used. The Roe solver used for the numerical flux evaluation is formally
the one for the Euler equations descibed in section 4.2.3.3.4.
7.4.2 Numerical experiments
7.4.2.1 Benchmark configurations
7.4.2.1.1 Configuration 1 – pure phases in equilibrium
The results for test configuration 1 are displayed in Figure 7.11.
The pressure and temperature remain noticeably homogeneous in the domain, while the numerical
diffusion smooths out the density profile.
7.4.2.1.2 Configuration 2 – pure phases out of equilibrium
As for the four-equation model, the pressure profile is no longer preserved. Yet, the amplitude of
the pressure noise is much higher. In addition to the fact that the phases temperature homogenize
in the mixing cells where the interface is smeared, the mixture’s temperature is constrained by the
chemical potential equilibrium assumption. This system forces the mixture to be in a saturated state,
which results in a stiffer system’s behaviour, as one degree of freedom was removed compared to the
4-equation model. Identical time steps and final time were used for this test configuration for the
4-equation and 3-equation models, and the ratio of the pressure noise amplitude is about 10 times
higher for the 3-equation model.
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Figure 7.11: Results for the 3-equation model applied to the benchmark test case 1. For the sake of clarity, only one
point out of two is visible.
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Figure 7.12: Results for the 3-equation model applied to the benchmark test case 1. Final time is t = 0.05 ms.
7.4.2.2 Complementary analyses
7.4.2.2.1 Noise at the “interface” between saturated states and a pure phase
A closer look is now taken at the conditions in which the spurious noise appears. In particular, it is
shown that the transport of a flow within which a region in a two-phase state and a pure-phase region
coexist, the transport with a 3-equation model generates spurious pressure oscillations. To this end
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three test cases are considered. In all three cases, the pressure and velocity are constant, while the
density varies smoothly from a minimum value ρmin to a maximum value ρmax. The density profile is
defined by:
ρ0(x) = ρmin + (ρmax − ρmin)f(x), (7.4.3)
where f is defined as
f(x) =

[
cos
(
pi (x− 0.5)
2l0
)]2
when x ∈
[
1− l0
2 ,
1 + l0
2
]
,
0 otherwise.
(7.4.4)
The different test cases are such that:
(i) ρ` < ρmin < ρmax,
(ii) ρv < ρmin < ρ` < ρmax,
(iii) ρv < ρmin < ρmax < ρ`.
The initial density profiles are depicted in figure 7.13a. Note that similar test cases can be considered,
by setting instead the values of ρmin and ρmax around the limit between pure vapour and saturated
states, leading to identical observations.
The resulting pressure profiles after 5 iterations are shown in Figure 7.13b. Zero pressure noise is
generated for cases (i) and (iii). On the contrary, test case (ii) involves pressure noises, at the precise
location where the fluid switches from a pure liquid state to a saturated two-phase state. Further
analysis of this phenomenon is proposed in Chapter 8.
0.0 0.2 0.4 0.6 0.8 1.0
x [m]
900
925
950
975
ρ
[k
g/
m
3
]
ρ0(i)
ρ0(ii)
ρ0(iii)
ρ`(P0)
(a) Initial density profiles
0.0 0.2 0.4 0.6 0.8 1.0
x [m]
0.96
0.98
1.00
P
[b
ar
]
P0
P(iii)
P(i)
P(ii)
(b) Pressure after 5 iterations
Figure 7.13: Test cases with smoothly varying density profiles: (i) density variation within pure liquid, (ii) density
variation within two-phase states at saturation, (iii) density variation across the limit between pure liquid and two-phase
states at saturation. Pressure profile is shown after 5 iterations for a time step of ∆t = 1 µs
7.4.2.2.2 Comparison with 4-equation and 5-equations models with stiff relaxation to equilibrium
By themselves, the 5-equation and 4-equation models previously studied do not address phase change
phenomena. In order to incorporate phase change into multifluid models, a common strategy [Furfaro
and Saurel, 2016,Chiapolino et al., 2016] is to use an operator splitting method: the 4- or 5-equation
transport is computed, and a stiff relaxation towards thermodynamic equilibrium is computed in a
decoupled fashion. This process is illustrated by Figure 7.14.
This strategy is now applied to the 4-equation and 5-equation models on the test configuration of
the previous paragraph 7.4.2.2.1. The 3-equation model (Homogeneous Equilibrium Model) already
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Cij Ci+1,jCi−1,j
Ci,j+1
Ci,j−1
Cij
Hyperbolic Transport Stiff Relaxation
(P, T, z`)→ (P, T, z`)e
so that
µ` = µv
P` = Pv, T` = Tv
Figure 7.14: Operator-splitting procedure for stiff relaxation towards thermodynamic equilibrium. During the transport
step, the cells exchange mass of each phase, momentum and energy following the 4- or 5-equation model. During the
relaxation step, mixture total energy, momentum and mass remain constant in the cell, and the pressure, temperature
and the volume and mass fractions of the phases are relaxed to their values at thermodynamic equilibrium.
addresses phase change, hence the absence of need for operator splitting and stiff relaxation for this
model. All three models are compared in figures 7.15 and 7.16.
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Figure 7.15: Pressure fields for test cases of paragraph 7.4.2.2.1, with phase change. Snapshots taken after 5 iterations
(0.005 ms)
The results are very similar, and the spurious noise is present for all the models, for test case (ii)
where the pure-phase/saturation limit is crossed. The only difference that can be perceived is due
to the difference of the speed of sound between the different models. These different speeds of sound
used in the respective hyperbolic solver of each model results in slightly different noise generations at
the pure-phase/saturation limit. For this reason, slight differences are observed after 400 iterations,
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Figure 7.16: Pressure fields for test cases of paragraph 7.4.2.2.1, with phase change. Snapshots taken after 400 iterations
(0.4 ms)
especially for the 3-equation model for which the speed of sound is much lower than the ones of the
other models (see figure 3.15).
In particular, solving the 3-equation model while imposing artificially c23−eq = c24−eq in the solver
provides formally the same results as the 4-equation model with stiff relaxation. The same solution
can thus be obtained with less effort, by transporting less information. A similar conclusion stands
with the 5-equation model.
7.5 Conclusion
Four multifluid methods have been presented. In particular, the 5-equation model of [Allaire et al.,
2002], the 4-equation model used by [Chiapolino et al., 2016] and the 3-equation model studied by
[Clerc, 2000] have been described. The physical hypotheses on which they rely have been recalled, and
their implementation with Finite-Volume Godunov-like methods has been summarized.
Their behaviour has been tested separately on test cases involving the transport of a contact discon-
tinuity, allowing to highlight interesting properties for each model:
– the ability to transport pure-phase contact discontinuities for the 5-equation model without
yielding pressure oscillations;
– the fully conservative form of the 4-equation model and its ability to preserve homogeneous
pressure when transporting an isothermal flow;
– the fully conservative form of the 3-equation model and its ability to introduce mass exchange
between phases.
Finally, in agreement with the scope of this work and targeted applications, the use of these differ-
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ent models with phase change has been considered, showing close results despite the difference of
formulation of the models.

Chapter 8
Regularized thermodynamics
The present chapter proposes an analysis of the spurious pressure noise observed in the pre-
vious chapter for the 3-equation system. The impact of the pressure noise on the convergence
order of the numerical transport is evidenced. A local modification of the thermodynamics is
proposed, aiming to reduce the noise. Finally, a discussion on the results is provided.
8.1 Introduction
The pressure variations observed in a numerical simulation may have different nature. Naturally,
physically meaningful pressure variations can occur, e.g. the pressure drop within the vortices or the
propagation of acoustic waves. Conversely, spurious pressure variations can be encountered. Such
phenomenon appears when a conservative transport is computed for a fluid with a variable heat
capacity ratio γ = cpcv . This is the case of an ideal gas mixture with a heterogeneous composition, as
analyzed by [Abgrall, 1996]. It is also observed when a fluid of heterogeneous density is modeled by a
real gas EoS, as depicted in Figure 7.5 and studied by [Pantano et al., 2017]. Such spurious oscillations
are smoothly distributed along the variations of, respectively, the mixture composition or the fluid
density.
Unlike this smoothly distributed pressure error, it is obvious that the pressure noise observed in
Figure 7.15 is located at the specific point where the fluid state transitions between pure-fluid state
and a two-phase mixture state. In particular, this numerical error may impair the convergence order
of the numerical methods (cf. section 8.2). In order to address the noise related with this particular
point, different ideas can be proposed.
A first idea consists in avoiding to cross the pure phase limit. Unfortunately, even with a bounded
numerical scheme and initial conditions that verify z` ∈ ]0, 1[ in the whole domain, physical evolutions
of the flow can lead the fluid to cross the limit between stable one-phase states and saturated two-phase
states, so that there is no explicit condition on the physical data to necessarily guarantee that the fluid
remains within the two-phase mixture bounds. Also, if one could somehow constrain the mixture state
to remain in the two-phase region, it would not be satisfactory to represent the pure phases by near-
pure phases, since the speed of sound in such approximate pure phases is significantly lower than its
actual pure phases value, as depicted in Figure 3.15. Similarly, one could consider setting a threshold
value for the liquid z`liquid = (1− ) and z`vapour =  with 0 <   1. Actually, such treatment does
not overcome the pressure issue.
A second idea would be to track the spatial position of the point at which the pure phase limit is crossed,
to properly compute the pressure by taking into account the difference of thermodynamic regimes on
each side of the pure phase limit. Yet, this idea is contrary to the principle of diffuse interface models:
it would require to use treatments similar to the sharp interface methods to track this pure phase limit
position, leading to a greatly increased complexity, especially in multiple dimensions.
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Another idea, similar to [Abgrall, 1996], would consist in giving up the discrete conservation of the
numerical transport and propose a non-conservative transport. Yet, doing so can lead to temperature
errors, especially in the context of reactive flows.
A last idea, which is investigated along the present chapter, is to propose a local modification of the
thermodynamics, in order to smooth the equation of state, and observe if this improves the transport
behaviour. In section 8.2, an analysis of the spurious noise is proposed. Then, section 8.3 introduces the
modification of the equation of state and its consequences on the different thermodynamic quantities.
Finally, in section 8.4 the strategy is tested and the results are analyzed.
8.2 Analysis of the problem
As observed in the previous chapter, the homogeneous equilibrium model tends to generate pres-
sure noise when the fluid state crosses the pure-phase/saturation limit. The impact of such spurious
behaviour on the quality of the numerical transport can be highlighted by evaluating the effective
convergence order of the numerical method. In this respect, different RKDG methods of respective
convergence orders 1, 2 and 3 are used. Details of their implementation have been provided in sec-
tion 4.4.2. The test case consists in a solution at constant pressure P0 and velocity u0, with an initial
density profile given by
ρ0(x) = ρmin + (ρmax − ρmin)f(x), (8.2.1)
where f is defined as
f(x) =

[
cos
(
pi (x− 0.5)
2l0
)]8
when |x− 0.5| < l0,
0 otherwise,
(8.2.2)
so that ρmin is a pure-vapour state ρmin < ρsatv (P0) and ρmax is a saturated state ρmax > ρsatv (P0). For
the tests of the present chapter, the pure phases are described using an ideal gas law for the vapour
and a stiffened gas for the liquid. As for the tests of chapter 7, the parameters of these EoS are taken
from [Chiapolino et al., 2016]. They are given in table 7.1. The initial pressure used is P0 = 3 bar,
so that ρv(P0) = 12.84 kg/m3. The densities are ρmin = 8 kg/m3 and ρmax = 18 kg/m3. The value
considered for the perturbation width is l0 = 0.4 m
A mesh refinement study is led in order to observe the effective rate of convergence of the solution
when the switch between thermodynamic regimes is involved. Figures 8.1 and 8.2 display respectively
the results for RKDG2 and RKDG3. One can see that the results are much more noisy than when
the density variation does not involve the thermodynamic regime switch point. In addition, the global
rate of convergence of the error is penalized by the noise generated by the switch of thermodynamics:
all methods accuracies are reduced to first order.
The hypothesis explored here is that this noise would be due to the non-regularity of the thermodynamic
functions at the switch point. This non-regularity appears in the change of slope of the isothermal
lines in the Clapeyron diagram, as well as in the discontinuity of the speed of sound, both depicted in
figure 8.3. The following sections investigate if the discontinuity of the speed of sound is responsible
for the noise. In this respect, the following section proposes a modification of the thermodynamics in
order to artificially restore the continuity of the speed of sound.
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Figure 8.1: RKDG2 convergence experiment around the vapour density. The blue, orange and green dashed lines
represent the first-order, second-order and third-order slopes.
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Figure 8.2: RKDG3 convergence experiment around the vapour density. The blue, orange and green dashed lines
represent the first-order, second-order and third-order slopes.
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Figure 8.3: Clapeyron diagram showing a non-regular equation of state. The corresponding sound speed is discontinuous.
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8.3 Development of a more regular equation of state
In this chapter, the 3-equation model is interpreted as the Euler equations for which the thermodynamic
closure is given by the equilibrium EoS, which can be written as
P eq(ρ, T ) =

Pv(ρ, T ) = ρ (γ − 1) cv,vT if ρ ≤ ρv(T ),
P sat(T ) if ρ ∈ ]ρv(T ), ρ`(T )[ ,
P`(ρ, T ) = ρ (γ − 1) cv,`T + P∞,` if ρ ≥ ρ`(T ),
(8.3.1)
where Pv and P` are the pressures given by the EoS of the pure phases. For the sake of simplicity,
the vapour and liquid are assumed to follow respectively an ideal gas law and a stiffened gas law in
the current context, although they could naturally be modeled with a cubic EoS. The isochoric heat
capacity is assumed constant in each phase.
8.3.1 Formulation of a regularized equation of state
The idea explored in the present section consists in formulating an equation of state that would be
close to the two-phase homogeneous equilibrium EoS (eq-EoS), while restoring the continuity of the
speed of sound. This is done here by allowing the regular EoS to deviate from the eq-EoS within a
thin connexion zone. This way, instead of having a sharp switch of thermodynamic regime between
the pure-phase and the saturated states, a smooth evolution is obtained.
For a given temperature T , the connexion zones on the vapour and liquid sides are defined as[
ρ	v (T ), ρ⊕v (T )
]
and
[
ρ	` (T ), ρ
⊕
` (T )
]
, with{
ρ	v (T ) = ρv(T )− σv, ρ	` (T ) = ρ`(T )− σ`,
ρ⊕v (T ) = ρv(T ) + σv, ρ⊕` (T ) = ρ`(T ) + σ`,
(8.3.2a)
(8.3.2b)
where σv and σ` are constant parameters, half-width of the connexion zone. Within this interval, the
pressure is defined by a cubic spline interpolation between its pure-vapour value P (ρv(T )−σv, T ) and
its saturated value P sat(T ). The use of a cubic spline allows to reach a C1-regularity of the equation
of state, as both the values and derivatives of the pressure are equal at the connexion points. The
regularized EoS then reads
P (ρ, T ) =

Pv(ρ, T ) if ρ ≤ ρ	v (T ),
P cov (ρ, T ) if ρ ∈
]
ρ	v (T ), ρ⊕v (T )
[
,
P sat(T ) if ρ ∈
[
ρ⊕v (T ), ρ	` (T )
]
,
P co` (ρ, T ) if ρ ∈
]
ρ	` (T ), ρ
⊕
` (T )
[
,
P`(ρ, T ) if ρ ≥ ρ⊕` (T ),
(8.3.3)
with P cov (ρ, T ) defined as
P cov (ρ, T ) = pcov
(
ξv(ρ, T )
)
, (8.3.4)
where ξv(ρ, T ) is the change of variable defined by
ξv(ρ, T ) =
ρ− ρ	v (T )
ρ⊕v (T )− ρ	v (T )
= ρ− ρ
	
v (T )
2σv
, (8.3.5)
and the cubic spline reads
pcov (ξv, T ) =A3(T )ξ3v +A2(T )ξ2v +A1(T )ξv +A0(T ), (8.3.6)
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with the following coefficients:
A3(T ) = 2σv
∂Pv
∂ρ
∣∣∣∣	
T
+ 2
(
P	v (T )− P sat(T )
)
,
A2(T ) = −
[
4σv
∂Pv
∂ρ
∣∣∣∣	
T
+ 3
(
P	v (T )− P sat(T )
)]
,
A1(T ) = 2σv
∂Pv
∂ρ
∣∣∣∣	
T
,
A0(T ) = P	v (T ),
(8.3.7a)
(8.3.7b)
(8.3.7c)
(8.3.7d)
where the superscript 	 denotes quantities evaluated at the connection point (ρ	v (T ), T ).
As an ideal gas law is considered in the pure vapour phase, one has
P	v (T ) = ρ	v (γv − 1) cv,vT and
∂Pv
∂ρ
∣∣∣∣	
T
= (γv − 1) cv,vT. (8.3.8)
For the sake of conciseness, the liquid connexion zone is not described, as it is similar to the connexion
on the vapour side. Also, the connexion on the vapour side is sufficient for the developments and
numerical tests presented in this chapter. Indeed, since the numerical simulations will be performed
for ρ < ρ	` , we investigate only the connexion between Pv and P sat, namely:
– vapour states ρ ≤ ρ	v
– connexion states ρ ∈ ]ρ	v , ρ⊕v [
– saturated states ρ ∈
[
ρ⊕v , ρ
	
`
]
Starting from the pressure definition, the set of the corresponding thermodynamic quantities can be
derived.
8.3.2 Derivation of important thermodynamic quantities
The EoS being defined, the different thermodynamic quantities required for a numerical simulation are
derived. More precisely, the isothermal compressibility coefficient β, the isobaric thermal expansion
coefficient α, the sensible energy, the isochoric heat capacity and the speed of sound are derived.
8.3.2.1 Isothermal compressibility coefficient
The isothermal compressibility coefficient is defined as
β = 1
ρ
∂ρ
∂P
∣∣∣∣
T
. (8.3.9)
In the connexion zone, one has
∂P cov
∂ρ
∣∣∣∣
T
=
(
3A3(T )ξ2v + 2A2(T )ξv +A1(T )
) ∂ξv
∂ρ
∣∣∣∣
T
= 3A3(T )ξ
2
v + 2A2(T )ξv +A1(T )
2σv
, (8.3.10)
so that for ρ ∈ ]ρ	v , ρ⊕v [,
β = βcov =
1
ρ
2σv
3A3(T )ξ2v + 2A2(T )ξv +A1(T )
. (8.3.11)
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8.3.2.2 Isobaric thermal expansion coefficient
Similarly, one can compute the isobaric thermal expansion coefficient defined by
α = −1
ρ
∂ρ
∂T
∣∣∣∣
P
= 1
ρ
∂ρ
∂P
∣∣∣∣
T
∂P
∂T
∣∣∣∣
ρ
= β ∂P
∂T
∣∣∣∣
ρ
. (8.3.12)
In order to obtain the value of α within the connexion zone, is then interesting to evaluate ∂P∂T
∣∣∣
ρ
. One
has
∂ξv
∂T
∣∣∣∣
ρ
= −12σv
dρ	v
dT = −
ρ′v
2σv
, (8.3.13)
with
ρ′v =
dρv
dT
∣∣∣∣
sat
= −ρvαv + ρvβv dP
sat
dT = −
ρv
T
+ ρv
P
dP sat
dT . (8.3.14)
The differential of the pressure with respect to temperature can then be written under the form
∂P cov
∂T
∣∣∣∣
ρ
= B3(T )ξ3v +B2(T )ξ2v +B1(T )ξv +B0(T ), (8.3.15)
with the coefficients
B3(T ) = A′3(T ),
B2(T ) = A′2(T )− 3A3(T )
ρ′v(T )
2σv
,
B1(T ) = A′1(T )− 2A2(T )
ρ′v(T )
2σv
,
B0(T ) = A′0(T )−A1(T )
ρ′v(T )
2σv
.
(8.3.16a)
(8.3.16b)
(8.3.16c)
(8.3.16d)
The derivatives A′k(T ) of the coefficients Ak(T ) defined in equation (8.3.7) can be obtained using
d
dT
(
2σv
∂Pv
∂ρ
∣∣∣∣	
T
)
= 2σv (γv − 1) cv,v, (8.3.17a)
P	v
′ = dP
	
v
dT = (γv − 1) cv,v
(
ρ	v (T ) + Tρ′v(T )
)
, (8.3.17b)
and using the Clausius-Clapeyron relation (2.3.23) for dP
sat
dT . It finally reads
A′3(T ) = 2σv (γv − 1) cv,v + 2
(
P	v
′ − dP
sat
dT
)
,
A′2(T ) = −
4σv (γv − 1) cv,v + 3(P	v ′ − dP satdT
) ,
A′1(T ) = 2σv (γv − 1) cv,v,
A′0(T ) = P	v
′
,
(8.3.18a)
(8.3.18b)
(8.3.18c)
(8.3.18d)
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8.3.2.3 Sensible energy
Introducing the residual value ∆
ρ
es(ρ, T ), presented in section 2.2.2.2, the sensible energy can be ob-
tained. It reads
es(ρ, T ) = eIGs (T ) + ∆ρ es(ρ, T ). (8.3.19)
Since the pure vapour is modeled by an ideal gas law, one has:
∀ρ < ρ	v , ∆ρ es(ρ, T ) =
∫ ρ
0
1
%2
(
P (%, T )− T ∂P
∂T
∣∣∣∣
ρ
)
d% = 0, (8.3.20)
and
∀ρ < ρ	v , es(ρ, T ) = eIGs (T ). (8.3.21)
The residual value of the sensible energy in the connexion zone (i.e. for ρ ∈ [ρ	v , ρ⊕v ]) is then:
∆
ρ
ecos (ρ, T ) =
∫ ρ
ρ	v
1
%2
(
P cov (%, T )− T
∂P cov
∂T
∣∣∣∣
ρ
)
d%, (8.3.22)
which can be recast into
∆
ρ
ecos (ρ, T ) =
3∑
k=0
(
Ak(T )− TBk(T )
)
Ik(ρ, T ), (8.3.23)
with the terms Ak and Bk defined in equations (8.3.7) and (8.3.16), and introducing the integral terms
Ik(ρ, T ) defined by
I0(ρ, T ) =
∫ ρ
ρ	v
1
%2
= 1
ρ	v
− 1
ρ
,
I1(ρ, T ) =
∫ ρ
ρ	v
ξv(ρ, T )
%2
= 12σvrρ
[
rρ ln
(
rρ
)
+ 1− rρ
]
,
I2(ρ, T ) =
∫ ρ
ρ	v
ξ2v(ρ, T )
%2
= ρ
	
v
4σ2vrρ
[
−2rρ ln
(
rρ
)− 1 + r2ρ ] ,
I3(ρ, T ) =
∫ ρ
ρ	v
ξ3v(ρ, T )
%2
= ρ
	
v
2
8σ3vrρ
[
6rρ ln
(
rρ
)
+ 2 + 3rρ − 6r2ρ + r3ρ
]
,
(8.3.24a)
(8.3.24b)
(8.3.24c)
(8.3.24d)
with
rρ =
ρ
ρ	v
. (8.3.25)
In the connexion zone, the sensible energy finally reads:
∀ρ ∈ [ρ	v , ρ⊕v ] , es(ρ, T ) = eIGs (ρ, T ) + 3∑
k=0
(
Ak(T )− TBk(T )
)
Ik(ρ, T ). (8.3.26)
Note that the sensible energy in the saturated two-phase regime (i.e. ρ ∈
[
ρ⊕v , ρ
	
`
]
) has been slightly
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modified by the regularization. In this interval, computing the residual value yields:
es(ρ, T ) = eIGs (ρ, T ) +
∫ ρ⊕v
ρ	v
1
%2
(
P cov (%, T )− T
∂P cov
∂T
∣∣∣∣
ρ
)
d%+
∫ ρ
ρ⊕v
1
%2
(
P sat(T )− T dP
sat
dT
)
d%,
= ecos (ρ⊕v , T ) +
∫ ρ
ρ⊕v
1
%2
(
P sat(T )− T dP
sat
dT
)
d%,
= ecos (ρ⊕v , T ) +
∫ ρ
ρv
1
%2
(
P sat(T )− T dP
sat
dT
)
d%−
∫ ρ⊕v
ρv
1
%2
(
P sat(T )− T dP
sat
dT
)
d%,
which can be rewritten as
∀ρ ∈
[
ρ⊕v , ρ
	
`
]
, es(ρ, T ) = eeqs (ρ, T ) +
(
ecos (ρ⊕v , T )− eeqs (ρ⊕v , T )
)
, (8.3.27)
with eeqs the sensible energy corresponding to the eq-EoS.
8.3.2.4 Isochoric heat capacity
8.3.2.4.1 Pure vapour
Since the pure vapour is modeled by a constant-cv ideal gas law, one has
∀ρ ≤ ρ	v , cv(ρ, T ) = cv,v. (8.3.28)
8.3.2.4.2 Connexion zone
The heat capacity in the connexion zone ρ ∈ [ρ	v , ρ⊕v ] is written as:
cv(ρ, T ) = cv,v + ∆
ρ
ccov (ρ, T ) = cv,v −
∫ ρ
ρ	v
T
%2
∂2P
∂T 2
∣∣∣∣∣
ρ
d%, (8.3.29)
One can introduce the notation
∂2P
∂T 2
∣∣∣∣∣
ρ
= C3(T )ξ3v + C2(T )ξ2v + C1(T )ξv + C0(T ), (8.3.30)
so that
∀ρ ∈ [ρ	v , ρ⊕v ] , cv(ρ, T ) = cv,v − 3∑
k=0
TCk(T )Ik(ρ, T ). (8.3.31)
The coefficients Ck have the following expression:
C3(T ) = B′3(T ) = A′′3(T ),
C2(T ) = B′2(T )− 3B3(T )
ρ′v(T )
2σv
= A′′2(T )− 3
(
A′3(T ) +B3(T )
) ρ′v(T )
2σv
− 3A3(T )ρ
′′
v(T )
2σv
,
C1(T ) = B′1(T )− 2B2(T )
ρ′v(T )
2σv
= A′′1(T )− 2
(
A′2(T ) +B2(T )
) ρ′v(T )
2σv
− 2A2(T )ρ
′′
v(T )
2σv
,
C0(T ) = B′0(T )−B1(T )
ρ′v(T )
2σv
= A′′0(T )−
(
A′1(T ) +B1(T )
) ρ′v(T )
2σv
− A1(T )ρ
′′
v(T )
2σv
.
(8.3.32a)
(8.3.32b)
(8.3.32c)
(8.3.32d)
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In order to compute the second-order derivatives A′′k(T ) of the coefficients Ak(T ) defined in equa-
tion (8.3.7), one has,
d2
dT 2
(
2σv
∂Pv
∂ρ
∣∣∣∣	
T
)
= 0, (8.3.33a)
P	v
′′ = d
2 P	v
dT 2 = (γv − 1) cv,v
(
2ρ′v(T ) + Tρ′′v(T )
)
, (8.3.33b)
so that
A′′3(T ) = 2
(
P	v
′′ − d
2 P sat
dT 2
)
,
A′′2(T ) = −
4σv (γv − 1) cv,v + 3(P	v ′′ − d2 P satdT 2
) ,
A′′1(T ) = 0,
A′′0(T ) = P	v
′′
.
(8.3.34a)
(8.3.34b)
(8.3.34c)
(8.3.34d)
The quantity ρ′′v(T ) is obtained by differentiating equation (8.3.14), which yields
ρ′′v(T ) = ρ′v
(
1
P
dP sat
dT −
1
T
)
+ ρv
 1
P
d2 P sat
dT 2 −
1
P 2
(
dP sat
dT
)
+ 1
T 2
 , (8.3.35)
and
d2 P sat
dT 2 =
d
dT
(
ρvρ` (hv − h`)
T (ρ` − ρv)
)
(8.3.36)
=
(
ρ′v
ρv
+ ρ
′
`
ρ`
− 1
T
+ γvcv,v − γ`cv,`
hv − h` −
ρ′v − ρ′`
ρv − ρ`
)
dP sat
dT , (8.3.37)
with
ρ′` =
dρ`
dT
∣∣∣∣
sat
= −ρ`α` + ρ`β` dP
sat
dT = −
ρ`
T
+ ρ`
P + P∞,`
dP sat
dT . (8.3.38)
8.3.2.4.3 Saturation zone
In the saturation interval, the isochoric heat capacity is obtained similarly to the sensible energy,
∀ρ ∈
[
ρ⊕v , ρ
	
`
]
, cv(ρ, T ) = ceqv (ρ, T ) +
(
ccov (ρ⊕v , T )− ceqv (ρ⊕v , T )
)
, , (8.3.39)
where the heat capacity of the eq-EoS in the saturation reads
ceqv (ρ, T ) = cv,v − T
d2 P sat
dT 2
(
1
ρ
− 1
ρv
)
, (8.3.40)
see appendix B.1 for its derivation.
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8.3.2.5 Speed of sound
Using the previous derivations, the speed of sound in the connexion zone is obtained using equa-
tions (2.2.54) and (2.2.53) page 27, which yield
c2 = cp
ρβcv
= 1
ρβ
+ α
2T
ρ2β2cv
= 1
ρβ
+ T
ρ2cv
(
∂P
∂T
∣∣∣∣
ρ
)2
, (8.3.41)
the terms in this expression being calculated in the previous paragraphs of the present section.
The speed of sound in the saturation zone is also modified by the regularization. Its derivation being
rather long, it is provided in appendix B.1. Its final expression is:
1
ρ2c2(ρ, T ) =
1
ρ2c2eq(ρ, T )
+ 1
ρ⊕v
2
c2co(ρ⊕v , T )
− 1
ρ⊕v
2
c2eq(ρ⊕v , T )
. (8.3.42)
From these expressions, it is clear that the speed of sound is now continous at both ends of the
connexion zone.
8.3.3 Illustration of the regularized quantities
The pressure, sensible energy, isochoric heat capacity and the speed of sound are displayed in figure 8.4.
These quantities are plotted with respect to the mass-specific volume along an isothermal line. They
are compared to the results of the eq-EoS. This naturally confirms that the regularization of the
pressure along isothermal lines restores in particular the continuity of the speed of sound.
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Figure 8.4: Illustration of the thermodynamic properties of the regularized EoS. The pressure, sensible energy, iso-
choric heat capacity and speed of sound along an isothermal line are respectively displayed against the non-regularized
equilibrium EoS.
Chapter 8 - Regularized thermodynamics 221
8.4 Results and discussion
8.4.1 Behaviour of the regularized EoS
In order to evaluate the behaviour of the regularized EoS, snapshots of the solution are compared to
a transport using the non-regularized EoS. The initial fields are given in figure 8.5. The half-width
of the connexion zone used is the same as in figure 8.4 σv =
ρ⊕v − ρ	v
2 = 5 kg/m
3. One can note that
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Figure 8.5: Initial solution for the tests with the regularized EoS and the equilibrium EoS. The red lines denotes the
solution for the regularized EoS, while the blue lines denote the solution for the equilibrium EoS. For each EoS, the
symbols are filled with different colors regarding the interval in which the thermodynamic state is. For the reg-EoS, pure
vapour states are in white, while the connexion zone is in orange and the saturation zone are in red. For the equilibrium
EoS, the pure vapour states are in white and the two-phase states are in blue.
the total energy field is different between the two solutions. This comes from the modification of the
sensible energy by the regularization of the equation of state.
For all the test cases, a second-order RKDG method is employed (i.e. P1-polynomials are used). The
CFL number is taken as ηC = 0.2.
First, a discretization with 50 elements is considered. A snapshot of the density and pressure fields is
displayed in figure 8.6. The results are very close. It appears that the noise, in the regularized case,
seems to be generated at the switch between the connexion zone and the pure vapour zone. One can
see in figure 8.4 that this zone corresponds to the zone with the strongest variations of the speed of
sound. In this respect, it may be interesting to refine the mesh in order to see if a better resolution in
this thermodynamic zone allows to reduce the height of the spurious peaks.
Figure 8.7 displays the solution obtained on refined meshes, of respectively 100 and 1000 elements.
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Figure 8.6: Snapshot of the solution after 4.3 ms. The mesh contains 50 elements. density and pressure fields are given.
Yet, there is unfortunately no noticeable improvement in the behaviour of the regularized solution.
Restoring the continuity of the speed of sound does not seem to be sufficient to effectively reduce
the spurious noise. It would thus be interesting to investigate smoother regularizations, by setting
up higher-order connexions, in order to check if higher regularity allows for a better behaviour of the
pressure field at the connexion between the pure vapour and the saturated zone.
8.5 Conclusion
This chapter provided an exploratory study that aimed at testing the conjecture stating that, for the
equilibrium EoS, the noise observed at the switch between pure phase and two-phase states was due to
the discontinuity of the speed of sound. In order to do this, a regularized formulation of the equilibrium
EoS was proposed, and all the subsequent derivations were provided in order to formulate a consistent
set of thermodynamic quantities that are necessary for the flow solver.
Unfortunately, the regularized EoS displayed no noticeable improvement compared to the equilib-
rium EoS. Indeed, despite the continuity of the speed of sound, the amount of spurious noise is
actually comparable to the one of the equilibrium EoS. Higher-order regularization may then be
necessary to improve effectively the solution.
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(a) 100-element mesh
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(b) 1000-element mesh
Figure 8.7: Snapshot of the solution after 4.3 ms, for two mesh resolutions. Density and pressure fields are given. For
the 1000-element mesh, symbols were removed from the pressure plot in order to enhance the readability.

General conclusion and perspectives
Conclusions
This thesis was dedicated to the development of a unified framework to model subcritical and super-
critical flows in a HPC unstructured multicomponent solver, which is well suited for LES computations
on complex geometries. In order to achieve this goal, a variety of questions has been addressed.
First, the real gas thermodynamics have been studied, in order to account for the non-ideal molecular
interactions that characterize high-pressure flows. As they represent a satisfying compromise between
efficiency and accuracy, the choice was made to use cubic equations of state, typically the Peng-
Robinson or the Soave-Redlich-Kwong equations of state. From this choice of thermodynamics, the
practical computation of two-phase equilibrium was provided. In addition, a computationally efficient
simplified equilibrium formulation was proposed and compared to the actual equilibrium computation,
on a liquid-gas interface representative of the configuration encountered in a liquid rocket engine.
Then, a global study of interface modeling techniques has been led to identify the most relevant
interface representation for subcritical flows, regarding the current objectives. The natural choice
that emerged was to use multifluid methods. The target applications require the model to handle
phase change phenomena. In the context of multifluid methods, this can be achieved by considering
stiff relaxation towards thermodynamic equilibrium, either by considering directly the homogeneous
equilibrium 3-equation model or by using a 4-equation model with an operator splitting technique to
treat the instantaneous relaxation towards equilibrium. The required developments for the integration
of both the 3-equation and the 4-equation models into the solver AVBP have been provided and
validated. In particular, the Jacobian matrix of the flux function for both models has been described
and the corresponding formulations for the characteristic boundary conditions have been derived.
This allowed to perform numerical simulations in order to demonstrate the ability of the implemented
model to solve subcritical flows. The Mascotte configuration was simulated in subcritical pressure op-
erating conditions. Two-dimensional simulations were led to compare the different formulations, using
either the 3-equation or the 4-equation models, and applying the exact or approximate equilibrium
computations. Even if these models are relatively simple, and even if physical phenomena, such as
atomization and non-ideal multicomponent diffusion have been neglected, the three-dimensional reac-
tive computation provides satisfying results, that are encouraging regarding the approach developed
in this Ph.D thesis. In addition, the 3-equation model was applied to the ECN1 spray A case. For
this configuration involving transcritical chamber pressure regarding the critical pressure of the pure
components, the use of the 3-equation model allowed to stabilize the computation, for which fully
conservative Navier-Stokes simulations had led to numerical crashes. Despite these interesting results,
the simulation results were found to feature strong pressure oscillations, leading to anticipated jet
destabilization compared to the experimental results. On this case, further investigation would be
necessary to go towards more predictive simulations.
1Engine Combustion Network (https://ecn.sandia.gov/)
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Nevertheless, the computations exhibited relatively large spurious pressure noise at points where the
thermodynamic regime enters the two-phase region. This motivated to take a step back, in order to
compare the multifluid models on elementary academic configurations, and study their behaviour in
terms of pressure noise. It has been observed that this spurious noise generation was closely related to
the homogeneous thermodynamic equilibrium assumption, whether when imposed by solving directly
the homogeneous equilibrium 3-equation model, or by applying stiff relaxation towards this equilibrium
on the 4-equation or 5-equations models by an operator splitting technique. This undesired behaviour
has been shown to deteriorate the convergence order of the numerical method. Finally, an investigation
has been led in order to see if such noise could be reduced by fixing the speed of sound discontinuity
at the limit between two-phase and single phase states for the 3-equation model. This was done
by introducing a novel thermodynamic closure consisting in the regularization of the homogeneous
equilibrium equation of state. It appeared that the mere continuity of the speed of sound, as restored
by this regularization, was not sufficient to effectively improve the global behaviour of the numerical
resolution of the flow.
Multiple contributions to the research effort have been carried out in throughout the present Ph.D
thesis. Concerning the numerical methods, a new formulation of finite-element method with flux-
corrected transport based on a third-order two-step Taylor-Galerkin method was proposed, providing
a positivity preserving scheme with a slightly better convergence rate than the previously existing
FEM-FCT schemes based on one-step methods.
Regarding the flow model, the present work proposed a formulation of the 3-equation and 4-equation
compressible multifluid methods, classicaly used with finite-volume Godunov-like transport, to a
Taylor-Galerkin numerical framework. For this, the general expression for the Jacobian matrices of
the flux function and for the characteristic boundary conditions were provided for both models, valid
for any choice of thermodynamic closure for each phase. These models have been implemented into
the HPC unstructured solver AVBP and applied to realistic (liquid rocket engine injection and Diesel
engine injection) configurations, for which they provided encouraging results.
A study of the generation of spurious pressure noise for the different multifluid models, based on
elementary numerical experiments, was proposed. In particular, the pressure noise encountered when
using the 3-equation model was further studied in order to open a discussion on the consequences
of a non-regular equation of state on the numerical transport. Finally, regarding the equilibrium
thermodynamics, a simplified version of the multicomponent two-phase equilibrium formulation was
proposed, which allowed for a very valuable speedup (about 10 times faster on a 2D simulation), while
providing an acceptable approximation for the considered cases.
Perspectives
This Ph.D thesis has paved the way for further developments towards the accurate simulation of
subcritical to supercritical flows. There remain a lot of ways to improve the model and go towards
more predictive results.
Regarding the developments provided in chapter 2, the exact multicomponent equilibrium computation
may be further optimized – although its complexity makes it naturally very expensive to compute,
especially when more than two chemical components are involved.
Concerning the results of chapter 6, the excessive interface smearing observed in the simulations, due
to the numerical diffusion of the interface, should be prevented. Developments in this direction have
been led by [Shukla et al., 2010,Chiapolino et al., 2017], but the first one is non-conservative and the
second one applies to the 5-equation model in which the liquid volume fraction z` is transported. It
would be interesting to work on the adaptation of one of these methods to a conservative compressible
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3-equation or 4-equation formulation. In terms of physical models, it would be necessary to integrate
surface tension. Also, finer representation of multicomponent diffusion, both in the pure phases and in
the interface region, should be provided. This would allow for example to investigate the ability of the
solver to address laminar counter-flow flames. Another very important point to address is the coupling
of the separate two-phase flow multifluid solver with a disperse flow solver, in order for the model to
be able to handle atomization, enhancing the representation of the flow when the inclusions (droplets,
bubbles) become unresolved on the computational grid. In this context of large-eddy simulations, it
would be interesting to work on subgrid-scale models for the interface region, which have not been
studied at the present time.
Finally, according to the discussions of chapters 7 and 8 the issue of the spurious noise at the interface
deserves further studies, in order to limit the numerical error and allow to effectively reach higher order
convergence for the numerical methods.

Appendix A
Thermodynamic Developments
This appendix summarizes complementary thermodynamic developments.
A.1 Thermodynamic potential values for Ideal gases
For an single-component ideal gas, the sensible energy and enthalpy can be shown to depend only on
the temperature and mixture composition. They write respectively
eIGs (ρ, T ) = eIGs (T ) =
∫ T
T0
c0v(T ′) dT ′ + e0, (A.1.1)
and
hIGs (ρ, T ) = hIGs (T ) =
∫ T
T0
c0p(T ′) dT ′ + h0 =
∫ T
T0
c0v(T ′) dT ′ + r(T − T0) + h0, (A.1.2)
with the mass-specific reference isochoric heat capacity of pure components c0v obtained, as a function of
temperature, from experimental data (by tabulation or polynomial fits such as the NASA polynomials)
[McBride et al., 2002]. The reference isobaric heat capacity c0p is obtained from c0p = c0v + r. e0 is the
reference energy for the thermodynamic point (P0, T0), and h0 = e0 + P0ρ0 with ρ0 =
P0
rT0
.
Entropy is given as
sIG (ρ, T ) =
∫ T
T0
c0v(T ′)
T ′
dT ′ + r
[
ln
(
T
T0
)
− ln
(
P
P0
)]
+ s0, (A.1.3)
where s0 = sIG(T0, P0) is the entropy of the reference state (T0, P0).
From these values, the Helmoltz energy is easily obtained:
f IGs (ρ, T ) =
∫ T
T0
c0v(T ′)
(
1− T
T ′
)
dT ′ + rT
[
ln
(
P
P0
)
− ln
(
T
T0
)]
+ (T − T0)s0 + f0, (A.1.4)
and the Gibbs energy reads:
gIG (ρ, T ) =
∫ T
T0
c0v(T ′)
(
1− T
T ′
)
dT ′+ rT
[
ln
(
P
P0
)
− ln
(
T
T0
)]
+ (T −T0)(s0 + r) + g0. (A.1.5)
Their reference values are defined by f0 = e0 − T0s0 and g0 = h0 − T0s0.
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A.2 Practical calculations for the cubic equations of states
A.2.1 Solving the cubic density equation
The different cubic EoS (2.2.17) are defined as pressure-explicit relations. Computing the density for
a given couple of pressure and temperature yields the following cubic polynomial equation:
(
1 + ε1b¯ρ− ε2b¯2ρ2
)(
1− b¯ρ
)
P +
(
1− b¯ρ
)
a¯ρ2 −
(
1 + ε1b¯ρ− ε2b¯2ρ2
)
ρr¯T = 0 (A.2.1)
i.e.
A[P,T,Y ]ρ
3 +B[P,T,Y ]ρ
2 + C[P,T,Y ]ρ+D[P,T,Y ] = 0 (A.2.2)
with 
A[P,T,Y ] = ε2b¯
3P − a¯b¯+ ε2b¯2r¯T
B[P,T,Y ] = −P (ε1 + ε2) b¯2 + a¯− ε1b¯r¯T
C[P,T,Y ] = P (ε1 − 1) b¯− r¯T
D[P,T,Y ] = P
(A.2.3a)
(A.2.3b)
(A.2.3c)
(A.2.3d)
Equation (A.2.2) is then solved using Cardano’s method [Cardano, 1662], briefly described hereafter.
A.2.2 Cardano’s method
A third-degree polynomial equation of the form
Ax3 +Bx2 + Cx+D = 0 (A.2.4)
can be solved by eliminating the square term Bx2 by substituting x = t− B3A , which reads
t3 +
(
C
A
− B
2
3A2
)
t+ D
A
+ 2B
3 − 9ABC
27A3 = 0 (A.2.5)
Defining
p = C
A
− B
2
3A2
q = D
A
+ 2B
3 − 9ABC
27A3 ,
(A.2.6a)
(A.2.6b)
equation (A.2.4) reduces to
t3 + pt+ q = 0. (A.2.7)
Three cases are then possible.
Case 4p3 + 27q2 > 0. The equation has two complex conjugate roots and one real solution. Note that
in this case, the latter solution is then the only admissible density value, which writes
x =
3
√
−q2 +
√
q2
4 +
p3
27 (A.2.8)
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Case 4p3 + 27q2 = 0. The equation has one double real root and one simple real root, which read
respectively:
x0 = −3q2p (A.2.9a)
x1 =
3q
p
(A.2.9b)
Case 4p3 + 27q2 < 0. The equation has three real roots:
x1 = 2 3
√
−p3 cos (θ) (A.2.10a)
x2 = 2 3
√
−p3 cos
(
θ + 2pi3
)
(A.2.10b)
x3 = 2 3
√
−p3 cos
(
θ + 4pi3
)
(A.2.10c)
where θ is defined by
θ = arccos
(
3q
2p
√
−3
p
)
(A.2.11)
A.2.3 Finding the stable density solution
Once the cubic polynomial equation is solved, only the solutions within the interval
[
0, b¯−1
]
are
plausible.
When more than one solution are found, the thermodynamic stability of the roots must be evaluated.
The solution of minimal fugacity is the stable solution. The particular case where two solutions
minimize the fugacity happens when the couple (P, T ) is such that T = T sat(P ), and the two solutions
correspond to the saturated liquid and vapour densities.
A.3 Reduced Cubic Equations of State and their properties
In this appendix, the main properties of the reduced cubic EoS as defined by Equation (2.3.30) are
described.
A.3.1 General relations
It is first important to note that the reduced cubic EoS are defined for ν ∈]1,+∞[, as the reduced
covolume is unity. The reduced temperature θ being inverse proportional to the actual temperature
T , subcritical temperatures correspond to θ > θc and supercritical ones to θ < θc.
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A.3.1.1 Critical point
In a similar way as the cubic EoS, the critical point of the reduced equation is the point (pic, θc, νc)
defined by:
∂pi
∂ν
∣∣∣∣
θ
(νc, θc) = 0
∂2pi
∂ν2
∣∣∣∣∣
θ
(νc, θc) = 0
pic = pi(νc, θc)
(A.3.1a)
(A.3.1b)
(A.3.1c)
A.3.1.2 Clausius-Clapeyron relation in the reduced form
A reduced form of the Clausius-Clapeyron relation can be derived, allowing to compute saturation
derivatives in the context of reduced EoS. To this end, it is first interesting to write the actual
one-fluid equlibrium condition, as:
g(v`, T ) = g(vv, T ). (A.3.2)
Substracting the perfect-gas reference to both sides yields the following equality on the departure
values
∆
P
g(v`, T ) = ∆
P
g(vv, T ) (A.3.3)
One may now define a reduced Gibbs energy γ as
γ(v, T ) =
∆
P
g(v, T )
r¯T
+ 1. (A.3.4)
Changing parameters to the reduced ones yields:
γ(ν, θ) = θ
ε12
ln
(
2ν + ε1 − ε12
2ν + ε1 + ε12
)
− ln (pi(ν − 1))+ piν (A.3.5)
which again does not any longer rely on species-dependent quantities. The equilibrium A.3.2 writes
then equivalently:
γ(ν`, θ) = γ(νv, θ), (A.3.6)
which can be differentiated into
dγ(ν`, θ) = dγ(νv, θ). (A.3.7)
After some algebraic manipulations, one can show that
dγ(v, T ) = −
(
1
r¯
∆
P
s+ γ
)
dT
T
+ v
r¯T
P (A.3.8)
One may then define a reduced departure entropy as
σ = 1
r¯
(
∆
P
s
)
= −θ
ε12
ln
(
2ν + ε1 − ε12
2ν + ε1 + ε12
)
θa¯′(θ)
θa¯′(θ)− a¯ + ln
(
pi(ν − 1)) (A.3.9)
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which allows finally to reduce A.3.8 into
dγ(v, T ) =
[
1
ε12
ln
(
2ν + ε1 − ε12
2ν + ε1 + ε12
)]
dθ + ν dpi. (A.3.10)
Substituting A.3.10 into A.3.7 gives finally
dpi
dθ
∣∣∣∣
sat
= 1
ε12
1
νv − ν`
[
ln
(
2ν` + ε1 − ε12
2ν` + ε1 + ε12
)
− ln
(
2νv + ε1 − ε12
2νv + ε1 + ε12
)]
(A.3.11)
or, using A.3.5,
dpi
dθ
∣∣∣∣
sat
= pi
sat
θ
− ln (νv − 1)− ln (ν` − 1)
θ(νv − ν`) (A.3.12)
This relation is the Clausius-Clapeyron relation for the reduced EoS. In particular, at the critical
point, one may find
dpi
dθ
∣∣∣∣
sat
(θc) = pic − 1
νc − 1 = −
θc
ν2c + ε1νc − ε2
(A.3.13)
It is then possible to derive the derivatives of both phases φ ∈ {`, v} reduced volumes using the chain
rule:
dνφ
dθ
∣∣∣∣
sat
(θ) = ∂νφ
∂θ
∣∣∣∣
pi
(pisat, θ) + ∂νφ
∂pi
∣∣∣∣
θ
(pisat, θ) dpidθ
∣∣∣∣
sat
(θ) (A.3.14)
with reduced thermal expansion and compressibility coefficients αν and βν defined through
dν = ναν dθ − νβν dpi (A.3.15)
with 
βν = −1
ν
∂ν
∂pi
∣∣∣∣
θ
=
(ν − 1)2 (ν2 + ε1ν − ε2)2
ν
[
(ν2 + ε1ν − ε2)2 − θ (2ν + ε1) (ν − 1)2
]
αν = 1
ν
∂ν
∂θ
∣∣∣∣
pi
= β
ν
ν (ν2 + ε1ν − ε2)
(A.3.16a)
(A.3.16b)
Finally,
dν`
dθ
∣∣∣∣
sat
(θ) = ν`αν` − ν`βν`
dpi
dθ
∣∣∣∣
sat
dνv
dθ
∣∣∣∣
sat
(θ) = νvανv − νvβνv
dpi
dθ
∣∣∣∣
sat
(A.3.17a)
(A.3.17b)
A.3.2 Reduced van der Waals EoS
The reduced form of vdw EoS is:
pi(ν, θ) = 1
ν − 1 −
θ
ν2
. (A.3.18)
Corresponding fugacity coefficient is then:
ϕ(ν, θ) = 1
pi(ν − 1) exp
(
1
ν − 1 −
2θ
ν
)
(A.3.19)
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Critical Point: From (A.3.1a) and (A.3.1b), one gets:θc (νc) =
ν3c
2 (νc − 1)2
−2ν6c (νc − 3) = 0,
(A.3.20a)
(A.3.20b)
hence the critical values for the reduced vdw EoS:
θc = 3.375 (A.3.21a)
pic = 0.125 (A.3.21b)
νc = 3 (A.3.21c)
The corresponding reduced saturation values are displayed in Figure A.1
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Figure A.1: Saturation properties of the vdw reduced EoS.
A.3.3 Reduced Soave-Redlich-Kwong EoS
In its reduced form, srk EoS reads:
pi(ν, θ) = 1
ν − 1 −
θ
ν (ν + 1) (A.3.22)
Critical Point: Equations (A.3.1a) and (A.3.1b) yield the following system:θc =
νc
2 + 1 +
1
2νc
− 2ν5c + 2ν4c + 16ν3c + 20ν2c + 10νc + 2 = 0
(A.3.23a)
(A.3.23b)
Equation (A.3.23b) admits a double negative root, two conjugate complex roots and only one real
positive solution (above unity) which therefore corresponds to the critical reduced volume:
νc = 1 + 3
√
2 + 2 23 . (A.3.24)
Substituting (A.3.24) into Equations (A.3.1b) and (A.3.1c) finally yields:
θc = 4.93396245182803 (A.3.25a)
pic = 0.0866403499649577 (A.3.25b)
νc = 3.84732210186307 (A.3.25c)
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The corresponding reduced saturation values are displayed in Figure A.2
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Figure A.2: Saturation properties of the srk reduced EoS.
A.3.4 Reduced Peng-Robinson EoS
The reduced form of pr EoS can be expressed as:
pi(ν, θ) = 1
ν − 1 −
θ
ν2 + 2ν − 1 (A.3.26)
Critical Point: Equations (A.3.1a) and (A.3.1b) applied to pr EoS correspond to the following
system:θc =
ν2c + 4νc + 4
2νc + 1
− 2ν7c − 2ν6c + 26ν5c + 50ν4c + 10ν3c − 6ν2c − 18νc + 6 = 0
(A.3.27a)
(A.3.27b)
Among the solutions of Equation (A.3.27b), there are two different double roots which are under unity,
two conjugate complex roots and only one real solution above unity which therefore corresponds to
the critical reduced volume:
νc = 1 +
2
3
√
2
√
2 + 4
+ 3
√
2
√
2 + 4. (A.3.28)
Substituting (A.3.28) into Equations (A.3.1b) and (A.3.1c) finally yields:
θc = 5.87735994860440 (A.3.29a)
pic = 0.0777960739038884 (A.3.29b)
νc = 3.95137303559144 (A.3.29c)
An insight on the saturation curves is given on Figure A.3
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Figure A.3: Saturation properties of the pr reduced EoS.
A.4 Fitting Stiffened Gas EoS parameters on thermodynamic
data
Provided two thermodynamic saturated states data points Θ1 and Θ2, with
Θi =
{
Ti, P
sat
i , ρ`i, ρvi, h`i, hvi
}
, (A.4.1)
parameters of a Stiffened Gas EoS can be derived, following the work of [Le Métayer et al., 2004].
The method is briefly recalled hereafter. In the first place, the isobaric heat capacity of each phase is
obtained as:
cp,` =
h`1 − h`0
T1 − T0
cp,v =
hv1 − hv0
T1 − T0 .
(A.4.2a)
(A.4.2b)
Then, one has
q` = h`0 − cp,`T0
qv = hv0 − cp,vT0.
(A.4.3a)
(A.4.3b)
The pressure coefficients P∞,`, P∞,v can be evaluated from
P∞,` =
ρ`1T1P
sat
0 − ρ`0T0P sat1
ρ`0T0 − ρ`1T1
P∞,v =
ρv1T1P
sat
0 − ρv0T0P sat1
ρv0T0 − ρv1T1
.
(A.4.4a)
(A.4.4b)
Finally, the isochoric heat capacities are obtained as
cv,` = cp,` − P
sat
0 + P∞,`
ρ`0T0
cv,v = cp,v − P
sat
0 + P∞,v
ρv0T0
.
(A.4.5a)
(A.4.5b)
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and the corresponding heat capacity ratio
γ` =
cp,`
cv,`
γv =
cp,v
cv,v
.
(A.4.6a)
(A.4.6b)

Appendix B
Complements on the regularized
thermodynamics
This appendix describes complementary derivations for the regularized equation of state of
chapter 8.
B.1 Complementary calculations for regularized thermodynam-
ics
This section provides useful calculations for the developments of chapter 8. As in this latter chapter,
in all the following, the vapour and liquid phases are assumed to follow respectively an ideal gas law
and a stiffened gas EoS.
B.1.1 Additional properties of the homogeneous equilibrium EoS
As in chapter 8, the homogeneous equilibrium EoS is considered, here, consisting in the following
definition:
P eq(ρ, T ) =

Pv(ρ, T ) = ρ (γ − 1) cv,vT if ρ ≤ ρv(T ),
P sat(T ) if ρ ∈ ]ρv(T ), ρ`(T )[ ,
P`(ρ, T ) = ρ (γ − 1) cv,`T + P∞,` if ρ ≥ ρ`(T ),
(B.1.1)
B.1.1.1 Heat capacity of the equilibrium EoS in the saturation zone
The derivation of the heat capacity of the equilibrium EoS (eq-EoS) in the saturation zone (i.e. for
ρ ∈ [ρv(T ), ρ`(T )]) is provided. Using the heat capacity residual value presented in section 2.2.2.2,
one has
ceqv (ρ, T ) = cv,v(ρv, T ) + ∆ρ c
eq
v (ρ, T ) = cv,v(ρv, T )−
∫ ρ
ρv
T
%2
∂2P
∂T 2
∣∣∣∣∣
ρ
d%, (B.1.2)
which yields
ceqv (ρ, T ) = cv,v(ρv, T )−
∫ ρ
ρv
T
%2
d2 P sat
dT 2 d%, (B.1.3)
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so that
ceqv (ρ, T ) = cv,v(ρv, T )− T
d2 P sat
dT 2
∫ ρ
ρv
1
%2
d%. (B.1.4)
Finally, one finds
ceqv (ρ, T ) = cv,v(ρv, T )− T
d2 P sat
dT 2
(
1
ρ
− 1
ρv
)
. (B.1.5)
B.1.1.2 Alternative form of the speed of sound for the equilibrium EoS in the saturation
zone
A derivation of the speed of sound within the saturated two-phase regime was proposed in para-
graph 5.2.3.3.2. Here, an alternative derivation is proposed for the speed of sound within the saturated
two-phase regime, that will be useful for the determination of the speed of sound of the regularized
EoS within the saturation zone.
B.1.1.2.1 Entropy
First, the entropy value for ρ ∈ [ρv(T ), ρ`(T )] is obtained using the two-phase mixture entropy:
seq(ρ, T ) = y`s`(ρ`, T ) + (1− y`)sv(ρv, T ), (B.1.6)
with the liquid mass fraction is defined as y` =
1
ρ − 1ρv
1
ρ`
− 1ρv
. One has
seq(ρ, T ) = sv(ρv, T ) + y`
(
s`(ρ`, T )− sv(ρv, T )
)
,
= sv(ρv, T ) +
(
1
ρ
− 1
ρv
)
s`(ρ`, T )− sv(ρv, T )
1
ρ`
− 1ρv
.
Using the Clausius-Clapeyron relation (2.3.22) on page 33, one gets
seq(ρ, T ) = sv(ρv, T ) +
dP sat
dT
(
1
ρ
− 1
ρv
)
. (B.1.7)
Note that this relation can equivalently be obtained by computing the residual value of the entropy
for the eq-EoS, instead of writing the mixture entropy (B.1.6).
B.1.1.2.2 Speed of sound
One can obtain the isentropic speed of sound at saturation (i.e. for ρ ∈ [ρv(T ), ρ`(T )]) by writing
c2eq =
∂P
∂ρ
∣∣∣∣
s
= − ∂P
∂s
∣∣∣∣
ρ
∂s
∂ρ
∣∣∣∣
P
, (B.1.8)
so that
c2eq = −
∂s
∂ρ
∣∣∣∣
P
(
∂s
∂P
∣∣∣∣
ρ
)−1
. (B.1.9)
At saturation, one has P eq(ρ, T ) = P sat(T ), so that
∂s
∂ρ
∣∣∣∣
P
= ∂s
∂ρ
∣∣∣∣
T
+ ∂s
∂T
∣∣∣∣
ρ
∂T
∂ρ
∣∣∣∣
P︸ ︷︷ ︸
=0
, (B.1.10)
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and
∂s
∂P
∣∣∣∣
ρ
= ∂s
∂T
∣∣∣∣
ρ
∂T
∂P
∣∣∣∣
ρ
= ∂s
∂T
∣∣∣∣
ρ
(
dP sat
dT
)−1
, (B.1.11)
Using equation (B.1.7), yields
∂s
∂ρ
∣∣∣∣
T
= − 1
ρ2
dP sat
dT , (B.1.12)
and the speed of sound can be expressed as
c2eq =
1
ρ2
(
dP sat
dT
)2(
∂s
∂T
∣∣∣∣
ρ
)−1
. (B.1.13)
This formula will be useful to derive the speed of sound for the regularized EoS within the saturation
zone, which is done in the next section.
B.1.2 Speed of Sound for the regularized EoS at saturation
Here, the regularized EoS (8.3.3), page 213 is considered. The objective of this section is to show that
the speed of sound within the saturation zone ρ ∈ [ρ⊕v (T ), ρ	` (T )] can be written as:
1
ρ2c2(ρ, T ) =
1
ρ2c2eq(ρ, T )
+ 1
ρ⊕v
2
c2co(ρ⊕v , T )
− 1
ρ⊕v
2
c2eq(ρ⊕v , T )
. (B.1.14)
First, the entropy is expressed. Then the speed of sound is computed by differentiating the entropy
expression.
B.1.2.1 Within the connexion zone ρ ∈ [ρ	v (T ), ρ⊕v (T )]
B.1.2.1.1 Entropy
The entropy of the regularized EoS within the connexion zone can be written thanks to the residual
value, as
sco(ρ, T ) = sv(ρ, T ) + ∆
ρ
sco(ρ, T ) (B.1.15)
= sv(ρ, T )−
∫ ρ
0
1
ρ2
∂P
∂T
∣∣∣∣
ρ
d%+ r ln
(
P co
ρrT
)
(B.1.16)
= sv(ρ, T )−
∫ ρ
ρ	v
1
ρ2
∂P
∂T
∣∣∣∣
ρ
d%+ r ln
(
P co
ρrT
)
, (B.1.17)
with r = (γv − 1)cv,v, and with the entropy of the ideal gas
sv(ρ, T ) = s0 + cv,v ln (T ) + r ln (ρ) . (B.1.18)
B.1.2.1.2 Speed of sound
An expression for the speed of sound has been provided in chapter 8. Yet, an alternative derivation is
now proposed, which will be useful to obtain the expression of the speed of sound within the saturation
zone. The speed of sound in the connexion zone can be written as
c2co =
∂P
∂ρ
∣∣∣∣
s
= − ∂P
∂s
∣∣∣∣
ρ
∂s
∂ρ
∣∣∣∣
P
, (B.1.19)
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so that
c2co = −
∂s
∂ρ
∣∣∣∣
P
(
∂s
∂P
∣∣∣∣
ρ
)−1
. (B.1.20)
Focusing on the endpoint of the connection zone ρ⊕v (T ), one has P co(ρ⊕v , T ) = P sat(T ), so that at this
point,
∂s
∂ρ
∣∣∣∣
P
(ρ⊕v , T ) =
∂s
∂ρ
∣∣∣∣
T
(ρ⊕v , T ) +
(
∂s
∂T
∣∣∣∣
ρ
(ρ⊕v , T )
)(
∂T
∂ρ
∣∣∣∣
P
(ρ⊕v , T )
)
︸ ︷︷ ︸
=0
, (B.1.21)
and
∂s
∂P
∣∣∣∣
ρ
(ρ⊕v , T ) =
∂s
∂T
∣∣∣∣
ρ
(ρ⊕v , T )
∂T
∂P
∣∣∣∣
ρ
(ρ⊕v , T ) =
∂s
∂T
∣∣∣∣
ρ
(ρ⊕v , T )
(
dP sat
dT
)−1
. (B.1.22)
One can then differentiate (B.1.17) to write:
∂sco
∂ρ
∣∣∣∣
T
(ρ⊕v , T ) = −
1
ρ⊕v
2
dP sat
dT (B.1.23)
And speed of sound can be written as:
c2co(ρ⊕v , T ) =
1
ρ⊕v
2
(
dP sat
dT
)(
∂s
∂T
∣∣∣∣
ρ
)−1
. (B.1.24)
B.1.2.2 Within the saturation zone ρ ∈ [ρ⊕v (T ), ρ	` (T )]
B.1.2.2.1 Entropy
Similarly as for the sensible energy in paragraph 8.3.2.3, one can show that the entropy, for ρ ∈ [ρ⊕v , ρ	` ],
can be written as
s(ρ, T ) = sco(ρ⊕v , T ) +
(
seq(ρ, T )− seq(ρ⊕v , T )
)
. (B.1.25)
B.1.2.2.2 Speed of sound
Similarly as in the previous paragraphs, it is possible to derive the following form for the speed of
sound:
c2eq =
1
ρ2
(
dP sat
dT
)2(
∂s
∂T
∣∣∣∣
ρ
)−1
. (B.1.26)
The partial derivative of equation (B.1.25) with respect to the temperature reads
∂s
∂T
∣∣∣∣
ρ
= ∂s
co
∂T
∣∣∣∣
ρ
(ρ⊕v , T ) +
∂seq
∂T
∣∣∣∣
ρ
(ρ, T )− ∂s
eq
∂T
∣∣∣∣
ρ
(ρ⊕v , T ) + ρ′v
(
∂sco
∂ρ
∣∣∣∣
T
(ρ⊕v , T )−
∂seq
∂ρ
∣∣∣∣
T
(ρ⊕v , T )
)
.
(B.1.27)
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Using equations (B.1.12) and (B.1.23), one has
∂sco
∂ρ
∣∣∣∣
T
(ρ⊕v , T )−
∂seq
∂ρ
∣∣∣∣
T
(ρ⊕v , T ) = 0, (B.1.28)
and
c2eq =
1
ρ2
(
dP sat
dT
)2(
∂sco
∂T
∣∣∣∣
ρ
(ρ⊕v , T ) +
∂seq
∂T
∣∣∣∣
ρ
(ρ, T )− ∂s
eq
∂T
∣∣∣∣
ρ
(ρ⊕v , T )
)−1
, (B.1.29)
which, using equations (B.1.13) and (B.1.13) finally yields
1
ρ2c2(ρ, T ) =
1
ρ2c2eq(ρ, T )
+ 1
ρ⊕v
2
c2co(ρ⊕v , T )
− 1
ρ⊕v
2
c2eq(ρ⊕v , T )
. (B.1.30)

Appendix C
Numerical Tools
C.1 Numerical integration of ordinary differential equations
(ODE)
In the present appendix, the following ODE is considered:
dU
dt = H(t,U) (C.1.1)
C.1.1 The family of Runge-Kutta methods
C.1.1.1 General formulation
The Runge-Kutta methods are a family of explicit multi-stage 1 time-integration methods that achieve
high-order accuracy using intermediate evaluations of the function and its derivative. The general form
is given for a m-stage Runge-Kutta method writes [Hairer et al., 2008]:

U (1) = Un
U (i) = Un + ∆t
i−1∑
j=1
aRKji H
(i) for j ∈ {2,m}
Un+1 = Un + ∆t
m∑
i=1
bRKi H
(i)
(C.1.2a)
(C.1.2b)
(C.1.2c)
with the notation H(i) = H
(
tn + cRKi ∆t,U (i)
)
.
The different Runge-Kutta methods can then be summarized by means of the Butcher tableau. Its
general form is provided in Table C.1. In particular, the one-stage RKmethod, with b1 = 1, corresponds
to the forward-Euler method.
The RK framework allows to define an complete zoology of explicit time-marching schemes. Some
specifically designed RK methods have noteworthy additional properties, that are presented hereafter.
1Semantically, the term stage must be distinguished from step. Indeed, there exist multi-step methods which achieve
high-order accuracy using the values of multiple consecutive time-steps. The stages refer to additional computations
“between” the time-steps.
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c2 a21
c3 a31 a32
...
...
... . . .
cm am1 am2 · · · am,m−1
b1 b2 · · · bm−1 bm
Table C.1: General representation of RK methods using a Butcher tableau
C.1.1.2 Low-storage RK methods
It is naturally interesting to avoid storing the solution at multiple stages of the RK method, to reduce
memory consumption and data communications. A RK method is said to be low-storage if:
∀j < (i− 1), aij = 0,
∀i < m, bi = 0,
bm = 1.
(C.1.3a)
(C.1.3b)
(C.1.3c)
Note that some authors such as [Hairer et al., 2008] relax conditions (C.1.3b)-(C.1.3c) in the definition
of low-storage RK schemes.
A low-storage method in the sense of (C.1.3) can then be summarized by its coefficients
(
ai,i−1
)
i∈J1,mK.
The low-storage Runge-Kutta schemes implemented into the solver AVBP [Lamarque, 2007] are sum-
marized in Table C.2
m aRK21 a
RK
32 a
RK
43 a
RK
54 b
RK
m
1 (forward-Euler) 0 0 0 0 1
2 (Heun scheme) 1/2 0 0 0 1
3 1/3 1/2 0 0 1
4 1/4 1/3 1/2 0 1
5 1/5 1/4 1/3 1/2 1
Table C.2: Low-storage RK methods implemented into AVBP
C.2 Gaussian quadrature rules
A brief description of Gaussian quadrature rules is provided here. The interested reader will find
further information in section 25.4 of the reference book [Abramowitz and Stegun, 1965].
C.2.1 General principle
Gaussian quadratures are a tool that allows to approximate integrals of a function from its values
taken at a limited number of points. Considering the integral of a function f over the interval [−1, 1],
the approximation using a Gaussian quadrature reads∫ 1
−1
f(x) dx ≈
nQ∑
q=1
ωqf(xq), (C.2.1)
where xq and ωq are respectively the nQ quadrature points xq ∈ [−1, 1] and their associated weights.
Their values are detailed in the next sections, for the Gauss-Legendre and the Gauss-Lobatto quadra-
ture rules.
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Note that if the function f is a polynomial function, it is possible to compute exactly its integral
from formula (C.2.1) if enough quadrature points are used. The number of required quadrature points
depends on the chosen quadrature rule.
C.2.2 The Gauss-Legendre quadrature rule
The Gauss-Legendre quadrature rule is based on the family of Legendre polynomials. The nQ quadra-
ture points correspond to the roots of the Legendre polynomial pnQ of degree nQ. The Legendre
polynomial pnQ reads
pnQ(x) =
1
2nQ
nQ∑
j=0
(
n
k
)2
(x− 1)n−k (x+ 1)k . (C.2.2)
The weigths are then computed as:
ωq =
2
(1− x2q)
[
p′
nQ
(xq)
]2 . (C.2.3)
The values of the quadrature points and the weight functions up to nQ = 3 are recalled in table C.3.
nQ quadrature points
{
xq
}
q∈J1,nQK quadrature weights {ωq}q∈J1,nQK
1 {0} {2}
2
{
−
√
3
3 ,
√
3
3
}
{1, 1}
3
{
−
√
15
5 , 0,
√
15
5
} {
5
9 ,
8
9 ,
5
9
}
Table C.3: Quadrature points and weights for the Gauss-Legendre quadrature rule
The degree of exactness, representing the highest polynomial degree of a polynomial function f for
which the Gauss-Legendre quadrature rule provides exact integration, is equal to 2nQ − 1. In other
words, for any polynomial function f of degree less or equal to 2nQ−1, the Gauss-Legendre quadrature
rule will yield the exact value of the integral.
C.2.3 The Gauss-Lobatto quadrature rule
The Gauss-Lobatto quadrature rule is similar to the Gauss-Legendre rule, but includes the boundary
points [−1, 1] into the quadrature points. This decreases the degree of exactness of the method to
2nQ − 3. For a polynomial of degree less or equal to 2nQ − 3, the Gauss-Lobatto quadrature formula
reads ∫ 1
−1
f(x) dx =
nQ∑
q=1
ωqf(xq), (C.2.4)
The values of the quadrature points and the weight functions up to nQ = 3 are given in table C.4
nQ quadrature points
{
xq
}
q∈J1,nQK quadrature weights {ωq}q∈J1,nQK
2 {−1, 1} {1, 1}
3 {−1, 0, 1}
{
1
3 ,
4
3 ,
1
3
}
Table C.4: Quadrature points and weights for the Gauss-Lobatto quadrature rule
Appendix D
Résumé en Français
Au cours de l’utilisation de certains systèmes propulsifs, tels que les moteurs fusées cryotechniques
ou les moteurs Diesel, le point de fonctionnement peut varier sur une large plage de pressions. Ces
variations de pression peuvent conduire à un changement de régime thermodynamique si la pression
critique du fluide est franchie, l’injection initialement diphasique devenant alors transcritique. Ce
changement modifie la topologie de l’écoulement, ainsi que la dynamique du mélange, ce qui impacte
le comportement de la flamme. L’objectif de cette thèse est de développer une méthodologie originale
capable de traiter au sein du même solveur des écoulements sous-critiques ainsi que supercritiques.
Ce manuscrit de thèse propose tout d’abord une description de la modélisation thermodynamique
nécessaire à la prise en compte des effets gaz-réel propres aux écoulements à haute densité, ainsi qu’à
la description des équilibres liquide-gaz rencontrés au niveaux des interfaces entre deux phases. Une
formulation simplifiée de l’équilibre est également proposée afin de simplifier les procédures de calcul
dans le cadre des mélanges multi-espèces.
Ensuite, une revue des approches existantes pour représenter et modéliser l’évolution des interfaces
entre fluides est proposée. Les méthodes d’interface raide telles que la méthode level-set, la méthode
volume-of-fluid ou encore la méthode front-tracking sont présentées. Ensuite, les méthodes d’interface
diffuse sont introduites. Après avoir décrit les méthodes de champ de phase, les méthodes multifluides
sont détaillées et la pertinence de leur application dans le cadre de cette étude est argumentée.
Par la suite, les différentes stratégies numériques envisagées au cours de ce travail sont présentées
en détail. En particulier, les méthodes volumes-finis classiques – de type solveur de Godunov –, les
méthodes Runge-Kutta Galerkin discontinu, et enfin les méthodes d’éléments finis de type Taylor-
Galerkin, sont décrites.
Tous ces développements préliminaires permettent alors d’introduire la méthodologie globale pour
la simulation numérique d’écoulements aussi bien diphasiques que supercritiques, reposant sur une
formulation Taylor-Galerkin des méthodes multifluides à 3 et 4 équations. Cela permet d’intégrer ces
développements au solveur supercritique AVBP-RG, de manière d’étendre l’utilisation de ce dernier
aux écoulements diphasiques sous-critiques. Dans ce cadre, une formulation des conditions aux limites
caractéristiques associtées aux modèles multifluides à 3 et 4 équations est également proposée.
Des simulations numériques multidimensionnelles sont ensuite proposées de manière à confronter le
modèle à des données expérimentales. Dans cette optique, les modèles à 3 et 4 équations sont agré-
mentés de modèles de turbulence (dans le cadre de la simulation aux grandes échelles), de diffusion
et de combustion. Les écoulements correspondants aux configurations du banc d’essai Mascotte de
l’ONERA, à injection cryogénique coaxiale, ainsi que le banc d’essai Spray A de l’Engine Combustion
Network, à injection Diesel, sont simulés. Les résultats permettent d’observer un accord satisfaisant
avec les données expérimentales, ce qui offre des perspectives encourageantes vers de futures amélio-
rations du modèle et des applications à des configurations industrielles complexes.
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Les résultats de ces calculs mettent également en évidence la génération d’oscillations de pression
d’origine numérique. Celles-ci font alors l’objet d’une étude approfondie, plus académique, portant sur
les modèles multifluides à 5, 4 et 3 équations. Enfin, une interprétation de ces oscillations de pression
est proposée et étudiée numériquement.
En conclusion, ces travaux auront permis de proposer une nouvelle stratégie de modélisation et de
résolution numérique permettant la simulation d’écoulements sous-critiques à supercritiques. Les ré-
sultats obtenus sont très encourageants, et mettent en évidence l’intérêt de la stratégie retenue dans
ces travaux pour aller vers des simulations plus complexes et plus réalistes.
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Titre : E´tude des mode`les d’interface diffuse et des sche´mas nume´riques adapte´s pour la simulation
d’e´coulements sous-critiques a` supercritiques
Mots cle´s : e´coulements diphasiques, e´coulements supercritiques, thermodynamique gaz re´el, me´thodes
nume´riques, combustion
Re´sume´ : Au cours de l’utilisation de certains
syste`mes propulsifs, tels que les moteurs fuse´es cryo-
techniques ou les moteurs Diesel, le point de fonc-
tionnement peut varier sur une large plage de pres-
sions. Ces variations de pression peuvent conduire
a` un changement de re´gime thermodynamique si
la pression critique du fluide est franchie, l’injection
initialement diphasique devenant alors transcritique.
Ce changement modifie la topologie de l’e´coulement,
ainsi que la dynamique du me´lange, ce qui im-
pacte le comportement de la flamme. L’objectif de
cette the`se est de de´velopper une me´thodologie ori-
ginale capable de traiter au sein du meˆme solveur
des e´coulements sous-critiques ainsi que supercri-
tiques. Pour cela, une extension du solveur AVBP-RG
aux e´coulements diphasiques sous-critiques est pro-
pose´e, base´e sur des mode`les d’interface diffuse. Les
de´veloppements ne´cessaires a` l’inte´gration de ces
mode`les dans le cadre du solveur aux e´le´ments finis
sont effectue´s. Des simulations nume´riques multidi-
mensionnelles sont ensuite propose´es de manie`re a`
confronter le mode`le a` des donne´es expre´rimentales,
vis-a`-vis desquelles un bon accord est observe´. Ces
re´sultats offrent des perspectives encourageantes
vers de futures ame´liorations du mode`le et des appli-
cations a` des configurations industrielles complexes.
Title : Diffuse interface models and adapted numerical schemes for the simulation of subcritical to supercritical
flows
Keywords : two-phase flows, supercritical flows, real gas thermodynamics, numerical methods, combustion
Abstract : In various industrial combustion devices,
such as liquid rocket engines at ignition or Diesel en-
gines during the compression stage, the operating
point varies over a wide range of pressures. These
pressure variations can lead to a change of thermo-
dynamic regime when the critical pressure is excee-
ded, switching from two-phase injection to transcriti-
cal injection. This change modifies the topology of the
flow and the mixing, thereby impacting the flame dy-
namics. The objective of the present Ph.D thesis is to
develop an original methodology able to address both
subcritical and supercritical flows within the same sol-
ver. To achieve this, an extension of the real gas solver
AVBP-RG to subcritical two-phase flows is provided,
based on diffuse interface models. The required de-
velopments for the integration of such models into the
finite-element framework of the solver are provided.
Multidimensional numerical simulations are led in or-
der to confront the model with experimental data, with
which good agreement is observed. These results of-
fer encouraging perspectives regarding further enhan-
cements of the model and applications to complex in-
dustrial cases.
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