Divide-and-conquer or multiscale techniques have become popular for solving large statistical estimation problems. The methods rely on defining a state which conditionally decorrelates the large problem into multiple subproblems, each more straightforward than the original. However this step cannot be carried out for asymptotically large problems since the dimension of the state grows without bound, leading to problems of computational complexity and numerical stability. In this paper we propose a new approach to hierarchical estimation in which the conditional decorrelation of arbitrarily-large regions is avoided, and the problem is instead addressed piece-by-piece. The approach possesses promising attributes: it is not a local methodthe estimate at every point is based on all measurements; it is numerically stable for problems of arbitrary size; and the approach retains the benefits of the multiscale framework on which it is based: a broad class of statistical models, a stochastic realization theory, an algorithm to calculate statistical likelihoods, and the ability to fuse local and non-local measurements.
Introduction
The statistical estimation of large, global scale, two-dimensional remote sensing problems and even modestlysized three-dimensional problems presents tremendous and pertinent challenges: heightened environmental awareness and concerns have led to an explosion in the quantity of remotely-sensed data, most of which contain irregular gaps and are governed by nonstationary underlying fields [24, 27] . That is, we are interested in extremely large estimation problems having nonstationary prior models.
Several approaches we dismiss out of hand: Brute-force, relying on full matrix inversion, is totally impractical for all but the most modestly-sized problems; FFT methods offer an excellent strategy for perfectly stationary problems, however such stationarity is rare in remotely-sensed measurements; local methods compute estimates from a local subset of measurements, which does not support data fusion with non-local measurements, and which may be undesirable for processes having long correlation lengths [2] .
Instead, we consider a promising alternative approach to estimation which involves a recursive or hierarchical divide-and-conquer strategy [7, 14, 15] : a subset ¢ ¡ of the random field is found such that conditioning on it, certain remaining portions of the field can be processed independently. In the context of estimation, this implies that the subset £ ¡ conditionally decorrelates the remaining portions
For example, the four quadrants of a first-order Markov random field [5, 6] can be decorrelated by conditioning
on the boundary pixels shown in Figure 1 . More generally, for first-order fields, a single pixel can decorrelate two halves of a one-dimensional process, a column of pixels is required for a 2D field, and a whole plane of pixels in three dimensions. This process of conditional decorrelation can be continued recursively, which gives rise to a tree structure (as sketched in Figure 5 for a two-dimensional process).
However the need to conditionally decorrelate a large problem into separate pieces is also the fundamental weakness of divide-and-conquer strategies: the conditional decorrelation step is not possible for problems of arbitrary size (Figure 4 ), due to issues of computational complexity and numerical stability. We emphasize that these issues will arise for all (except pathologically-trivial) prior statistical models: the statistical degrees of freedom represented by the boundary must be at least proportional to the number of pixels,
Therefore the dimensional of the decorrelating state ¢ ¡ will grow as
, and so matrix conditioning and computational complexity issues, or a corresponding sacrifice in the degree of statistical decorrelation, are asymptotically unavoidable. The whole purpose of this paper is to develop an alternative statistical framework with improved asymptotic properties by avoiding the decorrelation of arbitrarily-large regions. We begin by discussing the three central issues: computational complexity, numerical stability, and statistical accuracy.
Using divide-and-conquer, the computational effort to solve an estimation problem over an 6 P I Q 6 P Ï R S hypercube of voxels in . Blank entries in the table correspond to problems which are numerically unstable (i.e., yielding negative-definite covariances) despite using double-precision floating-point and a Joseph-stabilized form [4] of a multiscale estimator [7] . Clearly as the problem size 6 is increased, even at modest sizes we are increasingly forced to reduce , that is, to compromise statistical fidelity.
Statistical fidelity refers to the extent to which a model is an approximation of the true statistics; that is, the extent to which (1) holds true for a particular choice of state
¡ . An approximate model can affect the reliability of the estimates and estimation error statistics; however in many circumstances a greater concern revolves around the introduction of estimation artifacts at the hierarchical boundaries [18, 19, 22] , due to an inadequate decorrelation in (1). For example, the two pixels ¤ and ©
in Figure 2 are neighboring in physical space, but are distantly separated in terms of the hierarchical model, since their common parent is 0 ¡ , all the way up the tree at the coarsest scale.
In this paper we address the above three issues by taking a new approach: rather than requiring the statistical division of a huge problem into pieces, we instead attack the problem one small piece at a time, limiting the size of regions needing to be decorrelated, and therefore avoiding asymptotic computational and numerical problems. Our approach is not, however, a local one: each small piece of the problem is estimated based on all of the measurements, and the statistical model used is capable of representing non-local measurements and of performing data-fusion. Section 2 motivates this alternative framework, followed by its multiscale implementation, and finally introducing multiply-rooted trees as a computationally attractive means for realizing the model. Section 3 discusses the application of multiply-rooted trees to two large problems in remote-sensing:
ocean-surface temperature and altimetry (height) estimation. The paper is concluded in Section 4.
Hierarchical Estimation

A. Motivation
In this paper will use as our context a multiscale statistical estimation framework [7, 10, 22] , although the discussion and concepts presented in this paper apply equally to other hierarchical methods, such as nesteddissection [14, 15] . The principle (1) of hierarchical or recursive divide-and-conquer, as applied to a random field, is as follows: each state in the hierarchy must conditionally decorrelate its immediate descendents from each other and from the rest of the domain; in the multiscale framework, this principle is asserted via the following statistical model:
densely sample the boundaries of its four descendents, as shown in Figure 1 . To be sure, a variety of state reductions have been proposed for Markov-like random fields in the multiscale setting:
1. Allowing neighboring regions to overlap [19] to reduce the effect of artifacts caused by residual state-tostate correlations;
2. Subsampling the pixels along the state boundary [23] , as illustrated in Figure 3 4. Determining from the statistics of the boundary pixels the optimum linear functionals [18, 19] which maximize the decorrelation.
However none of these methods change the asymptotic behavior of the computational complexity, since the state dimension at the root of the decomposition is, in each case,
. That is, for each of the above methods the root state dimension is still proportional to the number of boundary pixels, albeit with smaller multiplicative constants. Therefore these methods are effective at making practical the solution of ever larger estimation problems, however extremely large (global scale) and three-dimensional problems remain out of reach.
The problem with each of the above four methods (in particular, the state subsampling approach of Figure 3) is that their development was motivated by approximating the exact approach of Figure 1 . However it is not remotely obvious that an approximation to the exact solution ((1), Figure 1 ) represents the best (or even an adequate) approach to approximate estimation. Indeed, arguably the state in Figure 3 attempts to decorrelate too much: in terms of estimating the top-left quadrant, keeping the details of the distant part of the bottom-right quadrant is largely irrelevant; that is, the reduced state of Figure 7 will perform very nearly as well, even though it makes no attempt to satisfy (1). Although we now require four such reduced models (one for each quadrant), the state dimension needs to be reduced by only a factor of ¤ ¢ ¡ ¥ for the total computational effort to equal that of the earlier reduced-order state ( Figure 3 ).
The principle can be illustrated using Markov random fields [5, 6] . Figure 8 shows the estimates produced by a multiscale tree, having as its root node a state model based on Figure 7 . We can compute four such sets of estimates, one for each quadrant, each computed by a separate multiscale model and tree; the estimates were mosaiced together to produce the estimated field shown in Figure 9 , albeit at about one half the effort of estimating the entire domain directly, shown in Figure 6 . Observe that despite the reduced computational effort, the typical artifacts at the quadrant boundaries ( Figure 6 ) are not present. This example is an illustration only, in that other methods [10, 18, 23] have also been developed to successfully deal with these artifacts; we will
Really, Figure 7 represents only the first step in model subdivision; in general, we can choose to create trees, each responsible for ¥ of the original domain. The key to changing the asymptotic complexity, and the key novel aspect of this paper, lies in ever further decomposing the tree as the size of the problem is increased. We can begin by considering only the complexity of the root nodes, in which case the total effort per pixel goes
from which it should be noted that the benefits of this approach become more pronounced in higher dimensions,
The above model is a little simplistic in its assessment of the state dimension of each root. Figure 10 presents a more realistic example, sketched for the two-dimensional case, in which we estimate 
which is minimized by setting % T ¢ T ¦ (11) that is, typically the optimum size will be a fixed value
6
. Substituting back into (10) we find that, for a fixed dimension T , the computational effort per-pixel goes as
That is, the complexity per pixel is strictly a function of correlation length, as is intuitive, and is not a function of
, in sharp contrast to the original multiscale model (3).
Although the effort (10) appears to ignore the fact that each tree has 6 @ pixels on the finest scale which must be estimated, suggesting an effort more fairly represented as § ¥ 5
almost all of the processing at the finest scales is the same for all models, as discussed below, so (10) is indeed a realistic reflection of the algorithm proposed in this paper.
B. Implementation
Our proposed model is sketched in Figure 11 , in which the region to be estimated is embedded in a nested hierarchy, represented in decreasing statistical fidelity. We have chosen to implement the model in the context of a recent-developed multiscale estimation framework [1, 7, 21] , which leads to the following advantages:
The existence of efficient estimation [7] and likelihood [22] algorithms.
An existing base of multiscale models to represent the statistics of the process being modeled.
A stochastic realization theory [19] .
The ability to represent both local and non-local measurements.
Desirable asymptotic properties, based on the proposed model of this paper.
We need to define models; to make the model structure as regular as possible, we will select some scale 
based on the discussion in the previous section.
Each model ¤ is uniquely defined by the statistics of the process and the nature of the state 5 E [19, 23] .
We propose to define the state at tree node Figure 13 ; beyond scale 3 the tree is a regular quadtree.
It is the above spatial arrangement of descendents, rather than a rigid adherence to a quadtree structure, and the fact that each root node represents only a small fraction (one th) rather than the whole domain, which is the essence of our approach and leads to improved numerical conditioning and pixel correlations. Given estimates constraints on , so can be chosen (last row of Table 2 ) to meet statistical objectives for problems of any size.
C. Multiply-Rooted Trees
The proposed method uses the multiscale approach to develop separate models on separate trees, and then mosaics a subset of the estimates from each tree to produce a set of estimates for the entire random process.
The most obvious criticism of using completely separate models to estimate a random field is that such an approach ignores the fact that the models may involve a great deal of duplicated effort. For example, the estimation of state (on scale 3 of Figure 13 ) will be required for nine different models; even greater duplication occurs on finer scales, where the redundancy will be as large as for many nodes. In fact, by detecting and removing such duplication, the memory to represent the union of all required nodes on all models simultaneously is comparable to that required for traditional, single-tree, methods: although we now need to represent some nodes multiple times (i.e., at various samplings ), we have corresponding savings due to the absence of coarse-scale nodes with large state dimensions (and correspondingly huge covariances).
Our goal is to derive a graphical structure representing the union of the tree models, which removes the duplication present in the models, produces exactly the same estimates, and which leads to a computationallyefficient algorithm, similar to that which exist for normal multiscale trees. We will show that a single model, with roots, can achieve these goals. Note that the resulting model, although no longer a tree, is an efficient concatenation of the multiscale tree models, and so the usual fast tree-based algorithm [7, 21] still applies.
The model of this paper is thus in sharp contrast to estimation methods such as [9, 20] on graphs, rather than trees, and which are computationally much more demanding. 
Let
be the union of the models, as sketched in Figure 14 . We define the equivalence of two nodes
On scales
is a regular tree, and the downwards pass of (19) remains unchanged.
Experimental Results
We have already demonstrated the most fundamental results of multiply-rooted trees in the context of numerical conditioning in Table 1 and statistical fidelity in Table 2 . Of the three criteria listed in the Introduction, the remaining one is computational complexity. Our research goal is the development of statistical methods for very large problems, so in this section we focus on computational issues. Table 3 shows the improvement in speed of our proposed approach over the standard singly-rooted multiscale algorithm [7, 22] , when applied to the Markov random field problem of Figure 9 . The extra states introduced by our multiply-rooted approach cannot be justified for extremely small or poorly-sampled problems (upper left of Table 3 ), however as the problem size and sampling density increase (lower right) the decomposition offered by the multiply-rooted approach becomes more competitive. For large, densely sampled trees, computational improvements in excess of a factor of twenty were observed.
We further demonstrate the application of multiply-rooted trees to two challenging remote sensing problems: ocean altimetry (height) [10, 27] and ocean surface-temperature estimation [23, 24] . Both problems are of substantial scientific interest and represent aspects of ongoing collaborative efforts. More significantly, these two estimation problems are the ones which originally motivated the research of this paper through the possession of the following attributes:
1. A high resolution is required to preserve features of interest (e.g., ocean eddies).
The desired size of the solution is enormous (basin-scale or global-scale).
3. The statistics of the problems are challenging, coupling extremely accurate measurements with a prior model having very large variances.
A. Ocean Altimetry
Ocean altimetry data are detailed measurements of the height of the ocean surface, collected by radar via satellite (in this case, the joint American/French TOPEX/POSEIDON satellite[27]) to astounding accuraciesabout 5cm height error standard deviation, from a satellite orbiting at over 1000km in altitude. The altimetry data contains information relevant to geodesy (the shape of the ocean surface reflects variations in the earth's gravitational field) and oceanography (the presence of ocean currents induces, via the Coriolis effect, a slope in the height of the ocean surface).
We have investigated the use of multiscale models for altimetry data in earlier studies [10, 11] , however those studies employed a much simpler scalar model 
B. Ocean Temperature
An enormous amount of ocean surface-temperature data is collected using passive radiometers on a variety of satellite platforms. Among the best of these sensors is the Along Track Scanning Radiometer (ATSR) [24] , mounted on European Space Agency's ERS-1/2. The detailed examination of ocean-surface temperature maps is important for general oceanographic studies, such as the shape of the Gulf stream, or for studies of climate change, assessing heat fluxes and long-term temperature trends.
The infrared emission strength of the ocean surface is observed at several wavelengths and through two atmospheric paths, all of which is converted into a temperature measurement, such as those shown in Figure 18 , via a preprocessing stage. In this collaboration [13] , interest is focussed on the short-term dynamics of the ocean temperature, so the data is mean-removed (i.e., the static or systematic component is subtracted).
Temperature estimation via multiscale means (using a single tree) was examined in an earlier study [23] , however that paper was oceanographic-scientific in nature rather than computational or algorithmic. The model employed in that study was a reduced-order one, similar to that sketched in Figure 3 , however the size of the state dimension was introducing numerical challenges, such that the processing of larger domains would have been very difficult. computed from a 64-root, 9-scale overlapped [18] tree with a state sampling every ten pixels -that is, 3.0 state elements per correlation length. By contrast, our earlier reduced-order approach reported in [23] was limited to between 1.0 and 2.3 state elements per correlation length for reasons of numerical stability.
The effort to compute the estimates and error variances is about 40 seconds on a Sun ULTRA-1 (total wall-clock time of about two minutes).
Conclusions
We have presented a new approach to the estimation of large random fields, based on a recently-introduced class of multiscale stochastic processes. The work was motivated by the growing class of huge estimation problems, many in the area of terrestrial remote sensing, and by the observation that divide-and-conquer approaches to estimation (whether multiscale, nested-dissection, or otherwise) eventually run into numerical difficulties for asymptotically large estimation problems.
This paper has introduced a new multiscale estimation formulation, one which should be applicable to estimation problems of extremely large size. A variety of issues remain unanswered -the proper size and geometry of regions in order to "adequately" estimate the local region of interest, the choice of states, and appropriate ways in which to mosaic the individual estimates. However there is ample motivation to pursue further research into the aforementioned difficulties of the proposed formulation, both because of its desirable asymptotic complexity, but also because it preserves the desirable properties of the multiscale estimation framework [1, 7, 10, 21 ] from which it is derived: the existence of efficient estimation and likelihood algorithms, an existing base of multiscale models, the ability to represent local and non-local measurements, and a stochastic realization theory. Table 1 : Matrix condition number of the state having the largest dimension for a two-dimensional process with spatial Gaussian statistics, correlation length of 60 pixels. The condition number is plotted as a function of problem size (6
) and state density ; blank entries are numerically unstable. The bottom row shows the corresponding values for the proposed method, (nearly) independent of problem size.
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State Density (# States per Correlation Length) Table 2 : Model statistical degradation (desired correlation / realized correlation) for two pixels straddling a coarse tree boundary (as in Figure 2 Table 3 : Reduction of computational effort of the proposed approach over the standard multiscale algorithm (measured via raw FLOP count). As expected, the benefit increases for more difficult problems: the reduction factor increases for larger trees and more finely sampled domains. The results are based on the tree-like prior of Figure 9 . Example multiscale implementation for a 2D example; the structure is a regular quadtree below the fourth scale. The number within each node indicates the number of descendents. Note that this type of model is highly redundant; for example, the state at node will be used in nine different models.
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Merged Tree Figure 14 : The merging of three trees; all arcs are followed for the upwards pass, only the thick arcs are followed downwards. 2. Model statistical degradation (desired correlation / realized correlation) for two pixels straddling a coarse tree boundary (as in Figure 2 ). The degradation is plotted as a function of problem size (6
and state density ; blank entries are numerically unstable. The bottom row shows the corresponding values for the proposed method, independent of size.
3. Reduction of computational effort of the proposed approach over the standard multiscale algorithm (measured via raw FLOP count). As expected, the benefit increases for more difficult problems: the reduction factor increases for larger trees and more finely sampled domains. The results are based on the tree-like prior of Figure 9 .
List of Figure Captions: 1. A dense set of boundary pixels, which would conditionally decorrelate the four quadrants of a first-order Markov random field.
Two nodes, ¤
and © , neighbors in physical space, but distantly separated in tree space.
3. One possible reduced-order approximation to the state of Figure 1 .
4.
For how large a domain is divide-and-conquer computationally and numerically feasible . . . ?
5. Illustration of the first three levels of a quad-tree.
6. The estimation of a Markov random field using a multiscale tree based on a reduced-order model, as in Figure 3 . Note the appearance of estimation artifacts at several tree boundaries.
7. An alternative choice of reduced state, appropriate for estimating the upper-left quadrant of a process.
8. Estimates of a Markov random field, based on a single-quadrant model (such as in Figure 7 ).
9. The mosaic of four sets of estimates, one set of estimates per quadrant as shown in Figure 8 . 12. Example multiscale implementation for a 1D example; below the fourth scale the tree is regular dyadic.
13. Example multiscale implementation for a 2D example; the structure is a regular quadtree below the fourth scale. The number within each node indicates the number of descendents. Note that this type of model is highly redundant; for example, the state at node will be used in nine different models.
14. The merging of three trees; all arcs are followed for the upwards pass, only the thick arcs are followed downwards.
15. Measurements of ocean height in the northern Pacific. 18. Surface-temperature measurements on the equatorial Pacific.
