Abstract Range restricted iterative methods based on the Arnoldi process are attractive for the solution of large nonsymmetric linear discrete ill-posed problems with error-contaminated data (right-hand side). Several derivations of this type of iterative methods are compared in Neuman et al. (Linear Algebra Appl. in press). We describe MATLAB codes for the best of these implementations. MATLAB codes for range restricted iterative methods for symmetric linear discrete ill-posed problems are also presented.
Introduction
We consider minimal residual iterative methods for the computation of approximate solutions of linear systems of equations
with a large nonsymmetric or symmetric matrix A with many "tiny" singular values of different orders of magnitude. In particular, A is severely ill-conditioned and may be singular. Linear systems of equations (1.1) with such a matrix are commonly referred to as linear discrete ill-posed problems. They arise, for instance, from the discretization of linear ill-posed problems, such as Fredholm integral equations of the first kind with a smooth kernel.
The right-hand side vector in many linear discrete ill-posed problems that arise in science and engineering represents measured data and is contaminated by an error e ∈ R m . Letb ∈ R m denote the unknown error-free right-hand side associated with the right-hand side b of (1.1), i.e., b =b + e.
(1.2)
Let A † denote the Moore-Penrose pseudoinverse of the matrix A. We would like to determine an approximation ofx = A †b by computing an approximate solution of (1.1). Note that the vector A † b =x + A † e generally is a meaningless approximation ofx because typically A † e is of much larger norm thanx.
A meaningful approximation ofx often can be computed by applying a Krylov subspace iterative method with initial iterate x 0 = 0 to the solution of (1.1) and by terminating the computations after sufficiently few iterations. We will comment on stopping criteria below.
GMRES is a popular iterative method for the solution of large nonsymmetric linear systems of equations that arise from the discretization of wellposed problems; see, e.g., Saad [13] . It has been observed in [2, 8] that when solving linear discrete ill-posed problems (1.1) with an error-contaminated right-hand side b , a variation of GMRES, referred to as Range Restricted GMRES (RRGMRES), often delivers more accurate approximations ofx than GMRES. RRGMRES requires all iterates to live in the range of A. A new implementation of RRGMRES has recently been described in [10] , where also a variant for symmetric linear systems is described. The latter requires only short recursion relations. Therefore the storage requirement is independent of the number of iterations. We present MATLAB codes for these implementations. This paper is organized as follows. Section 2 reviews the RRGMRES implementation proposed in [10] for nonsymmetric linear discrete ill-posed problems. Simplifications of the computations made possible when the matrix A in (1.1) is symmetric are also commented on. Section 3 discusses criteria for terminating the iterations, and Section 4 is concerned with breakdown of the iterations. The software is briefly described in Section 5. Further details on the software can be found in the primer.
RRGMRES
We first consider linear discrete ill-posed problems (1.1) with a nonsymmetric matrix A. The kth iterate, x k , determined by RRGMRES with initial iterate x 0 = 0 solves the minimization problem
where · denotes the Euclidean vector norm and
is a Krylov subspace. We outline how the minimization problem (2.1) can be solved with the aid of the Arnoldi process. Application of k steps of the Arnoldi process to A with initial vector v 1 = b / b gives the Arnoldi decomposition
where
has orthonormal columns, which span the Krylov subspace
We assume this subspace to be of dimension k + 1. In the very rare event that dim(K k+1 (A, b )) ≤ k, the Arnoldi process breaks down. This situation is discussed in Section 4. A thorough discussion on the Arnoldi process can be found in, e.g., [13] .
2) is of upper Hessenberg form with nonvanishing subdiagonal entries. The decomposition (2.2) is the basis for the most common implementation of standard GMRES; see Saad [13] .
Introduce the QR factorization 
whereĪ k ∈ R (k+1)×k consists of the first k columns of the identity matrix of order k + 1, and e 1 denotes the first axis vector. The last equality follows from
Since the matricesH k+1 and Q k+1 are upper Hessenberg, the matrix
vanishes below the sub-subdiagonal. The QR factorization
therefore can be computed in only O(k 2 ) arithmetic floating point operations. Here Q k+2 ∈ R (k+2)×(k+2) is orthogonal and R k ∈ R (k+2)×k has a leading k × k upper triangular submatrix and two vanishing last rows. We obtain
An algorithm with MATLAB-like notation is described in [10] , where also numerical examples are presented. The latter illustrate the superior performance of this implementation compared with other ones. The RRGMRES method described above stores the matrix V k+1 when computing the iterate x k . Thus, the storage requirement grows with the number of iterations, and so does the computational effort per iteration. This can make it attractive to restart the algorithm periodically.
When A is symmetric, the matrix H k is pentadiagonal. This makes it possible to implement the iterative method above with short recursion formulas. The number of terms of the recursion relation is bounded independently of the number of iterations. Therefore, the computational effort and storage requirement for the method can be bounded independently of the number of iterations k.
Stopping criteria
Assume that a bound δ for the norm of the error e in b is known. The discrepancy principle prescribes that we terminate the iterations with RRGMRES as soon as an iterate x k that satisfies
has been found, where η > 1 is a user-specified constant independent of δ. This iterate is our computed approximation ofx. Properties of GMRES when used with this stopping criterion are discussed in [3] . Similar results hold for RRGMRES. A general discussion on the discrepancy principle can be found, e.g., in [5] . We provide MATLAB codes that use the stopping criterion (3.1).
Iterations are carried out until the reduced minimization problem in the righthand side of (2.6) for the first time has a residual error of norm bounded by ηδ. When no bound δ for e is available, another stopping criterion has to be used. Stopping rules based on the L-curve or Generalized Cross Validation (GCV) are popular options; see, e.g., [6] for discussions of these rules. We provide MATLAB codes that carry out a user-specified number of iterations. These codes are convenient to use with L-curve-or GCV-based stopping criteria, as well as when RRGMRES is applied in a restarted fashion.
Breakdown
The rare situation when the computations with the Arnoldi process (2.2) cannot be continued is referred to as breakdown. We first discuss this situation when A is nonsingular.
Assume that the Arnoldi process breaks down when seeking to generate the column v k+2 of V k+2 . Then the decomposition (2.2) with k replaced by k + 1 reads
where 
where we have used (4.1) and the fact that H k+1 is nonsingular. Thus, in case of breakdown the minimization problem (2.1) can be solved exactly.
The handling of breakdown when A is singular is more complicated. An approach to determine a least-squares solution in this situation is described in [12] for standard GMRES. This approach can be adapted to the minimization problem of the present paper. We omit the details since breakdown is very rare.
Software
We provide MATLAB codes for the RRGMRES implementations described in [10] for the iterative solution of symmetric and nonsymmetric linear discrete ill-posed problems (1.1). The computations are terminated after a specified number of iterations or according to the discrepancy principle. Demos with a graphical user interface are included. The software is available from Netlib at http://www.netlbib.org/numeralgo/ as the na33 package and is stored as a compressed archive in the file rrgmrestbx.zip. Installation details can be found in the README.txt file and in the primer of the package.
It is convenient to test the iterative methods on linear discrete ill-posed problems generated with MATLAB functions of Regularization Tools [7] , such as the functions baart.m, deriv2.m, phillips.m, and shaw.m. The discrete ill-posed problems determined with these function are obtained by discretizing Fredholm integral equations of the first kind discussed in [1, 4, 9, 11, 14] . We provide MATLAB functions that discretize these integral equations in a different manner in order to have more test problems.
