Abstract-We introduce a new system performance measure due to handoff called handoff interference, which characterizes the additional interference noise induced by the handoff process. The handoff interference experienced by a mobile unit is determined by the parameters of the handoff algorithm. We present an exact analysis of the handoff interference and the outage probability and develop a discrete-time method to efficiently and accurately compute these performance metrics along arbitrary trajectories in a cellular network. Our numerical results reveal critical tradeoffs among the critical handoff performance metrics, which should be taken into account in dimensioning the handoff parameters to optimize system performance. We discuss an example handoff design problem, which illustrates how to dimension the handoff parameters to optimize this tradeoff using the proposed handoff analysis.
I. INTRODUCTION
T HIRD and fourth generation wireless networks are being designed to provide higher bandwidth and more seamless connectivity to mobile users [2] - [4] . Handoffs occur whenever a mobile station moves from the coverage area of one access point or base station, to another. The most common handoff scenario is a mobile station crossing the boundary between two neighboring cells in a cellular system. As wireless networks become more heterogeneous, handoffs between different types of networks will become more prevalent. For example, a cell phone user might take advantage of a local IEEE 802.11 access point for a VoIP call, file transfer, and video-conferencing [5] - [7] . When the user moves out of range of the access point, a handoff to a 3G cellular system might be necessary to complete the transaction seamlessly. The handoff behavior of mobile users in such networks has a critical impact on the overall system performance. However, the effect of handoff on system capacity is not as well understood as other aspects of cellular systems, such as equalization, modulation, and coding.
Most studies of handoff performance deal with simplified scenarios, which may not fully characterize the overall performance of the network [8] - [11] . Handoff performance is typically quantified in terms of assignment probability and handoff probability at each point along a trajectory taken by a given mobile station (MS). The assignment probability to a base station BS i at time k, denoted by P i [k] , is the probability that an MS moving along a given trajectory is assigned to BS i at time k. The handoff probability from BS i to BS j at time k, denoted by P ij [k] , is the probability that the MS will be handed off from BS i to BS j at time k. We remark that the handoff and assignment probabilities depend on the particular trajectory taken by the MS. The authors in [8] present different aspects of handoff and discuss handoffrelated features of cellular systems. In [9] , an approximate model is developed for evaluating the performance of handoff algorithms based on relative signal strength measurements. This model was extended in [10] by taking into account the absolute signal strength from the current base station (BS) to reduce unnecessary handoffs. In [11] , a discrete-time approach is introduced to analyze the handoff performance based on processed relative signal strength measurements. In contrast to the results in [9] , [10] , exact analytical expressions are derived for the handoff probabilities, which do not involve approximations.
Handoff performance is typically analyzed for a MS moving at constant speed along the canonical straight-line trajectory connecting one base station to another. Handoff performance along such a trajectory is often quantified in terms of metrics such as the mean number of handoffs and the crossover point [9] - [11] . The crossover point is defined as the point along the straight-line trajectory between two base stations, say from BS i to BS j , at which the probability of assignment to BS i drops below 0.5. Ideally, the crossover point should be located halfway between BS i and BS j . However, the ideal situation can only be achieved when no hysteresis or averaging is used in the handoff algorithm. But hysteresis and averaging are necessary to avoid the ping-pong effect in handoff. Thus, the crossover point is a measure of the cell coverage area or the handoff delay incurred by practical handoff algorithms with hysteresis [12] , [13] . In dimensioning the handoff algorithm, a tradeoff exists between the mean number of handoffs and the crossover point: a smaller mean number of handoffs corresponds to a larger crossover point. This tradeoff factors into the proper dimensioning of the handoff algorithm.
In practice, an MS may move along an arbitrary trajectory within the coverage area of the network. To characterize the overall performance of the network, it is important to 1536-1276/08$25.00 c 2008 IEEE consider more basic handoff metrics that pertain to arbitrary mobile trajectories. For example, handoff and assignment probabilities may be defined at each handoff decision instant along any given trajectory. The mean number of handoffs and crossover point along any given trajectory can be derived from the handoff probabilities and assignment probabilities, respectively.
The outage probability, i.e., the fraction of time that the received power from current BS falls below the required threshold, is another important performance metric that can be defined at each handoff decision instant [14] - [16] . In [14] , approximations for the outage probabilities of both hard and soft handoff algorithms are derived through fade margins and the reverse link capacity is investigated through relative interference. In [15] , [16] , approximations for the outage probability and fade margins are derived based on a model for hard handoff with hysteresis in a two-cell system. The studies of outage behavior in [14] - [16] consider the outage probability only at the stationary midpoint of the canonical straight-line trajectory, which corresponds to a point on an imaginary ideal cell boundary. However, in reality, the midpoint usually does not correspond to the crossover point. Identifying the midpoint with the crossover point leads to an inaccurate assessment of outage behavior.
In this paper, we introduce a new system performance measure called handoff interference, which characterizes at each handoff decision instant along an arbitrary trajectory, the additional interference noise induced by the handoff process. Previous works related to handoff have ignored the impact of the interference induced by the handoff process. By introducing handoff interference, the important tradeoff between seamless connectivity (i.e., number of handoffs) and the interference associated with handoff can be taken into account. Using the discrete-time approach for handoff analysis discussed in [11] , [17] , we develop an exact method to compute the handoff interference along arbitrary trajectories. We also derive exact expressions for computing the outage probabilities along an arbitrary trajectory, in contrast to [14] - [16] . Our numerical results reveal critical tradeoffs among the obtained performance metrics, which should be taken into account in dimensioning the handoff parameters to optimize system performance.
To characterize handoff performance for arbitrary trajectories in a cellular network, we approximate a general path by a piecewise linear path within a reduced geometric structure derived from the cellular network geometry. In this way, we can obtain a concise characterization of handoff performance over a wide range of mobile trajectories in the network. This characterization provides a measure of the overall signaling load incurred by the handoff algorithm.
The remainder of the paper is organized as follows. Section II describes the basic system model and results from the discrete-time hard handoff analysis of [11] . Section III introduces the handoff interference metric and develops a numerical procedure for computing this metric. Section IV develops an analysis of outage probabilities along a given trajectory. Section V introduces a methodology for characterizing handoff performance over a wide range of mobile trajectories in a cellular network. Section VI presents numerical results of handoff performance obtained using our approach and discusses the application of handoff interference and outage analysis to a handoff design problem. Finally, the paper is concluded in Section VII.
II. SYSTEM MODEL AND DISCRETE-TIME HANDOFF ANALYSIS

A. Signal Strength Model
The cellular network consists of a set, C, of base stations deployed in a coverage area. The MS makes handoff decisions based on measurements of the pilot signal strength received from the two nearest base stations, BS i and BS j . Our analysis of handoff performance is based on a discrete-time model for the signal strength measurements. In the discrete-time model, the mobile unit samples the pilot signal strengths at time instants t k = kt s , where t s is the sampling interval. The distance between successive sampling positions of the mobile is denoted by d s = vt s . The discrete-time model captures the handoff behavior of an MS more accurately than its continuous-time counterpart since all signal strength measurements are sampled.
In discrete-time, the measured pilot signal strength Y i [k] from base station BS i under the standard lognormal fading model can be expressed in dB as [11] , [18] :
where 
where the values of the constants κ 1 and κ 2 depend on the mobile environment, with κ 1 = 0 and κ 2 = 30 dB being typical values in an urban setting [14] , [19] . The parameter κ 1 captures the pilot signal strength, the antenna gains, and other constants that pertain to the signal propagation effects. Here, r(t k ) and b i (t k ) are the position vectors at time k for the MS and the BS i , respectively. The processes
are independent 2 , zero-mean, stationary Gaussian processes characterized by an autocorrelation function given by [13] , [18] 
To eliminate the fast fading component
is processed by an exponential smoothing window given by
where
, and d av determines the effective window size of the exponential averaging filter. Hence, the processed pilot signal strength from base station BS i is obtained as follows:
where * denotes discrete-time convolution. It can be shown [11] that {X i [k]} is a second-order autoregressive (AR) process.
B. Handoff Analysis
An important class of handoff algorithms operates on the basis of the relative processed signal strength between two candidate base stations BS i and BS j [9] - [11] . The relative processed signal strength between base stations BS i and BS j is denoted by
. A handoff of the mobile user from base station BS i to base station BS j occurs when the relative processed signal strength falls below the value −h j . Conversely, a handoff from base station BS j to base station BS i occurs when X[k] exceeds the value h i . The values h i and h j are known as the hysteresis levels associated with base stations BS i and BS j , respectively.
In [11] , handoff behavior is characterized in terms of the regions to which the relative signal strength is assigned at each value of the discrete-time parameter k. We define three assignment regions, which are intervals of the real-line:
The assignment regions at system initialization time are de-
For conventional handoff, the mobile will be assigned to Let E i [k] denote the event that the mobile is assigned to base station BS i at time k. We refer to E i [k] as the cell i assignment event at time k. We can express the assignment event, E i [k], as a disjoint union of more elementary events 3 [11] :
Similarly, we can express the assignment event to base station BS j , denoted by E j [k], as in (7) by replacing I 0 and I with J 0 and J, respectively. Let E ij [k] denote the event that a handoff from BS i to BS j occurs at time k. Then the handoff event can be expressed as follows:
(8) In [11] , a recursive procedure is developed to compute the assignment and handoff probabilities for hysteresis-based hard handoff algorithms. The recursive procedure is specified in terms of a sequence of bivariate functions defined below:
Both densities are Gaussian. The bivariate functions g k are introduced as a mathematical device to simplify the calculation of handoff and assignment probabilities. The function g 1 (x 0 , x 1 ) is simply the joint pdf of X 0 and X 1 . The function g 2 (x 1 , x 2 ) is the joint density of X 1 and X 2 such that X 0 falls in region
We introduce the notation
where S is a string of symbols on the assignment alphabet A with length denoted by |S|. The probability of assignment to
, can be computed as 4 :
for k ≥ 2, with the initial conditions
Similarly, the handoff probability from BS i to BS j , defined by
, can be expressed in terms of the functions g k as follows:
for k ≥ 2, with the initial condition
From the above handoff probabilities, the mean number of handoffs, N ho , that occur as the mobile moves along a given trajectory, is given by
where K is the total number of sampling intervals for a mobile moving along a given trajectory. In Sections IV and III, we will present exact recursive algorithms for computing the outage probability and handoff interference, respectively, in terms of the functions g k .
III. HANDOFF INTERFERENCE
A. Definition of Handoff Interference
As mentioned in the previous section, a handoff of the MS from base station BS i to BS j occurs when the relative processed signal strength X[k] falls below the hysteresis level −h j , and a handoff from BS j to BS i occurs when X[k] exceeds the hysteresis level h i . The mobile is assigned to base
The pilot signal strength received by an MS while performing a handoff between BS i and BS j can be expressed as
and
Here, we use the notation 1 A to denote the indicator function on the set A and
denote the events that the MS is assigned to BS i and BS j , respectively (cf. (7)). Note that
We call
the handoff attenuations due to the use of the weaker signal during the assignment of the MS to BS i and BS j , respectively. , we observe that the handoff algorithm forces the MS and the base stations to transmit more power than necessary to ensure a certain reception threshold.
In Fig. 1 , the handoff attenuation G i [k] is non-zero during the assignment to BS i within the intervals (k 1 , k 2 ), (k 9 , k 10 ), etc., while G j [k] is non-zero during the assignment to BS j , within the intervals (k 3 , k 4 ), (k 5 , k 6 ), and (k 7 , k 8 ). The overall attenuation is given by
, which can be interpreted as the difference between the received signal strength from the current base station and the highest among the received signal strengths from the candidate base stations, i.e., BS i and BS j .
The overall handoff attenuation can be interpreted in terms of power requirements at the MS and at the BS. We assume that the pilot signal strength transmitted by each BS maintains a constant power. However, the BS that is currently assigned to the MS adjusts its data transmission power (not the pilot signal) appropriately to maintain communications on the forward link. Similarly, the MS adjusts its data transmission power to maintain the reverse link. We assume that such power control is handled by the system and our handoff analysis is independent of the particular power control scheme that is used, since handoff depends only on the pilot signals, which are kept at constant power. If the MS were assigned to the best candidate base station (i.e., other than the base station to which it is currently assigned), −G[k] dB less data transmission signal strength would be necessary on both the forward and reverse links. However, at time k, the MS remains assigned to the current base station due to the hysteresis of the handoff algorithm. This implies that the MS has to use −G[k] dB more data transmission power than if it were assigned to the best candidate base station at time k, which results in more interference introduced into the system, due to the handoff algorithm. This motivates the concept of handoff interference (HI), to quantify this additional interference caused by the handoff algorithm. By choosing the handoff parameters appropriately, the handoff interference can be controlled, thus improving the system design.
We define the handoff interference (HI) by
. Ideally, the handoff and power control strategies should be designed to keep the handoff interference as small as possible subject to a constraint on the signaling load due to handoffs. Alternatively, the signaling load could be minimized subject to a constraint on the handoff interference. We denote the mean handoff interference at time k by
For a given trajectory, we define the handoff margin (HM) as the maximum value of the mean handoff interference experienced by the MS over the trajectory:
, where K is the number of handoff decision instants along the trajectory of interest. We define the maximum interference point (MIP) as the point on the trajectory at which the handoff margin is achieved. The MIP can be viewed as a cell boundary indicator similar to the crossover point as defined in [9] . However, the MIP can be determined for any trajectory while the crossover point is defined only for the straight-line trajectory connecting two neighboring base stations.
Handoff interference and the derived HM and MIP metrics serve as performance measures for the handoff algorithm and can be used to dimension the handoff parameters to achieve the desired system performance tradeoffs. Handoff interference analysis can be extended to the multiple cell/user scenario by summing the contributions of the handoff interference from each MS in the network to the overall signal-to-interference plus noise ratio (SINR). In this way, handoff behavior taking into account the movement of mobile stations over multiple cells (cf. [20] , [21] ) could be incorporated directly into the evaluation of overall system capacity. We note that in [14] , the system capacity for a CDMA network is evaluated without considering the mobility of the MS. A full treatment of system capacity analysis incorporating mobility via handoff interference analysis is beyond the scope of the present paper.
B. Evaluation of Handoff Interference
We now present a recursive procedure to compute the mean handoff interference, making use of the bivariate functions g k , defined in Section II. The expected value of the handoff interference, U i [k] at time k, corresponding to the communication link with BS i can be determined as follows:
with the initial conditions U i [0] = 0 and
The mean HI, U j [k], corresponding to BS j can be calculated similarly.
IV. OUTAGE ANALYSIS A. Outage Events
An outage event can occur while the MS is assigned either 
The outage event at time k is defined by
Here 
For convenience, we introduce the notation
where S is a string of symbols on the assignment alphabet A with length denoted by |S|. We define the outage probabilities in cells i and j by
respectively. Since the events on the right-hand sides of (15) and (16) are mutually exclusive, the outage probabilities in cells i and j, and the overall outage probability can be expressed as follows.
Proposition 1:
The overall outage probability is given by
B. Evaluation of Outage Probability
The probability O i [k] can be expressed in terms of the functions g k as follows 6 :
for k ≥ 2, with the initial condition 
V. TRAJECTORY CHARACTERIZATION FOR HANDOFF PERFORMANCE
In this section, we develop a characterization of handoff performance over arbitrary mobile trajectories in a cellular network having a regular hexagonal cell pattern. Our approach can be extended to networks with other types of regular cell structure. Fig. 2 illustrates an example of a mobile trajectory inside a wireless network covered by hexagonal cells. In the hard handoff scheme, at a given location, only the two base stations closest to the mobile station are involved in the cell assignment process. The two base stations define a rhombus in which the major diagonal is a line segment joining the 6 The equivalence between (19) and (17) is shown in Appendix B. two base stations. We refer to this rhombus as a minimum geometric structure (MGS).
For the purposes of modeling and analyzing hard handoff performance, an arbitrary trajectory can be mapped into a single instance of an MGS. In order to accomplish this, we first introduce the concept of a reduced geometric structure (RGS). As shown in Fig. 3 , an RGS is a star-shaped object consisting of a hexagonal cell at the center and six triangular regions subtending the edges of the hexagon. The mapping of the cellular network into a single MGS is performed in two steps:
1) Translation of all path segments into a single reduced geometric structure (RGS); 2) Rotation of all path segments within the RGS into a single MGS. In the hexagonal cellular network, the RGS has the shape of a star, with a base station at the center and six neighboring base stations situated at the vertices of the star. The RGS may be viewed as consisting of six MGS's, one corresponding to each of the vertices.
The mapping of a mobile trajectory in a cellular network into an RGS is illustrated in Figs. 2 and 3 . In Fig. 2 , base station BS 1 lies at the center of an RGS, that is chosen as the base RGS. The mobile trajectory begins at location r 0 in the RGS centered at BS 1 and enters the RGS centered at BS 3 , at location r 2 . Since the path segment r 0 r 2 lies entirely within the base RGS, no translation is required. The path segment r 2 r 5 lies within the RGS centered at BS 3 and must be translated to the base RGS. This is done by translating the RGS centered at BS 3 to the RGS centered at BS 1 . Fig. 3 shows the segments of the original trajectory that have been translated to the base RGS. For example, the path segment r 2 r 5 , originally lying within the RGS centered at BS 3 in Fig. 2 has been translated to its corresponding position within the base RGS in Fig. 3 . Similarly, the path segment r 5 r 6 , originally lying within the RGS centered at BS 4 , has been translated to its corresponding position in the base RGS in Fig. 3 . Thus, Fig. 3 shows a representation of the original mobile trajectory in the cellular network that has been mapped to a single base RGS via translation.
The trajectory segments shown in the base RGS of Fig. 3 can be further mapped into an MGS via rotations. The RGS in Fig. 3 consists of six rhombi corresponding to the vertices of the RGS. We choose the rhombus corresponding to the leftmost vertex of the RGS to serve as the base MGS. The remaining five MGS's are each rotated in turn to coincide with the base MGS. Within an MGS, a trajectory that passes from one boundary to another can be approximated by a line segment. As shown in Fig. 5 , the segment r 1 r 2 can be characterized uniquely by the crossing point located at the distance d c from O 0 and the angle α, which it forms with (O 0 O 2 ). A set of line segments within the MGS can be generated by the parameter pair (d c , α) over the range F = (0, d max ) × (0, π) using a particular step pair (δ dc , δ α ). The overall handoff performance within a cellular network can be characterized in terms of the mean number of handoffs along each segment in the set of generated line segments.
VI. NUMERICAL RESULTS AND DISCUSSIONS
In this section, we first present numerical results to validate the accuracy of our analytical technique for handoff interference. We then evaluate the outage probability and discuss the solution of a handoff design problem using the previous results. We set the main system parameters as follows:
The averaging parameter d av is set to 10 m. The minimum received signal strength (MRSS) is set to be −96 dB, as in [22] .
A. Handoff Interference and Number of Handoffs
In this subsection, we evaluate the handoff interference (HI) related metrics (e.g., mean HI, HM, and MIP) and the mean number of handoffs along the straight-line trajectory between two base stations, Tr 1 , within the minimum geometric structure of Fig. 5 . The trajectory Tr 1 is characterized by the pair (d 1 , α 1 ) = (0, 0). Fig. 6 shows the analysis of the mean handoff interference for h = 3 dB, evaluated along the trajectory Tr 1 . The analytical curve is validated using computer simulation over 10, 000 sample path iterations. The simulation results are shown in Fig. 6 along with 95% confidence intervals. We observe that the mean handoff interference is initially zero near BS i and it increases to a maximum of about 2.1 dB, and then decreases to zero while the MS approaches the new base station, BS j . The maximum value of 2.1 dB represents the handoff margin, which occurs at approximately 1, 010 m from the original base station. Thus, the maximum interference point for this trajectory is 1, 010 m.
In Fig. 7 , the curve marked with triangles represents the handoff marginÛ versus the hysteresis level h for the trajectory Tr 1 . On the same graph, we plot the mean number of handoffs. The mean number of handoffs decreases from 14 to 1 while the handoff margin increases from 1.2 dB to 5.4 dB. Thus, to reduce the mean number of handoffs from 14 to 1, the transmit power at the MS and base stations must be increased by about 4.2 dB or equivalently, a factor of 2.63. The optimum hysteresis value for a given trajectory should be determined based on a cost function that trades off the handoff margin against the mean number of handoffs.
In Fig. 8 , we compare the crossover point (COP) with the maximum interference point for trajectory Tr 1 . For h = 0 dB, the MIP is exactly 1000 m, i.e., at the midpoint of the trajectory, while the COP is slightly larger at 1, 010 m. The two curves cross at h = 6 dB. Note that the MIP curve follows the same trend as the COP curve. On the other hand, the definition of COP makes sense only in the case of trajectory Tr 1 , whereas every trajectory has a well-defined MIP. The mean number of handoffs for a cellular network with hexagonal structure can be characterized as a surface over the set F of straight-line trajectories in the minimum geometric structure discussed in Section V. Fig. 9 shows the mean handoff interference obtained over the set of straight-line trajectories within a minimum geometric structure when the hysteresis parameter h is set to 1 dB. The set F of line segments was generated using (δ dc , δ α ) = 100, π 18 . In Fig. 9 , one observes that the handoff margin surface is flat at the value of 2.2 dB for all segments intersecting the perpendicular trajectory, Tr 2 , represented by the pair (d 2 , α 2 ) = (1000, π/2). In particular, for all segments characterized by the distance crossing d c = 1, 000 m, the handoff margin reaches the maximum value of the surface. Fig. 10 shows the mean number of handoffs over the same set of straight-line trajectories as in Fig. 9 and the hysteresis parameter h = 1 dB. One observes that the mean number of handoffs achieves a maximum when d c = 1, 000 m and α = π/2, which corresponds to the trajectory Tr 2 along the cell boundary between BS i and BS j . For this particular trajectory, the mean number of handoffs is about 12 when h = 1 dB. As h is increased, the entire surface becomes lower, though not in a uniform manner.
B. Outage Probability
We now evaluate the outage probability and then discuss a specific design example. In Fig. 11 , we observe that the analytical outage probability curves increase as the hysteresis level h increases, which are verified by simulations with 10,000 iterations and 95% confidence intervals. The results are intuitive, because the larger the hysteresis level, the larger the handoff delay and the more likely an outage event occurs. We also observe that along a given trajectory between the two base stations BS i and BS j , the outage probability first increases Outage probability curves h=9 − simulation h=3 − simulation h=9 − analysis h=3 − analysis Fig. 11 . Outage probability curves at h = 9 dB and h = 3 dB.
until around the midpoint between the two base stations and then decreases from this midpoint. This is because the outage event happens more frequently around the midpoint between the two base stations, where the received signal strength is smaller.
C. Handoff Design Example
In the design and dimensioning of a cellular network, various optimization problems can be formulated with respect to the handoff performance metrics. For example, one may seek to determine the hysteresis level h such that the outage probability satisfies a certain QoS requirement.
The following optimization problem incorporates handoff interference, outage probability, and mean number of handoffs into the optimal design of handoff parameters over a given mobile trajectory. minimize HC = HM + S t subject to:
where HC denotes the handoff cost, HM is handoff margin, S t is the transmitted pilot signal strength, N ho (h) is the mean number of handoffs, O k (h, S t ) is the average outage probability over the given trajectory, O 0 is a predefined threshold on the outage probability, N 0 is a predefined threshold on the mean number of handoffs, S min and S max specify a predefined range of values for S t . It is worthwhile to note that in the above constraints, O k is a function of both h and S t , while N ho and HM are independent of S t , since the handoff algorithm operates on the basis of the relative processed signal strength between two candidate base stations. To solve the above optimization problem, we first determine the smallest value of h such that N ho ≤ N 0 . From the result of Fig. 7, i. e., the smaller the h, the smaller the HM, we see that such a value of h will minimize HM. Then, we adjust the value of S t to get the smallest value of S t such that O k (h, S t ) ≤ O 0 . Hence, the optimal values of h and S t are obtained using two 
As a numerical example, we take the same system configuration as in the previous part of this section and optimize over the trajectory Tr 1 . The optimal values of h and S t for different values of N 0 and O 0 are shown in Table I .
VII. CONCLUSION
We introduced a new performance measure to characterize handoff behavior called handoff interference. The handoff interference can be used as a metric for dimensioning the parameters of the handoff algorithm and to perform a comprehensive analysis of system capacity incorporating the mobility of the mobile station in multiple cell, multiple user scenarios. For a given set of user mobility patterns, the overall interference due to handoff in a multiple cell/user scenario can be evaluated by adding the handoff interference contributions from all mobile stations over time. We defined the handoff margin as the maximum of the mean handoff interference experienced by a mobile station along a given trajectory. The handoff parameters can be dimensioned to optimize handoff performance via a suitable tradeoff between the handoff margin and the mean number of handoffs. We defined the maximum interference point along a trajectory at which the handoff margin is achieved and showed that it generalizes the concept of crossover point, which was defined in earlier work as a measure of handoff delay for the special case of the straight-line trajectory connecting two base stations.
We presented exact recursive procedures to efficiently and accurately evaluate the handoff interference and the outage probability along a given trajectory for a class of hard handoff algorithms based on the relative processed pilot signal strength. We also described a methodology for characterizing a large class of trajectories in a cellular network with hexagonal cell structure. We showed that handoff performance could be characterized in terms of surfaces of mean number of handoffs and handoff margin over a set of straight-line approximation trajectories within a minimum geometric structure. These surfaces provide a convenient means of visualizing and computing the overall signaling load due to handoffs in the network. Finally, we discussed an example handoff design problem, which illustrates how to determine an optimal set of handoff parameters using results from our analysis.
