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1.1 Einordnung und Problembeschreibung
„Man kann einen neuen Werkstoﬀ in der Forschung identifizieren, sich
über seine tollen Eigenschaften freuen (. . . ). Aber wenn man erst dann
anfängt, sich über die Prozessketten für die Herstellung Gedanken zu
machen, verliert man viel Zeit gegenüber den Wettbewerbern.“1
Das vorausgehende Zitat verdeutlicht treﬀend die Wichtigkeit einer frühzeitigen
Auseinandersetzung mit der Herstellung und Verarbeitung notwendiger Fertigungs-
prozesse neuartiger Werkstoﬀe. Die Bedeutung einer damit in Verbindung stehen-
den frühzeitigen Erfolgsbeurteilung neuer Werkstoﬀe wurde sowohl von Forschungs-
einrichtungen als auch von entwicklungsintensiven Unternehmen lange Zeit unter-
schätzt.2 Zwar vermögen neue Werkstoﬀe die Geburt völlig neuer Industriezwei-
ge oder auch den Untergang bislang bestehender Industriezweige zu bedeuten3, in
Zeiten umkämpfter Märkte, zunehmender Marktsättigung, steigender Kundenorien-
tierung und starken Innovationswettbewerbs ist aber eine zielgerichtete wirtschaft-
lich ausgerichtete und Positionierung von neuartigen Werkstoﬀen in aussichtsreichen
Märkten nicht mehr länger entbehrlich. So sollte bereits frühzeitig überlegt werden,
welche Anwendungen für einen neuen Werkstoﬀ in Frage kommen und wie aussichts-
reich die Verwendung des Werkstoﬀes ist. Nur so kann gewährleistet werden, dass
sich langfristige Erfolge entlang der gesamten Wertschöpfungskette einstellen und
sämtliche Akteure von der Herstellung und der Verwendung eines neuen Werkstof-
fes profitieren. Hierfür ist nicht zuletzt eine monetäre Bewertung des kommerziellen
Potenzials eines Werkstoﬀes erforderlich, in deren Rahmen relevante Einflussfakto-
ren auf den Innovationserfolg identifiziert, der Nutzen einer potenziellen Anwendung
1 Schulze 2014, S. 12.
2 Vgl. Bandarian 2007, S. 74; Gerybadze, Gredel und Gresse 2011, S. 22.
3 Vgl. Eagar 1995, S. 43.
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eines Werkstoﬀes quantifiziert und der damit in Zusammenhang stehende Aufwand
ermittelt werden. Bislang existieren in der wissenschaftlichen Literatur jedoch na-
hezu keine Methoden, mit denen das kommerzielle Potenzial hinreichend betrachtet
werden konnte. Daher wurde im Rahmen der ESF-Nachwuchsforschergruppe „TranS-
Ver“ ein Konzept entwickelt4, um neuartige Werkstoﬀe einer frühzeitigen Beurteilung
ihres kommerziellen Potenzials unterziehen zu können, das gleichzeitig die Basis für
die vorliegende Dissertation darstellte, allerdings hinsichtlich der inhaltlichen Aus-
gestaltung und Umsetzung insbesondere bezüglich der genauen Durchführung der
Bewertung und Gestaltung von Werkstoﬀen und Anwendungen in Form von Pro-
dukten sowie bezüglich derer Herstellbarkeit und Verarbeitbarkeit – also hinsichtlich
der nötigen Prozesse – noch zu detaillieren war.
Charakteristisch für neuartige Werkstoﬀe ist, dass diese oftmals mit einer Reihe an
Prozessinnovationen in Verbindung stehen. D. h., um innovative Werkstoﬀe einset-
zen und mit diesen neuartige Bauteile und Produkte verwirklichen zu können, müs-
sen neue Prozessketten konzipiert und realisiert werden – hierbei kommen oftmals
bislang unerprobte Fertigungstechnologien zum Einsatz. Neuartige Werkstoﬀe und
die mit ihnen in Zusammenhang stehenden neuartigen Produkt- und Prozesstechno-
logien bedingen demgemäß veränderte Anforderungen an die Werkstoﬀherstellung
und -verarbeitung. Die Konzeption neuartiger Prozessketten dient dann dazu, diese
Anforderungen zu erfüllen und zugleich eine wirtschaftliche Ausführung der Ferti-
gungsprozesse zu erreichen.
Die frühzeitige Bewertung in Frage kommender Fertigungsprozesse zur Herstel-
lung und Verarbeitung der Werkstoﬀe ist daher essentiell für die wirtschaftliche
Gestaltung entlang der gesamten Wertschöpfungskette und die Entfaltung des kom-
merziellen Potenzials eines betreﬀenden Werkstoﬀes. Ob und wie eﬃzient neuartige
Werkstoﬀe erstellt und verarbeitet werden können, ist in hohem Maße entscheidend
dafür, ob diese später am Markt bestehen können. Denn nur solche Werkstoﬀe, bei
deren Verwendung sämtliche Akteure einer Supply Chain erfolgreich partizipieren
können, sind als langfristig erfolgversprechend zu erachten.5 Dabei ist nicht nur die
Frage nach der Höhe der mit den Prozessen in Verbindungen stehenden Kosten
entscheidend. Die Herstellungs- und Verarbeitungsprozesse sind auch von immen-
ser Bedeutung auch für die späteren Eigenschaften der Werkstoﬀe und nachgelagert
4 Vgl. Zönnchen und Götze 2014.
5 Vgl. Gerybadze, Gredel und Gresse 2011, S. 20.
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auch für die der Halbzeuge, Komponenten und Produkte. Aus diesem Grund ist es
nicht sinnvoll, sich einzig und allein auf die kostenoptimale Lösung zu fokussieren,
wichtig ist darüber hinaus auch, dass die Prozesskette Werkstoﬀe, Halbzeuge und
Produkte hervorbringt, die den Anforderungen den Kunden der beteiligten Unter-
nehmen in hohem Maße entsprechen, deren Bedürfnisse befriedigen und genügend
bzw. möglichst hohe Erlöse erzielen. Im Zentrum der Betrachtung sollte folglich
nicht zuletzt auch der durch Verwendung einer spezifischen Prozesskette erzielbare
(Kunden-)Nutzen stehen.
Ein weiteres Problem liegt darin, dass für die Herstellung und Verarbeitung neu-
er Werkstoﬀe oftmals mehrere Fertigungstechnologien denkbar sind. Welche Kosten
und welcher Nutzen mit diesen Prozessketten einhergeht, lässt sich allerdings zu ei-
nem frühen Zeitpunkt nur schwer prognostizieren. Das grundlegende Problem hierbei
ist, dass insbesondere innovative Prozessketten, die auf neuartigen, unvollständig er-
forschten Werkstoﬀen gründen, zumeist noch nicht vollständig definiert, beherrscht
und steuerbar sind6 und die für eine wirtschaftliche Betrachtung notwendigen Grö-
ßen daher meist noch gar nicht vorliegen. Das Problem der erschwerten Prognose
bezieht sich hierbei nicht nur auf technische Parameter der Prozesskette, sondern
auch auf wirtschaftliche Größen – wie etwa das Marktvolumen oder Anschaﬀungs-
preise von Anlagen – die kaum oder nur mit großem Aufwand vorhergesagt werden
können. Doch nicht nur die Prognose der Faktoren selbst, sondern auch die der un-
sicheren Umweltentwicklungen – wie etwa technologischer Fortschritt – spielt bei
der Vorhersage der Wirtschaftlichkeit eine erhebliche Rolle. Erschwerend wirkt in
diesem Zusammenhang noch die üblicherweise lange Dauer von werkstoﬀbezoge-
nen Innovationsprozessen. Einige Autoren führen hierzu sogar einen Zeitraum von
bis zu 20 Jahren an, bis manche Werkstoﬀe tatsächlich erfolgreich am Markt eta-
bliert werden.7 Umso wichtiger ist es allerdings, eine zielgerichtete Bewertung und
Gestaltung des Innovationsprozesses von Werkstoﬀen und den mit diesen in Ver-
bindung stehenden Prozessinnovationen vorzunehmen, damit die Entwicklung zum
gewünschten Erfolg führt. Es werden demnach geeignete Prognoseinstrumente be-
nötigt, um eine zuverlässige Aussage über die verursachten Kosten und den Nutzen
von werkstoﬃnduzierten Prozessketten treﬀen zu können sowie darüber hinaus Be-
wertungsmethoden, die eine Abbildung unsicherer Zukunftsereignisse zulassen.
6 Vgl. Großmann u. a. 2010, S. 954.
7 Vgl. Gerybadze, Gredel und Gresse 2011, S. 25.
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Durch den verstärkten Einsatz neuartiger Fertigungstechnologien zur Herstellung
komplexer, den Ansprüchen des Kunden genügender Produkte in Verbindung mit
der zunehmenden Fokussierung auf die Prozesse eines Unternehmens hat auch die
Bereitstellung von Methoden und Instrumenten zur Generierung und Bewertung
von Fertigungsprozessen in den vergangenen Jahren verstärkt Einzug in die wissen-
schaftliche Literatur gehalten. Dadurch existiert eine gewisse Vielzahl an Arbeiten
mit allerdings jeweils recht unterschiedlicher Ausrichtung. So wurden zwar insbeson-
dere in der ingenieurwissenschaftlichen Literatur einige Ansätze konzipiert, die in
unterschiedlichem Ausmaß auch eine wirtschaftliche Bewertung von Prozessketten
vorsehen —- der Fokus liegt aber überwiegend auf der technischen Ausgestaltung
sowie der Wahl technischer Parameter.8 Unterschiede bzgl. der Wirtschaftlichkeits-
betrachtung betreﬀen vor allem das Wesen der betrachteten Prozessketten, die Art
und die Tiefe der durchgeführten Bewertung sowie die Wahl der Zielgrößen. Jedoch
ist bisher allen existierenden Arbeiten gemein, dass insbesondere für die frühen Pha-
sen und somit schon während der Entwicklung von Prozessen noch kein fundiertes,
betriebswirtschaftliches Instrumentarium sowie ein praktikables Vorgehen bereitge-
stellt wird, um Prozessketten einer wirtschaftlichen Bewertung und Gestaltung zu
unterziehen. Das existierende Instrumentarium zur Bewertung von Prozessketten
kann somit noch nicht als ausgereift angesehen werden. Von betriebswirtschaftli-
cher Seite liegen kaum Untersuchungen vor, die einen ausreichenden Beitrag zur
Bewertung und Gestaltung von werkstoﬃnduzierten Prozessketten leisten können.9
Präziser formuliert, fehlt es in den bestehenden Untersuchungen oftmals an einem
systematischen und exakten Vorgehen zur Prognose relevanter Einflussgrößen, der
Bestimmung von relevanten Zielgrößen und der Bereitstellung von Methoden, um ei-
ne eﬃziente Gestaltung der Prozesse zu ermöglichen. Es wird folglich eine Methodik
benötigt, die eine frühzeitige und ganzheitliche Bewertung und Gestaltung der zur
Herstellung und Verarbeitung von Werkstoﬀen benötigten Prozessketten ermöglicht
und hierbei sowohl die Kosten als auch den Nutzen betrachtet.
8 Vgl. Götze, Zönnchen und Schönherr 2013, S. 375.
9 Vgl. ebd., S. 375.
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1.2 Zielsetzung und Forschungsfragen
Ausgehend von dem soeben formulierten Problem soll es das Ziel der Arbeit sein,
eine Methodik zu erarbeiten, mit welcher ihr Anwender in der Lage ist:
• gleichermaßen Kosten und Nutzen einer Prozesskette bzw. der mit ihr in Ver-
bindung stehenden Werkstoﬀe, Halbzeuge und Produkte zu betrachten,
• Methoden auszuwählen und anzuwenden, um frühzeitig die zur Bestimmung
von Kosten und Nutzen einer Prozesskette erforderlichen Einflussgrößen zu
prognostizieren,
• die Ziele, Alternativen und Einflussgrößen sinnvoll zu strukturieren und Wech-
selwirkungen zwischen diesen zu analysieren,
• die Bewertung sowie auch die Gestaltung von Prozessen zu ermöglichen und
somit auch Verbesserungspotenziale aufzudecken und geeignete Maßnahmen
abzuleiten,
• den Zusammenhang zwischen Kosten und Nutzen eines Prozesses und den sich
ergebenden Ein- und Auszahlungen entlang einer werkstoﬀbezogenen Supply
Chain herzustellen und
• sowohl sämtliche Erfolge der Akteure einer werkstoﬀbezogenen Supply Chain
ganzheitlich als auch die einzelner Akteure isoliert über den Lebenszyklus des
Werkstoﬀes und der werkstoﬃnduzierten Innovationen hinweg zu betrachten.
Es soll folglich eine Methodik entwickelt werden, die geeignete Modelle, Metho-
den und Instrumente bereitstellt, um die Prozessketten in dem genannten Kontext
frühzeitig einer Bewertung und Gestaltung zugänglich zu machen. Eine losgelöste
Betrachtung ohne Einbeziehung der relevanten Produkte ist hierbei natürlich nicht
möglich, da Werkstoﬀe und Produkte jeweilig Input- und/oder Outputfaktoren der
einzelnen Prozessketten darstellen. Zeitlich gesehen soll die Bewertung und Gestal-
tung von Prozessketten bereits während der Forschung und Entwicklung (FuE) er-
folgen und damit sowohl die strategische Produktplanung wie auch die (nachgela-
gerte) operative Prozessentwicklung – und hier im Speziellen die Fertigungsplanung
– unterstützen (siehe Abb. 1.1). Zur Fertigungsplanung wird beigetragen, indem
durch die Bewertung wesentliche Einflussgrößen auf das Bewertungsergebnis auf-
gedeckt und einer Gestaltung zugänglich gemacht werden. Dadurch werden sowohl
6 1 Einleitung
die Reihenfolge der Prozessausführung sowie auch die Prozessparameter wesentlich
beeinflusst. Die Besonderheit ist jedoch in dem vorliegenden Fall, dass nicht nur be-
stehende Prozesse in die Planung einbezogen werden, sondern auch neuartige, bislang
nicht etablierte. Auf strategischer Ebene wird zudem ein Mehrwert geschaﬀen beige-
tragen, indem durch die Bewertung der Prozesse eine Ermittlung des kommerziellen
Potenzials neuer Werkstoﬀe ermöglicht wird. Dadurch gelingt es, strategische Ent-
scheidungen bezüglich der Positionierung in bestimmten Märkten und zur weiteren
















































Von den Erfolgspotenzialen 



















Abbildung 1.1: Zyklen und Schritte der Produktentstehung11
10 Vgl. zum Produktentstehungsprozess Gausemeier u. a. 2006, S. 28 ﬀ.
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Im Zuge der Formulierung dieser anwendungsbezogenen Zielsetzung ergeben sich
mehrere Forschungsfragen, deren Beantwortung erforderlich ist, um am Ende eine
geeignete Methodik zu haben. Folgende Forschungsfragen stellen sich im Rahmen
der vorliegenden Arbeit:
1. Welche Ansätze existieren bereits zur Bewertung und Gestaltung werkstoﬃn-
duzierter Prozessketten und welche Aspekte/Elemente anderer Autoren sind
für die eigene Methodik nutzbar? Durch welche Schwächen sind dagegen vor-
handene Ansätze gekennzeichnet?
2. Welche Methoden und Instrumente existieren in der wissenschaftlichen Litera-
tur, um die Schwächen vorhandener Ansätze in geeigneter Weise zu kompen-
sieren? Genauer ist hier zu hinterfragen,
• welche Ansätze bestehen, die angewandt werden können, um eine Metho-
dik zur Prozesskettenbewertung systematisch zu strukturieren,
• welche Ansätze zur Ableitung von Zielgrößen für die Bewertung vorliegen,
• wie Prozessketten modelliert und visualisiert werden können,
• welche Ansätze herangezogen werden können, um die Ausprägungen von
Einflussgrößen zu prognostizieren,
• welche Ansätze zur Analyse und Systematisierung von Wechselwirkungen
existieren,
• mit welchen Methoden sich Kosten und Nutzen einer Prozesskette beur-
teilen und gestalten lassen und
• wie sich Kosten und Nutzen in Ein- und Auszahlungen transformieren
lassen.
3. Wie ist die Methodik zur Bewertung und Gestaltung werkstoﬃnduzierter Pro-
zessketten aufzubauen und wie ist diese, aufbauend auf den zuvor identifizier-
ten Ansätzen, auszugestalten?
Im anschließenden Kapitel soll nun geklärt werden, wie die Arbeit zu strukturieren
ist, damit die Forschungsfragen systematisch beantwortet werden können.
11 Quelle: modifiziert übernommen aus ebd., S. 29; Gausemeier, Echterfeld und Amshoﬀ 2016,
S. 15.
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1.3 Forschungsdesign und Aufbau der Arbeit
In der vorliegenden Arbeit steht primär die zukunftsorientierte Gestaltung kom-
plexer Systeme im Fokus, indem Bewertungs- und Gestaltungsrichtlinien für werk-
stoﬃnduzierte, fertigungstechnische Prozessketten erschaﬀen werden sollen, die je-
doch an individuelle Spezifikationen anzupassen sind. Die Vorgehensweise zur Er-
stellung einer Methodik für die genannten Zwecke soll sich an dem von Ulrich kon-
zipierten Forschungsprozess orientieren; siehe Abb. 1.2. Den einzelnen Phasen dieses
Prozesses sind daher in der Abb. 1.2 die betreﬀenden Kapitel mit ihren spezifischen
Bezeichnungen zugeordnet. Auf die konkrete wissenschaftliche Vorgehensweise ist
im Folgenden noch näher einzugehen.






3 Bestehende Ansätze zur Prozess- und 
Technologiekettenbewertung
2.4 Anforderungen und Anwendungsvoraus-
setzungen
3.5 Einbeziehung relevanter Ansätze





1 Erfassung und Typisierung praxisrelevanter 
Probleme
2 Erfassung und Interpretation problem-
relevanter Theorien + Hypothesen der 
empririschen Grundlagenwissenschaften
3 Erfassung und Spezifizierung problem-
relevanter Verfahren der Formalwissen-
schaften
4 Erfassung und Untersuchung des 
relevanten Anwendungszusammenhanges
5 Ableitung von Beurteilungskriterien, Gestal-
tungsregeln und -modellen
6 Prüfung der Modelle und Regeln im 
Anwendungszusammenhang
Abbildung 1.2: Forschungsprozess nach Ulrich und Zuordnung der Kapitel der Ar-
beit12
Innerhalb der einzelnen Phasen können verschiedene empirische und nicht-
empirische Forschungsmethoden zum Einsatz kommen.13 Zu nennen sind hierbei
12 Quelle: erstellt auf Basis von Ulrich 1981, S. 20.
13 Vgl. Surrey 2006, S. 29.
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terminologisch-deskriptive, empirisch-induktive sowie analytisch-deduktive Metho-
den.14 In Abb. 1.3 sind die einzelnen Arten der Forschungsmethoden inkl. zuge-
höriger Aktivitäten veranschaulicht. Gegliedert werden können diese Methoden au-
ßerdem in solche, die entweder dem Entdeckungs(Mit welchen Methoden werden
neue Erkenntnisse erlangt?)- oder dem Begründungszusammenhang (Mit welchen
Methoden lassen sich neue Erkenntnisse nachweisen?) der Forschung dienen.15
Art der Forschungsmethode Aktivität
terminologisch-deskriptiv (1) Definition von Begriffen
(2) Operationalisierung von Begriffen
(3) Deskriptive Studien
(4) Isolierung relevanter Dimensionen
(5) Typenbildung
empirisch-induktiv (6) Erkunden korrelationaler Beziehungen
(7) Hypothesenformulierung
(8) Empirische Realisierungsversuche
(9) Vorläufige Annahme des Modells als 
Theorie
analytisch-deduktiv (10) Modellkonstruktion
(11) Ableitung von Prognosen
(12) Transformation in situationsspezi-
fische Handlungsanweisungen
Abbildung 1.3: Arten von Forschungsmethoden und zugehörige Aktivitäten16
Das dieser Arbeit zugrunde liegende Problem ist – wie bereits benannt – das Feh-
len geeigneter Modelle und Methoden um werkstoﬃnduzierte, fertigungstechnische
Prozessketten in geeigneter Weise frühzeitig, im Rahmen ihrer Entwicklung, bewer-
ten und gestalten zu können. Dieses Problem wurde einschließlich der praktischen
Relevanz bereits im Vorfeld beschrieben. Die Problembeschreibung sowie die Ab-
leitung der Zielsetzung und Forschungsfragen sind demnach der ersten Stufe des
Forschungsprozesses zuzuordnen.
Für die Konzeption einer Methodik zur frühzeitigen Bewertung fertigungstechni-
scher Prozessketten sind im nächsten Schritt (Kapitel 2) zunächst die wesentlichen
Grundlagen der Arbeit zu schaﬀen. Hierzu zählt hauptsächlich die Klärung wesentli-
cher Terminologien, um ein einheitliches Begriﬀsverständnis zu schaﬀen (Phase 2 des
Forschungsprozesses). Dementsprechend wird hierbei in erster Linie terminologisch-
deskriptiv vorgegangen. Neben den prozessbezogenen Begriﬄichkeiten ist dabei auf
den Begriﬀ der Werkstoﬃnnovation sowie -technologie einschließlich der zugehöri-
14 Vgl. Hill, Fehlbaum und Ulrich 1974, S. 39.
15 Vgl. Chmielewicz 1979, S. 37.
16 Quelle: modifiziert übernommen von Hill, Fehlbaum und Ulrich 1974, S. 39.
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gen Terminologie einzugehen. Ferner sind zentrale Begriﬀe wie Bewertung, System,
kommerzielles Potenzials, Wirtschaftlichkeit sowie die Abgrenzung zwischen Model-
len, Methoden, Methodiken und die Bedeutung von Instrumenten von Relevanz.
Anschließend soll dann eine Einordnung des Untersuchungsgegenstandes gegeben
werden, um die Zusammenhänge der einzelnen Begriﬀe im Kontext der vorliegen-
den Arbeit aufzeigen und den Betrachtungsraum der Arbeit abstecken zu können.
Überdies sollen auch die wesentlichen Anforderungen an die Methodik schon in die-
sem Rahmen festgesetzt werden, um die bestehenden Ansätze zur Bewertung und
Gestaltung von Prozessketten in geeigneter Weise an diesen messen zu können und
Vor- und Nachteile der jeweiligen Ansätze auszumachen.
Bevor dann eine neuartige Methodik zur Bewertung von Prozessketten entwickelt
wird, erscheint es sinnvoll, bestehende Ansätze zu untersuchen (Kapitel 3). Die-
ser Schritt ist Phase 3 des oben dargestellten Forschungsprozesses zuzuordnen und
vollzieht sich ebenfalls hauptsächlich terminologisch-deskriptiv. Hierzu werden spe-
zifische Ansätze zur Bewertung von Prozess- und Technologieketten beschrieben, ty-
pologisiert und verglichen. Aus der Gegenüberstellung der spezifischen Bewertungs-
ansätze lassen sich sodann Defizite bisheriger Ansätze ableiten, aber auch geeignete
Ansatzpunkte festsetzen, die in die Methodik einfließen können.
In Kapitel 4 soll dann die Methodik zur entwicklungsbegleitenden Bewertung ferti-
gungstechnischer Prozessketten konzipiert werden. In diesem Kontext wird zunächst
die Gesamtmethodik überblicksartig dargestellt, bevor in den weiteren Unterkapi-
teln auf deren konkrete Ausgestaltung eingegangen wird. Hierzu werden jeweils ge-
eignete Methoden für die Ausgestaltung ausgewählt, falls erforderlich ausführlicher
beschrieben und dann konkret auf den Anwendungsbereich übertragen. Dieses Vor-
gehen kommt einem analytisch-deduktivem gleich. In einigen Schritten fließen aber
auch empirisch-induktive Vorgehensweisen ein, indem bspw. Hypothesen über kausa-
le Zusammenhänge zwischen Ziel- und Einflussgrößen aufgestellt werden. Ebenfalls
im vierten Kapitel soll anhand ausgewählter Beispiele die Umsetzung bzw. Anwend-
barkeit der Methodik demonstriert werden. Dies entspricht vor allem empirisch-
induktiven Vorgehensweisen.
Im Fazit (Kapitel 5) sollen abschließend die wesentlichen Erkenntnisse der Arbeit
zusammengefasst sowie ein Ausblick für weitere Forschungsarbeiten gegeben werden.
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2 Bezugsrahmen der Arbeit
Um ein einheitliches Verständnis für die Begriﬀe, die in der Arbeit von zentraler Be-
deutung sind, zu erlangen, sollen im folgenden Kapitel zunächst die grundlegenden
Definitionen erarbeitet werden. Darüber hinaus wird ein Überblick über allgemeine
Methoden der Bewertung und Gestaltung gegeben, die innerhalb bestehender Ansät-
ze sowie auch der zu konzeptionierenden Methodik zur Anwendung kommen. Ferner
werden im Anschluss die grundlegenden Anforderungen an die Methodik erarbeitet.
2.1 Werkstoﬀbezogene Grundlagen
2.1.1 Werkstoﬀ
Da innerhalb der Arbeit Prozessketten der Herstellung und Verarbeitung neuer
Werkstoﬀe im Mittelpunkt stehen, erscheint es sinnvoll, den Begriﬀ des Werkstoﬀes
eingehender zu betrachten. Festhalten lässt sich hierbei vorab, dass sich die Defi-
nitionen in der betriebswirtschaftlichen und in der ingenieurwissenschaftlichen Li-
teratur in ihrem Wesen stark unterscheiden. Doch auch in den Ansätzen aus dem
naturwissenschaftlich-technischen Bereich selbst gibt es erhebliche Unterschiede in
den Auﬀassungen des Begriﬀs, wenn überhaupt Definitionen getätigt werden.1
Bei Hornbogen et al. – als ein Beispiel eines Werks, in dem eine technisch
orientierte Definition erarbeitet wird – werden alle festen Stoﬀe als Werkstoﬀ ver-
standen, die für die Konstruktion geeignet und durch besondere physikalische bzw.
technische Eigenschaften geprägt sind. Diese werden auch als Gebrauchseigenschaf-
ten bezeichnet. Als weiteres Charakteristikum muss der Stoﬀ zudem gut verarbeitbar
sein, um als Werkstoﬀ gelten zu können.2
1 Vgl. Schneider 1992, S. 20; Klein 2001, S. 18, und als Beispiel für eine fehlende Begriﬀsdefinition
siehe Bergmann 2013, S. 16 ﬀ.
2 Vgl. Hornbogen, Eggeler und Werner 2008, S. 3 ﬀ.
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In der Betriebswirtschaft dagegen geht das Begriﬀsverständnis oftmals auf Gu-
tenberg zurück. Gemäß diesem werden alle Rohstoﬀe sowie Halb- und Fertigfa-
brikate als Werkstoﬀe verstanden, die als Ausgangsstoﬀe für die Herstellung von
Erzeugnissen dienen und dazu bestimmt sind, nach der Vornahme von Form- und
Substanzveränderungen und/oder ihrem Einsatz im Produktionsprozess Bestandtei-
le von Produkten zu werden. Dieser Formulierung ist allerdings nicht zu entnehmen,
ob folglich auch Halbzeuge, an denen keine Form- oder Substanzveränderungen vor-
genommen werden, sondern die nur verbaut werden, als Werkstoﬀe dienen.3 Im Rah-
men dieser Arbeit sollen solche Einsatzgüter als Werkstoﬀe verstanden werden, die
eine Form- oder Substanzveränderung erfahren oder aber nur im Produktionspro-
zess eingesetzt werden und zwar keiner Veränderung von Gestalt oder Beschaﬀenheit
unterliegen, aber maßgeblich über die erzielten Eigenschaften des Outputs mitbe-
stimmen. Dementsprechend gelten auch Halb- und Fertigfabrikate unter gewissen
Voraussetzungen als Werkstoﬀe.
Schneider unterscheidet zu diesem Zweck in „rohstoﬀnahe“ sowie „halbzeugnahe“
Werkstoﬀe4, je nachdem, in welcher Wertschöpfungsstufe sich ein betrachtetes Un-
ternehmen befindet. So kann bspw. Pech für ein Unternehmen, das Kohlenstoﬀfasern
herstellt, ein (rohstoﬀnaher) Werkstoﬀ sein, während der (halbzeugnahe) Werkstoﬀ
für das nachgelagerte Unternehmen, welches Carbongewebe herstellt, die Kohlen-
stoﬀfasern sind – und damit der Output der Produktion des vorgelagerten Unter-
nehmens. Allerdings kommt es auch stark auf die eingenommene Perspektive an,
um einen Werkstoﬀ auf diese Weise zu klassifizieren. Um im Beispiel zu bleiben:
Während die Kohlenstoﬀfasern für das herstellende Unternehmen ein Halbzeug dar-
stellen, können diese aus Sicht des Carbongewebe-Herstellers schon wieder als roh-
stoﬀnah erachtet werden. Geschlussfolgert werden kann daher, dass die Abgrenzung
im jeweiligen Fall der Auseinandersetzung mit werkstoﬃnduzierten Prozessketten
sauber vorzunehmen ist und – je nachdem, ob ein einzelnes Unternehmen einer Sup-
ply Chain oder die gesamte Kette betrachtet wird.
3 Vgl. Schneider 1992, S. 21; Gutenberg 1963, S. 94.
4 Vgl. Schneider 1992, S. 23.
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2.1.2 Innovation und Werkstoﬃnnovation
Da in der vorliegenden Arbeit vorrangig neuartige Werkstoﬀe sowie die mit ihnen
in Verbindung stehenden neuen Produkte und vor allen Dingen Prozesse betrachtet
werden sollen, ist es sinnvoll, sich auch mit dem Begriﬀ der Innovation auseinan-
derzusetzen. Ähnlich, wie bei dem vorausgehenden Begriﬀ der Werkstoﬀe sind auch
hierfür die Definitionen vielfältig.5
Den meisten Definitionen gemein ist, dass von Innovationen immer dann gespro-
chen werden kann, wenn etwas Neuartiges erlangt wird. Die Neuartigkeit bezieht
sich dabei oftmals auf neue Verfahren oder Produkte. Jedoch können auch neue Ab-
satzmärkte, Beschaﬀungsquellen oder organisatorische Neuerungen hierunter erfasst
werden.6 Auch hier sollen jedoch zunächst Produkt- und Prozessinnovationen im
Fokus stehen.
Unter Prozessinnovationen können „neuartige Faktorkombinationen, durch die die
Produktion eines bestimmten Gutes kostengünstiger, qualitativ hochwertiger, siche-
rer oder schneller erfolgen kann [verstanden werden]. Ziel dieser Innovationsart ist
die Steigerung der Eﬃzienz der Produktion7“. Entscheidend ist darüber hinaus auch
die tatsächliche erfolgreiche Implementierung im Fertigungsumfeld. Bei Produktin-
novationen kommt es demgemäß auch auf die erfolgreiche Verwertung am Markt an,
um von einer Innovation sprechen zu können.8 Liegt keine wirtschaftliche Verwer-
tung im oben genannten Sinne vor, kann lediglich von einer Invention gesprochen
werden – also einer Erfindung.9
Eine Innovation kann darüber hinaus dahingehend unterschieden werden, wie neu
etwas ist – diese Kategorisierung soll auch im weiteren Verlauf der Arbeit noch
einmal von Interesse sein. In diesem Zusammenhang wird in der Literatur oftmals die
Unterscheidung in radikale oder inkrementale Innovationen getätigt.10 Inkrementale
Innovationen sind hierbei als kleinere, schrittweise durchgeführte Verbesserungen an
bestehenden Produkte oder Prozessen zu werten, während radikale bahnbrechende
5 Siehe zu einer Übersicht über verschiedene Definitionen und deren Systematisierungsmöglich-
keiten Hauschildt u. a. 2016, S. 3–23; Weiber, Kollmann und Pohl 2006, S. 96–103.
6 Vgl. Schumpeter 1997, S. 101; Hauschildt u. a. 2016, S. 3 f., Pfeiﬀer 1980, S. 422; Allen 2003,
S. 9.
7 Hauschildt u. a. 2016, S. 6.
8 Vgl. Brockhoﬀ 2010, S. 36 ﬀ., Hauschildt u. a. 2016, S. 6; Pleschak und Sabisch 1996, S. 1;
Schneider 1992, S. 15.
9 Vgl. Brockhoﬀ 2010, S. 35 f. Pfeiﬀer 1980, S. 421; Bullinger 1994, S. 35.
10 Vgl. Hauschildt u. a. 2016, S. 13.
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Neuerungen darstellen.11 Die Innovation kann in dem Kontext entweder auf Basis
einer Neuentwicklung oder durch Adaption aus einem anderen Anwendungsgebiet
entstanden sein.12 Durch die Gegenüberstellung vom Neuheitsgrad der Technik von
Produkten und Prozessen mit dem der Anwendung bzw. des Absatzmarktes ergibt
















Bis es zur Verwertung eines Produktes bzw. dem Einsatz eines Prozesses in der Fer-
tigung kommt, werden üblicherweise mehrere Phasen durchlaufen. Insgesamt wird
diese Aneinanderreihung typischer Schritte als ein Innovationsprozess bezeichnet.
Von Brockhoff werden die Diﬀusion bzw. Realisierung eines Prozesses einschließ-
lich der vorgelagerten Phasen auch als Innovation im weiteren Sinne aufgefasst.14
Die Bezeichnung und die Menge der Phasen bzw. Aktivitäten können je nach Au-
tor divergieren.15 Wesentlichen Ausschlag für die Reihenfolge der durchzuführen-
den Aktivitäten geben die Innovationsauslöser. Geschieht der Innovationsanstoß aus
der Forschung heraus, kann von einem Technology Push gesprochen werden, geht
dem Innovationsprozess ein konkretes Bedürfnis der Kunden voraus, handelt es sich
dagegen um einen Market Pull.16 Mittlerweile sind einige Autoren jedoch zu der
Erkenntnis gelangt, dass die beiden Innovationsauslöser vielfach gar nicht völlig ent-
11 Vgl. Pleschak und Sabisch 1996, S. 3.
12 Vgl. Tintelnot 1999, S. 2; Pfeiﬀer 1980, S. 422 ﬀ., Schneider 1992, S. 15.
13 Quelle: leicht modifiziert übernommen von Pfeiﬀer 1980, S. 424.
14 Vgl. Brockhoﬀ 2010, S. 38.
15 Vgl. hierzu ebd., S. 38; Hauschildt u. a. 2016, S. 21 f., Tintelnot 1999, S. 9; Abele 2013, S. 5;
Pleschak und Sabisch 1996, S. 24; Allen 2003, S. 16; Specht, Beckmann und Amelingmeyer
2002, S. 13; Gerybadze 2004, S. 23 ﬀ. siehe zu einer Übersicht über verschiedene Phasenabläufe
auch Weiber, Kollmann und Pohl 2006, S. 102.
16 Vgl. Rothwell 1994, S. 8 ﬀ., Brockhoﬀ 2010, S. 44.
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koppelt vorzufinden sind, sondern oftmals Kundenbedürfnisse und Ergebnisse in der
Forschung zusammenspielen und durch eine gezielte Verknüpfung der Informatio-
nen aus Marktrecherche und F&E in eine Innovation münden. Rothwell bspw.
bezeichnet einen Innovationsprozess, in dem sowohl markt- als auch technologiebe-
zogene Informationen verarbeitet werden, als Coupling Modell of Innovation.17 Abb.
2.2 verdeutlicht dieses Zusammenspiel gut und gibt darüber hinaus einen Überblick
über die wesentlichen Aktivitäten bzw. Phasen des Innovationsprozesses – die ihrer-
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Abbildung 2.2: Coupling Model of Innovation18
Der Begriﬀ der Werkstoﬃnnovationen – welche dieser Arbeit hauptsächlich zugrun-
de liegen sollen – wird in der allgemeinen Literatur zum Innovationsmanagement de
facto nie aufgeführt.19 Schneider äußert diesbezüglich die Vermutung, dass dies
darauf zurückzuführen sei, dass Werkstoﬃnnovationen oftmals als Produktinnova-
tionen angesehen werden, da diese Teil des betrieblichen Outputs werden. Wird
diese Kategorisierung von Werkstoﬀen als Produkte so vorgenommen, so sollte al-
lerdings betont werden, dass Werkstoﬃnnovationen sich definitiv als Sonderform der
Produktinnovation auszeichnen, da sie mit einer Reihe an weiteren Innovationen in
direkter Verbindung stehen und für sich allein genommen keinen wirtschaftlichen
Erfolg generieren können.20 Besser ist es jedoch, da neue Werkstoﬀe als „Enabler“
für neue Produkte und Verfahren verstanden werden können, Werkstoﬃnnovationen
17 Vgl. Rothwell 1994, S. 8 ﬀ.
18 Quelle: modifiziert übernommen von ebd., S. 10.
19 Vgl. Schneider 1992, S. 24.
20 Vgl. ebd., S. 24.
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als separate Innovationsform zu führen.21
Schneider definiert eine Werkstoﬃnnovation i. e. S. wie folgt: „Eine Werk-
stoﬃnnovation liegt dann vor, wenn aus der Sicht eines Unternehmens an denjeni-
gen Komponenten des materiellen Inputs, die nach Vornahme von Form- und/der
substanzveränderungen Bestandteile des marktfähigen betrieblichen Outputs wer-
den, Änderungen auftreten.“22 Anders ausgedrückt, kann erst dann von einer Werk-
stoﬃnnovation gesprochen werden, „wenn durch F&E-Aktivitäten ein neues Material
hergestellt, in ein marktfähiges Produkt oder einen Prozess integriert und kommer-
zialisiert wird“23. Das übergeordnete Ziel des Innovationsprozesses besteht demnach
darin, eine erfolgreiche Kommerzialisierung des Werkstoﬀes in Produkten und Pro-
zessen zu bewirken. Eine Besonderheit von Werkstoﬃnnovationen ist, dass diese
oftmals dadurch gekennzeichnet sind, dass sie eher inkrementalen Charakter auf-
weisen und somit keine bahnbrechenden Neuerungen darstellen.24 Durch innovative
Werkstoﬀe können aber gleichwohl bestehende wie auch neuartige Anwendungsfelder
erschlossen werden.25
Wie aus den Definitionen ersichtlich wird, und auch schon im Vorfeld angedeutet
wurde, können Werkstoﬃnnovationen allerdings nie für sich allein stehen, sondern
sind immer an entsprechende Erzeugnisse gekoppelt, in welche sie eingehen. Für die
Herstellung von Werkstoﬀen und deren Verarbeitung in Halbzeugen und Produk-
ten sind darüber oftmals neue Prozesse erforderlich, sodass neue Werkstoﬀe eine
Reihe an weiteren Innovationen nach sich ziehen müssen, um als System betrachtet
einen Erfolg für die beteiligten Akteure zu generieren. Für die mit Werkstoﬃn-
novationen in Verbindung stehenden weiteren Innovationen sind in der Literatur
unterschiedliche Begriﬀe zu finden. Schneider bezeichnet solche Innovationen, die
erforderlich sind, um eine Herstellung, Verarbeitung und Nutzung der Werkstoﬀe
zu ermöglichen, als „Komplementärinnovationen“. Davon unterscheidet er darüber
hinaus noch solche neuen Problemlösungen in Form neuer Produkte und Prozesse,
die sowohl auf Werkstoﬀ- sowie auch auf Komplementärinnovationen basieren und
21 Vgl. Klein 2001, S. 22; Gerybadze, Gredel und Gresse 2011, S. 18.
22 Schneider 1992, S. 25.
23 Gerybadze, Gredel und Gresse 2011, S. 19.
24 Vgl. Schneider 1992, S. 27; Eagar 1998, S. 5; Eagar 1995, S. 45; Musso 2005, S. 15; Gerybadze,
Gredel und Gresse 2011, S. 26.
25 Vgl. Schneider 1992, S. 27; Gausemeier u. a. 2006, S. 361.
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bezeichnet diese als „werkstoﬃnduzierte Innovationen“.26 Diese Unterteilung kann
jedoch nach Ansicht der Autorin nicht trennscharf vorgenommen werden, weshalb
an dieser Stelle alle Innovationen, die auf der Werkstoﬃnnovation i. e. S. gründen
und ausschlaggebend für die erfolgreiche Verwertung sind, hier als „werkstoﬃn-
duzierte Innovationen“ bezeichnet werden. Werkstoﬀe, Produkte und Prozesse
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Abbildung 2.3: Zusammenhang zwischen Werkstoﬀ-, Produkt- und Prozessinnova-
tionen27
Werkstoﬃnduzierte Innovationen umfassen somit alle innovativen Produkte – in
Form von Rohstoﬀen und Halb- und Fertigerzeugnissen – sowie Prozesse, die mit
der Herstellung und Verarbeitung von neuartigen Werkstoﬀen verbunden sind. Sämt-
liche Innovationen, bestehend aus Werkstoﬃnnovationen i. e. S. sowie sowie den
verbunden werkstoﬃnduzierten Produkt- und Prozessinnovation, können ferner als
werkstoﬃnduziertes Innovationssystem aufgefasst werden.
Um dieses komplexe Konstrukt, bestehend aus jeweils spezifischen Innovationspro-
zessen der Akteure, welche ihrerseits voneinander abhängig sind, ganzheitlich zu
steuern, bedarf es wiederum eines ganzheitlichen Innovationsprozesses für Werkstof-
fe, der in generischer Form Abb. 2.4 zu entnehmen ist.
26 Vgl. Schneider 1992, S. 40 f.
27 Quelle: eigene Abbildung



















Abbildung 2.4: Generischer Innovationsprozess für werkstoﬀorientierte Innovatio-
nen28
Um werkstoﬃnduzierte Prozessketten zu bewerten und zu gestalten, bedarf es da-
mit auch einer umfassenden Betrachtung des gesamten Systems sämtlicher werk-
stoﬀorientierten Innovationen bzw. der zugehörigen Akteure. Denn nur vor dem
Hintergrund der zu fertigenden Werkstoﬀe, Komponenten, Halbzeuge und Produkte
ist eine Betrachtung werkstoﬃnduzierter Prozesse überhaupt denkbar.
2.1.3 Technologie und Werkstoﬀtechnologie
Eng verbunden mit dem Begriﬀ der Innovation ist jener der Technologie. Daher – und
um der Frage nachzugehen, inwiefern Werkstoﬀe und vor allem auch Prozesse, die
in der Arbeit ja vordergründig betrachtet werden, mit Technologien in Verbindung
stehen – soll nachfolgend näher auf Technologie eingegangen werden.
In der einschlägigen Literatur werden Technologien oftmals als ziel- und anwen-
dungsbezogene Aussagen über naturwissenschaftlich-technische Ziel-Mittel-Zusam-
menhänge bezeichnet. Demgemäß basieren sie auf allgemeinen Aussagen über Ur-
sache-Wirkungs-Beziehungen.29 Technologie gründet daher also auf ihr zugrunde
liegendem problemlösungsbezogenen technischen Wissen bzw. Know-how (inputori-
entierte Sichtweise). Zum Teil wird allerdings auch die konkrete Anwendung des
Wissens als Technologie bezeichnet (outputorientierte Sichtweise) und schließt da-
mit auch die Umsetzung des Wissens in konkreten Lösungen ein. Die Mehrheit der
Autoren nimmt jedoch die inputorientierte Sichtweise ein, welcher auch hier gefolgt
werden soll.30 „Technologien repräsentieren damit die spezifische Wissensgrundlage
für potentielle Produkte und Verfahren.“31 Unterschieden wird demgemäß in den
28 Quelle: leicht modifiziert von Gerybadze, Gredel und Gresse 2011, S. 21.
29 Vgl. Peiﬀer 1992, S. 35; Brockhoﬀ 2010, S. 27; Bullinger 1994, S. 32; Kröll 2007, S. 23; Gerpott
2005, S. 17.
30 Vgl. Peiﬀer 1992, S. 35; Schuh u. a. 2011a, S. 33 f., Kröll 2007, S. 24.
31 Peiﬀer 1992, S. 36.
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meisten Fällen auch in Produkt- und Prozesstechnologien – je nachdem wofür diese
Technologie die Grundlage bilden. Davon abgegrenzt wird – zumindest im deutsch-
sprachigen Raum32 – der Begriﬀ der Technik, der dann das materielle Ergebnis der
Probemlösungsprozesse in Produkten und Prozessen darstellt und somit die Folge
der zugrunde liegenden Technologie ist.33
Eine neuartige Technologie ist demnach auch die Voraussetzung für die techni-
sche Umsetzung von neuen Produkten und Prozessen, die dann eine Verwertung
erfahren können.34 Dadurch sind neue Technologien eng mit Produkt- und Prozes-
sinnovationen verbunden. Dient eine neue Technologie als Basis für die Herstellung
neuer Produkte bzw. als Ausgangspunkt für neue Verfahren/Prozesse, so wird des-
halb bei manchen Autoren von einer technologischen Innovation gesprochen.35 Aus
Sicht des Verfassers ist diese Bezeichnung aber nicht treﬀend, da das bloße Vorlie-
gen einer Technologie keine wirtschaftliche Verwertung – mit Ausnahme vielleicht
beim Technologieverkauf (z. B. Lizenzvergabe) – nach sich ziehen kann, sondern
diese erst durch die Verwendung einer Lösung in neuen Produkten und Prozessen
geschieht. Fest steht unabhängig davon jedoch, dass Technologien ausschlaggebend
für die Wettbewerbsfähigkeit und die langfristige Erzielung von Gewinnen sind. Erst
durch den Einsatz neuer Technologien in Produkten und Prozessen wird eine Leis-
tungssteigerung erzielt, die sich positiv auf den Unternehmenserfolg auswirkt.36
Bisher wurden Technologien lediglich im Zusammenhang mit der Wissensgrundlage
für Produkt- und Prozessinnovationen thematisiert. Doch ist fraglich, ob auch Werk-
stoﬀe gemäß der getätigten Technologiedefinition überhaupt eine Technologie sein
können. Dies ist der Literatur nicht eindeutig zu entnehmen. Bei einigen Autoren
werden Werkstoﬀe nebst Produkt- und Prozesstechnologien als separate Technolo-
gieform geführt37 So verstehen Ruge und Wohlfahrt unter Werkstoﬀtechnologie
„die Lehre von der Erzeugung der Werkstoﬀe und ihrer Verarbeitung zu Halb- und
32 Im englischsprachigen Raum wird dahingehend nicht unterschieden. Dort wird einheitlich der
Begriﬀ „technology“ verwendet. Vgl. hierzu Kröll 2007, S. 25; Pelzer 1999, S. 8 f., Gerpott 2005,
S. 18.
33 Vgl. Schöning 2006, S. 8; Kröll 2007, S. 24; Schuh u. a. 2011a, S. 33; Zotter 2007, S. 26 f.,
Gerpott 2005, S. 18; Specht, Beckmann und Amelingmeyer 2002, S. 12 f., Peiﬀer 1992, S. 36 f.
34 Vgl. Gerpott 2005, S. 18; Zahn 1995, S. 11.
35 siehe z. B. bei Weiber, Kollmann und Pohl 2006, S. 83–206.
36 Vgl. ebd., S. 106.
37 Vgl. Schöning 2006, S. 12; Schuh u. a. 2011a, S. 35; Spur 1998, S. 100; Kröll 2007, S. 30;
Gausemeier u. a. 2006, S. 360; Burgstahler 1997, S. 27; Park und Park 2004, S. 387 ﬀ.
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Fertigprodukten“38. Es geht hier also lediglich um das Know-how, das mit der Er-
stellung und Verarbeitung von Werkstoﬀen verbunden ist – Werkstoﬀtechnologien
entsprechen somit im Ergebnis Prozesstechnologien und wären maximal als deren
Sonderform zu führen. Nach der Ansicht des Autors ist diese Auﬀassung aber nicht
korrekt, da auch neue Produkttechnologien für die Entwicklung bzw. Gestaltung der
Werkstoﬀe und der nachgelagerten Halbzeuge und Produkte benötigt werden und
nicht nur Technologien für die Prozesse zur Herstellung und Verarbeitung. Denn
entscheidend ist doch bspw. auch die Frage, welche Eigenschaften der Werkstof-
fe welche Funktionen in späteren Komponenten und Produkten bewirken – also
die Fokussierung auf produktbezogene Ursache-Wirkungs-Beziehungen. EineWerk-
stoﬀtechnologie bildet damit die Voraussetzung bzw. das lösungsorientierte Wis-
sen, um neuartige Werkstoﬀe und nachgelagerte Erzeugnisse in eﬃzienter Weise zu
entwickeln bzw. zu gestalten und durch (neue) Prozesse zu produzieren und weiter-
zuverarbeiten. Insoweit bilden Werkstoﬀtechnologien dann auch eine Schnittmenge
zwischen Produkt- und Prozesstechnologien, da sie Merkmale beider Kategorien auf-
weisen. Gemäß Peiffer wird das materielle Ergebnis dieser Werkstoﬀtechnologien




Wie im vorherigen Abschnitt bereits herausgearbeitet, gehen mit neuartigen Werk-
stoﬀen oftmals neue Prozesse der Herstellung und Verarbeitung von Werkstoﬀen
einher. Daher sollen im Weiteren auch die prozessbezogenen Grundlagen für die Be-
wertung und Gestaltung von Fertigungsprozessen erarbeitet werden. Zu beginnen ist
dazu mit dem Begriﬀ des Prozesses. Für Prozesse finden sich in der Literatur zahlrei-
che Definitionen, die sich inhaltlich mehr oder weniger unterscheiden – insbesondere
in Abhängigkeit davon, in welchem Kontext sie verwendet werden.40 Grund dafür
ist, dass der Begriﬀ des Prozesses in zahlreichen Wissenschaftsgebieten Anwendung
38 Ruge und Wohlfahrt 2007, S. 1; siehe dazu auch Spur 1998, S. 88.
39 Vgl. Peiﬀer 1992, S. 36.
40 Vgl. Hirzel 2008, S. 26; Volck 1997, S. 21.
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findet und dabei jeweils eine spezifische Bedeutung zugesprochen bekommt. Juristen
beispielsweise verstehen unter einem Prozess üblicherweise ein Rechtsverfahren. In
den Naturwissenschaften werden hingegen biologische, chemische und physikalische
Prozesse unterschieden. Aber auch innerhalb der Wirtschaftswissenschaften stehen
sich ähnliche, aber doch verschiedenartige Definitionen gegenüber.41 Folgende Ei-
genschaften lassen sich allerdings auf Basis der bestehenden Literatur für Prozesse
des hier vorliegenden Untersuchungsbereiches festhalten:
• Unter einem Prozess wird die Transformation eines Input (Eingaben) in einen
Output (Ergebnisse) verstanden.42
• Die Zustandsänderung kann sich einerseits auf Elemente des zugrunde liegen-
den Systems und andererseits auch auf die des Umsystems beziehen.43
• Transformiert werden Materialien bzw. Materie, Energie oder Informationen.
Genauer werden diese umgeformt, gespeichert, geprüft oder transportiert.44
Als Input gelten des Weiteren solche Eingaben, die auf den Prozess einwirken,
ohne von ihm selbst beeinflusst zu werden. 45
• Das Ergebnis eines Prozesses ist ein Output, welcher aus materiellen, imma-
teriellen oder kombinierten Bestandteilen bestehen kann.46
• Prozesse lassen sich ferner als Zeit beanspruchende und zeitlich abgegrenzte
sowie inhaltliche und sachlogische Folge von Funktionen bzw. Vorgängen be-
schreiben, die zur Erzeugung eines Objektes mit spezifiziertem Endzustand
nötig sind.47
• Kein Prozess ist als völlig unabhängig von anderen Prozessen zu sehen. Jeder
Prozess kann Start- oder Endpunkt anderer Prozesse sein 48, die Vorgänge
stehen also in Wechselbeziehungen zueinander49.
41 Vgl. Derszteler 1999, S. 39 f.
42 Vgl. Hielscher 2008, S. 5; DIN 2005b, S. 8 und 23; Volck 1997, S. 23; Derszteler 1999, S. 40;
Finkeissen 1999, S. 17; DIN 1995, S. 1 ﬀ.
43 Vgl. Hielscher 2008, S. 5.
44 Vgl. ebd., S. 5; Derszteler 1999, S. 40; Finkeissen 1999, S. 17; Pielok 1995, S. 43; DIN 1994,
S. 1 ﬀ.
45 Vgl. Hielscher 2008, S. 5.
46 Vgl. ebd., S. 5, sowie Wagner und Käfer 2010, S. 5.
47 Vgl. Bogaschewsky und Rollberg 1998, S. 185; Becker 2008, S. 7; Wagner und Käfer 2010, S. 5;
Volck 1997, S. 23; Derszteler 1999, S. 40; Gaitanides 1983, S. 65.
48 Vgl. Becker 2008, S. 8.
49 Vgl. Hielscher 2008, S. 119.
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• Mit jedem Prozess werden sachliche und formale Ziele verfolgt. Zudem wird
der Prozess durch wesentliche Einflussgrößen determiniert.50
Zusammenfassend soll ein Prozess hier als eine zeitlich definierte und sachlogi-
sche Folge von Vorgängen verstanden werden, mittels derer unter Verwendung von
materiellen oder immateriellen Ressourcen (Input) durch eine Transformation (bzw.
Zustandsänderung) ëin Objekt mit spezifischen Eigenschaften (Output) erzeugt wer-
den soll. Bei diesem kann es sich ebenfalls um ein physisches oder ein immaterielles
Objekt handeln; die insgesamt im Rahmen des Prozesses zu erfüllende Aufgabe
(Transformation) kann die Umformung, der Transport, die Prüfung und die Spei-
cherung der Eingaben sein.51 Zur Veranschaulichung der Zusammenhänge sind die
wesentliche Elemente eines Prozesses in Abb. 2.5 dargestellt.
Transformation










Abbildung 2.5: Wesentliche Elemente eines Prozesses52
Weiter können – je nach Untersuchungsgegenstand – verschiedene Prozesstypen dif-
ferenziert werden.53 Die Prozessbegriﬀe werden in diesen Werken immer einheitlich
verwendet, exakt abgegrenzt und/oder zum Teil sogar gleichgesetzt.54 Abgegrenzt
vom allgemeinen Prozess wird allerdings häufig derGeschäftsprozess, welcher vor-
aussetzt, dass die ablaufenden Vorgänge dem Betriebszweck dienen und einen Wert
für einen (externen) Kunden schaﬀen.55
50 Vgl. Derszteler 1999, S. 40; Hielscher 2008, S. 5.
51 Vgl. Götze, Zönnchen und Schönherr 2013, S. 377. Vgl. daneben auch Schuh u. a. 2011b, S. 363;
Becker 2008, S. 7; DIN 2005b, S. 8 und 23; Pielok 1995, S. 43; Volck 1997, S. 23.
52 Quelle: eigene Darstellung
53 Zu einem Überblick über mögliche Prozesstypen siehe Bogaschewsky und Rollberg 1998,
S. 186 ﬀ., Derszteler 1999, S. 41, und Schuh u. a. 2011b, S. 362 ﬀ.
54 Vgl. Derszteler 1999, S. 41.
55 Vgl. Bogaschewsky und Rollberg 1998, S. 188; Nordsieck 1961, S. 10 f. Derszteler 1999, S. 41 f.
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In der vorliegenden Arbeit sollen vorwiegend Produktionsprozesse relevant sein.
Charakteristisch für solche Prozesse ist, dass materielle Wandlungsprozesse erfolgen,
durch die ein Material in einen Fertigzustand – dies kann auch ein Halbfabrikat sein
– transformiert wird. Produktionsprozesse lassen sich dann noch unterscheiden in
Prozesse der Urproduktion, bei denen der Mensch Produktionsmaterial dem Na-
turvorkommen der Erde entnimmt, sowie verfahrens- und fertigungstechnische Pro-
zesse. Bei verfahrenstechnischen Prozessen geht es primär um die Erstellung von
Werkstoﬀen, während fertigungstechnische Prozesse die Überführung der Werkstof-
fe in Bauteile und Produkte zum Ziel haben.56 In dieser Arbeit sollen anknüpfend
an diese Trennung v. a. verfahrens- und fertigungstechnische Prozesse relevant sein,
wobei diese im Folgenden vereinfachend nur noch unter dem Begriﬀ der fertigungs-
technischen Prozesse gefasst werden sollen – vor allem auch, weil die Abgrenzung
nicht immer einwandfrei möglich ist. Im Fokus steht demnach die Transformation
physischer Objekte, bei der unter Einsatz von spezifischen Ressourcen (materiel-
le) Werkstoﬀe, Halbzeuge oder Produkte als Output erbracht werden.57 Da solche
Prozesse in der Regel direkt wertschöpfend sind, können sie zugleich auch als Ge-
schäftsprozesse aufgefasst werden.
2.2.2 Prozesskette
Wie bereits im vorherigen Teilkapitel 2.2.1 erwähnt, können Prozesse häufig nicht
isoliert voneinander betrachtet werden. So stellt der Output eines Prozesses zumeist
den Input eines sich anschließenden Prozesses dar. Insgesamt liegt oft eine sequenziel-
le Aneinanderreihung von einzelnen Prozessen vor, die als Prozesskette bezeichnet
werden kann.58 Doch auch der Begriﬀ der Prozesskette wird unterschiedlich defi-
niert.59 Schäfer etwa hat fünf verschiedene Bereiche identifiziert, in welchen der
Begriﬀ der Prozesskette unterschiedlich aufgefasst wird60:
• Im Rahmen der Betriebsorganisation stellt die Prozesskette auf die ganzheit-
liche Betrachtung des Produktlebenszykluses ab. Es wird also auf die Ver-
56 Vgl. Wengler 1995, S. 17.
57 Vgl. Schuh u. a. 2011b, S. 363 ﬀ.
58 Vgl. Götze, Zönnchen und Schönherr 2013, S. 377. Vgl. daneben auch Götze u. a. 2011, S. 648;
Becker 2008, S. 8; Willms 2008, S. 7; Schneider 1999, S. 8; Schmitt, Avemann und Groche 2011,
S. 111; Nicolai 2011, S. 665 f.
59 Vgl. Caesar 2002, S. 195; Willms 2008, S. 7; Brandes 2008, S. 43; Hielscher 2008, S. 6.
60 Vgl. ebd., S. 6; Schäfer 2003, S. 3.
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kettung der Phasen von der Produktidee über die Realisierung bis hin zur
Entsorgung/Recycling eines Produktes abgestellt.61
• In der Produktgestaltung hingegen wird die Verkettung der Gestaltungsphasen
und Toleranzen als Prozesskette bezeichnet.62
• In der Logistik wird der Begriﬀ der Prozesskette für eine Kette aus
Handhabungs-, Transport- und Lagerprozessen verwendet.63
• In der Daten- und Informationsverarbeitung wird der Begriﬀ der Prozesskette
im Zusammenhang mit einer durchgängigen Verwendung einheitlicher Pro-
duktdaten vom Produktdesign über die Fertigungsvorbereitung bis hin zur
Qualitätssicherung benutzt.64
• In der Fertigungstechnik schließlich wird mit dem Begriﬀ Prozesskette eine Fol-
ge von Fertigungs- bzw. Produktionsprozessen erfasst, welche der Herstellung
eines Bauteils dienen.65
Gemein ist allen Begriﬀsverständnissen jedoch – wie bereits oben angedeutet – dass
stets ein verketteter Ablauf einzelner Prozesse vorliegt. Eine Prozesskette kann da-
mit als System interpretiert werden. Ein System kann allgemein als ein aus mehreren
Teilen – genauer Elementen, zwischen denen Abhängigkeiten bestehen – zusammen-
gesetztes Ganzes verstanden werden. Derartige Beziehungen werden als Systemre-
lationen aufgefasst, die sowohl Ordnungsbeziehungen als auch Wechselwirkungszu-
sammenhänge sein können.66 Wird eine Prozesskette als System aufgefasst, so kann
konstatiert werden, dass bei diesem ein allen Subsystemen (Prozessen) gemeinsa-
mes Systemelement (Werkstück) von einem Anfangszustand in einen Endzustand
61 Vgl. Klocke 1996, S. 289; Wengler 1995; Jeschke 1997, S. 17 ﬀ., Eversheim und Moron 1997,
S. 100; Spath und Barrho 1999, S. 517; Christoﬀel, K. et al. 1996, S. 4–5; Klocke, Bergs und
Knodt 2000, S. 19 f.
62 Vgl. Feldmann und Jörgensen 1995, S. 111; Holland 1994, S. 102 ﬀ.
63 Vgl. Baumgarten und Wiegand 1996, S. 53; VDI 2001, S. 23; Kuhn 1995, S. 16; Kuhn und
Wiendahl 2008, S. 215 ﬀ., Hessenberger und Bruns 1997, S. 13 f.
64 Vgl. Anderson 1999, S. 115; Fischer 1995, S. 64; Munk 1999, S. 30; Chen und Scheer 1994, S. 3;
Krzepinski 1993, S. 92; VDI 2003, S. 35.
65 Vgl. Aurich, Siener und Hielscher 2006, S. 66; Hielscher 2008, S. 7; Warnecke u. a. 1999, S. 1;
Trommer 2001, S. 32; Fallböhmer 2000, S. 14; Molitor 1995, S. 16; Klocke u. a. 1999b, S. 58;
Kaschka 1999, S. 34; Enge 2007, S. 6; Larek 2012, S. 19; Rütthard 2001, S. 10; Christoﬀel, K.
et al. 1996, S. 4–5; Caesar 2002, S. 195.
66 Vgl. Krallmann, Bobrik und Levina 2013, S. 42 f.
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überführt wird.67 Genauer heißt das, dass ein Objekt über alle der Prozesskette
zugehörigen Prozesse hinweg in einen Zustand mit den geforderten Eigenschaften
transformiert wird. Dadurch ergeben sich Abhängigkeiten zwischen den einzelnen
Prozessen – der Output des vorherigen Prozesses ergibt den Input für den nach-
folgenden Prozess. Der Prozesszustand ist deshalb zeitlich unmittelbar an den vor-
ausgehenden Prozess gekoppelt, sodass jeder Output die Anfangsbedingung für den
Folgeprozess darstellt.68 Charakteristisch ist daher für Prozessketten, dass die in ihr
enthaltenen Prozesse in einem zeitlichen, inhaltlichen und sachlich-logischen Zusam-
menhang stehen.
In dieser Arbeit soll sich – wie bereits in Teilkapitel 2.2.1 erwähnt – hauptsächlich
mit Produktionsprozessen auseinandergesetzt werden, weshalb im Folgenden näher
auf den Begriﬀ der fertigungstechnischen Prozesskette eingegangen werden soll.
2.2.3 Fertigungstechnische Prozesskette
Als die Aufgabe einer fertigungstechnischen Prozesskette wird von den meisten
Autoren eine Zustandsänderung eines gemeinsamen Systemelements (eines spezifi-
schen Bauteils oder Produktes) und damit die Abfolge der Bearbeitungsprozesse
verstanden, die zur Herstellung eines Bauteils/Produktes erforderlich sind.69 Cae-
sar geht noch ein Stück weiter und fasst unter der fertigungstechnischen Prozess-
kette die Wertschöpfungskette eines Produktes von der Entwicklung über die Ar-
beitsvorbereitung bis hin zur Produkterstellung.70 Im Rahmen dieser Arbeit sollen
zu fertigungstechnischen Prozessketten in einem engeren Verständnis lediglich die
Bearbeitungsprozesse zur Herstellung des Produktes zählen. Dessen ungeachtet ist
auch die Entwicklung des fertigungstechnischen Prozesses bei einer ganzheitlichen
Wirtschaftlichkeitsbetrachtung nicht zu vernachlässigen.
67 Vgl. Hielscher 2008, S. 6 f., Willms 2008, S. 7; VDI 1979, S. 25; Schäfer 2003, S. 3; Pielok 1995,
S. 41; Christoﬀel, K. et al. 1996, S. 4–5; Fischer 1995, S. 64.
68 Hielscher 2008, S. 7.
69 Vgl. Klocke 1996, S. 289; Kaschka 1999, S. 34; Enge 2007, S. 6; Hielscher 2008, S. 7.
70 Vgl. Caesar 2002, S. 195.
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Als fertigungstechnische Prozessketten sollen hier Prozessketten der Fertigungs-
und Verfahrenstechnik bezeichnet werden.71 Gemäß Schäfer besteht eine ferti-
gungstechnische Prozesskette „aus mehreren Prozessen, die als Gesamtstruktur einer
Zustandsänderung infolge der Wirkung verschiedener Prozesse miteinander verbun-
den sind. Die Zustandsänderung bezieht sich auf Stoﬀ und Randzone, Gestalt und
Oberflächen, Ort und Zeit, Technologie und Umgebungsbedingungen sowie weitere
Zustandsmerkmale. [...] Die fertigungstechnische Prozesskette wird durch Anfangs-,
Zwischen- und Endzustände beschrieben. Sie kann die Rohstoﬀherstellung umfas-
sen, weiterhin (auch) Handhabungs- und Montageprozesse. Die fertigungstechni-
sche Prozesskette beinhaltet somit sowohl alle werkstoﬀverarbeitenden Hauptpro-
zesse, welche die Beschaﬀenheit des Werkstücks beeinflussen oder verändern, als
auch deren Nebenprozesse.“72 In die jeweiligen Prozesse eingehen und aus diesen
hervorgehen können sowohl Materialien als auch Informationen und Energieflüsse.
Die Verbindung der einzelnen Prozesse erfolgt über direkte und indirekte Schnitt-
stellen. Indirekte Schnittstellen sind dadurch gekennzeichnet, dass Parameter des
Werkstückes über mehrere Prozesse und Zwischenzustände hinweg in Beziehung zu
vorgelagerten oder nachfolgenden Prozessen und Werkstückzuständen stehen. Da-
mit in Verbindung steht, dass Prozessketten einer Vielzahl an Einflussgrößen und
damit einer hohen Sensitivität unterliegen. Geringe Schwankungen solcher Größen
können zu nicht vorhersehbaren Fehlern führen. Dies ist auf die prozessübergreifen-
den Wirkungen der Größen, die über mehrere Prozesse mit weiteren Parametern
hinweg vernetzt sein können, zurückzuführen.73 Dieser Definition soll sich hier in
vollem Umfang angeschlossen werden. Ist im Folgenden nur von Prozesskette die
Rede, so ist stets die fertigungstechnische Prozesskette gemeint.74 Eine generische
fertigungstechnische Prozesskette ist in 2.6 dargestellt.
71 Vgl. Hielscher 2008, S. 7.
72 Schäfer 2003, S. 3 f.
73 Vgl. ebd., S. 4; Brandes 2008, S. 44; Hielscher 2008, S. 7 f.
74 Zu einer umfassenden Übersicht über Merkmale von Prozessketten siehe zudem Schäfer 2003,
S. 4 ﬀ., Hielscher 2008, S. 9 f.
75 Quelle: modifiziert übernommen von: Schäfer 2003, S. 4.

















































flussgrößen auf nachfolgende 
Prozesse und auf Fertigteil Æ
„indirekte Schnittstellen“
Abbildung 2.6: Darstellung einer fertigungstechnischen Prozesskette75
Häufig sind in der Literatur auch Begriﬀe wie Technologieketten76 und Fertigungs-
ketten bzw. -folgen77 zu finden, die auf ähnliche Betrachtungsgegenstände abzielen.
Eine eindeutige Abgrenzung der Begriﬀe geschieht allerdings nur in Ausnahmefäl-
len.78 Technologieketten schließen meist die wertschöpfenden Fertigungsschritte ein,
allerdings ohne diese, konkrete Produktionsmittel zuzuordnen und in dem Kontext
eines spezifischen Unternehmens zu sehen.
Die Betrachtung erfolgt demnach auf einer abstrakten Ebene. Nebenschritte, wie
Lagerung oder Handhabung, werden darüber hinaus nicht eingeschlossen. Ferti-
gungsfolgen weisen dagegen einen höheren Detaillierungsgrad auf als Technologieket-
ten. Fertigungsfolgen sind daher unter Berücksichtigung betrieblicher Gegebenheiten
und produktionsmittelbezogen zu analysieren. Zur Herstellung des Bauteils erforder-
liche Transport-, Handhabungs-, Lagerungs- und Prüfschritte werden mit einbezo-
gen.79 Die Technologiekette ist demgemäß zumindest insofern von der Prozessket-
te abzugrenzen, als dass diese nicht die erforderliche Anlagentechnik einschließt,
76 Vgl. Caesar 2002, S. 195; Trommer 2001, S. 32; Klocke u. a. 1999b, S. 58; Schindler 2014, S. 6;
Fallböhmer 2000, S. 14.
77 Vgl. Caesar 2002, S. 200; Klocke u. a. 1999b, S. 58; Trommer 2001, S. 32; Fallböhmer 2000,
S. 14.
78 Vgl. bspw. Caesar 2002, S. 195 ﬀ., Fallböhmer 2000, S. 14.
79 Vgl. Caesar 2002, S. 196 ﬀ., Willms 2008, S. 8; Klocke u. a. 1999b, S. 58; Fallböhmer 2000, S. 14.
28 2 Bezugsrahmen der Arbeit
sondern nur die (natur-)wissenschaftlichen Grundlagen für ein bestimmtes Herstel-
lungsverfahren, auf denen der Prozess gründet.80 81 Der Begriﬀ der Fertigungsfolge
kommt dem der fertigungstechnischen Prozesskette hingegen schon recht nah. Auch
die fertigungstechnische Prozesskette schließt die zur Transformation erforderlichen
Ressourcen – also Materialien, Betriebsmittel und Personal – mit ein. Die Betrach-
tung erfolgt darüber hinaus unternehmensspezifisch. Die fertigungstechnische Pro-
zesskette wird ferner vor dem Hintergrund der expliziten Eigenschaften des erstellten
Outputs betrachtet. Allerdings sollen neben den Bearbeitungsprozessen, bei denen
eine Zustandsänderung im Sinne der Umformung erfolgt, nur solche Handhabungs-,
Prüf- und Lagerprozesse eingeschlossen werden – also solche zur Speicherung, Prü-
fung und zum Transport des jeweiligen Inputs – die in entscheidender Weise auf die
Eigenschaften des erstellten Output der Prozesskette einwirken und eine Zustands-
änderung des Inputs im oben beschriebenen Sinne vornehmen.
Die Analyse, Bewertung und Gestaltung von Prozessen und Prozessketten kann
grundsätzlich mit unterschiedlichen Detaillierungsgraden auf verschiedenen Ebenen
erfolgen. So sind Prozessketten und Prozesse in unterschiedlicher Form hierarchisch
strukturierbar.82 In der Literatur finden sich diesbezüglich verschiedene Ansätze für
den Aufbau von Prozesshierarchien.83
Im Rahmen dieser Arbeit soll die Prozesskette als Bestandteil des Produktions-
systems die höchste Ebene der Prozesshierarchie repräsentieren. Diese lässt sich bei
höherer Detaillierung weiter in einzelne Prozesse, Subprozesse sowie Aktivitäten
zerlegen (vgl. Abbildung 2.7). Die Transformation des Inputs in einen bestimmten
Output wird demnach auf tieferen Hierarchieebenen mit zunehmender Diﬀerenzie-
rung und Detaillierung betrachtet; die technisch-wirtschaftlichen Zusammenhänge
werden dabei präziser untersucht sowie die jeweiligen Inputs und Outputs innerhalb
der Prozesskette weiter spezifiziert.84
Dabei lässt sich beispielsweise eine Prozesskette wie „Karosseriebleche pressen“
zum einen in die Prozesse „Blechzuschnitt“, „Handling“, „Umformung“ und „Bauteil-
80 Vgl. Gerpott 2005, S. 18; Trommer 2001, S. 32; Fallböhmer 2000, S. 14.
81 Ausführlicher wird auf den Zusammenhang von Prozess und Technologie im Teilkapitel 2.1.3
eingegangen.
82 Vgl. Götze, Zönnchen und Schönherr 2013, S. 377.
83 Vgl. Götze u. a. 2011, S. 648; Nicolai 2011, 665 f. Großmann und Wiemer 2007a, S. 114; Dom-
browski, Horatzek und Bothe 2002, S. 586; Großmann und Wiemer 2010, S. 858; Gleich und
Schimpf 1999, S. 415; Brandes 2008, S. 43; Becker 2008, S. 8.
84 Vgl. Götze, Zönnchen und Schönherr 2013, S. 378.
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beschnitt“ untergliedern und zum anderen selbst der übergeordneten Prozesskette
„Karosserie fertigen“ zuordnen. Als Prozess kann daher der Teil einer Prozesskette
verstanden werden, „der an einem oder oder einigen gemeinsam zu bearbeitenden
Arbeitsgegenständen auf einem Arbeitsplatz ausgeführt wird. Bei nicht-manuellen
[...] (Prozessen) wird der Arbeitsplatz durch eine oder mehrere Maschinen reprä-
sentiert.“85 Bei einer fertigungstechnischen Prozesskette ist der Prozess dann der
Teil, in welchem geometrische oder technologische Änderungen an einem Werkstück
vorgenommen werden.86 der Sub-Prozess umfasst dann wiederum einen abgeschlos-
senen, inhaltlich in Zusammenhang stehenden Teil des Prozesses etc. – z. B. beim



































































































Abbildung 2.7: Aufbau einer Prozesshierarchie87
Die Abgrenzung der einzelnen Ebenen und insbesondere von Prozessketten und
Prozessen ist dabei nicht immer eindeutig festsetzbar und von der jeweiligen Per-
spektive des Bewerters abhängig. Es Bedarf daher einiger Überlegungen, um eine
geeignete Hierarchisierung sowie eine adäquate Untergliederung, die letztlich auch
eine Bewertung und Gestaltung erlaubt, zu definieren.
85 Kaschka 1999, S. 34.
86 Vgl. ebd., S. 34.
87 Quelle: übernommen von Götze, Zönnchen und Schönherr 2013, S. 378.
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2.3 Methodische Grundlagen
2.3.1 Modelle zur Strukturierung von Planungs- und
Entscheidungsproblemen
Da die Bewertung zukünftiger Prozesskettenalternativen im Wesentlichen auf einem
Planungsproblem basiert und zudem die Wahl der besten Prozessketten eine Ent-
scheidung inkludiert, die durch die Bewertung gewissermaßen vorbereitet wird, soll
zunächst damit begonnen werden, sich etwas eingehender mit der Strukturierung
von Planungs- und Entscheidungsproblemen auseinanderzusetzen. Planung wird als
Informationsverarbeitungsprozess verstanden, der einer gedanklichen Vorwegnahme
zukünftiger Handlungen dient und als wesentliche Führungsaufgabe verstanden wer-
den kann.88 In der Literatur existieren unterschiedlichste Modelle für den Ablauf des
Planungsprozesses.89 Das am weitesten verbreitete Modell des Planungsprozesses ist
das von Wild. Dieser schließt nicht nur die Planungsaufgaben der Alternativensu-
che, der Prognose und der Bewertung in den Planungsprozess mit ein, sondern auch
die Zielbildung und die Problemerkennung und begründet dies mit der Tatsache,
dass Ziele oftmals erst im Laufe der Planung erarbeitet werden.90 Dieser Auﬀassung
soll hier gefolgt werden. Eng verbunden mit der Planung sind zudem die Entschei-
dungsfindung sowie die nachgelagerte Kontrolle. Während die Planung der Entschei-
dungsvorbereitung dient, stehen Planung und Kontrolle in direkter Wechselwirkung
und sind durch Vor- und Rückkopplungsprozesse miteinander verbunden.91 Gemein-
sam ergeben diese Aufgaben den in Abb. 2.8 dargestellten Managementzyklus.92
Die Planung dient damit v. a. der Entscheidungsvorbereitung.93 Ein Entscheidungs-
problem wird in erster Linie durch das Vorhandensein mindestens zweier Alternati-
ven charakterisiert.94 Weitere Komponenten des Entscheidungsfeldes sind die Ergeb-
nisse sowie die Umweltentwicklungen.95 Liegen für die Wahl der Alternative mehrere
88 Vgl. Brandenburg 2001, S. 12; Wild 1982, S. 32 ﬀ.
89 Vgl. Brandenburg 2001, S. 12; Wild 1982, S. 37; Koisol 1975, S. 41 ﬀ., Weisser 1975, S. 25 und
32.
90 Vgl. Wild 1982, S. 39.
91 Vgl. ebd., S. 41 ﬀ.
92 Vgl. ebd., S. 37 ﬀ., Götze und Mikus 1999, S. 9.
93 Vgl. Wild 1982, S. 102; Haag 2009, S. 19; Pleschak und Sabisch 1996, S. 171.
94 Vgl. Laux 2014, S. 5; Kahle 1998, S. 9.
95 Vgl. Laux 2014, S. 6; Kahle 1998, S. 39.
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Zielgrößen vor, was häufig der Fall ist, ergibt sich das Problem der Abhängigkei-
ten zwischen Zielgrößen, die zu Zielkonflikten führen können. Wie unterschiedliche































































Abbildung 2.8: Rolle der Planung im Managementzyklus98
Wird mit dem Begriﬀ der Entscheidung nicht allein auf den Entschluss, sondern
auch den Prozess der Entscheidungsvorbereitung abgestellt, gliedert dieser sich in
verschiedene Phasen, die dem Planungsprozess sehr nahe kommen. So kann der Ent-
scheidungsprozess bspw. in die Phasen der Problemformulierung, der Präzisierung
des Zielsystems, der Erforschung möglicher Handlungsalternativen, der Alternati-
venwahl sowie die Entscheidungen in der Realisationsphase und die nachgelager-
te Kontrolle separiert werden.99 100 Vom Planungsprozess unterscheidet sich dieser
daher nur insofern, als dass auch die Entscheidungsfindung in Form der Alternati-
96 Vgl. Laux 2014, S. 7 f.
97 Auf dieses Problem soll auch noch vertiefend im Teilkapitel 4.2.2 eingegangen werden.
98 Quelle: leicht modifiziert von Wild 1982, S. 37; siehe auch Götze und Mikus 1999, S. 9.
99 Vgl. Laux 2014, S. 12.
100 Alternative Phasenmodelle sind u. a. Heinen 1976, S. 27; Kahle 1998, S. 43; Irle 1971, S. 47 ﬀ.,
Adam 1996, S. 31 ﬀ. zu entnehmen.
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venwahl sowie die Umsetzung mit eingeschlossen werden. Auch die Bewertung wird
folglich ein marginaler Bestandteil des Entscheidungsprozesses sein.
Aufbauend auf den Phasenmodellen zur Planung und Entscheidung wurden zu-
dem hauptsächlich in den Ingenieurswissenschaften verschiedene Vorgehensmodelle
v. a. für die Planung technischer Produkte entwickelt, die ebenfalls Implikationen
für die Ausgestaltung einer Methodik zur Wahl der besten Prozesskette dienen kön-
nen, auf die hier jedoch nicht im einzelnen eingegangen werden soll. Zu nennen
sind hierbei nur der Vollständigkeit halber das W-Modell von Brandenburg101,
die VDI-Richtlinie 2221 zum Entwickeln und Konstruieren technischer Produkte102,
das V-Modell für den Entwurf mechatronischer Systeme aus der VDI 2206103, der
Situation-Problem-Lösungs-Zyklus von Specht et al.104, der Problemlösezyklus
des Systems Engineering nach Daenzer105, der Vorgehenszyklus nach Ehrlen-
spiel106 sowie das Münchner Vorgehensmodell107. Während die VDI 2221 gute
Ansatzpunkte bzgl. der Zergliederung eines Entscheidungsproblems in verschiedene
Teilprobleme liefert, vermittelt insbesondere das Münchner Vorgehensmodell (Abb.
2.9) recht treﬀend den Fakt, dass die Phasen des Entscheidungsprozesses sich über-
















Abbildung 2.9: Münchner Vorgehensmodell108
101 Vgl. Eversheim u. a. 2003a, S. 33; Brandenburg 2001, S. 58.
102 Vgl. VDI 1993, S. 4 und 9.
103 Vgl. Ponn und Lindemann 2011, S. 18 f. VDI 2004, S. 29.
104 Specht, Beckmann und Amelingmeyer 2002, S. 128.
105 Vgl. Lindemann 2009, S. 42; Daenzer und Haberfellner 2002.
106 Vgl. Ehrlenspiel, Kiewert und Lindemann 2007, S. 46 ﬀ.
107 Vgl. Ponn und Lindemann 2011, S. 19; Ehrlenspiel, Kiewert und Lindemann 2007, S. 52 ﬀ.,
Lindemann 2009, S. 46 ﬀ.,
2.3 Methodische Grundlagen 33
Insgesamt lässt sich festhalten, dass die Bewertung einen maßgeblichen Bestand-
teil des Planungs- bzw. Entscheidungsprozesses ausmacht, wobei sich der Planungs-
vom Entscheidungsprozess hauptsächlich durch die Nichtzugehörigkeit der Entschei-
dungsfindung und der Umsetzung unterscheidet. Für die Bewertung wiederum sind
die vorgelagerten Schritte unabdingbar. Da es ferner das Ziel sein sollte, nicht mit
der Bewertung zu schließen, sondern auch eine Entscheidung zu erwirken und eine
Gestaltung der Prozessketten zu ermöglichen, sollte ein Vorgehensmodell zur Bewer-
tung und Gestaltung von Prozessketten auch vor- und nachgelagerte Schritte mit
einbeziehen, obwohl es sich dann nicht mehr um eine Bewertung im engeren Sinne
handelt. Was genau unter Bewertung zu verstehen ist und wie sich ein Bewertungs-
















108 Quelle: leicht modifiziert von Ponn und Lindemann 2011, S. 19.
109 Quelle: leicht modifiziert übernommen von Wild 1982, S. 104.
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2.3.2 Bewertung
Der dem Begriﬀ der Bewertung innewohnende „Wert“ wird den Dingen, die bewer-
tet werden sollen, durch bestimmte Personen oder Personengruppen beigelegt. Es
handelt sich demnach nicht um eine sichtbare Eigenschaft eines Gutes. Diese Zu-
ordnung drückt aus, inwiefern das Bewertungsobjekt bestimmten Soll-Vorstellungen
entspricht.110 Der Wert ist somit als Maßgröße für die Zielerreichung bzw. als Ziel-
wirksamkeitsmaß der einzelnen Ziele, die mit dem Bewertungsobjekt in Verbindung
stehen, zu verstehen.111 Unter Bewertung wird deshalb die Bestimmung des Grads
der Eignung eines Mittels, um einen bestimmten Zweck zu erfüllen, verstanden.112
Unterschieden werden kann in ex-post und ex-ante-Bewertungen. Im Rahmen die-
ser Arbeit wird in erster Linie eine ex-ante-Bewertung angestrebt. Für diese sind
vorherige Prognosen unabdingbar. Zwar ist die Prognose als solches nicht Bestand-
teil des Bewertungsprozesses, jedoch hängt die Durchführung der Prognose von der
Wahl der Bewertungskriterien ab und ist zugleich als Input für die Bewertung zu
verstehen. Sinnvollerweise sind Vorhersagen deshalb erst dann ratsam, wenn das
Bewertungsmodell bereits erstellt wurde.113 Der Bewertungsprozess selbst lässt sich
nun wiederum in verschiedene Stufen gliedern, bestehend aus: Bestimmung der Ziele,
der Bewertungsobjekte, der Bewertungskriterien und der Maßstäbe bzw. Skalenni-
veaus sowie der Prognose der Kriterienwerte, der Wertsynthese zur Ermittlung der
Gesamtbewertung und einer abschließenden Konsistenzprüfung.114 Der Prozess ist
nochmals in Abb. 2.10 veranschaulicht. Festhalten lässt sich an dieser Stelle, dass der
Bewertungsprozess zwar nur ein Bestandteil des Planungsprozesses im oben beschrie-
benen Sinne ist, jedoch die Durchführung der vorgelagerten Schritte voraussetzt und
mit diesen auch stark korreliert. Häufig lassen sich Planung und Bewertung genau
wie Bewertung und Entscheidung dadurch nur bedingt voneinander trennen. Dies
geschieht auch in der Literatur nicht einwandfrei.115
Für die Bewertung können – je nach Situation – verschiedene Bewertungsverfah-
110 Vgl. Wild 1982, S. 101.
111 Vgl. ebd., S. 101.
112 Vgl. Brose 1982, S. 183; Martini 1995, S. 22; Wild 1982, S. 102; Reuter 2014, S. 144; Brose
1982, S. 185 ﬀ., und Wild 1982, S. 100.
113 Vgl. ebd., S. 106.
114 Ausführlich nachzulesen bei ebd., S. 111 ﬀ., weitere Ablaufschemata finden sich z. B. bei Ple-
schak und Sabisch 1996, S. 175; Adam 1996, S. 36.
115 Vgl. hierzu bspw. VDI 2000, S. 27.
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ren zum Einsatz kommen.116 Sucht man in der Literatur nach allgemeinen Bewer-
tungsverfahren für die Entscheidungsvorbereitung von bestehenden Alternativen, so
wird man insbesondere in der Literatur zum Technologie117- und Innovations- bzw.
FuE-Management118 fündig, aber auch in der Literatur zur Investitionsrechnung119,
zur Organisation von Unternehmen120 sowie zum Projekt121- und Prozessmanage-
ment122.
Bei der Analyse der in der Literatur aufgeführten Techniken und Verfahren wird
ersichtlich, dass weder Einigkeit darüber herrscht, was als Bewertungsverfahren her-
angezogen werden kann, noch dass eine einheitliche Systematisierung vorzufinden
ist. Sowohl die Tiefe der vorgenommenen Systematisierung und die Anzahl zugeord-
neter Verfahren als auch die Art der Kategorien zur Ordnung variieren stark. Zudem
werden gleiche Verfahren z. T. unterschiedlichen Kategorien zugeordnet. Ein Beispiel
hierfür ist die Nutzwertanalyse, die bspw. bei Klimmer123 als qualitative Technik
geführt wird, während sie von Gerpott124 als semi-quantitatives Verfahren ange-
sehen wird. Einige der genannten Verfahren sind ferner eher nicht für die Bewertung
von Alternativen i. e. S. anwendbar, sondern vielmehr zu Analyse- und Prognosezwe-
cken sowie für die Gestaltung von Objekten (z. B. Target Costing, Quality Function
Deployment (QFD)).125
Auﬀällig ist jedoch, dass fast überall die Unterscheidungen in eindimensionale und
mehrdimensionale und/oder qualitative und quantitative Bewertungsansätze getrof-
fen werden. Aufgrund dessen soll auch für diese Arbeit diese Unterscheidung zur
Klassifikation von Bewertungsverfahren, die unter der Maßgabe der Sicherheit von
Größen angewandt werden können, herangezogen werden.
Da aber insbesondere bei langfristigen Projekten – wie auch bei werkstoﬀorien-
116 Vgl. Martini 1995, S. 22.
117 Vgl. Hall 2002, S. 53 ﬀ., VDI 2000, S. 31; Kröll 2007, S. 39 ﬀ., Kaschka 1999, S. 19; Haag
u. a. 2011, S. 312; Bullinger 1994, S. 55 ﬀ., Gerpott 2005, S. 173 ﬀ., Burgstahler 1997, S. 115;
Brockhoﬀ 2010, S. 337; Becker 2002, S. 4.
118 Vgl. Vahs und Burmester 2005, S. 195; Gerpott 2005, S. 173 ﬀ., Abele 2013, S. 10 f., Granig
2007, S. 69 ﬀ., Brockhoﬀ 2010, S. 337; Specht, Beckmann und Amelingmeyer 2002, S. 216 ﬀ.,
Pleschak und Sabisch 1996, S. 175 ﬀ.
119 Vgl. Götze 2014, S. 46 f. Denkena, Blümel und Lorenzen 2007, S. 560 f.
120 Vgl. Bundesministerium des Innern 2015, S. 289 ﬀ., Klimmer 2011, S. 304.
121 Vgl. Knöss und Kreßmann 2005, S. 77 f.
122 Vgl. Koch 2011, S. 95 f.
123 Vgl. Klimmer 2011, S. 304.
124 Vgl. Gerpott 2005, S. 174.
125 Vgl. dazu z. B. Hall 2002, S. 53; VDI 2000, S. 31; Bullinger 1994, S. 55.
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tierten Innovationen der Fall – oft keinerlei Sicherheit der eingehenden Parameter
gegeben ist, soll zudem auch eine Diﬀerenzierung in Bewertungsverfahren, die sich
unter Sicherheit sowie unter Unsicherheit anwenden lassen, getroﬀen werden. Die
Verfahren, die Unsicherheit berücksichtigen, werden allerdings oftmals nicht isoliert
angewendet, sondern bilden vielmehr einen Ergänzung zu den Bewertungsverfahren
unter Sicherheit, weshalb auch hier keine Unterscheidung in ein- oder mehrdimensio-
nale Verfahren getroﬀen wird. Die Verfahren unter Unsicherheit können sowohl Ver-
fahren unter Berücksichtigung einer sowie auch mehrerer Zielgrößen unterstützen.126
Denkbar ist beispielsweise eine Kapitalwertberechnung in Verbindung mit einem
Entscheidungsbaumverfahren oder einer Sensitivitätsanalyse oder aber die Durch-
führung eines Analytischen Hierarchieprozesses in Verbindung mit einem Fuzzy-Set-
Modell. Überdies kann noch in solche Bewertungsverfahren unterschieden werden,
die für Einzel- oder Programmentscheidungen zum Einsatz kommen. Letztlich lassen
sich quantitative Verfahren, die fast ausschließlich der monetären Bewertung dienen,
noch in statische und dynamische Verfahren abgrenzen. Die Klassifikation, die sich
daraus für vorliegende Arbeit ergibt, ist Abb. 2.11 zu entnehmen.
Oftmals ist es nicht sinnvoll, nur einen Bewertungsansatz zu verwenden. Vielmehr
ist es zumeist erforderlich, qualitative sowie quantitative Kriterien in eine Entschei-
dung mit einzubeziehen und daher auch mehrere Verfahren anzuwenden.127 So wer-
den auch in den nachfolgend in Kapitel 3 vorgestellten spezifischen Ansätzen zur
Bewertung von Prozessketten häufig verschiedene Verfahren betrachtet.
Nicht unmittelbar in die getroﬀene Systematisierung einordenbar und daher ergän-
zend können im Zusammenhang mit monetären Verfahren zur Bewertung (neuer)
Technologien oftmals auch Verfahren zur Bestimmung des Technologiewerts genannt
werden. Der Wert einer Technologie kann auf unterschiedliche Weisen ermittelt wer-
den, wobei zumeist in den Markt-, den Einkommens- und den Kostenansatz diﬀeren-
ziert wird.128 Die Ansätze kommen vor allem auch bei der Bewertung immaterieller
Vermögenswerte im externen Rechnungswesen zum Einsatz. Technologien können
in diesem Zusammenhang als Form immaterieller Vermögenswerte verstanden wer-
126 Ausnahmen bilden hierbei einzelne Ansätze, wie Portfolio-Selection-Modelle, die eher eindimen-
sional ausgerichtet sind.
127 Vgl. Granig 2007, S. 79.
128 Für eine genauere Beschreibung der einzelnen Ansätze siehe IDW 2011, Nr. 19 ﬀ., IASB 2014b,
Nr. 13.62; Yan, L., Hong, Z., Lucheng, H. 2010, S. 1932; Schöning 2006, S. 87 ﬀ.
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den.129 Den Ansätzen werden dann wiederum verschiedene Methoden zugeordnet,
die zur Ermittlung der jeweiligen übergeordneten Zielgröße des Kapitalwertes heran-
gezogen werden können. Im Rahmen der vorliegenden Arbeit sollen diese Methoden
allerdings nicht als eigenständige Bewertungsverfahren aufgefasst werden, sondern
vielmehr als unterstützende Instrumente zur Ermittlung von Marktpreisen, Cash
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Abbildung 2.11: Systematisierung von Bewertungsverfahren130
Für die Ermittlung der Wirtschaftlichkeit von Prozessketten können vor allem die
„traditionellen“131 Verfahren der Investitionsrechnung zum Einsatz kommen sowie
(zum Teil in Kombination mit den traditionellen Rechnungen) auch solche, die Nut-
zeneﬀekte132 verstärkt mit in die Betrachtung einschließen. Unterteilt werden die
129 Vgl. IDW 2011, S. 4; IASB 2014a, Nr. 38.9.
130 Quelle: erstellt auf Basis von von Kaschka 1999, S. 19; Abele 2013, S. 10 f. Götze 2014, S. 46 ﬀ.,
Granig 2007, S. 69 ﬀ.
131 Vgl. Zangemeister 1999, S. 5.
132 In der Mikroökonomie – speziell in der Marketing- und Absatztheorie – wird der Nutzenbegriﬀ
zur Charakterisierung eines Wirtschaftsgutes herangezogen, um das Maß der erwarteten oder
tatsächlich eintretenden Bedürfnisbefriedigung durch ein Produkt zu beschreiben; vgl. Haag
38 2 Bezugsrahmen der Arbeit
Verfahren der „traditionellen“ Investitionsrechnung zur Ermittlung einer Zielgröße
in statische und dynamische Verfahren. Für statische Verfahren ist charakteristisch,
dass bei ihnen lediglich ein Zeitabschnitt zugrunde gelegt wird. Hierbei kann es sich
entweder um eine repräsentative Periode der Nutzungsdauer handeln oder um eine
Durchschnittsperiode.133 Für die dynamisch ausgerichteten Verfahren hingegen ist
kennzeichnend, dass jene mehrere Perioden einbeziehen. Anders als bei den stati-
schen Verfahren werden hier statt Kosten (und Erlösen) Ein- und Auszahlungen
betrachtet. Um Zeitpräferenzen berücksichtigen zu können, werden verschiedene fi-
nanzmathematische Transformationen vollzogen.134 Welche Verfahren jeweilig den
statischen und den dynamischen Ansätzen zugeordnet werden, kann Abb. 2.12 ent-
nommen werden.
Auf die einzelnen Verfahren soll im Weiteren nicht gesondert eingegangen wer-
den.135 Es soll an der Stelle lediglich der Hinweis gegeben werden, dass für die
Bewertung von Prozessketten sowohl die Kostenvergleichsrechnung als statisch aus-
gerichtetes Verfahren wie auch die Kapitalwertmethode und die Methode des in-
ternen Zinssatzes als Vertreter der dynamischen Verfahren oftmals zur Anwendung
kommen. Generell sind die dynamischen Verfahren den statischen vorzuziehen, da
mit diesen zeitliche Eﬀekte besser berücksichtigt werden können. Um eine klassische
Wirtschaftlichkeitsrechnung für Prozessketten durchführen zu können, ist eine vor-
ausgehende Planung der Kosten/Auszahlungen und ggf. der Erlöse/Einzahlungen
unabdingbare Voraussetzung.
2009, S. 80; Quaas 2014, S. 11; Greiling und Marschner 2007, S. 11; Freiling und Reckenfeld-
bäumer 2004, S. 86. Die Höhe des Nutzenbeitrages hängt dabei stark von der persönlichen
Einschätzung des Entscheidungsträgers ab, wodurch Nutzen auch stark subjektiv geprägt ist;
siehe (Nutzeneﬀekte), S. 11. Im Gegensatz dazu erfolgt die Nutzenmessung eines Gutes in der
Betriebswirtschaftslehre im Rahmen von Wirtschaftlichkeitsanalysen; vgl. Schulze 2009, S. 107.
Unter Nutzen können dabei die positiven Wirtschaftlichkeitskomponenten verstanden werden,
die ein Unternehmensziel zum Guten hin beinflussen; siehe Brückner 2009, S. 889; Greiling und
Marschner 2007, S. 12. Nutzen stellt damit „die Summe der für ein Unternehmen vorteilhaften
Auswirkungen einer Investitionsalternative dar und wird den negativen Auswirkungen gegen-
übergestellt.“; siehe Schulze 2009, S. 107. Ein größerer Nutzen sorgt also tendenziell für einen
Anstieg der Rentabilität.
133 Vgl. Götze 2014, S. 56.
134 Vgl. ebd., S. 73 f.
135 Die Verfahren können vertiefend in der entsprechenden Literatur nachgelesen werden. Vgl. dazu
ebd., S. 56 ﬀ.
136 Quelle: erstellt auf Basis von ebd., S. 56 ﬀ.
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Abbildung 2.12: Verfahren der klassischen Wirtschaftlichkeitsrechnung136
Werden Nutzeneﬀekte verstärkt in die Bewertung einbezogen, handelt es sich um
eine Erweiterte Wirtschaftlichkeitsanalyse (EWA). Die EWA – die auf Zange-
meister zurückgeht – ist neben der Einbeziehung direkt-monetärer Eﬀekte auch
die Bewertung indirekt-monetärer Eﬀekte sowie nicht-quantifizierbarer Eﬀekte ge-
richtet.137 Die klassische Wirtschaftlichkeitsrechnung wird demnach auch um nicht-
monetäre Aspekte bereichert. Zangemeister betont, dass insbesondere bei Pro-
dukt- und Prozessinnovationen eine rein monetär ausgerichtete Betrachtung nicht
ausreiche, da hier auch Aspekte wie Qualität, Flexibilität und Lieferfähigkeit eine
entscheidende Rolle spielen. Würden lediglich die kurzfristig zu Buche schlagenden
monetären Eﬀekte berücksichtigt, würde das Nutzenpotenzial nicht in ausreichen-
der Form erfasst werden.138 Der Autor sieht aus diesem Grund die Bewertung neuer
Prozesse als ein Hauptanwendungsgebiet der EWA.139 Die EWA modifiziert traditio-
nelle Rechnungen hinsichtlich ihrer Reichweite (auch vor- und nachgelagerte Berei-
che sowie Auswirkungen des Marktes), ihrer Dimension (auch nicht-monetär) und
und ihrer Organisation (auch ressortübergreifende, prozessorientierte Planung).140
Die Gegenüberstellung von Kosten und Nutzen wird grundsätzlich freigestellt und
kann argumentativ sowie auch rechnerisch erfolgen.141 De facto kann die EWA da-
her nicht als einzelnes Verfahren aufgefasst werden, sondern eher als Methoden-
137 Vgl. Zangemeister 1999, S. 7.
138 Vgl. ebd., S. 9.
139 Vgl. ebd., S. 13.
140 Vgl. ebd., S. 18 ﬀ.
141 Vgl. ebd., S. 23.
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sammlung, die der Einbeziehung nicht-monetärer Eﬀekte dient. Hier soll sich im
Weiteren auf die rechnerischen Methoden konzentriert werden, also auf solche, die
mindestens eine Quantifizierung des Nutzens vorsehen. Dabei gilt es zunächst zu
entscheiden, welche Art von Eﬀekten berücksichtigt werden sollen. Je nachdem, ob
direkt-, indirekt- oder nicht-monetäre Eﬀekte zu betrachten sind, sind daher ent-
weder traditionelle Wirtschaftlichkeitsrechnungen ggf. ergänzt um eine monetäre
Kosten-Nutzen-Analyse, eine nicht-monetäre Nutzwertanalyse oder eine gemischte
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Abbildung 2.13: Methoden der Erweiterten Wirtschaftlichkeitsanalyse143
142 Vgl. Zangemeister 1999, S. 24 ﬀ.
143 Quelle: modifiziert übernommen von ebd., S. 25.
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Damit kann festgehalten werden, dass je nachdem, welches Verfahren zur Anwen-
dung kommt, entweder zwei separate Zielgrößen in Form von „Kosten“ und „Nutzen“
aus ihnen resultieren oder aber eine Residualgröße, die sich aus den monetarisierten
Nutzen abzgl. der Kosten ergibt. Wird der Nutzen separat erfasst, können vor al-
lem die Nutzwertanalyse144, der Analytischer Hierarchieprozess (AHP)145, die Multi
Attribute Utility Theory (MAUT)146 oder PROMETHEE147 zur Anwendung kom-
men. Welches der genannten Verfahren besonders geeignet ist, um Nutzeneﬀekte im
Rahmen der Bewertung zu berücksichtigen, wird im Teilkapitel 4.2.5 noch geklärt.
Die gewählten Verfahren werden zudem noch etwas eingehender betrachtet.
Für die Ermittlung der Kosten148 – als Gegenstück hierzu – können hingegen vor
allem gängige Methoden der Kostenrechnung hinzugezogen werden. In diesem Zu-
sammenhang sind in erster Linie die Verfahren der Kostenträgerstückrechnung – der
Kalkulation – relevant.149
144 Vgl. Zangemeister 1970.
145 Vgl. Saaty 1990a.
146 Vgl. Keeney und Raiﬀa 1976.
147 Vgl. hierzu Götze 2014, S. 229 ﬀ.
148 Kosten werden allgemein als der wertmäßige Verzehr von Gütern, bedingt durch den betrieb-
lichen Leistungserstellungs- und -verwertungsprozess, erachtet,; siehe Götze 2010, S. 7; Haag
2009, S. 97; Sommerer 2001, S. 17. Zu unterscheiden sind dabei allerdings noch der wertmäßige,
der pagatorische und der entscheidungsorientierte Kostenbegriﬀ. Der wertmäßige Kostenbegriﬀ
geht auf Schmalenbach undKosiol zurück; vgl. Schmalenbach 1963; Kosiol 1964. Demgemäß
können Kosten auch dann anfallen, wenn keine Auszahlung vorangegangen ist, vgl. Götze 2010,
S. 9; Riebel 1994, S. 409; ergänzend auch Heinen 1965, S. 55 ﬀ. Beim pagatorischen Kosten-
begriﬀ hingegen dienen zur Bewertung von Güterverbräuchen die Anschaﬀungsauszahlungen;
vgl. Götze 2010, S. 9; Heinen 1975, S. 221; Heinen 1965, S. 84 ﬀ. Der entscheidungsbezogene
Kostenbegriﬀ letztlich schließt nur alle diejenigen Kosten mit ein, die durch die mit einem Kal-
kulationsobjekt in Zusammenhang stehende Entscheidung bedingt wurden; siehe Riebel 1973,
S. 344; Heinen 1975, S. 225. Zum Teil wird der entscheidungsorientierte Kostenbegriﬀ auch als
eine Variante des pagatorischen Kostenbegriﬀes aufgefasst, da auch dort die durch eine Ent-
scheidung ausgelöste Auszahlungen von Relevanz für die Kostenentstehung sind; siehe dazu
ebd., S. 225; Riebel 1994, S. 409.
149 Vgl. Schweitzer und Küpper 2011, S. 162; Götze 2010, S. 99.
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Hierzu zählen vor allem die Zuschlagskalkulation150, die Bezugsgrößenkalkulati-
on151, die Kalkulation mit Maschinenstundensätzen (als besondere Form der Be-
zugsgrößenkalkulation)152 sowie die Kalkulation mit Prozesskostensätzen. Hierbei
können de klassische Prozesskostenrechnung (PKR) nach Horvàth und Mayer153,
150 Bei diesem Verfahren wird eine Trennung in Einzel-, Sondereinzel- und Gemeinkosten vorge-
nommen und ein proportionaler Zusammenhang von Einzel- und Gemeinkosten unterstellt.
Vgl. Loos 1993, S.78–80; Coenenberg, Fischer und Günther 2009, S. 130; Götze 2010, S. 112;
Förschle und Kropp 1994, S. 85. Die Einzelkosten, die als Bezugsgröße dienen, werden hierbei
den Kostenträgern in kausaler Abhängigkeit zum Produkt direkt zugeordnet, wogegen die Ge-
meinkosten über Zuschlagssätze auf die Einzelkosten eingehen. Vgl. Coenenberg, Fischer und
Günther 2009, S. 130; Götze 2010, S. 112 f., Loos 1993, S. 80; Freidank 2008, S. 165; Förschle
und Kropp 1994, S. 85. Diese Variante stellt jedoch nur eine grob vereinfachte Relation zwischen
Bezugsgröße und Gemeinkosten dar und kann allenfalls dann zur Anwendung kommen, wenn
der Gemeinkostenanteil sehr gering ist. Sonst kann keine verursachungsgerechte Verteilung auf
die Kostenträger gewährleistet sein. Vgl. ebd., S. 86; Plinke und Rese 2006, S. 119.
151 Wird eine Bezugsgrößenkalkulation im engeren Sinne angestrebt, so werden die in den Kos-
tenstellen erfassten primären und sekundären Gemeinkosten zu einer bestimmten Bezugsgröße
in Relation gesetzt, zwischen der und den entstandenen Kosten eine kausale Beziehung be-
steht. Als Beispiele für derartige Bezugsgrößen können die Einsatzzeiten von Mitarbeitern oder
Maschinenlaufzeiten, unter Umständen mit einer Trennung von Rüst- und Bearbeitungszeiten,
genannt werden. Meist werden jedoch Maschinenstunden als Bezugsgröße für den Fertigungs-
bereich herangezogen. Vgl. Götze 2010, S. 120; Förschle und Kropp 1994, S. 91.
152 Bei der Maschinenstundensatzrechnung (MSR) werden die maschinenabhängigen Gemeinkos-
ten je Maschine getrennt verrechnet. Denn nur so kann erreicht werden, dass die Kosten genau
bestimmt und nicht von Erzeugnissen, die auf weniger kostenintensiven Maschinen erstellt wer-
den, mitgetragen werden. Andernfalls würden einige Erzeugnisse zu hoch und andere zu niedrig
kalkuliert werden. Vgl. Budde 1992, S. 14 f. Der sich durch Division der gesamten Maschi-
nenkosten durch die Maschinenlaufzeit ergebende Maschinenstundensatz wird dann, je nach
Bearbeitungszeit des Produktes, auf den Kostenträger verteilt. Die nicht maschinenabhängigen
Restgemeinkosten werden auch bei diesem Kalkulationsverfahren als Zuschlag auf die Einzel-
kosten verrechnet. Durch den Ersatz menschlicher Arbeitskraft durch Maschinen führt diese
Methode zu exakteren Ergebnissen, wobei dafür eine sehr detaillierte Kostenstellengliederung
(eine Kostenstelle pro Maschine) und Gemeinkostenerfassung nötig wird. Vgl. Plinke und Rese
2006, S. 127; Coenenberg, Fischer und Günther 2009, S. 140; Schmolke und Deitermann 2009,
S. 420; Wolfstetter 1997, S. 48; Hahn und Kaufmann 1997, S. 221 f.
153 Bei der PKR wird die Verrechnung auf die Kostenträger vollzogen, indem den zu kalkulierenden
Produkten, je nach Inanspruchnahme der Leistung für die Erstellung, zuvor ermittelte Prozess-
kostensätze zugeordnet werden. Vgl. Coenenberg, Fischer und Günther 2009, S. 161. Allerdings
betriﬀt in erster Linie repetitive Prozesse der indirekten Bereiche. Siehe auch Horváth und
Mayer 1989, S. 214; Horváth und Renner 1990, S. 100; Horváth und Mayer. R. 1995, S. 59;
Mayer und Horváth & Partner GmbH 1996, S.51-57; Männel 1993, S. 2; Horváth und Mayer
1993, S. 15.
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das Activity Based Costing (ABC)154 155 sowie die RPKR156 unterschieden wer-
den. Darüber hinaus kommt auch die Flusskostenrechnung157 als Rechnungskonzept
grundsätzlich in Betracht.
Die genannten Verfahren dienen in erster Linie der kurzfristigen Kostenermittlung.
Für eine langfristige Bestimmung kommt hingegen das Konzept der Lebenszyklus-
rechnung in Betracht.158 In der Vergangenheit haben sich verschiedenste Lebenszy-
154 Das ABC bildet eine der PKR zeitlich vorgelagerte Variante, die modifiziert abläuft. Es stammt
aus den USA und ermöglicht auch eine Verrechnung von Kosten der direkten Leistungsbereiche.
Vgl. Vgl. ebd., S. 15; Cooper 1990c, S. 212 ﬀ. Das ABC geht einer zweistufigen Logik nach,
die besagt, dass Aktivitäten Ressourcen verbrauchen und Produkte wiederum Aktivitäten ver-
zehren. Vgl. Turney 1989, S. 14; Kaplan und Cooper 1999, S. 116 ﬀ. Aktivitäten können auf
unterschiedlichen Ebenen des Unternehmens angesiedelt sein. So unterscheiden Cooper und
Kaplan in stück-, losgrößen-, produkt- und unternehmensbezogene Aktivitäten. Vgl. Cooper
und Kaplan 1991, S. 131 f. Die Ressourcen, die die Kosten einer Aktivität verursachen, sind
zu benennen und die Kosten für deren Verzehr zu erfassen. Für die Ressourcenkosten werden
dann Ressourcenkostentreiber (Bezugsgröße der ersten Stufe) als Maß der Inanspruchnahme
bestimmt, um analysieren zu können, wie viel das Unternehmen die Durchführung einer Ak-
tivitätseinheit kostet. Zudem werden die Kosten der Ressourcen einer Aktivität in Summe in
separaten Kostenpools für gleiche Aktivitätsarten gesammelt. Die Kosten werden schließlich
über die Zahl der Aktivitäten, die das Produkt beansprucht, bzw. über die Prozesskostentrei-
ber auf die Produkte verteilt (Bezugsgröße der zweiten Stufe). Vgl. Cooper 1990a, S. 345 ﬀ.,
Michel, Torspecken und Jandt 2004, S. 261 f., Kaplan und Cooper 1999, S. 111 ﬀ.
155 Zudem wurde das Time Driven Activity Based Costing (TDABC) aufbauend auf dem kon-
ventionellen ABC entwickelt. Dies soll eine Vereinfachung mit sich bringen, indem nur zwei
Parameter benötigt werden - die Kosten des Ressourceneinsatzes je Zeiteinheit und der die
Dauer einer Aktivitätsdurchführung. Die Kosten der Ressourcennutzung je Zeiteinheit werden
bestimmt, indem die gesamten Kosten eines Bereichs durch die praktisch verfügbare Kapazität
desjenigen Bereichs (in Stunden oder Minuten) dividiert wird. Der Zeitbedarf der einzelnen
Aktivitäten innerhalb eines Bereichs wird hingegen durch Befragungen oder Beobachtung er-
mittelt. Vgl. Kaplan und Anderson 2004, S. 132 f., Coners und von der Hardt, G. 2004, S. 110 f.,
Gianetti, Venneri und Vitali 2011, S. 6 ﬀ., Kaplan und Anderson 2007, S. 5 ﬀ.
156 Auf jene wird im Kapitel 4.2.6.1 noch eingegangen.
157 Die Flusskostenrechnung (FKR) ist keine spezifische Kalkulationsform, sondern berührt so-
wohl Kostenarten-, Kostenstellen- sowie auch die Kostenträgerrechnung. Das übergeordnete
Ziel der FKR besteht darin, Materialverluste aufzudecken und die mit den Stoﬀ- und Energief-
lüssen verbundenen Kosten zu erfassen, zuzuordnen und die kostenverursachenden Faktoren zu
bestimmen. Dazu werden die innerbetrieblichen Material- und Informationsflüsse erfasst und
transparent gemacht, um diese anschließend zielgerichtet gestalten zu können. Zielstellungen
der Unternehmen können dabei Kostensenkungen, Durchlaufzeitenreduzierung oder Prozess-
verbesserungen sein. Vgl. Enzler und Strobel 2001, S. 26; Wagner, Nakajima und Prox 2010,
S. 197; Viere, Möller und Prox 2009, S. 47; Fichter, Loew und Seidel 1997, S. 77; Loew u. a.
2003, S. 89.
158 Neben der Bezeichnung „Lebenszyklusrechnung“ finden sich auch andere, oftmals synonym ver-
wendete Begriﬄichkeiten, wie bspw. „Produktlebenszyklusrechnung“ (vgl. Brühl 1996), „Life
Cycle Costing“ (vgl. DIN 2005a; Fröhling und Spilker 1990; Schneider 1999), „Lebenszykluskos-
tenrechnung“ (vgl. Zehbold 1995; Fröhling 1993; Weißfloch, Lerch und Kinkel 2010); „Lebens-
zyklusanalyse“ (vgl. Abele, Dervisopoulos und Kuhrke 2009, „Product Life Cycle Costing"(vgl.
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kluskonzepte zur Erfassung von Kosten für Investitionsgüter respektive (Werkzeug-)
Maschinen159, aber bspw. auch Produkte160, Projekte161, Technologien162 und – auch
ganz allgemein – für Systeme herausgebildet. Ein spezifischer Ansatz für die lebens-
zyklusbezogene Erfassung von Kosten für Fertigungsprozesse von der Auslegung bis
zur Stilllegung fehlt jedoch bislang noch. Allerdings wurden verschiedene Normen
herausgebracht, um die Anwendung von Lebenszykluskonzepten ein Stück weit zu
standardisieren.163
Eines der Hauptprobleme der traditionellen Kostenrechnung ist, dass diese nicht
auf einen frühzeitigen Einsatz gerichtet ist.164 165 Beachtet man aber den Umstand,
dass in den frühen Phasen der Konzeption und Entwicklung bereits – je nach An-
gabe – 70-95 % der späteren Selbstkosten festgelegt werden, die auch später nur
schwer revidierbar sind, ist ersichtlich, dass zwingend geeignete Instrumente für eine
entwicklungsbegleitende Kostenplanung erforderlich sind.166 Denn trotz der geringen
Informationsverfügbarkeit wird dieser Phase die größte Eﬃzienz von Kostenmanage-
mentmaßnahmen zugesprochen.167 Um recht zuverlässige Aussagen zur Kostenhöhe
schon frühzeitig zu treﬀen, können die Methoden der entwicklungs- bzw. konstruk-
Coenenberg, Fischer und Schmitz 1997); „Product Life Cycle Cost Management“ (vgl. Shields
und Young 1991) oder „Product Life Cycle Management“ (vgl. Boos und Zancul 2006; Siegwart
und Senti 1995)’. Der hier verwendete Begriﬀ soll als Oberbegriﬀ für all jene Rechnungskonzepte
stehen, die eine Erfassung von Kosten (und Erlösen) über den Lebenszyklus vorsehen.
159 Vgl. Abele, Dervisopoulos und Kuhrke 2009; Böning 1997; Boschen, T., Walter, S.-C. 2003;
Bischof 1976.
160 Vgl. Zehbold 1995; Riezler 1995; Kölscheid 1999.
161 Vgl. Riezler 1995, S. 8.
162 Vgl. Höft 1992, S. 15.
163 Vgl. DIN 2005a; VDMA 2006; VDI 2005.
164 Vgl. Schild 2005, S. 42 f.
165 Zwar kann ihr aufgrund bestehender Ansätze wie der Plankostenrechnung keine reine Ver-
gangenheitsorientierung unterstellt werden, jedoch wird auch in jener keine Methode für eine
frühzeitige Kostenplanung bereitgestellt. Vgl. ebd., S. 43. Die Plankostenrechnung geht viel-
mehr von einer bereits bekannten Produktstruktur und einem definierten Fertigungsablauf aus.
Vgl. Götze u. a. 2012, S. 640.
166 Vgl. Schild 2005, S. 43; Gleich 1996, S. 37; Fischer 2008, S. 34; Wübbenhorst 1992, S. 249 f.,
H’mida, Martin und Vernadat 2006, S. 17; VDI 1987, S. 3 und 5; Ehrlenspiel, Kiewert und
Lindemann 2007, S. 11.
167 Vgl. Neﬀ 2002, S. 49; Fischer 2008, S. 35; Ehrlenspiel u. a. 2014, S. 27; Pahl u. a. 2007, S. 711.
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tionsbegleitenden Kalkulation168 genutzt werden.169 Diese ersetzen die konventio-
nellen Kalkulationsformen allerdings nicht, sondern ergänzen diese nur, indem Mög-
lichkeiten geschaﬀen werden, sich auf analytischem statistischem oder heuristischem
Wege den zukünftigen Kosten eines Produktes oder Prozesses zu nähern.170 Das
methodische Grundgerüst der im Unternehmen etablierten Kalkulationsform bleibt
aber unabhängig davon bestehen. Die Verfahren der Kostenträgerrechnung geben
deshalb zwar das Schema der Kalkulation vor, und es sind zudem der betrieblichen
Kostenrechnung gewisse Basisinformationen, wie Maschinenstunden- oder Zuschlag-
sätze sowie Kostensätze für Verbrauchsmaterial zu entnehmen, typischerweise fehlen
aber in ihr Informationen über manche Kostenbestandteile, für deren Prognose dann
eben jene Verfahren der konstruktions- bzw. entwicklungsbegleitenden Kalkulation
nutzen sind.171
Die entwicklungsbegleitende Kalkulation bezieht sich auf zukunftsorientierte Grö-
ßen, und zwar ohne konkrete Vorgabe der spezifischen Produktmerkmale und Ar-
beitsschritte, da noch keine vollständigen Konstruktions- und Fertigungsunterla-
gen vorliegen. Sie setzt somit an wenigen, bereits vorab bekannten Bauteilgeome-
trien und Fertigungsparametern an, um die bei Erstellung des Produktes entste-
henden Material- und Fertigungskosten zu prognostizieren. Entwicklungsbegleitend
bedeutet nicht zwangsweise, dass eine permanente Kostenbestimmung parallel zur
Entwicklung erfolgen muss. Vielmehr werden alle Verfahren so bezeichnet, die zu
einem oder auch mehreren Zeitpunkten im Entwicklungsprozess zur Anwendung
kommen.172 Zur entwicklungsbegleitenden Kalkulation zählen verschiedene Verfah-
ren, die in der Literatur teils unterschiedlich benannt und oftmals unterschiedlich
strukturiert werden.173 Der Verfahrenseinsatz richtet sich vor allem nach den verfüg-
baren Informationen – während zu Beginn, wenn lediglich erste Konzepte vorliegen,
eher Kostenschätzungen zum Einsatz kommen, können später, wenn bereits die Fer-
168 Zum Teil wird auch der Begriﬀ der Kurzkalkulation verwendet. Vgl. dazu Gröner 1991, S. 43;
Ehrlenspiel u. a. 2014, S. 462. Ehrlenspiel et al. verwenden dann allerdings die Kurzkal-
kulation auch synonym für Ähnlichkeitskalkulation; siehe ebd., S. 465 sowie VDI 1987, S. 31.
Wieder andere Autoren setzen dagegen mit der Kurzkalkulation lediglich die quantitativen
Verfahren der entwicklungsbegleitenden Kalkulation gleich; siehe Gleich 1996, S. 43. Aufgrund
seiner unterschiedlichen Verwendung soll auf den Begriﬀ hier ganz verzichtet werden.
169 Vgl. Fischer 2008, S. 131; Ehrlenspiel u. a. 2014, S. 457.
170 Vgl. Fischer 2008, S. 136.
171 Vgl. Götze u. a. 2012, S. 640.
172 Vgl. Fischer 2008, S. 132; Sajadfar und Ma 2015, S. 1; Ehrlenspiel u. a. 2014, S. 457.
173 Vgl. Fischer 2008, S. 136; Gröner 1991, S. 41 ﬀ., Neﬀ 2002, S. 50; Kümper 1996, S. 27.
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tigungsplanung im Gange ist, auch detailliertere Kostenprognosen angestellt werden.
Somit nimmt die erzielbare Genauigkeit im Zeitverlauf der Entwicklung zu.174 Neben
der Informationsverfügbarkeit ist aber auch der Kalkulationszweck entscheidend für
die Verfahrenswahl. So kann bspw. eine höhere Abweichung in Kauf genommen wer-
den, wenn nur die günstigere von zwei Varianten benannt werden soll als wenn ein
Angebot zu erstellen ist. Die notwendige Genauigkeit ist immer durch den Anwender
spezifisch festzulegen.175 Damit die Genauigkeit der Kostenprognosen erhöht werden
kann, sollten die Kosten als Summe von einzelnen Kostenbestandteilen – z. B. ge-
trennt nach Kostenarten – bestimmt werden.176 Abb. 2.14 liefert einen Überblick
über die wesentlichen Verfahren der entwicklungsbegleitenden Kalkulation nach Fi-










Abbildung 2.14: Verfahren der entwicklungsbegleitenden Kalkulation178
2.3.3 Gestaltung
Doch nicht nur die bloße Bewertung soll Zielsetzung dieser Arbeit sein, sondern auch
die aktive Gestaltung der Zielgrößen, um eine möglichst hohe Wirtschaftlichkeit zu
gewährleisten. Der Begriﬀ der Gestaltung wird in der Literatur nicht derart aus-
führlich betrachtet. Gestaltung meint, die unternehmerischen Handlungen in eine
174 Vgl. Neﬀ 2002, S. 49; Möller, Gleich und Schindera 1998, S. 71; Fischer 2008, S. 133.
175 Vgl. Ehrlenspiel u. a. 2014, S. 459; Fischer 2008, S. 135.
176 Vgl. ebd., S. 134.
177 Andere Autoren unterscheiden dagegen in qualitative und quantitative Verfahren mit jeweils
unterschiedlichen Unterteilungen, z. B. Neﬀ 2002, S. 50; Frech 1998, S. 44 ﬀ., Gleich 1996, S. 40;
Chang 2013, S. 249; Gröner 1991, S. 42.
178 Quelle: übernommen von Fischer 2008, S. 138.
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bestimmte Richtung zu lenken.179 Unter Gestaltung sollte daher die bewusste Ein-
flussnahme auf ein bestimmtes Objekt – im vorliegenden Falle auf die Prozesskette
und mit ihr in Zusammenhang stehende Produkte und Inputfaktoren – um eine
günstigere Ausprägung der Zielgrößen zu erreichen, verstanden werden.
Ähnlich wie für die Bewertung existieren auch für die Gestaltung verschiedene An-
sätze, die herangezogen werden können, um eine Verbesserung zu erreichen. Unter-
gliedern lassen sich die hier Relevanten in kostenbezogene, qualitätsbezogene sowie
zeitbezogene Ansätze.
Das Target Costing ist eines der maßgeblichen Instrumente des Kostenmanage-
ments. Es dient der integrierten Kostenplanung, -steuerung und -kontrolle und soll
eine entwicklungsbegleitende, marktorientierte Gestaltung der Lebenszykluskosten
eines Produktes ermöglichen. Dazu werden die Bereiche Produktion, Vertrieb und
Entwicklung integriert betrachtet.180 Ziel des Target Costings ist es, die Kosten ei-
nes Produktes ausgehend vom Markt zu ermitteln und auf seine Komponenten oder
Funktionen herunterzubrechen.181 Für die Bestimmung der Zielkosten können ne-
ben dem klassischen Market into Company-Ansatz, bei dem die Zielkosten aus dem
Marktpreis abgeleitet werden, auch andere Ansätze, wie z. B. eine Ableitung der
Kosten durch analytische Kostenplanung (Out of Company) oder aus den Kosten
des Wettbewerbers (Out of Competitor) sowie Mischformen, zum Einsatz kommen.
Beim Target Costing kann grob in die Zielkostenfestlegung, die Zielkostenspaltung
sowie die Zielkostenerreichung unterschieden werden.182 183
Eng in Verbindung mit dem Target Costing steht vor allem das Value Enginee-
ring.184 Dieses ist dafür zuständig, ein Produkt mit bestimmten, definierten Funk-
179 Vgl. Heinen 1965, S. 114.
180 Vgl. Sakurai 1997, S. 45 und 54; Schulte-Henke 2007, S. 4; Horváth, Niemand und Wolbold.
M. 1993, S. 3; Seidenschwarz 1993, S. 33; Agndal und Nilsson 2009, S. 86; Horváth und Sei-
denschwarz 1992, S. 142 f., Niemand 1992, S. 118; Seidenschwarz 1991, S. 198; Götze 2010,
S. 283.
181 Vgl. Sakurai 1997, S. 55; Agndal und Nilsson 2009, S. 86; Arnaout 2001, S. 14; Seidenschwarz
1993, S. 31 f.
182 Die Anzahl und die Bezeichnung der Phasen variiert in der Literatur. Vgl. hierzu z. B. Arnaout
2001, S. 44.
183 Vgl. Götze 2010, S. 283 ﬀ., Schulte-Henke 2007, S. 5 ﬀ., Horváth, Niemand und Wolbold. M.
1993, S. 9 ﬀ., Seidenschwarz 1993, S. 36; Arnaout 2001, S. 44 ﬀ., Horváth und Seidenschwarz
1992, S. 144 ﬀ., Niemand 1992, S. 119 ﬀ., Schulte-Henke 2007, S. 9 ﬀ., Seidenschwarz 1991,
S. 199 ﬀ., Sakurai 1997, S. 57.
184 Zum Teil kann auch der Literatur entnommen werden, dass das Value Engineering selbst erst
zum Target Costing weiterentwickelt wurde. Vgl. dazu Arnaout 2001, S. 19; Monden 1999, S. 1.
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tionen zu möglichst geringen Kosten zu erzeugen. Grundlage hierfür ist die Be-
stimmung der grundlegenden Funktionen eines Produktes sowie der zu erreichenden
Zielkosten. Anschließend werden solange Prototypen entwickelt, bis die Funktionen
zu den angestrebten Kosten erreicht werden können. Value Engineering dient damit
auch der Umsetzung erkannter Trade-Oﬀs zwischen Zielkosten und Standardkosten,
bedingt durch ein zu hohes Funktionsspektrum oder zu hohe Qualität.185 Um die
Funktionen eines Produktes zu ermitteln, ist dann wiederum die Funktionsanalyse
– als wichtigster Bestandteile der Wertanalyse – ein ausschlaggebendes Instrument.
Durch die Funktionsanalyse soll es möglich sein, die Funktionen eines Produktes auf-
zuspalten und zu ermitteln, ob diese notwendig sind. Notwendige Funktionen sollen
ferner zu einem angemessenen Niveau umgesetzt werden können. Zudem sollen die
Wirkungen von Funktionen antizipiert werden können.186 Das angemessene Niveau
richtet sich hierbei vor allem nach den zu erreichenden Kosten und der Qualität.187
188
Das konventionelle Target Costing rückt Produkte und seine Funktionen in der Vor-
dergrund.189 Vernachlässigt wird dabei allerdings oftmals die Bedeutung der Prozes-
se zur Erreichung der Kostenziele. Die Durchführung des klassischen Target Costing
lässt sich allerdings nicht ohne Weiteres auf Prozesse übertragen, da hier vor allem
das Problem besteht, dass Zielkosten für Prozesse sowie bestimmte Eigenschaften
der Fertigungsverfahren nicht einfach aus den Bedürfnissen des Marktes abgeleitet
werden können. Dies ist dadurch begründet, dass ein Kunde keine Kenntnis über
die Notwendigkeit sowie die Ausgestaltung eines bestimmten Prozesses für die Wert-
schöpfung hat. Das Target Costing ist dementsprechend anzupassen, um es für die
Zwecke der Prozessgestaltung nutzen zu können. Aus diesem Grunde haben sich
einige Autoren damit befasst, ein Target Costing für Prozesse zu konzipieren. Eine
einheitliche Verfahrensweise hat sich hierbei jedoch nicht etabliert. Entsprechende
185 Vgl. Agndal und Nilsson 2009, S. 87; Sakurai 1997, S. 66 f., Cooper und Slagmulder 2000,
S. 153; Cooper und Slagmulder 2004, S. 6.
186 Vgl. Monden 1999, S. 248; Fischer 2008, S. 85 ﬀ., Akiyama 1994, S. 26.
187 Vgl. Cooper und Slagmulder 2000, S. 7.
188 Siehe zu den einzelnen Schritten der Funktionsanalyse – bestehend aus Definition, Beschreibung,
Strukturierung und Bewertung der Funktionen – u. a. Monden 1999, S. 250 ﬀ.
189 Vgl. Dambrowski und Hieber, W. L. 1997, S. 302.
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Ansätze haben vor allem Seidenschwarz190, Weymar191, Gleich192 und Nie-
mand193 geliefert. Ausführlich sollen jene Ansätze hier nicht beschrieben werden.
Zusammenfassen dlässt sich jedoch sagen, dass noch ein kein einheitliches Vorgehen
besteht, was die Integration von Prozessen in ein Target Costing angeht. Während
Weymar einen stark verfremdeten Ansatz, der mit dem Target Costing im eigent-
lichen Sinnen nur wenig zu tun hat, speziell zur Gestaltung von Prozessen wählt,
setzen andere Ansätze, wie der von Seidenschwarz und Gleich vielmehr darauf,
eine weitere Spaltungsebene ausgehend von Komponenten auf die Prozesse einzube-
ziehen. Welche die sinnvollere Variante ist, bleibt noch zu entscheiden. Insbesondere
der Ansatz von Weymar ist allerdings in Sachen Praxistauglichkeit nur mit Ein-
schränkungen anwendbar. Die Ansätze von Gleich und Niemand hingegen weisen
andere Untersuchungszwecke und -objekte als Fertigungsprozesse auf, sodass auch
jene tendenziell eher geringe Möglichkeiten einer Anwendung im Bezug auf die Ge-
staltung von werkstoﬃnduzierten Prozessen bieten.
Zu den qualitätsbezogenen Methoden, die für Prozessketten herangezogen wer-
den können, zählen dagegen vor allem das QFD194, die Fehlermöglichkeits- und
-einflussanalyse (FMEA) sowie die Statistische Prozessregelung (SPR)195.196 Zu-
dem können Ansätze des Simultaneous Engineering sowie des Durchlaufzeiten-
Controlling genutzt werden, um zeitbezogene Maßnahmen zu erarbeiten. Hauptan-
liegen des Simultaneous Engineering ist die Reduktion der Entwicklungszeit – und
damit der Time To Market – und die Erhöhung der Erfolgsaussichten von Produkt-
und Prozessinnovationen. Weiterhin werden eine Reduktion der Entwicklungs- und
Herstellkosten sowie die Orientierung an den Kundenbedürfnissen angestrebt.197 Er-
reicht werden soll dies durch eine Parallelisierung von Konzept- und Realisationspha-
se. Dies hat einen hohen Kommunikationsaufwand aller beteiligten Entscheidungs-
träger zur Folge, der jedoch in der Realisationsphase kompensiert werden soll, indem
190 Vgl. Seidenschwarz 1994, S. 172 ﬀ.
191 Vgl. Weymar 2001, S. 3.
192 Vgl. Gleich 1996, S. 99.
193 Vgl. Niemand 1995, S. 47.
194 Vgl. Akao und Mazur 2003; Akao 1992; Pielok 1995, S. 123.
195 Vgl. Herrmann und Gerboth 2002, S. 642; Quentin 2015, S. 843; Binner 2002, S. 220; Kamiske
2015, S. 93.
196 Die für die Gestatung von Prozessketten nötigen Ansätze werden im Rahmen des Teilkapitels
4.3.2 noch eingehender behandelt.
197 Vgl. Buscher 2000, S. 228 f.
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kostenintensive Rückkopplungen möglichst ausbleiben.198 Daraus ergeben sich Im-
plikationen für eine Bewertung werkstoﬃnduzierter, fertigungstechnischer Prozess-
ketten, die möglichst integrativ geschehen sollte, um zum Gesamtziel der Time to
Market-Reduktion eﬀektiv beizutragen. Unterstützt werden soll dies durch die be-
reits benannten Methoden des QFD sowie der FMEA.199 Eine weitere Stellschraube
zur Kostenreduktion ist die Verringerung der Durchlaufzeiten.200 Zu hohe Durch-
laufzeiten können als Folge eine mangelnden Prozessgestaltung begriﬀen werden.201
Unter einer Durchlaufzeitenverkürzung ist demnach das verbesserte Gestaltung der
Prozessketten zu verstehen.202 Als Ansatzpunkte zur Prozessbeschleunigung sind die
in Abb. 2.15 abgebildeten Maßnahmen zu verstehen.
Schritt 1 Schritt 2 Schritt 3 Schritt 4 Ausgangsprozess
Schritt 1 Schritt 2 Schritt 3 Schritt 4 Eliminierung nicht notwendiger Schritte
Schritt 4 Schritt 2 Schritt 1 Änderung der Reihenfolge
Schritt 4 Schritt 2 Schritt 1 Hinzufügen fehlender SchritteSchritt 5
Schritt 4 Schritt 2 Schritt 1/5 Integration
Schritt 4 Schritt 1/5 Automatisierung




Abbildung 2.15: Maßnahmen der Prozessbeschleunigung203
Ein weiteres Instrument aus dem Bereich des Prozess- respektive Zeitmanage-
ments, das vor allem auch zur Reduktion von Durchlaufzeiten zur Anwendung
kommt, ist die Wertstrommethode. Die Wertstromanalyse dient der Analyse des
Ist-Zustandes im Unternehmen und soll Ansatzpunkte für Verbesserungen liefern,
während die Wertstromgestaltung (=Wertstromdesign) der Entwicklung eines Soll-
198 Vgl. Buscher 2000, S. 229; Gerpott und Winzer 2000, S. 248 f.
199 Vgl. Buscher 2000, S. 241; Gerpott und Winzer 2000, S. 251 f.
200 Vgl. Wildemann 2000, S. 399.
201 Vgl. ebd., S. 404.
202 Vgl. ebd., S. 405.
203 Quelle: modifiziert übernommen von ebd., S. 411; siehe auch Hielscher 2008, S. 28; Schmelzer
und Sesselmann 2010, S. 136.
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Zustandes dient.204 Durch Wertstromdesign soll Verschwendung in der Produktion
vermieden werden, indem Flüsse mit hoher Wertschöpfung, geringen Durchlaufzeiten
und hoher Flexibilität konzipiert werden.205 Optimalflüsse können vor allem gene-
riert werden, indem Zykluszeiten der einzelnen Prozesse einander gegenübergestellt
und mit den Taktzeiten verglichen werden. Durch Umstrukturierung der Produktion
soll es gelingen, die Zykluszeiten an die Taktzeiten der Prozesse anzupassen.206
Welche der genannten Methoden tatsächlich für die Gestaltung von Prozessketten
geeignet sind und wie diese in die Methodik integriert werden können, wird noch im
Rahmen des Teilkapitels 4.3.2 erläutert.
2.4 Anforderungen und
Anwendungsvoraussetzungen der Methodik
Die Konzeption einer Methodik zur Bewertung und Gestaltung von Prozessketten
ist ein komplexer Sachverhalt. Hervorgerufen wird dieser Tatbestand unter anderem
durch die Vielzahl an Elementen, die es bei einer eﬃzienten Prozesskettenauslegung
zu berücksichtigen gilt. So sind – über den Lebenszyklus betrachtet – verschiedenar-
tige Objekte, wie Werkstoﬀe, Produkte, Bauteile, Prozesse, Technologien, Betriebs-
mittel u. Ä., sowie eine Vielzahl an Einflussgrößen zu berücksichtigen, die in direktem
Zusammenhang mit der Wirtschaftlichkeit der Prozessketten stehen. Darüber hin-
aus sind verschiedene ökonomische, ökologische und technologische Zielstellungen
von Bedeutung, die unter anderem aus den verschiedenen Prioritäten der an der
Entwicklung bzw. Auslegung von Prozessketten beteiligten (akademischen) Diszipli-
nen resultieren – letztlich aber in Summe alle entscheidungsrelevant sind. Neben den
unterschiedlichen Zielen der Stakeholder ist auch das divergierende Methoden- und
Expertenwissen der verschiedenen Bereiche eine zu überwindende Hürde.207 So hat
ein Betriebswirtschaftler anderes Wissen bzw. andere Standpunkte einzubringen als
ein beteiligter Ingenieur – woraus sich letztlich auch die verschiedenen Zielhierarchi-
204 Vgl. Becker 2010, S. 42; Börkircher 2010, S. 22; Engeln und Schwöbel 2005, S. 52 f., Erlach
2007, S. 31 ﬀ., Jehle und Willeke 1998, S. 132 f., Klevers 2007, S. 27 ﬀ., Pichler 2003, S. 30 f.,
Birkhäuser, Klappstein und Klesius 2006, S. 8.
205 Vgl. Engeln und Schwöbel 2005, S. 52.
206 Vgl. ebd., S. 54.
207 Vgl. Neugebauer, Götze und Sygulla 2011, S. 11–12.
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en ergeben. Nicht selten führen die unterschiedlichen Blickwinkel zu Sackgassen oder
Konflikten im Entscheidungsprozess. Es ist daher notwendig, die Informationsflüsse
zwischen verschiedenen Disziplinen zu kanalisieren und in sinnvoller, zielführender
Weise zu steuern.
Daraus ergibt sich eine Reihe zu berücksichtigender Anforderungen, die es bei der
Konzeption einer Methodik zur Bewertung und Gestaltung von Prozessketten zu be-
rücksichtigen gilt. Diese Kriterien für eine fundierte Bewertungs- und Gestaltungs-
methodik sollen deshalb im folgenden Abschnitt systematisch erarbeitet werden.
Generell kann hierbei in allgemeine Anforderungen sowie spezifische Anforderungen
an die Methodik unterschieden werden. In Abb. 2.16 wird bereits eine Übersicht der
wesentlichen Anforderungen an die Methodik geliefert.
Formale Anforderungen:
• formale Richtigkeit 
• empirische Richtigkeit






• zeitliche Anforderungen: Frühzeitigkeit, Konti-
nuität der Bewertung, zunehmende Konkreti-
sierung
• Anforderungen an den Umfang der Bewertung 
und Gestaltung: monetäre und nicht-monetäre 
Zielgrößen, Bewertung und Gestaltung von 
Kosten und Nutzen, Aufbau eines kompatiblen 
Zielsystems, Identifikation von Einflussgrößen 
und Analyse von Wechselbeziehungen, 
Prognose zukünftiger Größen, Berücksichtigung 
unscharfer Informationen und von Unsicherheit
• Anforderungen an das Zielsystem: Realistik, 
Operationalität, Ordnung, Konsistenz, Aktualität, 
Vollständigkeit und Durchsetzbarkeit
Allgemeine Anforderungen Spezifische Anforderungen
Abbildung 2.16: Anforderungen an die Methodik zur Bewertung und Gestaltung
fertigungstechnischer Prozessketten208
208 Quelle: eigene Abbildung
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Allgemeine Anforderungen
Unter allgemeinen Anforderungen an die Methodik werden hier formale Anforde-
rungen aufgefasst, die üblicherweise an Entscheidungsmodelle gestellt werden. Die
formalen Anforderungen sind der Abb. 2.16 entnehmbar.
Unter formaler Richtigkeit wird verstanden, dass das Modell keine inneren Wi-
dersprüche aufweist. Daher müssen die Bestandteile des Modells geordnet sein und
in klarer Relation zueinander stehen. Die formale Richtigkeit eines Modell äußert
sich insbesondere darin, dass reproduzierbare Aussagen generiert werden. Dies wird
insbesondere dann gewährleistet, wenn das Modell quantitativ ausgerichtet ist.209
Empirische Richtigkeit wird dagegen erreicht, wenn die Abbildungseigenschaf-
ten des Modells die Realität in geeigneter Weise wiedergeben. In diesem Kontext
ist auch auf die Genauigkeit und die Sicherheit der Modellaussagen zu achten. Mit
Sicherheit ist gemeint, mit welcher Wahrscheinlichkeit getätigte Aussagen auf die
Realität zutreﬀen werden.210
Für die Nutzerfreundlichkeit ist die Handhabbarkeit des Modells von zentraler
Bedeutung.211 Hiermit gehen vor allem Aspekte wie eine hohe Intuitivität bei der
Anwendbarkeit, Verständlichkeit, Klarheit und Transparenz des Modells einher. Sind
diese Punkte erfüllt, wird auch die Praxistauglichkeit für die Modellanwendung als
hoch eingestuft 212 und wird dazu führen, dass auch die Akzeptanz – bedingt durch
eine hohe Nachvollziehbarkeit – hoch ausfallen wird.
Zweckbezogenheit meint die Gewährleistung eines Objekt- und Subjektbezuges
des Modells.213 In diesem Falle wären als das Objekt die Prozessketten (inkl. weiterer
mit ihr in Zusammenhang stehender Objekte, wie Produkte, Werkstoﬀe, etc.) und
das Subjekt die Bewertung und Gestaltung der Prozessketten, die durch das Modell
erreicht werden soll, anzusehen. Anders formuliert, müssen die Modellbestandteile
für den Untersuchungszweck auch relevant sein. Mit der Zweckbezogenheit geht auch
eine Erfüllung der Ergebnisqualität einher. Das Modell soll brauchbare Antwor-
ten für den Anwender liefern, die auch vergleichbar und reproduzierbar sind. Die
Bewertungsergebnisse sollten dementsprechend eine hohe Aussagekraft aufweisen.
209 Vgl. Haag 2009, S. 29; Schöning 2006, S. 45.
210 Vgl. Haag 2009, S. 29; Schöning 2006, S. 45; Patzak 1982, S. 309.
211 Vgl. Schöning 2006, S. 45; Patzak 1982, S. 310.
212 Vgl. Park und Park 2004, S. 388; Haag 2009, S. 29.
213 Vgl. Schöning 2006, S. 45.
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MitWirtschaftlichkeit ist die Erzielung eines vertretbaren Verhältnisses aus Auf-
wand und Nutzen gemeint. Der Aufwand für die Modellerstellung sollte möglichst
gering sein und dennoch gute Ergebnisse liefern. Das Modell sollte daher auch so
gestaltet werden, dass dieses variabel an äußere Umstände angepasst werden kann,
um die Bewertung je nach Situation mehr oder weniger komplex zu gestalten.
Spezifische Anforderungen
Zu den spezifischen Anforderungen zählen Anforderungen, die konkret auf den In-
halt der Methodik gerichtet sind. Was die inhaltlichen Anforderungen an die Metho-
dik angeht, so kann weiter in zeitliche Anforderungen sowie Anforderungen an den
Bewertungs- und Gestaltungsumfang sowie die Gestaltung des Zielsystems unter-
schieden werden. Die zeitlichen Anforderungen basieren im Wesentlichen auf dem
Aspekt, dass eine Bewertung und Gestaltung bereits frühzeitig – während der
FuE sichergestellt werden soll. Darüber hinaus soll aber auch eine fortlaufende,
kontinuierliche Bewertung während der fortwährenden Entwicklung sowie den
späteren Phasen des Innovationsprozesses ermöglicht werden. Daraus ergibt sich die
Forderung nach einer an den Informations- bzw. Kenntnisstand angepasste Bewer-
tung, die im Zeitverlauf konkretisiert wird.
Im Bezug auf den Umfang der Bewertung, wurde bereits mehrfach erwähnt, dass
eine Berücksichtigung sowohl monetärer wie auch nicht-monetärer Zielgrö-
ßen ermöglicht werden soll, um eine adäquate Bewertung und Gestaltung von
Kosten und Nutzen einer Prozesskette zu gewährleisten. Dementsprechend ist die
Durchführung einer Multikriterien-Bewertung im Rahmen einer erweiterten Wirt-
schaftlichkeitsanalyse214 zu unterstützen. Diese hat zum einen eine ausgeprägte kos-
tenbezogene Bewertung zu beinhalten sowie zum anderen eine fundierte Erfassung
und Bewertung von Nutzeneﬀekten. Zudem ist die Durchführung der Entscheidung
auf Basis der vorliegenden Größen nicht zu vernachlässigen. In diesem Zusammen-
hang ist auch der Aufbau eines kompatiblen Zielsystems zu fördern. Des Wei-
teren ist zu gewährleisten, dass die Identifikation wesentlicher Einflussgrößen,
die Analyse von Wechselbeziehungen zwischen Einflussgrößen und deren Pro-
gnose bzw. Bestimmung der Ausprägung im Rahmen der Methodik sicher-
214 Auf den Begriﬀ und das Wesen der erweiterten Wirtschaftlichkeitsrechnung wird noch im Teil-
kapitel 4.2.5 eingegangen.
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gestellt und ausreichend unterstützt werden. Hierdurch soll u. a. auch die Herlei-
tung von Optimierungspotenzialen unterstützt werden. Zudem ist sicherzustellen,
dass unscharfe Informationen – die aufgrund der Frühzeitigkeit der Bewertung
mit hoher Wahrscheinlichkeit vorliegen werden – verarbeitet werden können und
dass Unsicherheit bei der Wahl der Bewertungsmethoden berücksichtigt wird, da
selbst bei hoher Prognosegüte eine gewisse Wahrscheinlichkeit vorliegt, dass gewisse
Entwicklungen anders oder gar nicht eintreten werden.
Im Zusammenhang mit dem Aufbau eines kompatiblen Zielsystems ergeben sich
zudem wesentliche Anforderungen an Zielsysteme. Diese sindRealistik, Operatio-
nalität, Ordnung, Konsistenz, Aktualität, Vollständigkeit und Durchsetz-
barkeit.215 Diesen Forderungen ist beim Aufbau einer Zielhierarchie – im Rahmen
der Möglichkeiten – entsprechend Folge zu leisten.
Anwendungsvoraussetzungen
Für die erfolgreiche Verwendung der Methodik ergeben sich einige Anwendungs-
voraussetzungen. Eine solche Voraussetzung ist, dass die Prozessketten, die einer
Bewertung und Gestaltung unterzogen werden sollen, bereits grob vorliegen müs-
sen. D. h., dass die verschiedenen Prozessketten zumindest hinsichtlich der durch-
zuführenden Prozesse grob bekannt sind, wenngleich die nötigen Informationen, die
für die Bewertung der Prozesse relevant sind, noch nicht vorhanden und/oder nicht
vollständig bekannt sind. Oftmals werden die Prozesse zum angestrebten Zeitpunkt
der Bewertung noch im Labormaßstab oder im semi-industriellen Maßstab erprobt
werden, jedoch sollten erste Ideen und Konzepte dazu vorliegen, wie der Prozess im
Produktionsprozess ausgestaltet sein wird. In Anlehnung an in der Literatur existie-
rende Prozessreifegradmodelle216, kann auch hier ein solches zu Einordnungszwecken
herangezogen werden. Der Prozessreifegrad unterteilt sich in unterschiedliche Stufen
und gibt an, wie fortgeschritten ein Prozess in seiner Entwicklung ist. In dem für den
Zweck der Arbeit entwickelten Prozessreifegradmodell (vgl. 2.17) muss mindestens
die Stufe 1 erreicht sein, um die Methodik erfolgreich anwenden zu können. Damit
einher geht auch der nachfolgende Punkt.
215 Vgl. Wild 1982, S. 55.
216 Vgl. Wallmüller 1992, S. 17 ﬀ., Nehfort 2013, S. 522 ﬀ.
217 Quelle: eigene Abbildung erstellt in Anlehnung an ebd., S. 544.
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x Prozesse sind nicht beschrieben, Reihenfolge der Fertigungsprozesse ist nicht 
bekanntStufe 0:  undefiniert
Stufe 1: grob geplant
x Reihenfolge der Prozessausführung ist im Wesentlichen bekannt und verbal oder grafisch beschrieben
x Prozesse werden diskontinuierlich im Labormaßstab oder semi-industriell erprobt,
x Parameter sind noch nicht definiert
x Wechselwirkungen zwischen Prozessen  und Parametern sind nur im Ansatz aufgedeckt
x Anlagentechnik ist noch nicht bekannt
Stufe 2: fein geplant
x Prozesse sind modelliert
x Parameter sind gesetzt
x Wechselwirkungen zwischen Prozessen sind bekannt
x Anlagentechnik ist definiert
x Prozesse werden kontinuierlich erprobt
Stufe 3: eingeführt/umgesetzt x Prozesse werden zur Produktion von Gütern verwendetx Optimierungspotenziale sind noch vorhanden
Stufe 4: gesteuert x Prozesse werden Messungen unterzogenx Resultate sind steuerbar
Stufe 5: Optimiert x Quantitative Messungen werden verwendet, um den Prozess zu optimieren
Abbildung 2.17: Prozessreifegradmodell217
Es wird für die Konzeption der Methodik zur Bewertung der Prozessketten davon
ausgegangen, dass diesen bereits durch vorausgegangene Grobbewertungen durch be-
teiligte Entwicklungsingenieure bescheinigt wurde, dass die Prozessketten das Krite-
rium der technischen Machbarkeit erfüllen. Technische Machbarkeit meint, dass der
Konstruktionswerkstoﬀ durch Anwendung des vorgegebenen Produktionsverfahrens
innerhalb geforderter Fertigungstoleranzen in ein Produkt mit der gewünschten Pro-
duktgeometrie reproduzierbar überführt werden kann.218 De facto ist also bereits si-
chergestellt, dass alle Prozessketten, die einer Bewertung unterzogen werden sollen,
in der Lage sind, den gewünschten Output innerhalb abgesteckter Eigenschaftsspek-
tren zu fertigen.
Damit lässt sich festhalten, dass die Methodik erst dann anwendbar ist, wenn be-
reits grobe/unscharfe Kenntnisse über die Prozessketten vorliegen und diesen eine
technische Machbarkeit zugeschrieben wird.
218 Vgl. dazu Martini 1995, S. 64 f.
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3 Stand der Forschung
Im nächsten Kapitel soll nun der Stand der Forschung dargelegt werden, indem be-
stehende Ansätze zur Bewertung und Gestaltung von Prozessketten untersucht und
– vor dem Hintergrund ihrer potenziellen Eignung für die Lösung der dieser Arbeit
zugrunde liegenden Problematik – im Anschluss ganzheitlich beurteilt werden. Not-
wendig ist dies, um zu untersuchen, ob bereits geeignete Ansätze für die Erfüllung
der Zielsetzung der Arbeit vorliegen bzw. in welchen Punkten jene Ansätze trans-
feriert werden können und welche Schwachstellen bisherige Ansätze darüber hinaus
aufweisen. Zudem soll durch die Darlegung der bestehenden Ansätze ein Literatu-
rüberblick gegeben werden können, der dem Leser wesentlichen Einblick über die
Vielfalt der bestehenden Arbeiten auf dem Feld der Bewertung und zum Teil auch
Gestaltung von Prozessketten gibt. Da in der Literatur Prozess- und Technologieket-
ten nicht immer eindeutig abgegrenzt werden und zudem (Werkstoﬀ-)Technologien
einer wesentlicher Bestandteil der hier zu betrachtenden fertigungstechnischen Pro-
zessketten sind, sollen darüber hinaus auch solche Ansätze Beachtung finden, die
sich mit der Auslegung und Bewertung neuer Technologieketten auseinandersetzen,
um wichtige Anregungen für eine geeignete Methodik zu erhalten. Nicht beachtet
werden hingegen solche Ansätze, die sich mit Prozess- und Technologiemanagement
allgemein befassen – soll heißen, die Ansätze müssen in einem engen Kontext zur
Fragestellung dieser Arbeit stehen und einen Fertigungsbezug aufweisen.
Betrachtet werden sollen damit all jene Ansätze, die nach Kenntnis des Autors der
Arbeit existieren, um sich speziell mit der Bewertung und Gestaltung von Prozess-
oder Technologieketten auseinanderzusetzen. Überdies werden allerdings auch solche
Ansätze betrachtet, die zwar nur einzelne Technologien oder Prozesse als Betrach-
tungsgegenstand haben, dafür aber auch Nutzeneﬀekte und künftige Potenziale mit
berücksichtigen. Die Voraussetzung für die nachfolgende Beschreibung eines Ansat-
zes ist damit das Betrachtungsobjekt Prozess(kette) oder (Technologie)kette, das
bewertet und gestaltet werden soll. Die im Folgenden durchgeführte Aufarbeitung
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bisheriger Ansätze kann auch zugleich als Erkenntisgewinn (im Vergleich zu bis-
herigen Aufarbeitungen von bestehenden Ansätzen) verstanden werden, da in der
Literatur bislang noch keine derart umfassende Auseinandersetzung und Systemati-
sierung bestehender Ansätze erfolgt ist. Die Beschreibung der bestehenden Ansätze
soll anhand zuvor ausgewählter Kriterien erfolgen. Im Anschluss an die Vorstellung
der einzelnen Ansätze soll dann eine zusammenfassende Übersicht über die Aus-
prägung der jeweiligen Kriterien erarbeitet sowie eine kritische Würdigung gegeben
werden, bei der sowohl positive wie auch negative Aspekte der Ansätze herausgear-
beitet werden.
Gegliedert sind die Ansätze zunächst grob in eindimensionale, mehrdimensionale
sowie hybride.1 Innerhalb der einzelnen Teilkapitel sind die Ansätze der Übersicht
halber noch weiter untergliedert. Die Zuordnung kann hierbei teilweise nicht ganz
einwandfrei vorgenommen werden. Insbesondere die Trennung in langfristig koste-
norientierte Ansätze und solche, die auf die entwicklungsbegleitende Kalkulation
zurückgreifen, ist nicht immer einfach, da Ansätze zum Teil beide Aspekte vereinen.
Die Einordnung ist dann jeweils dort erfolgt, wo der Verfasser den Schwerpunkt des
jeweiligen Ansatzes gesehen hat.
3.1 Definition der Vergleichskriterien
Im Folgenden sollen nun Kriterien abgeleitet werden, anhand derer die Ansätze
beschrieben sowie voneinander abgegrenzt und dadurch die jeweiligen Stärken und
Schwächen besser herausgearbeitet werden können.
Die Kriterien ergeben sich einerseits aus der Zielsetzung der Arbeit sowie anderer-
seits aus den vorgestellten Ansätzen selbst. Die Kriterien, die sich aus den Ansätzen
selbst ergeben, können als Systematisierungskriterien aufgefasst werden und dienen
eher als Einordnung in die Art des Bewertungs- oder Gestaltungsansatzes. Hierzu
zählen:
• Betrachtungsobjekt2: Hierbei wird untersucht, ob der Bewertung eher ein Pro-
zess oder eine Technologie zugrunde liegt und ob es sich hierbei um ein einzel-
nes Objekt oder eine Verkettung von Objekten handelt, die bewertet wird.
1 Was darunter verstanden wird, darauf wird noch eingegangen.
2 Vgl. Brandenburg 2001, S. 21.
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• Umfang der Bewertung: Unterschieden werden kann oftmals in eine tech-
nische und/oder wirtschaftlich ausgerichtete Bewertung. Im Zusammenhang
mit der wirtschaftlichen Bewertung ist weiterhin zu diﬀerenzieren, ob Kosten-
und/oder Nutzenaspekte berücksichtigt werden bzw. ob eine Residualgröße als
Zielgröße dient.
• Bewertungsverfahren: Hierbei gilt es zu klären, ob der betreﬀende Ansatz ein-
oder mehrdimensional ausgestaltet ist. Ferner gilt es zu unterscheiden, ob der
jeweilige Bewertungsansatz statisch oder dynamisch ausgerichtet ist und ob
Zeiteﬀekte damit zum Tragen kommen.
• Berücksichtigung von Unsicherheit: Erfolgt eine Bewertung bereits frühzeitig
im Entwicklungsprozess, bestehen zahlreiche Unsicherheitsfaktoren. Daher ist
zudem zu unterscheiden, inwiefern einerseits stochastische und/oder linguisti-
sche Unsicherheit berücksichtigt werden.3
• Einsatzzeitpunkt: Hinsichtlich des Einsatzzeitpunktes kann dahingehend un-
terschieden werden, in welcher Lebenszyklusphase die Bewertung erfolgen kann
bzw. sollte und welche Phasen in die Betrachtung eingeschlossen werden –
Entwicklung, Produktion (bzw. Marktphase) und/oder Nachsorge (Recycling).
Diese Unterscheidung gibt Auskunft darüber, wie frühzeitig der Bewertungs-
ansatz zum Einsatz kommen kann und wie langfristig dieser ausgelegt ist.4
5
Darüber hinaus sollen aber solche Aspekte mit betrachtet werden, die vor dem
Hintergrund der definierten (spezifischen) Anforderungen an eine Methodik zur Be-
wertung und Gestaltung werkstoﬃnduzierter Prozessketten von besonderer Relevanz
sind und daher eher als Gütekriterien verstanden werden können.
• Berücksichtigung von Wechselwirkungen: Die Bewertung von Prozessen geht
oftmals mit zahlreichen interdependenten Objekten einher (wie z. B. Produk-
ten, Ressourcen, Technologien, etc.), die Wechselwirkungen unterliegen. Ob
3 Zur Unterscheidung von Arten der Unsicherheit siehe Teilkapitel 4.2.7.4.
4 Vgl. Willms 2008, S. 10.
5 Ähnlich wie die Unsicherheit kann der Einsatzzeitpunkt gleichzeitig als Systematisierung- sowie
Gütekriterium gesehen werden, denn im Rahmen dieser Arbeit gilt, „ je frühzeitiger einsetzbar,
desto besser“. Nichsdestotrotz überwiegt der Einordnungscharakter des Kriteriums und wird
daher als Systematisierungskriterium klassifiziert.
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diese Wechselwirkungen ausreichend erfasst werden, ist in diesem Punkt zu
bewerten. Zudem sind Prozessketten durch eine Vielzahl von Einflussgrößen
gekennzeichnet, die sich gegenseitig bedingen und die in Über- und Unter-
ordnungsverhältnissen zueinander stehen. Die Oﬀenlegung dieser Beziehungen
ist einerseits von Bedeutung für die Kosten- und Nutzenermittlung sowie an-
dererseits die nachgelagerte Bestimmung von Verbesserungspotenzialen. Ob
auch die Beziehungen zwischen verschiedenen Einflussgrößen(gruppen) in den
Ansätzen berücksichtigt werden, soll deshalb ebenfalls hinterfragt werden.
• Unterstützung einer systematischen Prognose: Für eine frühzeitige Bewertung
fertigungstechnischer Prozessketten besteht, wie bereits ausgeführt, das Pro-
blem des Nichtvorhandenseins valider Daten. Neben der Einbeziehung von
Unsicherheit in den Bewertungsprozess kann diesem Problem auch durch eine
zielgerichtete und wirkungsvolle Prognose zukünftiger Daten begegnet werden.
Daher ist zusätzlich zu hinterfragen, ob durch die Ansätze eine Vorhersage bzw.
Ermittlung prozessbezogener Größen sowie des Produktionsumfeldes gewähr-
leistet wird.
• Bereitstellung geeigneter Auswertungen/Intensität der Unterstützung bei der
Entscheidungsfindung: Da die Bewertung lediglich die Grundlage für die Ent-
scheidungsfindung bildet, ist es zudem wichtig, auch geeignete Auswertungs-
möglichkeiten zu integrieren. Ob einerseits geeignete Tools bzw. Instrumente
hierfür vorgeschlagen werden und ob darauf aufbauend auch Verbesserungs-
potenziale abgeleitet werden können, wird in diesem Punkt verdeutlicht.
3.2 Eindimensionale Ansätze
3.2.1 Kostenorientierte Ansätze
3.2.1.1 Kurzfristig ausgerichtete Ansätze
3.2.1.1.1 Methodik zur kostenorientierten Bewertung von Prozessketten
Der erste hier zu untersuchende Bewertungsansatz ist eine Methodik zur kosten-
orientierten Bewertung von Prozessketten von Götze et al.. Per se ist der Ansatz
weder kurz- noch langfristig ausgerichtet, sondern eher allgemein. Die Benennung
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der Methodik lässt bereits darauf schließen, dass die Bestimmung der prozessbezoge-
nen Kosten bei diesem Ansatz im Fokus steht. Götze et al. konzipieren für diesen
Zweck – in Anlehnung an den Problem- und Systemstrukturierungsprozess in der
VDI-Richtlinie 2221 – ein generisches Vorgehensmodell, welches dazu dienen soll,
die Kosten einer Prozesskette auf systematische Weise zu ermitteln (siehe Abb. 3.1).
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Prozesskette
Festlegung der Systemgrenzen 
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Abbildung 3.1: Vorgehensmodell zur kostenorientierten Bewertung von Prozessket-
ten6
Die Bewertung ist demnach rein wirtschaftlich ausgerichtet und es werden aus-
schließlich Kosten (und keine Nutzeneﬀekte) betrachtet. Das im Rahmens des Vor-
gehensmodells zum Tragen kommende Bewertungsverfahren ist eindimensional und
statisch ausgelegt – es handelt sich um eine Art Kostenvergleichsrechnung7 Der
Unsicherheit von Eingangsgrößen wird durch die Einbeziehung einer Sensitivitäts-
analyse, die auf die Ungewissheit der Parameter gerichtet ist, Rechnung getragen.
Unschärfe wird dagegen nicht weiter berücksichtigt. Der Ansatz von Götze et al.
ist nicht speziell auf die Prognose zukünftiger Größen zugeschnitten. Es werden
dementsprechend keine entsprechenden Instrumente für die Vorhersage künftiger
Einflussgrößenausprägungen bereitgestellt. Damit ist der Ansatz auch nur bedingt
6 Quelle: übernommen aus Götze u. a. 2011, S. 650.
7 Allerdings handelt es sich um keine Kostenvergleichsrechnung im investitionsrechnerischen Sin-
ne, sondern lediglich um eine Gegenüberstellung von Herstellkosten.
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bereits im Rahmen der Entwicklung von Produkten und Prozessen als vielmehr
erst im Rahmen der Betriebsphase einsetzbar. Wechselwirkungen zwischen den Be-
trachtungsobjekten werden nicht erfasst, dafür werden aber Einflüsse zwischen Ziel-
und Einflussgrößen erfasst, indem Einflussgrößen der jeweiligen Bezugsgrößen für
die Kostenverrechnung gesammelt und auf Beziehungen untersucht werden sollen.
Sind die Kosten ermittelt, wird dem Anwender durch die Sensitivitätsanalyse auch
ein Instrument mitgegeben, das dazu dienlich ist, die wesentlichen Kostentreiber zu
ermitteln, was auch die Basis für eine Ableitung von Verbesserungsmaßnahmen sein
kann.8
3.2.1.1.2 Methodisches System zur Auslegung von kostenoptimalen und
prozessstabilen Fertigungsverkettungen
Bei Willms steht ebenfalls die Bestimmung der Herstellkosten einer Prozessket-
te im Fokus, auch wenn Willms den Begriﬀ der Fertigungsverkettung wählt. Der
Begriﬀ der Fertigungsverkettung ist dabei synonym zur fertigungstechnischen Pro-
zesskette und wird von Willms nur zu Abgrenzungszwecken herangezogen.9 Das
methodische Rahmensystem ist modulartig aufgebaut und Abb. 3.2 zu entnehmen.
Allerdings soll bei diesem Ansatz auch versucht werden, das optimale Verhältnis
zwischen den Kosten einer Prozesskette und festgelegten Fertigungstoleranzen zu be-
stimmen.10 Somit wird auch besonderes Augenmerk auf die Prozessqualität gelegt.
Der Ansatz betrachtet damit neben wirtschaftlichen auch technische Aspekte. Die
Zielgröße der Bewertung sind dennoch ausschließlich die Kosten. Ähnlich wie beim
zuvor beschriebenen Ansatz handelt es damit um eine statische Kostenvergleichs-
rechnung. Der Ansatz ist nicht speziell auf eine frühzeitige Verwendung ausgerichtet
– entsprechende Prognosemethoden werden nicht bereitgestellt. Auch Unsicherheit
wird nicht gesondert berücksichtigt. Genauso wenig werden Methoden integriert, die
zu Auswertung- und/oder Analysezwecken herangezogen werden können. Allerdings
werden Wechselwirkungen zwischen Objekten recht diﬀerenziert betrachtet, indem
Parameter und Ressourcen, wie Schnittwertparameter, Werkzeuge, Betriebsmittel
u. Ä. den einzelnen Prozessen zugeordnet und variiert werden, sodass verschiedene
8 Ausführlicher ist das Vorgehen dargestellt in Götze u. a. 2011, S. 650 ﬀ.
9 Vgl. Willms 2008, S. 8.
10 Vgl. Klocke, Willms und Nau 2008, S. 38 f., Klocke, Willms und Nau 2009, S. 51 f. Willms
2008, S. 8.
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Abbildung 3.2: Methodisches Rahmensystem zur Auslegung prozessstabiler und kos-
tenoptimaler Fertigungsverkettungen11
3.2.1.1.3 Ansatz zur Entwicklung von fertigungstechnischen Prozessketten
unter Berücksichtigung von Unsicherheit
Bei dem im Ansatz von Schmitt et al. verwendeten Bewertungsverfahren han-
delt es sich im Grunde um eine statisch ausgerichtete Gewinnvergleichsrechnung,
die mit einer Bewertung von (Real-)Optionen kombiniert wird und damit auch in
entscheidender Weise den Unsicherheitsfaktoren bei der Bewertung von Prozessket-
ten Rechnung trägt. Technische Aspekte spielen hierbei keine Rolle. Allerdings wird
nur bedingt auf die Besonderheiten bei einer Verkettung von Prozessen eingegan-
gen, weshalb die Bewertung eher auf einzelne Prozesse gerichtet ist. Da als Basis für
die Ermittlung der in die Gewinnfunktion einfließenden Kosten u. a. eine feature-
basierte Kostenschätzung im Rahmen der Produktplanung diskutiert wird, werden
11 Quelle: übernommen von Klocke, Willms und Nau 2008, S. 37.
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auch Instrumente für eine frühzeitige Prognose prozessbezogener Größen mitgelie-
fert, sodass die Bewertung bereits im Rahmen der Entwicklung durchgeführt werden
kann. Unsicherheit spielt bei dem Ansatz – wie bereits ausgeführt – eine tragen-
de Rolle. Basierend auf verschiedenen Szenarien soll der Gewinn für verschiedene
Handlungsoptionen ermittelt werden. Um die Auswirkungen der Unsicherheit der
Umweltveränderungen auf den Gewinn unmittelbar auszudrücken, ist eine Funktion
aufzustellen, die direkt die Einflussfaktoren aus dem Feld Technologie (T ), Ökolo-
gie (O¨), Gesellschaft (G) und Ökonomie (E) sowie darüber hinaus die Unsicherheit
der unternehmerischen Handlung (UH) und der institutionellen Handlung (IH) ein-
schließt und mit den Treibern der Wirtschaftlichkeit in Beziehung bringt. Auf Basis
dessen kann für verschiedene Szenarien bestimmt werden, ob es besser ist, eine be-
stehende Prozesskette zu erweitern oder durch eine andere zu ersetzen, indem der
Nutzen einer Prozesskettenänderung bzw. einer Neuauslegung den Änderungskosten
(KA¨) gegenübergestellt wird. Wechselwirkungen zwischen Objekten werden erfasst,
indem eine detaillierte Beschreibung der zu fertigenden Produkte bzw. Erzeugnisse
anhand ihrer Eigenschaften vorzunehmen ist und diese Prozessen zugeordnet wer-
den.12 Methoden zur Ableitung von Verbesserungspotenzialen werden auch hier nicht
weiter thematisiert.
3.2.1.1.4 Ansatz zur Bewertung von Prozessen unter Verwendung einer
Kostenwirkungsgradrechnung
Im Rahmen eines Verbundprojektes im Zuge der „Forschung für die Produktion von
morgen“ entstanden ebenfalls verschiedene Arbeiten, die mit der Bestimmung von
Kosten einer Prozesskette zur Entscheidungsvorbereitung in Verbindung stehen. Zu
diesem Zweck wurde etwa eine Kostenwirkungsgradrechnung (KWGR) konzipiert,
welche es ermöglichen soll, Prozesse in einer einheitlichen, normierten Form quantifi-
ziert abzubilden (in Abb. 3.37 als Letmathe et al. 1 gekennzeichnet). Die KWGR
soll zudem dazu dienen, oﬀenzulegen in welchen Bereichen Verbesserungspotenzia-
le bestehen und wo Maßnahmen zur Kostensenkung eingeleitet werden sollen. Die
KWGR ist allerdings de facto lediglich eine Auswertungsrechnung und daher keinem
spezifischen Bewertungsverfahren zuordenbar. Die Basis bietet wohl aber auch hier
eine Kostenvergleichsrechnung. Dafür werden die Idealkosten einer Produktionskos-
12 Vgl. Schmitt, Avemann und Groche 2011, S. 111 ﬀ.
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tenstelle ins Verhältnis zu den Soll-Kosten gesetzt.13 Bei den Idealkosten handelt es
sich gemäß Letmathe et al. um die Kosten einer fiktiven Idealproduktion, wo
keinerlei Verschwendung und keine nicht-wertschöpfenden Sachverhalte auftreten.
Die Ist-Kosten umfassen dagegen auch Stillstandszeiten, Kosten für Nacharbeit, etc.
Die KWGR soll so angeben können, wie eﬀektiv Ressourcen in der Produktion ein-
gesetzt werden.14 Dadurch, dass dem Ansatz eine Auswertungsrechnung zugrunde
liegt, ist dieser per se schon für die Identifikation von Verbesserungsmaßnahmen
ausgelegt. Dagegen werden aber Aspekte wie Unsicherheit und Wechselwirkungen
zwischen Objekten und Größen vernachlässigt. 15
3.2.1.2 Langfristig ausgerichtete Ansätze
3.2.1.2.1 Life Cycle Costing bei verketteten Produktionsanlagen
Eine weitere innerhalb des Projektes „Forschung für die Produktion von morgen“
entstandene Forschungsarbeit ist auf die Ermittlung der Life Cycle Costs – also
der lebenszyklusbezogenen Kosten – von Prozessketten gerichtet (in Abb. 3.37 als
Letmathe et al. 2 gekennzeichnet). Die Autoren erstellen hierbei einen groben
Rahmen für die Ermittlung lebenszyklusbezogener Kosten. Das entwickelte Vorge-
hen ist Abb. 3.3 zu entnehmen.
Da neben der Bestimmung von Kosten auch Erlöse einbezogen und jenen über
den gesamten Lebenszyklus gegenübergestellt werden sollen, handelt es sich um eine
langfristig ausgerichtete Gewinnvergleichsrechnung, bei der jedoch zeitliche Eﬀekte
in Form einer Abzinsung von Zahlungsgrößen nicht Gegenstand sind.16 Eine un-
mittelbare Befassung mit Nutzeneﬀekten kann zudem nicht festgestellt werden. Die
Notwendigkeit zur Erfassung von Unsicherheitseﬀekten in den frühen Bewertungs-
phasen wird erkannt. Als Vorschlag zum Gegenwirken wird die Einbeziehung eines
„best case“ und eine „worst case“ vorgeschlagen, was im Ergebnis der Durchführung
13 Vgl. Letmathe, Meschede und Zeise 2012, S. 30 f.
14 Vgl. ebd., S. 32.
15 Der Neuheitsgrad sowie die Aussagekraft der Rechnung sind allerdings zweifelhaft. Innerhalb
der Kostenrechnung finden sich schon länger Methoden wie die Plankostenrechnung (vgl. Kilger,
Pampel und Vikas 2012, S. 64 ﬀ.), die mit hoher Wahrscheinlichkeit ebenso detaillierte Infor-
mationen zu Abweichungen von Soll-Kosten generieren können. Die Berechnung des Kosten-
wirkungsgrades ist somit eine eher banale Rechnung, die zu wenig diﬀerenzierte Informationen
für die Entscheidungsfindung zur Verfügung stellt.
16 Daher ist das zugrunde liegende Bewertungsverfahren auch nicht dynamischer Natur.
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einer Sensitivitätsanalyse entspricht.17
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Auswahl einer zutreffenden LCC-
Methodologie, welche eine Inter-
pretation der Ergebnisse ermöglicht.
Abbildung 3.3: Vorgehen zur Bestimmung der Life Cycle Costs verketteter Produk-
tionsanlagen18
Weiter erkennen Letmathe et al. die Schwierigkeit der Datenermittlung, wenn
Kosten von Prozessketten frühzeitig ermittelt werden sollen, selbst wenn direkt mit
dem Anlagenhersteller zusammen gearbeitet wird. Als geeignete Informationsquellen
werden Kostendaten aus ERP-Systemen, Benchmarkings, Ergebnisse aus Simulatio-
nen und Expertenwissen genannt.19 Detaillierter wird aber auf einzelne Schritte,
die zur Kostenprognose erforderlich sind, oder etwaige Prognoseinstrumente nicht
eingegangen.
Im Rahmen der Identifikation von Abhängigkeiten zwischen den Kostenelementen
sollen zudem v. a. mathematische Beziehungen aufgedeckt werden. Es werden daher
ebenso (eingeschränkt) Wechselwirkungen zwischen Kosteneinflussgrößen eingehen-
der untersucht. Methoden zur Auswertung oder Interpretation der Ergebnisse sind
nicht gesondert aufgeführt.
17 Vgl. Letmathe, Maslan und Farkas 2012, S. 49 ﬀ.
18 Quelle: übernommen von ebd., S. 43.
19 Vgl. ebd., S. 47 f.
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3.2.1.2.2 Ansatz zur Abschätzung der Lebenszykluskosten neu entwickelter
Fertigungsprozesse
Aurich et al. haben eine Vorgehensweise zur Kostenabschätzung neu entwi-
ckelter Fertigungsprozesse entwickelt, die die Herleitung benötigter Informationen
beinhaltet.20 Um die Kosten neu entwickelter Prozesse zu prognostizieren, wurde
das in Abb. 3.4 dargestellte Vorgehensmodell erarbeitet.
Die Autoren konzipieren damit ebenso einen Ansatz, der frühzeitig zum Einsatz
kommen soll und sämtliche Phasen des Lebenszyklus einschließt, um die Kosten
einzelner Prozesse – keiner Prozessketten – zu bestimmen. Ob die Rechnung sta-
tisch oder dynamisch ausgelegt werden sollte, geht aus dem Geschriebenen nicht
hervor. Nutzeneﬀekte werden allerdings nicht eingeschlossen. Die Berücksichtigung










































Abbildung 3.4: Vorgehen zur Bestimmung der Lebenszykluskosten neu entwickelter
Prozessketten21
Um die Informationen für die frühzeitige Bewertung zu generieren, schlagen die
Autoren eine Kalkulation auf Basis ähnlicher Prozesse vor. Durch Zuordnung von
Objekten, Kostenelementen und Prozessparametern zu den Prozessen, sollen Ähn-
lichkeiten mit bereits vorliegenden Datensätzen bestehender Prozesse ausgemacht
20 Vgl. Aurich u. a. 2009, S. 720.
21 Quelle: leicht modifiziert von ebd., S. 721.
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werden können. Dadurch werden explizit auch Vorgehensweisen einbezogen, die eine
frühzeitige Prognose unterstützen.22
Um die Zuordnung der einzelnen Prozesse zu den Objekten zu unterstützen, schla-
gen die Autoren die objektorientierte Modellierung vor. Damit werden in erster Linie
Beziehungen zwischen Bewertungsobjekten, nicht aber Ziel- und/oder Einflussgrö-
ßen berücksichtigt. Möglichkeiten der Auswertung und Interpretation der Ergebnisse
werden aber auch bei diesem Ansatz nicht diskutiert.
3.2.1.2.3 Ansatz zur frühzeitigen Bewertung von Technologien
Hunt et al. haben einen Ansatz für die frühzeitige, monetäre Bewertung neuer
Technologien konzipiert, der auch Aussagen über den Nutzen der Technologiever-
wendung generieren soll. Gesonderte Methoden zur Messung und Monetarisierung
des Nutzens fließen hierbei jedoch nicht ein.
Als geeigneten Bewertungsansatz sehen Hunt et al. das Discounted Cash Flow
(DCF)-Verfahren (was der Kapitalwertmethode gleichkommt), da dieses einfach zu
nutzen, intuitiv und über ein breites Spektrum anwendbar und akzeptiert ist. Insbe-
sondere bei Unsicherheitssituationen liefert es allerdings keine besonders akkuraten
Ergebnisse.23 Um Unsicherheiten besser in die Bewertung einzubeziehen, empfehlen
Hunt et al. das Entscheidungsbaumverfahren, da so verschiedene Umweltzustände
sowie die Wahrscheinlichkeit für deren Eintreten mit einbezogen werden können. Die
Wahrscheinlichkeiten sollen entweder aus ähnlichen zuvor durchgeführten Projekten
abgeleitet oder aber durch Experten geschätzt werden. Da auch diese Methoden
keine absolute Sicherheit der eingehenden Daten garantiert, sollte das Entschei-
dungsbaumverfahren zusätzlich mit einer Sensitivitätsanalyse kombiniert werden –
was im Ergebnis auf eine Monte Carlo Simulation hinausläuft.24 Für die Schätzung
der Wahrscheinlichkeiten werden Empfehlungen mitgegeben, wie aber die sonstigen
eingehenden Daten generiert werden sollen, wird nicht eingehender betrachtet.
Mit einer sogenannten Value Roadmap wird zudem ein Tool zur Visualisierung
wesentlicher Werttreiber mit an die Hand gegeben. Dadurch lassen sich zwar Ein-
flussgrößen erfassen, eine Analyse der Zusammenhänge unterbleibt jedoch.
22 Vgl. Aurich u. a. 2009, S. 721.f.
23 Vgl. Hunt u. a. 2004, S. 731; Hunt u. a. 2003, S. 47.
24 Vgl. Hunt u. a. 2004, S. 731 f.
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3.2.1.2.4 Methode zur frühzeitigen Abschätzung der laufenden Kosten von
Produktionstechnologien
Auch Bornschlegl et al. entwerfen einen langfristig orientierten Ansatz, der
zur Prognose der laufenden Fertigungskosten insb. im Automobilbau geeignet sein
soll. Im Prinzip legen die Autoren dafür die Kapitalwertmethode zugrunde, indem
die Lebenszykluskosten periodenbezogen betrachtet und abgezinst werden. Aller-
dings wird die konventionelle Kapitalwertformel um einige Indikatoren zur Ab-
bildung unternehmensspezifischer Rahmenbedingungen erweitert.25 Der Ansatz ist
zwar für einen frühzeitigen Einsatz ausgelegt, ermittelt werden aber hauptsächlich
die laufenden Kosten in der Betriebsphase. Separate Methoden zur Berücksichtigung
von Unsicherheit fließen nicht mit ein.
Die Autoren erkennen die Notwendigkeit einer detaillierten Prognose der Ein-
gangsparameter aufgrund der geringen Datenbasis, fokussieren sich in den folgen-
den Ausführungen dann aber lediglich auf die Prognose des Energieverbrauches. Um
den Energieverbrauch besser prognostizieren zu können, schlagen die Autoren eine
Zerlegung des betrachteten Prozesses in einzelne Schritte, die verschiedene Ener-
gieelemente in unterschiedlichen Betriebszustände abbilden sollten.26 Als weiteres
Problem sehen die Verfasser die Abschätzung der Instandhaltungskosten. Zu deren
Erfassung sollte auf historische Daten für nicht eingeplante Instandhaltungsmaßnah-
men zurückgegriﬀen werden.27 Weitere Größen werden nicht eingehender analysiert.
Die Betrachtung von Wechselwirkungen sowie Methoden zur Auswertung der Er-
gebnisse sind nicht Gegenstand der Arbeiten.
3.2.1.2.5 Ansatz zur ganzheitlichen Modellierung von Produktionssyste-
men
Lanza et al. haben ein Modell entwickelt, um frühzeitig Kostenschätzungen über
den Lebenszyklus zu ermöglichen. Überdies soll in einem zweiten Schritt versucht
werden, mit Hilfe der Verfahren der dynamischen, stochastischen Optimierung, idea-
le Handlungspfade auf Veränderungen des Marktes abzuleiten.28
25 Vgl. Bornschlegl u. a. 2015, S. 415.
26 Vgl. ebd., S. 415.
27 Vgl. ebd., S. 415.
28 Vgl. Lanza, Peter und Peters 2010, S. 478.
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Zwar wird von Lanza et al. konstatiert, dass die Lebenszykluskosten bestimmt
werden sollen, wie diese aber genau zur Zielgröße aggregiert werden, ist ungewiss.
Es kann nur davon ausgegangen werden, dass diese summarisch betrachtet werden.
Somit handelt es sich auch in diesem Fall um eine Art der Kostenvergleichsrechnung,
auch wenn nun nicht nur eine Periode betrachtet wird. Zeitliche Eﬀekte, deren Er-
fassung für eine dynamische Rechnung ausschlaggebend ist, werden auch hier außen
vor gelassen. Wie die einzelnen Daten in den frühen Phasen der Konzeption eines
Produktionssystems gewonnen werden können, wird bei dem Ansatz nicht weiter
diskutiert.
Unsicherheit wird recht diﬀerenziert betrachtet. Bzgl. der zu berücksichtigenden
Unsicherheiten wird in Produktionssystemunsicherheiten (z. B. schwankende Verfüg-
barkeit von Anlagen), Planungsunsicherheiten (z. B. Unsicherheiten durch mangeln-
de Erfahrungswerte bei der Planung von Eingangsgrößen) sowie Umgebungsunsi-
cherheiten (z. B. Stückzahlschwankungen, Schwankung der Lieferantenqualität) un-
terschieden.29 Lanza et al. führen weiter aus, dass Planungs- und Umgebungsunsi-
cherheiten zwar durch Monte-Carlo-Simulation oder Sensitivitätsanalysen begegnet
werden kann, dies aber bei Produktionssystemunsicherheiten nicht möglich sei. Die
Autoren halten hierzu fest, dass diese Art von Unsicherheit integriert betrachtet
werden muss, da sie direkt durch die Gestaltung des Produktionssystems bedingt
wird. Während Verfügbarkeits- und Qualitätsgrad als Mittelwert in die Rechnung
eingehen kann, sollte der Leistungsgrad hingegen als normalverteilte Zufallsvaria-
ble und damit diﬀerenziert betrachtet werden, da dieser durch die Schwankungen
von Werkstück zu Werkstück die Bestände zwischen Prozessen beeinflusst. Durch
Verwendung des „Queueing Network Analyzers“ soll zu diesem Zweck die mittle-
re Anzahl wartender Werkstücke bzw. der Bestände bestimmt werden können, die
dann ihrerseits wiederum in die Berechnung einfließen, um so die Schwankungen
berücksichtigen.30
Wechselwirkungen in der Prozesskette werden berücksichtigt, indem Vor- und
Nachfolgerbeziehungen zwischen Prozessen ausgemacht werden sollen. Diﬀerenzier-
ter werden Wechselwirkungen zwischen den Einfluss- und Zielgrößen aber nicht un-
tersucht.
29 Vgl. Lanza, Peter und Peters 2010, S. 479.
30 Vgl. ausführlicher ebd., S. 479 ﬀ.
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3.2.1.2.6 Ansatz zur Variantenbewertung in der Fabrikplanung
Der Ansatz von Schenk et al. stammt zwar aus dem Bereich der Fabrikplanung,
befasst sich aber auch primär mit der antizipativen Ermittlung von Herstellkos-
ten zur Bewertung von Produktionsprozessen.31 Zur Wahl einer Produktionsstätte
schlagen die Autoren die Durchführung einer sog. „Pre-Feasibility Study“ vor, die im
Kern eine Kapitalwertermittlung beinhaltet. Zur Entscheidung über die Wahl einer
Produktionsalternative sollte aufgrund erwarteter Absatzzahlen für das gewählte
Erzeugnisspektrum der Umsatz bestimmt werden können. Dem gegenüber stehen
Auszahlungen, die primär auf den Herstellkosten für die Produktion der Erzeug-
nisse basieren. Weiter wird konstatiert, dass für die Ermittlung der Herstellkosten
in erster Linie das Zielkostenprinzip zugrunde gelegt werden sollte.32 Im Folgenden
wird aber dann hauptsächlich ausgeführt, wie sich die Standard-Herstellkosten al-
ternativer Produktionsprozesse frühzeitig antizipieren lassen, nicht jedoch auf die
Prognose der Umsätze eingegangen.
Zur Bestimmung der in die Kostenermittlung eingehenden Daten sollte primär auf
historisches Datenmaterial zurückgegriﬀen werden. Das schließt v. a. vergangene
Kalkulationen, Betriebsabrechnungsbögen und Arbeitspläne ein. Weiterhin sollten
Beschreibungen der geplanten Fertigungsprozesse, Investitionsbudgets sowie geplan-
te Personalbedarfe einbezogen werden. Falls keine Vergangenheitswerte vorliegen,
bietet es sich an, Größen ähnlicher Produktionsprozesse zugrunde zu legen. Falls
auch diese Option nicht realisierbar ist, wird eine vollständige Kosten- und Arbeits-
planung von Grund auf erforderlich.33 Die Bestimmung der Kosten selbst sollte dann
in der Art und Weise einer Kapazitätskostenrechnung erfolgen. Bei dieser werden
gem. Schenk et al. lediglich entscheidungsrelevante, anlagenspezifische Kosten
mit einbezogen. Geeignete Ansatzpunkte zur Ermittlung der eingehenden Daten
sind demnach vorhanden.
Unsicherheitsaspekten soll durch Integration von Sensitivitätsanalysen Rechnung
getragen werden. 34 Wechselwirkungen und Auswertungsrechnungen spielen hinge-
gen auch bei diesem Ansatz keine tragende Rolle.
31 Vgl. Schenk, Sallaba und Gröpke 2001, S. 171.
32 Vgl. ebd., S. 172.
33 Vgl. ebd., S. 173.
34 Vgl. ebd., S. 173.
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3.2.1.3 Ansätze unter Einbeziehung der entwicklungsbegleitenden
Kalkulation
3.2.1.3.1 Ansatz zur Prozesskettenplanung und Kostenvorhersage in der
Mikroproduktion
Schuh und Nollau haben dagegen im Rahmen eines europäischen Großprojek-
tes eine Methode zur frühzeitigen Bewertung von Fertigungsprozessen für optische
Mikrokomponenten entwickelt. Vielmehr handelt es sich allerdings um einen Metho-
denbaukasten, der das Ziel hat, „die Produkt- und Prozesskettenplanung im Mikro-
bereich allgemein und im Speziellen des Glasbankpressens eﬃzient und eﬀektiv zu
unterstützen.“35 Der von Schuh und Nollau konzipierte Ansatz basiert im Er-
gebnis auf einer Kostenvergleichsrechnung.36 Hervorzuheben ist hier jedoch – noch
einmal mehr als bei den bereits beschriebenen Ansätzen – der explizite Fokus der
Bewertung auf die frühen Phasen der Prozessauslegung.
Voraussetzung für die Anwendung des zentral in dem Ansatz verankerten Kos-
tenschätzungstools ist das Vorliegen einer Datenbasis, die verschiedene Kostentrei-
ber, Zusammenhänge zwischen Produktionsparametern und Kostensätze beinhaltet.
Schuh und Nollau schlagen vor, die Kosten der Prozesskette über funktionelle
Zusammenhänge auf Basis wirtschaftlich-technischer Parameter zu ermitteln. Wo
dies nicht möglich ist, sind Erfahrungswerte zu nutzen. Der mit dem Tool verknüpfte
Design Guide soll letztlich wertvolle Informationen für die Produktdesigner liefern,
um die Produkte so auslegen zu können, dass diese kostenoptimal gefertigt wer-
den können.37 Neben der Untersuchung von Zusammenhängen zwischen einzelnen
Einflussgrößen sowie expliziten Methoden zur frühzeitigen Kostenschätzung, sind
demnach auch Ansatzpunkte für eine Auswertung und Verwertung der Ergebnisse
in den Ansatz eingeschlossen. Wie allerdings wiederum die Eingangsdaten für die
Funktionen generiert werden, wird nicht weiter konkretisiert. Unsicherheit spielt bei
dem Ansatz des weiteren keine gesonderte Rolle.
35 Schuh und Nollau 2007, S. 306.
36 Auch wie bei einigen bereits vorgestellten Ansätzen, handelt es sich um keine Kostenvergleichs-
rechnung im investitionsrechnerischen Sinne, sondern lediglich um eine Gegenüberstellung von
Herstellkosten.
37 Vgl. Schuh und Nollau 2007, S. 307 f.
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3.2.1.3.2 Ansatz zur prozessorientierten Kalkulation
Aufgrund der mangelnden Eignung der klassischen Kostenvergleichsrechnung
für Verfahrensvergleiche38 39 empfehlen Eversheim und Spur stattdessen die
Anwendung einer prozessorientierten Kalkulation.40 Zur Durchführung dieser sind
die in Abb. 3.5 dargestellten Schritte zu durchlaufen. Es kann demnach konstatiert
werden, dass die Autoren prinzipiell die Durchführung einer Kostenvergleichsrech-






































Abbildung 3.5: Systemtik der prozessorientierten Kalkulation41
Im Rahmen der Kostenermittlung befassen sich die Autoren recht intensiv mit Kos-
tentreibern und diﬀerenzieren hierbei zwischen allgemeinen und spezifischen Kosten-
treibern. Allgemeine Kostentreiber sind verfahrensunspezifisch (z. B. Prozesszeit),
spezifische hingegen vom Verfahren bedingt (z. B. die technischen Parameter, die
38 Vgl. Eversheim und Spur 1996, S. 11-7 f.
39 Auch hier ist nicht die investitionsrechnerische Kostenvergleichsrechnung gemeint, sondern eher
die klassische Kostenrechnung.
40 Diese entspricht im Wesentlichen einer Ressourcenorientierten Prozesskostenrechnung. Auf die
Ressourcenorientierte Prozesskostenrechnung wird detaillierter im Teilkapitel 4.2.6.1 eingegan-
gen.
41 Quelle: leicht mofifiziert übernommen von Eversheim und Spur 1996, S. 11–8.
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ihrerseits wiederum auf die Prozesszeit einwirken).42 Spezifische Kostentreiber las-
sen sich folglich in Abhängigkeit von der jeweiligen Technologie bestimmen. Für
diesen Zweck haben die Autoren auch eine Tabelle mit wesentlichen Technologi-
en und den jeweiligen verfahrensspezifischen Kostentreibern und Kostenfunktionen
zusammengestellt.43 Die Verknüpfung von verfahrensspezifischen und allgemeinen
Kostentreibern sowie Prozesskosten ist in Abb. 3.6 veranschaulicht. Für die konkre-
ten Zusammenhänge zwischen spezifischen Kostentreibern und der Prozesszeit ver-
weisen die Autoren darüber hinaus auf die Verwendung von Vorgabezeitformeln.44
Auf Basis der Kostentreiber werden im Anschluss die Kostenfunktionen aufgestellt.
Die Autoren machen sich damit sowohl Gedanken über die Generierung von Daten
sowie auch die Verdichtung zu Kosten(funktionen). Dabei werden gleichzeitig auch
Wechselwirkungen zwischen den Einflussgrößen betrachtet. Unsicherheitsaspekte bei
der frühzeitigen Kostenschätzung werden von den Autoren jedoch nicht separat the-
matisiert.
allgemeiner 
Kostentreiber (z. B. 
Prozesszeit)
verfahrensspezifischer 
Kostentreiber (z. B. 
Vorschubgeschwindigkeit)
























Abbildung 3.6: Zusammenhang von spezifischen und allgemeinen Kostentreibern so-
wie Prozesskosten45
42 Vgl. hierzu Eversheim und Spur 1996, S. 11-8 f.
43 Vgl. hierzu ebd., S. 11-11 ﬀ.
44 Vgl. Eversheim u. a. 1996, S. 7–79.
45 Quelle: leicht mofifiziert übernommen von Eversheim und Spur 1996, S. 11–9.
3.2 Eindimensionale Ansätze 75
3.2.2 Potenzialorientierte Ansätze
3.2.2.1 Ansatz zur potenzialorientierten Bewertung neuer Technologien
Der Ansatz von Schöning ist weniger auf die Bewertung von Prozessketten, als
vielmehr auf die Bewertung von Technologiepotenzialen gerichtet. Dennoch liefert
er wichtige Ansatzpunkte für die innerhalb dieser Arbeit geführten Betrachtungen.
Schönings Ziel ist es, „eine Methodik zur quantitativen (monetären) Bewertung
von Technologien zu entwickeln.“46 Die Arbeit soll dabei Entscheidungen unterstüt-
zen, die auf die Steigerung des Unternehmenswertes durch die Ausschöpfung von
Technologiepotenzialen gerichtet sind und dabei auch Nutzenaspekte der Technolo-
gieanwender mit einbeziehen.47 Da Schöning aber nicht konkret die Quantifizie-
rung des Nutzens vorsieht, sondern aus dem Ergebnis der Nutzwertanalyse lediglich
Rückschlüsse auf die Höhe des Marktpotenzials zieht, soll der Ansatz dennoch nicht



















x Erfassung des subjektiven und 
objektiven Technologiepotenzials
x Abbildung der technologischen 
Leistungsparameter
x Darstellung der Nutzenkategorien 
des Technologieanwenders
x Beschreibung der Anwendungs-
felder, der Trade-offs und des 
Absatzpotenzials
x Bewertung der technologischen 
Handlungsoptionen
x Abbildung der technologie-
induzierten Cash-Flows
x Erfassung der Lock-in-/Lock-out-
Effekte der Technologieentwicklung
Abbildung 3.7: Grobkonzept der Bewertungsmethodik nach Schöning48
Bei dem dem Ansatz zugrundeliegenden Bewertungsverfahren handelt es sich um
eine Kapitalwertberechnung und somit um eine dynamisch ausgeführte Rechnung
46 Schöning 2006, S. 3.
47 Vgl. ebd., S. 3.
48 Quelle: modifiziert übernommen von ebd., S. 62.
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zur Durchführung von Einzelentscheidungen, bei einer Zielgröße unter Sicherheit.
Zwar wird auch auf einen Ansatz zur Einbeziehung von Unsicherheit – die Real-
Optionen-Theorie – zurückgegriﬀen, allerdings kommt dieser lediglich zum Einsatz,
um aus der Technologie resultierende Folgeprojekte mit einzubeziehen und nicht um
unsichere Entwicklungen der Umwelt per se abzubilden.49
Schöning konzipiert zu dem Zweck der Technologiepotenzialermittlung verschie-
dene Teilmodelle, die letztlich darauf gerichtet sind, den Wert einer Technologie zu
ermitteln. Das Grobkonzept zur monetären Bewertung von Technologien ist Abbil-
dung 3.7 zu entnehmen.
Der Ansatz von Schöning bietet insbesondere eine gute Basis, um die Prognose
prozessbezogener Größen zu bewerkstelligen. Es werden vor allem Ansatzpunkte
für die Prognose der Produktionsmenge geliefert. Weitere Größen bleiben aber eher
außen vor.
3.2.2.2 Ansatz zur Bewertung von Technologie-Strategien
Babini und Merz fokussieren sich in ihrem Ansatz – ähnlich wie Schöning – auf
die Bewertung von Technologiepotenzialen. 50 Die Autoren wählen zu diesem Zweck
den Shareholder Value-Ansatz, bei welchem die zugrunde liegende Erfolgsgröße der
Free Cash Flow ist. Die Zahlungen werden dann mit dem Eigenkapitalzinssatz auf
den Investitionszeitpunkt diskontiert.51 Auch hier greifen die Autoren damit auf die
Kapitalwertmethode zurück.
Insbesondere die Abschätzung der Free Cash Flows in der ferneren Zukunft berei-
tet aber Schwierigkeiten, da diese an die Einsatzmöglichkeiten der Technologie in
Produkten und Prozessen gekoppelt sind, welche sich zumeist erst zu Beginn und
während der Nutzungsphase ergeben.52 Es wird daher von Babini und Merz kon-
statiert, dass für diese Zwecke ein brauchbares Modell entwickelt werden müsse. Sie
schlagen vor, plausible Szenarien für die Nutzungs- und Anwendungsmöglichkeiten
einer Technologie zu entwickeln. Konkrete Methoden zur Prognose der unsicheren
Größen werden aber nicht angeführt. Annahmen bzgl. Preisen, Marktvolumen, Le-
benszyklusdauer, etc. sollten hierbei variiert werden. Dieses Vorgehen entspricht
49 Vgl. Schöning 2006, 58 und 93.
50 Vgl. Babini und Merz 1992, S. 27 f.
51 Vgl. ebd., S. 28 ﬀ.
52 Vgl. ebd., S. 28 f.
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einer Sensitivitätsanalyse; stochastische Unsicherheit wird folglich berücksichtigt.
3.3 Mehrdimensionale Ansätze
3.3.1 Quantitative Ansätze
3.3.1.1 Fuzzybasierte Ansätze – Aachener Ansätze – SFB 361
3.3.1.2 Ansatz zur Bewertung alternativer Handhabungs- und
Fertigungsfolgen
Im Rahmen des Sonderforschungsbereichs 361 „Modelle und Methoden zur inte-
grierten Produkt- und Prozeßgestaltung“53 wurden Mitte der 1990er bis Anfang der
2000er Jahre an der RWTH Aachen mehrere Ansätze konzipiert, die auf eine Pla-
nung und Bewertung von Technologieketten sowie Fertigungsfolgen abzielen. Auch
diese Ansätze sollen nun im Folgenden kurz vorgestellt werden.
Die erste und damit – chronologisch gesehen – den Anstoß für die entstandenen
Arbeiten bildet die von Schell. Dieser setzt sich zum Ziel, ein Konzept zu entwi-
ckeln, “das unter Berücksichtigung der Einsatzgrenzen von Fertigungsmaschinen und
Handhabungseinrichtungen eine Bewertung von Bauteilen und Fertigungsfolgen in
einem frühen Stadium der Produktplanung ermöglicht.“54 Da zu diesem Zeitpunkt in
vielen Fällen Informationsdefizite hinsichtlich der genauen Produktgestalt sowie der
Fertigungsprozesse zu erwarten sind, sieht Schell die Lösung in der Verarbeitung
unscharfer Daten im Bewertungsvorgang durch Fuzzyfizierung.55 Da die Bewertung
von alternativen Fertigungsfolgen maßgeblich auf Produkt-Features basiert, welche
aber als unsicher gelten, sind die konventionellen Parameterbeschreibungen an dieser
Stelle durch Fuzzy-Sets zu erweitern.56
53 Die Ergebnisse des Forschungsprojektes können hier in Gänze nachgelesen werden: Eversheim
2001; siehe darüber hinaus auch hier: Eversheim und Westekemper 2001.
54 Schell 1996, S. 2.
55 Vgl. ebd., S. 15.
56 Vgl. ebd., S. 23.
57 Quelle: leicht modifiziert von ebd., S. 58.
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1. Zielhierarchie aufbauen:
Festlegung der Ziele und Unterziele
2. Kennzahlen und Aggregationsform zur Berechnung des
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eingeben,
Kennwerte, die nicht für alle Alternativen vorliegen, aus dem Kenn-
wertsystem streichen
K1 = (1,1; 1,2; 1,5; 1,8)
A1        A2        A3         A4   
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Abbildung 3.8: Bewertung alternativer Fertigungsfolgen mittels Fuzzy-AHP57
Nach Analyse verschiedener Bewertungsverfahren, die bei mehrdimensionalen Ent-
scheidungssituationen zum Einsatz kommen können, entscheidet sich Schell für die
Anwendung eines Fuzzy-AHP – welcher wesentlich von Saaty58 und Buckley59
geprägt wurde – und hier an die Bewertungsaufgabe angepasst wird.60 Der Ablauf
der Bewertung mittels Fuzzy-AHP ist überblicksartig in Abb. 3.8 dargestellt. Auf
die einzelnen Schritte soll jedoch in diesem Kontext nicht weiter eingegangen wer-
den.61 Schell wählt damit einen mehrdimensionalen Ansatz zur Bewertung von
Prozessketten, bei dem zugleich auch Unschärfe berücksichtigt werden kann. der
Ansatz zielt damit explizit auf einen frühzeitigen Einsatz im Rahmen der Produkt-
58 Vgl. bspw. Saaty 1990a; Saaty 1980; Saaty 2008.
59 Vgl. Buckley 1984.
60 Vgl. Schell 1996, S. 55; Trommer 2001, S. 15; Fallböhmer 2000, S. 30.
61 Die Durchführung des Fuzzy-AHP zur Bewertung alternativer Fertigungsfolgen kann ausführ-
lich in Schell 1996, S. 57 ﬀ. nachgelesen werden.
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und Prozessentwicklung ab. Wechselwirkungen werden dabei ausschließlich zwischen
Objekten der Prozessketten betrachtet. Nicht genauer wird allerdings diskutiert, wie
Eingangsdaten generiert werden können.
3.3.1.2.1 Ansatz zum Generieren alternativer Technologieketten in frühen
Phasen der Produktentwicklung
Auch Fallböhmer betrachtet – im Gegensatz zu Schell – Technologieketten.
Jedoch befasst er sich mit einer Methode zur Generierung von Technologieketten,
die auf Basis spezifischer Produktmerkmale eine Fertigungs-
technologie-Zuordnung ermöglicht.62 Inhaltlich, aber nicht zeitlich ist diese Arbeit
damit der von Schell vorgelagert. Der Autor unterscheidet vier wesentliche Phasen
der integrierten Technologieplanung: Grobgestalten, Technologiegrobplanung, Fein-
gestalten und Technologiefeinplanung.63 Aus den im Rahmen dieser Phasen durch-
zuführenden Tätigkeiten64 resultiert letztlich das in Abb. 3.9 veranschaulichte Vor-
gehensmodell zur Generierung alternativer Technologieketten.
Im Rahmen der Technologiegrobplanung sieht Fallböhmer die Durchführung ei-
ner Bewertung der Technologieketten vor. Die Bewertung sollte immer dann durch-
geführt werden, wenn alternative Technologieprofile die an das Produkt bestehen-
den Anforderungen erfüllen. Dies ist meist nach der Prüfung der technologischen
Machbarkeit der Fall. Die Anzahl der Alternativen soll so auf ein sinnvolles Maß be-
schränkt werden.65 Im Zuge der Bewertung kommt der Software-Prototyp RATECH
als Hilfsmittel zum Einsatz. Das Tool wurde hierbei nicht von Fallböhmer selbst
konzipiert, sondern entstammt verschiedenen Vorarbeiten, die im Rahmen des SFB
361 durchgeführt wurden.66
62 Vgl. Willms 2008, S. 11.
63 Vgl. Fallböhmer 2000, S. 40 f. Caesar 2002, S. 210; Klocke, Fallböhmer und Trommer 1998,
S. 462.
64 Die einzelnen Phasen sind ausführlich in Fallböhmer 2000, S. 41 ﬀ., sowie auch Klocke und
Eversheim 2001, S. 532 ﬀ. beschrieben.
65 Vgl. Fallböhmer 2000, S. 112; Klocke und Eversheim 2001, S. 549.
66 Das Tool wurde u. a. im Rahmen von Klocke u. a. 1999a; Klocke 1999 erarbeitet und vorgestellt.
67 Quelle: modifiziert übernommen von Fallböhmer 2000, S. 109.





















 klassenspezifische Reduzierung des 
Technologielösungsraumes
 Gegenüberstellung der Produkt- und 
Technologiemerkmale
 Klassifizierung der Gegenüberstellungen
 Bestimmung des Überdeckungsgrades
 Identifikation von Technologiedefiziten und 
-überqualifikationen 
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 Modellierung der Zwischenzustände
 Definition von Anforderungen an 
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Zwischenzustände
 Ermittlung von Technologiedefiziten
 Zuordnung weiterer Technologien
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in die Minimalketten
 Ermittlung alternativer Technologiean-
ordnungen
 Abstimmung der Wertschöpfungsketten
Abbildung 3.9: Vorgehen zur Generierung alternativer Technologieketten67
Die Bewertung wird anhand eines Technologieportfolios vorgenommen. Die Ach-
sen des zweidimensionalen Portfolios – und damit als sog. Beschreibungsparameter
anzusehen – sind zum einen der Unternehmensnutzen und zum anderen die Tech-
nolgieattraktivität. Als untergeordnete „Aktivitätsparameter“ dienen das Rationali-
sierungspotenzial, der qualitative Nutzen, der Realisierungsaufwand, das Technolo-
giepotenzial und die Umweltverträglichkeit. Auch diese Parameter unterliegen dann
ihrerseits wiederum untergeordneten Kriterien, wie in Abb. 3.10 deutlich wird.68
Fallböhmer selbst sieht jedoch keine umfassende Bewertung anhand aller Kri-
terien vor, sondern konzentriert sich lediglich auf die Beurteilung der technischen
Eignung von Technologieketten. Das Bewertungs-Tool RATECH soll hierzu haupt-
sächlich die erforderlichen Informationen liefern.69 70 Fallböhmer sieht damit zwar
68 Vgl. Fallböhmer 2000, S. 111, Klocke und Eversheim 2001, S. 548 ﬀ., Klocke u. a. 1999a, S. 188 f.
69 Vgl. Fallböhmer 2000, S. 111; Trommer 2001, S. 23.
70 Fallböhmer legt demnach den Fokus eher auf die Generierung verschiedener Technologieal-
ternativen – und weniger auf deren Bewertung – und verfolgt daher in seinem Ansatz eine eher
abstrakte Ebene, indem er notwendige Produktions- und Betriebsmittel nicht in die Betrachtung
einschließt. Vgl. Willms 2008, S. 12. Er liefert damit allerdings wichtige Eingangsinformationen
für die Bewertung von Prozessketten. Die Bewertung zielt lediglich auf die Beurteilung der
technischen Eignung einer Technologie ab, was aber aufgrund der abstrakten Ebene auch nicht
anders machbar ist. Sämtliche der anderen Kriterien aus dem RATECH-Tool würden einen
Produktions- bzw. Betriebsmittelbezug benötigen, um beurteilt werden zu können.
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eine mehrdimensionale Bewertung vor, die aber eher technisch ausgerichtet ist. Ähn-
lich wie bei Schell werden auch hier lediglich Wechselwirkungen zwischen Pro-
dukten und Prozessen, nicht aber zwischen verschiedenen Ziel- und Einflussgrößen














































Abbildung 3.10: Parameter und Kriterien der Technologiebewertung in RATECH71
3.3.1.2.2 Methode zur Bewertung von Technologieketten
Da bei Fallböhmer lediglich die technologische Eignung von Technologieketten
behandelt wurde, setzt Brandenburg sich noch mit der umfassenden Bewertung
von Technologieketten auf Basis sämtlicher im Rahmen von RATECH unterstützten
Kriterien auseinander und fokussiert sich v. a. auf die hierbei auftretende Aggregati-
onsproblematik sowie die Einbeziehung von Zwischenzuständen. Aufgebaut wird da-
bei auch hier zunächst auf der Bewertung aller Einzeltechnologien hinsichtlich Tech-
nologieattraktivität und Unternehmensnutzen nach dem oben beschriebenen Vorge-
hen. Jedoch werden diese Parameter darüber hinaus auch für die Verbindungsglieder
der Technologiekette bestimmt, die aus Transport-, Lager- oder Handlingschritten
bestehen können. Ferner ist noch eine globale Bewertung der Technologiekette vor-
zunehmen. Hierbei werden solche Kriterien berücksichtigt, die nicht explizit einer
71 Quelle: modifiziert übernommen von Klocke u. a. 1999a, S. 189.
82 3 Stand der Forschung
Einzeltechnologie zugeschrieben werden können.72 Die Ermittlung der Kennzahlen
geschieht durch eine gewichtete Gesamtbewertung. Das schematische Vorgehen ist
in Abb. 3.11 dargestellt.73 Ebenso wie bei den Institutskollegen, werden auch bei
Brandenburg Wechselwirkungen lediglich innerhalb der Prozesskette sowie zwi-
schen Produkten und Prozessen berücksichtigt und Unsicherheit fließt lediglich in
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Legende: 
TET, i Einzeltechnologiekennwert „Technologieattraktivität“
TVG, i Verbindungsgliedkennwert „Technologieattraktivität“
TGK Kennwert der globalen Kriterien der „Technologieattraktivität“
UET, i Einzeltechnologiekennwert „Unternehmensnutzen“
UVG, i Verbindungsliedkennwert „Unternehmensnutzen“
UGK Kennwert der globalen Kriterien des „Unternehmensnutzens“
T Kennwert „Technologieattraktivität“
U Kennwert „Unternehmensnutzens“
Abbildung 3.11: Aggregation der Parameter bei der Technologiebewertung nach
Brandenburg75
72 Vgl. Klocke und Eversheim 2001, S. 568.
73 Fraglich ist, welches Technologieverständnis Brandenburg bei seinem Ansatz zur Bewertung
von Technologieketten zugrunde legt. Es scheint, er legt die outputorientiertes Sichtweise zu-
grunde.74 Andernfalls dürften sich einige Kriterien bzw. die ihr zugeordneten Kennzahlen gar
nicht bestimmen lassen, wenn die zugehörigen Produktionsmittel nicht bekannt sind (z. B. In-
vestitionen). Ferner ist die Einbeziehung von Handhabungs-, Lager- und Transportketten für
das an der RWTH Aachen zugrunde gelegte Technologieketten-Verständnis eher unüblich. Dies
kommt eher dem Begriﬀ der Fertigungsfolge nahe. Zur Unterscheidung von Technologiekette,
Fertigungsfolge und Prozesskette siehe Teilkapitel 2.2.3.
75 Quelle: leicht modifiziert übernommen von Klocke und Eversheim 2001, S. 571.
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3.3.1.2.3 Methodik zur konstruktionsbegleitenden Generierung und Bewer-
tung von Fertigungsfolgen
Trommer – als weiterer Vertreter – setzt sich hingegen konkret die Generierung
und Bewertung von Fertigungsfolgen zum Ziel. Der Betrachtungsgegenstand ist da-
mit der gleiche wie bei Schell. Hier werden folglich auch erforderliche Ressourcen
(in Form von Produktions- und Betriebsmitteln sowie Arbeitskraft, etc.) in die Be-
trachtung eingeschlossen.76 Bei der Bewertung der Fertigungsfolgen spielen aber v.
a. auch wirtschaftliche und qualitative Aspekte und nicht nur technologische Aspek-
te – wie bei Fallböhmer – eine Rolle.77 Trommer baut schließlich auf dem von
Schell konzipierten Ansatz auf und entschließt sich, ebenfalls den Fuzzy-AHP für
die Bewertung alternativer Fertigungsfolgen zu nutzen. Während Schell aber aus-
schließlich die Bewertung bestehender Fertigungsfolgen vorsieht und sich auf die
Auswahl eines geeigneten Bewertungsverfahrens konzentriert, setzt Trommer sich
zum Ziel, ebenso eine Generierung von Fertigungsfolgen und deren begleitende Be-
wertung zu ermöglichen.78 Zu diesem Zweck sieht Trommer direkt nach der Gro-
bentwurfsphase des Produktes die Planung fertigungstechnischer Alternativen vor.
Das Vorgehen zur Generierung und Bewertung alternativer Fertigungsfolgen, das
hier nicht näher beschrieben werden soll, ist Abb. 3.12 zu entnehmen.79
Für den letzten Schritt des Vorgehens – der Bewertung – sieht Trommer zwei
unterschiedliche Detaillierungsstufen vor: Ab einem mittleren Informationsreifegrad
sollte eine qualitative, multikriterielle Bewertung durchgeführt werden, während mit
zunehmenden Informationsgehalt zusätzlich die Quantifizierung besonders relevan-
ter Einzelkriterien erfolgen sollte. Als besonders relevante Einzelaspekte gelten gem.
Trommer die Kriterien Zeit und Kosten.80 Die Bewertung sollte – unabhängig da-
von – grundsätzlich als Fuzzy-AHP ausgeführt werden.81 Folglich sind neben linguis-
76 Vgl. Willms 2008, S. 12.
77 Vgl. ebd., S. 12; Klocke, Fallböhmer und Trommer 1998, S. 463; Trommer 2001, S. 27.
78 Vgl. ebd., S. 24.
79 Ausführliche Informationen zum dargestellten Vorgehensmodell sind ebd., S. 44 ﬀ., Brecher
u. a. 2005, S. 210 ﬀ., Klocke und Weck 2001, S. 683 ﬀ., Klocke u. a. 1999b, S. 59 f., Klocke,
Fallböhmer und Trommer 1998, S. 463 f. zu entnehmen.
80 Vgl. Trommer 2001, S. 66; Brecher u. a. 2005, S. 214.
81 Die fünf wesentlichen Schritte bei Anwendung des Fuzzy-AHP für die Bewertung von Ferti-
gungsfolgen sind in Trommer 2001, S. 68 ﬀ., Brecher u. a. 2005, S. 214 f. eingehender beschrieben
und ähneln dem beim Ansatz von Schell beschriebenen Vorgehen.
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tischen Eingaben in den Fuzzy-AHP auch numerische möglich und diese Quantifizie-
rung sollte mit zunehmenden Konkretisierungsgrad auch vollzogen werden.82 Auch
über die Gewinnung erforderlicher Informationen macht sich Trommer in Ansätzen
Gedanken und verweist auf verschiedene interne und externe Informationsquellen.83
Für die Quantifizierung der Herstellkosten wird ferner die Anwendung der Methoden
der konstruktionsbegleitenden Kalkulation vorgeschlagen – genauer die Anwendung
von Analogieverfahren in Verbindung mit einer Platzkostenrechnung. Für die Ab-
schätzung der Zeit wird darüber hinaus auf eine Methode zur konstruktionsbeglei-
tend einsetzbaren, erfahrungsbasierten Hauptzeitermittlung verwiesen.84 Zusätzlich
empfiehlt Trommer die Anwendung einer Sensitivitätsanalyse, um die Wirkung
der Änderung von Kennwerten auf das Ergebnis der Bewertung zu untersuchen.85
Neben linguistischer Unsicherheit, wird damit auch stochastische berücksichtigt.
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Abbildung 3.12: Vorgehen zur Generierung und Bewertung alternativer Fertigungs-
folgen nach Trommer86
82 Vgl. Trommer 2001, S. 74; Klocke, Fallböhmer und Trommer 1998, S. 463.
83 Vgl. Trommer 2001, S. 80 f., Klocke und Weck 2001, S. 695 ﬀ.
84 Vgl. Trommer 2001, S. 94 ﬀ., Klocke und Weck 2001, S. 693 f.
85 Vgl. Trommer 2001, S. 73.













































































































Abbildung 3.13: Vorgehen zur Ermittlung der Bewertungskriterien bei Schindler87
3.3.1.3 Nutzwertbasierte Ansätze
3.3.1.3.1 Ansatz zur strategischen Planung von Technologieketten für die
Produktion
Auch von Schindler ist es das Ziel, „produzierende Unternehmen bei der Auswahl
der Technologiekette im Rahmen der strategischen Technologieplanung methodisch
zu unterstützen.“88 Dies umfasst neben der Bewertung auch die Generierung von
geeigneten Technologieketten. In seinen Ausführungen geht der Autor umfassend
auf die Bestimmung der einzelnen Bewertungskriterien ein. Auf eine ausführliche
Beschreibung der Schritte soll hier verzichtet werden. Die jeweiligen Schritte zur
Kriterienermittlung sind in Abb. 3.13 überblicksartig dargestellt.89 Da in der vor-
liegenden Arbeit allerdings der Fokus darauf liegen soll, die Wirtschaftlichkeit einer
86 Quelle: modifiziert übernommen von ebd., S. 44; Klocke und Weck 2001, S. 684; Caesar 2002,
S. 211.
87 Quelle: Abbildung zusammengestellt aus Schindler 2014, S. 59, 68, 74 und 79.
88 ebd., S. 15.
89 Für eine detaillierte Beschreibung des jeweiligen Vorgehens zur Bestimmung der Bewertungs-
kriterien siehe ebd., S. 58-80.
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Prozesskette zu beurteilen, sei dennoch erwähnt, dass Schindler sich bei der Be-
wertung jener schwerpunktmäßig auf die Kostenseite konzentriert. Als Grund dafür
gibt er an, dass sich in seiner Arbeit v. a. auf die Herstellung eines konkreten Pro-
duktes konzentriert werden soll und damit die Erlöse sich nicht unterscheiden.90
Unabhängig von der Art des Bewertungskriteriums sieht Schindler eine Vielzahl






























































Abbildung 3.14: Zusammenführung der Bewertungskriterien der Feinbewertung zum
Eignungsgrad einer Technologiekette92
Schindler unterscheidet weiter in eine Grob- sowie eine Feinbewertung von Tech-
nologieketten. Der Zweck der Grobbewertung ist es, zunächst die potenziell einsetz-
baren Technologien einer Vorauswahl zu unterziehen. Erst im nächsten Schritt sol-
len die einzelnen Technologien mittels bestehender Methoden zur Generierung von
Technologieketten93 einer Verknüpfung unterzogen werden.94 Hierbei werden ver-
schiedene Arten von Wechselwirkungen betrachtet. Schindler hebt – anders als
die meisten Autoren – in diesem Zusammenhang hervor, dass neben den Wech-
90 Vgl. Schindler 2014, S. 62.
91 Vgl. ebd., S. 59.
92 Quelle: Abbildung leicht modifiziert von ebd., S. 104.
93 Vgl. z. B. Fallböhmer 2000.
94 Vgl. Schindler 2014, S. 82.
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selwirkungen zwischen einzelnen Technologien auch solche zwischen verschiedenen
Bauteil-Features sowie zwischen Bauteil-Features und Technologien zu betrachten
sind.95 Erst im Rahmen der Technologiefeinbewertung wird also dann der Eignungs-
grad alternativer Technologieketten bestimmt, der sich durch gewichtete Aggregati-
on der drei untergeordneten Kriterien ergibt.96 Da die Ergebnisse der Kriterienbe-
stimmung als Histogramme vorliegen, welche die Unsicherheiten der jeweiligen Kri-
terien aufzeigen, ist auch der Eignungsgrad eine wahrscheinlichkeitsverteilte Größe.97
Die Zusammenführung der Kriterien zum Eignungsgrad ist in Abb. 3.14 dargestellt.
Aus dieser wird ersichtlich, dass auch Schindler – ähnlich wie die Autoren zuvor
– auf die Fuzzy-Logik zurückgreift und qualitative Faktoren mittels Fuzzy-Sets be-
schreibt, während quantitative Kriterien mit konkreten Werten erfasst und mittels
Wahrscheinlichkeitstheorie ausgewertet werden können.98 Das beschriebene Vorge-
hen zur Auswahl der Technologiekette ist – von der Definition der Technologie-
strategie bis hin zur Auswahl der geeigneten Technologiekette – zusammenfassend
Abb. 3.15 zu entnehmen.
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Abbildung 3.15: Vorgehen zur Auswahl von Technologieketten nach Schindler99
95 Vgl. ebd., S. 92 ﬀ.
96 Vgl. ebd., S. 82 und 103.
97 Vgl. ebd., S. 103.
98 Vgl. ebd., S. 26 und 104.
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3.3.1.3.2 Methodik zur Entscheidungsunterstützung bei der Auswahl und
Bewertung von konventionellen und Rapid-Tooling-Prozeßketten
Kaschka kritisiert, dass monetäre Ansätze zur Bewertung von Prozessketten zu
einseitig ausgerichtet seien, verwendete multikriterielle Ansätze – wie bspw. der AHP
– dagegen mit einem zu hohen Durchführungsaufwand in Verbindung stehen und so
keine breite Akzeptanz erfahren. Sein Ziel ist es daher, ein Werkzeug zu entwickeln,
das dem Anwender Entscheidungshilfen zur Auswahl der geeigneten Prozesskette an
die Hand gibt.100 Hierzu sieht eine Nutzwertanalyse vor. Angemerkt sei jedoch, dass
der Autor ein anderes Prozesskettenverständnis hat als es in dieser Arbeit zugrunde
gelegt wird, hat, indem es nicht nur um die bloße Zustandsänderung an Werkstücken
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Abbildung 3.16: Ablauf der Auswahl und Bewertung von Prozessketten bei Kasch-
ka101
99 Quelle: Abbildung leicht modifiziert von Schindler 2014, S. 82.
100 Vgl. Kaschka 1999, S. 2 f.
101 Quelle: Abbildung leicht modifiziert übernommen von ebd., S. 61.
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Für den Zweck der Bewertung von Prozessketten sieht Kaschka eine zweistufige
Methodik vor. Ziel der ersten Stufe ist es, die Eignung von Technologie-Strategien zur
Erfüllung der Fertigungsaufgabe beurteilen zu können. Die Beurteilung soll dabei
auf Basis weniger Eingangsinformationen zu wichtigen Bauteileigenschaften sowie
auf bereits hinterlegtem Erfahrungswissen in einer Regelbasis erfolgen. Darüber soll
bereits eine Vorauswahl an geeigneten Prozessketten getroﬀen werden können.102
In der zweiten Stufe sollen dann auf Grundlage konkreter Anforderungen einsetz-
bare Prozessketten ausgewählt und bewertet werden. Die hierbei zu durchlaufenden
Schritte sind Abb. 3.16 zu entnehmen. Ziel des Vorgehens ist die Bestimmung eines
Gesamtnutzwertes.103 In den Ausführungen wird primär von bereits vorhandenen
Datenbasen ausgegangen. Wie sich in frühen Stadien der Produkt- und Prozessent-
wicklung, die Daten herleiten lassen, wird nicht betrachtet. Auch Unsicherheitsa-
spekte spielen demgemäß keine Rolle.
Bestimmung der Bearbeitungselemente 
des Werkstückes (BE) A
B C
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gerechtesten Prozesskette 3 2 2 1
Prozesskette
Abbildung 3.17: Konzept zur mehrstufigen Prozessplanung nach Jurklies104
102 vgl. ebd., S. 40.
103 Vgl. ebd., S. 67 ﬀ.
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3.3.1.3.3 Methodik zur Generierung und Bewertung von Prozessketten für
den Werkzeug- und Formenbau
Jurklies hat eine Methode zur Generierung und Bewertung von Prozessketten
im Bereich des Werkzeug- und Formenbaus konzipiert. Die entstandene mehrstufige
Methodik ist überblicksartig in Abb. 3.17 dargestellt.
Aus der Abbildung geht hervor, dass nachdem die hierarchische Struktur der am
Werkstück zu fertigenden Bearbeitungselemente ermittelt und beschrieben wurde,
die integrierte Auswahl und Bewertung von Fertigungsverfahren erfolgen kann.105
Die Bewertung der Fertigungsverfahren geschieht nach den Kriterien der technolo-
gischen Sinnfälligkeit, der Erfüllung von Qualitätsanforderungen sowie bzgl. der zu
erwartenden Kosten und Bearbeitungszeiten.106 Zur Abschätzung der Bewertungs-
kriterien wird der Einsatz eines Expertensystems mit integrierter relationaler Da-
tenbank empfohlen, um in späteren Bewertungsläufen auf vorhandenes Wissen zu-
rückgreifen zu können – es wird sich somit auch in Teilen mit der Datengenerierung
befasst.107 Diese Bewertungskriterien sind zudem bewertungsspezifisch zu gewich-
ten. Die Autorin führt weiter aus, die Bewertung der technologischen Sinnfälligkeit
sei dann das Ergebnis subjektiver Einschätzungen, während für die Bestimmung der
Wirtschaftlichkeit die Kriterien Kosten- und Zeitaufwand exakter bestimmt werden
sollten. Der Gesamt-Nutzwert soll letztlich durch Anwendung der Scoring-Methode
ermittelt werden, indem die Bewertungskriterien identifiziert und durch Zuhilfenah-
me der Gewichtungsfaktoren verdichtet werden.108 Die Bewertung ist sehr einfach
gehalten, da weder für Kosten und Zeit noch für die Qualität konkrete Maßgrößen
und Ausprägungen ermittelt werden, sondern die Beurteilung qualitativ auf Basis
einer fünf-stufigen Skala erfolgt (sehr gering bis sehr hoch). Eine diﬀerenzierte Pro-
gnose von Einflussgrößen wird folglich auch nicht unterstützt.
104 Quelle: Abbildung modifiziert übernommen von Jurklies 2004, S. 46.
105 Vgl. ebd., S. 65.
106 Vgl. ebd., S. 67.
107 Vgl. ebd., S. 71.
108 Vgl. ebd., S. 72 ﬀ.
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3.3.1.3.4 Ansatz zur erweiterten Prozesskettenbewertung
Pachow-Frauenhofer at al. konzipieren ebenfalls einen Ansatz, um die Pro-
zesskettenbewertung vor allem kleiner und mittelständischer Unternehmen zu un-
terstützen. Zu beachten seien hierbei vor allem übergeordnete Zielgrößen wie Wirt-
schaftlichkeit, Flexibilität und Qualität sowie niedrige Durchlaufzeiten. Neben der
Einbeziehung quantitativer Faktoren sehen die Autoren auch die von qualitativen
Größen vor.109 Für die Bewertung erachten die Autoren eine zweistufige Methodik
als sinnvoll: In der ersten Stufe soll zunächst der Wertschöpfungsgrad bestimmt wer-
den, während im zweiten Schritt weitere Ziele anhand weiterer Kriterien beurteilt
werden sollen.110
Die quantitative Bewertung in der zweiten Stufe erfolgt in erster Linie auf Ba-
sis der Ermittlung von Maschinenstundensätzen. Darüber hinaus werden Personal-
sowie Rüstkosten bestimmt, um die gesamten Fertigungskosten der Prozesskette zu
erheben. Daneben schlagen die Autoren die Anwendung der Nutzwertanalyse zur Be-
urteilung qualitativer mitarbeiter- und anlagenbezogener Kriterien, wie notwendiger
Qualifizierung der Mitarbeiter, Einarbeitungsaufwand, Funktionalität der Anlage
oder Materialflexibilität, vor.111 Auch Pachow-Frauenhofer et al. präferieren
folglich die Durchführung der semi-quantitativen Nutzwertanalyse zur Einbeziehung
qualitativer Kriterien in die Bewertung. Daneben führen sie allerdings unabhängig
davon eine Kostenvergleichsrechnung durch. damit liegen letztendlich zwei verschie-
dene Zielgrößen vor: eine Kosten- und eine Nutzengröße.112 Allerdings liefern die
Autoren auch keine Aussage darüber, wie letztlich die Entscheidung auf Basis der
beiden vorliegenden Bewertungsergebnisse getroﬀen werden sollte. Wie die Daten
für die Bewertungen generiert werden sollten und wie Unsicherheit einbezogen wer-
den sollte, wird ferner auch hier nicht diskutiert. Auch Wechselwirkungen jeglicher
Art bleiben unberücksichtigt.
109 Vgl. Pachow-Frauenhofer, Wagner und Nyhuis 2009, S. 617.
110 Vgl. ebd., S. 618.
111 Vgl. ebd., S. 618 ﬀ.
112 Es handelt sich damit um eine Form der Kosten-Wirksamkeitsanalyse. Hierauf wird noch in
Kapitel 4 näher eingegangen.
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3.3.1.3.5 Ansatz zur multikriteriellen Entscheidungsunterstützung für ferti-
gungstechnische Prozessketten
Auch Reichel und Rünger haben einen Ansatz zur mehrdimensionalen Bewer-
tung von Prozessketten erarbeitet. Für die Auswahl der geeigneten Prozesskette
schlagen Reichel und Rünger – ähnlich wie bereits bei vorangegangenen An-
sätze, die erläutert wurde – eine zweistufige Methodik vor. In einem ersten Schritt
werden die Bewertungkriterien zur Bestimmung der Zielgrößen (Kosten sowie tech-
nische und ökologische Aspekten) zunächst unabhängig voneinander erfasst. Die
Kosten werden dabei durch herkömmliche Methoden der frühzeitigen Kostenermitt-
lung, wie Analogiemethode oder Expertenschätzung bestimmt, während für techni-
sche und ökologische Kriterien der AHP zum Einsatz kommt.113 In Abb. 3.18 wird
das Vorgehen für die Auswahl drei alternativer Prozessketten veranschaulicht.
Kostenermittlung (K) Technische Bewertung (T) Ökologische Bewertung (Ö)
1. Schritt K
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Abbildung 3.18: Mehrdimensionale Prozesskettenbewertung nach Reichel und
Rünger114
Auch Reichel und Rünger greifen also auf einen mehrdimensionalen Bewer-
tungsansatz zurück. Im Gegensatz zu z. B. Schell und Trommer wählen sie aber
nicht den Fuzzy-AHP als geeigneten Bewertungsansatz, sondern die konventionelle
113 Vgl. Reichel und Rünger 2013, S. 1 f. und 5.
114 Quelle: Abbildung modifiziert übernommen von ebd., S. 6.
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Variante. Dadurch wird der Bewertungsvorgang stark vereinfacht, Unsicherheit in
Form von Unschärfe aber auch vernachlässigt. Die Ermittlung der Kosten wird hin-
gegen nicht in den AHP integriert.115 Die Zielgrößen werden anschließend nur auf
grafischem Wege zusammengeführt. Wie genau die Entscheidung letztlich systema-
tisch gefällt werden sollte, wird nicht ausgeführt.
3.3.1.3.6 Beitrag zur ganzheitlichen Auslegung fertigungstechnischer Pro-
zessketten
Brandes hat für die Bewertung von Prozessketten indes eine qualitative sowie
eine quantitative „Positionierung“ vorgeschlagen.
Im Rahmen der qualitativen Positionierung sind die einzelnen Prozesse bereits
einer Bewertung und Auswahl auf Basis der festgelegten Auslegungsziele zu unter-
ziehen. Als geeignetes Verfahren hierfür wird die Nutzwertanalyse vorschlagen. Die
wesentlichen Zielgrößen – die dann weiter zu untergliedern sind – sind Qualität,
Ökonomie und Ökologie.116 Durch Zusammenführung der Erfüllungsgrade zur Ziel-
funktion kann dann eine Vorauswahl geeigneter Fertigungsverfahren vorgenommen
werden.117 Aufbauend auf der Vorauswahl erfolgt dann die Prozesskettengestaltung,
indem nicht-wertschöpfende Prozesse bzw. solche mit geringer Wertschöpfung iden-
tifiziert werden, woraufhin zu prüfen ist, ob diese in geeigneter Weise mit Prozes-
sen großer Wertschöpfung zusammengefasst bzw. adaptiert oder substituiert werden
können.118
An die zuvor benannten Schritte schließt sich sodann die quantitative Positio-
nierung an, die sich hauptsächlich auf die Auslegung der Schnittstellen zwischen
einzelnen Prozessen konzentriert. Für die sog. ganzheitliche Prozesskettenaus-
legung, die genau die Optimierung der Schnittstellen zum Ziel hat, ergibt sich
ein vierstufiges Vorgehen, bestehend aus: Prozessanalyse, Schnittstellenmodellie-
rung, Prozesskettenauslegung und Implementierung.119 Darüber hinaus werden
115 Wie schon bei Pachow-Frauenhofer liegt damit auch hier eine Kosten-Wirksamkeitsanalyse
in Verbindung mit einer Nutzwertanalyse vor.
116 Im Zuge der Nutzwertanalyse ergeben sich darüber hinaus auch hier erneut Probleme im Punkt
„Nutzenunabhängigkeit“ durch Verwendung von Ökonomie, Qualität und Ökologie als Zielgrö-
ßen.
117 Vgl. Brandes 2008, S. 47 f.
118 Vgl. ebd., S. 49 ﬀ.
119 Vgl. ebd., S. 52.
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Wechselwirkungen zwischen Fertigungsschritten und -technologien identifiziert
und mögliche Fehler und Fehlerursachen aufgrund technologisch-wirtschaftlicher
Zusammenhänge durch Algorithmen abgebildet. Hierbei helfen v. a. Ursache-
Wirkungs-Diagramme.120 Es werden damit sowohl Wechselwirkungen zwischen
Objekten als auch (eingeschränkt) zwischen Einflussgrößen berücksichtigt. Im
Zuge der Schnittstellenmodellierung ist es die maßgebliche Aufgabe, die Prozess-
kette in spezifischen Prozessmodellen abzubilden und das Wissen nachfolgend in
generische Modelle zu transferieren.121 Im Rahmen der Prozesskettenauslegung
i. e. S. erfolgt die Optimierung der Schnittstellen den individuellen Aufgaben eines
spezifischen Unternehmens folgend.122 Brandes schlägt daher vor, die Lösung
des Optimierungsproblems über eine Präferenzfunktion zu realisieren. Hierfür
werden Stellgrößen für die Prozessketten bestimmt, deren Zusammenhang zu den
Zielgrößen beurteilt, die Zielgrößen priorisiert (durch Notenvergabe) und anschlie-
ßend die Gesamtfunktion durch Gewichtung der Noten gebildet. Das Vorgehen ist
beispielhaft in Abb. 3.19 aufgezeigt.123
Stellgrößen x Zielgrößen y Präferenz-funktionen Optimierung
































































Abbildung 3.19: Optimierungsschritte zur technologischen Auslegung von Schnitt-
stellen nach Brandes124
120 Vgl. Brandes 2008, S. 53.
121 Die Anforderungen an ein generisches Prozessmodell können hier nachgelesen werden: ebd.,
S. 56.
122 Vgl. ebd., S. 58.
123 Vgl. ebd., S. 61 ﬀ.
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Brandes entscheidet sich folglich, ebenso wie schon einige der zuvor vorgestellten
Autoren, für die Anwendung der Nutzwertanalyse zur Auswahl von Fertigungspro-
zessen sowie darüber hinaus für ein nicht näher spezifiziertes Verfahren, bei welchem
eine Optimierungsfunktion auf Basis der Präferenzen gebildet wird, zur Auslegung
der ganzen Prozesskette.
3.3.1.3.7 Ansatz zur Produktgestaltung und Prozesskettenplanung
Schmidtner konzipiert seine Methodik speziell zur Generierung und Bewertung
von alternativen Prozessketten zur Herstellung von Nockenwellen.125 Für die Bewer-
tung von Prozessketten sieht Schmidtner daher ein Vorgehensmodell vor, das im
Wesentlichen auf den Schritten der Nutzwertanalyse aufbaut. Um jedoch die Ziel-
hierarchie aufbauen zu können, sind zuvor die Anforderungen an die Fertigung zu
identifizieren. Als wesentliche Anforderungen, die zugleich auch die Zielkriterien der
obersten Ebene bilden, benennt der Autor die Kernbereiche Produktivität, Qualität,
Wirtschaftlichkeit, Ergonomie und Zeit.126
Auch Schmidtner greift folglich auf eine Nutzwertanalyse zur Bewertung von
Prozessketten zurück. Mit Blick auf die eingangs formulierten Gütekriterienkriterien
als Basis für die abschließende Systematisierung kann für diesen Ansatz aber letztlich
ausschließlich eine Berücksichtigung von Wechselwirkungen zwischen Objekten als
erfüllt angesehen werden.
3.3.1.3.8 Methodik für die entwicklungs- und planungsbegleitende Generie-
rung und Bewertung von Produktionsalternativen
Müller sieht vor, eine Methodik zur entwicklungsbegleitenden Generierung und
Bewertung von Produktionsalternativen zu konzipieren. Der Begriﬀ der Produk-
tionsalternative ist dabei mit dem der Fertigungsfolge gleichzusetzen – es werden
damit ebenso Prozessketten im weiteren Sinne betrachtet.127 Bereits frühzeitig sol-
len ausgehend von unscharfen Produktinformationen Prozessketten geplant werden
können, die v. a. auch neue Technologien einschließen. Parallel zur Planung soll
124 Quelle: Abbildung modifiziert übernommen von ebd., S. 60.
125 Vgl. Schmidtner 2002, S. 14.
126 Vgl. ebd., 14 ﬀ.
127 Vgl. Schindler 2014, S. 33.
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überdies eine Kostenabschätzung ermöglicht werden, um die Wirtschaftlichkeit der
Prozessketten sicherzustellen.128 Diese Ziele möchte Müller durch die Konzeption
verschiedener Partialmodelle erreichen. Die Methodik einschließlich aller zugehöri-
gen Partialmodelle ist Abb. 3.20 zu entnehmen.
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Abbildung 3.20: Partialmodelle zur Generierung und Bewertung von Produktions-
alternativen nach Müller129
In seinen Ausführungen geht Müller umfassend auf die einzelnen Teilmodelle
ein130 und befasst sich im Nachgang mit der Zusammenführung jener – jedoch mit
der Einschränkung, dass lediglich das Modell zur Bewertung von Einmalaufwän-
den, das Modell zur Bewertung qualitativer Aspekte sowie das Modell zu reifenden
Kostenbewertung aggregiert werden.131 Da der Ansatz von Müller – dies sei an
dieser Stelle vorweg genommen – mit am meisten Potenzial in Hinblick Einbezie-
hung bestimmter Vorgehensweisen für diese Arbeit birgt – soll nachfolgend etwas
ausführlicher auf die relevanten Aspekte des Ansatzes eingegangen werden.
Müller konstatiert, dass für die Auswahl der optimalen Verfahrenskette vor allem
der Bewertung der Fertigungskosten eine hohe Bedeutung zukomme. Diese umfas-
sen aus seiner Sicht sowohl die Kosten der Fertigung als auch die der Montage. Zur
Kalkulation der Fertigungskosten greift der Autor in erster Linie auf eine Maschi-
128 Vgl. Müller 2007, S. 10.
129 Quelle: Abbildung modifiziert übernommen von ebd., S. 85.
130 Vgl. zu einer ausführlichen Darstellung der Partialmodelle ebd., S. 88 ﬀ.
131 Vgl. ebd., S. 124.
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nenstundensatzrechnung in Verbindung mit Methoden der entwicklungsbegleitenden
Kalkulation132 zurück.133 Da für die frühzeitige Bestimmung der Fertigungskosten
insbesondere die Abschätzung der Fertigungszeiten Probleme bereitet, setzt sich der
Autor vor allem mit der Bereitstellung von Möglichkeiten zur Prognose jener Zeiten
diﬀerenziert auseinander. Je nach Informationsverfügbarkeit sollte gem. Müller
entweder auf Erfahrungswissen, historische Daten oder mathematische Funktionen
für die Ermittlung der Zeiten zurückgegriﬀen werden.134 Ergebnis dieser Erkennt-
nisse ist die in Abb. 3.21 illustrierte Methode zur Kostenbewertung eines Prozesses
(der grau hinterlegte Bereich spiegelt hierbei den Betrachtungsfokus der Arbeit von
Müller wieder).
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Abbildung 3.21: Methode zur reifenden Kostenermittlung eines Prozesses nach
Müller135
Da es hinsichtlich der Entscheidungsfindung oftmals nicht ausreichend ist, sich al-
lein auf monetäre Aspekt zu stützen, schlägt Müller überdies die Durchführung
einer Nutzwertanalyse zur Bewertung qualitativer Aspekte vor.136 Die Gewichtung
der Kriterien sei nach unternehmensspezifischen Rahmenbedingungen und Zielset-
zungen individuell vorzunehmen. Zur Bewertung des Erfüllungsgrades der Kriterien
wird eine Ordinalskala mit den Werten null bis zehn vorgeschlagen, wobei zehn einen
132 Auf diese Form der Kalkulation wird noch vertiefend im Teilkapitel 4.2.7.3 eingegangen.
133 Vgl. Müller 2007, S. 106.
134 Vgl. ebd., S. 108 ﬀ.
135 Quelle: Abbildung leicht modifiziert übernommen von ebd., S. 108.
136 Vgl. ebd., S. 118 f.
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sehr hohen Erfüllungsgrad suggeriert.137
Als weiteres Partialmodell zur Bewertung wirtschaftlicher Aspekte wird das Mo-
dell zur Bewertung von Einmalaufwänden konzipiert. Laut Müller werden zwar
in der Maschinenstundensatzrechnung Investitionen in Betriebsmittel berücksich-
tigt, jedoch nicht solche in Sonderbetriebsmittel, einmalige Planungsaufwände oder
Aufwände für die serienreife Entwicklung neuer Technologien.138 Diese seien jedoch
ausschlaggebend für die Entscheidung und deshalb mit in die Betrachtung einzube-
ziehen. Zur Bewertung soll eine Kapitalwertberechnung genutzt werden. DaMüller
die in diese Kapitalwertberechnung eingehenden Kosten bzw. Zahlungen hauptsäch-
lich den indirekten Leistungsbereichen zuschreibt, solle ferner eine Prozesskosten-
rechnung angewandt werden, um diese zu ermitteln.139 Um im Anschluss den sog.
aufwandsorientierten Kapitalwert zu berechnen, bezieht der Autor sowohl die Ein-
malaufwände wie auch die laufenden Aufwände auf Basis der Fertigungskosten ein.
Die sich daraus ergebende Berechnung der in den aufwandsorientierten Kapitalwert





Wiederkehrende Aufwände (WA) [€] in Abhängigkeit von den Fertigungskosten (FK)
0 1 2 3 ... u
ANZ0 ANZ1 ANZ2 ANZ3 ... ANZu






SBM0 SBM1 SBM2 SBM3 ... SBMu
AAV0 AAV1 AAV2 AAV3 ... AAVu
sonstige einmalige 
Aufwände (SEAj) SEA0 SEA1 SEA2 SEA3 ... SEAu
Summe der Aufwände für das jeweilige Jahr [€]
JAj JA0 JA1 JA2 JA3 ... JA4
Abbildung 3.22: Bestimmung der Zahlungen zur Ermittlung des aufwandsorientier-
ten Kapitalwertes140
137 Vgl. Müller 2007, S. 120.
138 Vgl. ebd., S. 121.
139 Vgl. ebd., S. 121.
140 Quelle: Abbildung leicht modifiziert übernommen von ebd., S. 123.
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Im Ergebnis hat Müller also drei verschiedene Größen vorliegen, die es zu aggre-
gieren gilt.141 Zu diesem Zweck schlägt er eine grafische Auswertung vor, die die Par-
tialmodelle integrativ betrachtet.142 Eine solche Grafik ist beispielhaft in Abb. 3.23
dargestellt.143 Um den Reifegrad der Informationen, die in die Bewertung der Fer-
tigungskosten eingehen, in adäquater Weise mit einfließen zu lassen, führt Müller
zudem ein sog. Vertrauensintervall ein. Durch dieses sollen eventuelle Bewertungs-
unschärfen abgebildet werden können.144 Wie genau die einzelnen Parameter abge-
tragen werden, soll an dieser Stelle nun nicht näher ausgeführt, sondern lediglich
auf die Literatur verwiesen werden.145 Zu wählen sind letztlich die Verfahrensket-
ten, die mit steigendem Nutzwert den geringsten Anstieg des aufwandsorientierten
Kapitalwertes zur Folge haben.146
In seinem Ansatz greift Müller auf mehrere bewährte Verfahren, wie die Nutz-
wertanalyse, die Kostenrechnung sowie die Kapitalwertermittlung zurück, die zur
Bestimmung einzelner sowie mehrerer Zielgrößen dienen. Unsicherheit wird einerseits
durch Berücksichtigung eines Unschärfebereichs bei der Bestimmung des Vertrau-
ensintervalls berücksichtigt und andererseits gibt Müller die Empfehlung, Sensiti-
vitätsanalysen durchzuführen.147 Wie die zur Bestimmung des Vertrauensintervalls
benötigten Parameter jedoch bestimmt werden können, wird nicht näher erläutert.
Positiv hervorzuheben ist die grundlegende Idee, eine reifende Kostenbewertung zur
entwicklungsbegleitenden Kalkulation der Fertigungskosten vorzunehmen und die
damit verbundenen Methoden zur Ermittlung der Fertigungszeiten in Abhängig-
keit vom Informationsstand. Wechselwirkungen werden dagegen weitestgehend nur
zwischen den Objekten betrachtet und die Generierung von Größen des Produkti-
onsumfeldes spielt überdies keine Rolle.
141 Auch hierbei handelt es sich folglich um eine Kosten-Wirksamkeitsanalyse im Sinne des Kapi-
tels 4.2.5.2 in Verbindung mit einer Nutzwertanalyse, jedoch mit der Ausnahme, dass zudem
zwei weitere kostenbezogene Größen vorliegen.
142 Vgl. Müller 2007, S. 124.
143 Kritisch zu sehen ist, dass in der Grafik, welche die auf die Wirtschaftlichkeit gerichteten
Partialmodelle zusammenführt, neben dem aufwandsorientierten Kapitalwert auch die Ferti-
gungskosten mit abgetragen werden. Da aber die laufenden Fertigungskosten ebenfalls zur Be-
stimmung der aufwandsorientierten Kapitalwertes herangezogen werden, werden diese de facto
mehrfach erfasst.
144 Die Ermittlung des Vertrauensintervalls wird hier ausführlicher dargestellt: Müller 2007,
S. 124 f.
145 Nähere Informationen zur Anfertigung der Grafik finden sich bei ebd., S. 124 ﬀ.
146 Vgl. ebd., S. 126.
147 Vgl. ebd., S. 126.
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Abbildung 3.23: Grafische Zusammenführung der Partialmodelle148
3.3.1.4 Kennzahlenbasierte Ansätze
3.3.1.4.1 Ansatz zur potenzialbasierten Bewertung neuer Technologien
Schönheit stellt nach seiner Analyse zahlreicher Beiträge zum Thema „Wirt-
schaftlichkeit in der Fertigung“ fest, dass vor allem konkrete Handlungsanleitungen
zur Entscheidungsvorbereitung fehlen. Dies betreﬀe vor allem Ansätze zur Bemes-
sung geldwerter Vorteile innovativer Fertigungskonzepte.149 Das Ziel seiner Arbeit
sollte es deshalb sein, ein Management-Informations-Modell (MIM) zu entwickeln,
das gezielte Informationen zur Verbesserung der Wirtschaftlichkeit der Fertigung
liefert, mehrdimensionale Entscheidungsprozesse strukturiert sowie dynamische Ver-
änderung in der Fertigung durch die Bestimmung kritischer Erfolgsfaktoren abbil-
det.150
Das MIM besteht im Wesentlichen aus drei verschiedenen, ineinander greifenden
Modellbausteinen: einem Referenzmodell, einem Erfolgsfaktorenmodell sowie einem
148 Quelle: Abbildung leicht vereinfacht übernommen von Müller 2007, S. 126.
149 Vgl. Schönheit 1995, S. 2.
150 Vgl. ebd., S. 4.
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Entscheidungsmodell.151
Das Entscheidungsmodell greift auf wesentliche Informationen der beiden anderen
Modelle zurück, die in diesen hinterlegt sind und den Ausgangspunkt der Bewertung
darstellen – dies betriﬀt v. a. Anforderungen an die Prozesse (in Bezug auf den
Ist-Zustand) sowie Zielkriterien, Prozessmerkmale und Bewertungsparameter. Das
Entscheidungsmodell gliedert sich in die folgenden Elemente152:
• Aufstellung eines mehrdimensionalen Zielsystems,
• Generierung von Wirkungsketten zur Darstellung der vernetzten Nutzenpo-
tenziale,
• Beschreibung von Handlungsalternativen sowie
• Konzipierung eines Erfolgsfaktorensystems.
Auf die einzelnen Elemente soll an dieser Stelle jedoch nicht näher eingegangen,
sondern lediglich auf die entsprechende Literatur verwiesen werden.153
Im Rahmen der Entscheidungsvorbereitung sollen sowohl Kosten- als auch Nutzen-
aspekte bestimmt werden. Nutzeneﬀekte sollen darüber hinaus auch weitestgehend
monetarisiert werden.154 Für die Ermittlung der Kosten empfiehlt Schönheit die
Durchführung einer ressourcenorientierten Prozesskostenrechnung.155
Für die Bestimmung des Nutzens werden Zielkriterien wie z. B. Auslastungsgrad,
Werkstückqualität, Prozessfähigkeit, etc. herangezogen. Mittels dieser Größen wird
die Auswirkung auf die Zielerfüllung verschiedener Maßnahmen innerhalb einer Be-
wertungsmatrix abgeschätzt. Der Fokus liegt hierbei auf einer Bewertung der mone-
tären Konsequenzen einer Handlung. Daneben werden aber auch „weiche Faktoren“
innerhalb einer strategischen Perspektive betrachtet, die nicht sinnvoll monetari-
siert werden können.156 Die Bewertungsmatrix ist in Abb. 3.24 veranschaulicht. Die
abschließende Beurteilung der bestehenden und verbesserten Fertigungsprozesse er-
folgt dann aber nicht auf Basis der Bewertungsmatrix, sondern auf Grundlage eines
151 Vgl. ebd., S. 84; Schönheit 1997, S. 142.
152 Vgl. Schönheit 1995, S. 94 f.
153 Vgl. Schönheit 1997, S. 153 ﬀ., Schönheit 1995, S. 95 ﬀ.
154 Da allerdings dennoch letztendlich mehrere Kennzahlen bestimmt werden sollen, wird dieser
Ansatz nicht als „hybrider“ eingeordnet.
155 Siehe mehr dazu in Schönheit 1997, S. 179 f.
156 Vgl. ebd., S. 161 f., Schönheit 1995, S. 102 f.
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Abbildung 3.24: Bewertungsmatrix zur Bewertung von Handlungsalternativen158
Die Bewertung von Fertigungsprozessen bei Schönheit soll somit auf Basis ei-
nes mehrdimensionalen Kennzahlensystems vorgenommen werden und erfolgt dem-
nach quantitativ. Zur Bestimmung der Kennzahlen wird auf diverse Methoden, wie
bspw. die (ressourcenorientierte) Prozesskostenrechnung, zurückgegriﬀen. Die Be-
wertungskriterien bzw. Prozesskennzahlen sowie Bewertungsziele sind aber nicht
klar definiert. Wechselwirkungen, Unsicherheitsaspekte und Methoden zur Datenge-
nerierung werden durch den Autor darüber hinaus nicht thematisiert.
157 Siehe dazu mehr in Schönheit 1997, S. 233 ﬀ., Schönheit 1995, S. 147 ﬀ.
158 Quelle: Abbildung modifiziert übernommen von Schönheit 1997, S. 162; Schönheit 1995, S. 103.
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3.3.1.4.2 Ansatz zur kennzahlenbasierten Analyse und Optimierung von
Prozessketten
Auch Denkena et al. haben verschiedene Ansätze zur Bewertung von Prozess-
und Technologieketten entwickelt, von denen einige auch auf mehrdimensionale Be-
wertungsverfahren zurückgreifen. Zwei wesentliche dieser Ansätze sollen daher im
Folgenden kurz vorgestellt werden.159
Ein erster Ansatz (in Abb. 3.37 als Denkena et al. 1 gekennzeichnet) befasst
sich mit der Erstellung eines Kennzahlensystems zur Analyse und Optimierung von
Prozessketten. Da die Suche eines Optimum auf Prozessebene meist zur Verschlech-
terung anderer Prozesse einer Prozesskette führt, sollen überdies Wechselwirkungen
berücksichtigt werden können.160 Unterschieden wird dabei in lokale – solche die in-
nerhalb einzelner Fertigungsprozesse auftreten – prozessübergreifende und (prozess-
kettenübergreifende) globale Wechselwirkungen.161 Aufgrund der Vielzahl an auf-
tretenden Wechselwirkungen zwischen Einfluss- und Zielgrößen sollten diese nach
Ansicht der Autoren gruppiert werden. Es wird zu diesem Zweck eine Gruppierung
nach Zielbeziehungen vorgeschlagen (kontradiktorisch, konträr, Zielunterordnung
oder Zielverträglichkeit). Die Gruppierung in einem logischen Zielquadrat erlaube
es darüber hinaus, auftretende Wechselwirkungen in sinnvoller Weise zu systemati-
sieren. Um eine Grundlage für die Prozesskettenoptimierung zu gewährleisten, sind
jedoch die Einflussgrößen auf lokaler, prozesskettenbezogener und globaler Ebene
mit den Zielabhängigkeiten in einem Kennzahlensystem zu verknüpfen. Gegliedert
nach der Ebene der Wechselwirkung ist deshalb ein Kennzahlensystem zu konzi-
pieren, in welchem in jeder Zeile der Konfliktort, der auftretende Zielkonflikt, die
Wechselwirkung und eine Kenngröße zur Messung zu bestimmen sind. Die Kenn-
zahlen sind dabei ausschließlich von technischer Natur. Wirtschaftliche oder sonstige
Maßgrößen spielen keine Rolle.162 163
159 Weitere Ansätze von Denkena at al. sind im Teilkapitel 3.4 zu finden.
160 Vgl. Behrens u. a. 2010, S. 53.
161 Vgl. ebd., S. 54.
162 Vgl. ebd., S. 55.
163 Durch die ausschließlich technische Ausrichtung spielt der Ansatz für den in dieser Arbeit zu
konzipierenden Bewertungsansatz für Prozessketten nur eine untergeordnete Rolle.
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3.3.1.4.3 Ansatz ökologischen Gestaltung von Prozessketten
Neben dem bereits vorgestellten Ansatz existiert ein weiterer, bei welchem es das
Ziel der Autorenschaft ist, eine in erster Linie ökologische Gestaltung von Prozess-
ketten zu erwirken (in Abb. 3.37 als Denkena et al. 2 gekennzeichnet). Daneben
soll aber gleichzeitig eine multikriterielle Bewertung weiterer Zielgrößen ermöglicht
werden.164 Eine Möglichkeit, eine ökologische Prozesskettenoptimierung zu unter-
stützen, liegt nach Ansicht der Verfasser in einer simulationsgestützten alternativen
Prozessauslegung. Demgemäß wurde ein Ansatz zur ganzheitlichen Prozessketten-
auslegung konzipiert, der eine multikriterielle Bewertung einschließt und maßgeblich
auf einem ereignisdiskreten Simulationsmodell aufbaut.165 Die Vorgehensweise ist
überblicksartig in Abb. 3.25 dargestellt.
Multikriteriell optimierte Prozessparameter
Aufstellen der Optimierungsszenarien
Phase I: Analyse energetisch 
relevanter Parameter
Phase II: Auslegung der Prozesskette
Implementierung der Zielgrößen in
 die ereignisdiskrete Simulation




















Abbildung 3.25: Vorgehensweise zur ökologischen Prozesskettenauslegung nach
Denkena et al.166
Ausgangspunkt für die Prozessoptimierung ist die Aufstellung verschiedener Opti-
mierungsszenarien, für die verschiedene Parameteränderungen getestet werden. Dies
wird durch eine sogenannte Eﬀektanalyse begleitet, in der die Intensität einer Pa-
rameteränderung untersucht wird. Die Ausprägung einer Parameteränderung wird
164 Vgl. Denkena u. a. 2013, S. 224.
165 Vgl. ebd., S. 225 f.
166 Quelle: Abbildung modifiziert übernommen von ebd., S. 226.
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dann nach Vorschlag der Autoren in drei Gruppen A, B und C eingeteilt, wobei gilt:
A : E > 1%;B : 1% < E  0%;C : E < 0%. Anschließend sollten nur die Parame-
ter mit einem hohen Einfluss auf die jeweilige Zielgröße weiter betrachtet werden.
Denkena et al. entscheiden sich hierbei ebenfalls für die Analyse mehrerer Zielgrö-
ßen. Hierzu nutzen sie aber kein allgemeines Bewertungsverfahren zur Einbeziehung
mehrerer Zielgrößen, sondern ermitteln diese zunächst nur unabhängig voneinander,
um sie dann nachfolgend für die Optimierung nach ökologischen Aspekten zu nut-
zen. Betrachtet werden daher Kennzahlen. Die ökologischen Aspekte zielen in dem
Beitrag allerdings primär auf den Energieverbrauch. Wie die Zielgrößen jeweils er-
mittelt bzw. erforderliche Daten generiert/prognostiziert werden, wird nicht weiter
diskutiert. Wechselwirkungen werden innerhalb des Ansatzes analysiert, indem sie
nach Wirkungsbeziehungen kategorisiert werden (z. B. mathematisch, definitorisch,
empirisch, etc.).
3.3.1.4.4 Featurebasierte Entscheidungsmethodik zur Bewertung alternati-
ver technologischer Prozessketten in der Teilefertigung
Ein weiterer im Rahmen der mehrdimensionalen Verfahren vorzustellender Ansatz
ist der von Tran. Ihr Ziel ist es, eine featurebasierte Entscheidungsmethodik, zur
Bewertung von technologischen Prozessketten zu konzipieren, die auch frühzeitig im
Entwicklungsprozess zum Einsatz kommen kann. Aus ihrer Sicht relevante Bewer-
tungsgrößen sind demgemäß Vorgabezeiten, Herstellkosten sowie Material-/ Ener-
gieaufwand. Die Basis des Entscheidungsmodells ist das in Abb. 3.26 dargestellte
3-Säulenkonzept. Jenes besteht aus einer Basissäule – der „CAPP-feature-basierten
Fertigungsprozessgestaltung und Prozesskettenbewertung“ – welche der Bewertung
im engeren Sinne dient und die Generierung alternativer Prozessketten, deren Be-
wertung sowie die Auswertung der Ergebnisse beinhaltet. Die beiden anderen Säu-
len können als Input für die Bewertung verstanden werden und haben einerseits
die featurebasierte Werkstückbeschreibung und andererseits die Verknüpfung von
Fertigungsverfahren und Fertigungsmittelressourcen zum Ziel.167
Zur Bewertung der Prozessketten sind die oben benannten Kriterien zu bestimmen.
Hierbei wird vorgeschlagen, die Vorgabezeiten durch Zeitnahmen und anschließende
Berechnung der Hauptnutzungszeit zu bestimmen, die Herstellkosten durch Ermitt-
167 Vgl. Tran 2012, S. 36 f.
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lung der Maschinenstundensätze zu berechnen und den kumulierten Energieaufwand
rechnerisch auf Basis der fertigungsmittel- und werkstückbezogenen Features her-
zuleiten. Darüber hinaus sollten die kritische Stückzahl jeder Prozesskette ermittelt
und die Ergebnisse grafisch dargestellt werden.168
Es lässt sich somit festhalten, dass auch Tran mehrere Bewertungskriterien zur
Auswahl der geeigneten Prozessketten bestimmt, diese allerdings nicht zusammen-
führt. Überdies setzt sich Tran eigentlich zum Ziel, die Entscheidungsfindung in
den frühen Phasen zu unterstützen. Allerdings werden keine geeigneten Ansätze
zur Datengenerierung sowie bzgl. einer reifenden Bewertung der Größen konzipiert.
Vielmehr werden – am Bsp. der Kostenermittlung – konventionelle Verfahren der















































Abbildung 3.26: 3-Säulenkonzept der featurebasierten Entscheidungsmethodik nach
Tran169
168 Vgl. Tran 2012, S. 49 ﬀ.
169 Quelle: Abbildung modifiziert übernommen von ebd., S. 35 unter Verwendung von
http://www.fahrzeug-modellbau.de/print.php?threadid=5&page=2
3.3 Mehrdimensionale Ansätze 107
3.3.1.4.5 Life Cycle Engineering für Material- und Technologieauswahlent-
scheidungen
Auch Pecas et al. entwerfen im Rahmen ihres Life Cycle Engineering-Konzeptes
einen mehrdimensionalen Ansatz, mit dem es möglich sein soll, ökonomische, ökolo-
gische und technische Aspekte zugleich bewerten zu können. Dadurch soll die Aus-
wahl von Materialien, aber auch die von Technologien unterstützt werden.170 Die
ökonomische Dimension wird über die Bestimmung der Lebenszykluskosten abge-
sichert. Diese werden bestimmt, indem die Kosten der Herstellung, Verarbeitung,
Nutzung und dem Recycling eines Betrachtungsobjektes aufsummiert werden. Die
Entwicklung und damit die Vorsorgephase wird jedoch nicht eingeschlossen.
Da die Kosten der einzelnen Akteure entlang des Lebenszyklus lediglich kumuliert
und nicht einzelnen Perioden zugeordnet und abgezinst werden, kann geschlussfol-
gert werden, dass die Rechnung statisch aufgebaut ist. Wie die Ermittlung und
Zuordnung einzelner Kosten im Detail geschieht, wird von den Autoren aber nicht
näher ausgeführt. Gleiches gilt für die Ermittlung der Zielgrößen der beiden ande-
ren Dimensionen. Zur Auswertung bzw. Gegenüberstellung von Alternativen schla-
gen die Autoren einerseits sog. Ternary Maps und anderseits CLUBE-Modelle vor.
Ternary Maps seien in diesem Zusammenhang geeignet, um alle drei Zielgrößen ab-
zuwägen, während CLUBE-Modelle in Frage kommen, wenn technisch vergleichbare
Alternativen gegenübergestellt werden oder eine technische Bewertung redundant
wird.171 In Abb. 3.27 wird der Ablauf noch einmal veranschaulicht.
Pecas et al. setzen sich auch zum Teil mit der Bereitstellung von Eingangsda-
ten auseinander, indem sie vorschlagen, Prozessmodelle zu erstellen und zugehörige
Einflussgrößen sowie Daten zu erfassen.172 Diese Daten dienen dann als Eingangsgrö-
ßen für die Bewertung.173 Unsicherheitsaspekte werden nicht gesondert betrachtet;
Wechselwirkungen werden nur solche zwischen Objekten betrachtet (innerhalb der
zu erstellenden Prozessmodelle).
170 Vgl. Peças, Ribeiro und Henriques 2014, S. 543; Ribeiro u. a. 2008, S. 1887 f.
171 Vgl. Peças, Ribeiro und Henriques 2014, S. 543 ﬀ.
172 Vgl. ebd., S. 545.
173 Vgl. ebd., S. 545; Folgado, Peças und Henriques 2010, S. 370 ﬀ.
174 Quelle: modifiziert von Peças, Ribeiro und Henriques 2014, S. 544.
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Abbildung 3.27: Mehrdimensionale Bewertung mit CLUBE-Modellen und Ternary
Maps nach Pecas et al.174
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3.3.2 Qualitative Ansätze
3.3.2.1 Vorgehensweise zur fehlerbasierten Optimierung der gefertigten
Bauteilqualität
Ziel von Hielscher ist es, das Qualitätsmanagement in Prozessketten zu verbes-
sern und diese ganzheitlich auf Ursache-Wirkungs-Zusammenhänge hin zu untersu-
chen.175 Konkret soll eine Vorgehensweise zur fehlerbasierten Optimierung der gefer-
tigten Bauteilqualität von fertigungstechnischen Prozessketten konzipiert werden.176








































Abbildung 3.28: Strukturmodell zur Optimierung der Bauteilqualität in Prozessket-
ten177
Eine Bewertung der Prozessketten wird durch eine Gegenüberstelltung von Ist- und
Soll-Zustand der Bauteile realisiert. Hierbei werden die realisierten Bauteileigen-
schaften (Ist-Zustand) mit den Anforderungen (Soll-Zustand) an diese abgeglichen.
Die Bewertung ist somit qualitativ und an keine konkreten Bewertungskriterien
gekoppelt. Dies ist vor allem durch die individuelle Beschaﬀenheit von Bauteilen
begründet.178 Die Bewertung erfolgt durch die bloße Gegenüberstellung von Bau-
175 Vgl. Hielscher 2008, S. 36.
176 Vgl. ebd., S. 36.
177 Quelle: Abbildung leicht modifiziert von ebd., S. 39.
178 Vgl. ebd., S. 44 ﬀ.
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teileigenschaften und die Darstellung von Abweichungen bzw. Übereinstimmungen






















































geometrisch definiertes Werkstück: Kupferlamelle
Lamellenstärke: 


























Abbildung 3.29: Beispielhafte vergleichende Bewertung von Bauteil-Ist- und Soll-
Zustand180
3.3.2.2 Konzept zur Erschließung von technologischen Erfolgspotenzialen
Der nächste Ansatz ist insbesondere vor dem Hintergrund der zu konzipierenden
Methodik zur Prozesskettenbewertung interessant – nämlich zur frühzeitigen Bewer-
tung im Rahmen der Bestimmung des kommerziellen Potenzials neuartiger Werk-
stoﬀe. Die Wertschöpfungs- und Prozessketten zur Herstellung und Verarbeitung
des Werkstoﬀes sind zu diesem Zeitpunkt in höchstem Maße unsicher. Es werden
179 Durch die rein qualitativ ausgerichtete Bewertung ist der Ansatz von Hielscher für die vorlie-
gende Arbeit nur sehr eingeschränkt verwertbar. Durch den Fokus auf das Qualitätsmanagement
in Prozessketten kann der Ansatz keine umfassenden Erkenntnisse zur frühzeitigen Bewertung
von Prozessketten liefern. Nutzbar sind jedoch die vom Autor beschriebene Vorgehensweise
zur Ableitung des Soll-Zustandes über die Modellierung der Bauteilstruktur, die Anleitung
zur Prozesskettenanalyse sowie darüber hinaus der Regelkreis-Ansatz als Ausgangspunkt zur
Prozesskettenoptimierung und -gestaltung.
180 Quelle: Abbildung leicht modifiziert von Hielscher 2008, S. 50.
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somit geeignete Methoden benötigt, um eine zielgerichtete Planung zu unterstützen.
Grienitz liefert diesbezüglich einen Ansatz, um plausible Technologie-Szenarien
zu konzipieren und diese einer Bewertung zu unterziehen. Laut Grienitz kommt
es maßgeblich in den frühen Phasen darauf an, wahrnehmbare Entwicklungen von
Technologien zu erfassen und in schlüssige Zukunftsbilder zu überführen.181 182
Grienitz erarbeitet daher einen Ansatz zur Entwicklung von Technologie-
Szenarien, der eine vorherige Analyse des Unternehmens sowie eine Umweltanalyse
voraussetzt. In einem ersten Schritt müssen die Ziele festgelegt, die strategische Aus-
richtung und Positionierung des Unternehmens bestimmt sowie vorhandene Ressour-
cen und Kompetenzen ermittelt werden. Anschließend müssen Markt- und Umfelds-
zenarien für künftige Entwicklungen sowie mögliche Produkt-Szenarien entwickelt
werden. Deren Zusammenführung ergibt mögliche Markt-Produkt-Kombinationen
auf deren Basis dann denkbare Technologie-Szenarien abgeleitet werden können.183
Für die hierbei verarbeiteten, zum Teil unscharfen Daten schlägt auch Grienitz
die Fuzzy-Set-Theorie vor, um linguistische Variablen über Zugehörigkeitsfunktionen
zu verarbeiten. Im Rahmen der Szenario-Erstellung wird zudem auf die Lösung kom-
plexer Optimierungsprobleme mittels Evolutionärer Strategien zurückgegriﬀen.184
Die ermittelten Rohszenarien, die die zuvor definierten Anforderungen sehr gut er-
füllen, sollten in Clustern gebündelt werden, bevor sie schlussendlich im Rahmen
der sog. Potenzial-Bewertung Chancen und Risiken der Technologie-Szenarien ab-
zuwägen sind.185 186
181 Vgl. Grienitz 2003, S. 421.
182 Die hier getroﬀene Aussage unterstützt somit die im Teilkapitel 2.1.2 ausgeführte Verbindung
zwischen Werkstoﬀentwicklung und Prozessinnovationen zur Herstellung und Verarbeitung des
Werkstoﬀes. Die zukünftigen Entwicklungen der Umwelt hinsichtlich der Werkstoﬀverwendung
haben schlussfolgernd auch einen äußerst hohen Einfluss auf die Wirtschaftlichkeit von Pro-
zesskettenvarianten und müssen durch geeignete Verfahren antizipiert werden.
183 Vgl. Grienitz 2003, S. 422.
184 Vgl. zu einer ausführlichen Beschreibung eines Optimierungslaufes ebd., S. 425.
185 Vgl. ebd., S. 425 f.
186 Zwar liefert der Ansatz nicht in erster Linie ein Bewertungsschema, befasst sich aber mit we-
sentlichen, für die Arbeit weiteren wichtigen Punkten. Dazu zählt, wie sich aus Werkstoﬀ- bzw.
Produktmerkmalen Anforderungen an die Technologie- bzw. Prozesskette ableiten lassen, die
dann in die Bewertung einfließen (indem die erreichbare Ausprägung bei Anwendung einer
bestimmten Prozesskette evaluiert und mit dem Soll-Zustand abgeglichen wird) und wie zu-
dem Einflussgrößen aus dem Produktionsumfeld über die Erstellung von plausiblen Szenarien
prognostiziert werden können.
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3.3.2.3 Ansatz zur innovativen Prozesskettenoptimierung
Pfeifer und Tillmann konzentrieren sich neben der Bewertung vor allem auch
auf die Verbesserung von bestehenden Prozessketten. Zu diesem Zweck haben die
Autoren ein Vorgehensmodell entwickelt (siehe Abb. 3.30, das an dem aus der Six-
Sigma-Methode stammenden DMAIC-Modell anknüpft.187 Die Systematik wird ne-
ben klassischen Methoden des Qualitätsmanagement (QM) vor allem durch die
Theorie des erfinderischen Problemlösens (TRIZ) und die Theory of Constraints
(TOC) gestützt. Anders als herkömmliche Problemlösungswerkzeuge nutzt TRIZ
eine Vielzahl an Werkzeugen und nutzt empirische Grundsätze der technologischen
Evolution.188 TOC dagegen spiegelt einen „systemorientierten Ansatz zur kontinu-
ierlichen Verbesserung technischer Systeme [wieder], der seinen Ursprung in der
Optimierung von Produktionsabläufen hat.“189 Die zentrale These des Ansatzes be-
sagt, dass die Qualität einer Prozessketten von dessen schwächstem Glied abhängt.
Diese gilt es demnach auszumachen und zu stärken.190 Hierfür werden innerhalb der
Methodik fünf Werkzeuge, basierend auf sog. „logical trees“ eingesetzt.191 Auf die
einzelnen, innerhalb des DMAIC-Zyklus durchzuführenden Schritte soll hier nicht






























Methoden und Techniken der 
Prozessoptimierung (QM, TRIZ, TOC)
Abbildung 3.30: Systematik zur Prozesskettenoptimierung nach Pfeifer und
Tillmann193
187 Vgl. Pfeifer und Tillmann 2001, S. 1274 f., Pfeifer und Schmitt 2010, S. 640.
188 Vgl. Pfeifer und Tillmann 2001, S. 1275; siehe zu Werkzeugen z. B. Pfeifer und Schmitt 2010,
S. 642 f.
189 Pfeifer und Tillmann 2001, S. 1275; Pfeifer und Schmitt 2010, S. 645.
190 Vgl. Pfeifer und Tillmann 2001, S. 1275; Pfeifer und Schmitt 2010, S. 645.
191 Diese sind in ebd., S. 647 f. nachzulesen
192 Vgl. Pfeifer und Tillmann 2001, S. 650 ﬀ.
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Der Ansatz zielt in erster Linie auf verschiedene Aspekte der erreichbaren Qualität
von Prozessketten ab – evaluiert werden primär qualitative Aspekte; ein konkretes
Bewertungsverfahren wird aber nicht angeführt. Dadurch, dass auch weniger die
Bewertung, als die Gestaltung von Prozessketten im Raum steht, wären sämtliche
Gütekriterien bei diesem Ansatz als nicht erfüllt anzusehen, allerdings ergeben sich
ein paar gute Ansatzpunkte in Hinblick auf de Strukturierung von Entscheidungs-
problemen.
3.4 Hybride Ansätze
Als hybride Ansätze werden hier solche bezeichnet, die zwar grundsätzlich die Er-
mittlung nur einer Zielgröße zum Ziel haben, aber im Laufe der Bewertung dennoch
mehrere qualitative und quantitative Kriterien einbeziehen und schließlich die Trans-
formation der Kriterien in die Einheit der Zielgröße vorsehen. Genauer handelt es
sich damit um solche Ansätze, die zwar auf nur eine Maßeinheit ausgerichtet sind,
das zugrunde liegende Bewertungsproblem aber als multidimensional eingestuft wer-
den muss.194 In der Regel soll bei solchen Ansätzen eine monetäre Größe, z. B. ein
Kapitalwert, bestimmt werden. Da aber auch qualitative Kriterien wie Qualität,
Zeit oder Flexibilität bedeutsam für die Entscheidungsfindung sind, wird versucht,
die Ausprägung jener Größen zunächst auf verschiedenem Wege zu ermitteln und
anschließend spezifische Kosten zu bestimmen und/oder den mit den Größen in Zu-
sammenhang stehenden Nutzen in Geldeinheiten zu transformieren. Da also neben
der bloßen Ermittlung der monetären Zielgröße auch die Bestimmung der Ausprä-
gung weiterer Größen und deren Transformation in Geldeinheiten eine hohe Relevanz
beigemessen wird, sollen diese Ansätze als hybrid aufgefasst werden.195
193 Quelle: Abbildung modifiziert übernommen von ebd., S. 1275; Pfeifer und Schmitt 2010, S. 640.
194 Vgl. auch Witte 1989, S. 22.
195 In Kapitel 4 werden derartige Ansätze auch der Kosten-Nutzen-Anayse im weiteren Sinne zu-
geordnet.
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3.4.1 Entwicklung einer Gesamtmethodik zur virtuellen
Planung und Bewertung von Prozessketten
Enge konzipiert eine Methodik, „mit deren Hilfe eine übergreifende Bewertung von
Profilteilen, Bauteilefamilien bzw. Baugruppen sowie eine planerische Gestaltung
komplexer Prozessketten möglich ist.“196 Die Methodik umfasst weiter vier com-
putergestützte Planungs- und Bewertungsmodule (Softwaremodule), die jeweils zur
Lösung unterschiedlicher Fragestellungen dienen.197 Die Gesamtmethodik mitsamt
der zugehörigen Module ist in Abb. 3.31 dargestellt. Das Modul ApProx* ist dabei
für erste Kostenabschätzungen von Bauteilen sowie für die Bestimmung optimaler
Losgrößen u. Ä. zuständig, LCProx* ist für die Konfigurierung der Prozessketten
anwendbar, SimProx* dient der Bestimmung von Fertigungszeiten und der Durch-
führung von Simulationen und VisProx* unterstützt die Visualisierung von Produk-
tionsabläufen mittels Virtual Reality.198
Merkmal Module Anwendung
Aufgabenstellung zu produktionswirtschaftlichen Themen 
von Prozessketten des Profilierverfahrens
Modul 1: ApProx*
Kostenabschätzung/opt. Losgröße/opt. Auftragsreihenfolge
Lösungsansatz und Handlungsempfehlung zur Planung und 
Bewertung von Prozessketten
Modul 2: LCProx*
































Abbildung 3.31: Gesamtmethodik zur Planung und Bewertung von Prozessketten
des Walzprofilierens199
196 Enge 2007, S. 3.
197 Vgl. ebd., S. 3.
198 Vgl. ebd., S. 113 ﬀ. Bracht, Enge und Füller 2007, S. 107.
199 Quelle: übernommen von Enge 2007, S. 114 und ähnlich auch in Bracht, Enge und Füller 2007,
S. 108.
3.4 Hybride Ansätze 115
Im Zuge der Bewertung, die hauptsächlich in ApProx* durchgeführt wird, wird
auf bekannte Verfahren der Kostenträgerrechnung zurückgegriﬀen. Es geht folglich
nicht um die Aufstellung neuer Berechnungsalgorithmen, sondern um die Spezifika-
tion der Methoden für den Untersuchungsgegenstand. Orientiert werden soll sich im
Wesentlichen an einer Prozesskostenrechnung.200 201 Als wesentliche Bewertungs-
kriterien sieht Enge dann aber auch die Qualität von Produkt und Produktion,
die Produktivität der Anlage, die Flexibilität der Anlage sowie die Wirtschaftlich-
keit.202 Da für kurzfristige Entscheidungen statt der Gewinnmaximierung auch die
Kostenminimierung angestrebt werden kann, entscheidet sich Enge für die Kosten
als Zielgröße der Wirtschaftlichkeit. Zwar sind die anderen drei Kriterien (Qualität,
Produktivität und Flexibilität) der Wirtschaftlichkeit prinzipiell gleichgestellt, je-
doch sollen deren Wirkungen hinsichtlich ihres Einflusses auf die Kosten erfasst und
damit monetarisiert werden.203
Bei dem Ansatz von Enge handelt es sich schlussfolgernd um einen hybriden An-
satz im o. g. Sinne. Im vorliegenden Fall werden verschiedene Bewertungskriterien
herangezogen, deren Wirkungen allerdings alle in Geldeinheiten transformiert wer-
den sollen. Wie die Wirkungen der Flexibilität, der Qualität und der Produktivität
auf die Kosten erfasst und die Monetarisierung vollzogen werden, bleibt ungeklärt.
Dies sind allerdings wichtige Problembereiche bei der Aggregation untergeordneter
Kriterien zu einem übergeordneten, die es zu klären gilt. Der Ansatz von Enge
weist damit einige Problembereiche auf, für welche noch geeignete Lösungskonzepte
zu erarbeiten sind.
200 Gemeint ist hier aber nicht die klassische Prozesskostenrechnung nach Horváth und Mayer
– die in Teilkapitel 4.2.6.1 noch Erwähnung findet – sondern eine andere Form der Prozesskos-
tenrechnung, die auch die direkten Bereiche einschließt, nach Schiller 2005, S. 571 ﬀ.
201 Vgl. Enge 2007, S. 4.
202 Vgl. ebd., S. 22.
203 Vgl. ebd., S. 26 f.
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3.4.2 Ansatz zur martkorientierten Bewertung neuer
Produktionstechnologien
Martini entwickelte in seiner Arbeit eine Methode, die die am Markterfolg ori-
entierte Bewertung von konkreten Technologienanwendungen zum Ziel hat.204 205
Neben der Bestimmung von Kosten erachtet Martini auch die Erfassung von Nut-
zeneﬀeketen als relevant.206 In jedem Fall sollten die Wirkungen gemäß Martini in
Erfolgsgrößen transformiert werden.207 Die Kriterien, die maßgeblich für die Erzie-
lung von Nutzenwirkungen verantwortlich sind, gibtMartini als die technologische
Leistungsfähigkeit, die Kapitalintensität, die Flexibilität, die Automatisierbarkeit
sowie die Mensch-Technik-Organisation-Integration an.208.
Der Wert einer Technologie bestimmt sich nach Martini aus einer Funktion, die
von der Zeit, der Produktionsstrategie, der technologischen Eignung, den laufenden
internen Kostenwirkungen, dem einmaligen Ressourcenverzehr, der Erlöswirkung der
Investition sowie dem Potenzialaufbau durch die Investition abhängig ist.209 Die Kri-
terien sind dabei nach den jeweiligen Präferenzen des bewertendenen Unternehmens
zu gewichten.210 Die bereits beschriebenen internen und externen (Kosten- und)
Nutzenwirkungen sind innerhalb der Kriterienbestimmung zu berücksichtigen. Als
Bewertungsvariablen dienen dann – resultierend aus den Eingangsgrößen der Funk-
tion – Kosten, Erlöse sowie Potenziale einer Technologie.211 212 Die Zusammenhänge
204 Vgl. Martini 1995, S. 7; Schöning 2006, S. 23.
205 Unter Technologieanwendungen versteht der Autor dabei konkrete Produkt-Technologie-
Kombinationen.
206 Er unterscheidet im Zuge dessen in interne und externe Nutzenwirkungen. Interne Nutzen-
wirkungen können sich einerseits in Kosteneinsparungen, Leistungssteigerungen sowie indirek-
ten Nutzenpotenzialen (wie bspw. vermindertem Steuerungsaufwand in der Fertigung) äußern,
während externe Eﬀekte sich bspw. durch die Image-Wirkung einer Innovation oder erhöhte
Produktqualität ergeben.
207 Vgl. Martini 1995, S. 25.
208 Vgl. ebd., S. 35.
209 Vgl. ebd., S. 79; Schöning 2006, S. 23.
210 Vgl. Martini 1995, S. 80.
211 Vgl. ebd., S. 89 ﬀ.
212 Als Potenziale der Technologieanwendungen werden hierbei insbesondere die zukünftigen Hand-
lungsoptionen in Form einer Nutzung der Technologie in weiteren bestehenden oder noch nicht
bestehenden Produkten gesehen. Die Bestimmung zukünftiger Potenziale unterstreicht gem.
Martini den langfristigen Bewertungscharakter. Diese sind dann allerdings ebenso in Kosten
und Erlöse zu überführen. Schließlich ist auf Basis der Größen das Umsatz-und/oder Cash-
Flow-Wachstum zu bestimmen und zur Beurteilung der Wirtschaftlichkeit zu nutzen. Vgl. dazu
ebd., S. 101.
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sind noch einmal in Abb. 3.32 veranschaulicht.
Da Martini letztlich die Bestimmung von Umsatz- bzw. Cash-Flow-Größen zum
Ziel hat, handelt es sich um einen eindimensionalen, monetären Bewertungsansatz.
Ob der Autor auch eine Abzinsung der Cash Flows vorsieht, geht aus dem Ge-
schriebenen hingegen nicht hervor. Es muss daher davon ausgegangen werden, dass
der Ansatz eher statisch ausgerichtet ist. Unabhängig davon befasst sich Martini
allerdings recht ausführlich mit der Erfassung von untergeordneten internen und
externen Nutzeneﬀekten neuer Technologieanwendungen und zum Teil auch deren
Quantifizierung, weshalb auch dieser Ansatz als hybride Bewertungsform verstanden
werden soll. Darüber hinaus benennt er wesentliche Kriterien von Produktionstech-
nologien, die für die Erzielung von Nutzen ausschlaggebend sind. Wie aber konkret
die Überführung in Kosten und Erlöse zu gestalten ist, wird nur partiell geklärt.
Ebenso wird der Zusammenhang zwischen Nutzenkategorien, Bewertungsfunktion,
Bewertungsvariablen und Kriterien, die Einfluss auf den Nutzen haben, nicht ab-
schließend verdeutlicht. Hier besteht Verbesserungspotenzial. Unsicherheitsaspekte



































Abbildung 3.32: Variablen der Technologiebewertung nach Martini213
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3.4.3 Ansatz zur monetären Bewertung von
Produktionssystemen
Reinhart et al. stellen einen Ansatz zur Integration qualitativer Faktoren, wie
z. B. Mitarbeitermotivation oder Know-how, in die Bewertung von Produktions-
systemen vor.214 Für die Bewertung von Produktionsprozessen sind gemäß Rein-
hart et al. zum einen quantitative Faktoren, die weiterhin in sichere und unsichere
Größen zu unterteilen sind, und qualitative Faktoren zu unterscheiden. Die (stochas-
tische) Unsicherheit der quantitativen Größen kann über Wahrscheinlichkeitsvertei-
lungen abgebildet werden, während die qualitativen Faktoren nur mit Hilfe linguis-
tischer Variablen wie „hoch“ oder „mittelmäßig“ beschrieben werden können.215 Da
diese Einflussgrößen ferner nicht isoliert voneinander betrachtet werden können, son-
dern diese vielfältigen Korrelation unterliegen, unterteilen die Autoren vier unter-
schiedliche Arten von Beziehungsgeflechten und betrachten damit recht ausführlich
Wechselwirkungen zwischen Einflussgrößen in der Bewertung216:
• Ein Einflussfaktor wirkt auf einen oder mehrere andere Einflussfaktoren.
• Mehrere Einflussfaktoren wirken auf einen anderen Einflussfaktor.
• Ein Einflussfaktor wirkt auf eine oder mehrere Kostengröße(n).
• Mehrere Einflussfaktoren wirken auf eine Kostengröße.
Für die Bewertung entscheiden sich die Autoren für eine Mischung aus Fuzzy-Logik
und neuronalen Netzen.217 218 Für die Beschreibung der Zustände der „Neuronen“
bzw. der Faktoren sowie für die Integration der Zusammenhänge wird folglich die
Fuzzy Set-Theorie eingesetzt. Dazu werden für die Zustände entsprechende Zugehö-
rigkeitswerte definiert und in Wenn-Dann-Regeln abgebildet. Der Eingang des Net-
zes wird somit durch qualitative Faktoren und deren zugeordneten linguistischen
213 Quelle: modifiziert übernommen von Martini 1995, S. 101 und unter Verwen-
dung von http://www.swwp.de/index.php/lieferprogramm-feinblech-coils.html und
http://www.magna.com/de/capabilities/body-chassis-systems/innovation-technology/hot-
stamping [30.04.2015]
214 Vgl. Reinhart u. a. 2008, S. 845.
215 Vgl. ebd., S. 846; Schindler 2014, S. 26; Krebs 2011, S. 14 f.
216 Vgl. Reinhart u. a. 2008, S. 846.
217 So kann die Fähigkeit der Fuzzy-Logik genutzt werden, unscharfes Wissen zu verarbeiten, wäh-
rend die Semantik neuronaler Netze die Darstellung der Faktoren unterstützt und zudem die
Lernfähigkeit der Bewertung als Merkmal integriert.
218 Vgl. Reinhart u. a. 2008, S. 847 f.
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Terme charakterisiert. Sind für alle linguistischen Variablen Zugehörigkeitswerte be-
stimmt, kann die Ausprägung der quantitativen Größen, zu denen eine unscharfe
Verbindung besteht, bestimmt werden. Liegen nur noch scharfe Verbindungen vor,
so können die transformierten Werte durch Anwendung des Schwerpunktverfahren
defuzzyfiziert werden.219 Am Ausgang des Netzes befinden sich dann die Wahr-
scheinlichkeitsverteilungen der scharfen Werte. Um eine detaillierte Auswertung der
Ergebnisse bzw. der Einflüsse der Faktoren auf die Zielgröße „Kapitalwert“ zu ermög-
lichen, sollten zudem die Monte-Carlo-Simulation eingesetzt werden.220 Das Bezie-
hungsgeflecht aus qualitativen und quantitativen Einflussgrößen sowie scharfen und
unscharfen Beziehungen, die zur Bestimmung des Kapitalwertes erforderlich sind,
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Abbildung 3.33: Beziehungsgeflecht aus qualitativen sowie quantitativen Faktoren
und scharfen sowie unscharfen Zusammenhängen zur Bestimmung
des Kapitalwertes221
219 Vgl. ebd., S. 848 f., Schindler 2014, S. 25.
220 Vgl. Reinhart u. a. 2008, S. 849.
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Auch der Ansatz von Reinhart et al. kann folglich als hybrider Ansatz aufge-
fasst werden, da qualitative Größen über unscharfe Zusammenhänge verarbeitet und
schließlich monetarisiert werden. Die Zielgröße im Modell von Reinhart et al.
ist der Kapitalwert. Die Prognose einzelner Größen bildet indes allerdings keinen
Schwerpunkt der Auseinandersetzungen.
3.4.4 Ansatz des Life Cycle Cost and Benefit of Ownership
zur Prozesskettenbewertung
Neben den im oberen Abschnitt vorgestellten Ansätzen zur mehrdimensionalen Be-
wertung von Prozessketten haben Denkena et al. auch den sog. Total Costs
and Benefits of Ownership (TCBO)-Ansatz konzipiert (in Abb. 3.38 als Denke-
na et al. 3 gekennzeichnet), welcher eine Monetarisierung des Nutzens einer Pro-
zesskette vorsieht und somit als hybrides Modell aufgefasst werden kann.
Um dies zu ermöglichen, sind gem. Denkena et al. solche technologie (z. B. Pro-
duktivität, Verfügbarkeit)-, prozess (z. B. Taktzeit)- sowie organisationsbezogene (z.
B. Schichtenmodell oder Wartung) Indikatoren und deren Wechselwirkungen zu er-
fassen, die Auswirkungen auf künftige Kosten und Nutzen haben. Darüber hinaus
sind auch produktbezogene Eigenschaften, wie Geometrie oder Materialart, entschei-
dend. Diese werden maßgeblich durch den Markt bzw. die Kunden des Unternehmens
bestimmt. Diese Faktoren müssen nachfolgend quantifiziert werden und sind für die
Bestimmung der TCBO entscheidend.222 Hierfür wird eine geeignete Datenbasis be-
nötigt. Herkömmliche analytische Methoden reichen hierfür nicht aus. Um die erfor-
derlichen Daten zu generieren, schlagenDenkena et al. Prozesskettensimulations-
Modelle vor. Dadurch sollen die Interaktionen der komplexen Interdependenzen zwi-
schen Technologie, Prozess und Organisation abgebildet und die Faktoren, die für
die TCBO-Ermittlung benötigt werden, bestimmt werden können.223 Der Zusam-
menhang zwischen Prozesskettensimulation, den Faktoren (Technologie, Prozess,
Organisation) und dem TCBO-Ansatz soll in Abb. 3.34 verdeutlicht werden. In
221 Quelle: modifiziert übernommen von Reinhart u. a. 2008, S. 847.
222 Vgl. Denkena, Schürmeyer und Eikötter 2011, S. 559 f., Denkena, Schürmeyer und Eikötter
2010, S. 960.
223 Vgl. Denkena, Schürmeyer und Eikötter 2011, S. 560; Denkena, Schürmeyer und Eikötter 2010,
S. 960, siehe zur Simulation von Prozessketten darüber hinaus auch Denkena, Henjes und
Henning 2011, S. 12 f., Denkena, Eikötter und Kröning 2010.
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der Folge sind also erforderliche Daten in ein Modell zur Prozesskettensimulation zu
integrieren, durch Simulation können dann die Faktoren bzw. die Interdependenzen
zwischen den Faktoren aus den Bereichen Prozess, Organisation und Technologie
(z. B. Rüstkosten, Maschinenstandzeiten oder Ausbringungsmengen) bestimmt und
anschließend in das TCBO-Modell transferiert werden.224
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Abbildung 3.34: Zusammenhang von TCBO-Ansatz, Einflussfaktoren und Prozess-
kettensimulation225
Der TCBO-Ansatz baut im Wesentlichen auf dem Kapitalwertansatz auf, welcher
zur monetären Bewertung von Prozessketten als geeignet erachtet wird.226 Die Total
Benefits of Ownership (TBO) umfassen hierbei alle positiven Eﬀekte, die während
des Lebenszyklus eines Investitionsobjektes auf das betrachtete Unternehmen wir-
ken.227 Auf dem Prinzip der Kapitalwertmethode aufbauend, sind die künftigen Kos-
ten (TCO) und monetarisierten Nutzen (TBO) entsprechend ihrem Periodenanfall
zu diskontieren. 228 Der Vergleich der TCO und der TBO wiederum wird gegliedert
in den Vergleich von direkten (z. B. Parallelbearbeitung oder Ausschussminderung),
224 Vgl. Denkena, Schürmeyer und Eikötter 2011, S. 561; Denkena, Schürmeyer und Eikötter 2010,
S. 961.
225 Quelle: leicht modifiziert übernommen von Denkena, Schürmeyer und Eikötter 2011, S. 560.
226 Vgl. ebd., S. 561; Denkena, Schürmeyer und Eikötter 2010, S. 960.
227 Vgl. Denkena und Eikötter 2011, S. 4; Denkena u. a. 2009, S. 36.
228 Zur Bestimmung der TCBO werden fünf wesentliche Schritte benannt: 1. Identifikation von
Nutzeneﬀekten (anhand einer Checkliste), 2. Kategorisierung von Nutzen in direkte, indirekte
und potenzielle Nutzenwirkungen, 3. Monetarisierung der Nutzenwirkungen, 4. Vergleich der
Total Cost of Ownership (TCO) und der TBO und 5. Transfer der Ergebnisse z. B. in eine
Technologie-Roadmap. Zur Erfassung der lebenszyklusbezogenen Kosten und Nutzen kann zu-
dem eine Unterteilung in Entstehungs-, Betriebs- und Verwertungsphase vorgenommen werden.
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indirekten (z. B. Qualitätsprüfung: Nutzung einer Maschine, die eine Qualität er-
zeugt, wodurch Qualitätskontrollen und Nacharbeit eingespart werden können) so-
wie potenziellen (z. B. höhere Energieﬃzienz) Kosten und Nutzen. Insbesondere
die potenziellen Kosten- und Nutzeneﬀekte sind hierbei nur schwer monetarisierbar.
Hierbei sollten im Rahmen einer Sensitivitätsanalyse verschiedene Szenarien zum
Einsatz kommen – wo am Beispiel der Energieeﬃzienz z. B. von steigenden oder
sinkenden Energiepreise ausgegangen werden könnte.229 Ferner wird vorgeschlagen,
für die indirekten und potenziellen Nutzeneﬀekte – aufgrund ihrer erschwerten Mone-
tarisierbarkeit – einen Abschlag zu bestimmen, d. h. diese nicht mit voller Wichtung
in die Rechnung einzubeziehen. Generell unterliegt somit die Erfassung und die Ka-
tegorisierung der Eﬀekte sowie der Bestimmung von eventuellen Abschlagsfaktoren
der subjektiven Sichtweise des Unternehmen.230
3.4.5 Modell zur Bewertung von in Produktionssystemen
eingebetteten Technologien
Nach Schuh et al. sind neue Prozesstechnologien sowie innovative Prozessketten
der Schlüssel für Produktinnovationen, für Kostenreduktionen in den Produktions-
prozessen und zur Erfüllung von Kundenbedürfnissen. Aus diesem Grund ist deren
Bewertung eine zwingend durchzuführende Maßnahme. Besonders aber die Bewer-
tung der Eﬀekte, die eine Produktionstechnologie auf die Prozesskette sowie das ge-
samte Produktionssystem hat, ist schwierig.231 Aus diesem Grund wird ein Ansatz
benötigt, der es schaﬀt, die Eﬀekte einer Technologie auf den Erfolg der gesamten
Produktion abzubilden. Da jener Erfolg vielschichtig ist, wird zudem ein Ansatz er-
forderlich, der eine mehrdimensionale Bewertung erlaubt. Konventionelle monetär
ausgerichtete Bewertungsansätze ermöglichen jedoch oftmals nur eine eindimensio-
nale Betrachtung. Die Lösung, die Schuh et al. für dieses Problem vorsehen, ist
daher ein wertorientierter Bewertungsansatz, der um eine mehrdimensionale Sicht-
weise erweitert wird.232
Wertorientierte Ansätze setzen oftmals an der Kapitalwertmethode an. Das Pro-
229 Vgl. Denkena und Eikötter 2011, S. 4; Denkena, Schürmeyer und Eikötter 2010, S. 961; Denkena
u. a. 2009, S. 37.
230 Vgl. ebd., S. 37 f.
231 Vgl. Schuh, Schubert und Wellensiek 2012, S. 602.
232 Vgl. ebd., S. 603.
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blem sehen die Autoren allerdings in der Prognose der zukünftigen Zahlungsströme
und der Bemessung des Wertbeitrages einer einzelnen Technologie auf den Unter-
nehmenserfolg. Ein Schlüsselelement des konzipierten Ansatzes ist daher die Ver-
bindung von Technologieparametern und technologieorientierten Zielsetzungen des
Unternehmens über Ursache-Wirkungs-Beziehungen. Auf deren Grundlage sollen die
Entwicklungen, die die Technologie verursacht, ersichtlich sowie die Transformati-
on der Entwicklungen in Zahlungsströme zur Bestimmung des Technologiewertes
möglich werden.233
Das Bewertungsmodell besteht aus vier Modulen234:
• technologieorientierte Zielsetzungen des Produktionssystems: Die technologi-
schen Zielsetzungen bilden die Grundlage zur Identifizierung zugehöriger Zah-
lungen. Schuh et al. definieren Kosten, Qualität, Flexibilität und Nachhal-
tigkeit als Hauptziele eines Produktionssystems. Zeitbezogene Aspekte werden
ebenfalls als wichtig erachtet, von den Autoren aber vielmehr als Unterkate-
gorie von Kosten und Flexibilität gesehen.235
• monetäres Bewertungsmodell: Hierfür bildet die Kapitalwertmethode die
Grundlage. Das Bewertungsmodell erlaubt eine mehrdimensionale Bewertung
bezogen auf die Zielsetzungen des Produktionssystems, indem geeignete Zah-
lungskatgeorien identifiziert werden, die eine monetäre Abbildung der Eﬀekte
der Technologie bezogen auf die mehrdimensionalen Ziele erlauben.
• produkt- und prozessorientierte Technologiebeschreibung: Die Quantifizierung
des Wertbeitrages einer spezifischen Technologie erfordert eine inrigierte Be-
trachtung der zu erstellenden Güter und der an der Erstellung beteiligten
Prozesse. Zu diesem Zweck sollte eine modulartige Beschreibung erarbeitet
werden, die bspw. in technische Charakteristika, produkt-, prozess- und zeit-
bezogene Eigenschaften sowie qualitäts-, flexibilitäts-, nachhaltigkeits- und in-
vestitionsbezogene Tatbestände gegliedert werden kann
• Ursache-Wirkungs-Beziehungen: Die Beziehungen müssen aufgedeckt und mit
den festgelegten Zahlungskategorien in Verbindung gebracht werden (wie in
Abb. 3.35 dargestellt).
233 Vgl. ebd., S. 604.
234 Vgl. ebd., S. 604.
235 Vgl. ebd., S. 605.
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Die technologiebezogenen Einzahlungen (r) lassen sich bestimmen, indem die Pro-
dukte – in welche die Technologie letztlich eingehen – in Komponenten und Funktio-
nen zerlegt werden. Anschließend ist festzulegen, auf welche spezifischen Funktionen
die Technologie maßgeblichen Einfluss nimmt und welcher zusätzliche Wert durch
die Technologie demnach geschaﬀen wird (durch Vergleich des Produktes, wenn eine







































Abbildung 3.35: Verknüpfung der Technologieeigenschaften mit Zahlungsgrößen
über Ursache-Wirkungs-Beziehungen236
Nachdem bekannt ist, welche Funktionen auf die Technologie zurückzuführen sind,
kann durch Expertenschätzungen, Linear Performance Pricing-Methode oder durch
Anwendung der Conjoint-Analyse der Wertbeitrag quantifiziert werden. Werden dar-
über hinaus auf Basis von Szenario-Analysen und sonstigen Methoden der Markt-
forschung Absatzpreise- und -volumina bestimmt, können die technologiebezogenen
Einzahlungen ermittelt werden.237 Die Auszahlungen auf der anderen Seite basieren
hauptsächlich auf Fertigungskosten (cM), Qualitätskosten (cQ), Flexibilitätskosten
236 Quelle: modifiziert übernommen von Schuh, Schubert und Wellensiek 2012, S. 606.
237 Vgl. dazu ebd., S. 606; Haag 2009.
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(cF ), Nachhaltigkeitskosten (cS), Kapitalkosten (cc) und Abschreibungen ( ) auf
Anlagen. Für jede Kategorie sind dann weitere Subkategorien auszumachen. Nach-
dem dies erfolgt ist, sind die technologiebezogenen Eigenschaften mit den Kategorien
über die Ursache Wirkungs-Beziehungen zu verknüpfen. Abschließend kann der Wert
der Technologie bestimmt werden.238 239 Durch die diﬀerenzierte Analyse zwischen
Einflussfaktoren und Zahlungsgrößen werden Wechselwirkungen bei diesem Ansatz
umfassend betrachtet. Zudem werden Unsicherheitsaspekte berücksichtigt und kon-
krete Vorschläge für die Generierung bestimmter Informationen und Eingangsdaten
diskutiert.
3.4.6 Ansatz zur wirtschaftlichen Bewertung neuer
Fertigungstechnologien
Franke und Wolf haben ebenfalls einen Ansatz zur frühzeitigen Bewertung neu-
artiger Fertigungstechnologien konzipiert, da es aus ihrer Sicht noch keinen geeig-
neten Ansatz gibt, mit dem es gelingt, frühzeitig die noch unsicheren und weit ver-
netzten Kosten- und Nutzenwirkungen neuer Fertigungstechnologien zu erfassen.240
Sie halten daher fest, dass es einer geeigneten Wirtschaftlichkeitsbetrachtung be-
darf, die anfängliche Leistungsdefizite einer neuen Technologie, aber sogleich auch
deren Entwicklungspotenziale hinreichend abbildet. Die Bewertungsmethodik sollte
deshalb ferner die Parameter der Wirtschaftlichkeit aufzeigen und transparent ma-
chen können. Die Autoren schlagen eine zweistufige Bewertung vor: Zuerst sollte mit
Hilfe eines Technologieportfolios über die Attraktivität einer Technologie geurteilt
werden (strategische Ebene) und danach sollten die Wirkungen der Technologie auf
Kosten und Erlöse bestimmt werden (operative Ebene). Für die Bewertung auf ope-
rativer Ebene wird weiter die Nutzung von Wirkungsketten sowie die Durchführung
einer Berechnung der sog. Prozessübergangskosten vorgeschlagen. Auf Grundlage
238 Vgl. Schuh, Schubert und Wellensiek 2012, S. 606.
239 Schwachstellen des Ansatzes ergeben sich durch die fehlende Trennung von Zahlungs- und
Aufwands-/Ertrags-Größen. So werden u. a. Abschreibungen zur Bestimmung der erwarteten
Cash Flows einbezogen, die allerdings keine Zahlungen darstellen. Auch wenn der Ansatz von
Schuh et al. grundsätzlich eher auf einzelne Technologien und Prozesse ausgerichtet ist, finden
sich dennoch sehr interessante Gedanken, um mehrdimensionale Ziele in eine monetäre Bewer-
tung zu integrieren. Anders als bei den bisher vorgestellten Ansätzen finden sich auch konkrete
Handlungsanweisen, um die technologiebasierten Erlöse zu bestimmen. Dies ließe sich auch für
die Bestimmung der auf Basis einer bestimmten Prozesskette erzielbaren Erlöse anwenden.
240 Vgl. Franke und Wolf 1993, S. 72.
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von Wirkungsketten sollen die Eigenschaften bzw. Funktionalitäten einer Techno-
logie hinsichtlich ihres Einflusses auf Kosten und Erlöse untersucht werden. Damit
werden auch bei diesem Ansatz Wechselwirkungen zwischen Einfluss- und Zielgrö-
ßen untersucht. Im Ergebnis können dadurch tendenziell nur schwer quantifizierbare
Merkmale monetarisiert werden.241
Welches Bewertungsverfahren Franke und Wolf in ihrem Ansatz zugrunde le-
gen, ist nicht eindeutig festzustellen. Da sie aber letztlich empfehlen, Kosten und
Erlöse einer Technologie gegenüberzustellen, wird impliziert, dass es sich um eine
statisch ausgeführte Gewinnvergleichsrechnung handelt, bei welcher jeweils die Diﬀe-
renzinvestition betrachtet wird. Unsicherheiten werden bei der Bewertung in diesem
Ansatz – entgegen dem Bestreben der Autoren – allerdings nicht berücksichtigt.
Problematisch ist allerdings, dass nicht deutlich wird, wie konkret die Eigenschaf-
ten und Funktionen einer Technologie hinsichtlich ihrer Wirkungen auf Kosten und
Erlöse erfasst und monetarisiert werden sollten.
3.4.7 Methode zur Technologiebewertung in monetärem
Wert
Auch Park und Park versuchen, ähnlich wie Schuh et al., den monetären Wert
einer Technologie zu bestimmen, indem Zahlungsströme aus Charakteristika der
Technologie abgeleitet werden. Nach Ansicht der Autoren ist dies allerdings mit
erheblichen Schwierigkeiten verbunden, da Technologien erstens in ihrem Wesen in-
tangibel sind und nur in Verbindung mit Produkten, Prozessen, Materialien o. Ä.
Wert generieren können und der ökonomische Wert zweitens auch durch zahlrei-
che nicht-technische Faktoren bestimmt wird – weshalb auch der Zusammenhang
zwischen Eigenschaften der Technologie und Generierung von Zahlungsüberschüs-
sen zu beschreiben ist.242 Die Autoren schlagen ein Bewertungsmodell vor, das im
Kern wiederum auf dem Kapitalwertmodell aufbaut.243 Um die Eigenschaften der
Technologie mit dem Markterfolg bzw. den generierbaren Zahlungsüberschüssen zu
verknüpfen, schlagen die Verfasser zwei Module vor, in welchen einerseits der Wert
der Technologie (VOT) und andererseits der sog. Wert des Marktes (VOM) bestimmt
241 Vgl. Franke und Wolf 1993, S. 75.
242 Vgl. Park und Park 2004, S. 387.
243 Vgl. ebd., S. 387 f.
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werden sollen.244 245
VOT




























Abbildung 3.36: Zusammenhang zwischen VOT und VOM246
Die Faktoren des VOT und des VOM sind dabei jedoch nicht als unabhängig zu
sehen. Vielmehr bestimmen die Eigenschaften der Technologie über den erzielba-
ren VOM. So wird bspw. die Art der Wertgenerierung durch die Art der Techno-
logie bestimmt oder die Dauerhaftigkeit der Zahlungen hängt vom Lebenszyklus
der Technologie ab. Aus diesem Grund ist zunächst der VOT zu bestimmen und
auf Basis dessen dann eine Prognose des VOM vorzunehmen, indem die Faktoren
beider Module miteinander verknüpft werden.247 Die einzelnen Kriterien sowie Be-
ziehung zwischen VOT und VOM sind in Abb. 3.36 veranschaulicht. Der VOT ist
zu bestimmen, indem die einzelnen Kriterien bewertet werden. Im ersten Schritt
zur Bestimmung des VOM ist dann – wie bereits angeführt – die Art der Wertver-
änderung zu bestimmen. Anschließend werden die jährlichen Zahlungsüberschüsse
244 Der VOT beinhaltet den Wert, der durch die Technologie selbst erzeugt wird. Unterschieden
wird dabei in intrinsische Faktoren – allgemeine Eigenschaften der Technologie – und Anwen-
dungsbezogene Faktoren. Der VOM soll dann eine auf Grundlage des VOT gebildete Aussage
darüber zulassen, welchen Wert die Technologie durch eine Kommerzialisierung der innewoh-
nenden Produkte oder durch eine Umsetzung in Prozessen generiert. Hierzu wird nochmals in
wertart- und werthöhenbestimmende Faktoren diﬀerenziert. Wertartbestimmend meint, ob die
Technologie auf die Höhe der Einzahlungen wirkt oder eine Reduktion der Auszahlungen zum
Ziel hat. In Abhängigkeit davon, welcher Art die Wertänderung ist, können dann die Höhe der
Zahlungsüberschüsse, die Dauerhaftigkeit der Zahlungen und das Risiko eines Zahlungsausfalls
bestimmt werden (werthöhenbestimmende Faktoren).
245 Vgl. Park und Park 2004, S. 389.
246 Quelle: modifiziert übernommen von ebd., S. 390.
247 Vgl. ebd., S. 389.
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geschätzt. Die Höhe der der Technologie zurechenbaren Einzahlungsüberschüsse ist
dabei abhängig von dem Wertbeitrag, den die Technologie am Produkt oder Pro-
zess leistet.248 Nachdem die Zahlungen prognostiziert wurden, kann in einem drittem
Modul – dem Wertbestimmungs-Modul – der monetäre Wert bestimmt werden, in-
dem die Zahlungsüberschüsse mit einem sogenannten Justierungsfaktor gewichtet
und schließlich mit einem Diskontierungsfaktor abgezinst werden.249
Zwar unternehmen Park und Park nicht explizit den Versuch, nicht-monetäre
Aspekte bzw. Kriterien zu monetarisieren, entwickeln aber dennoch ein interessantes
Konzept, um die Verbindung von Eigenschaften einer Technologie mit den erzielba-
ren Zahlungen in die Bewertung zu integrieren. Wie die Kriterien des VOT allerdings
konkret zur Bestimmung der Höhe der Zahlungen herangezogen werden können, wird
nicht eingehender beschrieben. Die Unsicherheit von Größen wird bei dem Ansatz
schlussendlich ebenso nicht weiter hinterfragt.
3.5 Zwischenfazit: Zusammenfassender Vergleich
und kritische Würdigung
Die Einordnung der Ansätze zu den benannten Kriterien ist in Abbildung 3.37
und 3.38 durchgeführt worden. Ein ausgefüllter Kreis steht in diesen für eine voll-
ständige Erfüllung, ein leerer Kreis für eine Nichterfüllung und bei einem halb aus-
gefüllten Kreis ist das Kriterium entweder nur in Teilaspekten erfüllt oder es findet
sich in der entsprechenden Literatur keine abschließende Aussage hierzu.
Es lässt sich schlussfolgern, dass die Mehrheit der Ansätze, die zur frühzeitigen Be-
wertung fertigungstechnischer Prozessketten in Frage kommen, auch auf Prozesse,
und nicht auf Technologien gerichtet sind. Oftmals sollen in den einzelnen Ansät-
zen zudem auch Prozessketten bewertet werden, nur selten wird aber auch explizit
darauf eingegangen, wie sich das Bewertungsergebnis in Bezug auf einzelne Pro-
zesse zu einem ganzheitlichen für die Prozesskette aggregieren lässt. Vielfach wird
sogar ganz der Fakt vernachlässigt, dass auf das Bewertungsergebnis einer Pro-
zesskette unterschiedliche Prozesse wirken und eine ganzheitliche Betrachtung z.
B. technischer oder qualitätsbezogener Aspekte ohne vorherige Analyse der einzel-
248 Vgl. Park und Park 2004, S. 391.
249 Vgl. ebd., S. 391.
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nen Prozesse und deren Verhältnis zueinander sich nur schwer umsetzen lässt.250
Was den Umfang der Bewertung angeht, so lässt sich feststellen, dass es sowohl
rein technisch ausgerichtete Bewertungsansätze251, als auch rein betriebswirtschaft-
lich orientierte Bewertungsansätze252 gibt. Die Mehrheit der existierenden Ansätze
baut aber auf einer integrierten Betrachtung wirtschaftlicher und technischer Aspek-
te auf, da auf diese Weise auch verschiedene Adressaten bzw. Anforderungsträger
berücksichtigt werden. Festgestellt werden muss allerdings, dass insbesondere die
betriebswirtschaftliche Bewertung oftmals noch Defizite, was die konkrete Durch-
führungsweise anbelangt, aufweist. Da die Mehrheit der Ansätze nicht aus dem be-
triebswirtschaftlichen Bereich stammt, sind die Ausführungen, was die erforderlichen
Schritte der Kostenermittlung im konkreten Fall angeht, meist etwas oberflächlich
gehalten.253 Zudem wird keine Unterscheidung zwischen einer Kostenrechnung auf
Basis von Ist-Daten sowie einer solchen, wo keine Daten vorliegen, vollzogen. Hier
besteht Verbesserungsbedarf.
Um den verschiedenen Fachdisziplinen, die an der Bewertung beteiligt sind, Rech-
nung zu tragen, ist – wie bereits angeklungen – eine integrierte Bewertung wirt-
schaftlicher und technischer sowie qualitativer und quantitativer Zielgrößen bzw.
Unterziele erforderlich. Denn eine einseitig an wirtschaftlichen Maßstäben orien-
tierte Bewertung reicht oftmals nicht aus, um Alternativen zu realisieren, die auch
konform mit den vielfältigen Gesamtzielen eines Unternehmens sind.254
250 Dies ist z. B. bei Reichel und Rünger 2013; Müller 2007 der Fall.
251 Vgl. Fallböhmer 2000.
252 Vgl. Götze u. a. 2011.
253 Vgl. z. B. Tran 2012; Kaschka 1999.
254 Vgl. Keller 1997, S. 58.
255 Quelle: eigene Abbildung
256 Quelle: eigene Abbildung
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Abbildung 3.37: Vergleich der bestehenden Bewertungsansätze255
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Abbildung 3.38: Fortführung des Vergleichs der bestehenden Ansätze256
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Häufig – insbesondere bei Anwendung einer Nutzwertanalyse – tritt dann aber das
Problem der Nutzenunabhängigkeit auf, wenn Zielgrößen wie Kosten und Quali-
tät gleichrangig bewertet werden.257 Werden Kosten und Nutzen getrennt ermittelt,
und fließen die ermittelten Kosten bzw. monetären Werte somit nicht unmittelbar in
den Nutzwert ein, ergibt sich hingegen das Problem der Entscheidungsfindung. Für
diesen Fall wären demzufolge Entscheidungsregeln zu definieren, was von der Au-
torenschaft aber bislang vernachlässigt wurde. Eine weitere Alternative ergibt sich
durch die hybriden Ansätze. Hier werden zwar neben den monetären Zielen auch
technische sowie sonstige qualitative Aspekte einbezogen, deren Wirkungen aller-
dings im Bewertungsverlauf monetarisiert. Bislang existieren solche Ansätze ledig-
lich für die Bewertung neuer Technologien258, nicht aber für Prozessketten. Ob und
wie ein solches Vorgehen auch auf Prozessketten angewendet werden kann, bleibt im
Fortgang dieser Arbeit noch zu untersuchen. Ein weiteres Problem liegt in diesem
Zusammenhang darin, dass oftmals nicht aufgezeigt wird, wie die Bewertungsziele
und -kriterien im spezifischen Bewertungsfall abgeleitet werden können. Hierfür gilt
es, geeignete Methoden zu erarbeiten.
Bedingt durch das übergeordnete Ziel der Arbeit, eine Methodik für eine früh-
zeitige Bewertungssituation zu konzipieren, werden Methoden benötigt, die dem
Umstand, dass in vielerlei Hinsicht Unsicherheit bzgl. der eingehenden Daten und
des Eintretens von Umweltereignissen besteht, ausreichend Rechnung tragen. Zwar
erhebt eine Vielzahl der bestehenden Ansätze den Anspruch, bereits frühzeitig im
Entwicklungsprozess einsetzbar zu sein, die Mehrheit dieser Ansätze befasst sich
aber nicht hinreichend mit den in diesem Zusammenhang auftretenden Besonder-
heiten. Die Qualität der Entscheidung wird aber im Wesentlichen von den verar-
beiteten Informationen sowie der Qualität des Entscheidungsverfahrens beeinflusst.
Eine möglichst korrekte Prognose von Daten und Zuständen ist deshalb auch eine
der obersten Prämissen bei der Bewertung von innovativen Prozessketten.259 Insbe-
sondere in diesem Punkt finden sich derzeit die größten Schwachstellen der existie-
renden Ansätze. So sind viele der bisherigen Ansätze tatsächlich auch nur bedingt in
frühen Stadien der Entwicklung und Auslegung von Produkten und Prozessen nutz-
bar. Bislang wird sich in kaum einem Ansatz damit befasst, wie vorgegangen werden
257 Z. B. bei Kaschka 1999; Schmidtner 2002; Brandes 2008.
258 Vgl. Schuh, Schubert und Wellensiek 2012; Denkena u. a. 2009; Park und Park 2004.
259 Vgl. Granig 2007, S. 132.
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kann, um verschiedene Daten zu beschaﬀen bzw. welche Daten überhaupt benötigt
werden. Zwar wird in einigen Werken auf die Prognose einzelner Größen, wie z. B.
von Fertigungszeiten eingegangen260 oder die Notwendigkeit mit der Auseinander-
setzung des Produktionsumfeldes sowie die Ableitung von Daten durch Bezugnahme
auf ähnliche Prozesse261 betont, eine Methodik sowie ergänzende Instrumente zur
Prognose und/oder Ermittlung der unterschiedlichen zu ermittelnden Größen, wird
aber bislang nicht bereit gestellt. Gleichbedeutend wie eine zuverlässige Prognose
und Ermittlung valider Daten ist die Verankerung der nicht auszuschließenden Un-
sicherheit bzgl. der Richtigkeit der Daten und des Eintretens von Unsicherheit. Die
Mehrzahl der Ansätze, welche Methoden zur Berücksichtigung von Unsicherheit in
die Bewertung integrieren, greift auf Sensitivitätsanalysen262 oder zurück; andere
führen Monte-Carlo-Simulationen263 oder die Real-Optionen-Theorie264 an. Immer
dann, wenn schwer konkretisierbare Ziele einfließen oder aber Daten, die aufgrund
der Frühzeitigkeit noch nicht konkretisierbar sind, wird zudem auf Fuzzy-Logik zu-
rückgegriﬀen.265 Inwiefern dieser Schritt für die zu entwerfender Methodik dieser
Arbeit sinnvoll ist oder ob die Praktikabilität stark unter der komplexen Fuzzy-
bzw. Defuzzyfizierung leidet, gilt es noch an entsprechender Stelle ausführlicher zu
betrachten.
Wechselwirkungen zwischen Objekten zu erfassen ist von hoher Bedeutung, möch-
te man Prozessketten zur Herstellung und Verarbeitung neuer Werkstoﬀe bewerten.
So wird die Art des Prozesses einerseits vom jeweilig zu erstellenden Gut deter-
miniert und andererseits ist der Prozess auch entscheiden für die Eigenschaften des
Outputs. Gleichermaßen liegen Wechselwirkungen zwischen Prozess und Input sowie
Prozess und Technologie vor. In der Literatur zu den bestehenden Ansätze für die
Prozesskettenbewertung existieren bereits einige adäquate Lösungen für die Erfas-
sung solcher Wechselwirkungen, wie z. B. mittels objektorientierter Modellierung266.
Weitere Möglichkeiten zur Lösung des Problems sollen aber dennoch im Fortlauf der
Arbeit noch untersucht werden. Diese bestehenden Gedanken können für diese Ar-
260 Vgl. Müller 2007; Eversheim und Spur 1996.
261 Vgl. Aurich u. a. 2009.
262 Vgl.Götze u. a. 2011; Lanza, Peter und Peters 2010.
263 Vgl. Reinhart u. a. 2008; Babini und Merz 1992; Lanza, Peter und Peters 2010.
264 Vgl.Schöning 2006; Schmitt, Avemann und Groche 2011.
265 Z. B. bei Schell 1996; Schindler 2014; Fallböhmer 2000.
266 Vgl. Aurich u. a. 2009.
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beit genutzt und an die spezifische Problemstellung angepasst werden. Was jedoch
nur unzureichend betrachtet wird, sind wiederum Wechselwirkungen zwischen ver-
schiedenen Einflussgrößen. So wird sich nur unzureichend damit auseinandergesetzt,
wie sich diese systematisch gruppieren und zueinander in Beziehung setzten las-
sen, um Abhängigkeiten und Verbesserungspotenziale aufdecken zu können. Erste
Ansatzpunkte finden sich hierzu nur in wenigen Arbeiten. Oftmals werden dann
Ursache-Wirkungsdiagramme bzw. Wirkungsnetze als geeignetes Tool zur Darstel-
lung gewählt.267. Ob diese tatsächlich geeignet sind und welche weiteren Möglich-
keiten es gibt, die Einflussgrößen zu systematisieren, bleibt zu untersuchen.
Eine solche Strukturierung der Einflussgrößen würde zugleich dem Aufdecken von
Verbesserungspotenzialen dienlich sein, da so gezeigt werden kann, welchen Stell-
schrauben bestimmte maßgebliche Größen unterliegen. Generell ist aber auch ein
gewisses Defizit an geeigneten Auswertungsmöglichkeiten – abgesehen vielleicht von
den von Pecas et al. vorgeschlagenen CLUBE-Modellen und Ternary Maps268
– und Anleitungen zur Ableitung von Verbesserungsmöglichkeiten auszumachen.
Die meisten Ansätze schließen mit der Ermittlung der spezifischen Zielgröße. Wie
verschiedene Alternativen gegenübergestellt werden können oder unterschiedliche
Szenarien Einfluss auf das Bewertungsergebnis haben können, wird nur selten dis-
kutiert.
Bzgl. der Praktikabilität der Ansätze und des Vorliegens geeigneter Vorgehensmo-
delle unterscheiden sich die Ansätze stark. Ein allumfassendes, exakt auf die Pro-
blemstellung dieser Arbeit zugeschnittenes Vorgehensmodell existiert bislang noch
nicht. Insbesondere die Ansätze von Götze et al.269, Schöning270, Aurich271,
Schell272 und Jurklies273 bieten allerdings gute Ansatzpunkte, um das vorliegen-
de Bewertungs- und Entscheidungsproblem zu strukturieren.
267 Vgl. Reinhart u. a. 2008; Schuh, Schubert und Wellensiek 2012.
268 Vgl. Peças, Ribeiro und Henriques 2014.
269 Vgl. Götze u. a. 2011.
270 Vgl. Schöning 2006.
271 Vgl. Aurich u. a. 2009.
272 Vgl. Schell 1996.
273 Vgl. Jurklies 2004.
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Folgende Schwierigkeiten bisheriger Ansätze lassen somit abschließend festhalten:
• Fehlen eines geeigneten Vorgehens- bzw. Bewertungsmodells
• mangelnde Transparenz bzgl. der Aufstellung der Bewertungsziele und -
kriterien
• zu wenig Ansatzpunkte für eine Systematisierung von Wechselwirkungen zwi-
schen Objekten und Einflussgrößen
• unzureichende Methoden für eine Modellierung der Prozessketten und betei-
ligter Objekte
• fehlende Integration der Methoden zur Unternehmens- sowie Umweltanalyse-
und -prognose
• mangelnde kostenrechnerische Fundierung sowie zu geringe Berücksichtigung
von Methoden der frühzeitigen, entwicklungsbegleitenden Kostenermittlung
• Nichtvorhandensein sinnvoller Entscheidungsregeln
• mangelnde Transparenz bzgl. der Monetarisierung von Nutzenwirkungen
• fehlende Strukturierung bzgl. der Möglichkeiten zur adäquaten Berücksichti-
gung von Unsicherheit in der Bewertung
• kaum Ansatzpunkte für eine gezielte Gestaltung von Prozessketten und zur
Ausschöpfung von Verbesserungspotenzialen
Um diesen für die frühzeitige Bewertung fertigungstechnischer Prozessketten maß-
geblichen Punkten in adäquater Weise begegnen zu können, sollen im Rahmen der
Konzeption der Methodik Modelle, Methoden und Instrumente ausgeführt werden,
die in Frage kommen, um die entsprechenden Schwachstellen bisheriger Ansätze
auszuräumen und die – gemeinsam mit den bereits existierenden Ansätzen zur Be-
wertung von Prozessketten – gleichzeitig auch die Basis für die Methodik bilden.
Auch wenn die vorgestellten Ansätze im Bezug auf die hier vorliegende Betrach-
tung noch einige Defizite aufweisen und insbesondere noch kein geschlossenes Kon-
zept vorhanden ist, das den inhaltlichen Anforderungen an die Methodik Rechnung
trägt, so finden sich dennoch wertvolle Anregungen bzgl. einzelner Probleme in den
Ansätzen. Bevor deshalb die Methodik erarbeitet wird, soll abschließend kurz aufge-
zeigt werden, in welcher Form die in Kapitel 3 betrachteten Ansätze in die Methodik
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zur Bewertung und Gestaltung einfließen. Abb. 3.39 liefert eine Übersicht darüber,
welche Ansätze in welcher Form zu den einzelnen Bestandteilen der Methodik bei-
tragen.
Die Ansätze aus Kapitel 3 wirken in ganz unterschiedlicher Weise in die Metho-
dik ein. Wesentliche Punkte, die wertvolle Anregungen für die Ausgestaltung der
Methodik liefern sind u. a.:
• Vorgehen zur Kostenbestimmung
• Ansätze zur Prognose wesentlicher Einflussgrößen und zur Erstellung von Kos-
tenfunktionen (Produktionsmenge oder Ableitung von Einflussgrößen aus ähn-
lichen Verfahren)
• Verarbeitung unscharfer Daten – v. a. im Rahmen der Bestimmung nicht-
monetärer Zielgrößen
• Synthese unterschiedlicher Zielgrößen zu einem Gesamtergebnis
• Einbeziehung von Nutzeneﬀekten
• Zusammenhang zwischen technologischen Zielgrößen und Zahlungen
Allerdings ist festzustellen, dass die Ansätze jeweils nur punktuell zur Lösung bei-
tragen und oftmals umfassende Darstellungen der relevanten Inhalte ausbleiben. Aus
diesem Grund sind auch die betreﬀenden Partialprobleme, die bislang durch die An-
sätze zur Prozesskettenbewertung nicht in ausreichender Form beleuchtet worden
sind, noch im Rahmen der Methodik zu erarbeiten. Letztlich soll es also möglich
sein, durch eine Synthese der aus den Ansätzen hervorgegangenen Erkenntnisse und
den noch vorzustellenden Modellen, Methoden und Instrumenten zur Lösung der
Grundprobleme der Bewertungs- und Entscheidungsproblems eine geeignete Metho-
dik auszugestalten.
274 Quelle: eigene Abbildung
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4 Konzeption und Ausgestaltung
der Methodik
4.1 Gesamtmethodik im Überblick
Um den Anforderungen an die Methodik – und insbesondere der Maßgabe der Nut-
zerfreundlichkeit – gerecht zu werden, soll die Basis für die Erarbeitung der Modelle
und Methoden, die der Methodik innewohnen, ein geeignetes Vorgehensmodell sein,
das dem Nutzer die wesentlichen Schritte der Bewertung und Gestaltung an die Hand
gibt. Als ein Defizit wurde aber im vorherigen Abschnitt erkannt, dass es zwar etli-
che Ansätze gibt, in denen auch Vorgehensmodelle für eine strukturierte Bewertung
von Prozessketten bereitgestellt werden, jedoch bislang noch keines exakt auf die
hier vorliegende Problemstellung übertragbar ist. Um im nachfolgenden Kapitel 4
ein geeignetes Vorgehensmodell als integralen Bestandteil der Methodik konzipie-
ren und ein passendes Bewertungs- und Gestaltungsmodell aufstellen zu können,
soll sich deshalb an Erkenntnissen der Planungs- und Entscheidungstheorie bedient
werden, die im Rahmen des Teilkapitels 2.3.2 dargelegt wurden.
Unabhängig davon, dass noch kein auf die hier verfolgte Problemstellung zuge-
schnittenes Vorgehen in der Literatur existiert, erscheint aber die Aufteilung des
Entscheidungsproblems auf mehrere Ebenen wie bei dem Vorgehensmodell zur kos-
tenorientierten Bewertung von Prozessketten nachGötze et al. aus Teilkapitel 3.2
sinnvoll. Jene wird auch durch die VDI 2221 vorgegeben, an der die Strukturierung
des Vorgehensmodells angelehnt ist. Da dieses jedoch einseitig auf die Bewertung nur
einer Zielgröße ausgelegt ist, ist zu untersuchen, wie jenes modifiziert werden kann,
um die für die Bewertung und Gestaltung mehrerer Zielgrößen nutzbar zu sein.1 Die
Teilkapitel 2.3.2 ausgeführten Inhalte zur Gliederung von Bewertungsproblemen sind
1 Zwar wurde das betreﬀende Vorgehensmodell zwischenzeitlich auch schon auf die Einbezie-
hung mehrerer Zielgrößen erweitert, siehe Götze u. a. 2014, S. 21 ﬀ. Allerdings ist die dort
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daher mit den Erkenntnissen des Ansatzes nach Götze et al. in geeigneter Weise
zu koppeln. Ferner wird nun der bislang in den Modellen weitestgehend vernach-
lässigte Gestaltungsaspekt berücksichtigt, indem die Bewertung an die Schritte zur
Gestaltung der Prozessketten gekoppelt wird. Das sich hieraus ergebende Vorgehen
ist in Abb. 4.1 dargestellt. Der Zusammenhang zwischen Bewertung und Gestaltung
wird hierbei lediglich auf Ebene der Prozesskette verdeutlicht, kann aber in analoger
Weise auch auf die untergeordneten Ebenen übertragen werden.
Im Folgenden soll nun zunächst die Vorgehensweise zur Bewertung von Prozess-
ketten dargelegt werden. Der erste Schritt (PK 1) des Vorgehens beinhaltet die
Erkennung eines Problems und die Definition der Zielsetzung der Bewertung.
Das Problem bei der frühzeitigen Bewertung von Prozessketten wird oftmals in dem
Vorliegen verschiedener Varianten bestehen. So können einerseits unterschiedliche
Verfahren für die Herstellung und Verarbeitung eines Werkstoﬀes in Betracht kom-
men und andererseits die Prozesse womöglich auch in unterschiedlicher Reihenfolge
und/oder integriert durchgeführt werden. Folglich ergeben sich relativ große Spiel-
räume für die tatsächliche Auslegung der Prozessketten. Dadurch sollte es das Ziel
der Bewertung sein, die wirtschaftlichste Variante aufzudecken und zugleich die we-
sentlichen Einflussgrößen auf das Bewertungsergebnis bestimmen zu können, um
Ansatzpunkte für eine Prozesskettengestaltung zu liefern. Unabhängig davon kön-
nen aber auch individuelle Ziele der Akteure, die den Anstoß für die Bewertung
geben, eine Rolle spielen.
vorgenommene Trennung in Produkt- und Prozessbewertung für den hier vorliegenden Unter-
suchungsgegenstand nicht als zweckmäßig zu erachten, da im Rahmen der Bewertung oftmals
gar keine klare Trennung der Bewertungsobjekte vorgenommen werden kann. Insbesondere bei
der Ermittlung der Kosten sind die Eigenschaften des Produktes für die prozessbezogenen Kos-
ten zwar ausschlaggebend, können jedoch nicht separat betrachtet werden.
2 Quelle: eigene Abbildung erstellt auf Basis von Götze u. a. 2011, S. 650; Götze u. a. 2014, S. 24;
Wild 1982, S. 37 ﬀ.
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Im nächsten Schritt (PK 2) sind die Systemgrenzen zu setzen und der Unter-
suchungsbereich festzulegen. Die Systemgrenze entscheidet letztlich darüber, was
innerhalb des Betrachtungsraumes liegt und was zur nicht relevanten Umwelt gehört.
Bei der Abgrenzung der Systemgrenze ist darauf zu achten, dass die Elemente, die
innerhalb des Systems liegen, eine höhere Konnektivität aufweisen als außerhalb des
Systems liegende oder Randelemente.3 Neben der Frage, welcher Ausschnitt aus dem
Produktionssystem betrachtet werden soll, zählen auch Entscheidungen im Bezug
darauf, welche Rahmenbedingungen zu gelten haben, welcher Betrachtungshorizont
unterstellt wird und auch welche Rechnungsart vorgenommen werden soll (kurz-
oder langfristig, ein- oder mehrdimensional oder statisch/dynamisch) zum zweiten
Schritt des Vorgehens.
Im Endeﬀekt können die Schritte PK 1 und PK 2 als der Bewertung vorgelagerte
Aktivitäten verstanden werden, während die nachfolgenden Schritte PK 3 - PK 7
direkt der Bewertung zuzuordnen sind. Im ersten Schritt der Bewertung i. e. S. sind
die Zielgrößen und die Präferenzrelationen (PK 3) zu bestimmen. Hierbei geht
es um die Herleitung der Ziele und der Unterziele für die Bewertung, die Aufstellung
der Zielhierarchie sowie die Festsetzung der Präferenzen. Darüber hinaus ist zu klä-
ren, zwischen welchen Zielen Konflikte auftreten können und wie damit umzugehen
ist. Bei mehreren Entscheidungsträgern sind hierbei auch Entscheidungsregeln für
Gruppenentscheidungen einzubeziehen.4
Nachfolgend werden die Bewertungskriterien festgelegt und die Bewertungs-
maßstäbe bestimmt (PK 4). Anhand der Bewertungskriterien wird bemessen, in
welchem Ausmaß das Bewertungsobjekt das jeweilige Ziel erfüllt. Gleichzeitig sind
die Bewertungsmaßstäbe erforderlich, um die Kriterien zu operationalisieren. Um
diese anschließend anderen Kriterien gegenüberstellen zu können, kann darüber hin-
aus eine Festlegung das Skalenniveaus erforderlich werden.
Bevor eine Ermittlung der Kriterienausprägung erfolgen kann, bietet es sich an, die
Prozessketten und mit ihr in Zusammenhang stehende Objekte zu modellieren,
da diese Modellierung die nötigen Voraussetzungen für eine Prognose liefert (PK 5).
Dazu zählt einerseits eine Visualisierung der Prozessketten sowie andererseits die
Beschreibung der Inputs, Throughputs und Outputs der Prozesskette einschließlich
der auftretenden Einflussfaktoren und Wechselbeziehungen zwischen den Prozessen
3 Vgl. Böhm und Fuchs 2002, S. 14 ﬀ., Bülow 1989, S. 143.
4 Vgl. Wild 1982, S. 57 ﬀ.
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– sofern diese bekannt sind.
Im Anschluss sind die Ausprägungen der Bewertungskriterien für die jeweili-
gen Prozessketten zu bestimmen (PK 6). Hierbei wird eine Vielzahl untergeordneter
Probleme zu lösen sein. So müssen für die Prognose der Werte viele Informationen
gebündelt werden. Ein Kriterium wird – mit anderen Worten – einer Vielzahl an
Einflüssen unterliegen, die zunächst aufgedeckt und hinsichtlich ihrer Wirkung auf
den Kriterienwert beurteilt werden müssen. Ferner wird das Ausmaß dieser Einfluss-
größen selbst noch nicht bekannt sein, sodass sich hieraus weitere Prognoseprobleme
ergeben.
Im letzten Schritt der Bewertung i. e. S. sind die einzelnen Kriterienwerte bzw. die
hieraus abgeleitete Zielerfüllung hinsichtlich ihrer Gesamtzielerfüllung zu beurteilen.
Dazu müssen die Unterziele mittels Wertsynthese – respektive Ergebnisfunktion
– aggregiert werden (PK 7).
Die Entscheidung (PK 8) gehört zwar formal nicht zum Bewertungsprozess, da
dieser lediglich der Entscheidungsvorbereitung dient, jedoch sollte eine Entschei-
dungsfindung das nachgelagerte Ziel einer Bewertung sein, um die beste Prozesskette
auswählen zu können. Wird keine Entscheidungsfindung forciert, so wird dennoch
eine Interpretation der Ergebnisse von Interesse sein, um feststellen zu kön-
nen, welche Größen das Bewertungsergebnis maßgeblich beeinflusst haben. Hieraus
können sich Anknüpfungspunkte für eine Prozesskettengestaltung ergeben.
Bislang wurde das Vorgehensmodell lediglich auf Ebene der Prozesskette beschrie-
ben. Oftmals wird es aber nicht ausbleiben, dass eine Bewertung auch auf unterge-
ordnete Ebenen heruntergebrochen werden muss. Die Schritte können daher in glei-
cher Weise auch für Prozesse oder Subprozesse ausgeführt werden – je nachdem, wie
stark das Problem zergliedert werden muss. Dies wird vor allem von der Komplexität
der Bewertungssituation abhängig sein. Wird es erforderlich, die Bewertung auch auf
untergeordnete Ebenen zu verlagern, ist es allerdings nicht zwingend notwendig, dass
sämtliche Schritte voll umfänglich ausgeführt werden müssen. So wird es bspw. im
Regelfall so sein, dass die Zielhierarchie (PK 3) und die Bewertungskriterien (PK 4)
auch für untergeordnete Perspektiven Geltung haben und demgemäß für die gesamte
Bewertung angewendet werden. Damit würden am Beispiel der Prozess-Perspektive
die Schritte P 3 und P 4 entfallen – respektive könnten übertragen werden. Darüber
hinaus sind die Schritte – auch im Sinne des Münchner Vorgehensmodells – nicht
als sequentiell anzusehen, sondern können sich überlappen und durch aufgrund von
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Vor- und Rückkopplungen mehrfach oder in modifizierter Reihenfolge durchlaufen
werden.
Das beschriebene Vorgehen dient zunächst lediglich der Bewertung von Prozessket-
ten. Soll darüber hinaus auch eine Gestaltung der Prozessketten erfolgen, bildet die
Bewertung aber unabhängig davon eine wichtige Grundlage hierfür. Die Gestaltung
von Prozessketten basiert auf dem Erkennen von Abweichungen zwischen geplantem
Ist-Zustand und Soll-Zustand. Der Ist-Zustand wird durch die Bewertung ermittelt,
der Soll-Zustand hingegen im Idealfall vorab – im Rahmen der Definition der Be-
wertungskriterien und -maßstäbe – definiert. Diese Abweichungen lassen sich durch
Kontrollen aufdecken, die unmittelbar mit der Bewertung von Prozessketten ver-
bunden sind. Wesentlich für die Aufdeckung von Gründen für Abweichungen und
die Erarbeitung von Maßnahmen zur Prozesskettengestaltung sind die Identifikati-
on von Stell- und Störgrößen. Sind noch keine konkreten Zielvorgaben hinsichtlich
der Einzel- und Gesamtwerte definiert, können durch Analyse dieser Einflussgrößen
und deren Wirkungen auf das Ergebnis aber auch Ansatzpunkte für Verbesserun-
gen gefunden werden – ohne auf ein konkretes Ziel hinzuarbeiten. Sind Maßnahmen
identifiziert worden, die potenziell zu einer Prozesskettenverbesserung führen, kann
dies gleichsam den Anstoß für eine erneute Bewertung geben.
Vorgehen zur Bewertung und Gestaltung der Prozessketten des 
Produktherstellers
Problemerkenntnis und Zielsetzung der BewertungPK 1
Festsetzung des Untersuchungsbereichs/
Definition der SystemgrenzenPK 2
Bestimmung der Zielgrößen und der Präferenz-
relationen der BewertungPK 3
Bestimmung der Bewertungskriterien und -
maßstäbePK 4
Modellierung der Prozessketten(alter-
nativen) und mit ihnen in Zusammenhang 
stehender Objekte
PK 5
Prognose/Bestimmung der Kriterienwerte 
und Generierung plausibler SzenarienPK 6
WertsynthesePK 7
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Vorgehen zur ProzesskettenbewertungVorgehen zur Prozessketten-gestaltung
Ist-Wert-Ermittlung
Vorgehen zur Bewertung und Gestaltung der Prozessketten des 
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Vorgehen zur ProzesskettenbewertungVorgehen zur Prozessketten-gestaltung
Ist-Wert-Ermittlung
Vorgehen zur Bewertung nd Gestaltung der Prozessketten d s 
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Vorgehen zur ProzesskettenbewertungVorgehen zur Prozessketten-gestaltung
Ist-Wert-Ermittlung
Abbildung 4.2: Kopplung der Vorgehensmodelle bei Bewertung und Gestaltung der
gesamten Wertschöpfungskette5
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Da in dieser Arbeit überdies werkstoﬃnduzierte Prozessketten der Werkstoﬀher-
steller und -verwender betrachtet werden sollen, ist zudem zu klären, an welcher
Stelle in der Wertschöpfungskette die Bewertung durchgeführt werden soll. Das Vor-
gehensmodell ist in dieser Form zunächst entweder auf eine zentrale Anwendung zur
Steuerung der gesamten Wertschöpfungskette durch einen ausgewählten Akteur be-
schränkt, oder aber auf eine Anwendung bei jedem Akteur einzeln. Werden die Pro-
zessketten entlang der Wertschöpfungskette getrennt betrachtet und nicht zentral
einer wirtschaftlichen Gestaltung unterzogen, so bietet sich dennoch eine Abstim-
mung bzw. Vernetzung untereinander an, um die Prozessketten für alle Partner in
optimaler Weise auszulegen.
Dadurch würden sich verschiedene Perspektiven im Sinne der Abb. 4.2 ergeben, wo-
nach die Durchführung der Bewertung und Gestaltung aneinander gekoppelt werden
sollten. Welche Informationen in welcher Weise aus den Bewertungen der anderen
Akteure eingehen können, ist noch an entsprechender Stelle zu klären.6
Wie bereits im Kontext des Schrittes der Kriterienwert-Bestimmung angedeutet,
können sich im Rahmen der Bewertung und Gestaltung verschiedene Partialpro-
bleme ergeben, die aus der Vielschichtigkeit der Bewertungssituation resultieren.
Daher bietet es sich an, verschiedene Module einzuführen, die sich jeweils mit der
Lösung spezifischer Probleme beschäftigen und damit letztlich zur verbesserten
Anwendung des Vorgehensmodells beitragen können. Insbesondere sind die Module
für die Bewertung ausschlaggebend. Daher ist in Abb. 4.3 zunächst veranschaulicht,
zur Bearbeitung welcher Schritte der Bewertung das jeweilige Modul einen Beitrag
leistet. Die einzelnen Module selbst sind auch untereinander vernetzt und speisen
jeweils Informationen voneinander. So werden bspw. bei der Modellierung von
Prozessketten Einflussgrößen oﬀengelegt, die einerseits auf Wechselwirkungen zu
anderen Größen hin untersucht werden können und gleichsam auch für Kostener-
mittlung innerhalb des Kostenmodells relevant sein können. Da die Gestaltung
aber unmittelbar an die Bewertung gekoppelt ist und aus diesem Grund auch auf
wertvolle Informationen aus jener zurückgreift, haben die Module gleichsam auch
eine Relevanz für die Prozesskettengestaltung. Für die Anwendung der Module
werden verschiedene Methoden und Instrumente erforderlich, weshalb geeignete
Instrumente aus einem entsprechenden Pool einbezogen werden. Darüber hinaus ist
5 Quelle: eigene Abbildung
6 Siehe Teilkapitel 4.3.2.
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es wichtig, sich im Verlauf der Bewertung und Gestaltung generierte Informationen
und erzeugtes Wissen zu speichern, um die Datenherkunft nachvollziehen zu können
und die Daten auch in späteren Bewertungsläufen nutzen zu können. Dazu sind in
die Methodik geeignete Datenbanken und auch IT-Lösungen zu integrieren.7 Der
sich aus diesen Tatsachen ergebende Zusammenhang ist in Abb. 4.4 dargestellt und
entspricht der Gesamtmethodik zur Bewertung und Gestaltung von Prozessketten.
Bestimmung der Zielgrößen und der Präferenz-
relationen der Bewertung
Bestimmung der Bewertungskriterien und -
maßstäbe
Modellierung der Prozessketten(alternativen) und 
mit ihnen in Zusammenhang stehender Objekte





Module der Bewertung und Gestaltung
Zielmodul
Prozesskettenmodul










Abbildung 4.3: Zusammenhang zwischen den Bewertungsschritten des Vorgehens-
modells und den Partialmodellen der Bewertung8
7 Die Empfehlung geeigneter IT-Lösungen sowie die Gestaltung einer Datenbankanbindung sind
jedoch nicht Bestandteil dieser Arbeit.
8 Quelle: eigene Abbildung
9 Quelle: eigene Abbildung
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Abbildung 4.4: Gesamtmethodik zur Bewertung und Gestaltung von Prozessketten9
Der Aufbau der einzelnen Module soll nun in den folgenden Teilkapitel im Rah-
men der Ausführungen zur Durchführung einer Prozesskettenbewertung näher be-
schrieben werden. Dabei soll auch auf jeweils zur Anwendung kommende Instrumen-
te eingegangen werden. Auf eine weitere Ausführung der vorbereitenden Schritte
soll hingegen verzichtet werden, da ein generelles Vorgehen bei der Definition der
Systemgrenzen nicht sinnvoll erscheint. Auch die Abgrenzung des Untersuchungs-
bereiches wird vielmehr vom jeweiligen Betrachtungsgegenstand geprägt sein und
eher intuitiv erfolgen. Die Module werden v. a. im Zusammenhang mit der Pro-
zess(ketten)bewertung eingehender beschrieben, wenngleich auch die Gestaltung auf
wesentliche Informationen zurückgreift, die in den Modulen generiert werden.
4.2 Prozess(ketten)bewertung
4.2.1 Grundsätzliche Ausgestaltung der Bewertung
Bevor jedoch auf die einzelnen Module im Konkreten eingegangen wird, soll zunächst
ein Überblick darüber gegeben werden, wie die Bewertung einer fertigungstechni-
schen Prozesskette auszugestalten ist. Da es eine Anforderung an die Methodik ist,
eine mehrdimensionale Bewertung zu ermöglichen, gleichzeitig aber eine detaillierte,
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kostenorientierte Bewertung erreichen zu können, wird es als sinnvoll erachtet, eine
zweistufige Bewertung vorzunehmen. Demnach ist eine zum einen in eine Grob- und
zum anderen in eine Feinbewertung zu trennen.10
Innerhalb der Grobbewertung soll zunächst eine Vorauswahl der Prozessketten er-
möglicht werden, indem mehrere, nicht-monetäre Kriterien einbezogen werden. Hier-
für gilt es in Teilkapitel 4.2.5 noch geeignete Verfahren zur Nutzenbewertung zu
identifizieren und das geeignetste auszumachen. Im Anschluss sollen die weiter in
Betracht zu ziehenden Alternativen monetär bewertet werden. Hierbei ist im Sinne
der Forderung nach Handlungsspielräumen innerhalb der Anwendung der Methodik
eine unterschiedliche Detaillierung der Rechnung denkbar. Daher sollen drei verschie-
dene Detaillierungsgrade eingeführt werden. Es soll dem Anwender dabei freigestellt
werden, ob er sich für eine kurz- oder langfristige Rechnung entscheidet und ob ent-
weder keine, ausschließlich direkt-monetarisierbare Nutzeneﬀekte, oder auch nicht-
und schwer-monetarisierbare Nutzeneﬀekte einbezogen werden sollen.11 Eine Einbe-
ziehung von Nutzeneﬀekten kommt bei einer kurzfristig orientierten Rechnung nicht
in Frage, da hier ausschließlich Kosten eine Rolle spielen. Bei der langfristigen Rech-
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Abbildung 4.5: Grundstruktur der Bewertung von Prozessketten12
10 Vgl. zu einer ähnlichen Unterteilung auch Trommer 2001, S. 65 f.
11 Auch auf die Kategorisierung von Nutzeneﬀekten wird noch separat in Teilkapitel 4.2.5.1 ein-
gegangen.
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Die Rechnung ist danach als erweiterte Wirtschaftlichkeitsrechnung auszugestal-
ten. Wird lediglich eine Feinbewertung in Verbindung mit einer kurzfristigen Kos-
tenermittlung durchgeführt, handelt es sich um eine Modifikation der Kosten-
WirksamkeitsAnalyse – nur dass hier Kosten und Nutzen am Ende nicht gegen-
übergestellt, sondern nachrangig bewertet werden.13 Gleiches gilt auch für die Kom-
bination von Nutzenermittlung und langfristiger Kostenrechnung. Wird zunächst
die Grobbewertung durchgeführt und werden nachfolgend im Rahmen der Fein-
bewertung auch Nutzeneﬀekte monetarisiert und nur noch zum Teil die schwer-
monetarisierbaren Nutzeneﬀekte als nicht-monetäre Werte einbezogen, so handelt
es sich um eine Art erweiterte Kosten-Nutzen-Analyse.14 In Abb. 4.5 ist die grund-
sätzliche Ausgestaltung der Bewertung verdeutlicht.
4.2.2 Zielmodul
In einem ersten Schritt des Vorgehensmodells sind die Zielgrößen für die Bewer-
tung festzulegen. Die Formulierung des Zielsystems ist die Grundlage einer jeden
Bewertung bzw. Entscheidung.15 Die Zielgrößen sind zum einen von der Wahl des
Bewertungsverfahrens abhängig, zum anderen aber auch von den Präferenzen des
Entscheiders. Insbesondere dann, wenn ein mehrdimensionales Bewertungsverfahren
zur Anwendung kommen soll – wie hier der Fall – hat sich der Bewerter in jedem
Fall mit den relevanten Zielgrößen auseinanderzusetzen. Anschließend müssen Präfe-
renzrelationen und Bewertungskriterien ausgemacht werden. Diese Zusammenhänge
sollen innerhalb des Zielsystems erarbeitet werden. Daher ist zuallererst zu hinterfra-
gen, wie sich generell Zielgrößen für die Bewertung von Objekten ableiten lassen. Da
in den bislang vorgestellten Ansätzen nur ungenügend darauf eingegangen wurde,
wie sich derartige Ziele (unternehmensspezifisch) ableiten lassen, soll dieser Aspekt
im Weiteren etwas näher herausgearbeitet werden.
Setzt man sich mit Zielen auseinander, so sind zunächst grundsätzlich persönliche
bzw. individuelle sowie Ziele der Unternehmung zu unterscheiden, die in eine Be-
wertung einfließen. Zwischen beiden Zielkategorien bestehen Zusammenhänge, so-
12 Quelle: eigene Abbildung
13 Bei der Synthese der Ergebnisse werden aber unter Umständen dennoch die Kosten und Nutzen
der verbleibenden Alternativen gegenübergestellt.
14 Zur Abgrenzung der einzelnen Verfahren siehe Teilkapitel 4.2.5.
15 Vgl. Wild 1982, S. 111; Schiemenz und Schönert 2005, S. 30; Schönheit 1995, S. 95; Laux 2014,
S. 5.
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dass diese letztlich nur schwer voneinander getrennt betrachtet werden können.16
Als Träger des Zielbildungsprozesses sind daher die in der Institution tätigen Per-
sonen sowie der zugehörige Personenkreis zu verstehen.17 Da oftmals nicht nur ein
bestimmtes Ziel verfolgt wird, wird zudem in den meisten Fällen von einem Ziel-
system auszugehen sein.18 Mehrere Ziele und nicht nur eines zu verfolgen sowie ein
widerspruchsfreies Zielsystem zu entwickeln, zeugt von formaler Rationalität des
Bewerters bzw. Entscheiders.19 Die Ziele können in diesem Zusammenhang sowohl
qualitativer wie auch quantitativer Art20 bzw. monetärer und nicht-monetärer Natur
sein.
Da das Zielsystem vielfach nicht einfach vorhanden und oﬀen ersichtlich sein wird,
müssen die betreﬀenden Ziele in einem Zielbildungsprozess erarbeitet werden. Die
einzelnen Schritte eines solchen Prozesses gliedern sich in die Zielsuche, Operationa-
lisierung, Zielanalyse und -ordnung, Prüfung auf Realisierbarkeit, Zielentscheidung,
Durchsetzung der Ziele sowie die Zielüberprüfung.21 Der wichtigste Schritt für die
Definition von Bewertungszielen wird hierbei wohl die Zielsuche sein. In der Litera-
tur wird zu diesem Zweck vorgeschlagen, bei Vorliegen übergeordneter, sehr globaler
Ziele untergeordnete zu finden, die eine Verwirklichung der übergeordneten verspre-
chen. Die Suche nach solchen möglichen Zielen ist ein kreativer Prozess.22 Zu den
Rahmenbedingungen für Zielsysteme zählen deshalb die Unternehmensphilosophie,
die Unternehmensethik, das Unternehmensleitbild und die Unternehmenskultur.23
Aus diesen leiten sich ihrerseits nun in erster Linie strategische Ziele des Unterneh-
mens ab. Diese können dann über mehrere Stufen auf die operative Ebene herunter-
gebrochen werden.24 In diesem Zusammenhang wird auch von der sog. Zielpyramide
gesprochen, bei welcher die Ziele von der obersten Unternehmensebene bis hin zu
einzelnen Bereichen oder gar Mitarbeitern aufgeschlüsselt werden. Zur Formulie-
rung und Strukturierung von Zielgrößen können u. a. die Stakeholder Analysis, die
16 Vgl. Wild 1982, S. 52; Laux 2014, S. 47 f.
17 Vgl. Amann und Petzold 2014, S. 41.
18 Vgl. Wild 1982, S. 53; Voigt 1993, S. 67; Heinen 1976, S. 46.
19 Vgl. Brandes 2008, S. 26.
20 Vgl. Schindler 2014, S. 22; Kupsch 1979, S. 20; Breiing und Knosala 1997, S. 12; Heinen 1976,
S. 113 f.
21 Vgl. Wild 1982, S. 57.
22 Vgl. ebd., S. 57.
23 Vgl. Amann und Petzold 2014, S. 42.
24 Vgl. Eversheim u. a. 2003a, S. 40.
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Nutzwertanalyse, der AHP sowie die Relevanzbaumanalyse eingesetzt werden.25
Für den Zweck, geeignete Ziele für die Bewertung fertigungstechnischer Prozessket-
ten zur Herstellung und Verarbeitung von Werkstoﬀen zu definieren, sind überdies
auch Techniken des Requirements Engineering26 sowie des Anforderungsmanage-
ments, wie z. B. das QFD27 28; Lead User-Analysen29 oder die Conjoint-Analyse30,
aber auch Mind Mapping, SWOT-Analysen, Interviews und Fragebögen31 denkbar.
Die Instrumente dienen hierbei v. a. der strukturierten Transformation von Kun-
denanforderungen in qualitativ wie quantitativ bewertbare Produkt- und Prozess-
parameter bzw. Leistungsziele.32 Aus Anforderungen an den Werkstoﬀ bzw. das Pro-
dukt ergeben sich folglich Anforderungen an den Fertigungsprozess und damit po-
tenziell auch Leistungsmerkmale für die Bewertung, die in Ziele überführbar sind.33
z. B. hohe elektrische Leitfähigkeit
Anforderungen an das Produkt/
den Werkstoff
z. B. homogene Schicht von 1 µm 
Dicke → hohe Oberflächengüte 
Ziele, die das Produkt betreffen
z. B. stabil laufender Prozess, der 
Schichten von 1 µm gleichmäßig 
gewährleistet → Prozessfähigkeit
Ziele, die die Prozesskette/
einen spezifischen Prozess 
betreffen
RückkopplungRückkopplung
Abbildung 4.6: Zusammenhang zwischen Produktanforderungen sowie Produkt-
und Prozesszielen34
Letztlich kann geschlussfolgert werden, dass die gleichzeitige Einbeziehung von
externen Kunden bzw. Nutzern in den Entwicklungs- und Bewertungsprozess im
Rahmen der Ermittlung der Marktanforderungen sowie die der unternehmensin-
25 Vgl. Götze und Rudolph 1994, S. 12.
26 Vgl. hierzu Baumgart 2016, S. 425 ﬀ.
27 Vgl. Eversheim u. a. 2003b, S. 141; Ponn und Lindemann 2011, S. 51; Götze, Schmidt und
Weber 2010, S. 790 f.
28 Das QFD soll noch näher im Zusammenhang mit den Gestaltungstechniken für Prozessketten
beschrieben werden, siehe Teilkapitel 4.3.
29 Vgl. Ponn und Lindemann 2011, S. 51; Reichwald, Piller und Ihl 2009, S. 159 ﬀ., Hippel 1988,
S. 102 ﬀ., Gehringer 2013, S. 84 f., Henkel und Jung 2010, S. 6 ﬀ.
30 Vgl. Eversheim u. a. 2003b, S. 209 ﬀ., Götze, Schmidt und Weber 2010, S. 788 f.,
31 Vgl. Lindemann 2009, S. 70.
32 Vgl. Kwam, Schröder und Sterrenberg 1997, S. 31 und Breiing und Knosala 1997, S. 14.
33 Vgl. Reuter 2014, S. 61 ﬀ.
34 Quelle: eigene Abbildung
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ternen Sichtweise für die Zielbildung essenziell ist.35 Von Bedeutung für die Ab-
leitung von intern und extern orientierten Zielen ist hierbei die Durchführung von
Unternehmens- sowie Umweltanalysen.36 Aus dem Zusammenwirken von Zielen, die
sich aus der Unternehmensphilosophie etc. ableiten, und von solchen, die von inter-
nen und externen Kunden herangetragen werden, resultiert letztlich das Zielsystem
des Unternehmens, das der beteiligten Stakeholder sowie das System der Zielvorga-
ben der Entscheidungsträger bzw. Bewerter.37 Ausschlaggebend für die Zielbildung
bzgl. der Bewertung einer Prozesskette sind demnach insbesondere die Unterneh-
mensstrategie, die Charakteristika des Marktes (bzw. auch der sonstigen globalen
Umwelt) sowie die Anforderungen der externen (z. B. Werkstoﬀverarbeiter, Anla-
genbauer) und internen (z. B. Entwickler oder Bedienpersonal für Anlagen) Kunden.
Unterschieden werden kann daher letztlich einerseits in intern und extern orientier-
te Ziele und andererseits in allgemeine und spezielle Ziele der Bewertung. Dieser




























































Abbildung 4.7: Einbeziehung verschiedener Sichtweisen in die Zielsuche38
35 Vgl. Ebert 2011, S. 21; Kwam, Schröder und Sterrenberg 1997, S. 29; Lindemann 2009, S. 68;
Ponn und Lindemann 2011, S. 40 ﬀ., Kleinaltenkamp 1997, S. 350 ﬀ., Götze, Schmidt und
Weber 2010, S. 785 ﬀ.
36 Vgl. Eversheim u. a. 2003a, S. 41; Lindemann 2009, S. 65.
37 Vgl. Laux 2014, S. 47.
38 Quelle: eigene Abbildung
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Nachdem die wesentlichen Ziele definiert sind, ist zu untersuchen, welche Abhän-
gigkeiten zwischen diesen bestehen – d. h. ob sie sich gegenseitig positiv oder nega-
tiv beeinflussen.39 Unterschieden werden können insgesamt fünf Zielwirksamkeitsbe-
ziehungen: Identität, Komplementarität, Neutralität, Konkurrenz und Anitomie.40
Aus Vereinfachungsgründen soll hier lediglich von Komplementarität, Konkurrenz
und Neutralität ausgegangen werden, da sich manche Zielbeziehungen (z. B. Wider-
spruch und Konflikt) nicht einwandfrei abgrenzen lassen. Diese Beziehungen lassen
sich durch eine Kompatibilitätsanalyse einerseits und eine Konfliktanalyse ande-
rerseits bestimmen und am besten in einer (Konsistenz-)Matrix dokumentieren.41
Darüber hinaus sind die Ziele dahingehend zu strukturieren, welche Mittel-Zweck-
Beziehungen zwischen diesen vorliegen, also ob Über- und Unterordnungsverhält-












Abbildung 4.8: Zielhierarchie des Managements44
Um die Vorgehensweise zu verdeutlichen, soll der Zielbildungsprozess beispielhaft
dargestellt werden. Es sei angenommen, dass vom Management des Unternehmens
bereits die in Abb. 4.8 dargestellte Zielhierarchie vorgegeben wurde. Nachhaltige
Gewinne werden oftmals das obere Ziel einer Unternehmung sein. Die Wirtschaft-
lichkeit der Prozesskette ist hierfür ausschlaggebend. Die Ziele „Kosten“, „Qualität“
39 Vgl. Wild 1982, S. 111; Laux 2014, S. 7.
40 Vgl. Wild 1982, S. 63, siehe auch Vgl. Heinen 1976, S. 94 ﬀ., Amann und Petzold 2014, S. 45 f.,
Laux 2014, S. 45.
41 Vgl. Wild 1982, S. 64; Lindemann 2009, S. 76 und 103.
42 Vgl. Heinen 1976, S. 103 f. Schiemenz und Schönert 2005, S. 34; Kupsch 1979, S. 33 ﬀ.
43 Vgl. Schiemenz und Schönert 2005, S. 35 f.
44 Quelle: eigene Abbildung
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und „Umweltverträglichkeit“ mitsamt der ihr untergeordneten Kriterien sind wieder-
um Determinanten der Wirtschaftlichkeit und zugleich wesentliche Erfolgsfaktoren
des Unternehmens.45 Die betreﬀenden Unterziele wurden aus der Vision des Unter-
nehmens abgeleitet, basieren aber auch auf allgemeinen Trends, wie zunehmendem
Umweltbewusstsein.
Durch die Produktionsplanung wurden darüber hinaus die für ein Produktions-
system wesentlichen Ziele der „Zeit“ und „Flexibilität“ einschließlich der hierfür
wesentlichen Unterziele festgelegt. Dies wiederum ist in Abb. 4.9 veranschaulicht.
Produktionswirtschaftliche Flexibilität lässt sich im Wesentlichen in fünf Arten der
Systemflexibilität unterscheiden. Für diese sind jeweils wiederum die drei Arten der
Basisflexibilität ausschlaggebend und können deshalb als Subziele der Systemfle-
xibilität gesehen werden.46 Aus Vereinfachungsgründen könnten die Unterkriterien
(Basisflexibilität), die unabhängig davon erfüllt sein müssen, auch außen vor gelassen

























Abbildung 4.9: Ziele der Produktionsplanung47
Weiterhin wurden durch die direkt am Entwicklungsprozess beteiligten Ingenieure
Ziele an den Produktionsprozess abgeleitet, die sich im Wesentlichen anhand der
entscheidenden Produkt-/Werkstoﬀeigenschaften bemessen lassen:
45 Vgl. Eversheim und Fuhlbrügge 1993, S. 31.
46 Vgl. Möslein-Tröppner 2010, S. 54 f., Sethi und Sethi. S. P. 1990, S. 289 ﬀ.
47 Quelle: eigene Abbildung, unter Verwendung von Möslein-Tröppner 2010, S. 54 f.
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• Prozessfähigkeit
• Maschinenverfügbarkeit
• Reduzierung von Ausschuss und Fehlerquoten
• Reduzierung von Nacharbeit
• Reduktion der Kosten der Produktion
• Kapazitätsauslastung
Die Prozessfähigkeit, die Maschinenverfügbarkeit, die Reduktion von Ausschuss
und Fehlerquoten und die Reduktion von Nacharbeit können hierbei als Subziele
der Qualität verstanden werden. Die Reduktion der Kosten der Produktion findet
sich dagegen in der Zielgröße „Herstellkosten“ wieder, die bereits vom Management
benannt wurde. Die Kapazitätsauslastung ist darüber hinaus als weiteres Subziel der
Wirtschaftlichkeit zu verstehen. Angemerkt sei an dieser Stelle noch, dass die aufge-
führten Ziele nur der Verdeutlichung dienen sollen und beliebig erweitert und/oder
verändert sowie spezifiziert werden können.
Nachdem die Ziele gesammelt wurden, sind die Beziehungen zwischen den Zielen
genauer zu untersuchen und schließlich in einer Zielhierarchie zu aggregieren. Hierbei
können die Oberziele bei Bedarf auch noch weiter untergliedert werden. Zur Analy-
se der Beziehungen zählt aber auch die Überprüfung auf Realisierbarkeit, d. h., zu
untersuchen, ob zwischen den Zielen Konflikte bestehen. Redundante Kriterien sind
in diesem Rahmen ebenfalls zu eliminieren. Im Anschluss sind die Bewertungskri-
terien zur Bestimmung der Ausprägungen der einzelnen Zielgrößen auszumachen.
Dieses Vorgehen ist in Abb. 4.10 dargestellt. Bei der Aufstellung der Zielhierarchie
wird aus Gründern der Übersichtlichkeit in der Darstellung darauf verzichtet, die
Ziele bis zu den einzelnen Subzielen der untersten Ebenen aufzugliedern. Neben den
Kosten können Nutzeneﬀekte als Gegenstück gesehen werden. Die hier zugeordne-
ten Zielgrößen können einerseits den Nutzen einer Prozesskette positiv beeinflussen,
andererseits gleichzeitig aber auch Kosten verursachen, weshalb sie ebenso als Un-
terziele der Kosten zu sehen sind. Nutzwertanalysen, wo bspw. Kosten und Qualität
auf einer Stufe stehen, sind deshalb als kritisch zu betrachten. Eine klare Trennung
von Kosten und Nutzen bei der Bewertung oder aber die Überführung in eine ein-
heitliche monetäre Zielgröße sind aus diesem Grund zu bevorzugen.
48 Quelle: eigene Abbildung
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2. Überprüfung der Zielbeziehungen 
Kosten Qualität Umweltverträg-lichkeit Zeit Flexibilität Produktivität
Kosten kf kf n kf kf
Qualität kf n ko n kf
Umweltverträg-
lichkeit n n n n n
Zeit ko kf n ko ko
Flexibilität n kf n ko ko
Produktivität ko kf n ko ko
3. Benennung der Bewertungskriterien
z. B.:
Nutzen: Nutzwert
Kapazitätsauslastung: Kapazitätsauslastung in %
Reduzierung von Nacharbeit: Anzahl nachgearbeiteter Teile pro Jahr
Umweltverträglichkeit: Abfall in Tonnen pro Jahr
Prozessfähigkeit: Prozessfähigkeitsindex
Prozessflexibilität: Anzahl notwendiger Rüstvorgänge 
Abbildung 4.10: Schritte zur Erstellung des Zielsystems für die Bewertung48
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Die Art der Bewertungskriterien, die für die Unterziele gebildet werden, hängt auch
davon ab, ob die Wirtschaftlichkeit monetär oder (teilweise) nicht-monetär ermit-
telt werden soll. Ist beispielsweise geplant, den Nutzen lediglich zu quantifizieren,
aber nicht zu monetarisieren, kann für das Ziel „Reduzierung der Nacharbeit“ die
Zeit für Nacharbeit ermittelt werden. Soll der Nutzen jedoch monetarisiert werden,
so sind die Kostenersparnisse durch weniger Nacharbeit zu bestimmen. Dement-
sprechend ist, bevor die Ziele zu einem für die Bewertung relevanten Zielsystem
aggregiert werden, auch zu überlegen, welche übergeordnete Zielgröße und welches
Rechnungskonzept der Bewertung zugrunde liegen sollen. Die Wahl der übergeord-
neten Zielgröße bzw. die damit verbundene Wahl des Rechnungskonzeptes sind –
wie im Verlauf der Arbeit bereits beschrieben – hierbei der Bewertung vorgelagerte
Schritte.
Im Ergebnis werden sämtliche Informationen zu Zielgrößen der einzelnen Akteure,
zur Zielhierarchie, zu möglicherweise entstehenden Zielkonflikten und zu den Bewer-
tungskriterien im Partialmodell „Zielsystem“ hinterlegt. Sie bilden den Grundstein
für die Bewertung und die Durchführung der sich anschließenden Schritte. Prinzipi-
ell können in dem Partialmodell auch Prioritäten im Sinne von Gewichtungsfaktoren
für die einzelnen Ziele hinterlegt werden. Da aber die Entscheidung, ob und für wel-
che Zielgrößen diese benötigt werden, auch von der Wahl des Bewertungsverfahrens
abhängt, sollte dies erst nachrangig erfolgen. Hierauf wird im Rahmen der jeweiligen
Verfahren zur Nutzenerfassung (Teilkapitel 4.2.5) noch spezifischer eingegangen.
4.2.3 Prozesskettenmodul
Die Zielgrößen, die im gerade beschriebenen Modul hinterlegt sind, unterliegen einer
Vielzahl an Einflussfaktoren, die für die Bewertung relevant sind. Um Einflussgrö-
ßen von Prozessketten für deren Bewertung überhaupt ableiten sowie auch Wechsel-
wirkungen zwischen einzelnen Prozessen der Prozessketten und anderen Objekten
identifizieren zu können, erscheint eine vorherige Bündelung aller notwendigen In-
formationen, die die Prozesskette betreﬀen, sinnvoll.49 Sämtliche Informationen, die
unmittelbar die Prozesskette und mit ihr in Verbindung stehende Objekte betreﬀen,
sind daher im Modul „Prozesskettenmodell“ zu hinterlegen. Des Weiteren dient das
Modul dem Zweck, die Systemgrenze für die Bewertung festzusetzen.
49 Vgl. Abele und Schrems 2010, S. 543.
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Für die Sammlung von Informationen können vor allem Prozessmodelle herange-
zogen werden. Um den Ablauf des Fertigungsprozesses darzustellen und sich einen
besseren Überblick für die Bewertungssituation zu verschaﬀen, eignen sich darüber
hinaus verschiedene Instrumente der Visualisierung von Prozessketten. Für diese
Zwecke sind der Literatur zahlreiche Möglichkeiten zu entnehmen. Über diese soll
im Weiteren nun zunächst ein kurzer Überblick gegeben werden.
Es wird allgemein ausgeführt, dass zur Ableitung von Wechselwirkungen sowie
optimaler Parameterkombinationen (generische) Prozessmodelle für Fertigungspro-
zesse zu entwickeln sind.50 Prozessmodelle haben die Aufgabe, den Zusammenhang
zwischen Ein- und Ausgangsgrößen abzubilden und beschreiben das statische oder
dynamische Verhalten von Prozessen.51 Zu unterscheiden sind nach Holland drei
Arten von Prozessmodellen: analytische Modelle, mathematisch-empirische Modelle
und Parameter-Prozessmodelle.52 Oftmals basieren generische Prozessmodelle aber
sowohl auf Versuchsreihen als auch analytischen Zusammenhängen aus der Litera-
tur und versuchen, die Zusammenhänge zwischen Input und Output mathematisch
zu beschreiben.53 Nach Abele et al. sei – unabhängig von der Art des Prozess-
modells – bei deren Aufstellung entscheidend, zwischen Größen, die einerseits durch
das Verfahren und andererseits durch die Anlage determiniert werden, zu unterschei-
den.54 Eine Herausforderung sei nach Dombrowski et al. weiterhin die struktu-
rierte Aufstellung derartiger Prozess(ketten)modelle. In der Literatur haben sich
verschiedenste Prozessmodelle herausgebildet. Eines davon ist das von Dombrow-
ski et al.. Die Autoren haben in ihrem Vorschlag für ein Prozessmodell vier Sicht-
weisen entwickelt (siehe Abb. 4.11), die bei der Aufstellung zu berücksichtigen sind.55
Ausgangspunkt der Modellierung einer Prozesskette sei demnach die Erfassung der
relevanten Prozesse. Im Zuge dessen werden Informationen gebündelt, die für den
Aufbau des Prozessmodells vonnöten sind. Jene Informationen beziehen sich auf die
vier genannten Sichtweisen der Prozesse, Organisation, Ressourcen und Daten.56 Ei-
ne ähnliche Auﬀassung teilen auch Krause und Heimann.57 Nach Tolio et. al
50 Vgl. ebd., S. 543; Dannenberg und Charlin 2012, S. 35.
51 Vgl. Brandes 2008, S. 6; Dannenberg und Charlin 2012, S. 35.
52 Vgl. Holland 1994, S. 86; für eine andere Unterscheidung siehe auch Brandes 2008, S. 6.
53 Vgl. Dannenberg und Charlin 2012, S. 35.
54 Vgl. Abele und Schrems 2010, S. 543.
55 Vgl. Dombrowski, Horatzek und Bothe 2002, S. 574.
56 Vgl. ebd., S. 585.
57 Vgl. Krause und Heimann 0200, S. 306.
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reicht es überdies nicht aus, sich bei der Modellierung auf diese vier Sichtweisen zu
beschränken. Ferner seien auch das gesamte Produktionssystem sowie das zu erstel-
lende Produkt mit zu berücksichtigen.58 Für die Modellierung der Produkte bietet
sich eine Modellierung auf Featurebasis an.59 Eine andere Darstellung, die zwar auch
auf die Modellierung der Produkte, nicht aber auf die Umwelt zurückgreift, wählt
Wildemann. Sein Prozessmodell ist zwar grundsätzlich für FuE-Prozesse ausgelegt,
kann aber auch auf jede andere Art von Prozessen übertragen werden. Es gliedert
sich in Inputs, Prozessgrößen und Outputgrößen (vgl. 4.12).60 Letztlich sollen Pro-
zesskettenmodelle Aufschluss über das Systemverhalten und die Beziehungen der
einzelnen Elemente zueinander geben können.61 Um die verschiedenen Hierarchie-
ebenen (bspw. Prozesskette und Prozess) auch adäquat abbilden zu können, werden


















Abbildung 4.11: Relevante Dimensionen bei der Erstellung eines Prozesskettenmo-
dells63
58 Vgl. Tolio u. a. 2010.
59 Vgl. Tran 2012, S. 38.
60 Vgl. Wildemann 2004, S. 58.
61 Vgl. Warnecke u. a. 1999, S. 2.
62 Vgl. ebd., S. 2 ﬀ.

















Abbildung 4.12: Prozessmodell nach Wildemann64
Prozessmodelle sind häufig komplex, indem sie durch eine Vielzahl an Objekten
und Einflussgrößen charakterisiert sind, die stark vernetzt sind.65 Da Prozessmo-
dellierung auch eine Beschreibung bzw. Darstellung der Flüsse beinhalten sollte66,
ist eine Visualisierung von Prozessketten als komplexitätsreudzierendes Mittel eine
denkbare Lösung. Jene wird bei der Aufstellung solcher Modelle allerdings nicht
zwingend unterstützt.
Für die Visualisierung von Prozessketten existiert eine Vielzahl unterschiedlicher
Formen. So können – grob eingeteilt – textuelle Beschreibungen, tabellarische Dar-
stellungen und grafische Ablaufdiagramme für diesen Zweck genutzt werden.67 Häu-
fig werden Mischformen aus den genannten Darstellungsweisen herangezogen werden
müssen, um ein zufriedenstellendes Ergebnis zu erlangen. Zur Visualisierung kön-
nen u. a. auch die in der Praxis dominierenden Modellierungssprachen herangezogen
werden. Dies sind Entity-Relationship-Modellierung (ERM), die Systems Analysis
and Design Technique, Ereignisgesteuerte Prozessketten (EPK), Petri-Netze sowie
die Object Modelling Technique (OMT) und Unified Modelling Language (UML).68
64 Quelle: modifiziert übernommen von Wildemann 2004, S. 58.
65 Zur Charakterisierung von komplexen Entscheidungen/Systemen siehe Ballin 2012, S. 23.
66 Vgl. Eversheim und Weck 2001, S. 266.
67 Vgl. Dombrowski und Brinkop 2010, S. 352.
68 Vgl. Schöning 2006, S. 51; Brocke und Sonnenberg 2011, S. 57; Krallmann, Bobrik und Levina
2013, S. 70.
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Als geeignetes Darstellungsmittel für Prozessketten eignen sich so u. a. EPK oder
Petri-Netze.69 Beide Techniken entstammen dem IT-Bereich und dienen v. a. der
Strukturierung und Speicherung von Daten. Petri-Netze gehören zu den mächtigs-
ten Darstellungsformen für Prozesse und sind auch für solche höherer Komplexität
prädestiniert. Petri-Netze können als gerichteter Graph aufgefasst werden, welcher
aus Knoten und Kanten besteht. Aktive Komponenten – also die tatsächliche Trans-
formation – werden als Transitionen bezeichnet. Kanten verlaufen immer zwischen
einer aktiven und einer passiven Komponente. Einzelne Prozesse können zudem,
über Und- und Oder-Verknüpfungen zu Prozessketten(alternativen) zusammenge-
führt werden.70
Bei EPK handelt es sich um eine Modellierungsmethode „durch die Verbindung von
Bedingungs-Ereignisnetzen der Petri-Netz-Theorie mit den Verknüpfungselementen
der stochstischen Netzplanverfahren. Sie dient der Darstellung der logisch-kausalen
Beziehungen von Funktionen im Zusammenhang von Prozessen [...]. Die Darstel-
lung der Fachinhalte als EPK eignet sich vor allem für den ersten Entwurfsschritt
in der Prozeß [sic!]- bzw. Funktionsmodellierung.“71 EPK werden durch Ereignisse
ausgelöst und enden durch solche. Zudem sind Ereignisse ursächlich für die Ausfüh-
rung von Funktionen, die auch als Prozess aufgefasst werden können.72 Im Gegen-
satz zu Petri-Netzen können Ereignisse bei EPK auch als Auftreten eines Objektes
oder einer bestimmten Attributsausprägung definiert werden. Insgesamt ist die Dar-
stellungsform überdies im Vergleich zu Petri-Netzen stark vereinfacht und dadurch
durch eine erhöhte Übersichtlichkeit gekennzeichnet.73 EDV-technische Umsetzung
finden sowohl EPK als auch Petri-Netz in der ARIS-Architektur bzw. -Software.74
EPK finden oft eher auf Ebene der Geschäftsprozessvisualierung (Makroebene) An-
wendung, ließen sich jedoch sicherlich auch auf die Darstellung fertigungstechnischer
Prozessketten (Mikroebene) applizieren.
Weitere relevante grafische Ablaufdiagramme sind z. B. Swimlane-Darstellungen
(zusätzliche Integration von Verantwortlichkeiten und Aufgaben innerhalb des Pro-
69 Vgl. Chen und Scheer 1994, S. 1; Krallmann, Bobrik und Levina 2013, S. 70 ﬀ.
70 Vgl. Chen und Scheer 1994, S. 8 ﬀ.
71 ebd., S. 13.
72 Vgl. ebd., S. 13.
73 Vgl. ebd., S. 15.
74 Zum Aufbau und Funktionsweise von ARIS siehe ebd., S. 1 ﬀ., Krallmann, Bobrik und Levina
2013, S. 37; Volck 1997, S. 79 f., Derszteler 1999, S. 101 ﬀ.
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zesses)75, Ishikawa-Diagramme76, Business Process Modelling Notation (BPMN)77,
Flussdiagramme78, Prozesslandkarten79, Aktivitätsdiagramme80, Bonapart-Prozess-
modelle81 sowie Graphe à Résultats et Activités Interreliés-Modelle82 oder aber ba-
sieren auf autorenspezifischen Visualierungsansätzen wie z. B. bei Großmann und
Wiemer (siehe Abb. 4.13).83 Für die Prozessmodellierung und -visualisierung wur-
den ferner zahlreiche Software-Prototypen entwickelt, die ebenfalls z. T. auf eigene
Modellierungs- und Visualisierungsformen zurückgreifen84, und es existieren – neben
ARIS – auch kommerzielle Lösungen, wie Umberto85, der Signavio Process Editor86
und CIMOSA87 die unterstützend genutzt werden können.88 89
75 Vgl. Dombrowski und Brinkop 2010, S. 352.
76 Vgl. Holland 1994, S. 89.
77 Vgl. Brocke und Sonnenberg 2011, S. 58 f.,
78 Vgl. Larek 2012, S. 25; Wilhelm 2007, S. 44 ﬀ.
79 Lörcher und Rießbeck 2002, S. 1263; Wilhelm 2007, S. 34 ﬀ., Krallmann, Bobrik und Levina
2013, S. 99.
80 Vgl. ebd., S. 89 ﬀ.
81 ebd., S. 98.
82 Vgl. Eversheim und Moron 1997, S. 100.
83 Vgl. Großmann und Wiemer 2007a, S. 113 f., Großmann und Wiemer 2007b, S. 196; Großmann,
Wiemer und Großmann 2013, S. 38; Großmann und Wiemer 2010, S. 857.
84 Girod u. a. 2011, Vgl. bspw. Holland 1994, S. 92 ﬀ., Girod u. a. 2011, S. 454 ﬀ., Schmitt und
Vinke 2005, S. 44; Denkena, Eikötter und Kröning 2010, S. 49; Großmann u. a. 2010, S. 956 ﬀ.
85 Vgl. Chang und Pires 2015, S. 358; Klocke, Willms und Nau 2009; Häuslein 1997.
86 Vgl. Binner und Schnägelberger 2011, S. 124.
87 Vgl. Derszteler 1999, S. 89.
88 Eine Liste mit wesentlichen Software-Lösungen für die Visualisierung von Prozessen ist Binner
und Schnägelberger 2011, S. 123 f., Kopperger u. a. 2011, S. 38 zu entnehmen.
89 Prozess(ketten)modelle dienen ferner oftmals als Grundlage für die Durchführung von Simula-
tionen (vgl. Brandes 2008, S. 4). Simulationen meinen das Nachbilden bzw. Nachahmen eines
Systems (insb. technischer Vorgänge) in einem experimentierfähigen Modell, um Erkenntnisse
zu erlangen, die auf die Realität übertragen werden können (vgl. ebd., S. 2; Larek 2012, S. 24;
VDI 2013, S. 3). Solche sollen der Erfassung und Berücksichtigung bestehender Wechselwir-
kungen dienen (vgl. Denkena, Eikötter und Kröning 2010, S. 49). Eine Simulation dient der
Analyse des Verhaltens eines Systems, eine automatische Optimierung von Parametern erfolgt
dabei jedoch nicht. Soll eine Simulation zur Optimierung genutzt werden, sind die Ergebnisse
der Simulation zu bewerten (vgl. Brandes 2008, S. 4). Für die Ausgestaltung des Moduls zur
Modellierung der Prozesskette soll hier aber vom Grundsatz her eine Simulation der Prozess-
ketten nicht das Ziel sein. Es soll lediglich darauf verwiesen werden, dass jene Modelle durchaus
weiterführend nutzbar sind.
90 Quelle: leicht modifiziert übernommen von Großmann und Wiemer 2010, S. 857.






























Modells für einen 
Prozessschritt
Abbildung 4.13: Darstellung eines Ausschnitts einer Prozesskette nach Großmann
und Wiemer90
Um die Prozesskette(nvarianten), die bewertet werden soll(en), darzustellen und
eine geeignete Systemgrenze zu ziehen, erscheint es sinnvoll, zunächst die Prozess-
kette als EPK zu modellieren. Dies ist zweckmäßig, da hierfür eine einheitliche und
allgemeingültige Modellierungssprache vorliegt. Anschließend ist für jeden Prozess
ein detailliertes Prozessmodell aufzustellen. Jenes setzt sich unter Verwendung von
Ansatzpunkten von Dombrowski, Tolio et al. und Wildemann jeweilig aus
Input- Throughput- und Outputmodell zusammen. Zum Inputmodell zählen dabei
alle Einsatzfaktoren, wie Werkstoﬀe, Anlagen und Personal sowie deren jeweilige
Determinanten bzw. wesentliche Charakteristika. Im Throughputmodell werden da-
gegen in erster Linie prozessspezifische Einflussfaktoren gesammelt, die kennzeich-
nend für die stattfindende Transformation sind und vor allem durch das jeweilige
Fertigungsverfahren vorgegeben werden. Diese Einflussfaktoren sind darüber hinaus
maßgeblich für die Eigenschaften des Outputs. Überdies können auch relevante For-
meln für Input-Output-Relationen hinterlegt werden, die auch für die Bewertung
von Interesse sind. Im Outputmodell werden die geforderten und/oder realiserbaren
Eigenschaften des zu fertigenden Produktes anhand wesentlicher Features hinter-
legt. Wesentliche Merkmale, die hierbei zur Beschreibung dienen, sind z. B. Abma-
ße, Genauigkeiten, Geometrien, Gewicht und sonstige Eigenschaften.91 Es erscheint
darüber hinaus sinnvoll, bewertungsrelevante Einflussfaktoren der Umwelt (später
91 Vgl. Knoche 2004, S. 107.
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auch noch als Produktionsumfeld bezeichnet) mit zu erfassen, die unmittelbar auf
die Wirtschaftlichkeit einer Prozesskette wirken. Dies können sowohl interne als auch
externe Faktoren sein. Auch die zuvor ausgeführten Zusammenhänge bezüglich des
grundsätzlich geeignet erscheinenden Aufbaus eines Prozesskettenmodells sind an
einem Beispiel umgesetzt und werden in Abb. 4.14 verdeutlicht.
Das Prozesskettenmodell dient dann letztlich dazu, alle prozessbezogenen Faktoren,
die auch für die Bewertung relevant sind, zu erfassen und übersichtlich darzustellen.
Dadurch soll ein gewisses Prozessverständnis aufgebaut werden, welches zugleich
die Basis für die wirtschaftliche Bewertung darstellt.93 Hierbei spielen überwiegend
technische Größen eine Rolle, wobei aber auch Kostensätze hinterlegt werden kön-
nen, mit denen anschließend gerechnet werden kann. In dem Zusammenhang können
einerseits Soll- Eigenschaften, aber auch Ist-Werte eingepflegt werden, sofern diese
bekannt sind. Sind zu Anfang noch nicht alle Größen bekannt, können diese auch
sukzessive eingepflegt oder mit steigendem Informationsgehalt zunehmend konkre-
tisiert werden.
92 Quelle: eigene Darstellung
93 Vgl. auch Schmelzer und Sesselmann 2010, S. 416.
















































































































































































































Zwischen den einzelnen Prozessen, Objekten, deren Eigenschaften und sonstigen
Einflussfaktoren der Prozesskette bestehen zahlreiche Wechselwirkungen. Dadurch
entsteht bei der Modellierung von Prozessketten schnell ein hoher Grad an Komple-
xität.94 Diese Einflussgrößen sowie Objekte und deren Wechselwirkungen zu erfassen
und anschaulich darzustellen ist Aufgabe des Moduls zur Erfassung von Wechsel-
wirkungen. Die Erfassung von Wechselwirkungen kann einerseits dazu beitragen, die
Ausprägung der Zielgrößen fundierter zu ermitteln und andererseits aber auch für
die Gestaltung der Prozessketten genutzt werden, indem aufgezeigt wird, welche die
wesentlichen Stellschrauben der Wirtschaftlichkeit einer Prozesskette sind. Auch für
die Erfassung und Analyse von Wechselwirkungen existieren vielfältige Instrumen-
te. Hierzu zählen in erster Linie das Ishikawa-Diagramm95, das Baumdiagramm96,
94 Vgl. Eiden und Heidenreich 2000, S. 3.
95 Aufgrund seiner optischen Darstellung wird es auch Fischgräten-Diagramm genannt und dient
gleichzeitig der Strukturierung von Einflussgrößen und (eingeschränkt) auch zur Analyse von
Ursache-Wirkungs-Beziehungen (wobei keine Aussage über Wirkungsstärke und -richtung ge-
troﬀen wird). Vgl. Steven 2007, S. 176; Drews und Hillebrand 2010, S. 148 f., Sperl 1996, S. 115;
Weidner 2014, S. 119. Die relevanten Einflussgrößen eines Prozesses werden in diesem struk-
turiert veranschaulicht, sodass Ansatzpunkte für Verbesserungsmaßnahmen aufgezeigt werden
können. Vgl. Steven 2007, S. 176. Typisch für dieses ist, dass im „Kopf“ das betrachtete Problem
formuliert wird, für welches dann die wesentlichen Einflussbereiche und die jeweiligen Ursachen
des Problems in den Bereichen zu identifizieren sind. Vgl. ebd., S. 177; Drews und Hillebrand
2010, S. 150 f., Syska 2006, S. 63.
96 Baumdiagramme eigenen sich, um die Beziehungen zwischen einzelnen Elementen darzustellen
und sind demgemäß hauptsächlich zur Strukturierung von Einflussgrößen verwendbar. Vgl.
Stolpmann 2007, S. 102. In Baumdiagrammen werden bestimmte Probleme bzw. Untersu-
chungsgegenstände bis zu einem beliebigem Detaillierungsgrad verfeinert, um so die Haupt-
ursachen für spezifische Sachverhalte ableiten zu können. Vgl. ebd., S. 102; Kamiske 2015,
S. 50.
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die Vernetzugsmatrix97, Wirkungsnetze98, Causal Loop-Diagramme99 sowie Ontolo-
gien100
97 Zur Analyse, ob Beziehungen zwischen Einflussgrößen-Paaren bzw. einzelnen Objekten beste-
hen, sowie auch zur Bestimmung der Wirkungsrichtung und -stärke können Vernetzungsmatri-
zen – gleichbedeutend mit Einfluss- oder Wirkungsmatrix sowie Design Strucuture Matrix –
genutzt werden. Vgl. Lindemann 2009, S. 75; Vester 1999, S. 226 ﬀ., Aurich u. a. 2009, S. 722;
Große und Witting 2003, S. 218; Warnecke u. a. 1999, S. 3; Meynerts und Götze 2012, S. 173.
Demgemäß lassen sich Informationen darüber gewinnen, ob eine Größe bestimmend (aktiv)
ist oder durch andere Größen determiniert wird (passiv). Vgl. Lindemann 2009, S. 75. Durch
Bildung der Aktiv- und Passivsummen lassen sich Rückschlüsse darüber generieren, welche Fak-
toren einen sehr hohen Beeinflussungsgrad aufweisen. Vgl. ebd., S. 75; Vester 1999, S. 228 f. Die
MICMAC-Methode soll darüber hinaus noch eine Erweiterung klassischer Einflussmatrizen mit
sich bringen, indem durch Potenzierung der Ausgangsmatrix auch indirekte Zusammenhänge
eine Untersuchung erfahren.Vgl. Meynerts und Götze 2012, S. 174 ﬀ.
98 Wirkungsnetze – oft auch mit Wirkungsgefügen oder Wirkungsketten gleichgesetzt (wobei Wir-
kungsnetze eigentlich eher eine ganzheitliche Systembetrachtung anstreben und Wirkungsket-
ten lediglich isolierte Bereiche untersuchen) – können ebenfalls dazu herangezogen werden, um
Wechselbeziehungen zwischen Einflussfaktoren oder Objekten von Prozessketten zu visualisie-
ren und zu untersuchen. Vgl. Lindemann 2009, S. 74; Liessmann 1997, S. 734; Wilms 2012, S. 9;
Meynerts und Götze 2012, S. 167; Hess 1995, S. 235. Sie lassen sich aus den eben beschriebenen
Wirkungsmatrizen ableiten (siehe Bornemann und Reinhardt 2008, S. 166) und verhelfen dazu,
einen Ausschnitt aus einem komplexen System zu verstehen (siehe ebd., S. 168). In Wirkungs-
netzen werden Einflussfaktoren bzw. Elemente als Knotenpunkte aufgenommen und über ihre
Wirkungsstärke – die durch Pfeile unterschiedlicher Stärke kenntlich gemacht wird – mit ande-
ren Knotenpunkten verbunden. Vgl. Klug 2010, S. 75; Blasius 2003, S. 65 f., Wilms 2012, S. 9;
Bokranz und Kasten 2001, S. 140. Mit Hilfe eines Wirkungsnetzes kann untersucht werden,
welche Änderungen sich bei anderen Größen ergeben, wenn der Status Quo eines Faktors ver-
ändert wird. Vgl. Bornemann und Reinhardt 2008, S. 168. Je weniger Einflussfaktoren in einem
Wirkungsnetz letztlich dargestellt werden, desto höher ist die Wahrscheinlichkeit, jenes auch
zur Verbesserung nutzen zu können, indem sich geschlossene Rückkopplungskreisläufe erstellen
lassen. Vgl. ebd., S. 168.
99 Das Causal Loop-Diagramm ist dem Wirkungsnetz sehr ähnlich. Zusätzlich zu den Verknüpfun-
gen über Pfeile, die ggf. auch die Wirkungsstärke angeben – wie beim Wirkungsnetz – werden
hier aber auch noch Wirkungsrichtungen zwischen einzelnen Einflussfaktoren angegeben. D. h.
es wird entweder mit +/- oder s (same)/o (opposite) kenntlich gemacht, ob ein Faktor auf einen
anderen in der Weise wirkt, dass ein Anstieg (Absenken) ebenfalls zu einem Anstieg (Absenken)
führt oder ein Anstieg (Absenken) ein Absenken (einen Anstieg) der anderen Einflussgröße be-
wirkt. Zu unterscheiden sind daher gleich- und gegengerichtete Beziehungen. Vgl. Strohhecker
2012, S. 119 ﬀ., Maani und Cavana 2007, S. 29; Meynerts und Götze 2012, S. 179. Überdies
sind – aufbauend darauf – auch positive oder negative Feedback-Schleifen zu diﬀerenzieren.
Vgl. Maani und Cavana 2007, S. 31; Küppers, E. W. U. 2013, S. 50; Meynerts und Götze 2012,
S. 180. Dadurch ist die Informationsgüte solcher Diagramme noch etwas höher. Insbesondere
Causal Loops lassen sich daher auch in hohem Maße zur Planung künftiger Szenarien einset-
zen. Vgl. Maani und Cavana 2007, S. 84 ﬀ. Die angewandte Symbolik bei der Modellierung
von Wechselwirkungen in Causal Loops ist bspw. in Strohhecker 2012, S. 129 ﬀ., Meynerts und
Götze 2012, S. 180 nachzulesen.
100 Ontologien entstammen eigentlich der Philosophie und befassen sich ursprünglich mit der Klä-
rung von Problemen der Existenz sowie der Strukturierung und dem Erwerb von Wissens eines
Individuums. Vgl. Cai, Au Yeung und Leung 2012, S. 2; Däubler 2005, S. 42. Der Begriﬀ wurde
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Das Ishikawa-Diagramm ist zwar recht gut zur Strukturierung von Einflussgrößen
z. B. anhand verschiedener Einflussgrößen-Felder geeignet, jedoch nicht zur Darstel-
lung von Wechselwirkungen zwischen verschiedenen Einflussgrößen. Ähnliches triﬀt
auch auf das Baumdiagramm und die Ontologie zu. Möchte man Wechselwirkungen
zwischen Einflussgrößen erfassen und grafisch darstellen, eignen sich insbesonde-
re die Vernetzungsmatrix, Wirkungsnetze und Causal Loop-Diagramme. Die beiden
Letztgenannten sind sich sehr ähnlich. Aufgrund der Tatsache, dass in Causal-Loop-
Diagrammen auch die Wirkungsrichtung verzeichnet wird, sollen diese hier bevor-
zugt Verwendung finden. Bei der Aufstellung von Causal Loop-Diagrammen können
unter Umständen auch Vernetzungsmatrizen eingesetzt werden, um vorab die Be-
deutung einzelner Einflussgrößen für andere zu beurteilen. In dieser Arbeit sollen
beide Instrumente zum Einsatz kommen – jedoch für unterschiedliche Zwecke ge-
nutzt werden.
Ergebnis… 
wirkt auf… Abspulen Plasma Galvanik Schlichtung Aufspulen
Abspulen + + - -
Plasma -- ++ + +
Galvanik -- - + +
Schlichtung -- -- -- ++
Aufspulen -- -- -- --
Abbildung 4.15: Vernetzungsmatrix zur Untersuchung von Wechselwirkungen zwi-
schen Prozessen101
So sollen Vernetzungsmatrizen hier insbesondere angewendet werden, um Wechsel-
wirkungen zwischen einzelnen Prozessen zu erfassen und um innerhalb einer Pro-
sodann in die Informatik übernommen, um Objekte inkl. ihrer Eigenschaften und Beziehungen
zu spezifizieren bzw. kategorisieren. Vgl. Cai, Au Yeung und Leung 2012, S. 2; Alexiev u. a.
2005, S. 16; Däubler 2005, S. 43. Am geläufigsten ist die Definition von Ontologien als „ex-
plicit specification of a shared conceptualization.“ Siehe Gruber 1995, S. 908. Als einheitliche
Beschreibungssprachen haben sich die Web Ontology Language (OWL) (siehe Stuckenschmidt
2010, S. 147) sowie UML (siehe Däubler 2005, S. 64) durchgesetzt. Ontologien sind in erster Li-
nie geeignet, um Objekte verschiedenen unter- und übergeordneten Klassen zuzuordnen. Siehe
hierzu z. B. Cai, Au Yeung und Leung 2012, S. 4 f., Stuckenschmidt 2010, S. 170. Demge-
mäß sind Ontologien auch hauptsächlich zur Strukturierung von Einflussgrößen und weniger zu
Analyse ihrer Wechselbeziehungen geeignet.
101 Quelle: eigene Abbildung
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zesskette eingesetzte Produktionsfaktoren den jeweiligen Prozessen zuzuordnen. Die
Wechselwirkungen zwischen Prozessen werden beurteilt, indem untersucht wird, in-
wiefern das Ergebnis eines vorausgegangenen Prozesses einen nachgelagerten Prozess
beeinflusst. Dadurch können Erkenntnisse darüber gewonnen werden, welche Pro-
zesse innerhalb der Prozesskette einen besonderen Stellenwert aufweisen, indem sie
stark auf andere wirken oder von anderen beeinflusst werden, und demnach auch im
Zuge der Bewertung und Gestaltung verstärkt analysiert werden sollten. Allerdings
wird aus der Matrix nicht immer entnommen werden können, welcher Prozess der
maßgebliche für das zu erzielende Ergebnis der gesamten Prozessketten sein wird,
sodass dies an entsprechender Stelle gesondert zu untersuchen ist. So ist etwa im
Beispiel der Prozess „Plasma“ sehr wichtig, um die nachfolgenden Prozess überhaupt
durchführen zu können, die maßgeblichen Eigenschaften des Outputs werden aber
erst durch die Galvanik erzeugt. Eine beispielhafte Matrix zur Analyse der Wech-
selwirkungen zwischen Prozessen ist Abb. 4.15 zu entnehmen.
Für die Zuordnung von Produktionsfaktoren zu Prozessen ist die Darstellungswei-
se als Vernetzungsmatrix ebenfalls gut geeignet, da in übersichtlicher Form veran-
schaulicht werden kann, welche Produktionsfaktoren innerhalb der Prozesskette zum
Einsatz kommen und welchen Prozessen diese jeweils zugeschrieben werden müs-
sen. Dies wiederum erleichtert die Ableitung von Einflussfaktoren, die durch diese
Produktionsfaktoren bestimmt werden, für die gesamte Prozesskette. Auch dies ist
beispielhaft veranschaulicht in Abb. 4.16.102
Causal Loop-Diagramme hingegen sollen innerhalb des Modells zur Untersuchung
und Herleitung von Wechselwirkungen einerseits dafür genutzt werden, um wesent-
liche Einflussgrößen einzelner Zielgrößen herzuleiten und Zusammenhänge zwischen
diesen aufzudecken, um deren Ausprägung besser prognostizieren sowie diese gestal-
ten zu können und andererseits auch für die Monetarisierung von Nutzeneﬀekten
zum Einsatz kommen. Hierbei müssen nicht zwangsweise immer geschlossene Kreis-
läufe entstehen. So kann beispielweise im Detail untersucht werden, durch welche
Einflussgrößen die Kosten eines Prozesses bedingt werden und wie hierbei technische
und wirtschaftliche Parameter verzahnt sind. Auch dies ist in Abb. 4.17 beispielhaft
dargestellt für den Prozess „Faserbeschichtung“.
102 Von Aurich et al. wird diese Zuordnung auch als objektorientierte Modellierung aufgefasst.
Vgl. dazu Aurich u. a. 2009, S. 722.
103 Quelle: eigen Abbildung
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Zuordnung 














Abbildung 4.16: Zuordnung von Produktionsfaktoren zu Prozessen103
Aus der Abb. 4.17 wird ersichtlich, dass je tiefer die einzelnen Komponenten der
Zielgrößen analysiert werden, desto schneller der Grad an Unübersichtlichkeit steigt.
Mit zunehmender Detaillierung wurden in der Darstellung insbesondere die Maschi-
nenkosten und hier vor allem die Taktzeit sowie die Maschinenstunden und weiter
disaggregiert die Produktionsmenge analysiert. Auch hier könnte jeweils noch weiter
in die Tiefe gegangen werden, um bspw. zu untersuchen, wodurch die Konkurrenzsi-
tuation am Markt determiniert wird. Daraus lässt sich ableiten, dass die Stärke der
Causal Loop-Diagramme zwar darin liegt, sukzessive Einflussfaktoren der Zielgrö-
ßen aufzudecken, die für deren Prognose von Bedeutung sind – was ohne grafische
Untermalung sonst nur schwer fassbar wäre – dies allerdings nicht ganzheitlich ge-
tan werden sollte. D. h., es sollte sich auf einzelne Determinanten der Zielgrößen
beschränkt werden, die dann im Detail zu untersuchen sind. Andernfalls kann es
schnell dazu kommen, dass das Instrument nicht mehr zum Abbau von Komplexi-
tät dient, sondern dies unter Umständen genau entgegenwirkt. Bei Bedarf können
deshalb vorab auch die Vernetzungsmatrizen erstellt werden, in denen wesentliche
Einflussgrößen erfasst und hinsichtlich ihrer Wirkung aufeinander beurteilt werden.
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Durch die Bildung von Aktiv- und Passivsummen lässt sich herausfinden, welche
Einflussgrößen andere besonders stark beeinflussen und welche sehr stark durch an-
dere beeinflusst werden. Dadurch lässt sich herleiten, welche Einflussgrößen eine
































































Abbildung 4.17: Analyse von Einflussgrößen der Herstellkosten eines Prozesses104
Ähnliches gilt für die Anwendung der Causal Loop-Diagramme zum Zwecke der
Monetarisierung von indirekten Nutzeneﬀekten (siehe Kapitel 4.2.5). Hier sollte je-
weils nur eine Zielgröße herangezogen werden, um zu analysieren wie sich die mit ihr
in Zusammenhang stehenden Eﬀekte auf die übergeordneten monetären Größen aus-
wirken. Auch hierzu ist in Abb. 4.18 ein vereinfachtes Beispiel angebracht. Hierzu
ist dargestellt, wie sich die Qualität einer Prozesskette auf Ein- und Auszahlun-
gen auswirkt. Im Detail wird die Methodik der Monetarisierung von Nutzeneﬀekten
allerdings erst an späterer Stelle ausgeführt. Im Beispiel wird untersucht, wie die
104 Quelle: eigene Abbildung
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Determinanten der Qualität einer Prozesskette „Nacharbeit“, „Prozessfähigkeit“ und
„Fehlerrate“ sich gegenseitig beeinflussen und vor allem auch auf die Zahlungen des
Unternehmens wirken. Eine wesentliche Bemessungsgröße ist hierbei vor allem die
Erfüllung der Produktanforderungen, da anhand dieser beurteilt werden kann, ob
Nacharbeit erforderlich ist und ob der Prozess fehlerbehaftet sowie zur Einhaltung
der Qualitätsanforderungen an das Produkt fähig ist. In diesem Zusammenhang
zeigt sich auch nochmals deutlich der Zusammenhang zwischen Anforderungen an




















Abbildung 4.18: Nutzung des Causal Loop-Diagrammes für die Klärung der Zusam-
menhänge zwischen indirekten Nutzeneﬀekten und Zahlungen105
Mit der Analyse der Wechselwirkungen zwischen verschiedenen Faktoren wird somit
ein wesentlicher Grundstein für die Bewertung der Kosten- und Nutzeneﬀekte der
Prozesskette gelegt. Wie konkret die Kosten und Nutzen der Prozessketten ermittelt
werden sollen, wird in den nächsten beiden Modulen erläutert.
105 Quelle: eigene Abbildung
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4.2.5 Nutzenmodul
Bislang wurden in den einzelnen Modulen zwar für die Bewertung von Prozessket-
ten wesentliche, aber dennoch eher vorbereitende bzw. unterstützende Aktivitäten
gezeigt. Wie die Bewertung selbst ausgestaltet werden soll, darauf wird nun im
Folgenden eingegangen. Begonnen werden soll, aufbauend auf dem vorherigen Teil-
kapitel, nun mit der Erläuterung der Bewertung von Nutzeneﬀekten. Zu begründen
ist dies mit der Reihenfolge der Bewertung, ausgehend von der Grob- hin zur Fein-
bewertung. Im Rahmen der Grobbewertung sollen zunächst die Nutzeneﬀekte einer
Prozesskette nicht-monetär bewertet werden, bevor diese dann im nächsten Schritt
einer monetären Betrachtung unterzogen werden können, bei der dann auch Kosten
eine Rolle spielen. Bestandteil des Moduls zur Nutzenbewertung ist daher einerseits
die Erstellung einer geeigneten Methode zur nicht-monetären Nutzenbewertung –
für die Vorauswahl der weiter zu betrachtenden Prozesskettenkettenalternativen –
und andererseits einer Vorgehensweise für die Integration von Nutzeneﬀekten in eine
monetäre Bewertung als Bestandteil der Feinbewertung. Um dies zu ermöglichen,
sollen daher zunächst die unterschiedlichen Methoden der erweiterten Wirtschaft-
lichkeitsrechnung – bei denen die Integration von Nutzeneﬀekten in Wirtschaft-
lichkeitsbetrachtungen ein zentraler Bestandteil ist – beurteilt werden, bevor dann
konkret auf die Ausgestaltung innerhalb der Methodik eingegangen wird. Vorab soll
darüber hinaus auch noch kurz auf die Kategorisierung von Nutzeneﬀekten eingegan-
gen werden, um ein einheitliches Verständnis für die nachfolgenden Ausführungen
zu ermöglichen.
4.2.5.1 Kategorisierung von Nutzen
Zur Kategorisierung von Nutzen existieren zahlreiche Ansätze. Oftmals wird in (mo-
netär) quantifizierbaren sowie nicht-quantifizierbaren Nutzen unterschieden.106 Aber
auch andere Ansätze, wie die Unterteilung in direkte und indirekte Nutzenwirkungen
sind geläufig. In Abbildung 4.19 sind einige Ansätze zur Kategorisierung von Nut-
zen(wirkungen) dargestellt. Die in der Abbildung zuerst aufgeführten Kategorisie-
rungsmöglichkeiten von Nagel bis Schumann stammen originär aus der Literatur
zur Bewertung von Nutzeneﬀekten der Informationstechnologie, lassen sich aber wei-
testgehend auch auf andere Technologien sowie Technik übertragen. Die Ausnahme
106 Vgl. Nagel 1990, S. 24; Greiling und Marschner 2007, S. 12; Schulze 2009, S. 109.
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hierbei dürfte womöglich die Unterteilung von Parker bilden, der Nutzenwirkun-
gen nach den Anwendungsgebieten der Informationstechnologie unterscheidet. So
lässt sich diﬀerenzieren, ob die Informationstechnologie menschliche Arbeit ersetzt,
unterstützt oder ob Anwendungen gänzlich innovativ sind und damit neue Prozess-
strukturen schaﬀen.107
NAGEL direkter Nutzen relativer Nutzen schwer erfassbarer Nutzen
PARKER Nutzen durch komplementären Einsatz Nutzen durch substitutiven Einsatz Nutzen durch strategischen Einsatz
KRCMAR Nutzen aus Kosteneinsparungen Nutzen aus Produktivitätssteigerungen Nutzen aus strategischen Wettbewerbsvorteilen
MERTENS ET AL. direkt quantifizierbarer Nutzen schwer quantifizierbarer Nutzen nicht quantifizierbarer Nutzen
OFFICE OF GOVERNMENT
COMMERCE (OCG) direkter, finanzieller Nutzen direkter, nicht-finanzieller Nutzen indirekter Nutzen






direkter Nutzen indirekter Nutzen
Kosteneinsparungen Produktivitätssteigerungen interner Nutzen externer Nutzen
WARD UND DANIEL finanzieller Nutzen (über Kosten und Preise erfassbar)
quantifizierbarer Nutzen (mittels 
Prognosen)




Nutzen (mittels subjektiver 
Erfahrungswerte)
DENKENA ET AL. direkter Nutzen indirekter Nutzen potenzieller Nutzen
GEISLER
interner Nutzen externer Nutzen
produktbezogener Nutzen prozessbezogener Nutzen produktbezogener Nutzen prozessbezogener Nutzen
ZANGEMEISTER direkt monetärer Nutzen indirekt monetärer Nutzen nicht monetärer Nutzen
BRÜCKNER direkter Nutzen (messbar) indirekter Nutzen (nicht messbar)
Abbildung 4.19: Ansätze zur Kategorisierung von Nutzen108
Auﬀällig ist jedoch weiterhin, dass auch vermeidlich ähnliche Kategorisierungen
unterschiedliche Bedeutung innehaben. So versteht Nagel unter direktem Nut-
zen lediglich die Einsparung gegenwärtiger Kosten, während andere Autoren – wie
bspw. Schumann – hierunter auch Produktivitätseinsparungen subsumieren.109 Bei
Schumann ist direkter Nutzen ferner quantifizierbar und direkt oder indirekt mone-
tär erfassbar. Indirekter Nutzen entzieht sich dagegen einer Monetarisierung weitest-
gehend. Interne Eﬀekte sind weiterhin solche, die nur innerhalb des Unternehmens
Wirkung zeigen (z. B. qualitative Verbesserung von Prozessen), während externe
Eﬀekte positiv auf die Wettbewerbsfähigkeit des Unternehmens wirken.110 Ähnlich
fassen dies auch Denkena et al. auf – auch wenn deren Einteilung von Nut-
zenwirkungen auf die Bewertung von Technologien allgemein gerichtet ist – jedoch
107 Vgl. Parker 1986; Schulze 2009, S. 109 f., Junginger 2004, S. 31 f., Nagel 1990, S. 24.
108 Quelle: eigene Abbildung aus Basis von ebd.; Parker 1986; Krcmar 2015, S. 478 f., Mertens u. a.
1991, S. 182 ﬀ., Pietsch 1996; Greiling und Marschner 2007, S. 12; Schumann 1992, S. 71 ﬀ.,
Ward und Daniel 2006; Denkena u. a. 2009, S. 37; Zangemeister 1999, S. 3; Brückner 2009,
S. 889.
109 Vgl. Nagel 1990, S. 24; Schulze 2009, S. 109; Aichele 2006, S. 68; Schumann 1992, S. 71 ﬀ.
110 Vgl. ebd., S. 71 ﬀ., (Nutzeneﬀekte), S. 12 ﬀ.
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sehen die Autoren direkten Nutzen als direkt monetär erfassbar an, während indirek-
ter Nutzen auch indirekt monetär erfassbar sei. Wie sich potenzielle Nutzeneﬀekte
genau von den anderen beiden Kategorien abgrenzen, wird nicht detailliert beschrie-
ben. Allerdings ist davon auszugehen, dass diese erst längerfristig Wirkung zeigen
und dadurch weitestgehend nicht quantifizierbar und monetär erfassbar sind (z. B.
positive Imageeﬀekte, breites Einsatzspektrum einer Technologie).111 Auch Geis-
ler unterteilt technologiebezogene Nutzenwirkungen. Er unterscheidet in interne
und externe Nutzenwirkungen, die sich jeweils in verbesserten Produkten und/oder
Prozessen äußern können – je nach Art der Technologie.112.
Für die Bewertung von Prozessketten kann geschlussfolgert werden, dass es sinn-
voll ist, in produkt- und prozessorientierten Nutzen zu unterteilen, wobei die eine
Kategorie mit der jeweils anderen unmittelbar verknüpft ist. Weiter hat sich eine
Diﬀerenzierung in quantifizierbare und nicht-quantifizierbare Nutzeneﬀekte als sinn-
voll erwiesen. Nicht-quantifizierbare Nutzeneﬀekte sind solche, die sich meist nur
sehr vage beschreiben und nicht genau abgrenzen lassen (z. B. positive Imagewir-
kungen, Erhöhung des Servicegrades und andere erst langfristig wirksame Eﬀekte).
Zusätzlich empfiehlt sich eine Unterscheidung danach, ob quantifizierbare Nutzen-
eﬀekte auch direkt (z. B. Kosteneinsparungen in Material oder Personal), indirekt
(z. B. Produktivitätssteigerungen, Verringerung Nacharbeit, Erhöhung Flexibilität)
oder schwer/nahezu nicht (z. B. Erhöhung der Mitarbeiterzufriedenheit) monetär
erfassbar sind. Nicht-quantifizierbare sowie nur schwer/nahezu nicht monetarisier-
bare Nutzeneﬀekte bergen das Problem, dass diese sich oftmals nicht ohne weiteres
auf bestimmte Optimierungsmaßnahmen zurückführen lassen und damit eine be-
grenzte Zurechenbarkeit aufweisen.113 Als nahezu nicht monetarisierbar sollen die
Eﬀekte deshalb deklariert werden, da davon ausgegangen wird, dass jeder Eﬀekt in
irgendeiner Weise auf Ein- oder Auszahlungen des Unternehmens wirkt und demzu-
folge auch monetär erfasst werden könnte, allerdings ist dies aufgrund eben thema-
tisierter Zurechenbarkeit sowie der Vielzahl an zwischengeschalteten Einflussgrößen
derart schwierig (bedingt durch die hohe Intransparenz; kann mit einer Black-Box
verglichen werden, da zahlreiche Mechanismen wirken, die nicht bis ins Letzte erfasst
werden können), dass dies nicht in jedem Fall Sinn ergibt und nur, wenn ausreichend
111 Vgl. Denkena u. a. 2009, S. 37 f.
112 Vgl. Schöning 2006, S. 77; Geisler 2001.
113 Vgl. dazu auch Greiling und Marschner 2007, S. 11 ﬀ.
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plausible Annahmen zu Entwicklungen getroﬀen werden können, eine Überführung
in monetäre Zielgrößen forciert werden sollte. Ferner sind derartige Nutzeneﬀekte
auch mit solchen anderer Kategorien verwoben. So kann bspw. eine Erhöhung der
Mitarbeiterzufriedenheit eine höhere Produktivität nach sich ziehen – schwer mo-
netarisierbare und indirekt-monetäre Nutzenwirkungen sind dadurch verkettet und
nicht immer zweifelsfrei voneinander trennbar. Wie sich derartige Nutzeneﬀekte am
besten bewerten lassen, soll im Folgenden weiter diskutiert werden.
4.2.5.2 Durchführung der Nutzenermittlung
Wie bereits mehrfach erwähnt, soll in der vorliegenden Arbeit ein mehrstufiges Vor-
gehen zur Bewertung von Prozessketten angewandt werden. In der ersten Stufe soll
der Nutzen der Prozessketten semi-quantitativ und nicht-monetär bewertet werden,
während in der zweiten Stufe eine monetäre Bewertung erfolgt, bei der auch die
Nutzenbestandteile, die in Geldeinheiten überführbar sind, mit berücksichtigt wer-
den können (bei Wahl der Variante 3). Monetarisiert werden soll hierbei vor allem
indirekt monetarisierbarer Nutzen. Bei schwer monetarisierbaren Nutzeneﬀekten ist
hingegen abzuwägen, mit welcher Genauigkeit Schätzungen zu den monetären Eﬀek-
ten abgegeben werden können. Wird sich hingegen dafür entschieden, abschließend
lediglich die Kosten den semi-quantitativ erfassten Nutzenwirkungen gegenüberzu-
stellen (Variante 1 und 2), wird das Bewertungsergebnis der ersten Stufe in die
zweite Stufe mit einbezogen. Zwar soll die Grobbewertung in erster Linie der Vor-
auswahl weiter zu betrachtender Prozesskettenvarianten dienen, jedoch wird für die
abschließende Beurteilung und Entscheidung auch der ermittelte Nutzen mit her-
angezogen. Das beschriebene Vorgehen für die hierbei zur Anwendung kommende
erweiterte Wirtschaftlichkeitsrechnung ist in Anlehnung an die Arbeiten von Zan-
gemeister erstellt und in Abb. 4.20 veranschaulicht. Für die Nutzenermittlung
im ersten Schritt (Grobbewertung) soll dabei die Nutzwertanalyse unter Rückgriﬀ
auf Aspekte des AHP zum Einsatz kommen114, während für die Monetarisierung
von Nutzeneﬀekten (Feinbewertung) auf bislang kein konkretes Verfahren zurück-
gegriﬀen werden kann. Eine geeignete Vorgehensweise ist für diesen Fall noch zu
erarbeiten. Auf die Ausgestaltung der beiden Bewertungsschritte soll nun im Fol-
114 Warum sich an dieser Stelle für die Nutzwertanalyse entschieden wurde, soll nachfolgend gleich
noch erörtert werden.
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genden vertieft eingegangen werden.
Um die nötigen Voraussetzungen für die Nachvollziehbarkeit der nachfolgend erar-
beiteten Vorgehensweisen zu schaﬀen, sei aber dennoch noch einmal kurz auf die zur
Anwendung kommenden Verfahren der Kosten-Wirksamkeitsanalyse, in Verbindung
mit der Nutzwertanalyse und des AHP, sowie die Kosten-Nutzen-Analyse eingegan-
gen.
DieNutzwertanalyse – auch Punktbewertungs- oder Scoringverfahren genannt115
– geht ebenfalls auf Zangemeister zurück. Sie ist ein Verfahren, das aufgrund sei-
ner einfachen und vielseitigen Handhabung vielfach Anwendung findet, wenn meh-
rere Zielgrößen in die Bewertung eingehen. Die Nutzwertanalyse vermag es, sowohl
qualitative als auch quantitative Eﬀekte in die Bewertung mit einzubeziehen. Aus
diesem Grund findet sich die Nutzwertanalyse auch bei zahlreichen mehrdimensional
ausgerichteten Ansätzen zur Bewertung von Prozessketten im Teilkapitel 3.3.
Im Rahmen der Nutzwertanalyse können mehrere gewichtete Zielgrößen berück-
sichtigt werden und sie ist sowohl für Einzel- als auch für Kollektiventscheidungen
heranziehbar.116 Die Erfüllung der einzelnen Ziele der bestehenden Alternativen gilt
es zu bemessen und in einem Teilnutzenwert auszudrücken. Durch Einbeziehung
der Kriteriengewichte können die Teilnutzwerte zu einem Gesamtnutzwert aggre-
giert werden.117 Gemäß Zangemeister sind hierbei auch die Kosten einer Variante
als Zieldimension mit aufzunehmen.118 Dadurch ist das bereits mehrfach diskutier-
te Problem gegeben, dass die Zielkriterien nicht unabhängig sind.119 Als Reaktion
hierauf fordert eine Vielzahl an Autoren die Nutzenunabhängigkeit der Zielkriteri-
en als Prämisse des Verfahrens.120 Die Festlegung der Gewichtung kann auf Basis
einer direkten oder einer indirekten Intervallskalierung erfolgen.121 Hinsichtlich der
Bestimmung der Ausprägung der Zielkriterien können entweder Nominal-, Ordinal-,
oder auch Kardinalskalen dienen. Für die Transformation der Zielkriterienerfüllung
in einen Teilnutzenwert sollten diese aber so transformiert werden, dass dieser sich
115 Vgl. Haag u. a. 2011, S. 327.
116 Vgl. Blohm, Lüder und Schaefer 2012, S. 150; Zangemeister 1970, S. 45.
117 Vgl. Götze 2014, S. 193; Haag u. a. 2011, S. 328; Blohm, Lüder und Schaefer 2012, S. 151 f.,
Zangemeister 1970, S. 55 ﬀ., Zangemeister 1999, S. 26.
118 Vgl. ebd., S. 26; Zangemeister 1970, S. 79.
119 Vgl. dazu auch Götze 2014, S. 194; Haag u. a. 2011, S. 327.
120 Vgl. Blohm, Lüder und Schaefer 2012, S. 171.
121 Vgl. Götze 2014, S. 194; Zangemeister 1970, S. 162 ﬀ., Zangemeister 1976, S. 163 ﬀ., Blohm,
Lüder und Schaefer 2012, S. 154.
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kardinal abbilden lässt. Die Überführung in Teilnutzenwerte sollte hierbei mithilfe
von Transformationsfunktionen von statten gehen.122 Als kritisch wird an der Nutz-
wertanalyse erachtet, dass die Erstellung der Transformationsfunktionen und die
der Gewichte unabhängig voneinander erfolgen und damit unter Umständen nicht
konsistent sind.123
Bei derKosten-Wirksamkeits-Analyse125 wird auf der einen Seite eine monetä-
re Rechnung durchgeführt und auf der anderen Seite eine präferenzbestimmte Nutz-
wertanalyse vollzogen.126 Damit wird die Kritik an der klassischen Nutzwertanalyse
aufgehoben, indem eine separate Wirtschaftlichkeitsrechnung mit monetären Größen
durchgeführt wird und die monetären Größen nicht direkt in die Nutzwertanalyse
eingehen. An Stelle der bloßen Ermittlung von Kosten ist auch eine Bestimmung des
Kapitalwertes o. Ä. denkbar.127 Wird auch bei der Nutzwertanalyse die Prämisse
der Nutzenunabhängigkeit strikt eingehalten, unterscheiden sich die Verfahren kaum.
Witte sieht den Unterschied darin, dass bei der Kosten-Wirksamkeits-Analyse –
anders als bei der Nutzwertanalyse – die Wirksamkeitswerte durch die Projektkos-
ten dividiert werden. Dadurch würde ein teilweise monetäres Endergebnis erlangt.128
Diese Vorgehensweise ist aber keineswegs typisch für die Kostenwirksamkeitsanalyse,
zumal sie nur eine scheinbare Vergleichbarkeit generiert129 und so können gleichsam
am Ende zwei Zielgrößen – die Wirksamkeitswerte und die Kosten – vorliegen. Ist
das Ergebnis hierbei nicht eindeutig, muss in der Regel eine gewichtete Wertsynthe-
se der Größen „Kosten“ und „Nutzen“ – also nochmalig eine Art Nutzwertanalyse –
erfolgen.130 Auf in diesem Fall zur Anwendung kommende Entscheidungsregeln soll
überdies im Nachfolgenden noch eingegangen werden. Rinza schlägt darüber hin-
aus vier Möglichkeiten vor, um eine Gegenüberstellung von Kosten und Nutzwerten
zu erreichen: die Bildung eines Quotienten aus Nutzwert und Kosten, die Gegen-
überstellung der Größen in einem Diagramm, die Bestimmung des kostenmäßigen
Vorteils auf dem Markt oder die Transformation der Kosten in einen Nutzwert.
122 Vgl. Götze 2014, S. 195; Witte 1989, S. 24; Blohm, Lüder und Schaefer 2012, S. 158 ﬀ.
123 Vgl. Götze 2014, S. 200.
124 Quelle: eigene Abbildung erstellt in Anlehnung an Zangemeister 1999, S. 25.
125 Wir von Rinza auch als Nutzwert-Kosten-Analyse bezeichnet; siehe Rinza und Schmitz 1992.
126 Vgl. Zangemeister 1999, S. 27.
127 Vgl. Götze 2014, S. 194.
128 Vgl. Witte 1989, S. 29.
129 Vgl. ebd., S. 29.
130 Vgl. Zangemeister 1999, S. 27; Götze 2014, S. 196.
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Semi-quantitative Bewertung  – Stufe 1 (Grobbewertung)




























Variante 2: langfristige Kostenbestimmung










Abbildung 4.20: Erweiterte Wirtschaftlichkeitsrechnung zur Integration des Nutzens
in die Bewertung von Prozessketten124
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Für praktikabel hält er hierbei lediglich die drei ersten Optionen.131 Durch diese
Vorgehensweisen ergeben sich jedoch unterschiedliche Probleme, weshalb diese hier
nicht (ausschließlich) angewandt werden sollen. So ist im Zusammenhang mit der
Quotientenbildung kritisch anzumerken, dass die absoluten Werte außen vor gelas-
sen werden, indem nur aufgrund des Verhältnisses eine Entscheidung getroﬀen wird
und darüber hinaus eine unterschiedliche Bedeutung von Kosten und Nutzen hier-
bei gar keine Rolle spielt. Im Ergebnis werden bei der Kosten-Wirksamkeits-Analyse
demnach direkte Nutzeneﬀekte monetarisiert, indirekt-monetarisierbare Eﬀekte hin-
gegen lediglich quantifiziert.
Der AHP – der wie zuvor festgestellt – alternativ zur Nutzwertanalyse angewandt
werden kann, geht auf Saaty zurück und ist methodisch an der Nutzwertanaly-
se angelehnt.132 Demgemäß dient er auch dazu, sämtliche Nutzenkategorien (semi-
)quantitativ zu betrachten und einer Bewertung zu unterziehen.133 Eine Monetari-
sierung findet, wie bei der Nutzwertanalyse, damit aber nicht statt. Charakteris-
tisch für den AHP ist, dass das Problem in Teilprobleme aufgegliedert wird, woraus
sich eine Hierarchie aus verschiedenen Ziel- und Maßnahmenebenen ergibt.134 Auf
der untersten Ebene der Hierarchie sind die Alternativen angesiedelt. Weiterhin ist
kennzeichnend, dass die relative Bedeutung der einzelnen Kriterien mit Hilfe von
Paarvergleichen ermittelt wird.135 Die Durchführung des AHP gliedert sich in fol-
gende Schritte136:
1. Bildung der Hierarchie,
2. Ermittlung der Prioritäten,
3. Berechnung der Prioritätenfaktoren (Gewichtungsfaktoren),
4. Prüfung der Konsistenz der Prioritätenbeurteilungen,
5. Bestimmung von Ziel- und Maßnahmenprioritäten für die gesamte Hierarchie.
Ähnlich wie bei der Nutzwertanalyse ist darauf zu achten, dass keine Beziehun-
131 Vgl. Rinza und Schmitz 1992, S. 145 ﬀ.
132 Auch der AHP wurde bei einigen der Ansätze in Teilkapitel 3.3 als Bewertungsverfahren her-
angezogen.
133 Vgl. Götze 2014, S. 201.
134 Vgl. ebd., S. 200; Saaty 1990a, S. 9.
135 Vgl. Götze 2014, S. 201; Blohm, Lüder und Schaefer 2012, S. 173.
136 Vgl. Götze 2014, S. 201.
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gen zwischen Elementen einer Ebene vorliegen und dass diese vergleichbar sind.137
Die Bestimmung der Prioritäten im Bezug auf das jeweils übergeordnete Element in
der Hierarchie erfolgt typischerweise auf Grundlage von Paarvergleichen. Der Paar-
vergleich setzt voraus, dass sich die Elemente auf einer Verhältnisskala bewerten
lassen.138 Für die Bemessung wird durch Saaty eine neunstufige Skala vorgeschla-
gen – wobei der Wert eins bedeutet, dass zwei Elemente die gleiche Bedeutung haben
und der Wert neun bedeutet, dass ein Element absolut dominierend ist – mit wel-
cher verbale Einschätzungen in Zahlenwerte transformiert werden können.139 Aus
den Paarvergleichen der einzelnen Elemente lässt sich sodann ein Prioritätenvek-
tor ableiten, der die relative Bedeutung der einzelnen Elemente widerspiegelt und
zur Ableitung der Gewichtungsfaktoren genutzt werden kann.140 Die nachfolgende
Überprüfung der Beurteilungen wird notwendig, da nicht von der Konsistenz aller
Paarvergleichsschätzungen ausgegangen werden kann.141 Um das Gesamtergebnis –
also die Bewertung der Alternativen mit Blick auf die obersten Ziele – zu erlangen,
sind die gesammelten Gewichtungsvektoren jeweils im Bezug auf die nächst-höhere
Ebene zu aggregieren.142 Die globale Priorität ergibt sich dann – ähnlich wie beim
Nutzwert – aus der Summe der Teilprioritäten.143 Auﬀallend ist bereits bei der
Beschreibung, dass sowohl der Datenermittlungs- als auch der Rechenaufwand hö-
her als bei Nutzwertanalyse sind. Auf der anderen Seite bietet das Verfahren aber
auch den Vorteil, durch die 9-Punkte-Skala auch Attribute mit unterschiedlichen
Messbarkeitsniveaus beurteilen zu können. Die Skala selbst ist aber auch mit etwas
Vorsicht zu genießen, da die Abstufung zwischen den einzelnen Skalenwert nicht
immer einwandfrei zu beurteilen ist.144
Die Kosten-Nutzen-Analyse145 ist als monetär ausgerichtetes Verfahren anzu-
sehen, bei der neben direkten auch indirekt-monetäre Eﬀekte in die Analyse ein-
gehen. Nicht-monetarisierbare Eﬀekte werden dagegen nur argumentativ betrach-
137 Vgl. Götze 2014, S. 201.
138 Vgl. ebd., S. 202; Blohm, Lüder und Schaefer 2012, S. 173.
139 Vgl. Saaty 1980, S. 54; Blohm, Lüder und Schaefer 2012, S. 173.
140 Vgl. Götze 2014, S. 203.
141 Vgl. ebd., S. 206.
142 Vgl. ebd., S. 208.
143 Vgl. ebd., S. 210.
144 Vgl. ebd., S. 216.
145 Blohm et al. fassen sowohl die Kosten-Nutzen-Analyse als auch die Kostenwirksamkeits-
analyse unter der Gruppe der Nutzen-Kosten-Untersuchungen zusammen. Vgl. hierzu Blohm,
Lüder und Schaefer 2012, S. 175.
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tet und werden als intangible Eﬀekte bezeichnet.146 147 Die Kosten-Nutzen-Analyse
ist aufgrund der bloßen Berücksichtigung monetärer Größen als eindimensionales
Bewertungsverfahren zu verstehen. Da aber auch indirekt-monetarisierbare Nut-
zenwirkungen berücksichtigt werden, ist das Bewertungsproblem als solches den-
noch mehrdimensional zu betrachten.148 149 Formal unterscheidet sich die Kosten-
Nutzen-Analyse damit nicht von einer traditionellen Wirtschaftlichkeitsrechnung,
wie der Berechnung eines Kapitalwertes, argumentieren Blohm et al.. Das Vor-
teilhaftigkeitskriterium sei deshalb der Barwert aller Nettonutzen.150 Haag et al.
schlagen eine Unterteilung der Kosten-Nutzen-Analyse in eine Vorbereitungs-, eine
Berechnungs- und eine Beurteilungsphase vor.151 Die Gegenüberstellung von mone-
tarisierten Nutzen und Kosten lassen sich dann auch bspw. in eine Kapitalwertbe-
rechnung einbetten.152 Auf dem Prinzip der Kosten-Nutzen-Analyse gründen auch
weitere Ansätze der EWA bspw. nach Vieweg153, Elias154 und Zülch et al..155
Allen dieser Ansätze ist gemein, dass diese sich hauptsächlich mit der Trans-
formation indirekter Eﬀekte wie der Verringerung von Fluktuation etc. in Kos-
ten(einsparungen) befassen. Daher können ebenso alle weiteren Ansätze, die sich
mit der Erfassung von Kosten(einsparungen), bedingt durch qualitative Größen,
146 Vgl. Zangemeister 1999, S. 25 f., Blohm, Lüder und Schaefer 2012, S. 176; Levin und McEwan
2000, S. 11; Witte 1989, S. 21; Haag u. a. 2011, S. 329.
147 Oftmals findet die Kosten-Nutzen-Analyse eher in volkswirtschaftlich ausgerichteten Analyse-
problemen Anwendung und ist daher auch nur begrenzt auf betriebswirtschaftliche Entschei-
dungssituationen zugeschnitten. Vgl. hierzu z. B. ebd.; Brent 2006; Witte 1989, S. 15; Layard
und Glaister 1994. Eine produktions- und kostentheoretische Begründung für die Notwendigkeit
der Monetarisierung indirekt-monetärer Eﬀekte liefert Steffen. So argumentiert er, dass sich
aufgrund veränderter Arbeitsbedingungen auch das Verhalten der Mitarbeiter ändere und dies
sowohl Auswirkungen auf Folgekosten (bedingt durch Fehlzeiten oder Produktionsfehler) als
auch auf die Leistung (z. B. Qualitätsverbesserungen) habe, die den indirekten Kosten auch in
adäquater Form gegenübergestellt werden sollten; Vgl. Steﬀen 1978, S. 421 ﬀ.
148 Vgl. Witte 1989, S. 22.
149 Aufgrund dieser Zwiespältigkeit wurden derartig ausgerichtete Ansätze im Teilkapitel 3.4 als
hybride Ansätze bezeichnet.
150 Vgl. Blohm, Lüder und Schaefer 2012, S. 176.
151 Die einzelnen Schritte können Haag u. a. 2011, S. 330 entnommen werden.
152 Vgl. ebd., S. 330.
153 Vieweg beschreibt insbesondere Wege der Erfassung von Kosten der Fluktuation, der Flexibili-
tät sowie der Qualität. Darüber hinaus werden aber auch die bewerteten Leistungen einbezogen.
Vgl. Vieweg 1986.
154 Elias befasst sich mit Humanvermögensrechnungen. Vgl. dazu Elias 1985.
155 Vgl. Zülch, Richter und Horváth 1997.
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wie bspw. der Flexibilität156, der Wandlungsfähigkeit157, der Komplexität158, der
Leistungsfähigkeit/ Produktivität159, der Zeit160, der Ökologischen Verträglichkeit161
sowie der Qualität162 einen Beitrag leisten, indirekt-monetäre Eﬀekte zu bewerten
und eine Kosten-Nutzen-Analyse methodisch zu unterstützen.163 Auch der bereits
im Teilkapitel 3.4 vorgestellte Ansatz von Denkena et al. zur Bewertung von
Technologie- und Prozessketten des TCBO basiert im Grundsatz auf einer Kosten-
Nutzen-Analyse, indem alle wesentlichen Kosten- und Nutzen-Eﬀekte monetarisiert
werden sollen und schließlich zur Berechnung der Zielgröße des Net Present Value
dienen.164 165 166
4.2.5.3 Nutzwertermittlung – Grobbewertung
Bei der Grobbewertung spielen vor allem jene Eﬀekte eine Rolle, die nicht di-
rekt monetär vorliegen. Kosteneinsparungen, die aus Material oder Fertigung re-
156 Vgl. Miltenburg 1987; Kaluza und Blecker 2005, S. 10 f., Haasis und Juechter 2007; Copeland
und Keenan 1998; Fischer 1993; Lambertz 2009, S. 40 ﬀ., Zäh, Michael F., Bredow, Max von,
Möller und Müssig 2006; Nagel 2002, S. 16 ﬀ., Hopfmann 1988, S. 97 ﬀ., Möslein-Tröppner
2010, S. 74 ﬀ., Michalos u. a. 2011.
157 Vgl. Glose, Bürger und Roth 2014, S.654 f.
158 Vgl. Battenfeld 2001; Olbrich und Battenfeld 2005.
159 Vgl. Groth 1992.
160 Vgl. Bloech 2000.
161 Vgl. Lange und Ukena 1996; Cansier 1996.
162 Vgl. Graf 1997; Sasse 2000; Sasse 2001; Tomys 1993; Brückner 2009, S. 890 f., Rudolf und
Ziegler 2001.
163 Analog dazu bestehen Ansätze, die sich zwar nicht mit der Monetarisierung, dafür aber mit
der Messung der genannten Größen beschäftigen – so z. B. mit der Messung von Flexibilität;
vgl. Hocke 2004; Arms u. a. 2014; Hotter und Engelhardt-Nowitzki 2010, S. 62 f., Rathje 2007,
S. 54 ﬀ., Eversheim und Fuhlbrügge 1993, S. 41 ﬀ., Hocke und Heinzl 8/2006. Diese Ansätze
spielen einerseits vorgelagert für die Monetarisierung eine Rolle, andererseits aber auch für die
Verfahren, die lediglich eine Quantifizierung von Kosten und/oder Nutzen vornehmen – bspw.
die Nutzwertanalyse. Die Ansätze sollen an dieser Stelle aber nicht im Einzelnen betrachtet
werden.
164 Vgl. Denkena, Schürmeyer und Eikötter 2011; Denkena und Eikötter 2011; Denkena, Schür-
meyer und Eikötter 2010.
165 Analog triﬀt die auch auf alle weiteren hybriden Ansätze zur Bewertung von Prozessketten zu,
die im Teilkapitel 3.4 diskutiert worden sind.
166 Neben der Kosten-Nutzen-Analyse existieren weitere Ansätze, denen zugesprochen wird, dass
sie die Möglichkeit bieten, direkt, indirekt sowie schwer quantifizierbare Nutzeneﬀekte in mone-
tärer Form mit einzubeziehen – auch wenn diese von Zangemeister nicht direkt angesprochen
werden, um erweiterte Wirtschaftlichkeitsanalysen zu stützen. Hierzu zählen der Total Value of
Ownership, der Total Value of Opportunity, die Rapid Economic Justification sowie der Total
Economic Impact. Vgl. Vgl. Denkena, Blümel und Lorenzen 2007, S. 561.
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sultieren, sind dementsprechend zunächst irrelevant. Gemäß der in Teilkapitel 4.2.2
aufgestellten Zielhierarchie würden hierbei also die Zielgrößen Qualität, Umweltver-
träglichkeit, Zeit, Flexibilität und Produktivität einfließen. Für die Anwendung der
Nutzwertanalyse als geeignetes Verfahren für die Grobbewertung soll sich hier aus
mehreren Gründen entschieden werden. Da für die Grobbewertung ein Verfahren
angewandt werden sollte, dass keinen erheblichen Datenbeschaﬀungs- und Rechen-
aufwand mit sich bringen sollte, scheidet der AHP als Verfahren grundsätzlich aus.
Dennoch sollen ein paar Vorgehenweisen des AHP auch in ähnlicher Form in das
hier zur Anwendung kommende Verfahren der Nutzwertanalyse integriert werden.
Somit wird zwar grundsätzlich den Schritten der Nutzwertanalyse gefolgt, diese sind
jedoch hinsichtlich einiger Spezifikationen modifiziert. Als eng verwandt mit der
Nutzwertanalyse gilt auch die MAUT. Da für diese aber die Kriterienausprägun-
gen zwangsweise recht nahe beieinander liegen müssen, scheidet diese ebenfalls aus.
PROMETHEE wird zwar ein moderater Aufwand zugesprochen, jedoch kann die-
ser in erster Linie zur Eliminierung der schwachen Alternativen eingesetzt werden.
Für die Grobbewertung allein würde dies zwar an sich reichen, jedoch sollen die
Ergebnisse aus Schritt 1 zum Teil auch in die nachfolgenden Bewertungsschritte mit
einfließen und zur Entscheidungsfindung herangezogen werden, sodass dieser hier
ebenfalls nicht genügend Potenzial birgt. Somit ist die Nutzwertanalyse trotz der
bekannten Defizite das präferierte Verfahren. Jedoch werden die Schwächen abge-
federt, indem Kosten nicht direkt und direkt monetäre Nutzeneﬀekte (in Form von
Kosteneinsparungen) nicht unmittelbar in die Bewertung integriert werden. Zudem
sollen für die Bewertung der Alternativen ebenfalls Paarvergleiche zur Anwendung
kommen, die es erlauben, Attribute mit unterschiedlichen Messbarkeitsniveaus be-
urteilen zu können. Auf die Durchführung der Nutzwertanalyse zur Bewertung von
Prozessketten wird nun im Weiteren eingegangen.
Für die Bewertung von Prozessketten wird das Vorgehen der Nutzwertanalyse um
einige spezifische Schritte erweitert. Darüber hinaus werden – wie schon erwähnt –
einige Vorgehensweisen, die auch beim AHP zur Anwendung kommen, hier ange-
wandt. Die Schritte zur Durchführung einer Nutzwertanalyse für die Bewertung von
Prozessketten sind in Abb. 4.21 zusammengefasst.
167 Quelle: eigene Abbildung
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Aufstellung der Zielhierarchie
Bestimmung der Zielkriterien
Festlegung der Optimierungsrichtung (min oder max) und von 
Schwellwerten
Gewichtung der Zielgrößen und Prozesse
Bestimmung der Kriterienausprägung der Prozesse
Aggregation zu Prozessketten
Normierung der Kriterienwerte der Prozessketten
Bestimmung der Teilnutzwerte
Aggregation zum Gesamtnutzwert
Abbildung 4.21: Schritte der Nutzwertanalyse bei der Bewertung alternativer Pro-
zessketten167
Im ersten Schritt sind die Zielhierarchie aufzustellen und im zweiten Schritt Krite-
rien für die jeweiligen Ziele und Unterziele zu definieren. Da dies bereits im Rahmen
der Aufstellung des Zielsystems für die Bewertung im Modul „Zielsystem“ erfolgt
ist, können die entsprechenden Informationen einfach übernommen werden. Wie be-
reits erwähnt, sollen hierbei lediglich die nicht-monetären Eﬀekte einer Betrachtung
unterzogen werden. Ähnlich dem AHP sind auf der letzten Hierarchiestufe die zu
bewertenden Alternativen anzuordnen. Dies wären in diesem Fall die alternativen
Prozessketten. Diesen sind zudem nochmalig die zugehörigen Prozesse zuzuordnen,
die zuerst bewertet und dann zu Prozessketten aggregiert werden. Die Prozessket-
tenalternativen sind hierbei dem Modul „Prozesskettenmodell“ zu entnehmen. Ge-
gebenenfalls ist darüber hinaus weiter in Subprozesse etc. zu diﬀerenzieren. Daraus
ergibt sich eine hierarchische Struktur, die in Abb. 4.22 aufgezeigt ist.
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Abbildung 4.22: Aufstellung der Zielhierarchie für die Nutzwertermittlung der Pro-
zessketten168
Nachfolgend sind für die einzelnen Zielgrößen die Optimierungsrichtung sowie
Schwellwerte zu bestimmen. Bei Bedarf können auch Soll-Werte festgesetzt werden,
an denen sich im weiteren Verlauf der Bewertung noch orientiert werden kann. Die
Optimierungsrichtung meint, festzusetzen, ob eine Zielgröße möglichst minimiert
oder maximiert werden soll. So soll beispielsweise die Kapazitätsauslastung mög-
lichst maximiert werden, um die im Prozess eingesetzte Fertigungsanlage bestmög-
lich zu nutzen, während die Hauptzeit für die Bearbeitung eines Bauteils minimiert
werden sollte. Schwellwerte (= Ausschlusskriterien) sind dagegen zu definieren, um
einerseits Alternativen bei Über- oder Unterschreiten festgelegter Werte schon vor-
zeitig aus dem Bewertungsvorgang zu eliminieren und andererseits, um die Normie-
rung der Werte anhand dieser durchführen zu können. Obwohl bei der Bewertung per
se davon ausgegangen wird, dass die Alternativen technologisch machbar sind, kann
es dennoch bei der detaillierten Ermittlung bestimmter Zielkriterien unter Berück-
sichtigung konkreter Produktionsfaktoren dazu kommen, dass Schwellwerte nicht
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erreicht werden.169 Beispielsweise kann es sein, dass eine Prozesskette ausgeschlos-
sen wird, wenn die Oberflächengüte so schlecht ist und dadurch keine ausreichende
Prozessfähigkeit gewährleistet ist, dass selbst andere, positiv abschneidende Kriteri-
en dadurch nicht kompensiert werden können. An dieser Stelle hätte ein Ausschluss
der Prozesskette zu erfolgen, da die Mindestanforderungen an die Produktqualität
nicht erreicht werden.170 Dies betriﬀt vor allem qualitative Anforderungen, jedoch
können gleichermaßen auch Vorgaben für Fertigungszeiten und Kapazitäten getrof-
fen werden. Dadurch wird es möglich, die Anzahl der zu bewertenden Prozessketten
einzudämmen, was auch der Transparenz innerhalb der Bewertung zuträglich ist.171
Soll-Werte können hingegen ebenfalls dazu dienen, die Normierung der Kriterien-
werte später durchzuführen. Welche Vorgehensweise hier zu präferieren ist, wird
nachfolgend gleich noch näher diskutiert werden.
Im darauﬀolgenden Schritt werden nun die Kriteriengewichtungen sowie wie die
Gewichtungen der einzelnen Prozesse festgelegt. Die hier als Kriteriengewichtung
bezeichnete Vorgehensweise dient genauer der Gewichtung der einzelnen Ziele der
Hierarchie und kann sowohl top-down oder bottom-up erfolgen. Zur Durchführung
der Kriteriengewichtung soll sich an den Paarvergleichen des AHP orientiert werden,
wobei hierzu keine neun-stufige Skala zum Einsatz kommen soll, sondern lediglich
eine mit drei Stufen. Ähnlich handhaben dies auch Fallböhmer173 und Warne-
cke174. Die Gegenüberstellung der Kriterien wird in einer Bewertungsmatrix voll-
zogen. Dies ist Abb. 4.23 entnehmbar und wird beispielhaft für die Unterziele des
Ziels „Qualität“ durchgeführt.
169 Vgl. Schell 1996, S. 64.
170 Siehe in ähnlicher FormKaschka 1999, S. 62.
171 Vgl. ebd., S. 62.
172 Quelle: eigene Abbildung in Anlehnung an Warnecke 1999, S. 9–48.
173 Vgl. Fallböhmer 2000, S. 31.






































barkeit 1 1 2 2 6 0,33
Prozessfähigkeit 2 1 2 2 7 0,39
Ausschuss 0 0 1 2 3 0,17






2: Zeilenkriterium ist wichtiger als Spaltenkriterium
1: Zeilenkriterium ist genauso wichtig wie Spaltenkriterium
0: Zeilenkriterium ist weniger wichtig als Spaltenkriterium
Gi: Gewichtungsfaktor
Abbildung 4.23: Gewichtung der Ziele der Bewertung172
Um im Rahmen der Ermittlung der Kriterienausprägung die Ergebnisse der Pro-
zesse auch auf Prozesskettenebene aggregieren zu können, sind darüber hinaus Be-
deutungsgewichte für die Prozesse je Prozesskettenalternative festzulegen. Dies kann
einerseits nach subjektiver Abschätzung durch Experten der Wichtigkeit der Prozes-
se zur Wertgenerierung bzw. zur Produkterstellung erfolgen oder aber ebenfalls über
eine Bewertungsmatrix als Hilfsmittel. Falls weitere Subprozesse vorliegen, müsste
diese Zuweisung der Bedeutungsgewichte analog gehandhabt werden, um jene dann
auf Prozessebene zu verdichten. Vorgegangen wird hierbei folglich immer von der
untersten zur höchsten Betrachtungsebene.
Im nächsten Schritt der Bewertung sind die Alternativen nun hinsichtlich der Kri-
terienausprägung zu beurteilen. Hierzu wird – wie bereits angedeutet – immer die
kleinste Einheit der Prozesskette betrachtet. Im Regelfall wird dies ein einzelner
Prozess sein. Die Prozesse werden nun anhand der zuvor festgelegten Bewertungs-
kriterien und ihrer entsprechenden Einheit bewertet. So kann beispielsweise der Aus-
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schuss anhand der Kennzahl „Parts per Million“ bewertet werden, d. h. wie viele
Teile bei einer Produktionsmenge von 1.000.000 Stück (auch Kilogramm, Liter o.
Ä.) fehlerhaft sind. Gleichsam sind in in diesem Schritt Prozesse bzw. daraus re-
sultierend auch ganze Prozessketten aus der Bewertung auszuschließen, wenn sich
durch den Abgleich von Kriterienausprägung und Schwellwert ergibt, dass jener für
die spezifisch festgelegte Kennzahl unterschritten wurde. Dadurch wird bereits eine
Vorselektion erreicht.
Nachfolgend sind dann die Kriterienausprägungen der Prozesse (oder aber Subpro-
zesse) auf die nächsthöhere Ebene – also die der Prozesskette – zu aggregieren. Dies
sollte in der Regel anhand der zuvor festgelegten Bedeutungsgewichte der Prozesse
geschehen. In Ausnahmefällen kann es aber auch sinnvoll erscheinen, eine andere
Vorgehensweise zu wählen. So ist es denkbar, dass Kennwerte lediglich aufsummiert
werden (z. B. falls die Anzahl eingesetzter Werkzeuge ermittelt werden soll) oder
dass ausschließlich der letzte Kennwert entscheidend ist. Dies ist besonders dann
relevant, wenn qualitätsbezogene Merkmale beurteilt werden. Wird z. B. die Pro-
zessfähigkeit anhand der Oberflächengüte bestimmt und ist diese nicht ausreichend
reproduzierbar, wird dies v. a. im letzten Schritt der Prozesskette von besonderem
Interesse sein, da erst dann die Produktmerkmale abschließend überprüft werden
können.175 Die Eﬀekte, die insbesondere durch die letztgenannte Aggregationsform
erzeugt werden, können aber auch durch eine entsprechend hohe Gewichtung der
Prozesse erreicht werden, die die wert-konstituierenden Merkmale erzeugen.176
Sind die Werte auf die Prozesskettenebene aggregiert, sind diese zu normieren, um
Teilnutzwerte sowie den Nutzwert bestimmen zu können. Hierbei werden die auf
unterschiedlichen Skalen bewerteten Kriterien der Subziele in ein einheitliches Sche-
ma gebracht. Hierzu soll sich an der Saaty-Skala orientiert werden, die als Maßstab
für die Ermittlung des Nutzen einer Alternative dienen soll. Die Schrittfolge der
Saaty-Sakla und ihre Bedeutung sind nochmal in Abb. 4.24 festgehalten.
175 Vgl. Schell 1996, S. 68 f., und auch Molitor 1995, S. 9.
176 Schell schlägt zudem eine Mittelwertbildung der einzelne Schritte vor, um diese zur Pro-
zesskette zu verdichten, sieheSchell 1996, S. 69. Da in der Regel aber in der Regel bestimmte
Prozesse immer bedeutsamer sein werden als andere, ist dieses Vorgehen, bei dem eine Bedeu-
tungsidentität der Prozesse unterstellt wird, hier nicht als probates Mittel anzusehen.
177 Quelle: Abbildung in Anlehnung an Saaty 1990b, S. 54.
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Skalenwert Interpretation
1 Das Element hat eine geringe Bedeutung für das Ziel.
3 Erfahrungen und Einschätzungen sprechen für eine etwas höhere Bedeutung für das Ziel.
5 Erfahrungen und Einschätzungen sprechen für eine erheblich höhere Bedeutung für das Ziel.
7 Die sehr viel größere Bedeutung des Elements ist klar ersichtlich
9 Das Element hat die größtmögliche Bedeutung im Hinblick auf die Erfüllung des Ziels.
2, 4, 6, 8 Zwischenwerte
Abbildung 4.24: Saaty-Skala zur Bemessung der normierten Kriterienwerte177
Die Überführung in eine Saaty-Skala soll in Anlehnung an die Vorgehensweise von
Schell erfolgen. Dabei bewegt sich das Spektrum, dass auf die Skalenwerte eins bis
neun überführt werden muss, zwischen dem festgelegten Schwellwert für den Aus-
chluss eines Kriteriums und dem größten bzw. kleinsten Wert der Alternativen (in
Abhängigkeit der Optimierungsrichtung). Ist ein Maximalwert die beste Lösung,
so ist der beste Wert der Prozesskettenalternativen zu ermitteln und als KKrit,max
zu deklarieren.178 Der Schwellwert eines Kriteriums zum Ausschluss eines Prozesses
ist dagegen KKrit,min. Der normierte Wert KKrit,i,Norm für jedes Kriterium ergibt
sich dann wie folgt179:








, für KKrit,max > KKrit,min (4.2)
Wird ein Kriterium hingegen minimiert, sind alle Alternativen auf den Minimal-
wert hin zu durchsuchen. Der Schwellwert zum Ausschluss ist entgegengesetzt der
178 Vgl. Schell 1996, S. 71.
179 Vgl. ebd., S. 71.
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vorherigen Option nun KKrit,max. KKrit,i,Norm ergibt sich in diesem Fall wie folgt:
KKrit,i,Norm = 9  KKrit,i  KKrit,min.
 
(4.3)
Sollen zum Beispiel die Kriterienwerte des Ausschusses der einzelnen Prozessket-
ten normiert werden (gemessen in Parts per Million) und wurde der Schwellwert auf
10.000 Teile festgelegt (entspricht 1 % Ausschuss), so ergeben sich die normierten
Werte wie nachfolgend dargestellt. Zunächst sind in der Abb. 4.25 die einzelnen
Kriterienausprägungen, die bereits auf Prozesskettenebene aggregiert wurden, dar-
gestellt. Gleichsam sind die einzelnen normierten Kriterienwerte der Prozessketten
schon errechnet und ebenfalls mit aufgezeigt.
Prozesskette 1 2 3 4 5
KPPM,i 8.000 5.000 1.250 6.870 12.000
KPPM,i,Norm 2,8 5,6 9 3,7 Ausschluss
Abbildung 4.25: Kriterienwerte und normierte Kriterienwerte am Beispiel des Krite-
riums Parts per Million des Subziels Reduzierung von Ausschuss180
Exemplarisch wird deren Berechnung in den nachfolgenden Schritte demonstriert.
Bei dem Ziel der Reduzierung des Ausschusses handelt es sich um ein Minimalziel.
Berechnet wird der normierte Kriterienwert also nach der zweiten Formel. Die 10.000
Stück sind KKrit,max und der minimale Wert der Prozessketten wird bei PK 3 mit
nur 1.250 fehlerhaften Teilen erreicht.




= 1.093, 75 (4.4)
Für Prozesskette 1 ergibt sich demnach der normierte Wert aus:
KPPM,PK1,Norm = 9  8.000  1.250
1.093, 75
= 2, 8 (4.5)
180 Quelle: eigene Abbildung
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Alternativ zur Überführung der Kriterienwerte anhand der Schwellwerte kann dies
auch durch Nutzung von Soll-Werten geschehen. Hierzu sei auf die Ausführungen von
Kaschka verwiesen.181 Die Verwendung von Schwellwerten im oben beschriebenen
Sinne soll dennoch für diese Arbeite die präferierte Vorgehensweise darstellen.
Sind die normierten Werte bestimmt, können anhand der Kriteriengewichte die
Teilnutzwerte (auf Subzielebene) und die der Nutzwert (auf Gesamtzielebene) be-
stimmt werden. Hierbei unterscheidet sich das Vorgehen nicht von der konventionel-
len Nutzwertanalyse. Mit Beendigung dieses Schritts sind unter Umständen bereits
Prozessketten durch das festlegen kriterienspezifischer Schwellwerte ausgeschlossen.
Verbleibt dennoch noch immer eine große Anzahl an Prozessketten, die nun im
Rahmen der Feinbewertung einer detaillierteren Betrachtung zu unterziehen wären,
kann auch ein Gesamtnutzwert festgelegt werden, der mindestens erreicht werden
muss, um weiterhin als relevante Option betrachtet zu werden. Die verbleibenden
Prozessketten werden folglich monetär bewertet.
4.2.5.4 Monetarisierung von Nutzen – Feinbewertung
Im Rahmen der Feinbewertung soll es das Ziel sein, auch Nutzeneﬀekte monetär
betrachten zu können. Dies wird vom Grundsatz her auch bei der Kosten-Nutzen-
Analyse angestrebt. In der bestehenden Literatur zur Kosten-Nutzen-Analyse wird
allerdings nicht in ausreichender Form darauf eingegangen, wie indirekt oder schwer
monetarisierbare Nutzeneﬀekte in einen monetären Wert überführt werden können.
Zum Teil wird sogar geraten, nicht oﬀensichtlich als monetäre Werte vorliegende Ef-
fekte, in den verbalen Appendix zu verlagern. Hierzu zählen nachWitte auch tech-
nologische Eﬀekte. Eine abschließende Beurteilung der Bewertungsergebnisse wird
dadurch aber erschwert, denn letztlich wird nur ein total-monetärer Maßstab als ad-
äquates Vergleichsmittel angesehen.182 Aus diesem Grund soll im Weiteren darauf
eingegangen werden, inwieweit die Kosten-Nutzen-Analyse für eine Feinbewertung
genutzt und ggf. erweitert werden kann, um Nutzeneﬀekte möglichst vollständig mo-
netär zu bewerten, denn da die separate Bestimmung von Kosten und Nutzen sowie
auch die Integration der Kosten in die Nutzwertanalyse einerseits zu Abgrenzungs-
problemen führen können und/oder andererseits den Entscheider vor Schwierigkeiten
181 Vgl. Kaschka 1999, S. 65.
182 Vgl. Witte 1989, S. 21 und 50.
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stellt, eine endgültige Entscheidung zu vollziehen, erscheint eine Monetarisierung in-
direkter und schwer monetarisierbarer Eﬀekte grundsätzlich attraktiv. Daher ist es
ratsam, Nutzeneﬀekte soweit wie möglich zu monetarisieren.183 Wie konkret die Nut-
zeneﬀekte monetarisiert werden können, wurde in der betreﬀenden Literatur bislang
aber meist nur unzureichend behandelt. Zwar wird in verschiedenen Verfahren –
wie der Kosten-Nutzen-Analyse – eine Monetarisierung vorgesehen, eine konkrete
Vorgehensweise hierfür aber nicht festgelegt.
Die bislang nur unzureichende Beschäftigung mit der konkreten Monetarisierung
von Nutzeneﬀekten wird auch von Quaas erkannt, der sich primär jedoch mit der
Bewertung von Nutzeneﬀekten für IT-Lösungen auseinandersetzt.184 Und so geht der
Autor im Rahmen seiner Arbeit auf potenziell geeignete Ansätze für die Monetari-
sierung von Nutzen ein. So führt er bspw. das Hedonic Wage Model an, das vor
allem auf Sassone zurückgeht. Es wird in dem Modell versucht, Tätigkeitsprofile
von bestimmten Mitarbeiterklassen zu ermitteln und mit Geldeinheiten zu bewer-
ten. Hierbei werden auch unproduktive Tätigkeiten erfasst. Dadurch soll der Wert
einzelner Arbeiten für das Unternehmen monetär ermittelbar sein.185 Grundlegend
dafür sind jedoch die folgenden Prämissen186:
• Die personellen Ressourcen werden im betreﬀenden Unternehmen optimal ein-
gesetzt.
• Die Beschäftigen lassen sich Mitarbeiterklassen zuordnen.
• Eingesparte Arbeitszeit wird zur Vollziehung höherwertiger Aufgaben einsetzt.
• Die Arbeitskraft eines jeden Mitarbeiters wird eﬃzient genutzt.
Durch das Modell soll die Frage beantwortet werden können, wie viel unproduktive
Zeit durch Prozessänderungen eingespart und für höherwertige Arbeiten verwendet
werden kann. Der Wert der Arbeit entspricht damit dem Nutzenzuwachs.187 Die Ge-
hälter und Löhne dienen damit als Hilfsgröße für die Bewertung des Nutzens durch
den Einsatz neuer Technologien. Allerdings ist diese Vorgehensweise beschränkt auf
Prozesse, die eine Änderung der Arbeitsabläufe der Beschäftigten nach sich ziehen.
183 Vgl. auch Rinza und Schmitz 1992, S. 163.
184 Vgl. Quaas 2014, S. 89
185 Vgl. ebd., S. 78; Sassone und Schwartz 1986, S. 83 f., Cilek u. a. 2004, S. 270.
186 Vgl. ebd., S. 79 und ebd., S. 270.
187 Vgl. ebd., S. 78 ﬀ.
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Darüber hinaus lassen sich in erster Linie nur Produktivitätssteigerungen einer Be-
wertung zugänglich machen.





Monetäre Bewertung der 
Hilfsgrößen
Addition der monetären Werte 
zu einem Gesamtwert
Abbildung 4.26: Vorgehensweise zur Monetarisierung über Hilfsgrößen188
Jedoch lässt sich aus dem Vorgehen schlussfolgern, dass indirekte oder schwer mo-
netarisierbare Nutzeneﬀekte über Hilfsgrößen einer Monetarisierung unterzogen
werden können. So ist stets nach monetär quantifizierbaren Wirkungsgrößen zu su-
chen, mit denen sich die indirekten Nutzeneﬀekte in Geldeinheiten überführen lassen.
Jene lassen sich über Wirkungsketten miteinander verbinden.189 So kann bspw. eine
Erhöhung der Mitarbeiterzufriedenheit – die an sich schwer monetarisierbar ist –
zu einer Reduktion der Fehlzeiten beitragen, die sich mengenmäßig erfassen lässt.
Fehlzeiten ihrerseits können als unproduktive Arbeitszeiten aufgefasst werden. Der
Wertzuwachs der Erhöhung der Mitarbeitermotivation könnte damit wiederum über
das Hedonic Wage Model bestimmt werden. Qualitätssteigerungen dagegen könnten
über Reduktion defekter Teile in der Produktion oder die Erhöhung des Marktan-
188 Quelle: übernommen von Quaas 2014, S. 90
189 Vgl. Quaas 2014, S. 89 und Pietsch 1996.
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teils bemessen werden.190 Allerdings kann es zum Teil schwierig sein, solche Eﬀekte
auf eine konkrete Maßnahme zurückzuführen. Unabhängig hiervon ist das Vorgehen
der Monetarisierung über Hilfsgrößen nochmals in Abb. 4.26 zusammengefasst.
Einen weiteren Weg sieht Quaas in der Ermittlung von Vergleichspreisen für
das Erreichen indirekter Wirkungen. Hierfür ist die betreﬀende Nutzenwirkung ab-
zugrenzen und zu beschreiben. Nachfolgend sind Alternativen zu identifizieren, die
den gleichen Nutzen erzielen und für die Marktpreise vorhanden sind. Der Anwen-
dungsbereich für diese Vorgehensweise dürfte aber eher eng gesteckt sein. So lässt
sich als beispielhafte Anwendung die Bewertung der Sinnhaftigkeit der Entwicklung
einer IT-Lösung anführen, die mit dem Preis einer kommerziellen Lösung abzüg-
lich der Kosten für die Einführung verglichen werden kann.191 Die letzte angespro-
chene Möglichkeit der Monetarisierung von Nutzenwirkungen bildet die Messung
von Wertveränderungen. So können neue Technologien dazu beitragen, dass sich
der Wert von Vermögenswerten in Unternehmen ändert. So können z. B. neue IT-
Systeme zur Erhöhung des Humankapitals führen. Daher können jegliche Vermö-
genswerte für die Nutzenmessung relevant sein, die rechnerisch ermittelbar sind. Um
den Nutzenzuwachs zu monetarisieren, ist zunächst eine Bewertung der betreﬀenden
(Vermögens-)Werte vor Einführung einer neuen Technologie bzw. vor der Prozess-
änderung durchzuführen. Nachfolgend sind die wichtigsten Einflussgrößen auf den
Wert zu erfassen. Wird anschließend erneut eine Evaluierung der Vermögenswerte
vollzogen, lässt sich der Wertzuwachs auf das Nutzenpotenzial der Prozessänderung
zurückführen (vgl. Abb. 4.27).192 Eine diﬀerenzierte Betrachtung der Nutzeneﬀekte
ist darüber allerdings nicht möglich.
Weitere Möglichkeiten zur Überführung von indirekten Nutzeneﬀekten in monetäre
Werte liefert Witte in seinen Ansatzpunkten zur Integration von Kosten-Nutzen-
Analysen und Nutzwertanalysen. Hierbei sieht er die Ergebnisse der Kosten-Nutzen-
Analyse als Basis, erarbeitet aber Lösungsvorschläge, um auch die von ihr nicht mo-
netär erfassten Eﬀekte ebenfalls in Geldheinheiten zu transformieren.193 Als mögli-
che Lösungswege sieht er dabei die Wertkonvention, die Wertstrukturierung sowie
die Wertnormierung.194
190 Vgl. Quaas 2014, S. 90
191 Vgl. ebd., S. 91.
192 Vgl. ebd., S. 91 ﬀ.
193 Vgl. Witte 1989, S. 64.









Berechnung des neuen 
(Vermögens-)Wertes
Berechnung der Wertdifferenz 
(= Nutzenpotenzial)
Abbildung 4.27: Vorgehensweise zur Monetarisierung über Wertveränderungen195
Für die Wertkonvention werden wiederum verschiedene Verfahrensweisen vorge-
schlagen. Bei dem von ihm angeführten psychometrischen Ansatz sollen in erster
Linie in einer physikalischen Einheit gemessene Werte in monetäre Werte überführt
werden können. Dazu wird zunächst der relevante Wertebereich des Kriteriums be-
stimmt und dann „punktweise eine Transformationskurve gesucht, die die originären
Meßwerte [sic!] in monetäre Nutzwerte überführt“196. Hierzu werden die Punkte im
Verhältnis zu einem Standardbezugspunkt und einem vorgesehenen monetären Nutz-
wertverhältnis untersucht. Der Ansatz ist jedoch sehr aufwendig und enthält keine
konkreten Anweisungen zur Erstellung der Transformationskurve. Weniger Aufwand
soll der popularistische Ansatz ermöglichen. Hierbei werden nur wenige Punk-
te bewertet und legt anschließend den Funktionstyp fest, der die Transformation
der originären Messwerte in monetäre Nutzwerte festlegt. Dieser Ansatz kann aber
höchstens als Approximation angesehen werden und ist ebenfalls nur bedingt prak-
195 Quelle: übernommen von Quaas 2014, S. 92.
196 Witte 1989, S. 69.
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tikabel.197 Bei dem darüber hinaus vorgeschlagenen Verfahren der Schätzung der
Wertkonvention durch das Verfahren der konstanten Summen wird ein vorge-
gebenes Budget auf die Bewertungsalternativen verteilt, indem alle durch Paarver-
gleiche gegenübergestellt werden. Letztlich wird hierbei aber durch den Bewerter
subjektiv festgelegt, welchen monetären Wert er einer Alternative beimisst.198 In
Anlehnung daran wird auch bei der direkten Verhältnisskalierung Verhältnisse
zwischen einzelnen Alternativen ermittelt, die auch Aufschluss über die Relation der
monetären Nutzwerte geben. Der tatsächliche Betrag lässt sich dadurch aber nicht
fixieren, da eben nur Relationen aufgedeckt werden.199 Würden die Alternativen
allerdings anhand einer Referenz bemessen, für die entsprechende Werte vorliegen,
könnte das Verfahren relativ einfach zur Anwendung kommen, wenngleich auch hier
nur Näherungswerte ausgegeben werden. Im Rahmen derWertstrukturierung soll
der zu bestimmende nicht-monetäre Indikator aus monetären Indikatoren zusam-
mengesetzt werden, die dann mit einem Faktor multipliziert werden, welcher das
Verhältnis zwischen den zu ermittelnden Indikatorwerten und den bekannten mo-
netären Werten angibt. Das Problem hierbei ist aber, dass der Faktor f im Prinzip
nur dann ermittelt werden kann, wenn der zu ermittelnde Indikator bereits monetär
erfasst ist. Da dies aber gerade erst durch den Faktor erreicht werden soll, ergibt
sich ein Zirkelschlussproblem.200 Daher ist das Verfahren de facto nicht sinnvoll für
den angegebenen Zweck einsetzbar. Bei derWertnormierung soll die Umrechnung
nicht-monetärer in monetäre Werte anhand eines Wechselkurses vonstattengehen.201
Woraus sich dieser Wechselkurs bestimmt, wird nicht abschließend geklärt. Unter
Umständen kann dieser aber als eine Art Hilfsgröße wie bei Quaas interpretiert
werden. Letztlich sind die Ansätze von Witte eher für volkswirtschaftliche Pro-
blemstellungen bereitgestellt worden, können aber dennoch Anregungen liefern, die
auch auf betriebswirtschaftliche Fragestellungen übertragbar sind.
Feststellbar ist, dass eine eindeutige Vorgehensweise für die Monetarisierung nicht
etabliert ist. Fraglich ist aber letztlich, ob es überhaupt möglich und sinnvoll ist, ein
pauschales Vorgehen für die Monetarisierung von Nutzeneﬀekten zu konzipieren,
denn die Art und Weise der Transformation ist meist unmittelbar an die spezifi-
197 Vgl. Witte 1989, S. 71.
198 Vgl. ebd., S. 71.
199 Vgl. ebd., S. 75.
200 Vgl. ebd., S. 78 f.
201 Vgl. ebd., S. 80 ﬀ.
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sche Zielgröße geknüpft. Denkbar ist es insofern auch, eine Monetarisierung über
Hilfsgrößen und über die Erfassung der Wirkungen auf die Veränderung des Unter-
nehmenswertes zu koppeln. Damit in Verbindung stehend müssen für die Monetari-
sierung von Kosten- und Nutzeneﬀekten die jeweiligen Ansätze, die im Hinblick auf
die spezifische Zielgröße (z. B. Flexibilität oder Qualität) etabliert sind – wie bereits
im Zusammenhang mit der Kosten-Nutzen-Analyse angeregt – zum Einsatz kom-
men, um eine entsprechende Transformation zu vollziehen.202 Einen ähnlichen Weg
wählen auch Schuh et al. in ihrem im Teilkapitel 3.4 vorgestellten Ansatz. Die
Autoren verzichten zwar auf eine Kategorisierung der spezifischen Eﬀekte in direkt
oder indirekt monetarisierbaren Nutzen, verbinden aber die qualitäts-, flexibilitäts-
und nachhaltigkeitsbezogenen Ziele, die sie als wichtig für die Bewertung erachten,
über Kausal- bzw. Wirkungsketten mit anfallenden Ein- und Auszahlungen im Un-
ternehmen und sehen auch eine explizite Bestimmung von Qualitäts-, Flexibilitäts-
und Nachhaltigkeitskosten vor.203 Daher ist zu untersuchen, ob dennoch zumindest
generische Verfahrensweisen bzw. Handlungsempfehlungen entwickelt werden kön-
nen, wie für bestimmte Eﬀekte, die sich aus der Einführung neuer Prozessketten
ergeben, vorgegangen werden kann.
Für die eben beschriebene Problematik ist deshalb eine geeignete Vorgehensweise
entwickelt worden, die ein allgemeingültiges Schema für die Monetarisierung von
Nutzeneﬀekten vorgibt. Zwar ist jeder Eﬀekt gesondert zu bewerten, da jeder auf
spezifische Art und Weise in Geldwerte zu überführen ist, allerdings lassen sich ge-
wissen Routinen festlegen, die bei jeder Monetarisierung durchlaufen werden müssen.
Dadurch wird es möglich, den Bewerter auf bestmögliche Weise bei der Durchfüh-
rung der Monetarisierung zu unterstützen. Die hierbei entstandene Vorgehensweise
ist in Abb. 4.28 zu sehen. Auf die einzelnen Schritte wird nachfolgend detaillierter
eingegangen.
202 Vgl. z. B. Graf 1997; Eversheim und Fuhlbrügge 1993.
203 Vgl. Schuh, Schubert und Wellensiek 2012, S. 602 ﬀ.
204 Quelle: eigene Abbildung
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Referenz-Prozesskette festlegen
Erfassung der relevanten Nutzeneffekte je Zielgröße
Kategorisierung der Nutzeneffekte
Ausschluss von Nutzeneffekten, die nur mit 
erheblichem Aufwand und großer Unsicherheit 
monetarisiert werden können
Zuordnung: Beeinflussung Ein- oder Auszahlung und 
Spezifikation der beeinflussten Einflussgröße
Identifikation geeigneter Hilfsgrößen für die 
Monetarisierung
Transformation in Geldwerte
Abbildung 4.28: Vorgehen zur Monetarisierung von Nutzeneﬀekten204
Um die Nutzeneﬀekte überhaupt in geeigneter Form einer Transformation in Geld-
einheiten zugänglich machen zu können, ist in der Regel die Definition einer Refe-
renz-Prozesskette vonnöten. Hierbei gilt es, die Fertigungsverfahren, Produkte
und Inputfaktoren, an denen die zu bewertende Prozesskette gemessen werden soll,
festzusetzen. Ohne diesen Schritt, wäre es oftmals nicht möglich, den Nutzen über-
haupt zu monetarisieren. Beispielsweise lässt sich die Reduzierung von Nacharbeit
als Subziel der Qualität einer Prozesskette gar nicht ohne eine Vergleichsalternative
ermitteln, da die Reduktion schließlich an einer spezifischen Alternative bemessen
werden muss.
Für die Festlegung der Referenz-Prozesskette kommen grundsätzlich verschiede-
ne Möglichkeiten in Betracht.205 Geeignet sind hierbei einerseits der Status quo-
Vergleich sowie andererseits die Gegenüberstellung anhand einer Soll-Prozesskette.
Im Fall des Status quo-Vergleiches müsste demnach ein bestehendes Produkt bzw.
ein bestehender Werkstoﬀ sowie dessen zugehörige fertigungstechnische Prozessket-
te ermittelt werden, der als Grundlage für die Gegenüberstellung dienen soll. Die
205 Vgl. Schulze 2009, S. 108 ﬀ.
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Voraussetzung für den Vergleich bildet dann eine ausführliche Beschreibung der
Prozess und Input- sowie Outputfaktoren, die ebenfalls im „Prozessketten-Modell“
hinterlegt werden kann und gleichsam auch entsprechende zu modellieren ist. Bei der
Soll-Prozesskette hingegen wäre theoretisch ein Idealzustand zu definieren. Hierbei
müsste die Prozesskette so charakterisiert werden, dass die entsprechenden idealen
Produktmerkmale sowie wesentliche Soll-Kennzahlen, anhand derer die Prozessbe-
urteilung erfolgt, definiert werden. Soll beispielsweise die Nacharbeit beurteilt wer-
den, müsste die idealerweise zu erreichende Anzahl nachgearbeiteter Teile definiert
werden. Da der Idealzustand aber in vielen Fällen nicht erreicht werden wird, ist
es zweckdienlicher Mindestanforderungen zu fixieren. Hierbei kann auf die bereits
im Rahmen der Grobbewertung definierten Ausschlusskriterien zurückgegriﬀen wer-
den. Die Werte bzw. Parameter bilden dann die Grundlage für den Vergleich der zu
bewertenden Prozessketten und die Durchführung der Monetarisierung.
Ist die Referenz-Prozesskette festgelegt, sind im nachfolgenden Schritt die Nut-
zeneﬀekte je Zielgröße zu erfassen. Diese entsprechen in der Regel den bereits
im Rahmen des Zielsystems hinterlegten Nutzeneﬀekten. Zu unterscheiden ist dann
für jeden Eﬀekt, ob es sich um einen direkt, indirekt oder schwer monetarisierba-
ren Nutzeneﬀekt handelt. Folglich sind die Eﬀekte demnach nach dem Grad der
Schwierigkeit der Monetarisierung zu kategorisieren. Wie sich die Kategorien von-
einander abgrenzen, wurde bereits im Teilkapitel 4.2.5.1 dargelegt. Die Abgrenzung
von indirekt und schwer monetarisierbaren Nutzeneﬀekten dürfte in der Praxis den-
noch nicht immer einwandfrei vorzunehmen sein und hat nach Einschätzung des
jeweiligen Bewerters zu erfolgen. Für die Nutzeneﬀekte, die als schwer monetari-
sierbar eingeordnet worden sind, sind weiterführende, diﬀerenzierte Überlegungen
notwendig. Denn nicht für jeden Nutzeneﬀekt erscheint die Transformation in mo-
netäre Werte auch verhältnismäßig. Zu beachten ist hierbei allerdings auch, dass
zwischen einzelnen Zielgrößen Verflechtungen vorliegen. Erschwert wird die monetä-
re Bewertung daher auch durch die Tatsache, dass zwischen den einzelnen Größen
wie bspw. Durchlaufzeitreduzierung, Flexibilitätserhöhung und Qualitätssteigerung
Beziehungen bestehen. Zu Beachtung ist bei der Monetarisierung deshalb, dass keine
Doppelbewertungen vorgenommen werden.206 Die Verflechtungen können ebenfalls
mit Hilfe von Wirkungsketten aufgedeckt werden. Zu achten ist daher darauf, dass
206 Vgl. Keller 1997, S. 57.
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Eﬀekte nicht mehrfach monetarisiert werden.
Zur Kategorisierung der Nutzeneﬀekte gehört damit auch der Ausschluss solcher
Eﬀekte, die nur mit unverhältnismäßigem Aufwand monetarisiert werden können.
Im Rahmen der Einstufung der Nutzeneﬀekte ist daher nachfolgend auch zu separie-
ren, welche schwer monetarisierbaren Nutzeneﬀekte monetär erfasst werden sollen
und welche nicht. Für solche schwer monetarisierbare Kriterien, die tatsächlich als
diejenigen eingestuft werden, die nicht monetär erfasst werden sollen, ist dann so vor-
zugehen, dass für jene keine verbale Erörterung – wie ursprünglich im Rahmen der
Kosten-Nutzen-Analyse angeregt – erfolgt, sondern, dass für diese die Teilnutzwerte
aus der Nutzwertanalyse herangezogen werden und zu einem Nutzwert verdichtet
werden. Kosten-Nutzen-Analyse und Nutzwertanalyse würden in dem Fall, dass Kri-
terien aus der monetären Betrachtung ausgeschlossen werden, also kombiniert zur
Anwendung kommen.207 Jedoch soll die Verfahrensweise hier dennoch als Kosten-
Nutzen-Analyse im erweiterten Sinne aufgefasst werden (da immerhin Nutzeneﬀek-
te quantifiziert, statt nur verbal – wie bei der klassischen Kosten-Nutzen-Analyse
– betrachtet werden). Falls möglich, sollte allerdings eine totale Monetarisierung
angestrebt werden. Werden hingegen nicht sämtliche Eﬀekte einer Monetarisierung
unterzogen, kann dies als partielle Integration der Bewertungsverfahren verstanden
werden.208
Sind die Eﬀekte danach selektiert worden, welche auch weiterhin in Geldeinheiten
überführt werden sollen, ist für jeden Eﬀekt gesondert zu überlegen, welche Wirkun-
gen dieser mit sich bringt. Genauer gesagt, ist zu untersuchen, ob der Nutzeneﬀekt
sich positiv auf die Ein- oder Auszahlungsseite des betrachteten Unternehmens
auswirkt. Hierzu können Wirkungsketten als geeignetes Hilfsmittel dienen, wie be-
reits in Teilkapitel 4.2.4 ausgeführt. Eingehender zu untersuchen ist in diesem Zu-
sammenhang auch, auf welche Einflussgröße sich der Nutzeneﬀekt hierbei besonders
auswirkt. Während bei Einzahlungen vor allem Preis- oder Mengenkomponente posi-
tiv beeinflusst werden können, ergibt sich der positive Eﬀekt auf der Auszahlungssei-
te vor allem durch den Wegfall, die Verbesserung oder die Verkürzung von Prozessen.
Darüber hinaus können aber auch geringere Investitionen anfallen, z. B. durch län-
gere Standzeiten von Werkzeugen. Die Verkürzung oder auch die Verbesserung von
Prozessen führt darüber hinaus in der Regel zu einem Anstieg der produzierbaren
207 Vgl. dazu Witte 1989, S. 54.
208 Vgl. ebd., S. 58.
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Prozessmengen. Die beeinflussten Größen sind demnach vor allem Prozesszeit und
-menge sowie Investitionsvolumen. Festhalten lässt sich weiterhin, dass eine Erhö-
hung der Einzahlungen oftmals nicht unmittelbar durch den Prozess bzw. die Pro-
zesskette, sondern vielmehr die Verbesserung des Outputs hervorgerufen wird.209 Da
der Prozess aber ursächlich für die Prozessverbesserung ist, indem bessere Produk-
teigenschaften generiert werden, lässt sich diese Erhöhung der Einzahlungen auch
einer bestimmten Prozesskette zurechnen. Unter Umständen müssen aber, sofern
noch nachfolgende Fertigungsschritte an der Produkterstellung beteiligt sind, Aus-
sagen darüber getroﬀen werden, in welchem Verhältnis bzw. zu welchem Prozentsatz
eine Prozesskette ursächlich für die Produktverbesserung ist.210 Eine Verbesserung
der Produkteigenschaften – bzw. eine bessere Erfüllung der Produktanforderungen
des Kunden – kann in der Folge dann also dazu führen, dass Kunden bereit sind,
mehr für das Produkt zu zahlen oder aber, dass zwar nicht die Zahlungsbereitschaft,
sondern dafür die nachgefragte Menge steigt. Durch beide Alternativen erhöhen sich
die zu erzielenden Einzahlungen. Welche Wirkung ein Nutzeneﬀekt im Zweifel er-
füllt, ist durch Marktforschungsaktivitäten zu ermitteln. Die Kostenersparnis, die
sich aus der Verkürzung, der Verbesserung oder den Wegfall von Prozessen ergibt,
ist hingegen diﬀerenzierter zu betrachten. Zu unterscheiden ist hierbei einerseits, ob
indirekte oder direkte Unternehmensbereiche von der Veränderung betroﬀen sind. Je
nachdem, welcher Fall vorliegt, sind unterschiedliche Kostenrechnungsverfahren zur
Bestimmung der Kostenersparnis heranzuziehen. Hierauf soll aber noch verstärkt im
Teilkapitel 4.2.6.1 eingegangen werden. Zudem sind – je nachdem welche Zielgröße
gerade betrachtet wird – verschiedene Kostenarten zu diﬀerieren, die ihrerseits die
Auszahlungen schmälern können, wenn sie im Vergleich zur Referenz geringer ausfal-
len – dies sind: Herstellkosten, Qualitätskosten, Flexibilitätskosten, Umweltkosten
und Zeitkosten.211 Innerhalb dieser Kostenarten lassen sich darüber hinaus weitere
Unterkategorien bilden. So können beispielsweise Qualitätskosten weiter in Kosten
der Vermeidung von Abweichungen und der planmäßigen Prüfung, Abweichungskos-
ten und Kosten der erfolgsmäßigen Konsequenzen unterschieden werden.212 In der
Literatur zu den entsprechenden Kostenarten finden sich weiterführende Anhalts-
209 Vgl. Martini 1995, S. 101; Schöning 2006, S. 77.
210 Vgl. dazu auch Park und Park 2004, S. 392.
211 Vgl. Schuh, Schubert und Wellensiek 2012, S. 606.
212 Vgl. Sasse 2000, S. 44; Sasse 2001, S. 77.
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punkte dazu, wie qualitäts,- zeit,- flexibilitäts- und umweltbezogene Kosten und
Nutzen erfassen lassen.213 Auf jede einzelne Zielgröße gesondert einzugehen, würde
hier allerdings den Rahmen sprengen. Je nachdem, welcher Nutzeneﬀekt vorliegt,
ist sich also sehr spezifisch mit den Wirkungen zu befassen.
Sind die Wirkungen der Nutzeneﬀekte soweit erfasst, ist für jede Wirkung geson-
dert zu überlegen, wie sich die monetären Konsequenzen erfassen lassen. Hierzu sind
geeignete Hilfsgrößen für die Monetarisierung auszumachen. Wird etwa die Redu-
zierung von Nacharbeit (= indirekt monetarisierbarer Eﬀekt) betrachtet, so wur-
de erkannt, dass durch weniger Nacharbeit die entsprechenden Nacharbeit-Prozesse
entfallen oder zumindest geschmälert werden können und somit geringere Abwei-
chungskosten der Qualität anfallen. Dies hat positive Auswirkungen auf die Auszah-
lungsseite. Wird davon ausgegangen, dass der Prozess so gut beherrscht wird, dass
keinerlei Nacharbeit mehr anfällt, können die Kosten der Arbeitsleistung sowie für
den Einsatz etwaiger Betriebsmittel eliminiert werden. Die geeigneten Hilfsgrößen
wären an dieser Stelle also Arbeitszeit, Lohnstundensatz und Maschinenstunden-
satz (nach Möglichkeit exkl. Abschreibungen und kalkulatorischer Zinsen). In der
gleichen Weise ist für jeden Nutzeneﬀekt und jede daraus erzielbare Wirkung vorzu-
gehen. Liegen hingegen nur ungenügende Informationen zu den Prozessen oder den
Hilfsgrößen vor, ist es als vereinfachendes Mittel auch denkbar, die Monetarisierung
über Verhältniszahlen als Hilfsgröße vorzunehmen. Hierbei ist lediglich abzuschät-
zen, inwieweit die betrachtete Alternative besser als die Referenz ist. Hierfür sind
dann Verhältniszahlen zu bestimmen. Werden beim bestehenden Prozess also 1.000
Teile nachgearbeitet und hierfür fallen derzeit Kosten in Höhe von 30.000e an und
werden bei der neuen Prozesskette voraussichtlich nur noch etwa 50 % dieser Tei-
lezahl nachgearbeitet werden müssen, so können die Kosten um 15.000e gesenkt
werden – und entsprechend weniger Auszahlungen fallen an. Die Verhältniszahl wä-
re an dieser Stelle folglich 0,5. Eine möglichst exakte und diﬀerenzierte Bestimmung
ist jedoch zu präferieren.
213 Vgl. z. B. für Flexibilität: Miltenburg 1987; Kaluza und Blecker 2005, S. 10 f., Haasis und
Juechter 2007; Copeland und Keenan 1998; Fischer 1993; Lambertz 2009, S. 40 ﬀ., Zäh, Michael
F., Bredow, Max von, Möller und Müssig 2006; Nagel 2002, S. 16 ﬀ., Hopfmann 1988, S. 97 ﬀ.,
Möslein-Tröppner 2010, S. 45 ﬀ., Copeland und Keenan 1998, S. 28 ﬀ., Michalos u. a. 2011; für
Qualität: Graf 1997; Sasse 2000; Sasse 2001; Brückner 2009, S. 890 f., Wildemann 1995; Rudolf
und Ziegler 2001; für Umwelt/Ökologische Verträglichkeit: Lange und Ukena 1996; Cansier 1996
und für Zeit: Bloech 2000.
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Im letzten Schritt ist dann die Monetarisierung im engeren Sinne auf Basis
der zuvor bestimmten Hilfsgrößen vorzunehmen. Letztlich sind beide Schritte aber
so eng verknüpft, dass diese in der Regel gemeinsam vollzogen werden.
Im Ergebnis sollten dann sämtliche Nutzeneﬀekte in monetäre Werte vorliegen –
abgesehen von den Werten, die aufgrund der Unverhältnismäßigkeit der Monetarisie-
rung nicht transformiert werden sollen und lediglich als Kennzahl vorliegen. Damit
wäre dann nutzenseitig die Grundlage geschaﬀen, einen Vergleich der Prozessketten
auch aus monetärer Sicht vorzunehmen. Die endgültige Zusammenführung erfolgt
aber erst unter Berücksichtigung der Kosten im Teilkapitel 4.2.8.
4.2.6 Kostenmodul
Neben der Ermittlung von Nutzeneﬀekten spielen auch die Kosten einer Prozess-
kette eine bedeutende Rolle. Im Rahmen des Kostenmodells soll daher untersucht
werden, wie sich in Abhängigkeit vom gewählten Detaillierungsgrad der monetären
Bewertung die Kosten einer Prozesskette ermitteln lassen. Dazu werden zunächst be-
stehende Ansätze beleuchtet und nachfolgend die konkrete Ausgestaltung innerhalb
der Methodik erarbeitet.
4.2.6.1 Kurzfristige Kostenermittlung
Im Teilkapitel 2.3.2 wurden zahlreiche Varianten benannt, um die Kosten von Pro-
zessketten mittels bestehender Ansätze der Kostenrechnung kalkulieren zu können.
Charakteristisch für die Zuschlagskalkulation – als eines der geeigneten Verfahren
ist – dass die für die Bestimmung der Wirtschaftlichkeit einer Prozesskette beson-
ders relevanten maschinenbezogenen Kosten über einen Zuschlagssatz erfasst und
zu den jeweiligen Einzelkosten ins Verhältnis gesetzt werden. Die ebenfalls bedeut-
samen Materialkosten gehen hingegen als Einzelkosten in die Berechnung ein. In
der Realität besteht jedoch oftmals kein proportionaler Zusammenhang zwischen
Einzel- und Gemeinkosten.214 Die reine Zuschlagskalkulation bildet daher für kapi-
talintensive, anlagenlastige Herstellungsverfahren keine verursachungsgerechte Ver-
rechnungsmöglichkeit mehr und verlangt zunehmend nach der Berechnung von Ma-
214 Vgl. Götze 2010, S. 119; Siegwart, Bartel und Schultheiss 1998, S. 36 f., Hahn und Kaufmann
1997, S. 220.
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schinenstundensätzen.215 Überdies ist die Zuschlagskalkulation letztlich auf die Kal-
kulation von Produkten, nicht aber auf die von Prozessen ausgelegt. Während die
Zuschlagskalkulation aufgrund ihrer mangelnden Prozessfokussierung daher ausge-
schlossen werden sollte, eignen sich die anderen Optionen grundsätzlich allesamt zur
Bewertung von Prozessketten.
Bei der klassischen PKR nach Horváth und Mayer bestehen allerdings mehrere
Probleme: 1) es können nicht alle Gemeinkosten über Prozesskostensätze verrech-
net werden, da nicht bei allen Prozessen eine Beziehung zum Produkt besteht, 2)
es können nur repetitive Prozesse erfasst werden, die restlichen Gemeinkosten wer-
den auch hier über Zuschlagssätze berücksichtigt216 und 3) die PKR von Horváth
und Mayer, wie sie in Deutschland etabliert ist, ist ausschließlich auf Tätigkeiten
der indirekten Leistungsbereiche (Disposition, Materialwirtschaft, Logistik, etc.) ge-
richtet.217 Für die direkten Bereiche wird zur Kalkulation statt Prozesskostensätzen
hingegen eine Verrechnung von Gemeinkosten über Bezugsgrößen der Kostenstellen-
leistung, wie bei einer Bezugsgrößenkalkulation im engeren Sinne, empfohlen.218 In
dieser Untersuchung sollen allerdings, zum Zwecke des Prozesskettenvergleiches al-
ternativer Fertigungsverfahren, vorrangig Materialeinzel- sowie Fertigungskosten er-
fasst werden. Das Ziel besteht darin, die Herstellkosten zu berechnen. Verwaltungs-
und Vertriebskosten sowie zum Teil auch Materialgemeinkosten, wie sie in den indi-
rekten Leistungsbereichen anfallen, die letztlich hauptsächlich Gegenstand der her-
kömmlichen Prozesskostenrechnung sind, spielen dabei hingegen eine untergeordnete
Rolle. Ausnahmen sind lediglich in Fertigungsgemeinkosten der indirekten Bereiche
für Arbeitsvorbereitung, technischer Leitung, Qualitätssicherung oder dem Meis-
terbereich zu sehen, welche möglicherweise für eine PKR in Frage kommen. Des
Weiteren könnte eine PKR noch dann in Frage kommen, wenn auch entwicklungs-
bezogene Kosten des Prozesses mit erfasst werden sollen.219 Die Gemeinkosten der
Fertigungsstellen werden dagegen auch hier über direkte Bezugsgrößen wie Maschi-
nenstunden erfasst, geplant und kontrolliert.220 Die oben beschriebene „klassische“
215 Vgl. Coenenberg, Fischer und Günther 2009, S. 140.
216 Vgl. Götze 2010, S. 230.
217 Vgl. Mayer und Horváth & Partner GmbH 1996, S. 44; Michel, Torspecken und Jandt 2004,
S. 260 f., Götze 2010, S. 218 f.
218 Vgl. Michel, Torspecken und Jandt 2004, S. 298 f.
219 Dies kann bei Durchführung einer Lebenszyklusrechnung sinnvoll sein, siehe hierzu Teilkapi-
tel 4.2.6.2.
220 Vgl. Freidank 2008, S. 371.
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PKR kann demnach für die Sichtweise dieser Arbeit maximal als Konzept, an wel-
ches sich bei der Ausgestaltung einer Rechnung angelehnt werden kann, in Frage
kommen.
Mit der FKR lassen sich durch die detaillierte Betrachtung der Prozesse und die
Berechnung der Flusskosten Kostensenkungspotenziale identifizieren, die im Ein-
flussbereich des Unternehmens liegen. Die Kostenbedeutung der Stoﬀströme wird
deutlich gemacht und unterstützt daher auch die Suche nach Eﬃzienzpotenzialen.221
Zudem ermöglicht die FKR eine integrierte Sichtweise von ökonomischen und öko-
logischen Sachverhalten. Schwachstellen der betrieblichen Informationssysteme wer-
den durch eine durchgängige Mengen- und Kostenverfolgung darüber hinaus iden-
tifiziert und verbessert.222 Für die Prozesskettenbewertung und deren Wirtschaft-
lichkeitsbeurteilung bedeutet dies die Aufdeckung von Optimierungspotenzialen bei
vorliegenden Material- und Energieineﬃzienzen von einzelnen Prozessschritten. Den
Vorteilen der FKR stehen jedoch auch noch erhebliche Probleme durch die gerin-
ge Praxiserprobung und die große benötigte Datenbasis zur Ermittlung der internen
Fließkosten gegenüber. Für die Umsetzung der FKR ist daher auch erhebliches Fach-
wissen erforderlich. Der Aufwand, der durch die Einführung einer FKR entsteht, ist
deshalb vergleichsweise groß. Bisher wurde der Ansatz meist nur als Projektrechnung
durchgeführt, allerdings nicht in eine bestehende Kostenrechnung integriert. Da die
FKR noch nicht abschließend entwickelt ist, ergeben sich insbesondere auch Schwie-
rigkeiten bei der Zuordnung der Kosten zu den Kategorien und bei der Verrechnung
der Systemkosten. Durch die recht geringe Zahl an Veröﬀentlichungen bieten sich für
dieses Problem allerdings auch keine Leitfäden oder Gestaltungsempfehlungen für
die Implementierung einer FKR an. Als problematisch bei der Flusskostenrechnung
ist zudem zu erachten, dass diese eine konventionelle Kostenrechnung nicht ersetzt,
sondern lediglich ergänzt. Dadurch ist sie mit einem erheblichen Zusatzaufwand ver-
bunden.223 Da die Flusskostenrechnung methodisch bis zum jetzigen Zeitpunkt noch
nicht ausgreift genug ist, um diese ohne größere Modifikationen hier zu verwenden,
soll diese ebenfalls nicht zum Einsatz kommen.
Die Ressourcenorientierte Prozesskostenrechnung (RPKR) bietet hingegen inter-
essante Ansatzpunkte, indem einerseits eine Prozessfokussierung und andererseits
221 Vgl. Loew und Jürgens 1999, S. 28; Fichter, Loew und Seidel 1997, S. 84.
222 Vgl. ebd., S. 84.
223 Vgl. Loew, Beucker und Jürgens 2002, S. 47.
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gleichzeitig die Prognose der Bezugsgrößenausprägung mittels verfahrensspezifischer
Kostentreiber unterstützt wird. Die RPKR wurde in erster Linie entwickelt, um die
Kosten von Produktvarianten besser kalkulieren zu können. Bei der RPKR wird
auf eine pauschale Verdichtung von Teil- zu Hauptprozessen verzichtet,wie sie bei
der klassischen PKR durchgeführt wird.224 Um die RPKR für die Kalkulation von
Fertigungsprozessen zu nutzen, empfiehlt sich ein mehrstufiges Vorgehen.225 Hierbei
sollte das Produktionsgeschehen zunächst in einem funktionalen Modell abgebildet
werden. Die Funktionen entsprechen hierbei Prozessen, die durch den Menschen
oder durch Technik ausgeführt werden sollen.226 Im nächsten Schritt werden den
identifizierten Prozessen die Produktionsfaktoren zugeordnet. Dies können Mensch,
Betriebsmittel, Material und Informationen sein.227 Jeder Produktionsfaktor setzt
sich dann wiederum aus mehreren Ressourcen zusammen. Als Ressourcen werden
in den Schriften zur RPKR häufig EDV, Kapital, Personal, Maschine und Gebäude
genannt.228 Anschließend sind Verbrauchsgrößen229 zu bestimmen, die den Wertever-
zehr einer Bezugsgröße bzw. Ressource widerspiegeln und in Verbrauchsfunktionen
auszudrücken.230 Nachdem der Verzehr einer Bezugsgröße oder einer Ressource, in
Abhängigkeit von der Verbrauchsgröße, bestimmt wurde, lassen sich die Kosten eines
Prozesses ermitteln, indem – je nach Fall – der Verbrauch der Ressourcen oder die
bestimmte Ausprägung der Bezugsgröße mit einem Kostensatz gewichtet wird.231
Sowohl Verbrauchs- als auch Kostenfunktionen lassen sich in sog. Nomogrammen
abbilden (siehe Abb. 4.29.232 Die systematische Trennung von Kosten- und Ver-
brauchsfunktion soll eine verbesserte Anpassbarkeit an Veränderungen bezwecken.
Veränderungen an Produkten, Prozessen und Kosten lassen sich dadurch in höhe-
rem Maße getrennt analysieren.233 Da die RPKR auch für die Ermittlung von Kosten
224 Vgl. Schuh 2005, S. 201.
225 Vgl. Eversheim und Fuhlbrügge 1993, S. 44 ﬀ.
226 Vgl. ebd., S. 44; Kuhn und Wiendahl 2008, S. 249; Eversheim und Spur 1996, S. 11-8, siehe
ähnlich auch Eversheim und Kümper 1993, S. 236.
227 Vgl. Eversheim und Fuhlbrügge 1993, S. 45.
228 Vgl. Eversheim und Kümper 1993, S. 235; Schuh 1988, S. 106; Schuh 2005, S. 203.
229 Diese werden auch als verfahrensspezifische Kostentreiber, siehe Eversheim und Spur 1996,
S. 11–9, ausgedrückt.
230 ebd., S. 11-9; Schuh 2005, S. 203; Eversheim und Fuhlbrügge 1993, S. 46.
231 Vgl. ebd., S. 46; Eversheim und Kümper 1993, S. 236; Kuhn und Wiendahl 2008, S. 251; Schuh
2005, S. 203; Eversheim und Spur 1996, S. 11-9.
232 Vgl. Eversheim und Kümper 1993, S. 236; Eversheim und Fuhlbrügge 1993, S. 46; Schuh 2005,
S. 203 f., Eversheim und Spur 1996, S. 11-9.
233 Vgl. Schuh 2005, S. 204.
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direkter Bereiche ausgelegt ist und zudem auch für die frühzeitige Bewertung von
Prozessen geeignet sein soll, stellt sie grundsätzlich eine geeignete Methode zur Kos-
tenbestimmung von Fertigungsprozessen dar. Allerdings erscheint die Aufstellung










Abbildung 4.29: Darstellung von Verbrauchs- und Kostenfunktionen in einem No-
mogramm234
Zwischen dem ABC und der Bezugsgrößenkalkulation letztlich – insbesondere in
der Ausprägung einer MSR – existieren starke Parallelen. Die MSR kommt auf-
grund veränderter Kostenstrukturen im Bereich der Fertigung zunehmend zur An-
wendung. Dies ist dadurch begründet, dass durch die in den letzten Jahrzehnten
zunehmende Automatisierung die Fertigungslöhne stark zurück gehen, während die
Fertigungsgemeinkosten gegenläufig stark ansteigen.235 Die Unternehmen reagieren
auf diese Tatsache mit immens hohen Zuschlagssätzen von teilweise mehreren Hun-
dert Prozent. Vor allem dann, wenn mehrere Produkte die maschinellen Anlagen
in unterschiedlichem Ausmaß in Anspruch nehmen, ohne dass sich die Lohnein-
zelkosten proportional verhalten, führt dies zu Verzerrungen.236 Zu diesem Zweck
werden die maschinenabhängigen Gemeinkosten je Maschine getrennt verrechnet.
Denn nur so kann erreicht werden, dass die Kosten genau bestimmt und nicht von
Erzeugnissen, die auf weniger kostenintensiven Maschinen erstellt werden, mitgetra-
gen werden. Andernfalls würden einige Erzeugnisse zu hoch und andere zu niedrig
234 Quelle: modifiziert übernommen von ebd., S. 202; Eversheim und Fuhlbrügge 1993, S. 46.
235 Vgl. Plinke und Rese 2006, S. 127; Coenenberg, Fischer und Günther 2009, S. 140; Loos 1993,
S. 88.
236 Vgl. Coenenberg, Fischer und Günther 2009, S. 144; Hahn und Kaufmann 1997, S. 221; Schmolke
und Deitermann 2009, S. 420; Budde 1992, S. 14.
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kalkuliert werden.237 Der sich durch Division der gesamten Maschinenkosten durch
die Maschinenlaufzeit ergebende Maschinenstundensatz wird dann, je nach Bearbei-
tungszeit des Produktes, auf den Kostenträger verteilt. Die nicht maschinenabhän-
gigen Restgemeinkosten werden auch bei diesem Kalkulationsverfahren als Zuschlag
auf die Einzelkosten verrechnet. Durch den Ersatz menschlicher Arbeitskraft durch
Maschinen führt diese Methode zu exakteren Ergebnissen, wobei dafür eine sehr de-
taillierte Kostenstellengliederung (eine Kostenstelle pro Maschine) und Gemeinkos-
tenerfassung nötig wird.238 Festhalten lässt sich somit, dass die maschinenbezogenen
Kosten eines Prozesses mit Hilfe der MSR recht sicher erfasst werden können, da
für jede Fertigungsstelle die spezifischen Kosten bestimmt werden – auch wenn es
sich auch bei dieser Verrechnungsmethode nicht konkret um eine Kalkulationsform
zu Ermittlung prozessbezogener Kosten handelt.
Beim ABC schließlich können, ähnlich wie bei der Bezugsgrößenkalkulation, Aktivi-
tätskosten der Fertigung über die Maschinenbeanspruchung berücksichtigt werden,
was einer Maschinenstundensatzrechnung nahezu gleichkommt.239 Der Unterschied
letztlich darin, dass neben den Maschinenstunden als Bezugsgröße auch andere Kos-
tentreiber verwendet werden, um die Kosten von Aktivitäten in Unternehmen zu
erfassen.240
Die Eignung der beiden letztgenannten Verfahren kann grundsätzlich als positiv
bewertet werden. Daher soll hier – zum Zwecke der reinen kurzfristigen Kostener-
mittlung – eine Bezugsgrößenkalkulation i. e. S., insbesondere in der Ausprägung
einer MSR zum Einsatz kommen, die um Aspekte der RPKR erweitert wird. Die
Erweiterung betriﬀt in erster Linie die Einbeziehung allgemeiner und verfahrens-
spezifischer Kostentreiber in die Kalkulation, um die Vorhersage der Ausprägung
wesentlicher Einflussgrößen unterstützen zu können. Die Prognose prozessbezoge-
ner Einflussgrößen und deren Verzahnung mit der Kostenrechnung wird aber insbe-
sondere noch im Teilkapitel 4.2.7.3 weiter erörtert. An dieser Stelle soll daher die
grundsätzliche Kostenermittlung mittels der Bezugsgrößenkalkulation etwas näher
beschrieben werden.
Im Fokus der MSR steht – wie bereits angedeutet – die Ermittlung der maschi-
237 Vgl. Budde 1992, S. 14 f.
238 Vgl. Plinke und Rese 2006, S. 127; Coenenberg, Fischer und Günther 2009, S. 140; Schmolke
und Deitermann 2009, S. 420; Wolfstetter 1997, S. 48; Hahn und Kaufmann 1997, S. 221 f.
239 Vgl. Cooper 1990b, S. 274; Cooper 1990c, S. 212.
240 Vgl. Cooper und Kaplan 1995, S. 44.
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nenabhängigen Kosten je Prozess einer Prozesskette. Diese werden über die Multi-
plikation eines Maschinenstundensatzes mit der erforderlichen Prozesszeit241 ermit-
telt. Die prozessspezifische Bearbeitungszeit bildet damit die wichtigste Bezugsgrö-
ße für die Kostenverrechnung. Die Maschinenstundensatzrechnung dient demnach
zunächst primär der verursachungsgemäßen Ermittlung der maschinenabhängigen
Fertigungsgemeinkosten eines Prozesses und kann als wesentliche Grundlage für den
Vergleich verschiedener Prozessketten gesehen werden.242 Die übrigen Fertigungsge-
meinkosten – auch als Restgemeinkosten bezeichnet (z. B. für Verbrauchsmaterial











Abbildung 4.30: Mögliche Maschinenzeiten für die Maschinenstundensatzrech-
nung243
Der Maschinenstundensatz ist der Quotient aus den maschinenabhängigen Kosten
und der tatsächlichen Maschinenlaufzeit.244 Die Maschinenstundensätze sind für jede
Maschine, die unmittelbar dem Kostenträger zuzuordnen ist, einzeln zu ermitteln,
wodurch sich für jede Maschine ein individueller Maschinenstundensatz ergibt.245
Die tatsächliche Maschinenlaufzeit kann einerseits als Gesamtzeit, andererseits aber
auch als die gesamte produktive Zeit angesehen werden.246 Abb. 4.30 liefert einen
241 Auch hierauf wird noch gesondert im Teilkapitel 4.2.7.3 eingegangen.
242 Vgl. Müller 2007, S. 106.
243 Quelle: modifiziert übernommen von Budde 1992, S. 12; siehe auch Warnecke u. a. 1996, S. 98;
Wolfstetter 1997, S. 52.
244 Vgl. Budde 1992, S. 11; Götze 2010, S. 121; Plinke und Rese 2006, S. 129; Coenenberg, Fischer
und Günther 2009, S. 140.
245 Budde 1992, S. 11 f., Schweitzer und Küpper 2011, S. 175; Kilger, Pampel und Vikas 2012,
S. 249 f.
246 Vgl. Götze 2010, S. 121.
210 4 Konzeption und Ausgestaltung der Methodik
Überblick über die Gliederung von Maschinenlaufzeiten. Während der Nutzungszeit
ist die Maschine an das Energienetz angeschlossen. Die Lastlaufzeit ist die Zeit in
der die Maschine läuft und produziert. Die Leerlaufzeit ist hingegen die Zeit, in der
die Anlage läuft aber nicht produziert. Unter der Hilfszeit ist die Zeit zu verstehen,
in der die Maschine pro-duktionsbedingt, z. B. für Reinigungsarbeiten am Werkzeug
oder Umrüstvorgänge, still steht. Während der Ruhezeit steht die Maschine komplett
still und ist abgeschaltet.247
Kalk. Abschreibung [€/h] = Wiederbeschaffungswert [€]
      Nutzungsdauer [a] * Lastlaufzeit [h/a]
Kalk. Zinsen [€/h] = 0,5 * Anschaffungswert [€] * jährlicher Zinssatz [1/a]
               Lastlaufzeit [h/a]
Instandhaltungskosten [€/h] =    gesamte Instandhaltungskosten über die Nutzungsdauer [€]
        Nutzungsdauer [a] * Lastlaufzeit [h/a]
Raumkosten [€/h] =    Raumbedarf Anlage [m²] * jährlicher Verrechnungssatz [€/(a*m²)]
           Lastlaufzeit [h/a]
Werkzeugkosten [€/h] = anfallende Werkzeugkosten pro Jahr [€/a]
       Lastlaufzeit [h/a]
Energiekosten [€/h] = nominelle Maschinenleistung [kW] * Verbrauchsfaktor * Kostensatz [€/kWh]
Sonstige Kosten  [€/h] = Verbrauch an Zusatzressourcen [x/h] * Kostensatz [€/x]; wobei x = Verbrauchsgröße
∑ = Maschinenstundensatz
Abbildung 4.31: Ermittlung des Maschinenstundensatzes eines Prozesses248
Die Lastlaufzeit kann demnach als unmittelbar produktive Zeit verstanden werden.
Es werden demnach die Kosten der Maschine nur auf die eﬀektiven Produktionszei-
ten, also die Dauer der Inanspruchnahme durch die Kostenträger, verteilt.249 Diese
Größe soll im Rahmen dieser Untersuchungen auch als Bezugsgröße für die Ermitt-
lung der Maschinenstundensätze dienen. Es wird folglich nur die Zeit betrachtet, in
247 Vgl. Warnecke u. a. 1996, S. 98; Budde 1992, S. 13; Wolfstetter 1997, S. 52.
248 Quelle: modifiziert übernommen von Müller 2007, S. 107, zitiert aus Warnecke u. a. 1996, S. 73 ﬀ.
249 Vgl. Plinke und Rese 2006, S. 130.
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der die vorgegebene Menge auch tatsächlich gefertigt wird. Werden Prozessketten
oder einzelne Prozesse nicht voll ausgelastet, besteht die Möglichkeit einen Zeitaus-
gleichsfaktor zu ermitteln. Hierbei werden von der maximal verfügbaren Maschinen-
laufzeit sämtliche unproduktive Zeiten, wie Leer-, Hilfs- und Instandhaltungszeiten,
abgezogen, in der die Maschine nicht produzierend genutzt werden kann. Dies führt
zu einer Erhöhung des Maschinenstundensatzes.250 Die Kapazitäten, die sich annah-
megemäß durch das Verhältnis aus vorgegebener Produktionsmenge zur maximalen
Ausbringungsmenge bei ununterbrochener Produktion bestimmen lassen, können
aber ebenfalls dazu dienen, die Lastlaufzeit zu ermitteln. Dadurch wird die Auslas-
tung des Systems berechnet, die dann dazu herangezogen wird, die entsprechende
Lastlaufzeit zu ermitteln.251
Die Kostenarten, die im Maschinenstundensatz enthalten sind, und durch die Last-
laufzeit dividiert werden, sind in der Regel: Abschreibungen, kalkulatorische Zinsen,
Energiekosten, Raumkosten, Instandhaltungskosten, Werkzeugkosten sowie sonstige
Kosten.252 Sonstige Kosten können bspw. Betriebsstoﬀe wie Kühl-und Schmierstoﬀe
sein. Die einzelnen Kostenarten und deren Ermittlung sind nochmals in Abb. 4.31
zusammengefasst. Auf eine weiterführende Erläuterung der Ermittlung der Kosten-
arten soll hier nicht eingegangen werden. Hierzu sei auf die entsprechende Literatur
verwiesen.
Neben den maschinenbezogenen Fertigungsmeinkosten eines Prozesses sind für die-
sen ebenfalls die Lohnkosten bzw. Fertigungseinzelkosten zu bestimmen, die sich aus
den Stundensätzen sowie den zuzurechnenden Arbeitsstunden ergeben.253 Ggf. kom-
men darüber hinaus auch die Kosten prozessbezogener Materialeinsätze hinzu. In
der Regel wird aber das Material der gesamten Prozesskette zugeordnet sein und
nicht einem einzelnen Prozess.254 Die Kosten einer Prozesskette umfassen damit
erstens die Summe der Kosten der in die Prozesskette eingehenden Prozesse. Des
Weiteren sind zweitens die Kosten der Roh-, Hilfs- und Betriebsstoﬀe (und ggf. ihrer
Bereitstellung, d. h. inklusive relevanter Materialgemeinkosten) einzubeziehen, die
im Rahmen der Prozesskette zur Erstellung des gewünschten Outputs verarbeitet
bzw. benötigt und für die gesamte Prozesskette bereitgestellt werden (die auf einzel-
250 Vgl. Müller 2007, S. 107.
251 Vgl. ebd., S. 107.
252 Vgl. Budde 1992, S. 14; Coenenberg, Fischer und Günther 2009, S. 140.
253 Vgl. Götze, Zönnchen und Schönherr 2013, 383 f.
254 Vgl. auch ebd., S. 384.
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ne Prozesse bezogenen Materialeinsätze sollten auf der Prozessebene berücksichtigt
werden). Schließlich sind ggf. Sondereinzelkosten der Fertigung (z. B. für Spezial-
werkzeuge) oder Restfertigungsgemeinkosten (wie z. B. Hilfslöhne, Gehälter oder
Sozialkosten), die keinem Prozess direkt zuordenbar und nicht von der Maschinen-
laufzeit abhängig sind, zu erfassen. Zusammenfassend ergibt sich das in Abb. 4.32




= Materialkosten der Prozesskette
Fertigungseinzelkosten (Löhne) Prozess1
+ Fertigungseinzelkosten (Löhne) Prozess 2
+ ...
+ Fertigungseinzelkosten (Löhne) Prozess n
= Fertigungseinzelkosten der Prozesskette
maschinenabhängige Fertigungsgemeinkosten Prozess 1
+ maschinenabhängige Fertigungsgemeinkosten Prozess 2
+ ...
+ maschinenabhängige Fertigungsgemeinkosten Prozess n
= maschinenabhängige Fertigungsgemeinkosten der Prozesskette
+ Sondereinzelkosten der Fertigung, wenn zurechenbar auf Prozesskette
+ Restfertigungsgemeinkosten
= Fertigungskosten der Prozesskette
Kosten der Prozesskette
Abbildung 4.32: Schema zur kurzfristigen Kostenermittlung einer Prozesskette256
Im Ergebnis erhält man auf diesem Wege die Herstellkosten des Outputs, der mit
der spezifischen Prozesskette hervorgebracht wurde – allerdings exkl. Materialge-
meinkosten. Für die Vergleichbarkeit verschiedener Varianten und eine darauf ba-
sierende Entscheidungsfindung reicht diese Betrachtungsweise aber im Grundsatz
255 Vgl. Götze, Zönnchen und Schönherr 2013, S. 384.
256 Quelle: Vgl. in modifizierter Form auch ebd., S. 385.
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zu. Allerdings werden die Kosten somit natürlich auch nicht vollständig und auch
nur für eine einzelne Periode betrachtet. Besser ist es, sämtliche anfallende Kos-
ten über den Lebenszyklus hinweg zu erfassen. Auf diese Rechnungsform und deren
Ausgestaltung für die Kostenermittlung von Prozessketten soll nun im Folgenden
eingegangen werden. Die Bestimmung der kurzfristigen Kosten kann für diese aber
eine wichtige Basis liefern.
4.2.6.2 Langfristige Kostenermittlung
Im Rahmen der kurzfristigen Kostenermittlung werden lediglich die Herstellkosten
der Prozesskette berücksichtigt. Folglich sind dies lediglich Kosten, die im Rahmen
der Betriebsphase anfallen. Idealerweise wären aber auch solche Kosten zu berück-
sichtigen, die bereits im Rahmen der Entwicklung des Prozesses sowie auch in der
Nachsorge entstehen. Hierbei sollte die Lebenszyklusrechnung zum Einsatz kommen.
Allerdings existiert bislang kein einheitlicher Ansatz, was die Ermittlung von Le-
benszykluskosten (und -erlösen) angeht und speziell für die Ermittlung von Lebens-
zykluskosten und- erfolgen für Prozesse liegt noch gar kein Konzept vor. Vorab soll
daher zunächst ein kurzer Überblick über bestehende Ausgestaltungsmöglichkeiten
von Lebenszyklusrechnungen gegeben werden, bevor nachfolgend die Lebenszyklus-
rechnung für die hier vorliegende Problemstellung konkretisiert wird.
So werden – als ein erster Punkt, wo die existierenden Ansätze zu Lebenszyklusrech-
nungen divergieren – auch bei gleichem Betrachtungsobjekt oftmals unterschiedliche
Phasen des Lebenszyklus abgegrenzt. Am Beispiel des Produktlebenszyklus fokus-
sierten sich erste Auseinandersetzungen mit diesem vornehmlich auf den Markt-
zyklus257, wohingegen spätere Arbeiten auch Vor- und/oder Nachlaufphasen mit
einschließen. Die Bezeichnungen für die vor- und nachgelagerte Phasen sowie deren
Anzahl sind hierbei ebenfalls sehr vielfältig.258 Als Referenzmodell für den Pro-
duktlebenszyklus soll hier das von Riezler erstellte dienen, da sich die von ihm
vorgenommene Dreiteilung des sog. Integrierten Produktlebenszyklus weitestgehend
durchgesetzt hat (siehe Abb. 4.33).259 Neben der Unterteilung des Produktlebenszy-
klus nach Riezler soll aber auch das von Wübbenhorst erstellte Lebenszyklus-
257 Vgl. Zehbold 1995, S. 26; Schild 2005, S. 169; Schneider 1999, S. 48.
258 Vgl. für unterschiedliche Sichtweisen Zehbold 1995, S. 34; Riezler 1995, S. 8; DIN 2005a, S. 7;
Schneider 1999, S. 52; Kölscheid 1999, S. 23.
259 Vgl. Riezler 1995, S. 8; Schild 2005, S. 159.
214 4 Konzeption und Ausgestaltung der Methodik
modell von Interesse sein, da sich dieses auf Systeme allgemein richtet und damit
auch für die Bewertung von Prozessketten interessant sein könnte. Wübbenhorst
unterscheidet die Phasen der Initiierung, der Planung, der Realisierung, des Betrie-
bes und der Stilllegung eines Systems. Hierbei konstatiert er, dass in den ersten drei
















































































Abbildung 4.33: Produktlebenszyklusmodell nach Riezler261
Weiter unterscheiden sich die einzelnen Ansätze durch die verwendeten Rechengrö-
ßen. Während bei einigen Ansätzen nur Kosten262 betrachtet werden, sind bei an-
deren Ansätzen auch Erlöse263 eingeschlossen. Darüber hinaus diﬀerieren die Schrif-
ten dahingehen, ob wertmäßige, pagatorische264 oder entscheidungsrelevante265 Kos-
ten (und Erlöse) oder vielmehr Ein- und Auszahlungen266 betrachtet werden. Eng
verknüpft mit den Rechengrößen ist die verwendete Bewertungsmethodik. Die Le-
benszyklusrechnung ist keine eigenständige Methode, sondern bedient sich an einer
260 Vgl. Wübbenhorst 1992, S. 247 f.
261 Quelle: leicht modifiziert von Riezler 1995, S. 9
262 Vgl. Böning 1997; Boschen, T., Walter, S.-C. 2003.
263 Vgl. Zehbold 1995, S. 154; Back-Hock 1988, S. 4; Back-Hock 1992, S. 707; Fröhling 1993, S. 399.
264 Schneider 1999, S. 38; Schild 2005, S. 236.
265 Zehbold 1995, S. 195 ﬀ., Shields und Young 1991, S. 49.
266 Vgl.Riezler 1995, S. 134 ﬀ., Böning 1997, S. 125; Coenenberg, Fischer und Schmitz 1997,
S. 398 ﬀ., Kemminer 1999, S. 262 ﬀ., Weißfloch, Lerch und Kinkel 2010, S. 792.
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Vielzahl von Methoden der Kosten- und Investitionsrechnung.267 Zehbold bspw.
schlägt eine auf der mehrstufigen Deckungsbeitragsrechnung basierende Bestimmung
der Lebenszykluskosten vor. Ihrer Ansicht nach wäre es angemessen, periodische
Deckungsbeiträge im Marktzyklus zu bestimmen und diese Rechnung in eine ku-
mulative, statische Amortisationsrechnung einzubetten, um zu bestimmen, ob die


























Abbildung 4.34: Systemlebenszyklus nach Wübbenhorst269
Back-Hock dagegen orientiert sich an einer relativen Einzelkosten- und Deckungs-
beitragsrechnung und schließt dementsprechend nur die entscheidungsrelevanten
Kosten und Erlöse mit ein.270 Sie unterscheidet in eine Grund- und eine Auswer-
tungsrechnung. In der Grundrechnung sollen die Kosten und Erlöse der einzelnen
Phasen erfasst, kategorisiert und Bezugsobjekten zugeordnet werden. Die Auswer-
tungsrechnungen dagegen zielen darauf ab, eine Deckungsanalyse aus der Diﬀerenz
kumulierter Kosten und Erlös je Phase oder für den gesamten Lebenszyklus durch-
zuführen, eine Break-Even-Analyse anzuregen oder eine Analyse dahingehend zu
veranlassen, die auf Grundlage der noch erwarteten Ergebnisse den günstigsten
Zeitpunkt für die Beendigung eines Projektes ableiten lässt.271 Die Mehrheit der
267 Vgl. Günther und Kriegbaum 1997, S. 900; Seuring 2001, S. 75; Fröhling und Spilker 1990,
S. 74.
268 Vgl. Zehbold 1995, S. 194 f.
269 Quelle: leicht modifiziert von Wübbenhorst 1992, S. 248.
270 Vgl. Back-Hock 1988, S. 4.
271 Vgl. ebd., S. 46 ﬀ. und 100 ﬀ., Back-Hock 1992, S. 710 ﬀ., Götze 2010, S. 314.
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Autoren aber bedient sich an der aus der Investitionsrechnung stammenden Ka-
pitalwertberechnung und daran angelehnten Verfahren.272 Um den Kapitalwert zu
ermitteln, werden die einzelnen Ein- und Auszahlungen den Perioden zugeordnet
und der jeweilige Zahlungsmittelüberschuss- bzw. -bedarf auf den Entscheidungs-
zeitpunkt abgezinst.
Eng verknüpft mit der Lebenszyklusrechnung sind auch die Begriﬀe des TCO und
des Life Cycle Engineering (LCE). Der Ansatz des TCO. wurde im Bereich des
Einkaufs bzw. Beschaﬀungsmanagement entwickelt und setzte sich zum Ziel, die
„wahren“ Kosten einer Beschaﬀung zu ermitteln, die nicht nur den Preis eines Gu-
tes beinhalten. Dadurch werden auch Transaktionskosten mit eingeschlossen.273 Da
die Zuordnung der Kosten – ähnlich wie bei der Lebenszyklusrechnung – zu einer
Vorlauf-, Ausführungs- und Nachlaufphase geschieht, wird TCO oftmals als Unter-
menge der Lebenszyklusrechnung gesehen. 274 275 Dieser Auﬀassung soll hier gefolgt
werden, da TCO-Ansätze – wenngleich hier zusätzlich auch Transaktionskosten ex-
plizit betrachtet werden – eine ganz spezifische Perspektive einnehmen, um für einge-
kaufte Güter die Lebenszykluskosten zu bestimmen und daher unter den Konzepten
der Lebenszyklusrechnung zu subsumieren sind. Letztlich ist der TCO als Lebens-
zyklusrechnung aus Verwendersicht zu sehen. Eine Weiterentwicklung des TCO ist
der in Teilkapitel 3.4 vorgestellte Ansatz des TCBO, indem neben Kosten auch Nut-
zeneﬀekte einer Investition betrachtet werden. Dieser Ansatz von Denkena et al.
basiert allerdings nicht auf der klassischen TCO-Sichtweise, da die TCBO nicht auf
die Anwendung im Einkauf und die Ermittlung beschaﬀungsbezogener Kosten be-
schränkt ist. Nach der hier getätigten Zuordnung wäre jener Ansatz damit eher der
Lebenszyklusrechnung allgemein zuordenbar.
LCE. hingegen ist eher auf die lebenszyklusorientierte Gestaltung von Produkten
gerichtet. Da allerdings auch die Lebenszyklusrechnung eine frühzeitige Gestaltung
von Produkten zum Ziel hat, ist die Abgrenzung nicht zweifelsfrei vorzunehmen.
272 Vgl. Riezler 1995, S. 212 ﬀ., Weißfloch, Lerch und Kinkel 2010, S. 792; Coenenberg, Fischer
und Schmitz 1997, S. 398; Schneider 1999, S. 2.
273 Vgl. Seuring 2001, S. 106 f., Ellram 1994, S. 171; Ellram und Siferd 1993, S. 164; Geissdörfer,
Gleich und Wald 2009, S. 703.
274 Vgl. Seuring 2001, S. 107.
275 Andere Autoren wiederum verwenden die Begriﬀe jedoch auch synonym (vgl. Heilala, Helin und
Montonen 2006, S. 3970; Suttell 2005, S. 70). Wieder andere Autoren sehen sogar umgekehrt
die Lebenszyklusrechnung als Untermenge des TCO (vgl. Geissdörfer, Gleich und Wald 2009,
S. 695; Ellram und Siferd 1998, S. 57).
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Alting et al. sehen die Aufgabe des LCE allerdings eher in der Einbeziehung
ökologischer – statt monetärer – Aspekte in die Produktentwicklung.276 Hierzu soll
der Produktlebenszyklus hinsichtlich produkt-, prozess- und materialbezogener Ent-
scheidungen bewertet und gestaltet werden.277 Dadurch ist eine deutliche Nähe des
LCE zum Life Cycle Assessment gegeben, durch welches ebenfalls Umweltwirkungen
entlang des Lebenszyklus eines Produktes bestimmt werden sollen.278 Aus diesem
Grunde haben spätere Auseinandersetzungen mit dem LCE diesem nicht nur die
Erfassung ökologischer, sondern auch technologischer und wirtschaftlicher Aspekte
zugesprochen.279 LCE soll, daraus abgeleitet, die Entwicklung und Produktion nach-
haltiger Produkte ermöglichen.280 Anders als im herkömmlichen integrierten Pro-
duktlebenszyklus wird beim LCE allerdings auch nicht in Vor- Markt- und Nachlauf-
phase aus Sicht des Herstellers von Produkten unterschieden, sondern vielmehr die
akteursübergreifende Wertschöpfungskette als Grundlage für die Phaseneinteilung
genutzt. Demnach wird der Lebenszyklus von der Gewinnung der Rohmaterialien
über die Produktherstellung bis hin zur Entsorgung unterteilt (siehe Abb. 4.35).281
Somit kann LCE insgesamt als der Lebenszyklusrechnung übergeordnetes Konzept
aufgefasst werden.
Rohstoffgewinnung Komponenten-/Produktherstellung Gebrauch Entsorgung
Abbildung 4.35: Produktlebenszyklus nach Alting282
Da auch in der hier vorliegenden Arbeit eine Bewertung nicht-monetärer Eﬀekte
bezweckt wird, kann LCE einen geeigneten Ansatz darstellen, um vor allem ökologi-
sche Größen in die Bewertung zu integrieren. Über das Kostenmanagement geht es
276 Vgl. Alting 1995, S. 569; Hauschild, Jeswiet und Alting 2005, S. 12.
277 Vgl. Alting 1995, S. 570.
278 Vgl. ebd., S. 570; Hauschild, Jeswiet und Alting 2005, S. 1.
279 Vgl. ebd., S. 13; Ribeiro u. a. 2008, S. 1887 ﬀ.
280 Vgl. Peças, Ribeiro und Henriques 2014, S. 543.
281 Vgl. Wenzel, Hauschild und Alting 1997, S. 25; Peças, Ribeiro und Henriques 2014, S. 544;
Rebitzer und Hunkeler 2003, S. 254; Hauschild, Jeswiet und Alting 2005, S. 4.
282 Quelle: leicht modifiziert von Wenzel, Hauschild und Alting 1997, S. 25.
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allerdings hinaus und kann daher – anders als die Lebenszyklusrechnung – nicht pri-
mär für die langfristige Kostenermittlung eingesetzt werden. Weitere Anknüpfungs-
punkte ergeben sich aber auch aus der akteursübergreifenden Sichtweise. Da Prozess-
ketten der Herstellung und Verarbeitung von Werkstoﬀen betrachtet werden sollen,
bildet die Analyse der Wertschöpfungskette und in ihr auftretender Eﬀekte und Ver-
flechtungen eine wichtige Grundlage für die Wirtschaftlichkeitsbetrachtung. So könn-
te es sinnvoll sein, den Systemlebenszyklus mit der Produktlebenszyklus-Auﬀassung
aus dem LCE zu verknüpfen und dementsprechend die Prozess(ketten)lebenszyklen
für jeden Akteur der Kette einzeln und zugleich integriert zu betrachten und folglich
eine wertschöpfungskettenorientierte Lebenszyklusrechnung anzustreben. Da die Zu-
sammenführung der Ergebnisse aus der Kosten- und Nutzenbestimmung aber erst
Gegenstand des Synthesemodells ist, soll dieser Aspekt erst in Teilkapitel 4.2.8 noch-
mals aufgegriﬀen werden. Wie bereits in den oberen Absätzen beschrieben, existiert
bislang noch kein geeignetes Konzept, das speziell auf die Bestimmung der Lebens-
zykluskosten einer Prozesskette bzw. von Prozessen im Allgemeinen ausgerichtet ist.
Daher sollen im Weiteren nun Grundgedanken für die Ausgestaltung einer prozess-
orientierten Lebenszyklusrechnung präsentiert werden.
Für die konkrete Ausgestaltung ist es notwendig, eine Reihe an Fragen zu klären,
die sich im Zusammenhang mit der Erstellung einer Lebenszyklusrechnung für Pro-
zesse zwangsweise ergeben. Eine erste Frage bezieht sich auf die zu verwendende
Zielgröße. Oben wurden bereits denkbare Zielgrößen für die Lebenszyklusrechnung
vorgestellt. In dieser Arbeit soll der Kapitalwert die präferierte Größe darstellen,
da dessen Verwendung zum einen recht üblich ist und zum anderen auch der Lang-
fristigkeit der Rechnung gerecht wird. Aufkommende Probleme ergeben sich dann
aber durch die Unterschiedlichkeit der Zielgrößen der Kostenrechnung (Kosten und
Erlöse) sowie der in der Investitionsrechnung verwendeten Größen (Ein- und Auszah-
lungen). Denn grundsätzlich bietet es sich an, die Kostenrechnung und die Lebens-
zyklusrechnung so aufeinander abzustimmen, dass möglichst wenig Anpassungen bei
der Überführung in die jeweilig andere Rechnung vorgenommen werden müssen.
Zur Lösung des Problems bestehen prinzipiell zwei Möglichkeiten: die Anwendung
des Lücke-Theorems oder der Rückgriﬀ auf die investitionstheoretische Kostenrech-
nung.283 Das Lücke-Theorem sagt aus, dass die Berechnung des Kapitalwertes auf
283 Vgl. Schild 2005, S. 147 ﬀ.
4.2 Prozess(ketten)bewertung 219
Basis von periodisierten Größen und bestimmten Bedingungen zu gleichen Ergebnis
führen wie auf Grundlage von Zahlungen.284 Dies sei erfüllt, wenn 1. der Gewinn
jeweils noch um die Zinsen auf das gebundene Kapital am Ende der Vorperiode
korrigiert wird und 2. die Summe der Periodengewinne (exkl. Zinsen) der Summe
der unabgezinsten Zahlungsüberschüsse entspricht.285 Die Kapitalbindung für die
erste Bedingung ergibt sich dabei aus „der kumulierten Diﬀerenz der Leistungen
Lt und Kosten jeder Periode Kt abzüglich der kumulierten Diﬀerenz aus den Ein-
zahlungen EZt und den Auszahlungen AZt jeder Periode.“286 Im Falle, dass beide
Bedingungen erfüllt sind, entspricht der Kapitalwert auf Basis der Periodenerfolge
dem Kapitalwert auf Basis der Zahlungsüberschüsse.287 Bei der investitionstheo-
retischen Kostenrechnung wird auf gegensätzlichem Wege dazu versucht, auch die
kurzfristigen Entscheidungen der Kostenrechnung auf die mehrperiodige Zielgröße
des Kapitalwertes auszurichten.288 Dies hat dann auch zugleich Auswirkungen auf
die Definition des Kostenbegriﬀs, die dann nicht mehr als wertmäßiger Verzehr des
Güterverbrauchs, sondern als durch den Gütereinsatz bewirkte Kapitalwertminde-
rung verstanden werden müssen.289
Für oder gegen den Einsatz des jeweiligen Ansatzes können verschiedene Argu-
mente hervorgebracht werden. Für die Anwendung des Lücke-Theorems spricht vor
allem, dass als einheitliche Zielgröße der Kapitalwert herangezogen werden kann, oh-
ne auf die in der Kostenrechnung etablierten Kosten und Leistungen zu verzichten.290
Auch beim investitionstheoretischen Ansatz der Kostenrechnung wird eine gleiche
Zielgröße verwendet. Allerdings müssen die herkömmlichen Größen des Rechnungs-
wesens modifiziert werden. In der Praxis hat sich das Konzept daher nicht durch-
gesetzt. Zeitliche Interdependenzen werden bei beiden Ansätzen nicht ausreichend
berücksichtigt.291 Letztlich spricht die Praxistauglichkeit für das Lücke-Theorem.
Da es in der vorliegenden Arbeit aber nicht um eine vollständige Integration des
Rechnungswesens, sondern lediglich um die Bewertung alternativer Prozessketten
gehen soll, ist es ebenfalls denkbar, die periodisierten Größen in Zahlungen zu über-
284 Vgl. ebd., S. 148; Lücke 1955, S. 310 ﬀ., Kemminer 1999, S. 237; Lücke 1989, S. 219 ﬀ.
285 Vgl. Ewert und Wagenhofer 2003, S. 73 ﬀ., Kemminer 1999, S. 237; Küpper 1990, S. 256 f.
286 Schild 2005, S. 148.
287 Vgl. Ewert und Wagenhofer 2003, S. 76.
288 Vgl. Schild 2005, S. 151.
289 Vgl. Ewert und Wagenhofer 2003, S. 46; Küpper 1985, S. 29; Küpper 1999, S. 10.
290 Vgl. Schild 2005, S. 150.
291 Vgl. ebd., S. 150 ﬀ.
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führen (und damit keine vollständige Integration zu bezwecken), indem bspw. Ab-
schreibungen und Zinsen aus den Herstellkosten herausgerechnet werden. Anstelle
der Abschreibungen müsste dann die Anschaﬀungsauszahlung zur Berechnung des
Kapitalwertes angesetzt werden, sofern sie durch die Einführung der Prozesskette
hervorgerufen wird. Zu betrachten wären damit nur entscheidungsrelevante Kosten
bzw. Zahlungen. Für viele andere bei der Bewertung von Prozessketten betroﬀene
Positionen gibt es allerdings nicht zwangsläufig einen Unterschied zwischen Kosten
und Erlösen bzw. Ein- und Auszahlungen, bzw. wenn ein Unterschied besteht, ist
dieser im Rahmen einer Neuplanung z. T. nicht relevant. Da sich der Aufwand für die
Überführung periodisierter Größen und Zahlungen in dem hier dargestellten Falle
in Grenzen halten sollte, wird diese Möglichkeit bevorzugt. Die im Rechnungswesen
verwendeten Größen sollen somit weiter beibehalten und nur an die Zielgrößen der
Lebenszyklusrechnung angepasst werden. Damit können die im Rahmen der kurz-
fristigen Kostenermittlung bestimmten Herstellkosten nach kleineren Anpassungen
auch in die langfristige Kostenermittlung integriert werden. Kurzum wird im Prinzip
nicht der kosten- sondern der zahlungsorientierte Ansatz bevorzugt292, wenngleich
den wertmäßigen Größen des Rechnungswesens nicht der Rücken gekehrt wird, son-
dern davon ausgegangen, dass diese in vielen Fällen deckungsgleich sind. Begründet
wird dies durch die im zahlungsorientierten Ansatz vielfach vertretene Ansicht, dass
keine Zahlungsziele eingeräumt werden und dass keine Lagerhaltung erfolgt. Für die
prozesskettenbezogenen Entscheidungen sind weder Zahlungsziele noch Lagerhal-
tung relevant, da deren Beachtung letztlich zum gleichen Ergebnis führen würde –
lediglich die Zeitpunkte des Anfalls fallen auseinander. Zugrunde gelegt wird damit
ein entscheidungsorientierter Kostenbegriﬀ, der ähnlich wie der pagatorische Kos-
tenbegriﬀ an Zahlungen orientiert ist.293 Kalkulatorische Kosten werden bei diesem
Kostenbegriﬀ abgelehnt und angesetzt werden sollen nur solche Kosten, die durch
das betrachtete Objekt ausgelöst werden.294
Gesprochen wurde bisweilen oftmals von Kosten und Erlösen. Zu beachten ist,
dass im Rahmen der langfristigen Kostenermittlung die Erlösseite zunächst außen
vor bleibt und lediglich für die Einbeziehung von Nutzeneﬀekten von Interesse ist.295
292 Vgl. zu den jeweiligen Ansätzen Schild 2005, S. 231 ﬀ.
293 Vgl. Kemminer 1999, S. 29.
294 Vgl. Riebel 1994, S. 372; Kemminer 1999, S. 29.
295 Auf die Zusammenführung von positiven Eﬀekten wie negativen Eﬀekten i. S. v. Ein- und
Auszahlungen wird noch im Teilkapitel 4.2.8 eingegangen.
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Die getroﬀenen Aussagen lassen sich dennoch ohne Weiteres auch übertragen, wenn
nur Kosten betrachtet werden.
Da Kosten und Auszahlungen in vielen Fällen nicht zwangsweise divergieren, stellt
sich auch die Frage nach dem Verrechnungsumfang von Kosten. Wie in der
Kostenrechnung üblich, kann hierbei zwischen Voll- und Teilkosten unterschieden
werden.296 Von Vollkosten könnte dann gesprochen werden, wenn nicht nur pro-
jektbezogene, sondern auch übergreifende Kosten innerhalb der Rechnung erfasst
würden. Eine Teilkostenrechnung liegt dagegen dann vor, wenn nur direkt zurechen-
bare Kosten erfasst und auf die Bezugsobjekte verteilt würden.297 Für den Vergleich
von Prozessketten bzw. die Prognose der Kosten bzw. Zahlungen, die durch die
Einführung bestimmter Prozesse tatsächlich hervorgerufen werden, ist eindeutig die
Teilkostenrechnung zu präferieren. In die Lebenszykluskosten der Prozesskette sollen
damit nur durch diese bedingt Kosten erfasst werden und nicht sämtliche im Unter-
nehmen anfallende. Die Aussagekraft wird dadurch deutlich erhöht. Zugleich geht
diese Vorgehensweise der Verrechnung auch mit der Verwendung entscheidungsori-
entierter Kosten konform.
Eine weitere Frage betriﬀt die Unterteilung der Lebenszyklusphasen. Im Ver-
lauf wurde bereits auf verschiedene Phaseneinteilungen eingegangen. Hier soll im
Grunde der klassischen Dreiteilung, wie sie auch im Produktlebenszyklus üblich
ist, in Vorlauf-, Markt- und Nachlaufphase gefolgt werden. Nichtsdestotrotz wäre es
ebenso möglich, die Phasen weiter zu spezifizieren, wie es bspw.Wübbenhorst vor-
geschlagen hat. Die Zuordnung der fünf Phasen des Systemlebenszyklus zum dem
integrierten Lebenszyklusmodell ist deshalb nochmals in Abb. 4.36 demonstriert.
Ist die Phaseneinteilung geklärt, müssen noch konkrete Kriterien für den Anfang
und das Ende des Lebenszyklus sowie für den Beginn und das Ende der einzelnen
Phasen festgelegt werden.298 Darüber hinaus kann bzw. sollte auch die Dauer der
einzelnen Phasen sowie des gesamten Planungszeitraumes festgelegt werden (peri-
odenorientierte Einteilung). Hierfür kommen Wochen, Monate, Quartale, Halbjahre
oder auch Jahre in Betracht.299
296 Vgl. Götze 2010, S. 153 ﬀ.
297 Vgl. Schild 2005, S. 219.
298 Vgl. Riezler 1995, S. 133 f., und Schild 2005, S. 208.
299 Vgl. ebd., S. 208.
300 Quelle: eigene Abbildung
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Vorlaufphase Marktphase Nachlaufphase
Initiierung Planung Realisierung Betrieb Stilllegung
Abbildung 4.36: Mögliche Einteilung der Lebenszyklusphasen einer Prozesskette300
Bevor die Kosten bzw. Auszahlungen dann den einzelnen Phasen zugeordnet wer-
den können301, ist vorab noch zu klären, welche Objekte im Rahmen der Lebenszy-
klusrechnung betrachtet werden sollen. Denn die Lebenszykluskosten der Prozessket-
te werden im Wesentlichen durch die an ihr beteiligten Objekte determiniert. Dies
betriﬀt sämtliche Produktionsfaktoren (Maschinen, Personal, Betriebsmittel, etc.)
sowie Outputgüter (Produkte, Bauteile, Werkstoﬀe), für die Auszahlungen anfallen
können. Die Kosten sollten dann grundsätzlich nach dem Kriterium der Phasenzu-
gehörigkeit zugeordnet werden.302 In Abb. 4.37 soll ein Überblick darüber gegeben
werden, welche Auszahlungen in welcher Lebenszyklusphase einer Prozesskette an-
fallen können. Gefragt werden muss sich bei sämtlichen Kosten/Auszahlungen, ob
diese tatsächlich durch den Einsatz der (neuartigen) Prozesskette determiniert sind.
So sollten beispielsweise auch nur solche Kosten für die Produktentwicklung mit
angesetzt werden, die durch die Abstimmung zwischen Produkt und Prozess her-
vorgerufen werden, nicht aber solche, die entkoppelt von der Prozessentwicklung
anfallen. Eine Trennung dürfte nicht immer leicht fallen, sollte aber nach bestem
Wissen geschehen.
Um die Kosten bzw. Auszahlungen einer Prozesskette diﬀerenzierter betrachten zu
können, sind schlussfolgernd den einzelnen Prozessen oder auch (Teilen) der Pro-
zesskette kostenverursachende Objekte zuzuordnen und für diese jeweilig die Kos-
ten/Auszahlungen gesondert nach Lebenszyklusphasen und kosten- bzw. auszah-
lungsverursachenden Aktivitäten zu bestimmen.
Diese Vorgehensweise ist abschließend in Abb. 4.38 veranschaulicht. Auf diesem
Wege können sukzessive alle Kosten bzw. Zahlungen über den Lebenszyklus einer
301 Die Kosten sollten grundsätzlich nach dem Kriterium der Phasenzugehörigkeit zugeordnet wer-
den. Für die Ermittlung eines Kapitalwertes ist es allerdings zudem erforderlich eine weitere
Zuordnung zur konkreten Periode des Kostenanfalls zu treﬀen.
302 Für die Ermittlung eines Kapitalwertes ist es dann allerdings zudem erforderlich eine weitere
Zuordnung zur konkreten Periode des Kostenanfalls zu treﬀen.
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Prozesskette eines Akteurs gesammelt werden.
Auszahlungen über den Lebenszyklus einer Prozesskette
Vorlaufphase Marktphase Nachlaufphase
x Forschungs- und Entwicklungskosten    
(i. S. d. produkt- und prozessspezifischen 
Forschung und Entwicklung) 
x Kosten der Arbeitsplanerstellung sowie 
Konzeption der Prozesskette
x Kosten für den Produktionsanlauf/
Testläufe
x Anpassungs-/Änderungskosten (durch 
Produkt- oder Verfahrensverbesserung 
hervorgerufene organisatorische oder 
technische Änderungen)
x Technologie- und Marktforschungskosten
x ggf. Anfertigung oder Beschaffung von 
Anlagen oder Spezialwerkzeugen
x Anlage der Stammdaten
x Kosten der Modellierung von Prozess-
ketten
x ggf. Personalakquise und Schulungs-
kosten 
x laufende Beschaffung und Verwendung 
von Material (Roh-, Hilfs- und Betriebs-
stoffe → Materialeinzel- und  -gemein-
kosten)
x Kosten der Fertigung von Werkstoffen, 
Halbzeugen und Produkten 
(Fertigungseinzel- und -gemeinkosten, 
Sondereinzelkosten der Fertigung)




x Kosten der Demontage von Produktions-
anlagen
x Kosten der Verwertung und Beseitigung 
von Produktionsabfällen 
x Rückruf und Entsorgung schadhafter 
Teile (wenn prozessbedingt)
x Vertragsauflösungen (z. B. Personal)
Abbildung 4.37: Auszahlungen in den verschiedenen Lebenszyklusphasen einer Pro-
zesskette303
Anders als bei der kurzfristigen Kostenermittlung werden bei der Lebenszyklusrech-
nung die gesamten Kosten über den Lebenszyklus erfasst und nicht für die Ausfüh-
rung eines Prozesskettendurchlaufes kalkuliert. Grundsätzlich können dennoch die
im Rahmen der Bezugsgrößenkalkulation ermittelten Herstellkosten herangezogen
werden, wenn diese erstens um nicht zahlungswirksame Positionen (Abschreibungen
und kalk. Zinsen) gekürzt und 2. mit der entsprechenden Produktionsmenge des ge-
fertigten Outputs multipliziert werden. Anders ist für Kosten indirekter Bereiche zu
verfahren (z. B. Entwicklungskosten). Um auch hier der Prozessorientierung Folge
zu leisten, empfiehlt sich hierzu die Anwendung der klassischen PKR nach Hor-
váth und Mayer, mittels derer die Kosten der Prozesse in indirekten Bereiche
über geeignete Kostentreiber verrechnet werden können. Sind sämtliche Kosten der
einzelnen Phasen erfasst, kann der Kapitalwert KW – hier lediglich auf Basis der
anfallenden Auszahlungen – ermittelt werden. Dieser ergibt sich, indem die Kosten
303 Quelle: eigene Abbildung erstellt auf Grundlage von Schimmelpfennig 2001, S. 44; Kemminer
1999, S. 169 ﬀ., Back-Hock 1988, S. 26.
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einzelnen Perioden innerhalb der Lebenszyklusphasen zugeordnet werden und mit




avt · (1 + i) t +
MX
t=0
amt · (1 + i) t +
NX
t=0
ant · (1 + i) t (4.6)
Bestimmt werden auf diesem Wege so zunächst die Kosten einer Prozesskette aus
der Sicht nur eines Akteurs der Wertschöpfungskette. Es ist aber auch denkbar,
sämtliche prozesskettenbezogene Kosten über die gesamte Wertschöpfungskette hin-
weg zu erfassen und zur Bestimmung des Kapitalwertes heranzuziehen. Sinnvoll
erscheint dies insbesondere aus Sicht des Werkstoﬀherstellers, um zu überprüfen
wie sinnvoll verschiedene Prozesskettenvarianten – in Kombination über die Wert-
schöpfungskette verknüpft – sind. Ebenso ist aber denkbar, die Kapitalwerte der
verschiedenen Akteure isoliert zu ermitteln, jeweils die günstigste Variante zu wäh-
len und dann einen kumulativen Kapitalwert zu bestimmen. Auf die interorganisa-
tionale – und somit akteursübergreifende – Gestaltung von Prozessketten soll auch
noch im Teilkapitel 4.3.1 eingegangen werden. Bei der reinen Kostenbetrachtung
ist die akteursübergreifende Sichtweise allerdings noch nicht einmal übermäßig ent-
scheidend. Besonders relevant wird eine solche Betrachtung erst dann, wenn auch
Nutzeneﬀekte mit monetarisiert werden. Diese Monetarisierung von Nutzeneﬀekten
ermöglicht es, Aussagen darüber zu treﬀen, wie sinnvoll die Herstellung und Verar-
beitung von neuen Werkstoﬀen im Vergleich zu bisherigen Lösungen überhaupt ist.
Die reine Kostenbetrachtung hingegen ermöglicht es hingegen lediglich, die güns-
tigste Prozesskettenvariante zu bestimmen. Da aber auch im Falle dieser Rechnung
die Nutzeneﬀekte – wenn auch in nicht-monetärer Form – gegenübergestellt werden,
vermag es die Lebenszyklusrechnung nichtsdestotrotz wertvolle Informationen für
die Entscheidungsfindung bereitzustellen.


















cj Prozessbezogenes Objekt c mit j = 1, …, J
pe Prozess p mit e = 1, …, E
Kβ Kostenart k mit β = 1, …, B
lφ Lebenszyklusphase l mit φ = 1, …, ϑ 
Kjβφ Kostenelement, d. h. die Kosten einer bestimmten Kostenart kβ in der 
Lebenszyklusphase lφ bezogen auf ein prozessbezogenes Objekt cj  
Abbildung 4.38: Kostenelemente einer Prozesskette304
4.2.6.3 Konsequenzen der Integration qualitativer Größen in die Bewertung
In den beiden oberen Abschnitten wurde hauptsächlich auf die Kostenbestimmung
für den Fall eingegangen, dass Nutzeneﬀekte nicht monetär erfasst werden sollen.
Wird aber nun die Monetarisierung von Nutzeneﬀekten angestrebt, wie in Teilka-
pitel 4.2.5.4 beschrieben, hat dies auch Auswirkungen auf die Kostenerfassung. Zu
begründen ist dies mit der Tatsache, dass Nutzeneﬀekte sich oftmals auch in Kos-
teneinsparungen äußern. Diese gilt es mit sinnvollen kostenrechnerischen Methoden
zu bewerten. Zu integrieren sind daher in das Kostenmodell auch Spezialrechnun-
gen, die für die Erfassung zeit-, qualitäts-, flexibilitäts- und umweltbezogener Kosten
ausgelegt sind und auch die Kostenvorteile von verbesserten Kapazitätsauslastungen
aufzeigen können. Werden derartige qualitative Größen monetär bewertet, müssen
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sich aber nicht zwangsläufig Nutzeneﬀekte im Sinne von Einsparungen ergeben.
Gleichsam können im Vergleich zur Referenzprozesskette auch Mehrkosten auftre-
ten, die dann ebenfalls auszahlungsseitig mit einzubeziehen sind. Auf mögliche Wege
zur Erfassung und Bewertung der einzelnen „Spezialkosten“ soll daher im Folgenden
eingegangen werden.
Kosten der Beschleunigung von 
Werkstücken


















kalkulatorische Zinsen und 
Abschreibungen






















zeitrelevante Kosten (mit oder ohne eindeutigem Kostentreiber)
Abbildung 4.39: Diﬀerenzierung von zeitbezogenen Kostenkategorien und jeweils
mit ihnen in Zusammenhang stehenden Kostenarten305
Für sämtliche Größen ist charakteristisch, dass sich in der Literatur bislang zu-
meist kaum oder nur unzureichend mit der Ausgestaltung von Spezialrechnungen
im Sinne von Zeit-, Qualitäts-, Flexibilitäts- und Umweltkostenrechnungen befasst
wurde306. Zwar werden oftmals verschiedene Kostenkategorien der einzelnen Spe-
zialrechnungen benannt, mit welchen Methoden der Kostenrechnung aber konkret
die entsprechenden Kosten erfasst werden, wird – bis auf wenige Ausnahmen (z.
305 Quelle: modifiziert übernommen und um Kostenarten erweitert von Bloech 2000, S. 282 ﬀ.
306 Entsprechende Literaturquellen wurden bereits im Teilkapitel 4.2.5.4 benannt.
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B. die Veröﬀentlichungen von Sasse zu qualitätsbedingten Kosten- und Erlöswir-
kungen) nur unzureichend oder gar nicht betrachtet. Als Beispiel für die mangelnde
methodische Komponente sei hier die Ausgestaltung einer Zeitkostenrechnung gem.
Bloech genannt. Zwar geht dieser umfassend auf die Unterteilung von Zeitkos-
ten in zeitrelevante sowie zeitneutrale Kosten ein, diﬀerenziert zeitrelevante Kosten
weiter in in Zeiteinhaltungs- und Zeitabweichungskosten (als Folge der Reduktion
einer Durchlaufzeit-Varianz) sowie Kosten der Beschleunigung und Kostenredukti-
onspotenziale als Folge der Beschleunigung der Durchlaufzeit und nennt schließlich
entsprechende innerhalb der jeweiligen Kategorien betroﬀene Kostenarten von zeit-
bedingten Änderungen (siehe auch Abb. 4.39), auf spezifische oder gar einheitlich
verwendbare Methoden der Erfassung wird aber nicht Bezug genommen.307 Dies
triﬀt das generelle Problem aber auch bereits im Kern. Jeder Eﬀekt, der durch ei-
ne bestimmte Maßnahme im Bezug auf eine qualitative Größe hervorgerufen wird,
ist so unterschiedlich, dass für jede Kostenerfassung zwangsläufig unterschiedlich
vorgegangen werden muss.308
Fest steht jedoch, dass derartige Rechnungen die traditionelle Kostenrechnung nicht
ersetzen, sondern lediglich ergänzen sollen, indem erweiterte, spezifische Kostenin-
formationen generiert werden.309 Die traditionelle Kostenrechnung allein reicht auf
der anderen Seite nämlich nicht aus, um Prozessketten diﬀerenziert zu bewerten,
da sie nicht geeignet ist, die monetären Wirkungspotenziale qualitativer Größen in
geeigneter Weise wiederzugeben.310 Jeder Eﬀekt hat jedoch umfassende Wirkungen
auf die in der Kostenrechnung etablierten Kostenarten. Diese Wirkungen zu erfassen,
ist die Aufgabe der Spezialrechnungen.
Die Aufgabe der Spezialrechnungen ist es also auch im Rahmen der Bewertung
von Prozessketten, zusätzliche Kosteninformationen bereitzustellen und gleichzeitig
auch qualitative Größen mit in die Kostenrechnung einzubeziehen. Maßgeblich ist
hierbei die Aufdeckung der Wirkungsbeziehungen zwischen den Kostenkategorien
der Spezialkosten und den Kostenarten der Lebenszyklusrechnung, die durch die-
se betroﬀen sind. Hierbei muss sich bezugnehmend auf die Referenz-Prozesskette
zunächst gefragt werden, ob bei der betreﬀenden Kostenkategorie eine Kostenmeh-
307 Vgl. Bloech 2000, S. 279 ﬀ.
308 Das Problem wurde bereits auch schon in Teilkapitel 4.2.5.4 angedeutet.
309 Vgl. Kemminer 1999, S. 73; Sasse 2001, S. 77.
310 Vgl. Keller 1997, S. 61.
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rung oder eine Kostenminderung bei der betrachteten Prozesskette vorliegt. Ers-
teres wären folglich zusätzliche Kosten, zweiteres hingegen Nutzeneﬀekte in Form
von Kosteneinsparungen. Anschließend sind der betreﬀenden Kostenkategorie, die
durch bestimmte qualitative/zeitliche/flexibilitäts- oder umweltbezogene Maßnah-
men angesprochen wird, die Kostenarten/Auszahlungen der Lebenszyklusrechnung
zuzuordnen, die durch die betreﬀende Kostenkategorie vermehrt oder vermindert
werden und hinsichtlich der Höhe der Veränderung zu bemessen. Dies kann im Rah-
men einer Prozess- bzw.Tätigkeitsanalyse geschehen.311 Es ist also zunächst zu klä-
ren, wie durch bestimmte qualitative/zeitliche/flexibilitäts- oder umweltbezogene
Eﬀekte Prozesse im Unternehmen verändert werden, bzw. welche Prozesse eine be-
stimmte Maßnahme nach sich zieht oder eliminiert. Im darauﬀolgenden Schritt sind
die Ressourcen, die von der Veränderung betroﬀen sind, den jeweiligen Prozessen
zuzuordnen und die mit diesen in Zusammenhang stehenden Kostenarten zu ver-
knüpfen.
Des Weiteren sind die betreﬀenden Kosten den entsprechenden Lebenszykluspha-
sen der Prozesskette zuzuordnen. Letztlich ist die Höhe der Veränderung abzu-
schätzen. Hierbei können detaillierte Planungen, Verbrauchsfunktionen oder auch
Schätzungen zum Einsatz kommen. Eng damit verknüpft ist jeweils die Oﬀenlegung
der wesentlichen Kostentreiber.312 Insgesamt kann das Vorgehen zur Bemessung der
Kostenmehrungen- oder -minderungen auch durch das Cost Benchmarking sowie
die PKR (da oftmals auch Prozesse indirekter Bereiche bewertet werden müssen)313
unterstützt werden.314 Das Vorgehen ist nochmals am Beispiel der Integration von
Qualitätskosten bzw. qualitativ bedingter Eﬀekte einer Prozesskette aufgezeigt –
genauer am Beispiel Reduzierung von Nacharbeit (vgl. Abb. 4.40). Bestimmte Maß-
nahmen können jedoch auch externe Kosten nach sich ziehen. Hierfür reicht eine
Analyse der internen Prozesse natürlich nicht aus. Im konkreten Fall, dass bspw.
Umweltauflagen durch einen bestimmten Prozess nicht erfüllt werden und dies Sank-
tionen nach sich zieht, müssten auch Schätzungen externer Kosten mit in die Be-
311 Vgl. auch Sasse 2002, S. 229.
312 Vertiefend wird auf Verfahren zur Prognose zukünftiger Kosten noch im Teilkapitel 4.2.7.3
eingegangen.
313 Für die Ermittlung von Fertigungseinzelkosten sowie von maschinenbezogenen Gemeinkosten
kann wiederum die Bezugsgrößenkalkulation in Verbindung mit einer Maschinenstundensatz-
rechnung zum Einsatz kommen.
314 Vgl. Sasse 2001, S. 78 f., Hoﬀjan 1997, S. 343 ﬀ., Sasse 2002, S. 227 ﬀ., Horváth und Lamla
1995, S. 65 ﬀ.
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trachtung integriert werden. Die Tätigkeitsanalyse würde hierbei sozusagen über die
Unternehmensgrenzen hinaus verlagert.
4.2.7 Prognosemodul
Bislang wurde in den einzelnen Modulen hauptsächlich darauf eingegangen, wie die
Bewertung vorbereitet und unterstützt (Zielsystem, Prozessketten- und Wechselwir-
kungsmodell) sowie ausgestaltet werden kann (Kosten- und Nutzenmodell). Eines
der Hauptprobleme bei der frühzeitigen Bewertung neuartiger Prozessketten liegt
aber darin, dass noch nicht genügend Informationen für die Bewertung vorliegen
und sich damit (zum überwiegenden Teil) weder auf Ist-Daten noch auf historische
Daten berufen werden kann. Daher soll im Rahmen des Prognosemodelles geklärt
werden, wie abgegrenzt wird, welche Informationen für die Bewertung (und Gestal-
tung) überhaupt benötigt werden und mit welchen Methoden diese zu beschaﬀen
und wie diese in die Bewertungsmethoden zu integrieren sind.
4.2.7.1 Relevante Schritte der Informationsversorgung
Bevor darauf eingegangen werden soll, wie die notwendigen Informationen im Rah-
men der frühzeitigen Bewertung generiert werden, ist zu klären, wie überhaupt ab-
gegrenzt wird, was als relevante Information zu erachten ist und in welchen Schritten
sich die Prognose von Daten für die Bewertung vollzieht. Im Allgemeinen wird der
Prozess der Informationsversorgung in die Phasen Informationsbedarfsanalyse, In-
formationsbeschaﬀung, Informationsverarbeitung, Informationsspeicherung und In-
formationsbereitstellung unterschieden.316
315 Quelle: eigene Abbildung, unter Verwendung von Sasse 2001, S. 77; Riezler 1995.
316 Vgl. Horváth 2011, S. 301 ﬀ., siehe für eine weitere Verfeinerung auch Reinhart, Pause und
Krziwon 2011, S. 440.
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Qualitätskosten-Kategorien
1. Kosten der präventiven 
Vermeidung von Abweichungen
• Kosten der Schaffung, 
Erhaltung und Verbesserung
• Kosten der Qualitätsplanung
• Kosten der 
Qualitätsregelung
2. Kosten der planmäßigen 
Qualitätsprüfung
• Kosten von Annahmeprü-
fungen
• Kosten von Zwischenprü-
fungen
• Kosten von Endprüfungen
• etc.
Änderung der Qualitätskosten
1. Kosten der Behebung von 
Abweichungen
• Kosten des Beschwerdema-
nagements
• Nachbesserungskosten
• Kosten der Gewährleistung 
und Kulanz
• etc.
2. Kosten der Kompensation 
abweichungsbedingter Minder-
mengen


















• negative Erlöse aus 
Produkthaftung
• etc.





• Vergleich der Prozessketten bzgl. nacharbeitsbezogener Aspekte mittels Prozess-/Tätigkeitsanalyse
• Entscheidung: Kostenmehrung oder Kostenminderung?
Zuordnung von Ressourcen
im Fall von Nachbesserungskosten: Personal, Betriebsmittel (Maschinen), ggf. Rohstoffe, Betriebsstoffe
Bestimmung der betroffenen Kostenarten respektive Auszahlungen und Zuordnung zu Lebenszyklusphasen:
im Fall von Nachbesserungskosten: 
Fertigungseinzel- und -gemeinkosten, Materialeinzel- und -gemeinkosten   Marktphase/Betriebsphase
Prognose der Kostenhöhe:

















Abbildung 4.40: Vorgehen zur Erfassung qualitätsbezogener Kostenminderungen-
oder -mehrungen – hier im Speziellen von Nachbesserungskosten
(Nacharbeit)315
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Für die Prognose relevanter Daten für die Bewertung sind dabei insbesondere die
ersten beiden Schritte von erheblicher Bedeutung. Die Informationsverarbeitung fin-
det im Rahmen der Bewertung selbst statt. Die hier chronologisch nachgelagerte In-
formationsspeicherung ist aber ebenfalls ein wichtiger Aspekt, der vor allem spätere
Bewertungsdurchläufe in großem Maße erleichtert und verschnellert.
inputbezogene Größen:
• Faktorpreise und -mengen
• eingesetzte Technologie
• Kapazitätsauslastung
• Qualifikation der Mitarbeiter
• Eigenschaften der zu 
verarbeitenden Werkstoffe
• Ausgestaltung von Werkzeugen
• …
throughputbezogene Größen
• Zeitgrößen (wie Maschinenstunden, 
Arbeitsstunden, Fertigungs-, Rüst-
und Lagerzeiten, Durchlaufzeiten, 
etc.)
• Temperatur











• Menge an Schrott/Abfallprodukten
• Vergütung/Aufwand für Entsorgung
• …
Produktionsprogramm, Losgröße, Jahresproduktionsmenge, Personalstundensatz, Raumkostensatz, 













stoff, Halbzeug,  o. ä.), 
Betriebsmittel, Arbeits-
kraft, Hilfsstoffe, etc.) 
Prozess
Abbildung 4.41: Relevante Informationen für die Bewertung von Prozessketten317
Der Informationsbedarf charakterisiert alle Informationsgüter, die ein Informati-
onssubjekt (Bewerter/Entscheider) zur Erfüllung einer Aufgabe in einem bestimm-
ten Zeitraum benötigt.318 Für die Ableitung des Informationsbedarfes stehen ver-
schiedene induktive und deduktive Methoden zur Verfügung, auf die hier jedoch
nicht näher eingegangen werden soll.319 Am ehesten wird für die Ableitung des Infor-
mationsbedarfs für die Bewertung von Prozessketten hierbei die Modellanalyse zum
Einsatz kommen, bei der die erforderlichen Informationen zur Bewertung sowie Ent-
scheidungsfindung aus den zugrunde liegenden Planungsmodellen logisch hergeleitet
werden.320 Der Informationsbedarf hängt damit vor allem auch von der Wahl der
Bewertungsmethoden ab. Im Wesentlichen werden für die Bewertung und Auswahl
317 Quelle: eigene Abbildung, in ähnlicher Form siehe auch Götze, Zönnchen und Schönherr 2013,
S. 382.
318 Vgl. Szyperski 1980, S. 904; Horváth 2011, S. 310.
319 Vgl. Küpper 2008, S. 186 ﬀ., Horváth 2011, S. 313 ﬀ.
320 Vgl. Küpper 2008, S. 189 f.
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von Prozessketten zwei Gruppen von Informationen benötigt: das sind einerseits
direkt prozessbezogene Größen und andererseits Größen des Produktionsumfeldes
(vgl. Abb. 4.41). Welche Größen genau benötigt werden, hängt von der Wahl der
zu bestimmenden Kriterien bei der Nutzwertanalyse sowie der Form der jeweiligen
Feinbewertung ab. Dies ist im Einzelfall spezifisch zu ermitteln.
Größen des Produktionsumfeldes sind hierbei vor allem Faktormengen- und -preise,
die nicht unmittelbar mit dem Produktionsprozess in Verbindung stehen, sondern
eher allgemeiner Natur sind, sowie Kostensätze des betrachteten Unternehmens, die
generell für sämtliche Fertigungsprozesse Geltung haben, und externe Größen, die
eindeutig der rechtlichen, politischen, technologischen, sozialen, ökonomischen und
ökologischen Umwelt zuzuordnen sind. Auch wenn es sich hierbei nicht um unmit-
telbar prozessbezogene Größen handelt, sind sie jedoch von hoher Relevanz für das
Bewertungsergebnis und bestimmen z. T. ihrerseits auch über die Ausprägung pro-
zessbezogener Größen. So ist beispielsweise die Nachfrage nach einem bestimmten
Produkt ausschlaggebend für die Höhe des Preises eines spezifischen Outputs sowie
für die erzeugnisbezogenen Prozessmengen. Prozessbezogene Größen sind dagegen
solche, die alleinig mit dem Input, Throughput oder Output des Prozesses/der Pro-
zesskette in Verbindung stehen und nicht genereller Natur sind. Wie bestimmte
Größen miteinander in Verbindung stehen sowie durch welche Arten von Verknüp-
fungen (mathematisch, logisch, etc.) sie gekoppelt sind, sollte bei der Erfassung der
erforderlichen Informationen bzw. bei der mit ihr in Zusammenhang stehenden Iden-
tifikation von Einflussgrößen ebenfalls geklärt werden. Die Zusammenhänge selbst
können im Modul zur Analyse der Wechselwirkungen über Causal Loops bzw. Wir-
kungsnetze abgebildet werden. Darüber hinaus können nochmals externe sowie in-
terne Größen unterschieden werden, die sich sowohl bei den prozessbezogenen als
auch bei den Größen des Produktionsumfeldes wiederfinden.321 Für deren Prognose
können grundsätzlich verschiedene Methoden zum Einsatz kommen.
Im nächsten Schritt erfolgt die Beschaﬀung der nötigen Informationen. Hierfür
stehen wie bereits angedeutet verschiedene Methoden und Informationsquellen zur
Verfügung. Die Aufarbeitung der betreﬀenden Methoden soll Inhalt der nächsten
beiden Teilkapitel sein.
321 Wie sich diese jeweils charakterisieren, wird in den nachfolgenden Kapiteln geklärt.
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4.2.7.2 Prognose externer Größen
Als externe Größen sind solche Größen zu verstehen, die durch das Unternehmen
nicht oder nur schwer beeinflussbar sind und im Wesentlichen durch die Umwelt
des Unternehmens bestimmt werden.322 Hierzu zählen einerseits Faktoren der glo-
balen Umwelt sowie solche der Branchenumwelt. Die Branchenumwelt, in der das
Unternehmen eingebettet ist, ist ihrerseits wiederum von den Geschehnissen der
globalen Umwelt abhängig. So werden Faktorpreise und -mengen von Rohstoﬀen,
Absatzgütern oder auch maschinellen Anlagen wesentlich durch das Verhalten von
Kunden, Lieferanten und Konkurrenten bestimmt, während für deren Agieren wie-
derum bspw. politisch-rechtliche Rahmenbedingungen ausschlaggebend sind. Exter-
ne Faktoren unterliegen somit als kurz gesagt den Mechanismen der Makro- und
Branchenumwelt und beeinflussen wesentlich nicht nur Faktoren des Produktions-
umfeldes, sondern auch prozessbezogene Faktoren.
Relevante Einflussgrößen für die Bewertung von Prozessketten werden damit direkt
oder indirekt durch die globale sowie die unternehmensspezifische Umwelt (=Bran-
chenumwelt) bestimmt, was daher auch die Analyse und Prognose jener Felder er-
forderlich macht, um Ausprägungen von Einflussgrößen besser bestimmen zu kön-
nen. Um fertigungstechnische Prozessketten einer Bewertung unterziehen zu können,
müssen die Umwelt bzw. das Unternehmen im Kontext seiner Umwelt analysiert
sowie deren zukünftige Entwicklungen prognostiziert werden.323 Hieraus leiten sich
einerseits Zielgrößen sowie Bewertungskriterien für den Bewertungsprozess ab, ande-
rerseits ergeben sich aus diesen auch spezifische direkte und indirekte Einflussgrößen
der Wirtschaftlichkeit eines Prozesses, die unbedingt berücksichtigt werden sollten,
um Prozesse überhaupt erst bewerten und gestalten zu können. Um dies zu unter-
stützen, lassen sich verschiedene Instrumente der Umweltanalyse und -prognose, die
insbesondere im strategischen Management verbreitet sind, einsetzen. Daher sollen
jene im Weiteren überblicksartig dargestellt werden.
Zu unterscheiden sind – wie bereits angedeutet bei der strategischen Analyse und
Prognose in drei wesentliche Felder: die globale Umwelt, die unternehmensspezifi-
sche Umwelt und das Unternehmen.324 Die drei Felder einschließlich der jeweiligen
322 Vgl. auch Hungenberg 2014, S. 87 f.
323 Vgl. auch Götze und Mikus 1999, S. 28.
324 Vgl. Götze 1990, S. 18; Götze und Mikus 1999, S. 28 ﬀ., Eßmann 1994, S. 58 f; Aeberhard 1996,
S. 44.
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Abbildung 4.42: Untersuchungsfelder der strategischen Analyse und Prognose325
Zum Analysefeld der globalen Umwelt zählen die ökonomische, die sozio-kulturelle,
die technologische, die politisch-rechtliche und die ökologische Umwelt.326 Im Rah-
men der Bewertung und Gestaltung von fertigungstechnischen Prozessen zur Her-
stellung und Verarbeitung neuer Werkstoﬀe ist diese Betrachtung z. B. relevant,
um neue und konkurrierende Fertigungstechnologien auszumachen, die zur Herstel-
lung und Verarbeitung in Betracht kommen oder um zu analysieren, welche ökolo-
gischen Anforderungen sich an einen Prozess ergeben. Zur Analyse und Prognose
der globalen Umwelt werden hauptsächlich Trend327- oder Szenarioanalysen328 emp-
fohlen.329 Innerhalb der einzelnen Analysefelder können zudem wiederum weitere
325 Quelle: modifiziert übernommen von Götze und Mikus 1999, S. 29.
326 Vgl. Aeberhard 1996, S. 46 ﬀ., Kreikebaum 1997, S. 40 ﬀ., Götze und Mikus 1999, S. 30; Amann
und Petzold 2014, S. 52 ﬀ., Voigt 1993, S. 88 ﬀ., Götze 1990, S. 19.
327 Vgl. Steinmann und Schreyögg 1996.
328 Vgl. Götze 1990; Reibnitz 1992.
329 Vgl. Aeberhard 1996, S. 63.
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Instrumente zur Analyse und Prognose künftiger Trends angewandt werden – z. B.
die Technologie-Roadmap, der MarktExplorer oder der TechnologieRadar der Fraun-
hofer Gesellschaft oder der Technologiekalender im Bereich der technologischen Ent-
wicklungen.330 Insbesondere die Technologieanalyse ist auch für die Bewertung von
Werkstoﬀen und werkstoﬀherstellenden sowie -verarbeitenden Prozessen von großer
Bedeutung.331
Zur unternehmensspezifischen Umwelt gehören dagegen in erster Linie Kunden,
Lieferanten, Konkurrenten, Kapitalgeber und sonstige Stakeholder – also Gruppen,
deren Aktivitäten direkten Einfluss auf das Unternehmen ausüben.332 Durch in die-
sem Zusammenhang durchzuführende Markt-und Branchenanalysen333 lässt vor al-
lem herausfinden, welche Absatzmenge und welcher Absatzpreis sich für ein zu veräu-
ßerndes Gut ergeben. Dies hat direkte Auswirkungen auf die Kostenhöhe eines Pro-
zesses und damit auf dessenWirtschaftlichkeit. Zur Anwendung können daher haupt-
sächlich Methoden und Instrumente der Marktforschung kommen. Genannt werden
in diesem Kontext Branchenstrukturanalysen334, Konkurrenzanalysen335, Marktsys-
temanalysen336, Markt- und Marktsegmentanalysen337, Brancheninterne Struktur-
analysen338 und Marktlebenszyklusanalysen339.340 Zur Prognose eignen sich dagegen
hauptsächlich die Zeitreihenanalyse, die Leitindikatormethode, Regressionsmodelle,
die Gap-Analyse, System Dynamics, Erfahrungskurvenanalysen, Expertenbefragun-
gen sowie die Delphi-Methode und ebenfalls die Szenariotechnik.341
330 Vgl. Burgstahler 1997; Möhrle und Isenmann 2009; Ardilio 2012a; Ardilio 2012b; Eversheim
und Hachmöller, K., Knoche, M. 2003; Gausemeier, Stollt und Wenzelmann 2006; Klatt 2010,
S. 651; Martini u. a. 1992; Behrendt u. a. 2007.
331 Vgl. Grienitz 2003, S. 421 ﬀ.
332 Vgl. Aeberhard 1996, S. 49; Götze und Mikus 1999, S. 29; Götze 1990, S. 18.
333 Vgl. Aeberhard 1996, S. 63.
334 Vgl. Porter 2014, S. 24 ﬀ., Kreikebaum 1997, S. 118; Kreikebaum, Gilbert und Behnam 2011,
S. 238 ﬀ., Götze und Mikus 1999, S. 30 ﬀ., Allen 2003, S. 56 f., Hill, Jones und Schilling 2014,
S. 7 f.
335 Vgl. Greenley 1989; Pümpin 1992, S. 106; Kreikebaum 1997, S. 121; ebd., S. 232 ﬀ., Amann
und Petzold 2014, S. 56 f., Hoﬀmann 1983.
336 Vgl. Grünig und Kühn 2000, S. 156 f.,
337 Vgl. Kreikebaum 1997, S. 123 ﬀ., Kreikebaum, Gilbert und Behnam 2011, S. 241 ﬀ., Voigt 1993,
S. 91 f., Pümpin 1992, S. 106 f.
338 Vgl. Homburg und Sütterlin 1992, S. 635 ﬀ., McGee und Thomas 1986, S. 150 ﬀ.
339 Vgl. Meﬀert 1986, S. 3 ﬀ., Kreikebaum 1997, S. 109.
340 Eine Übersicht findet sich bei Aeberhard 1996, S. 74.
341 Vgl. Götze 1990, S. 31; Kreikebaum, Gilbert und Behnam 2011, S. 202 ﬀ., Kreikebaum 1997,
S. 98 ﬀ. und S. 133 ﬀ.
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Im Zusammenhang mit der Bewertung werkstoﬃnduzierter Prozessketten spielen
zudem auch Analysen gegenwärtiger und die Prognose künftiger Applikationen des
Werkstoﬀes eine Rolle, da die Anwendung eines Werkstoﬀes in Halbzeugen und Pro-
dukten ausschlaggebend für die unternehmensübergreifende Verkettung der Prozess-
ketten ist und damit auch über wesentliche Fertigungsverfahren entscheidet. Hierfür
sind einerseits übergeordnete Trends, relevante Konkurrenztechnologien und Kon-
kurrenzunternehmen sowie andererseits die Eigenschaften des Werkstoﬀes sowie die
Gegebenheiten im Unternehmen ausschlaggebend.342 Die Analyse künftiger Anwen-
dungsfelder lässt sich damit nicht zweifelsfrei der globalen Umwelt zuordnen, sondern
wird auch stark durch das Unternehmen sowie die unternehmensspezifische Umwelt
geprägt.
Ausgangspunkt für die Prognose externer Faktoren ist damit zunächst immer die
Analyse des gegenwärtigen Zustandes, aus welchem dann eine Prognose zukünftiger
Ereignisse resultieren soll. Dies ist natürlich stets mit einem hohen Maß an Unsicher-
heit verbunden.343 Als zentrales Mittel zur Prognose künftiger Entwicklungen soll
hier die Szenarioanalyse bzw. -technik vorgeschlagen werden. Mittels der Szenario-
technik sollen plausible Annahmen bzgl. künftiger Entwicklungen getroﬀen werden
und zu in sich stimmigen Zukunftsbildern zusammengefasst werden. Die Szenario-
technik selbst bildet hierbei allerdings nur den Rahmen für die Anwendung weiterer
mit ihr verbundener Prognoseverfahren.344
Sollen bspw. die Produktions- bzw. Prozessmengen, die für eine Prozesskette rele-
vant sind, über den Lebenszyklus hinweg prognostiziert werden, so müssen für deren
Herleitung plausible Szenarien ausgearbeitet werden, wie sich die für die Entwick-
lung der Prozessmenge relevanten Faktoren in der Zukunft gestalten werden. Hierfür
ist eine Reihe an kritischen Deskriptoren ausschlaggebend, die zunächst identifiziert
werden müssen. Handelt sich bei der zu bewertenden Prozesskette um eine zur Her-
stellung von Werkstoﬀen, so müssten bspw. Annahmen über die Entwicklung der
Anwendungsfelder sowie die mit ihr verbundene Entwicklung der Nachfrage nach
bestimmten Produkten, konkurrierende Werkstoﬀe und deren Entwicklung, neue
Herstellung- und Verarbeitungstechnologien, aber auch das Vorhandensein und die
342 Vgl. Herstatt und Lettl 2006, S. 149 ﬀ., Hüsig, Hipp und Dowling 2005, S. 18 ﬀ., Grienitz 2003,
S. 421 ﬀ., Ardilio 2012a, S. 133 ﬀ.
343 Vgl. Hungenberg 2014, S. 89.
344 Vgl. Götze 1990, S. 76 f., Götze und Rudolph 1994, S. 105.
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Entwicklung eigener Kompetenzen und Ressourcen (als interne Faktoren)345 etc. ge-
troﬀen und zu konsistenten Szenarien verknüpft werden. Für die genannten Größen
sind wiederum Faktoren der globalen Umwelt relevant, die ebenfalls noch in die
Szenarioplanung eingeschlossen werden können. Dadurch ergibt sich ein kaskadenar-
tiger Verlauf, bei dem zuerst Trends und Faktoren der globalen Umwelt betrachtet
werden und dann solche der spezifischen Umwelt, die letztlich auf die gesuchte (pro-
zessbezogene oder produktionsumfeldbezogene) Größe Einfluss nehmen. Durch die
sukzessive Ausarbeitung der relevanten Faktoren, die jeweilige Szenarioerstellung
und deren Verknüpfung mit der nächst tieferliegenden Ebene können schrittweise
die Szenarien inkl. der in diesen enthaltenen (externen) Größen für die Bewertung
der Prozessketten ausgearbeitet werden. Sinnvoll erscheint es in diesem Zusammen-
hang, Szenarien nach pessimistischem, optimistischem und wahrscheinlichem Ver-
lauf zu gliedern. Im Zeitverlauf können diese Szenarien auch an reale Gegebenheiten
angepasst und weiter konkretisiert werden. Erst nach Prognose der Größen der spe-
zifischen Umwelt könnten im hier genannten Beispiel Aussagen zum Ausmaß der
Prozessmengen getroﬀen werden. Die auf diesem Wege ermittelte Produktionsmen-
ge könnte dann wiederum in eine Szenarioentwicklung einfließen, in welche ebenso
andere verdichtete Größen eingehen, die für die Bewertung relevant sind. Dieses
Vorgehen ist nochmals allgemein in Abb. 4.43 zusammengefasst.
Im Rahmen der Prognose der Entwicklung der externen Größen kommen dann
verschiedene Prognoseverfahren wie statistische Methoden, Wirkungsanalysen, Ex-
pertenbefragungen (Delphi-Methode), Simulationen und Strukturierungsmethoden
zum Einsatz.347 Für die Generierung der zur Prognose notwendigen Informationen
können zudem verschiedene Informationsquellen genutzt werden, die in Abb. 4.44
zusammenfassend aufgelistet sind.
345 Auch an dieser Stelle sind externe und interne Größen miteinander verknüpft. Hier sind aller-
dings die internen Faktoren auch für die Entwicklung externer Größen relevant.
346 Quelle: stark modifiziert übernommen von Gausemeier, Stollt und Wenzelmann 2006, S. 351.
347 Vgl. Lange 1993, S. 77.
348 Quelle: leicht modifiziert von Spath, Schimpf und Lang-Koetz 2010, S. 11.
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Abbildung 4.44: Im Rahmen der Prognose nutzbare Informationsquellen348
Eine gesonderte Problemstellung – und deshalb nochmals etwas eingehender zu
betrachten – birgt die Planung der künftigen Absatzmengen und -preise des Pro-
zesskettenoutputs. Dies werden vor allem zur Bewertung von Nutzeneﬀekten in Form
zusätzlicher Einzahlungen durch verbesserte Prozessketten sowie die mit ihr in Ver-
bindung stehende Ermittlung der Absatz-/Produktionsmengen für die Kosten- und
Nutzenbewertung benötigt. Deshalb soll hierauf nochmals gesondert eingegangen
werden. In der Managementliteratur wird sich mit der Prognose von Umsätzen nur
unzureichend befasst. In der Praxis kommen hierzu oftmals einfache Glättungsme-
thoden und Trendberechnungen sowie Vertreter,- Kunden- und Lieferantenbefra-
gungen oder auch über historische Analogie abgeleitete Werte zum Einsatz.349 Vor
dem Hintergrund ausgefeilter Planungen bzgl. der Kosten eines Unternehmens, er-
scheint dieses Instrumentarium aber zu wenig ausgereift. Lachnit befasst sich daher
mit der Ausgestaltung von Prognosesystemen für den Umsatz bzw. die Gesamt-
leistung von Unternehmen.350 Zu unterscheiden ist hierbei zwischen Unternehmen
mit marktbezogenem Mengenabsatz und solchen mit individualisierten Großaufträ-
gen.351 Da sowohl die Herstellung als auch die Verarbeitung von Werkstoﬀen eher
in Masse erfolgt, wird sich hier auf den ersten Fall konzentriert werden können. Als
geeignete Verfahren für die Umsatzprognose sieht Lachnit insbesondere Zeitrei-
henverfahren sowie Regressionsanalysen an. Anhand eines empirischen Tests unter
349 Vgl. Lachnit 1995, S. 112; Lachnit und Müller 2012, S. 119; Lynn, Schnaars und Skov 1999,
S. 568; Brockhoﬀ 1977, S. 12.
350 Vgl. Lachnit 1995, S. 97 ﬀ.
351 Vgl. Lachnit und Müller 2012, S. 119.
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Anwendung der jeweilig zuordenbaren Verfahren stellt er allerdings vor allem die
iterativ-multiple Regressionsanalyse als geeignetes Verfahren für die Prognose von
Umsätzen heraus, da hierbei schrittweise singuläre Umsätze in Abhängigkeit der
jeweils relevanten Einflussgrößen352 abgeleitet und anschließend zu einer multiplen
Umsatzprognose verdichtet werden. Dadurch können diﬀerenziert wesentliche Ein-
flussgrößen des Umsatzes berücksichtigt werden. Darüber hinaus sei das Verfahren
relativ robust, da es gegen Überreaktionen durch Ausreißer geschützt sei, da sich
wesentliche Veränderungen in der Prognose erst dann ergeben, wenn sich mehre-
re Einflussgrößen in die gleiche Richtung bewegen.353 Falls durchschnittliche Ab-
weichungsverfahren bzgl. der Diﬀerenz zwischen prognostiziertem und realisierten
Umsatz vorliegen, können zudem Schwellenwerte in die Betrachtung eingehen.354
Qualitative Prognoseverfahren wie die Delphi-Methode oder die Historische Analo-
gie seien darüber hinaus insbesondere dann geeignet, wenn gar keine Daten bzgl.
der Einflussgrößen für die qualitativen Betrachtungen generierbar sind.355 Auf Basis
der quantitativen wie qualitativen Prognoseverfahren können damit dann plausible
Szenarien über die Umsatzentwicklung entwickelt werden. Dies bildet zugleich die
Basis für die Planung der Produktionsmengen.
Lachnit geht allerdings nicht auf die Bewertung nutzenbedingter Mehrerlöse (z. B.
zeit- oder qualitätsbedingt) durch Prozessketten ein, sondern lediglich auf die insge-
samt erzielbaren Umsätze innerhalb einer bestimmten Periode allgemein. Der ent-
scheidende Faktor für nutzenbedingte Mehrerlöse bzw. -einzahlungen ist die erhöhte
Kundenzufriedenheit.356 Die Kundenzufriedenheit entscheidet über die Höhe des er-
zielbaren Absatzpreises und/oder u. a. auch über die möglichen Absatzmengen der
durch eine Prozesskette gefertigten Outputs. Die Kundenzufriedenheit ist damit also
ein zentraler Faktor der Umsatzerlöse, den es im Rahmen der oben genannten Re-
gressionsanalyse einzubeziehen und gleichzeitig auch ins Verhältnis zu Absatzpreis-
und -menge zu setzen gilt.357 Eine geeignete Methode, um die Preiszahlungsbereit-
schaften des Kunden (die die Kundenzufriedenheit widerspiegeln) anhand konstitu-
352 Typische Einflussgrößen nennt Lachnit hier: Lachnit und Müller 2012, S. 126. Weitere Ein-
flussgrößen werden darüber auch genannt bei Kendall und French 1991, S. 179 ﬀ.
353 Vgl. Lachnit 1995, S. 115; Lachnit und Müller 2012, S. 127.
354 Vgl. Lachnit 1995, S. 115.
355 Vgl. Lachnit und Müller 2012, S. 121.
356 Vgl. Sasse 2002, S. 257.
357 Vgl. zur Notwendigkeit der Kundenintegration auch Kleinaltenkamp 1997.
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ierender Merkmale des Produktes zu bestimmen, ist das Conjoint Measurement bzw.
die Conjoint Analyse. Beim Conjoint Measurement sollen zudem aus Zahlungsbereit-
schaften Teilnutzwerte für die einzelnen Produktmerkmale gebildet werden.358 Da-
mit lässt sich bestimmen, wie viel zusätzliche Erlöse durch ein bestimmtes Merkmal
generiert werden. Aufgabe des Unternehmens wäre es dann, die Produkteigenschaf-
ten/ -funktionen mit den einzelnen Prozessen zu verknüpfen – also zu bestimmen,
welcher Prozess und welcher prozessbezogener Nutzeneﬀekt in welchem Maße an der
Erstellung eines Produktmerkmales beteiligt ist. Dadurch kann auch gesagt werden,
wie bestimmte Prozesse und deren Nutzeneﬀekte zusätzliche Erlöse in Form höherer
Absatzpreise oder höherer Absatzmengen generieren.
Die Abfrage von Anforderungen und Zahlungsbereitschaften für bestimmte Pro-
duktmerkmale und -funktionen ist allerdings schwierig bei Werkstoﬀen und Halbzeu-
gen. Für einen Endanwender ist es oftmals nicht möglich, die Bedeutung bestimmter
Werkstoﬀe oder die gewünschte Beschaﬀenheit von Halbzeugen abzuschätzen. Daher
ist ein Conjoint Measurement in der Regel nur für das jeweils nachgelagerte Glied in
der Wertschöpfungskette durchführbar. Üblicherweise werden sich aber alle Anfor-
derungen der nachgelagerten Wertschöpfungsstufen an Erzeugnisse an den Erwar-
tungen und Zahlungsbereitschaften der Endanwender für ein bestimmtes Produkt
orientieren. Sinnvoll erscheint es also, entweder die Anforderungen des Endanwen-
ders an ein Produkt immer weiter runter zu brechen und so die Zahlungsbereitschaft
auch auf Halbzeuge und Werkstoﬀe umzulegen359 oder bestehende Konzepte zur fai-
ren Verteilung von Eﬃzienzgewinnen anzuwenden360 und so die Preise bzw. Umsätze
für Akteure am vorderen Ende der Wertschöpfungskette zu prognostizieren.
Diese beschriebene Vorgehensweise ermöglicht es vor allem, den Preis eines Erzeug-
nisses (= Output der Prozesskette) ermitteln zu können. Durch weitere Marktfor-
schungsaktivitäten sind darüber hinaus die potenziellen Absatzmengen abzuschät-
zen, die dann zusammen mit dem erzielbaren Preis maßgeblich über die künftigen
Umsätze entscheiden. Ausschlaggebend für die Absatzmenge sind hauptsächlich Fak-
toren der Umwelt, wie bereits im Rahmen der iterativ-multiplen Regressionsanalyse
angeführt. Während also für die Ermittlung des Absatzpreises das Conjoint Measu-
rement zur Anwendung kommen sollte, kommt für die Prognose der Absatzmengen
358 Vgl. Bloech 2000, S. 278; siehe auch Rao und Sattler 2007.
359 Hierauf wird auch nochmal in Teilkapitel 4.3.2 eingegangen.
360 Vgl. hierzu Jene 2014, S. 107 ﬀ., Thun 2005, S. 477 ﬀ., Jähn 2008, S. 108 ﬀ.
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v. a. auch die iterativ-multiple Regressionsanalyse zum Einsatz, wie sie auch im
Rahmen der Umsatzprognose von Lachnit beschrieben wurde. Sämtliche im Rah-
men der Prognose ermittelte Faktoren der Unternehmensunwelt fließen zugleich in
die Szenarioanalyse ein, in der sukzessive plausible Szenarien bzgl. der Entwicklung
der Umweltfaktoren erarbeitet werden und vor allem der Abschätzung von nutzen-
bedingten Mehrerlösen bzw. zusätzlichen Einzahlungen dienen. Gleichzeitig ist die
Bestimmung der erzielbaren Absatzmengen aber auch – wie bereits gesagt – ein
entscheidender Schritt hin zur Planung der Produktionsmengen, die v. a. für die
Kostenrechnung benötigt werden.
Analog dazu werden aber für die Bewertung von Prozessketten auch Faktorprei-
se von Gütern, die in den Produktionsprozess eingehen (z. B. Preis einer Anlage
oder für Materialien), benötigt. Auch diese Preise werden durch die Umweltfakto-
ren beeinflusst. Prognostizieren lassen sich diese aber oftmals, indem aktuelle Preise
unmittelbar bei den Anbietern angefragt werden und anschließend unter Berück-
sichtigung von Inflation/Deflation fortgeschrieben werden. Für die Bestimmung die-
ser Preise in den Folgejahren sind folglich Trend- und Zeitreihenanalysen sowie die
Leitindikatormethode einzubeziehen. Die entsprechenden Bedarfsmengen leiten sich
hingegen vor allem aus der Absatzmenge des Outputs ab.
4.2.7.3 Prognose interner Größen
Anders als die oben beschriebenen Größen sind interne Größen durch das Un-
ternehmen maßgeblich selbst beeinflussbar. Allerdings kann es vorkommen, dass
interne Größen auch durch die Ausprägungen externer Größen mit determiniert
werden. Trotzdem bleiben für das Unternehmen mehr Gestaltungsspielräume be-
stehen. Ein Beispiel hierfür wäre der Personalkostensatz, der auch vom standorts-
pezifischen Lohnniveau sowie von staatlichen/tariflichen Regularien abhängt, aber
dennoch durch das Unternehmen selbst festgesetzt wird. Zu solchen Größen zählen
v. a. Fertigungs-/Bearbeitungszeiten, technische Parameter (Größe einer Anlage,
Energieverbrauch, Umformgrad, etc.), Produktbeschaﬀenheiten, Werkstoﬀqualitä-
ten und Kostensätze eines Unternehmens. Diﬀerenziert werden kann darüber hinaus
in allgemeine sowie verfahrensspezifische Einflussgrößen. Während allgemeine Ein-
flussgrößen – wie bspw. die Fertigungszeit – unabhängig vom Verfahren Geltung be-
sitzen, sind die verfahrensspezifischen Einflussgrößen von der Fertigungstechnologie
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abhängig und bestimmen ihrerseits wiederum über die Ausprägung der allgemeinen
Einflussgrößen.
Die genannten Größen werden insbesondere für die Kostenermittlung, aber auch für
die Prognose anderer, wichtiger Kennzahlen (z. B. Fertigungszeiten und qualitätsbe-
zogene Größen) benötigt. Vor allem die Ermittlung von Fertigungszeiten und Mate-
rialverbräuchen, aber auch die Vorhersage anderer wichtiger Größen, wie bspw. die
Ermittlung des Flächenbedarfs einer Anlage, sind im Rahmen der Prognose interner
Größen von zentraler Bedeutung und für die Kostenermittlung zwingend erforder-
lich. Die konventionelle Kostenrechnung ist aber nicht auf die Planung derartiger
Kosteneinflussgrößen ausgerichtet, weshalb sich die Ergänzung der kurz- oder lang-
fristigen Ermittlung der Kosten einer Prozesskette um eine entwicklungsbegleitende
Kalkulation anbietet. Die entwicklungsbegleitende Kalkulation hält geeignete Me-
thoden bereit, um die wesentlichen Einflussgrößen der Kosten sowie auch von Größen
für die Ermittlung der Ausprägung weiterer Zielgrößen bestimmen zu können. Im
Folgenden soll daher zunächst ein Überblick über die Verfahren der entwicklungsbe-
gleitenden Kalkulation gegeben werden.
Die Expertenschätzung erfolgt – erwartungsgemäß – auf relativ intuitive Weise,
indem auf Basis von Fach- und Erfahrungswissen die Kosten prognostiziert werden.
Hierfür werden umfassende Kenntnisse des Objektes und seines Fertigungsprozes-
ses vorausgesetzt. Zwar ist die Expertenschätzung sehr schnell durchführbar, dafür
aber natürlich auch mit der höchsten Ungenauigkeit verbunden. Das Ergebnis der
Schätzung lässt sich jedoch erhöhen, wenn – wie oben bereits angedeutet – lediglich
Kostenbestandteile, getrennt nach Bauteilen und Fertigungsprozessen – oder Kos-
teneinflussgrößen (z. B. auch für die Erstellung von Kostenfunktionen) geschätzt
werden. Für Dritte ist das Ergebnis der Schätzung dennoch schwer nachvollzieh-
bar.361 Weiter lässt sich die Genauigkeit auch noch erhöhen, wenn nicht nur ein
Experte, sondern mehrere Personen befragt werden.362
Genauere Ergebnisse liefert dagegen die Ähnlichkeitskalkulation. Bei jener sind
die Kosten eines neuen Objektes in Abhängigkeit eines bereits gefertigten, ähnlichen
Objektes zu bemessen. Die Ähnlichkeit richtet sich danach, inwieweit die Objekte
hinsichtlich ihrer kostenbestimmenden Merkmale übereinstimmen. Diese Merkma-
le sollten quantitativ erfassbar sein, um die Ähnlichkeit auch in Relation setzen
361 Vgl. Fischer 2008, S. 139 f., Ehrlenspiel u. a. 2014, S. 464; Neﬀ 2002, S. 54.
362 Vgl. ebd., S. 54; Ehrlenspiel u. a. 2014, S. 464.
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zu können. Unterschieden werden kann in geometrische, fertigungstechnische, funk-
tionale und physikalische Ähnlichkeit (vgl. Abb. 4.45).363 364 Sind die relevanten
Merkmale bestimmt und passende Objekte gefunden, kann es entweder sein, dass
die Kosten direkt übernommen werden können oder aber – sofern mehrere kosten-
bestimmende Merkmale und Vergleichsobjekte einfließen – die Merkmale zunächst
zu gewichten und das jeweils ähnlichste Objekt zu identifizieren. Die Ähnlichkeits-
kalkulation kann überdies auch mit noch im Nachgang zu beschreibenden Verfahren
der Kostenfunktionen sowie der detaillierten Kostenprognose kombiniert werden,
um für diese relevante Kosteninformationen zu generieren.365 Im Hinblick auf die
Bewertung von Prozessketten ist es denkbar, neben den zu fertigenden Outputgü-
tern auch Anlagentechnik und zugehörige Prozessparameter zu vergleichen, um so
auf die Fertigungskosten eines innovativen Prozesses schließen zu können.
Ähnlichkeit

















Abbildung 4.45: Beispiele für technikbezogene Ähnlichkeit366
363 Vgl. König 1995, S. 39; Pahl u. a. 2007, S. 716; Kümper 1996, S. 27; Gröner 1991, S. 46 ﬀ.,
Chang 2013, S. 249; Ehrlenspiel u. a. 2014, S. 466; Grewal 2011, S. 16; Mourtzis, Efthymiou
und Papakostas 2011, S. 3; Fischer 2008, S. 140.
364 Die in der Literatur oftmals diskutierte Bestimmung sowie der Vergleich von Relativkosten
soll hier ebenfalls der Ähnlichkeitskalkulation zugeordnet werden, da es auch dort das Ziel ist,
verschiedene Objekte anhand ihrer Kostenbestimmungsmerkmale zu vergleichen. Dazu wer-
den die Kosten von Objekten in Abhängigkeit bestimmter Bezugsgrößenausprägungen (z. B.
Volumen oder Gewicht) bestimmt. Werden nachher die Kosten der Objekte bei gleicher Bezugs-
größenausprägung gegenübergestellt (z. B. ausgehend von einem Referenzbauteil), lassen sich
Aussagen darüber treﬀen, bei welcher Bezugsgrößenausprägung welches Objekt am günstigsten
ist. Vgl. hierzu Neﬀ 2002, S. 54; Fischer 2008, S. 107; Pahl u. a. 2007, S. 715; Fischer 2003,
S. 19; Ehrlenspiel u. a. 2014, S. 86; VDI 1997a, S. 3 ﬀ. Zusammenfassend ausgedrückt sind
„Relativkosten dimensionslose Zahlen, die das Verhältnis zwischen den Absolutkosten zweier
oder mehrerer vergleichbarer Bezugsgrößen angeben.“ (Fischer 2003, S. 18)
365 Vgl. Fischer 2008, S. 141 ﬀ.
366 Quelle: übernommen von König 1995, S. 39; Fischer 2008, S. 140.
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Kostenfunktionen können einerseits analytisch und andererseits statistisch erstellt
werden.367 368 Zu den analytisch erstellten Kostenfunktionen zählen Kosten-
wachstumsgesetze und Bemessungsgleichungen. Zudem können diesen auch die Ki-
lokostenmethode (Bestimmung der Herstellkosten eines Objektes in Abhängigkeit
von seiner Masse) und die Materialkostenmethode (Bestimmung der Herstellkosten,
indem von einer relativen Konstanz von Materialkosten sowie Fertigungseinzel- und
-gemeinkosten ausgegangen wird) als stark vereinfachte Kostenfunktionen zugeord-
net werden.369 Kostenwachstumsgesetze werden zum Teil auch der Ähnlichkeitskal-
kulation zugerechnet, da bei diesen für geometrisch ähnliche Produkte Aussagen zur
Veränderung von Materialkosten und Bearbeitungszeiten in Abhängigkeit zur Bau-
teilgröße getroﬀen werden (sofern die Relation aller Längen gleich bleibt). Dadurch
lassen sich Herstellkosten eines Folgeentwurfs lediglich auf Grundlage des Längen-
verhältnisses – über den sogenannten Stufensprung – ermitteln.370 Zu beachten ist
hierbei allerdings, dass nicht bei allen Fertigungsverfahren die Bearbeitungszeit im
Verhältnis zur Bauteiloberfläche zunimmt.371 Bei Bemessungsgleichungen werden
die Auswirkungen technischer Merkmale eines Objektes auf die Herstellkosten in
Form physikalischer Zusammenhänge abgebildet. Dazu müssen sich sowohl Kosten
als auch technische Parameter durch Variablen beschreiben lassen. Zur Erstellung
einer Bemessungsgleichung wird zunächst der Zusammenhang zwischen den zu erfül-
lenden Funktionen eines Objektes und seinen technischen Eigenschaften (wie Geo-
metrie oder Werkstoﬀkenngrößen) hergestellt (z. B. Abmessungen einer Schraube
in Abhängigkeit von der Kraftübertragung). Dieser Schritt wird als die Erstellung
einer Beanspruchungsgleichung bezeichnet. Nachfolgend ist eine Kostengleichung zu
erstellen, die den Zusammenhang zwischen Herstellkosten und konstruktiven Merk-
malen ausdrückt (Herstellkosten einer Schraube als Funktion von Abmessung, ver-
wendetem Werkstoﬀ, etc.). In einem letzten Schritt resultiert aus der Integration
von Beanspruchungs- und Kostengleichung die Bemessungsgleichung (z. B. Kosten
367 Vgl. ebd., S. 144.
368 Andere Autoren unterscheiden auch in empirisch oder theoretisch ermittelte Kostenfunktionen;
siehe Gröner 1991, S. 43.
369 Vgl. Neﬀ 2002, S. 51; Gröner 1991, S. 44; Ehrlenspiel u. a. 2014, S. 467 f., Mourtzis, Efthymiou
und Papakostas 2011, S. 3; VDI 1987, S. 31; Frech 1998, S. 44.
370 Vgl. Fischer 2008, S. 144; Pahl u. a. 2007, S. 725; Kümper 1996, S. 27; Frech 1998, S. 44; Gröner
1991, S. 64 f., Ehrlenspiel u. a. 2014, S. 478 ﬀ., Fischer 2007, S. 234; VDI 1987, S. 33 ﬀ., Beitz
2002, K60.
371 Vgl. Fischer 2008, S. 146.
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einer Schraube in Abhängigkeit von der zu übertragenden Kraft).372 Statistische
Kostenfunktionen lassen sich dagegen durch Regressionsanalysen oder Neuronale
Netze herleiten. Ziel der Regressionsanalyse ist es, die Art der Beziehung zwischen
den konstruktiven Merkmalen und den Kosten eines Objektes aufzudecken. Dazu
werden auf Basis einer Stichprobe die Ist-Kosten der Objekte mit seinen jeweili-
gen Merkmalen verglichen. Kann ein Zusammenhang herausgefunden werden, so
wird eine Kostenfunktion ermittelt, die nur zu minimalen Abweichungen von den
Ist-Werten bei Verwendung der Formel führt (z. B. durch Methode der kleinsten
Quadrate).373 Bei Neuronalen Netzen hingegen bleibt der genaue Zusammenhang
zwischen Eingangs- und Ausgangsgrößen im Verborgenen. Neuronale Netze versu-
chen natürliche Lernprozesse aus künstlichen Neuronen nachzubilden. Ein solches
Netz besteht aus einer Eingangssicht, einer oder mehrerer verdeckter Schichten und
einer Ausgangsschicht, in denen sich jeweils Neuronen befinden, die die konstrukti-
ven Merkmale, die Beziehungen und die Kosten abbilden. Die Anzahl der Neuronen
in den jeweiligen Schichten sowie die Anzahl der Schichten werden zu Beginn fest-
gelegt. Jedes Neuron erhält Eingangssignale von den Neuronen der vorgelagerten
Schicht. Diese Signale sind zunächst zu gewichten. Ferner muss eine Aktivierungs-
funktion fixiert werden, deren Aufgabe es ist, aus den gewichteten Eingangssignalen
das Aktivitätspotenzial eines Neurons zu berechnen, welches darüber entscheidet, ob
ein Neuron in die nächste Schicht übergeht (was wiederum von einem festzusetzen-
den Schwellenwert abhängt). Sowohl die Signale als auch die Schwellenwerte werden
zunächst – während der Lernphase eines solchen Netzes – mit Zufallszahlen belegt.
Später dann wird das Netz durch die Eingabe von vorhandenen Objekten und deren
Merkmalen (als Eingangsgrößen) und Kosten (als Ausgangsgrößen) dann trainiert.
Gewichtungsfaktoren und Schwellenwerte werden hierbei fortlaufend so geändert,
dass die Diﬀerenzen zwischen prognostizierten Kosten und Ist-Kosten geringer wer-
den. Nach Präsentation verschiedener Eingabe- und Ausgabemuster soll das Netz in
der Lage sein, selbständig Objekte zu kalkulieren. Demnach ist die Methode kein ex-
aktes Optimierungsverfahren, sondern ein heuristischer Suchprozess.374 Zusammen-
372 Vgl. Fischer 2008, S. 148; Frech 1998, S. 47; Neﬀ 2002, S. 52; Chang 2013, S. 251; Ehrlenspiel
u. a. 2014, S. 470; Qian und Ben-Arieh 2008, S. 806; VDI 1997b, S. 3 ﬀ.
373 Vgl. Fischer 2008, S. 150 ﬀ., Kümper 1996, S. 28; Gröner 1991, S. 54 f., Neﬀ 2002, S. 52;
Debuschewitz 1999, S. 114; Ehrlenspiel u. a. 2014, S. 471; Fischer 2007, S. 234; Pahl u. a. 2007,
S. 722 f.
374 Vgl. Fischer 2008, S. 157 ﬀ., Ehrlenspiel u. a. 2014, S. 476 f., Neﬀ 2002, S. 55.
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fassend lässt sich sagen, dass neuronale Netze „aus Vergangenheitsdaten in einem
iterativen Lernprozess einen nicht bekannten algorithmischen Zusammenhang zwi-
schen Inputdaten und Zielgrößen näherungsweise ermitteln und auf dieser Basis mit
den unvollständigen Informationen der frühen Entwicklungsphasen kalkulieren.“375
Eine Kostenfunktion wird allerdings nicht erstellt, da das Beziehungsgeflecht in der
bzw. den Zwischenschicht(en) intransparent bleibt. Statistisch erstellte Kostenfunk-
tionen können für neue Produkte und Prozesse allerdings nur sehr eingeschränkt
zum Einsatz kommen, da in der Regel noch keine Ist-Kosten zu Objekten vorliegen
und für jene eine erhebliche Menge an Vergangenheitsdaten vonnöten ist.376
Detaillierte Kostenprognosen schließlich sind analytisch geprägt und haben das
Ziel, die Kosten nach Fertigungsgängen, Tätigkeiten und/oder Bauteilen getrennt
zu ermitteln. Hierfür bildet ein bereits vorliegender Entwurf, anhand dessen Teile,
Materialien und Fertigungsprozesse ausgemacht werden können, die nötige Voraus-
setzung. Die Unterschied zur Vorkalkulation liegt darin, dass dennoch noch kein
Arbeitsplan vorliegt.377 Um Fertigungszeiten zu bestimmen, kommen im Rahmen
der detaillierten Kostenprognose vor allem messende Verfahren sowie Regressions-
analysen zur Anwendung.378 Ein geeignetes Hilfsmittel für die Datenspeicherung
und -verarbeitung sind Kostentableaus. Derartige in Datenbanken zusammengefass-
te Tabellen mit Informationen zu Kosten und Prozesszeiten können herangezogen
werden, um Aufschluss darüber zu erlangen, welche Auswirkungen verschiedene Pro-
duktionsverfahren oder Konstruktionsalternativen haben. Dadurch, dass in diesem
Zusammenhang für jede Kosteneinflussgröße eine separate Kostenanalyse durchzu-
führen ist, werden solche Kostentableaus allerdings auch sehr schnell komplex.379 Es
bedürfte demgemäß einer geeigneten IT-Unterstützung, um das auftretende Daten-
volumen hinreichend zu managen.
Zusammenfassend lässt sich konstatieren, dass bei der frühzeitigen Ermittlung der
Kosten einer Alternative immer im Auge behalten werden sollte, ob das Aufwand-
Nutzen-Verhältnis auch adäquat erscheint. Danach sollte sich die Verfahrenswahl
ausrichten. Unabhängig davon steigt jedoch der Nutzen, je früher sich ein Verfah-
ren im Entwicklungsprozess einsetzen lässt. Hierbei ist aber auch darauf zu achten,
375 ebd., S. 55.
376 Vgl. ebd., S. 55.
377 Vgl. Fischer 2008, S. 160 ﬀ.
378 Vgl. ebd., S. 162, siehe vertiefend auch Frech 1998, S. 34 ﬀ.
379 Vgl. Fischer 2008, S. 162 f., Gleich 1996, S. 48 ﬀ.
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dass der Weg, der zu einem bestimmten Ergebnis führt, nachvollziehbar ist, um die
Aussagekraft des Ergebnisses besser abschätzen zu können.380
Die entwicklungsbegleitende Kalkulation ist zwar im Grundsatz nicht auf Prozesse
ausgerichtet, jedoch können die jeweiligen Verfahren in entsprechend (leicht) mo-
difizierter Form auch für die Kalkulation neuartiger Fertigungsabläufe (im Zusam-
menhang mit neuen Outputgütern) herangezogen werden. Denn festzuhalten bleibt
letztlich auch, dass die Ermittlung der Material- und Fertigungskosten – als maß-
gebliche Bestandteile prozessbezogener Kosten im Fertigungsbereich – ohnehin schon
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Abbildung 4.46: Methoden der Zeitermittlung von Prozessen in Abhängigkeit von
der Informationsverfügbarkeit381
Für die Ermittlung der (manuellen sowie maschinellen) Bearbeitungszeiten als ei-
ne der maßgeblichen Bezugsgrößen für die Herstellkostenermittlung (sowie natürlich
auch für die Bewertung der Zielgröße „Zeit“ im Rahmen der Nutzwertermittlung)
existieren darüber hinaus weitere, vertiefende Ausführungen in der Literatur. In
Abb. 4.46 sind die zur Ermittlung der Fertigungszeiten in Frage kommenden Me-
thoden überblicksartig aufgeführt. Hierbei wird jeweils eine Zuordnung getroﬀen,
380 Vgl. Fischer 2008, S. 164 f.
381 Quelle: Abbildung modifiziert übernommen von Müller 2007, S. 116.
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welche Verfahren bei welchem Informationsstand für etablierte sowie neue Prozesse
zur Abwendung kommen sollten.
Der Grundgedanke der reifenden Ermittlung/Prognose von Einflussgrößen soll hier
ebenfalls aufgegriﬀen werden, jedoch soll sich hierbei nicht auf Zeiten beschränkt
werden, da auch viele weitere interne Größen (wie bspw. Materialverbräuche, Anla-
gengröße, Energieverbrauch, Qualitätsmerkmale etc.) in die Bewertung eingehen, für
die ebenfalls geeignete Methoden bereitgestellt werden müssen. Insbesondere dem
Materialverbrauch sollte dabei mindestens so viel Geltung geschenkt werden, wie
der Prognose von Fertigungszeiten. Das Schema zur reifenden Ermittlung von benö-
tigten Eingangsgrößen für die Bewertung ist zunächst in Abb. 4.47 veranschaulicht.
Der Abb. ist zu entnehmen, dass die Prognose interner Größen einerseits angelehnt
an den erarbeiteten Szenarien hinsichtlich der externen Größen erfolgt, andererseits
aber auch an den Entwicklungsstand von Produkt und Prozess geknüpft ist. Aus-
schlaggebend für die Methodenwahl zur Prognose interner Größen sind damit die
Informationsgüte hinsichtlich des Eintretens bestimmter Umweltzustände und der
externen Faktoren sowie die Informationsverfügbarkeit bzgl. der Produktparameter,
der Werkstoﬀbeschaﬀenheit, der Betriebsmittel sowie sonstiger technischer Größen.
Grundsätzlich kommen dann also die Verfahren der entwicklungsbegleitenden Kal-
kulation zur Anwendung. Dabei sollte die Verfahrenswahl in Abhängigkeit vom Infor-
mationsstand erfolgen und insbesondere auf ein hohes Nutzen-Aufwand-Verhältnis
gerichtet sein. Daher bieten sich bei geringem Informationsstand vor allem Analogie-
bzw. Ähnlichkeitsverfahren sowie erfahrungsbasierte Schätzungen, bei mittlerer Ver-
fügbarkeit von Informationen Verbrauchsfunktionen und bei hohem Informations-
stand detaillierte Prognosen an.
Beim Ähnlichkeitsverfahren wird zur Ermittlung der benötigtenWerte auf Basis der
aufgestellten Prozessmodelle nach ähnlichen, bereits in der Praxis implementierten
Prozessen gesucht, um – z. B. unter Einbeziehung von Relativzahlen – auf Ausprä-
gungen der Einflussgrößen des innovativen Prozesses zu schließen (alternativ kann im
Rahmen der Kostenermittlung auch direkt von bekannten Prozesskosten ähnlicher
Prozesse auf diejenigen innovativer Prozesse geschlossen werden). Die Ähnlichkeit
sollte sich auf die wichtigste(n) Kosteneinflussgröße(n) beziehen und kann ein oder
mehrere Prozesscharakteristika wie die Art der eingesetzten Fertigungsanlagen und
der erstellten Produkte oder die Art und Weise der Transformation betreﬀen.
Verbrauchsfunktionen sollen den Verzehr einer spezifischen Ressource in Abhän-
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gigkeit von einer oder mehreren Bezugsgröße(n) bzw. Parametern abbilden. Diese
Funktionen können statistisch ermittelt – was eine gewisse Stichprobe und damit ers-
te Versuchsreihen voraussetzt – oder auf analytischem Wege berechnet werden. Auf
dem analytischen Wege wird der Ressourcenverzehr auf Basis physikalischer oder
technischer Gesetzmäßigkeiten über einen funktionalen Zusammenhang abgebildet.
Aufgrund der oftmals noch eher geringen Informationsverfügbarkeit sind allerdings
analytisch aufgestellte (mathematische) Funktionen zu bevorzugen.
Bei entsprechender Kenntnis des Prozesses und der relevanten Objekte lassen sich
die Einfluss- und Bezugsgrößen diﬀerenziert planen. Dies geschieht im Rahmen der
detaillierten Prognose. Zur Prognose der Einfluss- und Bezugsgrößen sowie Kos-
tenarten können dann u. a. Methoden der flexiblen Plankostenrechnung dienen.382
Dabei ist auch die Linearität bzw. Nichtlinearität der Verbrauchsvorgänge zu be-
rücksichtigen.383
Je nach Art der relevanten Einfluss-/Bezugsgrößen können die Verfahren zu ei-
nem Bewertungszeitpunkt auch in Kombination angewendet werden, z. B., indem
der Energieverbrauch eines Prozesses durch Vergleich mit einem ähnlichen Prozess
ermittelt wird, während zur Berechnung die Prozesszeit eine analytische Verbrauchs-
funktion dient, da die benötigten Parameter bereits bekannt sind. Die Art der einzu-
setzenden Verfahren wird damit neben der Informationsverfügbarkeit auch von der
Art der zu prognostizierenden Größe abhängen. So können für bestimmte Größen
z. T. auch nur bestimmte Verfahren zum Einsatz kommen. Bspw. wird die Größe
einer Anlage direkt vom Anlagenhersteller erfragt werden müssen, wobei dieser bei
noch nicht ausgereifter Produkt- und Prozessplanung zunächst nur ungefähre Anga-
ben machen wird. Hierzu wird also das präferierte Verfahren die erfahrungsbasierte
Schätzung sein. Bei Fertigungszeiten hingegen ist unmittelbar nach der Informa-
tionsverfügbarkeit zu diﬀerenzieren. Unterschieden werden kann dabei in die Er-
mittlung von Verfahrenszeiten auf Basis von Standardzeiten, Expertenbefragungen
(Schätzzeiten durch Anlagenhersteller oder erfahrene Personen innerhalb des Unter-
nehmens), Such- und Ähnlichkeitsverfahren durch Abgleich mit historischen Daten
und mathematischen Funktionen.384 Insbesondere die Standardzeiten für bestimmte
Verfahren bieten allerdings nur grobe Anhaltspunkte, da diese je nach Komplexität
382 Vgl. Kilger, Pampel und Vikas 2012.
383 Vgl. Götze u. a. 2011.
384 Vgl. detailliertere Ausführungen hierzu in Müller 2007, S. 109 ﬀ., Ehrlenspiel u. a. 2014, S. 456 ﬀ.
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des zu fertigenden Outputs variieren können.385 Ggf. könnten diese aber auch mit
Analogiemethoden kombiniert zur Anwendung kommen. Die Verfahren sollten in
genannter Reihenfolge mit zunehmender Informationsverfügbarkeit zur Anwendung
kommen. Falls bereits erste Versuchsreihen gefahren werden und die Produktionsvor-
bereitung schon läuft, können auch Zeitaufnahmen durchgeführt werden.386 In ähnli-
cher Form ist auch für Materialverbräuche vorzugehen. Bei geringer Informationsver-
fügbarkeit sind Schätzungen des Materialverbrauchs die präferierte Wahl, während
später insbesondere auf Analogiemethoden sowie mathematische Funktionen in Ab-
hängigkeit der Bauteilgeometrie zurückgegriﬀen werden sollte. Für sonstige Einfluss-
größen, wie die Anlagenfläche oder bestimmte Qualitätsmerkmale werden darüber
hinaus – wie bereits andeutet – oftmals eher Expertenmeinungen/Schätzungen oder
Analogiemethoden für die Ermittlung der Ausprägung der Größen zu wählen sein.
Die ebenfalls für die Kalkulation der Kosten eines Prozesses benötigten Kostensät-
ze (z. B. Raumkostensatz oder Personalkostensatz) sind dagegen der bestehenden
Kostenrechnung des Unternehmens zu entnehmen.
Auch zu den internen Größen zählende Faktoren gehört die generelle Ausstattung
an Ressourcen und Kompetenzen eines Unternehmens und deren Entwicklung. Jene
sind vor allem für die Erreichung bestimmter Qualitätsstandards in der Entwicklung
und Produktion ausschlaggebend und damit auch für die erzielbaren Einzahlungen
über den Produktlebenszyklus. Für die Aufnahme der Ist-Situation sowie die Pro-
gnose der künftigen Entwicklungen können Methoden der Unternehmensanalyse und
-prognose angewandt werden. Zur Analyse des Unternehmens gehört v. a. die Ausein-
andersetzung mit den Stärken und Schwächen im Hinblick auf die relevanten Markt-
und Branchenbedingungen.387 Im Bezug auf fertigungstechnische Prozessketten wäre
demgemäß auch auf die bereits vorhandene Ausstattung mit Fertigungstechnik und
weiteren erforderlichen Ressourcen und Kompetenzen zur Einführung neuer Prozes-
se und zur Vermarktung der Produkte zu achten. Angewandt werden können hierzu
Stärken-Schwächen-Analysen, Wertkettenanalysen sowie die Analyse der Wertvor-
stellungen.388 Weiter genannt werden zudem Analysen zur Dynamik, zum Ressour-
ceneinsatz, zum Tätigkeitsgebiet, zum Nutzenpotenzial sowie zur Kostenstruktur
385 Vgl. Eversheim und Spur 1996, S. 11–9.
386 Vgl. hierzu REFA 1997.
387 Vgl. Aeberhard 1996, S. 52; Fischer 1994, S. 81 ﬀ.
388 Vgl. Aeberhard 1996, S. 74; Götze und Mikus 1999, S. 35 ﬀ.
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des Unternehmens.389 Die Prognose wird dann hauptsächlich auf Annahmen von
Experten im Unternehmen basieren.
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Abbildung 4.47: Methoden der entwicklungsbegleitenden Prognose interner Größen
in Abhängigkeit der Informationsverfügbarkeit390
Die beschriebenen Größen werden an dieser Stelle überwiegend für die Kostenrech-
nung benötigt. Aber auch für die Ermittlung spezifischer Kriterienausprägungen im
Rahmen der Nutzwertermittlung sowie der Monetarisierung von Nutzen spielen die
internen sowie externen Einflussgrößen eine Rolle. Um die im Prozesskettenmodell
erstellten Varianten mit entsprechendem Datenmaterial zu untermauern, sind die
prognostizierten Werte ebenfalls dort zu hinterlegen. Generell sollte ein hinreichen-
des Wissensmanagement im Unternehmen etabliert werden, um die Datengewinnung
und -verarbeitung bestmöglich zurückverfolgen zu können.391
389 Vgl. Pümpin 1992, S. 87.
390 Quelle: eigene Abbildung; siehe auch in ähnlicher Weise Zönnchen und Götze 2013, S. 302.
391 Auf die Ausgestaltung eines solches Wissensmanagement soll in dieser Arbeit jedoch nicht
ausführlicher eingegangen werden. Vgl. für einen entsprechenden Ansatz bspw. Klabunde 2002,
S. 290 ﬀ.
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4.2.7.4 Umgang mit unscharfen sowie unsicheren Daten und Entwicklungen
Dadurch, dass werkstoﬃnduzierte Innovationsprojekte durch einen dynamischen
Charakter hinsichtlich ihres Verlaufs und ein hohes Maß an Unsicherheit gekenn-
zeichnet sind, können die Bewertungsverfahren, die eine Sicherheit der eingehen-
den Größen voraussetzen nur mit Einschränkungen zur Anwendung kommen.392 Vor
allem sind die Ausprägungen der Eingangsgrößen sowie die künftigen Entwicklun-
gen der externen Einflussfaktoren und Umweltzustände mit Unsicherheit behaftet.
Die Wahrscheinlichkeit, dass sämtliche Größen mit Sicherheit prognostiziert werden
können, geht gegen null.393 Überdies können für manche Größen gar keine exakten
Zahlenwerte benannt werden. Unsicherheiten, die sich im Zusammenhang mit der
Bewertung werkstoﬃnduzierter Prozessketten ergeben, können einerseits aus dem
Prozess selbst resultieren oder andererseits durch die neuen Werkstoﬀe und Produk-
te, die mit diesen in Verbindung stehen, ausgelöst werden.
Grundlegend können zunächst zwei Arten von Unsicherheit unterschieden werden:
Risiko und Ungewissheit. Ungewissheit meint die Unkenntnis über die Wahrschein-
lichkeit, mit der bestimmte Umweltzustände eintreten (die an sich bekannt sind);
Risiko dagegen zielt auf Entscheidungssituationen, bei denen eingehende Daten zwar
nicht gesichert sind, die Wahrscheinlichkeit des Eintretens bestimmter Ereignisse je-
doch ermittelbar ist.394 Die Unterteilung von Ungewissheit und Risiko kann unter
dem Begriﬀ der stochastischen Unsicherheit gefasst werden. Darüber hinaus exis-
tiert auch die linguistische Unsicherheit, welcher die Unschärfe unterzuordnen ist.
Unschärfe kommt durch den Mangel an begriﬄicher Schärfe oder auch durch das
mangelnde Vermögen, darüber zu urteilen, ob eine Aussage wahr oder falsch ist,
zustande.395
392 Vgl. Granig 2007, S. 131.
393 Vgl. Schumann 2001, S. 81.
394 Vgl. Granig 2007, S. 131; Krebs 2011, S. 19 ﬀ., Neﬀ 2002, S. 94 f; Götze 2014, S. 367 f.
395 Vgl. Reinhart u. a. 2008, S. 846; Krebs 2011, S. 20 f., Götze 2014, S. 368.
396 Quelle: Abbildung leicht modifiziert übernommen von Neﬀ 2002, S. 100.












Abbildung 4.48: Verwendung von Ansätzen zur Berücksichtigung von Unsicherheit
in Abhängigkeit von der Art des Bewertungskriteriums396
Um der Unsicherheit, die mit der Planung werkstoﬃnduzierter Prozessketten ein-
hergeht, in adäquater Weise zu begegnen, sind einerseits zuverlässige Verfahren der
Prognose einzubeziehen (insbesondere die bereits in den vorangegangenen Teilkapi-
teln umrissenenen Verfahren der entwicklungsbegleitenden Kalkulation für die Vor-
hersage von Kosten oder Verfahren der Umweltanalyse und -prognose für die Vor-
hersage wesentlicher Einflussfaktoren des Bewertungsergebnisses)397 sowie anderer-
seits die Bewertungsfaktoren um geeignete Verfahren zur Berücksichtigung von Unsi-
cherheit zu unterfüttern. Mögliche Verfahren zur Berücksichtigung von Unsicherheit
wurden bereits im Teilkapitel 2.3.2 in der Abb. 2.11 genannt. Für die Bewertung
von Prozessketten werden hierbei vor allem die Verfahren zur Unterstützung von
Einzelentscheidungen als relevant erachtet, im Speziellen sind die Sensitivitätsana-
lyse, die Risikoanalyse, das Entscheidungsbaumverfahren, Optionspreistheoretische
Ansätze sowie Fuzzy-Set-Modelle. Auf die einzelnen Verfahren soll an dieser Stelle
nicht näher eingegangen werden. Verwiesen wird dazu lediglich auf die einschlägige
Literatur.398 Welches Verfahren sich konkret für die Bewertung von Prozessketten
empfiehlt, soll im Weiteren eingehender diskutiert werden.
Die zentralen Unsicherheitsfaktoren, die es im Rahmen der Bewertung von Pro-
397 Vgl. auch Götze 2014, S. 368.
398 Vgl. ebd., S. 377 ﬀ., Chen und Hwang 1992; Faaß 2007; Haag 2009, S. 37 ﬀ., Krebs 2011, S. 31 ﬀ.
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zessketten in geeigneter Weise zu berücksichtigen gilt, sind damit stochastische Un-
sicherheit (insbesondere im Hinblick der Eintreﬀenswahrscheinlichkeiten von Aussa-
gen/Ereignissen), aber auch die eingangs erwähnte begriﬄiche Unschärfe eingehen-
der Informationen.399 Welche Methoden zur Eindämmung welcher Unsicherheitsfak-
toren zum Einsatz kommen, soll im Folgenden geklärt werden. Generell kann jedoch
vorab festgehalten werden, dass die Fuzzy-Logik zur Anwendung kommen soll, wenn
sich Bewertungskriterien (noch) nicht quantifizieren lassen, während wahrscheinlich-
keitstheoretische Ansätze für quantifizierbare Größen und Attribute genutzt wer-
den.400 Dies ist auch überblicksartig in Abb. 4.48 veranschaulicht.
Die Fuzzy-Logik kann damit einerseits genutzt werden, um die benötigten Größen
für die Nutzwertanalyse401 zu generieren, die sich nicht in eindeutigen Zahlenwerten
ausdrücken lassen, aber auch um die Kostenprognose402zu unterstützen. Denn oft-
mals sind die benötigten Informationen zu geometrischen Abmessungen sowie bzgl.
sonstiger technologischer Parameter nur über unscharfe Aussagen integrierbar.403
Die Fuzzy-Logik versucht daher sprachliche, unscharfe Aussagen in einen mathe-
matisch exakten Rahmen zu überführen. Informationen sind dann unscharf, wenn
aufgrund der Verwendung von Kategorien wie etwa klein, mittel und groß für diese
keine genaue Grenze festgelegt ist. Der generelle Gedanke besteht bei der Theorie
der Fuzzy-Mengen darin, dass ein Element mehreren Mengen zugehören kann. Der
Grad der Zugehörigkeit eines Elements zu einer Menge wird daher durch eine Zahl
ausgedrückt, die in der Zugehörigkeitsfunktion angegeben wird.404 Die Mengen kön-
nen zudem auf das Intervall [0, 1] (0 signalisiert keine Zugehörigkeit eines Elements
zu einer Menge, 1 dagegen die volle Zugehörigkeit; es existieren aber auch Werte da-
zwischen) normiert werden, indem die Zugehörigkeitsfunktion durch ihr Maximum
dividiert wird. Zentral für die Fuzzy-Theorie ist die Verarbeitung linguistischer Va-
riablen, die die Transformation sprachlicher Ausdrücke mit einer definierten Seman-
tik erlaubt. Für jeden Term der linguistischen Variablen lässt sich dann eine Zugehö-
rigkeitsfunktion ermitteln. Einfache Zugehörigkeitsfunktionen lassen sich als lineare
399 Vgl. Schumann 2001, S. 81.
400 Dies deckt sich auch mit den Aussagen von Reinhart u. a. 2008, S. 847 ﬀ.
401 Vgl. Schell 1996; Kaschka 1999.
402 Vgl. Ehrlenspiel u. a. 2014, S. 478; Leidich, Jurklies. I. und Schumann 2001; Schumann 2001;
Endebrock 2000.
403 Vgl. Leidich, Jurklies. I. und Schumann 2001, S. 84.
404 Neﬀ 2002, S. 83; Endebrock 2000, S. 60.
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Funktionen ausdrücken, häufig werden aber trapezförmige Zugehörigkeitsfunktionen
gewählt, die durch vier Werte bestimmt sind.405 In Abb. 4.49 sind Standardformen
solcher Zugehörigkeitsfunktionen abgebildet. Um mit Fuzzy-Zahlen rechnen zu kön-
nen und bspw. zwei Fuzzy Sets zu multiplizieren, werden beliebig viele waagerechte
Linien in die Zugehörigkeitsfunktionen eingezeichnet und für die Schnittpunkte der
Linien mit der Funktion die jeweiligen Operationen durchgeführt.406
Z-Form S-Form Δ -Form (Dreieck)
Trapezform Singleton Glocken-Form
Abbildung 4.49: Standardformen für Zugehörigkeitsfunktionen407
Für die Nutzung der Fuzzy-Logik zur Kostenprognose kann insbesondere auf die
Ansätze von Schumann408, Endebrock409 und Leidich et al.410 zurückgegriﬀen
werden. In den Werken wird jeweils ausführlich beschrieben, wie Fuzzy Sets genutzt
werden können, um die Kosten von Objekten in den frühen Phasen prognostizie-
ren zu können. Den Ansätzen ist gemein, dass Merkmale und Eigenschaften auf der
Wenn-Seite über Regeln mit der Kostenseite (Dann-Seite) verknüpft werden. Die Re-
geln werden hierbei auf Basis der Fuzzy-Set-Theorie modelliert. Von einer ausführli-
chen Darstellung der Ansätze soll hier allerdings verzichtet werden. Für die Verwen-
dung der Fuzzy-Theorie im Rahmen der Nutzwertanalyse kann sich dagegen an den
405 Vgl. Neﬀ 2002, S. 83 f., Schell 1996, S. 9 f.
406 Vgl. Neﬀ 2002, S. 87; Schell 1996, S. 11 ﬀ., Endebrock 2000, S. 61.
407 Quelle: Abbildung übernommen von Schell 1996, S. 10.
408 Vgl. Schumann 2001, S. 89 ﬀ.
409 Vgl. Endebrock 2000, S. 88 ﬀ.
410 Vgl. Leidich, Jurklies. I. und Schumann 2001, S. 84 ﬀ.
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Ausführungen Schell411 angelehnt werden, welcher die Nutzung des Fuzzy-AHP im
Kontext der Prozesskettenbewertung wesentlich geprägt hat.412. Unabhängig davon,
ob die Fuzzy-Theorie nun im Rahmen der Nutzwertanalyse oder der Kostenprogno-
se zum Einsatz kommt, ist gleichsam charakteristisch, dass es durch diese möglich
wird, sowohl linguistische Variablen (wie hoch, mittel oder gering) als auch absolu-
te Fuzzy-Zahlen wie „ungefähr zwischen 1,20 eund 2,40 e“ zu berücksichtigen und
zu verarbeiten, indem die Werte als Fuzzy-Sets im jeweiligen Bewertungsverfahren
integriert und mit ihnen die betreﬀenden Rechenoperationen ausgeführt werden.413
Erst nach Aggregation aller in die jeweilige Berechnung eingehenden Werte zum Ge-
samtergebnis sollte dann die Defuzzyfizierung mit der Schwerpunktmethode (auch
Center of Gravity genannt) oder dem Verfahren „Mean of Maximum“ erfolgen.414
Um Unterschied zur Fuzzy Theorie besteht bei der Verwendung derWahrschein-
lichkeitstheorie Unwissenheit darüber, ob ein bestimmtes Ereignis eintritt oder
nicht.415 Während im Rahmen der Fuzzy Theorie also unscharfe Aussagen verarbei-
tet werden, versucht die Wahrscheinlichkeitstheorie vor allem das Risiko hinsichtlich
des Eintretens möglicher Umweltzustände zu berücksichtigen. Voraussetzung dafür
ist, dass sich die Ereignisse als solche vorhersagen lassen. Im Rahmen der Szena-
rioanalyse (Teilkapitel 4.2.7.2 ist also vorab zu untersuchen, welche Faktoren bzw.
Ereignisse die Wirtschaftlichkeit einer Prozesskette potenziell beeinflussen. Um die
Unsicherheit – bzw. genauer das Risko – bzgl. des Eintretens gewisser Umwelt-
zustände ausreichend zu berücksichtigen, empfiehlt sich dann die Anwendung der
Risikoanalyse und/oder des Entscheidungsbaumverfahrens. Für die risikoangepasste
Ermittlung des Kalkulationszinssatzes zur Ermittlung des Kapitalwertes im Rahmen
der Lebenszyklusrechnung kann zudem das Capital Asset Pricing Model (CAPM)
genutzt werden416
Im Rahmen der Risikoanalyse sollen die möglichen Ausprägungen unsicherer Ein-
gangsgrößen in Form von Wahrscheinlichkeitsverteilungen berücksichtigt werden.417
Hierbei werden sowohl Zusammenhänge zwischen den einzelnen Inputgrößen selbst
411 Vgl. Schell 1996, S. 55 ﬀ.
412 Vgl. 3.3.
413 Vgl. Schell 1996, S. 60.
414 Vgl. ebd., S. 61; Leidich, Jurklies. I. und Schumann 2001, S. 86.
415 Vgl. Endebrock 2000, S. 60.
416 Vgl. Götze 2014, S.378 ﬀ.
417 Dies kann auch als Monte Carlo-Simulation verstanden werden und wird in ähnlicher Weise und
für ähnlichen Zweck auch praktiziert von Schuh, Graw und Schön 2014; Reinhart u. a. 2008.
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als auch zwischen Input- und Zielgröße erfasst.418 Neben der Ermittlung der Wahr-
scheinlichkeitsverteilungen, der Einbeziehung stochastischer Abhängigkeiten zwi-
schen den Einflussgrößen und der Berechnung der Wahrscheinlichkeitsverteilung
für die Zielgröße umfasst die Risikoanalyse im Grundsatz auch den vorgelagerten
Schritt der Entscheidungsmodellformulierung sowie den nachgelagerten Schritt der
Interpretation der Resultate.419 Da diese beiden zusätzlichen Schritte hier aber in
anderen Modulen ausgeführt werden, sollen lediglich die drei Kern-Schritte als der
Risikoanalyse im Rahmen der Bewertung von Prozessketten zugehörig betrachtet
werden. Als Typen für Wahrscheinlichkeitsverteilungen kommen diskrete Verteilun-
gen sowie kontinuierliche wie die Normal-, Beta-, Dreiecks- oder Trapezverteilung
in Frage.420 Bei der Bestimmung der Verteilungen wird sich in aller Regel lediglich
auf subjektive Einschätzungen berufen werden müssen. Stochastische Abhängigkei-
ten zwischen einzelnen Parametern können dagegen mittels Korrelationskoeﬃzienten
für die Entwicklungen jeweils zweier Größen oder über Wahrscheinlichkeitsverteilun-
gen, deren Wertebereich von dem einer anderen Größe abhängt, ermittelt werden.
Die Bestimmung der Wahrscheinlichkeitsverteilung für die Zielgröße – die eigentli-
che Risikoanalyse – kann sodann auf analytischen wie simulativem Wege bestimmt
werden, wobei der zweite Weg zu präferieren ist, da sich analytisch nur eine kleine
Zahl an Inputgrößen einschließen lässt. Beim simulativen Ansatz erfolgt die Erstel-
lung der Wahrscheinlichkeitsverteilung zufallsbasiert anhand einer Stichprobenaus-
wahl.421 Der Vorteil der Risikoanalyse ist damit, dass sich verschiedene Wertebe-
reiche für die Entwicklung von Einflussgrößen berücksichtigen lassen und dadurch
extreme Ausprägungen einer Zielgröße ersichtlich werden. Zudem können signifikan-
te Kennzahlen, wie Erwartungswerte, Varianz oder auch der Value at Risk ermittelt
werden.422 Der Nachteil besteht hingegen darin, dass das Verfahren keine Entschei-
dungsregel bereithält, sondern lediglich die Bandbreite möglicher Entwicklungen der
Wirtschaftlichkeit von Prozessketten aufgezeigt wird.423
Anders ist dies beim Entscheidungsbaumverfahren. Beim Entscheidungsbaumver-
fahren soll eine optimale Handlungsfolge erarbeitet werden können. Hierzu wird eine
418 Vgl. Götze 2014, S. 400.
419 Vgl. ebd., S. 400 f.
420 Vgl. ebd., S. 401; Gleißner 2011, S. 117 ﬀ.
421 Vgl. Götze 2014, S. 401 f., Blohm, Lüder und Schaefer 2012, S. 247 ﬀ.
422 Vgl. Götze 2014, S. 403 f., Götze und Mikus 2001; Gleißner 2011, S. 137 ﬀ.
423 Vgl. Götze 2014, S. 406.
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endliche Anzahl an Umweltzuständen (im Fall der Prozesskettenbewertung z. B. die
erfolgreiche technologische Umsetzung oder die Gewinnung eines ersten Pilotkunden
für das Output-Gut) und deren Eintrittswahrscheinlichkeiten sowie daraus resultie-
renden Folgeentscheidungen in einem Modell erfasst. Das sich daraus ergebende
Problem wird in einem gerichteten Grafen – dem Entscheidungsbaum visualisiert.
Für die Erstellung eines Entscheidungsbaumes ist eine Vielzahl an Größen erfor-
derlich, die es im Rahmen der Prognose interner und externer Größen zusätzlich
zu berücksichtigen gilt: bspw. Anschaﬀungsauszahlungen, Nutzungsdauern, Absatz-
und Produktionsmengen, absatzmengenabghängige sowie -unabhängige Auszahlun-
gen und natürlich Wahrscheinlichkeiten für die Umweltzustände. Sämtliche Größen
sind aber ihrerseits wiederum von einer Vielzahl weiterer Größen abhängig, wie schon
in Teilkapitel 4.2.7.2 beschrieben. Daraus ergibt sich eine große Menge an eingehen-
den Daten. In der Folge ist das Verfahren auch nur für eine relativ kleine Anzahl an
unsicheren Größen und Umweltzuständen in übersichtlicher Form durchführbar. Das
Ergebnis des Entscheidungsbaumverfahrens ist der Erwartungswert der zu bestim-
menden Zielgröße – in dieser Arbeit also des Nutzwertes, der Herstellkosten oder
des Kapitalwertes.424
Während also die Risikoanalyse den Vorteil mit sich bringt, dass eine Vielzahl an
Faktoren zufallsbasiert betrachtet werden kann, werden im Entscheidungsbaumver-
fahren lediglich ausgewählte Entwicklungen und Eingangsdaten berücksichtigt wer-
den können. Allerdings ist beim Entscheidungsbaumverfahren auch eine optimale
Entscheidungsfolge das Ergebnis der Berechnungen. Da beide Verfahren also unter-
schiedliche Vorteile bergen, sollten die Verfahren idealerweise in Kombination zur
Anwendung kommen. Zu beachten ist hierbei aber der dahinterstehende Aufwand.
Generell sollte immer das Aufwand- Nutzen-Verhältnis im Rahmen der Bewertung
im Auge behalten werden. Ist eine zuverlässige Bestimmung der Wahrscheinlichkei-
ten sowie Wahrscheinlichkeitsverteilungen nicht oder nur mit unverhältnismäßigem
Aufwand möglich, wird das beste Verfahren zur Berücksichtigung von Unsicherheit
keine wertvollen Ergebnisse liefern. Daher sollte die Anwendung derartiger Verfah-
ren immer im Kontext des vorliegenden Problems abgewogen werden und nur dann
umgesetzt werden, wenn es die Bewertungsergebnisse aufwertet. Ist aufgrund einer
mangelhaften Informationslage (auch hinsichtlich der künftigen Entwicklungen) kei-
424 Vgl. ebd., S. 407 ﬀ., Blohm, Lüder und Schaefer 2012, S. 260 ﬀ.
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nes der Verfahren einsetzbar, so sollte aber wenigstens die Sensitivitätsanalyse im
Rahmen der Auswertung und Interpretation der Ergebnisse zur Anwendung kommen
(vgl. Teilkapitel 4.2.8).
4.2.8 Synthesemodul
Nachdem aufgezeigt wurde, wie sich Kosten und Nutzen einer Prozesskette bestim-
men sowie die nötigen Eingangsdaten hierfür prognostizieren lassen, ist der nächste
logische Schritt die Ergebnisse der jeweiligen Module zusammenzuführen, um Ent-
scheidungen treﬀen und Auswertungen vollziehen zu können. In Abhängigkeit da-
von, welche Form der Feinbewertung gewählt wird, sind hierbei entweder Kosten
und Nutzen gegenüberzustellen, um darauf basierend Entscheidungen für oder ge-
gen die Wahl einer Prozesskette treﬀen zu können oder aber die monetarisierten
Nutzen sowie die Kosten bzw. Auszahlungen zum Kapitalwert zusammenzuführen.
Wie die jeweilige Vorgehensweise im speziellen Fall auszugestalten ist, soll nachfol-
gend geklärt werden. Sind darüber hinaus die Bewertungsergebnisse für die einzelnen
Prozesse bei der Anwendung der entsprechenden Bewertungsmethodik zur Kosten-
und/oder Nutzenermittlung im Vorfeld noch nicht zur Prozesskette aggregiert wor-
den, ist dies hier noch nachzuholen. Gegenübergestellt werden sollen somit Kosten
und Nutzen der alternativen Prozessketten.
Werden wie im geschilderten Fall Kosten und Nutzen separat in Form einer Kosten-
Wirksamkeits-Analyse ermittelt, besteht das Problem der Zusammenführung der Er-
gebnisse und der darauf basierenden Entscheidungsfindung. Entsprechende Entschei-
dungsregeln für die Aggregation von Kosten und Nutzen liefern Blohm et al.425:
• Eine Alternative mit einem Kapitalwert KW   0 und einem Nutzen N  
N¯ (= subjektives Nutzenanspruchsniveau) ist absolut vorteilhaft, unabhängig
davon, ob eine Rendite- oder eine Nicht-Rendite-Investition getätigt werden
soll.
• Eine Alternative mit KW  0 und N < N¯ ist absolut unvorteilhaft, unab-
hängig davon, ob eine Rendite- oder eine Nicht-Rendite-Investition getätigt
werden soll.
425 Vgl. Blohm, Lüder und Schaefer 2012, S. 164 f.
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• Eine Alternative mit KW < 0 und N > N¯ ist absolut vorteilhaft, wenn nach
Beurteilung des Entscheidungsträgers der erzielte Nutzwert eine ausreichen-
de Kompensation für den Barwerte des entgangenen Einzahlungsüberschus-
ses (BA) ist. Die wird allerdings nur bei Nicht-Rendite-Investitionen der Fall
sein. Ist es für den Entscheider zweckmäßiger, eine Obergrenze für den Bar-
wert (BAmax) des entgangenen Zahlungsüberschuss festzulegen, kann auch die







Nmax ist dabei der maximal erfüllbare Nutzwert, der sich aus dem Produkt
der Gewichtungsfaktoren und dem maximal erfüllbaren Skalenniveaus der Kri-
terien ergibt.
• Eine Alternative mit KW < 0 und N < N¯ ist dann absolut vorteilhaft, wenn
nach subjektiver Beurteilung des Entscheiders der erzielbare Kapitalwert eine
ausreichende Kompensation für die Untererfüllung des Nutzwertes darstellt.
Dies hingegen wird nur bei Rendite-Investitionen der Fall sein.
Blohm et al. nutzen als Vergleichsgröße den Kapitalwert. Werden hingegen ledig-
lich die Kosten einer Alternative ermittelt oder wird lediglich ein Kapitalwert der
Auszahlungen bestimmt, so lassen sich die Entscheidungsregeln hierauf allerdings
übertragen. So sollten die Kosten – ähnlich wie beim Nutzwert gehandhabt – ein
gewisses Zielniveau nicht überschreiten. Jenes könnte beispielsweise aus dem Target
Costing hergeleitet sein. Fest steht darüber hinaus, dass die Entscheidung bei unter-
schiedlichen Ergebnissen hinsichtlich der Kosten und des Nutzens einer Alternative
subjektiv behaftet bleibt. Wie sich genau das Niveau bestimmen lässt, das in einem
solchen Fall über die Höhe bestimmt, das der Entscheider bereits ist, durch die an-
dere Größe zu kompensieren, ist dadurch immer vom jeweiligen Einzelfall abhängig
und ist genau abzuwägen.
Die Zusammenführung der Variablen und Entscheidungsfindung kann jedoch auch
grafisch unterstützt werden. Hierfür soll sich an den von Pecas et al. vorgeschla-
genen CLUBE-Modellen bedient werden, die dann zum Einsatz kommen können,
wenn zwei Variablen – in dem Falle Nutzen und Kosten (bei kurzfristiger Kostener-
mittlung) bzw. Kapitalwert der Auszahlungen (bei langfristiger Kostenermittlung)
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– gegenübergestellt werden sollen. Hierbei werden die Prozesskettenalternativen in
den CLUBE-Modellen so abgetragen, dass ersichtlich wird, welche Alternative ge-
wählt werden würde, je nachdem welches Bedeutungsgewicht (↵ bzw.  ) den Kos-
ten respektive dem Nutzen beigemessen wird (vgl. Abb. 4.50). So wird oﬀengelegt,
bei welchen Bedeutungsgewicht-Varianten welche Alternative überragend wäre und
dadurch unter Umständen die Entscheidung für die Wahl einer Alternative erleich-
tert.426 Hierfür bietet es sich zudem an, die Kosten und Nutzen in der Form zu nor-
mieren, dass jeweils der besten Variante der Wert 1 gegeben wird, der Soll-Vorgabe
hingegen der Wert 0 zugeordnet und die anderen Werte daran ausgerichtet werden
(ähnlich wie bei der Normierung im Rahmen der Nutzwertanalyse, nur dass hier
keine neun-stufige Skala zum Einsatz kommt; die dort verwendeten Formeln zur
Normierung der Werte können daher in ähnlicher Weise für diesen Zweck herange-





















Abbildung 4.50: CLUBE-Modell zur Auswahl der Prozesskette bei divergierenden
Kosten und Nutzen427
Anders verhält sich dies, wenn neben Kosten auch Nutzeneﬀekte monetär erfasst
werden und zur Ermittlung des Kapitalwertes herangezogen werden. Wie bereits
im Rahmen der Monetarisierung von Nutzeneﬀekten angedeutet, wird sich hierbei
an einer Referenz-Prozesskette bedient. Verglichen wird damit die sog. Diﬀerenz-
426 Vgl. Peças, Ribeiro und Henriques 2014, S. 546.
427 Quelle: modifiziert übernommen von ebd., S. 544.
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Investition; also sämtliche Einzahlungsüberschüsse, die sich durch den Abgleich von
Ein- und Auszahlungen mit der Referenz-Prozesskette ergeben, werden gegenüber-
gestellt. Die Mehr-Einzahlungen – verursacht durch prozesskettenbezogene Nutzen-
eﬀekte – sowie die (Minder-)Auszahlungen428 der Prozesskette (hervorgerufen durch
geringere Auszahlungen bedingt durch Nutzeneﬀekte sowie zusätzliche Auszahlun-
gen bedingt durch unvermeidbare Kosten) werden demnach über den Lebenszy-
klus hinweg betrachtet und auf den Betrachtungszeitpunkt bezogen. Daraus ergibt
sich die folgende Kapitalwertformel, die die Berücksichtigung direkt und indirekt-







ECFt = (pt   avt) ⇤ xt   Aft (4.9)
KW = Kapitalwert
t = Zeitindex
T = letzter Zeitpunkt, in dem Auszahlungen anfallen
ECF = Erwarteter Cash Flow
WACC = risikoangepasster Kalkulationszinssatz
pt = Verkaufspreis in t
avt = absatz- bzw. produktionsmengenabhängige Auszahlungen in t
xt = Absatz- bzw. Produktionsmenge in t
Aft = absatz- bzw. produktionsmengenunabhängige Auszahlungen in t
In Anlehnung an Denkena et al. ist es zudem möglich, die Zahlungen, die sich
aus indirekt- sowie schwer-monetär erfassbaren Nutzeneﬀekten ergeben, nicht mit
voller Gewichtung einfließen zu lassen, da besonders die aus ihnen resultierenden
428 Minder-Auszahlungen durch auftretende Nutzeneﬀekte werden den Mehr-Auszahlungen min-
dernd gegengerechnet, können aber prinzipiell auch einzahlungsseitig erfasst werden, da sie
„negative Kosten“ darstellen.
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Zahlungsströme sehr ungewiss sind.429 Sind die Kapitalwerte ermittelt, ist die Al-
ternative relativ vorteilhaft, die den größten Wert ausfweist. Wenn darüber hinaus
nicht alle Eﬀekte monetarisiert worden sind, existieren drei Möglichkeiten bzgl. der
weiteren Vorgehensweise: 1) die nicht-monetären Eﬀekte werden argumentativ ge-
genübergestellt, 2) die nicht-monetär vorliegenden Eﬀekte werden zu einem neuen
Nutzwert verdichtet und analog der oben genannten Vorgehensweise dem Kapital-
wert gegenübergestellt oder 3) die nicht-monetären Eﬀekte werden an dieser Stelle
vernachlässigt, da sie bereits im Rahmen der Grobbewertung in ausreichender Form
eingeflossen sind. Welche Verfahrensweise gewählt wird, ist auch an dieser Stelle
im jeweiligen Fall abzuwägen. Entscheidend sind hierfür v. a. die Anzahl der nicht-
monetarisierten Kriterien und deren nach subjektivem Ermessen zugesprochene Be-
deutung für die Entscheidungsfindung.
Ermittelt wurde in beiden Fällen nun lediglich die Wirtschaftlichkeit der Prozess-
ketten lediglich eines Akteurs. Möchte man die Prozessketten akteursübergreifend
von der Herstellung bis zur Verarbeitung des Werkstoﬀes betrachten, so müssen die
Ergebnisse der einzelnen Akteure ebenfalls aggregiert werden.
Im Falle der Kosten und monetarisierten Nutzen macht eine Aggregation primär auf
Sicht der Lebenszyklusebene Sinn. Eine Kumulation der einzelnen Herstellkosten auf
Ebene einer einzelnen Prozessausführung würde nur wenig Aussagekraft besitzen.
Hierzu müssen die einzelnen Lebenszykluskostenbestandteile sowie monetarisierten
Nutzen je Prozess oder Prozesskette (je nachdem, was das Bezugsobjekt mit der
ersten Zurechbarkeit ist) zunächst den einzelnen Phasen des Prozesslebenszykluses
zugeordnet werden, bevor dann entweder die einzelnen Lebenszykluskosten und -
erlöse (richtig wäre eigentlich die Bezeichnung Ein- oder Auszahlung) oder bereits
die ermittelten Kapitalwerte den Akteuren zugeordnet und dann über die gesamte
Wertschöpfungskette kumulativ betrachtet werden. Diese Vorgehensweise ist noch-
mals am Beispiel der Zuordnung von Kosten zu Lebenszyklusphasen und dann zu
Akteuren in Abb. 4.51 dargestellt.
429 Vgl. Denkena u. a. 2009, S. 37.
430 Quelle: eigene Abbildung
4.2 Prozess(ketten)bewertung 265
Rohstoffgewinnung Werkstoffherstellung Komponenten-herstellung Produktherstellung Entsorgung
Auszahlungen über den Lebenszyklus einer Prozesskette
Vorlaufphase Marktphase Nachlaufphase
• Forschungs- und Entwicklungskosten    
(i. S. d. produkt- und prozessspezifischen 
Forschung und Entwicklung) 
• Kosten der Arbeitsplanerstellung sowie 
Konzeption der Prozesskette
• Kosten für den Produktionsanlauf/
Testläufe
• Anpassungs-/Änderungskosten (durch 
Produkt- oder Verfahrensverbesserung 
hervorgerufene organisatorische oder 
technische Änderungen)
• Technologie- und Marktforschungskosten
• ggf. Anfertigung oder Beschaffung von 
Anlagen oder Spezialwerkzeugen
• Anlage der Stammdaten
• Kosten der Modellierung von Prozess-
ketten
• ggf. Personalakquise und Schulungs-
kosten 
• laufende Beschaffung und Verwendung 
von Material (Roh-, Hilfs- und Betriebs-
stoffe  Materialeinzel- und  -gemein-
kosten)
• Kosten der Fertigung von Werkstoffen, 
Halbzeugen und Produkten 
(Fertigungseinzel- und -gemeinkosten, 
Sondereinzelkosten der Fertigung)




• Kosten der Demontage von Produktions-
anlagen
• Kosten der Verwertung und Beseitigung 
von Produktionsabfällen 
• Rückruf und Entsorgung schadhafter 
Teile (wenn prozessbedingt)

















cj Prozessbezogenes Objekt c mit j = 1,   J
pe Prozess p mit e = 1,   E
Kβ Kostenart k mit β = 1,   B
lφ Lebenszyklusphase l mit φ = 1,   ϑ 
Kjβφ Kostenelement, d. h. die Kosten einer bestimmten Kostenart kβ in der 
Lebenszyklusphase lφ bezogen auf ein prozessbezogenes Objekt cj  
Abbildung 4.51: Aggregation der Lebenszykluskosten entlang der Wertschöpfungs-
kette430
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Nutzwerte können – im Gegensatz zu Kosten und Kapitalwerten – hierbei nicht
einfach addiert werden, sondern müssten wiederum unter Berücksichtigung einer
entsprechenden Gewichtung zu einem Gesamtwert zusammengefügt werden. Hier-
bei ist also zu entscheiden, welcher Akteur in der Wertschöpfungskette besonders
bedeutsam ist und welche Gewichtung den einzelnen Akteuren beigemessen wird.
Auf Grundlage der nun bestimmten Bewertungsergebnisse lassen sich die Werte
auch analysieren und interpretieren. Durch den Einsatz der Sensitivitätsanalyse431
lassen sich hierbei besonders gut die Einflussgrößen oﬀenlegen, die im besonderen
Maße über das Bewertungsergebnis entscheiden. Die Sensitivitätsanalyse kann al-
so in einem ersten Schritt dazu genutzt werden, die Haupteinflussgrößen zu iden-
tifizieren. Im Weiteren kann nun durch Rückgriﬀ auf die im Vorfeld beschriebenen
Prozessketten- und Wechselwirkungsmodelle untersucht werden, durch welche weite-
ren, untergeordneten Größen diese Haupteinflussfaktoren determiniert werden. Da-
durch ergeben sich auch Gestaltungsspielräume, um Prozessketten (noch) eﬃzienter
zu gestalten. Auf die Gestaltung von Prozessketten, die letztlich auf der Bewertung
aufbaut, soll daher im folgenden Abschnitt auch noch näher eingegangen werden.
4.3 Prozess(ketten)gestaltung
Wie bereits im letzten Abschnitt angedeutet, sollen die Prozessketten nicht nur be-
wertet, sondern auch schon frühzeitig gezielten Verbesserungen unterzogen werden
können. Die Grundlage hierfür bildet in der Regel ein vorgelagerter Bewertungs-
durchlauf der Prozessketten. Verbesserungsmöglichkeiten und Gestaltungen zugäng-
lich gemacht werden sollen dann vor allem die Prozessketten, die sich als am geeig-
netsten für den Einsatz im Unternehmen herausgestellt haben, um Werkstoﬀe zu er-
zeugen und zu verarbeiten. Gestaltungsmaßnahmen können hierbei unterschiedliche
Formen annehmen. Einerseits ist es möglich, Prozessketten marktorientiert auszu-
richten, andererseits können aber auch unternehmensintern Verbesserungen angeregt
werden. Hier gilt es das richtige Maß zu finden. Ein weiterer wichtiger Punkt, der
im Rahmen der Bewertung schon an einigen Stellen herausgearbeitet wurde, ist
die Interorganisationalität bei der Einführung neuer Werkstoﬀe. An der Herstellung
und Verarbeitung und der letztlichen Nutzung der Werkstoﬀe sind zahlreiche Ak-
431 Für weitere Ausführungen zu dem Instrument der Sensitivitätsanalyse vgl. z. B. Götze 2014,
S. 388 ﬀ.
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teure beteiligt. Eine Gestaltung der Prozessketten, die darauf ausgerichtet ist, dass
möglichst alle Akteure in bestmöglicher Weise am Erfolg partizipieren, ist deshalb
unerlässlich. Aus diesem Grund sollen im nun folgenden Abschnitt zunächst noch
gängige Methoden der interorganisationalen Gestaltung vorgestellt und anschließend
in Kombination mit den bereits in Teilkapitel 2.3.3 aufgeführten kosten-, qualitäts-
und zeitbezogenen Methoden zu einem für den Zweck dieser Arbeit geeigneten inte-
grierten Gestaltungsansatz verdichtet sowie auch um eigene Ansatzpunkte erweitert
werden.
Der in dieser Arbeit konzipierte Gestaltungsansatz wird hierbei hauptsächlich kos-
tenorientiert ausgerichtet sein sowie um qualitäts- sowie zeitbezogene Gestaltungs-
aspekte erweitert. Der Grund dafür liegt in der Tatsache begründet, dass vor allem
die Kosten bei Erfüllung der wesentlichen Qualitätsanforderungen an den Werk-
stoﬀ sowie die Komponenten und Produkte maßgeblich für die Wirtschaftlichkeit
in der gesamten Wertschöpfungskette sind. Dadurch ergibt sich hier ein besonders
hohes Potenzial für Verbesserungen bzw. Eﬃzienzsteigerungsmaßnahmen. Aus die-
sem Grund werden nachfolgend zunächst auch noch Besonderheiten des interorga-
nisationalen Kostenmanagements vertieft, welches anschließend unmittelbar in den
integrativen Ansatz einfließt.
Für die Gestaltung der Prozessketten wird auch immer wieder auf die im Rahmen
der Bewertung der Prozessketten beschriebenen Module zurückgegriﬀen. In ihnen
sind wertvolle Informationen hinterlegt, die auch für die Gestaltung von hoher Be-
deutung sind. Dieser Aspekt – dass Bewertung und Gestaltung unmittelbar verzahnt
sind – wurde zwar zu Beginn der Konzeption der Methodik bereits herausgestellt,
soll hier aber nochmals besonders betont werden.
4.3.1 Interorganisationales Kostenmanagement zur
ganzheitlichen Gestaltung der Wertschöpfungskette
Wie bereits deutlich gemacht, spielt bei der Bewertung werkstoﬃnduzierter Prozess-
ketten vor allem auch das Kostenmanagement in interorganisationalen Beziehungen
eine Rolle, da sich die Wertschöpfung auf verschiedene Akteure verteilt. Traditio-
nelle Systeme der Kostenrechnung und Instrumente des Kostenmanagements sind
allerdings oftmals intern ausgerichtet und verhindern daher die optimale Nutzung
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von Abhängigkeiten, die zwischen Unternehmen bestehen.432 Zunehmend gibt es
aber auch Bestrebungen zwischen Käufer und Verkäufer Prozesse gemeinsam zu ko-
ordinieren und Kosten zielgerichtet zu gestalten.433 Daher soll im Weiteren noch
etwas vertieft auf Kostenrechnung und -management in Wertschöpfungsketten bzw.
-netzen eingegangen werden.
Das Ziel eines interorganisationalen Kostenmanagements ist es – wie bereits ange-
deutet – die in einem Wertschöpfungsnetzwerk durchgeführten Aktivitäten zu ge-
stalten und dadurch die gesamten Kosten des Netzwerks zu reduzieren.434 Dies kann
allerdings nur dann funktionieren, wenn die Beziehungen zwischen den Akteuren
kooperativ, stabil und für jeden nutzenstiftend sind.435 Hierzu sind Informations-
asymmetrien abzubauen.436 Laut Seal et al. gehören zu einem interorganisatio-
nalen Kostenmanagement vor allem die Aufgaben der Klärung von Make-or-Buy-
Entscheidungen, die zu künftigen Partnerschaften führen können, die Unterstützung
einer bestehenden Partnerschaft durch die Bereitstellung von Kosteninformationen
sowie die Erfolgsbeurteilung von Partnerschaften.437 Tomkins dagegen reduziert
die Nutzung von Kosteninformationen im Wesentlichen auf die Unterstützung einer
verbesserten, gemeinsamen Aufgabenerfüllung im Bezug auf die partnerschaftliche
Wertschöpfung sowie den Aufbau von Vertrauen.438 Mouritsen und Thrane kon-
statieren dagegen noch, dass interorganisationales Kostenmanagement vor allem auf
eine integrierte Planung von Beziehung einerseits sowie die Erlangung von Kosten-
ersparnissen und geteilte Produktentwicklung andererseits zuständig ist.439 Festhal-
ten lässt sich in jedem Fall, dass Wertschöpfungsaufgaben, die über sich über die
Unternehmensgrenzen hinaus auswirken, auch einer Steuerung über die Unterneh-
mensgrenzen hinweg bedürfen und dies Aufgabe eines interorganisationalen Kosten-
managements sein sollte.440 Daraus ergeben sich die folgenden Einsatzgebiete eines
interorganisationalen Kostenmanagements441:
432 Vgl. Dekker 2003, S. 5.
433 Vgl. Agndal und Nilsson 2009, S. 85; Mouritsen, Hansen und Hansen 2001, S. 222.
434 Vgl. Agndal und Nilsson 2009, S. 86; Seuring 2002a, S. 3; Seuring 2001, S. 103; Cooper und
Slagmulder 2004, S. 2.
435 Vgl. Cooper und Slagmulder 2000, S. 9.
436 Vgl. Cooper und Slagmulder 2004, S. 5.
437 Vgl. Dekker 2003, S. 3; Coad und Cullen 2006, S. 343; Seal u. a. 1999, S. 307 ﬀ.
438 Vgl. Tomkins 2001, S. 162 ﬀ., Dekker 2003, S. 3.
439 Vgl. Mouritsen und Thrane 2006, S. 242.
440 Vgl. Dekker 2003, S. 3.
441 Vgl. Agndal und Nilsson 2009, S. 88 f.
4.3 Prozess(ketten)gestaltung 269
• Lieferantenbewertung und -auswahl





• Produkt- und Prozessredesign
Als Instrumente eines interorganisationalen Kostenmanagements im Rahmen der
Produktentwicklung werden von Agndal und Nilsson v. a. Target Costing, In-
strumente zur kontinuierlichen Verbesserung (z. B. Quality-Function-Price Trade-
Oﬀ, interorganisationale Kostenanalysen, Concurrent Engineering, Wertanalysen
oder Value Engineering) sowie Cost Tables oder Open Book Accounting genannt.442
Einen denkbaren Target Costing-Ansatz für die Wertschöpfungskette liefern etwa
Seidenschwarz und Niemand, indem sie die Zuliefererintegration in das Tar-
get Costing näher betrachten. Konkret setzen sich die Autoren allerdings eher mit
dem optimalen Zeitpunkt einer Integration von Zulieferern auseinander, als mit der
direkten konzeptionellen Ausgestaltung eines Target Costing und der einzelnen Ver-
fahrensschritte zwischen mehreren Partnern.443
AuchMöller hat einen Ansatz konzipiert, um die Zuliefererintegration im Target
Costing zu ermöglichen. Ähnlich wie Seidenschwarz und Niemand nimmt aber
auchMöller zwar eine Klassifizierung der Zulieferer hinsichtlich ihrer strategischen
Bedeutung vor und gibt entsprechende organisatorische Handlungsempfehlungen –
allerdings ebenso ohne bezüglich der Ausgestaltung des Target Costing konkreter zu
werden.444
Weitere Ansätze für eine partnerschaftliche Nutzung in der Wertschöpfungsket-
te haben unter anderem Seuring sowie Cooper und Slagmulder konzipiert.
Die genannten Autoren werden – anders als Seidenschwarz und Niemand so-
wie Möller – dann auch konkreter bzgl. der Ausgestaltung des Target Costings,
weshalb die Ansätze etwas ausführlicher beschrieben werden sollen. Cooper und
442 Vgl. ebd., S. 86; Coad und Cullen 2006, S. 343; Cooper und Slagmulder 2000, S. 147; Carr und
Ng 1995, S. 351 ﬀ.
443 Vgl. Schulte-Henke 2007, S. 91.
444 Vgl. dazu auch ebd., S. 95 f.
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Slagmulder sprechen hierbei von „Chained Target Costing“.445 Angewendet wer-
den kann das Chained Target Costing auf die gesamte Wertschöpfungskette oder
aber auch nur auf Teile dieser.446 Sinnvoll ist es, dort einen Schnitt zu machen, wo
keine Teile mehr zugeliefert werden oder wo Lieferanten aufgrund ihrer Größe ge-
gen den Druck des Käufers immun sind.447 Die Autoren sehen Target Costing als
wichtigstes Instrument, um die Kosten während der Phase des Produktdesign über
Unternehmensgrenzen hinweg zu gestalten.448 Denn Target Costing wird nach An-
sicht der Autoren erst dann richtig eﬀektiv, wenn die einzelnen Systeme als Kette
gekoppelt werden.449 Eine Verkettung der Target Costing-Systeme soll hierbei si-
cherstellen, dass der Wettbewerbsdruck, dem das Unternehmen an der Spitze der
Kette ausgesetzt ist, auch an die anderen Akteure weitergegeben wird und so ein
eﬀektives Kostenmanagement erreicht werden kann. Eine Verkettung kommt zustan-
de, indem der Output des Target Costing beim Käufer der Input des Target Costing
beim Zulieferer wird. Den Grundstein für ein Chained Target Costing legt also oft-
mals das Unternehmen am Ende der Wertschöpfungskette.450 Das Target Costing
des Käufers beeinflusst dementsprechend sowohl die Zielverkaufspreise sowie auch
die Zielkosten des Zulieferers und zeigt auf, wo beim Zulieferer besondere Anstren-
gungen unternommen werden sollten, um Kosten zu senken.451 Ein Unternehmen
befindet sich dann an der Spitze der Kette, wenn seine Kunden nicht in der Lage
sind, es selbst aber die Möglichkeit besitzt, die Zielverkaufspreise festzulegen.452
Im Wesentlichen können zunächst drei verschiedene Formen des Target Costings
in der Wertschöpfungskette unterschieden werden: Market-driven Costing, Pro-
duktbezogenes Target Costing und Komponentenbezogenes Target Costing (Vgl.
Abb. 4.52). Das Market-driven Costing wird genutzt, um die Zielkosten des Produk-
tes zu bestimmen – also die Kosten, zu denen das Produkt hergestellt werden muss,
um das gewünschte Maß an Profitabilität zu erreichen, wenn es zum Zielverkaufspreis
veräußert wird. Jedoch werden beim Market-driven Costing nicht die vorhandenen
Fähigkeiten der Produktentwickler und und Zulieferer des Unternehmens berücksich-
445 Vgl. Cooper und Slagmulder 2000, S. 16.
446 Vgl. ebd., S. 205.
447 Vgl. ebd., S. 205 ﬀ., Seuring 2001, S. 138.
448 Vgl. Cooper und Slagmulder 2000, S. 163.
449 Vgl. ebd., S. 203.
450 Vgl. ebd., S. 203.
451 Vgl. ebd., S. 163.
452 Vgl. ebd., S. 205; Seuring 2002c, S. 116.
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tigt. Denn oftmals ist es der Fall, dass die Zielkosten nicht erreichbar sind und eine
Anpassung erfahren müssen. Dies soll durch das Produktbezogene Target Costing
sichergestellt werden. Die Produktbezogenen Zielkosten sollten dementsprechend ein
anspruchsvolles, aber dennoch realistisches Ziel für Entwickler und Zulieferer wider-
spiegeln. Da für viele Unternehmen weiterhin Zukaufteile eine große Rolle spielen,
soll durch das Komponentenbezogene Target Costing gewährleistet werden, dass der
Wettbewerbsdruck des Unternehmens an der Spitze der Kette auch an seine Zulie-
ferer weitergegeben wird und so gemeinsam ein marktgerechtes Produkt geschaﬀen
werden kann. Hier sollen also – entsprechend der üblichen Vorgehensweise des Tar-

































Abbildung 4.52: Abstufungen des Target Costing nach Cooper und Slagmul-
der454
Aus der Abb. 4.52 geht hervor, dass die Komponentenbezogenen Zielkosten des
Käufers an den Zulieferer weitergereicht werden. Hierdurch kommt die Verkettung
der Systeme zustande, die auch in Abb. 4.53 verdeutlicht wird.455 Die Weitergabe
der Zielkosten an den Zulieferer beeinflusst dessen Zielverkaufspreis und -kosten.
453 Vgl. Cooper und Slagmulder 2000, S. 165 ﬀ., Seuring 2001, S. 77 ﬀ., Goldbach 2002, S. 93;
Seuring 2002c, S. 115.
454 Quelle: leicht modifiziert übernommen von Cooper und Slagmulder 2000, S. 166.
455 Vgl. ebd., S. 204; Goldbach 2002, S. 96.
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Um die Zielkosten der Partner geschickt aufeinander abzustimmen, ist es sinnvoll,
die Kostenmanagementprogramme der beiden Akteure zu koppeln. Aus Sicht der
Käufers ist es in dem Zusammenhang maßgeblich, dem Zulieferer realistische, aber
nicht zu einfach umsetzbare Zielkosten mitzuteilen sowie adäquate Wege zu finden,
womöglich auch monetäre Anreize für den Zulieferer zu schaﬀen, damit dieser auch
gewillt ist, eine Senkung seiner Kosten anzustreben.456 Um realistische Zielkosten für
den Zulieferer zu fixieren, existieren verschiedene Möglichkeiten. Einerseits können
Kostenschätzungen durch den Zulieferer abgefragt werden oder andererseits können
auch Kosteninformationen des Zulieferers hergezogen werden, um die Zielkosten zu
bestimmen.457 Bezüglich der Ausgestaltung des Chained Target Costing gibt es ver-
schiedene Handlungsspielräume. So ist es beispielsweise möglich, dass der Käufer
die Zielkosten für den Zulieferer festlegt oder diese gemeinsam verhandelt werden.
Goldbach bezeichnet diese verschiedenen Verhaltensweise als „Confrontative Stra-
tegy“ respektive „Cooperative Strategy“.458 Weiterhin muss vorab festgelegt werden,
ob der Zulieferer die Wege für die Kostensenkung allein ausarbeitet oder ob dies
gemeinschaftlich passiert. Überdies gibt es die Möglichkeit, Kostensenkungsziele für
einzelne Komponenten festzulegen oder aber für ein Bundle, sofern der Käufer meh-
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Abbildung 4.53: Logik des Chained Target Costing460
456 Vgl. Cooper und Slagmulder 2000, S. 182 ﬀ.
457 Vgl. ebd., S. 182 ﬀ.
458 Vgl. Goldbach 2002, S. 101.
459 Vgl. Cooper und Slagmulder 2000, S. 191 ﬀ.
460 Quelle: leicht modifiziert übernommen von ebd., S. 204.
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Cooper und Slagmulder konstatieren jedenfalls abschließend, dass verkettete
Target Costing-Systeme jedes Unternehmen in der Kette zwingen, seine Kosten in
einem solchen Maß zu senken, dass die maximale Profitabilität über die gesamte
Wertschöpfungskette hinweg gesichert wird. 461 Cooper und Slagmulder ge-
ben ferner recht umfangreiche Hinweise bzgl. der Steuerungsmechanismen entlang
der Wertschöpfungskette sowie zur Zielpreisgestaltung.462 Auf diese soll jedoch in
diesem Rahmen nicht ausführlicher eingegangen werden. Fest steht allerdings, dass
Cooper und Slagmulder sich wesentlich tiefgreifender mit der Ausgestaltung
der einzelnen Verfahrensschritte bei der Integration von Zulieferern befassen als die
oben aufgeführten Autoren und zudem auch gute Implikationen für eine organi-
satorische Umsetzung des Target Costing bei Beteiligung mehrerer Unternehmen
liefern. Anders als bei den Vorautoren wird jedoch bei Cooper und Slagmulder
keine Klassifizierung der Zulieferer durchgeführt. Fraglich ist daher, unter welchen





































































Abbildung 4.54: Target Costing unter Berücksichtigung von direkten und prozess-
bezogenen Kosten sowie Transaktionskosten463
461 Vgl. ebd., S. 204.
462 Vgl. ebd., S. 206 ﬀ.
463 Quelle: leicht modifiziert übernommen von Seuring 2002c, S. 118.
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Seuring baut grundsätzlich auf den Erkenntnissen von Cooper und Slagmul-
der auf, bemängelt jedoch, dass im Target Costing oftmals nur direkte Kosten
betrachtet werden. Vielmehr seien neben diesen auch prozessbezogene Kosten sowie
Transaktionskosten im Target Costing zu berücksichtigen – denn im interorganisatio-
nalen Kontext ergäben sich hier ebenso Kostenreduktionsbedarfe (vgl. Abb. 4.54).464
Die Aufteilung in die drei Kostenebenen soll weitere Möglichkeiten zur Analyse und
Gestaltung der Kosten bieten.465 Seuring führt jedoch auch an, dass keine strikte
Minimierungsvorschrift der Kosten besteht, da eine zu geringe Anzahl an Lieferan-
ten – mit dem Ziel die Prozess- und Transaktionskosten zu reduzieren – ebenfalls zu
Problemen führen kann. Dies zu koordinieren, obliege dem Unternehmen am Ende
der Kette.466
Als Beispiel für eine diﬀerenzierte Betrachtung der Kosten zwischen mehreren Un-
ternehmen führt Seuring die Suche nach Standardteilen für verschiedene Anwen-
dungen an. Diese verursache zwar zunächst mehr Transaktionskosten, würde aber
später geringere Prozesskosten nach sich ziehen.467 Konkrete Vorgehensweisen für
die Zielkostenspaltung unter Berücksichtigung der verschiedenen Kostenebenen so-
wie wie sich die Abstimmung der Kosten zwischen Lieferant und Abnehmer vorge-
stellt wird, liefert Seuring allerdings nicht. Damit bleiben die Ausführungen nur
ein Konzept, dass aber keine konkreten Ansatzpunkte für eine Umsetzung generiert.
Positiv anzumerken bleibt, dass Seuring auch prozessbezogene Kosten berücksich-
tigt – wenngleich die hier gemeinten Kosten nicht auf Fertigungsprozesse gerichtet
sind.
Da in der vorliegenden Arbeit im Speziellen Prozessketten der Werkstoﬀerstellung
und -verarbeitung betrachtet werden sollen, erscheint zudem der von Götze et al.
verfasste Beitrag auf dem Gebiet des Target Costing unter Einbeziehung von Werk-
stoﬀen relevant. Hierbei wird sich ebenfalls auf die gesamte Wertschöpfungskette
fokussiert. In der wirtschaftlichen Literatur mit Werkstoﬀbezug ist diese Verknüp-
fung bislang nicht getätigt worden; auch sind keine Anwendungsberichte zum The-
ma „Target Costing für Werkstoﬀe“ bekannt.468 Durch ein solches sollen sich „für die
Entwickler, Hersteller oder Verwender von Werkstoﬀen große Potentiale im Hinblick
464 Vgl. Seuring 2002c, S. 117 ﬀ., Seuring 2001, S. 143 f., Seuring 2002b, S. 23.
465 Vgl. Seuring 2001, S. 143.
466 Vgl. ebd., S. 144.
467 Vgl. ebd., S. 145.
468 Vgl. Götze u. a. 2009, S. 566.
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auf die Sicherung bzw. Verbesserung der Wirtschaftlichkeit“469 ergeben. Potenziale
sehen die Autoren sowohl auf Werkstoﬀhersteller sowie -verwenderseite. In Abb. 4.55
sind die wichtigsten Potenziale für beide Perspektiven zusammengefasst.
Potenziale aus Sicht des Werkstoffverwenders Potenziale aus Sicht des Werkstoffherstellers/ -entwicklers
x Zielkosten lassen sich nicht nur für Produkte 
und Komponenten, sondern auch für Werk-
stoffe bestimmen.
x Es wird gewährleistet, dass der Werkstoff nur 
so hohe Kosten verursacht, wie das in Anbe-
tracht der Kundenwünsche und Produktfunk-
tionen vertretbar ist.
x Die Kosten des eingesetzten Werkstoffs wer-
den bereits in der Produktentwicklung berück-
sichtigt.
x Es erfolgt eine Integration von markt- und kos-
tenbezogenen, aber auch technischen (i. S. v. 
Produktfunktionen und Werkstoffen) Aspekten.
x Durch die frühzeitige Bestimmung der Ziel-
kosten kann vermieden werden, dass der 
Werkstoff zu teuer verkauft wird.
x Es lassen sich Zielkosten auch für die in den 
Werkstoff eingehenden Materialien und zu 
dessen Entwicklung und Herstellung nötigen 
Prozesse bestimmen. Diese können zur 
Steuerung genutzt werden.
x Die Zielkosten der Inputgüter und Prozesse 
sind an den Bedürfnissen des Marktes orien-
tiert. Dadurch erhöht sich die Wahrscheinlich-
keit eines marktgerechten Werkstoffes.
Abbildung 4.55: Potenziale eines werkstoﬀbezogenen Target Costing470
Um die Vorgehensweise des Target Costing auf Werkstoﬀe beziehen, müssen nach
Ansicht der Autoren einige spezifische Anpassungen vorgenommen werden. Die Art
der Modifikationen hängen dabei v. a. von der Stufe in der Wertschöpfungskette
ab. Betrachtet wird zunächst die Sicht des Werkstoﬀverwenders. Bei der Erarbei-
tung eines ersten Produktkonzeptes ist nun zu klären, welche Bedeutung Werkstoﬀe
aus der Sicht des Endkunden haben und welche Auswirkungen sie auf die Erfüllung
von Produkteigenschaften haben. Im Rahmen der sich anschließenden Zielkosten-
spaltung wird durch Götze et al. keine pauschale Aussagen getroﬀen, wie diese
vorzunehmen ist – dies hänge vielmehr davon ab, auf welcher Ebene der Beitrag ei-
nes Werkstoﬀes zum Kundennutzen feststellbar sei. Unterschieden werden dazu vier
Fälle, aus denen sich jeweils Empfehlungen zur Ebene der Produktstruktur ergeben,
auf welcher die Werkstoﬀe berücksichtigt werden sollten.471 Diese vier Fälle sind472:
• der Werkstoﬀ ist aus Kundensicht ein relevantes Produktmerkmal,
• der Werkstoﬀ beeinflusst direkt kundennutzenrelevante Produktfunktionen/
-merkmale,
469 ebd., S. 566.
470 Quelle: erstellt auf Basis von ebd., S. 566 f.
471 Vgl. ebd., S. 568 f.
472 Vgl. ebd., S. 568 f.
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• der Werkstoﬀ geht direkt in Komponenten ein oder
• der Werkstoﬀ wird zu Teilen weiterverarbeitet und geht in Komponenten ein.
Die Fälle und die sich daraus ergebenden Handlungsempfehlungen bzgl. der Ebene
der Einbeziehung sind überblicksartig in Abb. 4.56 verdeutlicht. Ebenso werden für
die vier Fälle konkrete Hinweise zur Durchführung der Zielkostenspaltung gegeben,
die hier aber nicht explizit ausgeführt werden sollen.473 Bezüglich der Zielkostener-
reichung ist dann durch den Verwender darauf zu achten, dass in die Produktent-
wicklungsaktivitäten auch werkstoﬀbezogene Überlegungen mit einfließen.474
Kundennutzen/ -anforderungen
Produktmerkmale
















Produktteile und deren 
Gewichtung
Werkstoff(e)
Einbeziehung auf einer der 
Teilebene untergeordneten Ebene
1. 2. 3. 4.
Abbildung 4.56: Möglichkeiten der Zielkostenspaltung beim Werkstoﬀverwender475
Aus Sicht des Werkstoﬀentwicklers bzw. -herstellers – die hier aus Vereinfachungs-
gründen als identisch angesehen werden – steht nun der Werkstoﬀ selbst bei der
Erarbeitung des Produktkonzeptes im Mittelpunkt. Als Produktmerkmale fungieren
daher Fertigungs- und Gebrauchseigenschaften des Werkstoﬀes. Problematisch da-
bei ist, dass nun verschiedenen Kundengruppen existieren, für die der Werkstoﬀ von
unterschiedlicher Bedeutung ist. So kann für einen End(produkt)käufer ein Werk-
stoﬀ zwar ein entscheidendes Merkmal darstellen, jedoch wird er oftmals keine aus-
reichende Kenntnis im Bezug auf Werkstoﬀeigenschaften haben. Zudem wird die
Kaufentscheidung des Werkstoﬀes vielfach nicht von ihnen getroﬀen. Daher sollte
473 Vgl. Götze u. a. 2009, S. 569.
474 Vgl. ebd., S. 568.
475 Quelle: übernommen von ebd., S. 569.
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sich eher an den Anforderungen des direkten Abnehmers orientiert werden, wenn-
gleich aber die Bedürfnisse nachgelagerter Wertschöpfungsstufen nicht außer Acht
zu lassen sind.476 Auch im Zuge der Zielkostenbestimmung kann sich daher nur an
dem Preis orientiert werden, den der Verwender auf der nachgelagerten Stufe bereit
wäre zu zahlen. Dies allerdings wird auch dadurch beeinflusst, zu welchem Preis
er selbst seine gefertigten Komponenten oder Teile absetzen kann. Indirekt erfolgt
damit im Umkehrschluss dennoch eine Ausrichtung am Endkunden.477 Für die nach-
folgende Zielkostenspaltung wird vorgeschlagen, eine solche auch auf Prozesse vorzu-
nehmen. Dies sei dringend geboten, „da die notwendigen Verfahren zur Herstellung
der Werkstoﬀe regelmäßig (auch) in Relation zu den physischen Inputgütern be-
deutende Kostenfaktoren darstellen, denen gesondert Zielkosten zugewiesen werden
sollten, um dann gezielt die Zielkostenerreichung anstreben zu können.“478 Ähnlich
wie bereits bei Seidenschwarz dargestellt, wird so auch von Götze et al. vorge-
schlagen, zunächst die Bedeutung der technischen Eigenschaften für den Abnehmer
zu bestimmen und dann den Beitrag der Prozesse und Inputgüter für deren Erfül-
lung zu bemessen.479 Weiterhin wird bemängelt, dass beim Target Costing oftmals
nicht der Zusammenhang zwischen Kosten- und Nutzenanteil gegeben sei. Um dies
zu kompensieren, schlagen die Autoren die Verwendung von Basis-, Leistungs- und
Begeisterungsanforderungen gem. dem KANO-Modell vor. So könnten die Eigen-
schaften der Werkstoﬀe auch geclustert in die Zielkostenspaltung eingehen. Für die
Zielkostenerreichung schließlich wird – ähnlich wie beim Verwender – auf klassi-
sche Methoden des Kostenmanagements verwiesen. Diese sind beim Hersteller und
Entwickler von Werkstoﬀen allerdings besonders auf Prozesse und Inputgüter aus-
zurichten.480
Götze et al. schlagen damit eine recht diﬀerenzierte Betrachtungsweise für ein
werkstoﬀbezogenes Target Costing vor, bei der auch die Position in der Wertschöp-
fungskette eine maßgebliche Rolle spielt. Eine direkte Verkettung der Target Costing-
Systeme – wie bei Cooper und Slagmulder – wird jedoch nicht angeregt. Die
getroﬀene Annahme, dass die Werkstoﬀe direkt in die Zielkostenspaltung des End-
kunden einbezogen werden sollte, erscheint jedoch etwas unrealistisch und wider-
476 Vgl. ebd., S. 570.
477 Vgl. ebd., S. 570.
478 ebd., S. 570.
479 Vgl. ebd., S. 570.
480 Vgl. ebd., S. 571.
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spricht auch etwas den noch später getroﬀenen Aussagen, dass die Bedeutung ei-
nes Werkstoﬀes und dessen Eigenschaften nur schwer durch Kunden am Ende der
Wertschöpfungskette beurteilt werden könne. Zwar ist denkbar, dass aufgrund eines
bestimmten Images, das mit einem Werkstoﬀ verbunden ist, diesem eine besondere
Bedeutung beigemessen wird (und dies auch bei der Produktentwicklung berücksich-
tigt werden kann), diesen allerdings bereits deshalb mit in die Zielkostenspaltung
aufzunehmen, erscheint nicht unbedingt sinnvoll. Wird die gesamte Wertschöpfungs-
kette betrachtet, wäre es vermutlich am besten, den Werkstoﬀ bei dem Abnehmer
in die Spaltung mit einzubeziehen, wo er erstmals direkt in ein Teil oder eine Kom-
ponente mit eingeht und diesen dann auf der Komponentenebene zu erfassen. Indi-
rekt ist – aufgrund der Orientierung des jeweiligen Glieds in der Kette an den ihm
nachgelagerten Wertschöpfungsstufen – auch damit eine Marktorientierung bei der
Werkstoﬀauswahl gesichert. Positiv hervorzuheben ist weiterhin die Idee, die Ziel-
kosten auf Herstellerebene bis auf Prozessebene herunterzubrechen – dies deckt sich
mit den Implikationen dieser Arbeit. Allerdings sollte dies auch Sicht des Verfassers
dieser Arbeit nicht nur auf Herstellerseite geschehen, sondern auch bei den restlichen
Akteuren.
Im Endeﬀekt kann so festgehalten werden, dass verschiedenartige Ansätze sowohl
im Hinblick auf ein Target Costing für die Zuliefererintegration bzw. in Wertschöp-
fungsketten bestehen. In keinem der Ansätze wird aber bereits die benötigte, inte-
grierte Betrachtungsweise eingenommen, in der auch Kosten auf Prozesse gespalten
werden. Es gilt daher, eine entsprechende Möglichkeit zu schaﬀen, um die Kosten der
Prozesse für die Herstellung und Verarbeitung des Werkstoﬀes auch marktgerecht
und über die Unternehmensgrenzen hinweg zu gestalten.
Auch wenn das Target Costing den Kern eines interorganisationalen Kostenmana-
gement widerspiegelt, da es das größte Potenzial für die Aufdeckung von Verbesse-
rungsmaßnahmen entlang der gesamten Wertschöpfungskette bietet, sollen auch die
anderen oben genannten Instrumente kurz beschrieben werden. Jene greifen oftmals
direkt in das Target Costing über und haben damit ergänzenden Charakter – und
dienen hauptsächlich der Zielkostenerreichung. So werden etwa Quality-Function-
Price Trade-Oﬀs immer dann angewendet, wenn ein Zulieferer feststellt, dass ein
Gut die angestrebten Zielkosten überschreitet und dies eine Kostenreduktion zur
Folge haben sollte, die durch geringfügige Änderungen der Funktionen und/oder
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der Qualität erreicht werden kann, die auch vom Käufer vertretbar sind.481 Inter-
organisationale Kostenanalysen finden immer dann statt, wenn ein Akteur in der
Wertschöpfungskette feststellt, dass er ein Teil nicht zu den Zielkosten produzieren
kann und sicher ist, dass Quality-Function-Price Trade-Oﬀ keine zufriedenstellenden
Ergebnisse liefern wird. In der Folge kommen verschiedene Personen der einzelnen
Entwicklungsabteilungen der beteiligten Unternehmen zusammen und überdenken
das Design des Produktes sowie die Auswirkungen von Änderungen auf alle Schrit-
te in der Wertschöpfungskette erneut, um eine Kostensenkung bei allen Akteuren
zu erreichen. Das fundamentale Design des Endproduktes hat hierbei jedoch gleich
zu bleiben. Kosten sollen vor allem gespart werden, indem Komponenten möglichst
geringfügig verändert werden, um die Produktionskompetenzen in optimaler Wei-
se zu nutzen oder durch eine lokale Änderung der Durchführung von Prozessen.482
Concurrent Engineering bzw. Concurrent Cost Management regt zu zum Teil massi-
ven Designänderungen an, um im Ergebnis eine Kostensenkung zu bewirken. Hierzu
wird von Grund auf eine gemeinsame (Neu-)Entwicklung angestrebt, die überwie-
gend zum Zulieferer ausgelagert wird. Dies sollte aufgrund des hohen Zeitaufwandes
allerdings nur für Produkte mit einem hohen Wertbeitrag bzw. für die Umsetzung
von Schlüsselfunktionen getan werden.483 484 Besonders die Wertanalyse wird dann
betont, um die Schnittstellen zwischen beteiligten Unternehmen zu analysieren, zu
koordinieren und zu verbessern und zugleich auch um die Zielkosten zu erreichen, die
ausgehend vom Marktpreis eines Produktes auf die Wertschöpfungsstufen der Zu-
lieferer verteilt werden sollen.485 Durch diese soll es möglich sein, auch die Prozesse
und Kosten anderer Akteure der Wertschöpfungskette einzubeziehen dadurch In-
terdependenzen zwischen diesen oﬀenzulegen. Hierzu werden die wesentlichen wert-
schöpfenden Prozesse abgegrenzt und ihnen anschließend Kosten, Erlöse sowie be-
teiligte Vermögensgegenstände zugeordnet. Anschließend werden die maßgeblichen
Kostentreiber definiert. Diese erlauben nachfolgend die Erklärung wirtschaftlicher
481 Vgl. Agndal und Nilsson 2009, S. 87; Cooper und Slagmulder 2000, S. 154; Slagmulder 2002,
S. 82; Cooper und Slagmulder 2004, S. 6.
482 Vgl. ebd., S. 7; Slagmulder 2002, S. 83.
483 Vgl. Agndal und Nilsson 2009, S. 87; Slagmulder 2002, S. 84; Cooper und Slagmulder 2004,
S. 8.
484 Wie die drei bislang genannten Methoden konkret umgesetzt werden, ist der entsprechenden
Literatur allerdings nicht zu entnehmen.
485 Vgl. Dekker 2003, S. 4; Agndal und Nilsson 2009, S. 86 f.
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Eﬀekte und Zusammenhänge zwischen den Prozessen von Unternehmen.486 Value
Engineering wurde bereits im Zusammenhang mit dem Target Costing erläutert
und soll dazu beitragen, dass wesentliche Funktionen eines Produktes auch zu seinen
Zielkosten verwirklicht werden können.487 Cost Tables enthalten wichtige Informa-
tionen bzgl. der Produktionsprozesse auf Seiten des Herstellers sowie des Nutzers
und dienen dazu, die maßgeblichen Kostentreiber zu identifizieren und auf die Be-
dürfnisse beider Seiten in adäquater Weise anzupassen.488 Open Book Accounting
dient letztlich weniger dazu, die Kosten zu senken, sondern ermöglicht vielmehr eine
Zusammenarbeit mehrerer Akteure.489 490
Nun sind die genannten Instrumente allerdings – wie bereits angedeutet – in erster
Linie darauf gerichtet, die Zielkosten für die Herstellung der Güter zu erreichen. Um
die Kosten in Supply Chains zu gestalten, sind gem. Seuring neben den Kosten
der Produktion (geteilt in Einzel- und Prozesskosten), aber auch Transaktionskosten
relevant.491 Hierzu befasst sich Seuring mit der Integration von TCO in ein Kos-
tenmanagement von Supply Chains.492 Das Hauptaugenmerk legt allerdings auch er
auf das Target Costing in Supply Chains.493 In den wenigsten Ansätzen wird eine
Verknüpfung von der Lebenszyklusrechnung und Supply Chain Management disku-
tiert. Hierzu liefert nur Rebitzer einen ersten Ansatz. Bei diesem geht es jedoch
auch in erster Linie darum, die Lebenszyklusrechnung und das Life Cycle Assess-
ment zu integrieren und weniger um die Besonderheiten einer Rechnung in Wert-
schöpfungsketten.494 Um Make-or-Buy-Entscheidungen zu treﬀen – was als weitere
Aufgabe des interorganisationalen Kostenmanagements genannt wurde – wird von
Carr und Ngo ferner die Kapitalwertmethode bzw. die TCO-Analyse als geeig-
netes Verfahren benannt, um die Produktions- und Transaktionskosten einer Eigen-
oder Fremdfertigung zu beurteilen.495 Um über die Fertigungstiefe zu entscheiden,
486 Vgl. auch zur Vorgehensweise bei der Durchführung einer interorganisationalen Wertanalyse
sowie zu den Risiken Dekker 2003, S. 4 ﬀ.
487 Vgl. Cooper und Slagmulder 2000, S. 153.
488 Vgl. Agndal und Nilsson 2009, S. 87.
489 Vgl. ebd., S. 87; Mouritsen, Hansen und Hansen 2001, S. 225; Seal u. a. 1999, S. 310.
490 Zu den allgemeinen Vor- und Nachteilen einer vertikalen Integration siehe ebd., S. 305; Wil-
liamson 1985, S.85 ﬀ.
491 Vgl. Seuring 2002a, S. 5; Seuring 2001, S. 115.
492 Vgl. ebd., S. 121 ﬀ.
493 Vgl. Seuring 2002a, S. 7.
494 Vgl. Rebitzer und Hunkeler 2003, S. 253 ﬀ., Rebitzer 2002, S. 134 ﬀ.
495 Vgl. Carr und Ng 1995, S. 349; Seuring 2001, S. 111.
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können allerdings auch eher qualitative Verfahren, wie Kernkompetenz-Kundenwert-






































































































Abbildung 4.57: Dimensionen und Instrumente eines interorganisationalen Kosten-
managements497
Zusammenfassend kann gesagt werden, dass im Rahmen eines interorganisationalen
Kostenmanagements sowohl Entscheidungen bezüglich der Netzwerkbeziehungen als
auch solche bezüglich der Produkte, die in der Kette erstellt werden (und damit auch
bzgl. der Produktion), von Bedeutung sind. Für jene sind entsprechende Instrumente
bereitzustellen. Der Zusammenhang von „Kooperations-Dimension“ und „Produkt-
Dimension“ sowie hierbei zur Anwendung kommende Instrumente sind in Abb. 4.57
abschließend dargestellt.
Festhalten lässt sich im Ergebnis, dass ein interorganisationales Kostenmanagement
unabdingbarer Bestandteil bei der Auslegung neuer, werkstoﬃnduzierter Prozessket-
ten, die sich auch über Unternehmensgrenzen hinweg erstrecken, ist, um die Kosten
496 Vgl. Götze und Mikus 1999, S. 214 f.
497 Quelle: verändert von Seuring 2001, S. 104; Cooper und Slagmulder 2000, S. 10 und 150.
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des Gesamtsystems in optimaler Weise zu gestalten. Vor allem das Target Costing
mit seinen ergänzenden Methoden bietet hier erhebliches Potenzial und soll daher
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Abbildung 4.58: Gestaltungsoptionen zur Auslegung und Verbesserung von Prozess-
ketten498
4.3.2 Erstellung eines integrierten Ansatzes zur
Prozesskettengestaltung
Da im Rahmen des Teilkapitels 2.3.3 sowie im vorangegangenen Teilkapitel einige we-
sentliche Gestaltungsmethoden beschrieben wurden, die sowohl für die Neuauslegung
sowie auch für die Verbesserung von Prozessketten zum Einsatz kommen können,
498 Quelle: eigene Abbildung
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soll aufgezeigt werden, wie diese Ansätze im Kontext des vorliegenden Sachverhaltes
integriert angewendet werden sollten. Es wurde bereits benannt, dass Prozessketten
prinzipiell ausgehend vom Markt oder auch ausgehend vom Unternehmen gestaltet
werden können. Beide Möglichkeiten, die zum Teil auch ineinander greifen, sollen
hier zur Anwendung kommen und im Folgenden weiter ausgeführt werden. Die Ge-
staltung der Prozessketten wird in aller erster Linie kostenorientiert vorgenommen,
jedoch um qualitäts- wie auch zeitbezogene Aspekte ergänzt. In Abb. 4.58 wird
zunächst aufgezeigt, wie sich beide Optionen zur Verbesserung von Prozessketten
grundsätzlich gestalten.
Zunächst soll nun auf die marktorientierte Gestaltung der Prozessketten
eingegangen werden. Hierzu werden vor allem die Instrumente des Target Costings
sowie des QFD integriert angewendet. Das Target Costing bildet hierbei den metho-
dischen Rahmen. Das Ziel ist es, die Zielkosten der Prozessketten marktorientiert
zu bestimmen und zu gestalten. Hierzu werden in Anlehnung an den Ansatz von
Seidenschwarz mehrere Kostenspaltungsschritte erforderlich.
Der Ansatz von Seidenschwarz wurde bereits in Teilkapitel 2.3.3 kurz erwähnt,
jedoch noch nicht erläutert. Jener Ansatz ist vor allem nutzbar, um die Zielkosten
bis auf die Ebene der Prozesse des Unternehmens zu spalten. Für eine solche Denk-
weise sei eine dekompositionelle Vorgehensweise vonnöten, meint Seidenschwarz,
wo hinterfragt wird, welche Prozesse in welchem Umfang und mit welchen Prozess-
ausprägungen erforderlich sind, um ein vom Markt gefordertes Produkt zu konzipie-
ren.499 Die Prozesskosten sollten demnach so eingesetzt werden, wie es dem Beitrag
eines Prozesses zur Produktrealisierung entspricht. So sollten nicht-wertschöpfende
Tätigkeiten weitestgehend eliminiert werden.500 Ferner sei ein umfassendes Verständ-
nis für Prozesskosten zu entwickeln. Nach Ansicht des Autors gibt es lediglich zwei
Arten von Kosten: Material- und Prozesskosten. Prozesskosten umfassen demnach
hier also sowohl die Kosten der direkten als auch die der indirekten Bereiche. Aufga-
be des Prozesskostenmanagements ist es nun, in bereichsübergreifenden Prozessen
zu denken und die wesentlichen Kostentreiber der Prozesse als Ansatzpunkte für
Verbesserungen oﬀenzulegen.501 Im Zusammenhang mit dem Target Costing wird es
Aufgabe eines marktorientierten Prozesskostenmanagememts sein,
499 Vgl. Seidenschwarz 1992, S. 192.
500 Vgl. Seidenschwarz 1994, S. 172.
501 Vgl. ebd., S. 173.
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1. zu untersuchen, welche Prozesse in welcher Ausprägung für die Realisierung
eines Produktes benötigt werden,
2. verstärkt Gebiete wie Dienstleistungs-, Anlagen und Softwarebereiche in eine
Kostentreiber- und Prozesssichtweise zu integrieren sowie






















Abbildung 4.59: Bedeutung von Prozessen im Target Costing für Zielkostenspaltung
und Kostengestaltung502
Die hierbei zum Tragen kommenden Denkkategorien sind noch einmal in Abb. 4.59
abgebildet. Verdeutlicht wird, dass sich aus dem Kundennutzen bzw. den Kunden-
wünschen die Produktfunktionen inkl. derer Zielkosten ergeben. Aus diesen können
wiederum die Zielkosten der Prozesse abgeleitet werden, indem hinterfragt wird,
welche Prozesse in welchem Maße zu Funktionserfüllung beitragen. Um die Prozesse
zu optimieren sind ferner die Kostentreiber zu ermitteln, die letztlich die Grundlage
für eine eﬃzientere Erfüllung der Produktfunktionen bilden.
502 Quelle: erstellt auf Basis von Seidenschwarz 1994, S. 176; siehe in ähnlicher Weise auch Seiden-
schwarz 1992, S. 193.
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Abbildung 4.60: Phasen des QFD503
Ergänzt werden soll das Target Costing hauptsächlich um das QFD. Das QFD. –
wesentlich geprägt durch Akao504 – wird oftmals in unmittelbarem Zusammenhang
mit dem Target Costing genannt, da es ebenso eine am Kunden ausgerichtete Ge-
staltung der Produkte und Prozesse zum Ziel hat.505 Das Integrationspotenzial der
beiden Methoden ist daher recht hoch und wird auch von einigen Autoren in der
Literatur diskutiert.506 Durch QFD soll die Stimme des Kunden in die Stimme des
Ingenieurs übersetzt werden. Der QFD-Prozess besteht aus vier Schritten, wobei das
Ergebnis der vorausgegangenen Schrittes immer die Basis für die Ausführung des
nachfolgenden Schrittes ist. Zentrales Instrument beim QFD ist das „House of Qua-
lity“. Ein solches wird in jedem der vier Schritte erstellt. Dadurch wird es möglich,
die Kundenanforderungen sukzessive in konkrete Produkt- und Prozessparameter
zu überführen.507 Der Ablauf des QFD ist nochmals in Abb. 4.60 schematisch dar-
gestellt. Der Aufbau eines House of Quality ist dagegen noch etwas detaillierter in
Abb. 4.61 veranschaulicht – hier am Beispiel des ersten Hauses.
504 Vgl. Akao und Mazur 2003; Akao 1992; Pielok 1995, S. 123.
505 Neﬀ 2002, S. 36; Brauer 2015, S. 791; Ahsen 1999, S. 752.
506 Vgl. Coenenberg, Fischer und Schmitz 1997, S. 372 ﬀ., Flik u. a. 1998, S. 295 ﬀ.
507 Vgl. Neﬀ 2002, S. 36; Chen 2009, S. 1471 ﬀ., Griﬃn und Hauser 1993; Niemand 1995, S. 43 ﬀ.,
Schiegg 2002, S. 22 ﬀ., Kamiske 2004, S. 14 ﬀ., Ahsen 1999, S. 752.



































Abbildung 4.61: Aufbau eines House of Quality508
Die Planung und Gestaltung von Prozessketten erfolgt im konventionellen QFD
im Wesentlichen im dritten und vierten Schritt des QFD – der sog. Prozess- sowie
der Produktionsplanung. Es wurden darüber hinaus aber auch noch einige wenige
Ansätze konzipiert, die ein QFD speziell für Prozesse vorsehen.509 Die Auslegung der
Prozesse wird hierbei noch mehr in den Fokus gerückt. Vornehmlich stehen allerdings
Prozessketten der Logistik oder Geschäftsprozesse – nicht aber fertigungstechnische
Prozessketten – im Zentrum der Betrachtung. Kennzeichnend für die Ansätze des
Prozess-QFD ist, dass vor allem auch interne Kunden in den Prozessplanungsprozess
integriert werden, die für die Definition der wesentlichen Anforderungen an den
Output des Prozesses zuständig sind.510
508 Quelle: modifiziert übernommen von Niemand 1995, S. 46; Kamiske und Brauer 2008, S. 266;
Kamiske 2004, S. 20.
509 Vgl. bspw. Bischoﬀ 2002; Pielok 1995, S. 129 ﬀ., (Prozess-QFD).
510 Vgl. Bischoﬀ 2002, S. 388.
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Eng in Verbindung mit dem QFD steht auch die FMEA.. Das übergeordnete Ziel
der FMEA ist das vorgelagerte Erkennen und Vermeiden potenzieller Fehlerquel-
len in Systemen, Konstruktionen oder Prozessen durch Erarbeitung von Maßnah-
men zur Risikoreduktion.511 Unterschieden wird zumeist auch in die System-FMEA
„Produkt“ und „Prozess“.512 Eine integrierte Betrachtung erscheint aber sinnvoll,
um Synergieeﬀekte in idealer Weise ausschöpfen zu können.513 Zu Unterstützung
der Durchführung der FMEA dient ein FMEA-Formblatt mit dessen Hilfe im Rah-
men der Produkt-FMEA Produkte in wesentliche Baugruppen und Komponenten
zerlegt, Funktionen benannt und Fehlerquellen identifiziert und bewertet werden
können.514 Die Prozess-FMEA dient dann vorwiegend dem Zweck, prozessbeding-
te Fehler zu eliminieren und baut auf der System-FMEA „Produkt“ auf. Sie soll
ferner alle möglichen Störfaktoren und ungewollten Zustände aufzeigen, die einen
einwandfreien Produktionsablauf verhindern können.515 Dazu werden Prozesse nach
den Einflussbereichen Mensch, Maschine, Methode, Material und Mitwelt betrach-
tet und auf potenzieller Fehlerquellen hin untersucht.516 Als Ergänzung der FMEA
wird die Fehler-Prozess-Matrix gesehen, mit deren Hilfe es zusätzlich möglich sein
soll, eine monetäre Bewertung von internen und externen Kostenrisiken durch Fehler
vorzunehmen.517
Neben den unternehmensinternen Kostenspaltungsschritten, wie bei Seiden-
schwarz beschrieben, wird allerdings darüber hinaus zudem noch eine horizontale
Kostenspaltung nötig, um die Zielkosten aller Akteure an denen des Akteurs am En-
de der Wertschöpfungskette auszurichten und dadurch ein eﬀektives Kostenmanage-
ment über die ganze Wertschöpfungskette der Werkstoﬀerstellung und -verarbeitung
sicherzustellen. Das QFD kommt in dem Kontext vor allem zum Einsatz, um die
Anforderungen an Produkte zu bestimmen und weiter über die nachfolgenden Wert-
schöpfungsstufen herunterzubrechen sowie um unternehmensintern die Auslegung
511 Vgl. Schiegg 2002, S. 20; Gausemeier, Kaiser und Pook 2009, S. 1011; Tietjen und Müller 2011,
S. 15; Deutsche Gesellschaft für Qualität e.V. 2008, S. 12; Dittmann 2007, S. 35; Kamiske und
Brauer 2008, S. 73; Neﬀ 2002, S. 37.
512 Vgl. Tietjen und Müller 2011, S. 17 f., Deutsche Gesellschaft für Qualität e.V. 2008, S. 29.
513 Vgl. Blath und Brink 2002, S. 543 ﬀ., Geiger 2004, S. 5.
514 Vgl. Schiegg 2002, S. 21; Dittmann 2007, S. 37; Kamiske und Brauer 2008, S. 75; Neﬀ 2002,
S. 37.
515 Vgl. Tietjen und Müller 2011, S. 24; Kamiske 2004, S. 47.
516 Vgl. Tietjen und Müller 2011, S. 29.
517 Vgl. Schloske, Henke und Schulz 2006, S. 41 ﬀ.
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von Prozessen für die Fertigung von Komponenten und Produkten zu unterstützen,
und damit auch eine entsprechende Kostenspaltung zu ermöglichen.
Der erste Schritt eines solchen interorganisationalen Target Costings für Prozess-
ketten ist damit die Zielkostenbestimmung, ergänzt durch eine horizontale Spaltung
der Zielkosten. Hierbei sind in erster Linie die Anforderungen des Kunden sowie die
Zahlungsbereitschaft für das Endprodukt zu ermitteln. Dazu kann – wie üblich –
v. a. die Conjoint Analyse zum Einsatz kommen, bei der Kunden zu den wichtigs-
ten Eigenschaften bestimmter Produkte und deren Wichtung befragt werden. Die
durch den Kunden benannten Eigenschaften lassen sich darüber hinaus aber auch
durch unternehmensinterne Anforderungen ergänzen. Die Zielkosten des Produk-
tes werden im Anschluss aus dem Zielverkaufspreis abgeleitet. Sinnvollerweise kann
diese Befragung bzgl. der Anforderungen an Produkte allerdings auch nur durch
Endanwender/Verbraucher durchgeführt werden, wenn es sich um Endprodukte,
nicht aber um Komponenten, Bauteile, Halbzeuge oder gar Werkstoﬀe handelt –
wie bereits im Rahmen dieser Arbeit angeführt. Für die marktorientierte Bestim-
mung der Zielkosten anhand der Zahlungsbereitschaften des Kunden müsste daher
für die nachfolgenden Akteure in der Wertschöpfungskette immer der nachgelagerte
Kunde in der Kette – also der Abnehmer – befragt werden. Dessen Anforderungen
an die Komponenten ergeben sich letztlich aber wiederum aus den Kundenanfor-
derungen an das Endprodukt. Um diese Anforderungen an das jeweilig nachgela-
gerte Glied in der Wertschöpfungskette weiterzugeben, dafür kann das QFD zur
Anwendung kommen. Dadurch wird auch gewährleistet, dass sämtliche Produkte
und Prozesse kunden- und qualitätsorientiert umgesetzt werden. Gleichsam werden
in diesem Schritt neben den Anforderungen auch die Zielkosten festgelegt. Diese
Weitergabe der Zielkosten in der Wertschöpfungskette soll hier als horizontale Spal-
tung verstanden werden. Hierbei bestehen grundsätzlich drei Möglichkeiten: 1) der
Abnehmer legt die Zielkosten fest, 2) die Zielkosten werden durch den Lieferanten
festgelegt oder 3) die Zielkosten werden gemeinsam erarbeitet. 518 Eine autonome
Bestimmung durch den Lieferanten würde zwar grundsätzlich dem Prinzip der inter-
organisationalen und/oder marktorientierten Gestaltung widersprechen, kann aber
bei sehr komplexen Produkten dennoch sinnvoll sein. Besser wird es aber vermutlich
sein, die Zielkosten gemeinsam festzulegen, indem gleichsam Kostenschätzungen des
518 Vgl. Möller 2001, S. 154 ﬀ., Cooper und Slagmulder 2000, S. 182 ﬀ.
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Lieferanten und Zielvorgaben des Abnehmers einbezogen werden, um realistische,
aber dennoch hoch gesetzte Vorgaben zu erhalten. Hierzu ist es nötig, einen möglich
transparenten Umgang mit Kosteninformationen zu fördern, ohne dabei Einblick
in sämtliche sensible Unternehmensdaten zu geben. Bzgl. des Zeitpunktes der In-
tegration von Werkstoﬀen in Target Costing bleibt bezugnehmend auf die Ausfüh-
rung von Götze et al. zum werkstoﬀorientierten Target Costing anzumerken, dass
in diesem Ansatz Werkstoﬀe erstmals dort explizit in das Target Costing einbezo-
gen werden sollen, wo diese als Komponente eingehen. Durch die bloße Betrachtung
der Verkettung nur der Akteure, die an der Werkstoﬀherstellung- und verarbeitung
beteiligt sind, ist gesichert dass dennoch auch indirekt eine Berücksichtigung im
Target Costing aller Akteure erfolgt (indem der Werkstoﬀ in eine Komponente ein-
geht, die dann wiederum zum Produkt verarbeitet wird). Die Integration von QFD
und Target Costing zur Ableitung von Anforderungen für die relevanten Güter der
Wertschöpfungskette zur Herstellung und Verarbeitung von Werkstoﬀen sowie die
in diesem Zusammenhang vorzunehmende Ableitung von Zielkosten für alle Akteure





























Abbildung 4.62: Zielkostenbestimmung und horizontale Spaltung unter Verwendung
von Target Costing und QFD519
Sind die Zielkosten der jeweiligen Produkte der einzelnen Akteure bestimmt, setzt
die unternehmensbezogene, vertikale Zielkostenspaltung an. Hierbei werden über
mehrere Stufen zunächst die Kosten auf Komponenten und/oder Funktionen ge-
spalten, anschließend auf Prozesse bzw. Prozessketten (je Detaillierungsgrad) und
nachfolgend dann auf Kostenarten bzw. Unterkostenarten. Auch bei der vertikalen
519 Quelle: Abbildung in Anlehnung an Coenenberg, Fischer und Schmitz 1997, S. 388.
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Spaltung sind ggf. ebenfalls Abnehmer mit einbeziehen, um gemeinsam eﬀektive Kos-
tensenkungsmaßnahmen erarbeiten zu können und die Prozessketten in optimaler
Weise aufeinander abzustimmen.520 Zudem kann hier erneut das QFD herangezogen
werden, um – in Anlehnung an die vier typischen House of Quality – ausgehend
von den Produkten die erforderlichen Komponenten und Prozesse einschließlich ih-
rer Eigenschaften zu planen und ihnen dann Zielkosten zuweisen zu können. Um die
Kosten von den Komponenten/Funktionen zu spalten, ist zu hinterfragen, ob und
in welchem Umfang einzelne Prozesse an der Fertigung von Komponenten beteiligt
sind bzw. einen Beitrag zu Herstellung der Funktionserfüllung leisten.521 Ausgehend
hiervon können die prozessbezogenen Kosten weiter auf einzelne Kostenarten verteilt
werden. Hierbei könnten die Kosten u. a. nach dem Anteil des bisherigen Umfangs an
den Gesamtkosten eines Prozesses verteilt werden. Werden Kosten darüber hinaus
auf Unterkostenarten wie Qualitäts- oder Zeitkosten verteilt, ist ebenfalls einzuschät-
zen, welche Bedeutung diesen Kosten beigemessen wird und welche Aktivitäten für
deren Entstehung ursächlich sind (dadurch können auch die Kosten, die unmittel-
bar mit Nutzeneﬀekten in Verbindung stehen, einer Gestaltung unterzogen werden).
Als problematisch könnte sich im Zuge der Spaltung von Kosten auf Prozesse er-
weisen, dass bestimmte Prozesse, die erheblich zu Herstellung gewisser Funktionen
beitragen, unverhältnismäßig viele Kosten verursachen dürfen, wohingegen andere
Prozesse, die trotzdem notwendig sind, kaum Kosten zugeordnet bekommen. Daher
muss gleichzeitig immer auch im Gegenstromverfahren analysiert werden, ob die Be-
deutung, die den Prozessen ausgehend vom Markt beigemessen wird, gerechtfertigt
ist. An geeigneter Stelle können daher hier ebenso andere Ansätze zur Vorgabe pro-
zessbezogener Zielkosten mit einfließen – wie der Out of Competitor- (sofern brauch-
bare Daten gewonnen werden können) oder der Out of Standard Costs-Ansatz.522
Den Übergang zur Zielkostenerreichung bildet dann die Analyse der Kostentreiber,
die den Ausgangspunkt für das Finden von Gestaltungsmaßnahmen bildet. Das Zu-
sammenwirken von horizontaler und vertikaler Zielkostenspaltung zum Zwecke der
marktorientierten Ermittlung prozessbezogener Kosten ist nochmals in Abb. 4.63
demonstriert.
520 Vgl. Möller 2001, S. 161 f.
521 Vgl. hierzu auch Feldhusen 2016.
522 Wie sich Prozessketten ausgehend von den ermittelten Standardkosten gestalten lassen, soll
nachfolgend ebenfalls noch ausgeführt werden.
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Vertikale Spaltung beim 
Produkthersteller














































Abbildung 4.63: Integration horizontaler und vertikaler Spaltung der Zielkosten zur
marktgerechten Gestaltung der Kosten einer Prozesskette523
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Zuletzt – nachdem die Kosten – auf Grundlage des gewünschten Detaillierungsgra-
des gespalten wurden, setzt die Zielkostenerreichung an. Hierbei müssen auf Basis
der ermittelten Kostentreiber der Prozessketten Maßnahmen für eine Verbesserung
und/oder Neugestaltung der Prozessketten erarbeitet werden. Auch dies sollte in
enger Zusammenarbeit mit den Wertschöpfungspartner erfolgen. Geeignete Instru-
mente sind daher vor allem die gängigen des Interorganisationalen Kostenmanage-
ments, die für die Zielkostenerreichung entwickelt worden sind: Value/Concurrent
Engineering, Wertstromanalyse und Quality Function-Price-Trade Oﬀs (vgl. Teil-
kapitel 4.3.1). Für die konkrete Überarbeitung der Prozessketten spielen zudem die
genannten Maßnahmen der Prozessbeschleunigung eine bedeutsame Rolle (vgl. Teil-
kapitel 2.3.3).
Die konkrete Analyse der Kostentreiber sowie die Suche nach geeigneten Maß-
nahmen auf Basis der technologischen Stellgrößen einer Prozesskette geht dann be-
reits auch schon stark in die unternehmensbezogene Prozesskettengestaltung
über. Die beiden in Abb. 4.58 dargestellten Varianten der Prozesskettengestaltung
sind damit auch keine wirklich konträren Optionen, sondern als sich ergänzende Vor-
gehensweisen zu betrachten. Ähnlich wie eine marktorientierte Gestaltung in eine
unternehmensbezogene übergehen kann, kann umgekehrt die unternehmensbezogene
Gestaltung von Prozessketten eine marktbezogene nach sich ziehen, um zu überprü-
fen, ob die getätigten Anpassungen noch den Erwartungen des Kunden entsprechen.
Die unternehmensbezogene Prozesskettengestaltung kann damit entweder durch ei-
ne vorgelagerte marktorientierte Gestaltung ausgelöst sein oder aber zunächst un-
abhängig von jener erfolgen. Die Idee der unternehmensbezogenen Gestaltung ist,
dass nachdem eine Prozesskettenbewertung (oder aber eine Zielkostenspaltung auf
Prozesse) erfolgt ist, die Standardkosten im Hinblick auf Kostensenkungspotenzia-
le untersucht werden und getestet wird, inwieweit Prozessketten diesen tatsächlich
zugänglich gemacht werden können.
In einem ersten Schritt sind daher folglich die Standardkosten der Prozesskette(n)
zu ermitteln. Hierzu ist die (kurzfristige) Bewertung der bislang geplanten Prozess-
ketten vorzunehmen. Bewertet werden daher die planmäßigen Kosten der Prozessket-
ten, unabhängig von der Ergebnissen, die sich womöglich aus einer Kostenspaltung
ergeben haben. Anschließend sind die Ergebnisse mit einer Sensitivitätsanalyse im
523 Quelle: eigene Abbildung, unter Verwendung der grundsätzlichen Denkmuster und Schaubilder
von Cooper und Slagmulder 2000, S. 118; Seidenschwarz 1994, S. 176.
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Hinblick auf die maßgeblichen Kostentreiber hin zu untersuchen. Sind diese ausge-
macht, ist zu analysieren, welche Einfluss-/Stellgrößen für diese maßgeblich sind.
Hierbei spielen vor allem technische und verfahrensspezifische Einflussgrößen eine
Rolle, die unmittelbar mit Input, Throughput oder Output in Verbindung stehen
und durch das Unternehmen auch beeinflussbar sind. Genutzt werden können hier-
bei erneut die Wirkungsnetze aus Teilkapitel 4.2.4. Nachfolgend ist zu untersuchen,
inwieweit diese Größen veränderbar sind, ohne Abstriche bzgl. der Produktqualität
zu machen – d. h. unter Beachtung der an das Produkt/den Output getroﬀenen
Anforderungen. Hierbei können vor allem die Methoden der FMEA und der SPR
genutzt werden. In diesem Rahmen sind dann auch Extremwerte festzulegen. Es ist
damit zu bestimmen, welchen Wert eine identifizierte Größe keinesfalls über- oder
unterschreiten darf, je nachdem ob es sich um eine zu minimierende oder zu ma-
ximierende Größe handelt. Unter Beachtung jener Festlegung ist dann erneut eine
Bewertung der Prozessketten vorzunehmen. Hierbei können die Größen einzeln, in
Teilen oder gesamtheitlich variiert werden, um die Auswirkungen auf das Ergebnis
sowie die Korrelation der Größen besser nachvollziehen zu können. Auf Basis der
Variation der Parameter können dann realistische Vorgaben für Senkung der Kosten
zunächst auf Prozesskettenebene, aber auch für Komponente und Produkte (bottom
up) festzulegen. Um die Kostensenkung auch realisieren zu können, sind darüber hin-
aus natürlich auch noch geeignete Maßnahmen festzusetzen, wie die Prozessketten zu
modifizieren sind. Hierbei kommen wiederum die bereits benannten Maßnahmen der
Prozessbeschleunigung zum Tragen. Sind die Prozessketten entsprechend angepasst,
kann im Nachgang eine Untersuchung ansetzen, die das Ziel hat, zu analysieren,
ob die Prozessketten noch immer marktgerecht gestaltet sind. Dadurch schließt sich
der Kreislauf aus markt- und unternehmensorientierter Gestaltung. Der dargestellte
Gestaltungsansatz ist damit – wie bereits vorab angedeutet – in erster Linie kos-
tenorientiert ausgelegt. Freilich können auch andere bzw. weitere Instrumente, die
nicht monetär ausgelegt sind, zum Einsatz kommen. Darüber hinaus wäre es denk-
bar, einen allgemeiner gehaltenen Gestaltungsansatz unter Verwendung neuronaler
Netze zu konzipieren. Da in dieser Arbeit der betriebswirtschaftliche Fokus jedoch
dominiert, ist der erarbeitete Gestaltungsansatz für die Zwecke zunächst als adäquat
zu erachten.
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4.4 Zwischenfazit und denkbare
Anwendungsbereiche der Methodik
Im Rahmen der im vergangenen Kapitel erarbeiteten Methodik sollten die Defizi-
te bisheriger Bewertungsansätze ausgeräumt bzw. deren Vorteile vereint sowie um
neuartige methodische Vorgehensweisen ergänzt werden. Erarbeitet werden sollte in
erster Linie eine Methodik, die gleichsam Kosten und Nutzen von Prozessketten in
die Bewertung einschließt und eine Prognose der Eingangsdaten unterstützt. Das
vorliegende Kapitel sollte zudem der Beantwortung der dritten und vierten For-
schungsfrage dienen. Dazu wurde so vorgegangen, dass zunächst für jede Schwäche,
die sich aus bisherigen Ansätzen ergeben hat und für die noch keine zufriedenstellen-
de Lösung existierte, theoretische Konzepte vorgestellt, evaluiert und nachfolgend
in geeigneter Weise für die Konzeption der Methodik herangezogen und für die Pro-
blemstellung modifiziert worden sind. Dadurch ist es gelungen, eine Methodik zu
erschaﬀen, die gleichsam bestehende wie auch innovative Lösungskonzepte adäquat
vereint. Die dargestellte Methodik baut somit auf einer Synthese aus bisherigen An-
sätzen zur Prozesskettenbewertung und -gestaltung sowie weiteren Methoden auf,
die für den Zweck der Prozesskettenbewertung und -gestaltung genutzt und ange-
passt wurden.
Hierzu wurde zunächst ein auf der Entscheidungstheorie basierendes Vorgehensmo-
dell zur Bewertung und Gestaltung von Prozessketten erarbeitet. Jenes gibt die bei
einer jeder Bewertung abzuarbeitenden Schrittfolge vor und zeigt auch auf, wie die
Gestaltung von Prozessketten hierbei zu integrieren ist. Charakteristisch ist, dass die
Bewertung auf mehreren Ebenen vorgenommen wird, da es sich bei Prozessketten
um komplexe Gebilde handelt. Je nach Grad der Komplexität sollten Prozessket-
ten deshalb weiter auf Prozess- oder gar Subprozessebene betrachtet werden. Das
entwickelte Vorgehen kann dann entweder nur für einen Akteur isoliert oder für
sämtliche an der Herstellung und Verarbeitung von Werkstoﬀen beteiligten Unter-
nehmen durchgeführt werden. Im Rahmen der Bewertung und Gestaltung ergeben
sich ferner mehrere Partialprobleme, für die im Rahmen jeweils spezifischer Mo-
delle – den sogenannten Modulen – verschiedene Lösungen erarbeitet worden sind.
Verschiedene Schritte des Vorgehensmodells konnten dabei Bestandteil eines Moduls
sein oder sich auch auf mehrere dieser verteilen. Im Rahmen der Module kamen dann
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vor allem verschiedene betriebswirtschaftliche Methoden, aber auch solche anderer
Disziplinen zum Einsatz, die zu der Lösung der jeweiligen Probleme einen Beitrag
leisten konnten. Nachfolgend wurde die Ausgestaltung der Prozesskettenbewertung
und -gestaltung separat betrachtet und ausführlich beschrieben, auch wenn diese
zum Teil ineinander greifen und auch die der Prozesskettenbewertung zugeordneten
Module gleichsam für die Gestaltung nutzbar sind.
Die Prozesskettenbewertung wurde in eine Grob- sowie eine Feinbewertung un-
tergliedert und als erweiterte Wirtschaftlichkeitsrechnung aufgebaut. Es wurde als
sinnvoll erachtet, Prozessketten zunächst einer Vorauswahl auf Basis einer Nutzwert-
analyse durchzuführen, um dann im weiteren Verlauf nur die als geeignet erachteten
Varianten einer monetären Bewertung zu unterziehen. Für die monetäre Bewertung
wurden zudem unterschiedliche Detaillierungsgrade eingeführt, wobei in eine kurz-
und langfristige Bewertung zu unterscheiden ist und überdies dahingehend, ob eine
Integration von Nutzeneﬀekten auch in die monetäre Bewertung erfolgt. Für die
kurzfristige Kostenbewertung wurde dann eine Maschinenstundensatzrechnung als
geeignete Kalkulationsform erkannt, wohingegen für die langfristige Bewertung die
Lebenszyklusrechnung zum Einsatz kommen sollte.
Um die für die Bewertung nötigen Daten generieren zu können, sollte die Bewer-
tung um Modelle für die Aufstellung des Zielsystems, zur Modellierung der Pro-
zessketten, zur Analyse von Wechselwirkungen zwischen Prozessen und Einfluss-
größen und zur Prognose der Einflussgrößen bzw. Eingangsdaten ergänzt werden.
Die spezifische Ausgestaltung wurde in den einzelnen Modellen ausführlich erläu-
tert. Insbesondere die Unterstützung der Prognose von Eingangsdaten wurde als
wichtig erachtet, da diese für eine frühzeitige Bewertung von Prozessketten essenzi-
ell ist. Unterschieden wurde hierbei in interne sowie externe Größen, die weiterhin
entweder prozessbezogene Größen oder solche des Produktionsumfeldes darstellen
können. Für die Prognose externer Größen wurden insbesondere die Methoden der
strategischen Analyse und Prognose sowie Marktforschungsmethoden als geeignet
erkannt, während die Prognose interner Größen vorzugsweise durch Methoden, die
auf der entwicklungsbegleitenden Kalkulation aufbauen, vorgenommen werden soll-
te. Da die Prognose der Größen und der Umweltentwicklungen einem hohen Maß an
Unsicherheit unterliegt, wurde zudem angeraten, die Fuzzy-Logik sowie Risikoana-
lysen sowie ggf. das Entscheidungsbaumverfahren in die Bewertung zu integrieren.
Während die Fuzzy-Logik der Verarbeitung unscharfer Aussagen dient, stellen die
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wahrscheinlichkeitstheoretischen Ansätze sicher, dass die Unsicherheit im Hinblick
auf künftige Entwicklungen (die auch für die Ausprägung von Eingangsparametern
ursächlich sind) ausreichend abgebildet wird. Zuletzt sind die in den separaten Mo-
dellen bestimmten Kosten- und Nutzenwerte im Synthesemodell zusammenzuführen
und einer Auswertung zu unterziehen. Das Ziel soll es sein, die beste Prozesskette
auszuwählen oder Prozessketten im Bedarfsfall weiteren Gestaltungsmaßnahmen zu
unterziehen.
Die im Anschluss beschriebene Prozesskettengestaltung ist vor allem kostenori-
entiert ausgelegt worden, aber durch qualitäts- und zeitbezogene Instrumente und
Aspekte ergänzt. Im Mittelpunkt der Gestaltung stehen ferner vor allem die kurz-
fristigen Herstellkosten, die je Prozesskette bzw. Prozess ermittelt werden können.
Die Gestaltung kann einerseits markt- und andererseits unternehmensorientiert er-
folgen. Wobei beide Varianten auch nicht wirklich gegensätzlich fungieren, sondern
unmittelbar ineinander greifen. Bei der marktorientierten Gestaltung wurde ein An-
satz für ein interorganisationales Target Costing für Prozessketten, ergänzt um das
QFD, vorgeschlagen. Hierbei sollen die Kosten eines Produktes bis hin auf einzel-
ne Kostenarten der Prozesse gespalten werden können. Durch Abgleich mit den
Standardkosten, die sich aus der vorgelagerten Bewertung ergeben, können dann
Kostensenkungsziele und Maßnahmen erarbeitet werden. Die unternehmensbezoge-
ne Gestaltung setzt ebenfalls an den Standardkosten an und versucht durch eine
gezielte Analyse des Zusammenwirkens der maßgeblichen Kostentreiber Kostensen-
kungspotenziale aufzudecken und umzusetzen.
Grundsätzlich soll die erarbeitete Methodik der Unterstützung der Bewertung des
kommerziellen Potenzials neuer Werkstoﬀe dienen. Die Kosten und Nutzeneﬀekte
in den zur Herstellung und Verarbeitung zum Tragen kommenden fertigungstech-
nischen Prozessketten sind ausschlaggebend für den Erfolg oder Misserfolg eines
Werkstoﬀes. Nur wenn ein Output zu den gewünschten Eigenschaften wirtschaftlich
erzeugt werden kann, ergeben sich Vorteile sowohl für Hersteller und Verwender.
Die Methodik trägt durch die bereitgestellte Wirtschaftlichkeitsbetrachtung hierbei
in erheblichem Maße dazu bei, dass eine Erfolgsbeurteilung des Werkstoﬀes vorge-
nommen werden kann. Die notwendige Voraussetzung hierfür bildet die Erarbeitung
wesentlicher Anwendungsfelder und -szenarios, die zwar auch essenzieller Bestandteil
der Kommerzialbeurteilung, nicht aber der Prozesskettenbewertung ist.
Doch nicht nur für die frühzeitige Bewertung neuer Werkstoﬀe, welche (abgesehen
4.4 Zwischenfazit und denkbare Anwendungsbereiche der Methodik 297
von der Perspektive des Herstellers von Werkstoﬀen) im Prinzip Inputfaktoren dar-
stellen, kann die erarbeitete Methodik genutzt werden. Gleichsam kann diese immer
dann zum Einsatz kommen, wenn neue Produkte oder auch neue Fertigungsverfahren
im Unternehmen eingeführt werden sollen und einer Wirtschaftlichkeitsbetrachtung
unterzogen werden müssen. Darüber hinaus ist die Methodik grundsätzlich zwar für
die frühen Phasen im Rahmen der Entwicklung neuer Produkte und Prozesse ausge-
legt, indem der Fokus insbesondere auch auf der Datengenerierung liegt, kann aber
dennoch auch in späteren Lebenszyklusphasen als der Vorlaufphase zum Einsatz
kommen.
Die Methodik, die prinzipiell eher an das kaufmännische Personal eines Unterneh-
mens gerichtet ist, ist damit aber dennoch unmittelbar an der Schnittstelle zur Pro-
duktionsplanung angesiedelt. Es bietet sich damit auch immer an, Ingenieure, die an
der Planung eines entsprechenden Projektes beteiligt sind, unmittelbar mit einzu-
beziehen. Nur dann kann eine sinnvolle Anwendung und Umsetzung der Methoden
auch gewährleistet werden.
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5 Zusammenfassung und Ausblick
Das Ziel der Arbeit war, die Bewertung neuer Werkstoﬀe im Rahmen derer Ent-
wicklung zu unterstützen, indem die Prozessketten, die mit Werkstoﬃnnovationen
einhergehen und ebenfalls oftmals neuartig sind, einer wirtschaftlichen Bewertung
und Gestaltung werden. Dadurch sollte gleichsam die Ermittlung des kommerziellen
Potenzials der betreﬀenden Werkstoﬀe sowie das Treﬀen strategischer Werkstof-
fentscheidungen ermöglicht werden. Hierfür bildet die Prozesskettenbewertung und
-gestaltung eine wesentliche Grundlage, da die Prozesse der Herstellung und Ver-
arbeitung einen Großteil der späteren Kosten und damit auch des wirtschaftlichen
Erfolgs ausmachen. Nur wenn, die Herstellung, Verarbeitung und Verwendung eines
Werkstoﬀe für alle Akteure der Wertschöpfungskette tragbar ist, wird ein Werkstoﬀ
letztlich auch erfolgreich am Markt etabliert werden können.
Hierzu sollte eine Methodik konzipiert werden, die gleichermaßen die Bewertung
und Gestaltung von Kosten und Nutzen einer Prozesskette bzw. der mit ihr in Ver-
bindung stehenden Werkstoﬀe, Halbzeuge und Produkte gewährleistet. Da die Ab-
schätzung des kommerziellen Potenzials eine möglichst frühzeitige Aussage hinsicht-
lich der Kosten und Nutzen einer Prozesskette voraussetzt, sollten darüber hinaus
insbesondere geeignete Methoden gefunden werden, um die Eingangsdaten für die
Bewertung und Gestaltung prognostizieren und im Hinblick auf die Wechselwirkun-
gen untereinander untersuchen zu können.
Zur Beantwortung der sich aus dieser Zielsetzung ergebenden Fragestellungen wur-
de so vorgegangen, dass zunächst im zweiten Kapitel der Arbeit die notwendigen
Grundlagen für die Entwicklung einer Methodik geschaﬀen wurden, indem Begrif-
fe definiert, der Betrachtungsraum der Arbeit abgegrenzt sowie die Anforderungen
an einen Bewertungs- und Gestaltungsansatz festgesetzt worden sind. Da einerseits
der Werkstoﬀbegriﬀ und andererseits der Prozesskettenbegriﬀ die dominierenden
Determinanten der Arbeit sind und sich darüber hinaus vor allem mit neuarti-
gen/innovativen Werkstoﬀen befasst werden sollte, wurden jene, sowie die, die mit
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ihnen unmittelbar in Verbindung stehen, zunächst abgegrenzt und für den Fort-
gang der Arbeit definiert. Anschließend wurde auf die wesentliche Ziele der Arbeit
„Bewertung“ und „Gestaltung“ eingegangen, indem auch deren Bedeutung geklärt
wurde. Da im Zentrum der Bewertung und Gestaltung Kosten und Nutzen stehen
sollten, war es der nächste logische Schritt, auch diese Begriﬄichkeiten voneinander
abzugrenzen. Gleiches galt für die Begriﬀe der Methodik, des Modells, von Metho-
den und Instrumente, da diese zum Teil stark miteinander verwachsen sind und für
die in der Arbeit getätigten Untersuchungen und Entwicklungen festzusetzen waren.
Im nächsten Schritt (Kapitel 3) war dann zu untersuchen, welche Ansätze zur Pro-
zesskettenbewertung und -gestaltung bereits existierten und zu beurteilen, wie diese
die zur Zielerfüllung bereits einen Beitrag leisten können und/oder welche Defizite
die Ansätze derzeit noch aufweisen. Neben Ansätzen, die auf Prozessketten aus-
gerichtet war, wurden hierbei auch solche untersucht, die Technologieketten einer
Bewertung unterziehen wollten, da jene in der Literatur zum Teil auch gleichge-
setzt wurden. Vereinzelt wurden darüber hinaus auch Ansätze zur Bewertung von
Einzeltechnologien oder -prozessen betrachtet, sofern diese im Hinblick auf die ge-
steckten Ziele und definierten Anforderungen an eine Methodik zur Bewertung und
Gestaltung wertvolle Ansatzpunkte enthielten. Hierzu wurden hauptsächlich inge-
nieurwissenschaftliche Ansätze, und nur vereinzelt betriebswirtschaftlich orientierte
betrachtet, da die Mehrheit der bislang existierenden Ansätze zwar eher technisch
motiviert ist, aber dennoch eine Wirtschaftlichkeitsbewertung umfasst. Unterschie-
den werden konnte hierbei vor allem in Ansätze eindimensionale, mehrdimensionale
und sog. hybride Ansätze. Hybride Ansätze wurden als solche bezeichnet, wenn zwar
mehrere Ziele in die Bewertung eingegehen, aber die im Laufe der Bewertung in eine
einheitliche – oftmals monetäre – überführt wurden. Gezeigt werden konnte schlus-
sendlich, dass einige der vorgestellten Ansätze zwar wertvolle Ansatzpunkte für die
dieser Arbeit zugrunde liegenden Ziele/Fragestellungen liefern konnte, jedoch man-
che Aspekte noch gar nicht oder nur unzureichend betrachtet wurden. Ferner war
kein Ansatz in der Lage, eine umfassende Basis für die Entwicklung einer Methodik
bereitzustellen. Als Konsequenz sollte eine geeignete Methodik entwickelt werden,
die jeweils an passender Stelle auf die als positiv herausgearbeiteten Aspekte der
bestehenden Ansätze zurückgreift.
Das vierte Kapitel stand deshalb ganz im Zeichen der Konzeption der Methodik.
Für die im Rahmen der bestehenden Ansätze bislang noch als unzureichend betrach-
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tet herausgearbeiteten Aspekte sollten – neben der Darstellung der Funktionsweise
der Methodik und der zur Anwendung kommenden Methoden und Instrumente –
zudem noch geeignete, theoretische Ansatzpunkte dargestellt und unmittelbar in die
Methodik überführt werden. Entstanden ist so ein umfangreicher Bewertungs- und
Gestaltungsansatz, der gleichsam Kosten und Nutzen integriert und zudem auch die
Prognose der Eingangsdaten sowie die Modellierung und Analyse von Prozessketten
und Wechselwirkungen umfassend unterstützt (vgl. Teilkapitel 4.4).
Auch wenn nach Meinung des Autors so ein Ansatz entstanden ist, der die Zielset-
zung der Arbeit in hohem Maße erfüllt und die Defizite bislang existierender Ansätze
weitestgehend ausräumt, so gibt es dennoch einige Aspekte, die in weiteren Arbeiten
zum Thema tiefgehender untersucht werden könnten. Diese stellen sich wie folgt dar:
• Wissensmanagement: Sowohl für die Modellierung als auch für die Bewertung
der Prozessketten ist eine Vielzahl an Daten erforderlich, die sich im Zeit-
verlauf – mit zunehmender Informationsverfügbarkeit – auch verändern und
konkretisieren. Um die Gewinnung wie auch die Speicherung der Daten gezielt
zu dokumentieren und damit die Bewertung auch reproduzierbar zu machen,
ist ein Wissensmanagement vonnöten. Die Ausgestaltung eines solchen sowie
die Art und Weise der damit in Verbindung stehenden Datenbankanbindung
an das Bewertungs- und Gestaltungsmodell könnte in folgenden Arbeiten noch
umfassender betrachtet werden.
• Messung und Monetarisierung von Nutzen: Zwar wurde in der Arbeit ein An-
satz für die Messung und Monetarisierung von Nutzeneﬀekten erarbeitet, der
in vielerlei Hinsicht über die bis dato bestehenden Arbeiten hinausgeht, den-
noch besteht auch an dieser Stelle weiterer Konkretisierungsbedarf. Zudem
erscheint es sinnvoll, sich weiter mit der Integration von Kosten- und Nutzen-
rechnung und den auftretenden Interdependenzen auseinanderzusetzen,
• Vertiefte Auseinandersetzung mit unsicheren Daten: Zwar wurde in der Ar-
beit umrissen, wie einerseits mit unscharfen und andererseits mit unsicheren
Daten umgegangen werden soll, eine tiefgreifendere Betrachtung wäre aber
dennoch sinnvoll. Dies betriﬀt vor allem Aspekte wie die konkrete Erstellung
von Fuzzy-Funktionen, die Defuzzyfizierung sowie die Bestimmung von Wahr-
scheinlichkeitsverteilungen.
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• Prozesskettengestaltung: Zwar wurde ein recht detaillierter kostenorientierter
Gestaltungsansatz entwickelt, allerdings besteht noch Handlungsbedarf im Be-
zug auf die Konkretisierung der Durchführung der Kostenspaltung auf Unter-
kostenarten, wie qualitäts-, zeit-, flexibilitäts- und umweltbezogene bezogene
Kosten. Dies wurde hier nur im Ansatz erläutert und wirft noch einige zu lösen-
de Probleme auf. Ferner ist der Gestaltungsansatz sehr kostenorientiert, auch
wenn versucht wurde, insbesondere qualitäts- und zeitbezogene Gestaltungs-
methoden einzubetten. Dennoch bestünde die Möglichkeit, den Gestaltungs-
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