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1. Introduction
A real semisimple Lie algebra is called compact if its Killing form is negative deﬁnite. Compact Lie
algebras are associated with compact Lie groups. If L is a complex semisimple Lie algebra, there exists
a real compact Lie algebra L0 such that extension of the base ﬁeld gives the Lie algebra L. The Lie
algebra L0 is called the compact real form of L. (See Jacobson [1].) The compact real forms are unique
up to isomorphism.
Recently, Wilson has given new, elementary constructions of the compact real forms of exceptional
Lie algebras G2 [2], F4 and E6 [3]. Here we give a new construction of the compact real form of E8.
The approach is similar to the one of Wilson, and the Lie algebra is written as a sum of mutually
orthogonal Cartan subalgebras. The Lie product is deﬁned to be the unique bilinear product that is
preserved by the action of a group G of shape 25+10 · GL5(2).
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A multiplicative orthogonal decomposition of a Lie algebra L is a decomposition L = H0 ⊕ H1 ⊕
· · · ⊕ Hm such that every Hr is a Cartan subalgebra of L, the subalgebras Hr are orthogonal to each
other, and the product of two subalgebras Hr and Hs always lies in some third subalgebra Ht . The
complex Lie algebra E8 has a unique multiplicative orthogonal decomposition, and the automorphism
group of the decomposition is the group G of shape 25+10 · GL5(2) that we use in our construc-
tion. (See [4] and [5].) In deed, our construction is also a construction of a multiplicative orthogonal
decomposition of E8.
There are other related constructions of E8 in the literature. For example, Thompson [4], Kostrikin
and Tiep [5] and Grishkov [6] have given constructions of the multiplicative orthogonal decomposition
of E8. Since we deﬁne the Lie product using the group G , our construction is more symmetric than
the previous ones. Also, we express the action of the group G on the Lie algebra in an elementary
form.
Notation. The mappings are written on the right. The conjugate b−1ab is denoted as ab , and the
commutator a−1b−1ab as [a,b].
2. Octonions
We will use the real octonion algebra O in our construction. It is an 8-dimensional vector space
with basis vectors
1, i0, i1, i2, i3, i4, i5, i6.
We will often write 1 = i∞ . Now
O= {a∞1+ a0i0 + a1i1 + · · · + a6i6 | a∞,ai ∈R}.
The vector 1 is a multiplicative identity, and the squares of the other basis vectors are all equal
to −1:
i20 = i21 = · · · = i26 = −1.
Otherwise the multiplication is deﬁned as follows: the octonions it , it+1 and it+3 behave as the
quaternions i, j and k. The subscripts are understood modulo 7.
There is another way of expressing the rules of multiplication. We have ir is = ±it , when ir , is and
it are on the same line in Fig. 1. The arrow indicates the sign of the product. For example, i1i2 = i4
and i2i1 = −i4. Notice that the octonion multiplication is not associative.
Right and left multiplication by the octonion a deﬁne the mappings
Ra :O→O, x → xa and La :O→O, x → ax.
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We will now start constructing a group G = 〈x, y, z,d, e〉 that acts on a 248-dimensional vector
space and is of the form 25+10 · GL5(2).
Let L be the real vectorspace
L=H0 ⊕H1 ⊕ · · · ⊕H30, (3.1)
where each subspace Hr is a copy of the octonion algebra O. The octonion basis 1, i0, i1, . . . , i6 of the
subspace Hr will be denoted as
∞r,0r,1r, . . . ,6r .
Also, we write
B = {∞,0,1, . . . ,6}.
We index the subspaces Hr by non-zero elements of the 5-dimensional vector space
F32 = F2[X]/
〈
X5 + X2 + 1〉.
The space F32 consists of the cosets of the polynomials 0,1, X, . . . , X30, and the cosets of 1, X , X2,
X3 and X4 form a basis. Addition in F32 is denoted as .
Let S be the set of non-zero vectors of F32. To simplify the notation, we will identify the coset of
the element Xk with the natural number k. Now
S = {0,1, . . . ,30}.
The subset {r, s, t} of S is a called a block if Xr + Xs + Xt = 0 in F2[X]/(X5 + X2 + 1), or in other
words, if r  s = t . The group GL5(2) acts on S preserving the blocks.
3.1. The group GL5(2)
The group GL5(2) acts on the index set S = F32 \ {0}, and is generated by three elements, x¯,
y¯ and z¯, that are deﬁned as follows:
x¯ :k → k + 1, y¯ :k → 2k,
z¯ = (2,16)(3,6)(4,8)(5,9)(7,28)(10,20)(11,21)(12,17)(19,25)(22,26)(23,30)(27,29).
Here the sum and product are taken modulo 31. Note that the subgroup generated by x¯ and y¯ is the
semidirect product of the form 31 : 5.
The mappings x¯, y¯ and z¯ are permutations of the index set S of the subspaces. We will lift them
to linear transformations x, y and z of L that permute the subspaces the same way as x¯, y¯ and z¯ do.
The mapping x :L→ L maps Hr to Hr+1, and is deﬁned by
x :br → br+1,
where b ∈ B is an element of the octonion basis and r ∈ S . The order of x is 31.
We deﬁne the mapping y : L→ L by using a mapping of the octonion algebra O. Let π :O → O
be the mapping that ﬁrst permutes the basis vectors of O as (02346) and then negates 0 and 3. We
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The values of the mapping y on the subspace Hr .
y Hr →H2r
∞r → 12 (02r − 32r + 52r − 62r)
0r → 12 (−02r − 32r − 52r − 62r)
1r → 12 (−02r − 32r + 52r + 62r)
2r → 12 (−∞2r − 12r − 22r − 42r)
3r → 12 (02r − 32r − 52r + 62r)
4r → 12 (∞2r − 12r + 22r − 42r)
5r → 12 (−∞2r − 12r + 22r + 42r)
6r → 12 (∞2r − 12r − 22r + 42r)
Table 2
Action of z. Here the permutations permute the octonion
basis vectors, the mapping Na1,...,am negates the basis
vectors a1, . . . ,am and Ra is left multiplication by a ∈O.
z
H0 (02)(36) · N∞,1 · R 1
2 (−∞+3−4+6)
H1 (04)(16) · N∞,1,2,3,5,6
H13 (26)(45) · N0,1,2,6
H14 (013)(245) · N0,1,3,6 · R 1
2 (−∞+0+1+3)
H15 (023)(156) · N0,6 · R 1
2 (−∞+1−5−6)
H18 (05)(13) · N1,2,3,6 · R 1
2 (−1+2−3−6)
H24 (∞062)(1435) · N0,3,4,5 · R 1
2 (∞+0+2+6)
can write π = (02346) · N0,3. The mapping y : L→ L maps Hr to H2r and is deﬁned by
y :br → (bπ Rp)2r,
where Rp is the right multiplication by p = 12 (0− 3+ 5− 6), b ∈ B and r ∈ S .
For example, we have
01 y = (01π Rp)2r = 22 · 1
2
(02 − 32 + 52 − 62) = 1
2
(−02 − 32 − 52 − 62).
The action of y is described in detail in Table 1. The order of y is 5, and we have xy = x2.
The mapping z :L→ L is of order 2, and is such that yz = y−1. This means that z = yzy. Hence,
we need to deﬁne the values of z on only one subspace Hr in each orbit under the element y¯. In
every orbit, there is a subspace that z ﬁxes as a set. These subspaces are H0, H1, H13, H14, H15, H18
and H24, and the action of z on them is deﬁned in Table 2.
For example, we have
00z = 20 · 1
2
(−∞0 + 30 − 40 + 60) = 1
2
(00 − 10 − 20 + 50)
and
∞7z =∞7 yzy = 1
2
(014 − 314 + 514 − 614)zy
= 1
2
(−014 + 314 + 514 − 614)y = 1
2
(−∞28 + 028 + 228 + 628).
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Action of d0, d1, d2, d3 and d4 on the subspaces.
d0 d1 d2 d3 d4
H0 − + + + +
H1 + − + + +
H2 + + − + +
H3 + + + − +
H4 + + + + −
H5 − + − + +
H6 + − + − +
H7 + + − + −
H8 − + − − +
H9 + − + − −
H10 − + + + −
H11 − − − + +
H12 + − − − +
H13 + + − − −
H14 − + − − −
H15 − − − − −
d0 d1 d2 d3 d4
H16 − − + − −
H17 − − + + −
H18 − − + + +
H19 + − − + +
H20 + + − − +
H21 + + + − −
H22 − + − + −
H23 − − − − +
H24 + − − − −
H25 − + + − −
H26 − − − + −
H27 − − + − +
H28 + − − + −
H29 − + + − +
H30 + − + + −
3.1.1. The group D
Next, we construct an elementary abelian group D whose order is 25. It will be a normal subgroup
of the group G .
Let D˜ be the dual space of the 5-dimensional vector space F32. It has a basis d˜0, d˜1, d˜2, d˜3, d˜4,
where for each r ∈ {0, . . . ,4}, d˜r maps the basis vector s of F32 as follows:
sd˜r =
{
1 if s = r,
0 otherwise.
Each d˜r induces a mapping dr :L→ L. These mappings act on L by changing the signs of some of
the subspaces Hr . If r is a basis vector of F32, s ∈ S and vs ∈Hs , then
vsdr =
{
−vs if sd˜r = 1,
vs otherwise.
For any v ∈ L we deﬁne vdr by extending linearly.
For example, the mapping d0 negates the subspace H0, and ﬁxes the subspaces H1, H2, H3 and
H4. Since 5 = 0 2, the mapping d0 negates the subspace H5.
Let D be the group generated by d0,d1, . . . ,d4. It is isomorphic to the elementary abelian group D˜ .
The action of the generators is described in Table 3.
Lemma 1. The group D is normalised by the mappings x, y and z.
Proof. Suppose that g ∈ D . We wish to show that gx is an element of D . The mapping gx = x−1gx
acts on L by changing the sign of some of the subspaces Hr . Therefore, it can be viewed as a mapping
from the index set S to F2. In fact, this mapping is x¯−1 g˜ , where g˜ is the element of D˜ corresponding
to g . Since x¯ and g˜ are linear mappings, also x¯−1 g˜ is a linear mapping, and hence an element of D˜ .
Thus, we know that gx ∈ D .
The proofs for y and z are similar. 
Denote d = d0. From the above lemma it follows that the group D contains the conjugates dxm
for all m ∈ Z. It is in fact true that these conjugates generate the group D . This can be seen by
observing the action of the conjugates d, dx
−1
, dx
−2
, dx
−3
and dx
−4
on the subspaces H0, . . . ,H4. Each
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Action of e. Here Lb is left multiplica-
tion by the octonion b ∈B.
e
H0 L5
H1 L2L4L6
H13 −L2L4
H14 L0L1L3
H15 L0L3L5
H18 L6
H24 −L4L5
of them negates a subspace that the others do not negate, and therefore the group that they generate
is a 5-dimensional vector space. Hence, we have
D = 〈d,dx−1 ,dx−2 ,dx−3 ,dx−4 〉.
3.1.2. The group E
Next, we construct a group E that is of order 215. It contains D , and is a normal subgroup of G .
We will deﬁne e to be a mapping that ﬁxes the subspaces Hr as sets, and commutes with y. As
in the case of z, we only need to deﬁne the values of e for one subspace in each orbit under the
element y¯. The values are given in Table 4.
There is an easy way to determine the action of e on the rest of the subspaces.
Lemma 2. Suppose that e acts on the subspace Hr as La1 · · · Lan . Now e acts on Hr y¯ as La1π · · · Lanπ , where
π = (02346) · N0,3 is the mapping deﬁned in Section 3.1.
Proof. The mapping e acts on Hr y¯ as y−1La1 · · · Lan y. Hence, it is enough to show that for octonions
b ∈ B, the mappings Lbπ and y−1Lb y act the same way on a subspace Hr .
If b =∞, the claim clearly holds, so we can assume that b 
=∞. The mapping y consists of a
permutation of the subspaces, permutation π of the octonion basis and right multiplication Rp by
p = 12 (0 − 3 + 5 − 6). When conjugating the mapping Lb by y, we can ignore the permutations of
subspaces. Now the mapping y−1Lb y acts on a subspace Hr as R−1p π−1Lbπ Rp .
The mapping π−1Lbπ acts on the basis vectors of a subspace as follows:
π−1L0π = (∞2)(03)(14)(56) · N∞,1,3,6 = RpL2R−1p ,
π−1L1π = (∞1)(05)(24)(36) · N∞,0,4,6 = RpL1R−1p ,
π−1L2π = (∞3)(02)(16)(45) · N2,3,4,6 = −RpL3R−1p ,
π−1L3π = (∞4)(06)(12)(35) · N∞,0,2,3 = RpL3R−1p ,
π−1L4π = (∞6)(04)(13)(25) · N∞,3,4,5 = RpL6R−1p ,
π−1L5π = (∞5)(01)(26)(34) · N∞,1,2,4 = RpL5R−1p ,
π−1L6π = (∞0)(15)(23)(46) · N0,1,3,4 = −RpL0R−1p .
Now we have π−1Lbπ = RpLbπ R−1p for all b ∈ B, and it follows that
R−1p π−1Lbπ Rp = Lbπ .
This proves the claim. 
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L2π L4π L6π = L−3L6L−0 = −L3L6(−L0) = L3L6L0.
The action of e on all the subspaces is described in Table 5.
Let E be the group that is generated by e and its nine conjugates by x−1, that is,
E = 〈e, ex−1 , ex−2 , . . . , ex−9 〉.
Next, we will show that E is a special group of shape 25+10. In order to prove this, we need to
determine certain commutators of elements of E . The following lemma will be useful in the calcula-
tions.
Lemma 3. If
A = La1 · · · Lan and B = Lb1 · · · Lbm ,
where a j,b j,∈ B and the sets {a1, . . . ,an} and {b1, . . . ,bm} have k elements in common, then
[A, B] =
{
1 if nm + k is even,
−1 otherwise.
Proof. First we notice that for all a,b ∈ B it holds that
LaLb =
{−1 if a = b,
−LbLa if a 
= b. (3.2)
Suppose that A = La1 · · · Lan , B = Lb1 · · · Lbm and
∣∣{a1, . . . ,an} ∩ {b1, . . . ,bm}∣∣= k.
Since a sign change in A or B does not affect the value of the commutator, we can assume that
A = La1 · · · Lak Lak+1 · · · Lan and B = La1 · · · Lak Lbk+1 · · · Lbm .
We have
A−1B−1AB = (L−1an · · · L−1ak+1 L−1ak · · · L−1a1
)(
L−1bm · · · L−1bk+1 L−1ak · · · L−1a1
)
· (La1 · · · Lak Lak+1 · · · Lan )(La1 · · · Lak Lbk+1 · · · Lbm )
= (L−1an · · · L−1ak+1 L−1ak · · · L−1a1
)(
L−1bm · · · L−1bk+1
)
· (Lak+1 · · · Lan )(La1 · · · Lak Lbk+1 · · · Lbm ).
The commutator is determined in two steps. First the factors Lak+1 , . . . , Lan are moved one by one past
the product
L−1a · · · L−1a L−1 · · · L−1 .k 1 bm bk+1
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Action of e on all subspaces.
e
H0 L5
H1 L2L4L6
H2 L3L6L0
H3 L0L5
H4 −L4L0L2
H5 −L0
H6 L2L5
H7 L1L2L6
H8 L6L2L3
H9 L4
H10 −L2
H11 −L6L2
H12 −L3L5
H13 −L2L4
H14 L0L1L3
H15 L0L3L5
e
H16 L0L3L4
H17 L6L5
H18 L6
H19 −L0L1L4
H20 L3
H21 −L4L0
H22 −L0L3
H23 L6L2L5
H24 −L4L5
H25 −L1L3L6
H26 L3L6
H27 L4L0L5
H28 −L1L2L4
H29 −L3L6L5
H30 L2L4L5
This is done by using Eq. (3.2). For every La j the sign changes m times. In total, the sign is changed
(n − k)m times. Then the factors Lbk+1 , . . . , Lbm are moved past the product
La1 · · · Lak .
For every Lb j the sign changes k times. In total, the sign is changed (m − k)k times.
After this all the factors cancel out except for the sign. The commutator is equal to 1 if
(n − k)m + (m − k)k = nm − k2
is even, and −1 otherwise. The claim now follows. 
Lemma 4. The group D is the commutator subgroup of E.
Proof. To prove that E ′ is a subgroup of D , it is enough to check that every commutator of the
generators is in D . Since
[
ex
m
, ex
l ]= [e, exl−m]xm
for all integers m and l, we only need to show that [e, ex−m ] ∈ D for all m ∈ {1, . . . ,9}.
As before, it is enough to prove this for just one generator ex
−m
in each orbit under the element y¯.
Using Lemma 3 and Tables 3 and 5, we see that
[
e, ex
−1]= d0d2d3,[
e, ex
−3]= d0d1d3,[
e, ex
−5]= d0d1,[
e, ex
−7]= d0d1d2d4.
Since each of these commutators is in D , we have proved that the E ′ is a subset of D .
We notice that d0 = [e, ex−1 ][e, ex−3 ][e, ex−6 ], and since D is generated by the conjugates of d0, the
group D is a subset of E ′ . Thus, we have D = E ′ . 
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Proof. We notice that
ex
−10 = d2d4eex−3ex−4ex−9 . (3.3)
Hence ex
−10 ∈ E , and E is normalised by x. Since e and y commute, E is normalised by y.
It remains to verify that z normalises E . We notice that
z−1 y−1ex−m yz = yz−1ex−m zy−1,
and since y normalises E , it is enough to consider just one generator ex
−m
in each orbit under the
element y¯. We have
y−1ex−m y = x−2my−1eyx2m = x−2mex2m = ex−2m ,
and hence these generators are e, ex
−1
, ex
−3
, ex
−5
and ex
−7
. Now one can verify that
z−1ez = d0d3e,
z−1ex−1 z = d0d1d2d4ex−1ex−2ex−4ex−5ex−9 ,
z−1ex−3 z = ex−6 ,
z−1ex−5 z = d0d3ex−1ex−5ex−6ex−7ex−8 ,
z−1ex−7 z = d1d2d3eex−1ex−3ex−4ex−6ex−9 ,
and hence the group E is normalised by z. 
Lemma 6. The group E/D is an elementary abelian group of order 210 .
Proof. From Lemma 4 it follows that the group E/D is abelian. Also, we have e2 = d0d3 ∈ D , and
hence the order of an element of E/D is at most 2. Thus, E/D is an elementary abelian group. The
dimension of E/D as a vector space over F2 can be determined using the mapping x−1. It acts on
E/D by conjugation, and can be considered as a linear transformation of the vector space. Since E/D
is generated by the cosets ex
−m
D , it follows from Eq. (3.3) that the transformation x−1 is a root of the
polynomial h = X10 + X9 + X4 + X3 + 1 ∈ F2[X].
The polynomial h is the product of the irreducible polynomials
X5 + X3 + X2 + X + 1 and X5 + X4 + X3 + X + 1,
and since x−1 is not a root of either of them, h is the minimal polynomial of x−1. The dimension of
E/D must be greater than the degree of the minimal polynomial, which is 10. However, the vector
space E/D is generated by ten elements, and hence the dimension is ten. Thus, the order of the group
E/D is 210. 
Proposition 1. The group E is a special group of shape 25+10 .
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Lemma 4, it holds that D = E ′ . Also, we know that E is a 2-group. Now the quotient group E/Φ(E) is
elementary abelian, and Φ(E) is the smallest subgroup with this property. Since the quotient group
E/D is elementary abelian, it follows that Φ(E)  D . Also, we must have E ′  Φ(E). Thus, we can
conclude that D = E ′ = Φ(E).
It remains to show that Z(E) = D . The element x−1 can be considered as a linear transformation of
the vector space E/D as in the proof of Lemma 6. The group D is a subgroup of Z(E), and Z(E)/D is
an x−1-invariant subspace of E/D . In the proof of Lemma 6 we noticed that the minimal polynomial
X10 + X9 + X4 + X3 + 1 of x−1 is a product two distinct irreducible factors of degree 5. Hence,
the vector space E/D has only two non-trivial x−1-invariant subspaces, and both of them are 5-
dimensional. One of the subspaces is generated by the cosets of the elements
eex
−5
ex
−7
,
ex
−1
ex
−6
ex
−8
,
ex
−2
ex
−7
ex
−9
,
eex
−4
ex
−8
ex
−9
,
eex
−1
ex
−3
ex
−4
ex
−5
and the other is generated by the cosets of the elements
eex
−7
ex
−9
,
eex
−1
ex
−3
ex
−4
ex
−8
ex
−9
,
eex
−1
ex
−2
ex
−3
ex
−5
,
ex
−1
ex
−2
ex
−3
ex
−4
ex
−6
,
ex
−2
ex
−3
ex
−4
ex
−5
ex
−7
.
Now the centre of the group E must be either E , D or a subgroup generated by one of the above
sets. Since E is not commutative, and neither of the non-trivial subgroups centralises E , it follows
that D = Z(E). 
We will now prove that the group G is isomorphic to a non-split extension of shape 25+10 ·GL5(2).
Lemma 7. If the group H has the presentation
H = 〈a,b, c ∣∣ a31 = 1, b5 = 1, aba−2 = 1, c2 = 1, bcb = 1,
(
a3c
)5 = 1,
(
ca7ca−7
)3 = 1,
ca5ca7ca13ca−5ca−7ca−13 = 1〉
then H ∼= GL5(2).
Proof. The group 〈x¯, y¯, z¯〉 deﬁned in Section 3.1 satisﬁes the relations and is isomorphic to GL5(2).
Hence, there is a homomorphism from H onto GL5(2).
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meration in MAGMA [7] gives index 64512 to this subgroup, and therefore the order of H is
9999360 = |GL5(2)|. It follows that the homomorphism between H and GL5(2) is in fact an isomor-
phism. 
Theorem 1. The group G = 〈x, y, z,d, e〉 has shape 25+10 · GL5(2).
Proof. By Proposition 1, the group E is of shape 25+10, and by Lemma 5, it is a normal subgroup
of G . The cosets xE , yE and zE satisfy the relations given in Lemma 7, and hence the group G/E is
isomorphic to GL5(2).
Finally, we need to show that the extension does not split. Suppose that H is a complement of E
in G . We know that the quotient group G/E ∼= H is generated by xE , yE and zE . Therefore, the group
H is generated by elements x′ , y′ and z′ that are in the cosets xE , yE and zE respectively, and satisfy
the relations of Lemma 7.
The normaliser of 〈x′〉 in H is 〈x′, y′〉. Suppose that c ∈ E normalises 〈x′〉. Now c−1x′c = (x′)m for
some m ∈ {0,1, . . . ,30}. The subgroup E is normalised by x′ , and hence (x′)m−1 ∈ E . Since (x′)m−1 ∈ H ,
we have (x′)m−1 = 1, and hence m = 1. It follows that x′ centralises c. Since x′ is in the coset xE and
D = E ′ , the element x centralises c modulo D . However, in the proof of Proposition 1 we saw that the
only element of E/D that is centralised by x is the identity. Hence, we have c ∈ D . Since Z(E) = D ,
the centralisers of x and x′ in D coincide. The only element of D that centralises x is the identity, and
we can conclude that c = 1. It follows that NG(〈x′〉) = NH (〈x′〉) = 〈x′, y′〉.
We notice that the groups 〈x〉 and 〈x′〉 are both Sylow 31-subgroups of G . They are therefore con-
jugate, and also their normalisers 〈x, y〉 and 〈x′, y′〉 are conjugate. It follows that there is an element
g of G such that x, y ∈ 〈x′, y′〉g ⊆ Hg .
The element z normalises 〈y〉. Since y ∈ Hg and Hg is a complement of E , we know that z is a
product of elements h and n, where h ∈ NHg (〈y〉) and n ∈ E . Now h is in the coset zE . Hence, we
have elements x, y and h of Hg that satisfy the relations in Lemma 7.
Now the order of h = n−1z is 2, so we have n−1z = zn. Also, it holds that hyh = (n−1z)y(n−1z) =
y−1. We notice that
(
n−1z
)
y
(
n−1z
)= n−1zyzn = n−1 y−1n,
and hence n centralises y.
The mapping y acts on the vector space E/D by conjugation, and its ﬁxed space is generated by
eD and cosets of the form
ex
−k
ex
−2k
ex
−4k
ex
−8k
ex
−16k
D.
However, all the latter cosets are equal to ex
−3
ex
−4
ex
−5
ex
−6
ex
−8
D . Of the elements of D , y centralises
only 1 and d0d3. One can show that the element ex
−3
ex
−4
ex
−5
ex
−6
ex
−8
d2 is centralised by y, and hence
it follows that
CE(y) =
〈
d0d3, e, e
x−3ex
−4
ex
−5
ex
−6
ex
−8
d2
〉
.
The group CE (y) is of the shape 23.
We know that n−1 is an element of CE (y), and n−1z = h should satisfy the relations of Lemma 7.
One can verify that this does not hold for any n ∈ CE (y), and hence we have a contradiction.
Thus, E does not have complement in G , and the group G is a non-split extension. 
In calculations that will follow, it is often useful to have an element of E that ﬁxes some of the
subspaces Hr pointwise. For this purpose, we choose the element
f = d0eex2ex5 .
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Action of f written in two different ways. Here the permutations permute the octonion basis,
and the mapping Na1,...,am negates the basis vectors a1, . . . ,am .
f
H0 id id
H1 −L0L4L6 (∞1)(03)(24)(56) · (−1)
H2 id id
H3 −L1L5L6 N∞,1,5,6
H4 L3L5L6 (∞0)(13)(26)(45)
H5 id id
H6 −L1L3L4 (∞5)(04)(16)(23) · (−1)
H7 L1L2L3 (∞6)(02)(15)(34) · N∞,0,2,6
H8 L0L3L6 (∞5)(04)(16)(23) · N0,1,4,6
H9 L0L1L6 (∞4)(05)(12)(36) · N∞,0,4,5
H10 L0L3L6 (∞5)(04)(16)(23) · N0,1,4,6
H11 L4L5L6 (∞2)(06)(14)(35) · N∞,2,3,5
H12 −L0L2L4 (∞3)(01)(25)(46) · N0,1,4,6
H13 L2L3L4 (∞0)(13)(26)(45) · N∞,0,1,3
H14 L2L3L6 (∞1)(03)(24)(56) · N0,2,3,4
H15 L1L2L6 (∞3)(01)(25)(46)
H16 L0L3L5 (∞6)(02)(15)(34) · N∞,1,5,6
H17 −L0L5L6 (∞3)(01)(25)(46) · N0,1,2,5
H18 −L1L4L5 (∞3)(01)(25)(46) · N∞,0,1,3
H19 −L0L1L2 (∞5)(04)(16)(23) · N0,2,3,4
H20 −L0L5L6 (∞3)(01)(25)(46) · N0,1,2,5
H21 L2L5L6 (∞4)(05)(12)(36) · N0,3,5,6
H22 −L0L5L6 (∞3)(01)(25)(46) · N0,1,2,5
H23 L1L3L6 (∞2)(06)(14)(35) · N∞,1,2,4
H24 L1L3L5 (∞4)(05)(12)(36) · N∞,3,4,6
H25 −L1L2L5 (∞0)(13)(26)(45) · N∞,0,4,5
H26 −L1L2L4 N∞,1,2,4
H27 −L0L2L3 (∞4)(05)(12)(36) · (−1)
H28 −L0L2L6 N∞,0,2,6
H29 −L1L2L4 N∞,1,2,4
H30 L3L5L6 (∞0)(13)(26)(45)
The action of f on the subspaces Hr is described in Table 6. When the action is written as permuta-
tions of the basis vectors, the calculations become easier.
4. The Lie product
4.1. Uniqueness
Assume that [·,·] :L× L→ L is a bilinear product that is invariant under the action of the group
G = 〈x, y, z,d, e〉. We will show that [·,·] is unique up to scalar multiplication.
Lemma 8. If r, s ∈ S, then [Hr,Hr] = {0} and [Hr,Hs] ⊆Ht , where {r, s, t} is a block.
Proof. The subspaces Hr are simultaneous eigenspaces of elements of D . Since for any distinct
r1, r2 ∈ S , there exists an element g of D such that ur1 g = −ur1 and ur2 g = ur2 , any simultaneous
eigenspace lies in one of the subspaces Hr .
Let r, s ∈ S , and let W be the subspace generated by the products [vr, vs], where vr ∈ Hr and
vs ∈Hs . Since D preserves the product, the subspace W is a simultaneous eigenspace of the elements
of D , and hence W ⊆Ht for some t ∈ S . Since the action of an element of D on W is a product of its
actions on Hr and Hs , we must have t = r s, unless r = s. If r = s, then all the elements of D act on
W as identity maps, and hence W = {0}. 
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the product on H0 ×H0 and H0 ×H2 deﬁnes it on the whole vector space L. By Lemma 8, we know
that [H0,H0] = {0}, and hence it is enough to determine the product on H0 ×H2.
Lemma 9. The group E acts irreducibly on H0 .
Proof. Suppose that K is an E-invariant subspace of H0 and K 
= {0}. Let v be a non-zero element of
K . Now v =∑b∈B αbb0 for some αb ∈R. Suppose that a ∈ B is such that αa 
= 0.
The mappings f x
−3
, f x
2
, and f x
3
act on H0 by changing the signs of the basis vectors
{∞,1,5,6}, {∞,1,2,4} and {∞,0,2,6},
respectively. The mapping d0 changes the sign of all basis vectors.
Using the above mappings, one can eliminate from the sum
∑
b∈B αbb0 all the terms with index
different from a, leaving only αaa0. Hence we know that a0 ∈ K . Every basis vector of H0 can be
mapped to any other basis vector by an element of E , and it follows that all the basis vectors of H0
are in K . Thus K =H0. 
Lemma 10. The products [∞0,∞2] and [∞0,12] determine the multiplication on L.
Proof. We have already seen that deﬁning the product on H0 × H0 and H0 × H2 deﬁnes it on the
whole vector space L. From Lemma 9 it follows that the products [∞0, v2], where v2 ∈H2, determine
the product on H0 ×H2.
The element f x
−5
ﬁxes ∞0, and acts on H2 by permuting the basis vectors as (∞6)(02)(15)(34)
and negating some them. Hence, it is enough to determine the products [∞0,∞2], [∞0,02], [∞0,12]
and [∞0,32].
On the other hand, the element f x
−2
ﬁxes ∞0 and permutes the basis vectors of H2 as
(∞0)(13)(26)(45). Hence, it suﬃces to determine only the products [∞0,∞2], and [∞0,12]. 
Lemma 11.We have [∞0,12] = 0 and [∞0,∞2] = α(∞5 + 15 − 55 + 65), where α ∈R.
Proof. Consider ﬁrst the product [∞0,12]. By Lemma 8, the product [∞0,12] is an element of H5,
and hence
[∞0,12] f x5 = [∞0,12].
On the other hand, ∞0 f x5 = −∞0 and 12 f x5 = 12, from which it follows that
[∞0,12] f x5 = −[∞0,12].
We can conclude that [∞0,12] = −[∞0,12] = 0.
Consider then the product [∞0,∞2]. Suppose that
[∞0,∞2] = α∞∞5 + α005 + · · · + α665,
where αb ∈R. Since ∞0 f x2 = −∞0 and ∞2 f x2 =∞2, we must have
[∞0,∞2] f x2 = −[∞0,∞2] = −α∞∞5 − α005 − · · · − α665.
On the other hand, we know that [∞0,∞2] ∈H5, so that
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= −α∞∞5 + α005 − α115 + α225 + α335 + α445 − α555 − α665,
and hence we have α0 = α2 = α3 = α4 = 0.
Next, we notice that ∞0 f x−3 = −∞0 and ∞2 f x−3 =∞2, so that
[∞0,∞2] f x−3 = −[∞0,∞2].
On the other hand, we have
[∞0,∞2] f x−3 = (α∞∞5 + α115 + α555 + α665) f x−3
= α5∞5 − α615 + α∞55 − α165,
and hence α∞ = −α5 and α1 = α6.
Finally, we have ∞0 f x−8 f x−6 = −∞0 and ∞2 f x−8 f x−6 = ∞2 from which it follows that
[∞0,∞2] f x−8 f x−6 = −[∞0,∞2]. We know that
[∞0,∞2] f x−8 f x−6 = (α∞∞5 + α115 − α∞55 + α165) f x−8 f x−6
= −α1∞5 − α∞15 + α155 − α∞65,
and hence α∞ = α1. Thus, we have
[∞0,∞2] = α∞(∞5 + 15 − 55 + 65). 
We have now shown that the product is determined by the group G up to scalar multiplication.
4.2. Multiplication table
We have shown that [∞0,12] = 0, and can assume that [∞0,∞2] = q, where
q = 1
2
(∞5 + 15 − 55 + 65).
The multiplication table for H0 ×H2 can be determined from these two values using the group E . All
the other products are then obtained using the elements x, y and z.
Here we compute the multiplication table of H0 ×H2. The mappings f x−2 and f x−5 ﬁx H0 point-
wise and are used in determining the ﬁrst row of the multiplication table. We have ∞2 f x−2 = 02 and
hence
[∞0,02] =
[∞0 f x−2 ,∞2 f x−2]= [∞0,∞2] f x−2 = qf x−2 = −q.
Similarly, we notice that 12 f x
−2 = 32, which means that
[∞0,32] =
[∞0 f x−2 ,12 f x−2]= [∞0,12] f x−2 = 0 f x−2 = 0.
All the entries in the ﬁrst row can be determined in a similar manner.
The elements in the second row are obtained using the mapping f x . After this one can ﬁnd the
rest of the entries using mappings f x
4
and f x
−1
.
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The multiplication table of H0 ×H2. Here q = 12 (∞5 + 15 − 55 + 65).
∞2 02 12 22 32 42 52 62
∞0 q −q 0 −q 0 0 0 q
00 0 0 −25q 0 25q 25q −25q 0
10 −65q −65q 0 −65q 0 0 0 −65q
20 −15q 15q 0 −15q 0 0 0 15q
30 0 0 45q 0 45q 45q 45q 0
40 −55q −55q 0 55q 0 0 0 55q
50 0 0 05q 0 05q −05q −05q 0
60 0 0 35q 0 −35q 35q −35q 0
The multiplication table is displayed as Table 7. All the entries of the multiplication table can be
expressed as octonion multiples of the element q = 12 (∞5 + 15 − 55 + 65). Notice that
05q = 1
2
(05 − 25 + 35 + 45), 45q = 1
2
(−05 + 25 + 35 + 45),
15q = 1
2
(−∞5 + 15 − 55 − 65), 55q = 1
2
(∞5 + 15 + 55 − 65),
25q = 1
2
(05 + 25 + 35 − 45), 65q = 1
2
(−∞5 + 15 + 55 + 65),
35q = 1
2
(−05 − 25 + 35 − 45),
4.3. Existence
In this section we verify that the product can be deﬁned consistently, as there may be many ways
of deriving the rules of multiplication from the action of the group G = 〈x, y, z,d, e〉. This amounts to
checking that after the product has been determined using some elements of G , then all elements of
G preserve it.
The group D was used in showing that
[Hr,Hs] ⊆Ht, where {r, s, t} is a block. (4.1)
Hence D preserves the product.
Once the product is determined on all pairs of subspaces in the block {H0,H2,H5}, the 154 non-
trivial elements of 〈x, y〉 are used in determining it on the other 154 blocks. One needs to make sure
that the action of x and y does not contradict Eq. (4.1), but this follows from the fact that x¯ and y¯
preserve the blocks of S . Suppose that r, s ∈ S and t = r  s. Now there exists g ∈ 〈x, y〉 such that
Hr g,Hs g ∈ {H0,H2,H5}. If g¯ is the permutation of 〈x¯, y¯〉 corresponding to g , then
[Hr,Hs] = [Hr g,Hs g]g−1 ⊆Hk g−1 =Hkg¯−1 ,
where k = r g¯  sg¯ = t g¯ . Hence, we obtain [Hr,Hs] ⊆ Ht as desired. It follows that the product is
invariant under 〈x, y〉.
Consider then the group E . It is generated by the conjugates of e by x, so it suﬃces to consider
the mapping e. Since y preserves the product, it is enough to consider just one pair of subspaces in
each orbit under y¯. The product is zero on Hr ×Hr for all r ∈ S , and hence these pairs need not be
taken into account. Therefore, the products that have to be checked are
[H0,Hr], [Hr,H0], [Hr,Hr+s] and [Hr+s,Hr],
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= 0. There are 23040 products of basis
vectors to verify. However, the number of cases can be reduced by noticing that e2 preserves the
product because e2 = d0d3 ∈ D . Now, if [ve,we] = [v,w]e for some v,w ∈ L, then
[
(ve)e, (we)e
]= [ve2,we2]= [v,w]e2 = [ve,we]e.
It follows that it is enough to consider just one pair of vectors in each orbit under the element e.
For example,
[∞0,∞1]e = [∞0 y,∞1 y]y−1e
=
[
1
2
(00 − 30 + 50 − 60), 1
2
(02 − 32 + 52 − 62)
]
y−1e
= 1
2
(−05 − 35)y−1e = 1
2
(018 + 118)e = 1
2
(218 + 518)
and
[∞0e,∞1e] = [50,−51] = [50 y,−51 y]y−1
=
[
1
2
(−∞0 − 10 + 20 + 40), 1
2
(∞2 + 12 − 22 − 42)
]
y−1
= 1
2
(−∞5 − 15)y−1 = 1
2
(218 + 518).
The rest of the cases are similar, and they have been checked using a computer program.
Finally, we show that the mapping z preserves the product. Here we can use the fact that z nor-
malises the group 〈E, y〉. We already know that the group 〈E, y〉 preserves the product, and hence it
is enough to consider just one vector in each orbit under this group. Namely, if
[vz,wz] = [v,w]z
for some vectors v,w ∈ L, and g is an element of 〈E, y〉, then
[
(vg)z, (wg)z
]= [(vz)gz, (wz)gz]= [vz,wz]gz = [v,w]zgz
= [v,w]gz = [vg,wg]z.
The orbits are represented by
[∞0,∞r], [∞r,∞0], [∞r,∞r+s] and [∞r+s,∞r],
where r ∈ {1,13,14,15,18,24} and s ∈ {1, . . . ,30}. Again, it is enough to consider one pair in each
orbit under the mapping z, so we have the products
[∞0,∞r], [∞r,∞0], [∞r,∞t], [∞t,∞r],
where r is as above and t ∈ {2,3,4,5,7,10,11,12,19,22,23,27}. In total, this makes 2 ·6+2 ·6 ·12 =
156 cases.
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[∞0,∞1]z = 1
2
(018 + 118)z = 1
4
(−∞18 − 018 − 118 + 218 + 318 − 418 + 518 + 618)
and
[∞0z,∞1z] =
[
1
2
(∞0 − 30 + 40 − 60),−∞1
]
=
[
1
2
(∞0 − 30 + 40 − 60)y,−∞1 y
]
y−1
=
[
1
2
(20 − 40 + 50 − 60), 1
2
(−02 + 32 − 52 + 62)
]
y−1
= 1
4
(−∞5 + 05 − 15 − 25 + 35 + 45 − 55 + 65)y−1
= 1
4
(−∞18 − 018 − 118 + 218 + 318 − 418 + 518 + 618).
The rest of the cases are similar, and have been checked using a computer program.
Hence, the element z preserves the product, and we can conclude that the product is well deﬁned.
4.4. Anti-symmetry
Next we prove that the product deﬁned by the group G is anti-symmetric. Since the images of
[∞0,∞2] and [∞0,12] under G determine the whole product, it is enough to prove the claim for
these two products.
In determining the products [∞2,∞0] and [12,∞0], we will use the involution zx−27 that inter-
changes the subspaces H0 and H2.
Recall that z = yzy. We have
∞2zx−27 =∞29zx−27 =∞29 y−2zy−2x−27
= 1
2
(−230 + 430 − 530 + 630)y−1zy−2x−27
= 1
2
(−∞15 + 315 − 415 + 615)zy−2x−27
= 1
2
(015 − 115 − 215 + 515)y−2x−27
= 1
2
(∞23 − 023 + 223 + 623)y−1x−27
= 1
2
(−∞27 + 127 − 227 + 427)x−27
= 1
2
(−∞0 + 10 − 20 + 40)
and
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= 1
2
(023 − 323 + 523 − 623)yzy2x−27
= 1
2
(−∞15 − 015 + 215 − 615)zy2x−27
= 1
2
(∞15 − 315 + 415 + 615)y2x−27
= 1
2
(∞30 − 130 + 530 − 630)yx−27
= 1
2
(−∞29 + 029 + 229 − 629)x−27
= 1
2
(−∞2 + 02 + 22 − 62).
From multiplication Table 7 we can see that [∞2zx−27 ,∞0zx−27 ] = q. It now follows that
[∞2,∞0] =
[∞2zx−27 ,∞0zx−27]zx−27 = qzx−27
= 1
2
(∞1 + 11 − 51 + 61)zx−27 = 1
2
(−∞1 − 11 + 51 − 61)x−27
= 1
2
(−∞5 − 15 + 55 − 65) = −q,
and hence [∞2,∞0] = −q = −[∞0,∞2].
Next, we determine the product [12,∞0] using the mapping zx−27 . We have
12z
x−27 = 129zx−27 = 129 y−22zy−2x−27
= 1
2
(−230 − 430 − 530 − 630)y−1zy−2x−27
= 1
2
(015 − 115 + 215 − 515)zy−2x−27
= 1
2
(−015 + 115 − 215 + 515)y−2x−27
= 1
2
(123 − 323 − 423 + 523)y−1x−27
= 1
2
(027 + 327 − 527 − 627)x−27
= 1
2
(00 + 30 − 50 − 60).
Since
[
12z
x−27 ,∞0zx−27
]=
[
1
2
(00 + 30 − 50 − 60), 1
2
(−∞2 + 02 + 22 − 62)
]
= 0,
it follows that
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[
12z
x−27 ,∞0zx−27
]
zx
−27 = 0zx−27 = 0.
The product [∞0,12] is also zero, and hence [∞0,12] = −[12,∞0].
4.5. The Jacobi identity
In this section we prove that the product [·,·] satisﬁes the Jacobi identity
[[v,w],u]+ [[u, v],w]+ [[w,u], v]= 0
for all v,w,u ∈ L.
By bilinearity, it is enough to prove that
[[vr,ws],ut]+ [[ut, vr],ws]+ [[ws,ut], vr]= 0, (4.2)
where vr , ws and ut are basis vectors of Hr , Hs and Ht , respectively. There are only three cases that
need to be considered.
4.5.1. Case 1
Suppose ﬁrst that r, s and t are linearly dependent and r = s t . We have [vr,ws] ∈Ht , and hence
[[vr,ws],ut] = 0. Similarly one notices that [[ut , vr],ws] = 0 and [[ws,ut], vr] = 0, and hence
[[vr,ws],ut]+ [[ut, vr],ws]+ [[ws,ut], vr]= 0.
4.5.2. Case 2
Suppose that r, s and t are linearly dependent and r = s 
= t . We will show that there is an element
of G that maps the triple (vr,ws,ut) to (v0,∞0,∞1), where v0 ∈H0.
The group 〈x, y, z〉 acts on S as GL5(2), and hence there is an element that maps (Hr,Hs,Ht) to
(H0,H0,H1). Suppose that the triple (vr,ws,ut) is mapped to the triple (v0,w0,u1).
The elements of E permute the basis vectors of each subspace Hr and change their signs. However,
the sign changes do not affect Eq. (4.2), and we need not take them into account. The group E acts
on the octonion basis of H0 transitively, and hence (v0,w0,u1) can be mapped to (v0,∞0,u1). The
group 〈 f , f x2 , f x5 〉 ﬁxes the basis elements of H0 modulo signs, and acts on the octonion basis of H1
transitively. Therefore, the triple (v0,∞0,u1) can be mapped to (v0,∞0,∞1).
Now it suﬃces to verify that
[[v0,∞0],∞1]+ [[∞1, v0],∞0]+ [[∞0,∞1], v0]= 0
for all basis vectors v0 of H0.
First of all, we notice that [[v0,∞0],∞1] = [0,∞1] = 0 for all v0 ∈ H0. Our next task is to
determine the products [[∞1, v0],∞0], where v0 ∈ H0. In Section 4.3, we saw that [∞1,∞0] =
1
2 (−018 − 118). The other products of the form [∞1, v0] can now be determined using the group
〈 f x−1 , f x, f x4 〉 that ﬁxes the basis elements of H1 modulo signs, and permutes the basis vectors of
H0. The products are displayed in Table 8. Next, we notice that
[[∞1,∞0],∞0]=
[
1
2
(−018 − 118),∞0
]
=
[
1
2
(−018 − 118)yzx−1 ,∞0 yzx−1
]
zx
−1
y−1
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[
1
4
(−∞2 − 02 − 12 + 22 − 32 + 42 + 52 + 62), 1
2
(10 + 30 + 40 − 50)
]
zx
−1
y−1
= 1
4
(−∞5 − 05 − 15 + 25 − 35 − 45 − 55 + 65)zx−1 y−1
= 1
2
(−∞1 − 11)
and
[[∞1,20],∞0]=
[
1
2
(218 + 518),∞0
]
=
[
1
2
(218 + 518)yzx−1 ,∞0 yzx−1
]
zx
−1
y−1
=
[
1
4
(∞2 − 02 − 12 − 22 + 32 + 42 − 52 + 62), 1
2
(10 + 30 + 40 − 50)
]
zx
−1
y−1
= 0zx−1 y−1 = 0.
The rest of the products [[∞1, v0],∞0] can be determined using the group 〈 f , f x−5 〉 that ﬁxes the
basis elements of H0 modulo signs, and permutes the products [∞1, v0]. The results can be found in
Table 8.
Finally, we need to calculate the products of the form [[∞0,∞1], v0], where v0 ∈ H0. We have
already seen that [∞0,∞1] = 12 (018 + 118) and
[
1
2
(018 + 118),∞0
]
= 1
2
(∞1 + 11).
Also, we notice that
[
1
2
(018 + 118),20
]
=
[
1
2
(018 + 118)yzx−1 ,∞2 yzx−1
]
zx
−1
y−1
=
[
1
4
(∞2 + 02 + 12 − 22 + 32 − 42 − 52 − 62), 1
2
(∞0 − 00 + 20 + 60)
]
zx
−1
y−1
= 0zx−1 y−1 = 0.
Again, the rest of the products are determined using the group 〈 f x−13 , f x−15 〉 that ﬁxes the vec-
tor 12 (018 + 118). The products are displayed in Table 8. From the same table one observes that[[∞1, v0],∞0] + [[∞0,∞1], v0] for all basis vectors v0 ∈H0, and hence the Jacobi identity holds.
4.5.3. Case 3
Suppose then that r, s and t are linearly independent. As before, there is an element of G that
maps the triple (vr,ws,ut) to (∞0,∞1,∞2) or (∞0,∞1,12). This can be seen as follows.
There is an element of the group 〈x, y, z〉 that maps (Hr,Hs,Ht) to (H0,H1,H2). Suppose that the
triple (vr,ws,ut) is mapped to the triple (v0,w1,u2). The group E acts on the octonion basis of H0
transitively, and hence (v0,w1,u2) can be mapped to (∞0, v1,w2). As before, we do not need to take
sign changes into consideration. The group 〈 f , f x2 , f x5 〉 ﬁxes the octonion basis of H0 modulo signs,
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The values of products [[∞1, v0],∞0] and [ 12 (018 + 118), v0], where v0 is a basis vector of H0
v0 [∞1, v0] [[∞1, v0],∞0] [ 12 (018 + 118), v0]
∞0 12 (−018 − 118) 12 (−∞1 − 11) 12 (∞1 + 11)
00 12 (018 + 118) 12 (∞1 + 11) 12 (−∞1 − 11)
10 12 (−418 + 618) 12 (−51 − 61) 12 (51 + 61)
20 12 (218 + 518) 0 0
30 12 (418 − 618) 12 (51 + 61) 12 (−51 − 61)
40 12 (−∞18 + 318) 0 0
50 12 (∞18 − 318) 0 0
60 12 (−218 − 518) 0 0
and acts on the octonion basis of H1 transitively, which means that we can assume that (∞0, v1,w2)
is mapped to the triple (∞0,∞1,w2). Finally, the group 〈 f x−2 , f x f x6 〉 ﬁxes the octonion bases of H0
and H1 modulo signs and has two orbits, represented by ∞2 and 12, on the basis H2.
This means that it is enough to check that
[[∞0,∞1],∞2]+ [[∞2,∞0],∞1]+ [[∞1,∞2],∞0]= 0
and
[[∞0,∞1],12]+ [[12,∞0],∞1]+ [[∞1,12],∞0]= 0.
We start by proving the ﬁrst identity. In Section 4.3 we noticed that [∞0,∞1] = 12 (0 + 1)18. Fur-
thermore, we have
[
1
2
(018 + 118),∞2
]
=
[
1
2
(018 + 118)x−2 y2,∞2x−2 y2
]
y−2x2
=
[
1
2
(32 + 52), 1
2
(−∞0 − 00 + 20 − 60)
]
y−2x2
= 1
4
(05 + 25 − 35 + 45)y−2x2
= 1
4
(−011 − 311 − 511 + 611),
which means that [[∞0,∞1],∞2] = 14 (−011 − 311 − 511 + 611).
On the other hand, we have
[[∞2,∞0],∞1]=
[
1
2
(−∞5 − 15 + 55 − 65),∞1
]
=
[
1
2
(−∞5 − 15 + 55 − 65)x−1 y−1,∞1x−1 y−1
]
yx
=
[
1
2
(∞2 + 22 − 32 + 52), 1
2
(−20 + 40 − 50 + 60)
]
yx
= 1 (∞5 − 05 − 15 + 25 − 35 − 45 + 55 + 65)yx
4
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4
(−∞11 + 011 − 111 − 211 + 311 + 411 + 511 − 611).
Finally, we notice that
[∞1,∞2] =
[∞1x−1 y,∞2x−1 y]y−1x
=
[
1
2
(00 − 30 + 50 − 60), 1
2
(02 − 32 + 52 − 62)
]
y−1x
= 1
2
(−05 − 35)y−1x = 1
2
(019 + 119)
and
[
1
2
(019 + 119),∞0
]
=
[
1
2
(019 + 119)zx−14 ,∞0zx−14
]
zx
−14
=
[
1
2
(12 − 62), 1
2
(−∞0 + 00 + 10 + 30)
]
zx
−14
= 1
4
(05 − 15 − 45 − 65)zx−14
= 1
4
(∞11 + 111 + 211 − 411).
Hence [[∞1,∞2],∞0] = 12 (∞11 + 111 + 211 − 411), and furthermore
[[∞0,∞1],∞2]+ [[∞2,∞0],∞1]+ [[∞1,∞2],∞0]= 0.
Similar calculations show that
[[∞0,∞1],12]= 1
4
(−∞11 − 111 − 211 + 411),
[[12,∞0],∞1]= 0,
[[∞1,12],∞0]= 1
4
(∞11 + 111 + 211 − 411),
and hence [[∞0,∞1],12] + [[12,∞0],∞1] + [[∞1,12],∞0] = 0.
5. Identiﬁcation of the Lie algebra
We are now ready to prove that the Lie algebra L is of type E8.
Lemma 12. Suppose that s, r ∈ S are distinct. For any vs ∈Hs \ {0} there exists an element vr ∈Hr such that
[vr, vs] 
= 0.
Proof. Suppose that for some vs ∈ Hs \ {0} it holds that [vr, vs] = 0 for all vr ∈ Hr . We can map the
subspaces Hr and Hs to H0 and H2 by an element of G , and hence assume that r = 0 and s = 2. Write
v2 =∑a∈B αaa2, where αa ∈R. By assumption it holds that for all b ∈ B
[b0, v2] =
[
b0,
∑
αaa
]
= 0.a∈B
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α∞ − α0 − α2 + α6 = 0, α1 + α3 + α4 + α5 = 0,
−α1 + α3 + α4 − α5 = 0, −α∞ − α0 + α2 + α6 = 0,
−α∞ − α0 − α2 − α6 = 0, α1 + α3 − α4 − α5 = 0,
−α∞ + α0 − α2 + α6 = 0, α1 − α3 + α4 − α5 = 0.
The only solution is αa = 0 for all a ∈ B, which is a contradiction. Hence the product cannot be zero
for all vr ∈Hr . 
Proposition 2. The Lie algebra L is simple.
Proof. Suppose that I is an ideal of L and I 
= {0}. We wish to show that I = L.
We start by showing that for any k ∈ S , the intersection Hk∩ I is non-trivial. Suppose that k ∈ S and
v ∈ I \ {0}. If r ∈ S and vr ∈ Hr , then the product [v, vr], when expressed as a linear combination of
basis vectors, does not have terms from the subalgebra Hr . By multiplying v subsequently by vectors
from different subalgebras, it is therefore possible to obtain a vector that is in some subalgebra Hs .
By Lemma 12, we may assume that the resulting product is not zero. Call this product vs . Now we
know that vs ∈ I . Let t = k s. For any vt ∈Ht , it holds that [vt , vs] ∈Hk . Again by Lemma 12, there
must be an element of Ht for which the product is non-zero. Hence, I contains a non-zero element
of Hk .
Now we know that I contains some non-zero vector v2 of H2. We will show that H11 ⊆ I . By
Lemma 12, there is b ∈ B such that [b0, v2] 
= 0. From multiplication Table 7 it can be seen that
[b0, v2] = αa5q,
where q = 12 (∞5+15−55+65), a ∈ B and α ∈R. The group E acts transitively on the set {a5q | a ∈ B},
and hence it can be assumed that [b0, v2] = q. Now we know that q ∈ I .
Next, we notice that [∞3,q] = q8 and [13,q] = −68q8, where
q8 = 1
2
(∞8 + 18 − 58 + 68).
The products of the form [b6,q8] and [b6,68q8], where b ∈ B, generate H11, and hence H11 is a subset
of I .
Since for any r ∈ S , there is a non-zero vector of the subspace Hr−9 in I , it follows that Hr ⊆ I for
all r ∈ S . Thus I = L and L is simple. 
Theorem 2. The Lie algebra L is of type E8 .
Proof. We show that the subspace H0 is a Cartan subalgebra of L. We have [H0,H0] = 0, so H0 is
a nilpotent subalgebra. Suppose then that v is a non-zero element of the normaliser of H0. Now
[v,w0] ∈ H0 for all w0 ∈ H0. Write v =∑r∈S vr , where vr ∈ Hr . We notice that [vr,w0] ∈ H0 for all
vr in the sum.
Suppose that r ∈ S \ {0}. If vr 
= 0, it follows from Lemma 12 that there is an element u0 ∈H0 such
that [vr,u0] 
= 0. On the other hand, we know that [vr,u0] ∈ Hs , where s = r  0 
= 0. This means
that [vr,w0] is not an element of H0, which is a contradiction. Therefore, we know that vr = 0 for
all r ∈ S \ {0}. It follows that v = v0 ∈H0 and H0 is its own normaliser.
Hence L is a simple Lie algebra that has a Cartan subalgebra of dimension 8. Since the dimension
of L is 248, it must be of type E8. 
328 J. Rämö / Journal of Algebra 368 (2012) 305–328Proposition 3. The group G = 〈x, y, z,d, e〉 acts irreducibly on the Lie algebra L.
Proof. Suppose that W is a G-invariant subspace of L and W 
= {0}. Let v be a non-zero element
of W . If v is not an element of some subalgebra Hr , then one can use the elements of the group D
to ﬁnd an element of W that is in one of the subalgebras Hr .
From Lemma 9 it follows that the subgroup E of G acts irreducibly on Hr . Hence, we know that
Hr ⊆ W . Using the mapping x, one observes that Hs ⊆ W for every s ∈ S , and therefore W = L. 
Theorem 3. The Lie algebra L is the compact real form of the complex Lie algebra E8 .
Proof. We need to prove that the Killing form (·,·) of L is negative deﬁnite. Since the action of the
group G = 〈x, y, z,d, e〉 is irreducible, and preserves the Killing form, the form must be either positive
deﬁnite or negative deﬁnite.
We notice that
(∞0,∞0) = tr(ad∞0.ad∞0) = −120,
and hence the Killing form is negative deﬁnite. 
Theorem 4. The decomposition L = H0 ⊕ H1 ⊕ · · · ⊕ H30 is the multiplicative orthogonal decomposition
of E8 .
Proof. We already know that for all r, s ∈ S it holds that [Hr,Hs] ⊆ Ht for some t ∈ S . Hence, it is
enough to prove that the Cartan subalgebras Hr are orthogonal to each other.
Suppose that v and w are elements from two distinct Cartan subalgebras Hr and Hs . Now the
image of a Cartan subalgebra Ht in ad v.adw is in the subalgebra Hk , where k = t  r  s. We see
that the image is either in a subalgebra distinct from Ht , or equal to zero. Therefore, the mapping
ad v.adw has trace 0, and the subalgebras are mutually orthogonal. 
Acknowledgments
The author is grateful to Prof. R.A. Wilson for the idea of the construction, as well as for several
useful discussions on the subject. The author would also like to thank Dr. J.N. Bray for his help,
especially for providing the presentation of the group GL5(2).
References
[1] N. Jacobson, Lie Algebras, Intersci. Tracts Pure Appl. Math., vol. 10, Interscience Publishers (a division of John Wiley & Sons),
New York, London, 1962.
[2] R.A. Wilson, On the compact real form of the Lie algebra g2, Math. Proc. Cambridge Philos. Soc. 148 (2010).
[3] R.A. Wilson, On the compact real form of the Lie algebras of type E6 and F4, preprint.
[4] J.G. Thompson, A conjugacy theorem for E8, J. Algebra 38 (2) (1976) 525–530.
[5] A.I. Kostrikin, P.H. Tiê˙p, Orthogonal Decompositions and Integral Lattices, de Gruyter Exp. Math., vol. 15, Walter de Gruyter
& Co., Berlin, 1994.
[6] A.N. Grishkov, The automorphisms group of the multiplicative Cartan decomposition of Lie algebra E8, Internat. J. Algebra
Comput. 11 (6) (2001) 737–752.
[7] W. Bosma, J. Cannon, C. Playoust, The Magma algebra system. I. The user language, in: Computational Algebra and Number
Theory, London, 1993, J. Symbolic Comput. 24 (3–4) (1997) 235–265.
