Conventional least-squares finite element methods (LSFEMs) for incompressible flows do not lead to exact conservation of mass in the resulting approximation. For some problems, mass loss levels are large and result in unphysical solutions. In this paper we formulate a new, locally conservative LSFEM for the Stokes equations wherein a discrete velocity field is computed that is point-wise divergence free on each element. The central idea is to allow discontinuous velocity approximations and then to define the velocity field on each element using a local stream function. The effect of the new LSFEM approach on improved local and global mass conservation is compared with a conventional LSFEM for the Stokes equations employing standard C 0 Lagrangian elements.
INTRODUCTION
A least-squares method for a given Partial Differential Equation (PDE) comprises of a least-squares functional and a minimization space. The functional is defined by summing the residuals of the PDE measured in suitable Hilbert space norms. If the functional is norm-equivalent on the minimization space, then the resulting unconstrained minimization problem is strongly coercive. Accordingly, conforming discretizations of least-squares principles give rise to well-posed least-squares finite element methods (LSFEMs) for the PDE [9] .
LSFEMs have several advantages including naturally satisfying the inf-sup conditions and yielding symmetric and positive definite linear systems. As a result, in recent years LSFEMs for incompressible flows have grown in popularity; see [9] and the references cited therein for a comprehensive account of the research in this field. Nonetheless, despite their attractive computational and theoretical properties, LSFEMs for incompressible flows have resulted in mixed success and remain in limited use for practical applications. The challenge is that advantageous 2 P. BOCHEV, J. LAI, L. OLSON properties of the LSFEM, such as the reliance on unconstrained residual minimization, also lead to unattractive qualities in the solution. For example, conventional LSFEMs do not fully conserve mass; for some problems, this results in unphysical solutions.
One of the first attempts to address mass conservation issues in LSFEMs added element-wise mass conservation as an explicit constraint to the least-squares functional and termed the resulting method "restricted LSFEM" [18] . However, this changed the least-squares principle to a saddlepoint problem, thereby negating one of the key advantages of LSFEMs over other methods. Subsequently, mass conservation in least-squares methods for the Stokes and the Navier-Stokes equations has been studied extensively in the literature [12, 18, 22, 27, 28, 29, 30, 34] .
For example, mass conservation in LSFEMs can be improved by modifying the definition of the normal vector at the corner points, or by using least-squares terms to impose weakly the velocity boundary condition [29] . Moreover, a method can be constructed that combines conventional LSFEM with a correction term computed by the so called LL * [14] least-squares approach [29] . Other remedies include alternative formulations of the governing equations obtained by adding new variables and corresponding boundary conditions [27, 28] , high order [32] or spectral [30, 34] elements , or weighting the continuity equation more strongly [22] . Compatible finite element spaces are another approach to improved mass conservation. This has been explored in the formulation of a locally-conservative mimetic LSFEM for the Stokes equations [9, Section 7.7] [10]. However, wellposedness of the mimetic LSFEM has only been established for non-standard boundary conditions specifying the normal velocity and the tangential vorticity on the domain boundary. It is not clear whether or not this method can be extended to the practically important velocity boundary condition.
Consequently, the approaches do not lead to robust solutions to mass conservation. Changing the governing equations requires new boundary conditions which are often difficult to obtain in practical problems. Even more, high-order elements require an increased amount of storage and computation and for this purpose the improvements to mass conservation are not commensurate with the additional cost [27, 29, 34] . More importantly, these approaches, with the exception of the restricted LSFEM [18] , and the mimetic LSFEM [10] do not provide exact local mass conservation. And, the former leads to a saddle-point problem while the latter requires non-standard boundary conditions.
In this paper we formulate, in two stages, new locally conservative LSFEMs for the Stokes equations with the velocity boundary condition whereby the velocity is approximated by discontinuous finite element spaces that are pointwise divergence free at the interior of each element. We start from a well-posed least-squares formulation for the velocity-vorticity-pressure (VVP) form of the Stokes equations employing conventional C 0 elements. In the first stage we relax the continuity of the velocity space while retaining the other approximating spaces. In this stage we also add least-squares terms to penalize the normal and the tangential jumps of the velocity across the element interfaces. We show that by adjusting the relative importance of the jump terms this intermediate discontinuous velocity LSFEM leads to noticeable improvements in the mass conservation. However, the weights required for improved mass conservation differ from problem to problem, thereby making this formulation insufficiently robust for practical applications.
In the second stage, we proceed to define the discontinuous velocity field on each element as the curl of a local stream-function. This guarantees that the velocity is point-wise divergence free on each element. Thus, our approach is viewed as an implementation of the discontinuous velocity LSFEM obtained at the first stage, using a locally divergence-free basis for the velocity. We term the resulting method discontinuous stream-function-vorticity-pressure (SVP) LSFEM. Compared to its parent C 0 LSFEM and the intermediate discontinuous velocity LSFEM, the new method offers superior local and global mass conservation.
Our approach is similar to the discrete LSFEM [15] for diffusion problems, with two crucial distinctions. First and foremost, the method in [15] is not a discontinuous formulation; in order to handle the discontinuity in the approximating space this method relies on weak discrete differential operators which require inversion of a mass matrix. The second distinction is that in our formulation the velocity field is completely eliminated and we work directly with the stream function, whereas [15] retains the original fields.
3
There have been several attempts at discontinuous LSFEMs [2, 3, 33] . Discontinuous leastsquares formulations are natural extensions of LSFEMs for transmission [16] and mesh-tying problems [6] from a fixed number of subdomains to an arbitrary number of subdomains. Yet, this idea has not been explored in the context of LSFEMs, likely because of the increased variables in the least-squares first-order system in comparison to Galerkin methods. By using discontinuous elements only for the velocity-the variable that effects mass conservation-our approach, however, reduces the growth of the degrees of freedom relative to a fully discontinuous formulation.
We have organized this paper as follows. The remainder of this section introduces the relevant function space and finite element space notation, and recalls the governing equations. Well-posed prototype continuous LSFEMs are reviewed in Section 2. There, we also illustrate the loss of mass in the C 0 least-squares solution. Section 3 is focused on the formulation of the new discontinuous SVP LSFEM, while section A discusses implementation of the method. We demonstrate the usefulness of the new LSFEM through a series of numerical examples presented in Section 4. Conclusions and future work are outlined in Section 5.
Notation
For simplicity we restrict attention to two space dimensions and bounded, simply connected regions Ω ⊂ R 2 with Lipschitz-continuous boundary. 
Vector valued fields and their associated function spaces are denoted by bold face symbols. For example, u = (u 1 , u 2 ) is a vector-valued field in R 2 and H 1 (Ω) is the Sobolev space of all such fields with components in H 1 (Ω). In two dimensions, the curl is defined for scalar and vector functions as
respectively. The symbol K stands for a conforming partition of Ω into finite elements K. In two dimensions K is either a quadrilateral or a triangle, with the interface between two elements denoted by edge e. The set of all interior edges in the mesh is denoted by E(Ω), the set of all boundary edges is E(Γ), and E = E(Ω) ∪ E(Γ) is the set of all edges in K. The standard C 0 finite element spaces of degree r > 0 on quadrilateral and triangular grids are denoted by Q r and P r , respectively. We also utilize their discontinuous versions [Q r ] and [P r ]. In the following we write R r and [R r ] noting that R r = Q r on quadrilaterals and R r = P r on triangles.
Discontinuous finite element methods require various jump terms on element interfaces. Let K + and K − be two adjacent elements that share edge e and let u + and u − denote vector fields defined on each element. Define the jump in normal and tangential components across e as
respectively, where n + and n − are the outer normals on ∂K + and ∂K − respectively. The jump of a scalar function is defined by the difference
The governing equations
We recall the primitive variable form of the governing Stokes equations
where u and p are the velocity and the pressure, respectively, and f is a given vector function specifying the body force. The system (5) is augmented with the velocity boundary condition u = 0 on ∂Ω (6) and the zero mean pressure constraint
The first equation in (5) governs conservation of momentum while the second (continuity equation) governs conservation of mass.
To circumvent the need for globally H 2 -conforming finite element spaces, which require C 1 continuity and are difficult to construct, least-squares methods for (5)- (7) are defined using an equivalent first-order form of these equations. There are several first-order formulations of the Stokes equations [9, Section 7.1]. The most widely used is the velocity-vorticity-pressure (VVP) first-order system
which is derived from (5) by using the vorticity ω = ∇ × u as a new dependent variable and applying the identity ∇ × ∇ × u = − u + ∇(∇ · u) to rewrite the momentum equation in terms of the vorticity. The VVP system is augmented with the velocity boundary condition (6) and the zero mean constraint (7).
REVIEW OF LEAST-SQUARES FINITE ELEMENT METHODS FOR THE STOKES EQUATIONS
In this section we briefly discuss well-posed LSFEMs for the VVP Stokes equations. We focus on two formulations which employ standard C 0 elements and serve as the basis for our new locally conservative least-squares formulation. The key to a well-posed LSFEM is a norm-equivalent leastsquares functional. For the VVP Stokes system, we have the a priori bound
, and p ∈ L 2 0 (Ω). This bound implies that the negative norm functional
(Ω), and that the least-squares principle:
is a well-posed unconstrained minimization problem whose minimizer coincides with the solution of the VVP Stokes system. Formally, a well-posed LSFEM is derived by restricting the minimization in (10) to a finite element subspace X h ⊂ X. However, this method is impractical because
That is, computation of the negative norm requires inversion of the Laplace operator [13] . In order to obtain a practical method the negative norm in (9) must be replaced by a computable discrete 5 approximation. The diagonal operator
where I is the identity, provides a simple, yet sufficiently accurate approximation of the negative norm [9] . Using (11) we obtain a discrete version of (9)
and the following discrete least-squares principle:
where
We refer to the method (12)- (13) as the weighted L 2 LSFEM. This method is a well-posed and optimally convergent † formulation [9] . In particular, the following result holds.
r , r > 1 be a solution to (12) . Assume that the exact solution of the VVP Stokes system (8) is such that u ∈ H r+1 (Ω), ω ∈ H r (Ω) and p ∈ H r (Ω). There exists a constant C > 0 such that
In this paper we restrict attention to implementations of (13) using the equal-order space
whereȒ r is the pressure space constrained ‡ at a single node on the boundary. A more robust least-squares method is obtained by using the operator
where L h is a spectrally equivalent preconditioner for the Laplace operator [13] . This operator results in a discrete negative norm
which, for finite element functions, is equivalent to the negative norm (1) . Using (18) we obtain a discrete negative norm version of (9)
and a well-posed least-squares formulation, which we term the discrete negative norm LSFEM. The latter can be discretized using the equal-order space (16) with r = 1 [5] . The error estimates in Theorem 1 continue to hold for the new method, including the case when r = 1 in (16). The least-squares functionals (12) and (19) differ only by their treatment of the momentum equation. The use of the discrete negative norm (18) to measure the residual leads to improved † The minimal approximation condition r > 1 is required for optimal convergence rates. The violation by using, e.g., R 1 elements for all variables in (14) , reduces the accuracy of the least-squares solution; see [7, 8] . ‡ For simplicity, we use this approach instead of enforcing (7) . The two approaches to elimination of the one-dimensional null-space in the discrete system are equivalent; however, the choice affects the convergence of the iterative method used to solve the system. A comparison and implementation details can be found in [9, Section 7.6.4]. 6 P. BOCHEV, J. LAI, L. OLSON conditioning [13] in linear systems, resulting in more efficient solution by preconditioned conjugate gradients. However, compared to the weighted L 2 LSFEM, implementation of the discrete negative norm LSFEM is more complex [5] .
Because our strategy for improved mass conservation does not depend on the treatment of the momentum equation, its application to both the weighted L 2 and the discrete negative norm LSFEMs follows a similar process. Therefore, for simplicity and in order to focus on the issue of mass conservation, we use the simpler setting of (12) to motivate the approach and discuss the implementation of the resulting, locally conservative LSFEMs.
Mass conservation in the weighted L 2 least-squares method
In this section we present several examples that illustrate the poor mass conservation in conventional LSFEMs. As mentioned, we restrict attention to the weighted L 2 LSFEM; the situation with (19) for these examples follows similarly.
Theorem 1 asserts that both (12) and (19) are optimally accurate for all sufficiently smooth exact solutions of the Stokes equations. This implies that asymptotically ∇ · u → 0, as h → 0. However, on a given fixed mesh size this term is not necessarily small and convergence is not guaranteed for solutions with reduced smoothness. The examples in the following support these concerns and highlight that (12) experiences significant mass loss in certain settings.
To this end we consider two standard test problems: the backward-facing step flow, shown in Figure 1 , and a channel flow past a cylinder, shown in Figure 2 . For the backward-facing step the domain is the rectangle [0, 10] × [0, 1] with a reentrant corner at (2, 0.5). The velocity boundary condition is specified as follows. On the inflow (x = 0) and outflow (x = 10) walls
respectively. Along all other parts of the boundary u wall = 0 is enforced. For this domain we use a mesh of 900 rectangular elements. The geometry of the second test problem is given by the rectangle
with a disk of radius r > 0 centered at (0, 0), removed from the domain. We consider two cases: r = 0.6 and r = 0.9. The velocity boundary condition for this problem is set as follows. On the inflow (x = −1), outflow (x = 3), top (y = 1) and bottom (y = −1) walls
and on the surface of the "cylinder" u cyl = 0. Therefore, velocity is set to zero on all parts of the boundary except for the inflow and the outflow portions of ∂Ω. The mesh for this problem comprises of 1296 triangles when r = 0.6 and 1104 triangles when r = 0.9. Specification of the velocity boundary condition in both problems is compatible with ∇ · u = 0 because fluid enters and leaves the domain only through the inflow and the outflow boundaries, respectively and
As a result, to assess the mass conservation in the least-squares solution, we measure the total mass flow across a sequence of vertical surfaces connecting the top and the bottom sides of the computational domain. The lines marked by "S" in Figures 1-2 show two typical examples of such surfaces for the two test problems. Because the greatest mass loss for the backward-facing step is expected near the reentrant corner we always place one of the surfaces at x = 2. For the second test problem we always measure the flow across the surface at x = 0 where the domain narrows due to the cylindrical cutout.
In both test problems, velocity is zero on all parts of the boundary except Γ in and Γ out . It follows from the divergence theorem that for any S connecting the top and bottom walls of the domain. Therefore, mass conservation is quantified by the percent mass loss across the surface S, defined as follows:
To assess mass conservation properties of the weighted L 2 LSFEM we solve the two test problems using the following modified version of the least-squares functional (12)
and the equal order C 0 space (16) with r = 2. This modification was previously proposed way to improve mass conservation in least-squares methods [22] . By increasing µ we increase the relative importance of the residual of the continuity equation, thereby promoting mass conservation. In our study we use µ = 1, µ = 10 and µ = 20.
Our results are summarized in Figure 3 . We see that for µ = 1 the least-squares solution of the backward-facing step problem exhibits severe mass loss in excess of 50% of the total mass near the reentrant corner. Increasing µ does improve conservation, however, mass loss remains unacceptably high even for µ = 20. The mass loss in the second test problem with r = 0.6 is less severe but still noticeable at 6%. In this case, setting µ = 20 reduces the loss of mass across the narrowest part of the domain to about 2%. However, as the radius increases to r = 0.9, the mass loss at this location jumps to over 80%. Moreover, setting µ = 20 does not yield noticeable improvement and mass loss remains unacceptably high in excess of 40%. These examples are indicative of the inherent problems with mass conservation in conventional LSFEMs.
We note that significant increase of µ is not recommended as it also reduces the accuracy of the other terms in the functional, thus compromising other qualities such as conservation of momentum. Indeed, by increasing the weight of a single term in the least-squares functional, it is decreasing the importance of the other terms. Thus, by choosing a large weight for µ to promote mass conservation, we are effectively demoting conservation of momentum.
Remark 1
Exact element-wise mass conservation with C 0 elements has been achieved in the so-called restricted least-squares method [18] . In the restricted LSFEM, mass conservation on each element is added as an explicit constraint leading to the following constrained minimization problem:
Although (24) returns a solution with exact element-wise mass conservation, the system is typically solved using Lagrange multipliers and results in a saddle-point system which negates the advantages of using least-squares. The constrained optimization problem can also be solved by a penalty approach, which ultimately leads to a formulation similar to (23) with large µ. Because the penalty must be large in order to enforce the constraint accurately, the penalty formulation of (24) suffers from the same disadvantages as (23) with µ 1.
In the next section we present an alternative approach to improve mass conservation in leastsquares methods based on allowing discontinuous velocity spaces in the formulation.
DISCONTINUOUS, LOCALLY CONSERVATIVE LEAST-SQUARES FINITE ELEMENT METHOD
Numerical results in the last section show that C 0 LSFEMs suffer from mass loss, exceeding 80% of the total mass for some formulations. Furthermore, the remedies available to counter this loss are not satisfactory: weighting strongly the continuity equation residual as in (23) reduces conservation of momentum, while using the restricted formulation (24) leads to a saddle-point problem.
The option of using div-conforming elements, such as the Raviart-Thomas element [35] , to achieve exact mass conservation in least-squares methods has been explored in [10] . However, the resulting mimetic LSFEM requires non-standard boundary conditions for the Stokes equations, and its extension to the practical case of velocity boundary conditions is not clear.
Consequently, in order to improve mass conservation in LSFEMs for the Stokes equations with the velocity boundary condition we propose to employ a discontinuous finite element approximation of the velocity, while retaining C 0 elements for the rest of the variables. In so doing we achieve two objectives. First, we keep the growth of the degrees of freedom to a minimum, compared to a fully discontinuous formulation. Second, relaxation of the interelement continuity of the velocity space allows for a greater flexibility in the choice of the local finite element approximation of that variable. In particular, it becomes possible to consider locally divergence-free spaces which would have been 9 impractical and restrictive if the global velocity space also had to be H 1 -conforming § . Following these ideas we develop locally mass-conservative least-squares formulations based on functionals (12) and (19) in two stages.
Discontinuous velocity least-squares formulation
At the first stage we relax the continuity requirement for the velocity approximating space. Specifically, we change the approximating space from (16) to a space where the first component is a discontinuous:
To address the loss of conformity in the velocity space we modify (12) and (19) . First, the last two terms in these functionals are split into sums over individual elements. Second, we enforce H 1 -conformity weakly by adding residuals of the tangential and normal jumps of the velocity across the element interfaces (edges) E(Ω); this methodology is consistent with standard least-squares approaches. As a result, at the first stage we are led to the following discontinuous velocity versions of (12) and (19):
where α 1 , α 2 > 0 control the relative importance of normal and tangential continuity. The weights of interface residuals are determined through conditions on the trace. Because the trace of an H 1 (Ω) function is well-defined in H 1/2 (S), where S is surface contained in the closure of Ω, the proper forms of the interface jump residuals are given by
respectively. However, similar to the negative norm formulation, the trace norm is not easily computable, necessitating a more practical alternative. One straightforward approach is to consider the inverse inequality φ
which holds for most reasonable finite element partitions and suggests the weighted ¶ trace norms used in (26) and (27) . Also, as in the case of the discrete negative norm (18) , there are more sophisticated alternatives to weighted trace norms defined by using special boundary functionals [31] . Discussion of such functionals is beyond the scope of this paper.
Remark 2
The functionals (26)- (27) obtained at the end of the first stage may also be viewed as extensions § Raviart-Thomas-like elements which are also H 1 -conforming. That is, continuity across element interfaces is achieved on rectangular grids using tensor products of one-dimensional quadratic Lagrange and cubic Hermite shape functions [1] . Using such elements could lead to a least-squares formulation which computes solenoidal velocity fields. However, the scope of such a formulation would be limited to regions that could be meshed entirely by rectangular elements. Our second test problem is one example where this cannot be done.
¶ We note that identically weighted norms were used in [29] to weakly enforce the velocity boundary condition. of the least-squares formulation for transmission problems [17] to the VVP Stokes system with one important distinction. Namely, the interface coupling terms are applied only to the velocity because the vorticity and the pressure remain approximated by C 0 elements. See [33, 3, 6] for further examples of domain-decomposition and discontinuous least-squares formulations.
Mass conservation of the discontinuous velocity least-squares formulation.
In view of divconforming elements, one approach is to improve the mass conservation in the finite element solution of (26) and (27) by strengthening the normal continuity of the velocity field. On the other hand, the discontinuous velocity formulations (26) and (27) with α 1 α 2 directly target reduction in mass loss for our two test problems. To test this hypothesis we implement (26) using the equalorder, discontinuous velocity finite element space (25) with r = 2 and solve the two test problems with two different choices for α 1 and α 2 . The first choice is to set α 1 = α 2 = 100, in which case we expect to see mass losses comparable to that in the original C 0 formulation (12) . The second set of weights α 1 = 100, α 2 = 0.01 emphasizes normal over tangential continuity. The expectation is that this set of weights leads to a improved mass conservation. Unfortunately, the results shown in Figure 4 do not support our conjecture that mass loss can be controlled by interelement continuity alone. Indeed, the left panel in the figure shows that for the backward-facing step problem the second weight combination leads to a significant improvement in the mass conservation by reducing the mass loss from over 50% to just over 3%. However, the situation is reversed for the second test problem with r = 0.6. Now the choice α 1 = 100, α 2 = 0.01 leads to a significant deterioration of the mass conservation and increases mass loss from 6% in the C 0 formulation to nearly 90% in the discontinuous velocity LSFEM. When the radius increases to r = 0.9 the same weight combination leads to a nearly complete mass loss, as shown in the right panel of Figure 4 .
These results indicate that the discontinuous velocity formulation (26) cannot be reliably counted on to always improve mass conservation with the same choice of weights. Or, more precisely, mass conservation properties are problem dependent. We thus focus on this issue in the second stage of the formulation of our new method.
Discontinuous stream-function least-squares formulation
To motivate this stage we note that while discontinuous velocity functionals (26) and (27) enable some improvements in mass conservation, they do not enforce mass conservation locally on each element. At the same time, considering that the velocity space is not subject to any interelement continuity, with (26) and (27) we have greater flexibility for choosing the velocity representation on 11 each element than with (12) and (19) . In particular, we are able to force the velocity to be pointwise divergence-free on each element by setting
] is a discontinuous stream function. The finite element space for ψ h is of one degree higher than the original velocity finite element space to ensure that ∇ × ψ h ∈ [R r ]. Thus, at the second stage we replace the velocity approximation in (26) and (27) with the field defined in (28). Note that in this definition of u h , we have that ∇ · u h = 0 is automatically satisfied. In response, we drop the residual of the continuity equation from the least-squares functional and add a term that penalizes the jump of the stream function. Furthermore, because velocity is eliminated, the velocity boundary condition is imposed through the stream function. Since n · ∇ × ψ h involves only tangential derivatives of ψ h , a Dirichlet boundary condition on the streamfunction prescribes the normal component of the velocity. We specify the tangential component of the velocity weakly by adding its residual to the least-squares functional. In summary, at the end of the second stage, the discontinuous velocity functionals (26) and (27) are transformed into the following discontinuous stream-function-vorticity-pressure functionals:
The weight for last term in (29) and (30) is determined by an inverse inequality, analogous to that of the velocity jump terms, but assuming that ψ ∈ H 2 (Ω) and hence its trace is in H 3/2 (S) where Ω and S are as defined previously for the discontinuous velocity formulation. The jump of the streamfunction is necessary for elements not adjacent to the boundary as constraining only [n · ∇ × ψ h ] and [n × ∇ × ψ h ] specifies ψ h only up to a constant. We associate with (29) the least-squares principle:
where the approximating space is given by
The least-squares principle for (30) is similar except that we allow for r = 1 in the definition of the finite element space (32) . Once (31) or its discrete negative norm companion are solved, the velocity is recovered using (28): on each element
Remark 3
An alternative approach to the derivation of our discontinuous SVP least-squares method is to start directly with a stream-function vorticity formulation of the governing equations. For examples of various numerical methods based on this approach we refer to [4, 23, 25] and solution methods for the resulting equations are discussed in [21, 24] . Our approach is advantageous for two reasons. First, it clearly shows the connection with some of the most popular least-squares formulations for the Stokes equations. More importantly, our approach exposes the resulting discontinuous SVP formulations as special cases of the discontinuous velocity LSFEMs with a specific choice of a divergence-free basis. In this paper we choose to define this basis through a stream function as in (28) primarily because of the simplicity of this choice; however, it should be clear that our approach can easily accommodate any choice of a divergence-free velocity basis. For examples of Discontinuous Galerkin methods that adhere to the latter strategy we refer to [19, 20] , and the references therein.
Remark 4
It is worth pointing out that the discrete least-squares method for the Darcy flow in two-dimensions [15] uses a discontinuous finite element space for the flux defined in a similar manner by
where V h D and V h N are standard C 0 finite element spaces constrained by zero on the Dirichlet and Neumann portions of the boundary. The key difference is that our approach deals with the discontinuity of the approximating space by including appropriate jump terms and retaining the original differential operators, whereas [15] retains the global inner products and switches to weak discrete differential operators defined using integration by parts.
NUMERICAL EXAMPLES
The main objective of this section is to demonstrate the attractive computational properties of the new discontinuous SVP least-squares formulation (29) . We utilize a manufactured solution to estimate the convergence rates of the new method and then examine its mass conservation properties using the test problems defined in Section 2.1.
We use Intrepid to implement the SVP formulation (29), as described in Section A, on triangular and quadrilateral grids. The finite element space is (32) with r = 2, that is,
The approximation of the stream function by [R 3 ] elements is consistent with the requirement * * that the velocity in the parent least-squares formulation (12) should be approximated by at least R 2 elements. Violation of this requirement has negative consequences for the accuracy of (12) [7] . To assess the relevance of this requirement for the SVP formulation, in Section 4.2 we include comparisons with an implementation of the new method which uses the equal order space
Rates of convergence
This study uses a sequence of five uniform partitions of the unit square Suppose that e i is the error corresponding to mesh-size h i . We use incremental linear regression to generate a sequence of convergence rate estimates α i , i = 2, 3, 4, 5. Specifically, α i is the slope of the best least-squares fit to the data points {(−k, log 2 e k )} k=1,i . To generate the error data e i we solve the SVP formulation (29) with a right hand side and boundary data corresponding to the exact solution ψ = cos(πx) + cos(πy) , ω = ∇ × ∇ × ψ = π 2 (cos(πx) + cos(πy)) , p = cos(x) exp(y) , which leads to
Because the discontinuous SVP formulation is derived from the weighted L 2 LSFEM (12), and the minimal approximation condition is satisfied, we anticipate convergence rates for the vorticity and the pressure to be at least as predicted by Theorem 1 for r = 2. However, our implementation uses vorticity and pressure spaces of one degree higher than in the statement of the theorem. As a result, it is reasonable to expect that
The rates of convergence for the stream function cannot be inferred directly from the theorem. Nonetheless, knowing that the SVP formulation originates in the optimally accurate and wellposed LSFEM (12), we anticipate that convergence rates for this variable will be close to the best approximation theoretic rates for R 3 elements. These conjectures are largely confirmed by the data in Tables I-III , except for the L 2 rate of the stream function which is less than the expected value of 4. However, as the mesh is refined, the H 1 -seminorm error rate for this variable approaches the best theoretical value of 3. As a rule, L 2 rates tend to be less reliable and so further theoretical studies are necessary to establish the convergence of the new SVP formulation. Nevertheless, the preliminary convergence results reported here are encouraging and suggest that the SVP formulation is optimally accurate. 
Conservation of mass
In this section we demonstrate improved mass conservation in the SVP formulation (29) through several computational examples. We use the backward-facing step and the flow past a cylinder test problems shown in Figure 1 and Figure 2 , respectively. First, we compare and contrast the mass loss in (12) and (29) using the same grids as in Section 2.1: 900 rectangular elements for the backwardfacing step; 1296 triangular elements for the flow past a cylinder with r = 0.6 and 1104 triangular elements for r = 0.9. We also investigate the relevance of the minimal approximation condition for the mass conservation in the SVP formulation by comparing the mass losses in implementations of (29) with [R 3 ] and [R 2 ] elements for the stream function, respectively. Our final study examines improvement in the mass conservation under mesh refinement.
Recall that in the SVP formulation the normal component of the velocity boundary condition is prescribed through an equivalent Dirichlet condition on the stream function, and that the tangential component is enforced weakly by including its residual in (29) . In the case of the backward-facing step the velocity boundary condition is given by (20). On Γ in and Γ out velocity is only a function of y and u · n = ±u 1 . Integration of u 1 along Γ in and Γ out yields an equivalent Dirichlet boundary condition on the stream function:
The constants C 1 and C 2 are chosen so that u in (0.5) = u out (0) and u in (1) = u out (1). On the top and the bottom walls ψ is set to a constant value equal to u in (1) and u in (0.5), respectively. For the flow past a cylinder the velocity boundary condition is specified in (21) . An equivalent Dirichlet condition on the stream function, which prescribes the same normal velocity component is given by
Because u × n = 0 on ∂Ω for both test problems, accounting for this part of the velocity boundary condition does not require additional terms beyond adding its residual, written as (∇ × ψ) × n, to the least-squares functional (29) . Results from our first study are summarized in Figure 5 . The mass losses in the new SVP formulation (29) are compared to its parent LSFEM (12) for the backward-facing step and for the flow past a cylinder with r = 0.6 and r = 0.9. In all three cases the SVP solution shows significant improvements in the mass conservation, as measured by the percent mass loss formula (22) . For the backward-facing step, the maximum mass loss is less than 0.5% with most of the mass loss localized at the reentrant corner. On the rest of the domain, the solution is basically conserved over any closed subdomain. For the flow past a cylinder, the center and right panels in Figure 5 reveal that the mass loss in the new SVP formulation does not deteriorate as the radius of the cylinder increases from 0.6 to 0.9. In the narrowest region of the computational domain the global mass in the SVP solution fluctuates within less than 1%, and in the rest of the domain it is essentially constant. These results clearly show that mass conservation in the new SVP formulation is superior to that of the weighted L 2 (12) and the discontinuous velocity LSFEM (26) . Figure 6 shows the results of our second study, which compares conservation properties of (29) implemented with [R 3 ] and [R 2 ] elements for the stream function, respectively. The objective is to determine whether the SVP formulation inherits the minimal approximation condition from its parent LSFEM (12) as a strong, dominant trait. If this were the case, then an SVP implementation employing the equal order space W h 2 = [R 2 ] × R 2 ×Ȓ 2 should experience noticeable deterioration in the mass conservation. However, the plots in Figure 6 suggest that this is not the case, and that the SVP formulation continues to exhibit high performance with an [R 2 ] stream function. For the backward-facing step the switch from [R 3 ] to [R 2 ] elements causes the maximum mass loss to grow from 0.5% to 1.09%. For the flow past a cylinder with r = 0.6 the maximum loss grows from 0.3% to 0.8%, and for r = 0.9 we see the greatest growth from 0.4% to 2%. However, even with these increases, the mass loss in all three test problems remains within acceptable limits and well below the mass losses in (12) and (26) . Based on these results we conclude that the minimal approximation condition is not a principal limitation for the SVP formulation as it is for its C 0 parent (12) . The possibility to implement (29) with equal order elements without serious deterioration in accuracy is valuable from an efficiency standpoint because such elements have more uniform data structures.
Our third study examines improvement in mass conservation under refinement. For this study the original finite element partitions for the backward-facing step and for the flow past a cylinder problems were uniformly refined to grids with four times as many elements. Thus, the refined grids comprise of 3600 rectangular elements for the backward-facing step, 5184 triangle elements for the flow past a cylinder of radius 0.6, and 4416 triangle elements for the flow past a cylinder with radius 0.9. Results of the refinement study are shown in Figure 7 . The most significant improvement occurs in the backward-facing step problem where the maximum mass loss decreases almost fivefold from 0.28% to 0.06%. We see the same improvement in the flow past a cylinder of radius 0.6. The reduction in the maximum mass loss when r = 0.9 is somewhat smaller, but still valuable. The important conclusion from this study is that mesh refinement consistently delivers further improvements to the mass conservation of the SVP formulation. Additionally, there are some qualitative differences in the finite element solutions computed by (29) and (12) , which can be attributed to the mass losses in the latter. Plots of the velocity, pressure and vorticity for the backward-facing step problem computed by these two methods are compared in Figures 8-10 . One significant difference between the two solutions is seen in the velocity plots shown in Figure 8 . The SVP solution exhibits the expected behavior near the reentrant step and maintains the characteristic parabolic velocity profile throughout the full length of the problem domain. In contrast, the severe mass loss in the solution of (12) near the reentrant step leads to an underestimate of the velocity magnitude and weakening of its parabolic profile in this region.
Plots of the finite element solutions for (29) and (12) in the case the flow past a cylinder of radius 0.6 are compared in Figures 11-13 . The computed velocity fields by (29) and (12) are similar for this example since the maximu mass loss in the case of (12) is only 6%. However, even for this case of low mass loss, the inadequate pressure drop in the region behind the cylinder is noticeable, as depicted in Figure 12 . Visible differences are also evident in the vorticity plots shown in Figure 13 .
However, setting the cylinder radius to 0.9 intensifies the difficulty for (12) , which now exhibits a loss of over 80% of the mass in the narrowest region-see Figure 3 . Accordingly, the qualitative differences between the solutions of (29) and (12) velocity and the pressure. Because the cylinder restricts 90% of the channel, the fluid velocity must increase significantly in the regions between the boundary walls and the top and the bottom of the cylinder. As shown in Figure 14 , the SVP solution demonstrates this behavior. In contrast, the magnitude of the velocity in the solution of (12) is comparable to that of the inflow boundary, thus underestimating the velocity. Figure 15 we also observe that the pressure drop behind the cylinder in the solution to (12) is underestimated. Moreover, as before, the visible qualitative differences extend to the vorticity plots in Figure 16 . 
CONCLUSION
In this paper we propose, in two stages, a new discontinuous stream function-vorticity-pressure (SVP) least-squares method for the Stokes equations. The new formulation is viewed as a discontinuous velocity least-squares method, based on the velocity-vorticity-pressure Stokes system, using locally divergence-free basis functions, while retaining standard C 0 elements for the remaining variables. As a result, our approach is flexible, applicable to other least-squares methods, and adaptable to three-dimensions. In this paper we choose to define the divergence free basis through a stream function for simplicity; formulations based on other choices, as well as extensions to three dimensions will be considered in a forthcoming paper.
We support our approach through a series of computational studies that highlight the accurate conservation properties of the new SVP least-squares method. Our experiments also reveal that the SVP formulation is robust and performs reliably over a range of varying test problems without problem-dependent tuning. Furthermore, numerical results suggest that the SVP method is not subject to a minimal order condition for the stream function, which is an additional property of the formulation. Convergence studies show optimal or near optimal convergence rates for all variables. 
A. IMPLEMENTATION
In this section we highlight several aspects of the of a LSFEM implementation based on the discontinuous SVP functional (29) , the discontinuous velocity functional (26) , and their parent C 0 functional (12) . All 21 three methods are implemented using the Intrepid library [11] , and the resulting linear systems solved using the Amesos library [36] ; both packages are part of the Trilinos Project [26] . Intrepid is a local framework which provides access to basis function definitions for H 1 (Ω), H(Ω, curl), and H(Ω, div)-conforming finite element spaces in two and three-dimensions. Implementation of the C 0 formulation (12) uses the HGRAD family of basis functions in Intrepid which are designed to assemble global H 1 -conforming finite element spaces.
Implementations of the discontinuous formulations (26) and (29) also use the HGRAD family on each element. However, keeping velocity degrees of freedom independent on each element C 0 does not enforce continuity. Specifically, because u h = (u 
A.1. Transformations
Intrepid basis functions are defined on reference elements and must be mapped to physical coordinates by using an appropriate transformation. Selection of the correct transformation is straightforward in threedimensions but a careful definition is required in two-dimensions, especially when transforming the curl of scalar ro vector fields.
To determine the proper transformation of ∇ × φ (curl of a scalar field in two-dimensions) we note that the definition in (2) is also obtained by applying the standard curl operator to the vector field (0, 0, φ(x, y)). Therefore, ∇ × φ transforms as an element of H(Ω, div), i.e., by using the Piola transform. Implementation of this transform is available through the HDIVtransformVALUE family of transformations in Intrepid.
The correct transformation of ∇ × ∇ × φ is obtained by noting that ∇ × v, for a vector valued function v, is the divergence of the rotated field (v 2 , −v 1 ). Therefore, if ∇ × φ transforms as an H(Ω, div) field, it follows that ∇ × ∇ × φ transforms as the divergence of such a field, i.e., it must be scaled by J −1 where J is the Jacobian of the reference to physical element map. This transformation is implemented in the HDIVtransformDIV family of methods.
Computation of the curl of a scalar basis function in two dimensions is a standard Intrepid operation which is used to evaluate the reference element values of ∇ × φ. To compute the reference values of ∇ × ∇ × φ we use the identity ∇ × ∇ × φ = −φxx − φyy .
Thus, on a reference element, we can compute ∇ × ∇ × ψ by using OPERATOR D2 which returns all second derivatives of φ.
A.2. Boundary conditions
For our numerical experiments, we use the velocity boundary condition where u| ∂Ω = u Γ , or ψ| ∂Ω = ψ Γ is specified on the entire boundary and set the pressure to 0 at a single point. Since the basis in Intrepid is interpolatory, these boundary conditions are set strongly by specifying, e.g., u(x i ) = u Γ (x i ) ∀x i ∈ ∂Ω p(x 0 ) = 0 This is accomplished by defining a vector u 0 to be zero for all degrees of freedom corresponding to interior points and equal to u Γ at the boundary degrees of freedom. We then set
Each row and column of A corresponding to a boundary degree of freedom is set to zero and the diagonal is set to 1.
