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Quantum estimation and the quantum central limit theorem∗
Masahito Hayashi
1 Introduction
Recently, various quantum information-processing technologies have been proposed. Quantum sta-
tistical inference is included in these technologies. It is a feature of quantum information processing
that any information is described by a small number of quanta (i.e., particles that behave in quantum
mechanics). In traditional information processing that can be considered classical, any media com-
municating information can be considered to behave in classical mechanics: In such circumstances,
from the viewpoint of quantum mechanics, any information can be described by quanta in order of
the Avogadro number, so we can extract necessary information almost without any state reduction.
However, we need to consider the state reduction by measurement in a microscopic world where we
cannot apply the classical approximation, that is, any information of interest is not described by a
sufficiently large number of quanta.
In such circumstances, it is required to extract information from obtained data efficiently. Gener-
ally, investigations on optimizations of data processing (e.g., estimating process) are called statistical
inference. In particular, quantum systems have a problem due to measurement, which demolishes the
state describing the information. Therefore, we can measure the system only once. (Any outcome
of any repeated measurement can be described by an outcome of single measurement.) For suitable
estimation, we need to optimize our measurement. Furthermore, noncommutative physical quantities
(observables) cannot be measured simultaneously. This fact makes the problem more difficult. In
future, we can expect that this framework is applicable to nanotechnology and information processing
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systems that are excessively integrated. This formulation is called quantum estimation, which started
in 1967 in relation to studies on optical communications from the quantum viewpoint.
On the other hand, uncertainty in quantum mechanics has attracted and fascinated many people.
It is natural awareness of the issues to formulate the uncertainty, which is peculiar in quantum systems,
and to aim to rigorous discussion. In such circumstances, quantum estimation can be regarded as a
theme that formulates the uncertainty in quantum mechanics with mathematical rigor. Furthermore,
as we will mention in §2, owing to mathematical difficulty for quantum systems (or noncommuta-
tivity), quantum estimation requires higher mathematical theories that are not used in traditional
statistics. On one hand, quantum estimation is a mathematical theory based on experimental facility
and statistical estimation, a kind of engineering framework; on the other hand, it is attractive as a
basic problem of quantum mechanics and a new mathematical theory. Such multiplicity in quantum
estimation is an obstacle for going on the study, while it is also rare attraction in this field.
Now, we will briefly pursue its development historically. In 1967, Helstrom [41] started a study of
quantum estimation introducing the symmetric logarithmic derivative (SLD). In 1970s, excel studies
are made: Yuen and Lax [94] studied estimation for a complex amplitude of coherent light in thermal
noise and Holevo [47] studied estimation for the family of the quantum Gaussian states. Furthermore,
Holevo introduced the right logarithmic derivative [47, 50], formalized group-covariant parametric
estimation [49, 50], and so on. In the beginning of 1980s, the studies in this field stagnated, but
later in 1980s, the studies from a viewpoint different from those in 1970s began and developed rapidly
[35]. For example, we can list estimation in a two-parameter model of quantum two-level systems by
Nagaoka [66], estimation in a three-parameter model of quantum two-level systems by Hayashi [20, 21],
and an approach to estimation theory in quantum two-level systems by evaluating the total Fisher
information by Gill and Massar [15]. On the other hand, Fujiwara and Nagaoka [4, 5, 8], Hayashi [21,
22], and Matsumoto [59, 61] analyzed in detail the cases where it is known that the unknown state is a
pure state. In addition, Hayashi [23] applied irreducible representation theory of general linear groups
[90] to statistical inference for quantum systems. Through detailed discussions, Matsumoto [63] derived
the bound of estimation error for arbitrary finite-dimensional models. Furthermore, Nagaoka [64, 67]
and Hayashi [28] discussed the state estimation from the viewpoint of large deviation, where two
quantum versions of the Fisher information are compared and considered from the unified viewpoint.
On the other hand, in the estimation of eigenvalues of the unknown density matrix, we have only
one quantum version of Fisher information. Matsumoto [63] and Keyl and Werner [54] discussed
this problem using the irreducible representation theory of general linear groups, which we mentioned
before. The latter treated only large deviation, while the former treated also the mean-square error.
In quantum estimation theory, it is a theme to improve the accuracy of estimation by using quantum
correlation in the measurement apparatus. As the first study in this direction, Hayashi [21] treated
simultaneous estimation of the complex amplitude parameter and the photon number parameter in
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a quantum Gaussian state. Besides, Hayashi [29, 32] showed that, use of correlation in measurement
apparatus improves the accuracy of estimation of eigenvalues in the quantum two-level system under
the assumption that any measurement is non-adaptive. Here, in an implementable framework, he
discussed improvement using correlation in measurement apparatus over the case without correlation
in measurement apparatus. In fact, the experiment proposed by the papers [29, 32] has been already
implemented by Hendrich et al. [43]. However, they concerned only the estimation by this method
and did not concern the precision (MSE) of the estimation. Furthermore, Fujiwara [9, 10] applied the
theory of estimation to a problem of estimating the quantum communication channel.
On the other hand, Kwiat et al. [11, 12, 13, 14, 91] first made statistical estimation for the quantum
state generated by an actual optical system. Usami et al. [87] demonstrated more accurate estimation
based on fewer data generated by numerical experiment. In future, more accurate estimation would
be implemented1.
In this article, according to the organization mentioned below, we will treat the former studies
from the unified viewpoint using the quantum central limit theory and so on. In §2, we will outline
the relation between quantum estimation and its related fields including the historical process. In
§3, we will summarize the formulation in quantum mechanics needed in minimum to treat quantum
estimation. In §4 and §5, we will explain the quantum Gaussian states, which can be regarded as
the quantum version of Gaussian distributions, first for the one-mode case, second for the multi-mode
case. Then, in §6, we will describe the quantum central limit theorem and explain similarity and
difference with the central limit theorem in classical systems. The part until §6 is the preliminary
stage for the statistical discussion, and after this part we will have a particular discussion for statistical
inference. In §7, considering readers who are not familiar with classical (i.e., with respect to a family of
probabilities) statistical inference, we will explain the formulation and the idea of statistical inference.
There, we will explain that classical estimation can be regarded as a particular case of quantum systems
mathematically: quantum estimation can be regarded as a generalization of classical estimation theory.
Then, in §8, we will summarize known results in classical systems. The following sections will treat
their extension to the quantum case. First, in §9, we will discuss estimation only for the expectation
parameter of the family of the multi-mode quantum Gaussian states. Holevo [47] mainly formulated
this estimation, which can be treated relatively easily. In §10, we will treat estimation theory for
a general family of quantum states. Our methods of estimation will be divided into two classes by
presence or absence of using quantum correlation in the measurement apparatus, and we will show that
both bounds of estimation error do not coincide. We also will derive the general forms with respect to
the bounds of estimation for both. In particular, in §11, we will focus on the simultaneous estimation
of the expectation parameter and the photon number parameter in the family of one-mode quantum
1Following these studies, Hayashi et al. established an optimization theory of measurement for testing entanglement
[40] and applied it to entangled photon pairs generated by SPDC [39]. Also the paper [40] describes the experimental
framework in more detail.
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Gaussian states. The proposed estimator will illustrate what quantum correlation in measurement
apparatus is suitable for effective estimation. In §12, we will describe the role of the quantum central
limit theorem to derive the bound for the errors of estimators when quantum correlation is used in
measurement apparatus. Finally, in §13, we will describe themes in future based on these results.
In this article, we will use somewhat complicated mathematical description. Operators on a Hilbert
space corresponding to the quantum systems are denoted in capital letters, while constants are denoted
in small letters. Furthermore, besides the Hilbert space, we often consider finite-dimensional vectors
or matrices, which are denoted in small boldface, while their components are denoted in small lightface
with a suffix (or suffixes, which we will not notice later). In addition, we sometimes consider vectors or
matrices whose components are operators. They are denoted in capital boldface and their components,
which are operators, are denoted in capital lightface with a suffix. When a vector or a matrix itself
has a suffix, to denote its component, we write the suffix expressing its component first and after a
semicolon (;) we write the suffix that the vector or the matrix itself has. For an l-dimensional vector or
matrix a, the vector or the matrix of the components from the first to the dth (d ≤ l) is denoted as ad.
The similar notation is used for vectors or matrices whose components are operators. Furthermore,
for operators X and Y , we write [X,Y ] := XY − Y X and X ◦ Y := (XY + Y X)/2.
2 Relation to other fields
Quantum estimation can be regarded as a kind of mathematical statistics of quantum systems. Main
results in this field were not obtained with a mere combination of quantum mechanics and mathe-
matical statistics, but they were obtained first with further detailed discussions. Here, referring its
historical progress and its relation to quantum mechanics, we will explain its connection with related
fields including mathematical statistics and quantum information theory.
Quantum theory, which describes a microscopic world, began in 1900 when Plank’s constant was
discovered. Then, it was formulated through the proposals of matrix mechanics by Heisenberg, wave
mechanics by Schro¨dinger, and probabilistic interpretation by Born. Furthermore, in 1930s, von
Neumann succeeded in mathematically rigorous formulation with probabilistic interpretation and de-
scription of state reduction in measuring process [89]. Probabilistic interpretation is essential for
statistical inference in quantum systems because the estimation error and the error probability are
concerned for this topic. However, von Neumann’s formulation causes various problems because he
adopted different principles in time evolution in a measuring process and usual time evolution. The
conceptual problems of quantum mechanics, such as the measurement problem, seem to come from
these double standards.
In quantum systems, probabilistic interpretation is crucial when we measure one quantum (or a
small number of quanta). In many actual physical experiments, however, observers measure quanta
(e.g., atoms or molecules) with around Avogadro’s constant (ca. 6×1023) simultaneously, so they obtain
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only the average of the measured value directly. Owing to this reason, many studies based on quantum
mechanics concern only the expectations of observables and rarely concern the probability distribution
of measured data. On the other hand, while there are many topics whose name contains “quantum”
in mathematics, they focus only on higher mathematical difficulty such as infinity in quantum field
theory, rather than problems related to probabilistic interpretation in quantum mechanics. Hence,
statistical inference in quantum system is different from many traditional studies in that it targets
not only the expectations of the measured data but their probability distributions themselves. In this
mathematical stream with quantum mechanics, theory of Hilbert spaces was formulated and theory of
operator algebra followed. Then, entropy theory [76] was expanded in relation to statistical mechanics,
and furthermore it developed to quantum probability theory. Then, the quantum central limit theorem
[16], which is a theme in this article, was obtained by following these achievements, and it developed
into free probability theory.
Here, we will briefly mention the relation between mathematical statistics and probability theory.
Both fields treat the idea of probability, but it seems that they concern different aspects of probability.
The former treats optimizations in some sense, e.g., the optimization of a random variable (an esti-
mator etc.) for purposes of estimation and so on, while the latter takes an interest in mathematical
structures. However, the central limit theorem has a basic position in both fields. In the former, it
is widely accepted as a fundamental fact that the maximum likelihood estimator is asymptotically
optimal and is asymptotically distributed as the normal distribution whose variance is the inverse of
the Fisher information (or the Fisher information matrix) [57, 88]. This is essentially because the cen-
tral limit theorem guarantees that the logarithmic differentiation of the probability density function
is asymptotically distributed in the normal distribution as the number of data increases. Thus, the
basic result of probability theory is effectively applied to mathematical statistics.
On the other hand, a quantization of random variables was done in quantum probability theory.
However, its meaning is not clear from the viewpoint of simultaneous measurement of plural observ-
ables because it concerns not probabilistic structure but algebraic structure. Therefore, its result could
not be applied to mathematical inference for quantum systems directly. At least, the quantum central
limit theorem had not been considered applicable to evaluation of estimation error directly, as the
classical one had. As we will describe in §12, however, through the quantum central limit theorem,
we can prove that a suitable estimator attains the asymptotically minimum error under the condition
that quantum correlation is allowed in measuring apparatus.
While Matsumoto [63] obtained a similar statement for a general model in an imperfect form, our
derivation is more natural and more general owing to the quantum central limit theorem. In this
discussion, the key is to construct an estimator in a somewhat technical form and to combine it with
the quantum central limit theorem.
Quantum information theory is known as a field to discuss the quantum coding theorem and so
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on. In the latter 1960s, investigators in USSR began quantum information theory to find out how
efficiently classical messages can be transmitted through a quantum communication channel (coding of
a quantum communication channel). They include Holevo [46, 48], Levitin [58], and Stratonovich [84],
who is one of the founders of stochastic differential equations. This problem consists of both optimiza-
tions of the encoding process and the decoding process. The latter optimization can be regarded as a
decision problem of unknown quantum states, and Yuen, Kennedy, and Lax [93] formulated theory of
the optimum receiver for given signals. Thus, as is different from quantum probability theory, quan-
tum information theory has developed since early time, related closely to mathematical statistics for
quantum systems similar to quantum estimation. Holevo obtained an upper bound for the communi-
cation rate of the quantum communication channel in his two 1970s’ papers [46, 48]. After no less than
twenty years, in the late 1990s, Holevo [51] and Schumacher and Westmoreland [81] independently
proved that his upper bound can be attained. While this result requires the assumption that the com-
munication channel be stationary memoryless, Hayashi and Nagaoka [38] recently obtained a coding
theorem for general quantum communication channels that are not necessarily stationary memoryless.
In the decoding process to achieve the optimal rate, so-called the square-root measurement is used in
these results. Hayashi and Nagaoka [38] introduced an important inequality for evaluation of the error
probability of this decoding. Indeed, in quantum estimation, the square-root measurement is used for
constructing an asymptotically optimal estimator, as we will mention in §12 of this article. Jointly
with the quantum central limit theorem, this inequality plays an important part in the evaluation for
the error of the proposed estimator. Note that Holevo [52] made detailed explanation on topics about
the coding theorem of a quantum communication channel.
In the first half of 1990s, many researchers appeared in North America and Europe from related
fields in quantum information theory. Then, besides the coding theorem of a quantum communication
channel mentioned above, the following problems began to be discussed: transmitting the quantum
states themselves, compressing the quantum states, and so on. In particular, compressing the quantum
state, which Schumacher began, is deeply related with quantum estimation, so we will explain it here.
This protocol, which depends on the density operator of this ensemble, is said to be fixed-length
because its rate of compression is fixed in advance. Jozsa and the Horodecki family [53] proposed
a fixed-length compression protocol depending only on the compression rate, which works for any
stationary memoryless ensemble with the smaller von Neumann entropy than the compression rate.
This protocol is called the universal fixed-length compression protocol.
Furthermore, Hayashi and Matsumoto [36] proposed a compression protocol that works for any
stationary memoryless ensemble. In such a protocol, the rate of compression should not be fixed in
advance, i.e., a variable-length protocol is needed. In this compression protocol, a compression rate
needs to be decided based on the input quantum state but then measurement is inevitable. If we
assume only a stationary memoryless condition, the state demolition is inevitable, so it is impossible
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to decode a message without any error. Thus, in variable-length compression, we need to treat the
tradeoff between state demolition and estimation of the compression rate. Asymptotically, however, we
can estimate the compression rate as precisely as the optimal case with scarce state demolition. This
protocol is called universal variable-length, and is constructed based on state estimation and Weyl’s
dual representation theory of permutation groups and general linear groups on a tensor-product space
[90, 17]. As a commentary of quantum information theory including transmission of quantum states,
see, for example, Hayashi [30].
Next, we go on to another problem in quantum statistics inference, statistical hypothesis testing
on quantum states, in which we assume two hypotheses for the unknown quantum state, and treat the
tradeoff between two kinds of error probabilities. Nagaoka focused on this problem when each hypoth-
esis is of a single quantum state (i.e., a simple case), and proposed a quantum information-spectrum
method [69], which is the quantum version of information-spectrum methods [19]. Testing two simple
hypotheses is formulated by the Neymann–Pearson fundamental lemma in a very simple form with the
non-asymptotic framework for classical cases. Holevo [45] made its quantum extension in 1970s. In
the classical case, Stein’s lemma is known as fundamental fact that describes the asymptotic behavior
of the optimal Type II error probability with the constant constraint for the Type I error probability.
Its quantum version was obtained by combining results of Hiai and Petz [44] and Ogawa and Na-
gaoka [72]. Furthermore, Hayashi [27] characterized quantum measurement attaining the asymptotic
optimal performance in the sense of Stein’s lemma. This characterization was made with irreducible
representation theory of general linear groups mentioned above. Interestingly, it depends only on one
of two hypotheses. Ogawa and Hayashi [75] analyzed the cases with an exponential constraint on
one error probability. Furthermore, Ogawa [73] and Hayashi and Nagaoka [38] found a close relation
between the quantum version of Stein’s lemma and the quantum channel coding theorem described
before. Besides, using information-spectrum methods, Nagaoka and Hayashi [71] formulate an infinite
sequence of tests of general simple hypotheses. As a by-product of this formulation, they obtained
theory in some extent to a general ensemble of quantum states that does not satisfy the stationary
memoryless condition. In addition, extending theory of quantum hypothesis testing, Nagaoka formu-
lated estimation theory based on large deviation type evaluation [64, 67]. Hayashi showed that two
types of quantum Fisher information gave the bounds of the estimation error in two subtle different
formulations [28].
Finally, we will describe the relation of quantum estimation with information geometry, which
Amari and Nagaoka [1, 2] formulated by regarding statistical estimation as geometry of a family of
probability distributions. They introduced the idea of dual connection first, which plays an important
role. Nagaoka [65, 68] started a quantum extension of information geometry, and Petz et al. [79]
characterized the quantum version of Fisher information geometrically (for details, see Amari and
Nagaoka [2]). Petz studied one type of quantum version of Fisher information, called Bogoliubov
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Fisher information, and showed that it is the most natural among several quantum versions of Fisher
information from the geometrical viewpoint. As Nagaoka [64, 67] and Hayashi [28] discussed in detail,
however, it turned out that such a geometrically natural Fisher information does not give a bound
meaningful for estimation theory. Thus, it seems failed to extend the geometrical characterization of
statistical estimation by dual connection to the quantum case, while this scenario might be expected
in a naive sense by several researchers. Some quantum expansions of information geometry have been
discussed only from the geometrical viewpoint, but it seems necessary to grasp them synthetically
including the viewpoint of estimation in future. As a geometrical study including the viewpoint of
estimation theory, interpreting Berry’s phase [83] as “strength of noncommutativity,” Matsumoto [59]
pointed out the relation between the bound of estimation error and Berry’s phase in a family of
pure states. Fujiwara [3, 7] and Matsumoto [60, 61] developed this study to an internal relation
between Berry’s phase—and its extension, Uhlmann’s parallelism [85, 86]—and Nagaoka’s quantum
information geometry.
3 Quantum mechanics, especially states and measurement
To discuss statistical inference of quantum systems, it is necessary at least to describe the probabilities
of observed values in measurement. However, though there are many textbooks about quantum
mechanics, few of them describe the probabilities of observed values simply and rigorously. Though it
is somewhat intrusive, we will explain the least items needed for description of probabilities of observed
values in measurement. A theoretical description of state reduction by measurement has been already
formulated rigorously, but we will not refer it here. See, e.g., Ozawa [77] or Hayashi [30].
First, a physical system of interest corresponds to a Hilbert space (a finite- or infinite-dimensional
vector space with a Hermitian inner product), which is called its representation space. The system
state is described with an operator ρ called a density operator satisfying
ρ = ρ∗, Tr ρ = 1, ρ ≥ 0. (1)
Furthermore, measurement on the system is described with a set of operatorsM := {Mω}ω∈Ω satisfying
Mω =M
∗
ω, Mω ≥ 0,
∑
ω∈Ω
Mω = I, (2)
where M satisfying the above is called a positive operator-valued measure (POVM). (Those who
have read a standard textbook of quantum mechanics should note that this Mω is not necessarily
a projection.) Here, I is the unit operator. We allow ω to take continuous values and
∑
signifies
integration then. Unless it is confusing, we do not explicitly specify Ω, in which ω takes values.
The density operator and the POVM defined above are mathematical representations of the state
and the measurement of the system, respectively. Its concrete implication is given as follows: if we
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perform the measurement corresponding to M = {Mω}ω∈Ω to the state corresponding to ρ, then the
probability to get ω is
PMρ (ω) := Tr ρMω. (3)
In this formulation, reproducibility of both the state and measurement is implicitly assumed (other-
wise, it may be almost impossible to verify the formula (3) experimentally). We will call the system
H, the state ρ, the measurement M for short.
According to the convention of physics, when we regard each an element u ∈ H as an element of
the dual space H∗ through the inner product, we will denote it by 〈u|. When we want to emphasize
that u is not an element of H∗ but is an element of H, we may write |u〉. In other words, when we
regard |u〉 = (u1 u2 · · · )T ∈ H as a column vector, the transposed vector with its complex conjugate
elements is denoted as 〈u| = (u∗1 u∗2 · · · ). In the following, we denote the set of density matrices by
S(H), and we will explain its structure. If the system state is ρ1 with probability λ and ρ2 with
probability 1 − λ, by performing certain measurement M = {Mω} to the system, the probability to
get an observed value ω is
λTr ρ1Mω + (1− λ)Tr ρ2Mω = Tr{(λρ1 + (1− λ)ρ2)Mω}. (4)
Here, even if we regard the state of this system as ρ′ = λρ1 + (1− λ)ρ2 and calculate the probability
distribution of the data according to (3), no problem occurs on integrity with all theoretically possible
experiments. Therefore, the state of the system can be regarded as ρ′. This is called probabilistic
mixture (incoherent superposition) and is distinct from so-called quantum superposition. Furthermore,
when the system is the composite system of systems H1 and H2, then the representation space is given
by the tensor-product space H1 ⊗H2.
For the discussion above, we may disregard the existence of the representation space and need
only treat a ∗-algebra, which is a generalization of the linear space of operators as follows: A complex
linear space V is called a ∗-algebra when it has the unit element I, a product satisfying the linearity
and the associativity, and a ∗-operation satisfying the following condition: (cx)∗ = c∗x∗ for any x ∈ V
and any complex number c. For such a ∗-algebra, using the set of positive elements {xx∗|x ∈ V }, we
can reconstruct the description of quantum systems mentioned above as follows: First, a measurement
is given by a decomposition of the unit element I by positive elements, that is, a generalized POVM
M := {Mω}ω. A state is given by an element ρ of the dual space V ∗ of V satisfying ρ(I) = 1 and
ρ(xx∗) ≥ 0, that is, a generalized state. Then, when we perform the measurement M to the system in
the state ρ, the probability to get an observed value ω is given by ρ(Mω). Note that, if x
∗ = x holds,
ex = ex/2(ex/2)∗ ∈ {xx∗|x ∈ V } because (ex/2)∗ = ex/2. Of course, if V is a space of linear operators
on H, then the POVMs (the states) defined by (2) ((1)) coincide with the generalized POVMs (the
generalized states) given here, respectively. Thus, we can regard the ∗-algebra V as a quantum system.
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Furthermore, the composite system of ∗-algebras V1 and V2 can be described with a ∗-algebra on the
tensor-product space V1 ⊗ V2 in which the following product and the ∗-operation:
(x1 ⊗ y1) · (x2 ⊗ y2) := (x1 · x2)⊗ (y1 · y2), (x1 ⊗ y1)∗ := x∗1 ⊗ y∗1. (5)
When V is the set of linear operators on the Hilbert space, this tensor-product of ∗-algebras V1 and
V2 coincides with the set of linear operators on the composite system defined in the former.
4 One-mode quantum Gaussian systems
As a concrete example of quantum systems, we consider a Hilbert space L2(R), which is often called
the Fock space. By denoting by |k〉 the kth Hermitian function, {|0〉, . . .} forms its orthonormal basis.
This space describes the physical system of photons with a specific wavelength, and the state |k〉〈k|
represents the state of k photons.
In this system, operators Q and P are defined by
(Qf)(x) := xf(x), (Pf)(x) := −i df
dx
(x). (6)
These operators play an important role. They are called the position operator and the momentum
operator when the quantum system represents a one-dimensional motion of a particle. They satisfy
the commutation relation
[Q,P ] = iI. (7)
By defining a coherent vector |α〉a :=
∑∞
k=0 e
− |α|2
2
αk√
k!
|k〉 (α ∈ C), they have the following relation
with the annihilation operator a := 1√
2
(Q+ iP ):
a|α〉a = α|α〉a. (8)
In addition, the density operator ρα,0 := |α〉a a〈α| is called a coherent state. Two POVMs
N : k 7→ |k〉〈k| (9)
H : α 7→ |α〉a a〈α| (10)
are known as important measurements, and are called the number measurement and the heterodyne
measurement, respectively. The former takes integer values, which are discrete; the latter takes
complex values, which are continuous. We can show that H is a POVM by the equality∫
C
|α〉a a〈α| dx = I. (11)
A coherent state is a relatively stable state and plays an important part in quantum optics. In
particular, in this article, we will note a quantum Gaussian state that is a probabilistic mixture of
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coherent states by Gaussian integral ρζ,N :=
1
πN
∫
C
e−
|α−ζ|2
N |α〉a a〈α| dα. The quantum Gaussian state
ρζ,N can be described with Q and P as follows:
ρζ,N =
exp(log( NN+1 )(a
∗ − ζ)(a− ζ))
N + 1
=
exp
(
log( NN+1)
(Q−√2ζx)2+(P−
√
2ζy)2
2
)
N + 1
, (12)
where ζ = ζx + iζy. Furthermore, it is known that the quantum Gaussian state ρζ,N satisfies the
equation
Tr ρζ,N exp(i(xQ+ yP )) = exp
(
i(
√
2ζxx+
√
2ζyy)− 1
2
(
N +
1
2
)
(x2 + y2)
)
, ∀x, y ∈ R. (13)
Conversely, it is also known that a density operator satisfying (13) is restricted to a quantum Gaussian
state ρζ,N . Therefore, we can also regard (13) as the definition of ρζ,N .
It is known that any operator of this system can be given as the limit of sums of algebraic terms
of Q and P [50]. Therefore, we can treat the quantum system described by the Hilbert space L2(R)
based only on the operators Q and P satisfying the commutation relation (7) without considering the
structure of the original Hilbert space L2(R).
5 Multi-mode quantum Gaussian systems
The Fock space above describes a physical system corresponding with one wavelength. A quantum
system of photons of plural l wavelengths is described by a Hilbert space L2(Rm) = L2(R)⊗m. That is,
this quantum system can be described by the space of operators generated by a sequence of self-adjoint
operators Q1, . . . Qm, P 1, . . . , Pm satisfying
[P k, P j ] = [Qk, Qj ] = 0, [Qk, P j ] = iskδ
k,jI. (14)
We will more generally consider a system defined by a sequence of self-adjoint operators satisfying
1
2
[Xk,Xj ] = isk,jI (15)
(1 ≤ k, j ≤ d). Of course, s = [sk,j] is an antisymmetric matrix. As generalization of (13), for a vector
θ = [θk] and a symmetric matrix v = [vk,j] satisfying v ≥ 0 and v + is ≥ 0, we define a quantum
Gaussian state ρθ,v as the state satisfying
Tr ρθ,v exp
(
i
∑
k
ηkXk
)
= exp

i∑
k
ηkθ
k − 1
2
∑
j,k
vk,jηkηj

 . (16)
It is known that the condition above is equivalent to the following [78]:
Tr ρθ,vX
k = θk, (17)
Tr ρθ,v((X
k1 − θk1)(Xk2 − θk2) · · · (Xkl − θkl)) =
{
0 l = 2n+ 1,∑∏n
h=1(v
kh,jh + iskh,jh) l = 2n.
(18)
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In particular, for l = 2 in (18), the right-hand side is equal to vk,j. Note that
∑
signifies the sum
with respect to all kinds of decomposition {H1, . . . ,Hn} of {1, 2, . . . , 2n} of the form Hh = {kh, jh},
where jh < kh.
The existence of X and ρθ,v can be shown as follows: First, assume that d is even and the rank
of s is d. Then, we select an adequate orthogonal matrix so that ava∗ is the unit matrix and asa∗
satisfies (14), where a := ov−1/2. Therefore, we can construct the sequence X of operators (the state
ρθ,v) as operators (a state) on the representation space L
2(Rd/2), respectively. Next, we consider the
case when the rank of s is less than d (for an odd d, this holds by antisymmetry). If the rank of v is d,
adding adequate operators Xd+1, . . . ,X2d−rank s, we can reduce this case to the former one. If the rank
of v is also less than d, we change the coordinate adequately so that v and s have non-zero components
at only the first rankv components. Then, we can regard Xrankv+1, . . . ,Xd as the constant 0 and
the rest elements X1, . . . ,Xrankv can be reduced to the former argument. In the following, we will
disregard the structure of Hilbert space and discuss only operators characterized by (15), (17), and
(18).
Here, we define the operator Tθ′,v′ for a vector X consisting of operators as follows:
Tθ′ ,v′ (X) :=
exp
(
−(X − θ′)∗(v′)− 12 f(|(v′)− 12s(v′)− 12 |)(v′)− 12 (X − θ′)
)
(2π)
d
2 (det(v′))
1
2 det(1− |(v′)− 12 s(v′)− 12 | 14 )
, (19)
where the function f on [0, 1) is
f(s) :=
1
4s
log
(
1 + s
1− s
)
, f(0) :=
1
2
. (20)
Here, when the variable of f is a matrix, f is defined as a matrix function, i.e., the function f is applied
to the diagonal elements. Since f is defined on [0, 1), we need to select v′ so that all eigenvalues of
|(v′)− 12 s(v′)− 12 | are less than 1.
Then, for a multi-mode quantum Gaussian system, we can prove∫
Rd
Tθ′,v′(X) dθ
′ = I, (21)
TrTθ′,v′(X)ρθ,v =
exp
(
− (θ−θ′)∗(v+v′)−1(θ−θ′)2
)
(2π)
d
2 (det(v + v′))
1
2
. (22)
Therefore, (19) and (21) show that Tθ′ ,v′ (X) gives a generalized POVM. Furthermore, for a sequence
Xd′ of the d operators X
1, . . . ,Xd
′
, a d′-dimensional matrix v′, and a d′-dimensional vector θ′, we
define Tθ′ ,v′ (Xd′), similarly to the above, by
Tθ′ ,v′ (Xd′) :=
exp
(
−(Xd′ − θ′)∗(v′)−
1
2 f(|(v′)− 12 s(v′)− 12 |)(v′)− 12 (Xd′ − θ′)
)
(2π)
d′
2 (det(v′))
1
2 det(1− |(v′)− 12sd′(v′)−
1
2 | 14 )
. (23)
Then, similar equalities to (21) and (22) hold and Tθ′ ,v′ (Xd′) is thought to give a generalized POVM.
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6 The quantum central limit theorem
For a density matrix ρ on H, we choose a self-adjoint operator X satisfying Tr ρX = 0, and denote by
X(n), the self-adjoint operator 1√
n
∑n
j=1X(j) on H⊗n, where X(j) means I ⊗ · · · ⊗ I ⊗X ⊗ I ⊗ · · · ⊗ I.
Here, consider a vector consisting of self-adjoint operators X = (X1, . . . ,X l) satisfying Tr ρXk = 0.
Then, matrices vk,jρ (X) := Tr ρ(Xk ◦Xj) and sk,jρ (X) := −i2 Tr ρ[Xk,Xj ] satisfy vρ(X)+ isρ(X) ≥ 0.
Concerning Xk,(n) and a density matrix ρ⊗n := ρ⊗ · · · ⊗ ρ︸ ︷︷ ︸
n
on H⊗n, the following theorem holds:
Theorem 1 For X, we define a vector X consisting of operators on a multi-mode Gaussian system
satisfying [X
k
,X
j
] = isk,jρ . Then, the following equality holds:
lim
n→∞Tr ρ
⊗nP (X(n)) = Tr ρ0,vρP (X), (24)
where P is an arbitrary polynomial and ρ0,vρ is a quantum Gaussian state on X.
This theorem is called the quantum central limit theorem (or the algebraic central limit theorem),
which Giri and von Waldenfels [16] proved first, and Petz [78] serves as its introductory references. For
an operator Y , we will denote by Y the corresponding operator on the multi-mode Gaussian system
in the sense of the central limit theorem above. In this theorem, we regard a sequence of operators
X1, . . . ,Xd as a quantum version of sequence of random variables, like the classical case. Then, the
expectation of their product converges to the expectation of the product for the Gaussian systems.
However, it does not show that the operators X1, . . . ,Xd are asymptotically commutative in some
sense, so it is difficult to find out what kind of measurement is available in the asymptotic setting only
from this theorem.
On the other hand, the equality (21) guarantees that the operator Tθ′,v′(X) can be regarded as a
measurement in the multi-mode Gaussian system. Since the operator Tθ′,v′(X
(n)) can be characterized
as the limit of the polynomial of operators X(n), using Theorem 1 and adequate discussion of analytic
prolongation, we can show the following theorem[33]:
Theorem 2 If Tr ρ exp(t(Xk)2) < ∞ for i = 1, . . . , d ≤ l and sufficiently small t > 0, then the
following equalities hold:
lim
n→∞Tr ρ
⊗nTθ′
d
,v′
d
(X
(n)
d ) = Tr ρ0,vdTθ′d,v
′
d
(Xd), (25)
lim
n→∞Tr ρ
⊗nXj;(n)Tθ′,v′(X
(n)
d ) = Tr ρ0,vdX
j
Tθ′
d
,v′
d
(Xd). (26)
Hence, we can expect to apply these discussions to estimation theory where measurement is concerned.
7 Statistical inference in quantum systems
When a quantum system is generated from a new particle generator or we lack a part of information
describing the system, the density matrix of the system is not a priori known, so we infer the density
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matrix from the data of an experiment designed adequately. In particular, estimating the unknown
density matrix is called quantum estimation. When we statistically infer the density matrix of the
system, we need to prepare plural systems of the same state. For example, when the particles are
repeatedly generated by a certain particle generator under the same condition, the states of these
systems may be regarded almost as the same states.
Under such a framework, from the prior information, we often assume that the unknown density
matrix belongs to a certain family of density operators (matrices) S = {ρθ ∈ S(H)|θ ∈ Θ ⊂ Rd}.
Then, estimating the density matrices are equivalent with estimating the unknown parameter from
observed data.
For example, when H = C2, unless we have prior knowledge, we need to estimate the parameter
(x, y, z) in the family of density matrices
S =
{
ρx,y,z =
1
2
(
1 + x y + iz
y − iz 1− x
)∣∣∣∣ 1 ≥ x2 + y2 + z2 ≥ 0
}
.
For the same system, if it is known (or can be considered) that Tr ρ
(
0 i
−i 0
)
= 0, then we can
assume that the unknown density matrix belongs to the family of density matrices
Sz=0 :=
{
ρx,y,0 =
1
2
(
1 + x y
y 1− x
)∣∣∣∣ 1 ≥ x2 + y2 ≥ 0
}
.
Therefore, we need only estimate the unknown parameter (x, y) from the observed data.
As another example, consider a system of photons with the frequency f . This system is considered
to develop as time evolution according to the following Master equation [82]:
dρ
dt
= −i
[
ν
(
a∗a+
1
2
)
, ρ
]
− cn
2
(aa∗ρ− 2a∗ρa+ ρaa∗)− c(n + 1)
2
(aa∗ρ− 2aρa∗ + ρa∗a),
where c is the coupling constant with the environment system and n is the average photon number
in the environment system. Thus, the coherent state |ζ0〉a a〈ζ0| evolves in time as |ζ0〉a a〈ζ0| 7→
ρ
ζ0e
− ct
2
−iνt,n(1−e−ct). Since the coherent state is natural for the initial state, it is natural to assume
that the unknown final state belongs to the one-mode quantum Gaussian states family. If N is known,
then the problem is estimation of the two-dimensional parameter (ζ1, ζ2) in the family of density
operators SgN := {ρζ,N |ζ(= ζ1 + ζ2i) ∈ C}. If N is unknown, then the problem is estimation of the
three-dimensional parameter (ζ1, ζ2, N) in the family of density operators Sg := {ρζ,N |ζ ∈ C, N > 0}.
More generally, if the system is H, measurement is described by a POVM M on H. In particular,
when we estimate an unknown state that belongs to a family of density operators S = {ρθ ∈ S(H)|θ ∈
Θ ⊂ Rd}, we need a mapping from the set Ω of observed values to the parameter space Θ besides
a POVM. The joint process of this measurement and this mapping can be described by a POVM
that takes values in the parameter space Θ, which is called an estimator. We often discuss statistical
inference under the assumption that n unknown states identical to ρθ are prepared independently.
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Then, the total system is written by the Hilbert space H⊗n, and its density operator is ρ⊗n
θ
. Hence,
we treat estimation concerning the family of density operators {ρ⊗n
θ
∈ S(H)|θ ∈ Θ ⊂ Rd}, and any
estimator is given by a POVM on H⊗n.
In statistical inference of quantum systems, now, we assume that one measurement M is chosen
and cannot be changed. Then, estimation of the density matrix can be reduced to estimation in a
family of distributions {PMρθ |θ ∈ Θ}. To investigate discussion peculiar to quantum system, we have
to discuss optimization of measurement M . This can be also considered a kind of experimental design.
For example, when the unknown state is ρθ and an estimator M is applied, the kth element e
k
θ
(M)
of the mean of the estimate eθ(M) is equal to
ekθ(M) =
∫
Θ
θˆk Tr ρθM( dθˆ) (27)
and the mean-square error matrix vθ(M) = [v
k,j
θ
(M)] becomes
vk,j
θ
(M) =
∫
Θ
(θˆk − θk)(θˆj − θj)Tr ρθM( dθˆ). (28)
In statistical inference, we mainly evaluate errors with the mean-square error matrix. We often pose
the condition of unbiasedness
eθ(M) = θ (29)
to estimators. This condition, however, depends on the choice of the coordinates. Therefore, we need
not always restrict estimators within this condition for discussion.
When all density operators in the given family are commutative, they can be diagonalized si-
multaneously, and the optimal measurement is given as the resolution of the unity based on the
orthonormal system consisting of common eigenvectors. Here, label the common eigenvectors of these
density matrices by ω = 1, 2, . . .. Then, diagonal elements pθ(ω) form a probability distribution. We
can reduce our problem to estimation of the unknown parameter in a family of probability distri-
butions {pθ = {pθ(ω)}|θ ∈ Θ ⊂ Rd}. When the system follows classical mechanics, all states are
described by probability distributions, so the estimation problem concerning a family of probability
distributions is said to be classical. Even in such classical cases, it is generally difficult to minimize
the mean-square error matrix vθ(M) for all θ. Therefore, for classical models, we often discuss only
the cases of sufficiently large n (asymptotic cases).
Here, we need to explain briefly why the composite system of two same quantum systems is
represented not by the symmetric or antisymmetric tensor-product space, but by the tensor product
system H⊗2. Generally, even in the “same” experiments in classical setting, their places and their
times are different. That is, even if the two quantum systems can be regarded as the same, usually
only the microscopic parts are the same and represented by H, but other parts (e.g., the position and
the time) are different. Hence, if the states of these different parts are known and if we focus only on
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the same system, then the total focused system cannot be treated by Bose statistics or Fermi statistics
and the representation space is the tensor product space H⊗2. This is because these two particles can
be distinguished by the additional parts (e.g., the position). For example, n spin 1/2 particles have
the same system C2 concerning the spin, but to treat their position, we need another representation
space. If we know the position of each particle, and if we focus only on their spin, the system of the
total spin is represented by the n-tensor product space of C2 because we identify each particle. Here,
it is assumed that plural identical systems are prepared, not that we make copies of the same state.
It is impossible to clone a quantum state perfectly.
As we wrote in §1, if the number of particles is quite huge, the average of this ensemble obeys
classical mechanics. This number is quite different from the number required for the application of
asymptotic theory of statistical inference. A number large for statistical inference is ten thousand or a
hundred thousand. On the other hand, it is considered that approximation of classical mechanics can
be applied when the number is about Avogadro’s constant (ca. 6×1023) or its square root. Therefore,
even if asymptotic theory can be applied, we still need to use the quantum framework.
8 Asymptotic theory in classical systems
We will briefly explain asymptotic theory in classical systems. First, for a family of probability
distributions {pθ = {pθ(ω)}|θ ∈ Θ ⊂ Rd}, we define the Fisher information matrix jθ = [jk,l;θ] by
jk,l;θ :=
∑
ω
pθ(ω)
∂ log pθ(ω)
∂θk
∂ log pθ(ω)
∂θl
. (30)
Then, for an unbiased estimator M , the following Crame´r–Rao inequality holds:
vθ(M) ≥ j−1θ . (31)
In the proof of the inequality (31), the Schwarz inequality plays an essential role. For details, see
[1, 2]. As we mentioned before, however, we need not restrict estimators within unbiased ones but we
need to discuss estimators in a wider class. When the number n of the prepared states is sufficiently
large, it is relatively easy to treat the problem: If n is large, for an estimator Mn, the mean-square
error matrix vθ(M
n) asymptotically satisfies the inequality
vθ(M
n) &
1
n
j−1
θ
. (32)
Furthermore, the maximum likelihood estimator θML,n(ω1, . . . , ωn) := argmaxθ p
k1
θ
· · · pkn
θ
, satisfies
the equality (∼=) when n is sufficiently large. Therefore, for parametric estimation in a family of
probability distributions, the inverse j−1
θ
of the Fisher information matrix signifies the asymptotically
optimal mean-square error. For its validity, some conditions on an estimator Mn are needed for the
inequality (32). This fact shows that the mean-square error matrix can be minimized asymptotically.
16
These discussions with sufficiently large n are called asymptotic theory, and its general and rigorous
discussion has been established for classical cases. To discuss this problem more rigorously, however,
we need to clarify the conditions for estimators [88].
Note that, in the quantum framework, when density operators are noncommutative, the asymptot-
ically optimal mean square error matrix is not unique even in the asymptotic setting. This is because
we have to consider a tradeoff between the mean-square errors of respective parameters. Thus, we take
the strategy of minimizing the trace of the product of the mean-square error matrix and a weighted
matrix.
9 Estimation of the expectation parameter in the family of the
multi-mode quantum Gaussian states
Here, we discuss the estimation only of the expectation parameter in the family of the quantum
Gaussian states {ρθ,v|θ ∈ R2l} defined in §5. Since the state of this system is transformed to ρ√nθ,v⊗
ρ
⊗(n−1)
0,v by an adequate unitary, the structure of the state family concerning the unknown parameter
θ is invariant even if the number n of states increases. Therefore, we can apply the discussion for
n = 1 to the cases of n > 2.
Here, we will restrict our estimators to unbiased ones. Later, we will go on to the discussion of an
arbitrary family of quantum states, in which for sufficiently large n, we will treat estimators that may
be biased.
Like (31), the following right logarithmic derivative (RLD) Crame´r–Rao inequality holds:
vθ(M) ≥ j−1θ,R, (33)
where the RLD Fisher matrix jθ,R and the RLD Ll;θ are defined as
jk,l;θ,R := Tr ρθLl;θ(Lk;θ)
∗,
∂ρθ
∂θl
= ρθLl;θ.
Like (31), the Schwarz inequality plays an essential role in its proof. By calculation, for the family of
the Gaussian states, the RLD Fisher matrix jθ,R has the following inverse matrix:
j−1
θ,R = v + is. (34)
Here, taking the trace, we get
tr vθ(M) ≥ min{tra|a is symmetric, a ≥ v + is, and a ≥ 0} = tr(v + |s|), (35)
so we have a lower bound. On the other hand, by (22), when the state is ρθ,v, if we perform the mea-
surement corresponding to a POVM T|s|+ǫ(X) := {Tθ,|s|+ǫ(X)}, then the observed value is distributed
as the normal distribution with the mean θ and the variance v + |s|+ ǫ. Therefore, we get
inf{tr vθ(M)|M is unbiased.} = tr(v + |s|) (36)
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(see [50]). This formulation is generalized to the minimization of the weighted sum of the elements of
vθ(M), in which we minimize the error tr gvθ(M) expressed with a weight matrix g ≥ 0. Note that
there are many quantum extensions of logarithmic derivatives owing to noncommutativity, but this
definition is the most suitable when we discuss only the family of the quantum Gaussian states. In a
later section, we will explain its relation with another logarithmic derivative. For derivation of (33)
and (34), see Holevo [50] or Hayashi [30].
10 Asymptotic theory for an arbitrary family of quantum states
In a similar way to classical systems, it is not easy to optimize our estimator with an arbitrary family
of quantum states when the number of states n is finite. Thus, we will discuss the case when n is
sufficiently large, that is, for the asymptotic case: We will treat a sequence of estimators ~M = {Mn}
and we impose the following asymptotic local covariance condition at each point θ, instead of the
unbiasedness. Thus, we define the following to represent a distribution of difference x√
n
between the
true value θ and the estimate:
PM
n
θ (B) := Tr ρ
⊗n
θ
Mn
{
θ +
x√
n
∣∣∣∣x ∈ B
}
. (37)
Note that PM
n
ρ⊗n
θ
(B) is different from PM
n
θ
(B). If
limPM
n
θ (B) = limP
Mn
θ+ c√
n
(B), vθ( ~M ) = lim
n→∞nvθ(M
n) (38)
hold for each c ∈ Rd, then ~M is said to be asymptotically locally covariant at θ, and we will write
P
~M
θ
(B) = limPM
n
θ
(B). Then, vθ( ~M) is expressed by
vk,j
θ
( ~M ) =
∫
xkxjP
~M
θ (dx).
Furthermore, if an estimator is asymptotically locally covariant at all θ, it is simply said to be asymp-
totically locally covariant.
In the following, we will treat the value
CAθ (g) := inf{tr vθ( ~M )g| ~M is asymptotically locally covariant at θ},
expressed with a weight matrix g ≥ 0. In particular, it is simplified to CA
θ
when g is the identity
matrix.
To perform the measurement corresponding to an arbitrary POVM on H⊗n, we need quantum
interaction among systems, which is usually difficult. As a class of measurements implemented easily,
we consider the following class illustrated below: Each measurement is performed for each quantum
system but the selection of measurements is possible adaptively according to the data obtained in all
measurements before: Depending on the first to (k − 1)th observed values (ω1, . . . , ωk−1) ∈ Ωk−1, the
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kth measurement Mk(ω1, . . . , ωk−1) can be selected. This is the same setting as the classical adaptive
experimental design, and a POVM corresponding to this measurement is said to be adaptive.
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Figure 1
An adaptive POVM can be written as a POVM on H⊗n as
{M1ω1 ⊗M2(ω1)ω2 ⊗M3(ω1, ω2)ω3 ⊗ · · · ⊗Mn(ω1, . . . , ωn−1)ωn}(ω1,...,ωn)∈Ωn . (39)
Furthermore, as a wider class of POVMs, we sometimes consider a class whose element M(ω) can be
expressed as a tensor product. A POVM in this class is said to be separable and can be written as
{M1(ω)⊗M2(ω)⊗ · · · ⊗Mn(ω)}ω. (40)
Like CA
θ
(g), we note
CA,a
θ
(g) := inf{tr vθ( ~M)g| ~M is adaptive and asymptotically locally covariant at θ},
CA,s
θ
(g) := inf{tr vθ( ~M)g| ~M is separable and asymptotically locally covariant at θ}.
By the inclusion relation between these classes, we see CA,a
θ
(g) ≥ CA,s
θ
(g), but they coincide as we
will explain later. When g is the identity matrix, they are denoted as CA,a
θ
and CA,s
θ
, respectively.
Next, to discuss CA
θ
(g) from different viewpoints, we consider local unbiasedness as a weaker con-
dition than the unbiasedness condition: Approximating the unbiasedness condition in a neighborhood
of θ0 ∈ Θ, we get
ekθ0(M) = θ
k
0 ,
∂ek
θ
(M)
∂θj
∣∣∣∣
θ=θ0
= δkj . (41)
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Thus, this is called the local unbiasedness condition at θ0 ∈ Θ.
Based on the local unbiasedness condition, we define the following value:
C1θ(g) := inf{tr vθ(M)g|M is locally unbiased at θ}. (42)
In particular, if g is the identity matrix, it is denoted as C1
θ
.
Generally, in the commutative case, that is, when we consider a family of probability distributions,
C1
θ
(g) = Tr j−1
θ
g holds: There exists a locally unbiased estimator whose covariance matrix is j−1
θ,S .
Conversely, the covariance matrix of any locally unbiased estimator is lower bounded by j−1
θ
. Thus,
for a POVM M , denoting the Fisher information matrix of a family of probability distributions by
jM
θ
, we get
C1θ(g) = inf{tr(jMθ )−1g|M : POVM}. (43)
In addition, let Cn
θ
(g) denote the value C1
θ
(g) of the family of density operators {ρ⊗n
θ
|θ ∈ Θ}.
Comparing their selections of measurements, we can easily show C1
θ
(g) ≥ nCn
θ
(g). The following
theorem holds:
Theorem 3 By letting vθ(X) := vρθ (X) and sθ(X) := sρθ (X), the following equalities hold:
CAθ (g) = limn→∞nC
n
θ (g) = C
H
θ (g) := min
X
{
tr (vθ(X)g + |√gsθ(X)√g|)
∣∣∣∣TrXk ∂ρθ∂θl = δkl
}
, (44)
CA,a
θ
(g) = CA,s
θ
(g) = C1θ(g). (45)
Furthermore, the bounds CA
θ
(g) and CA,a
θ
(g) can be attained at all points θ by a single estimator in
the respective classes.
From this theorem, we can consider that C1
θ
(g) and CH
θ
(g) represent the bounds of accuracy of
quantum estimation. The former represents the bound with no quantum correlation in measuring
apparatus, while the latter represents the bound when the quantum correlation is positively used in
measuring apparatus. It is known that they coincide when d = 1 (Helstrom [42]) or when ρθ is the
pure state (Matsumoto [63]).
To analyze these values further, we introduce the symmetric logarithmic derivative (SLD) Lk;θ
and the SLD Fisher information matrix jθ,S as follows:
∂ρθ
∂θk
:= Lk;θ ◦ ρθ, jk,l;θ,S := Tr ρθ(Lk;θ ◦ Ll;θ). (46)
When d = 1, we can show CH
θ
(g) = j−1
θ,S = C
1
θ
(g). Here, we define a superoperator Dθ as what
satisfies Tr(Dθ(X) ◦ Y )ρθ = −iTr[X,Y ]ρθ. If all operators Dθ(L1θ), . . . ,Dθ(Ldθ) can be expressed as
a linear combination of L1
θ
, . . . , Ld
θ
, then
CHθ (g) = tr
(
vθ(L
−1
θ
)g + |√gsθ(L−1θ )
√
g|) , (47)
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where we define L−1,k
θ
:=
∑
l(j
−1
θ,S)
k,lLl;θ. Then,
vθ(L
−1
θ
) + sθ(L
−1
θ
) = j−1
θ,R (48)
holds. In particular, for the family of the quantum Gaussian states, this condition holds and we can
check that Tr(vg+ |√gs√g|) is equal to the bound CH
θ
(g). Then, there is no difference between C1
θ
(g)
and CH
θ
(g). Furthermore, if sθ(L
−1
θ
) = 0 holds, then we can show
CHθ (g) = tr gj
−1
θ,S. (49)
On the other hand, Gill and Massar [15] proved the inequality
tr j−1
θ,Sj
M
θ ≤ dimH− 1. (50)
In particular, for dimH = 2, the right-hand side is 1. When j−
1
2
θ,Sj
M
θ
j
− 1
2
θ,S is a one-dimensional projec-
tion, the measurement M can be realized by the spectral decomposition of the Hermitian matrix that
is the eigenvector with the eigenvalue 1 of j
− 1
2
θ,Sj
M
θ
j
− 1
2
θ,S . Hence, when tr j
−1
θ,Sj
M
θ
= 1, this measurement
can be constructed by a probabilistic combination of the measurements above. Thus, the set of all
realizable measurements is {M | tr j−1
θ,Sj
M
θ
= 1}. Using Lagrange multiplier method, we obtain
C1θ(g) =
(
tr
√
j
−1/2
θ,S gj
−1/2
θ,S
)2
. (51)
For two parameters, Nagaoka [66] proved (51), while for three parameters Hayashi [20, 21] proved it
first using the duality theorem of linear programming. We can further prove the following lemma:
Lemma 4 When dimH = 2, for g > 0,
C1θ(g) = C
H
θ (g) (52)
holds if and only if d = 1 holds or d = 2 and ρθ is a pure state.
An outline of the proof of Theorem 3: We will prove the theorem by showing some inequalities.
The most difficult part limnCn
θ
(g) ≤ CH
θ
(g) will be proved in a later section because of not only its
difficulty but also its connection with the quantum central limit theorem.
First, we will prove CA,s
θ
(g) ≤ C1
θ
(g). By selecting a POVM Mθ satisfying tr(j
Mθ
θ
)−1g = C1
θ
(g),
the bound can be attained at θ. From this fact, we will show CA,a
θ
(g) ≤ C1
θ
(g) as follows: We
measure the first
√
n states with a POVM M ′ satisfying jM
′
θ
> 0 for all θ, and we estimate the
unknown parameter θ by the maximum likelihood estimator θˆ based on
√
n data. We measure each
of the remaining n − √n systems by the measurement M
θˆ
. Then, the bound C1
θ
(g) can be attained
uniformly for all θ [15, 34]. This shows that the bound C1
θ
(g) can be uniformly attained by an adaptive
POVM. Applying this argument to the system H⊗m, we can prove CA
θ
(g) ≤ mCm
θ
(g) and we can show
that mCm
θ
(g) can be attained for all θ. Then, letting m→∞, we get CA
θ
(g) ≤ limm→∞mCmθ (g).
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From the above, we obtain (44) if nCn
θ
(g) ≥ CH
θ
(g) and CA
θ
(g) ≥ CH
θ
(g) are proved. It requires
several pages to prove these inequalities rigorously, so we will write only an outline. Letting Xk :=∫
Rd
θˆkMn( dθˆ), we get the former for n = 1. Then, the former inequality for arbitrary n follows from
the fact that the vector X minimizing tr
(
vθ(X)g + |√gsθ(X)√g|
)
in (44) belongs to the range of
the superoperator Dθ whose domain is the linear space spanned by L1, . . . , Ld. The latter is proved
as follows: First, the asymptotic local unbiasedness concerning ~M is defined by extending the local
unbiasedness. Then, we prove that the asymptotic local unbiasedness at θ implies the asymptotic
local covariance at θ. An inequality similar to the Crame´r–Rao inequality is derived by using the
Schwarz inequality. Similarly, we can show CA,s
θ
(g) ≥ C1
θ
(g). Therefore, we obtain (45).
We will explain the condition of local unbiasedness a little. In fact, it has a clear meaning to
minimize the mean-square error under the local unbiasedness condition while this condition is not
so natural. This is because this minimum mean-square error coincides with the minimum mean-
square error under the more natural condition, i.e., the asymptotically locally covariance. This causes
from the relation between the minimum mean-square error and the Fisher information matrix jM
θ
for
a fixed measurement M . However, if we adopt an error different from the mean-square error—for
example, the absolute value of the difference from the true parameter or its s(< 2)th power as a loss
function—then such meaning cannot hold. In particular, if ρθ is a pure state, then the infimum of
such an error is 0 under the local unbiasedness condition [21]. Therefore, there is no correspondence
of this infimum with the error of the optimal covariant estimator given in Hayashi [22], which is the
optimum concerning the family of all pure states in a finite-dimensional system under the covariant
or the minimax criterion.
11 Estimation with quantum correlation of the family of the one-
mode quantum Gaussian states
We will discuss the simultaneous estimation of ζ and N in the family of the one-mode quantum
Gaussian states {ρζ,N |ζ ∈ C, N > 0} given in §4. In this model, the optimal measurement can be
physically realized and a lower bound can be explicitly obtained. Hence, we can understand “How
does the quantum correlation effect the quantum estimation?” When the size of noise N is known, as
we discussed in §9,
CA,sζ = C
A
ζ = 2(N + 1)
holds, so there is no advantage to use quantum correlation. When we perform the heterodyne mea-
surement (10), we can construct an estimator attaining this lower bound [50].
Now, consider estimating not only ζ but also N . Then, the relation
CA,sζ,N > C
A
ζ,N = (N + 2)(N + 1) = 2(N + 1) +N(N + 1)
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holds for the family of density operators Sg := {ρζ,N |ζ ∈ C, N > 0}, so we obtain an effect to use
quantum correlation [24, 29].
Regrettably, the value of CA,sζ,N has not been obtained concretely. Here, using a different method,
we will evaluate the difference between presence and absence of quantum correlation. Restricting the
sum of the mean-square errors for a complex parameter ζ(= ζ1 + ζ2i) to be
2(N+1)
n , we will focus on
the minimum mean-square error concerning the other parameter N . This minimum value (per one
prepared state) is (N +1)2 without quantum correlation, while it is asymptotically equal to N(N +1)
with quantum correlation. In this setting, the heterodyne measurement (10) is the optimum for the
former, while the measurement in the following procedure is the optimum for the latter:
First, using an adequate interaction among n systems, we will transform the system as
ρ⊗nζ,N 7→ ρ√nζ,N ⊗ ρ⊗n−10,N .
Then, we perform the heterodyne measurement (10) for the first system, and estimate the parameter ξ
by the observed value. We measure the photon numbers (9) for the other n− 1 systems, and estimate
the other parameter N by its mean. For example, for n = 4, the proposed measurement can be
realized by combining half mirrors as the following Figure 2:
N
ρζ,N ρ0,N
::
HM
$$
::
<<
##
N
ρζ,N ρ
√
2ζ,N ρ0,N
<<
HM
##
;;
::
$$
ρζ,N ρ
√
2ζ,N ρ2ζ,N
""
HM
$$
::
;;
""
H
ρζ,N ρ0,N
$$
N
Figure 2
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where N and H respectively signify number measurement (9) and heterodyne measurement (10),
while HM signifies a half mirror: precisely,
HM
is 180-degree rotation of a half mirror HM .
12 The quantum central limit theorem and the bound of the esti-
mation error
Using the quantum central limit theorem, we will construct a sequence of locally unbiased estimators
that asymptotically attains CH
θ
(g). First, we select a sequence of operators X = (X1, . . . ,Xd) on H
satisfying
CHθ (g) = tr (vθ(X)g + |
√
gsθ(X)
√
g|) , TrXk ∂ρθ
∂θj
= δkj
and define an operator Sn,R,v′ on H⊗n as
Sn,R,v′ :=
∫
‖x‖≤R
Tx,v′(X
(n)) dx. (53)
Then, we define a POVM Mn = {Mn(θˆ)}‖θˆ‖≤R/√n by
Mnv′,X,R(θˆ) :=
√
nS
−1/2
n,R,v′T
√
nθˆ,v′(X
(n))S
−1/2
n,R,v′ . (54)
Here, as we will discuss later, for v′ satisfying v′ + isθ(X) ≥ 0, there is a sequence {Rn(> 0)} such
that
lim
n→∞
∂ek
θ
(Mn
v′,X,Rn)
∂θj
= δkj , limn→∞nv
k,j
θ
(Mn
v′,X,Rn) = v
k,j
θ
(X) + v′k,j. (55)
Now, we define Akj;n :=
∂ek
θ
(Mn
v′,X ,Rn)
∂θj
, and we introduce another outcome θˆ′ := A−1n θˆ. The estimator
Mn
v′,X,Rn with the outcome θˆ
′ is locally unbiased. Its covariance matrix is A−1n vθ(Mnv′,X,Rn)(A
−1
n )
∗
and it converges to vθ(X) + v
′.
Now, we select v′ by v′ =
√
g−1
(|√gsθ(X)√g|+ ǫ)√g−1 for any ǫ > 0. Then, by taking the
limit ǫ → 0, it attains CH
θ
(g). Here, we cannot substitute 0 into ǫ directly. This is because there is
an eigenvalue 1 in the matrix |(v′)− 12s(v′)− 12 |, which is the variable of f in the definition of T√nθˆ,v′
at (19). In fact, it diverges when the variable of f is 1.
We will write an outline of the proof of (55). Essentially, (55) follows from Theorem 2, but
treatment of S
−1/2
n,R,v′ is somewhat difficult. We need to show that this operator converges to I in some
sense asymptotically in a neighborhood of ρ⊗n
θ
. To show this, in this context, we can check that it is
enough to prove that Tr ρ⊗n
θ
(I − Sn,R,v′)2 converges to 0 by technical treatments of inequalities. This
convergence follows from Theorem 2 and its small extension.
The point of this proof is to derive the convergence with respect to probability distributions from
the central limit theorem guaranteeing the convergence with respect to algebraic structure (Theo-
rem 1). Since it was easier to extend the central limit theorem to quantum systems based on the
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algebraic structure, Theorem 1 was obtained first. However, the original central limit theorem guar-
antees that the distribution converges to the normal one, so its quantum extension should guarantee
the convergence with respect to distributions in some sense. The argument presented in this section
says that simultaneous distributions by a quantum measurement converge to the simultaneous distri-
bution by the corresponding quantum measurement under the family of the quantum Gaussian states.
This can be called a quantum version of the central limit theorem satisfying the condition above.
However, since the proof is complicated and is not straightforward enough, it is understood that there
is a possibility for improvement. There might be a quantum central limit theorem in a more natural
form. Attainment of the asymptotic bound described here might follow from such a theorem and we
can expect development toward this direction.
13 Future prospects
In this article, to construct an estimator that works uniformly efficiently for an arbitrary family of
quantum states, we featured a two-stage method of estimation: First, we estimate the parameter with
√
n states, and we make measurement working locally efficiently for the rest of the states. Since such an
estimator is not so natural, we hope that a more natural estimator will be constructed. An estimator
{Mn(θˆ)}
θˆ
that constructed below is expected to work uniformly efficiently, though its asymptotic
performance has not be analyzed enough. For {gθ}θ, we define
Xθ := argmin
X
{
tr (vθ(X)gθ + |√gθsθ(X)√gθ|)
∣∣∣∣TrXk ∂ρθ∂θj = δji
}
,
Sn,vθ :=
∫
Θ
Tx,v′
θ
(X
(n)
θ
) dθ,
Mn(θˆ) := S
−1/2
n,v
θˆ
T
θˆ,v′
θˆ
(X
(n)
θˆ
)S
−1/2
n,v
θˆ
. (56)
Then, we conjecture that
lim
n→∞nvθ(M
n) = vθ(X) + v
′
θ (57)
holds. If we exchange the orders of the limits without checking its validity, we can derive (57) similarly
to the argument in §12. Of course, (57) is only a conjecture because this derivation contains many
operations that are not mathematically allowed. Therefore, we can expect that the bound would be
attained by the estimator (56) with v′
θ
:=
√
gθ
−1 (|√gθsθ(Xθ)√gθ|+ ǫ)√gθ−1 in the limit ǫ→ 0.
Furthermore, in classical systems, it is known that geometrical quantities such as curvatures play
important roles in the asymptotic theory concerning higher-order errors, and the optimum higher-
order errors can be geometrically characterized [1, 2]. Similarly, we can expect that higher error terms
would be related to geometrical quantities in some sense in the quantum case. Hayashi [26] treated
higher-order asymptotic theory only in restricted models and pointed out that higher-order errors are
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related to a kind of geometrical quantity in these models. We hope that these facts will be analyzed
from a more general viewpoint.
In future, to develop studies in this field, knowledge of classical mathematical statistics is of course
needed, but also mathematical technique peculiar to quantum systems is often needed as we mentioned
in §2. Therefore, we need to grasp statistical inference of quantum systems not only from the closed
viewpoint of mathematical statistics, but also from wider viewpoints including general information
processing of quantum systems. Studies considering application to actual experiments are also needed.
Finally, the author thanks the referee for useful comments.
Additional note
After the publication of the original Japanese version, two books treating quantum estimation were
published [31, 30]. The book [31] consists of the preceding papers after Holevo’s famous book[50].
It contains many references of this paper. In particular, it includes English translations of several
important manuscripts originally written in Japanese. The other book [30] is a textbook covering
quantum estimation and quantum information. Also one article [37] concerning quantum estimation
was written. It rigorously treats the asymptotic quantum estimation in a quantum two level system
(i.e., qubit system) and its relation to the estimation of the one-mode quantum Gaussian case.
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