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Abstract
Routing and scheduling problems are fundamental problems in combinatorial optimization, and
also have many applications. Most variations of these problems are NP-Hard, so we need to use
heuristics to solve these problems on large instances, which are fast and yet come close to the
optimal value. In this thesis, we study the design and analysis of approximation algorithms for
such problems. We focus on two important class of problems. The first is the Unsplittable
Flow Problem and some of its variants and the second is the Resource Allocation for
Job Scheduling Problem and some of its variants. The first is a packing problem, whereas the
second is a covering problem.
In the Unsplittable Flow Problem, we are given a path or a tree, each edge of which has
a capacity. We are also given a set of requests, each of which has a start vertex, an end vertex,
a demand and a profit. The objective is to select a subset of requests so as to maximize the
total profit, subject to the condition that on every edge the total demand of the selected requests
is at most it’s capacity. We also study variants of this problem such as Unsplittable Flow
Problem with Rounds and Unsplittable Flow Problem with Bag Constraints. We
give constant factor approximation algorithms for all of these problem on paths and trees under
the no-bottleneck assumption. We also give a constant factor competitive algorithm for the Online
Interval Coloring problem.
In the Resource Allocation for Job Scheduling Problem, the timeline is divided into
a set of discrete timeslots.. We are given a set of jobs, each of which has a start time, an end
time and a demand requirement. We are also given a set of resources, each of which has a start
time, an end time, a capacity and a cost. A feasible solution is a set of resources satisfying the
constraint that at any timeslot, the sum of the capacities offered by the resources is at least the
demand required by the jobs active at that timeslot, i.e., the selected resources must cover the
jobs. The objective is to select a subset of resources of minimum cost, which will cover all the jobs.
This is called the resource allocation problem (ResAll). We consider the partial covering version
(PartialResAll) and the prize-collecting version (PrizeCollectingResAll) of this problem.
We give an O(log(n+m))-approximation algorithm for the PartialResAll problem, where n is
the number of jobs and m is the number of resources respectively. We also give a 4-approximation
algorithm for the PrizeCollectingResAll problem.
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Chapter 1
Introduction
In this thesis, we study several important classes of covering and packing problems restricted to
paths. In the class of covering problems, each edge (or a consecutive set of edges) of a path has a
demand, and we would like to allocate resources to meet the demands under various constraints. We
broadly call this class of problems resource allocation for job scheduling. In the packing scenario,
we consider the problems where each edge has a capacity, and we would like to route demands
under these constraints. We broadly call this class of problems routing problems in communication
networks.
Many combinatorial optimization problems which are NP-Hard on general graphs remain
NP-Hard on paths. A path is a natural setting for modeling many applications, where a limited
resource is available and the amount of the resource varies over time. Many routing and scheduling
problems fit into this framework. For packing problems, we can represent time instants as vertices,
time intervals as edges and the amount of resource available in a time interval as the capacity of the
corresponding edge. The requirement of a resource between two time instants can be represented
as a demand between the corresponding vertices with a certain profit associated with it. Similarly
for covering problems, we can think of the time interval between two time instants as jobs, whose
demands must be satisfied on every time interval on their span by the resources.
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1.1 Preliminaries
In this section, we define the notation and terminology that we will use throughout the thesis. We
work with undirected graphs, unless stated otherwise. We begin with some definitions.
1.1.1 Approximation algorithms and approximation factors
Since almost all the problems considered in this thesis are NP-hard, it is unlikely that there exist
polynomial-time algorithms to compute the optimal solution for them. So, our goal will be to
compute an approximate solution, which is close to the optimal solution. An α-approximation
algorithm for an optimization problem Π is a polynomial-time algorithm that for all instances of
the problem produces a solution whose value is within a factor of α of the value of an optimal solution
for that instance. If ALG(I) is the value of the solution computed by an algorithm and OPT(I) is
the value of the optimal solution on input instance I ∈ Π then, OPT(I) ≤ ALG(I) ≤ α ·OPT(I)
(for minimization problems) or OPT(I) ≥ ALG(I) ≥ α ·OPT(I) (for maximization problems) for
every instance I. The number α is called the approximation factor of the algorithm.
1.1.2 Online algorithms and competitive ratios
In the online setting, data arrives over time, and at each point of time the algorithm has to maintain
a solution for the data that has already arrived. In contrast, an offline algorithm has the entire
input available for processing. Often, we can’t hope to compute the optimal solution without seeing
the whole input in advance. Let σ be an input sequence and let ALG(σ) and OPT(σ) be the costs
of the solution of the algorithm and the optimal offline solution on σ. An online algorithm is ρ-
competitive if for every sequence σ, OPT(σ) ≤ ALG(σ) ≤ ρ ·OPT(σ) (for minimization problems)
or OPT(σ) ≥ ALG(σ) ≥ ρ · OPT(σ) (for maximization problems). The number ρ is called the
competitive ratio of the algorithm.
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1.2 Routing problems in communication networks
A communication network consists of nodes communicating with each other through a set of links
interconnecting these nodes. We can think of these nodes as transmitters and receivers and the
links as channels. Each channel has some capacity or bandwidth. A fundamental problem in
communication networks is to allocate bandwidth and assign paths to connection requests. A
connection request consists of two nodes called its source and destination. There is a demand
associated with the request. The objective is to allocate bandwidth on some path from source to
destination to satisfy the demand. Since there are several requests, it may not be possible to satisfy
all demands without exceeding the capacities of some channels.
Most of these problems can be modeled as variants of the multicommodity flow problem in a
graph. Here, we are given a graph G = (V,E), where V is the set of vertices and E is the set of edges.
Let n = |V | be the number of vertices and m = |E| be the number of edges of the graph. Each
edge e ∈ E has a capacity ce ≡ c(e). We are also given a set of requests R = {R1, . . . , Rk}. Each
request Ri has a source vertex si, a destination vertex ti and a bandwidth demand di. Sometimes,
there is also a profit wi associated with Ri. The goal is to route the requests without violating any
edge capacity. This is the feasibility condition. The objective function that we want to optimize
varies for different problems. Here are some natural objective functions.
1. What is the maximum number of requests that can be satisfied feasibly?
2. What is the minimum number of rounds required to satisfy all requests, so that in every
round the set of requests that are satisfied are feasible?
1.2.1 Notations
We summarize the symbols we will use along with their meanings in Table 1.1 on page 24.
1.2.2 Problem definition and motivation
We now define the various problems that we will study.
24 Introduction
Symbol Explanation
cmax, cmin Maximum and minimum capacities.
dmax, dmin Maximum and minimum demands.
wmax, wmin Maximum and minimum profits.
α Expansion of a graph.
∆ Maximum degree of a graph.
ω Maximum clique size of a graph.
r Maximum edge congestion of a graph.
Table 1.1: Notations used in the thesis
Max-EDP (Maximum Edge-Disjoint Paths Problem)
Input: Graph G = (V,E), requests R = {(si, ti) : i = 1, . . . , k}.
Output: A feasible subset of requests S ⊆ R along with a path Pi connecting (si, ti) for all i ∈ S,
such that Pi and Pj are edge-disjoint for i 6= j.
Objective: Maximizing the number of feasible requests |S|.
Max-UFP (The Unsplittable Flow Problem)
Input: Graph G = (V,E, c), requests R = {(si, ti, di, wi) : i = 1, . . . , k}.
Output: A feasible subset of requests S ⊆ R along with a path Pi connecting (si, ti) for all i ∈ S.
Objective: Maximizing the total profit
∑
i∈S wi.
Round-UFP (Unsplittable Flow Problem with Rounds)
Input: Graph G = (V,E, c), requests R = {(si, ti, di) : i = 1, . . . , k}.
Output: Partition R into a number of sets such that each set is feasible.
Objective: Minimizing the total number of sets.
Bag-UFP (Unsplittable Flow Problem with Bag Constraints)
Input: Graph G = (V,E, c), bags of requests R1, . . . ,Rp, where each bag Rj = {(sji , tji , dji ) : i =
1, . . . , k} has a profit wj .
Output: A subset of bags B and at most one request from each bag along with the paths for all
selected requests such that the set of requests are feasible.
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Objective: Maximizing the total profit
∑
Rj∈B w
j .
We will study these problems when the input graph is a path or a tree. Note that there is a
unique path between any two vertices, and so we only need to figure out which requests to choose.
These problems when restricted to a path can also be used for modeling a time-varying resource.
For each time t, we have a vertex. The capacity of the edge (t, t + 1) denotes how much resource
is available.
d1 = 7, w1 = 5
d2 = 5, w2 = 10
d3 = 8, w3 = 9
d4 = 6, w4 = 8
10 10 13 15 14 11 10
Figure 1.1: A sample Max-UFP instance
In Max-UFP, there are a set of users who want to use different amounts of this resource over
different time intervals and are ready to pay for this. The goal is to select a subset of these users
to maximize the profit, while satisfying the resource availability constraint at each instant, i.e., the
total demand of selected users at any instant does not exceed the resource available. An example
of Max-UFP is shown in Figure 1.1.
The concept of bag constraints (at most one request can be selected from each bag) in Bag-UFP
is quite powerful. Apart from handling the notion of release time and deadline, it can also work
in a more general setting where a job can specify a set of possible time intervals where it can be
scheduled. Moreover, it allows for different instances of the same job to have different bandwidth
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requirements, processing times and profits.
In Round-UFP, we can model the number of copies of the time-varying resource needed to
satisfy all requests. This can also model routing in optical networks, where each copy of the
resource corresponds to a distinct frequency. As the number of distinct available frequencies is
limited, minimizing the number of rounds for a given set of requests is a natural objective.
One important assumption we make is the no-bottleneck assumption (NBA), which states that
the maximum demand requirement of any request is at most the minimum edge capacity, i.e.,
maxi di ≤ mine ce. Note that this assumption is stronger than the feasibility requirement, which
says that the demand of any request is at most the minimum edge capacity on its source-sink path.
This is a standard assumption in these settings. From a practical perspective, it should hold. From
an algorithmic perspective, it is needed to ensure that the integrality gap of the linear programming
relaxation is small.
1.2.3 Related work
Max-EDP is NP-hard, even for restricted classes of graphs like planar graphs. However, Max-
EDP can be solved optimally in polynomial time for some classes of graphs. When the graph is a
path, it translates to finding the maximum number of pairwise disjoint intervals. This is equivalent
to finding a maximum independent set in an interval graph, which can be done in linear time
[35]. For trees, a polynomial time algorithm was given in [34]. In undirected rings, Max-EDP
can also be solved optimally in polynomial time [54]. For undirected graphs, Max-EDP is known
to be APX-hard [30] and there is no algorithm with approximation factor Ω((log n)
1
2
−) for any
 > 0, unless NP ⊆ ZPTIME(npolylog(n)) [2]. Here, ZPTIME(npolylog(n)) is the set of languages
that have randomized algorithms that always give the correct answer and have expected running
time npolylog(n) ≡ nO(logO(1) n). For directed graphs, there is no algorithm with approximation factor
Ω(m
1
2
−) for any  > 0, unless P = NP [36]. For directed graphs, Max-EDP has a bounded-length
greedy (BGA) O(
√
m)-approximation algorithm [42].
Max-EDP has also been studied for special type of graphs. For bounded-degree expander
graphs, Kleinberg and Rubinfeld [43] showed that the bounded-length greedy algorithm gives an
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O(log n log log n)-approximation. Kolman and Scheideler [45] gave an improvedO(log n)-approximation
by using the fact that routing number for expanders is O(log n). For two-dimensional meshes,
Kleinberg and Tardos [44] gave a randomized polynomial-time algorithm that achieves a constant-
factor approximation with high probability. For hypercubes, Kolman and Scheideler [46] gave an
O(log n)-approximation by exploiting the fact that hypercubes have flow number O(log n).
Round-UFP is NP-Hard, since it contains the Bin Packing problem as a special case, where
the graph is just a single edge. Bin Packing is known to be APX-hard, so a polynomial time
approximation scheme (PTAS) is not possible. However, it has an asymptotic polynomial time
approximation scheme (APTAS). There are also simple greedy algorithms like first-fit and best-
fit, which give constant-factor approximations [13, 37, 53, 55]. When all capacities and demands
are 1, Round-UFP reduces to the interval coloring problem on paths, for which a simple greedy
algorithm gives the optimal coloring in linear time.
The Round-UFP problem for paths has been well-studied in the context of online algorithms.
Here the demands (intervals) arrive in arbitrary order, and we need to assign them a color on their
arrival so that all intervals with one color form a feasible packing, i.e., total demand on any edge
does not exceed its capacity. In this context, it is also called the interval coloring problem. When
all capacities and demands are 1, i.e., when no two intersecting intervals can be given the same
color, the first-fit algorithm achieves a constant competitive ratio. Kierstead [40] first proved that
first-fit requires at most 40ω colors to color an interval graph with clique size ω. Later Kierstead
and Qin [41] improved it to 26ω. Subsequently, Pemmaraju et al. [51] improved it to 8ω, which
is currently the best known upper bound. Chrobak and Slusarek [22] showed that first-fit uses at
least 4.4ω colors in the worst case. Kierstead and Trotter [39] gave a different online algorithm
which uses at most 3ω − 2 colors. They also proved that any deterministic online algorithm in the
worst case will require at least 3ω − 2 colors, so this algorithm is the best possible one can hope
for.
Adamy and Erlebach [1] introduced the interval coloring with bandwidth problem. In this prob-
lem, all edge capacities are 1 and each interval has a demand in (0, 1]. They gave a 195-competitive
algorithm for this problem. Later, the competitive ratio was improved to 10 by Narayanaswamy [49]
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and Azar et al. [3]. Epstein et al. [28] further generalized the problem by allowing arbitrary edge
capacities and arbitrary demands. They gave a 78-competitive algorithm for this problem satisfy-
ing the no-bottleneck assumption (NBA). Without NBA, they gave a O
(
log
(
dmax
cmin
))
-competitive
algorithm. They also showed that without this assumption, there is no deterministic online algo-
rithm for interval coloring with nonuniform capacities and demands, that can achieve a competitive
ratio better than Ω(log log n) or Ω
(
log log log
(
cmax
cmin
))
. Here, cmax and cmin are the maximum and
minimum edge capacities of the path respectively.
Round-UFP has been studied on trees and meshes (n×n two-dimensional grids) for the special
case when all capacities and demands are 1. Bartal and Leonardi [9] gave an online algorithm for
trees with competitive ratio O(log n). The also showed that any online algorithm for trees cannot
have competitive ratio better than Ω
(
logn
log logn
)
. For meshes, they gave matching upper and lower
bounds of O(log n).
Max-UFP and Bag-UFP are weakly NP-Hard, since they contain the Knapsack problem
as a special case, where the graph is just a single edge. For Knapsack, an FPTAS is known,
and it has a simple greedy 2-approximation algorithm [53, 55]. When all capacities, demands and
profits are 1, Max-UFP specializes to Max-EDP. Recently, it has been proved that the problem
is strongly NP-hard, even for the restricted case where all demands are chosen from {1, 2, 3} and all
capacities are uniform [12]. However, the problem is not known to be APX-hard, so a polynomial
time approximation scheme (PTAS) may still be possible.
With NBA, Chakrabarti et al. [18] gave the first constant factor approximation algorithm for
Max-UFP on the path and the approximation ratio was subsequently improved to (2 + ) for any
constant  > 0 by Chekuri et al. [21]. They also gave a constant factor approximation algorithm for
Max-UFP on trees. These algorithms are based on the idea of rounding a natural LP relaxation
of the Max-UFP problem. Without NBA, Bonsma et al. [12] gave a polynomial time (7 + )-
approximation algorithm for any  > 0, and a 25.12-approximation algorithm with running time
O(n4 log n). Their algorithm divides the demands into three classes: small, medium and large.
For small and medium demands, they use LP rounding to get a (3 + )-approximation algorithm.
For large demands, they model this as a maximum weight independent set problem for a set of
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rectangles. Using a dynamic programming based algorithm, they give a 4-approximation algorithm
for large demands.
Max-UFP has also been studied for other graph classes. We mention some of the results for
cycles and trees. Under NBA, it can be shown that Max-UFP on a cycle can be reduced to
two instances of Max-UFP on a path, by splitting the cycle at a carefully selected edge. From
this, if we have a ρ-approximation for Max-UFP on a path, we can get a (ρ + 1)-approximation
for Max-UFP on a cycle [18]. Hence, by using the (2 + )-approximation for Max-UFP on a
path given by [21], we can immediately get a (3 + )-approximation for Max-UFP on a cycle.
By directly modeling the problem as an LP, one can get an improved (2 + )-approximation [21].
For trees, under NBA, there is a 4-approximation for unit demands and a 48-approximation for
arbitrary demands, the profits being arbitrary in both the cases [21]. Without NBA, there is an
O(log n)-approximation for unit profits and an O(log2 n)-approximation for arbitrary profits, the
demands being arbitrary in both cases [20].
For general graphs, Kolman and Scheideler [46] gave an O
(
1
α∆
cmax
cmin
log n
)
-approximation for
Max-UFP with NBA, when profit of a request is equal to its demand. Without NBA, under the
same assumption they gave an O(
√
m)-approximation algorithm. Azar and Regev [4] gave a com-
binatorial O(
√
m)-approximation algorithm with NBA. Chakrabarti et al. [18] gave an LP-based
O
(
1
α∆ log n
)
-approximation with uniform edge capacities and an O
(
1
α∆ log
2 n
)
-approximation
with arbitrary edge capacities. Azar and Regev [4] showed that for directed graphs, there is no
algorithm for Max-UFP with approximation factor Ω(m1−) for any  > 0, unless P = NP.
TheBag-UFP problem was introduced by Chakaravarthy et al. [17], who gave anO
(
log
(
cmax
cmin
))
-
approximation algorithm. Chakaravarthy et al. [15] gave the first constant factor approximation
algorithm for the Bag-UFP problem on paths – the approximation ratio is 120. A related problem
is the job interval selection problem for which Chuzhoy et al. [26] gave an
(
e
e−1
)
-approximation
algorithm. See also Erlebach et al. for some additional results [31].
The round version of Bag-UFP is hard to approximate, because scheduling jobs with interval
constraints is a special case of this. Recall that here, we have a collection of n jobs where each
job is associated with a set of intervals on which it can be scheduled. The goal is to minimize the
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total number of machines needed to schedule all jobs subject to these interval constraints. In the
continuous version, the intervals associated with a job form a continuous time segment, described
by a release date and a deadline. Chuzhoy et al. [24] gave an O
(√
logn
log logn
)
-approximation al-
gorithm for this version. This was subsequently improved by Chuzhoy and Codenotti [23] to an
O(1)-approximation algorithm. They also showed that the linear programming formulation for the
problem has an integrality gap of Θ
(
logn
log logn
)
. In the discrete version, where the set of allowed inter-
vals for a job is given explicitly, Raghavan and Thompson [52] gave an O
(
logn
log logn
)
-approximation
algorithm using randomized rounding. Chuzhoy et al. [25] proved that it is Ω(log log n)-hard to
approximate the discrete version.
1.2.4 Our contributions
There has been lot of recent work on obtaining constant factor approximation algorithms for these
NP-Hard problems. Obtaining constant factor approximation algorithms for these problems with-
out NBA remains a challenging task; the only exception being the recent result of Bonsma et al. [12]
which gives a constant factor approximation algorithm for Max-UFP on the line. We will assume
that NBA holds in subsequent discussions.
Linear Programming formulation for Max-UFP
A natural linear programming formulation for Max-UFP on a path is given below. Here xi denotes
the fraction of the demand i that is satisfied and Ii is the unique path between si and ti.
maximize
k∑
i=1
wixi (UFP-LP)
such that
∑
i:e∈Ii
dixi ≤ ce ∀e ∈ E
0 ≤ xi ≤ 1 ∀i ∈ {1, . . . , k}
If we replace the constraints xi ∈ [0, 1] by the constraints xi ∈ {0, 1} we get an integer program,
which precisely models Max-UFP.
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Convex decomposition of a fractional LP solution
Suppose x is a feasible fractional solution for a maximization LP and z1, . . . , zk are feasible integral
solutions for the LP, such that x =
∑k
i=1 λizi and
∑k
i=1 λi = α. Then the value of the best
solution, say zmax among z1, . . . , zk is at least
1
α fraction of the value of x. We can think of this as
approximate convex decomposition of a fractional solution.
Our results
Starting with a simple algorithm for Round-UFP on paths, we give a unified framework for these
problems. We round natural LP relaxations for Max-UFP and Bag-UFP. The rounding algorithm
essentially shows that one can express a fractional solution to the LP as an approximate convex
combination of integer solutions. We show how to do this using our algorithm for Round-UFP.
This leads to improved approximation algorithms for several of these problems. More specifically,
our results are:
I We give a 24-approximation algorithm for the Round-UFP problem on paths. This is much
simpler than the 78-competitive algorithm of [28], and gives an improved approximation ratio.
I We give a 17-approximation algorithm for the Max-UFP problem on paths. Although a
(2 + )-approximation is known for this problem, our approach using convex decompositions
may be of independent interest.
I We give a 65-approximation algorithm for the Bag-UFP problem on paths, thus improving
the constant approximation factor of 120 given by Chakaravarthy et al. [15].
I For trees, we give the first constant factor approximation algorithm for the Round-UFP
problem – our approximation factor is 64.
These results have appeared in [27].
For the online version of the Round-UFP problem on paths, we have the following result.
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I We give a 58-competitive algorithm for the online version of the Round-UFP problem on
paths. This is simpler than the 78-competitive algorithm of [28], and gives a better competi-
tive ratio.
This result appears in [48].
1.3 Resource allocation for scheduling jobs
We consider the problem of allocating resources to schedule jobs. As before, we are give a path G,
and a set of jobs. Each job j is specified by a triplet (sj , tj , dj), where [sj , tj ] denotes the interval
corresponding to the job (also denoted by Ij), and dj is its demand requirement. We shall assume
that dj values are 1. Further, we are also given a set of resources. Each resource is specified by its
starting and ending vertex, and the capacity it offers and its associated cost. A feasible solution
is a set of resources satisfying the constraint that for any edge, the sum of the capacities offered
by the resources containing this edge is at least the demand required by the jobs containing that
edge, i.e., the selected resources must cover the jobs. We call this the Resource Allocation problem
(ResAll).
The above problem is motivated by applications in cloud and grid computing. Consider jobs
that require a common resource such as network bandwidth or storage. The resource may be
available under different plans; for instance, it is common for network bandwidth to be priced
based on the time of the day to account for the network usage patterns during the day. The plans
may offer different capacities of the resource at different costs. Moreover, it may be possible to
lease multiple units of the resource under some plan by paying a cost proportional to the number
of units.
Bar-Noy et al. [6] presented a 4-approximation algorithm for the ResAll problem. We consider
two variants of this problem. The first variant is the partial covering version. In this problem, the
input also specifies a number k and a feasible solution is only required to cover k of the jobs. The
second variant is the prize collecting version wherein each job has a penalty associated with it; for
every job that is not covered by the solution, the solution incurs an additional cost, equivalent to
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Figure 1.2: Illustration of the input
the penalty corresponding to the job. These variants are motivated by the concept of service level
agreements (SLA), which stipulate that a large fraction of the client’s jobs are to be completed.
We study these variants for the case where the demands of all the jobs are uniform (say 1 unit)
and a solution is allowed to pick multiple copies of a resource by paying proportional cost. We now
define our problems formally.
1.3.1 Problem definition
We consider the graph G = (V,E) which is a path with vertices numbered 1, 2, . . . , |V | from left to
right. An input instance consists of a set of jobs J , and a set of resources R. The number of jobs
is n and the number of resources is m.
Each job j ∈ J is specified by an interval Ij = [sj , tj ] in the path. Recall that each job has
demand requirement of 1. Each resource i ∈ R is specified by an interval Ii = [s(i), e(i)] in the path,
capacity wi and cost ci. We shall assume that the capacities wi are integers. We interchangeably
refer to the resources as resource intervals. We shall also refer to the interval Ij (or Ii) as the span
of the job j (or resource i). A typical scenario of such a collection of jobs and resources is shown
in Figure 1.2. We say that a job j (or resource i) contains an edge e if the associated interval Ij
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(or Ii) contains e; we denote this as j ∼ e (i ∼ e). We define a profile P : E → N to be a mapping
that assigns an integer value to every edge of the path. For two profiles, P1 and P2, P1 is said to
cover P2, if P1(e) ≥ P2(e) for all e ∈ E. Given a set J of jobs, the profile PJ(·) of J is defined to be
the mapping determined by the cumulative demand of the jobs in J , i.e. PJ(e) = |{j ∈ J : j ∼ e}|.
Similarly, given a multiset R of resources, its profile is: PR(e) =
∑
i∈R:i∼ewi (taking copies of a
resource into account). We say that R covers J if PR covers PJ . The cost of a multiset of resources
R is defined to be the sum of the costs of all the resources (taking copies into account).
We now formally define the problems.
I ResAll: In this problem, a feasible solution is a multiset of resources R, which covers the
set of all jobs J . The cost of the solution is the sum of the costs of the resources in R (taking
copies into account). The problem is to find a feasible solution of minimum cost.
I (0-1)-ResAll: This is similar to the ResAll problem, except that a resource can be used
at most once to cover any job.
I PartialResAll: In this problem, the input also specifies a number k (called the partiality
parameter) that indicates the number of jobs to be covered. A feasible solution is a pair
(R, J) where R is a multiset of resources and J is a set of jobs such that R covers J and
|J | ≥ k. The cost of the solution is the sum of the costs of the resources in R (taking copies
into account). The problem is to find a feasible solution of minimum cost.
I PrizeCollectingResAll: In this problem, every job j also has a penalty pj associated
with it. A feasible solution is a pair (R, J) where R is a multiset of resources and J is a set
of jobs such that R covers J . The cost of the solution is the sum of the costs of the resources
in R (taking copies into account) and the penalties of the jobs not in J . The problem is to
find a feasible solution of minimum cost.
1.3.2 Related work
Our work belongs to the class of partial covering problems, which are a natural variant of the
corresponding full cover problems. There is a significant body of work that consider such problems
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Figure 1.3: A Mountain M
in the literature, for instance, see [33, 8, 38, 47, 32].
In the setting where resources and jobs are embodied as intervals, the objective of finding a
minimum cost collection of resources that fulfill the jobs is typically called the full cover problem.
Full cover problems in this context have been dealt with in various earlier works [6, 11, 19]. Partial
cover problems in the interval context have been considered earlier in [14].
The work in existing literature that is closest in spirit to our result is that of Bar-Noy et al.
[6], and Chakaravarthy et al. [14]. In [6], the authors consider the full cover version, and present a
4-approximation algorithm. In this case, all the jobs have to be covered, and therefore the demand
profile to be covered is fixed. The goal is to find the minimum cost set of resources, for covering
this profile. In our setting, we need to cover only k of the jobs. A solution needs to select k jobs to
be covered in such a manner that the resources required to cover the resulting demand profile has
minimum cost.
In [14], the authors consider a scenario, wherein the edges have demands and a solution must sat-
isfy the demand for at least k of the edges(PartialMultiResAll). They give a 16-approximation
algorithm for the PartialMultiResAll problem. They also give a 4-approximation algorithm for
the (0-1)-ResAll problem, where each resource can be used at most once. This is a generalization
of the ResAll problem, where each resource can be used any number of times. In contrast, in our
36 Introduction
setting, a solution needs to satisfy k jobs, wherein each job can span multiple edges. A job may
not be completely spanned by any resource, and thus may require multiple resource intervals for
covering it.
Jain and Vazirani [38] provide a general framework for achieving approximation algorithms for
partial covering problems, wherein the prize collecting version is considered. In this framework,
under suitable conditions, a constant factor approximation for the prize collecting version implies
a constant factor approximation for the partial version as well. However, their result applies only
when the prize collecting algorithm has a certain strong property, called the Lagrangian Multiplier
Preserving (LMP) property. While we are able to achieve a constant factor approximation for the
PrizeCollectingResAll problem, our algorithm does not have the LMP property. Thus, the
Jain-Vazirani framework does not apply to our scenario.
1.3.3 Our contributions
A collection of jobs M is called a mountain, if there exists a edge e such that all the jobs in this
collection contain the edge e; (see Figure 1.3; jobs are shown on the top and the profile is shown
below). The justification for this linguistic convention is that if we look at the profile of such a
collection of jobs, the profile forms a bimodal sequence, increasing in height until the peak, and
then decreasing. The span of a mountain is the set of edges which are contained in one of the jobs in
the mountain. A collection of jobsM is called a mountain range, if the jobs can be partitioned into
a sequence M1,M2, . . . ,Mr such that each Mi is a mountain and the spans of any two mountains
are non-overlapping (see Figure 1.4).
We show that the input set of jobs can be partitioned into a logarithmic number of moun-
tain ranges. Then we give a constant factor approximation algorithm for the special case of the
PartialResAll problem, where the input set of jobs form a single mountain range M. Using
these two results along with dynamic programming, we get an approximation algorithm for the
PartialResAll problem.
We give a approximation factor preserving reduction from the PrizeCollectingResAll prob-
lem to a certain full-cover problem and then use the approximation algorithm for that problem to
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Figure 1.4: A Mountain Range M = {M1,M2,M3}
derive an approximation algorithm for the PrizeCollectingResAll problem.
Our results
I We present an O(log(n + m))-approximation algorithm for the PartialResAll problem,
where n is the number of jobs and m is the number of resources respectively.
I We give a 4-approximation algorithm for the PrizeCollectingResAll problem, by reduc-
ing it to the (0-1)-ResAll problem.
These results have appeared in [16].
1.4 Organization of the thesis
In Chapter 2, we study the Round-UFP problem and give constant factor approximation algo-
rithms for this problem on paths and trees. Building on this, we give constant factor approximation
algorithms for the Max-UFP and the Bag-UFP problems in Chapter 3. In Chapter 4, we study the
online version of the Round-UFP problem, also known as the Online Interval Coloring prob-
lem, and give an improved constant factor competitive algorithm. We discuss the PartialResAll
and the PrizeCollectingResAll problems in Chapter 5 and give O(log(n+m))-approximation
and 4-approximation algorithms for these two problems respectively. We conclude the thesis in
Chapter 6 and discuss possible future directions on these problems along with some open problems.
Chapter 2
The Round-UFP Problem
We define the Round-UFP problem and give a constant factor approximation algorithm under
NBA. We also give improved algorithms for some special cases of this problem.
2.1 Preliminaries
We are given a graph G = (V,E), which is either a path or a tree, with edge capacities ce for
all edges e ∈ E. We are also given a set of requests R1, . . . , Rk. Request Ri has an associated
source-sink pair (si, ti) and a demand di. We shall use Ii to denote the associated unique path
between si and ti in G. A subset of demands will be called feasible if they can be routed without
violating the edge capacities. The goal is to partition the set of demands into minimum number of
colors, such that demands with a particular color are feasible.
Definition 2.1. The load on an edge e, le =
∑
i:e∈Ii di, i.e., the total demand passing through the
edge e.
Definition 2.2. The congestion of an edge e, re =
⌈
le
ce
⌉
, i.e., the ratio of the load on the edge e
to its capacity. Let r = maxe∈E re be the maximum congestion on any edge in the input graph.
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2.2 Approximation Algorithms for Round-UFP on Paths
2.2.1 A 3-approximation algorithm for uniform capacities and arbitrary de-
mands
We consider the special case, where each edge of the path has a capacity c. We separate the
demands into large and small demands. A demand di is called large if di >
1
2c. Otherwise, it is
called small. Let OPT(L) and OPT(S) be the optimum number of colors required for the instance
containing only large demands and only small demands respectively. The algorithms for large and
small demands are given below.
An optimal algorithm for large demands
We maintain several copies of the path, one copy for each color. We fill demands in the copies in an
iterative manner. We sort the demands based on their left endpoints. Let Ri be the set of requests
starting at vi, 1 ≤ i ≤ n − 1. We will pack the requests in R1, . . . ,Rn−1 in this order. Starting
with the requests in R1, we try to allocate the requests in Ri, 1 ≤ i ≤ n− 1 in one of the copies of
the path, if it does not violate any edge capacities. Otherwise, we allocate a new copy and assign
it there.
Lemma 2.1. If χ is the number of colors required to pack all the large demands, then OPT(L) ≥ χ.
Proof. Note that if two large demands share any edge, they can’t be given the same color, because
the total load on the edge is more than c. Consider the demand d for which the last color χ was
opened. Since d could not be assigned any one of the first χ−1 colors, there are χ−1 large demands,
one for each color, which shared an edge with d. Since the demands have been considered in a left
to right manner, all these χ − 1 large demands will pass through the first edge e of d. Together
with d, there are χ large demands passing through the edge e. Hence, the optimum has to give
each of them a separate color, so it will also require at least χ colors. Hence, this algorithm uses
the minimum number of colors.
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Figure 2.1: Illustration for the analysis of small demands.
A 2-approximation algorithm for small demands
The algorithm for small demands is exactly the same as the previous algorithm for large demands.
Let t be the number of copies of the path P required to assign all the requests in R1, . . . ,Rn−1.
Let li be the load on edge ei, which is the sum of all demands passing through ei.
Lemma 2.2. When all the requests in R1, . . . ,Rn−1 have been packed, there is an edge ei such
that in at least t− 1 copies of P , li > 12c.
Proof. Consider the demand di ∈ Ri (for some i) due to which the last color t was opened. At the
time di was considered, all the requests started on or before vi. Since di could not be assigned any
of the previous t−1 colors, there are t−1 edges, one for each color, such that the total load put by
the existing small demands on each of these edges is strictly more than c− di ≥ 12c since, di ≤ 12c.
Since the demands have been considered in a left to right manner, the load on the first edge ei of
di on each of these t− 1 colors is at least as much. Hence, ei is the edge such that li > 12c.
It follows from Lemma 2.2 that the total load put by requests in R1, . . . ,Rn−1 on ei is greater
than 12c(t− 1). Hence, the congestion on edge ei is more than 12(t− 1), since the edge capacity is
c. Thus, r ≥ rei > 12(t − 1). Hence, t < 2r + 1, which implies that t ≤ 2r, since t is an integer.
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Since, we can assign all the requests in R1, . . . ,Rn−1 using t ≤ 2r ≤ 2 · opt(S) copies, this is a
2-approximation algorithm.
A 3-approximation algorithm
We solve the instance containing only large demands and the instance containing only small
demands separately. We have, ALG(L) = OPT(L) and ALG(S) ≤ 2 · OPT(S). Moreover,
OPT ≥ max{OPT(L),OPT(S)}. Hence the total number of colors required by the algorithm
is
ALG = ALG(L) + ALG(S)
≤ OPT(L) + 2 ·OPT(S)
≤ 3 ·OPT.
Number of colors in terms of the congestion bound r
For large demands, the total load on the edge e, le >
1
2c · χ. On the other hand, le ≤ rc. Hence,
rc > 12c · χ and so ALG(L) = χ < 2r, which implies that χ ≤ 2r − 1, since χ is an integer. For
small demands, ALG(L) ≤ 2r. Hence, ALG ≤ 2r − 1 + 2r = 4r − 1.
Running time
Since we are only sorting the demands based on their left endpoints and maintaining a set of copies,
the running time of the algorithm is polynomial.
2.2.2 A 24-approximation algorithm for arbitrary capacities and arbitrary de-
mands
We consider an instance I of the Round-UFP problem given by a path G on n points, and a set
of requests R1, . . . , Rm. Let OPT denote an optimal solution, and col(OPT) denote the number
of colors used by OPT. We begin with a few definitions.
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Definition 2.3. The bottleneck capacity bi of a request Ri is the smallest capacity of an edge in
the interval between si and ti – such an edge is called the bottleneck edge for request Ri. A demand
di is said to be small if di ≤ 14bi, else it is a large demand. More generally, a demand di is said to
be δ-small if di ≤ δbi. Otherwise, it is a δ-large demand.
Clearly, col(OPT) ≥ r. We give an algorithm A which uses O(r) colors. This will give
a constant factor approximation algorithm for this problem. We first consider the case of large
demands. We will use the following result of Nomikos et al. [50].
Lemma 2.3. Consider an instance of Round-UFP where all capacities are integers and all de-
mands Di have bandwidth requirement di = 1. Then, one can color these demands with r colors.
Lemma 2.4. We can color all large demands with at most 8r colors.
Proof. We first scale all capacities and demands such that the minimum capacity cmin becomes 1.
Now, we round all capacities down to the nearest integer, and we increase all the demands di to 1.
Note that this will affect the congestion of an edge e by a factor of at most 8. Since ce ≥ cmin = 1,
rounding ce down to the nearest integer will reduce it by a factor of at most 2 (which will happen
for a real number less than but arbitrarily close to 2). Since all demands are of size at least 14
(because they are large demands, so di >
1
4bi ≥ 14cmin = 14), we may increase the requirement of a
demand by a factor of at most 4. Thus, the value of r will increase by a factor of at most 8. Now,
we invoke the result in Lemma 2.3. This proves the lemma.
We now consider the more non-trivial case of small demands. We divide the edges into classes
based on their capacities. We say that an edge e is of class l if 2l ≤ ce < 2l+1. We use cl(e)
to denote the class of e. For a demand Dj , let lj be the smallest class such that the interval Ij
contains an edge of class lj . The critical edge of demand Dj is defined as the first edge (as we go
from left to right from sj to tj) in Ij of class lj . Note that the critical edge could be different from
the bottleneck edge, though both of them would be of class lj .
Lemma 2.5. The small demands can be colored with at most 16r colors.
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Proof. We maintain 16r different solutions to the instance I, where a solution routes a subset of
the demands. We will be done if we can assign each demand to one of these solutions. Let us call
these solutions S1, . . . ,SK , where K = 16r. We first describe the routing algorithm and then show
that it has the desired properties.
We arrange the demands in order of their left end-points – let this ordering be D1, . . . , Dm. Let
ej be the critical edge of Dj . When we consider Dj , we send it to a solution Sl for which the total
requirements of demands containing ej is at most cej/16. At least one such solution must exist,
otherwise re >
16r·cej /16
cej
= r, a contradiction. This completes the description of how we assign each
demand to one of the solutions. We now prove that each of the solutions Sl is feasible.
Fix a solution Sl and an edge e. Suppose e is of class i. Let D(Sl) be the demands routed in Sl
which contain the edge e. Among such demands, let Du be the last demand for which the critical
edge is to the left of e (including e) – let e′ be such an edge. Clearly, cl(e′) ≥ i. For an integer
i′ ≤ i, let e(i′) be the first edge of class i′ to the right of e (so, e(i) is same as e).
First consider the demands in D(Sl) which are considered before (and including Du). All of
these demands go through e′ (because all such demands begin before Du does and contain e).
So, the total requirement of such demands, excluding Du, is at most ce′/16 – otherwise we would
not have assigned Du to this solution. Because Du is a small demand and cl(e
′) ≥ i, the total
requirements of such demands (including Du) is at most
2i+1
16
+
ce
4
≤ ce
8
+
ce
4
=
3ce
8
.
Now consider the demands in D(Sl) whose critical edges are to the right of e – note that, such
an edge must be one of e(i
′) for some i′ < i. Similar to the argument above, the total requirements
of such demands is at most
i−1∑
i′=0
(
2i
′+1
16
+
2i
′+1
4
)
=
5
16
i−1∑
i′=0
2i
′+1 ≤ 5 · 2
i+1
16
=
5 · 2i
8
≤ 5ce
8
.
Here, we have used the fact that ce ≥ 2i. Thus, we see that the total requirements of demands in
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D(Sl) is at most
5ce
8
+
3ce
8
≤ ce.
Hence the solution is feasible. This proves the lemma.
Combining the above two lemmas, we get the following theorem.
Theorem 2.6. Given an instance of Round-UFP, there is an algorithm for this problem which
uses at most 24 · col(OPT) colors, and hence it is a 24-approximation algorithm. Further, if all
demands are small, then one can color the demands using at most 16 · col(OPT) colors.
Running time
For large demands, we are using the algorithm by Nomikos et al. [50], which is polynomial-time.
Scaling the capacities and demands requires polynomial-time. For small demands, sorting the
demands and maintaining several copies of the path can be done in polynomial-time. The critical
edge of a demand can also be found in polynomial-time. Hence, the overall algorithm runs in
polynomial-time.
2.2.3 How bad can the congestion bound be?
With NBA
We show an example, where even the optimal coloring requires 2r colors. Suppose there is a single
edge of capacity 1. There are 2k copies of a (large) demand 12 + , where   1k . Since, no two
demands can be given the same color, the optimal coloring requires 2k colors, while the congestion
bound r is k + 1. Hence, OPT ≈ 2r, for large k.
Without NBA
We show an example where even the optimal coloring requires n colors, whereas the congestion
bound is 2. In Figure 2.2, the capacities are geometrically decreasing and c(ei) = 2
n−i−1 for
1 ≤ i ≤ n− 1. The demands Dj are between v1 and vj for 2 ≤ j ≤ n and dj = 2n−j . Since, no two
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Figure 2.2: An example where OPT = n, r = 2, ω = n.
demands can be given the same color, the optimal coloring requires n colors, while the congestion
bound r is 2. So the ratio OPTr is Ω(n). Note that in this example, NBA is not satisfied. Here,
ω is the maximum number of intervals that can’t be assigned the same color, which is also the
maximum clique size in the corresponding interval graph. Note that ω is a lower bound on OPT,
so any solution requires at least ω colors.
2.3 Approximation Algorithms for Round-UFP on Trees
We now consider the Round-UFP problem on trees. Consider an instance I of this problem as
described in Section 2.1. We consider the case of large and small demands separately. Let Dl be
the set of large demands and Ds be the set of small demands.
Lemma 2.7. There is a 32-approximation algorithm for the Round-UFP problem on trees, when
we only have demands in Dl.
Proof. Chekuri et. al. [21] gave a 4-approximation algorithm for coloring a set of demands when all
demands have requirement 1, and the capacities are integers. In fact, their algorithm uses at most
4r colors. In our case, first observe that if Di ∈ Dl, then di lies between 14cmin and cmin. We create
a new instance I ′, where we round-up the requirement of each demand Di to cmin. Further, we
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round-down the capacity of each edge to the nearest multiple of cmin. We claim that our algorithm
uses at most 32 · col(OPT) colors, where col(OPT) denotes the number of colors used by the
optimal solution for the large demands in I. Indeed, by increasing the requirements of the large
demands, and decreasing the capacities of the edges, we affect the congestion of an edge by at most
4 · 2 = 8. Now this is a uniform demands instance, which is the same as a unit demands instance
by scaling the capacities and demands. We lose a further factor of 4 by using the 4-approximation
algorithm of Chekuri et. al. Hence, the result follows.
Lemma 2.8. There is a 32-approximation algorithm for the Round-UFP problem on trees, when
we only have demands in Ds.
Proof. The proof is very similar to that of Lemma 2.5. We maintain 16r solutions. For a demand
Di, let ai denote the least common ancestor of si and ti. We consider the demands in a bottom-up
order of ai. For a demand Di, we define two critical edges: the si-critical edge is the critical edge
on the ai − si path, and the ti-critical edge is the critical edge on the ai − ti-path. We send Di to
the solution in which both these critical edges have been used till 116 of their total capacity only.
Again it is easy to check that such a solution will exist. The rest of the argument now follows as
in the proof of Lemma 2.5.
Theorem 2.9. There is a 64-approximation algorithm for the Round-UFP problem on trees.
Proof. Follows from the two previous lemmas.
Running time
For large demands, we are using the algorithm by Chekuri et. al. [21], which runs in polynomial-
time. Scaling the capacities and demands requires polynomial-time. For small demands, sorting
the demands and maintaining several copies of the tree can be done in polynomial-time. The
critical edge of a demand can also be found in polynomial-time. Hence, the overall algorithm runs
in polynomial-time.
Chapter 3
The Max-UFP and the Bag-UFP
Problems
We define the Max-UFP and the Bag-UFP problems and give constant factor approximation
algorithms for both the problems under NBA. We are given a graph G = (V,E), which is either
a path or a tree, with edge capacities ce for all edges e ∈ E. We are also given a set of requests
R1, . . . , Rk. Request Ri has an associated source-sink pair (si, ti), a demand di, and a profit wi.
We shall use Ii to denote the associated unique path between si and ti in G. In order to route a
request Ri, we send di amount of flow from si to ti along the (unique) path between them in G.
A subset of demands will be called feasible, if they can be simultaneously routed without violating
the edge capacities.
In the Max-UFP problem, we would like to find a feasible subset of demands of maximum total
profit. In the Bag-UFP problem, we are given sets, which we will call bags, D1, . . . ,Dp, where
each set Dj consists of a set of requests Rj1, . . . , Rjnj . As before, each request Rji is specified by an
interval Iji and a bandwidth requirement d
j
i . We are also given profits p
j associated with each of
the bags Dj . A feasible solution to such an instance picks at most one demand from each of the
bags – the selected demands should form a feasible set of routable demands. The profit of such a
solution is the total profit of the bags from which we select a demand. The goal is to maximize the
total profit.
48 The Max-UFP and the Bag-UFP Problems
We require our instances to satisfy NBA. We use the notion of congestion, bottleneck capacity,
large demands and small demands, as defined in chapter 2. We will use ideas from Round-UFP
to give a constant factor approximation for Max-UFP, and then extend it to Bag-UFP.
3.1 Linear Programming formulation for Max-UFP
A natural linear programming formulation for Max-UFP on a path is given below. Here xi denotes
the fraction of the demand i that is satisfied and Ii is the unique path between si and ti.
maximize
k∑
i=1
wixi (UFP-LP)
such that
∑
i:e∈Ii
dixi ≤ ce ∀e ∈ E
0 ≤ xi ≤ 1 ∀i ∈ {1, . . . , k}
If we replace the constraints xi ∈ [0, 1] by the constraints xi ∈ {0, 1}, we get an integer program,
which precisely models Max-UFP.
Definition 3.1. The integrality gap of an integer program is the worst-case ratio over all instances
of the problem of the value of an optimal solution to the integer programming formulation to the
value of an optimal solution to its linear programming relaxation.
3.1.1 Integrality gap of the UFP-LP without NBA
Chakrabarti et al. [18] showed that the integrality gap of the above LP is Θ
(
log dmaxdmin
)
. This can
be as bad as Ω(n) without NBA, as the example in Figure 3.1 shows. In this example, c(ei) = 2
i for
i = 1, . . . , n. There is a demand of 2i between vi and vn+1 for i = 1, . . . , n. For all such demands
the profit is 1. Note that the optimum integral solution can route at most one demand, to get a
profit of OPT = 1, while the optimal fractional LP solution can route each demand to the extent
of 12 (xi =
1
2), to get a profit of OPTf =
n
2 . Hence,
OPTf
OPT =
n
2 = Ω(n). Note that in this example,
NBA is not satisfied. Further, dmax = 2
n and dmin = 2, so the bound Θ
(
log dmaxdmin
)
is asymptotically
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Figure 3.1: An example where OPTf =
n
2 , OPT = 1.
3.1.2 Integrality gap of the UFP-LP with NBA
In Figure 3.2, the capacities and demands are as shown. All profits are 1. Here d1 = 2c, d2 = d3 =
c + . The LP has a feasible solution given by x1 =
1
2 , x2 = x3 =
c
c+ . Hence, LP has a profit of
1
2 +
2c
c+ ≈ 2.5. Since routing any demand integrally will block the other demands, the IP can get
a profit of at most 1. Hence, the integrality gap of the UFP-LP on this example is 2.5.
3c 2c
2c
c + 
c + 
d1
d2
d3
Figure 3.2: Integrality gap of 2.5 for paths.
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3.2 Approximation Algorithm for Max-UFP
In this section we show how ideas from Round-UFP can be used to derive a constant factor
approximation algorithm for Max-UFP. Consider an instance I of Max-UFP. As before, we
divide the demands into small and large demands. For large demands, Chakrabarti et al. [18]
showed that one can find the optimal solution by dynamic programming. For completeness, we
include the result below.
Lemma 3.1. The number of δ-large demands crossing any edge in a feasible solution is at most
2
δ
(
1
δ − 1
)
. Hence, an optimum solution can be found in nO(1/δ
2) time using dynamic programming.
ebibj
Ri
Rj
Figure 3.3: Illustration for the analysis of large demands.
Proof. Consider the set of requests Se passing through the edge e in a feasible solution. The
bottleneck edge of any such request will either be e or on its left or on its right. Let Sl be the set
of requests whose bottleneck edge is e or on its left. Similarly, let Sr be the set of requests whose
bottleneck edge is on the right of e. Among all requests in Sl, let Ri be the one whose bottleneck
edge bi is the rightmost. Then all requests in Sl will pass through bi, since they pass through e and
their bottleneck edge is on the left of bi.
Consider any other demand Rj ∈ Sl, j 6= i. We know that di > δcbi , whereas di ≤ cmin ≤ cbj ,
using NBA. Together this gives, cbj > δcbi . Hence, dj > δcbj > δ
2cbi . The load put by Ri on bi is
di > δcbi . The load put by Rj for j 6= i on bi is dj > δ2cbi . The total number of such Rj is strictly
less than
(1−δ)cbi
δ2cbi
. Together with the request Ri, the number of requests in Sl is at most
1
δ
(
1
δ − 1
)
.
Similarly, |Sr| ≤ 1δ
(
1
δ − 1
)
. Hence, |Se| ≤ |Sl|+ |Sr| ≤ 2δ
(
1
δ − 1
)
.
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Note that, according to our definition, large demands are 14 -large. Now we consider the small
demands. The following lemma gives an approximation algorithm for small demands.
Lemma 3.2. If there are only small jobs, then there is a 16-approximation algorithm for Max-
UFP.
Proof. We write the following natural LP relaxation for this problem – a variable xi for demand
Di which is 1 if we include it in our solution, and 0 otherwise.
max
∑
i
wixi
∑
i:e∈Ii
dixi ≤ ce for all edges e (3.1)
0 ≤ xi ≤ 1 for all demands i
Let x? be an optimal solution to the LP relaxation. Let K be an integer such that all the
variables x?i can be written as
αi
K for some integer αi. Now we construct an instance I ′ of Round-
UFP as follows. For each (small) demand Di in I, we create αi copies of it. Rest of the parameters
are same as those in I. First observe that inequality (3.1) implies that ∑i:e∈Ii diαi ≤ Kce, ∀e ∈ E.
Thus, the congestion of each edge in I ′ is at most K. Using Lemma 2.5 for small demands, we can
color the demands with at most 16K colors. It follows that the best solution among these 16K
solutions will have profit at least 116 ·
∑
iwix
?
i .
Thus, we get the following theorem.
Theorem 3.3. There is a 17-approximation algorithm for the Max-UFP problem.
Proof. Given an instance I, we divide the demands into large and small demands. For large de-
mands, we compute the optimal solution using Lemma 3.1, whereas for small demands we compute
a solution with approximation ratio 16 using Lemma 3.2. Then we pick the better of the two
solutions.
Consider an optimal solution OPT with profit profit(OPT). Let profitl(OPT) be the
profit for large demands and profits(OPT) be the profit for small demands. If profitl(OPT) ≥
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1
17 · profit(OPT), then our solution for large demands will also be at least 117 · profit(OPT).
Otherwise, profits(OPT) ≥ 1617 · profit(OPT). In this case, our solution for small demands will
have value at least 116 · 1617 · profit(OPT) = 117 · profit(OPT).
3.2.1 Running time
We can find the optimal solution for the instance containing only large demands using dynamic
programming in polynomial-time. Indeed, since the large demands are 14 -large, we can compute the
optimal solution in O(n16) time using Lemma 3.1. For small demands, we have to find an optimal
solution to the linear programming relaxation for Max-UFP. This can be done in polynomial-time
using the ellipsoid method. Solving the Round-UFP instance I ′ using Lemma 2.5 can also be
done in polynomial-time. We can make K polynomial in the input as follows. If the value of the
variables x?i in the LP are less than
1
k (k is the number of demands), then we can ignore them.
Otherwise, we can round them to the nearest multiple of 1k . This will cause a small error of at most
1
k , which can be ignored. Since, K can be taken as the least common multiple of the denominators
of the variables x?i , this will make K polynomial in the input. Hence, the overall running time of
the algorithm is polynomial.
3.3 Approximation Algorithm for Bag-UFP
We now extend the above algorithm to the Bag-UFP problem. Consider an instance I of this
problem. As before, we classify each of the requests Rji as either large or small. For each bag, Dj ,
let Dj,l be the set of large demands in Dj and Dj,s be the set of small demands in Dj . Again, we
have two different strategies for large and small demands.
Lemma 3.4. If there are only large jobs, then there is a 48-approximation algorithm for Bag-UFP.
Proof. Suppose, we have the further restriction that the selected intervals need to be disjoint. From
Lemma 3.1, we know that the number of 14 -large demands crossing any edge in a feasible solution is
at most 2 ·4 ·(4−1) = 24. Hence, if the demands are disjoint, the value of the objective function will
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reduce by a factor of at most 24. However, for the latter problem, we can use the 2-approximation
algorithm of Berman et al. [10] and Bar-Noy et al. [7]. This gives a 48-approximation algorithm.
Lemma 3.5. If there are only small jobs, then there is a 17-approximation algorithm for Bag-
UFP.
Proof. As in the case of Max-UFP problem, we first write an LP relaxation, and then use an
algorithm similar to the one used for the Round-UFP problem. We have a variable xji for demand
Dji , which is 1 if we include it in our solution and 0 otherwise, and a variable y
j which is 1 if we
choose a demand from the bag Dj and 0 otherwise. The LP relaxation is as follows.
max
∑
j
pjyj
∑
i:e∈Iji
djix
j
i ≤ ce for all edges e (3.2)
∑
i
xji ≤ yj for all bags Dj (3.3)
0 ≤ xji ≤ 1 for all demands i
0 ≤ yj ≤ 1 for all bags Dj
Let x, y be an optimal solution to the LP above. Again, let K be a large enough integer
such that yj = α
j
K , x
j
i =
βji
K , where αj and β
j
i are integers for all j and i. Now we consider an
instance of Round-UFP where we have βji copies of the demand D
j
i . The only further restriction
is that no two demands from the same bag can get the same color. Inequality (3.2) implies that∑
i:e∈Iji d
j
iβ
j
i ≤ Kce, ∀e ∈ E. So the congestion bound is K. We proceed as in the proof of
Lemma 2.5, except that now we have 17K different solutions. When we consider the demand Dji ,
we ignore the solutions which contain a demand from the bag Dj . Inequality (3.3) implies that∑
i β
j
i ≤ αj ≤ K,∀j. Hence, there will be at most K such solutions. For the remaining 16K
solutions, we argue as in the proof of Lemma 2.5.
Theorem 3.6. There is a 65-approximation algorithm for the Bag-UFP problem.
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Proof. This follows from the two previous lemmas. We argue as in the proof of Theorem 3.3.
3.3.1 Running time
For the instance containing only large demands, we are using the 2-approximation algorithms of
Berman et al. [10] or Bar-Noy et al. [7], both of which runs in polynomial-time. Hence, the instance
containing only large demands can be solved in polynomial-time. For small demands, we have to
find an optimal solution to the linear programming relaxation for Bag-UFP. This can be done in
polynomial-time using the ellipsoid method. Solving the constructed Round-UFP instance using
Lemma 2.5 can also be done in polynomial-time. We can make K polynomial in the input using
the technique in subsection 3.2.1. Hence, the overall running time of the algorithm is polynomial.
3.4 Approximation Algorithm for Max-UFP on Trees
Consider an instance I of Max-UFP on trees. We will show how the approximation algorithm for
the Round-UFP problem can be used to obtain a constant factor approximation algorithm for the
Max-UFP problem.
Theorem 3.7. There is a 64-approximation algorithm for the Max-UFP problem on trees.
Proof. We write the following natural LP relaxation for this problem – a variable xi for demand
Di which is 1 if we include it in our solution, and 0 otherwise.
max
∑
i
wixi
∑
i:e∈Ii
dixi ≤ ce for all edges e (3.4)
0 ≤ xi ≤ 1 for all demands i
Let x? be an optimal solution to the LP relaxation. Let K be an integer such that all the
variables x?i can be written as
αi
K for some integer αi. Now we construct an instance I ′ of Round-
UFP as follows. For each demand Di in I, we create αi copies of it. Rest of the parameters are
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same as those in I. First observe that inequality (3.4) implies that ∑i:e∈Ii diαi ≤ Kce,∀e ∈ E.
Thus, the congestion of each edge in I ′ is at most K. Using Theorem 2.9, we can color the demands
with at most 64K colors. It follows that the best solution among these 64K solutions will have
profit at least 164 ·
∑
iwix
?
i .
Although this is worse than the 48-approximation algorithm of Chekuri et al. [21], this illustrates
the power of our approach. We can handle all these problems in a unified framework.
3.4.1 Running time
We can find an optimal solution to the linear programming relaxation for Max-UFP on trees in
polynomial-time using the ellipsoid method. Constructing the Round-UFP instance I ′ can also be
done in polynomial-time. The Round-UFP instance I ′ can be solved in polynomial-time as shown
in section 2.3. We can make K polynomial in the input using the technique in subsection 3.2.1.
Hence, the overall running time of the algorithm is polynomial.
Chapter 4
Online Algorithms for the Interval
Coloring Problem
In this chapter, we consider the Round-UFP problem in an on-line setting. As before, we are
given a path G = (V,E) with edge capacities ce on edge e. Requests arrive in an on-line manner.
A request Ri is specified by a triplet (si, ti, di), where si is the starting vertex, ti is the destination
vertex and di is the actual bandwidth requirement. We shall also use Ii to denote the interval
[si, ti]. The on-line algorithm needs to color the demand on its arrival, such that the set of demands
with the same color can be routed feasibly in the path G. The goal is to minimize the number
of colors. Again, we shall assume that the requests satisfy the no-bottleneck assumption (NBA).
Indeed, without this assumption, it is known that any deterministic on-line algorithm will have
competitive ratio of Ω
(
max
{
log logn, log log log
(
cmax
cmin
)})
, where cmax and cmin are the maximum
and minimum edge capacities of the path respectively [28].
4.1 Preliminaries
We fix a time n, and consider the requests which have arrived till time n, i.e., R1, . . . , Rn. Recall
that for an edge e, the load le on e is the total demand of requests which contain e, i.e.,
∑
i:e∈Ii di.
Also, the congestion on e, re =
⌈
le
ce
⌉
. Let r = maxe re be the maximum congestion on any edge.
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Clearly, r is a lower bound on the minimum number of colors required to color the requests. For a
set of requests S, let le(S) =
∑
i:e∈Ri,Ri∈S di be the load put by the requests in S on edge e.
We can assume without loss of generality that cmin = 1. Since NBA is satisfied, this implies
dmax ≤ 1. We now round down the edge capacities ce to the nearest power of 2. Let cˆe denote
these rounded capacities. Note that cˆmin remains 1.
The bottleneck edge bi of a request Ri is an edge of minimum capacity (with respect to cˆ) in
Ii, i.e., bi = arg mine∈Ii cˆe. The capacity of the bottleneck edge, i.e., cˆ(bi) is called the bottleneck
capacity of the request Ri. The class of a request Ri is defined as `i = log2 cˆ(bi). Note that the
class of a request can be between 0 and log2 cˆmax.
For a request Ri in class j ≥ 1, we shall call it a small demand if di ≤ min(1, 2j−3). Since,
cˆ(bi) = 2
j , di ≤ cˆ(bi)8 . For a demand di in class 0, we call it a small demand if di ≤ 14 . Since,
cˆ(bi) = 1, di ≤ cˆ(bi)4 . Otherwise, we shall call the request a large demand. Note that large demands
can exist only in classes 0, 1 and 2 (see the table below).
Class Small demands Large demands Bottleneck capacity
0
(
0, 14
] (
1
4 , 1
]
1
1
(
0, 14
] (
1
4 , 1
]
2
2
(
0, 12
] (
1
2 , 1
]
4
3 (0, 1] none 8
...
...
...
...
j (0, 1] none 2j
Table 4.1: Schematic representation of classes and capacities of demands
4.2 Our algorithm
In this section, we give a 58-competitive algorithm for the online interval coloring problem. When
a request comes, we determine whether it is small or large. We handle small demands and large
demands separately. For small demands, we give a 32-competitive algorithm. For large demands,
we give a 26-competitive algorithm. The details of the algorithms are given in the following sections.
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4.2.1 Small demands
In this section, we give a 32-competitive algorithm for small demands. For this, we first consider
a special case when all edges have the same capacity. We shall then show that for non-uniform
capacities, we can derive several instances of uniform capacity instances. We can then apply our
algorithm for uniform capacities to each of these instances.
Uniform Capacities
We consider the online Round-UFP problem for the special case when all edges have capacity 1
and each demand di is at most 1/4. This is without any loss of generality, since we can always
scale the demands with the common capacity c to make the capacity of each edge to be 1. We call
it the Round-UFP-Uniform problem.
We shall assign each arriving request a level. Let Sl be the set of requests which have been
assigned level l. We shall show that the set of requests in each level can be colored with one
color. Suppose we have already processed requests R1, . . . , Ri−1. Suppose these requests have
been partitioned into levels S1, . . . , Ski . When the request Ri arrives, we find the smallest index
k such that for every edge e ∈ Ii, the total load of the requests in ∪kk′=1Sk′ (including Ri), i.e.,
le(∪kk′=1Sk′ ∪ {Ri}), is at most k4 . If no such index is found, start a new level ki + 1, and assign
Ri to Ski+1. For an edge e and level k, we say that e is critical for Ri on level k, if e ∈ Ii and
le(∪kk′=1Sk′ ∪ {Ri}) > k4 . Note that e is an edge which prevented Ri to be put on level k. The
complete algorithm is given as algorithm 1.
We now analyze this algorithm. Let r denote the maximum congestion of an edge if we consider
the requests R1, . . . , Rn. As argued earlier, r is a lower bound on the minimum number of colors
needed to color these demands.
Lemma 4.1. The number of levels kn is at most 4r.
Proof. Consider the first request R which gets assigned to level Skn . It must be the case there is
a critical edge e for R on level kn − 1. So, le
((⋃kn−1
k′=1 Sk′
)
∪ {R}
)
> 14(kn − 1). On the other
hand, since the maximum congestion on any edge is r, le
((⋃kn−1
k′=1 Sk′
)
∪ {R}
)
≤ r. Together, this
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1 Algorithm Color;
2 Input: Demands Ri = (si, ti, di) coming online;
3 Output: A feasible coloring of demands;
// ki is the number of levels used.
4 ki ← 1;
5 while there are still requests in the input do
6 let Ri = (si, ti, di) be the next request;
7 find the smallest level k ∈ {1, . . . , ki} such that for every edge e ∈ Ii, the total load of the
requests in ∪kk′=1Sk′ (including Ri), i.e., le(∪kk′=1Sk′ ∪ {Ri}), is at most k4 ;
8 if no such level is found then
9 ki = ki + 1;
10 go to line 7.
11 end
// assign Ri to level k.
12 Sk ← Sk ∪ {Ri};
13 end
Algorithm 1: An online algorithm for 14 -small demands and unit edge capacity
implies that 14(kn − 1) < r. Hence, kn < 4r + 1, which implies that kn ≤ 4r, since kn is an integer.
This proves the desired result.
Lemma 4.2. For a level k and edge e, the load on e by demands in Sk is at most 1.
Proof. First consider the case k = 1. For an edge e, let Rj be the last demand containing e which
was added to S1. Then, by the algorithm, total load on e (including Rj) is at most 1/4.
Now, consider k > 1. We call an edge e critical if it is critical for some demand in Sk on level
k − 1. Note that each demand in Sk must contain at least one critical edge (otherwise it should
have been added to level k − 1 or earlier). Fix a critical edge e. Let the demands containing e
which get added to Sk (in the order of arrival) be Rk1 , . . . , Rkj . Note that e must be critical for
Rkj on level k− 1. Hence, le
(
∪k−1k′=1Sk′
)
≥ k−14 − dj , where dj is the demand of request Rkj . Since
Rkj is added to Sk, it must be the case that le
(∪kk′=1Sk′) ≤ k4 . Subtracting the second inequality
from the first we get, le(Sk) ≤ 14 + dj ≤ 12 , since dj ≤ 14 .
Now consider an edge e which is not critical. Let eL and eR be the nearest critical edges on
its left and right respectively. Clearly, any request in Sk containing e must contain either eL or
eR. But the total load on the latter edges is at most 1/2. Hence, the load on e is at most 1. This
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proves the lemma.
We now conclude with the main result of this section.
Lemma 4.3. The number of colors required by our algorithm is at most 4r. Hence, it is a 4-
competitive algorithm for the Round-UFP-Uniform problem.
Proof. From Lemma 4.1, we know that the number of levels is at most 4r. Lemma 4.2 shows that
we can color the requests in each level using one color. Hence, the number of colors required is at
most 4r.
4.2.2 Algorithm for Small Demands
We now describe our algorithm for small demands, where we will use the 4-competitive algorithm
for the Round-UFP-Uniform problem. For each class l, we create a new instance of the Round-
UFP-Uniform problem Il, where all requests are of class l. We shall use the algorithm of the
previous section to color the demands in Il. If l = 0, the path in I0 is the same as the path G,
but we set all edge capacities to 1. Now consider the case l ≥ 1. We first contract all edges e in
G for which cˆe < 2
l. For the remaining edges, we set their capacity to 2l−1. This gives the path
in instance Il. Observe that in Il, the demands di are at most 2l−3, and hence at most 1/4 times
the capacity of the edges (by definition of small demands), and so Il is indeed an instance of the
Round-UFP-Uniform problem. Note that if a demand of class l contains an edge e, then cˆe ≥ 2l,
and so this edge will not get contracted in the path in Il.
We can now describe the algorithm for coloring small demands. When a demand of class l
arrives, we color it using algorithm 1 on Il. Hence, the number of colors used by our algorithm is
the maximum over all values of l of the number of colors needed for coloring Il.
Since a particular color may be present in several of the colorings for the instance Il, we need
to show that we can indeed put together the requests which have been colored with this color in
different instances Il.
Lemma 4.4. For a color c, let Scl be the requests of class l which get colored with c (in Il). Then
∪lScl form a feasible set of requests in G with edge capacities ce.
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Proof. Fix an edge e with cˆe = 2
k. Then this edge appears in I0, . . . , Ik with edge capacities
1, 2, . . . , 2k−1. Further, no demand in ∪l≥k+1Scl contains e. Hence, the total load on e due to the
demands in ∪lScl is at most 1 + 2 + · · ·+ 2k−1 = 2k ≤ ce.
Let r be the maximum congestion of any edge on the instance containing only the small demands.
Lemma 4.5. The number of colors used by our algorithm is at most 32r.
Proof. Fix a class l. Let rl be the maximum congestion of an edge in Il. Let r denote the maximum
congestion of any edge in the original instance I. We first argue that rl ≤ 8r. We define another
instance Iˆl, which is the same as Il except that the edge e has capacity cˆe. Let rˆl be the maximum
congestion of any edge in Iˆl. We first argue that rl ≤ 2rˆl. Indeed, if e is an edge in Il, then we
know that cˆe ≥ 2l. We also know that any demand of class l must contain at least one edge e with
cˆe = 2
l. So, for an edge e ∈ Il, either (i) cˆe = 2l, in which case congestion on e is at most rˆl, or (ii)
cˆe > 2
l. In the latter case, let eL and eR be the nearest edges on the left and the right of e with
rounded capacities 2l. Now, any demand in Il which passes through e must contain either eL or
eR. Hence, congestion on e is at most 2rˆl.
Now, we argue that rˆl ≤ 4r. Consider an edge e with cˆe = 2l. In Il, we set the capacity of
this edge to 2l−1. Hence, the capacity of this edge in Il is at least ce/4. So, congestion of e in Il
is at least re/4. So, we get that r ≥ rˆl4 . Equivalently, rˆl ≤ 4r. Thus, we get rl ≤ 2rˆl ≤ 8r. Using
Lemma 4.3, our algorithm colors the demands in Il using at most 4rl ≤ 32r colors. This proves
the desired result.
4.3 Large demands
We now describe our algorithm for coloring large demands. Recall that large demands exist only
in classes 0, 1 and 2. We will color them using the algorithm given in [49]. The colorings for class 0
and class 2 will share colors, but these will be disjoint from the coloring for class 1. For convenience,
we state the result below.
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Theorem 4.6. [49] Suppose all edges in the path have capacity 1 and let r be the maximum
congestion of an edge. The number of colors required for coloring requests with demands in
(
0, 14
]
,(
1
4 ,
1
2
]
and
(
1
2 , 1
]
are at most 4r, 3r and 3r respectively. Hence, coloring all requests requires at
most 10r colors.
We define three instances I0, I1 and I2. For l ∈ {0, 1}, we construct the instance Il by contracting
all edges e for which cˆe 6= 2l. For I2, we contract all edges e for which cˆe 6= 2l and then reduce the
capacity of edges by half. We first show that it is sufficient to color large demands of class l using
Il only.
Lemma 4.7. Fix a class l ∈ {0, 1, 2}. Consider a coloring of demands of class l restricted to the
instance Il. Then, coloring of class 1 is feasible. Further, for any color c, the set of demands in
I0 ∪ I2 which are colored with c is feasible.
Note: It is possible that for a demand Ri of class l, we contracted some of the edges in Ii while
constructing the path in Il. Hence, while considering the coloring in Il, we will consider only those
edges of Ii which do not get contracted.
Proof. We would have contracted two types of edges in Il :
I Edges e with cˆe < 2l: Since no class l demand passes through them, contracting these edges
does not matter.
I Edges e with cˆe > 2i: Consider such an edge e. So, cˆe ≥ 2l+1. Consider any coloring of
class l requests in Il. Let eL and eR be the nearest edges with cˆ values 2l to the left and the
right of e respectively (in the original graph). Then, any request of class l through e must
contain either eL or eR. Hence, the total load on e due to such demands (of this color) is at
most cˆeL + cˆeR ≤ 2l+1. Hence, demands of this color do not violate the edge capacity of e.
We now show how to color class l demands in the instance Il. Let r(l) denote the maximum
congestion of an edge in Il (where the requests are all the class l demands).
Lemma 4.8. We can color the demands of class l, for l ∈ {0, 1, 2} using the following number of
colors:
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I Class 0 demands : These can be colored with at most 6r(0) colors.
I Class 1 demands : These can be colored with at most 7r(1) colors.
I Class 2 demands : These can be colored with at most 3r(2) colors.
Proof. First consider class 0 demands. So the demands lie in the range
(
1
4 , 1
]
, and the capacity
of each edge in I0 is 1. We now partition the demands into two parts:
(
1
4 ,
1
2
]
and
(
1
2 , 1
]
. The
claim now follows from Theorem 4.6. Now consider class 1 demands. They have demands in
(
1
4 , 1
]
and all edges have capacity 2. We scale down edge capacities and demands by a factor of 2. Now
demands lie in the range
(
1
8 ,
1
2
]
. We partition these into two parts based on their demands :
(
1
8 ,
1
4
]
and
(
1
4 ,
1
2
]
. The result again follows from Theorem 4.6. Finally, we consider class 2 demands.
These have demands in the range
(
1
2 , 1
]
and all edges have capacity 2. We scale down these values
by a factor of 2. So now the demands lie in the range [
(
1
4 ,
1
2
]
, and the result again follows from
Theorem 4.6.
Lemma 4.9. We can color all the large demands in the original instance using at most 26r colors.
Proof. Note that since the rounded edge capacities cˆe ≤ 2ce, r(l) ≤ 2r for l ∈ {0, 1}. Since we
halve the edge capacities, r(2) ≤ 4r. We will use Lemma 4.8. For class I1 at most 7r(1) ≤ 14r
colors are required. Colors for I0 and I2 can be shared. These two classes can be colored using
max
(
6r(0), 3r(2)
) ≤ max (6 · 2r, 3 · 4r) ≤ 12r colors. Thus, the total number of colors needed for
coloring large demands is at most 14r + 12r = 26r.
Our final algorithm now colors the small and the large demands separately. Combining Lemma 4.5
and Lemma 4.9, we get
Theorem 4.10. Our algorithm for online Round-UFP is 58-competitive.
Proof. We can color all the small demands using at most 32r colors and all the large demands using
at most 26r colors. We know that OPT ≥ r. So, the total number of colors required to color any
instance is at most 32r + 26r = 58r ≤ 58 ·OPT. Hence, the result follows.
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4.3.1 Running time
Requests can be grouped based on their classes in polynomial-time. Finding the appropriate level of
a request in Algorithm 1 (for uniform capacities) can be done in polynomial-time. Since, for small
demands, we are using Algorithm 1 at most a polynomial number of times, the resulting algorithm
runs in polynomial-time. For large demands, there are only three classes – 0, 1 and 2. For each
class, we are using the algorithm in [49], which runs in polynomial-time. Hence, the algorithm for
large demands also runs in polynomial-time. Hence, the overall algorithm runs in polynomial-time.
Chapter 5
Scheduling Resources for a Partial Set
of Jobs
5.1 Introduction
We consider the problem of allocating resources to schedule jobs. We are given a path G, and
a set of jobs. Each job j is specified by a triplet (sj , tj , dj), where [sj , tj ] denotes the interval
corresponding to the job (also denoted by Ij), and dj is its demand requirement. We shall assume
that dj values are 1. Further, we are also given a set of resources. Each resource is specified by its
starting and ending vertex, and the capacity it offers and its associated cost. A feasible solution
is a set of resources satisfying the constraint that for any edge, the sum of the capacities offered
by the resources containing this edge is at least the demand required by the jobs containing that
edge, i.e., the selected resources must cover the jobs. We call this the Resource Allocation problem
(ResAll).
We study two variants of the problem. The first variant is the partial covering version. The
second variant is the prize collecting version. We study these variants for the case where the solution
is allowed to pick multiple copies of a resource by paying proportional cost.
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Figure 5.1: Illustration of the input
5.2 Problem Definition
We consider the graph G = (V,E) which is a path with vertices numbered 1, 2, . . . , |V | from left to
right. An input instance consists of a set of jobs J , and a set of resources R.
Each job j ∈ J is specified by an interval Ij = [sj , tj ] in the path. Recall that each job has
demand requirement of 1. Each resource i ∈ R is specified by an interval Ii = [s(i), e(i)] in the path,
capacity wi and cost ci. We shall assume that the capacities wi are integers. We interchangeably
refer to the resources as resource intervals. We shall also refer to the interval Ij (or Ii) as the span
of the job j (or resource i). A typical scenario of such a collection of jobs and resources is shown
in Figure 5.1.
We say that a job j (or resource i) contains an edge e if the associated interval Ij (or Ii) contains
e; we denote this as j ∼ e (i ∼ e). We define a profile P : E → N to be a mapping that assigns
an integer value to every edge of the path. For two profiles, P1 and P2, P1 is said to cover P2,
if P1(e) ≥ P2(e) for all e ∈ E. Given a set J of jobs, the profile PJ(·) of J is defined to be the
mapping determined by the cumulative demand of the jobs in J , i.e. PJ(e) = |{j ∈ J : j ∼ e}|.
Similarly, given a multiset R of resources, its profile is: PR(e) =
∑
i∈R:i∼ewi (taking copies of a
resource into account). We say that R covers J if PR covers PJ . The cost of a multiset of resources
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R is defined to be the sum of the costs of all the resources (taking copies into account).
We now describe the two versions of the problem.
I PartialResAll: In this problem, the input also specifies a number k (called the partiality
parameter) that indicates the number of jobs to be covered. A feasible solution is a pair
(R, J) where R is a multiset of resources and J is a set of jobs such that R covers J and
|J | ≥ k. The cost of the solution is the sum of the costs of the resources in R (taking copies
into account). The problem is to find a feasible solution of minimum cost.
I PrizeCollectingResAll: In this problem, every job j also has a penalty pj associated
with it. A feasible solution is a pair (R, J) where R is a multiset of resources and J is a set
of jobs such that R covers J . The cost of the solution is the sum of the costs of the resources
in R (taking copies into account) and the penalties of the jobs not in J . The problem is to
find a feasible solution of minimum cost.
5.3 Outline of the Main Algorithm
In this section, we outline the proof of our main result:
Theorem 5.1. There exists an O(log(n + m))-approximation algorithm for the PartialResAll
problem, where n is the number of jobs and m is the number of resources.
The proof of the above theorem goes via the claim that the input set of jobs can be partitioned
into a logarithmic number of mountain ranges. A collection of jobs M is called a mountain if there
exists an edge e, such that all the jobs in this collection contain e; the specified edge where the
jobs intersect will be called the peak edge of the mountain (see Figure 5.2; jobs are shown on the
top and the profile is shown below). The justification for this linguistic convention is that if we
look at the profile of such a collection of jobs, the profile forms a bimodal sequence, increasing in
height until the peak, and then decreasing. The span of a mountain M is the set of edges which
are contained in any of the jobs in the mountain, i.e., ∪j∈MIj . A collection of jobs M is called a
mountain range, if the jobs can be partitioned into a sequence M1,M2, . . . ,Mr such that each Mi
is a mountain and the spans of any two mountains are non-overlapping (see Figure 5.3).
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Figure 5.2: A Mountain M
We prove a decomposition lemma which shows that the input set of jobs can be partitioned
into a logarithmic number of mountain ranges. Hence, our decomposition lemma implies that it is
sufficient to get a good approximation for the case of a mountain range. It is not difficult to argue
that one can extend this result to several mountain ranges by employing dynamic programming.
We only need to know how many jobs to satisfy in each mountain range. For a single mountain
range, we will prove the following result.
Theorem 5.2. There exists a constant factor approximation algorithm for the special case of the
PartialResAll problem, wherein the input set of jobs form a single mountain range M.
To prove Theorem 5.2, we need the following results.
1. A constant factor approximation for the case of a mountain.
2. Extending this result to a mountain range.
The first part is accomplished by the following theorem. The proof is given in Section 5.4.
Theorem 5.3. There exists a 8-approximation algorithm for the special case of the PartialRe-
sAll problem wherein the input set of jobs form a single mountain M .
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Figure 5.3: A Mountain Range M = {M1,M2,M3}
For the second part, we will collapse each mountain into a single edge. This can be done if
resources are wide, i.e., they span the mountains which they intersect. But this may not always be
the case. We need to solve a related problem.
Problem Definition (LSPC): We are given a demand profile over the set of edges E, which
specifies an integral demand de for every edge e. The input resources are of two types, short and
long. A short resource spans only one edge, whereas a long resource can span one or more edges.
Each resource i has a cost ci and a capacity wi. The input also specifies a partiality parameter k. A
feasible solution S consists of a multiset of resources S and a coverage profile: an integer ke for each
edge e satisfying ke ≤ de. The solution should have the following properties: (i)
∑
e ke ≥ k; (ii) at
any edge e, the sum of capacities of the resource intervals from S containing e is at least ke; (iii)
for any edge e, at most one of the short resources containing e is picked (however, multiple copies
of a long resource may be included). The objective is to find a feasible solution having minimum
cost. See Figure 5.4 for an example (in the figure, short resources are shaded).
Theorem 5.4. There exists a 16-approximation algorithm for the LSPC problem.
5.4 Overview of Our Algorithm
In this section, we give an overview of our algorithm and describe the various results needed to
prove the claimed approximation guarantee. We start with some notations.
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Figure 5.4: The LSPC problem
For a job j, let its length be `j = |Ij |. Let `min be the shortest job length, and `max the longest
job length. The proof of Lemma 5.5 is inspired by the algorithm for the Max-UFP problem, due
to Bansal et al. [5].
Lemma 5.5. The input set of jobs can be partitioned into groups, M1,M2, . . . ,ML, such that
each Mi is a mountain range and L ≤ 4 · dlog `max`min e.
Proof. We first categorize the jobs according to their lengths into r categories C1, C2, · · · , Cr, where
r = dlog `max`min e. The category Ci consists of all the jobs with lengths in the range [2i−1`min, 2i`min).
Thus all the jobs in any single category have comparable lengths: any two jobs j1 and j2 in the
category satisfy `1 < 2`2, where `1 and `2 are the lengths of j1 and j2 respectively.
Consider any category C and let the lengths of the jobs in C lie in the range [α, 2α). We claim
that the category C can be partitioned into 4 groups G0, G1, G2, G3, such that each Gi is a mountain
range. To see this, we divide the set of jobs in C into classes H1, H2, . . . ,Hq, . . . where Hq consists
of the jobs containing the vertex q · α (a job contains a vertex if the associated interval contains
this vertex). Here q can possibly take any integer value. Note that every job belongs to some class
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since all the jobs have length at least α; if a job belongs to more than one class, assign it to any
one class arbitrarily. Clearly, each class Hq forms a mountain because any job in Hq contains the
vertex qα. For 0 ≤ i ≤ 3, let Gi be the union of the classes Hq satisfying q ≡ (i mod 4). Since each
job has length at most 2α, two classes Hj and Hj+4 can’t have an overlap, as they are separated
by a distance 4α. Hence, each Gi is a mountain range. Thus, we get a decomposition of the input
jobs into 4r mountain ranges.
Assuming Lemma 5.5 and Theorem 5.2, we now outline the proof of Theorem 5.1. Let the
optimal solution consists of ki jobs from mountain range Mi, i = 1, . . . , L (where L is given by
Lemma 5.5), such that k =
∑
i ki. Thus, if we knew k1, k2, . . . , kL, we could invoke Theorem 5.2 on
each mountain rangeMi (along with ki as the partiality parameter) to determine a set of resources
Ri having cost within a constant factor of the optimum for this mountain range. Taking the union
of R1, R2, . . . , RL yields a feasible solution R for the original problem instance. It is not difficult to
argue that R is within a factor of cL of the optimum solution. The only issue in the above approach
is that we do not know the values k1, k2, . . . , kL (guessing them explicitly would take exponential
time). However, this issue can be handled by using dynamic programming. The details are given
below.
Proof of Theorem 5.1. Assuming Theorem 5.2, we prove Theorem 5.1. Let J be the input set of
jobs, R be the input set of resources and k be the partiality parameter. Invoke Lemma 5.5 on
the input set of jobs J and obtain a partitioning of J into mountain ranges M1,M2, . . . ,ML,
where L = 4 · dlog(`max/`min)e. Theorem 5.2 provides a c-approximation algorithm A for the
PartialResAll problem wherein the input set of jobs form a single mountain range, where c is
some constant. We shall present a (cL)-approximation algorithm for the PartialResAll problem.
For 1 ≤ q ≤ L and 1 ≤ κ ≤ k, let A(q, κ) denote the cost of the (approximately optimal)
solution returned by the algorithm in Theorem 5.2 withMq as the input set of jobs, R as the input
set of resources and κ as the partiality parameter. Similarly, let OPT(q, κ) denote the cost of the
optimal solution for covering κ of the jobs in the mountain range Mq. Theorem 5.2 implies that
A(q, κ) ≤ c ·OPT(q, κ).
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The algorithm employs dynamic programming. We maintain a 2-dimensional DP table DP[·, ·].
For each 1 ≤ q ≤ L and 1 ≤ κ ≤ k, the entry DP[q, κ] would store the cost of a (near-optimal)
feasible solution covering κ of the jobs from M1 ∪M2 ∪ · · · ∪Mq. The entries are calculated as
follows.
DP[q, κ] = min
κ′≤κ
{DP[q − 1, κ− κ′] +A(q, κ′)}.
The above recurrence relation considers covering κ′ jobs from the mountain Mq, and the re-
maining κ− κ′ jobs from the mountains M1, · · · ,Mq−1. Using this dynamic program, we compute
a feasible solution to the original problem instance (i.e., covering k jobs from all the mountain
rangesM1,M2, . . . ,ML); the solution would correspond to the entry DP[L, k]. Consider the opti-
mum solution OPT to the original problem instance. Suppose that OPT covers kq jobs from the
mountain range Mq (for 1 ≤ q ≤ L), such that k1 + k2 + · · ·+ kL = k. Observe that
DP[L, k] ≤
L∑
q=1
A(q, kq) ≤ c ·
L∑
q=1
OPT(q, kq),
where the first statement follows from the construction of the dynamic programming table and
the second statement follows from the guarantee given by algorithm A. However the maximum of
OPT(q, kq) (over all q) is a lower bound for OPT (we cannot say anything stronger than this since
OPT might use the same resources to cover jobs across multiple subsets Mq). This implies that
DP[L, k] ≤ c · L ·OPT. This proves the (cL)-approximation ratio.
It is easy to see that L is O(log(n + m)) as argued below. It suffices if we consider only those
vertices where some job or resource starts or ends; the other vertices can be ignored. Such a
transformation will not affect the set of feasible solutions. Thus, without loss of generality, we can
assume that the number of vertices is at most 2(n+m). Therefore, `max ≤ 2(n+m) and `min ≥ 1.
Hence, the overall algorithm has an O(log(n+m)) approximation ratio.
We now sketch the proof of Theorem 5.2. As mentioned earlier, there are two parts: single
mountains and extension to mountain ranges via the LSPC problem.
For the case of a single mountain, we prove Theorem 5.3. The basic intuition is as follows. Given
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the structure of the jobs, we will show that there is a near-optimal feasible solution that exhibits a
nice property: the jobs discarded from the solution are extremal either in their left end-points or
their right end-points. Let J = {j1, j2, . . . , jn} be the input set of jobs.
Lemma 5.6. Consider the PartialResAll problem for a single mountain. Let S = (RS , JS) be
a feasible solution such that RS covers the set of jobs JS with |JS | = k. Let CS denote its cost.
Let L =< l1, l2, . . . , ln > denote the jobs in increasing order of their left end-points. Similarly, let
R =< r1, r2, . . . , rn > denote the jobs in decreasing order of their right end-points. Then, there
exists a feasible solution X = (RX , JX) having cost at most 2 · CS such that
J \ JX = {li : i ≤ q1} ∪ {ri : i ≤ q2} (5.1)
for some q1, q2 ≥ 0 where |J \ JX | = n− k.
Proof. We give a constructive proof to determine the sets JX and RX . We initialize the set JX=J .
At the end of the algorithm, the set JX will be the desired set of jobs covered by the solution.
The idea is to remove the jobs that extend most to the right or the left from the consideration of
JX . The most critical aspect of the construction is to ensure that whenever we exclude any job
from consideration of JX that is already part of JS , we do so in pairs of the leftmost and rightmost
extending jobs of JS that are still remaining in JX . We terminate this process when the size of JX
equals the size of JS , i.e., k. We also initialize the set U = φ. At the end of the algorithm, this set
will contain the set of jobs removed from J that belonged to JS while constructing JX .
We now describe the construction of JX formally. We maintain two pointers l-ptr and r-ptr;
l-ptr indexes the jobs in the sequence (L) of their left end-points and r-ptr indexes the jobs in the
sequence (R) of their right end-points. We keep incrementing the pointer l-ptr and removing the
corresponding job from JX (if it has not already been removed) until either the size of JX reaches
k or we encounter a job (say l-job) in JX that belongs to JS ; we do not yet remove the job l-job.
We now switch to the pointer r-ptr and start incrementing it and removing the corresponding job
from JX (if it has not already been removed) until either the size of JX reaches k or we encounter
a job (say r-job) in JX that belongs to JS ; we do not yet remove the job r-job. If the size of JX
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reaches k, we have the required set JX .
Now suppose that |JX | 6= k. Note that both l-ptr and r-ptr are pointing to jobs in S. Let l-job
and r-job be the jobs pointed to by l-ptr and r-ptr respectively (note that these two jobs may be
same).
We shall remove one or both of l-job and r-job from JX and put them in U . We classify these
jobs into three categories: single, paired and artificially paired.
Suppose that |JX | ≥ k + 2. In this case, we have to delete at least 2 more jobs; so we delete
both l-job and r-job and add them to U as paired jobs. In case l-job and r-job are the same job, we
just delete this job and add it to U as a single job. We also increment the l-ptr and r-ptr pointers to
the next job indices in their respective sequence. We then repeat the same process again, searching
for another pair of jobs.
Suppose that |JX | = k+ 1. In case l-job and r-job are the same job, we just delete this job and
get the required set JX of size k; We add this job to the set U as a single job. On the other hand,
if l-job and r-job are different jobs, we remove l-job from JX and add it to U as artificially paired
with its pair as the job r-job; note that we do not remove r-job from JX .
This procedure gives us the required set JX . We now construct RX by simply doubling the
resources of RS ; meaning, that for each resource in RS , we take twice the number of copies in RX .
Clearly CX = 2 ·CS . It remains to argue that RX covers JX . For this, note that U = JS − JX and
hence |U | = |JX−JS | (because |JX | = |JS | = k). We create an arbitrary bijection f : U → JX−JS .
Note that JX can be obtained from JS by deleting the jobs in U and adding the jobs of JX − JS .
We now make an important observation:
Observation 5.1. For any paired jobs or artificially paired jobs j1, j2 added to U , all the jobs
in JX are contained within the span of this pair, i.e., for any j in JX , sj ≥ min{sj1 , sj2} and
tj ≤ max{tj1 , tj2}. Similarly for any single job j1 added to U , all jobs in JX are contained in the
span of j1.
For every paired jobs, j1, j2, Observation 5.1 implies that taking 2 copies of the resources
covering {j1, j2} suffices to cover {f(j1), f(j2)}. Similarly, for every single job j, the resources
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covering {j} suffice to cover {f(j)}. Lastly for every artificially paired jobs j1, j2 where j1 ∈ U and
j2 /∈ U , taking 2 copies of the resources covering {j1, j2} suffices to cover {f(j1), j2}. Hence the set
RX obtained by doubling the resources RS (that cover JS) suffices to cover the jobs in JX .
Recall that Bar-Noy et al. [6] presented a 4-approximation algorithm for the ResAll problem
(full cover version). Our algorithm for handling a single mountain works as follows. Given a
mountain consisting of the collection of jobs J and the number k, do the following for all possible
pairs of numbers (q1, q2) such that the set JX defined as per Equation 5.1 in Lemma 5.6 has size
k. For the collection of jobs JX , consider the issue of selecting a minimum cost set of resources to
cover these jobs; note that this is a full cover problem. Thus, the 4-approximation of [6] can be
applied here. Finally, we output the best solution across all choices of (q1, q2). Lemma 5.6 shows
that this is an 8-factor approximation to the PartialResAll problem for a single mountain. This
completes the proof of Theorem 5.3.
Theorem 5.4 is proved in Section 5.5. The reduction to the LSPC problem is given in Section
5.6.
5.5 LSPC Problem: Proof of Theorem 5.4
Finally, we complete the description of our algorithm by providing a 16-approximation algorithm
for the LSPC problem. We extend the notion of profiles and coverage to intervals of the path.
For an interval [a, b], we say that an edge e ∈ [a, b] if both of its end-points lie in [a, b]. Let
[a, b] ⊆ [1, |V |] be a range. By a profile over [a, b], we mean a function Q that assigns a value Q(e)
to each edge e ∈ [a, b]. A profile Q defined over a range [a, b] is said to be good, if for all edges
e ∈ [a, b], Q(e) ≤ de (where de is the input demand at e). In the remainder of the discussion, we
shall only consider good profiles and so, we shall simply write “profile” to mean a “good profile”.
The measure of Q is defined to be the sum
∑
e∈[a,b]Q(e).
Let S be a multiset of resources and let Q be a profile over a range [a, b]. We say that S is good,
if for any edge e, it includes at most one short resource containing e. We say that S covers the
profile Q, if for any edge e ∈ [a, b], the sum of capacities of resources active in S and containing e
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is at least Q(e). Notice that S is a feasible solution to the input problem instance, if there exists
a profile Q over the entire range [1, |V |] such that Q has measure k and S is a cover for Q. For
an edge e, let QshS (e) denote the capacity of the unique short resource from S containing e, if one
exists; otherwise, QshS (e) = 0.
Let S be a good multiset of resources and let Q be a profile over a range [a, b]. For a long
resource i ∈ S, let fS(i) denote the number of copies of i included in S. The multiset S is said
to be a single long resource assignment cover (SLRA cover) for Q, if for any edge e ∈ [a, b], there
exists a long resource i ∈ S such that wifS(i) ≥ Q(e)−QshS (e) (intuitively, the resource i can cover
the residual demand by itself, even though there are other long resources in S containing e).
We say that a good multiset of resources S is an SLRA solution to the input LSPC problem
instance, if there exists a profile Q over the range [1, |V |] having measure k such that S is an SLRA
cover for Q. The lemma below shows that near-optimal SLRA solutions exist.
Lemma 5.7. Consider the input instance of the LSPC problem. There exists an SLRA solution
having cost at most 16 times the cost of the optimal solution.
To prove Lemma 5.7, we will use the following lemma, which is a reformulation of Theorem 1
in [14]. For a multiset of resources S, let c(S) denote its cost.
Lemma 5.8. [14] Let Ŝ be a multiset of long resources covering a profile Q̂ over the range [1, |V |].
Then, there exists a multiset of long resources S′ such that S′ is a SLRA cover for Q and c(S′) ≤
16 · c(Ŝ).
Proof of Lemma 5.7. Let OPT be the optimum solution and let Q be the profile of measure k
covered by OPT. Let OPTl and OPTs be the multiset of long and short resources contained in
OPT, respectively. Define Ql to be the residual profile over [1, |V |]: Ql(e) = Q(e) − QshS (e). The
multiset OPTl covers the profile Ql. Invoke Lemma 5.8 on OPTl and Ql (taking Ŝ = OPTl and
Q̂ = Ql) and obtain a multiset of long resources S
′ which forms a SLRA cover for Ql. Construct a
new multiset S, by taking the union of S′ and OPTs. Notice that S is a SLRA solution. The cost
of S′ is at most 16 times the cost of OPTl. So, S has cost at most 16 times the cost of OPT.
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Surprisingly, we can find the optimum SLRA solution S∗ in polynomial time, as shown in
Theorem 5.9 below. Lemma 5.7 and Theorem 5.9 imply that S∗ is a 16-factor approximation to
the optimum solution. This completes the proof of Theorem 5.4.
Theorem 5.9. The optimum SLRA solution S∗ can be found in polynomial time.
The rest of the section is devoted to proving Theorem 5.9. The algorithm goes via dynamic
programming. The following notation is useful in our discussion.
I Let S be a good set of resources consisting of only short resources, and let [a, b] be a range.
For a profile Q defined over [a, b], and an integer h, S is said to be an h-free cover for Q, if
for any e ∈ [a, b], QshS (e) ≥ Q(e) − h. The set S is said to be an h-free q-cover for [a, b], if
there exists a profile Q over [a, b] such that Q has measure q and S is a h-free cover for Q.
I Let S be a good multiset of resources and let [a, b] be a range. For a profile Q defined over
[a, b], and an integer h, the multiset S is said to be an h-free SLRA cover for Q, if for any
edge e ∈ [a, b] satisfying Q(e) − QshS (e) > h, there exists a long resource i ∈ S such that
wifS(i) ≥ Q(e)−QshS (e). For an integer q, we say S is an h-free SLRA q-cover for the range
[a, b], if there exists a profile Q over [a, b] such that Q has measure q and S is a h-free SLRA
cover for Q.
Intuitively, h denotes the demand covered by long resources already selected (and their cost ac-
counted for) in the previous stages of the algorithm; thus, edges whose residual demand is at most
h can be ignored. The notion of “h-freeness” captures this concept.
We shall first argue that any h-free SLRA cover S for a profile Q over a range [a, b] exhibits
certain interesting decomposition property. Intuitively, in most cases, the range can be partitioned
into two parts (left and right), and S can be partitioned into two parts S1 and S2 such that S1
can cover the left range and S2 can cover the right range (even though resources in S1 may contain
some edges in the right range and those in S2 may be contain edges in the left range). In the cases
where the above decomposition is not possible, there exists a long resource spanning almost the
entire range.
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Lemma 5.10. Let [a, b] be any range, Q be a profile over [a, b] and let h be an integer. Let S be a
good multiset of resources providing an h-free SLRA-cover for Q. Then, one of the following three
cases holds:
I The set of short resources in S form a h-free cover for Q.
I Vertex-cut: There exists a vertex v∗, a ≤ v∗ ≤ b− 1, and a partitioning of S into S1 and S2
such that S1 is an h-free SLRA-cover for Q1 and S2 is an h-free SLRA-cover for Q2, where
Q1 and Q2 profiles are obtained by restricting Q to [a, v
∗] and [v∗ + 1, b], respectively.
I Interval-cut: There exists a long resource i∗ ∈ S such that the set of short resources in S forms
a h-free cover for both Q1 and Q2, where Q1 and Q2 are the profiles obtained by restricting
Q to [a, si∗ − 1] and [ti∗ + 1, b] respectively.
We first extend the notion of an SLRA cover to subsets of edges. Let T ⊆ E be a set of edges
and let Q̂ be a profile over the set T . A good multiset of resources S is said to be a SLRA cover
for T , if for any edge e ∈ T , there exists a long resource i ∈ S such that wifS(i) ≥ Q(e)−QshS (e).
We will use the following lemma, which is a reformulation of Lemma 4 in [14].
Lemma 5.11. Let Ŝ be a multiset consisting of only long resources. Let Q̂ be a profile over a
non-empty set of edges T ′ ⊆ [a, b], for some a and b. Suppose Ŝ is a SLRA cover for Q̂. Then one
of the following properties is true:
I There exists a vertex v∗ ∈ [a, b−1] and a partition of Ŝ into Ŝ1 and Ŝ2 such that Ŝ1 is a SLRA
cover for Q̂1 and Ŝ2 is a SLRA cover for Q̂2, where Q̂1 and Q̂2 are the profiles obtained by
restricting Q̂ to the edges in T ′ ∩ [a, v∗] and T ′ ∩ [v∗ + 1, b], respectively.
I There exists a resource i∗ ∈ Ŝ spanning all the edges in T ′.
Proof of Lemma 5.10. Consider a good multiset of resources S forming a h-free SLRA cover for a
profile Q over a range [a, b]. Define the set of edges T ′:
T ′ = {e ∈ [a, b] : Q(e)−QshS (e) > h}.
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If T ′ is empty, then S is a h-free cover for Q; this corresponds to the first case of Lemma 5.10. So,
assume T ′ 6= ∅. Define a profile Q̂ over the edges in T ′: for any e ∈ T ′, let Q̂(e) = Q(e)−QshS (e).
Notice that S is a SLRA cover for the profile Q̂. Invoke Lemma 5.11 (with Ŝ = S). Let us analyze
the two cases of the above lemma. Consider the first case in Lemma 5.11. In this case, there exists
a vertex v∗ and a partitioning of S into S1 and S2, with the stated properties. In this case, we see
that S1 and S2 are h-free SLRA covers for [a, v
∗] and [v∗ + 1, b], respectively. This corresponds to
the second case of Lemma 5.10. Consider the second case in Lemma 5.11. In this case, there exists
a long resource i∗ ∈ S such that i∗ spans all the edges in T ′. This means that for any e ∈ [a, si∗−1]
or e ∈ [ti∗ + 1, b], Q(e)−QshS (e) ≤ h. Otherwise, e ∈ T ′ and i∗ will contain e. This corresponds to
the third case of Lemma 5.10.
We now discuss our dynamic programming algorithm. Let H = maxe∈E de be the maximum of
the input demands. The algorithm maintains a table M with an entry for each triple 〈[a, b], q, h〉,
where [a, b] ⊆ [1, |V |], 0 ≤ q ≤ k and 0 ≤ h ≤ H. The entry M([a, b], q, h) stores the cost of the
optimum h-free SLRA q-cover for the range [a, b]; if no solution exists, then M([a, b], q, h) will be
∞. Our algorithm outputs the solution corresponding to the entry M([1, |V |], k, 0); notice that
this is optimum SLRA solution S∗. Since we are computing M([1, |V |], k, 0), the computation will
depend only on k and not on H = maxe∈E de, as h = 0. Computation of entries in both the tables
M and A requires polynomial time, as is evident from the recurrence relations.
In order to compute the table M , we need an auxiliary table A. For a triple [a, b], q and h,
let A([a, b], q, h) be the optimum h-free q-cover for [a, b] (using only the short resources); if no
solution exists A([a, b], q, h) is said to be ∞. It is straightforward to compute the table A and this
is explained in Section 5.5.2.
Based on the decomposition lemma (Lemma 5.10), we can develop a recurrence relation for a
triple [a, b], q and h. We compute M([a, b], q, h) as the minimum over three quantities E1, E2 and
E3 corresponding to the three cases of the lemma. Intuitive description of the three quantities is
given below and precise formulas are provided in Figure 5.5. In the figure, L is the set of all long
resources1.
1The input demands de are used in computing the table A(·, ·, ·)
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E1 = A([a, b], q, h).
E2 = min
c∈[a,b−1]
q1≤q
M([a, c], q1, h) +M([c+ 1, b], q − q1, h).
E3 = min
(i∈L,α≤H) : αwi>h
q1,q2,q3 : q1+q2+q3=q
(
α · ci +A([a, si − 1], q1, h)
+M([si, ti], q2, αwi) +A([ti + 1, b], q3, h)
)
Figure 5.5: Recurrence relation for M
I Case 1: No long resource is used and so, we just use the corresponding entry A([a, b], q, h)
of the table A.
I Case 2: There exists a vertex-cut v∗. We consider all possible values of v∗. For each possible
value of v∗, we try all possible ways in which q can be divided between the left and right
ranges.
I Case 3: There exists a long resource i∗ such that the ranges to the left of and to the right
of i∗ can be covered solely by short resources. We consider all the long resources i and also
the number of copies α to be picked. Once α copies of i are picked, i can cover all edges with
residual demand at most αwi in an SLRA fashion, and so the subsequent recursive calls can
ignore these edges. Hence, this value is passed to the recursive call. We also consider different
ways in which q can be split into three parts – left, middle and right. The left and right parts
will be covered by the solely short resources and the middle part will use both short and long
resources. Since we pick α copies of i, a cost of αci is added.
We set M([a, b], q, h) = min{E1, E2, E3}. For the base case: for any [a, b], if q = 0 or h = H, then
the entry is set to zero.
The order in which the entries of the table are filled is explained in Section 5.5.1. Computation
of the entries in A is explained in Section 5.5.2. Using Lemma 5.10, we can argue that the above
recurrence relation correctly computes all the entries of M . For the sake of completeness, a proof
is included in Section 5.5.3.
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5.5.1 DP Ordering
Define a partial order ≺ as follows. For pair of triples z = ([a, b], q, h) and z′ = ([a′, b′], q′, h′),
we say that z ≺ z′, if one of the following properties is true: (i)[a′, b′] ⊆ [a, b]; (ii) [a, b] = [a′, b′]
and q < q′; (iii) [a, b] = [a′, b′], q = q′ and h > h′. Construct a directed acyclic graph (DAG) D
where the triples are the vertices and an edge is drawn from a triple z to a triple z′, if z ≺ z′. Let
pi be a topological ordering of the vertices in D. We fill the entries of the table M in the order
of appearance in pi. Notice that the computation for any triple z only refers to triples appearing
earlier than z in pi.
5.5.2 Computing the table A
We now describe how to compute the auxiliary table A. For a triple consisting of an edge e, q ≤ k
and h ≤ H, define γ(e, q, h) as the cheapest cost of covering q−h demand from the short resources
containing e. This is a Knapsack problem and can be computed by dynamic programming. Time-
complexity of the Knapsack problem is O(ne(q − h)), where ne is the number of short resources
containing e.
Then, for a triple 〈[a, b], q, h〉, the entry A([a, b], q, h) is governed by the following recurrence
relation. Of the demand q that needs to be covered, the optimum solution may cover a demand q1
from the edge e, and a demand q − q1 from the range [a, b − 1]. We try all possible values for q1
and choose the best:
A([a, b], q, h) = min
q1≤min{q,db}
A([a, b− 1], q − q1, h) + γ(b, q1, h).
It is not difficult to verify the correctness of the above recurrence relation.
5.5.3 Correctness of the Recurrence Relation (Figure 5.5)
We prove Theorem 5.9 by induction on the position in which a triple appears in the topological
ordering pi. The base case corresponds to triples that do not have a parent in D. Theorem 5.9 is
trivially true in this case.
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Consider any triple z = ([a, b], q, h). Let S be the optimum h-free SLRA q-cover for [a, b]. There
exists a profile Q over [a, b] such that Q has measure q and S is a h-free SLRA cover for Q. Let us
invoke Lemma 5.10 and consider its three cases.
Suppose the first case of the lemma is true. Let Ss be the set of short resources contained in S.
Then, Ss is a h-free cover for Q. Therefore E1 = A([a, b], q, h) ≤ c(Ss) ≤ c(S).
Suppose the second case of the lemma is true. Let v∗ be the vertex and S1 and S2 be the
partition given by the lemma. Let Q1 and Q2 be the profiles obtained by restricting Q to the
ranges [a, v∗] and [v∗+ 1, b], respectively. Let the measures of Q1 and Q2 be q1 and q2, respectively.
Then S1 is a h-free q1-cover for [a, v
∗] and S2 is a h-free q2-cover for [v∗ + 1, b]. Therefore, by
induction, M([a, v∗], q1, h) ≤ c(S1) and M([v∗ + 1, b], q2, h) ≤ c(S2). In computing the quantity
E2, we try all possible ways of partitioning the range [a, b] and dividing the number q. Hence,
E2 ≤ c(S1) + c(S2). Since c(S) = c(S1) + c(S2), we see that E2 ≤ c(S).
Suppose the third case of lemma is true. Let i∗ be the long resource given by the lemma. Let
S1 be short resources in S that contain edges in [a, si∗ − 1]. Similarly, let S3 be the set of short
resources in S that contain edges in [ti∗+1, b]. Let S2 be the multiset of long resources in S and the
set of short resources in S that contain edges in [a, b]. Let Q1, Q2 and Q3 be the profiles obtained by
restricting Q to the ranges [a, si∗ − 1], [si∗ , ti∗ ] and [ti∗ + 1, b], respectively. The lemma guarantees
that S1 and S2 are h-free covers for Q1 and Q3 respectively. Let q1, q2 and q3 be the measures of Q1,
Q2 and Q3, respectively. We see that A([a, si∗ + 1], q1, h) ≤ c(S1) and A([ti∗ + 1, b], q3, h) ≤ c(S3).
Let α∗ = fS(i∗) be the number of copies of i∗ present in S. Notice that if α∗wi∗ ≤ h, then i∗ is not
a useful resource, because i∗ will be covering only edges in [si∗ , ti∗ ] with residual demands at most
h; but all such edges are free and need not be covered. So, without loss of generality, assume that
α∗w(i∗) > h. Since i∗ spans the entire range [si∗ , ti∗ ], the resource i∗ can cover all edges in the above
range with residual demands at most α∗w(i∗). Let S′2 = S2 − {i∗}. Notice that S′2 is a (α∗wi)-free
SLRA cover for the profile Q2. Therefore, S
′
2 is a (α
∗wi)-free q2-cover for the range [si∗ , ti∗ ]. Hence,
by induction, M([si∗ , ti∗ ], q2, α
∗w(i∗)) ≤ c(S′2). Therefore, E3 ≤ c(S1) + c(S2) + c(S3) = c(S).
The quantity E = min{E1, E2, E3}; so E ≤ c(S). The proof is now complete.
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Running time
Computing E1 requires the table entry A([a, b], q, h). Once we have filled the table A in polynomial
time, this requires constant time. So, computing E1 requires polynomial time. Computing E2 re-
quires the table entries M([a, v∗], q1, h) and M([v∗+1, b], q2, h) for all possible values of a ≤ v∗ ≤ b.
So we need to compute 2(b − a + 1) entries of the table M which is polynomial. Hence, com-
puting E2 requires polynomial time. Computing E3 requires the table entries A([a, si∗ + 1], q1, h),
M([si∗ , ti∗ ], q2, α
∗w(i∗)) and A([ti∗+1, b], q3, h). Since each of them can be computed in polynomial
time, computing E3 requires polynomial time. Hence, the overall running time is polynomial.
5.6 Single Mountain Range: Proof of Theorem 5.2
In this section, we prove Theorem 5.2 via a reduction to LSPC. Recall that in the LSPC problem,
we are given a demand profile over the set of edges E, which specifies an integral demand de for
every edge e. The input resources are of two types, short and long. A short resource spans only
one edge, whereas a long resource can span one or more edges. Each resource i has a cost ci and
a capacity wi. The input also specifies a partiality parameter k. A feasible solution S consists of
a multiset of resources S and a coverage profile: an integer ke for each edge e satisfying ke ≤ de.
The solution should have the following properties: (i)
∑
e ke ≥ k; (ii) at any edge e, the sum of
capacities of the resource intervals from S containing e is at least ke; (iii) for any edge e, at most
one of the short resources containing e is picked (however, multiple copies of a long resource may
be included). The objective is to find a feasible solution having minimum cost.
The reduction proceeds in two steps.
5.6.1 First Step
Let the input instance beA, wherein the input set of jobs form a mountain rangeM = {M1,M2, · · · ,Mr}.
We will transform the instance A to an instance B, with some nice properties: (1) the input set
of jobs in B also form a mountain range; (2) every resource i in the instance B is either narrow or
wide (see Section 5.3 for the definitions); (3) the cost of the optimum solution for the instance B
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is at most 3 times the optimal cost for the instance A; (4) given a feasible solution to B, we can
construct a feasible solution to A preserving the cost.
Consider each resource i in A and let Mp,Mp+1, · · · ,Mq (where 1 ≤ p ≤ q ≤ r) be the sequence
of mountains that i intersects. Clearly, i fully spans the mountains Mp+1, · · · ,Mq−1. We will split
the resource i into at most 3 new resources i1, i2, i3; we say that i1, i2 and i3 are associated with
i. The resource i2 will fully span the mountains Mp+1, · · · ,Mq−1. The span of the resource i1 is
the intersection of the span of i with the mountain Mp. Likewise, the span of the resource i3 is the
intersection of the span of i with the mountain Mq. The capacities and the costs of i1, i2 and i3
are declared to be the same as that of i. We include i1, i2, i3 in B. The input set of jobs and the
partiality parameter k, in B are identical to that of A. This completes the reduction.
It is easy to see that the first two properties are satisfied by B. Let us now consider third
property . Given any solution S for the instance A, we can construct a solution S′ for B as follows.
For each copy of resource i picked in S, include a single copy of i1, i2 and i3 in S
′. Clearly, the
cost of the solution S′ is at most thrice that of the cost of S. Regarding the fourth property, given
a solution S to B, we can construct a solution S′ to A as follows. Consider any resource i in A
and let i1, i2 and i3 be the resources in B associated with i. Let f1, f2, f3 be the number of copies
of i1, i2, i3 picked by solution S. Let f = max{f1, f2, f3}. Include f copies of the resource i in the
solution S′. It is easy to see that S′ is a feasible solution to A and that the cost of S′ is at most
the cost of S.
5.6.2 Second Step
In this step we reduce the problem instance B to an LSPC instance C, with the following properties:
(1) the cost of the optimum solution for the instance C is at most 8 times the optimal cost for the
instance B; (2) Given a feasible solution to C, we can construct a feasible solution to B preserving
the cost.
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Reduction
In the instance C, we retain only the peak edges of the various mountains in the instance B so
that the number of edges in C is the same as the number of mountains r in B. Let the mountain
ranges in B ordered from left to right be M1, . . . ,Mr, with ep being the peak edge of Mp. For
any peak edge e in the instance B, let de be the number of jobs in B that contain the edge e; we
assign demand de to the edge e in the instance C. For any wide resource i in B, fully spanning
mountains Mp,Mp+1, · · · ,Mq, create a long resource i′ in C with the span ep, ep+1, . . . , eq. The cost
and capacity of i′ are the same as that of i.
The narrow resources in the instance B are used to construct the short resources in the instance
C as follows. Consider any specific mountain M in the instance B along with the collection of narrow
resources R that are contained in the span of M , and let e be the peak edge of M . Let ASM be
the algorithm implied in Theorem 5.3 for the single mountain M . For any integer κ (1 ≤ κ ≤ de),
we add a short resource ie,κs with capacity κ. The cost C of this resource is determined as follows.
We apply ASM on M , with κ as the partiality parameter, and the set of narrow resources R as the
only resources. Then, Theorem 5.3 gives us a solution of cost C consisting of a multiset R′ of some
resources in R, that covers κ of the jobs in the mountain M . The cost of the short resource ie,κs will
be C. We will call the (multi)set of narrow resources R′ ⊆ R in the instance B as associated with
the short resource ie,κs . This completes the description of the instance C of the LSPC problem.
Validity of the reduction
We will now argue the validity of the reduction. Let us consider the first property: the cost of the
optimum solution to the instance C has cost at most 8 times the cost of the optimum solution to
the instance B. The following lemma is useful for this purpose.
Lemma 5.12. Let J be a subset of jobs and R be multiset of resources in the instance B such that R
covers J (note that R contains only narrow or wide resources and J forms a mountain range). Let
R1 and R2 be the narrow and the wide resources in R respectively. Let R
′
2 be a multiset constructed
by picking twice the number of copies of each resource in R2. Then, J can be partitioned into two
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sets J1 and J2 such that J1 is solely covered by the resources in R1 and J2 is solely covered by the
resources in R′2.
Proof. For now, we assume that the mountain range comprises of a single mountain. Let PR(·),
PR1(·), PR2(·) and PR′2(·) denote the profile of the resources in R,R1, R2 and R′2 respectively. Note
that PR2(·) is a uniform bandwidth profile having uniform height, say h. This is because these
correspond to wide resources, which span all of this mountain. Let JL be the first h jobs among
all the jobs in J sorted in ascending ordered by their left end-points. Similarly, let JR be the first
h jobs among all the jobs in J sorted in descending order by their right end-points. Intuitively, JL
and JR correspond to the h left-most and the h right-most jobs in the mountain.
Let J2 = JL ∪ JR and J1 = J \ J2. Let PJ(·), PJ1(·) and PJ2(·) denote the profiles of the jobs
in J , J1 and J2 respectively.
Note that the profile PR′2(t) has height 2h throughout the span of the mountain whereas the
profile PJ2(·) has height at most 2h at any edge. Thus R′2 covers J2.
We will now show that R1 covers J1. Note that PJ1(e) = PJ(e) − PJ2(e) for any edge e. We
partition the edges into two parts: E0 = {e : PJ1(e) = 0} and E>0 = {e : PJ1(e) > 0}. For the
edges in E0, there are no jobs remaining in J1 for R1 to cover. For the edges in E>0, we note that
PJ1(e) ≤ PJ(e)−h (because J2 comprises of the left-most h and right-most h jobs of the mountain).
Also note that the profile PR1(e) = PR(e) − PR2(e) = PR(e) − h. Since, R covers J , this implies
that R1 is sufficient to cover J1.
The proof can easily be extended to a mountain range as the mountains within a mountain
range are disjoint.
We are now ready to show that our reduction is valid. Let OPT(B) and OPT(C) be the cost
of an optimal solution for the instances B and C respectively.
Lemma 5.13. OPT(C) ≤ 8 ·OPT(B). Further, given a feasible solution for C, one can convert it
to a feasible solution for B without increasing the cost.
Proof. Let OPT = (R, J) denote the optimal solution for the problem instance B, where J is the
set of jobs picked by the solution and R is the set of resources covering J (we have |J | = k). Let
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R1 and R2 be the set of narrow and wide resources in R. Apply Lemma 5.12 for the solution
(R, J) and obtain a partition of J into J1 and J2 along with R1 (covering J1) and R
′
2 (covering
J2). Let M = M1,M2, . . . ,Mr be the input mountain range in the instance B with peak edges
e1, e2, . . . , er, respectively. Consider any mountain Mq. Let kq be the number of jobs picked in J
from the mountain Mq. Let R1,q be the set of (narrow) resources from R1 contained within the
span of Mq. Thus, the set of resources R1,q cover the set of jobs in Mq ∩ J1 and let k′q = |Mq ∩ J1|.
Corresponding to the value k′q, we would have included a short resource, say i
e1,k′q
q in the instance
C, where e1 is the peak edge of Mq; cost of iq is at most 8 times the cost of R1,q (as guaranteed by
Theorem 5.3). The set of long resources in R′2 cover at least kq − k′q jobs within the mountain Mq.
Construct a solution to the instance C by including i1, i2, . . . , iq; and for each copy of a wide
resource i in R′2, include a copy of its corresponding long resource. Notice that this is a feasible
solution to the instance C. The cost of the short resources {i1, i2, . . . , iq} is at most 8 times the
cost of R1 and the cost of the long resources is the same as that of R
′
2, which is at most twice that
of R2. Cost of OPT is the sum of costs of R1 and R2. Hence, cost of the constructed solution is
at most 8 times the cost of OPT.
We now prove the second property: let S be a given a solution to the instance C of the LSPC
problem of cost c; the solution also provides a coverage profile, ke for each edge e (such that∑
e ke = k). We produce a feasible solution S
′ = (R′, J ′) to the instance B with the same cost c.
For each long resource picked by S, we retain the corresponding wide resource in R′ (maintaining
the number of copies). Consider any edge e in the LSPC instance and let M be the corresponding
mountain in the instance B. The solution S contains at most one short resource ie,k′es containing e
of capacity k′e = wis . Consider the multiset of short resources R′ in the instance B associated with
the resource i
e,k′e
s . The multiset R′ covers a set of k′e jobs contained in the mountain M . Include
all these k′e jobs in J ′. Choose any other ke − k′e jobs contained in M and add these to J ′; notice
that the wide resources retained in R′ can cover these jobs. This way we get a solution S′ for the
instance B. Cost of the solution S′ is at most the cost of S.
Proof of Theorem 5.2: By composing the reductions given in the two steps, we get a reduction
from the PartialResAll problem on a single mountain range to the LSPC problem. The first
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step and the second step incur a loss in approximation of 3 and 8, respectively. Thereby, the
combined reduction incurs a loss of 24. Theorem 5.4 provides a 16-approximation algorithm for
the LSPC problem. Combining the reduction and the above algorithm, we get an algorithm for
the PartialResAll for a single mountain range with an approximation ratio of 16× 24 = 384.
Note that the running time of the algorithm depends on maxe∈E de. We can assume that de is
polynomially bounded for all e ∈ E, because initially all demands are 1 and so resources must have
polynomially bounded capacity. Hence, the algorithm runs in polynomial time.
5.7 Overall Algorithm
Now that we have completed the description of the algorithm, we give an overall review of the
algorithm.
1. Use the decomposition Lemma 5.5 to partition the input jobs into a set of mountain ranges.
2. We obtain a constant factor approximation algorithm where the input jobs form a mountain.
3. We then extend this result to a mountain range by reducing the problem to the LSPC
problem.
4. We extend this to several mountain ranges by using dynamic programming.
5.8 The PrizeCollectingResAll problem
In this section, we consider the PrizeCollectingResAll problem. We prove the following:
Theorem 5.14. There is a 4-factor approximation algorithm for the PrizeCollectingResAll
problem.
The proof proceeds by exhibiting a reduction from the PrizeCollectingResAll problem to
the following full cover problem.
Problem Definition: We are given a demand profile which specifies an integral demand de for each
edge e. The input resources are of two types, called S-type (short for single) and M-type (short
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for multiple). A resource i has a capacity wi, and cost ci. A valid solution consists of a multiset
of resources such that it includes at most 1 copy of any S-type resource; however arbitrarily many
copies of any M-type resource may be picked. A feasible solution S is a valid solution such that for
any edge e, the total capacity of the resources in S containing e is at least the demand de of the
edge e. The objective is to find a feasible solution having minimum cost. We call this problem the
Single Multiple Full Cover (SMFC) problem.
The full cover problem, (0-1)-ResAll is considered in [14]. The (0-1)-ResAll problem speci-
fies demands for edges, and a feasible solution consist of a set of resources such that the demand of
every edge is fulfilled by the cumulative capacity of the resources containing that edge. The main
qualification is that in this problem setting, any resource may be picked up at most once. In [14], it
is shown that this problem admits a 4-factor approximation algorithm. The SMFC problem easily
reduces to the (0-1)-ResAll problem: S-type resources may be picked up at most once, and keep
copies of the M-type resources so that it suffices to select any one of the copies. Thus the algorithm
and the performance guarantee claimed in [14] also implies the following:
Theorem 5.15. There is a 4-factor approximation to the SMFC problem.
We proceed to exhibit our reduction from the PrizeCollectingResAll problem to the SMFC
problem. Given an instance I of the PrizeCollectingResAll problem, we will construct an
instance O of the SMFC problem, such that any optimal solution OPT(I) can be converted (at no
extra cost) into an optimal solution OPT(O) for the instance O. Consider any job j in the instance
I; we will create a S-type resource r(j) in the instance O corresponding to j. The resource r(j)
will have the same length, left and right end-points as those of the job j, and will have a cost pj
(the penalty associated with job j). The resources in instance I will be labeled as M-type resources
in the instance O. The other parameters, such as demands of edges, are inherited by O from the
instance I.
We show that any feasible solution SI to the PrizeCollectingResAll problem corresponds
to a feasible solution SO (of the same cost) for the SMFC problem. Let J ′ denote the set of jobs
that are not covered by the solution SI (thus, the solution pays the penalty for each of the jobs in
J ′).
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The multiset of resources in SO consists of the (M-type) resources that exist in the solution SI ,
and the S-type resources r(j) in O corresponding to every job j in J ′. Any job j that is actually
covered by the set of resources in SI is also covered in the solution SO, and the resources utilized
to cover the job are the same. A job j that is not covered by the resources in SI pays a penalty
pj in the solution SI ; however this job j in O can be covered by the S-type resource r(j) in the
solution SO. Thus, the solution SO is a feasible solution to the instance O, and has cost equal to
the cost of the solution SI .
In the reverse direction, suppose we are given a solution SO to the instance O. We will convert
the solution into a standard form, i.e. a solution in which if a S-type resource r(j) (for some job j) is
included, then this resource is used to cover job j. Suppose job j is covered by some other resources
in the solution SO, while resource r(j) covers some other jobs (call this set J ′). We can clearly
exchange the resources between job j and the set of jobs J ′ so that job j is covered by resource
r(j). So we may assume that the solution SO is in standard form. But now, given a standard
form solution SO, we can easily construct a feasible solution SI for the PrizeCollectingResAll
instance I: if a job j in SO is covered by the S-type resource r(j), then in SI , this job will not be
covered (and a penalty pj will be accrued); all jobs j in SO that are covered by M-type resources
will be covered by the corresponding resources in SI .
This completes the reduction, and the proof of Theorem 5.14.
Chapter 6
Conclusion and Open Problems
In this thesis, we presented several algorithms for solving the Round-UFP, Max-UFP and Bag-
UFP problems on paths and trees. We saw that some special cases of the Round-UFP problem can
have much better algorithms. We also showed how an algorithm for Round-UFP can be used to
solve the Max-UFP and Bag-UFP problems. The idea of convex decomposition of fractional LP
solutions is useful for this. We gave improved constant factor approximation algorithms for all these
problems under the no bottleneck assumption. We also studied the Online Interval Coloring
problem and gave a constant factor competitive algorithm. Finally, we studied the PartialRe-
sAll and the PrizeCollectingResAll problems and gave O(log(n + m))-approximation and
4-approximation algorithms for them. There are several areas where there is a scope for improve-
ments. We discuss some of them below.
For Round-UFP on paths, we gave a 3-approximation algorithm for the case of uniform ca-
pacities. This algorithm requires 4r colors, where r is the maximum congestion. However, we don’t
know of any example where the optimum coloring requires more than 2r colors. Moreover, our
greedy algorithm when directly applied (without partitioning into small and large demands) also
requires at most 2r colors on all examples that we have tried. It will be good to prove that this (or
some other algorithm) requires at most 2r colors or prove that there is an example which requires
more than 2r colors.
For arbitrary capacities and demands with NBA, we believe that the 24-approximation algo-
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rithm can be improved significantly. Again there is no example where the optimum coloring requires
more than 2r colors. To improve the constant factor (24), we may need to consider 12 -small and
1
2 -large demands. It may also be the case that if we don’t divide the demands into these two classes,
a much better approximation is possible. But we need some new techniques for doing this.
Improving the (2 + )-approximation for Max-UFP with NBA is a formidable challenge. If we
follow the small and large demands paradigm, to get a 2-approximation we need to have optimal
solutions for both these instances, which is not possible for small demands (as it is NP-hard). So,
we have to consider the demands together. Here, some new ideas are required to handle them
together, as the existing techniques don’t work well for these two classes.
For Bag-UFP, improving the 65-approximation should not be very difficult. Again, consider-
ing 12 -small and
1
2 -large demands can be useful here. Moreover, we are using the approximation
algorithm for throughout maximization for real-time scheduling as a black box. If we can directly
attack the problem, a much better approximation is possible.
For Round-UFP and Max-UFP on trees, if we can use the tree structure more effectively,
instead of breaking it into two paths and thereby losing a factor of 2, a better approximation is
possible. A possible approach could be to consider the requests based on the depth of the least
common ancestor (LCA) of the source and destination of a request.
For the Online Interval Coloring problem on paths with arbitrary capacities and arbitrary
demands with NBA, designing an algorithm with a small constant approximation factor would be a
significant challenge. The best lower bound for this problem with uniform capacities and arbitrary
demands is 247 ≈ 3.43 by Epstein et al. [29], improving the lower bound of 3 by Kierstead and
Trotter for unit capacities and unit demands. Clearly, there is a big gap between the upper and
lower bounds which needs to be closed. For trees, closing the gap between the upper bound of
O(log n) and the lower bound of Ω
(
logn
log logn
)
is a long-standing open problem.
A far more challenging task is to design good approximation algorithms for these problems
without NBA. For Max-UFP on paths, a breakthrough was achieved when a (7+)-approximation
was given by [12]. To do this, they had to introduce new techniques, one of which is a novel geometric
dynamic programming algorithm for the maximum weight independent set of rectangles problem.
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Since the congestion bound r is very bad without NBA, for Round-UFP we need significantly new
ideas. A combination of the congestion bound r and clique bound ω may do the job. We may also
require a completely new and better lower bound.
For the PartialResAll problem, the main goal is to either come up with a constant factor
approximation algorithm, or to show that none exists by establishing a matching lower bound.
One way to design the former is to design a constant factor approximation algorithm for the
PrizeCollectingResAll problem having the Lagrangian Multiplier Preserving property. Note
that by using the Jain-Vazirani framework, we can immediately obtain a constant factor approxi-
mation algorithm for the PartialResAll problem. It is also not clear whether the factors O(log n)
and 4 for the PartialResAll and PrizeCollectingResAll problems respectively are the best
possible.
Here are some future directions and open questions for these problems.
I Is there a 2-approximation algorithm for Round-UFP with uniform capacities?
I Can we improve the approximation factor of Round-UFP, Max-UFP and Bag-UFP prob-
lems on paths and trees?
I What is the approximability of these problems without the no-bottleneck assumption? For
Max-UFP on paths, a (7 + )-approximation is known.
I Is there a better constant factor competitive algorithm for the Online Interval Coloring
problem on paths?
I For the Online Interval Coloring problem on trees, is it possible to close the gap between
the upper bound of O(log n) and the lower bound of Ω
(
logn
log logn
)
?
I Is there a constant factor approximation algorithm for the PartialResAll problem?
I Is there a constant factor approximation algorithm for the PrizeCollectingResAll prob-
lem having the Lagrangian Multiplier Preserving property?
I What is the hardness of approximation of these problems?
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