Optical wireless communication (OWC) is a promising technology that can provide high data rates while supporting multiple users. The Optical Wireless (OW) physical layer has been researched extensively, however less work was devoted to multiple access and how the OW front end is connected to the network. In this paper, an OWC system which employs a wavelength division multiple access (WDMA) scheme is studied, for the purpose of supporting multiple users. In addition, a cloud/fog architecture is proposed for the first time for OWC to provide processing capabilities. The cloud/fog-integrated architecture uses visible indoor light to create high data rate connections with potential mobile nodes. These optical wireless nodes are further clustered and used as fog mini servers to provide processing services through the optical wireless channel for other users. Additional fog processing units are located in the room, the building, the campus and at the metro level. Further processing capabilities are provided by remote cloud sites. A mixed-integer linear programming (MILP) model was developed and utilised to optimise resource allocation in the indoor OWC system. A second MILP model was developed to optimise the placement of processing tasks in the different fog and cloud nodes available. The optimisation of tasks placement in the cloud-/fog-integrated architecture was analysed using the MILP models. Multiple scenarios were considered where the mobile node locations were varied in the room and the amount of processing and data rate requested by each optical wireless node is varied. The results help identify the optimum colour and access point to use for communication for a given mobile node location and OWC system configuration, the optimum location to place processing and the impact of the network architecture. Areas for future work are identified.
Introduction
Since the number of wireless communication users has increased dramatically, the demand for wider bandwidths and higher data rates has grown. Broadband radio frequency (RF) technology-the current wireless technology widely utilised in indoor environments-has a number of limitations. The limited available radio spectrum is one of these limitations, which may cause limited channel capacity and low transmission rates.
As a result, diverse efficient techniques-such as smart antennas, advanced modulation, and multiple input and multiple output (MIMO) systems have been proposed to improve the use of the radio spectrum and to overcome these limitations [1, 2] . However, achieving data rates above 10 Gbps, for each user, is challenging when using the congested radio spectrum. By 2021, Cisco expects that the Internet traffic will increase 27 times [3] ; thus, the increasing demand for high data rates is driving researchers to seek alternative parts of the spectrum, other than the 300GHz of radio spectrum currently in use and proposed for near future use. The optical spectrum is a FDMA is a scheme that can support multiple access. In OWC, four main techniques based on FDMA have been investigated [32] [33] [34] . Single carrier FDMA (SC-FDMA), which is based on frequency division was proposed by the authors in [34] to support users. It reduces the value of the peak-to-average power ratio (PAPR), which is one of its main advantages [35] . The second technique, orthogonal frequency division multiple access (OFDMA), proposed by [32] , is a multi-user approach that extends OFDM modulation by allowing each user to be allocated to a group of subcarriers for each time slot. OFDMA has been considered in several studies [36] [37] [38] showing that the data rate achieved can be reduced if spectrum partitioning is used [38] .
The third technique, orthogonal frequency division multiplexing interleave division multiple access (OFDM-IDMA) was proposed by [32] and compared with OFDMA. OFDM-IDMA is also a multi-user technique based on OFDM modulation. It is an intermediate scheme, situated between OFDM and IDMA technologies. Both OFDMA and OFDM-IDMA are asymmetrically clipped at the zero level after OFDM modulation. OFDM-IDMA provides good results in terms of power efficiency compared to the OFDMA. In addition, the authors in [32] reported that, when the SNR is above 10 dB in a system with a modulation size of 16, the OFDM-IDMA provides better results than OFDMA. However, the decoding complexity and PAPR were found to be lower in OFDMA than in the OFDM-IDMA. The last technique is interleaved frequency division multiple access (IFDMA), which was proposed by [33] . IFDMA was shown to reduce PAPR compared to the OFDMA. In addition, the effects of the non-linear characteristics of LEDs are relatively insignificant in IFDMA, which results in a relatively high power efficiency. The computational complexity is lower in IFDMA than in OFDMA, since IFDMA does not include either discrete Fourier transform or inverse discrete Fourier transform operations. Moreover, the authors in [39] reported that IFDMA can mitigate multi-path distortion and reduce synchronisation errors.
CDMA is a multiple access scheme that can offer a higher spectral efficiency than OFDMA and TDMA. In CDMA, each user, can employ a special code to provide simultaneous transmission and reception. For example, an optical code proposed by [40] is used by each user. In addition, random optical codes have been proposed by [41, 42] for supporting a large number of users by spreading the signal bandwidth. A synchronisation technique was reported by [43] for preventing undesirable correlation characteristics across random optical codes; consequently, good performance was achieved.
Colour shift keying (CSK) was proposed by [44] as a technique, based on the CDMA scheme, for increasing the capacity in multiple access; consequently, each transmitter can achieve 3 dB improvement compared to OOK.
Multi-carrier (MC) is another technique based on CDMA, investigated by [45, 46] . MC-CDMA is a combination of the CDMA and OFDM schemes. MC-CDMA diffuses the data symbols of each user in the frequency domain over the OFDM subcarriers. Thereafter, the sum of the data symbols from the multiple users is re-modulated in the time domain of the OFDM scheme. Furthermore, the researchers in [45] stated that the transmitted optical power can be reduced by using sub-carrier selection. Another technique based on CDMA was proposed by [47] and provides interference-free links while transferring information. The technique allows users to decode their signals without pre-confirmation. However, this technique was investigated in a small area of <1 m, which limits its utility.
SDMA is a scheme that can be used in OWC systems and allows multi-user access. In [48] , the researchers concluded that, when the number of transmitters is increased, the throughput increases provided interference is avoided. Moreover, it was concluded that the system capacity can be improved at least ten times over, when SDMA is used instead of TDMA. An approach based on SDMA, called low-complexity suboptimal algorithm, for coordinated multi-point OWC system with SDMA grouping, was reported by [49] . The proposed technique offers an improvement in the system performance, throughput, and fairness.
WDMA can support multiple users based on wavelength division multiplexing. It has been studied in OWC systems [7] , [50 -54] . WDMA uses a multiplexer at the transmitter for aggregating different wavelengths from light sources into a single OW beam. Thereafter, at the receiver, a de-multiplexer is used to separate the wavelengths; thus supporting multiple access. The operation of WDMA is similar to that of FDMA scheme; both operating in the frequency domain. The two light sources typically used in OWC systems (LEDs and LDs) were investigated in [53, 54] . When using red, green, and blue (RGB) LEDs, a data rate of more than 3.22 Gbps was achieved in [53] through WDMA implementation in a visible light communication (VLC) system. Moreover, another demonstration of a VLC system that used WDMA was reported in [54] . In addition, by using red, yellow, green, and blue (RYGB) LDs, the researchers in [7] achieved a data rate of up to 10 Gbps.
NOMA, also called power domain multiple access, was studied in OW in [55, 56] as a promising technique for providing multiple access. NOMA differs from other multiple access techniques that provide orthogonal access for multiple users in the frequency, time, code, or phase domains. Each user in NOMA can use the same frequency band at the same time. Therefore, provided a good SINR is achieved through power control, the users can be distinguished. In addition, the transmitter in NOMA applies superposition coding to simplify the operation at the receiver. Consequently, the channels are separated, at the receiver, between the uplink and the downlink users [56] . NOMA was shown in recent studies to support multiple users and provide a high data rate [56 -60] . NOMA can outperform OFDMA in terms of the data rate in OWC systems, as reported by [56] . In addition, in [59] , the researchers reported that the system capacity was improved by using NOMA. In [60] , the author reported that the combined application of the MIMO and NOMA can offer a high data rate, high capacity, and high spectral efficiency. An experiment was conducted in [60] that used NOMA, along with MIMO, in a VLC system. A normalised gain difference power allocation (NGDPA) method was proposed to provide efficient low-complexity power allocation. The experimental result showed that the application of NOMA with NGDPA resulted in a sum rate improvement of up to 29%, compared to that of NOMA.
(b) Fog computing and distributed processing
The vast expansion in the usage of cloud services, and the significant increase in distributed services, call for new architectures and solutions to provision those services at high date rates to the end user while reducing latency and power consumption. Distributed computing has become a popular solution that shifts the workload from the central cloud to the fog and, thus, closer to end-users; hence, distributed cloud technology was developed to provide access to computational resources at the edge of the network, in close proximity to the end user, instead of accessing the central cloud. This has resulted in faster services and lower computing burdens, thereby minimising central data centre power consumption, and reducing the overall power consumption and latency. Proposed and tested architectures that accommodate the concept and features of distributed cloud are referred to as 'cloudlets' [61] , 'fog' [62] , or 'edge computing' [63] . Processing at the edge nodes, and the networking fabric used to enable this, are considered to be major attributes of fog architectures.
These attributes play an important role in delivering a service with lower latency and power consumption.
The type of edge nodes affects the performance of the processing task and, therefore, the delivery of the requested services. Building small distributed data centres, using a smaller number of high performance servers, [64] , has been proven to deliver good throughput with lower power consumption and latency. A newer approach aims to build a cluster of fog nodes out of underutilised computing resources in computer clusters [65] . This approach has led to a new definition of the type of fog nodes that can be used as processing nodes.
With the huge expansion in the number of smart devices and IoT, fog can comprise any smart devices clustered as a single fog mini data centre to provide processing services. Such a paradigm is built from available idle or underutilised resources that become available opportunistically. This leads to new fog frameworks comprised of IoT nodes [66] , vehicles [67] , mobile phones [68] , and any other portable devices [69] .
The networking fabric also plays an important role in fog-based architectures. Fabrics with high data-rate communication enhances the connection between the end user and fog nodes, and thereby achieves improved service delivery. Communication technologies that can support fog-based computing can be found in [70] .
Optical communication has been shown to satisfy the required data rate for distributed mini data centres [71] .
Since most of the edge smart devices are equipped with wireless/cellular networking capabilities, these are the two main mediums currently supporting end user connections to opportunistic fog nodes. However, with the recent huge expansion of services and application demands, these mediums may not support the required data rates needed. This calls for more research into the application of high data-rate mediums, such as wired fibreoptics, wired visible light, wireless visible light communication and optical wireless communication in fogbased networks. This paper provides the first study to the best of our knowledge where optical wireless is considered and integrated with opportunistic and fixed fog considering the optical wireless resource allocation mechanisms needed and the optimum placement of processing jobs all the way from the optical wireless handset / mobile unit to the central cloud passing through different fixed fog options at the room, building, campus and metro levels.
MILP optimisation for resource allocation in optical wireless
Wavelength division multiplexing (WDM) can be used in both the uplink and downlink of OWC systems. In VLC systems, wavelengths in the visible light range can be optically summed to form the white light used in illumination and communication, as in [72] where four colours: RYGB LDs were used. In the uplink, to avoid the problem of glare, infra uplink design was proposed in [73, 74] . In this study, only the downlink will be considered. We assumed a room with dimensions as shown in Table 1 , in which the parameters of the transmitter and receiver are also given. Table 1 . Users were distributed over this room using a 2D Poisson point process (PPP) and two 8-users scenarios with fixed user locations were considered. The channel was characterised using a simulation package similar to that in [75] . Up to the second reflections were considered in this work as higher order reflections have no significant impact on the received power [75] . The channel impulse response was then used to calculate the delay spread and the optical channel bandwidth using the parameters in Table 1 .
The cumulative distribution function for the optical channel bandwidth composed using 128 locations in the room is shown in Figure 1 . It can be seen that around 60% of the locations in the room support a bandwidth of at least 4 GHz. This was achieved by reducing the FOV of the receiver to limit the number of input rays which results in decreasing the delay spread and hence increasing the bandwidth.
A MILP model was developed to optimise WDM wavelength assignment to maximise the sum of SINRs for all users [77] . The precalculated values of the channel impulse response were used to calculate the optical power received at each potential location in the room from each access point (AP) using different wavelengths. The MILP model was then used to assign APs and wavelengths to users so that the sum of SINRs was maximised, based on optical channel information. Figure 2 illustrates a scenario with three users. Users 1 and 2 suffer from background light shot noise in addition to interference as they are assigned the red wavelength, while user 3 suffers only from background light shot noise as the green wavelength is not assigned to other users. Before introducing the MILP model, we define the sets, parameters, and variables used, and describe how the SINR is calculated;
Sets:
Set of users in the room; Optical power received by user u from an access point a using wavelength λ. This value was precalculated using a channel modeling tool, where the LOS and first order reflection components were calculated for the given access point and user location and for the given wavelengths;
, The squared electrical current at the receiver of user u due to the optical power received from access point a at the wavelength λ. (Note that the squared current and electrical power are equivalent for a given system input impedence);
, The shot noise mean square current at the receiver of user u due to the background unmodulated power of access point b operating at wavelength λ;
The mean square receiver noise current;
The data rate supported based on optical channel bandwidth for the channel between access point a and user u if OOK modulation is used. This value was precalculated using the channel modeling tool for the given access point and the given user.
Variables:
, SINR of user u assigned to access point a and wavelength λ; , A selector function where a binary value of 1 indicates the assignement of user u to access point a and wavelength λ (see Figure 2) ; To calculate the SINR, different powers are calculated as follows:
The electrical signal power received by user u from access point a and using wavelength λ is calclulated as:
where R is the responsivity of the photodetector in (A/W) and ℎ , is the DC channel gain between access point a and user u for wavelength λ.
The preamplifier noise is given by:
where is the preamplifier noise power density in ( 2 /Hz) .
The background light shot noise is calculated as:
where e is the electron charge (C) and B is the bandwidth. The SINR of user u, who is assigned wavelength λ of access point a is therefore expressed as:
where , is a binary assignment variable that is equal to 1 if user u is assigned to access point a and wavelength λ. The first term in the denominator is the interference, which was calculated by summing the power received by user u from all APs where the same wavelength was used for communication, but assigned to other users, hence, causing interference. Furthermore, noise was calculated by summing two terms representing the receiver noise (calculated using Equation 2) which is constant for all users with identical receivers and background light shot noise. The background light shot noise , is calculated using (3) which is the power received by the current user from all APs emitting unmodulated wavelengths identical to the current user's assigned wavelength (used for illumination only), hence causing shot noise. In other words, interference was calculated by summing the signal powers of modulated light beams of the same wavelength, while background light shot noise was calculated by summing the signal powers of unmodulated wavelengths.
The interference term was calculated as the sum of the squared electrial currents and not by squaring the sum of the received optical powers multiplied by the responsivity of the photodetector. This simplifies the MILP implementation by maintaing linearity inside the MILP, while the squaring is carried out outside the MILP, (pre-calculated). The error due to this method of calculation can be reduced by using the Cauchy-Schwarz inequality and introducing a factor n for the number of interferers which can be either 0, 1, or 2 due to the tightened receiver's FOV. In the first two cases, there will be no error in the calculations. The error is only encountered when there are two interfering access points. Shot noise due to the interfering signal power was also ignored as it is (for our system parameters) about four orders of magnitude lower than the signal power for 1 μW of received optical power.
Rewriting equation (4):
which can be rearranged as:
The first term containing the interference and background light shot noise from other access points is a nonlinear quadratic term involving the multiplication of a continuous variable by a binary variable. Linearisation was performed following the same procedure in [78] as shown in equations (11)- (14) below.
The MILP model is defined as follows:
Objective: Maximise the sum of SINRs for all users,
∈ ∈ ∈ Subject to:
∈ Constraint (8) ensures that a wavelength belonging to an AP is only allocated once
Constraints (9) and (10) ensure that a user is assigned one wavelength only. The following constraints (11)- (14) were used to linearise the multiplication process of the continuous variable by the binary variable in the quadretic term, where the non-negative linearisation variable
, ,
where is a large number, so that ≫ .
Using this linearisation variable to replace the quadratic term, Equation (6) can be re-written as:
In order to support a BER of 10 −9 using OOK modulation (our chosen modulation format here), the SINR should not go below 15.6 dB. The same performance (BER of 10 −9 ) can however be achieved with a lower SINR using forward error correction (FEC) techniques at the expense of increased data rate overhead 1 . Here 10% overhead is assumed when SINR decreases to 14 dB.This is added as a constraint:
, ≥ 10
The OW system is backhauled and is connected to the fibre access network. Therefore an additional constraint is added to ensure the capacity of the ONU nodes (to which the OW access points are connected), is not exceeded. The capacity of the ONU used in this architeture is =10 Gbps (see Table 4 ), hence:
where is the data rate supported using the optical channel between access point a and user u.
After the assignment of APs and wavelengths was optimised using the MILP model, the optical channel bandwidth, the SINR and achievable data rates were calculated for each user and scenario (see Table 2 ) in this study and they are shown in Figures (3-5) .
It should be noted that the supported data rate can be limited by one of three factors: the modulation bandwidth of the light source, the optical channel bandwidth, or the receiver bandwidth. Since LDs were used in this study, they do not limit the data rate as they can support modulation rates at GHz rates beyond those in our study [79] . To address the second limiting factor, the use of 40° FOV improves the optical channel bandwidth as it  For more information refer to http://www.ieee802.org/3/10G_study/public/july99/azadet_1_0799.pdf where for example it is stated that "RS(255,239) overhead is 6% for input BER=10 " limits the number of incident rays from different refelecting elements, hence, the delay spread is reduced and the channel bandwidth increases. This FOV also ensure good room illumination following the approach in [8] .
The receiver bandwidth determines the amount of noise addmited from background ligth in the form of shot noise and it also determines the preamplifier noise (Equations 2-3), so reducing the receiver bandwidth leads to an increase in the SINR at the cost of reducing the supported data rate. SINR is also affected by interference which increases as the number of users sharing the same wavelength increases in WDM and also as the amount of overlap between the coverage area of different access points increases. Since VLC is considered in this study, this dictates a limit on the number of wavelengths used, ie four (RYGB) wavelengths; and also dictates the large large coverage area per access point to meet the illumination standards, with an access point's half power semiangle of 60°. The VLC system performance can however be improved by reducing the FOV of the receiver and by optimizing the allocation of access points and wavelength resources to minimise interference so that the overall sum SINR is maximised.
The calculated values of data rates for different users are to be used in the next section where a MILP model is developed to optimise the placement of the processing in the integrated cloud/fog with OWC to minimise the overall power consumption.
The results in Figs. 3, 4 and 5 show that all users achieve an SINR above our required threshold of 14 dB with per user data rates above 3 Gb/s and below 7 Gb/s for our system parameters. 
Optimum placement of processing to minimise power consumption
The proposed integrated cloud/fog architecture is shown in Figure 6 which builds on our work in the optimisation of distributed data centres [80 -83] , network architecture optimisation [84 -88] and energy efficient routing [89 -93] . It consists of one or more OW mobile users in a room clustered as a mobile fog unit (MobFog).
Each mobile device communicates with one or more light units (access points) and is assigned to one of the channel wavelengths, Red, Yellow, Green, or Blue (RYGB). All access points are connected to a passive optical network (PON), where each access point is also connected to an optical network unit (ONU). All ONUs are connected to a central optical line terminal (OLT) located in the same room. The room is also equipped with a commodity server (low-end computer), which acts as a mini fog node (RoomFog). This node is connected to the central OLT through an ONU and an optical link. The proposed architecture introduces three more fog data centres located in the building (BuildFog), campus (CampFog) and metro network layer (MetroFog). This architecture is integrated with the central cloud data centre (CCloud) through an optical infrastructure to support high demand requests that cannot be fulfilled by mobile units or fog nodes.
The OLT acts as a controller unit [94] that collects processing requests from mobile units present in the same room. These requests can be generated from applications in the mobile units. The mobile units transmit the data to be processed. The knowledge extracted after processing the data (for example (i) the presence of absence of someone in a transmitted video sequence; or (ii) whether a person is fine or not after transmitting a large heart rate signal) is always smaller than the transmitted data [95] [96] [97] . The OLT also assigns in an optimal way (MILP in this section) the collected requests to the Central Cloud or any fog node to be processed. When the OLT decides that a task / demand is to be processed by the MobFog, it allocates this task to the participants' mobiles through VLC communication and then forwards the processing results back to the OLT. If the OLT decides to assign the demand to the RoomFog, BuildFog or CampFog nodes, the demand will be sent through a local Ethernet LAN to the required location. For the MetroFog and CCloud assignment, demands traverse through the optical infrastructure to either location. The tasks assignment was optimised using a MILP model to minimise the power consumption of the overall architecture while considering different optical wireless data rates depending on the scenario. Below are the notation of the parameters and the variables used in this optimisation model. The following parameters are also defined:
Workload demand of task k generated from source node s, in million instructions per second (MIPS).
Flow (data rate) demand of task k generated from source node s (in Mbps).
Workload capacity of processing node n (in MIPS).
Capacity of the link between nodes i and j (in Mbps)
.
Power per MIPS of processing node n (W/MIPS).
Power per Mbps of the route to the processing node n (W/Mbps).
The following variables are also defined: P Total power consumption due to data processing.
Total power consumption due to networking.
X
Task k processing workload, in MIPS, assigned to processing node n. The model's objective is to minimise the power consumption of the overall proposed architecture, including the processing and networking power consumption of the processing locations, and the network connecting these locations, as presented below in Equation (18) .
The objective equation consists of two terms: the power consumed by processors due to computation and the power consumed by transmitting traffic through the network. Note that in our network topology, in Figure. 6, there is a single route between the OW mobile units and each processing node option (CCloud, MetroFog, CampFog, BuildFog, RoomFog, or other mobile units in the MobFog). The power consumption of this route in W/Mbps is given by in Equation (20) . Therefore, the second term in Equation (18) summed over processing nodes (as there is a single network path to each processing node in our case). The processing power consumption, is given as:
where is the workload demanded by task k, in million instructions per second (MIPS), assigned to processing node n. is the energy in watts per MIPS of the node processor, calculated using the maximum processing capacity of the node.
The networking power consumption, is given as:
where is a binary variable which specifies the assignment of task k to processing node n, and is the task data rate demand (in Mbps) generated from source node s. is the total power per Mbps of all nodes between the source and the assigned processing node (in Watt per Mbps). For the optical wireless link, the power per Mbps value is calculated based on the individual wavelength colour (RYGB) used for the connection.
The model is subject to the following constraints:
Processing allocation constraints:
Constraints (21) and (22) ensure that task k is assigned to processing node n.
Constraint (23) ensures that each task k will be assigned to one processing node.
Processing node capacity constraint:
Constraint (24) ensures that each task k assigned to a processing node n does not exceed the processing capacity of this processing node.
Link capacity constraint:
Constraint (25), ensures that the traffic of task k sent from source s to processing node d does not exceed the capacity of the link between any two nodes i and j.
Flow conservation constraint:
Constraint (26), ensures that the total incoming traffic is equal to the total outgoing traffic for all nodes except for the source and destination nodes.
Constraint (27), ensures that the traffic from source node s to destination node d is equal to the data rate of task k generated from source s. is a binary variable used to ensure that task k is assigned to destination d.
The main outputs of the MILP model in this section are the values of the decision variable. Therefore, this is an optimal placement and routing problem solution. Based on the value of , the networking and processing power consumption splits can be determined.
The flow process of any generated request follows six phases. Firstly, a request is generated by a mobile unit and sent to the OLT, which has full knowledge of the available resources. Secondly, the OLT sends a positive acknowledgment to the source node. These two phases are not considered in the model as they generate negligible traffic. Thirdly, the data to be processed are sent in an uplink from the mobile source node to the OLT through the optical wireless channel. This phase is also not considered in the model as it is a common phase for all requests and will not affect the placement decision. Fourthly, the data to be processed are offloaded from the OLT to one of the available processing nodes (MobFog, RoomFog, CampFog, BuildFog, MetroFog or CCloud).
As this phase carries the main data, this will affect the power consumption and the placement decision.
Therefore, it is treated as the main component of the model. Note that processing the task locally in the mobile unit that has requested this service is not an option for the assumed scenarios. In the last two phases, the extracted knowledge resulting from the processed data is sent back from the processing node to the OLT, and so to the source mobile unit that requested the service. As we assume that the extracted knowledge has a small volume compared to the main data, the last two phases are not considered in the optimisation model.
In order to highlight the effect of the new integration between fog processing and optical wireless communication, the task assignment optimisation model has been evaluated here using an ideal scenario with eight mobile units located in the room. Each mobile unit is connected to a single light unit (access point) through one of the wavelengths (RYGB). Note that the sum of the OWC link capacities is restricted by the maximum capacity of the ONU connected to the access point, which is equal to 10 Gbps. This ideal scenario is compared at the end with the two scenarios resulting from the resource allocation model in Section 3.
We have evaluated the power consumption in the above-mentioned scenarios for an architecture composed of different fog servers in each layer. Based on the servers considered, the processing energy of the CCloud server is 82% more efficient than that of a mobile processor, followed by MetroFog, CampFog, BuildFog and then RoomFog server, which has just 32% of the processing energy efficiency of a mobile processor. On the other hand, because of the location of the CCloud and other fogs, the networking energy when traffic is sent to the RoomFog is 98% more efficient than with the CCloud. This is because the RoomFog server is only one hop away from the OLT controller, from which the tasks are offloaded. This networking energy increases by 1-3 mW/Mbps when the tasks are offloaded to the MobFog, based on the wavelength assigned to each mobile unit. Table 3 summarises the capacities and energy efficiency values of the processing nodes and the route leading to each, while Table 4 provides the maximum capacity and power consumption values for each network device.
Note that there is a single server in each of the five cloud and fog processing locations in Table 3 . Therefore, the values of the networking efficiencies for different routes are defined there for each processing location.
The MILP model was evaluated to show the effects of the proposed architecture on the power consumption. We also studied the effects of different optical wireless wavelengths on the processing utilisation of the mobile units assigned. In this evaluation, 50 tasks were considered, with workload processing demands ranging between 100
and 1500 MIPS. In Equation (28), we introduce the relation between the workload demand and the data rate demand for each requested task as a ratio, termed the 'data rate ratio' (DRR). Different DRR values were defined in the model, varying between 0.002 and 0.6 to consider different scenarios with low and high data rates.
The results are first presented for the ideal scenario, in which each mobile unit is connected to a single light unit with full, 10-Gbp data rate capacity through one of the wavelengths (RYGB). Then, results are given for scenarios 1 and 2, in which the eight users are assigned different wavelengths with varied data rates, based on their location. The different data rate values for each user in both of these scenarios are extracted from those given in Figure 5 .
The results in Figure 7 show the processing power consumption, the networking power consumption and the overall power consumption versus the processing workload per demand for different DRR values. The processing power consumption shown in Figure 7 (a) indicates that at low DRR, the data rate is minimal and the networking power consumption becomes negligible. Hence, the location with the best processing On the other hand, with 400 MIPS demand, three tasks assigned to each mobile unit have a total of 1200 MIPS assignment, which causes a reduced processing power consumption compared to the 300 MIPS case. These variable assignments are due to the limited capacity of the mobile unit and the single assignment constraint. consumption. This is because the networking power consumption for such low rates becomes negligible with a minimum effect on the assignment decision. Consequently, the workload demands in these two cases are placed in one location (the location with the best processing efficiency). At DRR= 0.04 and 0.06, the placement decision remains affected by the processing power consumption. This results in a small increase at DRR=0.04 compared to that at 0.06 because the workload is offloaded in a further location (MetroFog) at 0.04 while at 0.06 it is offloaded to a more networking-efficient location (CampFog). A meaningful increase is shown at higher data rates, with DRR=0.2, 0.4 and 0.6. This power increases more significantly after a certain point (750 MIPS), when the mobile unit processor cannot process more than one task due to its limited capacity (1500 MIPS). In this case, more demands are offloaded to the CampFog, which increases the networking power consumption.
It is notable that at DRR=0.2, the power consumption has a slow increase as the tasks are assigned to the most efficient destination in terms of networking power consumption. In contrast, the power consumption increases more at DRR=0.4 and 0.6. The first reason for this is the limitation of the network links of BuildFog and CampFog, which cannot support very high traffic (in excess of 10 Gbps). Consequently, more tasks are offloaded to less networking energy efficient locations. The second reason is the limited processing capacity of the mobile, which results in the offloading of more demands further out. Figure 8 shows the overall workload assignment for each processing location in relation to the networking power consumption for the case of DRR=0.6. For the assigned workload, the figure shows where demands are placed for each given data rate and how this affects the networking power consumption of this placement.
Starting from low data rate demands, demands are assigned to the most efficient location in term of total power consumption (RoomFog followed by MobFog, BuildFog, CampFog and then MetroFog). Note that CCloud is not assigned any workload to satisfy the demand caused by any closed fog locations. Also, the networking power consumption for low data rate demands is very low due to the demands placed at RoomFog and MobFog.
This power consumption is dominated by other fogs which are less efficient networking locations; thus, the networking power consumption becomes significant. More details about the networking power consumption splits for each DRR are shown in Figure 9 . As mentioned (above), this ideal scenario considers a constant data rate wavelength assigned to each mobile unit. For scenarios 1 and 2, the data rate is limited based on the user location and number of users accessing the same access point, as explained (in the previous section). Figure 10 shows the processing, networking and total power consumption for these two scenarios (1 and 2). Scenarios 1 and 2 show comparable values for all power consumptions. This indicates that the demands assignment and therefore the consumed power are not affected by the different assigned channel data rates as long as these channels satisfy the networking demand and the mobile units satisfy the workload demand. Figure 11 shows the mobile units processing utilisation based on the assigned wavelength for the three scenarios (ideal, 1 and 2). In scenario 1, each user is assigned a channel with data rate capacity ranging from 3.1 Gbps to 4.5 Gbps, while users are assigned channels ranging between 3.5 Gbps and 6.7 Gbps in scenario 2. Figure 11 (a) shows that the mobile unit utilisation is equal to zero at the lowest data rate demands as all the workload demands are assigned to the RoomFog. At 120 Mbps, the processors of mobile units assigned to blue wavelength are occupied first as these have the lowest wavelength energy (see Table 2 ), followed by the mobile units assigned to the yellow wavelength. At 180 Mbps, mobile units assigned blue and yellow wavelengths achieved their full utilisation, followed by mobile units assigned to the red wavelength which has the highest energy usage (here, in scenario 1, there are no mobile units assigned to the green wavelength). At 240 Mbps, all mobile units achieved only 80% utilisation due to bin packing and single assignment considerations. For instance, based on the DRR value (0.6), the workload demand at 240 Mbps is equal to 400 MIPS for all 50 tasks.
With a mobile processor capacity equal to 1500 MIPS, each mobile unit can serve three tasks with a maximum assignment equal to 1200 MIPS per unit. However, full utilisation is achieved at 300 Mbps as three tasks are assigned to each mobile unit with a total assignment that is equal to the mobile processing capacity. At 360
Mbps, the utilisation decreased to 80%, due to the same bin packing and single assignment considerations. This utilisation increases to 93% at 420 Mbps as the demand workload is equal to 700 MIPS so each mobile unit is assigned two tasks with a total assignment equal to 1400 per unit. A significant utilisation drop occurs afterwards, at 480 Mbps, as the workload per demand increases to 800 MIPS. This is due to the limited processing capability of the mobile unit, which cannot serve more than one task, causing the mobile processor to achieve only 53% utilisation. The constant increase in the workload demand causes a constant increase in the mobile unit utilisation, which ranges between 60% (at 540 Mbps), and 100% (at the highest considered workload demand, 1500 MIPS). Similar observations apply to scenario 2 (where no mobile units are assigned the blue wavelength) and the ideal scenario, as shown in Figures 11 (b) and (c), respectively.
Conclusions and Future Work
In this paper, an OWC system was used to support multiple users. A wavelength division multiple access (WDMA) scheme was used to support multiple users served simultaneously by the OWC system. A MILP model was developed and used to optimise resource allocation and was shown to increase the system throughput and allow multiple access. Thereafter, a cloud/fog-integrated architecture was built to create a connection with potential mobile nodes and to provide processing services for these mobile nodes. The mobile OW nodes were also clustered as fog mini servers and were thus also able to provide processing services to each other. A second MILP model was proposed to optimise the processing placement by minimising the total power consumption. Future areas of work can include (i) consideration of the uplink as the current work only considered the downlink; (ii) consideration of additional wavelengths for multi-user support enabled through infrared and WDM for example. In the current system, multiple access using WDM, was limited by the four wavelengths available in VLC; (iii) consideration of additional multiple access dimensions beyond wavelengths. These can include TDM, OFDMA, orthogonal coding, spatial diversity and beam steering which can reduce interference between users; (iv) consideration and minimisation of latency in addition to the minimisation of power consumption when allocating resources and placing processing jobs; (v) development of heuristics building on the MILPs insights to enable real time resource allocation and task placement (vi) additionally, as this is a new integration between optical wireless and fog computing, more work is needed to address virtualisation, the software matching problem (where only a subset of the processing nodes have the relevant software for task placement), handover and quality of provided services. Also, more opportunistic scenarios need to be evaluated with other forms of fog computing.
Additional Information

Data Accessibility
All data are provided in full in the results section of this paper.
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