This takes the form of (1.1) for appropriate definition of E x and E 2 . The functions are positive on (α, b) and satisfy Kv = Kw = K*v* = K*w* = 0, plus certain boundary conditions at α and b [see (3.1) and (3.2) ].
The proof of (1.3) appears in §3, with suitable preparation being done in §2.
Illustrations of inequality (1.3) appear in § §4 and 5, and applications are discussed in § 7. In particular, we obtain the Ostroumov inequality [9] for K = (d/dt) k (see (4.2) infra). A general discussion of constant coefficient operators appears in § 5. Illustrations are given to show the nonspecialist how to find the interval of disconjugacy and the functions v, v*, w, w* in (1.3). Let us make the stronger hypothesis that K is a disconjugate operator on [α, 6] . This means that the only solution of Ku = 0 with & zeros, counting multiplicities, is u = 0. Then IT* is also disconjugate; see Sherman [10] ,
The hypothesis of disconjugacy on [α, b] is known to be equivalent to the factorization of K on [α, b] into first-order operators:
The functions 6 t are positive on [α, 6] . This is called the LibriFrobenius-Mammana factorization; see Willett [11] , Libri [8] .
Let {u* n (t)} be the set of solutions of Ku = 0 satisfying utf{b) = ftfj« } (α) = 0, <f (a) = « iff , <f (6) -δ iw 0 ^ i, g ^ I -1, 0 ^ i, j > k -£ -1, and put Let W(t) be the Wronskian matrix generated by U(t), and let V(s) = diag [χ Eo (s) , ..., χ* 0 00, χ^(s), ., χ^(s)], with I spaces occupied by χ* 0 (8) . The Green's function G(ί, s) for problem (2.3) is given by (see Gustafson [5] ) the vector-matrix identity
where e(ί -s) = 1 for t -s > 0, e(ί -s) = 0 otherwise. The form of (2.4) to be used most often is the scalar identity
The following lemmas are singled out for later use. The first, on continuity of (t, s)-+G(t, s), does not require that p t BC*[a f 6], nor is disconjugacy needed; it follows immediately from (2.5). The second is a consequence of the Peano identities (Hartman [7] 
Γ--1
where E has two equal rows, I = (k -I) x (k -I) identity. Therefore, det Φ a (b) = 0. This proves that ψ r has & -r -1 zeros at 6, & -ϊ r ^ fc -1. The proof for φ p is similar, and will be omitted.
REMARK. In the notation of Gustafson [5] , the function φ p has a zero of order (k -p -1,1) at {α, 6}, and α/r r has a zero of order (k -I, k -T -1). These functions collectively form a basis for iΓ% = 0.
3* The Green's function inequality. Let v(t), v*(8), w(t) , w*(t), be defined by the following relations: [a, b], v, v*, w, w* are given by (3.1) , (3.2) . Then the Green's function G(t, s) for problem (2.3) satisfies the inequality (8.8) .
I Lemmas 3.2, 3.3, 3.4, infra. Proof of Theorem 3.1. The proof of (3.3) c on [α, 6] x [α, b] follows in the same way as (3.3) b , so it will be omitted. For convenience, let us put u(s) = v*(s) hereafter.
The theorem will be proved by the sequence of lemmas to follow. To introduce notation, let [3] , p. 108).
For k = 2, one can easily verify (3.3) , because in this case (3.5 )
The inequalities (3.3) hold on the entire square because
For k ^ 3, the theorem follows from (3.4) , (3.9) , (3.11), (3.13) .
The problem with the function k(t, s) given in (3.4) is that it is not defined on the boundary of the square. If one examines the Green's function for the (2, l) 
Lδ -aΛ then we seen that k(t, s) has a jump discontinuity at (a, a) and (δ, δ). In fact, on the upper triangle, k(t, s) ~ (b -α)/2 near (α, α) and (δ, δ), but on the lower triangle k{t, s) -' 0.
Most of our work below is aimed at settling upon the correct boundary values for k(t, s). It turns out that k(t, s) will assume
only two values on the boundary. Then we show that sup \k\ must occur on the boundary, and write down the answer. The reader will find (3.6) useful for interpretation of the various arguments to follow. LEMMA 
The quotient k(t, s) can be defined on the upper triangle ^u = {(£, s): t ^ s} so as to have the following properties:
k{t, s) is bounded on (3.9) . It will be shown that (3.8) is valid. We use below the Landau symbol "0", defined
The first step of the proof is to assemble with the help of (2.7), (2.8), (3.1), (3.2) the following order relations:
as s->b;
&|0 as £->&;
To analyze the boundary behavior of ft(ί, s), write Λ(ί, s) = -Σi^o"" 1 Q, (*,
Since |δ -s| ^ |δ -t\ for (ί, s)e_^;, it follows that Q*-
). Therefore (3.8) is correct at (α, 6) .
By virtue of Lemma 2.2, one can write fc(ί,
(b) + 0(|s -61) uniformly on compact subsets of α < £ < δ as s -> δ. Therefore, (3.8) is correct along the upper edge of ^" u .
To verify (3.8) along the left edge of J^, each u? tj (t) is replaced by its Taylor expansion about t = a in the expression Q Λ (ί, s), and an application of Lemma 2.3 gives fc(ί, s) -
The functions <^ and u have the same zero properties at s = a and s = δ, therefore by the disconjugacy assumption they must be constant multiples of one another. Using Lemmas 2.2, 2.3 and Green's formula (Hartman [7] , p. 67) one can establish the following identities:
uniformly on compact subsets of a < s < δ. This completes the proof of (3.8).
To verify (3.7), one only needs to examine small neighborhoods of (a, a) and (δ, δ). The details are left to the reader. LEMMA 
The quotient k(t, s) can be defined on the lower triangle ^Ί -{(t, s):t > s} to have the following properties
has a double zero at t -t γ e{a, b). The function z(t) has a zero of order I at t -a, k -l-1 at £ = 6, hence fc + 1 zeros in [a, b] . However, the function z(t) is a solution of the disconjugate equation Kz = 0 on α ^ t ^ s 0 and on δ 0 ^ ί^ 6. By the proof of Theorem 11 in Coppel [3] , p. 108, it follows that z(t) = 0,a^t£b. Therefore, = a, a < t < b .
Letting t -> 6 we find that α = 0, which is a contradiction. This proves that y(t) is monotonic on [a, b] . Since y(a) -(-l)V^α ) (δ), 1/(6) -0, it follows that |fc(ί 0 , s 0 ) I ^ |fc(α, s 0 ) I ^ sup dβ|ft(ί, β)| .
This contradicts our original assumption on (t 0 , s 0 ). Therefore, (3.13) holds, because the supremum over the boundary is the larger of 0 and
The proof is complete. The monotonicity argument of Lemma 3.4 shows that (3.3) a is weakest along the diagonal t = s. For example, the behavior of (3.6) along t = s is quite usual.
Inequalities of this same type hold for singular boundary-value problems. However, the application of the Green's function inversion method is more complicated, and is an integral part of the selection of the space of action of the integral operator. For example, the singular problem
under ordinary inversion loses the boundary value at 00. A definitive statement about the options here will be the subject of a future paper.
4* The Ostroumov inequality for
and denote by G(ί, s) the corresponding Green's function (see [5] ). The Ostroumov inequality [9] can be obtained from (3.3) b :
It is only necessary to verify by inspection that
and then compute (k ~ I -1)! (6 -α)* for then (4.2) follows from (3.3) b , (4.3), (4.4) .
However, inequality (3.3) a is a decided improvement over (4.2) . One easily verifies that
v(t)v*(s) = m> c) w(t)w*(t)
The level set M(t, s) = 1 for fc = 2Ϊ is the diagonal t = s. For j fc 22, the level set Λf(ί, s) = 1 is the curve
which goes through (α, α), (6, 6) and is concave for 21 -k > 0, convex for 21 -k < 0. If we make use of this curve, then we have 
Now you can use the definitions of E t and E z to make the right side the sum of two Volterra operators. There are other inequalities in the literature which are similar to (4.2) . The most notable is due to Beesack [1] , and we refer the reader to this paper and the references therein. 
-cos (t -c).
The adjoint operator 
This formula is useful when you can select the basis V so as to make Ψ x close to the identity. The constants appearing in (3.3) are
Therefore, in terms of an arbitrary basis v ίt ---,v k we have the estimate
In the case of lower order operators, k = 2, 3, 4 especially, we usually try to guess v(t), w(t) first, then resort to (5.4) upon failure. Therefore, we sometimes prefer
Let us now turn our attention to (3.3) b , and illustrate the results. The reader can fill in the details for (3.3) c . EXAMPLE 
The operator Kv
The (2, l)-problem and (1, 2)-problem have Green's functions G 2Λ and G lf2 satisfying (5.5) , and it is easy to see that Therefore,
(t s)\ \G (t s)I < EXAMPLE 5.2. Γfte operator Ky = y iv -y on [0, T], T ^ 4.73.
The solution y = sin (ί) -sinh (ί) has three zeros at 0 and is positive for t > 0. Therefore, the critical value of T is the first positive double zero T o of z -cosh ί -cos t + C(sinh t -sin ί), which is determined by the identity cos T o cosh T Q = 1. Solving numerically, 4.7300 < Γ o < 4.7301.
The following inequalities follow from (3.3) b :
These results can be formulated for the operator K a z -z iυ -tfz as well, since z(x) = -2/(α#). The relations (3.3) 
By inspection of D\D -Ί)\ Ύ = β -a, we see that
On the other hand, 6* The two-point inequality for operators K with coefficients in C [a, &] • Throughout the preceding sections it was assumed that the coefficients of K were smooth enough to define the adjoint operator ϋΓ*. It will be shown below that this smoothness assumption can be deleted, and replaced by the usual requirement that the coefficients belong only to C [a, 6] .
Proof. Proceed indirectly, using the results in Hartman [7] , p. 55.
and q j>n -*p 3 -as n -> oo in C[a, δ] , 0 ^ y ^ & -1, £Λew ί/^e Green's functions G n (t, s) and G(t, s) for the operators K n and K, respectively, satisfy
Proof. Let I7 0 (ί) and UJt) be row vector bases for Ku = 0 and K n u = 0, respectively, and denote the corresponding Wronskian matrices by W Q (s) and W n (s). Suppose that U o and U n are chosen so that the representation (2.4) holds for G and G n . Since F(s) is the same in each representation, it suffices to prove that U { J\t) converges uniformly on [α, δ] to U^fy) as^->oo,0^i^&-1. This can be done using the results in Hartman [7] , p. 55. The details are left to the reader.
To introduce notation for the next lemma, let K be a disconjugate operator on [a, b] [α, 6] , 0 ^ i ^ & -1. It follows that the components in the formula (6.1) with K replaced by K n converge uniformly on [α, b] to the corresponding components of (6.1), as n~• oo. A similar statement holds for relation (6.2) . The proof is complete.
Suppose that we select K n to converge to K in the sense of the preceding lemmas, but K n has coefficients of class C k and K has coefficients that are only assumed to be continuous. By Lemma 6.1 the Green's function GJt, s) exists for the operator K n and we can apply Theorem 3.1 to obtain the inequality
We let n-> oo in relation (6.3) and apply Lemma 6.2 and Lemma 6.3 to get the inequality 7* Applications There are many immediate applications of inequality (3.3) . The first and most ovbions is the theory of two-point boundary value problems for k th order nonlinear ordinary differential equations. Applications amount to finding conditions such that the mapping
is a contraction mapping, or maps a closed convex set into itself, or satisfies certain fixed-point index conditions. The second application is to intervals of uniqueness for linear differential operators. This kind of application is illustrated in the work of Ostroumov [9] , and in subsequent work of Hartman [6] , Willett [12], Fink [4] .
The sharpness of inequality (3.3) makes it useful for error analysis. Ramifications in the theory of differential equations in Banach spaces and in the theory of functional differential equations should be clear, especially in the conversion of boundary value problems to integral equations and in the estimation of norms of inverse operators.
The requirement of disconjugacy can sometimes by checked via algebraic inequalities involving the coefficients of K; see Hartman [6] , Ostroumov [9] , Willett [12], Coppel [3] , Gustafson and Bogar [2] . There is some evidence that this requirement can be dropped for self-adjoint equations, provided it is replaced by another, more complicated condition. The Supporting Institutions listed above contribute to the cost of publication of this Journal, but they are not owners or publishers and have no responsibility for its content or policies.
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