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Abstract
This paper studies how peers in school affect students’ mental health. Guided by a theo-
retical framework, we find that increasing students’ relative ranks in their cohorts by one
standard deviation improves theirmental health by 6% of a standard deviation conditional
on own ability. These effects are more pronounced for low-ability students, persistent for
at least 14 years, and carry over to economic long-run outcomes. Moreover, we document
a strong asymmetry: Students who receive negative rather than positive shocks react
more strongly. Our findings therefore provide evidence on how the school environment
can have long-lasting consequences for the well-being of individuals.
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1 Introduction
Mental health is a growing concern with substantial costs for the economy both in the United
States and around the world. In particular, the total costs of mental health disorders are
estimated to be as high as 2.5% of the GDP in the U.S. and 3.5% in Europe (OECD, 2015).
Many of these mental health issues can be traced back to symptoms during youth as about
20% of all adolescents suffer from diagnosable mental health disorders (Kessler, Angermeyer,
and Anthony, 2007), and this number increased by a third between 2005 and 2014 (Mojtabai,
Olfson, and Han, 2016). It is therefore important to understand the causes and long-term
consequences of mental health disorders during school-age.
In this paper, we study how features of the school environment – in our application in-
formation shocks about one’s own ability – affect the mental health of students, and how
these effects evolve over time. We begin by formulating a theoretical framework in which
students are uncertain about their ability and face two decisions: how much time to spend on
studying and how much effort to exert while studying. While school performance increases
in study time, the return to studying depends on effort choices. Students can either shirk
and have a low return to effort or exert effort to have a return equal to their ability. Only the
latter allows students to learn about their ability. Due to noise in the educational production
function, students learn only imperfectly from observed performance.
Based on this framework, we derive four predictions: First, negative shocks to performance
in school decrease a student’s belief about their own ability, which we interpret as a particular
form of mental health, namely depression, while positive shocks increase this belief (see, e.g.,
de Quidt and Haushofer, 2016, for a similar assumption). Our interpretation is motivated
by leading cognitive (e.g., Beck, 1967) and attributional theories (Seligman, 1972), as well
as newer cognitive neuropsychological models of depressions (Clark, Chamberlain, and Sa-
hakian, 2009), which emphasize the crucial role of biased or incorrect beliefs as a source of
depression. Also, from the observation that many common depressive symptoms can be seen
either as manifestations of these biased beliefs or as direct consequences thereof (de Quidt
and Haushofer, 2016). Second, since students refrain from exerting effort once their beliefs
about their own ability are sufficiently low, they do not receive any new informative signals
implying that negative shocks have stronger effects than positive shocks. Third, the conse-
quences of shocks are more pronounced at the lower end of the ability distribution as students
attribute shocks relatively more to their own ability. Fourth, these shocks can have persistent
effects over time.
To test these predictions, we exploit idiosyncratic variation in the ability composition of
school cohorts as shocks to students’ mental health. More specifically, we argue that condi-
tional on a student’s school, the ability composition of peers and – holding own and peer
ability constant – a student’s rank in their cohort is as good as random. We use data from the
National Longitudinal Study of Adolescent to Adult Health (AddHealth), a survey of a repre-
sentative sample of U.S. adolescents in grades 7-12, first interviewed during the 1994/1995
academic year. Importantly, AddHealth repeatedly assesses students’ mental health using a
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well-established measure to diagnose depressions (Center of Epidemiological Studies Depres-
sion Scale, CES-D; Radloff, 1977). Based on this measure, we further motivate our analysis
by documenting that mental health seems to be malleable before the age of 20, i.e., when
respondents are still in school, and show that mental health is persistent over the life-cycle.
We find that shocks measured by students’ ranks in their cohorts affect mental health.
Increasing a student’s rank by one standard deviation improves their mental health by 6%
of a standard deviation (SD) on average. This effect is of similar size as the difference in
the mental health of children from college and non-college educated households, or two
thirds of the difference between students raised by both parents rather than a single parent.
Furthermore, our effect size amounts to about a sixth to a third of average effect sizes reported
for positive psychology interventions targeted at psychological or subjective well-being and
depression (e.g., trainings, exercises and therapies aimed at increasing positive feelings; Bolier
et al., 2013). Our effects stem from natural variation in the ability composition of school
cohorts rather than from targeted intervention. Thus, we interpret the estimated effects as
large, providing strong support for the central prediction of our model that such shocks (e.g.,
variation in ranks) affect mental well-being.
We then explore the robustness of this result. First, we find that our estimates do not
change once we include additional controls. These include (non-linear) peer effects in sev-
eral dimensions, allowing for school-specific time trends, or identifying effects within school
cohorts rather than within schools and across cohorts.¹ Second, we show that our effects do
not depend on functional form assumptions by (i) adopting a post-double selection (PDS)
Lasso proposed by Belloni, Chernozhukov, and Hansen (2014), (ii) using several alternative
parametric specifications, and (iii) using different definitions of ranks. Third, a sensitivity
analysis based on Oster (2019) indicates that unobservables are unlikely to drive our esti-
mates and we further show evidence that sorting into schools based on ranks is unlikely to
occur. Finally, we explore several sources of non-classical measurement error using a series
of Monte Carlo simulations. These simulations suggest that measurement error is unlikely to
explain our results. In fact, they consistently lead us to underestimate the magnitude of the
actual effects.
Subsequently, we explore whether our effects are driven by positive or negative shocks.
In line with the second prediction of our theoretical framework, we provide evidence that our
results are driven by negative shocks, i.e., having a lower rank in one’s school cohort than
across students from all schools and cohorts. Moreover, we explore specific facets of mental
health underlying the CES-D measure. We find that the ranks mainly induce a lack of positive
attitudes and a lack of motivation rather than affecting loneliness and attributions to other
external or social factors.
¹Rather than exploiting variation in the ability distribution across cohorts and within schools, the last strategy
listed follows Murphy and Weinhardt (forthcoming) and exploits variation of students’ ranks within cohorts
and compares these students to others from different cohorts and schools after all observed and unobserved
characteristics on a school-cohort level are removed.
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Moving to our third prediction, we find that this effect is indeed larger at the lower end of
the ability distribution: Effects for students from the lowest decile of the ability distribution
are about three times larger than average effects and amount to approximately 0.70 SD.
This effect slowly fades out for higher deciles. When studying further heterogeneities, we
find that students with different sociodemographic characteristics are affected rather equally.
Furthermore, the rank effect does not vary strongly with school characteristics, with one
exception: lower teacher-student ratios are associated with smaller rank effects. This suggests
that less teacher turnover in a given classroom fosters student-teacher relationships alleviating
the consequences of negative shocks.
Next, we explore how the heterogeneous effects in own ability evolve over time. We find
that these effects are persistent and last from adolescence to adulthood in line with our fourth
prediction. In fact, we observe that rank effects for low-ability students are at least as large
in wave IV, 14 years after baseline when individuals in our dataset are 26-32 years old, as
they are in wave I, when they were adolescents, and fade out for higher deciles.
Finally, we investigate whether these effects carry over to other economic long-run out-
comes and find that better mental health in adolescence is highly predictive of better economic
long-run outcomes in adulthood. We find significant and sizable associations of CES-D scores
and college graduation, employment status, income, as well as paying bills on time, ever being
married, and ever being arrested conditional on a rich set of background characteristics. While
these effects are correlational in nature, we also estimate the causal effect of ranks among
peers on these long-run outcomes and calculate how much of these effects are mediated by
mental health in adolescence. Notably, we find the same heterogeneous pattern in ability that
we observed for mental health, and we estimate that across outcomes at least 5 to 7% of these
effects are mediated by mental health in adolescence.
We focus on mental health for several reasons. First, mental health and psychological
well-being are important outcomes in their own right by directly entering an individual’s
utility function (Kahneman and Deaton, 2010). As a consequence, there exist several studies
estimating the causal relationship of, e.g., early-life circumstances (Adhvaryu, Fenske, and
Nyshadham, 2019), income shocks from cash transfers (Baird, de Hoop, and Özler, 2013),
religion (Fruehwirth, Iyer, and Zhang, 2019), and psychotherapy interventions (Baranov
et al., 2020) on mental health. Second, the relationship between economic outcomes and
mental health is bi-directional as mental disorders can also be a cause of important economic
outcomes. For instance, low mental health limits human capital accumulation (Currie and
Stabile, 2006; Fletcher, 2010) and reduces employment and earnings (Bartel and Taubman,
1986; Biasi, Dahl, and Moser, 2019; Ettner, Frank, and Kessler, 1997; Fletcher, 2014; Frank
and Gertler, 1991; Stewart et al., 2003). Third, mental health can also be a likely mechanism
that potentially explains how other economic outcomes are affected by shocks in early life or
adolescence (e.g., Persson and Rossin-Slater, 2018, on maternal stress and the consequences
for children).
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Moreover, this paper adds to an accumulating evidence base on the long-lasting effects of
features of the school environment. Although analyzing the long-run effects of smaller classes
(Angrist and Lavy, 1999; Angrist et al., 2019; Chetty et al., 2011; Krueger and Whitmore,
2001) or better teachers (e.g., Chetty, Friedman, and Rockoff, 2014; Rothstein, 2017) are
a long-standing and active fields of research, only recently have studies shed light on the
long-term effects of peers during school: Carrell, Hoekstra, and Kuka (2018) document that
having disruptive peers during childhood decreases earnings, while Olivetti, Patacchini, and
Zenou (2020) show that the labor supply of school peers’ mothers affects the females’ labor
force participation in adulthood, and several studies suggest that peers in school have effects
on educational attainment and major choices (as in, e.g., Anelli and Peri, 2019; Bifulco et
al., 2014; Bifulco, Fletcher, and Ross, 2011; Black, Devereux, and Salvanes, 2013; Gould,
Lavy, and Paserman, 2009) and the formation of non-cognitive skills (Bietenbeck, 2020). In
addition, there exists a small literature studying peer effects in mental health, but its evidence
so far is mixed with strong spillover effects in some studies (e.g., Fowler and Christakis, 2008)
and only modest (Eisenberg et al., 2013) or zero effects Zhang, 2018 in others. Our results
provide novel evidence on the long-term effects of school peers for mental health proposing
mental health as one link how the school environment affects important long-run outcomes
in adulthood.
Because we exploit a specific shock based on the students’ ability rank in their cohort,
our study relates to a small literature on rank effects as a specific form of peer effects. This
literature argues that ordinal ranks affect outcomes due to social comparisons and describe
these effects as “big fish in a little pond” effects (Festinger, 1954; Marsh, 1987). In particular,
there is evidence that such comparisons affect the job satisfaction or general well-being of
individuals (Brown et al., 2008; Card et al., 2012; Luttmer, 2005).² Recent papers have used
these ideas in educational contexts to estimate the effect of ordinal ranks on educational
outcomes (Delaney and Devereux, 2019; Elsner and Isphording, 2017; Elsner, Isphording,
and Zölitz, 2019; Murphy and Weinhardt, forthcoming) and subsequent earnings (Denning,
Murphy, and Weinhardt, 2018). Moreover, there is evidence on rank effects for risky behavior
(Elsner and Isphording, 2018) and skill development (Pagani, Comi, and Origo, forthcoming).
We use a similar empirical approach to that employed in these previous papers, and we
guide our analysis using a theoretical framework based on learning about one’s own ability in
the presence of noisy signals. In line with predictions from our model, we document strong,
heterogeneous, and persistent rank effects on mental health. Apart from studying a novel
margin of rank effects and the persistence of effects over time,wemove beyond previous papers
by introducing asymmetric effects, differentiating between positive and negative shocks. The
idea behind these is that, due to limited cohort sizes, the rank within a school cohort differs
from the rank in the cohort across all schools. Hence, this yields either positive or negative
shocks relative to a rank one might expect. Confirming our theoretical prediction, we find that
²Relative rankings may also affect behavior and outcomes such as consumption, well-being, performance, and
effort provision, as in Hopkins and Kornienko (2004), Luttmer (2005), Gill et al. (2019), and Kuziemko et al.
(2014), respectively.
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rank effects on mental health are driven by negative shocks. In addition, we also show that
the same patterns hold several long-run outcomes such as college graduation, employment
status, earnings, or arrests, which are also persistently related to mental health measured
during adolescence.
Taken together, our results provide evidence on how the school environment can have
long-lasting effects on mental health. We show that shocks not only affect immediate mental
health – especially for students of low ability – but have persistent effects over at least 14 years.
Therefore, our results lend support to models that introduce mental health capital similar to
general health (Grossman, 1972), or as a malleable skill in line with the growing evidence on
the importance of non-cognitive skills in the development of children (Cunha and Heckman,
2008; Cunha, Heckman, and Schennach, 2010). Such models could explain why we observe
long-lasting effects carrying over to educational and labor market outcomes, which is similar
to findings for non-cognitive skills (e.g., as shown by Heckman, Stixrud, and Urzua, 2006).
The remainder of this paper is structured as follows. In Section 2, we lay out a theoretical
model in which students are uncertain about their ability and base it on noisy signals. We
present the data we use to test our predictions in Section 3 and describe mental health
patterns over the life-cycle in Section 4. Our empirical strategy and main results for wave I
are presented in Sections 5 and 6, before we study the persistence of our effects in Section 7.
Finally, Section 8 concludes.
2 Theoretical Framework
Before we turn to our empirical analysis, we outline a simple belief-updating model to formal-
ize our predictions on how different shocks may affect the mental well-being of students.³
Our model is motivated by cognitive (e.g. Beck, 1967) and attributional theories of depression
(e.g., Seligman, 1972), which emphasize the crucial role of biased or incorrect beliefs as a
source of depression, as well as cognitive neuropsychological models of depression (Clark,
Chamberlain, and Sahakian, 2009; Roiser, Elliott, and Sahakian, 2012), which suggest a cen-
tral role for negative affective biases. We closely follow de Quidt and Haushofer (2016) and
conceptualize the belief about the returns to one’s own ability as a proxy for mental health.⁴
In fact, many common symptoms of depression, such as pessimism, low self-esteem, lack of
motivation, or sadness, can be seen either as a manifestation of biased beliefs (as in the case
of pessimism) or as a direct consequence thereof (as for the lack of motivation).
Our model builds on two features. First, students are uncertain about the return to effort
and learn about their ability based on their performance in school (for evidence of students’
imperfect knowledge about their ability and return to effort, see, e.g., Jensen, 2010; Stine-
³In our empirical application, shocks will be information shocks from quasi-exogenous variation in the students’
ordinal ranks.
⁴In their model, de Quidt and Haushofer (2016) focus on income shocks in developing countries and addi-
tionally consider non-food consumption, food, as well as sleep and other domains entering the utility function.
Relative to their model, ours can be seen as a simplification, translating their model to an educational context.
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brickner and Stinebrickner, 2012; Zafar, 2011). Second, there are exogenous shocks affecting
school performance and students use their performance to update their prior about their
ability. Thus, after receiving negative signals, students reduce their belief about their ability,
while positive signals increase their beliefs. Yet, updating only occurs if students exert effort
to receive a good grade. If they shirk, they will not attribute their educational success to their
ability. Thus, if the prior about ability is sufficiently low, students may refrain from exerting
any effort to avoid further negative signals. This implies that a low mental health status or
low belief about one’s own ability may constitute an absorbing state, in which no further
updating occurs.
To formalize this intuition and derive more precise predictions, we adopt a simple edu-
cational production function, in which “school success” depends on own ability, effort, and
exogenous shocks. More specifically, letAi denote a student’s ability or return to effort which
is drawn from some distribution FA. For the ease of exposition, we keep the individual index i
implicit and present the model for a single individual with abilityA. Let yt denote the “school
success” in period t . We specify the educational production function as
yt = [Aet +A(1 − et )]st + ϵt ,
in which school success depends on the amount the student studies, st , and their decision to
exert high (et = 1) or low effort (et = 0). High effort yields a return to studying equal to
their ability A, while shirking yields a low return of A, assumed to be known to the student.
Moreover, school success is subject to exogenous shocks ϵt ∼ N
(
0,σ 2ϵ,t
)
. In the empirical part
of our paper, we will use shifts in the rank of a student due to having better classmates as a
shock to the school success yt .⁵
Students are uncertain about their own ability and have priors or beliefs about their
ability denoted by µt . Hence, from a student’s perspective, their ability is a random variable
A ∼ N (µt ,σ 2A,t−1) . We assume that students maximize their expected utility by allocating
time between studying and leisure. While studying increases educational success, leisure also
enters positively into the utility function. Their expected decision utility function is given by
EU (et , st , lt |µt ) =
[
µtet +A
(
1 − et
) ]
st︸                   ︷︷                   ︸
Exp. school success
+ ϕ
(
lt
)︸︷︷︸
Utility from leisure
,
in which st and lt denote study and leisure time, respectively; total time available is normalized
to 1 such that st + lt = 1, and ϕ ′(·) > 0, ϕ ′′ ≤ 0. Expected school success depends on the
prior about ability, µt , and the decision to exert effort, et , as described above.
⁵As we will explain in detail in Section 5, we exploit the fact that schools only have limited size and that
the ability composition of students varies across cohorts and schools. This implies that a student with a specific
ability may be ranked highly in one cohort, but would only be a student in the middle of the ability distribution in
another cohort. We use this variation in the ability distribution as an exogenous shocks affecting students’ beliefs
after conditioning on own and peer ability.
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Given this setup, a student’s optimal effort decision is
e∗t = 1
{
µt > A
}
,
and, hence, we can replace [µte∗t +A(1−e∗t )] = max{µt ,A}.⁶ The optimal time spent studying
therefore equals
s∗t = 1 − ϕ ′
−1 [
max
{
µt ,A
}]
and is increasing in perceived own ability.
We now want to characterize how students learn about their ability. Consider students
who want to update their prior beliefs µt−1 given they received a signal yt−1 about their
own ability. If the students only exerted low study effort, et−1 = 0, they do not learn new
information about their ability A as studying yields a fixed return A. However, if they exerted
high effort (et−1 = 1), they can learn about their ability. For this, rewrite yt−1 as follows:
yt−1 = Ast−1 + ϵt−1 =: xt−1 + ϵt−1,
where xt−1 = Ast−1 ∼ N (µt−1st−1,σ 2A,t−1s2t−1). Given the signal about school success, yt−1,
the students try to learn about their ability, A. Using the new notation, they want to infer the
expected value of xt−1 given yt−1, i.e., the posterior E[xt−1 |yt−1]:
E[xt−1 |yt−1] = σ
2
ϵ
Var (xt−1) + σ 2ϵ
E[xt−1] + Var (xt−1)
Var (xt−1) + σ 2ϵ
yt−1
= E[xt−1] + Var (xt−1)
Var (xt−1) + σ 2ϵ
(yt−1 − E[xt−1])
= µt−1st−1 +
σ 2A,t−1
σ 2A,t−1 + σ
2
ϵ /s2t−1
[ (
A − µt−1
)
st−1 + ϵt−1
]
.
Hence, the corresponding posterior belief µt is:
µt = µt−1 +
σ 2A,t−1
σ 2A,t−1 + σ
2
ϵ /s2t−1
[ (
A − µt−1
)
+
ϵt−1
st−1
]
.
Several results emerge. First, negative shocks (ϵt−1 < 0) decrease students’ beliefs about
their ability (i.e., µt decreases) and thus have detrimental effects on mental health, while
positive shocks (ϵt−1 > 0) benefit mental health.
Prediction 1. Positive shocks improve mental health, whereas negative shocks decrease mental
health.
⁶Assuming et to be continuous on [0, 1] would not affect this results as linearity implies a corner solution.
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Second, once the student’s belief µt decreases below A, the student withdraws effort
and thus stops updating.⁷ This implies that negative shocks may have more pronounced
consequences relatively to positive shocks, as negative shocks decrease the likelihood of a
student receiving informative signals in the future.
Prediction 2. There are asymmetric effects of positive and negative shocks, with the latter being
more pronounced.
Third, the students’ study time, st , (weakly) decreases in the belief about their ability and
low-ability students have lower priors µt−1. This implies that shocks have stronger effects for
low-ability students as the term ϵt−1/st−1 becomes larger.
Prediction 3. The consequences of shocks are more pronounced for low-ability individuals.
Fourth, given the lower propensity to update after receiving a negative shock and stronger
effects for low-ability students, shocks have persistent effects over time and especially so for
low-ability students with priors close to A.
Prediction 4. The effects of shocks are persistent over time. They are more pronounced for
students with low ability.
In summary, our theoretical framework predicts that if students have imperfect knowledge
about their ability, they learn about it by receiving signals through their school success. Neg-
ative shocks to students’ school success decrease their beliefs about their ability, those effects
are more pronounced in the lower part of the ability distribution, and persist over time.
3 Data
In order to test the predictions from the previous section, we use restricted data from the
National Longitudinal Study of Adolescent to Adult Health (AddHealth). AddHealth is a
longitudinal study of a set of representative middle and high schools in the United States.
For our analysis, AddHealth has several key features. First, it covers multiple cohorts within
schools, which we need for our empirical strategy exploiting variation within schools across
cohorts. Second, a representative set of students from each cohort is sampled. Third, students
were first interviewed in 1994/95, when students were between 13 and 18 years old, and
followed for five waves until 2016-2018, when respondents were 36-42 years old. Hence, we
can follow the development of adolescents’ well-being well into adulthood. Fourth, the dataset
has repeated measures of an established mental health self-assessment and a standardized
test of cognitive ability. In the following, we discuss the mental health measure in more detail
and defer the discussion of the ability measure to Section 5, where we discuss the empirical
strategy.
⁷Evidence in line with this mechanism has been found in the psychology literature. Kuppens, Allen, and
Sheeber (2010) show that individuals with low self-esteem or depressions display high levels of emotional inertia
in response to emotional fluctuations relative to individuals with normal levels of self-esteem and no depressions.
Relatedly, Korn et al. (2014) document that depression is related to more pessimistic belief updating.
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3.1 Data on Students’ Mental Health
We assess mental health of students using the Center of Epidemiologic Studies Depression
Scale (CES-D, Radloff, 1977), an established screening measure to test for depression and
depressive disorders that is one of the most widely-used instruments in psychiatric epidemiol-
ogy. The CES-D consists of 19 symptoms (e.g., “You felt sad”) and asks respondents how often
each symptom applied to them over the course of the past week. Responses are then rated on
a scale from 0 (“never or rarely”) to 3 (“most of the time or all of the time”) and aggregated
to a final score ranging from 0 to 57, with higher scores indicating a higher propensity for
depressive symptoms. In particular, a score of 16 or higher is commonly interpreted as an
indicator for depression (Radloff, 1977). Appendix Table A.1 presents all items of the CES-D
score.
The CES-D scale is a widely-used instrument to study mental health: it has been adopted
to study how far an individual’s mental health status spreads through a social network (Fowler
and Christakis, 2008; Rosenquist, Fowler, and Christakis, 2011), the effect of mental health
for educational attainment (Fletcher, 2008, 2010), and the consequences of wealth shocks
(Schwandt, 2018), cash transfers (Haushofer and Shapiro, 2016), or religion (Fruehwirth, Iyer,
and Zhang, 2019) on mental health. Moreover, a rich literature in psychology and psychiatric
epidemiology has examined the concurrent validity (i.e., the extent to which the CES-D
and a subsequent diagnosis coincide; e.g., Lewinsohn et al., 1997), reliability, and internal
consistency of the CES-D scale (e.g., Radloff, 1991; Roberts et al., 1990), and it is frequently
used in clinical practice (Murphy, 2011).
We present the distribution of the CES-D in Appendix Figure A.1: The distribution is highly
skewed and about 25% of all respondents can be classified as depressive (i.e., have a CES-D
score above 16). In the main part of our analysis, we focus on the 19-item CES-D scale as a
measure of mental health. Yet, later waves only administered a short scale comprised of a
subset of the original items. Thus, when studying the persistence of our results, we scale the
CES-D scores of later waves to obtain a comparable measure across waves.⁸
3.2 Summary Statistics
We present summary statistics of our sample in Table 1. After dropping observations from
schools with fewer than 20 students in total and 5 students per grade, we observe 18,459
students in wave I. 51% of these students are female and they are on average 15.6 years old.
The majority of students are white (53%) and 34% of all students come from college-educated
households. Moreover, the mean CES-D score in our sample is 11.3.
⁸Using data from wave I, Appendix Figure A.2 shows that the short and long versions of the CES-D scale are
indeed highly correlated. To perform the rescaling, we scale the nine (ten) item scales of wave III (IV) by 19/9
(19/10) to match the 19 item scale.
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Table 1. Summary Statistics
Mean SD Min Max
Female 0.51 0.50 0.00 1.00
Age 15.63 1.70 11.00 19.00
Mental Health (CES-D scores in Wave I) 11.33 7.60 0.00 56.00
Ability (AH PVT scores) 100.17 14.67 13.00 139.00
Ethnicity
White 0.53 0.50 0.00 1.00
Hispanic 0.17 0.37 0.00 1.00
Black 0.22 0.41 0.00 1.00
Asian 0.07 0.25 0.00 1.00
Other 0.02 0.14 0.00 1.00
Parental Education
Less than HS 0.18 0.38 0.00 1.00
HS or GED 0.28 0.45 0.00 1.00
Some College 0.20 0.40 0.00 1.00
College 0.22 0.42 0.00 1.00
Postgraduate 0.12 0.32 0.00 1.00
Single Parent Household 0.32 0.47 0.00 1.00
Grade
Grade 7 0.13 0.34 0.00 1.00
Grade 8 0.13 0.34 0.00 1.00
Grade 9 0.18 0.38 0.00 1.00
Grade 10 0.20 0.40 0.00 1.00
Grade 11 0.19 0.39 0.00 1.00
Grade 12 0.16 0.37 0.00 1.00
Observations 18459
Notes: This table presents summary statistics for the sample in wave I of AddHealth after dropping observations
from schools (grades) with fewer than 20 (5) students.
4 Stylized Facts on Mental Health over the Life-Cycle
We begin by documenting the evolution and persistence of mental health over the life-cycle
using the rich information from the AddHealth study. Mental health manifests itself early
in life and stays persistent over the life-cycle. These stylized facts highlight the importance
of studying the features of the school environment as determinants of mental health, thus
motivating our subsequent analysis.
Evolution of Mental Health over the Life-Cycle. AddHealth data at wave I covers respon-
dents from different ages ranging from 12 to 18 years. We lever this feature to investigate
the evolution of mental health over time. Although there are several years between the data
collections of different waves, there is a partial overlap in ages covered by different waves.
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This allows us to aggregate age-specific mental health measures across waves.⁹ To increase
precision, we aggregate age groups into two-year bins and trace the evolution of mental
health measured by CES-D scores from adolescence through mid-life.
The first panel of Figure 1 displays the average evolution of CES-D scores over time. We ob-
serve that mental health is deteriorating until age 20, i.e., during the time when respondents
are still in school, and stabilizes afterwards. In the remaining panels of Figure 1, we differ-
entiate the evolution of mental health by gender, ethnicity, parental education, and whether
respondents were raised in a single-parent household. While there is cross-sectional variation
in mental health with females, non-white people, and respondents with lower socioeconomic
status who have higher CES-D scores and thus worse mental health, the evolution over the
life-cycle is similar across subgroups.¹⁰ In particular, we observe the same steep increase in
CES-D scores until age 20 and a relatively flat pattern afterwards.
This observed increase in the prevalence of depressive symptoms over the adolescent pe-
riod is consistent with a number of observations and hypotheses from the behavioral sciences.
Thapar et al. (2012) summarize the literature and describe four broad mechanisms giving
rise to the increase in mental illnesses during adolescence: (i) family and genetic factors (e.g.,
inherited risk factors), (ii) psychosocial risk factors (e.g., exposure to stressful life events),
(iii) gene-environment interplay (e.g., genetic predisposition with increasing sensitivity to
adversity), and (iv) brain development and hormonal changes with the onset of puberty
(e.g., development of emotional regulation during adolescence creating stronger emotional
responses; see also Ahmed, Bittencourt-Hewitt, and Sebastian, 2015).
Adverse life events may have an important role in adolescent depression, because of height-
ened brain activity in the reward and danger-sensitive regions. Exposure to adversity does
not necessarily lead to depression. However, there is considerable evidence in the literature
that family adversity, bullying, peer rejection, and a wide range of additional possible stres-
sors can prompt the onset of depression and have long-term consequences into adulthood
(McCormick and Green, 2013; Thapar et al., 2012). Groups at-risk appear to be those who
experience multiple adverse events, as well as along with girls, in particular, who appear to
exhibit greater differences in brain activity, which further enhances their risk (Thapar et al.,
2012). This is consistent with our observation that girls and groups likely to have experienced
multiple adverse events (e.g., minorities and those with less educated parents) tend to have
elevated depressive symptoms.
⁹To do so, we need to rescale CES-D scores in later waves, which only use a subset of the initial scale, as
illustrated in Table A.1. See the discussion in Footnote 8 on how we perform the scaling. Moreover, we restrict
the sample to those respondents whom we observe across waves I, III, IV, and V, to present the evolution and
persistence of mental health based on a balanced panel.
¹⁰In Appendix Table A.2, we quantify these cross-sectional differences with regressions relating CES-D scores
in wave I to observable characteristics of students. Females have 0.25 SD higher CES-D scores than males, while
differences between whites and non-whites, between children from college-educated and non-college-educated
households, and between children raised in two-parent and single-parent families range between 6 and 10% of
a standard deviation.
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Figure 1. Evolution of Mental Health over the Life-Cycle
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Notes: This figure presents mean CES-D scores at 2-year age bands after pooling over waves I, III, IV, and V, and
controlling for survey wave effects. The shaded area indicates 90% confidence intervals.
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Persistence of Mental Health over Time. While Figure 1 shows that averagemental health
remains relatively stable after the age of 20, it does not tell us about persistence on the
individual level. We therefore provide further evidence on the persistence of mental health
by studying the relation between CES-D scores in subsequent waves. Figure 2 presents the
distribution of CES-D scores in waves I, III, IV, and V, plotted against the corresponding
scores in the previous wave including linear and nonparametric fits. We observe a strong
autocorrelation of 0.39 in CES-D scores across waves. To put this number into perspective, we
compare this autocorrelation to test-retest statistics of CES-D scales. For instance, Roberts et al.
(1990) report one-month test-retest correlations of 0.49 and 0.60 for boys and girls. Given
that the lags between the AddHealth’s waves are about seven to nine years, this persistence
in mental health is remarkable.
Figure 2. Persistence in CES-D Scores over Time
Notes: This figure presents a scatter plot of CES-D and lagged CES-D scores, as well as linear and nonparametric
fits. We pool across waves I, III, IV, and V (note: wave II is omitted because high-school leavers in wave I are not
sampled during wave II), resulting in a time lag of 7 (wave I to III, and III to IV) and 9 years (wave IV to V).
The long-term persistence in mental health documented here is consistent with evidence
in the psychological literature. Depressive symptoms during adolescence are linked with
a high probability of depressive problems later in life (Thapar et al., 2012). However, to
our knowledge, very few studies have provided evidence based on nationally representative
longitudinal data. In a representative sample of a cohort in New Zealand followed from
early to mid-life, Caspi et al. (2020) document that 59% of their sample experienced an
onset of a mental health disorder by the close of adolescence. Moreover, those individuals
who experienced an onset during adolescence also exhibited a greater number and variety
of symptoms over time. Relatedly, Plana-Ripoll et al. (2019) report strong comorbidity over
at least 15 years (i.e., an increased risk of developing further mental disorders after a first
one) and Momen et al. (2020) extend these findings, highlighting an increase for subsequent
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medical conditions, independently of mental health disorders. Again, the strong persistence
we observe is consistent with the limited evidence available.
Together, Figures 1 and 2 provide a first indication that the school environment may
have a lasting effect on the mental health of students: Mental health seems to be particularly
malleable during adolescence and displays a strong persistence over time.
5 Empirical Strategy
In order to test the predictions of the theoretical framework in Section 2, we aim at isolating
a shock that may affect students’ beliefs about their ability. Ideally, we want to lever a shock
that provides information about an individual’s relative ability only, holding everything else
constant. We use students’ ordinal ranks in their school cohort as such information shocks,
which – conditional on own and peer ability – capture information about the relative standing
within a cohort only. Before we illustrate our identification strategy, we describe how we
construct our main variable of interest, the ordinal rank of students.
5.1 Constructing a Student’s Ordinal Rank Measure
We construct students ordinal ranks based on an assessment of their cognitive ability, which
is comparable across cohorts and schools. More specifically, we use the condensed version
of the revised Peabody Picture Vocabulary Test (PPVT-R; Dunn and Dunn, 2007) that was
administered as part ofwave I and provides us with an objective, age-specific, and standardized
measure of ability.
To construct a student’s ordinal rank, we follow Murphy and Weinhardt (forthcoming) as
well as Elsner and Isphording (2017, 2018). We first rank students based on their cognitive
ability within their cohort by assigning them an absolute ability rank.¹¹ Due to differing
school and cohort sizes, we subsequently normalize the absolute rank to an ordinal rank by
dividing by the cohort size:
ordinal rank =
absolute rank − 1
cohort size − 1 . (1)
This results in an ordinal rank which assigns the value 1 to the highest-ranked student and 0
to the lowest-ranked student. Figure 3 illustrates how this ordinal rank varies with a student’s
ability. The average ordinal rank increases in a student’s ability. Yet, as we are interested
in estimating the effect of a student’s ordinal rank on their mental health holding ability
constant, we need sufficient variation in ranks for a given ability level. Figure 3 provides some
evidence that this is indeed the case – for each ability decile in the global ability distribution,
¹¹We assign the student with the lowest ability the rank 1 and then increase the absolute rank. Thus, the higher
a student’s absolute rank, the higher their ability. To define the absolute rank, we count the number of peers with
a lower ability, implying that if two students have the same ability they are assigned an equal rank. We relax this
definition in robustness checks.
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we observe sizable variation in a student’s local rank – but we will revisit this question in the
following section after formalizing our identification strategy.
Figure 3. Variation in Students’ Ordinal Ranks by Ability Decile
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Notes: This figure presents the variation in ranks for each ability decile. In particular, for each decile, boxes
illustrate the 25th, 50th, and 75th percentiles of ordinal ranks, while gray lines indicate the mean ranks.
A potential confound for the interpretation of our rank measure based on AddHealth’s
Picture Vocabulary Test is that neither students nor teachers learn the results of this test.¹²
Thus, the question remains how salient our rank measure is. We evaluate this by studying the
relationship of ranks based on our ability measure and the students’ self-assessment about
their relative ability, as well as their desires and expectations for attending college. We report
these results in Appendix Table A.4. Reassuringly, we find a strong and positive association
between ability rank and self-assessed relative ability, mitigating the concern that ranks are
not salient to students. Moreover, we observe that those students with a higher rank also have
significantly higher expectations regarding their educational attainment.
Another concern is that ability was measured as part of wave I, and hence could be de-
termined simultaneously with students’ ranks. Yet, evidence in the literature indicates that
cognitive ability is only malleable early in life and is considered as stable from age 10 onward
(Jensen, 1998). At the time of AddHealth’s wave I, when students were on average 15.6
years old, cognitive ability can therefore be seen as predetermined and unaffected by features
of the school environment and the students’ own or their parents’ investments. In order to
provide empirical evidence that ability seems to be fixed, we exploit that the ability test was
¹²Alternatively, we could have used a student’s GPA to calculate ranks. Yet, this measure would have considerable
limitations. First, GPA may be comparable within a school cohort, but comparisons across cohorts and schools may
be difficult. Moreover, teachers have discretion about the grades of students potentially capturing confounding
effects, and the students’ GPA may be affected by classical peer effects.
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administered again in wave III. Appendix Figure A.4 shows that the association between the
two ability tests is near-perfect. Yet, one might be concerned with a potential spillover from
ranks to ability. Hence, we also test for an effect of ordinal ranks in wave I on ability in wave
III. As shown in columns (5) and (6) of Appendix Table A.4, when conditioning on wave I
ability, which we do in all of our analyses, the effect of ranks on ability in wave III is essentially
zero (increasing a student’s rank by 1 SD increases ability in wave III by 0.004 SD). This
suggests that cognitive ability is rather stable and pre-determined at the time of observing
our sample.
Finally, we only observe a random sample of students in each school cohort, introducing
additional sampling variation in our data. In Appendix E, we report results from a simulation
study, showing that such sampling variation leads our estimates to be attenuated by approx-
imately a third if we observe only 10% of the students in a cohort. In our sample, for only
3.4% of students do we observe less than 10% of their cohort, while on average 33.8% of all
students in each school cohort are part of our sample.¹³ Taken together, defining ordinal ranks
using AddHealth’s Picture Vocabulary Test yields a measure that is based on pre-determined
characteristics, salient to students, and comparable across cohorts as well as schools.
5.2 Exploiting Within School-Cross Cohort Variation in the Cohort Composi-
tion
We aim to estimate the causal effect of a specific feature of the school environment: how does
a student’s ordinal rank in their cohort affect their mental health, holding both own and peer
ability constant. Before we discuss our empirical strategy more formally, we want to provide
some intuition for the identifying variation that we are exploiting. Consider a single school,
in which we observe at least two cohorts. To identify a rank effect, we compare two students
with the same ability, but different ranks within their respective cohorts. Figure 4 presents
an example of this identifying variation. In this example, either the mean or the variance of
ability differs across cohorts. This gives rise to different absolute ranks – and thus relative
ranks – for students with the same ability of 7 (i.e., their absolute rank varies between 8 and
10 in our example).
The identifying variation illustrated in Figure 4 describes our basic identification strategy.
We follow Hoxby (2000a,b) and exploit the idiosyncratic variation in the ability distribution
across cohorts within the same school. This motivates the following empirical specification:
yics = α rankics + f
(
aics
)
+ X′iβ + θics + ϵics , (2)
in which yics denotes the mental health of student i in cohort c and school s. rankics is this
student’s ordinal rank within their cohort, as defined in equation (1), and f
(
aics
)
denotes
a flexible functional form of a student’s own ability (in our application we use a fourth-
¹³For the majority of the schools, AddHealth samples about 17 students from each grade and gender for the
main sample, independently of the size of the cohort. In addition, there are 16 saturated schools, in which all
students were interviewed.
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Figure 4. Illustrative Example of the Identifying Variation
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Notes: This figure illustrates how variations in the ability distribution across cohorts allows us to identify rank
effects. In these examples, we fixed the minimum and maximum of the ability distribution and allow either the
mean or the variance of the ability distribution to differ across cohorts. Students are ranked according to their
ability, as illustrated by the numbers in the circles. A comparison of cohort A and B shows that holding the mean
ability constant can give rise to different ranks for individuals of the same ability. A comparison of cohorts A and
C illustrates that a variation in mean ability, but constant variance in ability, can also can give rise to different
ranks. Empirically, we will exploit any variation in the cohort composition, regardless of the source of variation.
order polynomial, but relax this in robustness checks). Xi corresponds to a vector of student
characteristics which includes gender, age and age squared, indicators for race or ethnicity
(Asian, Black, Hispanic, Other), indicators for their parents’ highest degree (less than high
school, high school/GED, some college, college degree, postgraduate degree), and an indicator
for being raised in a single parent household. Finally, θics denotes a set of fixed effects – at
a bare minimum school (δs) and cohort fixed effects (γc) – to guide our identification as
explained in the following. We cluster standard errors at the school level.
One obvious concern with equation (2) is that a student’s ordinal rank is related to the
average ability within the cohort. We aim to focus on the pure information shock and do
not want our rank measure to be confounded by typical peer effects in ability. We therefore
add the leave-one-out peer ability, a−ics as an additional control variable, and in our baseline
specification control for θics = λa−ics+δs+γc . In refinements, we add further linear-in-means
peer effects and standard deviations in these peer characteristics to capture other dimensions
and potential non-linearities in peer effects.
An additional concern is that parents may select their children’s schools based on trends in
the school-ability distribution (see, e.g., Hastings, Kane, and Staiger, 2009; Rothstein, 2006,
for evidence that parents prefer sending their children to schools with high ability peers).
This would potentially bias our results. In a second specification, we therefore add school-
specific time trends to capture this potential source of bias. In this case, we identify the rank
effect from variation in the ability distribution within schools and across grades after taking
school-specific linear trends into account (i.e. θics = λa−ics + δs + γc + c × δs).
In a third and final specification, we go a step further and control for any heterogeneity
of a cohort in a given school. We do this by introducing school-specific cohort fixed effects,
i.e., θics = δs × γc , as in Murphy and Weinhardt (forthcoming). Using these school-by-grade
fixed effects, we absorb any potential peer effects in terms of means, variances, or any higher
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moment. In this case, to identify rank effects, we rely on the variation of students’ ranks
within their cohort compared to cohorts in other schools after all observed and unobserved
differences between school-specific cohorts are removed.
In order to identify the causal effect of ranks, α , the ordinal rank has to be as good as
randomly assigned. More specifically, this means that we need to assume exogeneity of ranks
conditional on a rich set of controls and fixed effects, that is,
E
[
ϵics |rankics , f
(
aics
)
,Xi ,θics
]
= 0.
In essence, this assumption implies that ϵics is uncorrelated with a student’s ordinal rank
conditional on her own ability, individual characteristics, and a set of cohort-level controls.
In the first specification, we assume that these cohort-level controls are given by separate
school and cohort fixed effects, as well as peer effects in student ability, and in the second,
we additionally capture school-specific time trends. Using these and individual controls, we
compare students in the same school and cohort, with similar peers, and with the same
observable characteristics and ability, but who have different ranks.
Nonetheless, there might be other factors that potentially affect a student’s mental health
and rank that are unobservable to us. If such factors are present, this violates our exogeneity
assumption and hence prevents us from estimating unbiased rank effects. Therefore, our third
specification with school-specific cohort fixed effects absorbs all observable and unobservable
differences between cohorts within and across schools. As mentioned above, we then identify
rank effects from variations in ranks within school cohorts or, more specifically, from combi-
nations of different shapes of the ability distribution across school cohorts and own ability
that define ordinal ranks.
A natural question is how much variation is left in our rank variable after conditioning on
our set of control variables and different fixed effects. We assess this variation in Appendix
Table A.3. The standard variation in ranks without controls amounts to 0.28. However, since a
student’s rank and ability are positively correlated, as indicated by Figure 3, some part of the
variation may be due to ability. Moreover, as our analysis will be focused on heterogeneous
effects by ability decile, we need to ensure that there is sufficient variation in our variable of
interest in each of the deciles.
To assess this condition, we calculate the residual variation in ranks after controlling for
background characteristics and different sets of fixed effects and we compare this to the raw
standard deviation in ranks. Appendix Table A.3 shows that the raw standard deviation in
ranks by decile varies between 0.09 and 0.18. Conditioning on school and grade fixed effects
and our set of baseline controls reduces this variation to 0.07-0.12. Using school-specific grade
fixed effects reduces the variation slightly further to 0.07-0.11. Hence, our rich set of controls
and fixed effects leaves at least 40% of the raw variation. Thus, there remains substantial
residual variation in ordinal ranks to study their causal effect on mental health.
Finally, we perform balancing tests on our main treatment variable and other randomized
peer variables to provide evidence that the peer composition across cohorts within schools
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is indeed consistent with quasi-random peer assignment. Each cell of Table 2 presents a
regression of our treatment variable of interest – the ordinal ranks of students in their cohort
– or another variable that should simultaneously be quasi-randomly assigned – peer ability
and variation in peer ability – on pre-determined characteristics of students as well as a
fourth-order polynomial in ability and one of the three sets of fixed effects θics .¹⁴ Consistent
with quasi-random assignment of peers, we observe most characteristics are not related to our
treatment variables. Only the indicator whether a student is white seems to be associated with
a higher rank. Yet, given that this association does not hold for other quasi-randomly assigned
peer variables, the number of tests performed is relatively high, and that the coefficient is small
amounting to less than one percentile score, we interpret the balancing check as consistent
with quasi-random assignment of peers.
Table 2. Balancing Tests
Rank Peer Ability (std.) SD(Peer Ability) (std.)
(1) (2) (3) (4) (5) (6) (7) (8) (9)
Female -0.002 -0.001 -0.002 0.001 -0.002 0.000 0.009 0.003 -0.002
(0.001) (0.001) (0.001) (0.003) (0.003) (0.000) (0.011) (0.009) (0.003)
White -0.008*** -0.007** -0.007** 0.003 -0.005 -0.003 0.008 0.003 -0.005
(0.003) (0.003) (0.003) (0.011) (0.006) (0.002) (0.019) (0.020) (0.005)
College-educated Parents -0.000 -0.000 0.000 0.003 0.003 -0.001 -0.003 -0.001 0.002
(0.002) (0.002) (0.002) (0.005) (0.004) (0.001) (0.012) (0.011) (0.003)
Raised by a Single Parent -0.002 -0.002 -0.002 -0.003 0.001 0.000 -0.004 0.004 -0.006**
(0.002) (0.002) (0.001) (0.005) (0.004) (0.001) (0.015) (0.012) (0.003)
Household income (1,000USD) -0.000 -0.000* -0.000 0.000 0.000 0.000 0.000 0.000 0.000
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Household receives food stamps -0.004 -0.003 -0.003 0.000 0.001 0.000 -0.046 -0.048* -0.002
(0.002) (0.002) (0.002) (0.006) (0.005) (0.001) (0.029) (0.025) (0.005)
Household size 0.000 -0.000 -0.000 -0.003 -0.001 -0.000 -0.002 0.000 0.000
(0.001) (0.001) (0.001) (0.002) (0.001) (0.000) (0.004) (0.004) (0.001)
First-born child -0.000 0.000 0.002 0.006 0.005 -0.000 0.020* 0.018* -0.001
(0.001) (0.001) (0.001) (0.004) (0.004) (0.000) (0.011) (0.010) (0.002)
Birth weight (ounces) -0.000 -0.000 -0.000 0.000 0.000 -0.000 -0.000 0.000 -0.000
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Ability Yes Yes Yes Yes Yes Yes Yes Yes Yes
School and Grade FE Yes Yes No Yes Yes No Yes Yes No
School-specific trends No Yes No No Yes No No Yes No
School × Grade FE No No Yes No No Yes No No Yes
Notes: * p < 0.1, ** p < 0.05, *** p < 0.01. Standard errors in parentheses and clustered at the school level.
Each cell presents a separate regression of the variable in the column header (rank, standardized peer ability,
or standard variation in peer ability) on the variable indicated at the beginning of each row. All specifications
include controls for a fourth-order polynomial in ability and fixed effects as indicated at the bottom of the table.
6 Results
How does a student’s ordinal rank affect mental health? Our theoretical framework in Sec-
tion 2 generates four predictions: First, we should observe that positive (negative) shocks,
¹⁴Some information (e.g., information on household income) stem from parental questionnaires that are missing
for some individuals. In general, we replace binary variables with zero and non-binary variables to the sample
mean, and additionally control for an indicator equal to one if a variable is missing. The results do not change
when presenting estimates on the subsample with non-missing information only.
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in our application proxied by ability ranks in the school cohort, benefit (worsen) a student’s
mental health. Second, negative shocks have more pronounced consequences than positive
ones. Third, rank effects are predicted to be stronger at the lower end of the ability distribution,
where students are more likely to withdraw their study effort in response to negative shocks.
Finally, the framework suggests that these effects are persistent over time. In the following,
we will test these predictions.
6.1 Average Effect of Students’ Ranks on Mental Health
We begin by studying the average effect of a student’s rank on their mental health. More
specifically, we relate a student’s mental healthmeasured by CES-D scores to their ordinal rank
based on our main specification in equation (2) with standard errors clustered at the school
level. We present our results in Table 3 and Figure 5. Based on our first empirical specification
controlling for separate school as well as cohort fixed effects, and ability peer effects, column
(1) shows that higher ranks reduce CES-D scores, i.e., they improve the students’ mental
health. Moving a student from the 25th percentile to the 75th improves their mental health
by 0.8 CES-D points, increasing a student’s rank by 1 SD (0.28 percentiles) yields a 0.06 SD
improvement in mental health.
Figure 5. Average Effect of Ordinal Ranks on Mental Health
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Notes: This figure presents the results from a regression of CES-D scores (lower scores corresponding to better
mental health) on students’ percentile ranks in their cohort (higher ranks correspond to higher relative ability)
conditional on a fourth-order polynomial in own ability, gender, ethnicity, age and age-squared, parental education,
and being raised by a single parent, average peer ability, as well as school and grade fixed effects as in column
(1) of Table 3.
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Table 3. Average Effect of Ordinal Ranks on Mental Health
Mental Health (CES-D score)
(1) (2) (3) (4) (5)
A. Baseline Effects
Rank -1.58** -1.58** -1.55** -1.57** -1.67**
(0.75) (0.75) (0.75) (0.75) (0.76)
Ability and Controls Yes Yes Yes Yes Yes
Ability Peer Effect (mean) Yes Yes Yes Yes No
Further Peer Effects (mean) No Yes Yes Yes No
Ability Peer Effect (SD) No No Yes Yes No
Further Peer Effects (SD) No No Yes Yes No
School and Grade FEs Yes Yes Yes Yes No
School-specific time trends No No No Yes No
School × Grade FEs No No No No Yes
Mean CES-D score 11.3 11.3 11.3 11.3 11.3
Observations 18459 18459 18459 18459 18459
R2 0.108 0.108 0.109 0.117 0.127
B. Standardized Effects
Rank (std.) -0.06** -0.06** -0.06** -0.06** -0.06**
(0.03) (0.03) (0.03) (0.03) (0.03)
C. Role of Unobservables
Oster’s δ (R2max = 1.3R
2) -1.01 -1.18 -1.36 -2.65 -1.74
Notes: * p < 0.1, ** p < 0.05, *** p < 0.01. Standard errors are in parentheses are clustered at the school level.
In Panel A, each coefficient presents a regression of CES-D scores (lower scores corresponding to better mental
health) on an individual’s percentile rank at the school-level based on equation (2). We include a fourth-order
polynomial in own ability, gender, ethnicity, age and age-squared, parental education, and being raised by a single
parent as control variables. Peer ability includes the leave-one-out mean and standard deviation of peer ability,
peer controls comprises additional peer effect terms in gender, ethnicity, and parental education. We present
standardized effects of our main effect in Panel B. Panel C presents the results from a sensitivity analysis based on
Oster (2019) and quantifies how severe selection based on unobservables would need to be for zero rank effects
(Oster, 2019). To calculate δ , we follow Oster (2019) and assume a maximum R2max of 1.3 times the actual R
2.
How large are these effects relative to differences in socioeconomic differences in mental
health? In Appendix Table A.2, we present associations of several background characteristics
on (standardized) CES-D scores. The estimated effect size is similar to the difference in men-
tal health of children from college-educated and non-college-educated households, about two
thirds of the difference between white and non-white students, or the difference between
students raised by a single parent and those raised by both parents. Another point of com-
parison can be based on a meta-analysis of several positive psychology interventions (Bolier
et al., 2013): effect sizes of these interventions yield effects of 0.20-0.34 SD on outcomes
such as psychological well-being, depression, and subjective well-being. Given that these are
targeted interventions, we consider the estimated effects of ordinal ranks as large. A fact that
is all the more striking as it results from natural variation in the ability composition of school
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cohorts, conditions on a rich set of demographic characteristics, and compares students with
the same ability and the same average cohort ability who only happen to be in cohorts in
which they have different ranks.
In the remaining columns of Table 3, we enrich our baseline specification to investigate
the robustness of our main results. In particular, allowing for peer effects in ability only is
potentially restrictive. For instance, the literature on peer effects has identified a range of
different peer characteristics that causally affect students’ performance and thereby may also
affect their mental health. Examples include the share of females, minorities, or students
with high socioeconomic status (Cools, Fernández, and Patacchini, 2019; Hoxby, 2000a; Lavy
and Schlosser, 2011). We add these additional peer effect terms in column (2). Furthermore,
in column (3), we also add controls for the standard deviation in peer ability, which has
been shown to affect school performance (e.g., Tincani, 2017), and other peer characteristics
capturing potential non-linear peer effects. Our estimates show that the rank effect is robust
to the inclusion of these additional peer effects and varies only slightly.
Our identification is based on quasi-random variation in peer ability across cohorts in a
given school. Yet, if parents select schools for their children based on trends in the ability
distribution, this might bias our results. To account for such factors that change within a
school over time, we further include school-specific time trends in column (4), which neither
change the size nor the statistical significance of our results.
In column (5), we adopt an even stricter empirical specification using grade-by-school
fixed effects and thus not only account for linear trends in the school-specific ability composi-
tion over time, but for any trend. Additionally, this set of fixed effects accounts for all observed
and unobserved peer effects and exploits individual-level variation within school-cohorts to
identify the effect of ordinal ranks on the mental health status of students. The coefficient of
interest slightly increases in magnitude.
Taken together, the results from Table 3 document that the information shock from being
ranked high or low exerts a causal effect on students’ mental health measured by CES-D
scores in line with the central prediction of our model. Decreasing (increasing) a student’s
rank by 1 SD causes an approximately 0.06 SD decrease (increase) in a their mental health,
comparable in magnitude to effects of ranks on test scores (0.08 SD; Murphy and Weinhardt,
forthcoming) and to the raw mental health difference between children with college and
non-college-educated parents.
6.2 Robustness Checks
In this section, we report a series of additional analyses to probe the robustness of our finding.
Nonlinearity in ability. In our main specification, we adopt a fourth-order polynomial in
Peabody scores to take the relation of mental health and ability into account. Yet, one might
be worried that this arbitrary choice drives our results. In Appendix Table B.1, we therefore
examine different polynomials up to a sixth order. We find that using linear or quadratic con-
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trols in ability increases our estimated coefficient on ordinal ranks and thus would strengthen
our main result. The rank estimates stabilize for higher-order polynomials in ability. More-
over, when estimating a specification in which we control non-parametrically for different
ability levels by including fixed effects for each level of the ability score, our results remain
unchanged.
In a second set of specifications, we use a data-driven approach to select the (ability)
control variables by employing a post-double selection (PDS) Lasso (Belloni, Chernozhukov,
and Hansen, 2014). The PDS Lasso penalizes control variables, but allows valid inference
on non-penalized treatment variables. We perform two such specifications, one in which we
allow penalization terms of an eight-order polynomial only, and one in which we in addition
allow for penalization of the set of baseline control variables (e.g., gender, race indicators,
age). Both specifications penalize higher-order ability terms, leaving only a second-degree
polynomial or a linear trend in ability, which suggests a relatively linear relationship of CES-D
scores and ability, as also illustrated in Figure A.3. More importantly, however, the estimated
effects of ordinal ranks are unaffected and, if anything, become more pronounced.
Definition of peer groups. We defined peer groups based on all students in a given cohort.
Yet, evidence exists that students form friendships with similar peers (i.e., that friendship
networks exhibit homophily; see Graham, 2015; McPherson, Smith-Lovin, and Cook, 2001,
for overviews over the literature) and that they systematically select their relevant peers
from larger peer groups (Kiessling, Radbruch, and Schaube, 2020a). This raises the question
whether the rank effects should be defined at a more local level. Hence, we explore how our
results change when we allow for differential rank effects by finer subgroups. More specifically,
we enrich ourmain specification and add a second rank calculated (i) within grade and gender,
(ii) within grade and race, or (iii) within grade, gender, and race. Appendix Figure B.1 presents
the results from these specifications. As can be seen from the Figure, the baseline effect
remains similar across specifications and the additional ranks based on different peer group
definitions have small and insignificant effects. Hence, calculating ranks within grades seems
appropriate, and this suggests that, in our setting, the effects seem to stem from comparisons
to all peers in a cohort rather than from a specific subgroup.
Definition of ranks. In our definition of ranks, we follow Elsner and Isphording (2017,
2018) and calculate absolute ranks based on the number of peers with a strictly lower ability.
Yet, other definitions are conceivable with implications for the assignments of ranks for those
students who are in the same school cohort and have the samemeasured ability.¹⁵ For instance,
we could have assigned absolute ranks based on the number of peers with a lower or equal
ability rather than a strictly lower ability. Alternatively, we could assign the mean of both
methods to get at an average rank in case of ties. In Appendix Table B.2, we compare these
¹⁵In fact, for each school-grade combination, we observe an average of 3.2 students (median: 2) with the same
ability and thus the same rank.
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different definitions of ranks and find that our estimates are robust to the precise definition
of ranks.
Role of unobservables. Our identification strategy assumes that a student’s rank is exoge-
nous conditional on own ability and school and cohort fixed effects. It is reassuring that our
findings remain nearly unaffected once we control for additional potential confounds and
if we adopt a stricter specification using school-specific cohort fixed effects. A more formal
approach to test for the role of unobservables is to ask how severe selection based on unobserv-
ables would have to be to drive down the estimated rank effects to zero. In order to quantify
this, we follow Oster (2019) and calculate δ , a measure for the degree of selection based
on unobservables relative to observable characteristics. If δ is larger than one, this indicates
that selection on unobservables would need to be at least as important as selection based
on observables to explain our effects. As shown in Panel C of Table 3, the magnitude of δ is
larger than one in all specifications. Since we control for arguably the most important factors
that could bias students’ ordinal ranks and that may affect mental health through differences
in the cohort composition, these numbers imply that we would have to be missing highly
relevant variables in order for unobservables to give rise to our estimated effects. Hence, we
conclude that unobservables are unlikely to drive our estimated rank effects.
Sorting based on ranks. One concern is that parents may select schools based on the rank
that their children would have, violating our assumption that the rank is as good as randomly
assigned. Yet, there is plenty of evidence that parents prefer sending their children to schools
with high ability peers (Burgess et al., 2015; Hastings, Kane, and Staiger, 2009; Jackson et al.,
2019; Rothstein, 2006). If this is the case, then this is not consistent with positive sorting
based on ranks, as ranks and peer ability are inversely related.
Moreover, several patterns in our data suggest that sorting based on ranks is a minor
concern. First, in Appendix Figure B.2 we show that if parents sort into specific schools
based on average peer ability, there is high uncertainty about the resulting rank of a student
with a given ability. This implies that sorting on average ability and rank is rather difficult.
In addition, as we will show in Section 6.5.2, the size of the rank effect does not differ by
average school ability and is not driven by a specific subset of students or schools having
certain characteristics.
Second, we assume that conditional on school and grade (school-by-grade) fixed effects
as well as our baseline set of controls, the variation in ranks is as good as random. Yet, as
shown in our balancing checks in Table 2, neither ranks nor other peer characteristics seem to
be systematically related to ranks, average peer ability or the variation in average peer ability,
indicating that sorting based on ranks or other peer characteristics is unlikely to explain our
results.
Simulations to assess the role of measurement error. The AddHealth data have several
sources of classical and non-classical measurement error. First, only a random subset of all
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students in each school is sampled introducing potential biases in our main variable as we ob-
serve only a fraction of the cohort. Second, our ability measure may suffer from measurement
error that translates into a mis-measured rank. Third, although our analysis above suggests
that unobservables are unlikely to drive our results, they potentially distort our estimates if
there are omitted variables correlated with ability. Fourth, there may be sorting into different
classrooms based on ability within school cohorts, which we cannot observe. This would imply
that we calculate the students’ ranks based on incorrect reference groups. Fifth, and finally,
CES-D scores are aggregated from a small number of items that are scored on a scale from 0
to 3 rather than on a continuous scale.
We assess these concerns using a series of Monte Carlo simulations reported in Appendix E.
We find that random sampling of students within schools, measurement error in our ability
measure, and omitted variables mildly attenuate our estimates. This implies that we would
underestimate the true effects of ranks on mental health.
The issue is more complex when we have unobserved sorting into classes within school
cohorts. As long as the sorting is not too severe, i.e., is not strongly correlated with ability, we
underestimate the true effect. Yet, once sorting within cohorts becomes sufficiently strong,
this can yield estimates with the wrong sign. To test whether this might be a source of bias,
we estimate heterogeneous effects based on the school administrators’ reports of the use
of tracking within cohorts. As we show in Section 6.5.2, we find that the effects in schools
with tracking are only slightly attenuated and remain statistically significant. We therefore
think that it is unlikely to have sufficient unobserved tracking that biases our results. Finally,
measurement error from having limited variation in our outcome yields inefficient estimates,
i.e., slightly larger standard errors than with continuous measures of mental health, but does
not bias our estimates.
Taken together, these simulations suggest that various forms of measurement error lead
to – depending on the form of measurement error – mild to moderate attenuation of our
estimates. This implies that we are likely to underestimate the true causal effect.
6.3 Exploring Asymmetries in Shocks
We documented large effects of ordinal ranks on mental health. Yet, not all shocks are similar.
In particular, Prediction 2 suggests that once students experience a negative shocks, their
mental health deteriorates and is more likely to remain in a poor condition. We now want
to provide more evidence on the asymmetry of these effects. If our conjecture is right, we
should observe that any effect is more pronounced for negative rather than positive shocks.
In the literature, there is some evidence from laboratory experiments on asymmetric
updating and information avoidance after negative signals. While some papers find support
for the so-called “good news-bad news” effect (e.g., Eil and Rao, 2011; Möbius et al., 2014),
in which people react to good news about themselves, but neglect negative signals, others find
evidence of asymmetric updating in self-relevant domains along the lines of our conjecture
(Ertac, 2011). Focusing on interactions of belief updating and mental health, correlational
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evidence (Armstrong and Olatunji, 2012; Gotlib et al., 2004; Korn et al., 2014) suggests that
depressed individuals have attentional biases for negative, but not positive, information. We
thus expect that negative signals, i.e., having a rank that is lower than one might expect, leads
to stronger responses in mental health than positive shocks, as Prediction 2 suggests.
In order to differentiate between positive and negative shocks, we calculate the expected
rank of students, independently of the ability composition of their school cohort.¹⁶ To do this,
we calculate rank measures similar to equation (1), but consider students in a given cohort
across all schools. In other words, we calculate individual i ’s rank, rankic , among all students
in a given cohort c, i.e., independently of their school s rather than within a school as in the
case of rankics above. We define student i receiving a negative shock if their rank in their
school cohort, rankics is lower than the rank among all students in a given cohort, rankic :
Negative shock = 1
{
rankics < rankic
}
. (3)
We then extend equation (2) by adding an indicator for negative shocks as well as the
interaction of negative shocks and ranks. This allows us to study whether negative shocks
differentially affect the mental health of students compared to positive shocks.
The idea behind this is as follows: Consider two students with identical ability. One of
them is randomly assigned to a better cohort, where they have a lower rank, whereas the other
has a worse cohort and correspondingly a higher rank. Importantly, the distance in their local
rank in their respective cohort from the global rank across all cohorts is the same for both
individuals. We now investigate whether the effects of (local) ranks are more pronounced for
those receiving negative rather than positive shocks.¹⁷
In Table 4, we study asymmetric responses using our definition of negative shocks from
equation (3). Column (1) replicates our baseline result of the first column of Table 3 that
ranks significantly reduce CES-D scores. We then study the causal effect of receiving a negative
shock on mental health, while abstracting from rank effects. Column (2) shows that negative
shocks increase CES-D scores by 0.36 points, corresponding to 0.05 standard deviations. In
other words, negative shocks are detrimental to mental health.
Column (3) explores the interaction of ranks and negative shocks by regressing CES-
D scores on ranks, an indicator for negative shocks, as well as their interaction. We find
that once we account for ranks, negative shocks are more pronounced and increase CES-
D scores by 0.62 (0.08 SD). Moreover, rank effects are approximately twice as large for
students receiving negative shocks compared to those receiving positive shocks and similar
¹⁶If students have unbiased beliefs to begin with, this global rankwould correspond to the prior in our theoretical
framework.
¹⁷Obviously, the definition of negative and positive shocks can just be an approximation as we observe noisy
measurements of both a student’s ability as well as the presence of a positive or negative shock. Ex ante, the
direction of the bias is not clear. In Appendix E, we therefore study the role of measurement error in a specification
with ranks, negative shocks, and their interaction using Monte Carlo simulations (see Simulation F). We find that
the rank effect corresponding to positive shocks overestimates the true effect in the presence of small amounts of
measurement error, but underestimates for largermeasurement errors. More importantly, however, our coefficients
of interest – on negative shocks and the interaction of ranks and negative shocks – are attenuated in presence of
measurement error, implying that we consistently underestimate the magnitude of these coefficients.
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Table 4. Asymmetric Effects of Ordinal Ranks
Mental Health (CES-D score)
(1) (2) (3)
Rank -1.58∗∗ -0.73
(0.75) (0.91)
Negative Shock 0.36∗∗ 0.62∗∗
(0.17) (0.29)
Rank × Negative Shock -0.76
(0.47)
Ability Yes Yes Yes
Individual Controls Yes Yes Yes
Peer Ability Yes Yes Yes
School and Grade FEs Yes Yes Yes
Mean CES-D score 11.3 11.3 11.3
Observations 18459 18459 18459
R2 0.108 0.108 0.108
Notes: * p < 0.1, ** p < 0.05, *** p < 0.01. Standard errors in parentheses and clustered at the school level. We
include all base controls, peer ability, school and grade fixed effects, as in our preferred baseline specification of
column (1) in Table 3.
to our baseline estimate, although the difference between positive and negative shocks is not
significant at conventional levels (p = 0.11).
In line with Ertac (2011) and evidence from the psychological literature, but contrasting
with Eil and Rao (2011) and Möbius et al. (2014), we find that students update more strongly
in case of negative shocks.¹⁸ The asymmetry in effects documented here implies that rank
effects on mental health do not seem to stem from positive shocks of unexpectedly being
ranked highly, but rather from negative shocks. Note thatmany social comparison mechanisms
posit that having a high rank may open up better opportunities (e.g., having access to better
colleges) setting individuals on different trajectories. If this explained our results, we would
expect stronger effects for positive shocks, which is the opposite of what we find.¹⁹
6.4 Different Facets of Mental Health
In our analysis, we use the CES-D score based on the sum of the single items as it is commonly
used in the literature. While all of the items are related to depressive symptoms, they cover
¹⁸Eil and Rao (2011) also show that subjects in their experiment have an aversion to new information after re-
ceiving a negative signal, which is in line with what we expect, despite opposite results on asymmetric information
processing.
¹⁹That being said, we think that these social comparison mechanisms are likely important for outcomes other
than mental health. In fact, when studying the long-run outcomes such as educational attainment in Section 7.1,
we find positive effects of ranks both at the lower as well as the upper end of the ability distribution for some
outcomes. This indicates that mental health is one of potentially several mechanisms affecting economic long-run
outcomes.
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different facets. In order to shed more light onto which facet is driving our results, we perform
a principal component analysis on the items. We then apply a Varimax rotation and predict
factor scores. This results in four distinct factors corresponding to (i) loneliness, (ii) lack of
positive attitudes, (iii) lack of motivation, and (iv) external factors.²⁰
Table 5 presents regressions of these different facets on the ordinal rank of students.
We find that our results are mainly driven by effects on factors capturing a lack of positive
attitudes as well as a lack of motivation rather than loneliness or external factors. These
findings support our previous observation. We found that negative shocks drive the rank
effect. If the reason for this is disappointment at being ranked lower than expected, then rank
should affect the general mood and motivation of students rather than social exclusion and
other external factors, which is indeed what we observe.
Table 5. Different Facets of Mental Health
Mental Health (Principal Components; std.)
(1) (2) (3) (4)
Loneliness
Lack of pos. Lack of External
attitude motivation factors
Rank -0.07 -0.21∗∗ -0.16∗ 0.04
(0.09) (0.09) (0.09) (0.10)
Ability and Controls Yes Yes Yes Yes
Ability Peer Effect (mean) Yes Yes Yes Yes
School and Grade FEs Yes Yes Yes Yes
N 18411 18411 18411 18411
R2 0.078 0.082 0.028 0.028
Notes: * p < 0.1, ** p < 0.05, *** p < 0.01. Standard errors in parentheses and clustered at the school level. The
outcome is a standardized factor (with zero mean and a standard deviation of 1) from a principal component
analysis of all 19 items of the CES-D scale. We include all base controls, peer ability, school and grade fixed effects
as in our preferred baseline specification of column (1) in Table 3 and hence can compare the results to the
standardized average effect in Panel B, column (1) of Table 3.
6.5 Heterogeneous Rank Effects
We now explore heterogeneities in two steps. First, our theoretical framework suggests that
shocks have more pronounced effects on students at the lower end of the distribution (cf.
Prediction 3). To test this prediction, we study whether effects of ordinal ranks differ by
²⁰A scree plot in Appendix Figure C.1 shows that four factors have eigenvalues larger than one. The rotated
factor loadings of the items are presented in Appendix Table C.1. We assign names to these four factors based
on factor loadings larger than 0.6. More specifically, the first factor, loneliness, mainly loads on items 3 (“You felt
that you could not shake off the blues”), 6 (“You felt depressed”), 13 (“You felt lonely”), and 16 (“You felt sad”); the
second factor captures the lack of positive attitudes with items 4 (“You felt you were just as good as other people”),
8 (“You felt hopeful about the future”), 11 (“You were happy”), and 15 (“You enjoyed life”); the third factor, lack
of motivation, comprises items 5 (“You had trouble keeping your mind on what you were doing”), 7 (“You felt that
you were too tired to do things”), and 18 (“It was hard to get started doing things”); and the fourth factor, external
factors, consists of items 14 (“People were unfriendly to you”) and 17 (“You felt that people disliked you”).
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ability decile. Second, we aim to provide a more comprehensive picture by considering het-
erogeneities in other observable characteristics. To do this, we focus on characteristics that
may be of interest when designing policies exploiting the effects of ranks.
6.5.1 Heterogeneity by Ability
Prediction 3 suggests that the shocks to students at the lower end of the distribution are
larger than for higher-ability students. This results because, on the one hand, a diminished
perception of ability decreases study time, which subsequently amplifies the consequences
of exogenous shocks, and, on the other, this partly stems from low-ability students holding
beliefs closer to the threshold, where they withdraw their study effort. If this prediction is
correct, we should observe stronger (weaker) rank effects for lower-ability (higher-ability)
quantiles. We therefore enrich our main specification given in equation (2) by interacting the
rank with indicators for each ability decile.
Figure 6. Effects of Ordinal Ranks by Ability Decile
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Notes: This figure presents the effect of ordinal ranks by ability decile. We estimate the effects using enriching
specification (2) and interact a student’s rank with indicators for ability deciles. The shaded area indicates 90%
confidence intervals clustered at the school level.
Figure 6 displays the results of this analysis graphically, while Table 6 presents the cor-
responding regression estimates. We indeed find that rank effects are more pronounced at
the lower end of the distribution. In particular, the ordinal rank reduces the CES-D score by
5.2 points when moving a student from the bottom to the top rank, which corresponds to
0.70 SD. This effect amounts to three times the average effect and would suffice to move a
student diagnosed with a moderate depression according to a threshold of 16 (Radloff, 1977)
to the average CES-D score of 11.3 in our sample. While the point estimates are negative for
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all deciles, the estimated effects slowly fade out and are rather small and not significant at
the top end of the distribution (coefficient of -0.50 with a p-value of 0.51 for the tenth decile).
These results are therefore consistent with Prediction 3 of our theoretical framework that
effects should be more pronounced for low-ability students.
Table 6. Effects of Ordinal Ranks by Ability Decile
Mental Health (CES-D score) by Decile
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
Rank -5.17** -2.07* -1.98** -1.81** -2.27*** -1.28 -0.62 -0.92 -0.57 -0.50
(2.35) (1.17) (0.96) (0.84) (0.79) (0.81) (0.86) (0.89) (0.87) (0.98)
Notes: * p < 0.1, ** p < 0.05, *** p < 0.01. Standard errors in parentheses and clustered at the school level.
We include all base controls, peer ability, school and grade fixed effects, as in our preferred baseline specification
presented in column (1) of Table 3.
6.5.2 Further Heterogeneities by Other Individual and School Characteristics
Although our theoretical framework is not aimed at providing predictions for specific sub-
samples, these are nevertheless important for policy-makers interested in targeting policies.
Furthermore, studying heterogeneities over specific subsamples contributes to a better under-
standing of rank effects on mental health.
We focus on two groups of heterogeneities – based on individual characteristics of students
and based on school and cohort characteristics.²¹ A priori it is not clear for which subsamples
we should observe stronger effects. While previous research has shown that females may be
more responsive to features of the environment (Croson and Gneezy, 2009), while males are
more likely to enter competitions which have rankings as inherent characteristics (Niederle
and Vesterlund, 2007). Similarly, individuals from low socioeconomic status may be more
stressed by social rank concerns (Hackman, Farah, and Meaney, 2010), but students with
affluent parents could also be more receptive to ranks as part of the competition for colleges.
In further checks, we focus on margins that are subject to frequent education policy de-
bates. First, following the active debates about the consequences of tracking regimes (e.g.,
Duflo, Dupas, and Kremer, 2011; Garlick, 2018), we study whether tracking moderates shocks
onmental health. Second, given the existing evidence on parental preferences for high achieve-
ment peers (e.g., Hastings, Kane, and Staiger, 2009; Jackson et al., 2019), we investigate
whether heterogeneous effects by average school ability exist. Third, smaller classrooms can
have beneficial effects on educational outcomes (Angrist and Lavy, 1999; Hoxby, 2000b;
Krueger, 1999; Krueger and Whitmore, 2001), but at the same time increase the salience of
students’ ranks within classes. Lastly, we look at the number of teachers per student. While
having more teachers per student potentially frees some teachers’ time to counsel students, a
²¹We focus on heterogeneities of the average rank effect. While it would be interesting to study differential
patterns in the heterogeneities by ability documented in the previous subsection, we lack power to do this.
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lower ratio could suggest that the time a particular teacher teaches a given student increases,
which could mediate negative consequences of shocks.
Figure 7 presents the results from our heterogeneity analyses. In Figure 7a, we only
observe limited heterogeneity with respect to sociodemographic characteristics. The conse-
quences of ranks, therefore, seem to affect the mental health of all students rather equally.
Turning to school characteristics in Figure 7b, we find homogeneous effects by average
peer quality (Panel A), the presence of tracking (Panel B), or smaller classes (Panel C). Al-
though these margins are associated with better educational outcomes, they do not lead to
different rank effects. Surprisingly, we find that having more teachers per student is related
to larger rank effects (Panel D). This latter finding is consistent with closer student-teacher
relationships from lower teacher turnover in a given classroom, but we lack additional data
to bolster this claim.
Figure 7. Heterogeneity by Individual and School Characteristics
(a) Individual Characteristics
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Notes: This figure presents heterogeneous effects of different subgroups on CES-D scores including 90% con-
fidence intervals clustered at the school level. We interact the rank variable with indicators of the respective
variables. Figure 7a presents the heterogeneity with respect to individual characteristics, whereas Figure 7b
presents corresponding results for school/cohort characteristics.
7 Persistence of Rank Effects
We have established that the ordinal rank exerts a causal effect on the mental health of
students, and this effect is more pronounced for low-ability students. We now want to explore
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the dynamics of these effects. To derive a prediction about expected patterns, we note two
points. First, there is a significant association between ability andmental health (see Appendix
Table A.2 and Appendix Figure A.3). Second, students at the lower end of the distribution
experience stronger effects and they have a higher risk of becoming depressed as a result of
negative shocks. Following our theoretical framework and evidence from the psychological
and neuroscience literature (e.g., Holtzheimer and Mayberg, 2011), we think of depressions
as absorbing states. If this is the case, we should observe that our effects are persistent for
those at-risk students.
To explore this persistence, we use CES-D scores elicited in each of the following waves.
We can study short-term persistence using wave II, medium-term persistence using wave III,
and long-term persistence using wave IV.²² Similar to Section 6.5.1, we estimate our main
specification (2), but study the heterogeneous effects of ordinal ranks in wave I by ability
decile on measures of mental health in later waves.
Unfortunately, not all waves conducted the 19-item version of the CES-D, but adopted a
short version comprising a subset of the original items in waves III and IV. To compare our
estimates from all waves to the baseline, we scale the mental health measures from the short
scales by 19/9 (Wave III) and 19/10 (Wave IV) to correspond to the same range from 0 to 57 as
the full scale in wave I.²³
Figure 8 shows that the general pattern persists over time: Across all waves, the effect
of ordinal ranks is significant and pronounced at the bottom of the ability distribution and
insignificant as well as smaller in magnitude for higher ability deciles. Table 7 quantifies these
effects. Panel A replicates the estimates of Section 6.5.1, while Panels B through D consider
the short-, medium-, and long-term effects of ordinal ranks in wave I after one, seven, and
fourteen years. We find that the the significant effects for the lowest ability decile persist
across waves I to IV and amount to -5.2 to -10.2 CES-D points, and fade out for higher ability
deciles. This pattern is strikingly similar from wave I, when students are 12-18 years old, to
wave IV, when those students are adults of 26-32 years.
Wave V (2016-2018) results. In principle, we could also lever data from wave V, conducted
about 23 years after baseline in 2016-2018. Performing the same analysis as for the previous
waves, we do not observe any effects as shown in Appendix Table D.1. While this could suggest
that the effects fade out 20 years after the initial shock, we think this is rather due to several
problems with the CES-D measure in wave V. First, we face selective attrition in wave V.
While neither the outcome (CES-D scores) nor the treatment variables (ordinal rank and an
²²While wave II was conducted one year after wave I, in 1996, respondents were interviewed for wave III
approximately seven years after the initial interview (in 2001/2002). Finally, wave IV was conducted 14 years
after wave I, when respondents were adults aged 26-32 years.
²³As shown in Appendix Figure A.2, the short and long versions of the CES-D are highly correlated in wave
I. We therefore use scaled version to compare our results to the baseline effects documented in Section 6.5.1.
Scales based on fewer items reduce the efficiency of our estimates. Simulation F in Appendix E suggests that the
standard errors on our variable of interest increases by about 5%. As an alternative to simple scaling, we also
report results from a robustness check that predicts CES-D scores in later waves based on the correlation structure
in wave I.
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Figure 8. Persistent Effects of Ordinal Ranks by Ability Decile
(a) Immediate Effects (Wave I, 1994/1995)
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(b) Short-term Effects (Wave II, 1996)
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(c) Medium-term Effects (Wave III, 2001/2002)
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(d) Long-term Effects (Wave IV, 2008)
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Notes: This figure presents the effect of ordinal ranks by ability decile for each of the waves as shown in Table 7.
The shaded area indicates 90% confidence intervals clustered at the school level.
indicator for negative shocks) are significantly related to attrition status in waves II to IV,
they are so in wave V. In particular, those individuals who receive a negative shock and who
drive our results as shown in Section 6.3 are more likely to be missing in wave V.
Second, in Section 6.4 we have shown that two of four facets – the lack of a positive
attitude and a lack of motivation – drive our results. Yet, the CES-D instrument administered
in wave V elicited only a subset of five items rather than the full CES-D scale, with only a
single item that loads on these facets (cf. Appendix Tables A.1 and C.1), which reduces the
power to detect similar effects as in the previous waves.
Finally, as we will show in the next subsection, we find the same pattern observed for
mental health in a range of economic outcomes measured in waves IV and V, suggesting that
the effects indeed last for more than 14 years. We therefore think that the mental health
measure available in wave V does not allow us to extend our analysis. Note, however, that
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Table 7. Effects of Ordinal Ranks by Ability Decile
Mental Health (CES-D score) by Decile
Obs.
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
A. Immediate Effects (Wave I, 1994/1995)
Rank -5.16** -2.07* -1.98** -1.81** -2.27*** -1.28 -0.61 -0.92 -0.57 -0.49 18459
(2.35) (1.17) (0.96) (0.84) (0.79) (0.81) (0.86) (0.89) (0.87) (0.98)
B. Short-term Effects (Wave II, 1996)
Rank -5.28** -1.18 -1.51 -1.48 -2.21** -1.21 -0.96 -0.88 -1.02 -1.88 13093
(2.24) (1.44) (1.09) (0.91) (0.86) (0.96) (1.08) (1.03) (1.05) (1.15)
C. Medium-term Effects (Wave III, 2001/2002)
Rank -5.16* -1.17 -0.44 0.26 0.97 -0.41 -0.21 -0.09 0.78 0.81 13551
(2.97) (1.63) (1.25) (1.06) (1.05) (0.95) (0.96) (1.04) (1.04) (1.27)
D. Long-term Effects (Wave IV, 2008)
Rank -10.18***-1.34 -3.05*** -1.48 -0.73 0.23 -0.04 -0.07 0.05 -0.52 14061
(2.30) (1.44) (1.06) (1.04) (1.03) (1.01) (1.03) (1.13) (1.13) (1.27)
Notes: * p < 0.1, ** p < 0.05, *** p < 0.01. Standard errors in parentheses and clustered at the school level. We
include all base controls, peer ability, school and grade fixed effects, as in our preferred baseline specification of
column (1) in Table 3.
even if the effects indeed fade out between wave IV and V, our results still show that having
a low rank in school worsens mental health at least for 14 years.
Predicting CES-D scores. In our analysis, we used the available items in each wave and
scaled the resulting total score up to correspond to the full scale as in wave I and II. While this
approach is transparent, it implicitly assumes that every available item has the same weight
for the total score. Yet, as argued in Section 6.4, there are different facets captured by the
CES-D scale inducing potentially different weights of the items. To acknowledge this unequal
weighting, we construct different outcome measures for each wave by regressing the total
CES-D score in wave I on the available items in the later wave.²⁴ In a second step, we then use
the coefficients from these regressions as weights for the items in later waves, predict the total
CES-D scores, and replicate the regressions in Table 7 using this predicted outcome measure.
As shown in Appendix Table D.2, the resulting estimates replicate the findings presented in
this section.
These results are in line with Prediction 4, suggesting that once a negative shock reduces a
student’s belief in their ability sufficiently, they withdraw study effort and therefore avoid
new signals. As a consequence, their belief about the returns to ability remain low, positive
updating is less likely, and depressions are some form of absorbing states. In other words,
their mental health remains in a poor state and negative shocks may trigger potential vicious
cycles. Therefore, our results show that the school environment can have long-lasting effects
on the mental well-being of students over the life-cycle.
²⁴See Appendix Table A.1 for a list of items that are available in each wave.
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7.1 Long-Run Effects on Economic Outcomes
How do these long-run effects on mental health translate into other economic outcomes?
Previous research suggests that worse mental health reduces educational attainment (e.g.,
Currie and Stabile, 2006) and lowers employment and earnings (e.g., Fletcher, 2014), and
has linked higher ranks to higher educational attainment (Elsner and Isphording, 2017) and
income (Denning, Murphy, and Weinhardt, 2018). We conduct two analyses to add to these
results. First, we assess the correlation between CES-D scores in wave I and a range of long-
term outcomes conditional on a rich set of background characteristics to provide correlational
evidence of the importance of mental health in youth for long-term outcomes. Second, we
study the causal effect of ranks in wave I on economic outcomes in adulthood. Together with
our baseline estimates, we then can calculate how much of the long-run effects of rank are
mediated through mental health.
In column (1) of Table 8, we show that a range of economic long-run outcomes – graduat-
ing from college, income, being employed and being late paying bills – as well as important
non-economic outcomes – ever being married or ever being arrested – are all significantly
related to mental health measured by CES-D scores in wave I. Importantly, these regressions
control for a range of other individual characteristics and, most notably, a fourth-order poly-
nomial in ability, as well as grade and school fixed effects as in our baseline specification.
Increasing CES-D scores by one standard deviation, i.e., worsening mental health, is associ-
ated with a 5 percentage points decrease in the probability of having a college degree, being 2
percentage points less likely to be employed, 11% lower income, and with being 4 percentage
points more likely to be late paying bills. In addition, we also find that those individuals
with worse mental health in adolescence are also less likely to marry and are more likely
to get arrested in adulthood. Although these associations are not necessarily causal, they
highlight that having better mental health during adolescence predicts better economic and
non-economic long-run outcomes.
We then present the effects of ordinal ranks during school on these outcomes. Being
ranked higher during school significantly increases the probability of graduating from college,
of being employed, and it increases income. More specifically, an increase of one standard
deviation in a student’s ordinal rank in school increases their likelihood of graduating from
college by 4 percentage points, employment by 2 percentage points, and income by 8%.
The average results on college graduation mimic the effects found by Elsner and Isphording
(2017), while our income results are about double the size to those reported in Denning,
Murphy, and Weinhardt (2018).²⁵ One potential explanation for the latter finding is that
we can study income at a later point in life. If having a low rank sets people on different
trajectories compared to those who have a high rank, this difference might increase over time
explaining the effects that we observe.
²⁵Elsner and Isphording (2017) also use AddHealth data, but in contrast to them, we can lever data up to wave
V rather than IV, where some individuals might still be enrolled in college. Denning, Murphy, and Weinhardt
(2018) use administrative records for students in Texas and earnings earlier in life.
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Table 8. Long-run Outcomes, Mental Health, and Rank Effects
(1) (2) (3) (4)
Association
Average
Rank Effect
Average Share of Rank
standardized Rank Effect Effect mediated
CES-D scores (std.) by CES-D scores
1{College graduate} -0.05*** 0.13*** 0.04*** 7%
(0.00) (0.05) (0.01)
log(Personal income) -0.11*** 0.30** 0.08*** 6%
(0.01) (0.13) (0.03)
1{Currently employed} -0.02*** 0.08* 0.02* 6%
(0.00) (0.04) (0.01)
1{Late paying bills} 0.04*** -0.01 -0.00 74%
(0.00) (0.05) (0.01)
1{Ever married} -0.01*** 0.05 0.02 5%
(0.00) (0.05) (0.01)
1{Ever arrested} 0.03*** -0.01 -0.00 43%
(0.00) (0.04) (0.01)
Notes: This table presents the association of mental health measured by standardized CES-D scores in wave
I and several long-run economic outcomes in column (1). These specifications control for all characteristics
as our baseline specification apart from the ordinal rank. The second column presents the effect of ranks on
economic outcomes based on our main specification, while column (3) presents the corresponding estimates using
a standardized rank measure. Column (4) presents shares of these effect that are mediated by mental health.
To obtain this share, we run an auxiliary regression where we add CES-D scores as an additional explanatory
variable to the specification in column (2). We then calculate the share as the product of the coefficient from
CES-D scores in this regression and the rank effect in Table 3, divided by the rank effect in column (2) of the
present table. Outcomes are based on wave V data appended by wave IV data if the former data is missing. We
add an additional indicator to control for the wave the outcome measure is from. * p < 0.1, ** p < 0.05, *** p <
0.01. Standard errors in parentheses clustered at the school level.
For the remaining outcomes, the rank effect estimates have the sign we would expect, but
we do not find evidence of ranks affecting these outcomes on average. However, as we have
shown in the previous section, there exists a pronounced heterogeneity with respect to ability.
Specifically, the consequences of ranks are more pronounced at the lower end of the ability
distribution. In Figure 9, we therefore present the corresponding estimates for economic
long-run outcomes. Strikingly, we observe the same qualitative pattern for all outcomes –
with being late paying bills as an exception – as for mental health: Rank effects are more
pronounced for low-ability individuals and fade out with increasing ability.
We next ask how much of these long-run effects are mediated by mental health. To study
this, we calculate the mediated effect as the product of the coefficient of rank on mental health
in wave I with the coefficient of mental health on long-run outcomes, which simultaneously
controls for the ordinal rank. We then express this mediated effect as a share of the rank
effect shown in column (2).
We find that 5-7% of the rank effect for having a college degree, income, employment, and
marriage status are mediated by mental health. Interestingly, the mediated effect amounts to
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Figure 9. Effects of Ordinal Ranks by Ability Decile on Long-run Outcomes
(a) College Degree
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Notes: This figure presents the effect of ordinal ranks by ability decile on the outcome indicated in the title using
our main specification for heterogeneous effects. The shaded area indicates 90% confidence intervals. Standard
errors are clustered at the school level.
about 43% for ever being arrested, suggesting a potentially important link between mental
health and criminal behavior.²⁶
²⁶Since we observe neither a linear nor a non-linear rank for being late paying bills, the mediated effect of 74%
is uninformative.
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Taken together, these results point in the same direction as our mental health results:
experiencing negative shocks in school can have long-lasting negative consequences on many
dimensions of life and is particularly pronounced for at-risk students who struggle at school.
Moreover, the strong association of mental health during youth and economic long-run out-
comes, as well as the finding that long-run effects seem to be partly mediated by mental health
in adolescence, both suggest long-lasting consequences from a poor mental-health state dur-
ing youth. These consequence affect an individual’s economic and general well-being over
the life-cycle.
8 Conclusion
What are the lasting effects of the school environment in general, and peers more specifically
on the mental health of students? We present a theoretical framework in which students face
uncertainty over their own ability and need to allocate their time between studying and leisure.
Conditional on studying, they can exert effort to learn about it from noisy signals. Based on this
framework, we derive several predictions. Negative signals worsen a student’s mental health,
and these effects are more pronounced at the lower end of the ability distribution and persist
over time. In order to test these predictions, we use data from AddHealth, a longitudinal study
of a representative set of students in the United States, and lever quasi-exogenous variation
in the ability distribution across cohorts. This creates quasi-random variation in a student’s
ordinal rank, which – conditional on own and peer ability – we interpret as a signal about
their ability, and which allows us to identify the causal effect of ranks on mental health of
students.
We provide evidence that mental health is malleable during adolescence and document its
persistence over time. Leveraging the quasi-random variation in ordinal ranks,we find support
for our predictions: first, ordinal ranks causally affect students’ mental health, measured by
CES-D scores, an established self-assessment of depressions. Increasing a student’s rank by one
standard deviation improves their mental health by approx. 6% of a standard deviation, which
is comparable to rank effects estimated for test scores (Murphy and Weinhardt, forthcoming),
are approximately half of the effect of losing one’s job on mental health (Marcus, 2013), and
are about a sixth to a third of the effects from targeted positive psychology interventions
on depression and psychological well-being (Bolier et al., 2013). Moreover, these effects are
driven by negative rather than positive shocks, are more pronounced at the lower end of the
ability distribution, and persist over time for at least 14 years. In addition, we find the same
qualitative pattern in several economic outcomes measured in adulthood and show that these
effects are partly mediated by mental health during adolescence.
Taken together, our study provides evidence on the long-lasting effects of features of the
school environment. Also, it raises several avenues for further research. The persistence of
our effects helps us to understand why mental health affects educational attainment (Currie
and Stabile, 2006; Fletcher, 2010), and may be an additional skill valued on the labor market
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(Fletcher, 2014; Heckman, Stixrud, and Urzua, 2006). Our results therefore point towards
a mental health formation process similar to the accumulation of general health (Grossman,
1972) or the formation of other cognitive and non-cognitive skills (Cunha andHeckman, 2008;
Cunha, Heckman, and Schennach, 2010). Extending these models would shed light on the
relationship between these skills and mental health more generally. Moreover, such a model
could be used to quantify the role of mental health to explain rank effects on educational
outcomes.
What are the practical implications of our results? First, although the asymmetry of rank
effects could provide a rationale to implement tracking within schools to create more homoge-
neous groups of students, we want to caution against these approaches. As shown in Carrell,
Sacerdote, and West (2013), we do not understand the consequences of reassigning students
well enough to design policies that strategically exploit peer effects. Moreover, we isolated
a very specific peer effect, but other effects may co-exist. In fact, the consequences of differ-
ent assignment rules may be ambiguous if peer effects are present in multiple dimensions
(Kiessling, Radbruch, and Schaube, 2020b). Second, our results highlight that investments to
compensate for negative shocks during school potentially have larger benefits than expected.
They may not only compensate for immediate consequences of shocks, but protect students
from being set on worse life trajectories, thus paying off in the long run.
We think that studying different causes of mental health and their long-term effects are a
fruitful area for future research. Given the rise of mental health issues in the developed world
and the wide-spread prevalence in developing countries (for a review of the relationship of
poverty and mental health, see Ridley et al., 2020), policy-makers have a high interest in
understanding the causes of these issues to design policies that alleviate mental illnesses.
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A Additional Tables and Figures
Table A.1. Items of the CES-D Scale
How often was the following true Wave Wave Wave Wave Wave
during the past week? I II III IV V
1. You were bothered by things that don’t usually
bother you.
X X X X
2. You didn’t feel like eating, your appetite was
poor.
X X
3. You felt that you could not shake off the blues,
even with help from your family and your friends.
X X X X X
4. You felt you were just as good as other people. X X X X
5. You had trouble keeping your mind on what
you were doing.
X X X X
6. You felt depressed. X X X X X
7. You felt that you were too tired to do things. X X X X
8. You felt hopeful about the future. X X
9. You thought your life had been a failure. X X
10. You felt fearful. X X
11. You were happy. X X X X
12. You talked less than usual. X X
13. You felt lonely. X X
14. People were unfriendly to you. X X
15. You enjoyed life. X X X X
16. You felt sad. X X X X X
17. You felt that people disliked you. X X X X
18. It was hard to get started doing things. X X
19. You felt life was not worth living. X X X
Number of items 19 19 9 10 5
Notes: This table presents all items of the CES-D scale and in which wave they were elicited. Responses are rated
on a scale from 0 (“never or rarely”) to 3 (“most of the time or all of the time”) and aggregated to a final score
ranging from 0 to 57, with higher scores indicating a higher propensity for depressive symptoms. For our main
analysis, CES-D scores in wave III, IV, and V are scaled by 19/9, 19/10, and 19/5, respectively.
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Figure A.1. Distribution of CES-D Scores at Wave I
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Notes: This figure presents the distribution of the our mental health measure (CES-D score) in wave I. The vertical
line indicates a threshold of 16 often used as an indicator of depressions (Radloff, 1977).
Figure A.2. Relationship of Long- and Short-Scale of the CES-D Score
(a) 9-item scale (Wave III) (b) 10-item scale (Wave IV)
Notes: This figure presents the relationship of the CES-D using 19 items as used in wave I and a 9-item (10-item)
short version adopted in wave III (IV) including a linear fit in Figure A.2a (Figure A.2b). The dashed line indicates
the 45-degree line.
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Table A.2. Associations of Covariates with CES-D Scores
CES-D score CES-D score (std.)
(1) (2) (3) (4)
Ability (std.) -1.21∗∗∗ -1.20∗∗∗ -0.16∗∗∗ -0.16∗∗∗
(0.06) (0.06) (0.01) (0.01)
Female 1.94∗∗∗ 1.92∗∗∗ 0.25∗∗∗ 0.25∗∗∗
(0.14) (0.14) (0.02) (0.02)
White -0.66∗∗∗ -0.70∗∗∗ -0.09∗∗∗ -0.09∗∗∗
(0.19) (0.19) (0.03) (0.03)
College-educated parents -0.53∗∗∗ -0.49∗∗∗ -0.07∗∗∗ -0.06∗∗∗
(0.15) (0.15) (0.02) (0.02)
Single-parent household 0.80∗∗∗ 0.79∗∗∗ 0.10∗∗∗ 0.10∗∗∗
(0.14) (0.15) (0.02) (0.02)
Age (in years) 0.79∗∗∗ 0.76∗∗∗ 0.10∗∗∗ 0.10∗∗∗
(0.08) (0.08) (0.01) (0.01)
School and Grade FEs Yes No Yes No
School × Grade FEs No Yes No Yes
Observations 18432 18432 18432 18432
R2 0.101 0.121 0.101 0.121
Notes: * p < 0.1, ** p < 0.05, *** p < 0.01. Standard errors in parentheses and clustered at the school level.
Odd-numbered columns are specifications with seperate school and grade fixed effects, while even-numbered
columns employ school-specific grade fixed effects. The first two columns use raw CES-D scores, while the last
two columns present estimates using standardized CES-D scores. In contrast to our specifications for the analysis
of rank effects, here we use just a linear specifications for ability and age to facilitate interpretation.
Table A.3. Variation in Ranks
Standard Deviation in Rank Variable
Full By Decile
Sample (1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
No Controls 0.28 0.09 0.14 0.17 0.18 0.18 0.18 0.17 0.16 0.14 0.11
Controls,
School and Grade FE 0.08 0.09 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.08 0.12
Controls,
School-by-Grade FE 0.08 0.09 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.08 0.11
Observations 18459 1872 1984 2006 2141 1340 2006 1630 1904 2003 1573
Notes: This table presents the variation in our variable of interest for the full sample and by ability decile. The
first row presents the raw variation. The second row takes out all variation from individual controls, school and
grade fixed effects as in our baseline specification and presents the standard deviation in the rank residuals. The
third row additionally controls for school-by-grade fixed effects similar to our alternative identification strategy.
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Figure A.3. Relationship of CES-D Score and Ability
Notes: This figure presents a scatter plot of the CES-D score in wave I on our ability measure, which is constructed
from a regression of CES-D on AH PVT scores including a local polynomial fit.
Table A.4. Salience of Ranks and Reverse Causality
Intelligence (1–6) College Exp. (1–5) Ability (Wave III)
(1) (2) (3) (4) (5) (6)
Rank 1.05∗∗∗ 0.28∗∗ 1.15∗∗∗ 0.44∗∗ 44.00∗∗∗ 0.20∗
(0.04) (0.13) (0.07) (0.18) (0.90) (0.11)
Ability and Controls No Yes No Yes No Yes
School and Grade FEs Yes Yes Yes Yes Yes Yes
N 18434 18434 18389 18389 18459 18459
R2 0.123 0.159 0.095 0.162 0.882 0.998
Notes: * p < 0.1, ** p < 0.05, *** p < 0.01. Standard errors are in parentheses and clustered at the school level.
Each specification includes all controls as in our preferred baseline specification. Column headers denote the
dependent variable. “Intelligence” is how intelligent the adolescent feels compared to other people their age (1-6
with 1 moderately below average and 6 extremely above average). “College expectations” is a scale based on the
sum of the adolescents’ report on how much they want to go to college and how likely it is they will go to college
(each is 1-5 with 1 low and 5 high). “Ability (Wave III)” measures AH PVT scores in wave III and is standardized
to have a mean of 100 and a standard deviation of 15.
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Figure A.4. Stability of Ability Across Time
Notes: This figure presents a scatter plot and nonlinear fit of the ability measure in wave III on the ability measure
in wave I. The dashed line indicates the 45-degree line.
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B Robustness Checks for Average Results
Table B.1. Robustness to Ability Nonlinearity
Iterations of Ability Polynomial Controls FEs PDS Lasso
(1) (2) (3) (4) (5) (6) (7) (8) (9)
Rank -1.83∗∗∗ -2.20∗∗∗ -1.47∗∗ -1.59∗∗ -1.59∗∗ -1.58∗∗ -1.50∗∗ -2.20∗∗∗ -1.69∗∗∗
(0.63) (0.68) (0.73) (0.75) (0.75) (0.76) (0.76) (0.68) (0.62)
Ability -0.04∗∗∗ -0.07∗∗ 0.25∗∗ 0.40 -0.43 -1.64 -0.07∗∗ -0.05∗∗∗
(0.01) (0.03) (0.10) (0.28) (0.56) (1.58) (0.03) (0.01)
(Ability)2 0.00 -0.00∗∗∗ -0.01 0.02 0.07 0.00
(0.00) (0.00) (0.01) (0.02) (0.07) (0.00)
(Ability)3 0.00∗∗∗ 0.00 -0.00 -0.00
(0.00) (0.00) (0.00) (0.00)
(Ability)4 -0.00 0.00 0.00
(0.00) (0.00) (0.00)
(Ability)5 -0.00 -0.00
(0.00) (0.00)
(Ability)6 0.00
(0.00)
Ability FEs No No No No No No Yes No No
Penalize Ability No No No No No No No Yes Yes
Penalize Controls No No No No No No No No Yes
#Pen. Variables incl. 8 41
#Pen. Variables sel. 2 11
Observations 18459 18459 18459 18459 18459 18459 18459 18459 18459
Notes: * p < 0.1, ** p < 0.05, *** p < 0.01. Standard errors in parentheses and clustered at the school level.
Each specification includes all controls as in our preferred baseline specification. Column (7) includes fixed effects
for every level of ability (AH PVT score) to control for a fully non-parametric specification of ability. In columns
(8) and (9), we report results from the post-double selection (PDS) Lasso method by Belloni, Chernozhukov, and
Hansen (2014), using the theory driven penalizer selection of Belloni et al. (2012). More specifically, column (8)
includes up to an 8-degree polynomial in ability (AH PVT scores) and allows the Lasso to select only over these
(baseline controls are not penalized, thus always included). Only the linear and quadratic ability polynomials are
selected. In column (9), we again include up to an 8-degree polynomial in ability and allow selection on both
these and our baseline control set (excludes school and grade fixed effects, which are always included). Only a
linear ability term is selected of the ability polynomials and 10 additional controls from the remaining control
set. Under the PDS Lasso method, standard errors and statistics are only valid for the rank coefficient.
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Table B.2. Comparison of Different Methods for Calculating Ranks
Mental Health (CES-D score)
Bottom Rank Top Rank Mean Rank
(1) (2) (3) (4) (5) (6)
Rank -1.58** -1.67** -1.23* -1.37* -1.45* -1.58**
(0.75) (0.76) (0.73) (0.74) (0.74) (0.75)
Ability Yes Yes Yes Yes Yes Yes
Individual Controls Yes Yes Yes Yes Yes Yes
Peer Ability Yes No Yes No Yes No
School and Grade FEs Yes No Yes No Yes No
School × Grade FEs No Yes No Yes No Yes
Observations 18459 18459 18459 18459 18459 18459
R2 0.108 0.127 0.108 0.127 0.108 0.127
Notes: * p < 0.1, ** p < 0.05, *** p < 0.01. Standard errors in parentheses and clustered at the school level. We
include all base controls, peer ability, school and grade fixed effects, as in our preferred baseline specification of
column (1) in Table 3. The column headers indicate how we calculated ranks, in particular how we break ties
for individuals that have the same ability. “Bottom rank” in columns (1) and (2) are calculated by counting the
number of peers in the same grade that have a strictly lower ability and corresponds to our main specification in
Table 3. “Top rank” in columns (3) and (4) assign a rank based on the number of individuals having a lower or
equal ability, whereas “mean rank” in columns (5) and (6) assigns the average of both approaches as the rank.
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Figure B.1. Different Definitions of Peers Groups
(a) No Controls for Peer Ability of Newly Defined Peer Groups
A. Baseline B. By gender C. By race D. By gender+race
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(b) Including Controls for Peer Ability of Newly Defined Peer Groups
A. Baseline B. By gender C. By race D. By gender+race
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Notes: These figures show how different definitions of peer groups affect our baseline effects of ordinal ranks on
CES-D scores. Panel A presents our baseline estimate. Panels B-D add an additional term for ranks defined based
on peers in the same grade, as well as having the same gender (Panel B), the same race/ethnicity (Panel C), or the
same gender and race/ethnicity (Panel D). Panels B-D of Figure B.1a only include the rank for the subgroup, while
the corresponding panels in Figure B.1b additionally control for average peer ability of the subgroup. Whiskers
indicate 90% confidence intervals clustered at the school level.
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Figure B.2. Difficulty of Sorting into Schools based on Ranks
(a) 25th Ability Percentile (b) 50th Ability Percentile
(c) 75th Ability Percentile
Notes: These figures present ranks for students at the 25th (50th, 75th) percentile of the ability distribution ±5
ability scores by schools. Schools are sorted based on the mean ability of students from the lowest to the highest.
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C Principal Component Analysis of CES-D Items
Figure C.1. Screeplot of a Principal Component Analysis of CES-D Items
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Notes: This figure presents a screeplot of a principal component factor analysis, i.e., the eigenvalues of each of
the recovered factors, using all 19 items of the CES-D scale.
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Table C.1. Factor Loadings of CES-D Items for Principal Component Factors
Mental Health (Principal Components)
Loneliness
Lack of Pos. Lack of External
Attitude Motivation Factors
1. You were bothered by things that don’t usually
bother you.
0.54 0.10 0.32 0.07
2. You didn’t feel like eating, your appetite was
poor.
0.46 0.08 0.33 -0.09
3. You felt that you could not shake off the blues,
even with help from your family and your friends.
0.74 0.14 0.20 0.05
4. You felt you were just as good as other people. 0.09 0.68 0.05 0.12
5. You had trouble keeping your mind on what
you were doing.
0.31 0.10 0.60 0.12
6. You felt depressed. 0.76 0.18 0.19 0.13
7. You felt that you were too tired to do things. 0.21 0.11 0.69 0.13
8. You felt hopeful about the future. -0.00 0.76 0.09 0.01
9. You thought your life had been a failure. 0.56 0.22 -0.00 0.34
10. You felt fearful. 0.45 0.02 0.17 0.30
11. You were happy. 0.32 0.67 0.09 0.06
12. You talked less than usual. 0.30 0.13 0.31 0.08
13. You felt lonely. 0.66 0.12 0.16 0.21
14. People were unfriendly to you. 0.09 0.02 0.15 0.81
15. You enjoyed life. 0.31 0.68 0.07 0.11
16. You felt sad. 0.70 0.14 0.16 0.21
17. You felt that people disliked you. 0.23 0.13 0.12 0.78
18. It was hard to get started doing things. 0.12 0.08 0.71 0.22
19. You felt life was not worth living. 0.54 0.20 -0.07 0.33
Notes: This table presents loadings of all 19 CES-D items for the four principal component factors. Bold entries
indicate items with loadings larger than 0.6, which we use to assign interpretations to these factors.
58
D Robustness Checks for Persistence Results
Table D.1. Effects of Ordinal Ranks by Ability Decile in Wave 5
Mental Health (CES-D score) by Decile
Obs.
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
Rank 0.64 0.02 0.61 0.10 0.80 0.33 0.35 1.49 1.22 1.17 11085
(2.99) (2.22) (1.52) (1.38) (1.33) (1.17) (1.25) (1.29) (1.27) (1.52)
Notes: * p < 0.1, ** p < 0.05, *** p < 0.01. Standard errors in parentheses and clustered at the school level.
This table presents results for wave V corresponding to the results in waves I through IV in Table 7. We include
all base controls, peer ability, school and grade fixed effects, as in our preferred baseline specification presented
in column (1) of Table 3.
Table D.2. Effects of Ordinal Ranks by Ability Decile – Using Predicted CES-D Scores
Mental Health (CES-D score) by Decile
Obs.
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
A. Immediate Effects (Wave I, 1994/1995)
Rank -5.16** -2.07* -1.98** -1.81** -2.27*** -1.28 -0.61 -0.92 -0.57 -0.49 18459
(2.35) (1.17) (0.96) (0.84) (0.79) (0.81) (0.86) (0.89) (0.87) (0.98)
B. Short-term Effects (Wave II, 1996)
Rank -5.28** -1.18 -1.51 -1.48 -2.21** -1.21 -0.96 -0.88 -1.02 -1.88 13093
(2.24) (1.44) (1.09) (0.91) (0.86) (0.96) (1.08) (1.03) (1.05) (1.15)
C. Medium-term Effects (Wave III, 2001/2002)
Rank -4.28* -0.89 -0.26 0.31 0.84 -0.28 -0.10 -0.06 0.63 0.65 13551
(2.36) (1.29) (0.99) (0.84) (0.84) (0.75) (0.76) (0.82) (0.82) (1.01)
D. Long-term Effects (Wave IV, 2008)
Rank -8.19*** -1.09 -2.49*** -1.19 -0.59 0.16 -0.09 -0.06 -0.02 -0.45 14061
(1.85) (1.16) (0.84) (0.84) (0.82) (0.81) (0.82) (0.90) (0.90) (1.01)
E. Very Long-term Effects (Wave V, 2016–2018)
Rank 0.71 -0.12 0.26 -0.09 0.42 0.10 0.18 1.01 0.82 0.82 11085
(2.11) (1.61) (1.08) (0.98) (0.97) (0.84) (0.90) (0.93) (0.91) (1.08)
Notes: * p < 0.1, ** p < 0.05, *** p < 0.01. Standard errors in parentheses and clustered at the school level. We
include all base controls, peer ability, school and grade fixed effects, as in our baseline specifications of column
(1) in Table 3. In contrast to Table 7, we construct CES-D scores using weights from OLS-regressions in wave I, in
which we regress the total CES-D score on the items of the CES-D scale that are available in later waves. We use
the coefficients from these regressions as weights to predict CES-D scores.
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Table D.3. Attrition Analysis by Wave
1{Attrited in Wave II} 1{Attrited in Wave III} 1{Attrited in Wave IV} 1{Attrited in Wave V}
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)
Rank 0.05 -0.03 0.03 -0.05
(0.03) (0.04) (0.04) (0.04)
Negative Shock -0.01 0.02 0.01 0.03∗∗∗
(0.01) (0.01) (0.01) (0.01)
CES-D score (Wave I) -0.00 -0.00 -0.00 0.00∗∗∗
(0.00) (0.00) (0.00) (0.00)
Ability Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Individual Controls Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Peer Ability Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
School and Grade FEs Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Share Attrited .29 .29 .29 .27 .27 .27 .24 .24 .24 .4 .4 .4
N 18459 18459 18459 18459 18459 18459 18459 18459 18459 18459 18459 18459
R2 .29 .29 .29 .059 .059 .059 .054 .054 .054 .074 .075 .075
Notes: * p < 0.1, ** p < 0.05, *** p < 0.01. Standard errors in parentheses and clustered at the school level.
Each specification includes all controls as in our preferred baseline specification. The dependent variable is an
indicator equal to one if an individual has attrited in wave II/III/IV/V and zero otherwise.
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E Simulations to Assess Various Forms of Measurement Error
In the following, we present different simulations to assess the role of various forms of mea-
surement error. Our point of departure is the following data-generating process (DGP):
y = −1.8r − 0.6a (4)
in which y denotes our outcome, mental health as assessed by the CES-D scale, a denotes a
student’s ability, which is randomly drawn from a standard normal distribution (a ∼ N (0, 1)),
and r denotes a students’ rank based on the ability distribution in their school cohort. For
the simulations, we abstract from the fact that we observe several cohorts per school. The
parameters for the simulations (β = −1.8 andγ = −0.6) are based on the simple specification
shown in column (1) of Appendix Table B.1 and scaled up as the AHPVT scores have a standard
deviation of 15.
Given the data-generating process in equation (4), we assess the consequences of several
forms of measurement error using Monte Carlo simulations.¹ For each of the simulations
reported below, we run 1000 repetitions with 500 schools/cohorts each and 180 students
per school, and estimate specifications of y = βr + δa. For each specification, we report the
average estimate βˆ as well as the ratio of estimated effect and true coefficient in parentheses.
A. Random sampling of students per school. We begin by assessing the consequences of
observing a random sample of students per school. Hence, in our first exercise, illustrated
in Table E.1 and Figure E.1, we assess what happens if we only observe a subset of students
in each school. To do this, we simulate schools of 180 students and decrease the share of
students in our sample from full saturation, i.e., sampling all students in a school/cohort,
to a situation in which we only observe 10% of all students. The simulations demonstrate
that random sampling within cohorts biases the coefficient towards zero: if we observe half
of all students, our estimates would be attenuated by 10%; in schools for which we only
observe 10% of the sample, attenuation is more severe and the estimated effects correspond
to approximately 50% of the original effect. Hence, random sampling of students implies that
we underestimate the true effect.
B. Measurement error in ability measure. In our second set of simulations, we introduce
measurement error in our ability measure. In particular, we assess how our estimates change
once we introduce noise into our measurement, i.e., we measure a˜ = a + ϕz rather than
a, where a, z ∼ N (0, 1) and ϕ ∈ [0, 1]. Thus, ϕ = 0 corresponds to situations in which we
have no measurement error, whereas ϕ = 1 corresponds to a situation where we have as
much measurement error as noise in our ability measure. This measurement error in our
ability measure translates into measurement error in the rank that we assign students in their
respective cohorts (r (a˜)) as measurement error pertubates the ranks. Table E.2 and Figure E.2
¹Simulations A through C closely follow analogous simulations reported by Elsner and Isphording (2017).
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Table E.1. Simulations to Assess the Consequences of Measurement Error A
Simulation A: Random sampling of students
DGP: y = −1.8r − 0.6a; a ∼ N (0, 1)
Estimate: y = βr + γa; select x% of students per school
Share of students sampled
100% 80% 60% 50% 40% 20% 10%
Rank effect -1.80 -1.75 -1.67 -1.61 -1.53 -1.22 -0.86
(100%) (97%) (93%) (90%) (85%) (68%) (48%)
Notes: This table presents the results of Monte Carlo simulations with 1000 repetitions of 500 schools each.
Shares in parentheses report the ratio of the estimate to the true coefficient from the data-generating process.
Figure E.1. Simulations to Assess Bias due to Random Sampling within Schools
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Notes: This figure presents results from Monte Carlo simulations with 1000 repetitions of 500 schools, as sum-
marized in Table E.1.
demonstrate that this also leads to classical attenuation bias yielding an underestimation of
the true effect.
Table E.2. Simulations to Assess the Consequences of Measurement Error B
Simulation B: Measurement error in ability
DGP: y = −1.8r − 0.6a; a˜ = a + ϕz; a, z ∼ N (0, 1)
Estimate: y = βr (a˜) + γ a˜
Measurement error (ϕ)
0 0.2 0.4 0.6 0.8 1.0
Rank effect -1.80 -1.65 -1.38 -1.08 -0.82 -0.62
(100%) (91%) (76%) (60%) (46%) (35%)
Notes: This table presents the results of Monte Carlo simulations with 1000 repetitions of 500 schools each.
Shares in parentheses report the ratio of the estimate to the true coefficient from the data-generating process.
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Figure E.2. Simulations to Assess Measurement Error in Ability
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Notes: This figure presents results from Monte Carlo simulations with 1000 repetitions of 500 schools, as sum-
marized in Table E.2.
C. Omitted variables correlated with ability. Measurement error can also be more com-
plex. For example, there could be an omitted variable z correlated with a that also exerts a
direct effect on mental health, y. We model this by extending the data-generating process in
equation (4) as follows:
y = −1.8r − 0.6a˜ + ρz with a˜ = a + ϕz and z ∼ N (0, 1). (5)
Here, z has a direct effect on y, measured by ρ, and z is correlated with ability a˜. In our
estimations, z is unobserved and hence potentially induces a bias in our estimates of r . For the
simulations, we change both the strength of the direct effect, ρ, as well as the correlation in-
duced byϕ. Moreover, we differentiate between cases in which the rank in the data-generating
process is based on measured ability (r = r (a˜)) or is based on actual ability (r = r (a)). The
simulations in Table E.3, as well as Figures E.3a and E.3b, reveal that if the rank is based on
measured ability a˜ and we control for a˜, then the estimates of r are unbiased. If r is based on
actual ability a, then we observe attenuated estimates similar to the measurement error in
ability considered in B.
D. Unobserved ability sorting within cohorts. A next set of simulations considers that we
only observe students at the cohort level, but have no information on class assignments. Yet,
students may be allocated into classes based on their ability. That is, schools may employ
tracking into different classrooms. A key assumption for our simulations is that peers affecting
y are those peers students interact with, i.e., only those who are in the same classroom. In
other words, the rank in the data-generating process depends on the rank within the class,
while we as econometricians only observe the rank in the cohort. Table E.4 and Figure E.4
consider how the estimated rank effect varies with classroom allocations. We start with purely
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Table E.3. Simulations to Assess the Consequences of Measurement Error C
Simulation C: Omitted variables correlated with ability
DGP: y = −1.8r − 0.6a˜ + ρz; a˜ = a + ϕz; a, z ∼ N (0, 1)
Estimate: y = βr (a˜) + γ a˜
Direct effect ρ of omitted variable
-1.00 -0.50 0.00 0.50 1.00
(i) Rank based on measured ability (r = r (a˜))
Rank effect (ϕ = 0.00) -1.80 -1.80 -1.80 -1.80 -1.80
(100%) (100%) (100%) (100%) (100%)
Rank effect (ϕ = 0.25) -1.80 -1.80 -1.80 -1.80 -1.80
(100%) (100%) (100%) (100%) (100%)
Rank effect (ϕ = 0.50) -1.80 -1.80 -1.80 -1.80 -1.80
(100%) (100%) (100%) (100%) (100%)
(ii) Rank based on actual ability (r = r (a))
Rank effect (ϕ = 0.00) -1.80 -1.80 -1.80 -1.80 -1.80
(100%) (100%) (100%) (100%) (100%)
Rank effect (ϕ = 0.25) -1.59 -1.59 -1.59 -1.59 -1.59
(88%) (88%) (88%) (88%) (88%)
Rank effect (ϕ = 0.50) -1.22 -1.22 -1.22 -1.22 -1.22
(68%) (68%) (68%) (68%) (68%)
Notes: This table presents the results of Monte Carlo simulations with 1000 repetitions of 500 schools each.
Shares in parentheses report the ratio of the estimate to the true coefficient from the data-generating process.
Figure E.3. Simulations to Assess Biases from Omitted Variables (r = r (a˜))
(a) r = r (a˜)
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(b) r = r (a)
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Notes: This figure presents results from Monte Carlo simulations with 1000 repetitions of 500 schools, as sum-
marized in Table E.3.
random (ω = 0) allocation and gradually move towards perfect tracking (ω = 1). In addition,
we check how the estimates vary if ability is measured with error (i.e., we observe a˜ = a+ϕz,
z ∼ N (0, 1)), while schools may have better information and base their tracking on true
ability a.
64
Our simulations show that tracking policies within cohorts strongly bias the estimated
coefficients when tracking becomes sufficiently strong. Random assignment to classrooms on
average leads to unbiased rank effect estimates, and the effects are attenuated for small and
moderate weights on tracking. Yet, if within-school tracking is sufficiently strong, the sign of
the coefficient flips and perfect tracking yields a coefficient of the same size, but the opposite
sign compared to the original coefficient. These relationships are dampened once we allow
for measurement error in the ability measure, but the same pattern persists.
Table E.4. Simulations to Assess the Consequences of Measurement Error D
Simulation D: Sorting within cohorts
DGP: y = −1.8rclass − 0.6a; a ∼ N (0, 1); r depends on rank in each
of 6 classrooms; assignment to classrooms partly based on tracking
Estimate: y = βrcohor t + γa
Weight ω on tracking vs. random assignment
Cohort 0.00 0.25 0.50 0.75 1.00
Rank effect (ϕ = 0.00) -1.80 -1.80 -1.42 -0.14 1.39 1.80
(100%) (100%) (79%) ( 8%) (-77%) (-100%)
Rank effect (ϕ = 0.25) -1.59 -1.59 -1.25 -0.11 1.26 1.64
(88%) (88%) (69%) ( 6%) (-70%) (-91%)
Rank effect (ϕ = 0.50) -1.23 -1.23 -0.97 -0.11 0.94 1.26
(68%) (68%) (54%) ( 6%) (-52%) (-70%)
Rank effect (ϕ = 0.75) -0.88 -0.88 -0.71 -0.11 0.63 0.87
(49%) (49%) (39%) ( 6%) (-35%) (-48%)
Rank effect (ϕ = 1.00) -0.62 -0.62 -0.50 -0.10 0.40 0.58
(35%) (35%) (28%) ( 6%) (-22%) (-32%)
Notes: This table presents the results of Monte Carlo simulations with 1000 repetitions of 500 schools each.
Shares in parentheses report the ratio of the estimate to the true coefficient from the data-generating process.
It is ultimately an empirical question how severe the bias is and whether the coefficient
flips its sign. To get a sense of the effects of sorting, we lever information from the school
administrators’ questionnaire, which asked about ability stratification in English and Lan-
guage Arts classes (“For English or language arts, does your school group classes according to
ability or achievement?”). We use the administrators’ responses to this question as proxies for
tracking. In fact, about 50% of all schools in our sample report using some form of tracking.
To gauge the extent of tracking, we estimate our main specification again, but interact the
rank variable with an indicator for tracking to separate tracking and non-tracking schools.
Figure E.5 (replicating Panel A of Figure 7b) shows that the effect for ranks in schools that
employ tracking is indeed attenuated, but still of the same sign and significant. Moreover,
we cannot reject that the difference between the rank effects of tracking and non-tracking
schools is zero.
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Figure E.4. Simulations to Assess Bias due to Sorting within Cohorts
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Notes: This figure presents results from Monte Carlo simulations with 1000 repetitions of 500 schools, as sum-
marized in Table E.4.
Figure E.5. Heterogeneous rank effects by within-school tracking
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Notes: This figure presents heterogeneous effects by within-school tracking on CES-D scores, including 90%
confidence intervals clustered at the school level. We interact the rank variable with an indicators equal to one if
the school administrator reports that the school employs tracking and zero otherwise.
E. Measurement error in dependent variable. We now assess the extent to which having
access to short scales for the dependent variable y affects our estimates. While mental health
is a continuous concept, we observe several noisy measures (i.e., different facets) coded on a
discrete 0-3 scale and aggregate them to a composite CES-D score. Table E.5 and Figure E.6
show that, while this does not bias our estimates, it increases the standard errors by about
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10% when moving from a full scale of 19 items to a short scale of 5 items, as used in Wave V
of AddHealth.
Table E.5. Simulations to Assess the Consequences of Measurement Error E
Simulations E: Measurement error in dep. variable due to short scales
DGP: y =
∑I
i yi , where yi = −0.14r − 0.003a + x + ϵi ; a ∼ N (0, 1);
x ∼ LN with E[x] = 0.65, SD(x) = 1; ϵ ∼ N (0, 0.8);
yi rounded to {0, 1, 2, 3}
Estimate: y = βr + γa
Number of items in scale
Cont. 19 10 9 5
Rank effect -1.74 -1.77 -1.77 -1.77 -1.77
(100%) (101%) (101%) (102%) (101%)
Relative standard error (100%) (102%) (105%) (104%) (111%)
Notes: This table presents the results of Monte Carlo simulations with 1000 repetitions of 500 schools each.
Shares in parentheses report the ratio of the estimate to the true coefficient from the data-generating process.
Figure E.6. Simulations to Assess Loss of Efficiency due to Measurement Error in Dependent
Variable
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Notes: This figure presents results from Monte Carlo simulations with 1000 repetitions of 500 schools, as sum-
marized in Table E.5.
F. Interaction of rank and negative shocks in the presence of measurement error. Fi-
nally, we want to extend the simulations of measurement error in our ability measure (see
Simulations B above) and explore its role when we study the interaction of ranks and nega-
tive shocks as in Section 6.3. Both the rank as well as our definition of a negative shock are
based on the potentially noisy measure of ability. As this measurement error affects each of
the variables as well as their interactions, the consequences for our effects of interest (the
interaction of rank and the indicator of negative shocks) is ambiguous. In Table E.6 and Fig-
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ure E.7, we therefore study the consequences of measurement error on our estimates. We find
that, for small to medium-sized measurement errors (ϕ ∈ [0, 0.5]), we overestimate the rank
effect and only underestimate the effect for larger measurement errors (ϕ ∈ (0.5, 1.0]). Our
estimates of the effects of negative shocks, as well as the interaction of ranks and negative
shocks are consistently attenuated towards zero, implying that we underestimate the true
effect.
Table E.6. Simulations to Assess the Consequences of Measurement Error F
Simulation F: Measurement error in ability II
DGP: y = −0.75r + 0.6ns − 0.75(r × ns) − 0.6a; a˜ = a + ϕz; a, z ∼ N (0, 1);
ns = 1{r (a; local) < r (a; global)}
Estimate: y = βr (a˜) + λns(a˜) + µ[r (a˜) × ns(a˜)] + γ a˜
Measurement error (ϕ)
0 0.2 0.4 0.6 0.8 1.0
Rank effect -0.75 -0.94 -0.83 -0.67 -0.53 -0.41
(100%) (126%) (111%) (90%) (70%) (54%)
Negative shock 0.60 0.35 0.25 0.19 0.15 0.12
(100%) (58%) (41%) (31%) (25%) (20%)
Rank × Neg. shock -0.75 -0.44 -0.31 -0.22 -0.16 -0.12
(100%) (58%) (41%) (30%) (22%) (17%)
Notes: This table presents the results of Monte Carlo simulations with 1000 repetitions of 500 schools each.
Shares in parentheses report the ratio of the estimate to the true coefficient from the data-generating process.
Figure E.7. Simulations to Assess Measurement Error in Ability in Regressions with Interac-
tions
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Notes: This figure presents results from Monte Carlo simulations with 1000 repetitions of 500 schools, as sum-
marized in Table E.6.
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