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LIE ALGEBRAS WITH PRESCRIBED sln DECOMPOSITION
ALEXANDER BARANOV AND HOGIR M. YASEEN
Abstract. We study Lie algebras L containing a simple subalgebra g isomorphic to
sln such that the g-module L decomposes into copies of the adjoint module, the trivial
module, the natural module V , its symmetric and exterior squares S2V and ∧2V and
their duals. We describe the multiplicative structure of L and its coordinate algebra.
1. Introduction
Root graded Lie algebras were introduced by Berman and Moody in 1992 to study
toroidal Lie algebras and Slodowy intersection matrix algebras. However, this concept
appeared previously in Seligman’s study of simple Lie algebras [13]. Root graded Lie
algebras of simply-laced finite root systems were classified up to centrally isogeny by
Berman and Moody in [13]. The case of double-laced finite root systems was settled
by Benkart and Zelmanov [12]. Non-reduced systems BCn were considered by Allison,
Benkart and Gao [1](for n≥2) and by Benkart and Smirnov [10] (for n = 1). It became
clear at that time that this notion can be generalized further by considering Lie algebras
graded by certain finite weight systems.
Throughout the paper, g is a split finite dimensional semisimple Lie algebra over a
field F of characteristic zero with root system ∆ and Γ is a finite set of integral weights
of g. Following [4], we say that a Lie algebra L over F is (Γ, g)-graded, or simply Γ-
graded, if L contains a subalgebra isomorphic to g, the g-module L is the direct sum of
its weight subspaces Lα (α ∈ E) with E ⊆ Γ and L is generated by all Lα with α 6= 0 as
a Lie algebra (see also Definition 2.1). If Γ = ∆ ∪ {0} then L is said to be root-graded.
If Γ = BCn and g is of type Bn, Cn or Dn, then L is BCn-graded.
There were several attempts to classify Γ-graded Lie algebras for systems Γ larger
than ∆. This includes the BCn-graded Lie algebras mentioned above. Certain weight-
graded Lie algebras were considered by Neeb in [18] (with Γ a finite irreducible reduced
root system and ∆ a sub-root system of Γ). Let g = sln+1 and ΓV = ∆∪V ∪{0} where
∆ = An and V is the set of weights of the natural and conatural g-modules. Bahturin
and Benkart [3] (for n > 2) and Benkart and Elduque [8] (for n = 2) described the
multiplicative structure of the (ΓV , g)-graded Lie algebras. Note that a Lie algebra is
(ΓV , g)-graded if and only if it decomposes as a g-module into copies of the adjoint,
natural, conatural and trivial modules. We believe that the set ΓV can be enlarged
further by adding the weights of the symmetric and exterior squares of the natural and
conatural modules. We denote the corresponding set of weights by Aˆn. Thus,
Aˆn = {0,±εi ± εj ,±εi,±2εi | 1 ≤ i 6= j ≤ n + 1}
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were {ε1, . . . , εn+1} is the set of weights of the natural sln+1-module. The aim of
the paper is to describe the multiplicative structures and the coordinate algebras of
(Aˆn, sln+1)-graded (or simply, Aˆn-graded) Lie algebras. Note that a Lie algebra L is
Aˆn-graded if and only if it contains a simple subalgebra g isomorphic to sln+1 such
that the g-module L decomposes into copies of the adjoint module (we will denote it
by the same letter g), the trivial module T , the natural module V , its symmetric and
exterior squares S := S2V and Λ := ∧2V and their duals V ′, S ′ and Λ′ (see Proposition
3.2). Thus, by collecting isotypic components, we get the following decomposition of
the g-module L:
L = g⊗A⊕ V ⊗B ⊕ V ′ ⊗ B′ ⊕ S ⊗ C ⊕ S ′ ⊗ C ′ ⊕ Λ⊗ E ⊕ Λ′ ⊗E ′ ⊕D(1.1)
where A,B,B′, C, C ′, E, E ′ are vector spaces and D is the sum of the trivial g-modules.
Note that the Aˆn-graded Lie algebras did appear in the literature previously in various
contexts. Finite dimensional Aˆn-graded Lie algebras and their representations were
studied in [5, 6]. It was also proved in [4, 4.3] that a simple locally finite Lie algebra is
Aˆn-graded if and only if it is of diagonal type.
In Section 2 we establish general properties weight-graded Lie algebras. In particular,
we prove that every finite-dimensional perfect Lie algebra is (Γ, sl2)-graded for some
Γ (Theorem 2.9). In Section 3 we discuss the similarities between the Aˆn-graded and
BCn-graded Lie algebras by showing that every Aˆn-graded Lie algebra is BCr-graded
with r = ⌊n+1
2
⌋ and every BCr-graded Lie algebra is Aˆr−1-graded, see Theorems 3.4 and
3.5. This means that some results about the structure of Aˆn-graded Lie algebras can
be derived from those proved in BCr-contexts [1, 10]. However note that our approach
gives a “finer” multiplicative and coordinate algebra structure on L as we have more
components in the decomposition of L. Because of these similarities and for convenience
of the reader we mostly follow notations of [1] whenever possible.
Let g = sln+1 and let L be (Aˆn, g)-graded. Define by g
+ := {x ∈ g | xt = x} and
g− := {x ∈ g | xt = −x} the subspaces of symmetric and skew-symmetric matrices in
g, respectively. Then the component g⊗ A in (1.1) can be decomposed further as
g⊗ A = (g+ ⊕ g−)⊗ A = g+ ⊗A+ ⊕ g− ⊗ A−
where A+ and A− are two copies of the vector space A. Denote
a := A+ ⊕A− ⊕ C ⊕ E ⊕ C ′ ⊕ E ′ and b := a⊕B ⊕B′.
We going to show that the product in L induces an algebra structure on both a and
b. Moreover, a is associative if n ≥ 6 or n = 4, 5 and the following conditions on
multiplication in L hold:
[Λ⊗E,Λ⊗ E] = [Λ′ ⊗ E,′ Λ′ ⊗ E ′] = 0 for n = 4 and 5;(1.2)
[Λ⊗E, V ⊗B] = [Λ′ ⊗ E ′, V ′ ⊗B′] = 0 for n = 4.
Note that the conditions (1.2) automatically hold for n ≥ 6 (see Table 1) and for
BCn+1-graded (considered as Aˆn-graded) Lie algebras with n ≥ 4 (see Proposition 3.6).
These conditions appear only because of irregularities in the tensor product decompos-
itions of the specified modules for small ranks, see Remark 4.2. We do not consider the
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case of n ≤ 3 in this paper because of additional technicalities (e.g. Λ ∼= Λ′ for A3 and
Λ ∼= V ′ and Λ′ ∼= V for A2, so we have less summands in the decomposition (1.1)), this
is the subject of our further research.
Suppose that n ≥ 6 or n = 4, 5 and the conditions (1.2) hold. We prove that there
exists a system of products (see Formulae (4.3)) on the components of the decomposition
(1.1) which is compatible with the product in L and induces an algebra structure on
both a and b satisfying the following properties.
(i) a is a unital associative subalgebra of b with involution whose symmetric and
skew-symmetric elements are A+ ⊕ E ⊕ E ′ and A− ⊕ C ⊕ C ′, respectively, see
Theorems 5.2 and 5.6.
(ii) b is a unital algebra with an involution η whose symmetric and skew-symmetric
elements are A+⊕E⊕E ′⊕B⊕B′ and A−⊕C ⊕C ′, respectively, see Theorem
6.1 and Proposition 6.2.
(iii) B ⊕ B′ is an associative a-bimodule with a hermitian form χ with values in
a. More exactly, for all β1, β2 ∈ B ⊕ B
′ and α ∈ a we have χ(β1, β2) = β1β2,
χ(αβ1, β2) = αχ(β1, β2), η(χ(β1, β2)) = χ(β2, β1) and χ(β1, αβ2) = χ(β1, β2)η(α),
see Propositions 6.4 and 6.6.
(iv) A := A− ⊕ A+ is a unital associative subalgebra of a and C ⊕ E, C ′ ⊕ E ′, B
and B′ are A-bimodules, see Corollaries 5.3, 5.4 and 6.5.
(v) D acts by derivations on b, see Propositions 6.7 and 6.8.
In our next paper we show that every Aˆn-graded Lie algebra is uniquely determined
(up to central isogeny) by its “coordinate” algebra b and subalgebra a.
2. Basic properties of Γ-graded Lie algebras
We start with the general definition of Lie algebras graded by finite weight systems.
Definition 2.1. [4] Let ∆ be a root system and let Γ be a finite set of integral weights
of ∆ containing ∆ and {0}. A Lie algebra L is called (Γ, g)-graded (or simply Γ-graded)
if
(Γ1) L contains as a subalgebra a finite-dimensional split semisimple Lie algebra
g = h⊕
⊕
α∈∆
gα, whose root system is ∆ relative to a split Cartan subalgebra h = g0;
(Γ2) L =
⊕
α∈Γ
Lα where Lα = {x ∈ L | [h, x ] = α (h) x for all h ∈ h};
(Γ3) L0 =
∑
α1,−α∈Γ\{0}
[Lα, L−α].
The subalgebra g is called the grading subalgebra of L. A Lie algebra L is called (Γ, g)-
pregraded if it satisfies (Γ1) and (Γ2) (but not necessarily (Γ3)). Note that the condition
(Γ2) yields [Lµ, Lν ] ⊆ Lµ+ν if µ + ν ∈ Γ and [Lµ, Lν ] = 0 otherwise. We denote by
≪ g≫L (or simply≪ g≫) the ideal generated by g in L. Note that a (Γ, g)-pregraded
Lie algebra L is (Γ, g)-graded if and only if ≪ g≫= L, see Proposition 2.4.
The following is well-known (see for example [4, Lemma 4.2]).
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Lemma 2.2. Let g be a split simple subalgebra of a Lie algebra L. Assume that a Lie
algebra L is (Γ, g)-pregraded. Then the space
I =
⊕
α∈Γ\{0}
Lα +
∑
α1,−α∈Γ\{0}
[Lα, L−α]
is a non-zero Γ-graded ideal of L. In particular, if L is simple then it is Γ-graded.
Lemma 2.3. Let g be a split semisimple subalgebra of a Lie algebra L. Then L is
(Γ, g)-pregraded for some finite set Γ if and only if there exists a finite set Q of dominant
weights of g such that L is the direct sum of finite-dimensional irreducible g-modules
whose highest weights are in Q.
Proof. The “if” part is obvious. To prove the “only if” part it is enough to note that L is
locally finite as a g-module (i.e every finitely generated submodule is finite-dimensional),
so L is semisimple as a g-module (see for example [7, Lemma 2.2]). 
Proposition 2.4. Let g be a split simple subalgebra of a Lie algebra L and suppose L
is (Γ, g)-pregraded. Then the following are equivalent.
(1) L is Γ-graded.
(2) L0 =
∑
α,−α∈Γ\{0}
[Lα, L−α].
(3) L =
⊕
α∈Γ\{0}
Lα +
∑
α,−α∈Γ\{0}
[Lα, L−α].
(4) ≪ g≫= L.
Proof. (1)⇔ (2) and (2)⇔ (3) follows from Definition 2.1.
(3)⇒ (4) : Note that Lα = [h, Lα] ⊆≪ g≫ for all α 6= 0. Since≪ g≫ is a subalgebra
of L, we have L =
⊕
α∈Γ\{0}
Lα +
∑
α,−α∈Γ\{0}
[Lα, L−α] ⊆≪ g≫⊆ L, so ≪ g≫= L.
(4)⇒ (3) : By Lemma 2.2,
⊕
α∈Γ\{0}
Lα +
∑
α,−α∈Γ\{0}
[Lα, L−α] is an ideal of L containing
g, so (4) implies (3). 
Proposition 2.5. Suppose L is (Γ1, g1)-graded and g1 is (Γ2, g2)-graded. Then L is
(Γ3, g2)-graded where Γ3 is the set of all weights of the g2-module L.
Proof. We only need to check the condition (Γ3) of the definition, (Γ1) and (Γ2) being
obvious. By Lemma 2.4, ≪ g1 ≫L= L and ≪ g2 ≫g1= g1, so
≪ g2 ≫L=≪≪ g2 ≫g1≫L=≪ g1 ≫L= L.
Using Lemma 2.4 again we get (Γ3), as required. 
Lemma 2.6. Let Li be (Γi, gi)-graded for i = 1, 2. Suppose that g1 ∼= g2. Then L1⊕L2
is (Γ1 ∪ Γ2, g)-graded for some subalgebra g isomorphic to g1.
Proof. It is easy to see that the conditions of Definition 2.1 hold for any diagonal
subalgebra g of g1 ⊕ g2 ⊆ L1 ⊕ L2 isomorphic to g1. 
Lemma 2.7. Let S be a finite-dimensional simple Lie algebra and let g be a split
semisimple subalgebra of S. Then S is (Γ, g)-graded where Γ is the set of all weights of
the g-module S.
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Proof. This follows from Lemma 2.2. 
Lemma 2.8. Every finite-dimensional split semisimple Lie algebra is (Γ, sl2)-graded.
Proof. Let L be a finite-dimensional split semisimple Lie algebra. Then, L = S1⊕S2⊕
... ⊕ Sn where Si are split simple ideals. Note that each Si is (Γ, sl2)-graded (just fix
any subalgebra gi ∼= sl2 of Si and use Lemma 2.7). It remains to apply Lemma 2.6. 
Theorem 2.9. Every finite-dimensional perfect Lie algebra L over an algebraically
closed field of characteristic zero is (Γ, sl2)-graded for some Γ.
Proof. Let Q be any Levi subalgebra of L and let R be the solvable radical of L. Then
L = Q ⊕ R. Note that L is (Γ1, Q)-pregraded where Γ1 is the set of weights of the Q-
module L. Since R is solvable, L/≪ Q≫= (≪ Q≫ +R)/≪ Q≫∼= R/(≪ Q≫ ∩R)
is solvable. But L/ ≪ Q ≫ is perfect, so L/ ≪ Q ≫= {0} and L =≪ Q ≫. By
Proposition 2.4, L is (Γ1, Q)-graded. The result now follows from Lemma 2.8 and
Proposition 2.5. 
3. Aˆn-graded and BCn-graded Lie algebras
In this section we discuss the relationship between Aˆn-graded and BCn-graded Lie
algebras. Let g be a split simple Lie algebra of classical type An, Bn, Cn or Dn.
Throughout this paper, {ω1, . . . , ωn} is the set of the fundamental weights of g; Vg(ω)
(or simply V (ω)) denotes the highest weight g-module of weight ω; Vg := Vg(ω1) (or
simply V ) is the natural g-module; if M is a g-module then M ′ is its dual and W(M)
is the set of weights of M . If g is of type An, we will use the following notations for the
g-modules below:
g := V (ω1 + ωn), V := V (ω1), S := V (2ω1), Λ := V (ω2) and T = V (0).
Note that V ′ ∼= V (ωn), S
′ ∼= V (2ωn) and Λ
′ ∼= V (ωn−1).
Recall that a Lie algebra L is (Γ, g)-pregraded if it satisfies (Γ1) and (Γ2) of Definition
2.1. It is easy to see that BCn- and Aˆn-pregraded Lie algebras have the following
decompositions.
Proposition 3.1. [1] Let L be a Lie algebra and let b be a split simple subalgebra of
L of type type Bn, Cn or Dn. Then L is (BCn ∪ {0}, b)-pregraded if and only if the
b-module L is a direct sum of copies of Vb(2ω1), Vb(ω2), Vb(ω1) and Vb(0).
Proposition 3.2. Let L be a Lie algebra and let g be a subalgebra of L isomorphic
to sln+1. Then L is (Aˆn, g)-pregraded if and only if the g-module L is a direct sum of
copies of g, V , V ′, S, S ′, Λ, Λ′ and T .
Proof. We only need to prove the “only if” part, the “if” part being obvious. Sup-
pose L is (Aˆn, g)-graded. Then by Lemma 2.3, L is a direct sum of finite-dimensional
irreducible g-modules. Note that only the following dominant weights appear in Aˆn:
ω1+ωn, ω1, ωn, 2ω1, 2ωn, ω2, ωn−1, 0 where ωi = ε1+...+εn. They are the highest weights
of the modules g, V , V ′, S, S ′, Λ, Λ′ and T , respectively. 
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Suppose L is (Aˆn, g)-graded. By collecting isomorphic summands of L into isotypic
components, we may assume that there are vector spaces A,B,B′, C, C ′E,E ′ such that
(3.1) L ∼= g⊗ A⊕ V ⊗ B ⊕ V ′ ⊗ B′ ⊕ S ⊗ C ⊕ S ′ ⊗ C ′ ⊕ Λ⊗E ⊕ Λ′ ⊗ E ′ ⊕D
where D is the sum of the trivial g-modules. Actually, D becomes the centralizer of g
in L.
Remark 3.3. (1) Let b be a simple Lie algebra of type type Br, Cr or Dr and let
Γb :=W((T ⊕ Vb)⊗ (T ⊕ Vb)). Then Γb = BCr ∪ {0}.
(2) Let g be a simple Lie algebra of type An and let Γg :=W((T ⊕ Vg ⊕ V
′
g )⊗ (T ⊕
Vg ⊕ V
′
g )). Then Γg = Aˆn.
(3) Let g ∼= sln+1 and let b ∼= son+1 be a naturally embedded subalgebra of g. Then
Vg ↓ b ∼= Vb, V
′
g ↓ b
∼= Vb and
Γg ↓ b =W((T ⊕ Vg ⊕ V
′
g)⊗ (T ⊕ Vg ⊕ V
′
g ) ↓ b) =W((T ⊕ Vb)⊗ (T ⊕ Vb)) = Γb.
(4) Let b ∼= so2r+1, so2r or sp2r and let g ∼=slr be a naturally embedded subalgebra
of b. Then Vb ↓ g ∼= Vg ⊕ V
′
g (or Vg ⊕ V
′
g ⊕ T if b
∼= so2r+1) and Γb ↓ g = Γg.
Theorem 3.4. Let n ≥ 1 and r = ⌊n+1
2
⌋. Then every Aˆn-graded Lie algebra is BCr-
graded.
Proof. Suppose L is (Aˆn, g)-graded. Let b ∼= son+1 be a naturally embedded subalgebra
of g ∼= sln+1. Note that the rank of b is r = ⌊
n+1
2
⌋ and sln+1 is (BCr ∪ {0}, b)-graded.
By Proposition 2.5, we only need to show that the set of all weights of the b-module L
is a subset of BCr ∪ {0}. Using Remark 3.3, we get
W(L ↓ b) =W(L ↓ g) ↓ b ⊆ Aˆn ↓ b = Γg ↓ b = Γb = BCr ∪ {0},
as required. 
Theorem 3.5. Let L be BCr-graded for some integer r ≥ 2. Then L is Aˆr−1-graded.
Proof. Suppose L is BCr-graded with grading subalgebra b of type Br, Cr, or Dr. Let
g ∼=slr be a naturally embedded subalgebra of b. It is easy to see that b is (Aˆr−1, g)-
graded. By Proposition 2.5, we only need to show that the set of all weights of the
g-module L is a subset of Aˆr−1. Using Remark 3.3, we get
W(L ↓ g) =W(L ↓ b) ↓ g ⊆ BCr ∪ {0} ↓ g = Γb ↓ g = Γg = Aˆr−1,
as required. 
Proposition 3.6. Let L be BCr-graded for some integer r ≥ 5. Then L is Aˆr−1-graded
and the conditions (1.2) hold.
Proof. Suppose that L is BCr-graded with a grading subalgebra b. Let g ∼=slr be a
naturally embedded subalgebra of b as in the proof of Theorem 3.5. Then L is Aˆr−1-
graded and we need to check the conditions (1.2). We will assume that b is of type Cr
(the cases Br and Dr are proved similarly). We have the following decomposition of
the b-module L:
L = b⊗ A⊕ s⊗ B ⊕ v⊗ C ⊕D
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where b ∼= Vb(2ω1), s ∼= Vb(ω2) and v ∼= Vb(ω1). The restrictions of the b-modules b, s
and v to g are decomposed as follows:
(3.2) b = g⊕ S ⊕ S ′, s = g⊕ Λ⊕ Λ′, v = V ⊕ V ′.
Therefore we have the following decomposition of the g-module L:
L = (g⊕ S ⊕ S ′)⊗A⊕ (g⊕ Λ⊕ Λ′)⊗B ⊕ (V ⊕ V ′)⊗ C ⊕D
= g⊗ (A⊕ B)⊕ S ⊗A⊕ S ′ ⊗ A⊕ Λ⊗B ⊕ Λ′ ⊗ B ⊕ V ⊗ C ⊕ V ′ ⊗ C ⊕D,
Fix the standard matrix presentations of the algebra b ∼= sp2r and its modules s and v
as in [1]. Then g is identified with the subalgebra {diag(X,−X t) | X ∈ slr} of b. Let
Kr denotes the set of skew-symmetric r × r matrices. Then the components Λ, V and
their duals in the decompositions (3.2) have the following matrix shapes:
Λ =
{(
0 Y
0 0
)
| Y ∈ Kr
}
, Λ′ =
{(
0 0
Y ′ 0
)
| Y ′ ∈ Kr
}
,
V =
{(
v
0
)
| v ∈ Fr
}
, V ′ =
{(
0
v′
)
| v′ ∈ Fr
}
.
Let λ1 ⊗ b1, λ2 ⊗ b2 ∈ Λ ⊗ B and u⊗ c ∈ V ⊗ C. Using Formulae in [1, (2.8)] and the
fact that Λ⊗ B ⊆ s⊗ B and V ⊗ C ⊆ v⊗ C we get
[λ1 ⊗ b1, λ2 ⊗ b2] = (λ1 ◦ λ2)⊗
[b1, b2]
2
+ [λ1, λ2]⊗
b1 ◦ b2
2
+ tr(λ1λ2) < b1, b2 >,
[u⊗ c, λ⊗ b] = −λu⊗ c · b = −[λ⊗ b, u⊗ c].
Note that λ1 ◦ λ2 = [λ1, λ2] = λ1λ2 = 0 and λu = 0. Substituting these values in
the formulae above we get [Λ ⊗ B,Λ ⊗ B] = [Λ ⊗ B, V ⊗ C] = 0. Similarly, we get
[Λ′ ⊗ B′,Λ′ ⊗B] = [Λ′ ⊗ B′, V ′ ⊗ C ′] = 0, as required. 
4. Multiplication in Aˆn-graded Lie algebras, n ≥ 4
Recall that Aˆn = {0,±εi ± εj,±εi,±2εi | 1 ≤ i 6= j ≤ n + 1} were {ε1, . . . , εn+1} is
the set of weights of the natural sln+1-module. We fix a base Π = {αi = εi−εi+1 for i =
1, 2, ..., n} of simple roots for the root system An = {±εi ± εj | 1 ≤ i 6= j ≤ n + 1}.
Let L be an Aˆn-graded Lie algebra and let g be the grading subalgebra of L of type
∆ = An with n ≧ 4. We identify g with the matrix algebra sln+1. By Proposition 3.2
the g-module L is a direct sum of copies of g, V , V ′, S, S ′, Λ, Λ′ and T . By collecting
isomorphic summands of L into isotypic components, we may assume that there are
vector spaces A,B,B′, C, C ′E,E ′ such that
L ∼= g⊗ A⊕ V ⊗ B ⊕ V ′ ⊗B′ ⊕ S ⊗ C ⊕ S ′ ⊗ C ′ ⊕ Λ⊗E ⊕ Λ′ ⊗ E ′ ⊕D
where
g := V (ω1 + ωn), V := V (ω1), V
′ := V (ωn),
S := V (2ω1), S
′ := V (2ωn), Λ := V (ω2), Λ
′ := V (ωn−1),
and D is the sum of the trivial g-modules.
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Definition. (1) We identify the g-modules V and V ′ with the space Fn+1 of column
vectors with the following actions:
x.v = xv for x ∈ sln+1, v ∈ V,
x.v′ = −xtv′ for x ∈ sln+1, v
′ ∈ V ′.
(2) We identify S and S ′ (resp. Λ and Λ′) with symmetric (resp. skew-symmetric)
(n+ 1)× (n + 1) matrices. Then S, S ′, Λ and Λ′ are g-modules under the actions:
x.s = xs+ sxt for x ∈ sln+1, s ∈ S,
x.λ = xλ+ λxt for x ∈ sln+1, λ ∈ Λ,
x.s′ = −s′x− xts′ for x ∈ sln+1, s
′ ∈ S,
x.λ′ = −λ′x− xtλ′ for x ∈ sln+1, λ
′ ∈ Λ′.
Since the subalgebra g of L is a g-submodule, there exists a distinguished element 1
of A such that g = g⊗ 1. In particular,
[x⊗ 1, y ⊗ b] = x.y ⊗ b.(4.1)
where x⊗ 1 is in g⊗ 1, y ⊗ b belongs to one of the components in (3.1), and x.y is as
in Definition 4.
In order to describe multiplication in L we need to calculate first tensor product
decompositions of the specified modules. It is well known that the only possible V (ν)
which can occur as a summand of V (ω)⊗ V (µ) are those with ν = ω + µ1 for some µ1
in the set of weights of V (µ) [16, p.142]. The following lemma gives a bit more precise
information on multiplicities.
Lemma 4.1. [17, Proposition 3.2] Let ω, µ be two dominant weights. Then any com-
ponent V (ν) of V (ω)⊗V (µ) is of the form ν = ω+µ1 for some µ1 in the set of weights
of V (µ). Moreover, its multiplicity mνω,µ ≤ dimV (µ)µ1 .
The results, summarized in Tables 1-3 below, may be derived directly from Lemma
4.1. Alternatively, a computer program such as LiE can be used to verify the small
rank cases and stability results of [9, Cor. 7.2] can be applied for large rank. Let pi(M)
be the maximal submodule of M such that all weights of pi(M) are in Γ. In Tables 1-3
below and Remark 4.2 we describe pi-truncated tensor product decompositions for the
specified modules for An (n ≥ 2). If the cell in row X and column Y contains Z this
means that pi(X ⊗ Y ) ∼= Z.
⊗ g S Λ S ′ Λ′ V V ′
g g + g+ T S + Λ S + Λ S ′ + Λ′ S ′ + Λ′ V V ′
S S + Λ 0 0 g+ T g 0 V
Λ S + Λ 0 0 g g+ T 0 V
S ′ S ′ + Λ′ g+ T g 0 0 V ′ 0
Λ′ S ′ + Λ′ g g + T 0 0 V ′ 0
V V 0 0 V ′ V ′ S + Λ g+ T
V ′ V ′ V V 0 0 g+ T S ′ + Λ′
Table 1. pi-truncated tensor product decompositions for An (n ≥ 6)
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Remark 4.2. For n = 4, 5 all the decompositions are the same as in Table 1 except
in addition we have pi(Λ ⊗ Λ) = Λ′ and pi(Λ′ ⊗ Λ′) = Λ for A5 and pi(Λ ⊗ Λ) = V
′,
pi(Λ⊗ V ) = Λ′, pi(Λ′ ⊗ Λ′) = V and pi(Λ′ ⊗ V ′) = Λ for A4.
Note that Λ ∼= Λ′ for A3 and Λ ∼= V
′ and Λ′ ∼= V for A2 so we have the following
decompositions.
⊗ g S Λ ∼= Λ′ S ′ V V ′
g g + g+ T S + Λ S + Λ S ′ + Λ V V ′
S S + Λ 0 g g+ T 0 V
Λ S + Λ g g+ T g V ′ V
S ′ S ′ + Λ g+ T g 0 V ′ 0
V V 0 V ′ V ′ S + Λ g+ T
V ′ V ′ V V 0 g + T S ′ + Λ
Table 2. pi-truncated tensor product decompositions for A3
⊗ g S S ′ V ∼= Λ′ V ′ ∼= Λ
g g+ g+ T S + V ′ S ′ + V S ′ + V S + V ′
S S + V ′ S ′ g+ T g V
S ′ S ′ + V g + T S V ′ g
V S ′ + V g V ′ S + V ′ g+ T
V ′ S + V ′ V g g + T S ′ + V
Table 3. pi-truncated tensor product decompositions for A2
Let L be an Aˆn-graded Lie algebra and let g be the grading subalgebra of L of
type An. Suppose that n ≥ 6 or n = 4, 5 and the conditions (1.2) hold. In (4.2)
we list bases for all non-zero g-module homomorphism spaces Homg(X ⊗ Y, Z) where
X, Y, Z ∈ {g, V, V ′, S,Λ, S ′,Λ′, T} and X and Y are both non-trivial. Note that all of
them are 1-dimensional except the first one (which is 2-dimensional).
Homg(g⊗ g, g) = span{x⊗ y 7→ xy − yx, x⊗ y 7→ xy + yx−
2
n + 1
tr(xy)I},(4.2)
Homg(V ⊗ V
′, g) = span{u⊗ v′ 7→ uv′t −
tr(uv′t)
n + 1
I},
Homg(S ⊗ Λ
′, g) = span{s⊗ λ′ 7→ sλ′},
Homg(S
′ ⊗ Λ, g) = span{s′ ⊗ λ 7→ s′λ},
Homg(Λ⊗ Λ
′, g) = span{λ⊗ λ′ 7→ λλ′ −
tr(λλ′)
n + 1
I},
Homg(S ⊗ S
′, g) = span{s⊗ s′ 7→ ss′ −
tr(ss′)
n+ 1
I},
Homg(g⊗ V, V ) = span{x⊗ v 7→ xv},
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Homg(Λ⊗ V
′, V ) = span{λ⊗ v′ 7→ λv′},
Homg(S ⊗ V
′, V ) = span{s⊗ v′ 7→ sv},
Homg(g⊗ V
′, V ′) = span{x⊗ v′ 7→ xv′},
Homg(S
′ ⊗ V, V ′) = span{s′ ⊗ v 7→ s′v},
Homg(Λ
′ ⊗ V ′, V ′) = span{λ′ ⊗ v′ 7→ λ′v′},
Homg(g⊗ S, S) = span{x⊗ s 7→ xs + sx
t},
Homg(V ⊗ V, S) = span{u⊗ v 7→ uv
t + vut},
Homg(g⊗ Λ, S) = span{x⊗ λ 7→ xλ− λx
t},
Homg(S
′⊗g, S ′) = span{s′ ⊗ x 7→ s′x+ xts′},
Homg(V
′ ⊗ V ′, S ′) = span{u′ ⊗ v′ 7→ u′v′t + v′u′t},
Homg(Λ
′⊗g, S ′) = span{λ′ ⊗ x 7→ λ′x− xtλ′},
Homg(g⊗ Λ,Λ) = span{x⊗ λ 7→ xλ+ λx
t},
Homg(g⊗ S,Λ) = span{x⊗ s 7→ xs− sx
t},
Homg(V ⊗ V,Λ) = span{u⊗ v 7→ uv
t − vut},
Homg(Λ
′⊗g,Λ) = span{λ′ ⊗ x 7→ λ′x+ xtλ′},
Homg(S
′⊗g,Λ′) = span{s′ ⊗ x 7→ s′x− xts′},
Homg(V
′ ⊗ V ′,Λ′) = span{u′ ⊗ v′ 7→ u′v′t − v′u′t},
Homg(g⊗ g, T ) = span{x1 ⊗ x2 7→
1
n+ 1
tr(x1x2)},
Homg(V
′ ⊗ V, T ) = span{vt ⊗ u 7→
1
n + 1
tr(uvt)},
Homg(S ⊗ S
′, T ) = span{s⊗ s′ 7→
1
n + 1
tr(ss′)},
Homg(Λ⊗ Λ
′, T ) = span{λ⊗ λ′ 7→
1
n + 1
tr(λλ′)}.
The Lie algebra structure on the decomposition (3.1) induces certain bilinear maps
among the spaces A,B,B′, C, C ′, E, E ′, D. In Table 4, if the cell in rowX and column Y
contains Z, this means that there is a bilinear map X⊗Y → Z given by x⊗y 7→ (x, y)Z .
For simplicity of notation, we will write dy instead of (d, y)D if X = Z = D and we will
write < x, y > instead of (x, y)D if X, Y 6= D and Z = D. In the case X = Y = Z = A,
we have two bilinear products a1 ⊗ a2 7→ a1 ◦ a2 and a1 ⊗ a2 7→ [a1, a2] for a1, a2 ∈ A.
Note that some of the cells are empty. The corresponding products X ⊗ Y → Z will
be defined later by extending the existing maps Y ⊗X → Z. This will make the table
symmetric.
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. A B B′ C C ′ E E ′ D
A (A, ◦, [ ]), D B C,E C,E
B C,E A,D 0 0
B′ A C ′, E ′ B 0 B 0
C 0 0 A,D 0 A
C ′ C ′, E ′ B′ 0 0 A 0
E 0 0 0 A,D
E ′ C ′, E ′ B′ 0 0 0
D A B B′ C C ′ E E ′ D
Table 4. Bilinear products
Let x and y be (n+ 1)× (n+ 1) matrices. We will use the following products:
[x, y] = xy − yx,
x ◦ y = xy + yx−
2
n + 1
tr(xy)I,
x ⋄ y = xy + yx,
(x | y) =
1
n + 1
tr(xy).
Following the methods in [19, 13, 12, 1] and using the results of (4.2) and Tables 1 and
4, we may suppose that the multiplication in L is given as follows. For all x, y ∈ sln+1,
u, v ∈ V , u′, v′ ∈ V ′, s ∈ S, λ ∈ Λ, s′ ∈ S ′, λ′ ∈ Λ′ and for all a, a1, a2 ∈ A, b, b1, b2 ∈ B,
b′, b′1, b
′
2 ∈ B
′, c ∈ C, c′ ∈ C ′, e ∈ E, e′ ∈ E ′ and d, d1, d2 ∈ D,
[x⊗ a1, y ⊗ a2] = (x ◦ y)⊗
[a1, a2]
2
+ [x, y]⊗
a1 ◦ a2
2
+ (x | y) < a1, a2 >,
(4.3)
[u⊗ b, v′ ⊗ b′] = (uv′t −
tr(uv′t)
n+ 1
I)⊗ (b, b′)A +
1
n+ 1
tr(uv′t) < b, b′ >= −[v′ ⊗ b′, u⊗ b],
[s⊗ c, s′ ⊗ c′] = (ss′ − (s | s′)I)⊗ (c, c′)A + (s | s
′) < c, c′ >= −[s′ ⊗ c′, s⊗ c],
[λ⊗ e, λ′ ⊗ e′] = (λλ′ − (λ | λ′)I)⊗ (e, e′)A + (λ | λ
′) < e, e′ >= −[λ′ ⊗ e′, λ⊗ e],
[u⊗ b1, v ⊗ b2] = (uv
t + vut)⊗
(b1, b2)C
2
+ (uvt − vut)⊗
(b1, b2)E
2
,
[u′ ⊗ b′1, v
′ ⊗ b′2] = (u
′v′t + v′u′t)⊗
(b′1, b
′
2)C′
2
+ (u′v′t − v′u′t)⊗
(b′1, b
′
2)E′
2
,
[x⊗ a, s⊗ c] = (xs+ sxt)⊗
(a, c)C
2
+ (xs− sxt)⊗
(a, c)E
2
= −[s⊗ c, x⊗ a],
[x⊗ a, λ⊗ e] = (xλ+ λxt)⊗
(a, e)E
2
+ (xλ− λxt)⊗
(a, e)C
2
= −[λ⊗ e, x⊗ a],
[s′ ⊗ c′, x⊗ a] = (s′x+ xts′)⊗
(c′, a)C′
2
+ (s′x− xts′)⊗
(c′, a)E′
2
= −[x ⊗ a, s′ ⊗ c′],
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[λ′ ⊗ e′, x⊗ a] = (λ′x+ xtλ′)⊗
(e′, a)E′
2
+ (λ′x− xtλ′)⊗
(e′, a)C′
2
= −[x⊗ a, λ′ ⊗ e′],
[s⊗ c, λ′ ⊗ e′] = sλ′ ⊗ (c, e′)A = −[λ
′ ⊗ e′, s⊗ c],
[s′ ⊗ c′, λ⊗ e] = s′λ⊗ (c′, e)A = −[λ⊗ e, s
′ ⊗ c′],
[x⊗ a, u⊗ b] = xu⊗ (a, b)B = −[u⊗ b, x⊗ a],
[s′ ⊗ c′, u⊗ b] = s′u⊗ (c′, b)B′ = −[u⊗ b, s
′ ⊗ c′],
[λ′ ⊗ e′, u⊗ b] = λ′u⊗ (e′, b)B′ = −[u ⊗ b, λ
′ ⊗ e′],
[u′ ⊗ b′, x⊗ a] = xtu′ ⊗ (b′, a)B′ = −[x⊗ a, u
′ ⊗ b′],
[u′ ⊗ b′, s⊗ c] = su′ ⊗ (b′, c)B = −[s⊗ c, u
′ ⊗ b′],
[u′ ⊗ b′, λ⊗ e] = −λu′ ⊗ (b′, e)B = −[λ⊗ e, u
′ ⊗ b′],
[d, x⊗ a] = x⊗ da = −[x⊗ a, d],
[d, u⊗ b] = u⊗ db = −[u⊗ b, d],
[d, s⊗ c] = s⊗ dc = −[s⊗ c, d],
[d, λ⊗ e] = λ⊗ de = −[λ⊗ e, d],
[d, s′ ⊗ c′] = s′ ⊗ dc′ = −[s′ ⊗ c′, d],
[d, u′ ⊗ b′] = u′ ⊗ db′ = −[u′ ⊗ b′, d],
[d, λ′ ⊗ e′] = λ′ ⊗ de′ = −[λ′ ⊗ e′, d],
[d1, d2] ∈ D,
All other products of the homogeneous components of the decomposition (3.1) are zero.
5. unital associative algebra a
Let L be an Aˆn-graded Lie algebra and let g be the grading subalgebra of L of type
An. In Sections 5-6, we assume that n ≥ 6 or n = 4, 5 and the conditions (1.2) hold.
Let g+ = {x ∈ sln+1 | x
t = x} and g− = {x ∈ sln+1 | x
t = −x}. Then
g⊗ A = (g+ ⊕ g−)⊗ A = g+ ⊗ A⊕ g− ⊗ A = g+ ⊗A+ ⊕ g− ⊗ A−(5.1)
where A+ andA− are two copies of the vector space A. Let a = A++A−+C+E+C ′+E ′.
We are going to define Lie and Jordan multiplication on a by extending the bilinear
products given in Table 5 in a natural way. It can be shown that all products (α1, α2)Z
with α1, α2 ∈ a are either symmetric or skew-symmetric. This is why we will write
(α1 ◦ α2)Z or [α1, α2]Z , respectively, instead of (α1, α2)Z . The aim of this section is to
show that a is an associative algebra with respect to the new multiplication given by
α1α2 :=
[α1,α2]
2
+ α1◦α2
2
.
In the paragraphs (F1)-(F4) below, we rewrite some of the products in (4.3) in terms
of symmetric and skew-symmetric elements. We denote by a+ (resp. a−) the image of
a ∈ A in the space A+ (resp. A−). Note that every x ∈ g is uniquely decomposed as
x = x+ + x− where x+ = x+x
t
2
∈ g+ and x− = x−x
t
2
∈ g−.
(F1) Let x+1 ⊗ a
−
1 , x
+
2 ⊗ a
−
2 ∈ g
+ ⊗A− and x−1 ⊗ a
+
1 , x
−
2 ⊗ a
+
2 ∈ g
− ⊗ A+. Since
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[x⊗ a1, y ⊗ a2] = (x ◦ y)⊗
[a1,a2]
2
+ [x, y]⊗ a1◦a2
2
+ (x | y) < a1, a2 > , we have
[x+1 ⊗ a
−
1 , x
+
2 ⊗ a
−
2 ] = x
+
1 ◦ x
+
2 ⊗
[a−1 , a
−
2 ]A−
2
+ [x+1 , x
+
2 ]⊗
(a−1 ◦ a
−
2 )A+
2
+ (x+1 | x
+
2 ) < a
−
1 , a
−
2 > ,
[x−1 ⊗ a
+
1 , x
−
2 ⊗ a
+
2 ] = x
−
1 ◦ x
−
2 ⊗
[a+1 , a
+
2 ]A−
2
+ [x−1 , x
−
2 ]⊗
(a+1 ◦ a
+
2 )A+
2
+ (x−1 | x
−
2 ) < a
−
1 , a
−
2 > ,
[x+1 ⊗ a
−
1 , x
−
1 ⊗ a
+
1 ] = x
+
1 ⋄ x
−
1 ⊗
[a−1 , a
+
1 ]A+
2
+ [x+1 , x
−
1 ]⊗
(a−1 ◦ a
+
1 )A−
2
.
(F2) Let s ⊗ c ∈ S ⊗ C and λ ⊗ e ∈ Λ ⊗ E. Since [x ⊗ a, s ⊗ c] = (xs + sxt) ⊗
(a,c)C
2
+ (xs − sxt) ⊗ (a,c)E
2
= −[s ⊗ c, x ⊗ a] and x+s + s(x+)t = x+s + sx+ = x+ ◦ s,
x+s−s(x+)t = x+s−sx+ = [x+, s], x−s+s(x−)t = x−s−sx− = [x−, s], x−s−s(x−)t =
x−s+ sx− = x− ◦ s, we obtain
[x+ ⊗ a−, s⊗ c] = x+ ⋄ s⊗
[a−, c]C
2
+ [x+, s]⊗
(a− ◦ c)E
2
,
[x− ⊗ a+, s⊗ c] = x− ⋄ s⊗
[a+, c]E
2
+ [x−, s]⊗
(a+ ◦ c)C
2
.
Since [x ⊗ a, λ ⊗ e] = (xλ + λxt) ⊗ (a,e)E
2
+ (xλ − λxt) ⊗ (a,e)C
2
= −[λ ⊗ e, x ⊗ a]
and x+λ + λ(x+)t = x+λ + λx+ = x+ ◦ λ, x+λ − λ(x+)t = x+λ − λx+ = [x+, λ],
x−λ+ λ(x−)t = x−λ− λx− = [x−, λ], x−λ− λ(x−)t = x−λ+ λx− = x− ◦ λ, we get
[x+ ⊗ a−, λ⊗ e] = x+ ⋄ λ⊗
[a−, e]E
2
+ [x+, λ]⊗
(a− ◦ e)C
2
,
[x− ⊗ a+, λ⊗ e] = x− ⋄ λ⊗
[a+, e]C
2
+ [x+, λ]⊗
(a+ ◦ e)E
2
.
(F3) Let s′ ⊗ c′ ∈ S ′ ⊗ C ′ and λ′ ⊗ e′ ∈ Λ′ ⊗ E ′. Since [s′ ⊗ c′, x ⊗ a] = (s′x +
xts′) ⊗
(c′,a)
C′
2
+ (s′x − xts′) ⊗
(c′,a)
E′
2
= −[x ⊗ a, s′ ⊗ c′] and s′x+ + (x+)ts′ = s′ ◦ x+,
s′x+ − (x+)ts′ = [s′, x+], s′x− + (x−)ts′ = [s′, x−], s′x− − (x−)ts′ = s′ ◦ x−, we get
[s′ ⊗ c′, x+ ⊗ a−] = s′ ⋄ x+ ⊗
[c′, a−]C′
2
+ [s′, x+]⊗
(c′ ◦ a−)E′
2
,
[s′ ⊗ c′, x− ⊗ a+] = s′ ⋄ x− ⊗
[c′, a+]E′
2
+ [s′, x−]⊗
(c′ ◦ a+)C′
2
.
Since [λ′ ⊗ e′, x⊗ a] = (λ′x+ xtλ′)⊗
(e′,a)
E′
2
+ (λ′x− xtλ′)⊗
(e′,a)
C′
2
= −[x ⊗ a, λ′ ⊗ e′]
and λ′x+ + (x+)tλ′ = λ′ ◦ x+, λ′x+ − (x+)tλ′ = [λ′, x+], λ′x− + (x−)tλ′ = [λ′, x−],
λ′x− − (x−)tλ′ = λ′ ◦ x−, we have
[λ′ ⊗ e′, x+ ⊗ a−] = λ′ ⋄ x+ ⊗
[e′, a−]E′
2
+ [λ′, x+]⊗
(e′ ◦ a−)C′
2
,
[λ′ ⊗ e′, x− ⊗ a+] = λ′ ⋄ x− ⊗
[e′, a+]C′
2
+ [λ′, x−]⊗
(e′ ◦ a+)E′
2
.
(F4) For any x⊗ a ∈ g⊗ A, x⊗ a = (x+x
t)
2
⊗ a + (x−x
t)
2
⊗ a ∈ g+ ⊗ A + g− ⊗ A. Since
[s ⊗ c, s′ ⊗ c′] = (ss′ − (s | s′)I) ⊗ (c, c′)A + (s | s
′) < c, c′ >= −[s′ ⊗ c′, s ⊗ c] and
ss′− (s | s′)I +(ss′− (s | s′)I)t = s ◦ s′, ss′− (s | s′)I − (ss′− (s | s′)I)t = [s, s′], we get
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[s⊗ c, s′ ⊗ c′] = s ◦ s′ ⊗
[c, c′]A−
2
+ [s, s′]⊗
(c ◦ c′)A+
2
+ (s | s′) < c, c′ > .
Since [λ⊗e, λ′⊗e′] = (λλ′−(λ | λ′)I)⊗(e, e′)A+(λ | λ
′) < e, e′ >= −[λ′⊗e′, λ⊗e] and
λλ′ − (λ | λ′)I + (λλ′ − (λ | λ′)I)t = λ ◦ λ′, λλ′ − (λ | λ′)I − (λλ′ − (λ | λ′)I)t = [λ, λ′],
we obtain
[λ⊗ e, λ′ ⊗ e′] = λ ◦ λ′ ⊗
[c, c′]A−
2
+ [λ, λ′]⊗
(e ◦ e′)A+
2
+ (λ | λ′) < e, e′ > .
Since [s ⊗ c, λ′ ⊗ e′] = sλ′ ⊗ (c, e′)A = −[λ
′ ⊗ e′, s ⊗ c] and sλ′ + (sλ′)t = [s, λ′],
sλ′ − (sλ′)t = s ◦ λ′, we get
[s⊗ c, λ′ ⊗ e′] = s ⋄ λ′ ⊗
[c, e′]A+
2
+ [s, λ′]⊗
(c ◦ e′)A−
2
.
Since [s′ ⊗ c′, λ ⊗ e] = s′λ ⊗ (c′, e)A = −[λ ⊗ e, s
′ ⊗ c′] and λ′s + (λ′s)t = [λ′, s],
(λ′s)− (sλ′)t = λ′ ⋄ s, we have
[s′ ⊗ c′, λ⊗ e] = s′ ⋄ λ⊗
[c′, e]A+
2
+ [s′, λ]⊗
(c′ ◦ e)A−
2
.
The mappings α⊗ β 7→ (α ◦ β)Z1 and α⊗ β 7→ [α, β]Z2 can be extended to Y ⊗X in
a consistent way by defining (β ◦ α)Z1 = (α ◦ β)Z1 and [β, α]Z2 = −[α, β]Z2. In Table 5
below, if the cell in row X and column Y contains (Z1, ◦), and (Z2, [ ]) this means that
there is a symmetric bilinear map X×Y → Z1, given by α⊗β 7→ (α ◦β)Z1 and a skew
symmetric bilinear map X × Y → Z2, given by α⊗ β 7→ [α, β]Z2 (α ∈ X, β ∈ Y ).
. A+ A− C E C ′ E ′
A+
(A+, ◦)
(A−, [ ])
(A−, ◦)
(A+, [ ])
(C, ◦)
(E, [ ])
(E, ◦)
(C, [ ])
(C ′, ◦)
(E, [ ])
(E ′, ◦)
(C ′, [ ])
A−
(A−, ◦)
(A+, [ ])
(A+, ◦)
(A−, [ ])
(E, ◦)
(C, [ ])
(C, ◦)
(E, [ ])
(E ′, ◦)
(C ′, [ ])
(C ′, ◦)
(E ′, [ ])
C
(C, ◦)
(E, [ ])
(E, ◦)
(C, [ ])
0 0
(A+, ◦)
(A−, [ ])
(A−, ◦)
(A+, [ ])
E
(E, ◦)
(C, [ ])
(C, ◦)
(E, [ ])
0 0
(A−, ◦)
(A+, [ ])
(A+, ◦)
(A−, [ ])
C ′
(C ′, ◦)
(E, [ ])
(E ′, ◦)
(C ′, [ ])
(A+, ◦)
(A−, [ ])
(A−, ◦)
(A+, [ ])
0 0
E ′
(E ′, ◦)
(C ′, [ ])
(C ′, ◦)
(E ′, [ ])
(A−, ◦)
(A+, [ ])
(A+, ◦)
(A−, [ ])
0 0
Table 5. Products of homogeneous components of a.
We are going to show that a = A+⊕A−⊕C ⊕E ⊕C ′⊕E ′ is an associative algebra
with respect to multiplication defined as follows:
α1α2 :=
[α1, α2]
2
+
α1 ◦ α2
2
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for all homogeneous α1, α2 ∈ a with the products [ ] and ◦ given by Table 5. Note that
[α1, α2] = α1α2 − α2α1 and α1 ◦ α2 = α1α2 + α2α1.
From Table 5 and the formulas in (F1)-(F4), we deduce the following.
Lemma 5.1. Let α1, α2 and α3 be homogeneous elements of a. Then
[z1 ⊗ α1, z2 ⊗ α2] = z1 ◦ z2 ⊗
[α1, α2]
2
+ [z1, z2]⊗
α1 ◦ α2
2
+ (z1 | z2) < α1, α2 >,
if α1, α2 ∈ X = A
± or α1 ∈ X and α2 ∈ X
′ with X = C,E. In all other cases we have
[z1 ⊗ α1, z2 ⊗ α2] = z1 ⋄ z2 ⊗
[α1, α2]
2
+ [z1, z2]⊗
α1 ◦ α2
2
.
Theorem 5.2. a = A+⊕A−⊕C ⊕E ⊕C ′⊕E ′ is an associative algebra with identity
element 1+.
Proof. It will be shown in Proposition 6.2 that 1+ is the identity element of a larger
algebra b containing a as a subalgebra. Therefore we only need to prove the associativ-
ity. Let α1, α2, α3∈ a. We need to show that α1(α2α3) = (α1α2)α3. By linearity, we can
assume that α1, α2 and α3 are homogeneous. Set
z1 = E12 + ε1E21, z2 = E23 + ε2E32 and z3 = E34 + ε3E43 where εi=1 or 1 .
The signs of each εi can be chosen in such away that zi⊗αi belongs to the corresponding
homogeneous component of L. Note that tr(zizj) = 0, for all i 6= j. Hence by Lemma
5.1, we have
[zi ⊗ αi, zj ⊗ αj ] = zi ⋄ zj ⊗
[αi, αj ]
2
+ [zi, zj ]⊗
αi ◦ αj
2
.
Consider the Jacoby identity for z1 ⊗ α1, z2 ⊗ α2, z3 ⊗ α3:
[z1 ⊗ α1, [z2 ⊗ α2, z3 ⊗ α3]] = [[z1 ⊗ α1, z2 ⊗ α2], z3 ⊗ α3] + [z2 ⊗ α2, [z1 ⊗ α1, z3 ⊗ α3]].
Using Lemma 5.1 yields
[z1, [z2, z3]]⊗
α1 ◦ (α2 ◦ α3)
2
+ z1 ⋄ [z2, z3]⊗
[α1, α2 ◦ α3]
4
+ [z1, (z2 ⋄ z3)]⊗
α1 ◦ [α2, α3]
4
(5.2)
+ z1 ⋄ (z2 ⋄ z3)⊗
[α1, [α2, α3]]
4
= [[z1, z2], z3]⊗
(α1 ◦ α2) ◦ α3
4
+ ([z1, z2] ⋄ z3)⊗
[α1 ◦ α2, α3]
4
+ [z1 ⋄ z2, z3]⊗
[α1, α2] ◦ α3
4
+ (z1 ◦ z2) ◦ z3 ⊗
[[α1, α2], α3]
4
+ [z2, [z1, z3]]⊗
α2 ◦ (α1 ◦ α3)
4
+ z2 ⋄ [z1, z3]⊗
[α2, α1 ◦ α3]
4
+ [z2, (z1 ⋄ z3)]⊗
α2 ◦ [α1, α3]
4
+ z2 ⋄ (z1 ⋄ z3)⊗
[α2, [α1, α3]]
4
.
Note that
z1 ⋄ (z2 ⋄ z3) = E14 + ε1ε2ε3E41,
[z1, (z2 ⋄ z3)] = E14 − ε1ε2ε3E41,
z1 ⋄ [z2, z3] = E14 − ε1ε2ε3E41,
[[z1, z2], z3] = E14 + ε1ε2ε3E41,
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(z1 ⋄ z2) ⋄ z3 = E14 + ε1ε2ε3E41,
[z1 ⋄ z2, z3] = E14 − ε1ε2ε3E41,
[z1, z2] ⋄ z3 = E14 − ε1ε2ε3E41,
[z2, [z1, z3]] = z2 ⋄ (z1 ⋄ z3) = [z2, (z1 ⋄ z3)] = z2 ⋄ [z1, z3] = 0.
Now (5.2) becomes
(E14 + ε1ε2ε3E41)⊗ α1 ◦ (α2 ◦ α3) + (E14 − ε1ε2ε3E41)⊗ [α1, α2 ◦ α3]
+ (E14 − ε1ε2ε3E41)⊗ α1 ◦ [α2, α3] + (E14 + ε1ε2ε3E41)⊗ [α1, [α2, α3]]
= (E14 + ε1ε2ε3E41)⊗ (α1 ◦ α2) ◦ α3 + (E14 − ε1ε2ε3E41)⊗ [α1 ◦ α2, α3]
+ (E14 − ε1ε2ε3E41)⊗ [α1, α2] ◦ α3 + (E14 + ε1ε2ε3E41)⊗ [[α1, α2], α3].
By collecting the coefficients of E14 we get
α1 ◦ (α2 ◦ α3) + [α1, α2 ◦ α3] + α1 ◦ [α2, α3] + [α1, [α2, α3]]
= (α1 ◦ α2) ◦ α3 + [α1 ◦ α2, α3] + [α1, α2] ◦ α3 + [[α1, α2], α3].
or equivalently α1(α2α3) = (α1α2)α3, as required.
From Theorem 5.2 and tensor product decompositions for An (n ≥ 3), we deduce the
following 
Corollary 5.3. Let L be an Aˆn-graded Lie algebra (n ≥ 3). Then A = A
− ⊕A+ is an
associative subalgebra of a.
Corollary 5.4. C ⊕E and C ′ ⊕ E ′ are A-bimodules.
It can be shown that A with the product a⊗ a′ → aa′ = a◦a
′
2
+ [a,a
′]
2
is an associative
algebra with unit 1 (see for example [3, Theorem 4.5] or [19]). Recall that A = A−⊕A+.
Let Aop = {at | a ∈ A} be the opposite algebra of A. Then Aop is an associative algebra
with multiplication atbt = (ba)t, antiisomorphic to A. Denote A˜ = A⊕Aop (direct sum
of ideals). Then A˜ is an associative algebra with involution σ(a + bt) = b + at. Note
that A˜ = (A˜)+ ⊕ (A˜)− where (A˜)+ = {a + at | a ∈ A} and (A˜)− = {a− at | a ∈ A}.
Proposition 5.5. The algebras A and A˜ are isomorphic as algebras with involution.
Proof. Define ϕ :A˜ → A by ϕ(a+ at) = a+ ∈ A+ and ϕ(a− at) = a− ∈ A−. Note that
the map is well defined (as A˜ = (A˜)+ ⊕ (A˜)−) and bijective. It is easy to show that ϕ
is an algebra homomorphism and ηϕ = ϕσ. 
Theorem 5.6. The linear transformation γ : a→ a defined by
γ(a−) = −a−, γ(a+) = a+, γ(c) = −c, γ(e) = e, γ(c′) = −c′, γ(e′) = e′,
is an antiautomorphism of order 2 of the algebra a.
Proof. We need only to check that γ(xy) = γ(y)γ(x) for all homogeneous x and y in a:
γ(a+1 a
+
2 ) = γ(
[a+1 , a
+
2 ]
2
+
a+1 ◦ a
+
2
2
) = −
[a+1 , a
+
2 ]
2
+
a+1 ◦ a
+
2
2
= a+2 a
+
1 = γ(a
+
2 )γ(a
+
1 ),
γ(a−1 a
−
2 ) = γ(
[a−1 , a
−
2 ]
2
+
a−1 ◦ a
−
2
2
) = −
[a−1 , a
−
2 ]
2
+
a−1 ◦ a
−
2
2
= a−2 a
−
1 = γ(a
−
2 )γ(a
−
1 ),
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γ(a+1 a
−
2 ) = γ(
[a+1 , a
−
2 ]
2
+
a+1 ◦ a
−
2
2
) =
[a+1 , a
−
2 ]
2
−
a+1 ◦ a
−
2
2
= (−a−2 )a
+
1 = γ(a
−
2 )γ(a
+
1 ),
γ(a−1 a
+
2 ) = γ(
[a−1 , a
+
2 ]
2
+
a−1 ◦ a
+
2
2
) =
[a−1 , a
+
2 ]
2
−
a−1 ◦ a
+
2
2
= a+2 (−a
−
1 ) = γ(a
+
2 )γ(a
−
1 ),
γ(a−c) = γ(
[a−, c]C
2
+
(a− ◦ c)E
2
) = −
[a−, c]C
2
+
(a− ◦ c)E
2
= ca− = γ(c)γ(a−),
γ(a−e) = γ(
[a−, e]E
2
+
(a− ◦ e)C
2
) =
[a−, e]E
2
−
(a− ◦ e)C
2
= e(−a−) = γ(e)γ(a−),
γ(a+c) = γ(
[a+, c]E
2
+
(a+ ◦ c)C
2
) =
[a+, c]E
2
−
(a+ ◦ c)C
2
= (−c)a+ = γ(c)γ(a+),
γ(a+e) = γ(
[a+, e]C
2
+
(a+ ◦ e)E
2
) = −
[a+, e]C
2
+
(a+ ◦ e)E
2
= ea+ = γ(e)γ(a+),
γ(c′a−) = γ(
[c′, a−]C′
2
+
(c′ ◦ a−)E′
2
) = −
[a−, c′]C′
2
+
(a− ◦ c′)E′
2
= a−c′ = γ(a−)γ(c′),
γ(e′a−) = γ(
[e′, a−]E′
2
+
(e′ ◦ a−)C′
2
) =
[e′, a−]E′
2
−
(e′ ◦ a−)C′
2
= (−a−)e′ = γ(a−)γ(e′),
γ(c′a+) = γ(
[c′, a+]E′
2
+
(c′, a+)C′
2
) =
[c′, a+]E′
2
−
(c′, a+)C′
2
= a+(−c′) = γ(a+)γ(c′),
γ(e′a+) = γ(
[e′, a+]C′
2
+
(e′ ◦ a+)E′
2
) = −
[e′, a+]C′
2
+
(e′ ◦ a+)E′
2
= a+e′ = γ(a+)γ(e′),
γ(cc′) = γ(
[c, c′]A−
2
+
(c ◦ c′)A+
2
) = −
[c, c′]A−
2
+
(c ◦ c′)A+
2
= c′c = γ(c′)γ(c),
γ(ee′) = γ(
[e, e′]A−
2
+
(e ◦ e′)A+
2
) = −
[e, e′]A−
2
+
(e ◦ e′)A+
2
= e′e = γ(e′)γ(e),
γ(ce′) = γ(
[c, e′]A+
2
+
(c ◦ e′)A−
2
) =
[c, e′]A+
2
−
(c ◦ e′)A−
2
= e′(−c) = γ(e′)γ(c),
γ(c′e) = γ(
[c′, e]A+
2
+
(c′ ◦ e)A−
2
) =
[c′, e]A+
2
−
(c′ ◦ e)A−
2
= (−c′)e = γ(c′)γ(e).

6. Coordinate algebra b
Define
b := a⊕B ⊕B′ = A+ ⊕ A− ⊕ C ⊕E ⊕ C ′ ⊕E ′ ⊕B ⊕B′.
The aim of this section is to show that b is an algebra with identity 1+ with respect
to the multiplication extending that on a given in Table 6. It can be shown that all
products (β1, β2)Z with β1, β2 ∈ B ⊕ B
′ are either symmetric or skew-symmetric. This
is why we will write (β1 ◦ β2)Z or [β1, β2]Z , respectively, instead of (β1, β2)Z . For α ∈ a
and β ∈ B ⊕ B′ we will write αβ (resp. βα) instead of (α, β)Z (resp. (β, α)Z). Let
b ∈ B and b′ ∈ B. We define bα := γ(α)b and αb′ := b′γ(α). We will show that B ⊕B′
is an a-bimodule.
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Recall that
x⊗ a =
(x+ xt)
2
⊗ a +
(x− xt)
2
⊗ a ∈ g+ ⊗ A+ g− ⊗ A.
Let u⊗ b ∈ V ⊗B and v′ ⊗ b′ ∈ V ′ ⊗B′. We need the following formula from (4.3):
[u⊗ b, v′ ⊗ b′] = (uv′t −
tr(uv′t)
n + 1
I)⊗ (b, b′)A +
tr(uv′t)
n+ 1
< b, b′ > .
By splitting (b, b′)A into symmetric and skew-symmetric parts and using the equations
(uv′t −
tr(uv′t)
n+ 1
I) + (uv′t −
tr(uv′t)
n+ 1
I)t = uv′t + v′ut −
2tr(uv′t)
n
I,
(uv′t −
tr(uv′t)
n+ 1
I)− (uv′t −
tr(uv′t)
n+ 1
I)t = uv′t − v′ut,
we get
[u⊗ b, v′ ⊗ b′] = (uv′t + v′ut −
2tr(uv′t)
n+ 1
I)⊗
[b, b′]A−
2
+
(uv′t − v′ut)⊗
(b ◦ b′)A+
2
+
tr(uv′t)
n+ 1
< b, b′ > .
Let b1, b2 ∈ B and b
′
1, b
′
2 ∈ B
′. We define
b1b2 :=
[b1, b2]C
2
+
(b1 ◦ b2)E
2
, b′1b
′
2 :=
[b′1, b
′
2]C′
2
+
(b′1 ◦ b
′
2)E′
2
,
bb′ :=
[b, b′]A−
2
+
(b ◦ b′)A+
2
, b′b := −
[b, b′]A−
2
+
(b ◦ b′)A+
2
.
Then b = a⊕B⊕B′ is an algebra with multiplication extending that on a. The following
table describes the products of homogeneous elements of b (use Table 5 for the products
on a).
. A+ + A− C + E C ′ + E ′ B B′
A+ + A− A+ + A− C + E C ′ + E ′ B B′
C + E C + E 0 A+ + A− 0 B
C ′ + E ′ C ′ + E ′ A+ + A− 0 B 0
B B 0 B′
(E, ◦)
(C, [ ])
(A+, ◦)
(A−, [ ])
B′ B′ B 0
(A+, ◦)
(A−, [ ])
(E ′, ◦)
(C ′, [ ])
Table 6. Products in b.
Theorem 6.1. The linear transformation η : b → b defined by η(α) = γ(α), η(b) = b
and η(b′) = b′ for all α ∈ a, b ∈ B and b′ ∈ B′ is an antiautomorphism of order 2 of
the algebra b.
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Proof. In Theorem 5.6, we showed that η(xy) = η(y)η(x) for all x and y in a. Let
b, b1, b2 ∈ B, b
′, b′1, b
′
2 ∈ B
′ and α ∈ a. We have
η(b1b2) = η(
[b1, b2]C
2
+
(b1 ◦ b2)E
2
) = −
[b1, b2]C
2
+
(b1 ◦ b2)E
2
= b2b1 = η(b2)η(b1),
η(b′1b
′
2) = η(
[b′1, b
′
2]C′
2
+
(b′1 ◦ b
′
2)E′
2
) = −
[b′1, b
′
2]C′
2
+
(b′1 ◦ b
′
2)E′
2
= b′2b
′
1 = η(b
′
2)η(b
′
1),
η(bb′) = η(
[b, b′]A−
2
+
(b ◦ b′)A+
2
) = −
[b, b′]A−
2
+
(b ◦ b′)A+
2
= b′b = η(b′)η(b),
η(αb) = αb = bη(α) = η(b)η(α),
η(b′α) = b′α = η(α)b′ = η(α)η(b′).
Using these properties and Theorem 5.6 we deduce that η is an antiautomorphism of
order 2 of the algebra b. 
Proposition 6.2. 1+ is the identity element of b.
Proof. Let a± ∈ A±, b ∈ B, b′ ∈ B′, c ∈ C, c′ ∈ C ′, e ∈ E and e′ ∈ E ′. Recall that we
identify g with g⊗ 1 where 1 is a distinguished element of A and 1+ is the image of 1
in A+. Using (4.3) and (4.1) we get
[x−1 , x
−
2 ]⊗
(1+ ◦ a+)A+
2
+ [x−1 , x
−
2 ]⊗
[1+, a+]A−
2
+ (x−1 | x
−
2 ) < 1
+, a+ >= [x−1 , x
−
2 ]⊗ a
+,
[x−1 , x
+
1 ]⊗
(1+ ◦ a−)A−
2
+ x−1 ◦ x
+
1 ⊗
[1+, a−]A−
2
= [x−1 , x
+
1 ]⊗ a
−,
[x−, s]⊗
(1+ ◦ c)C
2
+ x− ◦ s⊗
[1+, c]E
2
= [x−, s]⊗ c,
[x+, λ]⊗
(1+ ◦ e)E
2
+ x+ ◦ λ⊗
[1+, e]C
2
= [x+, λ]⊗ e,
[x−, s′]⊗
(1+ ◦ c′)C′
2
+ x− ◦ s′ ⊗
[1+, c′]E′
2
= [x−, s′]⊗ c′,
[x+, λ′]⊗
(1+ ◦ e′)E′
2
+ x+ ◦ λ′ ⊗
[1+ ◦ e′]C′
2
= [x+, λ′]⊗ e′,
and xu ⊗ 1+.b = xu ⊗ b, xtu′ ⊗ 1+.b′ = xtu′ ⊗ b′. This implies that
(1+◦a+)
A+
2
= a+,
[1+,a+]
A−
2
= 0,
(1+◦a−)
A−
2
= a−,
[1+,a−]
A−
2
= 0, (1
+◦c)C
2
= c, [1
+,c]E
2
= 0, (1
+◦e)E
2
= e,
[1+,e]C
2
= 0,
(1+◦c′)
C′
2
= c′,
[1+,c′]
E′
2
= 0,
(1+◦e′)
E′
2
= e′,
[1+◦e′]
C′
2
= 0, 1+.b = b and
1+.b′ = b′. Combining these properties and the fact that ◦ is symmetric, [ , ] is skew
symmetric and η(1+) = 1+, we see that 1+ is the identity element of b. 
Using (4.3) and Table 6, we deduce the following.
Lemma 6.3. Let b ∈ B, b′ ∈ B′ and α ∈ a. Then
[z ⊗ α, u⊗ b] = zu ⊗ αb = −[u⊗ b, z ⊗ α],
[u′ ⊗ b′, z ⊗ α] = ztu′ ⊗ b′α = −[z ⊗ α, u′ ⊗ b′].
Proposition 6.4. B ⊕ B′ is an a-bimodule.
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Proof. Let b ∈ B, b′ ∈ B′ and let α1, α2 be homogeneous elements in a. Set z1 = E12 +
ε1E21, z2 = E23 + ε2E32 and u = u
′ = e3 where εi = ±1. Then [z1, z2] = E13 − ε1ε2E31,
z1 ◦ z2 = E13 + ε1ε2E31, z1z2 = E13 and (z1|z2) = 0.
First we are going to show that (α1α2)b = α1(α2b). Consider the Jacoby identity for
z1 ⊗ α1, z2 ⊗ α2, u⊗ b:
[z1 ⊗ α1, [z2 ⊗ α2, u⊗ b]] = [[z1 ⊗ α1, z2 ⊗ α2], u⊗ b] + [z2 ⊗ α2, [z1 ⊗ α1, u⊗ b]].
Using Lemmas 6.3 and 5.1 we get
z1(z2u)⊗ α1(α2b)− (z1 ◦ z2)u⊗
[α1, α2]
2
b− [z1, z2]u⊗
α1 ◦ α2
2
b = 0.(6.1)
Substituting matrix units, we get that
e1 ⊗ (α1(α2b)−
[α1, α2]
2
b−
α1 ◦ α2
2
b) = 0,
so α1(α2b) =
[α1,α2]
2
b+ α1◦α2
2
b = (α1α2)b, as required.
Now we are going to show that (b′α2)α1 = b
′(α2α1). Consider the Jacoby identity for
z1 ⊗ α1, z2 ⊗ α2, u
′ ⊗ b′:
[z1 ⊗ α1, [z2 ⊗ α2, u
′ ⊗ b′]] = [[z1 ⊗ α1, z2 ⊗ α2], u
′ ⊗ b′] + [z2 ⊗ α2, [z1 ⊗ α1, u
′ ⊗ b′]].
Using Lemmas 5.1 and 6.3 we get
(z2z1)
tu′ ⊗ (b′α2)α1 = −(z1 ◦ z2)
tu′ ⊗ b′
[α1, α2]
2
− [z1, z2]
tu′ ⊗ b′
α1 ◦ α2
2
.
Substituting matrix units, we get that
ε1ε2e1 ⊗ (b
′α2)α1 = −ε1ε2e1 ⊗ b
′ [α1, α2]
2
+ b′
α1 ◦ α2
2
,
so (b′α2)α1 = b
′(α2α1), as required. It remains to show b(α1α2) = (bα1)α2 and
(α1α2)b
′ = α1(α2b
′). We have
b(α1α2) = η(η(α1α2)η(b)) = η((η(α2)η(α1))η(b))
= η(η(α2)(η(α1)η(b))) = η(η(α2)η((bα1))) = (bα1)α2.
Similarly, we get (α1α2)b
′ = α1(α2b
′), as required. 
Note that both B and B′are invariant under multiplication by A, see Table 6, so we
get the following.
Corollary 6.5. B and B′ are A-bimodules.
Proposition 6.6. Let χ(β1, β2) := β1β2 for all β1, β2 ∈ B⊕B
′. Then χ is a hermitian
form on the a-bimodule B ⊕ B′ with values in a. More exactly, for all α ∈ a and
β1, β2 ∈ B ⊕ B
′ we have
(i) χ(αβ1, β2) = αχ(β1, β2),
(ii) η(χ(β1, β2)) = χ(β2, β1),
(iii) χ(β1, αβ2) = χ(β1, β2)η(α).
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Proof. (i) We need to show that (αβ1)β2 = α(β1β2) for all homogeneous β1, β2 in B⊕B
′
and α ∈ a. Set z = E12 + εE21, u1 = u
′
1 = e1 and u2 = u
′
2 = e3 where ε = ±1. Let
b1, b2 ∈ B and b
′
1, b
′
2 ∈ B
′. First we are going to show that α(b1b2) = (αb1)b2. Consider
the Jacoby identity for z ⊗ α, u1 ⊗ b1, u2 ⊗ b2:
[z ⊗ α, [u1 ⊗ b1, u2 ⊗ b2]] = [[z ⊗ α, u1 ⊗ b1], u2 ⊗ b2] + [u1 ⊗ b1, [z ⊗ α, u2 ⊗ b2]].
Using (4.3) and Lemma 6.3 we get
[z ⊗ α, (E13 + E31)⊗ [b1, b2]C ] + [z ⊗ α, (E13 − E31)⊗ (b1 ◦ b2)E ] = [εe2 ⊗ αb1, u2 ⊗ b2].
(6.2)
By using Lemma 5.1, we get
(εE23 + εE32)⊗ [α, [b1, b2]C ] + (εE23 − εE32)⊗ α ◦ [b1, b2]C
+(εE23 + εE32)⊗ [α, (b1 ◦ b2)E ] + (εE23 − εE32)⊗ α ◦ (b1 ◦ b2)E
= (εE23 + εE32)⊗ [αb1, b2] + (εE23 − εE32)⊗ αb1 ◦ b2
By collecting the coefficients of E23, we get:
[α, [b1, b2]C ] + α ◦ [b1, b2]C + [α, (b1 ◦ b2)E ] + α ◦ (b1 ◦ b2)E = [αb1, b2] + αb1 ◦ b2,
or equivalently α(b1b2) = (αb1)b2, as required.
Similarly, one can show that α(b1b
′
2) = (αb1)b
′
2 (by using the Jacoby identity for
z ⊗ α, u1 ⊗ b1, u
′
2 ⊗ b
′
2).
By using the Jacoby identity for z ⊗ α, u′1 ⊗ b
′
1, u
′
2 ⊗ b
′
2 and similar calculations we
get b′2(b
′
1α) = (b
′
2b
′
1)α. By applying the involution η to both sides and using the fact
that η is identity on both B and B′, we get (η(α)b′1)b
′
2 = η(α)(b
′
1b
′
2), or equivalently
(αb′1)b
′
2 = α(b
′
1b
′
2), as required.
By using the Jacoby identity for for z ⊗ α, u1 ⊗ b1, u
′
2 ⊗ b
′
2 we get (b2b
′
1)α = b2(b
′
1α).
By applying η we get η(α)(b′1b2) = (η(α)b
′
1)b2, or equivalently α(b
′
1b2) = (αb
′
1)b2, as
required.
(ii) We only need to check this for homogeneous elements. We have
η(χ(b1, b2)) = η(
[b1, b2]C
2
+
(b1 ◦ b2)E
2
) = −
[b1, b2]C
2
+
(b1 ◦ b2)E
2
= χ(b2, b1),
η(χ(b′1, b
′
2)) = η(
[b′1, b
′
2]C′
2
+
(b′1 ◦ b
′
2)E′
2
) = −
[b′1, b
′
2]C′
2
+
(b′1 ◦ b
′
2)E′
2
= χ(b′2, b
′
1),
η(χ(b1, b
′
1)) = η(
[b1, b
′
1]A−
2
+
(b1 ◦ b
′
1)A+
2
) = −
[b1, b
′
1]A−
2
+
(b1 ◦ b
′
1)A+
2
= χ(b′1, b1),
η(χ(b′1, b1)) = η(
[b′1, b1]A−
2
+
(b′1 ◦ b1)A+
2
) = −
[b′1, b1]A−
2
+
(b′1 ◦ b1)A+
2
= χ(b1, b
′
1),
as required.
(iii) Using (i) and (ii), we get
χ(β1, αβ2) = η(χ(αβ2, β1)) = η(αχ(β2, β1)) = η(χ(β2, β1))η(α) = χ(β1, β2)η(α).

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The mapping <,>: X ⊗X ′ → D with X = B,C,E can be extended to X ′ ⊗X in a
consistent way by defining< x′, x >:= − < x, x′ >. LetX, Y ∈ {A+, A−, B, B′, C, C ′, E, E ′}.
Recall also the maps <,>: A± ⊗A± → D described previously (see Paragraph (F1) in
Section 5). For the convenience, we extend the mappings to the whole space by defining
the remaining < X, Y > to be zero. Hence
< b, b >=< A+, A+ > + < A−, A− > + < B,B′ > + < C,C ′ > + < E,E ′ > .
It follows from condition (Γ3) in Definition 2.1 that
(6.3) D =< b, b > .
Proposition 6.7. Let α1, α2 and α3 be homogeneous elements in b with < α1, α2 > 6= 0.
If α1, α2, α3 ∈ B ⊕B
′ then
< α1, α2 > α3 = [α1, α2]A−α3 + (n+ 1)((α3α2)α1 − (α3α1)α2).
Otherwise, < α1, α2 > α3 = [[α1, α2]A− , α3].
Proof. Since < α1, α2 > 6= 0, we need to consider only the following cases:
Case 1 : α1, α2, α3 ∈ a. Consider the Jacoby identity for z1 ⊗ α1, z2 ⊗ α2, z3 ⊗ α3:
[z1 ⊗ α1, [z2 ⊗ α2, z3 ⊗ α3]] = [[z1 ⊗ α1, z2 ⊗ α2], z3 ⊗ α3] + [z2 ⊗ α2, [z1 ⊗ α1, z3 ⊗ α3]].
Let z1 = z2 = E12 + ε1E21 and z3 = E23 + ε2E32 where εi = ±1. Using Lemma 5.1 we
get
[z1, [z2, z3]]⊗
α1 ◦ (α2 ◦ α3)
4
+ z1 ◦ [z2, z3]⊗
[α1, α2 ◦ α3]
4
+[z1, (z2 ◦ z3)]⊗
α1 ◦ [α2, α3]
4
+ z1 ◦ (z2 ◦ z3)⊗
[α1, [α2, α3]]
4
= [[z1, z2], z3]⊗
(α1 ◦ α2)A+ ◦ α3
4
+ [z1, z2] ◦ z3 ⊗
[(α1 ◦ α2)A+ , α3]
4
(z1 | z2)z3⊗ < α1, α2 > α3 + [z1 ◦ z2, z3]⊗
[α1, α2]A− ◦ α3
4
+ (z1 ◦ z2) ◦ z3 ⊗
[[α1, α2]A−, α3]
4
+[z2, [z1, z3]]⊗
α2 ◦ (α1 ◦ α3)
4
+ z2 ◦ [z1, z3]⊗
[α2, α1 ◦ α3]
4
+[z2, (z1 ◦ z3)]⊗
α2 ◦ [α1, α3]
4
+ z2 ◦ (z1 ◦ z3)⊗
[α2, [α1, α3]]
4
.
By substituting the values of zi we get
(ε1E23 + ε1ε2E32)⊗
α1 ◦ (α2 ◦ α3)
4
+ (ε1E23 − ε1ε2E32)⊗
[α1, α2 ◦ α3]
4
+(ε1E23 − ε1ε2E32)⊗
α1 ◦ [α2, α3]
4
+ (ε1E23 + ε1ε2E32)⊗
[α1, [α2, α3]]
4
= 2(ε1E23 + ε1ε2E32)⊗
[α1, α2]A− ◦ α3
4
+ 2
(n− 3)
n+ 1
(ε1E23 + ε1ε2E32)⊗
[[α1, α2]A−, α3]
4
+
2ε1
n+ 1
(E23 + ε2E32)⊗ < α1, α2 > α3 + (ε1E23 + ε1ε2E32)⊗
α2 ◦ (α1 ◦ α3)
4
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+(ε1E23 − ε1ε2E32)⊗
[α2, α1 ◦ α3]
4
+ (ε1E23 − ε1ε2E32)⊗
α2 ◦ [α1, α3]
4
+(ε1E23 + ε1ε2E32)⊗
[α2, [α1, α3]]
4
.
By collecting the coefficients of E23 we get
α1 ◦ (α2 ◦ α3)
4
+
[α1, α2 ◦ α3]
4
+
α1 ◦ [α2, α3]
4
+
[α1, [α2, α3]]
4
=
[α1, α2]A− ◦ α3
2
+
(n− 3)
n + 1
[[α1, α2]A−, α3]
2
+
2
n+ 1
< α1, α2 > α3
+
α2 ◦ (α1 ◦ α3)
4
+
[α2, α1 ◦ α3]
4
+
α2 ◦ [α1, α3]
4
+
[α2, [α1, α3]]
4
.
Since a is an associative algebra (see Theorem 5.2) we obtain < α1, α2 > α3 =
[[α1, α2]A−, α3], as required.
Case 2 : α1, α2 ∈ a and α3 ∈ B ⊕ B
′. First assume that α3 ∈ B and consider the
Jacoby identity for z1 ⊗ α1, z2 ⊗ α2, u⊗ α3:
[z1 ⊗ α1, [z2 ⊗ α2, u⊗ α3]] = [[z1 ⊗ α1, z2 ⊗ α2], u⊗ α3] + [z2 ⊗ α2, [z1 ⊗ α1, u⊗ α3]].
Using Lemmas 6.3 and 5.1 we get
z1(z2u)⊗ α1(α2α3)− (z1 ◦ z2)u⊗
[α1, α2]A−
2
α3 −
1
2
[z1, z2]u⊗ (α1 ◦ α2)A+α3
−u⊗
tr(z1z2)
n + 1
< α1, α2 > α3 − z2(z1u)⊗ α2(α1α3) = 0.
Set z1 = z2 = E12 + ε1E21 and u = e1 with ε1 = ±1. We get
ε1e1 ⊗ (α1(α2α3) + (−2 +
4
n
)
[α1, α2]A−
2
α3 −
2
n
< α1, α2 > α3 − α2(α1α3)) = 0,
so α1(α2α3) − ((2 + −
4
n+1
))
[α1,α2]A−
2
α3 +
2ε1
n+1
< α1, α2 > α3 − α2(α1α3) = 0. Since
[α1, α2]A−α3 = α1(α2α3)− α2(α1α3), we get < α1, α2 > α3 = [α1, α2]A−α3, as required.
Case 3 : α1, α2 ∈ a and α3 ∈ B
′. This is similar to Case 2.
Case 4 : α1 ∈ B, α2 ∈ B
′ and α3 ∈ a. Consider the Jacoby identity for u⊗α1, u
′⊗α2,
z ⊗ α3:
[u⊗ α1, [u
′ ⊗ α2, z ⊗ α3]] = [[u⊗ α1, u
′ ⊗ α2], z ⊗ α3] + [u
′ ⊗ α2, [u⊗ α1, z ⊗ α3]].
Set u1 = e1, u
′
2 = e1 and z = (E12 + εE21) with ε = ±1. Using Lemmas 6.3 and 5.1 we
get
−ε((E21 + E12)⊗
[α1, α3α2]
2
+ (−E21 + E12)⊗
α1 ◦ (α3α2)
2
= ((E12 + εE21)−
2
n+ 1
(E12 + εE21))⊗
[[α1, α2]A− , α3]
2
+((E12 − εE21)⊗
[α1, α2]A− ◦ α3
2
+ (E12 + εE21)⊗
1
n+ 1
< α1, α2 > α3
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+ε((E21 + E12)⊗
[α3α1, α2]
2
+ (E21 − E12)⊗
(α3α1) ◦ α2
2
).
By collecting the coefficients of E12 we get
−
[α1, α3α2]
2
+
α1 ◦ (α3α2)
2
= −
[[α1, α2]A− , α3]
2
+
[α1, α2]A− ◦ α3
2
−
[[α1, α2]A−, α3]
n + 1
+
1
n+ 1
< α1, α2 > α3 +
[α3α1, α2]
2
+
(α3α1) ◦ α2
2
,
or equivalently,
< α1, α2 > α3 = [[α1, α2]A−, α3] + (n+ 1)(α3[α1, α2]A− + (α3α1)α2 − (α3α2)α1).
Since α3[α1, α2]A− = α3(α1α2) − α3(α2α1) and α3(α1α2) = (α3α1)α2, α3(α2α1) =
α3(α2)α1, we obtain < α1, α2 > α3 = [[α1, α2]A−, α3], as required.
Case 5 : α1 ∈ B, α2 ∈ B
′ and α3 ∈ B. Consider the Jacoby identity for v ⊗ α3,
u′ ⊗ α2, u⊗ α1:
[v ⊗ α1, [u
′ ⊗ α2, u⊗ α3]] = [[v ⊗ α3, u
′ ⊗ α2], u⊗ α1] + [u
′ ⊗ α2, [v ⊗ α3, u⊗ α1]].
Taking v = e2, u
′ = e1 and u = e1. Using Lemma 5.1 we get
[e2 ⊗ α3,−(2E11 −
2
n+ 1
I)⊗
[α1, α2]A−
2
−
1
n + 1
I < α1, α2 >]
= [(E21 + E12)⊗
[α3, α2]A−
2
+ (E21 − E12)⊗
(α3 ◦ α2)A+
2
, e1 ⊗ α1]
+[e1 ⊗ α2, [(E21 + E12)⊗
[α3, α1]C
2
+ (E21 − E12)⊗
(α3 ◦ α1)E
2
].
Using (4.3) and Lemma 6.3 we get
e2 ⊗ (−
[α1, α2]A−α3
n+ 1
+
1
n + 1
< α1, α2 > α3) =
e2 ⊗ (
[α3, α2]A−
2
α1 +
(α3 ◦ α2)A+
2
α1 −
[α3, α1]C
2
α2 −
(α3 ◦ α1)E
2
α2),
so,
−
[α1, α2]A−α3
n+ 1
+
1
n + 1
< α1, α2 > α3 =
[α3, α2]A−
2
α1 +
(α3 ◦ α2)A+
2
α1 −
[α3, α1]C
2
α2 −
(α3 ◦ α1)E
2
α2.
We conclude that
< α1, α2 > α3 = [α1, α2]A−α3 + (n+ 1)((α3α2)α1 − (α3α1)α2).
Case 6 : α1 ∈ B, α2 ∈ B
′ and α3 ∈ B
′. This is proved similarly to Case 5 by setting
v′ = e2, u
′ = e1 and u = e1 and considering the Jacoby identity for v
′ ⊗ α3, u
′ ⊗ α2,
u⊗ α1. 
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Proposition 6.8. (1) [d,< α, β >] =< dα, β > + < α, dβ > for all α, β ∈ b and
d ∈ D.
(2) < A+, A+ >, < A−, A− >, < B,B′ >, < C,C ′ > and < E,E ′ > are ideals in D
and D acts by derivations on b.
Proof. Let α = a+1 +a
−
1 +b1+b
′
1+c1+c
′
1+e1+e
′
1 and β = a
+
2 +a
−
2 +b2+b
′
2+c2+c
′
2+e2+e
′
2 be
the decompositions of α and β into homogeneous parts. By considering Jacobi identities
for the following 5 triples,
(i) x+ ⊗ a−1 , y
+ ⊗ a−2 , d;
(ii) x− ⊗ a+1 , y
− ⊗ a+2 , d;
(iii) u⊗ b, v′ ⊗ b′, d;
(iv) s⊗ c, s′ ⊗ c′, d;
(v) λ⊗ e, λ′ ⊗ e′, d;
we get the following equations
[< a−1 , a
−
2 >, d] = < da
−
1 , a
−
2 > + < a
−
1 , da
−
2 >,(6.4)
[< a+1 , a
+
2 >, d] = < da
+
1 , a
+
2 > + < a
+
1 , da
+
2 >,
[< bi, b
′
j >, d] = < dbi, b
′
j > + < bi, db
′
j >,
[< ci, c
′
j >, d] = < dci, c
′
j > + < ci, dc
′
j >,
[< ei, e
′
j >, d] = < dei, e
′
j > + < ei, de
′
j > .
and
d(a−1 a
−
2 ) = (da
−
1 )a
−
2 + a
−
1 (da
−
2 ),(6.5)
d(a+1 a
+
2 ) = (da
+
1 )a
+
2 + a
+
1 (da
+
2 ),
d(bib
′
j) = (dbi)b
′
j + b(db
′
j),
d(cic
′
j) = (dci)c
′
j + ci(dc
′
j),
d(eie
′
j) = (dei)e
′
j + ei(de
′
j),
where i, j = 1, 2. By combining the equations (6.4) we get
[d,< α, β >] =< dα, β > + < α, dβ >,
for all d ∈ D and α, β ∈ b. This implies that the subspaces < A+, A+ >, < A−, A− >,
< B,B′ >, < C,C ′ > and < E,E ′ > are ideals in D. The equations (6.5) show that D
acts by derivations on b, as required. 
The above results can be summarized as follows.
Theorem 6.9 (The structure theorem for Aˆn-graded Lie algebras). Let L be an Aˆn-
graded Lie algebra and let g be the grading subalgebra of L of type An. Suppose that
n ≥ 6 or n = 4, 5 and the conditions (1.2) hold. Then
L = g⊗A⊕ V ⊗B ⊕ V ′ ⊗ B′ ⊕ S ⊗ C ⊕ S ′ ⊗ C ′ ⊕ Λ⊗ E ⊕ Λ′ ⊗E ′ ⊕D
with multiplication given by (4.3) where A,B,B′, C, C ′, E, E ′ are vector spaces and D
is the sum of the trivial g-modules. Define by g+ := {x ∈ g | xt = x} and g− := {x ∈ g |
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xt = −x} the subspaces of symmetric and skew-symmetric matrices in g, respectively.
Then the component g⊗ A can be decomposed further as
g⊗ A = (g+ ⊕ g−)⊗ A = g+ ⊗A+ ⊕ g− ⊗ A−
where A+ and A− are two copies of the vector space A. Denote
a := A+ ⊕ A− ⊕ C ⊕E ⊕ C ′ ⊕ E ′ and b := a⊕ B ⊕ B′.
Then the product in L induces an algebra structure on both a and b satisfying the
following properties.
(i) a is a unital associative subalgebra of b with involution whose symmetric and
skew-symmetric elements are A+⊕E⊕E ′ and A−⊕C⊕C ′, respectively, see Theorems
5.2 and 5.6.
(ii) b is a unital algebra with an involution η whose symmetric and skew-symmetric
elements are A+ ⊕ E ⊕ E ′ ⊕ B ⊕ B′ and A− ⊕ C ⊕ C ′, respectively, see Theorem 6.1
and Proposition 6.2.
(iii) B ⊕ B′ is an associative a-bimodule with a hermitian form χ with values in a.
More exactly, for all β1, β2 ∈ B⊕B
′ and α ∈ a we have χ(β1, β2) = β1β2, χ(αβ1, β2) =
αχ(β1, β2), η(χ(β1, β2)) = χ(β2, β1) and χ(β1, αβ2) = χ(β1, β2)η(α), see Propositions
6.4 and 6.6.
(iv) A := A−⊕A+ is a unital associative subalgebra of a and C ⊕E, C ′⊕E ′, B and
B′ are A-bimodules, see Corollaries 5.3, 5.4 and 6.5.
(v) D acts by derivations on b, see Propositions 6.7 and 6.8.
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