In this article, we consider the space-time fractional (nonlocal) equation characterizing the so-called "double-scale" anomalous diffusion ∂ β t u(t, x) = −(−∆) α/2 u(t, x) − (−∆) γ/2 u(t, x) t > 0, −1 < x < 1, * The research of S.U. has been partially supported by BAGEP 2015 award.
where ∂ β t is the Caputo fractional derivative of order β ∈ (0, 1) and 0 < α ≤ γ < 2. We consider a nonlocal inverse problem and show that the fractional exponents β, α and γ are determined uniquely by the data u(t, 0) = g(t), 0 < t ≤ T. The existence of the solution for the inverse problem is proved using the quasi-solution method which is based on minimizing an error functional between the output data and the additional data. In this context, an input-output mapping is defined and its continuity is established. The uniqueness of the solution for the inverse problem is proved by means of eigenfunction expansion of the solution of the forward problem and some basic properties of fractional Laplacian. A numerical method based on discretization of the minimization problem, namely the steepest descent method and a least squares approach, is proposed for the solution of the inverse problem. The numerical method determines the fractional exponents simultaneously. Finally, numerical examples with noise-free and noisy data illustrate applicability and high accuracy of the proposed method.
Introduction
In this article, we study an inverse problem associated with the following space-time fractional diffusion equation
Here T > 0 is the final time and f is a "nice" function in L 2 (D), called the initial function, where D ⊂ R is the open unit ball. Here the fractional exponents of the Laplacian satisfy 0 < α ≤ γ < 2. β ∈ (0, 1) and ∂ β t is the Caputo fractional time-derivative. It is defined as
where Γ(.) is the Euler's gamma function. For example, ∂ β t (t p ) = t β−p Γ(p + 1) Γ(p + 1 − β) for any p > 0.
This definition of the Caputo fractional derivative is intended to properly handle initial values [2, 5, 7] , since its Laplace transform s βq (s, ·) − s β−1 q(0, ·) incorporates the initial value in the same way the first derivative does. Here,q(s, ·) = ∞ 0 e −ts q(t, ·)dt represents the usual Laplace transform of the function q. It is also well known that, if q ∈ C 1 (0, ∞) satisfies q ′ (t) ≤ Ct ν−1 for some ν > 0, then by (1.2), the Caputo derivative of q exists for all t > 0 and the derivative is continuous in t > 0 [11, 19] .
The following class of functions will play an important role in this article.
Definition 1.1. The Generalized (two-parameter) Mittag-Leffler function is defined by:
, z ∈ C, Re(α) > 0, Re(β) > 0,
where Re(·) is the real part of a complex number. When α = 1, this function reduces to E β (·) := E β,1 (·).
It is well-known that the Caputo derivative has a continuous spectrum [5, 19] , with eigenfunctions given in terms of the Mittag-Leffler function. In fact, it is not hard to check that the function q(t) = E β (−λt β ) is a solution of the eigenvalue equation For 0 < ν < 2, (−∆) ν/2 denotes the fractional Laplacian. Here, we define it using the spectral decomposition of the Laplacian. Let μ k , ψ k be the eigenpair corresponding to the Helmholtz's equation (1.4) −∆ψ k =μ k ψ k in D ψ k = 0 on ∂D.
A simple calculation shows thatμ k = kπ 2 2 and ψ k = sin kπ 2 (x + 1) for all k ≥ 1. For
Note that for all k ≥ 1, the eigenpair (µ k , ψ k ) is such that 0 < µ 1 ≤ µ 2 ≤ · · · is a sequence of positive numbers and ψ k k≥1 is an orthonormal basis of
It is a Hilbert space endowed with the inner product, ·, · represents the usual inner product on L 2 (D),
For example,Ḣ 0,0 = L 2 (D),Ḣ 1,1 = H 1 0 (D) andḢ 2,2 = H 2 (D) ∩ H 1 0 (D) with equivalent norms andḢ −α,−γ can be identified with the dual space Ḣ α,γ * for α, γ > 0. Let f, φ * denote the value of f operating on the bounded linear functional φ ∈Ḣ α,γ . It turns out thaṫ
. Moreover,
The main purpose of this article is to determine simultaneously the fractional exponents β, α and γ in (1.1) by means of the observation data u(t, 0) = g(t), 0 < t ≤ T. By this result, one can expect that by means of experiments the important parameters β, α and γ characterizing the "double-scale" anomalous diffusion (1.1) can be identified simultaneously.
In fact, it is well-known that the traditional diffusion equation ∂ t u = ∆u describes a cloud of spreading particles at the macroscopic level and the space-time fractional diffusion equation ∂ β t u = −(−∆) α/2 u with 0 < β < 1 and 0 < α < 2 models anomalous diffusions [5, 18, 8] . Here, the classical Laplacian (−∆) is the generator of a Brownian motion and the fractional Laplacian (−∆) α/2 is the infinitesimal generator of a symmetric α− stable process X = X t , t ≥ 0, P x , x ∈ R d , a typical example of a non-local operator. This process is a Lévy process satisfying E e iξ(Xt−X 0 ) = e −t|ξ| α for every x, ξ ∈ R d . Now, suppose X is a Brownian motion and let X D denote the "killed" process, i.e (1.6)
Here,
is the first existing time and ∂ is a cemetery point added to D. Throughout this paper, we use the convention that any real-valued function f can be extended by taking f (∂) = 0. Then
the inverse stable subordinator with Laplace exponent φ(s) = s α/2 + s γ/2 . The Lévy process X D (E t ) runs on two different scales: on the small spatial scale, the γ component dominates, while on the large spatial scale the α component takes over [4] .
There have been recently many works in inverse problems with fractional derivatives. However, most of the problems considered involve only a fractional time derivative and the determination of that fractional exponent under some additional condition(s) is the inverse problem. In fact, these problems are physically and practically very important [3, 10, 15, 17, 20, 21, 25, 26, 27] . The current study extends the work of [23, 24] in which fractional exponents were considered both in the time and space variable. It is good to note that this is a very recent approach in the inverse problems community, see [13] and some of the references cited therein. This study can be regarded as a continuation of [8] using a spectral eigenfunction expansion of the weak solution to the initial/boundary value problem (1.1).
The rest of this article is organized as follows: in the next section we provide a quick analysis of the direct problem and introduce the inverse problem. Section 3 is devoted to both the statement and the proof of our main results. Section 4 provides some details on the algorithm used to obtain the solution to our problem and Section 5 concludes this article with some numerical examples to illustrate the applicability and the high accuracy of the method used. Throughout this article, the letter c, in upper or lower case, with or without a subscript, denotes a constant whose value is not of interest in this article and may stay the same or change from line to line.
The direct and inverse problem
In this section, we provide a quick analysis of the direct problem and introduce the inverse problem. We begin with a definition: Definition 2.1. We call u a weak solution to (1.1) if the following conditions are satisfied:
It is well-know that the direct problem (1.1) has a unique weak solution given by the eigenfunction expansion [21, 5, 16, 8] 
We will show later in this article that the series in (2.2) exists, is unique and is uniformly convergent in C (0, T ];Ḣ α,γ .
Set u(t) := u(t, ·). In the existence and uniqueness theorem, we will need the solution of our problem in the following form:
To this aim, we define
Then a solution of (2.3) is given by
The following lemmas indicate important properties of Mittag-Leffler functions. They will be used frequently in the sequel.
Lemma 2.2. If 0 < β < 2, µ is such that πβ/2 < µ < min(π, πβ) and µ ≤ | arg(z)| ≤ π, then the following expansion holds
Lemma 2.3. For each 0 < β < 2, ν a complex number such that Re(ν) > 0, πβ/2 < µ < min(π, πβ) and µ ≤ | arg(z)| ≤ π, there exists a constant C 0 > 0 such that
is completely monotone on (0, ∞) and all the derivatives of E β (−z) are bounded on (0, ∞).
The following theorem gives the regularity of the solution of the direct problem.
. Then there exists a unique weak solution u of (1.1)
Proof. The series in (2.2) is certainly a weak solution to (1.1). The existence of this series is proved in [8, (2. 3)].
For the uniqueness of a weak solution to (1.1), it is enough to show that a function u in Definition 2.1 solving (1.1) with f = 0 must be u ≡ 0 . We follow a similar argument from [21] to this aim. Since ψ n are the eigenfunctions of the following eigenvalue problem:
in terms of the regularity of u, taking the duality pairing ., . * of the first equation in (1.1) with ψ n and setting u n (t) := u(t, ·), ψ n * , we obtain
Since u(t, ·) ∈ L 2 (D) for almost every t ∈ (0, T ] and u n (t) = u(t, ·), ψ n * = u(t, ·), ψ n . It follows from lim t↓0 u(t, ·) Ḣ−α,−γ = 0 that u n (0) = 0. Thus, due to the existence and uniqueness of the solution to the ordinary fractional differential equation (2.10), see for example [19, Chap 3] , it must be the case that u n (t) ≡ 0 for n = 1, 2, · · · . Finally, since {ψ n } n∈N is a complete orthonormal system of L 2 (D), we have u ≡ 0 in (0, T ] × D.
We now provide a proof for the estimate (2.8). Note that (2.11)
Moreover, by Lemma 2.3,
In particular, (2.12) implies that
Next, since the series in (2.2) converges uniformly in t ∈ [0, T ], we see that u ∈ C (0, T ]; L 2 (D) .
Next we define the inverse problem. As it is known, a direct problem aims to find a solution that satisfies a given differential equation (ordinary, partial or fractional) and related initial and boundary conditions. In some problems, the main equation and the conditions are not sufficient to obtain a solution, but instead some additional conditions (also called measured output data) are required. Such problems are called the corresponding inverse problems. In general, the additional conditions may be given on the domain's boundary, on the final time or on the whole domain (also known as nonlocal condition). In this paper, we use the following additional condition
The inverse problem here consists of determining the unknown fractional orders β, α and γ of problem (1.1) from the additional condition (2.14) . For some technical reasons in the proof of existence and uniqueness of a solution to our inverse problem, we require the initial condition in (1.1) to satisfy either (2.15) f, ψ n > 0 for n ≥ 1 and n odd or f, ψ n < 0 for n ≥ 1, and n odd.
To the best of our knowledge, there are not many works related to inverse problems for the fractional diffusion equations involving fractional Laplacian, see [8, 24, 23] . Our current paper makes some contribution to this subject.
The next section is devoted to our main results, i.e the statement and the proof of the existence and uniqueness theorem for our inverse problem.
Statement and proof of main results
In this section, we state and prove the existence and uniqueness theorem. First, we prove an existence theorem for a solution of the inverse problem. There are two main methods in the literature to prove existence of the solution of inverse problems for the classical diffusion equations: the monotonicity method [23, 6, 22] and the quasi-solution method [14, 23] .
In this article, we use the quasi-solution method. For this purpose, let
For notation sake, we denote the unique solution to the direct problem corresponding to the parameter (β, α, γ) as u(β, α, γ)(t, x).
For a given target function ϕ ∈ L 2 (0, T ], we define the following minimization problem
Next, define the input-output mapping
This mapping is well defined. To see this, use (2.2) and Lemma 2.3 to get
We now proceed to prove a very important theorem about the input-output mapping (3.2)
Theorem 3.1. The input-output mapping defined in (3.2) is Lipschitz continuous.
Proof. For each fixed x, we regard u(t, x) as a mapping from t ∈ [0, T ] to L 2 (D). So we write u(t) := u(t, ·). Pick (β,α,γ) and (β, α, γ) two distinct points from the hyperrectangle
Without loss of generality, assumeβ > β (the other cases follow similarly). Let u = u(β, α, γ), v = u(β,α,γ) and y = u − v.
It is not hard to see that y solves the following initial value problem:
We now estimate quantities I 1 and I 2 . Using (1.5) and the Mean Value Theorem, we get
where ξ 1 is a number between α andα and ξ 2 is a number between γ andγ. So by estimate (2.13), we have
Next, to estimate I 2 , we write
Using the Lipschitz continuity of the Euler's gamma function, the fact that
is bounded on (0, 1) and (2.12) and noting that f ∈ L 2 (D), the following estimates holds for I 21 :
Since f ∈Ḣα ,γ , this implies that
We then proceed to get an estimate on I 22 :
where the last inequality follows from [13, . Finally,
Next, for any function z ∈Ḣ α,γ (D), using Parseval identity and Lemma 2.3 as well as (2.4), we have
(3.10)
We now solve (2.3) with g ≡ 0 and h = I 1 + I 2 to get
is the Euler's Beta function for a, b > 0. Therefore there exists a positive constant C for which
and this concludes the proof.
For practical use in the sequel, we define the following function
A usual argument on the compactness of the hyperrectangle
yields the following existence theorem.
The next theorem provides the uniqueness of the solution to our inverse problem. 
where 0 <β < 1 and 0 <α ≤γ < 2.
If u(t, 0) = v(t, 0), 0 < t ≤ T and (2.15) holds, then β =β, α =α and γ =γ.
Proof. The proof follows a similar argument as in [8] . Using the explicit formula (2.2), the weak solutions u and v can be written as
where µ k =μ Therefore, if we assume u(t, 0) = v(t, 0) for 0 < t ≤ T, we get the following equation
Because both series in (3.15 ) are analytic in the domain Re t > 0, it follows that
Next, we use the asymptotic property of the Mittag-Leffler function (2.6) to obtain, by adding and subtracting the term 1 Γ(1 − β) 1 µ n t β in the left side term in (3.15), the following asymptotic equation n is odd 
Letting t → ∞ in (3.20) yields Similarly, assumingβ > β also leads to a contradiction. Thus β =β.
We now prove the second part of the Theorem, i.e α =α and γ =γ. To this aim, we will show that µ n = λ n for all n ≥ 1, n is odd. Since β =β, (3.15) becomes
Taking the Laplace transform of E β (−µ n t β ) yields
Furthermore, taking the Laplace transform of the Mittag-Leffler function term by term, we get 
Next, for fixed z satisfying Re z > 0, we have
Similarly,
This means, by (3.22), (3.25) and (3.26),
The last equality is equivalent to
i.e µ n = λ n for all n ≥ 1, n is odd. Next, by the definition (value) of µ n and λ n , we have
Therefore, defining C υ := (π/2) υ , υ > 0, we have the following bounds for the eigenvalues: for all n ≥ 1, n odd, (3.30) C α n α + n γ ≤ µ n ≤ C γ n α + n γ and (3.31) Cα nα + nγ ≤ µ n ≤ Cγ nα + nγ .
Assume for example that γ <γ, then combining equations (3.30) and (3.31) gives, for positive constants κ 1 and κ 2 , κ 1 nγ ≤ µ n ≤ κ 2 n γ for all n ≥ 1, n odd : a contradiction! Therefore γ =γ since the reverse inequality also leads to a contradiction. Finally by equation (3.29), this also means that α =α and this concludes the proof.
We now describe the algorithm used to find the solution of our inverse problem.
The inversion algorithm
The inversion algorithm is based on the minimization of the error functional I(a), which is defined by (3.11) . We note that the continuity, hence the existence of the minimum of the functional on a compact set has been established in the previous section which is not enough to set up an efficient search algorithm for the minimum. Before developing an algorithm to find the minimum, we observe a key fact about the functional I(a) which is differentiability. Now we prove that under certain conditions on f , I(a) is differentiable with respect to a on a neighbourhood of the minimum. This will enable us to implement a gradient method for the minimization. Proof. Without loss of generality, take T ≡ 1. Recall that
We now show that the integrands in the first two integrals are differentiable with respect to β, α and γ and that the partial derivatives are continuous for each 0 < t ≤ 1.
Recall that
Then
By Lemma 2.4, the continuity of t β on (0, 1] and the assumption on f, ψ n , there exists a positive constant C such that
Thus, ∂ α u(β, α, γ)(t, 0) exists for each t and is bounded on (0, 1]. Recall that ϕ is also bounded on (0, 1]. The continuity of ∂ α u(β, α, γ)(t, 0) is straightforward from (4.1). We conclude that I(·) is differentiable with respect to α. A similar argument shows that the functional I(·) is also differentiable with respect to γ. We now show the differentiability with respect to β. Note that
is the digamma function. Using Lemma 2.4, there exists some M > 0 such that
Next, since ψ 0 (1 + βk) ≈ ln(1 + βk) ≤ k − 1 for sufficiently large k, it must be the case that Whence,
Hence, ∂ β u(β, α, γ)(t, 0) ∈ L 1 (0, 1]. This fact combined with the boundedness of u(β, α, γ)(t, 0) and ϕ imply that the derivative with respect to β of u(β, α, γ)(t, 0) exists. Finally, the continuity of the partial derivative with respect to β follows from the continuity A(t) and B(t) with respect to β for each t. This concludes the proof.
We address the ill-posedness of our parameter estimation problem by adding a Tikhonov regularization term to the cost functional I(a). It can then be formulated as the constrained nonlinear least squares problem (4.2) min
, · 2 denotes the Euclidean norm, and λ > 0 is a suitably chosen regularization parameter. The regularization term improves the stability of the minimizer a λ in the presence of measurement noise at the cost of biasing the estimate. Heuristic methods are typically used to choose the parameter λ that balances these two errors, the most well-known of which is the Morozov discrepancy principle. Specifically, let a * be the true parameter value and suppose the measurement error ε > 0 is known, i.e. I(a * ) ≤ ε.
According to the Morozov principle, λ should be such that I(a λ ) ≈ ε, i.e. the regularized solution need only be accurate to within the noise level.
In our numerical computations, we approximate I(a) by a quadrature rule with nodes 0 < t 1 < ... < t m = T and weights w 1 , ..., w m ≥ 0, resulting in We solve this problem by a trust-region method with trust region defined in terms of the ℓ ∞ -norm: At every iteration step k, a quadratic model function m k (p) is constructed to approximate F (a k +p) within a region of the current iterate a k . This model is then minimized, subject to the intersection of the box constraint a k + p ∈ Γ and the trust region constraint p ∞ ≤ R k , where R k is the trust-region radius at the kth step, i.e.
also known as the trust region subproblem. Once the minimizer p k (or at least an approximation thereof) is found, the decrease predicted by the model is compared with the actual decrease of the functional to determine (i) whether to accept the update a k+1 = a k + p k , and (ii) whether to adjust the trust region radius at the next step. The specifics of the algorithm are given below in Algorithm 1.
The quadratic model function is commonly based on the second order Taylor expansion of F about the current iterate. Let J(a) = [∇r 1 (a) T , ..., ∇r m (a) T ] T be the Jacobian matrix.
Compute r(a k ) and J(a k ); 3 Determine minimizer p k of Problem (4.5);
/* Update trust region radius */ To avoid computing the second derivative of the residuals, we make use of the well-known Levenberg-Marquardt approximation
The approximation (4.6) is accurate in general when the residuals are small and/or only slightly nonlinear in a. Note, however that a good approximation, while ensuring faster descent, is not necessary for the convergence of this method. Indeed, when the current model does not yield a sufficient decrease in F , ρ k is small and consequently the trust region radius is decreased (see Algorithm 1), resulting in a smaller region within which the second order terms are less significant. In our numerical experiments we nevertheless found there to be good agreement between the model function and F .
We now briefly discuss the solution of the trust region subproblem (4.5). Since both constraints p ∞ < R k and x k + p ∈ Γ amount to componentwise bounds on p (also known as box constraints), their intersection has the same form. We first compute the unconstrained minimizerp k for the model function m k (p) on R 3 . By virtue of the regularization term, the approximation (4.6) is always positive definite, ensuring thatp k exists and is unique. Ifp k satisfies the constraints, then p k =p k . Otherwise, we compute the constrained minimizer p k by projectingp k onto the box, thereby fixing at least one component, and minimizing m k (p) over the lower dimensional box bounding the remaining components. This proceedure is computationally inexpensive, since it does not require us to re-solve the double fractional PDE, and is guaranteed to terminate after at most 3 steps.
We terminate the algorithm either (i) when the maximum number of iterations are reached, or (ii) when the norm of the gradient of the Lagrange functional associated with Problem (4.4) is within a predetermined tolerance level.
Numerical examples with noise-free and noisy data
In this section we conduct numerical experiments to explore properties of the minimizer, to investigate the performance of the proposed optimization algorithm, and to determine the effect of measurement noise and the initial guess on the parameter estimates. In each example, we compute the weak solution (2.2) u(a * )(t, x) for a known parameter value a * and construct the observation data ϕ(t i ), i = 1, ..., m, by adding a uniformly distributed random noise vector, i.e.
where the perturbations ξ i ∼ U (−1, 1) are independent and identically distributed and δ ≥ 0. We compute the numerical approximation (4.3) of I(a) by the trapezoidal rule.
The computation of the weak solution requires estimating the Mittag-Leffler function (1.3) and the components of the initial condition onto the spectral basis, as well as determining an adequate truncation level for approximating the spectral expansion. In Example 5.1, we eliminate the error caused by the latter two approximations by choosing an initial condition that is a linear combination of eigenfunctions. We examine the effect of the spectral truncation error in Example 5.2. We use a numerically stable approximation of the Mittag-Leffler function, examined in [9] .
The Jacobian function J needed for the quadratic model m k (p) is approximated by difference quotients. In particular,
with similar approximations for ∂r i (a) ∂α and ∂r i (a) ∂γ . In our computations we choose perturbations dβ = dα = dγ = 10 −7 , to ensure sufficient accuracy while avoiding roundoff error.
Example 5.1. In this example, we consider Problem (1.1) with initial condition
The weak solution (2.2) can therefore be written explicitly as
We first test the performance of our algorithm on noiseless observations, i.e. we choose δ = 0 in Expression (5.1) and regularization parameter λ = 10 −7 . Figure 1 shows convergence of the algorithm after 6 steps, both in terms of F (a) and the norm of the Lagrangian gradient ∇L(a, ℓ) , while Figure 2 shows the difference between the measurement ϕ(t) and the model output at various iterations. To determine the influence of the initial guess on both the computed minimizer and on the optimization iteration itself, we chose 24 initial guesses a 0 randomly within the parameter region Γ. The convergence behavior for each guess is summarized in Figure 3 . In all cases, the algorithm converges to the same point within fewer than 9 iterations.
Next we add a 50% noise, i.e. δ = 0.5 in Equation (5.1) to the observation φ(t) and investigate the deviation I(a * λ ) as the regularization parameter is decreased. The results are shown in Figure 4 . Figure 4a shows that the discrepancy between model output and target initially decreases as λ is lowered, but flattens off eventually, at a level much larger than in the noiseless case.
According to the Morozov discrepancy principle, λ = 1 64 should be chosen as the regularization parameter. Figure 4b shows how the optimal parameter values change with λ. It is interesting to note that, while β can be readily identified, the powers of the double fractional Laplacian are not very accurate. The observation can can nevertheless be reconstructed well, as shown in Figure 5 . The addition of the constant term ensures that f (x) satisfies the homogeneous Dirichlet boundary conditions. Unlike before, the spectral expansion is neither finite, nor can its components be computed exactly. We use an adaptive quadrature rule with an error tolerance of 10 −8 to compute the components, so that the truncation level now constitutes the main source of error. In Figure 6 , we show how the truncation level affects the accuracy of the noisefree estimates. It is evident from Figure 6a that, even at the true parameter a * , truncation re-duces the accuracy in reconstructing the measurement ϕ(t), with the largest error occurring at smaller values of t. Figure 6 : Accuracy of the optimal parameter a * for various truncation levels. Figure 6b shows that the objective function at the minimizer decreases to the level of λ as the truncation level is increased. Figure 7 describes the change in estimated parameter values as the trunctation level increases. While the time-fractional parameter β is estimated accurately throughout, the fractional powers of α and γ of the double Laplacian are only identified accurately at a sufficiently high truncation level. Interestingly, the minimizers α * and γ * tend to lie close together at lower truncation levels, similar to the noisy case in Example 5.1 (c.f. Figure 4b ). This suggests that, in the presence of noise or error, estimating the double fractional Laplacian by a single 'average' fractional Laplacian gives a sufficiently good reconstruction of the data. 
Conclusion
We have studied a nonlocal inverse problem for the space-time fractional diffusion After defining the inputâĂŞoutput mapping for the inverse problem, we have proved that the mapping is continuous. By using continuity of the mapping and compactness of the hyperrectangle [β 0 , β 1 ] × [α 0 , α 1 ] × [γ 0 , γ 1 ], we have concluded that the minimization problem has a solution. The uniqueness of the solution has been proved for a specific class of the initial functions f (x) using eigenfunction expansion of the solution of the direct problem. For the numerical solution of the inverse problem, a numerical method based on trust-region method and least squares approach are proposed. The numerical algorithm determines the unknowns β, α and γ simultaneously.
