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Obsahem této diplomové práce je bližší seznámení se s problematikou 
rozhodovacích stromů. Cílem je provést rešerši algoritmů a jejich variant. Dále 
alespoň tři algoritmy naprogramovat a otestovat na reálných datech. V poslední části 
práce provést porovnání úspěšnosti jednotlivých algoritmů a vlivu nastavení jejich 
parametrů. 
Pro získání prvních informací a vyzkoušení základních vlastností 
jednotlivých algoritmů bude použit programu YALE 3.4 (Yet Another Learning 
Environment). Bude provedena rešerše základních algoritmů, které jsou v tomto 
programu použity. Tento software se v průběhu práce aktualizoval a přejmenoval na 
RapidMiner 4.0 (4.1). Všechny komponenty z programu YALE jsou 
implementované i v této novější verzi (v podnabídce WEKA). Velkou výhodou 
programu RapidMiner zůstává to, že se jedná o bezplatný software (všeobecná 
veřejná licence GNU). Bližší informace a možnost stáhnutí tohoto programu je 
možné nalézt na www stránce: <http://rapid-i.com/>. 
Důraz bude kladen na algoritmy ADTree (alternating decision tree), ID3, 
C4.5 a tvorbu rozhodovacích stromů pomocí chybové funkce Gini index. V prostředí 
C++ Builder budou naprogramovány tři algoritmy a srovnány dosažené výsledky 
s programem RapidMiner. 
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2. ROZHODOVACÍ STROMY 
Rozhodovací strom (RS) je hierarchický, nelineární systém umožňující 
uložení znalostí. Tyto znalosti je možné ze struktury RS extrahovat nebo použít k 
analýze nových dat [7]. RS graficky zobrazují vazby mezi daty a dají se jednoduše 
převést na jazyková pravidla. Díky grafické interpretaci jsou RS jednoduše čitelné.  
V mnoha vědních disciplínách se můžeme setkat se znalostmi uloženými do 
stromové struktury. Např. klíč pro určování hub. Na základě postupného popisu 
konkrétních atributů (vlastností) dané houby určíme její název. Při vytváření 
takového klíče je třeba vhodně volit pořadí jednotlivých atributů. Rozhodovací strom 
musí být co nejjednodušší, aby bylo vyhledávání co nejrychlejší a nejefektivnější. 
Získaná znalost je uložena do struktury rozhodovacího stromu.  
 
Vlastnosti rozhodovacích stromů: 
• Hierarchická struktura – dělící se uzel vytváří několik nezávislých podstromů 
• Přehlednost, čitelnost – velká výhoda oproti neuronovým sítím  
• Flexibilita – proměnné kvantitativní i kvalitativní 
 
2.1 TERMINOLOGIE 
• Atribut – vlastnost, která charakterizuje sledovaný objekt. Jeho hodnotu lze 
vyjádřit číselně nebo symbolicky [10] . 
• Entropie – číselná hodnota v intervalu <0;1>. Je to míra neuspořádanosti. 
• Hloubka stromu – číselná hodnota, která vyjadřuje počet větví vedoucích od 
kořenového uzlu k nejvzdálenějšímu listu. 
 
• Kořenový uzel (root node) – část RS, počáteční uzel. Jeho hloubka v RS je 0. 
• Uzel (node) – část RS, která dělí data na základě podmínky do větví. 
• Větev (branch) – část RS. Spojnice mezi dvěma uzly nebo uzlem a listem. 
• List (leaf, answer nodes) – část RS. Jeho dosažení vede ke klasifikaci objektu.  
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Obrázek 2.1 Struktura rozhodovacího stromu  
Lze říci, že z každého uzlu vychází tolik větví, kolik má daný atribut hodnot, 
toto pravidlo však vždy neplatí a záleží na topologii daného stromu a typu testu. 
 
2.2 DĚLENÍ 
Dělení podle topologie (počtu větví vycházejících z uzlu): 
 
• Binární stromy – z uzlu vystupují vždy pouze 2 větve 
• Více-cestné (n-ární) stromy – z uzlu vystupuje obecně n větví 
 
Vnitřní uzel, který má asociován test s n možnými výstupy, má také n 
výstupních větví (jedna větev pro každý možný výsledek testu). Je-li např. test 
binární (odpověď na otázku ANO/NE), pak má vnitřní uzel dvě výstupní větve a tedy 
dva potomky. 
 
Obrázek 2.2 Binární a n-ární rozhodovací strom 
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Dělení podle hodnoty vstupních a výstupních proměnných:  
• Kvalitativní (symbolic) - hodnoty proměnné jsou dány slovním vyjádřením 
• ordinální – mezi hodnotami platí vztahy <, =, > (např. malý < střední < velký) 
• nominální – jen výčet všech možností (např. vlasy – černé, hnědé, blond, 
rezavé) 




V programu RapidMiner je možné se setkat s těmito vstupními a výstupními 
proměnnými: 
• polynominal attributes – vícejmenné atributy 
• binominal attributes – dvoujmenné atributy 
• numerical attributes – číslicové atributy 
• polynominal label – vícejmenné štítky (štítek– klasifikuje objekt) 
• binominal label – dvoujmenné štítky  
• weighted examples – váhové příklady 
 
Dělení podle počtu dělicích podmínek (počet atributů v rozhod. uzlu): 
• Jednorozměrné (univariate) – k dělení uzlu je použit pouze jeden atribut 
• Vícerozměrné (multivariate) – k dělení uzlu se využívá více atributů (nejčastěji 2), 
mnohem složitější sestavování, méně čitelná struktura rozhodovacího stromu  
 
Dělení podle způsobu vytváření (možnost změny stromu): 
• Neinkrementální – s novými vstupními daty musíme celý strom vytvářen znovu 
• Inkrementální – možnost změny struktury stromu podle nových přicházejících dat 
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3. STANOVENÍ PROBLÉMU 
3.1 JAK UČIT 
Před tím, než se začne sestavovat algoritmus pro konkrétní úkol, je obvykle 
nutno zodpovědět některé otázky [6]: 
 
• Jaké existují algoritmy pro učení obecných a cílových funkcí ze specifických 
trénovacích příkladů? Které algoritmy poskytují nejlepší výkonnost a pro které 
problémy a reprezentace? 
 
• Jak mnoho trénovacích dat je zapotřebí? Jaká obecná omezení mohou být 
nalezena, aby byl vytvořen vztah věrohodnosti naučených hypotéz k množství 
trénovacích dat a charakteru prostoru hypotéz? 
 
• Kdy a jak může apriorní znalost pomoci řídit proces generalizace z příkladů? 
Může tato znalost pomáhat i když je pouze přibližně správná? 
 
• Jaká je nejlepší strategie pro výběr použitelné trénovací zkušenosti a jak výběr 
této strategie mění složitost problému učení? 
 




Čtyři faktory ovlivňují obtížnost učení: 
 
1. Složitost cílové znalosti jež má být získána 
Např. koncept zahrnující mnoho příznaků nebo podmínek může být k naučení 
složitější než ten, který jich má méně. 
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2. Množství irelevantních příznaků či atributů 
Je-li v prostředí přítomno mnoho atributů, které jsou bez významu pro naučení se 
konceptu, systém může mít s učením problémy, protože nemusí být schopen 
rozeznávat, co je podstatné pro začlenění instance do určité třídy a co ne. 
 
3. Množství šumu v prostředí 
U řízeného učení jsou dvě možné formy: 
a) šum třídy – zahrnuje zkreslení zpětné vazby, takže učící se dostává nesprávné 
údaje od učitele. 
b) šum atributů – zahrnuje zkreslení údajů o samotné instanci, takže hodnota 
atributu může být posunuta či změněna. 
 
4. Drift konceptu 
Obtížné ho rozeznat od šumu. V některých případech může dojít k náhlé změně 
platnosti konceptu vlivem závislosti na čase. 
 
3.2 SOUBOR DAT 
Je dán nějaký soubor dat a jejich požadovaná kategorizace do několika tříd. 
Cílem je nalezení rozhodovacího stromu, který bude data klasifikovat správně. 
Následující příklad je z [3].  
 
Jednotlivé atributy jsou: 
• Obloha – s hodnotami {slunečno, zataženo, déšť} 
• Teplota – s hodnotami {chladno, příjemně, horko} 
• Vlhkost – s hodnotami {vysoká, normální} 
• Větrno – s hodnotami {ano, ne} 
 
Klasifikační třída: 
• Hrát – s hodnotami {NE, ANO} 
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 Obloha Teplota Vlhkost Větrno Hrát 
1 slunečno horko vysoká ne NE 
2 slunečno horko vysoká ano NE 
3 zataženo horko vysoká ne ANO 
4 déšť příjemně vysoká ne ANO 
5 déšť chladno normální ne ANO 
6 déšť chladno normální ano NE 
7 zataženo chladno normální ano ANO 
8 slunečno příjemně vysoká ne NE 
9 slunečno chladno normální ne ANO 
10 déšť příjemně normální ne ANO 
11 slunečno příjemně normální ano ANO 
12 zataženo příjemně vysoká ano ANO 
13 zataženo horko normální ne ANO 
14 déšť příjemně vysoká ano NE 
 
Každý objekt náleží do jedné klasifikační třídy. Ve výše zmíněném případě je 
to buď NE (negativní případy) nebo ANO (pozitivní případy). Trénovací množina je 
tedy množina objektů, jejichž zařazení do klasifikační třídy je předem známé. 
Úkolem je vyvinout klasifikační pravidlo, které na základě atributů řekne, do jaké 
třídy tento objekt zařadit. Nabízí se hned otázka, jestli dané atributy dávají 
dostatečné množství informací k tomu, aby bylo možno toto klasifikační pravidlo 
sestavit. Trénovací množina by tedy neměla obsahovat dva prvky, které mají 
identické hodnoty pro všechny atributy, ale patří různým třídám. Tyto prvky by 
nebylo možné (s danými atributy) odlišit. Takovéto atributy lze pro danou trénovací 
množinu nazvat jako nedostatečné (neadekvátní). Jestliže však jsou atributy 
adekvátní, je vždy možné konstruovat rozhodovací strom, který správně klasifikuje 
každý objekt v trénovací množině a obvykle je možné najít takových správných 
rozhodovací stromů mnoho. 
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Cílem je sestrojit takový rozhodovací strom, který správně klasifikuje nejen 
objekty z trénovací množiny, ale také další podobné neuvedené objekty. Aby měl 
rozhodovací strom tuto vlastnost, musí být zachycen nějaký smysluplný vztah mezi 
klasifikační třídou a hodnotami vstupních atributů. Kdyby bylo nutné si vybrat mezi 
dvěma rozhodovacími stromy (oba správně klasifikují trénovací množinu), zdá se 
rozumné preferovat jednodušší strom (obr. 3.1). Předpokládá se, že tento strom 
pravděpodobně lépe zachytí podstatu problému a bude tedy lépe klasifikovat více 
objektů mimo trénovací množinu. Na obr. 3.3 je vidět další správně klasifikující 
rozhodovací strom. Jeho složitá struktura pravděpodobněji hůře popisuje vztahy, 
které platí mezi atributy v trénovací množině. Preferovat jednodušší stromy 
odůvodňuje teorém Occamova ostří. 
Listy RS jsou klasifikační třídy (značené obdélníkem) a další uzel představuje 
otázku na atribut (ovál). Počet větví vycházející z uzlu odpovídá počtu možných 
hodnot u tohoto atributu. 
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Obrázek 3.3 Komplexní RS 
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4. ALGORITMY PRO TVORBU RS 
4.1 ALGORITMY V YALE 
Program YALE umožňuje konstrukci rozhodovacích stromů podle těchto 
algoritmů s těmito vstupními a výstupními proměnnými: 
 
ADTree 
• generuje střídavý rozhodovací strom (alternating decision tree), podporuje jen 
klasifikaci do dvou tříd, počet posilujících (boosting) iterací musí být ručně 
laděný 
• polynominal attributes, binominal attributes, numerical attributes, binominal 
label 
• Freund, Y., Mason, L.: The alternating decision tree learning algorithm. In: 
Proceeding of the Sixteenth International Conference on Machine Learning, 
Bled, Slovenia, 124-133, 1999 
DecisionStump 
• algoritmus pro vytváření a používání rozhodovacího kořenového uzlu 
(decision stump), obvykle užívan spolu s posilujícím (boosting) algoritmem, 
dělá regresi (založenou na kvadratické chybě) nebo klasifikaci (založenou na 
entropii), chybějící hodnota je považovana za samostatnou hodnotu 
• polynominal attributes, binominal attributes, numerical attributes, 
polynominal label, binominal label, numerical label 
Id3 
• sestaví neprořezaný rozhodovací strom pomocí algoritmu ID3, dovede 
pracovat pouze s nominálními atributy, nejsou dovoleny žádné chybějící 
údaje, prázdné listy můžou mít za následek neklasifikované příklady 
• polynominal attributes, binominal attributes, polynominal label, binominal 
label 
• R. Quinlan (1986). Induction of decision trees. Machine Learning. 1(1):81-
106 
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• vytváření prořezávaného nebo neprořezávaného rozhodovací stromu pomocí 
algoritmu C4.5 
• polynominal attributes, binominal attributes, numerical attributes, 
polynominal label, binominal label 
• Ross Quinlan (1993). C4.5: Programs for Machine Learning. Morgan 
Kaufmann Publishers, San Mateo, CA 
LMT 
• klasifikátor pro tvorbu logistických modelů stromů, jedná se o klasifikační 
stromy s logistickými regresivními funkcemi v listech, algoritmus může 
pracovat s binárními či multi-class cílovými proměnnými, s numerickými i s 
nominální atributy a chybějícími hodnotami 
• polynominal attributes, binominal attributes, numerical attributes, 
polynominal label, binominal label 
• Niels Landwehr, Mark Hall, Eibe Frank (2005). Logistic Model Trees 
• Marc Sumner, Eibe Frank, Mark Hall: Speeding up Logistic Model Tree 
Induction. In: 9th European Conference on Principles and Practice of 
Knowledge Discovery in Databases, 675-683, 2005 
M5P 
• M5Base, realizuje zakládají rutiny a pravidla pro vytváření modelů stromů 
algoritmem M5 (vytvořil R. Quinlan a Yong Wang tento algoritmus vylepšil) 
• polynominal attributes, binominal attributes, numerical attributes,  numerical 
label 
• Ross J. Quinlan: Learning with Continuous Classes. In: 5th Australian Joint 
Conference on Artificial Intelligence, Singapore, 343-348, 1992 
• Y. Wang, I. H. Witten: Induction of model trees for predicting continuous 
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• rychlé klonování algoritmu DecisionStump, který dovolí specifikovat různou 
obslužnou funkci 
• polynominal attributes, binominal attributes,  numerical attributes, 
binominal label 
NBTree 
• vytváření rozhodovací stromu, který má v listech naivní Bayesovy 
klasifikátory 
• polynominal attributes, binominal attributes, numerical attributes, 
polynominal label, binominal label 
• Ron Kohavi: Scaling Up the Accuracy of Naive-Bayes Classifiers: A 
Decision-Tree Hybrid. In: Second International Conference on Knoledge 
Discovery and Data Mining, 202-207, 1996 
REPTree 
• vytváření rychlého rozhodovacího/regresního stromu použitím informačního 
zisku/variance a používá prořezávání pomocí redukované chyby (s 
dodatečným vybavováním), s chybějícími údaji se pracuje stejně jako v 
algoritmu C4.5 
• polynominal attributes, binominal attributes, numerical attributes, 
polynominal label, binominal label, numerical label 
RandomForest 
• třída pro konstrukci lesu náhodných stromů 
• polynominal attributes, binominal attributes, numerical  attributes, 
polynominal label, binominal label 
• Leo Breiman (2001). Random Forests. Machine Learning. 45(1): 5-32 
RandomTree 
• konstrukce stromu, který je uvažován k náhodně vybraným atributům v 
každém uzlu, nevykonává žádné prořezávání 
• polynominal attributes, binominal attributes, numerical attributes, 
polynominal label, binominal label 
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• interaktivní klasifikace přes vizuální prostředky, k dispozici je rozptylový 
graf z dat pro případ dvou uživatelsky volitelných atributům a také pohled na 
rozhodovací strom, možnost vytvořit binární větvení pomocí dat zobrazených 
na rozptylovém obrazci, právě tak další klasifikátor, který převezme data 
v místě, ve kterém to uživatel vidí jako vhodné 
• polynominal attributes, binominal attributes, numerical  attributes, 
polynominal label, binominal label, numerical label 
• Malcolm Ware, Eibe Frank, Geoffrey Holmes, Mark Hall, Ian H. Witten 
(2001). Interactive machine learning: letting users build classifiers. Int. J. 
Hum.-Comput. Stud.. 55(3):281-292 
 
4.2 ALGORITMY V RAPIDMINER 
Program RapidMiner 4.1 umožňuje konstrukci rozhodovacích stromů podle 
těchto algoritmů s těmito vstupními a výstupními proměnými: 
 
CHAID 
• sestaví prořezaný (neprořezaný) rozhodovací strom založený na 
významnostním testu pomocí chi kvadrátu  
• polynominal attributes, binominal attributes, numerical attributes, 
polynominal label, binominal label, weighted examples 
DecisionStump 
• určí pouze kořenový uzel rozhodovacího stromu 
• polynominal attributes, binominal attributes, numerical attributes, 
polynominal label, binominal label, weighted examples 
DecisionTree 
• sestaví prořezaný rozhodovací strom, který umí pracovat s numerickými i 
nominálními atributy 
• polynominal attributes, binominal attributes, numerical attributes, 
polynominal label, binominal label, weighted examples 
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• sestaví neprořezaný rozhodovací strom pouze s nominálními atributy 
• polynominal attributes, binominal attributes, polynominal label, binominal 
label, weighted examples 
ID3Numerical 
• sestaví neprořezaný rozhodovací strom, který umí pracovat s numerickými i 
nominálními atributy 
• polynominal attributes, binominal attributes, numerical attributes, 
polynominal label, binominal label, weighted examples 
MultiCriterionStump 
• rychlé klonování algoritmu DecisionStump (tvorba kořen. uzlu), možnost 
specifikovat různé funkce (entropy, accuracy, Gini index, chi square test) 
• polynominal attributes, binominal attributes, numerical attributes, binominal 
label, weighted examples 
RandomForest 
• sestaví libovolně velkou množinu náhodných rozhodovacích stromů, pro 
každé větvení je vybrána náhodná podmnožina z množiny dostupných 
atributů, výsledný model je uživatelem vybírán ze všech stromů 
• polynominal attributes, binominal attributes, numerical attributes, 
polynominal label, binominal label, weighted examples 
RandomTree 
• sestaví jediný rozhodovací strom, pro každé větvení je vybrána náhodná 
podmnožina z množiny dostupných atributů 
• polynominal attributes, binominal attributes, numerical attributes, 
polynominal label, binominal label, weighted examples 
RelevanceTree 
• sestaví prořezaný rozhodovací strom založený na libovolném testu 
významnosti 
• polynominal attributes, binominal attributes, polynominal label, binominal 
label, weighted examples 
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ADTREE = The alternating decision tree (střídavý rozhodovací strom). 
V současné době (v programu YALE 3.4) tento algoritmus podporuje jen klasifikaci 
do dvou tříd.  Počet posilujících iterací je ručně laděný s ohledem na nastavení dat a 
požadované složitosti (přesnosti) řešení. Tvorba stromů je optimalizována a 
heuristickými vyhledávacími metodami je nastavena rychlost učení. 
V každém uzlu stromu je možné nelézt dotaz jen na jeden atribut a z každého 
uzlu vedou vždy jen dvě větve (binární strom). Jedna pro kladnou odpověď (hodnota 
atributu odpovídá dotazu) a druhá pro odpověď zápornou.  
Princip střídavého stromu [1] je znázorněn na následujícím obrázku. 
 
Obrázek 4.1 (a) Rozhodovací strom  (b) Střídavý rozhodovací strom                 
(c) Obecný střídavý strom 
 
V rozhodovacím stromu (b) je ukázána odlišná prezentace stejného stromu 
jako v případu a). Každý rozhodovací uzel je nahrazen dvěma uzly, předvídací uzel 
(reprezentovaný oválem) a dělicí uzel (reprezentovaný obdélníkem). Předvídací uzel 
je spojený se skutečnou hodnotou čísla. Na rozdíl od rozhodovacích stromů není 
výsledek klasifikace dán jen hodnotou v posledním listu, ale tato hodnota se počítá 
(sumuje) během celého průchodu stromem. Např. výsledkem klasifikace pro hodnotu 
a = b = 0,5 je předpis sign(0,5 - 0,7 - 0,2) = sign(-0,4) = -1. Snadno zkontroluji, že 
rozhodovací strom (a) i (b) dává stejný výsledek. 
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Stromy jsou nazývány jako střídavé, protože se skládají ze střídavých vrstev z 
předvídacích uzlů a z dělicích uzlů. Doposud se popisovalo, jak může být vyjádřen 
standardní rozhodovací strom pomocí střídavého stromu. Nyní bude ukázán způsob 
reprezentace střídavých  rozhodovacích stromů jednoduchými pravidly. 
Uvažuje se strom z obrázku 4.1 (b). Každý rozhodovací uzel je spojen 
s následujícím rozhodovacím pravidlem: 
if (precondition) then 
 if (condition) then output p1 
 else output p2 
else output 0 
 
Speciálně se s dělicím uzlem spojují následující pravidla: 
r1(a,b)=       r2(a,b)= 
if(always) then      if(a<4.5) then 
if(a<4.5) then      if(b>1) then 
output -0.7       output +0.4 
else output +0.2      else output -0.2 
else output 0       else output 0 
 
Kombinací těchto dvou pravidel a konstanty uložené v kořenovém uzlu se 
přepíše klasifikační pravidlo reprezentované rozhodovacím stromem jako sign(0,5 + 
r1(a, b) + r2(a, b) ). Je jasné, že díky tomuto přepsání lze reprezentovat standardní 
rozhodovací strom jako sumu základu (0,5) a hodnot, které odpovídají danému 
rozhodnutí v uzlu stromu. 
Většina algoritmů pro učení rozhodovacích stromů opakuje rozdělovací 
podmínku, která vždy rozdělí danou větev na větve dvě. Každá část může být 
rozvětvena jen jednou. Obecně lze tedy říct, že střídavé rozhodovací stromy dovolují 
dělit každou část vícekrát.  
Vraťme se opět k obr. 3.1 (b). Z předvídací uzlu (ovál) vede vždy jen jedna 
cesta do jednoho dělicího uzlu. V případě stromu (c) jsou přidány ještě dva dělicí 
uzly a je získán příklad obecného střídavého stromu. Když cesta ve standardních 
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stromech dosáhne rozhodovacího uzlu, pokračuje v jednom potomku, který odpovídá 
výsledku rozhodnutí. Nicméně po dosažení předvídacího uzlu musí strom pokračovat 
ve všech potomcích, které k němu patří. Lze uvést příklad. Jestliže a = 1 a b = 0,5 
pak výsledek klasifikace bude odpovídat sign(0,5 + 0,3 – 0,7 – 0,2 – 0,1) = sign(-
0,2) = -1 . Jestliže a = 5 a b =1 pak výsledek klasifikace bude odpovídat sign(0,5 + 
0,2 + 0,3) = sign(1) = +1 . Lze snadno ověřit, že tyto příklady platí pro všechny 
rozhodovací stromy na obr. 4.1. Z tohoto popisu tedy vyplývá, že střídavé stromy 
jsou zobecněním rozhodovacích stromů. 
 
Formální definice střídavých stromů: 
• Základní podmínky jsou booleovské výroky pro jednotlivé instance. Operátor ^ 
značí konjunkci (AND), operátor ¬ značí negaci (NOT) a T značí stálý výrok, 
který je vždy pravdivý. Užívá se C k označení souboru základních podmínek. 
• Předpoklad je konjunkce základní podmínky s negovanou základní podmínkou. 
• Základní pravidlo r je zobrazeno jako reálné číslo, které je definováno podmínkou 
předpokladu c1, bázové podmínky c2 a dvou reálných čísel a a b. Základní 
pravidlo přiděluje pro každý případ odpověď, která je rovna a jestliže c1 ^ c2, b 
jestliže c1 ^ ¬c2 a 0 jestliže ¬c1. 
• Střídavý rozhodovací strom tedy každému případu přiděluje reálné číslo, které je 
definováno v rámci souboru základních pravidel. Soubor základních pravidel musí 
odpovídat dvou následujícím podmínkám. 
• Množina musí obsahovat základní pravidlo, pro které jsou obě podmínky rovny 
T (pravdivý výrok). Hodnota a tohoto pravidla je spojená s kořenovým uzlem 
stromu.  
• Základní pravidlo r  s předpokladem d může být v množině jen pokud množina 
obsahuje pravidlo r´ s předpokladem c1 a podmínku c2, takové že d = c1 ^ c2 
nebo d = c1 ^ ¬c2. Predikovanému uzlu odpovídá d, který je přímý rodič r. 
 
Střídavý strom mapuje pro každý případ hodnotu predikce, která je sumou 
jednotlivých dílčích predikcí. Klasifikace pro jednotlivé případy je funkce sign(), do 
této funkce se dosadí hodnota dříve zjištěné predikce. 
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4.3.1 Boosting alternating decision tree 
Boosting alternating decision tree (posilování střídavých rozhodovací strom). 
Jak je ukázáno v předcházející části, střídavé stromy mohou být definovány jak suma 
jednoduchých základních pravidel. Nyní představím učící algoritmus AdaBoost, 
který navrhli Robert E. Schapire a Yoram Singer [2].  
 
Značení, které bude používáno: 
• Trénovací množina je označená (x1,y1),…,(xm,ym) kde xi є Rd a yi є {-1,+1}. 
• Soubor základních podmínek je označený jako C. Základní pravidlo je označené 
jako r a je používáno r(x) k označení reálné hodnoty takové, která spojuje 
pravidlo s instancí x. 
• Algoritmus obsahuje dva soubory. Soubor předběžných podmínek a soubor 
pravidel. Symboly Pt, Rt odpovídají těmto dvěma sadám v posilující iteraci t. 
Počáteční nastavení je P1={T}. 
• Algoritmus spojuje positivní váhu s každým trénovacím příkladem, označujeme 
wi,t váhu příkladu číslo i v posilující iteraci t. Počáteční váhy jsou wi,0 = 1 pro 
všechny příklady 1 ≤ i ≤ m. 
•  Zápis W(c) reprezentuje celkovou váhu trénovacích příkladů, které splňují výrok 
c. Podobně používáme W+(c), W-(c) pro označení těch příkladů, které splňují 
výrok c a jsou označeny jako +1 nebo -1 . Platí W(c) = W+(c) + W-(c). 
 
Inicializace - množina R1 se skládá z jednoho bázového pravidla, jehož předpoklad a 







1   
 
Dělej pro t = 1, 2, …, T 
1. Pro každý bázový předpoklad c1 є Pt a pro každou podmínku c2 є C vypočítej: 
 
( ) ( ) ( ) ( ) ( )( ) ( )22121212121 2, cWccWccWccWccWccZt ¬+¬∧⋅¬∧+∧⋅∧= −+−+  
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2. Vyber c1, c2 které dávají minimální hodnotu Zt(c1, c2) a nastav Rt+1 jako R1 
s přidáním pravidla rt, jehož předpoklad je c1, podmínka je c2 a jeho dvě 























3. Nastav Pt+1 jako Pt s přidáním c1 ^ c2 a c1 ^ ¬c2 . 
4. Aktualizuj váhy všech trénovacích příkladů podle rovnice: 
( ) ii yxrt
titi eww ,1, =+  
(pro r(xi) = 0 se váha nezmění) 
 
Výstup klasifikačního pravidla je suma všech bázových pravidel RT+1: 










Algoritmus začíná nalezením nejlepší predikce pro celou skupinu dat. Tato 
predikce je umístěna v kořenovým uzlu stromu. Z tohoto uzlu pak roste celý strom 
přidáváním vždy jednoho základního pravidla. Přidané základní pravidlo odpovídá 
podstromu s dělicím uzlem (jeho kořen) a dvěma dalšími předvídacími uzly (jeho 
listy). Tento podstrom je přidán jako potomek a jeho uzel může nebo nemusí být 
koncový. 
Není specifikováno, jak má být posilovací proces (boosting process) ukončen. 
Jinými slovy, jak vybrat T. Ve skutečnosti je stále nejasné, jaká je správná cesta pro 
výběr T. Pro správný výběr počtu iterací byla použita metodu cross-validation 
(kapitola 6.1.1). V programu YALE (RapidMiner) je tato hodnota označována jako 
Number of boosting iterations. 
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Popsaný algoritmus má určitou podobu s algoritmy jako jsou C4.5 a CART. 
Stejné je přidávání vždy jednoho rozhodovacího pravidla nalezením nejlepší 
možného rozvětvení aktuálního stromu. Nicméně algoritmus má i důležité rozdíly: 
• Rozhodovací uzel může být přidán do kteréhokoliv místa stromu, ne jenom místo 
listu. 
• Odlišné je rozdělovací kriterium. Jedná se spíše o váženou chybu přidávaného 
pravidla než o Gini index (CART) nebo informační zisk (C4.5). 
 
Např. datový soubor dostupný z: <http://www.hakank.org/weka/HD.arff>. 
V tomto souboru jsou údaje o pacientech a je za úkol rozlišit mezi nemocným a 
zdravím jedincem (se srdeční vadou a bez ní). Positivní výsledek klasifikace 
označuje zdravého člověka a negativní výsledek naopak člověka nemocného. 
Hodnota v kořenovém uzlu (0,062 – kladná hodnota) říká, že podle vstupních dat je 
více lidí, kteří nemají srdeční vadu. Na obr. 4.2 je střídavý rozhodovací strom, který 
je tvořen 6 rozhodovacími uzly a dosáhl průměrné chyby 17 % (jak lze vidět 
v tabulce 4.1). Naproti tomu boosting algoritmus C5.0 vytvořil rozhodovací strom 
(na stejné vstupní data) tvořený 446 rozhodovacími uzly. Tento strom měl chybu 20 
%. Tyto údaje jsou použity z [1] a ověřil jsem je v programu YALE. 
 
Obrázek 4.2 Střídavý rozhodovací strom, který rozlišuje mezi nemocným a 
zdravím jedincem [1] 
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Za účelem zkoumat praktický výkon střídavých rozhodovacích algoritmů 
popisovaných v předcházející části jsou použity experimenty testované na sbírce 
devatenácti množin dat získaných z UCI machine learning repository [5]. Pro 
zjednodušení záležitosti se klasifikace (a tedy i vstupní data) zabývá pouze binární 
klasifikací. Následující tabulka 4.1 zobrazuje výsledky testování jednotlivých 
algoritmů pro konstrukci rozhodovacích stromů.  
 
Tabulka 4.1 Přehled výsledků pro skupinu binárních klasifikačních problému 
z databáze UCI [1] 
 
 
Srovnáním alternating (střídavé) rozhodovacích stromů a stromů vytvořených 
algoritmem C5.0 + Boost (C5.0 s boosting algoritmem) lze říci, že pro určité případy 
vstupních dat má střídavý rozhodovací strom mnohem menší počet rozhodovacích 
uzlů než strom vytvořený algoritmem C5.0 + Boost. Jejich chybovost je přibližně 
stejná.  
Hlavní výhodou střídavého rozhodovacího stromu je to, že každý uzel dává 
jistý příspěvek ke kladné a nebo záporné hypotéze. A do jisté míry lze každý uzel 
použít ke klasifikaci samostatně. Součet přínosů jednotlivých uzlů pak dává 
výslednou klasifikaci. 
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Metoda pro tvorbu rozhodovacího stromu by mohla vypadat následovně. Jsou 
sestaveny všechny rozhodovací stromy, které správně klasifikují zadanou trénovací 
množinu a je z nich vybrán ten nejjednodušší. Počet takových stromů je konečný, ale 
ovšem velmi velký. Tento přístup by byl tedy možný jen pro jednodušší úkoly. Pro 
rozsáhlou množinu dat je vhodné použít algoritmus ID3 (Iterative Dichotomizer 3), 
který je určený pro mnoho atributů a mnoho učících vzorků. Základní struktura 
algoritmu ID3 je iterativní. Kvalita dělení algoritmu je posouzena entropií (mírou 
neuspořádanosti). Používá se tzv. Shanonova entropie. ID3 dokáže vybrat ty atributy, 
které nejvíce zvyšují informační zisk stromu. Tento algoritmus však negarantuje, že 
nalezený strom je nejlepší možný. 
Pro sestavení algoritmu ID3 je možné použít jen tzv. okno [3]. To znamená, 
že se nevyužívá celé trénovací množiny dat a jen její části (náhodně vybrané 
podmnožiny). Vytvořená algoritmus tedy správně klasifikuje všechny objekty 
v okně. Zjistíme také, jak se tímto vytvořeným stromem charakterizuje celá množina 
dat. Jsou-li všechny objekty z této třídy klasifikovány správně proces se ukončí. 
Jestliže ne, tak výběr nesprávně klasifikovaných algoritmů je přidán do podmnožiny 
(okna) a proces pokračuje. Tímto způsobem může být nalezen rozhodovací strom již 
po několika málo iteracích. Správný rozhodovací strom je tedy nalezen rychleji touto 
iterační metodou než formováním stromu přímo z celé trénovací množiny dat. 
Nicméně O'Keefe (1983) poznamenal, že iterativní tvorba nemá záruku nalezení 
správného finálního stromu.  
Na počátku jsou data považována za členy jediné ekvivalentní třídy. Pokud 
by tomu tak skutečně bylo, procedura končí a strom se skládá z jediného uzlu. 
Nevyhovuje-li identická klasifikace, tak ID3 vybere jeden atribut a rozdělí data podle 
různých hodnot tohoto atributu (data mající tutéž hodnotu atributu vytvoří novou 
ekvivalentní třídu). Každá ekvivalentní třída je (za použití dalších atributů) 
opakovaně rozdělena uvedeným způsobem. Proces končí tehdy, je-li každá 
ekvivalentní třída klasifikována identicky. 
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Hlavním problémem je tedy výběr toho správného atributu k dělení daného 
uzlu. Intuitivně nás vede snaha vybrat takový atribut, který vede k co 
nejjednoduššímu stromu. ID3 řeší tento problém pomocí entropie. 
Existuje možnost, jak stanovit množství informace přítomné v daném souboru 
kategorizovaných dat. Jsou-li veškerá data kategorizována identicky, je informační 
obsah nejvyšší. Je-li polovina dat kategorizována jako „G1“ a polovina jako „G2“, je 
informační obsah nejnižší. Obvykle se zjišťuje opak. Místo míry obsahu informace 
se používá míra absence informace zvaná entropie. 
Je soubor záznamů. Každý záznam lze klasifikovat do právě jedné třídy 
atributu G, který může nabývat hodnot G1, G2, … , Gc . Pravděpodobnost klasifikace 








1                                 (4.1) 
 
 Shanonova entropie je dána vztahem: 







log                            (4.2) 
 
c – je počet tříd, do kterých má rozhodovací strom klasifikovat 
Pravděpodobnosti p(G)=0 a p(G)=1 vedou k nejnižší možné entropii, zatímco 
pravděpodobnost p(G)=0,5 vede k nejvyšší možné entropii. 
 
Při vyjádření celkové entropie více uzlů je třeba zohlednit i počty trénovacích 
záznamů připadajících do jednotlivých uzlů. Je dán uzel S a atribut A, podle kterého 
se uzel rozvětví, přičemž v každé z M větví je N1, …, NM prvků, celková entropie 
nově vzniklých uzlů je vyjádřena vztahem: 
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Informační zisk I(S,A) tohoto dělení vyjadřuje vzorec: 
( ) ( ) ( )ASHSHASI ,, −=                             (4.4) 
 
Je počítáno podle všech možných atributů a nakonec je vybrán ten, jehož 
informační zisk je největší (entropie je nejmenší). Tento atribut je použit pro dělení 
v kořenovém uzlu stromu. Objekty jsou pak rozdělené do podmnožin podle jejich 
hodnot a rozhodovací strom pro každou podmnožinu je indukovaný stejným 
způsobem. 
 
Úplný algoritmus ID3 ovšem počítá i s jinými faktory: 
• Některá data mohou postrádat hodnoty některých atributů 
• Trénovací data mohou obsahovat šum 
• Některé klasifikace mohou být chybné 
 
4.4.1 Příklad výpočtu 





















































H(S,Teplota) = … = 0,911
H(S,Vlhkost) = … = 0,788
H(S,Větrno) = … = 0,892 
 
I(S,Obloha) = H(S) - H(S, Obloha) = 0,940 – 0,694 = 0,246
I(S,Teplota) = … = 0,029
I(S,Vlhkost) = …= 0,152
I(S,Větrno) = … = 0,048 
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Nejvyšší informační zisk má atribut Obloha (0,246) a proto bude tento atribut 
použit pro dělení v kořenovém uzlu. Výpočet lze srovnat s obr. 3.1. 
 
4.4.2 Chybějící hodnota atributu 
Doposud byly informace obsažené v trénovací množině brány jako zcela 
přesné a trénovací množina byla úplná. Ve skutečných datech však tento předpoklad 
přesnosti nemůže být splněn. Musí se tedy uvažovat i to, že hodnota nějakého 
atributu v trénovací množině chybí.   
Existuje několik postupů, jak řešit tento problém [3]. Jedním ze způsobů je 
pokusit se vyplnit neznámou hodnotu tak, že využiji informací z ostatních atributů. 
Dejme tomu že množina objektů obsahuje jednu neznámou hodnotu atributu A. 
Pomocí Bayesova formalismu je určena pravděpodobnost, že objekt má hodnotu Ai 
pro atribut A. Je předpokládáno, že zmíněný objekt patří do třídy ANO. 
Pravděpodobnost, že objekt má hodnotu Ai pro atribut A může být vyjádřená jako:  
 




===== &|                       (4.5) 
 
Jsou určeny hodnoty pravděpodobnosti (hodnoty pi a p) z těch objektů, kde 
daný atribut A nechybí. Tato metoda tedy přiřazuje atributu nejčastěji se vyskytující 
hodnotu v záznamech, které jsou zařazeny do stejné třídy. 
 Alen Shapiro navrhl používání rozhodovací stromu k určení neznámé 
hodnoty z atributu. To znamená, že originální třída (ANO nebo NE) je považovaná 
jen za další atribut zatímco atribut, kde chyběla nějaká hodnota, se stává klasifikační 
třídou. Je sestrojen tedy rozhodovací strom, který určí tento chybějící údaj. 
Ačkoli tyto metody pro určování neznámých hodnot atributu vypadají 
teoreticky správně, tak ve skutečnosti dávají neprůkazné výsledky. Spíše než zkoušet 
uhádnout neznámou hodnotu atributu, by jsme mohli jednat s neznámým atributem 
jako s novou možnou hodnotou. Toto může ovšem vést do anomální situace. 
Neznámé hodnoty by mohli zvětšit informační zisk atributu a výsledek by tedy byl 
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zcela opačný a neodpovídající zdravému rozumu. Lze tedy říct, že jednat s neznámou 
hodnotou jako s novým typem atributu není řešení problému. 
 
Následující postup ovšem pracuje správně. Atribut A s hodnotami {A1, 
A1,..Av}. Počet objektů s hodnotou Ai bude pi a ni . Počet objektů třídy ANO (pravda) 
a NE (nepravda) s chybějící hodnotou budeme značit pu a nu . Informační zisk je pak 







npratioratiopp                                   (4.6, 4.7) 
Podobně i pro ni . Tento postup má tu vlastnost, že sníží informační zisk 
atributu, kde se vyskytuje chybějící hodnota. 
 
Další otázkou je, jak jednat z chybějícími atributy během třídění. 
Předpokládejme, že rozhodovací strom chce provádět větvení podle atributu A, ale 
tento atribut zrovna chybí. Jediná alternativa je prozkoumat všechny větve a zjistit, 
která z nich je pravděpodobnější. Lze předpokládat, že spolu s tříděným objektem 
byl prozkoumán i  příznak s nějakou hodnotou T. Každá větev s hodnotou atributu Ai 
je postupně procházena a je vypočítána hodnota 
iratioT ⋅  
Daná příznaková hodnota je rozdělená přes všechny možné hodnoty 
v poměru k hodnotě racio (vypočítané výše).  
 
4.5 C4.5 
Tento algoritmus byl popsán Rossem Quinlanem v roce 1993. Vychází z jeho 
předchozí práce na algoritmu C4.0 a ID3. Algoritmus je neinkrementální, strom 
vytváří shora dolů a atributy lze použít kvalitativní i kvantitativní. Ross Quinlan 
sestavil také algoritmus C5.0, ale tento algoritmus je již chráněn autorskými právy. 
Podstata tohoto algoritmu je opět založena na Shanonově entropii a 
informačním zisku. C4.5 ovšem odstraňuje nevýhodu upřednostňování atributů 
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s četnými výstupy pomocí tzv. poměrového zisku. Zjistím Shanonovu entropii (dle 
vzorce (4.2) ) nejenom pro klasifikační atribut, ale také pro všechny ostatní atributy. 
U dalších atributů získám tímto výpočtem poměrový zisk, který značím P(S,A). 
Stejně jako u algoritmu ID3 je vypočítána celková entropie pro jednotlivé atributy 
podle vzorce (4.3) a jejich informační zisk. Je také určena průměrná hodnota 
informačního zisku. 
Kriterium pak z možných atributů s alespoň průměrným informačním ziskem 
vybírá takový, který maximalizuje poměrové kriterium inf. zisku: 
( ) ( )( )ASP
ASIASIP ,
,, =                                                                                        (4.8) 
 
Hledá se maximální poměrový informační zisk atributů s inf. ziskem větším 
než průměr. 
 
4.5.1 Příklad výpočtu 




































P(S,Teplota) = … = 1,577
P(S,Vlhkost) = … = 1,000
P(S,Větrno) = … = 0,985 
 








































H(S,Teplota) = … = 0,911
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H(S,Vlhkost) = … = 0,788
H(S,Větrno) = … = 0,892 
 
Jsou vypočítány jednotlivé inf. zisky: 
I(S,Obloha) = H(S) - H(S, Obloha) = 0,940 – 0,694 = 0,246
I(S,Teplota) = … = 0,029
I(S,Vlhkost) = …= 0,152
I(S,Větrno) = … = 0,048 
Průměrná hodnota informačního zisku: 
( )( ) 119,0
4
048,0152,0029,0246,0, =+++=ASIx  
 
U atributů, které mají inf. zisk větší jako průměrný, je vypočítán poměrový 
informační zisk a z těchto hodnot je nalezeno maximum: 
( ) ( )( )



















Nejvyšší poměrový informační zisk má atribut Obloha  (0,156) a proto bude 
tento atribut použit pro dělení v kořenovém uzlu. 
 
4.6 GINI INDEX 
Kriteriem pro ohodnocení významnosti jednotlivých atributů nemusí být 
jenom entropie, ale může to být i tzv. Gini index [9]. Tento index nabývá hodnot od 
0 do 0,5 (entropie od nuly do 1). Největší rozmanitost (nejhorší výsledek pro daný 
atribut) značí právě hodnota 0,5.  
Je dán soubor záznamů. Každý záznam lze klasifikovat do právě jedné třídy 
atributu G, který může nabývat hodnot G1, G2, … , Gc . Pravděpodobnost klasifikace 
do každé ze tříd označím p(G1), p(G2), … , p(Gc). Počet tříd, do kterých má 
rozhodovací strom klasifikovat je označen c. 
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Pro Gini index platí: 







21                                                                                (4.9) 
 
Při vyjádření celkového Gini indexu je třeba zohlednit i počty trénovacích 
záznamů připadajících do jednotlivých uzlů. Je dán uzel S a atribut A, podle kterého 
se uzel rozvětví, přičemž v každé z M větví je N1, …, NM prvků, celkový Gini index 
nově vzniklých uzlů je vyjádřen vztahem: 






















,                                                             (4.10) 
  
Gini informační zisk I_Gini(S,A) tohoto dělení vyjadřuje vzorec: 
( ) ( ) ( )ASGiniSGiniASGiniI ,,_ −=                                                          (4.11) 
 
Je počítáno podle všech možných atributů a nakonec je vybrán ten, jehož Gini 
informační zisk je největší. Tento atribut je použit pro dělení v kořenovém uzlu 
stromu. 
 
4.6.1 Příklad výpočtu 























































Gini(S,Teplota) = … = 0,441 
Gini(S,Vlhkost) = … = 0,367
Gini(S,Větrno) = … = 0,429 
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I_Gini(S,Obloha) = Gini(S) - Gini(S, Obloha) = 0,459 – 0,343 = 0,116
I_Gini (S,Teplota) = … = 0,018
I_Gini (S,Vlhkost) = …= 0,092
I_Gini (S,Větrno) = … = 0,030 
 
Nejvyšší Gini informační zisk má atribut Obloha (0,116) a proto bude tento 
atribut použit pro dělení v kořenovém uzlu. 
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5. VYTVOŘENÁ APLIKACE 
5.1 VÝBĚR ALGORITMŮ 
Byly vybrány a naprogramovány tyto algoritmy pro tvorbu rozhodovacích 
stromů: 
• ID3 – kap. 4.4 
• C4.5 – kap. 4.5 
• Gini index – kap. 4.6 
 
Všechny tyto tři způsoby sestavování RS jsou implementované v programu 
RapidMiner v operátoru ID3, který umožňuje nastavit následující kriteria: 
• gain_ratio = algoritmus C4.5 
• information_gain = algoritmus ID3 
• gini_index = algoritmus s použitím Gini indexu 
• accuracy (nenaprogramované) 
 
5.2 SOUBOR VSTUPNÍCH DAT 
Aplikace vytváří ze vstupních dat, uložených v souborech formátu txt, 
klasifikační stromy pomocí výše jmenovaných algoritmů. Následující odstavec 
popisuje formát vstupních dat. 
Na prvním řádku textového souboru musí být dvě číselné hodnoty oddělené 
mezerou. Jedná se o celkový počet vzorků a počet atributů (je započítán i klasifikační 
atribut). Na druhé řádku jsou názvy atributů (v daném pořadí), jejich počet musí 
odpovídat druhému číslu na prvním řádku. Na dalších řádcích následují jednotlivé 
hodnoty atributů, oddělené čárkami. Klasifikační atribut je uveden jako poslední 
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Kvůli pozdějšímu použití tohoto souboru v programu RapidMiner není 
použita diakritika. 
 
5.3 VZHLED A OVLÁDÁNÍ APLIKACE 
V prostředí Borland C++ Builder byla vytvořena aplikace, která zpracovává 
vstupní záznamy uložené v textovém souboru a vytváří podle nich rozhodovací 
strom. Program uživateli umožňuje najít si ve stromové struktuře data, která budou 
sloužit jako učící množina pro tvorbu RS. Program zpracovává pouze nominální 
hodnoty atributů a nesmí žádné hodnoty atributů chybět. 
Při klinutí na vybraný textový soubor se tento soubor zobrazí a načte se do 
paměti pro další zpracování. Nyní je ještě možnost zvolit, podle jakého kriteria 
budeme RS konstruovat. Tento výběr se provádí buď přes nabídku File->Změň 
algoritmus a nebo pomocí kláves Ctrl+a. Lze také zvolit délku výpisu. V případě, že 
je položka Krátký výpis nezatržena, budou se do textové podoby vypisovat i všechny 
jednotlivé záznamy, které jsou použity pro následný výpočet. Tento typ výpisu je 
vhodný především tehdy, chceme-li si daný RS sami ověřit výpočtem. Stisknutím 
tlačítka Výpočet kořenového uzlu je vypočítán první atribut, podle kterého se bude 
dělit. Vpravo dole se objevují dvě tabulky. V první je vypsán výčet atributů s četností 
jejich výskytu a ve druhé najdeme hodnoty chybových funkcí a informačních zisků 
pro jednotlivé atributy (dle zvoleného algoritmu). Opětovný stisk tohoto tlačítka 
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vždy vede k vypočítání další hloubky stromu. Zobrazuje se také celkový počet uzlů 
vytvořeného RS.  
Rozhodovací strom se postupně zapisuje do textového okna a celé toto okno 
lze uložit pomocí volby File->Save. Do tohoto menu se rovněž dostaneme stisknutím 
klávesy Alt. Nyní je možné vybrat další vstupní množinu dat a pokračovat tvorbou 
dalšího rozhodovacího stromu. 
Vzhled tohoto programu vidíme na obr. 5.1. Tato aplikace je optimalizována 
pro rozlišení 1024 x 768 pixelů. 
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5.4 POROVNÁNÍ DOSAŽENÝCH VÝSLEDKŮ 
Nyní bude provedeno porovnání výsledků z programu RapidMiner a z 
aplikace Rozhodovací stromy. Je-li uvažována trénovací množina dat z tabulky 3.1 a 
algoritmus ID3, tak dostáváme pomocí programu Rapid Miner rozhodovací strom 
znázorněn na obr. 3.2. Pomocí aplikace Rozhodovací stromy pak následující textový 
výpis (pro stejná vstupní data): 
 
UZEL 0 (hloubka 1) se bude dělit (ID3) podle atributu : Obloha 
Z uzlu povedou (3) větve : 
slunecno -> UZEL 1 
zatazeno -> ANO 
dest -> UZEL 2 
------------------------------------------------------ 
UZEL 1 (hloubka 2) se bude dělit (ID3) podle atributu : Vlhkost 
Z uzlu povedou (2) větve : 
vysoka -> NE 
normalni -> ANO 
------------------------------------------------------ 
UZEL 2 (hloubka 2) se bude dělit (ID3) podle atributu : Vetrno 
Z uzlu povedou (2) větve : 
ne -> ANO 
ano -> NE 
------------------------------------------------------ 
 
Lze snadno srovnat, že tento zápis RS je totožný s obr. 3.2 a oba programy 
tedy vytvářejí stejné rozhodovací stromy. 
Vytvořená aplikace byla také testována na mnohem rozsáhlejších množinách 
vstupních dat (větší množství záznamů i atributů). Byla použita databáze hub, která 
je dostupná z: <ftp://ftp.ics.uci.edu/pub/machine-learning-databases/mushroom/>. Na 
této stránce je možno stáhnout velké množství různých databází. 
Databáze hub: 
• od Audobon Society Field Guide 
• 8416 záznamů 
• 22 atributů (v atributu 12 chybějící hodnoty – celý tento atribut byl vynechán) 
• všechny atributy jsou nominální 
• je klasifikováno do dvou tříd: EDIBLE (jedlá), POISONOUS (jedovatá) 
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Textový výpis RS vytvořeného algoritmem C4.5 pomocí programu RapidMiner: 
odor = ALMOND: EDIBLE {EDIBLE=400, POISONOUS=0} 
odor = ANISE: EDIBLE {EDIBLE=400, POISONOUS=0} 
odor = NONE 
|   spore-print-color = BROWN: EDIBLE {EDIBLE=1472, POISONOUS=0} 
|   spore-print-color = BLACK: EDIBLE {EDIBLE=1424, POISONOUS=0} 
|   spore-print-color = CHOCOLATE: EDIBLE {EDIBLE=48, POISONOUS=0} 
|   spore-print-color = GREEN: POISONOUS {EDIBLE=0, POISONOUS=72} 
|   spore-print-color = WHITE 
|   |   veil-color = WHITE 
|   |   |   gill-size = NARROW 
|   |   |   |   gill-spacing = CROWDED 
|   |   |   |   |   bruises = BRUISES: POISONOUS {EDIBLE=0, POISONOUS=8} 
|   |   |   |   |   bruises = NO: EDIBLE {EDIBLE=72, POISONOUS=0} 
|   |   |   |   gill-spacing = CLOSE: POISONOUS {EDIBLE=0, POISONOUS=32} 
|   |   |   gill-size = BROAD: EDIBLE {EDIBLE=528, POISONOUS=0} 
|   |   veil-color = YELLOW: POISONOUS {EDIBLE=0, POISONOUS=8} 
|   spore-print-color = YELLOW: EDIBLE {EDIBLE=48, POISONOUS=0} 
|   spore-print-color = ORANGE: EDIBLE {EDIBLE=48, POISONOUS=0} 
|   spore-print-color = BUFF: EDIBLE {EDIBLE=48, POISONOUS=0} 
odor = PUNGENT: POISONOUS {EDIBLE=0, POISONOUS=256} 
odor = CREOSOTE: POISONOUS {EDIBLE=0, POISONOUS=192} 
odor = FOUL: POISONOUS {EDIBLE=0, POISONOUS=2160} 
odor = FISHY: POISONOUS {EDIBLE=0, POISONOUS=576} 
odor = SPICY: POISONOUS {EDIBLE=0, POISONOUS=576} 
odor = MUSTY: POISONOUS {EDIBLE=0, POISONOUS=48}] 
 
Textový výpis RS vytvořeného algoritmem C4.5 aplikací Rozhodovací stromy: 
UZEL 0 (hloubka 1) se bude dělit (C4.5) podle atributu : odor 
Z uzlu povedou (9) větve : 
ALMOND -> EDIBLE 
ANISE -> EDIBLE 
NONE -> UZEL 1 
PUNGENT -> POISONOUS 
CREOSOTE -> POISONOUS 
FOUL -> POISONOUS 
FISHY -> POISONOUS 
SPICY -> POISONOUS 
MUSTY -> POISONOUS 
------------------------------------------------------ 
UZEL 1 (hloubka 2) se bude dělit (C4.5) podle atributu : spore-print-color 
Z uzlu povedou (8) větve : 
BLACK -> EDIBLE 
BROWN -> EDIBLE 
CHOCOLATE -> EDIBLE 
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GREEN -> POISONOUS 
WHITE -> UZEL 2 
YELLOW -> EDIBLE 
ORANGE -> EDIBLE 
BUFF -> EDIBLE 
------------------------------------------------------ 
UZEL 2 (hloubka 3) se bude dělit (C4.5) podle atributu : veil-color 
Z uzlu povedou (2) větve : 
WHITE -> UZEL 3 
YELLOW -> POISONOUS 
------------------------------------------------------ 
UZEL 3 (hloubka 4) se bude dělit (C4.5) podle atributu : gill-size 
Z uzlu povedou (2) větve : 
NARROW -> UZEL 4 
BROAD -> EDIBLE 
------------------------------------------------------ 
UZEL 4 (hloubka 5) se bude dělit (C4.5) podle atributu : gill-spacing 
Z uzlu povedou (2) větve : 
CROWDED -> UZEL 5 
CLOSE -> POISONOUS 
------------------------------------------------------ 
UZEL 5 (hloubka 6) se bude dělit (C4.5) podle atributu : bruises 
Z uzlu povedou (2) větve : 
NO -> EDIBLE 
BRUISES -> POISONOUS 
 
Jednotlivé programy mají sice jiný způsob zápisu, bližším srovnání lze však 
dojít k závěru, že oba rozhodovací stromy jsou totožné. Na následujícím obr. 5.2 
můžeme vidět graficky znázorněný tento rozhodovací strom (RapidMiner). Dlouhé 
názvy atributů ovšem snižují čitelnost. 
 
Obrázek 5.2 RS pro klasifikaci hub (algoritmus C4.5) 
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6. ZHODNOCENÍ ALGORITMŮ 
6.1 ZPŮSOB POROVNÁNÍ ROZHODOVACÍCH STROMŮ 
Je-li požadavek na věrohodné posouzení úspěšnosti sestavení rozhodovacího 
stromu musí se od sebe oddělit trénovací a testovací data. Testovací data jsou taková, 
která pochází ze stejného universa jako trénovací záznamy, ale nebyla použita 
k vytvoření stromu. Není-li testovací soubor dat k dispozici, lze ho získat 
následujícím způsobem. Rozdělíme trénovací data na třetiny, dvě z nich použijeme 
k vytvoření stromu (trénovací data) a zbylou třetinu použijeme jako testovací soubor 
pro výpočet chyby klasifikace. Toto dělení ovšem zmenšuje velikost dat, která jsou 
použita při vytváření stromu a to může vést k horším výsledkům. Z tohoto důvodu se 




Trénovací množina je náhodným výběrem rozdělena na N stejně velkých 
podmnožin. N se obvykle volí deset. Při zvyšování počtu podmnožin N roste časová 
náročnost výpočtu. Leave-one-out validation je speciální případ metody křížového 
ověření, kdy je počet podmnožin N roven počtu objektů v trénovací množině. 
Vždy je jedna podmnožina brána jako testovací a je proto vyřazena 
z množiny trénovacích dat (90 % trénovacích a 10 % testovacích objektů, pro N=10). 
Takto je vytvořeno N rozhodovacích stromů a pro každý z nich je vypočten odhad 
klasifikační chyby. Jako klasifikační chyba stromu, který je vytvořen z celé trénovací 
množiny, je brána průměrná hodnota jednotlivých dílčích klasifikačních chyb. 
Průměr klasifikačních chyb stromů vytvořených z 90 % vstupních dat se nebude 
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6.1.2 Kontingenční tabulky, accuracy 
Kontingenční tabulky se používají ke zjištění a posouzení vztahu mezi dvěma 
veličinami. Do jednotlivých buněk tabulky jsou zaneseny četnosti výskytů prvků 
spadajících do příslušných kategorií. 
Pro binární klasifikace má tato tabulka čtyři hodnoty (čtyřpólní tabulka). 
Jednou veličinou jsou skutečné, reálné hodnoty a druhou jsou predikované hodnoty 
klasifikace. Z kombinací četností výskytů jednotlivých typů výsledků lze vyjádřit 
základní parametry predikčních vlastností modelu [10]. 
 
Tabulka 6.1 Zobrazení výsledků binární klasifikace 
realita 
 positivní negativní 
positivní TP (true positive) FP (false positive) 
predikce 
negativní FN (false negative) TN (true negative) 
 
 
Cílem modelu je maximalizovat hodnoty na hlavní diagonále (TP a TN) a 























Accuracy je tedy užívaná jako statistická míra, která informuje o přesnosti 
klasifikace. Jedná se o poměr součtu všech správných zařazení ku součtu zařazení 
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všech a to správných i nesprávných. Přesnost klasifikace bude dále posuzována právě 
podle této hodnoty. 
Máme-li klasifikaci do tří tříd (např. trojúhelník, kolečko, křížek) a výsledek 










Obrázek 6.1 Výsledek klasifikace 
 
6.2 TESTOVÁNÍ ALGORITMŮ NA MNOŽINĚ DATABÁZÍ 
6.2.1 Výběr množiny dat 
Aby bylo možné použít stejná data pro různé algoritmy (ID3 pracuje pouze 
s kvalitativními atributy), byly stanoveny tyto podmínky. Všechny atributy jsou 
brány jako kvalitativní (nominální). Jsou-li proměnné vyjádřeny číslem, jsou 
uvažovány jako data čistě symbolického charakteru. Druhá z podmínek byla, aby 
záznamy neobsahovaly žádné chybějící hodnoty. Jediná data, ve kterých se 
vyskytovaly chybějící hodnoty byla již zmíněná databáze hub a tento atribut byl tedy 
celý vynechán. Všechny následující databáze tyto požadavky splňovaly. 
 
Byly vybrány tyto databáze (dostupné z <http://archive.ics.uci.edu/ml/> ): 
• Nursery – databáze vytvořená z hodnotícího systému předškolních zařízení 
• Mushroom – databáze rozpoznávání jedlých a jedovatých hub 
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• Chess – databáze šachových partií, klasifikační atribut říká zda může bílý vyhrát 
• Car – databáze hodnocení vlastností automobilů 
• Tic-tac-toe – databáze všech možných tahů na hrací ploše 3x3 (piškvorky) 
• Balance – databáze vážení na (rovnoramenných) vahách 
• Monk1 – uměle vytvořený klasifikační problém s klasifikační třídou splňující 
podmínku ( atribut_1 = atribut_2 ) or ( atribut_5 = 1 ) 
• Monk2 – uměle vytvořený klasifikační problém s klasifikační třídou splňující 
podmínku (atribut_n = 1) pro právě 2 výběry z n {1, 2, …, 6} 
• Monk3 – uměle vytvořený klasifikační problém s klasifikační třídou splňující 
podmínku ( atribut_5 = 3 and atribut_4 = 1 ) or ( atribut_5 ≠ 4 and atribut_2 ≠ 3 ) 
• Zoo – databáze zvířat a jejich specifických vlastností 
• Soybean – databáze rozpoznávání chorob sojových bobů (malá databáze) 
 
Tabulka 6.2 Vlastnosti vybraných databází 
Název databáze Počet záznamů 
Počet atributů (včetně 
klasifikačního) 
Počet klasifikačních tříd
Nursery 12960 9 5 
Mushroom * 8416 22 2 
Chess 3196 37 2 
Car 1728 7 4 
Tic-tac-toe 958 10 2 
Balance 625 5 3 
Monk1, Monks2, Monks3 432 7 2 
ZOO 101 17 7 
Soybean 47 36 4 
* v atributu číslo 12 se vyskytovaly chybějící hodnoty, proto byl celý tento atribut vynechán 
 
Záznamy nebyly rozdělené na trénovací a testovací, protože byla použita 
validační metoda cross-validation, která sama rozděluje data do těchto dvou množin. 
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6.2.2 Nastavení programu RapidMiner 
Pro porovnávání úspěšnosti jednotlivých algoritmů na výše zmíněných 
databázích byl použit program RapidMiner. V něm bylo sestrojeno operátorové 
schéma (Operator Tree), které můžeme vidět na obr. 6.2. 
Nyní budou popsány použité operátory. Input představuje databázi vstupních 
dat a operátor XValidation nám říká, že byla použita metoda cross-validation 
s hodnotou number of validation=10. Tato hodnota zůstává konstantní pro veškeré 
testy algoritmů, které jsou v této práci prováděny. Další operátor určuje učící 
algoritmus a jeho nastavení (např. výběr chybové funkce, minimální informační 
zisk). OperatorChain slouží jako jednoduché zřetězení libovolného počtu operátorů, 
které jsou postupně požívány. ModelApplier musí být umístěn před posledním 
operátorem Performance a dodávat mu na vstup aktuální data. Pomocí Performance 
jsou vypočítávány jednotlivá kriteria, která slouží k posouzení přesnosti klasifikace 
(accuracy). 
 
Obrázek 6.2 Program RapidMiner - metoda cross-validation 
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Jednotlivá kritéria a jejich význam pouze pro operátor ID3: 
• gain ratio (GR) – odpovídá algoritmu C4.5 popsaného v kapitole 4.4 
• information gain (IG) – odpovídá algoritmu ID3 popsaného v kapitole 4.5 
• gini index (GINI) – kapitola 4.6 
• accuracy (Acc) – dělicí atribut je vybírán podle statistické míry (kapitola 6.1.2) 
 
Je nutné tedy rozlišovat accuracy jako kriterium na hodnocení výsledného 
rozhodovacího stromu (stromů) a accuracy, pomocí které je vybírán aktuální dělicí 
atribut. Jedno z těchto kriterií je možné zvolit ve většině algoritmů v programu 
RapidMiner. Jelikož volba kriteria nebyla možná ve starší verzi programu (YALE), 
není tedy možná i ve všech algoritmech, které jsou z této verze implementovány. 
Jedná se o algoritmy začínající písmenem W- (Weka). 
 
6.2.3 Porovnávání výsledků 
Všechny použité algoritmy sestavovaly neprořezané rozhodovací stromy (no 
pruning). Maximální hloubka stromu byla nastavena dostatečně velká (max 
depth=100). Omezení minimálního počtu vzorků, které musí připadnout každému 
listu, bylo nastaveno na minimální možnou hodnotu (minimal leaf size=1). Jestliže 
do každého listu není zařazen příslušný počet záznamů, tak je tento list zrušen. Jedná 
se tedy o jistý způsob prořezávání. Další omezení velikosti stromů a to parametrem 
minimální zisk (minimal gain) bylo také potlačeno. Tato hodnota říká, jaký musí být 
minimální zisk vybraného atributu s největším ziskem, aby tento atribut mohl být 
použit pro další větvení. Všechny tyto parametry byly tedy nastaveny tak, aby nijak 
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Tabulka 6.3 Velikosti accuracy pro různé databáze a různé algoritmy (minimal leaf 
size=1, minimal gain=0, no pruning, max_depth=100) 
Accuracy [%] 
Algoritmus 




CHAID 98,14 100,00 96,84 89,06 88,21 42,37 89,59 46,99 100,00 97,00 98,00 86,02 
Decision 
Tree GR 98,14 100,00 99,59 89,06 88,21 42,37 89,59 46,99 100,00 97,00 98,00 86,27 
 IG 98,26 100,00 99,50 89,41 86,96 42,37 92,81 37,02 100,00 97,00 98,00 85,58 
 GINI 98,80 98,94 99,69 91,32 87,06 63,68 93,74 36,78 100,00 90,09 90,00 86,37 
 Acc * 95,02 99,22 75,70 79,44 65,77 100,00 27,53 100,00 85,18 55,00 78,29 
ID3 GR 98,14 100,00 99,59 89,06 88,21 42,37 89,59 46,99 100,00 97,00 98,00 86,27 
 IG 98,26 100,00 99,50 89,41 86,96 42,37 92,81 37,02 100,00 97,00 98,00 85,58 
 GINI 98,80 98,94 99,69 91,32 87,06 63,68 93,74 36,78 100,00 90,09 90,00 86,37 
 Acc * 95,02 99,22 75,70 79,44 65,77 100,00 27,53 100,00 85,18 55,00 78,29 
Random 
Forest ** GR 74,12 95,42 69,56 71,59 70,87 78,10 71,74 67,14 84,23 90,09 96,00 78,99 
 IG 76,20 95,85 72,78 71,76 70,87 78,10 68,23 67,14 78,96 83,27 93,50 77,88 
 GINI 79,81 95,24 72,21 70,89 69,83 76,94 68,23 66,67 79,44 90,09 89,00 78,03 
 Acc 75,46 93,37 70,12 70,66 69,31 75,69 73,36 66,90 81,03 83,27 86,00 76,83 
Random 
Tree GR 53,56 94,07 60,64 70,89 72,24 66,88 69,51 62,96 57,71 73,27 72,50 68,57 
 IG 65,52 87,44 65,64 72,24 72,34 66,88 52,61 61,09 80,75 70,18 72,00 69,70 
 GINI 65,58 85,23 63,92 71,65 72,34 67,68 52,61 61,09 57,71 80,18 75,50 68,50 
 Acc 54,91 85,57 59,77 72,34 70,88 68,33 53,42 63,89 80,75 77,36 68,50 68,70 
W-BFTree 99,33 99,98 99,53 96,59 93,73 79,51 90,24 88,41 100,00 93,09 100,00 94,58 
W-LMT 98,80 100,00 99,62 98,32 98,12 93,61 91,43 72,70 100,00 95,09 98,00 95,06 
W-NBTree 97,22 100,00 98,90 92,82 82,99 78,38 100,00 57,86 99,77 94,09 100,00 91,09 
W-REPTree 96,33 100,00 98,87 89,30 82,78 65,41 88,64 66,67 100,00 86,18 88,00 87,47 
W-SimpleCart 99,48 99,93 99,34 97,28 94,47 79,04 94,89 89,77 100,00 89,09 100,00 94,84 
* nedostatek paměti pro tento výpočet 
** sestavováno 10 stromů 
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Z tabulky 6.3 je na první pohled patrné, že accuracy pro algoritmy ID3 a 
Decision Tree vychází stejně. RapidMiner v tomto případě sestavuje totožné 
rozhodovací stromy. K poměrně velkým rozdílům úspěšnosti klasifikace dochází 
v závislosti na použité databázi. Výsledky klasifikace jsou nejlepší pro databáze 
Mushroom a Monk3, nejhorší pro databáze Monk2 a Balance. 
 Bylo zjišťováno, zda má na úspěšnost klasifikace zásadní vliv poměr počtu 
vzorků ku počtu atributů (včetně klasifikačního). Tento poměr byl nejmenší a byla 
tedy předpokládaná nejnižší accuracy pro databáze Soybean (47 / 36 = 1,3), Zoo (101 
/ 17 = 5,9) a skupinu databází Monk (432 / 7 = 61,7). Přestože tento poměr má na 
klasifikaci jistě vliv, tak z tab. 6.3 je vidět, že ne zásadní. Více záleží na konkrétní 
databázi a vyslovená domněnka se tedy přímo nepotvrdila. 
Pro algoritmy, u kterých je možné použít pro výpočet více kriterií, byla 
zprůměrňována průměrná accuracy a bylo provedeno vzestupné seřazení podle této 




























































Obrázek 6.3 Pořadí jednotlivých algoritmů podle accuracy 
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Nejlepších výsledků dosáhl algoritmus W-LMT. Ten sestavuje klasifikační 
stromy s logistickými regresivními funkcemi v listech. Nejhůře naopak algoritmy 
pracující s určitou náhodou RandomTree a RandomForest. Algoritmus 
RandomForest sestaví libovolně velkou množinu (v našem případě 10) náhodných 
rozhodovacích stromů, kdy pro každé větvení je vybrána náhodná podmnožina z 
množiny dostupných atributů. U databáze Balance však tento algoritmus dosahoval 
poměrně velké úspěšnosti. Obecně lepších výsledků dosáhly algoritmy z programu 
YALE. 
6.3 NASTAVENÍ PARAMETRŮ UČENÍ 
V předchozí případě byly nastaveny parametry učení tak, aby neomezovaly 
velikost rozhodovacího stromu. Nyní bude ukázáno, jak mají tyto parametry vliv na 
velikost klasifikační chyby. 
 
Tabulka 6.4 Velikosti klasifikační chyby pro různé databáze a nastavení ID3  
Accuracy [%] 
Algoritmus 




GR 98,14 100,00 99,59 89,06 88,21 42,37 89,59 46,99% 100,00 97,00 98,00 86,27 
IG 98,26 100,00 99,50 89,41 86,96 42,37 92,81 37,02% 100,00 97,00 98,00 85,58 





Acc * 95,02 99,22 75,70 79,44 65,77 100,00 27,53 100,00 85,18 55,00 78,29 
GR 94,21 98,57 98,18 89,06 65,34 45,60 74,98 67,14 97,67 97,00 98,00 84,16 
IG 97,94 100,00 98,19 89,41 65,34 42,37 74,98 67,14 100,00 97,00 98,00 84,58 





Acc * 95,02 99,22 75,70 79,44 65,77 100,00 27,53 100,00 85,18 55,00 78,29 
GR 94,99 99,43 94,09 83,97 70,78 65,90 78,93 52,77 98,14 83,18 35,50 77,97 
IG 94,98 99,71 98,25 83,97 70,57 65,90 79,39 53,70 98,38 40,64 35,50 74,64 





Acc 90,77 84,77 70,18 70,02 68,69 66,71 81,24 66,67 98,38 40,64 35,50 70,32 
GR 83,16 53,33 90,43 76,33 67,64 59,37 74,98 64,34 97,21 89,09 98,00 77,63 
IG 83,16 53,33 90,43 76,33 67,64 59,37 74,98 67,14 97,21 40,64 98,00 73,48 





Acc 83,16 53,33 69,62 70,02 67,54 58,56 74,98 67,14 97,21 40,64 29,00 64,65 
* nedostatek paměti pro tento výpočet 
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Nastavení parametrů učení pro jednotlivé případy: 
• a) minimal leaf size = 1 ; minimal gain = 0  
• b) minimal leaf size = 1 ; minimal gain = 0,1 
• c) minimal leaf size = 10 ; minimal gain = 0 
• d) minimal leaf size = 5% z počtu všech záznamů ; minimal gain=0 
 
Význam jednotlivých parametrů učení byl vysvětlen již v předchozí kapitole. 
V následujících třech odstavcích bude popsán dopad nastavení parametrů na 
výslednou klasifikaci pro případ b), c) a d). 
Je-li změněna hodnota minimálního zisku z 0 na 0,1 , sníží se průměrná 
accuracy pro chybové funkce gain ratio a information gain o 1 % až 2 %. Pro 
chybovou funkci gini index je tento pokles mnohem rapidnější ( 6,5 %). Je to 
zapříčiněno tím, že hodnoty zisku pro tuto chyb. funkci vychází poněkud nižší. Při 
konstrukci stromu došlo tedy k odstranění několika dělicích uzlů a tím se snížila 
přesnost klasifikace. Naproti tomu hodnoty zisku chybové funkce accuracy jsou 
vyšší a nastavená minimální hodnota 0,1 nemá na konstrukci rozhodovacích stromů 
žádný vliv. 
Parametr minimal leaf size, který byl volen konstantní pro všechny databáze, 
je ovšem závislý na celkovém počtu záznamů. V tabulce 6.4 jsou jednotlivé databáze 
seřazeny zleva doprava podle počtu jejich záznamů a to od největších po nejmenších. 
Je tedy patrné, jak se postupně snižuje accuracy při posunu zleva doprava. 
Při pohyblivém nastavení parametru minimal leaf size na hodnotu 5 % 
z celkového počtu záznamů se podařilo vyhnout snižování přesnosti v závislosti na 
velikosti dané databáze. Je zajímavé, že při tomto nastavení se většinou ztrácí rozdíly 
mezi jednotlivými chybovými funkcemi. 
  
6.3.1 Databáze Mushroom 
Vlastnosti této databáze byly blíže popsány v kapitole 5.45. Rozděluje 8416 
záznamů pouze do dvou tříd. Jedná se o rozpoznání, zda je daná houba jedlá 
(EDIBLE) nebo  jedovatá (POISONOUS).  
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V následujících tabulkách bude ukázána závislost accuracy a počtu uzlů 
stromu na parametrech, které omezují přeučení a nastavují tedy určitým způsobem 
míru prořezávání rozhodovacích stromů.   
 




size 1 5 6 7 8 9 10 15 
Accuracy [%] 100,00 100,00 100,00 99,93 99,56 99,43 99,43 99,43  
GR Počet uzlů 6 6 6 6 6 2 2 2 
Accuracy [%] 100,00 100,00 100,00 99,88 99,71 99,71 99,71 99,71  
IG Počet uzlů 5 5 5 5 5 3 3 3 
Accuracy [%] 98,94 98,94 98,94 98,94 98,94 98,94 98,94 98,66  
GINI Počet uzlů 3 3 3 3 3 3 3 3 
Accuracy [%] 95,02 88,55 87,71 87,32 86,35 84,92 84,77 81,51 
ID3 
 
Acc Počet uzlů > 50 17 17 16 16 10 10 7 
 
Díky metodě cross-validation je pro každé nastavení vytvořeno 10 
rozhodovacích stromů. Na závěr je programem RapidMiner vytvořen jeden výsledný 
(průměrný) a počet jeho dělicích uzlů je vepsán do tabulky.  
 
Tabulka 6.6 Závislost accuracy a počtu uzlů na minimal gain – Mushroom 
(minimal leaf size=1) 
 Minimal gain 0 0,05 0,1 0,2 
Accuracy [%] 100,00 100,00 98,57 98,57  
GR 
Počet uzlů 6 6 1 1 
Accuracy [%] 100,00 100,00 100,00 98,57  
IG 
Počet uzlů 5 5 5 1 
Accuracy [%] 98,94 98,57 98,57 98,57  
GINI 
Počet uzlů 3 1 1 1 




Počet uzlů > 50 > 50 > 50 > 50 
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Z tab. 6.6 je patrné, že vetší počet dělicích uzlů vždy neznamená zvýšení 
accuracy. Důležitý je správný výběr chybové funkce. Zajímavá vlastnost této 
databáze je, že i když má sestavený rozhodovací strom pouze jeden dělicí uzel, je 
přesto schopen klasifikovat s přesností 98,57 %. To znamená, že stačí pouze jeden 
správně vybraný atribut k tomu, aby bylo možno s poměrně velkou přesností určit, 
zda je houba jedlá či jedovatá. Tímto důležitým atributem je atribut odor, který 
určuje vůni či zápach dané houby. 
 
Výčet hodnot atributu odor a počet zařazených záznamů do dané klas. třídy: 
• NONE – houba nemá žádnou vůni        {EDIBLE=3688, POISONOUS=120} 
• PUNGENT – ostrý, pichlavý zápach    {POISONOUS=256} 
• CREOSOTE – vůně kreozotového oleje   {POISONOUS=192} 
• FOUL – páchnoucí, hnilobný zápach    {POISONOUS=2160} 
• ALMOND – mandlová vůně     {EDIBLE=400} 
• ANISE – vůně anýzu      {EDIBLE=400} 
• MUSTY – plesnivý, zatuchlý zápach    {POISONOUS=48} 
• SPICY – kořeněná, pikantní vůně    {POISONOUS=576} 
• FISHY – pochybný (rybí) zápach    {POISONOUS=576} 
 
 
Obrázek 6.4 RS pro určování hub s jedním dělicím (kořenovým) uzlem 
 
Z počtu zařazených záznamů do klasifikačních tříd je vidět, že pouze 
v případě, kdy houba nemá žádnou vůni, nelze přímo potvrdit nebo vyvrátit její 
jedlost. Kdyby byl požadavek na další dělení, strom by se rozrůstal až do počtu šesti 
uzlů (obr. 5.2). 
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Nyní bude ukázán výpočet accuracy pro rozhodovací strom s jedním uzlem. 
Accuracy je poměr součtu všech správných zařazení ku součtu zařazení všech a to 
správných i nesprávných. Výsledek klasifikace popisuje obr. 6.5. Je vidět, že 










Obrázek 6.5 Výsledek klasifikace databáze Mushroom pro jeden dělicí uzel 
 
6.3.2 Databáze Zoo 
Jedná se o databázi 101 konkrétních zvířat, která jsou popsána 16 atributy. 
Sedmnáctý atribut (klasifikační) říká, jestli se jedná o savce, ptáka, hada, rybu, žábu, 
korýše či hmyz. Databáze je dostupná z již zmiňované internetové adresy: 
<http://archive.ics.uci.edu/ml/datasets/Zoo>. 
 
Tabulka 6.7 Závislost accuracy a počtu uzlů na minimal gain – Zoo (minimal 
leaf size=1) 
  Minimal gain 0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 




Počet uzlů 10 10 10 10 6 6 6 4 4 4 




Počet uzlů 9 9 9 9 9 9 9 5 4 1 




Počet uzlů 8 8 8 3 0 0 0 0 0 0 
 Accuracy [%] 85,15 85,18 85,18 85,18 85,18 85,18 85,18 85,18 85,18 85,18
 
 
Acc Počet uzlů 14 14 14 14 14 14 14 14 14 14 
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Z tab. 6.7 je možno vidět, jak nastavovaná hodnota minimálního zisku 
(minimal gain) určuje velikost rozhodovacího stromu. Pro každou chybovou funkci 
lze z této tabulky orientačně určit velikost zisku atributu, podle kterého se může 
rozhodovací strom dále dělit a tím se měnit jeho počet uzlů. Např. pro chybovou 
funkci gini index se pohybuje zisk prvního, druhého a třetího dělicího atributu 
v rozmezí hodnot 0,3 až 0,4. Je patrné, že u ostatních chybových funkcí vychází pro 
první dělicí atributy zisky větší. Nemá-li rozhodovací strom žádný a tedy ani 
kořenový uzel (počet uzlů = 0), pak všechna zvířata jsou automaticky zařazena do 
nejpočetnější klasifikační třídy savci. Vypočítaná přesnost klasifikace 40,64 % pak 
odpovídá tomu, že ze 101 záznamů jich opravdu 41 patří do třídy savci. 
 
6.4 NÁVRH MODELU A PREDIKCE KLASIFIKAČNÍHO 
ATRIBUTU 
6.4.1 Zadání problému 
Uvažujme úlohu z praxe. Máme množinu trénovacích dat a našim úkolem je 
co nejlépe vystihnout vztah mezi jednotlivými atributy a klasifikační třídou, chceme 
tedy vytvořit vhodný model. Tento model bude následně sloužit pro správné určení 
klasifikační třídy u testovacích dat. 
Je k dispozici množina dat, která pomocí 27 atributů popisuje určitou situaci 
na burze. Cílem je správně vyhodnotit situaci a říci, zda a jak je vhodné s akciemi 
v tuto definovanou chvíli obchodovat. Klasifikační třída nabývá hodnot {-1, 0, 1}. 
Tyto hodnoty odpovídají činnosti, která by měla být provedena {prodej akcií, 
ponechání akcií, nákup akcií}. 
Je třeba vzít v potaz ještě jednu maličkost. Chyba klasifikace (ocenění za 
úspěšnou či penalizace za chybnou klasifikaci) se pro různé kombinace tříd liší podle 
nákladové matice zobrazené na obr. 6.6. 
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Obrázek 6.6 Nákladová matice 
Všechny vstupní atributy jsou vyjádřeny číselně, ale jejich hodnoty jsou 
různého typu (celočíselné, reálné, kladné, záporné). Nějaké atributy také mohou být 
nadbytečné, to znamená, že nenesou žádnou informaci. V trénovací množině je 
možné nalézt 1362 záznamů a v testovací množině 1361 záznamů (chybí klasifikační 
atribut). 
 
6.4.2 Postup řešení 
Pro tvorbu modelu a pro predikci klasifikačního atributu bude použit program 
RapidMiner. 
Obdržená vstupní data by byla pro tvorbu modelů pomocí většiny algoritmů 
jistě nutná vhodně předzpracovat. Např. ošetřit případné chybějící hodnoty, 
normalizovat, vybrat pouze atributy, které nesou nejvíce informace (ověřit 
vzájemnou korelaci proměnných, provést odchylku průměrů mezi třídami a rozptyl 
uvnitř třídy). Rozhodovací stromy mají ovšem tu výhodu, že pro svou správnou 
funkci nepotřebují složité předzpracování dat. U některých algoritmů je nutné pouze 
ošetřit chybějící hodnoty atributu (v tomto případě není nutné) a vhodně nastavit 
typy atributů, se kterými umí daný rozhodovací strom pracovat. 
V programu RapidMiner byl vytvořen operátorový strom, který je vidět na 
obr. 6.7. Tento strom se skládá ze dvou částí. V první  je stejně jako v kap. 6.2.2 
vytvořeno schéma, které realizuje metodu cross-validation a určuje tabulku 
úspěšnosti klasifikace. Součtem násobků jednotlivých položek této tabulky a 
nákladové matice (cost matrix) získáme hodnotu, podle které hodnotíme jednotlivé 
klasifikace. Tato hodnota bude dále nazývána jako „klasifikační body“. 
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Obrázek 6.7 Program RapidMiner – vytvoření a použití modelu 
 
Ve druhé části je výsledný model uložen operátorem ModelWriter a je tedy 
připraven pro následné použití. Pomocí Input(2) jsou načtena testovací data a za 
pomocí modelu je operátorem ExampleSetWriter získán žádaný klasifikační atribut. 
 
6.4.3 ID3Numerical a DecisionTree 
Jelikož jsou hodnoty všech atributů spojité, nemůžeme použít základní 
algoritmus ID3. Použijeme jeho obdobu pro spojité (číselné) hodnoty ID3Numerical.  
Následující tabulky ukazují výsledky klasifikace pro dva různé učící 
algoritmy (ID3Numerical a DecisionTree) a různé chybové funkce (gain_ratio, 
information_gain, gini_index a accuracy). Ostatní parametry zůstaly v programu 
RapidMiner nastaveny původním způsobem.  Nad každou tabulkou je uvedena 
hodnota accuracy a vpravo dole (na černém pozadí) jsou tzv. klasifikační body.  
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Obrázek 6.8 Tvorba vhodného modelu pomocí ID3Numerical a DecisionTree 
 
Z výsledků je patrné, že pokud je zadaná nákladová matice (cost matrix), není 
možné úspěšnost klasifikace objektivně hodnotit podle celkové přesnosti (accuracy). 
Největší accuracy neodpovídá největšímu počtu klasifikačních bodů. 
Nejlepšího výsledku pro tyto učící algoritmy (4708 klasifikačních bodů) bylo 
dosaženo s ID3Numerical a s chybovou funkcí gain ratio (poměrový informační 
zisk), což odpovídá algoritmu C4.5. Tento algoritmus je popsán v kapitole 4.5. 
 
6.4.4 Algoritmy WEKA 
Tyto algoritmy jsou implementovány v programu RapidMiner z dřívější verze 
YALE (začínající W- ). Mají velkou výhodu a to v tom, že oproti aktuálním 
algoritmům provádějí výpočet mnohokrát rychleji. Toto platí nejen pro rozhodovací 
stromy, ale i pro ostatní algoritmy. 
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Obrázek 6.9 Tvorba vhodného modelu pomocí dalších algoritmů - Weka 
 
Byly použity a porovnány všechny dostupné W-algoritmy, které pracují 
s daným typem vstupních dat. Nebylo měněno jejich počáteční nastavení. Stručný 
popis jednotlivých algoritmů, což je překlad z helpu programu RapidMiner, 
nalezneme v kapitole 4.1. 
Nejlepšího výsledku (4810 klasifikačních bodů) pro tyto učící algoritmy bylo 
dosaženo s algoritmem W-LMT. Tento algoritmus se ukázal jako nejlepší i 
v testování na mnoha databázích v kapitole 6.2.3. Zde ovšem byla úspěšnost 
klasifikace určena hodnotou accuracy. 
Zabýval jsem se dále tedy jednotlivými parametry a volbami tohoto algoritmu 
a nejlepšího výsledku (5008 klasifikačních bodů) bylo dosaženo při zatrhnutí 
položky: Split on residuals instead of class values. Následující tabulka ukazuje 
správné a chybné klasifikace pro konkrétní hodnoty klasifikačního atribut. 
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Tabulka 6.8 Výsledky modelu vytvořeného algoritmem W-LMT, nastavení R 
(accuracy=79,51%) 
 true -1 true 0 true 1 class precision 
pred. -1 627 103 31 82,39 % 
pred. 0 27 83 17 65,35 % 
pred. 1 17 84 373 78,69 % 
class recall  93,44 % 30,74 % 88,60 % 5008 
 
Pro všechny testované algoritmy pro tvorbu vhodného modelu bylo 
provedeno vzestupné seřazení podle klasifikačních bodů  a následné vynesení do 






















































































































Obrázek 6.10 Pořadí jednotlivých algoritmů podle klasifikačních bodů 
 
S pomocí programu RapidMiner je možné relativně přesně a relativně 
v krátké době (jednotky minut) sestavit model a predikovat klasifikační atribut G. 
Rozhodovací stromy lze oproti jiným typům modelů (IBL, NN) plnohodnotně použít 
i bez předchozího předzpracování vstupních dat.  
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V této diplomové práci jsem se seznámil s programem YALE (později 
RapidMiner). Jedná se o open-source software, který je určen pro zpracování dat 
(data mining). Provedl jsem rešerši algoritmů, které jsou v tomto programu použity 
pro konstrukci rozhodovacích stromů. Podrobně jsou popsány algoritmy ADTree 
(alternating decision tree), ID3, C4.5 a tvorbou RS pomocí chybové funkce Gini 
index. V dokumentaci programu je uvedena zdrojová literatura. Funkce Gini index 
ve starší verzi programu není a je implementována až ve verzi RapidMiner. 
Nevýhodou této novější verze je to, že chybí u jednotlivých algoritmů odkazy na 
literaturu. 
Stěžejní částí této práce je program, který jsem vytvořil v prostředí Borland 
C++ Builder. Je určen k vytváření rozhodovacích stromů pomocí tří algoritmů. Pro 
testování jsem používal jednak množiny dat, které jsem si vytvořil sám, ale také 
rozsáhlé databáze dostupné na internetu. Provedl jsem srovnání výsledků této 
aplikace s výsledky dosažené programem RapidMiner a došel k totožným výsledkům 
(kap.6.4). Teprve na tomto vytvořeném programu jsem si mohl ověřit, zda jsem 
správně dohledal a popsal sestavování rozhodovacích stromů pomocí chybové 
funkce Gini index. 
Provedl jsem také srovnání jednotlivých algoritmů implementovaných 
v programu RapidMiner na jedenácti různých databázích, dostupných z www 
stránky: <http://www.ics.uci.edu/~mlearn/databases>. Seznámil jsem se 
s požadovaným formátem zadávaných vstupních dat a také s jednotlivými parametry 
učení. Algoritmy byly testovány pomocí validační metody cross-validation a 
výsledky byly porovnány pomocí přesnosti klasifikace (accuracy). Nejlepších 
výsledků dosáhl algoritmus W-LMT. Ten sestavuje klasifikační stromy s 
logistickými regresivními funkcemi v listech. Nejhůře naopak algoritmy stochastické 
RandomTree a RandomForest. 
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9. PŘÍLOHY 
K diplomové práci je přiloženo CD, které obsahuje: 
 
1. Program pro tvorbu rozhodovacích stromů, pracující s algoritmy ID3 a 
C4.5 a s chybovou funkcí Gini index. Program je vytvořen v prostředí 
Borland C++ Builder a má název Rozhodovací stromy. 
2. Vhodně upravené databáze, které je možno použít pro zpracování 
v programu RapidMiner a v aplikaci Rozhodovací stromy. 
 
  
