



Enhancement of the Hybrid Constraint Solver HyLaGI for
Scalability Improvement
提出日 : 2020年 1月 29日







































In recent years, there has been an increasing interest in systems such as autonomous driv-
ing systems and IoT systems in which the physical world and computers interact with each
other. These systems alternate continuous state changes over time and discrete changes that
are caused when certain conditions are satisfied. Systems which can be represented by dis-
crete changes and continuous changes are called hybrid systems. For hybrid systems such as
autonomous driving systems in which the safety of behavior is a key requirement, verification
of the systems are very important
HydLa is a declarative language for modeling hybrid systems. HydLa adopts the constraint
programming paradigm and constraint hierarchies. Thanks to these features, we can concisely
describe properties of hybrid systems using mathematical and logical formulas. In particular,
they allow us to model uncertain behaviors of hybrid systems using inequalities.
HyLaGI is an implementation of HydLa to simulate HydLa programs symbolically. Hy-
LaGI allows us to rigorously calculate all trajectories represented by inequalities by constraint
satisfaction, which realizes safe simulation and verification of uncertain hybrid systems.
Symbolic simulation of HydLa programs based on constraint solving is quite challenging.
Simulation of HydLa programs that contain a lot of constraints or complex formulas may
incur high calculation cost or result in unsuccessful simulation. In this research, we apply
two optimization techniques to the main symbolic procedure of HyLaGI. One is that we
reuse the results of previous calculations. The other is that we reduce the calculation cost of
exhaustive search to find the time of the next discrete changes. For this purpose, we introduce
a branch-and-bound algorithm to the finding of the causes of discrete changes to reduce the
search space.
The former optimization technique reduced the calculation cost by 30-50 %. The latter opti-
mization technique reduced the time complexity of minimization problems of the motivating
example from O(n) to O(1).
In addition, we introduced an existential quantifier to HyLaGI, which enabled us to write
programs by combining constraints compositionally.
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第 2章では, 研究の背景にあるハイブリッドシステムとプログラミング言語 HydLa, 及
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2.2.1 HydLaプログラムの例
図 2.1に床を跳ねる質点の HydLaプログラムを示す.
1 INIT <=> y = 10 & y’ = 0.
2 FALL <=> [](y’’ = -10).
3 BOUNCE <=> [](y- = 0 => y’ = -4/5 * y’-).
4
5 INIT, FALL << BOUNCE.















は, y-=0が成立した時刻で y’=-4/5y’-が成立しており, y-は離散変化前の質点の速度を
参照している.









∀M1,M2((M1  M2 ∧ M1 ∈ MS ) ⇒ M2 ∈ MS ) (2.1)
∀M(¬∃(R  M) ⇒ R ∈ MS ) (2.2)
式 2.1は,優先度の低いモジュールが採用される場合は優先度の高い制約も同様に採用さ
れていることを要請し,式 2.2は自分より優先度の高いモジュールが存在しないモジュー
ル (requiredなモジュール)は必ず採用されることを要請する. 厳密な意味論は文献 [3]を
参照してほしい. この例では, y-=0が成立した時刻で, FALLと BOUNCEが矛盾する. その





HyLaGI [5]は HydLa言語の実行系である. HydLa言語は, HydLaの意味論に従った解










図 2.2 に HyLaGI 全体の実行アルゴリズムを示す. なお, 本小節で用いられる実行アル
ゴリズムは文献 [5]からの引用である.
HyLaGIはまず,入力された HydLaプログラムから式 2.1, 2.2に基づいて極大無矛盾集
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合になりうるモジュールの集合 (解候補モジュール集合) を導出し, 要素数でトポロジカ
ルソートした状態で保持する (行 1). 7行目から 23行目のループでは,解候補モジュール
集合から各時刻の解軌道を求める処理である. 離散変化時の変数の値を求めるポイント
フェーズ (PP) と, 連続変化時の微分方程式を求めるインターバルフェーズ (IP) を繰り返
して解軌道を求める.
PP, IP では共通して, そのフェーズの極大無矛盾集合を求める手続き MCS がある (行





つ. 時刻 0 では  制約を取り除く処理があるが, 基本的には解候補モジュール集合を走
査して変数の初期値との充足性の判定をする処理 (行 6 の CalculateClosure) を行う.
CalculateClosureの詳細は文献 [5]を参照してほしいが,ガード条件の成立有無の判定
と展開された制約同士が無矛盾であるかの制約の充足性判定を収束するまで行う. PP と
IPでは異なる CheckConsistency関数が入力される. PPの CheckConsistency関数は,
変数の値を連立方程式を解くことで求め, IPでは微分方程式を解くことで求める点で異な
る. その他に,引数の Eはシミュレーションの過程で展開された 制約である. HydLaで
は条件付き制約の後件に 制約を記述することを許しており,ガード条件が成立した時刻
から後件の 制約がモジュール内で展開され,有効になる. 極大無矛盾集合の導出におい
て後件の 制約は, 変数の左近傍値以外で唯一求解結果に因果的であり, 特殊な扱いをし
ている.
IP では, 次の離散変化の発生時刻を求める処理がある (行 21). HydLa の離散変化は,
ガード条件の成立の有無が変更された際に発生する. MCS において, 微分方程式を解くこ
とで導出した時刻の式と, ガード条件の元で時刻を最小化する問題を解き (FindMinTime
関数), それらの中で最小のものを求める (CompareMinTime 関数). この処理も, 記号パラ
メータに依ってどのガード条件が最初に成立の有無が変更されるかが変わるため,非決定
性がある.
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 
Require: HydLa: basic HydLa program,
MaxT: maximum simulation time
1: MS := TopologicalSort(HydLa) // list of candidate sets of constraints
2: V := GetVariables(HydLa)
3: T := 0 // current time
4: S := true // current constraint store
5: P := true // constraints on symbolic parameters
6: E := ∅ // expanded consequents
7: while T< MaxT do
8: // Point Phase (PP)
9: S := Subst(S ,T )
10: (S ,P, E, _, _) := MCS(S ,MS, E,P,T,CheckConsistencyPP)
11: if S = false then
12: break
13: end if
14: (S ,P) := AddParameters(S ,P,V)
15: // Interval Phase (IP)
16: (S ,P, E, A−, A+) := MCS(S ,MS, E,P,T,CheckConsistencyIP)
17: S := SolveDifferentialEquation(S )
18: if S = false then
19: break
20: end if
21: (MinT,P) := GetElement(CompareMinTime(
(
⋃
(g⇒c)∈A− FindMinTime(Subst(g, S ), P))
∪ (⋃(g⇒c)∈A+ FindMinTime(Subst(¬g, S ), P))
∪ {(MaxT−T , true)}))
22: T := MinT + T
23: end while 
図 2.2 HyLaGIの実行アルゴリズム (文献 [5]より引用)
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 
Require: S : constraint store,MS: list of candidate constraint sets,
E: set of expanded always consequents,
P: constraint on symbolic parameters,
T : current time, CheckConsistency: function for consistency checking
Ensure: constraint store, constraint on symbolic parameters, set of expanded always, maximal
consistent set, set of not entailed guards, set of entailed guards
1: for M ∈ MS do
2: if T > 0 then
3: M := EliminateNotAlways(M)
4: end if
5: (S tmp, Etmp,P, A−, A+) :=
6: CalculateClosure(S ,M,P, E,CheckConsistency)
7: if S tmp , false then
8: return (S tmp,P, Etmp,M, A−, A+)
9: end if
10: end for
11: return (false,P, E, ∅, ∅, ∅) 
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(hydla program) P ::= (DF | DC)*
(definition) DF ::= dname(~X){DC} | cname(~X)⇔ C
(constraint) C ::= A | C ∧ C | G ⇒C | C | ∃vname. C | cname(~E)
(guard) G ::= A | G ∧G | G ∨G
(atomic constraint) A ::= E RO E
(relational operator) RO ::= = | , | < | ≤ | > | ≥
(expression) E ::= E AO E | P | constant
| unary_ f unction(E)
(arithmetic operator) AO ::= + | − | mes | ÷ | ˆ
(previous) P ::= D | D−
(derivative) D ::= vname | vname′
(declaration) DC ::= M | DC, DC | DC DC
| dname(~E)
(module) M ::= C
図 3.1 存在量化子記法を導入した HydLaの構文 (文献 [5]から引用・追加)
3.2 存在量化子の意味
HydLa プログラムに明示された存在量化子は, 制約が展開された時刻で stolem 化によ
り除去される. 量化された変数は,プログラムに出現しない変数名が新しく割り当てられ,
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1 A <=> f=0 & [](f’=1).
2 B <=> [](1<=f<=2 => \x.([]x=1)).
3
4 A, B.











うにしている. なお, プログラム内では, 存在量化子は記号"\"で表される制約 C はコンデ
ンサに対応する制約であるが, 内部で電荷に関する微分方程式を解き, 出力の変数に伝搬
している. qを内部変数にすることで, Cを再利用した際に変数の衝突を防ぐことができる.






の HydLaプログラムを図 3.4に示す. 変数 pは温度を表し,モジュール ON, OFFによって
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1 R(vin,vout,i,r) <=> [](vin-vout = r*i).
2 C(vin,vout,i,c) <=> \q.(q=0 & [](q=c*(vin-vout) & i=q’)).
3 E(e,e0) <=> [](e=e0).
4 TIMER(timer) <=> timer=0 & []timer’=1.
5 SWITCH(vin,on,vout) <=>
6 [](on=0 => vout=0) & [](on=1 => vin=vout).
7
8 STEP(time,on) <=> \timer.(TIMER(timer) & [](timer<time => on=0)
9 & [](timer>=time => on=1)).
10 TIMER_SWITCH(vin,vout,time) <=>
11 \on.(STEP(time,on) & SWITCH(vin,on,vout)).
12
13 RC(vin,vout,i,r,c,vc) <=>
14 \vtmp.(R(vin,vtmp,i,r) & C(vtmp,vout,i,c) & [](vc=vtmp-vout)).
15
16 E(e,5), TIMER_SWITCH(e,vin,1), RC(vin,0,i,100,0.1,vc).
図 3.3 存在量化子記法を用いたスイッチ付き RC直列回路の HydLaプログラム
単調増加,単調減少する. モジュール SWITCHON, SWITCHOFFは,温度が閾値 (62,あるいは
68)になった際に成立し, 変数 pの微分方程式を変更する. SWITCHON, SWITCHOFFが成立
するたびに存在量化子によってローカルタイマーを生成する. タイマーは [0.1, 0.5] で初
期化され, 単調減少し, 値が 0になった時刻で温度 pの微分方程式を変更する制約を発行
する.
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1 INIT <=> p = 65 & mode = 0.
2 OFF <=> [](mode = 0 => p’ = -2).
3 ON <=> [](mode = 1 => p’ = 1).
4 MODE(l,r,m) <=> \x.(l < x < r & [](x’ = -1)
5 & [](x- = 0 => mode = m)).
6 SWITCHOFF <=> [](p- = 68 & mode = 1 => MODE(0.1,0.5,0)).
7 SWITCHON <=> [](p- = 62 & mode = 0 => MODE(0.1,0.5,1)).
8





図 3.4 遅延のあるサーモスタットの HydLaプログラム
図 3.5 遅延のあるサーモスタットの解軌道






































=> MODE(02/10, 05/10, 1)
t : 3/2->p[x1$3, 0, 3]+3/2
mode : 0
p : 65+t*(-2)







unsat modules : {SWITCHON, mode’=0}
unsat constraints : {mode’=0, mode=1}
positive : mode=1 => p’=1
x1$3-=0 => mode=1
negative : mode=0= >p’=-2
t : p[x1$3, 0, 3]+3/2
mode : 1









t : p[x1$3, 0, 3]+3/2->3*p[x1$3, 0, 3]+15/2
mode : 1
p : t+(-3)*p[x1$3, 0, 3]+121/2










t : 3*p[x1$3, 0, 3]+15/2
mode : 1
p : 68
x1$3 : -2*(3+p[x1$3, 0, 3])










t : 3*p[x1$3, 0, 3]+15/2
->3*p[x1$3, 0, 3]+p[x2$7, 0, 7]+15/2
mode : 1
p : t+(-3)*p[x1$3, 0, 3]+121/2
x1$3 : t*(-1)+p[x1$3, 0, 3]+3/2












2 <=> (n = 0 => ans = 1)
3 & (n > 0 => \x.(ans = n * x & FACTORIAL(x, n-1))).
4 CALC_F <=> [](timer- = 1 => FACTORIAL(x, 5) & [](x’=1)).
5 TIMER <=> timer = 0 & [](timer’ = 1).
6
7 TIMER, CALC_F.
図 3.7 離散変化フェーズに 5の階乗を計算するプログラム
FACTORIAL モジュールは自身を再帰的に呼び出して階乗を計算し, 変数 ans に計算結
果を伝搬させる. FACTORIALが展開されるたびに存在量化子を除去し,中間変数を導入す
る. HyLaGIの出力を図 3.8に示す.
出力より, PP 3 において展開された FACTORIAL の条件付き制約が同じ時刻で一斉に
発火し, 各階乗の値を生成された変数を通して伝搬させていることが分かる. HydLa の
変数は時刻の関数であり, 各時刻で複数の値を保持してマルチステップの計算を行う
superdense timeを採用していない. 存在量化子による動的な変数を用いることで, マルチ
ステップの計算を時刻を進行させずに行うことができ superdense timeの代替になりうる.
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合の導出処理である. 図 2.3 が具体的な処理である. MSC 関数では, 極大無矛盾集合の




となる. その一例として, 5つの水槽の水量調節をモデルした HydLaプログラムを挙げる.
プログラムを図 4.10に,実行時間のグラフを図 4.2に示す.
極大無矛盾集合導出処理が実行時間の 8 割以上を占めている. 関数 MSC,
CalculateClosure における最適化は文献 [7] 等で述べられているように, 極大無
矛盾集合の動的な導出や変数の依存関係を用いた手法が実装されているが,実質的に必要
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1 Xs := {x1..x5}.
2
3 INIT(x,xinit,vinit) <=> x = xinit /\ x’ = vinit.
4 CONST <=> [](inflow = |Xs|).
5 LINEAR(x) <=> [](x’’ = 0).
6 INFLOW(x1,r1, outflow)
7 <=> [](x1- = r1- => x1’ = inflow - outflow).
8 NO_INFLOW(x1,r1,x2, outflow) <=>
9 [](x1- = r1- & x2’- = inflow - outflow => x2’ = -outflow).
10
11 INIT(Xs[1], 1, inflow - 1), CONST,
12 { INIT(Xs[i], 2 + i/2, -1-((i-1)/17) ) | i in {2..|Xs|} }.
13 { LINEAR(Xs[i]) << INFLOW(Xs[i], 1, 1+((i-1)/17) )
14 | i in {1..|Xs|} }.
15 { LINEAR(Xs[j]) << NO_INFLOW(Xs[i], 1, Xs[j], 1+((j-1)/17))
16 | i in {1..|Xs|}, j in {1..|Xs|}, i != j }.
図 4.1 5つの水槽の水量調節プログラム





力について説明する. まず, 入力 MSは解候補モジュール集合であり, シミュレーションに
おいて不変である. 関数の手続きを解析すると, 入力 Tは時刻 0以外なら実行結果に関与
しないことが分かる. 入力 E は過去に展開された条件付き制約の後件にある  制約であ
る. 入力 CheckConsistencyは, PP, IPに対応した高階関数である. 簡単のため, t > 0か
つ後件の 制約が展開されないことを仮定すると,関数 MCSの実行結果は前フェーズの制
約である Sと記号パラメタ P,および,フェーズが PPであるかどうかによって決まる. MCS
の内部で呼び出される CalculateClosure において, 入力された制約 S は評価中の解候
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図 4.2 5つの水槽の水量調節プログラムの実行フェーズと実行時間の関係
補モジュール集合に左極限値として明示的に参照されるほか,左連続である変数によって
暗黙的に参照される. また, 記号パラメタ P は入力された制約 S によって参照される. 出
力は変数に割り当てられる式であり,採用されたモジュールの集合と成立した条件付き制
約の組と言い換えることもできる. 本研究では, 各 PP, IPにおいて, 関数 MCSの入出力の
対応関係の組を保存し,可能ならば MCSの処理を短絡して出力を取り出すことで最適化を








図 4.3に示す例題を用いて, PPにおける関数 MCSの動作を確認する.
最初のフェーズ以外のポイントフェーズにおいて, MCSへの入力 x-の値に応じて 3つの
ケースに分岐し得る.
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1 A <=> [](y=1).
2 B <=> [](0<=x-<=2 => y=x-).
3 A << B.
図 4.3 MCSの動作確認例題
入力 出力
0 ≤ x− < 1 ∨ 1 < x− ≤ 2 y = x−
x− = 1 y = x − ∧y = 1
x− < 0 ∨ x− > 2 y = 1
表 4.1 プログラム 4.3における,極大無矛盾集合導出手続きの入出力対応関係
1. 0 ≤ x− < 1 ∨ 1 < x− ≤ 2の場合
変数 x-はモジュール B の前件と後件によって明示的に参照され, 無矛盾性判定に
用いられる. この場合,モジュール Bの前件が成立し,後件が発行されることによっ
て Aと Bが矛盾する. 結果的に, Bのみが採用され,後件の y=x-が出力となる
2. x− = 1の場合
上記の場合と同様に, Bの前件が成立する. しかし,発行された制約は Aと矛盾せず,
極大無矛盾集合は{A, B}である.










法である. MCS に入力される制約が対応表の入力を満たしていれば, 対応する出力が MCS
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の出力となる. そのような場合は入力条件との照合と代入で済ますことができ, 計算コス
トの高い MCS を短絡して出力を得ることができる. 同じ極大無矛盾集合が繰り返し採用
されてフェーズが進行するようなモデルは MCSの入力に局所性があり,本手法が有効に働
く. 加えて, HyLaGIでモデリング対象のモデルにはそのような例が多いことが経験的に分




本節では, 前節 4.1.4で説明した最適化を組み込んだ HyLaGIの実行アルゴリズムの説







ておく. (図 4.4における CPおよび CIが保存されるデータ構造になる)
3. MCS を呼び出す前に, 入出力対応表を確認して結果を再利用できるかどうかを
チェックする. 再利用可能ならば, 出力と保存していた出力とシミュレーション進
行に必要なデータを取り出し, MCS を呼び出さずにシミュレーションを進行する.
(図 4.4の 11行目,及び 19行目)
1. について, 元のアルゴリズムの CheckConsistencyPP, CheckConsistencyIP では,
入力された制約が無矛盾であるための記号パラメタと矛盾するための記号パラメタ
のペアを返す. 提案手法では, その際に入力の制約から prev 変数を参照している制
約から prev 変数以外の変数を除去し, 保存する. (図 4.5 の 6 行目) 抽出した制約は,
CheckConsistencyPP, CheckConsistencyIPにおいて,その入力に対して同様に矛盾/無
矛盾であるという出力をするための条件である. これを今後 Path Constraint(PC)と呼ぶこ
ととする. PCは,直感的には手続き型プログラミングにおける条件文 (if文)の条件部であ
る. HyLaGIのような制約プログラミングにおいては矛盾/無矛盾であるための条件は明示
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されないが, 入力に依って矛盾/無矛盾であるための条件を抽出することで, 無矛盾性判定
の分岐に関わる入力条件を取り出している. 抽出した PCを満たす入力は,その PCを抽出
した際の CheckConsistencyPP, CheckConsistencyIPと同じ判定結果 (矛盾/無矛盾)と
なる. CheckConsistencyIP では, 微分方程式を解くという点と, 無矛盾性判定をその時
刻の正の近傍で行うという点で異なるが,本質的には同じなので,省略する.
2.について, 1.で保存した全ての PCの連言が入出力対応表の入力となる. 各 PCは, MCS
で呼び出した CheckConsistencyPP, CheckConsistencyIP で同じ判定結果になるため
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4.3 実験による評価




盾性の判定処理が実行時間の多くを占める問題である. 実行フェーズを 300 で打ち切り,






り返す. PP, IP共に, 2パターンの極大無矛盾集合が採用されることを繰り返す. 3フェー
ズまでは, 再利用表の作成コストが発生するため, 最適化前よりも余計なコストがかかる
が, それ以降は以前と同じ極大無矛盾集合が採用されることを繰り返すため, 関数 MCSの
OS Gentoo Linux (release 2.6)
CPU








simple_water_tanks (3 tanks) 3つのタンクの水量制御 無矛盾性判定のコストが大きい
simple_water_tanks (5 tanks) 5つのタンクの水量制御 非周期的な動作かつ,無矛盾性判定のコストが非常に大きい
表 4.3 実験対象のプログラム









ルネックの解消には至らなかった. 図 4.9,図 4.10のプログラムはそれぞれ 3つ, 5つのタ
ンクの水量を調節するプログラムである. 特に 5つのタンクがあるモデルは非周期的な動
作を繰り返し,極大無矛盾集合の求解コストも高い. グラフから分かるように,再利用表の
作成はなかなか収束しないが 75 フェーズあたりで収束し, それ以降は全て再利用表の照
合と代入で済んでいる. 結果, 実行コストの殆どを占めていた極大無矛盾集合の導出コス
トが解消され,実行時間の大幅な削減を実現した.
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Require: HydLaプログラム HydLa,
最大時刻 MaxT
1: MS := TopologicalSort(HydLa)
2: V := GetVariables(HydLa)
3: T := 0
4: S := true
5: P := true
6: E := ∅
7: CP := ∅
8: CI := ∅
9: while T< MaxT do
10: S := Subst(S ,T )
11: (S ,P, _, _) := GetCacheResult(S ,P,CP)
12: if S = false then
13: (S ,P, E,CP, _, _) :=
MCS(S ,MS, E,P,T,CP,CheckConsistencyPP)
14: end if
15: if S = false then
16: Break
17: end if
18: (S ,P) := AddParameters(S ,P,V)
19: (S ,P, A−, A+) := GetCacheResult(S ,P,CI)
20: if S = false then
21: (S ,P, E,CI, A−, A+) :=
MCS(S ,MS, E,P,T,CI,CheckConsistencyIP)
22: end if
23: S := SolveDifferentextitalEquatextiton(S )
24: if S = false then
25: Break
26: end if
27: (MinT,P) := GetElement(CompareMinTime(
(
⋃
(g⇒c)∈A− FindMinTime(Subst(g, S ), P))
∪ (⋃(g⇒c)∈A+ FindMinTime(Subst(¬g, S ), P))
∪ {(MaxT−T , true)}))
28: T := MinT + T
29: end while
図 4.4 提案手法を組み込んだ HyLaGIの実行アルゴリズム
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1: V := GetVariables(S )
2: Ptmp := ∃V(S ∧ P)
3: if Ptmp = false then
4: return (false,P, true)
5: end if
6: Ptmp := ∃V(S ∧ S prev ∧ P)
7: newPC := removeUnnessesaryCondition(S )
8: if Ptmp = false then
9: return (false,P, PC ∧ ¬newPC)
10: else if Ptmp = P then
11: return (true,P, PC ∧ newPC)
12: else
13: return GetElement(
{(true,Ptmp, PC ∧ newPC),
(false,P ∧ ¬Ptmp, PC ∧ ¬newPC)})
14: end if
図 4.5 提案手法を組み込んだ checkConsistencyPPのアルゴリズム
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1: V := GetVariables(S )
2: Ptmp := f alse
3: R := ∅
4: for all (prevCond, S , A+, A−) in C do
5: Ptrue := ∃V(prevCond ∧ S prev ∧ P)
6: if Ptrue , f alse then
7: R := Append(R, (S , Ptrue, A+, A−))
8: Ptmp := Ptmp ∨ Ptrue
9: end if
10: end for
11: if Ptmp , P then
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図 4.8 doseの実行フェーズと実行時間の関係の比較
図 4.9 simple_water_tanks(3tanks)の実行フェーズと実行時間の関係の比較















する. HyLaGIでは, IPにおいて,時刻の関数である変数がガード条件を満たす (あるいは





とがある. モチベーションとなる例題として,図 5.1を挙げる. 図 5.1は階段を跳ねる質点
をモデリングしたプログラムであり,階段を表す条件付き制約が階段の段数に比例して存
在する. 図 5.2はその実行結果である. 階段の段数に比例して実行時間が増大し,実行時間
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1 // #define N 6
2
3 INIT_X(v) <=> (x = 0 & x’=v).
4 X_MOVE <=> [](x’’ = 0).
5 INIT_Y(h) <=> (y = h & y’ = 0).
6 FALL(g) <=> [](y’’ = -g).
7 WALL(w) <=> [](x- = w & 0<=y-<=2*N => x’ = -x’-).
8
9 BOUNCE_ON_STEP_HOR(cornerx) <=>
10 []( (y- = N - cornerx-) & (cornerx- <= x- < cornerx- + 1)
11 => (y’ = -9/10 * y’-) ).
12 BOUNCE_ON_STEP_VER(cornerx) <=>
13 []( (x- = cornerx-) & (N - cornerx- < y- <= N - cornerx- + 1)
14 => (x’ = -x’-) ).
15 BOUNCE_HOR := { BOUNCE_ON_STEP_HOR(i) | i in {0..N} }.
16 BOUNCE_VER := { BOUNCE_ON_STEP_VER(i) | i in {0..N} }.
17
18 INIT_X(1), INIT_Y(N + 3),
19 (FALL(9.8) << BOUNCE_HOR),
20 (X_MOVE << BOUNCE_VER << WALL(0)).



















に分割し,元の問題を複数の部分問題に分割する. 例えば, x(t)を制約 G の元で最小化する
問題において分枝操作を適用することを考える. 制約 G を G = G1 ∪G2 ∪ · · · ∪Gn を満た
すような G1 . . .Gn に分割し,各々のもとで目的関数を最小化する問題を解く. それらの解




ば, x(t)を制約 Gi の元で最小化する際の限定操作は,制約 Gi ⇒ Hi を満たす Hi を作成し,
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に効率良く解を探索する.
定理 1. 制約条件 x ∈ Xp 下で f (x)を最小化する問題 Pと,制約条件 x ∈ Xrp 下で f (x)を
最小化する問題 RPにおいて,
Xp ⊂ Xrp が成立するならば, Pの最適値 zp∗と RPの最適値 zrp∗について, zp∗ ≥ zrp∗.
証明. f (xp∗) = zp∗を満たす Pの最適解 xp∗について,
xp∗ ∈ Xp ⊂ Xrp より, xp∗は RPの実行可能解.




最小化する問題である. 形式的には, 変数における等式制約 S ⇔ x1 = f1(t) ∧ x2 =
f2(t) ∧ · · · ∧ xn = fn(t) とそれらを参照するガード条件の集合 G = (g1, g2, . . . , gm) を用い
て, HyLaGIの離散変化時刻の導出問題は以下の最小化問題として記述できる.
Minimize t such that S ∧ (g1 ∨ g2 ∨ · · · ∨ gm)
HydLaGIの実装では,論理和を分解し一つ一つの制約に対して最小化問題の求解を繰り
返し, 結果を比較する. 論理和のままソルバに解かせることも可能だが, 問題によっては









で枝切りをしながら元の問題の解の探索を行う. 9 行目から 29 行目のループでは, プラ
イオリティキューを用いた探索を行う. プライオリティキューの要素は探索中の部分問
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題に対応しており, その要素は<部分問題の最適値の下界, 部分問題の制約条件, 部分問
題の記号パラメータ, 探索完了フラグ>である. キューの優先度は, 部分問題の最適値の
下界である. ループ内ではまず, 探索中のガード条件を包含する新しい制約を作成する
(19 行目 CalculateRelaxedGuards 関数). これは, 入力 (g1, g2, . . . , gn) = Gcurt と出力




























必要がなく,本末転倒である. 2, 3つ目の性質は部分問題の収束のし安さに影響する. 最適
値とその下界の差が大きいと,良い解を持っている可能性が否定できないため,枝刈りされ
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最適値 (部分問題の下界) が t = 0 となり, 意味のない探索が発生してしまうからである.
従って, 凸包と点の包含判定 (初期値が区間の場合は交差判定)を行いつつ, 可能ならば線
分をどちらかのグループにマージする. これで出来た凸包が分枝限定法における制約が緩
和された部分問題になる. 結果, 左右の凸包と, 質点が乗っている, マージできなかった線
分の 3つの部分問題がある状態である. (4)では,質点の解軌道と凸包を表す制約下で最小
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化問題を解くことで,各部分問題の最適値の下界を求める. 左の凸包と線分では,最小化問
題の最適値が無い (あるいは, t = ∞の下界を持つ)ため,その部分問題の探索を打ち切って
良い. これは, 直感的には, 質点が凸包に衝突しなければ, 凸法に内包される全ての線分に




の式に代入して, ガード条件を満たすかの判定を行う. 結果, 満たされていないため, この
部分問題はまだ解けておらず,探索を進める必要がある. (5), (6)では,右の凸包に対応する





実装した手法を, 階段を跳ねる質点のプログラム (図 5.1)と複数の壁のある部屋で衝突
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Require:
1: G : ガード条件
2: S : 制約条件




6: PQ := PriorityQueue()
7: S ol := {}
8: PQ.push(〈0,G, P, f alse〉)
9: repeat
10: 〈Tcurt,Gcurt, Pcurt, t fcurt〉 := PQ.pop()
11: if Pcurt = f alse then
12: continue
13: end if
14: if t fcurt = true then
15: S ol := S ol ∪ {〈Tcurt, Pcurt〉}
16: PQ :=
⋃
〈T,g,p,t f 〉∈PQ{〈T, g,¬Pcurt ∧ p, t f 〉}
17: continue
18: end if
19: H := CalculateRelaxedGuards(Gcurt)
20: for h ∈ H do
21: MinResult := FindMinTime(S ubst(h, S ), Pcurt)
22: for 〈Tmin, p〉 ∈ MinResult do
23: CGSResult :=
CheckGuardS at(S ubst(S , t = Tmin),Gcurt, p)
24: for 〈t f , p〉 ∈ CGSResult do
25: PQ.push(




29: until PQ = {}
30:
31: return GetElement(S ol)
図 5.3 分枝限定法を用いた離散変化時刻導出問題の非決定アルゴリズム
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図 5.4 階段を跳ねる質点のプログラムに提案アルゴリズムを適用した解探索の流れ
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1 // #define N 100
2 // #define M 50
3
4 INIT <=> x=0.5 & y=0 & x’=1 & y’=1.
5 CONSTX <=> [](x’’=0).
6 CONSTY <=> [](y’’=0).
7 XWALL <=> [](x-=0 & 0<=y-<=N => x’=-x’-).
8 XWALL2 <=> [](x-=N & 0<=y-<=10 => x’=-x’-).
9 YWALL <=> [](1<=x-<=N & y-=0 => y’=-y’-).
10 YWALL2 <=> [](0<=x-<=N-1 & y-=N => y’=-y’-).
11 BOUNCE_ON_STEP_VER1(cornerx) <=> []( (x- = cornerx-) & (0 <= y- <= N - 1) => (x
’ = -x’-) ).
12 BOUNCE_ON_STEP_VER2(cornerx) <=> []( (x- = cornerx-) & (1 <= y- <= N) => (x’ =
-x’-) ).
13 BOUNCE_VER1 := { BOUNCE_ON_STEP_VER1(i*2-1) | i in {1..M-1} }.
14 BOUNCE_VER2 := { BOUNCE_ON_STEP_VER2(i*2) | i in {1..M-1} }.
15
16 INIT.
17 CONSTX << (XWALL, XWALL2, BOUNCE_VER1, BOUNCE_VER2).
18 CONSTY << (YWALL, YWALL2).
図 5.5 複数の壁のある部屋で衝突を繰り返す質点のプログラム
図 5.6 プログラム 5.1における最適化前後の,階段の段数と実行時間の関係
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図 5.7 プログラム 5.5における最適化前後の,壁の数と実行時間の関係





Acumen [13] はハイブリッドシステムを記述, シミュレートする手続き型言語である.






Flow* [12] は, 非線形なハイブリッドシステムの到達可能性を検証するツールである.
テイラーモデル法により精度保証シミュレーションを可能とするのが特徴である. Flow*
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