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... The neural system receives different external stimuli (e.g., a blue triangle, S1, or a red square, S2) yielding the activation of subsets of neurons (colored dots) in the input (I1 and I2) and memory area (CA1 and CA2). (brain image by Hugh Guiney under license CC BY-SA 3.0) (B): Each excitatory neuron in the memory area receives inputs from a random subset of excitatory neurons being in the input area, from its neighboring neurons of the memory area (indicated by the dark gray units in the inset) and from a global inhibitory unit. All synapses between excitatory neurons are plastic regarding the interplay of long-term synaptic plasticity and synaptic scaling. (C): Throughout this study, we consider two learning phases during each a specific stimulus is repetitively presented. In addition, test phases are considered with stopped synaptic dynamics for analyses. (D): Schematic illustration of the average synaptic structure ensuring a proper function of the neural system. This structure should result from the neuronal and synaptic dynamics in conjunction with the stimulation protocol. IR and RR represent populations of remaining neurons being not directly related to the dynamics of memory formation and allocation. Details see main text. discrimination between stimuli. Please note that we consider three test phases (Figure 1 C) , during 126 which synaptic dynamics are fixed, to enable the investigation of the resulting response dynamics 127 of the circuit according to the different stimuli. Otherwise, the system is always plastic. In general, 128 we expect that the neural system should form strongly interconnected groups of neurons according 129 to each learning stimulus (memory formation; CA1 and CA2 in to assess the number of units (here neurons) along the shortest path to be taken in the network 151 to reach one specific unit starting from another unit averaged across all pairs of units (here we 152 consider only the pairs of activated neurons). Thus, as the ASPL-value is high, we conclude that 153 the activated neurons in the memory area are not directly connected with each other (Figure 2 B, 154 test 0); thus, the activity pattern is mainly determined by the random feed-forward connections. 155 By contrast, if a stimulus (here stimulus S1) is repeatedly presented in a given time interval, the 156 neuronal and synaptic dynamics of the network reshapes the pattern of activated neurons in the During the test phases, the resulting network structure is evaluated. Top row: average synaptic weight of feed-forward synapses from input populations I1 and I2 activated by the corresponding stimuli to the groups of neurons which become a CA (CA1 and CA2) and others (RR). Please note that we first train the network, then determine the resulting CAs with corresponding neurons, and retroactively sort the neurons into the CA-groups. Bottom row: average synaptic weight of recurrent synapses within the corresponding groups of neurons (CA1, CA2, and other neurons RR). Before learning (test 0), no specific synaptic structures are present. After the first learning phase (test 1), the first group of neurons becomes strongly interconnected, thus, a CA (CA1), which becomes also strongly connected to the active input population I1. (test 2) The second learning phase yields the formation of a second CA (CA2), which is linked to the second input population I2. These properties are; first row: average feed-forward synaptic weights from all input neurons; second row: average feed-forward synaptic weights from the subset of I1-input neurons; third row: average feed-forward synaptic weights from the subset of I2-input neurons; forth row: average incoming synaptic weight from neurons of the memory area (recurrent synapses); fifth row: firing rate of the corresponding neuron. Please note that we consider torus-like periodic boundary conditions. ) and for all connections between populations (from I1 to CA1:
; from I1 to CA2:̄ ff 21
; from I2 to CA1:̄ ff 12
; from I2 to CA2:̄ Thus, the projection of the solutions of the nullclines of the system dynamics onto the average 295 recurrent synaptic weights of the two neuronal groups shows that the recurrent dynamics during 296 the first learning phase are dominated by three fixed points: one is unstable (orange, 7; more 297 specifically, it is a saddle point) and two are stable (green, 2 and 3). As the recurrent synaptic 298 weights before learning are in general rather weak (which "sets" the initial state in this diagram), the 299 fixed points 4, 8, 9, 10 cannot be reached by the system and, thus, they do not influence the here 300 discussed dynamics. The two stable fixed points represent that one of the two neuronal populations 301 becomes a strongly interconnected CA, while the other remains in a weakly interconnected state. The dynamics of feed-forward synaptic weights depends on the firing rate of the input population and of the population in the memory area. There are four different cases (I-IV) determining the system dynamics. (E): These cases (indicated by arrows with Roman numbers: I-IV) together with the potentiation of recurrent synapses (arrow labeled CA1) yield the self-organized formation and allocation of CAs. Namely, during the first learning phase, synaptic changes drive the system (white dot) into regimes where either population 1 (blue) or population 2 (red) will represent the presented stimulus (left: stimulus S1; right: stimulus S2). Details see main text. results to a small variation in the initial condition of the first learning phase such that the system 317 is slightly off the identity line (see traces for examples). Given the difference, the system will be 318 on one side of the identity line and converge to the corresponding fixed point implying that the 319 corresponding group of neurons will become the internal representation (e.g., black trace). Note Thus, the existence of the threshold predicts that a new, to-be-learned stimulus has to be able to 325 evoke sufficient activity in the input area (above the threshold) to trigger the processes of memory 326 formation; otherwise, the system will not learn.
327
In parallel to the development of the recurrent synaptic weights, the synaptic weights of the Table 1 ).
500
Neuron model 501 The membrane potential rec i , ∈ {1, ..., M } of each excitatory neuron in the memory area is 502 described as follows: 
The global inhibitory unit is also modeled as a rate-coded leaky integrator receiving inputs from all 
As the neurons in the input area form the stimuli, their output activation is set manually. Thus no 512 further description is needed. from input neuron ∈ {0, ⋯ , I } to memory neuron ∈ {0, ⋯ , M } is:
The dynamics of the synaptic weight of a recurrent connection rec i,j from memory neuron ∈ 520 {0, ⋯ , M } to memory neuron ∈ {0, ⋯ , M } is determined by: the memory area (about 10% of the network). The relative recruitment factor is the relation of 540 recruitment probabilities for manipulated and control neurons averaged over 100 repetitions.
541
Population model 542 We consider two non-overlapping populations of excitatory neurons and one inhibitory unit.
543
The state of every population ∈ {1, 2} is determined by its mean membrane potential̄ , its 544 mean recurrent synaptic weight̄ rec between neurons of the population, and the mean weight̄ ff 545 of feed-forward synapses projecting signals from the currently active input onto the population.
546
We assume that the two populations interact solely through the inhibitory unit whose state is 547 given by its membrane potential inh . Thus, the dynamics of the model is described by a set of The two excitatory populations in the population model are described by their mean membrane potentials̄ , ∈ {1, 2}, ∈ {A, B}:
Here, the time scale , the resistance and the synaptic weight ,inh have the same value as 
562
The membrane potential of the inhibitory population is given by
with inh , inh and inh,1 = inh,2 corresponding to the respective values in the network simulations. 
565
The transfer function of the neurons within the population is the same as for individual neurons:
The synaptic weight changes of recurrent and feed-forward synapses follow the interplay of conventional Hebbian synaptic plasticity and synaptic scaling ( ∈ {1, 2}):
Data Display 566
The population model applies the same combined learning rule as the numerical simulation. We the system and that, in general, only one of the two stimuli (S1 or S2) is active. Accordingly, we 577 approximate the second, inactive input to zero and neglect the respective feed-forward synapses.
578
The population model is integrated with the given initial values of the feed-forward and recurrent 579 weights and̄ 1 =̄ 2 =̄ inh = 0 for 100 s. At = 100 s, we evaluate which of the two populations is 580 active. The average outgoing recurrent synaptic weight (Figure 2 E) is a measure of the interconnection within a neuronal subpopulation in the memory area (index set ). We therefore averaged the synaptic weight over all the connections among neurons within the sup-population: The average incoming feed-forward synaptic weight (Figure 2 F,G) is the average synaptic weight of connections between a subpopulation in the memory area (index set ) and a specific stimulus pattern in the input area (index set ): To analyze the response disparity, stimulus S1 is presented 10 times for 5 sec with 1 sec pause in between to form a single CA. After that, plasticity is shut off and we present variations of stimulus S1 with increasing stimulus disparity until the stimulus equals stimulus S2 (Figure 2 H) . Stimulus disparity measures the relative amount of non-overlap between two stimulus patterns, in this case stimulus S1 and its variation (in the following called stimulus S1'). Both stimuli are of identical size S = 0.5 ⋅ I , so that the stimulus disparity is calculated as follows:
with binary stimulus patterns for a given stimulus ∈ 1, 1 ′ :
Thus, a stimulus disparity equal zero describes two identical stimuli, whereas a disparity equal one indicates two non-overlapping stimulus patterns. The input area size of I = 36 allows for 18 steps in variation of 5.5% each. At the end of each presentation, we compare the resulting response in the memory area with the one at the end of the learning phase (i.e. the response to the original stimulus S1). The response vector overlap (RVO; Figure 2 H) describes the similarity between the response patterns in the memory area due to the presentation of stimuli S1 and S1':
with binary response of neuron to a given stimulus ∈ 1, 1 ′ : The stability of an equilibrium is determined by the sign of the eigenvalue with the largest real part of the system's Jacobi matrix evaluated at the equilibrium. The nonzero terms of the Jacobi matrix are ( ∈ {1, 2}, ∈ {S1, S2}):
The eigenvalues of the resulting matrix are determined numerically. 
Comparison of Bifurcation Curve with Network Simulation

828
When comparing the equilibrium structure of the population model dependent on the input amplitude (bifurcation parameter) with the equilibria reached in network simulations (Figure 5 C) In each case, the network is simulated for 50, 000 s. Every simulation is repeated 50 times with different random connectivities. To avoid simulation artifacts related to absolute silence of input channels, we assume a small background activity of 0.1 for inactive inputs. In the final state, we either consider all neurons with activity higher than 0.5 or, if there are none, 120 neurons centered around the activity center of the network as population 1. Population 2 is defined as the circular group of 120 neurons with the highest distance (respecting the periodic boundary conditions) to population 1. Within these two population, we evaluate the mean recurrent weight. In the network simulation, the functional role of the inhibitory population is two-fold: On the one hand, inhibition mediates the competition between different populations. This role is also captured by the population model. On the other hand, it prevents an active cell assembly from growing without limit by inhibiting neighboring neurons. This aspect is not reflected in the population model as in the latter the size of the populations is approximated as being fixed. Due to this discrepancy, the population model predicts equilibria also for very large input amplitudes while in the network simulation these input amplitudes lead to full activation of the complete network. 
