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a b s t r a c t
We develop the combinatorics of Young walls associated with
higher level adjoint crystals for the quantum affine algebra Uq(ŝl2).
The irreducible highestweight crystal B(λ) of arbitrary level is real-
ized as the affine crystal consisting of reducedYoungwalls onλ.We
also give a Young wall realization of the crystal B(∞) for U−q (ŝl2).
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0. Introduction
The theory of perfect crystals was developed by Kang et al. in an effort to understand the theory
of vertex models in terms of representation theory of quantum affine algebras [8]. A perfect crystal
of level l is a finite classical crystal whose minimal vectors are in 1–1 correspondence with dominant
integral weights of level l. If B is a perfect crystal of level l and B(λ) is an irreducible highest weight
crystal of level l, then there exists a crystal isomorphism
B(λ)
∼−→ B(ε(bλ))⊗ B,
where bλ is the unique minimal vector such that ϕ(bλ) = λ. Using this crystal isomorphism, they
obtained the path realization of irreducible highest weight crystals for quantum affine algebras.
In [9,7], Kang et al. constructed at least one coherent family of perfect crystals for all classical
quantum affine algebras. Thus the next natural problem would be to construct perfect crystals for
exceptional quantumaffine algebras. In [1], Benkart et al. gave a uniformconstruction of level 1 perfect
crystals B = B(0)⊕B(θ) for all quantumaffine algebras (including exceptional cases), where θ denotes
the (shortest) maximal root of the corresponding finite dimensional simple Lie algebras.
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Therefore, one can naturally conjecture that the crystal B = B(0)⊕ B(θ)⊕ · · · ⊕ B(lθ) is a perfect





D(2)n+1, this conjecture was proved in [9,7]. In [15], Schilling and Sternberg proved this conjecture for




n . We will call
the perfect crystal B = B(0)⊕ B(θ)⊕ · · · ⊕ B(lθ) the adjoint crystal of level l.
On the other hand, in [5], Kang introduced the combinatorics of Young walls for classical quantum
affine algebras. The Young walls consist of colored blocks with various shapes that are built on a
given ground-state wall and they can be viewed as generalizations of Young diagrams. The rules and
patterns for building Young walls and the action of Kashiwara operators are given explicitly using
combinatorics of Young walls. Now the crystal graphs for basic representations are characterized as
the affine crystals consisting of reduced Young walls and the characters of basic representations can
be computed easily by counting the number of colored blocks in reduced Young walls that have been
added to the ground-state wall. In [10], Kang and Lee extended the combinatorics of Young walls to
the higher level cases for all classical quantum affine algebras. (See [4] for A(1)n case.)
As is shown in [6], it turned out that the combinatorics of Young walls and the theory of perfect
crystals are very closely related. The Youngwalls known so far can be understood as the combinatorial
models for the paths arising from the perfect crystals corresponding to the fundamental weight
l$1. Thus it is a very natural and interesting problem to construct Young wall models associated
with various perfect crystals. In particular, the Young wall models for adjoint crystals would yield
an explicit combinatorial realization of irreducible highest weight crystals for exceptional quantum
affine algebras.
In this paper, as the first step toward this goal, we develop the combinatorics of Young walls
associated with higher level adjoint crystals for the quantum affine algebra Uq(ŝl2). The irreducible
highest weight crystal B(λ) of arbitrary level is realized as the affine crystal consisting of reduced
Young walls on λ. We would like to emphasize that our Young walls are different from the ones given
in [4,10]. Themain difference lies in the following: The previously known higher level Youngwalls are
l-tuples or l-layers of level 1 Young walls. Thus they are of thickness l. Actually, they are made up of
level l perfect crystals corresponding to the fundamental weight$1. But the Young walls introduced
in this paper are made up from the level l adjoint crystal and are of thickness ≤1. The perfect crystals
corresponding to the fundamental weight l$1 have not yet been constructed for exceptional affine
algebras. But level l adjoint crystals were constructed for some exceptional cases including D(3)4 , and
there is a good conjecture that level l adjoint crystals are perfect for all quantum affine algebras. (For
classical quantum affine algebras, this conjecture was recently proved in [2].) Thus we believe our
paper will give us a new insight how to construct level l Young walls of thickness 1, which are not l
layers of level 1 Young walls for all quantum affine algebras.
Another advantage of Young walls in this paper is in the connection with Littelmann’s path model
introduced in [13,14]. Up to now, there was no explicit combinatorial explanation between Young
walls and Littelmann’s path model. The Young walls constructed in this paper are found to be in 1–1
correspondence with Littelmann’s path model, which is explicitly explained in combinatorial way for
level 1 case in [12]. We expect this result can be generalized for higher level cases.
This paper is organized as follows. In Section 1,we briefly review the basic theory of perfect crystals
for the quantum affine algebra Uq(ŝl2). In Section 2, we give a detailed description of higher level
adjoint crystals, (affine) energy functions and (affine) path realization of irreducible highest weight
crystals. In Section 3, we explain the combinatorics of Young walls associated with adjoint crystals.
In Section 4, we define the crystal structure on the set of Young walls and show that the irreducible
highest weight crystal B(λ) of arbitrary level is isomorphic to the affine crystal consisting of reduced
Young walls on λ. The level 1 case was treated in [16]. Finally, in Section 5, we give a Young wall
realization of the crystal B(∞) for U−q (ŝl2).
1. The algebra Uq(ŝl2) and perfect crystals
Recall that the affine Cartan datum (A,Π,Π∨, P, P∨) of type A(1)1 consists of:
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(ii) the dual weight lattice P∨ = Zh0⊕Zh1⊕Zd,
(iii) the set of simple corootsΠ∨ = {h0, h1},
(iv) the set of simple roots Π = {α0, α1} ⊂ h∗ satisfying αi(hj) = aij, αi(d) = δi,0 (i, j ∈ I), where
h = C⊗Z P∨,
(v) theweight lattice P = ZΛ0⊕ZΛ1⊕Zδ, whereΛi(hj) = δij,Λi(d) = 0 (i, j ∈ I), and δ = α0+α1
is the null root.
Let q be an indeterminate and let [n] = qn−q−n
q−q−1 . The quantum affine algebra Uq(ŝl2) is the quantum
group associated with the affine Cartan datum (A,Π,Π∨, P, P∨) of type A(1)1 . That is, it is the
associative algebra over C(q) generated by the elements ei, fi, K±1i = q±hi , (i = 0, 1) and qd with
the following defining relations:
q0 = 1, qhqh′ = qh+h′ for all h, h′ ∈ P∨,
qheiq−h = qαi(h)ei, qhfiq−h = q−αi(h)fi for h ∈ P∨,




e3i ej − [3]e2i ejei + [3]eieje2i − eje3i = 0 (i 6= j),
f 3i fj − [3]f 2i fjfi + [3]fifjf 2i − fjf 3i = 0 (i 6= j).
(1.1)
We denote by U ′q(ŝl2) the algebra generated by ei, fi, K
±1
i (i ∈ I). It can be regarded as the quantum
group associated with the classical Cartan datum (A,Π,Π∨, P¯, P¯∨), where P¯ = ZΛ0⊕ZΛ1, P¯∨ =
Zh0
⊕
Zh1, and αi,Λi (i ∈ I) are considered as linear functionals on h¯ = C⊗Z P¯∨.
The elements of P (respectively, P¯) are called the affine weights (respectively, classical weights), and
the elements of P+ = {λ ∈ P|λ(hi) ∈ Z≥0 for all i ∈ I} (respectively, P¯+ = {λ ∈ P¯ | λ(hi) ∈ Z≥0 for all
i ∈ I}) are called the affine dominant integral weights (respectively, classical dominant integral weights).
The level of a dominant integral weight λ = a0Λ0+a1Λ1 is defined to be value λ(c) = a0+a1, where
c = h0 + h1 is the canonical central element.
Definition 1.1. An affine crystal or a Uq(ŝl2)-crystal (respectively, a classical crystal or a U ′q(ŝl2)-crystal)
is a setB together with the maps wt : B → P (respectively, wt : B → P¯), e˜i, f˜i : B → B⋃{0} and
εi, ϕi : B → Z⋃{−∞} (i ∈ I) satisfying the following properties:
(i) ϕi(b) = εi(b)+ 〈hi,wt(b)〉 for all i ∈ I (respectively, ϕi(b) = εi(b)+ 〈hi,wt(b)〉 for all i ∈ I),
(ii) wt(e˜ib) = wt(b)+ αi if e˜ib ∈ B (respectively, wt(e˜ib) = wt(b)+ αi if e˜ib ∈ B),
(iii) wt(f˜ib) = wt(b)− αi if f˜ib ∈ B (respectively, wt(f˜ib) = wt(b)− αi if f˜ib ∈ B),
(iv) εi(e˜ib) = εi(b)− 1, ϕi(e˜ib) = ϕi(b)+ 1 if e˜ib ∈ B,
(v) εi(f˜ib) = εi(b)+ 1, ϕi(f˜ib) = ϕi(b)− 1 if f˜ib ∈ B,
(vi) f˜ib = b′ if and only if b = e˜ib′ for b, b′ ∈ B, i ∈ I ,
(vii) If ϕi(b) = −∞ for b ∈ B, then e˜ib = f˜ib = 0.
For a classical crystalB, we define
ε(b) = ε0(b)Λ0 + ε1(b)Λ1, ϕ(b) = ϕ0(b)Λ0 + ϕ1(b)Λ1 for b ∈ B.
Example 1.2. (a) Let V (λ) be the irreducible highest weight Uq(ŝl2)-module with the highest weight
λ ∈ P+. The crystal graphB(λ) of V (λ) is an affine crystal.
(b) The crystal graphB of a finite dimensional U ′q(ŝl2)-module V is a classical crystal.
The crystals have a very nice and simple behavior with respect to taking tensor product. IfB1 and
B2 are crystals, then the setB1 ⊗B2 := B1 ×B2 is given a crystal structure as follows:
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e˜i(b1 ⊗ b2) =
{
e˜ib1 ⊗ b2 if ϕi(b1) ≥ εi(b2),
b1 ⊗ e˜ib2 if ϕi(b1) < εi(b2),
f˜i(b1 ⊗ b2) =
{
f˜ib1 ⊗ b2 if ϕi(b1) > εi(b2),
b1 ⊗ f˜ib2 if ϕi(b1) ≤ εi(b2),
wt(b1 ⊗ b2) = wt(b1)+wt(b2),
εi(b1 ⊗ b2) = max(εi(b1), εi(b2)− 〈hi,wt(b1)〉),
ϕi(b1 ⊗ b2) = max(ϕi(b2), ϕi(b1)+ 〈hi,wt(b2)〉).
Definition 1.3. Let l be a positive integer. A finite classical crystalB is called a perfect crystal of level l
if
(i) there exists a finite dimensional U ′q(ŝl2)-module with a crystal basis whose crystal graph is
isomorphic toB,
(ii) B ⊗B is connected,
(iii) there exists a classical weight λ0 ∈ P¯ such that wt(B) ⊂ λ0 +∑i6=0 Z≤0αi, #(Bλ0) = 1, where
Bλ0 = {b ∈ B | wt(b) = λ0},
(iv) for any b ∈ B, 〈c, ε(b)〉 ≥ l,
(v) for any λ ∈ P¯+ with λ(c) = l, there exist unique bλ, bλ ∈ B such that ε(bλ) = λ = ϕ(bλ).
The heart of the theory of perfect crystals is the following crystal isomorphism theorem:
Theorem 1.4 ([8]). Let B be a perfect crystal of level l. For any λ ∈ P¯+ with λ(c) = l, there exists a
unique crystal isomorphism
Ψ : B(λ) ∼−→ B(ε(bλ))⊗B
uλ 7−→ uε(bλ) ⊗ bλ,
where uλ is the highest weight vector inB(λ) and bλ is the unique vector inB such that ϕ(bλ) = λ.
By applying the crystal isomorphism Ψ repeatedly, we get a sequence of crystal isomorphisms
B(λ)
∼−→ B(λ1)⊗B ∼−→ B(λ2)⊗B ⊗B ∼−→ · · ·
uλ 7−→ uλ1 ⊗ b0 7−→ uλ2 ⊗ b1 ⊗ b0 7−→ · · · ,
where λ0 = λ, b0 = bλ0 , λk+1 = ε(bλk), bk+1 = bλk+1 .
The infinite sequence pλ = (bk)∞k=0 ∈ B⊗∞ is called the ground-state path of weight λ and the
elements of
P (λ) := {p = (pk)∞k=0 ∈ B⊗∞ | pk ∈ B, pk = bk for all k 0}
are called the λ-paths. One of the main results of [8] is the path realization ofB(λ) given below.
Theorem 1.5 ([8]). The set P (λ) can be given a classical crystal structure, and there exists a classical
crystal isomorphism
Ψλ : B(λ) ∼−→ P (λ)
uλ 7−→ pλ,
where uλ is the highest weight vector inB(λ).
2. Adjoint crystals
Fix a positive integer l and let
B = {(x, y) ∈ Z≥0 × Z≥0 | x+ y = 2k, 0 ≤ k ≤ l}.
It is straightforward to verify thatB is given a classical crystal structure with the following maps:
742 J.H. Jung et al. / European Journal of Combinatorics 31 (2010) 738–758
wt(x, y) = (y− x)Λ0 + (x− y)Λ1,
ε1(x, y) = y, ϕ1(x, y) = x,




e˜1(x, y) = (x+ 1, y− 1), f˜1(x, y) = (x− 1, y+ 1),
e˜0(x, y) =
{
(x− 2, y) if x > y,
(x, y+ 2) if x ≤ y,
f˜0(x, y) =
{
(x+ 2, y) if x ≥ y,
(x, y− 2) if x < y.
(2.1)
The U ′q(ŝl2)-crystal B is called the adjoint crystal of level l. It was shown in [9] that B is a perfect
crystal of level lwith minimal vectors
bλ = bλ = (a, a) for λ = (l− a)Λ0 + aΛ1.
Hence we have the crystal isomorphism
Ψ : B(λ) ∼−→ B(λ)⊗B, uλ 7→ uλ ⊗ (a, a),
which yields the path realization
B(λ) ∼= P (λ) = {p = ((xk, yk))k≥0 | (xk, yk) ∈ B for all k ≥ 0, (xk, yk) = (a, a) for all k 0}.
Recall that an energy function on a (finite) classical crystalB is a Z-valued function h : B⊗B → Z
such that
h(e˜0(b1 ⊗ b2)) =
{
h(b1 ⊗ b2)+ 1 if ϕ0(b1) ≥ ε0(b2),
h(b1 ⊗ b2)− 1 if ϕ0(b1) < ε0(b2),
h(e˜1(b1 ⊗ b2)) = h(b1 ⊗ b2),
whenever e˜0(b1 ⊗ b2), e˜1(b1 ⊗ b2) ∈ B ⊗B (see, for example, [3]).
Proposition 2.1. Let B be the adjoint crystal of level l. Define a function h : B ⊗B → Z by
h((x1, y1)⊗ (x2, y2)) =
{|a− b| if x1 > y2 ≥ a or y1 ≤ x1 ≤ y2,
|a− y2| + |b− y2| if x1 > y2, a > y2,
|a− x1| + |b− x1| if x1 ≤ y2, x1 < y1,
where a = x1+y12 and b = x2+y22 .
Then h is an energy function onB satisfying h((0, 0)⊗ (0, 0)) = 0.
Proof. Suppose x1 > y2 ≥ a = x1+y12 . In this case, we have x1 > y1, ϕ0(x1, y1) = l − a,
ε0(x2, y2) = l− y2 + 12 |x2 − y2| and
h((x1, y1)⊗ (x2, y2)) = |a− b|.
Hence
e˜1((x1, y1)⊗ (x2, y2)) = (x1 + 1, y1 − 1)⊗ (x2, y2)
and
h((x1 + 1, y1 − 1)⊗ (x2, y2)) = |a− b|.
If ϕ0(x1, y1) ≥ ε0(x2, y2), then y2 − a ≥ 12 |x2 − y2|, which yields a ≤ b. Hence by definition, we
have
e˜0((x1, y1)⊗ (x2, y2)) = (x1 − 2, y1)⊗ (x2, y2)
and
h((x1 − 2, y1)⊗ (x2, y2)) = |a− b− 1| = |a− b| + 1.
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If ϕ0(x1, y1) < ε0(x2, y2) and x2 > y2, then we have b = x2+y22 > y2 ≥ a. Hence we obtain
e˜0((x1, y1)⊗ (x2, y2)) = (x1, y1)⊗ (x2 − 2, y2)
and
h((x1, y1)⊗ (x2 − 2, y2)) = |a− (b+ 1)| = |a− b| − 1.
If ϕ0(x1, y1) < ε0(x2, y2) and x2 ≤ y2, then we have y2 − a < y2−x22 , which yields a > b. Hence we
obtain
e˜0((x1, y1)⊗ (x2, y2)) = (x1, y1)⊗ (x2, y2 + 2)
and
h((x1, y1)⊗ (x2, y2 + 2)) = |a− b− 1| = |a− b| − 1.
The other cases can be verified in a similar manner. 
LetB be the adjoint crystal of level l and B̂ = {b(m) | b ∈ B,m ∈ Z} be the affinization ofB (see,
for example, [3,8]). The affine crystal structure on B̂ is given as follows:
wt(b(m)) = wt(b)+mδ,
e˜0(b(m)) = (e˜0b)(m+ 1), e˜1(b(m)) = (e˜1b)(m),
f˜0(b(m)) = (f˜0b)(m− 1), f˜1(b(m)) = (f˜1b)(m),
εi(b(m)) = εi(b), ϕi(b(m)) = ϕi(b)
(2.2)
for b ∈ B, i = 0, 1, andm ∈ Z.
Let h : B⊗B → Zbe an energy function onB.Wedefine the affine energy functionH : B̂⊗B̂ → Z
associated with h : B ⊗B → Z to be
H(b1(m)⊗ b2(n)) = m− n− h(b1 ⊗ b2). (2.3)
Note that
H(e˜i(b1(m)⊗ b2(n))) = H(f˜i(b1(m)⊗ b2(n)))
= H(b1(m)⊗ b2(n)) for i = 0, 1. (2.4)
From the crystal isomorphism
Ψ : B(λ) ∼−→ B(λ)⊗B, uλ 7→ uλ ⊗ (a, a),
we obtain a crystal embedding
Ψ̂ : B(λ) ↪→ B(λ)⊗ B̂, uλ 7→ uλ ⊗ (a, a)(0).
By applying the crystal embedding Ψ̂ repeatedly, we obtain a sequence of embeddings
B(λ) ↪→ B(λ)⊗ B̂ ↪→ B(λ)⊗ B̂ ⊗ B̂ ↪→ · · ·
uλ 7→ uλ ⊗ (a, a)(0) 7→ uλ ⊗ (a, a)(0)⊗ (a, a)(0) 7→ · · · .
Hence B(λ) is isomorphic to the connected component P̂ (λ) of B̂⊗∞ containing the affine ground-
state path
pˆλ = (· · · (a, a)(0), . . . (a, a)(0), (a, a)(0)).
Using the affine energy function H , the connected component P̂ (λ) is characterized as follows.
Proposition 2.2 ([3,8,11]). For a dominant integral weight λ = (l − a)Λ0 + aΛ1, there exists an affine
crystal isomorphism
B(λ)
∼−→ P̂ (λ), uλ 7→ pˆλ,
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where
P̂ (λ) = {p = ((xk, yk)(−mk))k≥0| (i) mk ∈ Z≥0,
(ii) (xk, yk) ∈ B for all k ≥ 0,
(iii) (xk, yk)(−mk) = (a, a)(0) for all k 0,
(iv) H((xk+1, yk+1)(−mk+1)⊗ (xk, yk)(−mk)) = 0 for all k ≥ 0}. (2.5)
Combined with Proposition 2.1, the condition (iii) in Proposition 2.2 can be rephrased as follows:
mk −mk+1 =
{|ak+1 − ak| if xk+1 > yk ≥ ak+1 or yk+1 ≤ xk+1 ≤ yk,
|ak+1 − yk| + |ak − yk| if xk+1 > yk, ak+1 > yk,
|ak+1 − xk+1| + |ak − xk+1| if xk+1 ≤ yk, xk+1 < yk+1
for all k ≥ 0, where ak = xk+yk2 .
3. Combinatorics of Young walls
In this section, we introduce the combinatorics of Young walls for the quantum affine algebra
Uq(ŝl2) associated with the adjoint crystal B. Fix a positive integer l and a dominant integral weight
λ = (l− a)Λ0 + aΛ1 (0 ≤ a ≤ l).
We will use the colored blocks of two different shapes:
: unit width, unit height, half-unit thickness,
: unit width, half-unit height, unit thickness.
With these colored blocks, we will build a wall which extends infinitely to the left. For convenience,
we will use the following notations:
The pattern and the rules for stacking blocks are given below.
(1) The colored blocks should be stacked in the following pattern.
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(2) No block of unit thickness can be placed on the block of half-unit thickness.
(3) The blocks of half-unit thickness can be stacked in the front repeatedly. But the block of half-
unit thickness cannot be stacked more than once in the back.
Thus a column has one of the following forms:
We identify the following columns(Here, 1 ≤ k ≤ l− 1):
(3.1)
One can see that these columns are complementary to each other in one cycle of pattern.
The idea of building Young walls is to stack blocks on a given ground-state wall. However, in our
case, unlike the conventional Young walls introduced in [5], the ground-state wall may be changed as
we stack blocks because we identify the above columns. To be more precise, for λ = (l− a)Λ0+ aΛ1,
we first define the basic ground-state column of weight λ to be
Here, the horizontal line indicates where we begin to stack blocks and is called the line of height 0.
Next, the following columns will be called the ground-state columns of weight λ. Note that they
are obtained from the basic ground-state column by shifting δ-columns repeatedly, where a δ-column
consists of two 0-blocks and two 1-blocks. Here, k stands for the number of δ-columns that are added
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to the basic ground-state column. When k is negative, we understand |k|many δ-columns have been
removed from the basic ground-state column. Hence a + 2k stands for the number of 1-blocks(or
0-blocks) above the topmost basic ground-state column of weight lΛ0.
Example 3.1. For λ = 2Λ0 + Λ1, the first one is the basic ground-state column of weight λ, and the
others are the ground-state columns obtained by adding δ-columns (which are shaded in the figures
below).
Let Y = (Yk)k≥0 = (. . . , Yk, . . . , Y1, Y0) be an infinite sequence of columns. The sequence
G = (Gk)k≥0 consisting of blocks below the line of height 0 in Y is called the ground-state wall of
Y . It is called the basic ground-state wall of weight λ if Gk is the basic ground-state column of weight λ
for all k ≥ 0. Let Zk denote the topmost basic ground-state column of weight lΛ0 in Yk. We define
sk := the number of 0-blocks in Yk above Gk,
tk := the number of 1-blocks in Yk above Gk,
s¯k := the number of 0-blocks in Yk above Zk,
t¯k := the number of 1-blocks in Yk above Zk.
Note that sk− s¯k = tk− t¯k and that Zk may lie below the line of height 0. When sk = tk, we choose the
smaller value of s¯k = t¯k for the columns that are identified in (3.1).
Example 3.2. Let Yk be a column on a ground-state column Gk of weight λ = 2Λ0 +Λ1 given below.
In this case, we have sk = 1, tk = 3, s¯k = 4 and t¯k = 6.
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Definition 3.3. An infinite sequence of columns Y = (Yk)k≥0 is a virtual Young wall on λ if
(i) max(sk+1, tk+1) ≤ min(sk, tk) for all k ≥ 0,
(ii) Yk is the same as the basic ground-state column of weight λ for k 0.
Example 3.4. In the figures below with λ = 2Λ0 + Λ1, the first one is a virtual Young wall, but the
second one is not.
Let Y = (Yk)k≥0 be a virtual Young wall on λ. We define
∆k := ∆(Yk+1 ⊗ Yk) = min(sk, tk)−max(sk+1, tk+1),
Ek := E(Yk+1 ⊗ Yk) =

|s¯k+1 − t¯k| if sk+1 ≥ tk+1, sk ≥ tk,
|2l− (s¯k+1 + s¯k)| if sk+1 ≥ tk+1, sk < tk,
|2l− (t¯k+1 + t¯k)| if sk+1 < tk+1, sk ≥ tk,
|t¯k+1 − s¯k| if sk+1 < tk+1, sk < tk.
Remark. The tensor product symbol used here will be justified in Section 4 where we identify Young
walls with paths.
Definition 3.5. (a) A virtual Young wall Y = (Yk)k≥0 on λ is called a Young wall on λ if∆k ≥ Ek for all
k ≥ 0. We denote by Z(λ) the set of Young walls on λ.
(b) A Young wall Y on λ is said to be reduced ∆k = Ek for all k ≥ 0. We denote by Y(λ) the set of
reduced Young walls on λ.
Example 3.6. In the figures below with λ = 2Λ0 + Λ1, the first one is a Young wall, but it is not
reduced because∆0 = 2, E0 = 0. The second one is a reduced Young wall because∆0 = E0 = 1 and
∆k = Ek = 0 for k ≥ 1.
We now describe the combinatorics of Young walls. The main ingredient of the combinatorics is
the action of Kashiwara operators E˜i, F˜i (i ∈ I). Let Y = (Yk)k≥0 be a Young wall and fix an index i ∈ I .
Definition 3.7. (a) An i-block in Y is called i-removable if it can be removed from Y to get a Young
wall. A column in Y is said to be i-removable if its top is a removable i-block.
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(b) A place in Y is called an i-admissible slot if we can add an i-block to get a Young wall. A column
in Y is said to be i-admissible if it contains an i-admissible slot.
Example 3.8. In the following figure, we take a Young wall on λ = 2Λ0 + Λ1 and indicate all
the removable blocks and admissible slots. Note that the column Y0 is 1-admissible due to the
identification given in (3.1).
To each column Yk of Y , we assign a sequence of −’s and +’s from left to right with as many −’s
as the number of i-blocks that can be removed from Yk successively, followed by as many +’s as the
number of i-blocks that can be added on Yk successively. Thus we have a sequence of+’s and−’s for
Y . From this sequence, we cancel out all (+,−)-pairs to get a sequence of−’s followed by+’s reading
from left to right. We call this sequence the i-signature of Y . Observe that, from sufficiently large k,
we cannot add on or remove any block from Yk′ for k′ > k. Thus we obtain the i-signatures of finite
length.
We define E˜iY to be the Young wall obtained from Y by removing an i-block from the column
corresponding to the rightmost – in the i-signature of Y . If there exists no – in the i-signature of Y , we
define E˜iY = 0.
Similarly, we define F˜iY to be the Young wall obtained from Y by adding an i-block to the column
corresponding to the leftmost+ in the i-signature of Y . If there exists no+ in the i-signature of Y , we
define F˜iY = 0.
Example 3.9. In Example 3.8, the 0-signature of Y is−+ and the 1-signature is+++. Hence, E˜0Y is
the Young wall obtained by removing a 0-block from Y1 and F˜0Y is the Young wall obtained by adding
a 0-block to Y0. Similarly, E˜1Y = 0 and F˜1Y is the Young wall obtained by adding a 1-block to Y1.
Remark. Wewould like to emphasize that we need to take the identification (3.1) into consideration
when we count the number of removable i-blocks and admissible i-slots. Moreover, stacking or
removing a blockmay cause a change of the ground-state column due to the identification of columns.
It is easy to see that the change occurs within the set of ground-state columns given in the beginning
of Section 3.
4. Crystal structure
In this section, we first show that the set Z(λ) of Young walls on λ has a Uq(ŝl2)-crystal structure
togetherwith theKashiwara operators E˜i, F˜i and themapswt : Z(λ)→ P , εi, ϕi : Z(λ)→ Z (i = 0, 1)
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given below:
(i) wt(Y ) = λ− k0α0 − k1α1, where ki is the number of i-blocks above the ground-state wall of Y ,
(ii) εi(Y ) is the number of−’s in the i-signature of Y ,
(iii) ϕi(Y ) is the number of+’s in the i-signature of Y .
Let Ĉ be the set of all columns and let C be a column in Ĉ.We define f˜i(C) to be the column obtained
by stacking an i-block on C . If there is no place to stack an i-block, we define f˜i(C) = 0. Similarly, we
define e˜i(C) to be the column obtained by removing an i-block from C . If there is no i-block that can
be removed, we define e˜i(C) = 0.
LetG be the ground-state columnof C and let Z be the topmost basic ground-state columnofweight
lΛ0 in C . We define
s := the number of 0-blocks in C above G,
t := the number of 1-blocks in C above G,
s¯ := the number of 0-blocks in C above Z ,
t¯ := the number of 1-blocks in C above Z .
When s¯ = t¯ , as in Section 3, we choose the smaller value of s¯ = t¯ for the columns in (3.1). Since
s − s¯ = t − t¯ , the column C is uniquely determined by the values s¯, t¯ and s. We will denote it by
C = 〈s¯, t¯〉(s).
Define a map ψ̂ : Ĉ ∪ {0} −→ B̂ ∪ {0} by ψ̂(0) = 0 and
〈s¯, t¯〉(s) 7→
{
(2s¯− t¯, t¯)(−s) if s¯ ≥ t¯,
(2l− t¯, 2l− 2s¯+ t¯)(−s) if s¯ < t¯. (4.1)













(−m) if x < y.
(4.2)
Moreover, if C, C ′ ∈ Ĉ and f˜i(C) = C ′ (i = 0, 1), one can easily show that
ψ̂(C ′) = f˜i(ψ̂(C)) and ψ̂(C) = e˜i(ψ̂(C ′)). (4.3)
For example, if s¯ = t¯ − 1, then we get
ψ̂(f˜0(〈s¯, t¯〉(s))) = ψ̂(〈2l− t¯, 2l− t¯〉(s+ 1))
= (2l− t¯, 2l− t¯)(−s− 1)
= (2l− t¯, 2l− 2s¯+ t¯ − 2)(−s− 1)
= f˜0((2l− t¯, 2l− 2s¯+ t¯)(−s))
= f˜0(ψ̂〈s¯, t¯〉(s)).
Note that in the first equality, we choose the value 2l − t¯ for the column f˜0(〈s¯, t¯〉(s)) because it is
smaller than s¯+ 1 = t¯ .
The map ψ̂ induces a map Ψ̂ : Z(λ) ∪ {0} → B̂⊗∞ ∪ {0} defined by Ψ̂ (0) = 0 and
Y = (Yk)k≥0 7→ · · · ⊗ ψ̂(Yk)⊗ · · · ⊗ ψ̂(Y0).
Clearly, Ψ̂ is injective. We will show that Ψ̂ commutes with the Kashiwara operators E˜i, F˜i (i = 0, 1).
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Let Y = (Yk)k≥0 be a Young wall. For each k ≥ 0, we define
Hk = H(Yk+1 ⊗ Yk) := H(ψ̂(Yk+1)⊗ ψ̂(Yk)).
Lemma 4.1. For a Young wall Y = (Yk)k≥0, we have
∆k − Ek = Hk for all k ≥ 0.
Proof. Write Y = (Yk)k≥0 = (〈s¯k, t¯k〉(sk))k≥0 and suppose sk+1 ≥ tk+1, sk ≥ tk. Then we have
Ψ̂ (Yk+1) = (2s¯k+1 − t¯k+1, t¯k+1)(−sk+1),
Ψ̂ (Yk) = (2s¯k − t¯k, t¯k)(−sk),
which yields
Hk = sk − sk+1 − h((2s¯k+1 − t¯k+1, t¯k+1)⊗ (2s¯k − t¯k, t¯k))
=
{sk − sk+1 − |s¯k+1 − s¯k| if 2s¯k+1 − t¯k+1 > t¯k ≥ s¯k+1,
or t¯k+1 ≤ 2s¯k+1 − t¯k+1 ≤ t¯k,
sk − sk+1 − |s¯k+1 − t¯k| + |s¯k − t¯k| if 2s¯k+1 − t¯k+1 > t¯k, s¯k+1 > t¯k.
In the first case, we have s¯k+1 ≤ t¯k and s¯k+1 ≤ s¯k. It follows that
∆k − Ek = (tk − sk+1)− |s¯k+1 − t¯k| = tk − sk+1 + s¯k+1 − t¯k
= sk − s¯k − sk+1 + s¯k+1 = sk − sk+1 − |s¯k+1 − s¯k| = Hk.
In the second case, we have s¯k+1 > t¯k and s¯k ≥ t¯k, which gives
∆k − Ek = (tk − sk+1)− |s¯k+1 − t¯k| = tk − sk+1 − s¯k+1 + t¯k
= sk + t¯k − s¯k − sk+1 − s¯k+1 + t¯k
= sk − sk+1 − (|s¯k+1 − t¯k| + |s¯k − t¯k|) = Hk.
Other cases can be verified in a similar manner. 
Lemma 4.2. Let Y = (Yk)k≥0 be a Young wall and let ϕi(Yk) (respectively, εi(Yk)) be the number of i-
blocks that can be added to (respectively, removed from) Yk, still remaining as a Young wall after each
operation. Then for all k ≥ 0 and i = 0, 1, we have
(a) ϕi(Yk+1)− εi(Yk) = ϕi(ψ̂(Yk+1))− εi(ψ̂(Yk)),
(b) Ψ̂ (F˜i(Y )) = f˜i(Ψ̂ (Y )) if F˜i(Y ) 6= 0,
(c) Ψ̂ (E˜i(Y )) = e˜i(Ψ̂ (Y )) if E˜i(Y ) 6= 0.
Proof. (a) Let us denote ψ̂(Yk) by bk. By (4.3), we know ϕi(Yk) ≤ ϕi(bk) and εi(Yk) ≤ εi(bk) for all i
and k ≥ 0. It is straightforward to verify that
H(Yk+1 ⊗ f˜iYk) ≥ H(Yk+1 ⊗ Yk),
H(e˜iYk+1 ⊗ Yk) ≥ H(Yk+1 ⊗ Yk)
for all k ≥ 0. Hence we have
ϕi(Yk+1) = max{0 ≤ l ≤ ϕi(bk+1) | H(f˜ li Yk+1 ⊗ Yk) ≥ 0},
εi(Yk) = max{0 ≤ l ≤ εi(bk) | H(Yk+1 ⊗ e˜liYk) ≥ 0}.
(i) Suppose ϕi(bk+1) > εi(bk) and 0 ≤ h ≤ εi(bk). Then the tensor product rule yields
bk+1 ⊗ e˜hi (bk) i−→ · · · i−→ f˜ ϕi(bk+1)−εi(bk)+hi (bk+1)⊗ e˜hi (bk)
i−→ · · · i−→ f˜ ϕi(bk+1)−εi(bk)+hi (bk+1)⊗ bk.
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Hence
H(Yk+1 ⊗ e˜hi Yk) = H(f˜ ϕi(bk+1)−εi(bk)+hi Yk+1 ⊗ Yk), (4.4)
for all 0 ≤ h ≤ εi(bk). Putting h = εi(Yk), we obtain
0 ≤ H(Yk+1 ⊗ e˜εi(Yk)i Yk) = H(f˜ ϕi(bk+1)−εi(bk)+εi(Yk)i Yk+1 ⊗ Yk).
It follows that
ϕi(bk+1)− εi(bk)+ εi(Yk) ≤ ϕi(Yk+1). (4.5)
If εi(Yk) = εi(bk), then (4.5) gives ϕi(bk+1) ≤ ϕi(Yk+1). Hence ϕi(Yk+1) = εi(bk+1) andwe are done.
If εi(Yk) < εi(bk), one can put h = εi(Yk)+ 1 in (4.4) so that
0 > H(Yk+1 ⊗ e˜εi(Yk)+1i Yk) = H(f˜ ϕi(bk+1)−εi(bk)+εi(Yk)+1i Yk+1 ⊗ Yk),
from which we deduce
ϕi(bk+1)− εi(bk)+ εi(Yk)+ 1 > ϕi(Yk+1).
That is,
ϕi(bk+1)− εi(bk)+ εi(Yk) ≥ ϕi(Yk+1).
Combining this with (4.5), we obtain
ϕi(Yk+1)− εi(Yk) = ϕi(bk+1)− εi(bk).
(ii) Suppose ϕi(bk+1) < εi(bk). For 0 ≤ h ≤ ϕi(bk+1), the tensor product rule gives
bk+1 ⊗ e˜εi(bk)−ϕi(bk+1)+hi (bk) i−→ · · · i−→ f˜ hi (bk+1)⊗ e˜εi(bk)−ϕi(bk+1)+hi (bk)
i−→ · · · i−→ f˜ hi (bk+1)⊗ bk,
which yields
H(Yk+1 ⊗ e˜εi(bk)−ϕi(bk+1)+hi Yk) = H(f˜ hi Yk+1 ⊗ Yk).
Now using the same argument as above, we conclude
ϕi(Yk+1)− εi(Yk) = ϕi(bk+1)− εi(bk).
(iii) The case when ϕi(bk+1) = εi(bk) can be treated in a similar way.
(b) From (a), we have
F˜i(Y ) = (. . . , Yk+1, f˜i(Yk), Yk−1, . . . , Y0)
if and only if
f˜i(Ψ̂ (Y )) = · · · ⊗ ψ̂(Yk+1)⊗ f˜i(ψ̂(Yk))⊗ ψ̂(Yk−1)⊗ · · · ψ̂(Y0).
Hence
Ψ̂ (F˜i(Y )) = · · · ⊗ ψ̂(Yk+1)⊗ ψ̂(f˜i(Yk))⊗ · · · ⊗ ψ̂(Y0)
= · · · ⊗ ψ̂(Yk+1)⊗ f˜i(ψ̂(Yk))⊗ · · · ⊗ ψ̂(Y0) = f˜i(Ψ̂ (Y )).
(c) Our assertion can be proved by the same argument as in (b). 
Proposition 4.3. The set Z(λ) is a Uq(ŝl2)-crystal.
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Proof. Let Y = (Yk)k≥0 = (〈s¯k, t¯k〉(sk))k≥0 be a Young wall and let N be the smallest positive integer
such that Yk is the same as the basic ground-state column for all k ≥ N . Note that
wt(ψ̂(Yk)) =
{
wt(2s¯k − t¯k, t¯k)(−sk) if s¯k ≥ t¯k,
wt(2l− t¯k, 2l− 2s¯k + t¯k)(−sk) if s¯k < t¯k
= 2(t¯k − s¯k)Λ0 + 2(s¯k − t¯k)Λ1 − skδ
= −skα0 − tkα1.
Hence
wt Ψ̂ (Y ) = λ−
N−1∑
k=0
(skα0 + tkα1) = λ− k0α0 − k1α1 = wt(Y ),
where ki is the number of i-blocks in Y above the ground-state wall of Y . It follows that
ϕi(Y )− εi(Y ) = ϕi(Ψ̂ (Y ))− εi(Ψ̂ (Y )) = 〈hi,wt Ψ̂ (Y )〉 = 〈hi,wt(Y )〉.
The other conditions in Definition 1.1 can be checked easily. 
We now state and prove our main theorem.
Theorem 4.4. The set Y(λ) of reduced Youngwalls is a Uq(ŝl2)-crystal. Moreover there is a Uq(ŝl2)-crystal
isomorphism fromY(λ) toB(λ) sending Yλ to uλ, where Yλ is the basic ground-state Young wall of weight
λ and uλ is the highest weight vector inB(λ).
Proof. It is enough to show that by Proposition 2.2 the map Ψ̂ defines a Uq(ŝl2)-crystal isomorphism
Ψ̂ : Y(λ) ∼−→ P̂ (λ),
sending Yλ to pˆλ. Let Y = (Yk)k≥0 be a reduced Young wall in Y(λ). Assume that F˜i(Y ) 6= 0 and f˜i acts
on Yk. Then we have ϕi(ψ̂(Yk+1)) ≤ εi(ψ̂(Yk)), ϕi(ψ̂(Yk)) > εi(ψ̂(Yk−1)), and
H(ψ̂(Yk+1)⊗ ψ̂(Yk)) = H(ψ̂(Yk+1)⊗ f˜iψ̂(Yk)),
H(ψ̂(Yk)⊗ ψ̂(Yk−1)) = H(f˜iψ̂(Yk)⊗ ψ̂(Yk−1)).
Hence we have
H(Yk+1 ⊗ f˜iYk) = H(ψ̂(Yk+1)⊗ ψ̂(f˜iYk)) = H(ψ̂(Yk+1)⊗ f˜iψ̂(Yk))
= H(ψ̂(Yk+1)⊗ ψ̂(Yk)) = H(Yk+1 ⊗ Yk) = 0,
H(f˜iYk ⊗ Yk−1) = H(ψ̂(f˜iYk)⊗ ψ̂(Yk)) = H(f˜iψ̂(Yk)⊗ ψ̂(Yk−1))
= H(ψ̂(Yk)⊗ ψ̂(Yk−1)) = H(Yk ⊗ Yk−1) = 0,
which implies F˜i(Y ) ∈ Y(λ).
Similarly, we have E˜iY ∈ Y(λ) ∪ {0}, and hence Y(λ) is a Uq(ŝl2)-crystal.
By the definition of Y(λ) and P̂ (λ), it is easy to see that Ψ̂ defines a bijection between Y(λ) and
P̂ (λ). Moreover, by Lemma 4.2 and (the proof of) Proposition 4.3, we conclude Ψ̂ is indeed a crystal
isomorphism. 
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Example 4.5. We illustrate the top part of the affine crystal Y(λ) for λ = 2Λ0 +Λ1.
5. The crystalB(∞)
In this section, we will give a Young wall realization ofB(∞), the crystal graph of U−q (ŝl2). Let
B = {(x, y) ∈ Z× Z | x+ y is even}.
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The setB is given a U ′q(ŝl2)-crystal structure with the maps defined as follows:
wt(x, y) = (y− x)Λ0 + (x− y)Λ1,
ε1(x, y) = y, ϕ1(x, y) = x,




e˜1(x, y) = (x+ 1, y− 1), f˜1(x, y) = (x− 1, y+ 1),
e˜0(x, y) =
{
(x− 2, y) if x > y,
(x, y+ 2) if x ≤ y,
f˜0(x, y) =
{
(x+ 2, y) if x ≥ y,
(x, y− 2) if x < y.
(5.1)
Let Bl be the adjoint crystal of level l. For λ = (l − a)Λ0 + aΛ1, let Tλ = {tλ} be the crystal with
the maps wt(tλ) = λ, εi(tλ) = ϕi(tλ) = −∞, e˜i(tλ) = f˜i(tλ) = 0 for all i ∈ I . Then {Bl | l ≥ 1} is a
coherent familywith the limitB, where the inductive system is given by the maps
f(l,(a,a)) : Tλ ⊗Bl ⊗ T−λ → B
sending tλ ⊗ (x, y)⊗ t−λ to (x− a, y− a) (see [7]). Thus we have the path realization ofB(∞):
B(∞) ∼= P (∞) = {p = ((xk, yk))k≥0 | (xk, yk) ∈ B for all k ≥ 0, (xk, yk) = (0, 0) for all k 0}.
Define a function h : B ⊗B → Z by
h((x1, y1)⊗ (x2, y2)) =
{|a− b| if x1 > y2 ≥ a or y1 ≤ x1 ≤ y2,
|a− y2| + |b− y2| if x1 > y2, a > y2,
|a− x1| + |b− x1| if x1 ≤ y2, x1 < y1,
where a = x1+y12 and b = x2+y22 . Then it is straightforward to verify that h is an energy function onB
satisfying h((0, 0)⊗ (0, 0)) = 0 (cf. Proposition 2.1).
We denote byH : B̂⊗B̂ → Z the affine energy function corresponding to h. As in Proposition 2.2,
we obtain a Uq(ŝl2)-crystal isomorphismB(∞) ∼→ P̂ (∞), where
P̂ (∞) = {p = ((xk, yk)(−mk))k≥0 | (i) mk ∈ Z≥0,
(ii) (xk, yk) ∈ B for all k ≥ 0,
(iii) (xk, yk)(−mk) = (0, 0)(0) for all k 0,
(iv) H((xk+1, yk+1)(−mk+1)⊗ (xk, yk)(−mk)) = 0 for all k ≥ 0}.
Now we explain the combinatorics of Young walls associated with the adjoint crystal B (of level
∞).
(1) Wewill use the following colored blocks of half-unit thickness. Note that we do not use the blocks
of half-unit height.
(2) The colored blocks should be stacked in the followingpatterns. Here, the bold-facedhorizontal line
is called the standard linewhich plays the same role as the topmost basic ground-state column of
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weight lΛ0.
(3) We identify the following columns. Note that these columns are complementary to each other
with respect to the standard line.
(5.2)
(4) The blocks can be stacked in the front repeatedly. But we cannot stack a block in the back unless
there is a block in the front at the same height.
(5) The ground-state columns are given below. The two middle columns, which are identified by
(5.2), are defined to be the basic ground-state columns. The other ones are obtained by adding or
removing k many δ-columns, where a δ-column consists of two 0-blocks and two 1-blocks. Each
ground-state column has the line of height 0 as is indicated in the picture.
Let Y = (Yk)k≥0 be an infinite sequence of columns, where Yk is obtained by stacking finitely many
blocks on a ground-state column Gk, and let Zk be the standard line of Yk. We define
sk = the number of 0-blocks in Yk above Gk,
tk = the number of 1-blocks in Yk above Gk,
s¯k =
{
the number of 0-blocks in Yk above Zk if Yk lies above Zk,
−(the number of 0-blocks in Zk above Yk) if Zk lies above Yk,
t¯k =
{
the number of 1-blocks in Yk above Zk if Yk lies above Zk,
−(the number of 1-blocks in Zk above Yk) if Zk lies above Yk,
∆k = ∆(Yk+1 ⊗ Yk) = min(sk, tk)−max(sk+1, tk+1),
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Ek = E(Yk+1 ⊗ Yk) =

|s¯k+1 − t¯k| if sk+1 ≥ tk+1, sk ≥ tk,
|s¯k+1 + s¯k| if sk+1 ≥ tk+1, sk < tk,
|t¯k+1 + t¯k| if sk+1 < tk+1, sk ≥ tk,
|t¯k+1 − s¯k| if sk+1 < tk+1, sk < tk.
The virtual Young walls, Young walls, reduced Young walls, the i-signatures and the action of
Kashiwara operators E˜i, F˜i (i = 0, 1) are defined in the same way as in Section 3. Observe that for a
Youngwall Y = (Yk)k≥0, we can always assign infinitely many+’s to Y0 to get i-signatures for i = 0, 1
as follows: if the top part of Y0 consists of kmany 1-blocks in the front, one can stack kmany 0-blocks
in the back and then by taking the identification as explained in (5.2), one can stack infinitely many
0-blocks in the front. We denote by Z(∞) (respectively, Y(∞)) the set of Young walls (respectively,
reduced Young walls). For a Young wall Y = (Yk)k≥0, we define
(i) wt(Y ) = −k0α0 − k1α1, where ki is the number of i-blocks above the ground-state wall of Y ,
(ii) εi(Y ) is the number of−’s in the i-signature of Y ,
(iii) ϕi(Y ) is the number of+’s in the i-signature of Y .
Let Ĉ be the set of all columns. We define the Kashiwara operators e˜i, f˜i (i = 0, 1) on Ĉ in the
same way as in Section 4. Moreover, there is a crystal isomorphism ψ̂ : Ĉ ∪ {0} → B̂ ∪ {0} given by
ψ̂(0) = 0 and
〈s¯, t¯〉(s) 7→
{
(2s¯− t¯, t¯)(−s) if s¯ ≥ t¯,
(−t¯,−2s¯+ t¯)(−s) if s¯ < t¯. (5.3)
The map ψ̂ induces an injective map Ψ̂ : Z(∞)→ B̂⊗∞ defined by
Y = (Yk)k≥0 7→ · · · ⊗ ψ̂(Yk)⊗ · · · ⊗ ψ̂(Y0).
For each k ≥ 0, we define
Hk = H(Yk+1 ⊗ Yk) = H(ψ̂(Yk+1)⊗ ψ̂(Yk)).
Using the same argument as in Section 4, we can prove:
Lemma 5.1. Let Y = (Yk)k≥0 be a Young wall and let ϕi(Yk) (respectively, εi(Yk)) be the number of i-
blocks that can be added successively to (respectively, removed successively from) Yk. Then for k ≥ 0 and
i = 0, 1, we have
(a)∆k − Ek = Hk,
(b) ϕi(Yk+1)− εi(Yk) = ϕi(ψ̂(Yk+1))− εi(ψ̂(Yk)),
(c) Ψ̂ (F˜iY ) = f˜iΨ̂ (Y ) if F˜iY 6= 0,
(d) Ψ̂ (E˜iY ) = e˜iΨ̂ (Y ) if E˜iY 6= 0.
The main result of this section is given in the following theorem.
Theorem 5.2. (a) The sets Z(∞) and Y(∞) are Uq(ŝl2)-crystals.
(b) There is a Uq(ŝl2)-crystal isomorphism
Y(∞) ∼−→ B(∞)
sending Y∞ to u∞, where Y∞ is the basic ground-state wall in Y(∞) and u∞ is the highest weight vector
inB(∞).
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Example 5.3. We illustrate the top part of the affine crystal Y(∞).
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(1991) 543–566.
[5] S.-J. Kang, Crystal bases for quantum affine algebras and combinatorics of Youngwalls, Proc. Lond. Math. Soc. (3) 86 (2003)
29–69.
[6] S.-J. Kang, Perfect crystals and Young walls (in preparation).
758 J.H. Jung et al. / European Journal of Combinatorics 31 (2010) 738–758
[7] S.-J. Kang, M. Kashiwara, K.C. Misra, Crystal bases of Verma modules for quantum affine Lie algebras, Compos. Math. 92
(1994) 299–325.
[8] S.-J. Kang, M. Kashiwara, K.C. Misra, T. Miwa, T. Nakashima, A. Nakayashiki, Affine crystals and vertex models, Int. J. Mod.
Phys. A. (Suppl. 1A) (1992) 449–484.
[9] S.-J. Kang, M. Kashiwara, K.C. Misra, T. Miwa, T. Nakashima, A. Nakayashiki, Perfect crystals of quantum affine Lie algebras,
Duke Math. J. 68 (1992) 499–607.
[10] S.-J. Kang, H. Lee, Crystal bases for quantum affine algebras and Young walls, J. Algebra 322 (2009) 1979–1999.
[11] M. Kashiwara, T. Miwa, J.-U.H. Peterson, C.M. Yung, Perfect crystals and q-deformed Fock space, Selecta Math. 2 (1996)
415–499.
[12] M. Kim, S. Kim, On the connection between Young walls and Littelmann paths, preprint (KIAS-M09012: see
http://www.kias.re.kr/en/programs/math_pub_list.jsp), August 2009.
[13] P. Littelmann, A Littlewood–Richardson rule for symemtrizable Kac–Moody algebras, Invent. Math. 116 (1994) 326–346.
[14] P. Littelmann, Paths and root operators in representation theory, Ann. of Math. 3 (142) (1995) 499–525.
[15] A. Schilling, P. Sternberg, Finite-dimensional crystals B2,s for quantum affine algebras of type D(1)n , J. Algebraic Combin. 23
(2006) 317–354.
[16] J.-Y. Yu, A new realization of crystal graphs for A(1)1 , M.S. Thesis, Seoul National University, 2007.
