Abstract: A new model for controlled sensing for multihypothesis testing is proposed and studied in the sequential setting. This new model, termed controlled Markovian observation model, exhibits a more complicated memory structure in the controlled observations than existing models. In addition, instead of penalizing just the delay until the final decision time as in standard sequential hypothesis testing problems, a much more general cost structure is considered which entails accumulating the total control cost with respect to an arbitrary control cost function. An asymptotically optimal test is proposed for this new model and is shown to satisfy an optimality condition formulated in terms of decision making risk. It is shown that the optimal causal control policy for the controlled sensing problem is self-tuning, in the sense of maximizing an inherent "inferential" reward simultaneously under every hypothesis, with the maximal value being the best possible corresponding to the case where the true hypothesis is known at the outset. Another test is also proposed to meet distinctly predefined constraints on the various decision risks non-asymptotically, while retaining asymptotic optimality.
INTRODUCTION
The broad topic of controlled sensing for inference primarily concerns adaptively managing and controlling multiple degrees of freedom (e.g., sensing modality) in an information-gathering system to solve a given inference task. Contrary to the traditional control systems wherein the control primarily affects the evolution of the state, in controlled sensing for inference the control affects only the observations. The goal in controlled sensing for inference is not to drive the state to the desired range, but to best shape the quality of observations to facilitate solving the given inference task.
Applications of controlled sensing for inference include, but are by no means limited to, adaptive resource management in sensor and wireless networks (Hero et al., 2008; Banerjee and Veeravalli, 2012) , medicine (Anscombe, 1963) , and search (Stone, 1989) and target tracking (Fuemmeler and Veeravalli, 2008) .
In this paper, we focus on the basic inference problem of sequential hypothesis testing, and our goals are first, to design an asymptotically optimal test consisting of a causal control policy, a stopping rule, and a final decision rule; and second, to characterize its asymptotic performance. Special emphasis will be placed on characterizing the asymptotically optimal control policy.
Controlled sensing for sequential multihypothesis testing has been previously studied for the model in which, conditioned on the control signal at each time, the observation at that time is conditionally independent of all past observations and control signals. Under a suitable "positivity" assumption imposed on the model, an asymptotically optimal test using a stationary causal control policy was proposed, first by Chernoff (1959) for binary hypothesis testing, and then by Bessler (1960) for general multihypothesis testing. In these papers, the authors termed the considered problem "sequential design of experiments." With the positivity assumption, the asymptotically optimal test of Chernoff and Bessler was shown to achieve the smallest asymptotes of expected stopping times under every hypothesis simultaneously as the probability of error vanishes. Another test was proposed in Nitinawarat et al. (2013) that can be used to successfully dispense with the positivity assumption imposed in Chernoff (1959) ; Bessler (1960) . It was also proven in Nitinawarat et al. (2013) that the proposed test satisfies a different asymptotic optimality condition, formulated in terms of decision making risk, than the one adopted in Chernoff (1959) ; Bessler (1960) . In Naghshvar and Javidi (2013) , a Bayesian version of the controlled sensing for sequential multihypothesis testing problem was considered in the non-asymptotic regime, and the dynamic programming equation was analyzed to find the structure of the optimal test.
Controlled sensing for sequential multihypothesis testing is related to but is also fundamentally different from feedback channel coding with variable-length codes introduced in (Burnašev, 1976) . First, the controller in the controlled sensing problem does not know the hypothesis, whereas the feedback encoder in the channel coding problem knows the message. Second, the distributional model of the observation in the controlled sensing problem can depend on the hypothesis in an arbitrary manner, whereas in the channel coding problem, the distribution of the channel output is constrained to depend on the message through a fixed channel that is independent of the message. These two distinctions make the controlled sensing problem more challenging than the feedback channel coding problem when the number of messages is fixed, and, hence, make the vast literature of feedback channel coding with variable-length codes (see, e.g., Burnašev (1976) ; Yamamoto and Itoh (1979) ; Ooi and Wornell (1998) ; Nakiboglu and Gallager (2008) ; Como et al. (2009) ) not directly relevant to the controlled sensing problem. Having said that, we note that we only consider controlled sensing models with a fixed number of hypotheses, whereas the main focus in the channel coding problem is for an exponentially growing number of messages (with a fixed rate). Consequently, in the regime of a growing number of messages, the feedback channel coding problem is also unique from our controlled sensing problem.
In this paper, we propose a new observation model for controlled sensing for sequential multi-hypothesis testing termed a controlled Markovian observation model. The memory structure in the controlled observations for this new model is more complicated than in the existing model considered in all the previous work (Chernoff, 1959; Bessler, 1960; Nitinawarat et al., 2013; Naghshvar and Javidi, 2013) . In addition, we consider a more general cost structure than just the delay until the final decision as in all the previous work. In particular, we allow for any total accumulated control cost with respect to an arbitrary control cost function, up to the final decision time.
Our technical contributions are as follows. We propose an asymptotically optimal test for this new observation model and show that it satisfies an asymptotic optimality condition formulated in terms of decision making risk. We also propose another test that meets distinctly predefined constraints on the various decision risks non-asymptotically, while retaining asymptotic optimality.
Our results are proven using a combination of tools and principles from both decision theory and stochastic control. Interestingly, although the role of the causal control policy in the controlled sensing problem is merely to facilitate the eventual testing among the hypotheses without any explicit reward structure to gauge how well the different control policies perform, our results show that there is an inherent "inferential" reward structure maximized by the control policy of the asymptotically optimal test for the controlled sensing problem. This reward is given in terms of the ratio between the time average of a suitable decision-theoretic distance of the controlled observations under the true hypothesis, to all competing hypotheses, and the time average of the control cost. More importantly, we show that the optimal causal control policy for the controlled sensing problem achieves the optimal limiting value of this inferential reward simultaneously under every hypothesis. In addition, this optimal limiting value is also the best possible in the fictitious situation where the true hypothesis is known to the controller at the outset. In effect, the optimal causal control policy is able to self-tune to the true hypothesis while achieving the optimal limit of the inferential reward. Such a control policy is reminiscent of the self-tuning optimal control policy extensively studied in adaptive stochastic control (see, e.g., Kumar and Varaiya (1986) ).
The material in this paper was presented in parts at the IEEE International Symposium on Information Theory, Istanbul, Turkey, July 7-12, 2013, and also at the 2013 Asilomar Conference on Signals, Systems and Computers, November 3-6, 2013.
PRELIMINARIES AND MODELS WITH UNCONTROLLED OBSERVATIONS
Throughout this paper, all random variables are assumed to take values in finite sets and are denoted by capital letters; their realizations are denoted by the corresponding lower-case letters. We start by considering sequential multihypothesis testing based on observation sequence which cannot be controlled. Let the joint distribution of the observations Y 1 , . . . , Y k , k ≥ 1, under hypothesis i = 0, . . . , M − 1 be denoted by a pmf p i y k , where y k denotes (y 1 , . . . , y k ) . A sequential test consists of a stopping rule and a final decision rule. The stopping rule determines a (random) number of observations, denoted by N, that are taken until a decision is made for a hypothesis according to δ Y N . The overall goal of a sequential test is to make the final decision with a desirable level of accuracy using the fewest number of observations.
There are a number of metrics that can be used to gauge the accuracy of a sequential test. The most conservative one is the worst-case (maximal) probability of error P max defined as
where each P i {δ = i} is the conditional probability of error under hypothesis i = 0, . . . , M − 1. Another more refined notion is that of maximal decision risks each of which R i , i = 0, . . . , M −1, is defined to be the maximal conditional probability of incorrectly deciding for hypothesis i as
It clearly follows from (2.1) and (2.2) that for every i = 0, . . . , M − 1,
We denote the class of tests that satisfy P max ≤ α; by C (α) ; and that satisfy
, respectively. In the following presentations, our results will be stated in terms of the Kullback-Leibler (KL) distance between two distributions (pmfs) p 1 (y), p 2 (y) on a common finite set Y, which is defined as 4) if the support of p 2 subsumes that of p 1 (with the convention that 0 log 0 = 0).
Asymptotically Optimal Test: Multihypothesis Sequential Probability Ratio Test (MSPRT)
We now describe a sequential test that is asymptotically optimal in the regime wherein the maximal probability of error vanishes (hence by (2.3), so do all the risks). The stopping rule of this test entails stopping at the first time at which the likelihood ratios between the maximum likelihood estimate of the hypothesis and all other competing hypotheses are larger than a threshold T > 0, i.e.,
At the stopping time a decision is made for the most likely hypothesis: δ * Y N * =î. We denote the error probability and risks for the test (N * , δ * ) by P * max and R * 0 , . . . R * M −1 , respectively. The stopping rule (2.5) was first proposed by Chernoff (Chernoff, 1959) in the setup with observation control. A similar test was later proposed for models with uncontrolled observations (Baum and Veeravalli, 1994) and was termed "Multihypothesis Sequential Probability Ratio Test" (MSPRT) therein. In this other test, all the likelihoods in (2.5) are weighted by the respective prior probabilities, and the maximum in the denominator is changed to summation. Another similar test was also proposed in Dragalin et al. (1999) with the weighting by the prior probabilities while retaining the maximum in the denominator. Since all of these tests are asymptotically optimal when the observations are independent and identically distributed (i.i.d.) but the test in (2.5) does not require the knowledge of the prior distribution of the hypothesis. we choose to focus on the test in (2.5) and call it MSPRT. Proposition 2.1 (Asymptotic Optimality of the MSPRT (Veeravalli and Baum, 1995) 
Then any sequence of tests with vanishing maximal probability of error, P max → 0, satisfies for every i = 0, . . . , M − 1 that
hence, also that
For the MSPRT, it holds that
Furthermore, the MSPRT is asymptotically optimal. In particular, as the threshold T in (2.5) approaches infinity, the MSPRT yields for each i = 0, . . . , M − 1, that
(2.10) Remark 2.1. In the forward claim above, it suffices just to establish the first equality in (2.9), as the first equality in (2.10) follows immediately from (2.9) using (2.3). The second equalities in (2.9) and (2.10) follow from the first ones and (2.6), (2.7), respectively. In the reverse direction, only the assertion (2.6) needs to be established. That the asymptotic performances with respect to both the maximal probability of error and the corresponding risks coincide (the optimal coefficients in (2.9), (2.7) and in (2.10), (2.6) are the same) is what we mean by asymptotic optimality.
It is interesting to note that the aforementioned result pertaining to the asymptotic optimality relies critically on the notion of decision risks. In particular, we now show in the following simple counterexample that the version of this claim with respect to the more natural criteria of conditional probabilities of error does not hold. Note that each of the conditional probabilities of error is still dominated by the maximal probability of error similar to each of the risks as in (2.3). The characterization of the optimal asymptotic performance with respect to the conditional probabilities of error is still unresolved. 
Example 2.1. Consider binary hypothesis testing between two distributions
and with the ML rule as the final decision rule. Then, it can be shown that as T → ∞,
Consequently, we get that as T → ∞,
(1 + o (1)) (2.11)
By selecting c > 1, we can trade the asymptotic performance under hypothesis 0 (characterized by the number
, and vice versa, by selecting c, 0 < c < 1.
In contrary, if we consider the asymptotic performance in terms of decision risks, then it follows from Proposition 2.1 that for any sequence of tests it must hold simultaneously that
In other words, there cannot exist a sequence of tests with the asymptotic performance beating either (2.13) (with the corresponding number in the denominator being larger than D (p 0 p 1 )) or (2.14) (with the corresponding number in the denominator being larger than D (p 1 p 0 )).
PROBLEM FORMULATION
We now move on to the main subject of the paper, namely sequential multihypothesis testing with observation control. The observation and control signal at each time step are assumed to take values in finite sets Y and U, respectively. At each time k = 1, 2, . . . , conditioned on each hypothesis i = 0, . . . , M − 1, on the current control value u k and on the previous observation y k−1 , the current observation Y k is assumed to be conditionally independent of all earlier observations and control signals y k−2 , u
). In addition, conditioned on the true hypothesis i and on (u k , y k−1 ) , Y k is assumed to be conditionally distributed according to p
,...,M −1 is a fixed collection of transitions probabilities from Y to itself. We assume throughout that for every i = 0, . . . , M − 1, u ∈ U, y,ỹ ∈ Y,
The initial observation y 0 is assumed to be a constant. Controlled sensing for sequential hypothesis testing has been previously studied for a simpler observation model (Chernoff, 1959; Bessler, 1960; Nitinawarat et al., 2013; Naghshvar and Javidi, 2013) in which for every u ∈ U, i = 0, . . . , M −1, the p u i (·|ỹ) in (3.1) is independent ofỹ. Hence, for this simpler model, conditioned on each hypothesis i and u k , Y k is conditionally independent of y k−1 , u k−1 . Our main interest here will be on causal control policies for which the control U k at each time k = 1, 2, . . . , can be any (possibly randomized) function of past observations and past control signals. In particular, each U k , k = 2, 3, . . . , is specified by an arbitrary conditional pmf q k u k |y k−1 , u k−1 , and U 1 is specified by a conditional pmf q 1 (u 1 |y 0 ) . Having specified the causal control policy, the joint distribution of observations and control signals under hypothesis i, denoted by p i (y n , u n ) , can be written as
The entire collection of conditional pmfs
describes a causal control policy which will be denoted collectively by φ.
Let F k denote the σ-field generated by
consists of a causal control policy φ, an F k -stopping time N denoting the (random) number of observations up to the time of the final decision, and a decision rule δ Y N , U N selecting one of the hypotheses in {0, . . . , M − 1}.
ASYMPTOTICALLY OPTIMAL TEST AND ITS PERFORMANCE

Proposed Test and Its Asymptotic Optimality
For every i = 0, . . . , M − 1, and every conditional distribution q (u|ỹ) , we define p q i as the following transition probabilities from Y to itself
It follows from Assumption (3.1) and finiteness of Y, U that, for every i, q, such p q i admits a unique stationary distribution µ q i (ỹ). The causal control policy that we shall adopt admits the following sequential description. Except for suitably chosen sparse and recurrent occasions to be specified shortly, the control signal at time k is selected to be a (randomized) function of y k−1 , and the ML estimate of the hypothesiŝ
where for each i = 0, . . . , M − 1,
3)
The control (4.2) is followed at all times except at time steps
when U k is picked to be uniformly distributed independently of the the ML estimate of the hypothesis and the entire past observations and past control signals. In (4.4), a > 1 is picked to be sufficiently close to 1 to make these occasions in (4.4) not too sparse. Heuristically speaking, the control rule in (4.4) has to explore often enough (not too sparse) in order to ensure that the ML estimate of the hypothesis converges to the true hypothesis sufficiently quickly. On the other hand, the other control rule in (4.2), applied for most of the times, exploits the ML estimate of the hypothesis to select the most informative observation in order to yield the asymptotically optimal performance. As for the stopping rule, we still apply the same principle as in the MSPRT except that we now instead use the joint distributions under various hypotheses of all the observations and control signals up to the current time; these joint distributions are induced by the causal control policy (4.2), (4.3), (4.4) according to (3.2). In particular, we stop at the first time N at which
At the stopping time a decision is made for the most likely hypothesis with the incurred error probability and risks being P * max and R * 0 , . . . R * M −1 , respectively.
Theorem 4.1 (Asymptotic Optimality). Any sequence of tests with vanishing maximal probability of error, P max → 0, satisfies for every i = 0, . . . , M − 1 that 
For the test in (4.2), (4.3), (4.4), (4.5), it holds that
Remark 4.1. Note that the stopping time (4.5) can be written equivalently as
Any reasonable test would makeî converge to the true hypothesis i with the probability quickly converging to one. Consequently, in order to achieve the fewest observations for the final decisionmaking (reaching the threshold T in (4.11) as rapidly as possible), it is tempting to select a causal control policy to maximize the limit of
.
(4.12)
In the fictitious situation when the true hypothesis i is known to the controller at the outset, it is not hard to show using tools from Markov Decision Processes (Kumar and Varaiya, 1986 ) that the largest possible limiting value of (4.12) optimized over all causal control policies (in expectation and in probability) is equal to 13) which is the coefficient in the optimal asymptotic performance in (4.6), (4.7), (4.9), (4.10). The main challenge in controlled sensing for multihypothesis testing is that the control policy has to be selected independently of the true hypothesis, as it is not known to the tester. Despite this challenge, the control policy in (4.2), (4.3), (4.4), when perpetually applied, is able to achieve the optimal limiting value in (4.13) simultaneously for every true hypothesis. In effect, the optimal control policy is able to self-tune to the true hypothesis while achieving the optimal limit of the "inferential reward" in (4.12). Such a control policy is reminiscent of the self-tuning optimal control policy extensively studied in adaptive stochastic control (Kumar and Varaiya, 1986) . This is also another explanation of why these coefficients in (4.13) emerge naturally in the characterization of the optimal asymptotic performance for controlled sensing for multihypothesis testing in 
Asymptotically Optimal Test Meeting Predefined Risk Constraints
In this subsection, we present another test that incorporates this knowledge and different thresholds for distinct identities of the ML estimate of the hypothesis. The advantage of this new test is that it enables meeting predefined and distinct constraints on the various risks non-asymptotically (with potentially lower thresholds than the single threshold in (4.5)). In the asymptotic regime in which all the risks vanish, we show that this new test is also asymptotically optimal. The idea of using different thresholds to meet distinctly predefined risk constraints was proposed for models with uncontrolled observations in Baum and Veeravalli (1994) . Specifically, for a given tuple R 0 , . . . ,R M −1 , we shall design a new test to satisfy R i ≤ R i , i = 0, . . . , M − 1. To this end, we just need to modify the stopping rule (4.5) to be
(4.14)
Theorem 4.2 (Test Meeting Distinctly Predefined Risk Constraints).
For any positive tuple R 0 , . . . ,R M −1 , the modified test using the stopping rule (4.14) instead of (4.5) satisfies for every 
EXTENSION TO MODELS WITH NON-UNIFORM CONTROL COST
In the last section, we sought the test that minimizes the expected stopping time as the probability of error goes to zero. In this formulation, we are implicitly penalizing the observation at each time equally regardless of the selected control signal at that time. Consequently, a natural question that arises is how the adoption of an unequal control cost function affects the structure of the optimal test and its asymptotic performance. To answer this question, we now consider an arbitrary cost function c : U → R + . The goal will now be to minimize E i N k=1 c (U k ) rather than E i [N] as in the last section.
Proposed Test and Its Asymptotic Optimality
Our test in the current setup is almost exactly the same as in the previous section except that (4.3) is changed to
It is interesting to note that the control cost function only affects the causal control policy and not the stopping rule (4.5) and the final decision rule. A heuristic explanation of this fact will be given in Remark 5.1.
Theorem 5.1 (Asymptotic Optimality). Any sequence of tests with vanishing maximal probability of error, P max → 0, satisfies for every i = 0, . . . , M − 1 that
For the test in (4.2), (5.1), (4.4), (4.5), it holds that
P * max ≤ M − 1 T . (5.4)
Furthermore, the test is asymptotically optimal. In particular, as the threshold T in (4.5) approaches infinity, the test in (4.2), (5.1), (4.4), (4.5) yields for each
(1 + o(1)). 
The new causal control policy in (4.2), (5.1), (4.4) will now be the optimal self-tuning control policy maximizing the limiting "cost-inferential" reward 8) and the optimal limiting value of this reward is what appears as the coefficient in the characterization of the optimal asymptotic performance in Theorem 5.1.
Remark 5.2. We can also modify the test in Section 5.1 to meet distinctly predefined constraints on the risks by resorting to the stopping rule (4.14). As all the risks vanish while satisfying the assumption in Theorem 4.2, the resulting test is also asymptotically optimal, i.e., it satisfies (5.5) and (5.6). 
It is not hard to see that when all control signals are equally costly, it holds that
By symmetry, we also get that q * 1 = I {u = β} , and q * 2 = I {u = γ} .
On the other hand, when the control cost function c is not uniform, it can easily be shown that if c(α) < c(β) + c(γ), then
In other words, if the control signal α is not too costly (c(α) < c(β) + c(γ)), it is still the optimal choice when the ML estimate of the hypothesis is 0 (cf. (5.1)) ; otherwise, it will be better to start sampling from the less expensive control signals β and γ.
DISCUSSION
Note that the optimal causal control policy in (4.2), (5.1), (4.4) entails switching infinitely often between the "exploiting" control policy in (4.2), (5.1) and the "exploring" control policy in (4.4). Such switching recurrences may not be practical for certain applications. A control policy that completely separates the exploitation phase from the initial exploration phase with just one switch was proposed in Kiefer and Sacks (1963) [Section 5] for the simple observation model for controlled sensing for multihypothesis testing (as studied in Chernoff (1959); Bessler (1960) ; Nitinawarat et al. (2013) ; Naghshvar and Javidi (2013)). The idea behind such a control policy should be directly extendable to the current controlled Markovian observation model. Another idea that can potentially be used to reduce or eliminate such switching is to select the instantaneous control signal based on a suitably biased version of the maximum likelihood estimate of the hypothesis, as in the self-tuning control policy proposed in Kumar and Becker (1982) . However, the biasing in Kumar and Becker (1982) is based on the value function that is the solution of the dynamic programming equation associated with a single reward function. On the other hand, the inferential reward is a (non-linear) function of time averages with respect to multiple functions, namely D p and c(u) ; hence, there is no suitable dynamic programming equation associated with the inferential reward maximization. Consequently, extending the idea of the biased maximum likelihood method in Kumar and Becker (1982) to obtain an optimal control policy for the controlled sensing problem remains a challenging future research problem.
The design of the asymptotically optimal test relied critically on the complete knowledge of the observation model. In the future, it will be interesting to study how to design a good test when the knowledge of the distributional model for the controlled observations is incomplete. We also hope to explore whether the two-pronged approach of combining tools and principles from decision theory and stochastic control can be employed to study controlled sensing for solving other inference problems such as parameter estimation, and learning-based classification.
This research was partially supported by the Air Force Office of Scientific Research (AFOSR) under Grant FA9550-10-1-0458 through the University of Illinois at Urbana-Champaign, by the U.S. Defense Threat Reduction Agency through subcontract 147755 at the University of Illinois from prime reward HDTRA1-10-1-0086, and by the National Science Foundation under Grant NSF CCF 11-11342.
APPENDIX TO SECTIONS 4, 5
It is clear that Theorem 4.1 is a particularization of Theorem 5.1 when the cost function c(u) = 1, for every u ∈ U. Consequently, it suffices just to prove Theorem 5.1, and that the test in Section 5.1 but with the stopping rule (4.14) satisfies the distinctly predefined constraints on the risks (4.15) and achieves the asymptotic optimality in (5.5) and (5.6).
For i = 0, . . . , M − 1, let
Proof of the Converse Assertion in Theorem 5.1
We start with the proof of the converse assertion (5.2) which relies on the following two lemmas.
Lemma 6.1. For any sequence of tests satisfying P max → 0, and any small ǫ > 0, it holds for every i = j, i, j ∈ {0, . . . , M − 1} , that
Lemma 6.2. For any causal control policy, it holds for every i = 0, . . . , M − 1 and any small ǫ > 0 that
Lemma 6.1 follows from observing that
The first identity in (6.4) follows directly from the definition of R i , i = 0, . . . , M − 1, where as the second identity follows as in Nitinawarat et al. (2013) [Lemma 3] by working instead on the joint distribution of observations and control signals p i (y n , u n ) , i = 0, . . . , M − 1 (cf. Nitinawarat et al. (2013) [Lemma 3] ). The main effort in the converse proof will be in proving Lemma 6.2; however, we first show how the converse assertion follows from Lemmas 6.1 and 6.2. Let c
, c = min u∈U c(u), and p = min u∈U , y,ỹ∈Y, i=0,...,M −1 p u i (y|ỹ). Then, we get for every i = 0, . . . , M − 1 that
Lemma 6.1 yields that the second term on the right of (6.5) vanishes to zero, while Lemma 6.2 gives us that for every η > 0, the limit of the first term (as R i → 0) on the right of (6.5) is bounded above by a term of order O
yielding also that the second term is going to zero. The converse assertion is now proved. We now prove Lemma 6.2. To this end, we note that for any
For j = i, with
. . , n, we get that
To finish the proof of Lemma 6.2, it suffices to prove that each probability on the right-side of (6.7) vanishes exponentially in n.
We first prove that each of the summands in the first term on the right-side of (6.7) vanishes exponentially rapidly. To this end, we shall invoke the Chernoff bounding argument. Note that for any ǫ > 0, and any j = i,ỹ ∈ Y, u ∈ U, (6.8) and that the random variable inside the expectation in (6.8) yields a finite value of the conditional moment generating function for the parameter range −1 ≤ t ≤ 0 (cf. (3.1)). Since, U and Y are both finite, there are t * (ǫ) < 0 and b(ǫ) > 0 such that all the conditional moment generating functions (among all possibleỹ and u) evaluated at t * (ǫ) are uniformly bounded by e −b < 1. Hence,
Successive uses of the smoothing property of conditional expectation then yield that each of the summands in the first term on the right-side of (6.7) converges to zero exponentially. This proof step is similar to the one in the proof of Chernoff (1959) [Equation (5.10)].
It is now left only to prove that
vanishes exponentially rapidly. To this end, we resort to the convex analytic method used widely in Markov Decision Processes (see, e.g., Borkar (1991) ) which entails looking at the joint empirical distribution of observation and control sequences T n (ỹ, u) ,ỹ ∈ Y, u ∈ U, defined as
First, note that it follows from (6.1) upon identifying t (ỹ, u) = µ
Next, since c (u) ≥ c > 0, we get that the quantity
is a continuous function of the joint distribution t. By this continuity, it holds that there exists a sufficiently small η such that
Then, if follows from (6.13) that
(6.14)
The same Chernoff bounding argument applied to
yields that the probability on the right-side of (6.14) vanishes exponentially in n, thereby proving (6.10) and Lemma 6.2.
Proof of the Forward Assertion in Theorem 5.1
Next, we move on the the proof of the forward assertion (5.5) which relies on the following Lemmas. 
Lemma 6.4. For any γ > 2, when the parameter a in (4.4) is selected to be sufficiently close to 1, it holds for every i = 0, . . . , M − 1, and any ǫ ′ > 0 that the first timeT after which the ML estimateî always equals the true hypothesis i, satisfies
First, we show that Lemmas 6.3, 6.4 will lead to (5.5). This finishing step of the proof follows the ideas in the proof of Chernoff (1959) [Lemma 2]. To this end, for a fixed i = 0, . . . , M − 1, and j = i, we let N j be the smallest time for which
with c = max u∈U c(u), we get from Lemmas 6.4, 6.3 (with the γ therein being the same), respectively, that (6.17) and that
. (6.18) Following from (6.17), (6.18), we get for any ǫ > 0 that
Consequently, we get from N * ≤ max max
Then, we get from (4.5) that for
, and, hence,
Combining this with (6.19) yields (5.5).
We now prove Lemma 6.3. To this end, we first note that
The proof that the probability of the first term on the right-side of (6.21) goes to zero exponentially in n can be carried out by invoking same Chernoff bounding argument as the one leading to (6.9). So now it is left to prove that for anyǫ > 0,
Notice the reciprocity of (6.22) to (6.10). Applying Lemma 6.4 with a sufficiently small ǫ ′ yields that to prove (6.22), it suffices to prove that
23) whereP i is another joint probability measure of (Y k−1 , U k ) , k = ⌊ǫ ′ n⌋, . . . , n, with the same marginal distribution of Y ⌊ǫ ′ n⌋−1 as in P i , but with each of the U k being conditionally independent of U k−1 , Y k−2 conditioned on Y k−1 =ỹ, and being conditionally distributed according to q * i (·|ỹ) , where q * i is the argument maximizer in (5.1). Consequently, underP i , Y k , k = ⌊ǫ ′ n⌋ − 1, . . . , n − 1, is a stationary Markov chain with transition probabilities being
Continuing upper bounding the probability on the right-side of (6.23), we get that (6.26) That the two probabilities
go to zero exponentially in n follow from the same Chernoff bounding argument as in the one in (6.9) upon using Assumption (3.1) and finiteness of Y, and upon noting that
To finish the proof of (6.22), we now prove that (6.27) To this end, we employ the convex analytic method again. First, note from (6.1) and Assumption (3.1) that The same Chernoff bounding argument applied to Consequently, it holds that (6.34) and, hence, R * j = max i =j
It is now left to prove that this test in Section 5.1 but with the stopping rule (4.14) achieves (5.5) and (5.6). To this end, we consider yet another fictitious test following the same control policy as in the previous test, but with the stopping rule (4.14) being replaced by the following rule with a single threshold (6.35) It now follows from (4.14) and (6.35) that with probability 1,
Since we stick with the same control policy in this new test, we also get that with probability 1, i → 0, the single threshold T on the right-side of (6.35) will go to infinity. We now get from (6.19) in the proof of Theorem 5.1 that .
