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Abstract. In this paper a novel framework for brain classi¯cation is pro-
posed in the context of mental health research. A learning by example
method is introduced by combining local measurements with non linear
Support Vector Machine. Instead of considering a voxel-by-voxel compar-
ison between patients and controls, we focus on landmark points which
are characterized by local region descriptors, namely Scale Invariance
Feature Transform (SIFT). Then, matching is obtained by introducing
the local kernel for which the samples are represented by unordered set
of features. Moreover, a new weighting approach is proposed to take into
account the discriminative relevance of the detected groups of features.
Experiments have been performed including a set of 54 patients with
schizophrenia and 54 normal controls on which region of interest (ROI)
have been manually traced by experts. Preliminary results on Dorso-
lateral PreFrontal Cortex (DLPFC) region are promising since up to
75% of successful classi¯cation rate has been obtained with this tech-
nique and the performance has improved up to 85% when the subjects
have been strati¯ed by sex.
1 Introduction
Computational neuroanatomy using magnetic resonance imaging (MRI) is a
growing research ¯eld, which utilizes image analysis methods to quantify mor-
phological characteristics of di®erent brains [1]. Speci¯cally, structural data (i.e.,
3DA [2]) are crucial to explore the content of grey and white matter tissue, the
volumes of speci¯c structures and the 3D shape morphology of particular brain
regions. Therefore, the overall aim is to identify structural brain abnormalities
by comparing normal subjects with patients a®ected by a certain disease. The
underline hypothesis consists of the fact that there is a relation between such
structural abnormalities and the considered disease. Roughly speaking there are
two main categories of methods: (i) methods based on the analysis of Region of
Interest (ROI), and (ii) methods based on Voxel-based-Morphometry (VBM)[3].
ROI-based methods are focusing on a limited set of brains subparts which are
manually traced by experts. Such regions are in general related to well known
functional parts in the brain. Methods based on VBM utilize the whole brainafter a normalization procedure which maps the current brain onto a standard
reference system, namely the stereotaxic space. In this fashion, a voxel-by-voxel
correspondence is available among the analyzed subjects. In this case the idea is
to exploit also brains subparts which have not a clear meaning a priori known.
In this paper we focus on mental health research by studying subjects a®ected
by schizophrenia. A ROI-based method is proposed by introducing a machine
learning [4] approach to classify healthy (i.e., controls) and unhealthy (i.e., pa-
tients) subjects. Several works have been proposed recently for human brain
classi¯cation in the context of schizophrenia research [5{7]. Classical methods
are based on a comparison of volumetric measurements [3,2] which in general
con¯rmed a statistically signi¯cative volume reduction in certain brain struc-
tures for schizophrenic patients [2]. Therefore, in order to better identify the
structural abnormalities other and more promising approaches are focused on:
(i) shape characterization[5], (ii) surface computation [7], and (iii) high dimen-
sion pattern classi¯cation [6]. In [5] a ROI-based morphometric analysis is intro-
duced by de¯ning a spherical harmonics and a 3D skeleton as shape descriptors.
Improvement of such shape-descriptor-based approach with respect to classical
volumetric techniques is experimentally shown. In [7] a Support Vector Machine
(SVM) has been proposed to classify cortical thickness which has been measured
by calculating the Euclidean distance between linked vertices on the inner and
outer cortical surfaces. In [6] a new morphological signature has been de¯ned
by combining deformation-based morphometry with SVM. In this fashion, mul-
tivariate relationships among various anatomical regions have been capture for
more e®ectively characterizing group di®erences. In this paper we analyze the
Dorso-lateral PreFrontal Cortex (DLPFC) region since it has already shown its
relation with schizophrenia disease [8]. Few and signi¯cant landmarks are de-
tected and characterized by local region descriptors. Here, we focus on the Scale
Invariant Feature Transform (SIFT) operator [9], which has been proposed in
computer vision for object recognition and it has been successfully used also on
medical applications for 3D deformable image registration (e.g., in [10]). There-
fore, the novelty consists of characterizing brains abnormalities in terms of intra-
ROI local pattern not necessarily spatially coherent. The underline hypothesis
consist of relaxing the common constraint that morphological anomalies appear
at the same voxel location for all the population. Therefore, a new kernel of a
SVM is designed in order to allow the comparison between a pair of brains repre-
sented by an unordered set of features. The proposed method is inspired by the
Bag-of-Words[11] paradigm which implicitly implements the feature matching
within the SVM framework [12]. Such kind of kernels are known as local kernel
[11,12] in order to emphasize the fact that local information is used to charac-
terize the involved objects. Finally, a weighting function is introduced to de¯ne
the relevance of the detected groups of features, namely the visual worlds, in dis-
criminating among the two populations (i.e., patients and controls). Moreover,
the proposed approach is able to take into account of di®erent morphological
abnormalities at the same time, which are possible spread onto the analyzed
ROI.The rest of the paper is organized as following. Section 2 introduces the pro-
posed method by describing the main phases involved in our brain classi¯cation
pipeline. Section 3 reports the results for the whole dataset and after the strat-
i¯cation by age and sex. Finally, conclusions are drawn in Section 4 and future
work is envisage.
2 Proposed method
The proposed method is based on three main phases: (i) landmarks points de-
tection and description, (ii) feature vocabulary construction and relevance com-
putation, (iii) SVM-based brains classi¯cation.
2.1 Landmarks points detection and description
Landmarks points are detected robustly by applying the di®erence of Gaussians
(DoG) point detector [9] on each slice, which selects sparse blob-like patches in-
variant to translation, rotation, and scale. Moreover, since each voxel is observed
from three projection planes (i.e., axial, sagittal, and coronal) only those points
detected onto at least two projections are kept, in order to increase the robust-
ness of the detected point. Therefore, for each landmark the SIFT descriptor [9]
is applied to characterized its local neighborhood. In particular, the SIFT de-
scriptor encodes several histograms of pre-de¯ned image-gradient directions by
forming a multidimensional vector (i.e., a 128 ¡ d vector). Note that the neigh-
borhood region is automatically de¯ned for each landmark from the detection
phase. Figure 1 shows several succeeding slices from the DLPFC region with the
extracted landmarks and their region of in°uence (i.e., the neighborhood). In
this fashion we select from each brain the most characteristic patches in terms
of strong local pattern variations. Here, the main idea consists of verify whether
among those variations there are brain anomalies.
2.2 Feature vocabulary construction and relevance computation
After the landmarks detection each brain is represented by a set of unordered
feature vectors. Moreover, such sets generally appear with di®erent cardinality.
In order to allow a comparison between a pair of brains a Bag-of-Words (BoW)
approach is introduced[11]. In the BoW paradigm a text (i.e., a document) is
represented as an unordered collection of words, disregarding grammar and even
word order. The extension of BoW to visual data requires one to build a visual
vocabulary, i.e., a set of the visual analog of words. Here, as for the 2D image
classi¯cation [11], the visual words are obtained by clustering local point descrip-
tors (i.e., the visual words are the cluster centroids). In practice, the clustering
de¯nes a vector quantization of the whole point descriptor space, composed of
all the landmarks points extracted from all the brains composing the training
set. In order to obtain the clustering, the K-means algorithm is employed [4].Fig.1. Six succeeding slices from the Dorso-lateral PreFrontal Cortex ROI: landmarks
points are shown with their neighborhood.
The number of visual words is de¯ned by ¯xing the parameter K. In this fash-
ion, each landmark can be easily classi¯ed by assigning to it the visual word
associated to the closest cluster centroid [11].Therefore, the set of feature vectors coming from one brain is transformed
into a single histogram that counts the frequency of occurrence of each visual
world [11]. Such histogram is the BoW representation of the brain.
Figure 2 shows a spatial distribution of the feature points of the DLPFC ROI
extracted from the whole dataset. Points are colored according with their visual
word. Note that spatial relations are not considered in the clustring (as clearly
shown in the ¯gure).
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Fig.2. Clusterized feature vectors: each point is colored according with its visual word.
Spatial relations are not considered in the clustering.
As we mentioned before, we are interest in capturing possible relations be-
tween feature prototypes and morphological abnormalities due to the analyzed
disease. For each cluster of feature we measure its discriminative relevance by
counting the occurrences of patience and controls respectively. In particular the
following weighting function is de¯ned for each visual world:
wi(nci
p ;nci
c ) =
½
1:5 if jjnci
p ¡ nci
c jj ¸ ¢
0:5 otherwise
(1)
where ci is the ith centroid (i.e., the ith visual world, i = 1:::K), nci
p and nci
c are
the percentage of patients and controls in ci, and ¢ is a constant heuristically
chosen. In this fashion clusters composed by a clear majority of population (i.e.,
patients or controls) are considered as more discriminative for the classi¯cation
purpose.2.3 SVM-based brains classi¯cation.
Support Vector Machines [13] are powerful classi¯ers which have already shown
their e±cacy in the context of Schizophrenia research [6]. Note that typically a
SVM requires a ¯xed length vector which characterizes globally the subject to
be classi¯ed. Here instead, thanks to the BoW representation a subject (i.e., a
brain) is encoded by a set of local features. In particular, the novelty consists of
designing a suitable kernel function to implicitly implement the feature match-
ing. Note that as mentioned above, such kernels are referred as local kernel or
matching kernels [12].
In order to construct a BoW histogram of a new brain, we compare each
of the extracted feature with the visual words w.r.t. the visual vocabulary. In
practice, by counting the number of features assigned to each visual word, the
BoW representation hA for brain A is obtained. More in details, given two brains
A and B, the kernel function is de¯ned as:
k(hA;hB) =
K X
i=1
wi ¢ min(hA
i ;hB
i ); (2)
where h£
i denotes the count of the ith bin of the histogram h£ (£ 2 fA;Bg),
with K bins, and wi are computed from Eq. (1). Such kernel is called weighted
histogram intersection function and it is shown to be a valid kernel [12]. His-
tograms are assumed to be normalized such that
Pn
i=1 hi = 1.
Note that, as observed in [12], the proposed kernel implicitly encodes the
point-to-point matching since corresponding features are likely to belong to the
same histogram bin. In other words, when points sharing a bin they are counted
as matched, since the size of that bin indicate the farthest distance any two
points in it could be form one another. Indeed, the histogram intersection func-
tion counts the number of feature matching being intermediated by the visual
vocabulary.
3 Results
Dataset is composed of 54 brains of subjects a®ected by schizophrenia and 54
controls. Subjects were part of the Verona-Udine Brain Imaging and Neuropsy-
chology Program (see [2] for further details). MRI scans were acquired with a
1.5T Siemens Magnetom Symphony Maestro Class, Syngo MR 2002B. Accord-
ing to standard medical formats each brain-scan is organized on 144 slices each
of them is composed by 384 £ 512 pixel. Three projections are available w.r.t
the axial, sagittal, and coronal planes respectively.
Standard pre-processing techniques have been applied to the raw data. In
particular, brains are manually aligned and the DLPFC region is traced by
experts by using Brains24. In particular, the ROIs are available for both the left
and right hemisphere.
4 http://www.psychiatry.uiowa.eduAfter landmarks extraction5, feature points are properly clusterized in order
to obtain the visual words. Here, the Matlab6 version of the K¡means algorithm
has been used. Note that the K value should be large enough to distinguish rel-
evant changes in structural parts, but not so large as to distinguish irrelevant
variations such as noise. Here we ¯x experimentally K = 30. Therefore, the rele-
vance of each visual words is computed as described in Section 2.2 by obtaining
the weighs wi. Figure 3 shows the histogram of words occurrences for patients
(in red) and controls (in blue). Note that for some visual words a clear majority
of population is observed (i.e., visual words 3;6;14;22 for the left hemisphere
and visual words 6;10;12;27 for the right hemisphere). In order to take into
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Fig.3. Histogram of words occurrences for all patients (in red) and all controls (in
blue): left and right hemisphere.
account the intra-class variability the whole dataset has been strati¯ed by sex
and age. Figure 3 shows the words relevance for only woman, male, senior (i.e.,
age¸ 40), and junior respectively.
Table 1 shows the performance of classi¯cation. Scores are obtained by leave-
one-out cross validation[4]. In general, a drastic improvement is observed when
weights have been applied. Satisfactory results are obtained for the classi¯cation
of the whole dataset. Moreover, performance has been increased when either
only women or only senior people have been considered. It is worth nothing
that, a part of the case of men, better performances are observed from the left
hemisphere. This is according with previous studies in the ¯eld [14].
4 Conclusions
In this paper the BoW paradigm has been proposed in computational neu-
roanatomy. A machine learning method has been introduced for brains clas-
5 We use the SIFT implementation available from http://vision.ucla.edu/vedaldi
6 http://www.mathworks.comExp. n:Cont. n:Pat. w-score score
All l. 54 54 75.00% 62.93%
All r. 54 54 66.38% 59.48%
Wom l. 25 19 84.09% 77.27%
Wom r. 25 19 77.27% 72.73%
Men l. 29 35 60% 44.62%
Men r. 29 35 67.69% 50.77%
Senior l. 23 25 81.25% 73.52%
Senior r. 23 25 70.83% 64.12%
Junior l. 31 29 71.67% 55.27%
Junior r. 31 29 63.33% 51.18%
Table 1. Classi¯cation rate. For each experiment the number of involved controls and
patients are reported. The scores are reported with weights (w-score) and without
weights (score) respectively. Results for both the hemispheres are reported (i.e., l. and
r.).
si¯cation in the context of schizophrenia research. The designed local kernel is
able to compare intra-ROI local regions not necessarily with spatial relationship.
Local features are encoded by multivariate descriptors which allow a more ver-
satility in capture anatomical variations. Preliminary results are promising since
satisfactory scores have been observed from the analysis of the whole dataset and
the performance have increased when the subjects have been strati¯ed by sex
and age. Finally, the supervised weighed functions has been crucial to augment
the score in all the experiments. The proposed results highlight the relevance
of the DLPFC region for schizophrenic patients by con¯rming the presence of
structural abnormalities in such regions as already shown on several other works.
The proposed approach is able to characterize the structural abnormalities not
as generic volumetric variations, but as occurrences of local pattern of pixels
randomly located onto the analyzed ROI. In particular, such reliable approach
would be instrumental to use innovative processing technique for ameliorating
clinical diagnosis in the ¯eld of psychiatry. Future work will be addressed to the
extension of this analysis to other ROIs. Moreover, the proposed framework can
be easily improved by introducing other local descriptors and by adopting a fully
3D approach.
Acknowledgments
We acknowledge ¯nancial support from the FET programme within the EU-FP7,
under the SIMBAD project (contract 213250). The dataset used in this work is
part of a larger database cared by the Research Unit on Brain Imaging and
Neuropsychology (RUBIN) at the Department of Medicine and Public Health-
Section of Psychiatry and Clinical Psychology of the University of Verona.References
1. Giuliania, N., Calhon, V., Pearlson, V., Francisd, A., Buchanan, R.: Voxel-based
morphometry versus region of interest: a comparison of two methods for analyzing
gray matter di®erences in schizophrenia. Schizophrenia Research 74 (2005) 135{
147
2. Baiano, M., Perlini, C., Rambaldelli, G., Cerini, R., Dusi, N., Bellani, M., Spez-
zapria, G., Versace, A., Balestieri, M., Mucelli, R.P., Tansella, M., Brambilla, P.:
Decreased entorhinal cortex volumes in schizophrenia. Schizophrenia Research 102
(2008) 171{180
3. Ashburner, J., Friston, K.: Voxel-based morphometry - the methods. Neuroimage
11 (2000) 805{821
4. Duda, R., Hart, P., Stork, D.: Pattern Classi¯cation. second edn. John Wiley and
Sons (2001)
5. Gering, G., Styner, M., Lieberman, J.: Shape versus size: Improved understand-
ing of the morphology of brain structures. In: Medical Image Comp. Computer-
Assisted Intervention (MICCAI). (2001)
6. Fan, Y., Shen, D., Gur, R., Gur, R., Davatzikos, C.: Compare: classi¯cation of
morphological patterns using adaptive regional elements. IEEE Transaction on
Medical Imaging 26(1) (2007) 93{105
7. Yoon, U., Lee, J., Im, K., Shin, W., Cho, B.H., Kim, I., Kwon, J., Kim, S.: Pattern
classi¯cation using principal components of cortical thickness and its discriminative
pattern in schizophrenia. Neuroimage 34 (2007) 1405{1415
8. et al., S.P.: Working memory and dlpfc ine±ciency in schizophrenia: The fbirn
study. Schizophrenia Bulletin 35(1) (2009) 19{31
9. Lowe, D.G.: Distinctive image features from scale-invariant keypoints. Interna-
tional Journal of Computer Vision 60(2) (2004) 91{110
10. Urschler, M., Bauer, J., Ditt, H., Bischof, H.: SIFT and Shape Context for feature-
based nonlinear registration of thoracic CT images. In: Computer Vision Approach
to Medical Image Analysis. (2006) 73{84
11. Cruska, G., Dance, C.R., Fan, L., Willamowski, J., Bray, C.: Visual categorization
with bags of keypoints. In: ECCV Workshop on Statistical Learning in Computer
Vision. (2004) 1{22
12. Grauman, K., Darrell, T.: The pyramid match kernel: E±cient learning with sets
of features. Journal of Machine Learning Research 8(2) (2007) 725{760
13. Burges, C.: A tutorial on support vector machine for pattern recognition. Data
Mining and Knowledge Discovery 2 (1998) 121{167
14. Andreone, N., Tansella, M., Cerini, R., Versace, A., Rambaldelli, G., Perlini, C.,
Dusi, N., Pelizza, L., Balestrieri, M., Barbui, C., Nos, M., Gasparini, A., Brambilla,
P.: Cortical white-matter microstructure in schizophrenia. di®usion imaging study.
Br. J. Psychiatry 191(8) (2007) 113{1190 5 10 15 20 25 30
20
30
40
50
60
70
80
90
100
110
120
0 5 10 15 20 25 30
0
20
40
60
80
100
120
140
0 5 10 15 20 25 30
0
50
100
150
200
250
0 5 10 15 20 25 30
50
100
150
200
250
300
0 5 10 15 20 25 30
40
60
80
100
120
140
160
180
200
0 5 10 15 20 25 30
20
40
60
80
100
120
140
160
180
200
0 5 10 15 20 25 30
40
60
80
100
120
140
160
180
200
220
0 5 10 15 20 25 30
40
60
80
100
120
140
160
180
200
220
240
Fig.4. The words relevance for (from top to bottom) woman, male, senior, and junior.
Patients are marked in red while controls in blue. Both the left and right hemispheres
are shown