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ABSTRACT
An environmental effect that degrades the accuracy of the Global Positioning
System (GPS) is signal multipath. Multipath is the result of a signal arriving at a GPS
receiver along multiple propagation paths usually understood to be a "direct" line of sight
path plus one or more delayed paths created by reflections from surfaces near the receiving
antenna. Multipath causes time-varying and non-zero mean ranging errors. Since
Multipath is a "local" phenomenon it is not reduced by differential GPS techniques.
Therefore it remains as the largest obstacle to achieving the highest level of accuracy
potentially available from the GPS.
A model based approach to jointly estimate the direct and multipath signal time
delays is developed in this thesis. The procedure reduces the effects of multipath by
estimating the time delays rather than suppressing multipath effects experienced by a
typical receiver. The technique as disclosed in this thesis is designed to eliminate the
effects of one specular multipath signal. Interval and Genetic optimization algorithms
were developed to take the outputs from a bank of correlators and to match them with the
proper choice of the signal parameters. Simulations with different multipath scenarios
and signal to noise ratios were made. The technique was able to estimate the time delays to
better than 0.03 chips corresponding to 8.5 meters for the C/A code in the presence of one
specular multipath signal and at a 30 dB SNR.
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Chapter 1
Introduction
1.1 Problem Background
The emergence of the Global Positioning System (GPS) as an
accurate navigation system is opening the door to an exciting variety of GPS
applications. Precision navigation of aircraft, ships, trains, and
automobiles in real time are examples of emerging applications.
Geodesists use the GPS for surveying. Military systems such as smart
munitions and high precision weapons are being designed to make use of
the GPS. All of these applications require the highest level of accuracy
available from the GPS.
Techniques to provide such accuracy exist and are being constantly
improved. Standard GPS P-code tracking provides 5-10 meter level
horizontal (CEP) accuracy under ideal conditions. Differential or Relative
GPS navigation takes advantage of common environmental error sources
in the GPS code measurements that can be eliminated by the use of two
closely spaced GPS receivers that track the same satellites. One to three
meter level horizontal accuracy (CEP) is common in these modes of
operation. Geodesists use interferometric techniques involving the signal
carrier to refine differential processing to obtain decimeter level accuracy.
All of these techniques provide the levels of accuracy mentioned above in a
clean signal environment.
Unfortunately a clean signal environment is not always available.
One environmental effect that cannot be reduced by simple means such as
averaging is signal multipath. Multipath is the result of a signal arriving
at a receiver along multiple propagation paths usually understood to be a
"direct" line of sight path plus one or more delayed paths created by
reflections from surfaces near the receiving antenna. Multipath is not
peculiar to the Global Positioning System; its effects are seen in everyday
life. For example, "Ghosts" that are seen on television sets are the result of
multipath. Since multipath is a "local" phenomenon it is not reduced by
differential techniques. Therefore it remains as the largest obstacle to
achieving the highest level of accuracy potentially available from the Global
Positioning System.
Typical GPS receivers operate by tracking the transit time of the
pseudorandom noise (PRN) modulated ranging signal broadcast by the GPS
satellites along their paths to the receiver. This measurement is
accomplished by tracking the phase or time delay of the PRN code relative to
a locally generated version of the code in a process called code tracking.
GPS positioning is based on one way transit time measurements to four or
more satellites. The fourth measurement is needed to solve for the user
clock offset from the GPS system time. Generally GPS receivers do not need
ultra-stable clocks because four or more satellites are always visible.
Given at least four pseudorange measurements the user can
determine position in three coordinates and solve for the time bias from a
set of simultaneous equations given by:
i =  (xi - x) 2 + (Yi y)2 + (z z 2 +c + C (1.1-1)
where: pi = the pseudorange to the ith satellite
xi, y, zi = the coordinates of the ith satellite
x, y, z, = the unknown coordinates of the receiver
c = the speed of light
rc = the unknown receiver clock bias
Pe = other errors
The accuracy of the navigation solution is dependent on the
pseudorange measurements. Multipath effects cause time varying non-
zero mean pseudorange errors [2], [11], [12]. In principal, multipath can be
so severe as to cause the receiver to stop tracking the broadcast signals all
together. Van Nee demonstrated this analytically in [11] and Tranquilla
and Carr [8] observed loss of lock during their field tests. This thesis
develops a model based technique to jointly estimate the direct and
multipath signal time delays. The procedure reduces the effects of
multipath by estimating the time delays rather than by attempting to
suppress multipath effects experienced by a typical receiver.
The technique disclosed in this thesis is a model based optimization
procedure designed to eliminate the effects of one specular multipath
signal. The amplitudes of the direct and multipath signals as well as the
their respective time delays are estimated, by means of Interval and
Genetic optimization algorithms. These were developed to efficiently
associate the outputs from a bank of correlators to the proper choice of the
signal delay parameters.
A simulation of the procedure was done that included over fifty
different optimization runs with different multipath scenarios and signal to
noise ratios. The technique was able to estimate the time delays of the
direct and multipath signals to better than 0.03 chips, corresponding to 8.5
meters for the C/A code. Conventional receivers operating in a multipath
environment similar to the simulated cases without noise would have
errors as large as 60 meters for the C/A code. A factor of seven
improvement was achieved. The accuracy of the procedure developed in
this thesis is not sensitive to the strength or delay of the multipath signal.
Thus the factor of improvement would increase for worse multipath
environments and decrease for less severe multipath environments.
1.2 Prior Research
A number of articles exist that model multipath and describe its
effects on typical receiver architecture. Only a handful of papers describe
techniques to mitigate the effects of multipath. The papers tend to fall into
two broad categories, model based characterization and mitigation
techniques based on antenna siting. Five papers proved to be the most
useful.
Van Nee has published two papers detailing the effects of multipath
on two mechanizations of code tracking loops. He developed signal models
to include multipath effects on the coherent Delay Lock Loop (DLL) and the
non coherent DLL [11] and [12]. Delay lock loops are the standard control
systems that perform the code tracking. Simulation results from his work
detail the pseudorange errors caused by multipath. Mean errors on the
order of 30 meters for the C/A code and 3 meters for the P code are possible
when the multipath approaches the direct path amplitude. More
importantly, his work showed that pseudorange errors caused by multipath
are not zero mean processes.
A doctoral dissertation by Braasch [2] characterized multipath errors
for aircraft in a study of GPS applied to precision approach and landing.
The GPS navigation technique he studied was differential GPS (DGPS). In
this case a master station with a GPS receiver determines GPS
measurement corrections that it transmits to the airborne GPS receiver.
The master station obtains the corrections by taking advantage of the fact
that it is positioned at a known (surveyed) location. One DGPS technique
uses position estimates that are obtained from the master station receiver
and compares them to the known surveyed position. Any differences in
these positions are attributed to propagation delays and satellite clock
errors that are common to both the master station and airborne receivers.
However, if either, or both the master station and the airborne
receiver experience multipath effects these corrections become erroneous.
The work by Braasch detailed these effects at the master station and
airborne receiver. Optimal placement of the master station was studied as
well. Braasch concludes that the problem of multipath needs to be resolved
by good station siting, excellent antenna design, and receiver mitigation
techniques before GPS precision approach can be used to its utmost
potential.
~_ __I_ ~~ _
Tranquilla and Carr [8] present measured results of the effects of
multipath. Their work consisted of taking GPS measurements in the
vicinity of a variety of known multipath inducing obstacles. These included
dams, large bodies of water, high tension power lines, and a railway
crossing. In each of these cases the multipath effects were clearly visible
causing pseudorange errors in C/A code tracking as large as 20 meters.
These papers demonstrate the potentially crippling effects of
multipath but say little about receiver techniques to mitigate multipath.
Van Dierendonck [10] describes a technique for multipath mitigation in
which the code tracking loops are tuned to be much tighter than normal.
In this case the errors induced by multipath are reduced for weak
multipath signals. The work by van Nee [12] argues that larger multipath
signal amplitudes induce errors to values comparable to errors that a
typical receiver would have under similar circumstances. Thus, to date
detailed characterizations of multipath were done but very little to mitigate
the effects of multipath.
1.3 Thesis Outline
This thesis develops a technique to eliminate the effects of multipath.
Chapter 2 develops the necessary signal model and a typical receiver code
tracking loop model. Examples are given in Chapter 2 that demonstrate the
effects of multipath in a standard receiver. Chapter 3 develops a strategy
for eliminating the effect of multipath when there is only a single
interfering path. The problem is reduced to an optimization problem where
the signal model parameters, including the direct signal delay, are
estimated.
Chapters 4 and 5 explore the Genetic and Interval optimization
techniques used to eliminate the effects of multipath. Examples from each
procedure provided insight into the optimization problem which ultimately
lead to the combination of the Interval and Genetic optimization scheme.
The operation of the mitigation procedure in the presence of noise is
detailed in Chapter 6. The results presented in Chapter 6 provide the basis
for a new receiver architecture. Finally, Chapter 7 discusses the results
and conclusions of the thesis and presents a plan for future research.
The major result of this thesis is a GPS receiver architecture that can
eliminate the effects of a single multipath signal on GPS satellite
navigation. This thesis lays the ground work for future research into
multipath mitigation. The technique developed is fully capable of being
expanded to cases where more than one multipath signal is present.
Research should continue in this area to achieve the highest levels of
accuracy available from the GPS which will remove the major obstacle to
accomplish a variety of GPS applications.
_ _ _ I __
Chapter 2
Signal Model and DLL Architecture
2.1 GPS Signal Structure
The signal broadcast by a GPS satellite is an L-band carrier that is
phase modulated with a PRN ranging code whose epoch is determined by
an ultra-stable atomic clock. The broadcast signal is also phase modulated
with a low rate data message that contains information related to the
health of the satellites and their ephemerides. The data message can be
ignored in the analysis because its effects in a typical receiver are removed
by a combination of data demodulation techniques that are relatively
insensitive to multipath, and by decision feedback. Complex signal notation
will be used to represent the received signal. The analysis begins with a
noise free assumption leading to an estimation algorithm whose
performance in the presence of noise is evaluated in Chapter 6.
Each GPS satellite broadcasts carrier signals at two different
frequencies. The carriers, L1 and L2, are broadcast at 1575 MHz and 1227
MHz respectively. Two orthogonal PRN codes are broadcast in phase
quadrature on L1. The two PRN codes are the C/A code and the P code. The
C/A code is a 1023 bit "Gold" code that is unique to each satellite. Phase
transitions of the code, the "chipping rate", occur at 1.023 MHz. The P code
is a biphase modulated pseudorandom sequence with a chipping rate of
10.23 MHz. The L2 signal can transmit either the C/A or P code. In the
following signal model the PRN code can represent either the C/A or P
code.
2.2 Multipath Signal Model
The GPS signal received in the presence of specular multipath can be
modeled as a direct signal plus attenuated and delayed versions of the
direct signal. Specular multipath occurs when the broadcast signal is
reflected by a surface near the receiving antenna that causes an extra
delayed replica of the signal to reach the receiving antenna. When only one
multipath signal is present, the received signal is:
r(t) = ao p(t- -o)e j( e °+o)t+e ° + am. Vp(t - to - m)ej(' Oc+(m)t+em (2.2-1)
where: r(t) = the received signal
ao, am = the direct and multipath signal amplitudes
p(t) = the GPS PRN code
To = the direct signal delay
Em = the multipath signal delay relative to the direct path
oC = the carrier frequency
Co, Orn = the Doppler shifts of the direct and multipath signals
o0, em = the phase angles associated with the Doppler shifts
The Doppler shifts for the direct and multipath signals are different.
This happens because the line of sight distance to the satellites change at
different rates along the direct and multipath paths. An expression for the
difference between the Dopplers is developed assuming that the signal
broadcast by a single GPS satellite has a plane wave front. This
assumption is valid since the GPS satellites are in such high orbits that
their signals appear to be broadcast from a source an infinite distance away
__
from a receiver on the surface of the earth. Figure 2.2-1 is a diagram of a
receiver and reflector, the direct signal path, and the reflected signal path.
Broadcast
Signal
Receiver
T
h 12
Reflector
Figure 2.2-1 Receiver Reflector Diagram
The differential frequency is:
2i dAf = 2 (1 -1)
X dt 2 1
where:
(2.2-2)
X = the wave length of the carrier
11 = the incremental distance along the direct signal path
12 = the incremental distance along the reflected path
The length difference term in equation 2.2-2 is a function of the angle of
incidence between the signal and reflector and is:
12 -11 = 2hsin(O) (2.2-3)
h = the height of the receiverwhere:
0 = the angle of incidence
The frequency difference or spread is a function of the angle of incidence
which changes as the satellite moves in its orbit. The frequency difference
in terms of 0 is:
4nh deAf - (cos(0)) = c o - M  (2.2-4)Sdt
This frequency spread is called the fading bandwidth. Typical values of the
fading bandwidth are discussed in section 2.4.
2.3 Non-coherent DLL Architecture
The non-coherent DLL which is one typical realization of a code
tracking loop is examined. Other receiver realizations exist; but these other
receiver designs behave in response to multipath in a fashion similar to the
non-coherent DLL. Van Nee [11] published work that showed during low
dynamics the maximum errors induced by multipath were the same for
both the coherent and non-coherent DLL. A block diagram of a portion of a
non-coherent DLL is shown in Figure 2.3-1 [11].
Figure 2.3-1 Non-Coherent DLL
~ I
The input signal r(t) is coherently correlated with locally generated
PRN codes. The local codes used for correlation are typically offset from the
direct signal phase by plus and minus a half of a code chip, often referred to
as the "early" and "late" codes. These are:
1 T
e(t) = p(t- o +*-)e -Jc t  (2.3-2)2 2
1 T t
1(t) = p(t - %o - )e- t  (2.3-3)
2 2
where: ro = the receiver's estimate of the direct signal delay
TC = the PRN code chip length
The product signals are low pass filtered to obtain the early and late
correlation functions of the PRN code. The output of each filter is the sum
of the delayed correlation functions for the direct and multipath signal
components. These are:
T T jMt+ M
Ye (", t) = ao(to - co + )eJot+o + amd(to - to + Tm + )eM+t+O- (2.3-4)2 2
T T
yl(r, t) = ao0 (To - 0 Co )eot+Oe + amt(to - otm + . )ejIt+e (2.3-5)2 2
where: (I (a) = the autocorrelation function of the PRN code
The autocorrelation function of an ideal PRN code is:
W(a) = 1-alI  lal 5 To (2.3-6)
¢(a)=O a>Wl T
The autocorrelation function of a PRN code that a receiver realizes is
slightly different from the above model. The function becomes rounded at
the peak due to the finite integration time of the low pass filter. Also, the
function may take on non-zero values outside of the plus and minus one
chip band. These effects are small relative to the autocorrelation function
amplitude and for this reason equation 2.3-6 will suffice.
The non-coherent DLL forms the error discriminator as the
difference between the magnitude squared of the early and late correlator
outputs. In the absence of multipath the discriminator output as a function
of the tracking loop error e is:
T)_ TD(e) = a(@I(e+ )2 -(e ) 2) (2.3-7)
2 2
where: e = ro -,o = error in the delay estimate
The code tracking loop uses the discriminator output as an error
signal to control its tracking of the direct signal delay. Figure 2.3-2 is a plot
of the discriminator as a function of the delay error parameter. The
receiver tracks the null of the discriminator as opposed to tracking a
correlation peak which is a more difficult task in the presence of noise and
when filtering effects in the receiver smooth the peak of the signal
correlation function. Essentially the loop balances the outputs of the early
and late correlators. In the absence of multipath the discriminator takes a
value of zero when the loop is tracking the direct signal.
~
Figure 2.3-2 Normalized Non-Coherent DLL Discriminator
The discriminator output becomes dependent on time as well as the
signal delays when multipath is present. In this case the discriminator
characteristic is:
2 2
T T
a m ((e + Tc 2 -c2(e
2 m 2
2aoam (e - i )cos(Acot + AO) (2.3-8)
T T
where: e = 4(e+- )4(e+m +- )
T T(I, = ((e - )((e+,rm ')2 2
AO = (o 
- CO
AO = 
- m
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The cosine term causes the discriminator to beat or fade as a function of
time. The fading bandwidth is the difference between the Doppler
frequencies, Ac. The fading bandwidth typically has 10-15 minute long
periods [91 that cause the output of each low pass filter to fade slowly in and
out. More importantly, the discriminator output does not equal zero when
the direct signal is being accurately tracked. The multipath signal
introduces a time varying shift in the zero crossing of the discriminator.
The resulting pseudorange error is a non-zero mean process. Examples of
this behavior are given in section 2.5 and in [2], [11], [12].
2.4 Phasor Interpretation
The signal fading associated with the multipath signal is easily
visualized by phasor diagrams. Figure 2.4-1 diagrams the phasors
associated with the direct and multipath signals after the correlation
process. The magnitude squared of the early and late correlator outputs
are taken and differenced forming the discriminator. Since the
discriminator function is periodic in time, the root of it will be also. The
root is considered for convenience.
T
am( e+ t+ T ) e j
L O YMultipath Component
ao Q,(e+ )
Direct Component
Figure 2.4-1 Phasor Diagram
I
The point where the discriminator equals zero is a function of the
angle 8:
Z,(e)= aoQ(e+ , S )+am4(e +m+ )eje -
aoi (e-Tc )+ am(e + )ej (2.4-1)
where: 0 = Aot + AO
In the nominal case without multipath, the zero crossing is at zero as
expected. A limiting case can be examined to bound the maximum error
caused by one multipath signal. Assume that the signal amplitudes are
positive and the angle 0 equals zero. In this case the absolute values on
equation 2.4-1 can be dropped because Q((a) is an even function. The
autocorrelation terms in 2.4-1 are expanded in series with 0' defined as the
derivative of 4:
T T+ T
Q(e+-T-)= Q( -- )+' (-T )e (2.4-2)
2 2 2
T T T(e-- ) = (( )- ('~ -)e (2.4-3)2 2 2
T T T4(e + t +--) = 4(- )+' (--)(e + m ) (2.4-4)2 2 2
T, T .T
D(e+ -m )= ( ( -)-D' (- )(e + cm ) (2.4-5)2 2 2
Considering the case where 0 equals zero and substituting 2.4-2 - 2.4-5 into
equation 2.4-1 yields:
__
Zo(e)=0 = 2' ( )(aoe + am (e +t )) (2.4-6)
2
Equation 2.4-6 is valid within the linear range of a detector having a one
chip spacing between the correlators. Since 1 '(-) 0, the zero value of2
equation 2.4-6 (i.e. the tracking error), occurs for:
Te= - am (2.4-7)
a o + am
Equation 2.4-7 is valid within the linear range of the discriminator. A more
general result presented by van Nee [12] is described in Appendix A. Van
Nee's equations are general for arbitrary correlator spacing. Thus far the
case where the difference between the early and late correlators equals one
code chip was developed.
2.5 Example Pseudorange Errors
Multipath induces time varying pseudorange errors because the
satellites move relative to the user. As mentioned earlier the discriminator
is distorted by multipath. The instantaneous tracking errors associated
with the distortion are calculated as a function of the signal to multipath
ratio (SMR = ao /am), the fading bandwidth, and the multipath delay
relative to the direct signal delay from equation 2.3-8. The tracking error is
the value e = to - io that sets the discriminator equal to zero. Three cases
are presented with different multipath delays.
The three cases analyzed all have signal to multipath ratios of 6 dB
and a fading bandwidth of 0.62 Hz. Relative signal delays between the
direct and multipath signal of 0.05, 0.3, and 0.5 chips are presented. Figure
2.5-1 displays the resulting pseudorange errors plotted as a function of
_ __ ~_ __ _ _ ~~_ _
time. The signal fading is apparent in each curve. Errors as large as 0.23
chips (67 meters for the C/A code) are visible. The mean errors for each
case are 0.0002, 0.0041, and 0.0057 chips (0.05 - 1.6 meters for the C/A code).
The instantaneous errors are large and non-zero mean.
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Figure 2.5-1 Example Tracking Errors
In order to get a better feel for the nature of multipath an ensemble of
instantaneous tracking errors from different cases were made. In each
case the mean and standard deviation of the tracking errors were
calculated. Figure 2.5-2 is a plot of the mean error per chip versus the
relative multipath delay. Figure 2.5-3 contains the standard deviation.
Each plot contains four curves that give results for different SMRs. Similar
plots are in [2], [11], and [12]. The largest mean error in the four cases was
37 meters for the C/A code and occurred when the SMR equaled 3 dB.
Figure 2.5-2 Mean Tracking Error
Figure 2.5-3 Standard Deviation of Tracking Errors
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In all of the above simulations the fading bandwidth was set to 0.62
Hz. Van Nee [11] provides a procedure for calculating the fading
bandwidth for a stationary receiver and one reflector. Under these
conditions the maximum fading bandwidth is 0.62 Hz. A note about mobile
receivers is in order. The fading bandwidth under these conditions can be
much larger than the stationary case with typical values between 0.62 Hz
and 50 Hz [11]. DLL operation during dynamics produces pseudorange
errors similar in magnitude to those of a stationary non-coherent DLL
receiver [12]. Hence, only stationary receiver cases were presented.
2.5 Summary
This chapter presented an overview and model of a typical code
tracking loop. The effects of one specular multipath on a non coherent DLL
were shown. The multipath effects demonstrated in this Chapter were
large. Averaging the receiver outputs resulted in non zero-mean errors as
large as 30 meters for the C/A code. The motivation for developing a
multipath mitigation scheme is provided from these results.
____

Chapter 3
Multipath Mitigation
3.1 Introduction
The navigation errors due to multipath were characterized in
Chapter 2. A strategy to reduce these errors is needed. This chapter
presents a mitigation technique based on estimating the true direct signal
delay in the presence of multipath. The multipath delay is estimated as a
by product of the procedure. This approach is illustrated in the context of
interference from a single specular multipath component. However, the
optimization scheme that is developed is extendible to cases where more
than one specular multipath signal is present.
3.2 PRN Code Autocorrelation Function
The output of each correlators is disturbed by the multipath signal.
The outputs for a pair of correlators are given by equations 2.3-4 and 2.3-5.
An optimization procedure is developed that takes advantage of the fact that
these correlator outputs are the weighted sum of the delayed
autocorrelation values of the direct signal. In order to show this, a new
slightly different signal and correlation model is developed. The
significance of the changes becomes obvious in later sections. The received
signal is given by:
r(t) = ao 12p(t - t )ej ' c +)Ot+00 + am J-2p(t -m m)eJ c. +m )t+em (3.2-1)
where: ao,am = the direct and multipath signal amplitudes
To, m = the direct and multipath signal delays
Coo, m = the Doppler shifts of the direct and multipath signals
0,0 m = the phase angles associated with the Doppler shifts
The signal model represented by equation 3.2-1 is slightly different than
that presented in Chapter 2. The changes are made for convenience and to
ease the model formulation. The signal amplitude symbols and the time
argument in the multipath PRN code are different. The weights of the
correlation function that is developed are functions of the signal
amplitudes, a o , am, and the Doppler terms. The weights are denoted by ao
and am. The other change is the multipath delay, and in this case the
multipath delay is constrained to be greater than the direct signal delay.
This is true as long as the direct signal path is not obstructed in which case
the multipath signal would reach the antenna first.
If it were possible to continuously correlate the received signal r(t)
against a locally generated reference signal, the complete PRN code cross
correlation function could be obtained. The resulting function is given by:
y(t, t) = ao(1{r + To)e j o°t + o + am(I(T + 'm)e j omt+em (3.2-2)
where: D() = delayed version of the PRN code autocorrelation
function
This correlation function can be broken up into real and imaginary parts:
_ _______
YR (z, t) = ao0 (t + 0 )cos(cot + 00)+ am4(t+ tm )cos(omt + Om) (3.2-3)
y (t, t) = ja,0 (t + o ) sin(wot + 00 )+ jamD(t + m)sin(o)mt + Om) (3.2-4)
The sinusoidal terms can be treated as constants assuming
processes is done fast compared to the Doppler periods.
signals are:
QTR(t) = aoR(( + co)+ amRD (c + cm )
n (t) = aozl(t + to)+ a.,(r + m)
where:
the correlation
The resulting
(3.2-5)
(3.2-6)
aoR = ao cos(mot +0 0 )
amR = am cos()mt +80m)
aoi = jao sin(wot + 00)
am = jam sin(comt + 0m)
The correlation functions given by equations 3.2-5 and 3.2-6 are each the
sum of weighted delayed versions of the PRN code autocorrelation function.
A sample function is shown in Figure 3.2-6. The function in this case is
made up of a direct signal having a peak amplitude ao and a multipath
signal with a peak amplitude of am. The multipath signal is delayed two
chips relative to the direct signal.
ao
am
m- T To - T To +Tc 0
To
Tm
Figure 3.2-6 Sample correlation function
3.3 Signal Parameter Estimation Using the Correlation Function
The real and imaginary parts of the disturbed correlation function
were described. For convenience only the real signal is considered in the
balance of this study. In any implementation of the technique the real and
imaginary parts would be used for parameter estimation because the
estimation process developed for the real part of the signal is directly
applicable to processing the imaginary part of the signal. Therefore the
subscripts denoting the real and imaginary signals will be dropped in the
following analysis. The correlation signal to be considered is then:
T,(t) = ao)(t + t0o)+ am1(( + .m) (3.3-1)
The signal parameters, ao ,am ,,to m , can be estimated provided that the
correlation function can be measured.
I-- _I_----- ----
3.3.1 The Closed Form Solution
The correlation function given by equation 3.3-1 is dependent on four
unknowns, ao,am,o,t m. It seems reasonable to expect that if four
measurements of the function are made then one need only analytically
solve the resulting four simultaneous equations for the parameters.
Unfortunately this does not work out well in real application. The localized
PRN code autocorrelation function is piece wise linear and is expressed as:
() = 1- rd - C when -rd < < 1- rd
() = 1+ rd + r when -d - 1 < < -d
() = 0 elsewhere (3.3.1-1)
where: 'd = the signal delay parameter (either 0o or im)
The resulting four equations, that are made up from 4(t), are non-
linear functions of the signal parameters. Closed form solutions of these
equations do not exist in most cases. Thus, an optimization procedure to
estimate the signal parameters is utilized.
3.4 Optimization
An optimization procedure is used to estimate the signal parameters
in the presence of multipath. Measurements of the disturbed correlation
function are made and the set of signal parameters that produces the best
match to the measured function are estimated. A cost function is defined
and the optimization is carried out by minimizing this function.
The error between the estimated correlation and true correlation at
any measurement point is:
E(r i) = D(ci) - D(ri) (3.4-1)
where: I(t i ) = O(c(Ti + ) + 5 m(ti + im)
D(ci) = ao*(ti + to)+ am4(ti + zm)
'i = a measurement time
ao,I am, o Tm = estimates of the signal parameters
The cost function used in the optimization is the sum of the squared
measurement residuals and is:
J(o,im, o,im,(Ii)) = XE(ti)2  (3.4-2)
i=1
where: n = the number of measurements
At this stage the only remaining steps in the optimization are forming the
measurements and selecting a suitable optimization procedure to minimize
the cost function.
3.5 Measurement Formulation
Traditional receivers typically compute two points of the correlation
function and form the error discriminator for tracking. However many
samples of the correlation function are needed for signal parameter
estimation by optimization. These samples are obtained from the output of
a bank of correlators. Figure 3.5-1 is a diagram of n correlators.
_ ~_~_~ ~_ I_~~_~~ _ ~__
r(t)
X LPF Y 2
12(t)
1 (t)
X LPF " Yn
In(t)
Figure 3.5-1 Bank of correlators
In this case the input signal is coherently correlated with locally generated
codes all offset from each other in order to measure the disturbed
correlation function.
The local codes are:
1
1i (t) = 1 p(t + i)e-JtT2p t 'I (3.5-1)
The outputs of the correlators are:
y (t, i)(= ao(Ti + to)e j ot+eo + amCI*(ti + m)e j t+em (3.5-2)
The real part of the measured correlation signal is:
I(c i ) = a0o(t i + r0 )+ aml(ri + t m ) (3.5-3)
where: ao = ao cos(oot + 0 )
am = am cos(wmt +em)
Equation 3.5-3 represents computed samples of equation 3.3-1. The sampled
correlation fmunction given by equation 3.5-3 can take on zero values if the
measurements are not spaced properly. So far a fine measurement process
has been considered. The autocorrelation function (D(e) can be zero as
shown by equation 3.3.1-1. In order to ensure that the non-zero parts of the
function are sampled an acquisition process is first performed.
The samples are taken at times spaced around the direct signal delay
to resulting in a sampling time of the form:
2i = ci +7 0 (3.5-4)
where: ci= the local time offsets
to = the initial direct signal delay estimate
The acquisition process provides the initial coarse estimate of the direct
signal delay. A number of discrete measurement points are then taken
relative to the initial estimate as laid out by the fixed local offsets. The
initial estimate is obtained by external aiding or by a search process
combined with threshold detection. During acquisition correlations are
taken over a large region until the output of any one correlator is above a
threshold. The sample time for that measurement is used as the initial
estimate.
I - -- ~-~
3.6 Proof of Concept
The problem of signal parameter estimation was reduced to a
minimization problem. A suitable optimization strategy to minimize the
cost function J is needed. The cost function limits the choice of optimization
procedures because components of it are piece wise linear and do not have
continuous derivatives. Also it is not clear without some visualization of
the cost function over the parameter space if there are local minima and
saddle points. Because displaying the cost function over the four
dimensional parameter space is not practical a simplified correlation
model and simple optimization procedure that was easy to analyze was
developed to explore the viability of optimization used as a technique for
multipath mitigation.
Instead of working with the correlation function and its
measurements directly, the Fourier series representations of them were
used. Figure 3.6-1 shows a plot of the unit correlation function in terms of
chips. The time period of the signal is defined by the parameter T. The
series representation for the function is:
1 T 2tk 2k( ) = + O (1- Cos( ))cos( ) (3.6-1)
T _k_ T T
-1 0 1
I T ' I
Figure 3.6-1 Unit correlation function
Only the fundamental series term is used for the signal and
measurements. The cost function with n measurements is defined by:
J= {IoA +aoBcos(C(ri + io))+ imA + imBcos(C(zic + m))- (t)}2
i=1
(3.6-2)
where:
T 2n
B =(1- cos( ))2 T
The cost function now has continuous derivatives. A simple optimization
procedure based on Newton's method is used to minimize J. The partial
derivatives of J with respect to each of the signal parameters are set to zero.
The partial derivatives are:
= g= 2 (a(oA + ioBcos(C(ri + 0o))+ aimA + amBcos(C(,i + m))- Of(i))}
io i=1
9= g2= 21 t{(ioA + aoB cos(C(,i + +o)) + aiA + amB cos(C(1i + Tm)) - Off(ti))}
am i=1
-J =S = 21 {¢(oA + oB cos(C(;i + io))+ ,mA + ^rBcos(C(zi + ,m))- cf f(1i))I
o g3 i=1
= g4 = 2 {Y(aoA+ aoBcos(C(;i +^o))+ imA+ amBcos(C(ti + tm)) - f (Ti))}
m i=1
(3.6-3)
(3.6-4)
(3.6-5)
(3.6-6)
a = A + B cos(C(t i + io))
I
where:
= A+B cos(C(r i + 1m))
= -2ioBCsin(C(ri + io))
y = -2amBC sin(C(ti + im))
These four equations are used to solve for the signal parameters. Define the
vector x = [a o,am ~ ]T . Newton's method solves the four equations for x
by iteration:
xnew = xu - L - 1 gu
x =x -Lm (3.6-7)
The vector g is the vector of partial derivatives. The
of the functions given by equations 3.6-3 -3.6-6 and is:
ag
ag2
a aio
ag3
ag4
_aa-o
ag,
Am
amfi
g,
ag4
Sam
agl
a20
ag,
alo
og3
ag,
agl
am
ag2
am
ag3
ag,
aim
m
The signal parameters are estimated by iteration
starting with some initial guess of the signal values.
matrix L is a Jacobian
(3.6-8)
using equation 3.6-7
3.6.1 Optimization Results
A simulation was run using the outlined procedure to estimate
signal parameters from two test cases. Inputs to the simulation were
measurements of the true disturbed correlation signal fundamental and
initial estimates of the signal parameters. Table 3.6.1-1 contains a
summary of the inputs for the two test cases.
Case Truth Model Initial Condition
ao,am, 1o,m ao, m,o, m
1 1.0, 0.5, 0.2, 0.5 0.9, 0.4, 0.2, 0.5
1A 1.0, 0.5, 0.2, 0.5 0.9, 0.4, 0.1, 0.4
2 1.0, -0.5, 0.2, 0.5 0.9, -0.4, 0.2, 0.5
Table 3.6.1-1 Simulations
Five iterations of the process were conducted during each test case. Output
from the test cases is displayed in Figures 3.6.1-1 - 3.6.1-3. Each figure is
made up of four subplots that show the sampled correlation function, error
in the signal estimates, the partial derivatives, and the cost function. The
first subplot displays the sampled correlation function that is used in the
minimization. Plots of the attenuated and delayed PRN code
autocorrelation functions that make up the sampled correlation function
are superimposed on this subplot as well. The next subplot contains the
percent error of the signal estimates. The percent difference between the
true value and the estimated value for each signal parameter is displayed
in this plot. The third subplot displays the results of evaluating equations
3.6-3- 3.6-6 (g 1,g 2 ,g 3,g 4 ) with the parameter estimates and the samples
from the total correlation function. The last plot shows the resultant cost
function at each iteration step.
Results from the first case, shown in Figure 3.6.1-1, are poor. The
first iteration improved the amplitude estimates, but drove the delay
estimates off the correct values. Subsequent iterations corrupted all of the
parameter estimates. The first case was run a second time with new initial
conditions. The parameter estimates, shown in Figure 3.6.1-2, were
improved in this case. The divergence problem displayed in the previous
case was not present. One final case was run with the sign reversed on the
--
multipath signal amplitude. Results from this case, Figure 3.6.1-3, look
similar to the first case. The amplitude estimates were improved while the
delay estimates were made worse.
Some conclusions can be drawn from the results of the three cases.
The cost function shows little variation for large changes in the
parameters. In all three simulation runs, the cost function decreases to
zero very quickly. The problem formulation seems to be very sensitive to
initial conditions. The results between the first and second run bear this
out. Small changes in the initial conditions resulted in large changes in
the parameter estimates.
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-----
In order to understand the behavior of the results better, a mesh plot
of the cost function was made for case 1. The parameter values displayed in
the plot were taken from a subset of the actual iteration. In order to display
the plot the time delays were fixed at 0.22 and 0.5 chips and the signal
amplitudes varied from 0.84-1.2 and 0.44-0.64 respectively. The resulting
cost function is shown in Figure 3.6.1-4. The cost function plot shows a
steep transition zone from 0.003 to 1.8. The optimization seems to have run
into difficulty because of the flat to steep transition. The resulting iteration
steps after this point were led into a region away from the minimum.
Cost
1.8
0.6
'0.003
am
Figure 3.6.1-4 Cost function mesh plot
3.7 Summary
The results of the trial optimization were encouraging. The
procedure improved the estimates of the signal parameters in one of the
cases. The fact that the procedure worked at all considering the problem
was formulated using only the relatively flat correlation signal
fundamental offered hope that a formulation using the actual correlation
signals would work. The test case results did show that the cost function
was flat in large regions and not very sensitive to parameter variations.
Multipath mitigation by optimization is possible with the appropriate
procedure. The optimization must be able to handle piece wise linear
functions that are not continuously differentiable and be relatively
insensitive to initial conditions. This leads to the use of the Genetic and
Interval optimization procedures. In these cases the optimizations are
done with the actual correlation and cost functions and is shown in
Chapters 4 and 5.
__
Chapter 4
The Genetic Algorithm
4.1 Introduction
The Genetic algorithm is a variant of traditional random search
algorithms that emulate certain features of natural selection and genetics
[4], [9]. The Genetic algorithm is not a random search based on chance.
The difference between a random search and the Genetic algorithm is best
described by van Deventer [9]: "Genetic algorithms use random choice to
guide a directed search". These properties allow the genetic algorithm to
search through complex parameter spaces thoroughly without relying on
auxiliary information such as continuity and derivatives.
Genetic algorithms are rooted in genetics and computer science. The
terminology associated with the Genetic algorithm is a mix of these fields of
study. The algorithm works with string structures to form an organized
stochastic search procedure that promotes survival of the fittest among the
strings. The algorithm is unique in that it works with a coding of the
parameter set and not the parameters themselves. Genetic algorithms use
only cost function or objective function information; derivatives are not
used. The rules that make up the procedure are based on stochastic
operators. The genetic algorithm searches through a population of possible
solutions and not single point solutions.
A brief description of the Genetic algorithm is presented in this
chapter along with parameter estimation results. Under ideal starting
conditions the algorithm is able to jointly estimate the direct and multipath
signal delays to better than 0.02 chips under conditions where a
conventional receiver error would exceed 0.2 chips. A more complete
description of the algorithm along with the mathematical foundations that
make it up are given in Appendix B. More detailed information on the
procedure that includes several examples is presented in both [4] and [9].
4.2 Reproduction, Crossover, and Mutation
Conceptually the basic Genetic algorithm is very simple and is really
only based on three operations:
1) reproduction
2) crossover
3) mutation
These three operators define how the string structures are copied and
swapped to form a search. The string structures are a coding of the
parameters and together are called a genotype. The decoded values
associated with a particular genotype is a phenotype. The individual coded
parameters that make up a genotype are called chromosomes. Each
chromosome is made up of characters called genes. The algorithm
manipulates or evolves an initial population of strings into new strings that
improve over successive generations. Reproduction, crossover, and
mutation are the operators that make up this process.
4.2.1 Reproduction
Individual genotypes are selected and copied into a mating pool
according the their fitness. This process is reproduction. The fitness of a
particular genotype is a measure of the parameters that make up the
genotype. Fitness is the numerical value of a non-negative objective
function given a genotype. In the case of multipath mitigation the fitness
~
function is closely related to the cost function that was defined by equation
3.4-2. Genotypes with larger fitness values are more likely to be selected to
the mating pool. The high fitness genotypes are the parents of successive
generations that evolve with higher and higher fitness.
Genotypes are selected to the mating pool in two steps. Each genotype
is assigned a relative fitness value to measure its strength. Based on this
fitness a string is chosen or sampled to enter the mating pool. The mating
pool is formed based on the expected value of a string which is the number
of times a string is expected to reproduce in the next generation. It is
defined by:
Exi = F i  (4.2.1-1)
Favg
where: Fi = the fitness of an individual string
Favg = the average fitness of the current population
Strings are copied into the mating pool an average of Exi times. For
example if a particular string had an expected value of 3.75 then it is copied
into the mating pool an average of 3.75 times.
Sampling is the process in which the expected values are used to
create the mating pool. Ideally each string is copied exactly Ex i times.
Unfortunately fractional string copies cannot be realized, so a sampling
algorithm is used. Many sampling algorithms [4], [10] exist, one algorithm
is the remainder stochastic independent sampling algorithm (RSIS). RSIS
is efficient and has minimum spread [4]. The spread is a measure of the
consistency of the sampling algorithm and is the range of copies an
individual can achieve in the mating pool. Another advantage of RSIS is
that it has less bias than other methods. A string has zero bias when its
expected value equals the actual sampling of the individual.
In this algorithm each member of the population contributes into the
pool exactly the integer value of its expected value. Each member's
fractional expected value is then used as a probability for further selection.
The population is evaluated again and members are selected stochastically
based on their fractional expected value. Usually the mating pool is filled
on this second pass. Additional passes are done as necessary.
4.2.2 Crossover and Mutation
A new generation of strings are produced by crossover and mutation
after a mating pool is formed. Two strings are selected at random and
crossed to form a new string. Figure 4.2.2-1 diagrams the mating pool,
crossover, and the beginning of a new generation. Each string is made up
of a coding of parameters. In the figure a simple binary coding is
diagrammed. After two strings are selected from the pool, parts of them
corresponding to the encoded parameters are swapped to form two new
strings. The two new strings then represent different combinations of the
encoded values of the parameters. The parts of the strings that get swapped
are chosen at random with probability p.. Each new string can be changed
further by mutation. Individual sites in strings are changed with
probability pm. Usually the probability of mutation, pm, is low.
Mating Crossover New
Pool Generation
11011001 10 11001 11011011
10001001 01101001
01101011 01101011
00011000 1
Random
Cross Point
Between Genes
Figure 4.2.2-1 Crossover
__~_ __ __
Crossover is the process that exchanges information between strings
and facilitates an improved parameter evolution. Figure 4.2.2-1 detailed a
simple one point cross over scheme. Other schemes exist [4], [9] that result
in greater information exchange between strings. However care must be
exercised in choosing a scheme. Too many crossover sites will lead to a
random shuffle of strings.
The mutation operator changes string characters a small percentage
of the time. The role of mutation is to guard against a loss of useful
information in the reproduction and crossover processes. Reproduction
and crossover have stochastic operators as part of their make up.
Occasionally valuable genetic information is lost due to the probabilistic
nature of the processes. Mutation places a damper on these effects by
changing individual string characters after mating.
4.3 Parameter Coding
One of the fundamental underpinnings of the Genetic algorithm is
the parameter coding. Coding is the process of taking the search
parameters and mapping them into a structure. For example, in the case
of signal parameter estimation the terms ao,am,T0,jm are coded to form a
binary string. Figure 4.3-1 depicts the basic string structure. Each
parameter is given a specified number of characters that form a
chromosome. The chromosomes are then concatenated to form the string
structure (genotype). The parameters in Figure 4.3-1 are made up of four 4
bit chromosomes that together form a 16 bit genotype.
a0o am o I
1101100101011010
genotype
Figure 4.3-1 String Structure
The basic underlying principal when choosing a coding as stated by
Goldberg [4] is : " The user should select the smallest possible alphabet that
permits a natural expression of the problem". The maximum amount of
information per bit of the coding is desirable.
The phenotype or the real values of the parameters are obtained by a
mapping. A simple way to map the variables from real values to the binary
code is a linear transformation. Each parameter is given a
maximum,U", and minimum, U ", bound prior to optimization. In the
case above, 4 bit chromosomes were chosen. The direct signal amplitude ao
would equal Umn when the four bit portion of the genotype associated with
ao equaled 0000. The amplitude would equal U" when the bits are set to
1111. Intermediate values are assigned linearly in between the minimum
and maximum values.
4.4 The Fitness Function and Fitness Scaling
The Genetic algorithm works with the fitness of the genotypes. The
algorithm maximizes a non-negative fitness function. Therefore, the cost
function defined by equation 3.4-2 needs to be rewritten in fitness function
form. The translation from cost to fitness that is used is:
F = Jeil - di when Ji < Jceil (4.4-1)
0 otherwise
where: Jceil = a constant specified prior to optimization
Ji = the cost function defined by equation 3.4-2
i = the ith member of the population
Therefore the lower the cost, that is the goal, the higher the fitness.
The Genetic algorithm starts from an initial population of strings
generated at random. The fitness, Fi, of each member of the initial
population is calculated, and based on this, reproduction and crossover are
done to form a new population. This procedure is then repeated with the
new generation. It is common for the initial population to have a few
highly fit individuals that dominate the population. Subsequent
reproduction and crossover to form a new generation will also be dominated
by these fit members. Early domination by a few fit members will lead to
premature convergence. An opposite affect can happen as well. In a
population where most of the members have a high fitness and are about
the same for all members of the population, a survival of the average can
occur. In this case a random walk among the mediocre is likely. These
two situations are handled by fitness scaling.
Fitness scaling is performed to ensure that no individuals dominate
the process early on and to enhance competition among individuals in later
generations. The scaled fitness is a linear function of the raw fitness and
is:
FS = cF i + d (4.4-2)
The constants c and d are selected during each generation so that the
average of the scaled fitness values equals the average of the raw fitness
values. The expected value of an average population member remains the
same after scaling. One last scaling operation is done. The maximum
expected offspring that the fittest member will contribute to new
generations is set prior to optimization. The new maximum fitness is re-
scaled to be:
F x = CmF,,g (4.4-3)
where: Favg = the average raw fitness of the population
Cm = the expected number of offspring of the fitness member
In some instances the scaling may force the fitness of a member to be
negative. To satisfy the constraint that fitness functions be non-negative,
the value of Cm is adjusted such that the minimum scaled fitness equals
zero.
An example of the scaling procedure, taken from [4], is shown in
Figure 4.4-1. In this example the multiplication factor Cm is set to a value
of 2. The figure shows the scaled fitness as a function of the raw fitness.
The scaled and raw average fitness are the same and the maximum scaled
fitness equals twice the average fitness.
S
2F
avg
FS
avg
s
min
I
I I
I I I
I I I
I I I
F
mmin Fgavg Fmax
Raw Fitness
Figure 4.4-1 Fitness Scaling
4.5 Signal Parameter Estimation
Joint estimation of the signal parameters ao,am,,o,,1m was reduced to
an optimization problem. The Genetic algorithm was used for optimization
and signal parameter estimates were obtained. Results from two cases are
--- ~_~_
presented in this section. Although a number of simulations were run,
these two cases provide a representative insight into the behavior of the
optimization as used for parameter estimation. The two cases simulated
were both done with the same signal truth model. Forty measurements of
the correlation function were used. The direct and multipath signal
amplitudes were equal to 1.0 and 0.5 respectively and the direct and
multipath delays were equal to 0.2 and 0.5 chips. Different initial starting
conditions were assumed for the second simulation.
4.5.1 Problem Formulation
The optimization procedure uses measurements of the disturbed
correlation function to provide estimates of the four signal parameters,
ao,am,1To,m. These four parameters were coded into a forty bit genotype
made up of four chromosomes. Each chromosome represents a signal
parameter. A simple binary coding scheme was used. Figure 4.5.1-1
contains an example genotype break down.
Chromosomes
1101101101 1101100011 0001011100 0001100101
ao  am IT0  Tm
110110110111011000110001011100 0001100101
Genotype
Figure 4.5.1-1 Example Genotype
A population of eighty genotypes was used. The initial population was
chosen at random with each bit having an equally likely chance of being a 1
or 0. The range of the parameters was specified prior to optimization and is
shown in Table 4.5.1-1. The selection of the parameter ranges plays a
significant role in the performance of the algorithm. The parameter
maximum and minimum values were used to map the genotype in to real
values as discussed in section 4.3.
Table 4.5.1-1 Parameter Ranges
After the initialization process, the algorithm was run in an iterative
process consisting of reproduction, crossover, and mutation to form new
generations of solutions. Fitness scaling was used with a multiplication
factor of 2. A crossover probability of 0.7 and a mutation probability of 0.02
were used. These probabilities are typical values [4], [9] used in Genetic
optimization problems.
Choice of these control parameters might have been important in
terms of algorithm performance. Therefore a number of simulations were
carried out to investigate the influence of population sizes, genotype
lengths, scaling factors, crossover probabilities, and mutation probabilities.
The optimization results in terms of accuracy and rate of convergence were
not sensitive to these parameters.
4.5.2 Example Results
The two cases presented were both run with the same signal model
parameter values. The only difference between simulations was the initial
parameter ranges, shown in Table 4.5.1-1. During the simulation a
population of 80 members was used and evolved over forty generations. The
signal estimates at any generation are the ones with the highest fitness in
that particular generation.
Parameter ao am 'to 1m
Case 1 Max 1 0.5 0.5 1.0
Case 1 Min 0.5 0.0 0.0 0.5
Case 2 Max 1.0 1.0 1.0 1.0
Case 2 Min -1.0 -1.0 0.0 0.0
The first simulation was run with tight initial parameter ranges.
The maximum and minimum amplitudes for both the direct and
multipath signal did not overlap. The delay parameters were given non-
overlapping conditions as well. These conditions placed constraints on the
regions that the optimization algorithm needed to search. Figure 4.5.2-1
contains the results from the first simulation. The figure is made up of
four subplots. The first subplot displays the error in the signal amplitude
estimates at each generation. The second subplot contains the error in the
signal delay estimates. The error is the difference between the true
parameter and the estimate. The third subplot displays the maximum
fitness as a function of the generations. The maximum fitness is the
fitness of the best member of a generation. The last subplot shows the
average fitness. The average fitness is the average of each members fitness
in a particular generation.
The results show that after the fifth generation the signal estimates
track the true signal parameters. The errors are small compared to the
signal parameters. Table 4.5.2-1 contains summary of the mean and
standard deviation of the error in the parameter estimates. The table also
contains the maximum error caused by multipath for a conventional
receiver. A conventional receiver experiences a maximum pseudorange
error of 0.2 chips (C/A) for the simulated level of multipath. The mean
error in the direct signal delay estimate from optimization is 0.004 chips
(C/A) with a standard deviation of 0.02 chips.
o 2 - .. ... ......i...;. .....-~ i....i...*..... ...i ...i  ..-i---t---i---i -- --i....x.. -........ .i ........------i0.12- ........
a 0.04 i
0 - ----- -- - --  ------_ ..... -.- ----0.0 0~ n~n JW.tfl.*gI.h l.... . .. ... .....
0 10 20 30 40
Generation
. 0 .10 -- --. ..... .....i . .. ...... ... .................E . .. ~; .; . ...... ... ... ... ......... ......... ..... ---.. -- ---- ;--- ......... ... ----------. ----
... .... t
' 0.00 -
-a -0.05 - -$-i -+-i -- t-1-$-i--
0 10 20 30 40
Generation
5 99.8O.. ....... . ... ... . . .. . . . .. . .. .i'" " .". . .. .. . .. .............. '
. . . .... 
.....
... 0 .0 0 - ...: , '" '... . . .. . . .  .. ....... .. . . ............. -; - -
99.4
E
0 10 20 30 40
Generation
.99.5 - .- -i-- .
a
> 97.5-
0 10 20 30 40
Generation
Figure 4.5.2-1 Non-overlapping Initial Parameters
~
The plots of the fitness behave as expected. The maximum fitness
increases rapidly and remains stable in later generations. The initial
population of solutions was very good. The average fitness increases with
each new generation. The solutions became better as the generations
evolved.
Parameter Mean Mean Standard Standard Maximum
Error 1 Error 2 Deviation 1 Deviation 2 DLL Error
ao 0.016 0.21 0.023 0.16 -
am 0.012 -0.18 0.023 0.18 -
To 0.0046 -0.022 0.022 0.045 0.2
Im -0.027 0.096 0.024 0.097 -
Table 4.5.2-1 Summary of Results
The next simulation was run to mimic more realistic starting
conditions. The ranges on the parameters were opened up and overlapped.
The results shown in Figure 4.5.2-2 were not nearly as good in this case.
The amplitude estimates vary and do not converge to reasonable values.
The amplitude estimates display a survival of the mediocre. The signal
delay estimates are slightly worse than the first case. A summary of these
results is in Table 4.5.2-1. The maximum and average fitness do increase
and remain flat.
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4.6 Summary
The results summarized above are not unique. Several other cases
were simulated with overlapping parameter ranges. In most cases at least
one of the signal parameter estimates did not converge. In some instances
the direct signal parameters more closely tracked the multipath
parameters. Quadratic penalty weights were introduced into the cost
function to eliminate this effect. However, the penalty weighted
simulations still behaved in an erratic manner.
The non-convergence problem is most likely caused by the relative
flatness of the underlying cost function. Each member of the population
looked as good as the next. Large changes in the parameter estimates only
cause small changes in the cost function. This facet of the problem is
demonstrated by the behavior of the fitness plots. The average and
maximum fitness plots look similar in each simulation.
The non-convergence problem only manifested itself when the
parameter ranges overlapped. Simulations with non-overlapping ranges
worked well as shown in the first simulation. The tighter and non-
overlapping ranges limit the search space and allow the algorithm to
perform a more directed search. In this case, survival of the fittest occurs
and not survival of the mediocre. Given reasonable initial parameter
ranges the Genetic algorithm works well. Development of an algorithm to
provide these initial ranges is discussed in the next chapter.

Chapter 5
Interval Methods
5.1 Introduction
The Genetic algorithm was able to estimate the signal parameters
when the initial parameter ranges were small and did not overlap. This
chapter presents an algorithm that is capable of supplying tight non-
overlapping initial parameter ranges to be used as initial conditions for the
Genetic algorithm. An optimization procedure based on Interval
mathematics is developed and used to provide the initial parameter ranges
or intervals. Interval optimization in the absence of noise can jointly
estimate the direct and multipath signal delays within 0.01 chips. In fact,
the procedure was able to estimate the time delays to the same accuracy
even when the relative delay between the direct and multipath signals was
0.05 chips. The presence of noise which is discussed in the next chapter
reduces the effectiveness of the Interval procedure. However, Interval
methods do reduce the initial parameter ranges to levels that Genetic
optimization can work with effectively in the presence of signal noise.
Interval mathematics originates from the study of computational
errors due to rounding and uncertain data. The book "Interval Analysis"
by Moore [6] developed a theory to analyze errors in computed data.
Interval mathematics replaces real or complex numbers and arithmetic,
with interval numbers and interval arithmetic. A powerful optimization
procedure capable of solving the global optimization problem was developed
by Hansen [5] using Interval mathematics. The procedure is attractive
because it is not limited to functions that have continuous derivatives. Joint
estimation of the signal parameters in the presence of multipath is possible
with Interval optimization
5.2 Interval Mathematics
An interval number is the set of numbers between and including two
end points. The terms interval number and interval are used
interchangeably for convenience. A standard notation for an interval is:
X = [a,b] (5.2-1)
where: a = the lower bound
b = the upper bound
A number x is an element of the set X, x E X, for any x such that a 5 x b
Any real non-interval number can be represented by an interval. A
real number x is equivalent to X = [x,x]. An interval X is positive when
a 2 0 and negative when b5 0. The interval X = [a,b] is less than the
interval Y = [c,d] only when b < c. The important notion of the interval is
that it contains the continuum of points between and including the end
points. This definition is exploited during optimization.
A theory governing Interval mathematics exists and for example
contains the operators of addition, subtraction, multiplication, and division.
Functions of intervals are defined and are evaluated using the rules of
Interval mathematics. Consider an example with two real numbers x and
y and two intervals X and Y. If standard mathematical operations of x and
y are denoted as x op y then the interval operation is:
X op Y = x opy: x X, y Y ) (5.2-2)
__ __ I~
The interval X op Y resulting from the operation is every possible number
that can be formed as x op y for each x E X and y E Y. This definition is
used to form rules for generating the endpoints of operations between two
intervals X = [a,b] and Y = [c,d]. For example, the addition rule is:
X + Y = [a + c, b + d] (5.2.-3)
A complete set of rules is given in Appendix C. The rules are more
complicated for different operators. Some care is needed when evaluating
operands to ensure that the correct interval bounds are obtained. A good
example of this is, the interval Y = X2 . If the interval X = [-1,2] then Y =
[0,4] and not [1,4]. The evaluation of the interval [-1,2]2, does not equal
[-1,2][-1,2] = [1,4]. Special rules are used to obtain the correct endpoints
that are [0,4]. The rules contained in Appendix C are developed to ensure
the proper endpoints are obtained.
5.3 Interval Optimization
The optimization procedure works with interval values of the search
parameters. The interval signal parameters aO,am ,~ o,m are used to
evaluate the interval value of the cost function defined by equation 3.4.2.
The algorithm minimizes the cost function by iterating on the parameter
intervals. The parameter intervals represent a search space or box. As the
optimization is carried out the parameter box is reduced in a region that
always contains the minimum of the cost function, subsequent iterations
keep on reducing this box until a pre-selected limit is reached [5]. The
resulting parameter intervals are as large as the preset limit and are
guaranteed to contain the cost function minimum.
5.1 The Interval Cost Function
In order to use the algorithm the interval cost function needs to
defined. The cost function from Chapter 3 is:
J= 1 {o(ci + io)+ am(D( + m)- ao(i + r,) - am(ti +m)}2
i=l
(5.3.1-1)
The signal parameter estimates ao,am, o m are interval parameters.
Therefore the operations defined by the cost function are done with interval
mathematics as defined in Appendix C. The sampled correlation function
portion of the cost function is:
(ri) = a0do(ti + to) + am4(ti + tm ) (5.3.1-2)
The sampled correlation function is not an interval function and is obtained
as outputs from the bank of correlators described in Chapter 3.
The total cost function is an interval function. Evaluation of the
function is straight forward using interval mathematics with the exception
of the PRN code autocorrelation function components. The correlation
function is:
Q(ri) = 1- d - i when -d
(I(ri) = 1+ ', +  i when -i d
(i(r) = 0 elsewhere
zi = the correlation sampling time
td = the interval estimate of either To or Im
< < 1-d
< ri d--
(5.3.1-3)
where:
~ ~ ~ ~_ __~
The interval parameter id represents the range of possible delay estimates
including the end points corresponding to the given interval parameter Io
or rm. Thus the autocorrelation function at any sampling time can take
values in the range of 0 to 1. Figure 5.3.1-1 contains an example function
with unit amplitude, measurement time of -0.5 chips and a interval signal
delay, ic = [0, 0.75] chips. The figure contains plots of three correlation
functions. The rightmost function represents the function when io = 0.
The left most function is the case where ^o = 0.75. The figure also contains
a plot for an intermediate value of To. Over the range of delays 0 - 0.75
chips, the peak of the autocorrelation function shifts left 0.75 chips. The
peak of the function passes the measurement point of -0.5 chips. The
function takes values ranging from 0.5 to 1 at the measurement time -0.5
chips. Therefore the correct range of the interval function is [0.5, 1] and not
[0.5, 0.75] which is the result of evaluating equation 5.3.1-3 at the endpoints
of the interval ^o = [0,0.75].
Correlation Function Shifts Left
Over The Interval TO = [0, 0.75]
------- 1
To= - 0.75 o = 0' \ -
0.75 -0.5 0 t
Measurement
Time
Figure 5.3.1-1 Interval Evaluation of the PRN Autocorrelation Function
The lower and upper bounds of the cost function are calculated for any
given set of interval signal parameters using interval rules that ensure
proper end point evaluation.
5.3.2 The Optimization Procedure
The procedure starts with a number of initializations. Initial
parameter ranges are specified that bound search region. Table 5.3.2-1
contains starting intervals for the joint estimation problem, the interval
width desired at the end of optimization, and the interval width of the cost
function. The parameter intervals are wider than those used for the
genetic algorithm and are realistic in terms of what a receiver of this type
would use. During execution, the interval estimates of the signal
parameters are reduced to the specified limit and converge around the true
values. The cost function interval is reduced and converges to zero.
Table 5.3.2-1 Initial Parameter Intervals
Conceptually the algorithm is simple. The initial search space or box
is divided up into regions. A simple approach is to cut the parameter
ranges in half. In the signal parameter case this results in sixteen sub
boxes. In actuality, the number of boxes is reduced by the constraint that
the direct signal delay is less than the multipath delay. Therefore, some of
the sub boxes can be discarded. The cost function is evaluated over each sub
box. This results in interval values of the cost function for each sub box.
The intervals of the cost function for any sub box give the lower and upper
limit that the cost function takes for any combination of parameters within
Interval ao am t0 tm
Maximum 1 1 1 1
Minimum -1 -1 -1 -1
and on the boundaries of the sub box. The lower limit of each sub box cost
interval are compared and the sub box with the lowest limit is chosen for
subdivision and further processing.
The basic procedure eliminates vast regions of the search space by
looking at the boundaries of the sub regions. The interval evaluation in the
absence of noise produces the minimum and maximum bounds on the cost
function in the sub box without evaluating every possible combination of
parameters in the sub box [5]. The sub box with the lowest limit is chosen
for subdivision because the goal of the procedure is to find the minimum of
the cost function. The process of subsequent subdivisions reduces and
keeps reducing the parameter intervals to the preset limit that contain the
function minimum.
In order to appreciate the Interval procedure consider a simple two
dimensional example used to minimize the function:
f(x, y) = -e-(x 2 + 2) (5.3.2-1)
The function has a minimum of -1.0 located at x = 0 and y = 0. Define an
initial box as X = [-1, 11 and Y = [-1, 1]. Figure 5.3.2-1 diagrams the initial
box and box subdivision. For example purposes, divide the box into four sub
boxes as shown in the figure. Evaluate the interval value of equation 5.3.2-1
for each sub box. Table 5.3.2-2 contains the sub boxes and lower limit of the
function intervals for each sub box. The sub box with the smallest lower
limit contains the region where the minimum of the function is. Three
regions are immediately discarded and the procedure is started again with
the chosen sub box. Subsequent divisions and selections reduce the region
defined by the X and Y intervals and these converge to the location of the
minimum of the function.
subdivide
-1
4-[-1, 0.1] [.1, 1]
Y
Figure 5.3.2-1 Example Search Box and Subdivision
Box x low x up y low y up f low
1 0.1 1 -0.1 1 -0.99
2 0.1 1 -1 -0.1 -0.98
3 -1 0.1 -0.1 1 -1.00
4 -1 0.1 -1 -0.1 -0.99
0
6
Table 5.3.2-2 Sub Boxes and Function Lower Limit
5.4 Interval Optimization Results
A number of simulations were run using the Interval algorithm.
Results from two cases are presented in this section. Two different truth
models were simulated. The amplitudes of the direct and multipath
signals were 1.0 and 0.5 for each simulation. The signal delays were
different. The first simulation used a direct signal delay of 0.2 chips along
with a multipath delay of 0.5 chips. The second simulation had a direct
.1
I
-1 1
II
|
|
signal delay of 0.1 chips and a multipath delay of 0.15 chips. Forty
measurements from the disturbed correlation signal were used in each
simulation. The algorithm was run eight iterations starting from an
initial box of [-1, 1] for each of the signal parameters. The stopping criteria
which is the difference between the lower and upper interval bounds was
0.01 for the parameter intervals and 0.03 for the cost function.
The first simulation was a repeat of the case described in Chapter 4.
During the Genetic optimization the signal amplitude estimates displayed a
random walk type of behavior. The simulation done using the Interval
procedure was initialized with even wider initial conditions than the
Genetic algorithm case. However, the results were dramatically better
with the Interval method. Figure 5.4-1 contains results from the
simulation.
The figure contains four subplots. The subplots display the intervals
for each of the signal parameters, o,am, c, m starting from the initial
point and for each iteration. Each interval is reduced to the 0.01 level of
accuracy by the end of the optimization.
The results shown in Figure 5.4-1 are dramatic. Every parameter
was estimated to within 0.01. The delay estimates converged to the true
simulated values of 0.2 and 0.5 chips respectively. The amplitudes
converged to 1.0 and 0.5. A standard receiver exhibits a maximum
pseudorange error of 0.2 chips for the C/A code under the simulated
conditions. The Interval procedure was able to estimate the direct signal
delay to better than 0.01 chips; a factor of 20 improvement.
The next simulation was run with the direct and multipath signal
delays spaced apart by 0.05 chips. This case represents the situation of a
receiver with a reflector that is very close to the receiver's antenna. Figure
5.4-2 contains the results. The figure contains the interval plots of each
parameter. The results from this case are no less impressive. The
algorithm was able to estimate all the signal parameters to within 0.01.
The signal delay estimates converged to the simulated values of 0.1 and 0.15
chips. A typical receiver under these conditions would have a 0.05 chip
error. The Interval procedure was able to jointly estimate the signal delays
to better than 0.01 chips.
1.0 - ........
. 0.5
0.0
a)
* -0.5
-1.0
2 4 6 8
Iteration
1.0
" 0.5
0.0
I........
o -0.5
----------- -  .... ..- -- ---
-1.0
2 4 6 8
Iteration
S0.5
0.0-
-0.5 -
-1.0- .
----------------
2 4 6 8
Iteration
1.0- -
0.5
-0.5-
-1 0.0
2 4 6 8
Iteration
Figure 5.4-1 Interval Results, to = 0.2, rm = 0.5
Figure 5.4-2 Interval Results, ro = 0.1, zm = 0.15
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5.5 Summary
The interval method was used successfully to jointly estimate the
signal parameters. A number of different simulations with different
combinations of direct and multipath signal parameters was run. In every
case the algorithm was able to successfully estimate each parameter to the
prescribed 0.01 interval width accuracy. However, these simulations were
done without noise on the signal. Unfortunately the procedure broke down
when noise was introduced.
The algorithm is based on examining regions of a search space,
comparing lower interval bounds, and then discarding large portions of the
search space. The presence of noise affects the cost function interval
evaluation such that the procedure discards the proper solution region.
Fortunately this behavior does not occur early on in the process.
The occurrence of this behavior was discovered only after many
Monte Carlo simulations were run with signal noise. Chapter 6 develops
the noise model used in the simulations and presents simulation results
that highlight this behavior. However, because this behavior occurs, the
Interval method was combined with the Genetic algorithm for joint
estimation of the signal parameters in the presence of noise. The Interval
method was used to supply tight non-overlapping parameter ranges as the
starting point for the Genetic algorithm. Results from simulations run
using this procedure are presented in Chapter 6.
__
Chapter 6
Joint Signal Parameter Estimation
in the Presence of Signal Noise
6.1 Introduction
The previous chapters addressed the joint estimation problem in the
absence of signal noise. The Interval optimization method was able to
estimate all signal parameters to within 1% of their true values. The
introduction of noise into the simulations changed these results. The
Interval method can break down in the presence of noise. Therefore a
combination of Interval and Genetic optimization was used to estimate the
signal parameters. A number of Monte Carlo simulations was run to
examine the estimation problem. The direct and multipath signal time
delays were estimated to within 0.03 chips in the presence of post
correlation noise with a 30 dB signal to noise ratio.
This chapter presents a noise model for the post correlation noise at
the output of the bank of correlators. The post correlation noise model is
taken from Bowles [1]. That work presented an algorithm that used the
output of a bank of correlators to extend code loop tracking. Typical post
correlation noise values for traditional receivers are given. Results from
simulations using the Interval method with noise are presented. Finally
the results from the combined Interval and Genetic optimization are
shown.
6.2 Noise Model
The signal at the receiver is a combination of the direct signal,
multipath signal, and noise. The received signal is:
s(t) = r(t)+ nT (t) (6.2-1)
where: r(t) = the direct and multipath signal components (eqn. 3.2-1)
nT (t) = the signal noise at the antenna
Typically the noise is treated as band limited additive white Gaussian noise
[1], [7]. The noise represents thermal noise and diffuse multipath signals.
The noise at the antenna is:
nT(t) = Nono(t) (6.2-2)
where: No = the intensity of the noise
n o (t) = is white noise with unit intensity
The post correlation properties of the noise are determined by analyzing the
noise as it passes through the front end of a receiver. The signal received at
the antenna is passed through an RF filter to remove the carrier. The
signal is then split into real and imaginary components and sampled. At
this point the resulting sampled signal components are correlated with a
bank of locally generated codes and integrated to form the sampled
correlation signal.
The noise after demodulating the signal components into real and
imaginary parts is treated as band limited and white [1]. The power
spectrum of the noise is shown in Figure 6.2-1. The frequency range of the
spectrum is the cut off frequency of the RF filter.
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Figure 6.2-1 Signal Noise After Demodulation
The real and imaginary components are correlated with locally
generated codes and integrated as described in Chapter 3. The integration
time is large compared to the time period of the RF filter cut off frequency.
Thus the noise is still treated as band limited and white. This assumption
also results in the real and imaginary components being uncorrelated and
zero mean. Figure 6.2-2 shows a bank of correlators and filters with signal
noise as the input. The noise is correlated with locally generated codes and
filtered.
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Figure 6.2-2 Bank of Correlators
The local codes are:
(6.2-3)
where: p(t) = the locally generated PRN code
The output of the filters is the convolution of the noise, the locally generated
code, and the impulse response of the low pass filter:
(6.2-4)vi (t) = J n(c)p(t + ti)h(t - t)dt
o
where: h(t) = the impulse response of the filter
T = the integration time
The bandwidth of the filter is high enough so that the filter lets the noise
and signal through. The output of the filters for n correlators is:
n(t)p(t+ ti)
n(t)p(t + In)
(6.2-5)
The covariance matrix for the post correlation noise is:
P=E (vT (6.2-6)
The elements that make up the covariance matrix are obtained by
substituting equation 6.2-5 into equation 6.2-6 and taking the expectation.
_ _ _
li (t) = p(t + zi)
The resulting covariance matrix is a function of the PRN code
autocorrelation function and noise intensity. The covariance matrix is:
(6.2-7)
where: i and j = the ith and jth correlators
N, = the noise intensity
D(e) = the PRN code autocorrelation function
A = the spacing between correlators
The estimation procedure uses the output from a bank of correlators
to sample the disturbed correlation function. The noise on each of these
samples can be obtained from equation 6.2-7. The post correlation noise on
the samples is:
Pe = C1
where:
(6.2-8)
C = the square root of the covariance matrix P
= a vector of white unity variance Gaussian noise
Noise was simulated as a process described by equation 6.2-8. Specification
of the noise level on the post correlation signal is given by the Signal to
Noise Ratio (SNR) defined as:
SNR = {max(Q(r))12
N-- (6.2-9)
max(~, (')) = the maximum correlation signal amplitude
P(i,j) = NPc ([i - j]A)
where:
6.3 Interval Optimization Results
Several simulations were run in order to evaluate the effects of noise
on the performance of the Interval method. The simulations consisted of
running different combinations of direct signal, multipath signal, and
noise intensity through the Interval optimization with 10 different noise
vectors chosen at random. Table 6.3-1 summarizes the inputs for the
simulations presented in this section. The simulations that are
summarized were run with amplitudes of 1.0 and 0.5 and delays of 0.2 and
0.5 chips for the direct and multipath signals respectively. The difference
between the simulations was the noise intensity. The SNRs for the
simulations were 30 and 50 dB. The 30 dB SNR represents a typical post
correlation noise level in a standard receiver with a 0.02 second integration
time [1], [7]. A total of twenty optimizations were run with two different
SNRs and the same combination of signal parameters. The noise was
generated by using equation 6.2-7 and a random number generator. Each
simulation was run with the same end constraints. The interval stopping
width was set to 0.01 as in the previous Interval optimizations.
Results from the first sequence of ten simulations with a SNR of 50
dB are shown in Figure 6.3-1. The figure contains two plots that contain the
direct and multipath signal interval estimates. Each plot contains results
from the ten individual runs with the same signal parameters. The
interval estimates start from the initial conditions of -1.0 and 1.0 and
quickly converge to the proper signal estimates of 0.2 and 0.5 chips. The
intervals open back up again at the start of a new run with different noise
and quickly converge to the correct levels. The plot contains results from
ten simulations run with different noise.
The results shown in the figure are impressive. The Interval
procedure was able to estimate both the direct and multipath signal delays
to within 0.01 chips in the presence of noise. In each case the estimates
converged to 0.2 and 0.5 chips within nine iterations. The estimates of the
signal amplitudes although not shown were just as good.
_
Simulation a o  am to Tm # of Runs SNRs
1 1.0 0.5 0.2 0.5 10 50 dB
2 1.0 0.5 0.2 0.5 10 30 dB
Table 6.3-1 Simulation Inputs
The second simulation consisted of the same delay parameters but a
lower more realistic SNR. The results are shown in Figure 6.3-2. These
plots show the interval delay estimates for the ten different noise cases as
was done in the first simulation. The plots also contain a line that shows
the true signal delay parameters.
As in the first simulation the intervals start at -1.0 and 1.0 chips and
converge to the specified 0.01 interval width accuracy, and open up, then
converge again in later simulations. However in this case, half of the time
the estimates do not converge to the correct signal delay values. The direct
delay estimate plot shows that in some cases the estimates converge to a
value 0.06 chips below the proper level. The multipath delay estimates
behave the same. The presence of noise was enough to send the Interval
search into the wrong region.
The Interval method works by examining large regions of the search
space and discards regions based on interval evaluations. The presence of
noise causes the algorithm to pick the wrong regions to discard. The
parameter space where the solution lies is thrown out. The results in
Figure 6.3-2 show this. When this happens there is no way to return to that
region. The results from the second simulation are a good example of this.
Three more simulations were run with different combinations of direct and
multipath signal parameters and 30 dB SNRs to examine this behavior
further. The results from these simulations displayed the same behavior
as shown in Figure 6.3-2. The simulation results converged to incorrect
estimates about half of the time late in the optimization procedure.
However because the procedure broke down, it was viewed as prudent to
develop a procedure where this cannot occur.
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Figre 6.3-2 Monte Carlo Interval Results for Simulation 2, SNR =30 dB
6.4 Genetic Optimization Results
The Interval method was combined with the Genetic optimization
and used to estimate the signal parameters in the presence of noise.
Genetic optimization does not explore a parameter space and discard
regions of it. The algorithm conducts a directed search of many regions of
the space at once and focuses on regions that are more likely to contain the
correct solution parameters. The operations of reproduction, crossover,
and mutation build a robustness to noise into the algorithm. This
algorithm given the right initial conditions is capable of estimating the
signal parameters in the presence of noise.
Fortunately the non-convergence problem described in section 6.3 did
not occur early on in the Interval optimization. The initial parameter
estimate intervals were reduced in every simulation enough such that the
Genetic algorithm was able to finish the estimation process accurately.
The same evaluation procedure used for the Interval procedure was used
for the Genetic algorithm procedure. Monte Carlo analyses were run using
the Genetic algorithm. Two different simulations were run with SNRs of 30
dB. The signal amplitudes were 1.0 and 0.5 and the delays were 0.2 and 0.5
chips for the first simulation. The multipath amplitude was changed to
-0.5 for the second simulation. The starting conditions are shown in Table
6.4-1.
Table 6.4-1 Initial Parameter Ranges
A total of twenty optimizations were run with the two different
combinations of signal parameters. The 30 dB post correlation noise was
Parameter ao am to I'm
Case 1 Max 1 0.5 0.5 0.5
Case 1 Min 0.5 0.0 0.0 0.0
Case 2 Max 1.0 -0.5 0.5 0.5
Case 2 Min 0.5 -1.0 0.0 0.0
the same as the noise used in the Interval evaluation. The algorithm was
run with forty measurements of the correlation function and evolved forty
generations. A population size of 80 and a crossover probability of 0.7 were
used.
The results from both simulations are presented in Table 6.4-2. The
table contains the mean and standard deviation of the error in the signal
estimates. The first ten Monte Carlo runs correspond to the simulation
with the positive signal amplitudes. The last ten runs correspond to the
second simulation with the negative multipath signal amplitude. The
error is defined as the difference between the true and the estimated signal
parameter. The table summarizes the twenty different optimization
simulations. In every case the procedure was able to estimate the delay
parameters to within 0.03 chips. This is nearly a factor of 7 improvement
over a conventional receiver operating under these multipath conditions but
without noise.
Figure 6.4-1 contains a plot of the results from one of the simulations.
The direct and multipath signal amplitudes were 1.0 and -0.5. The direct
and multipath delays were 0.2 and 0.5 chips. The plot contains the four
signal parameter estimates at each generation. The estimates converged to
the correct values by the tenth generation Each of the other nineteen
simulations behaved in a very similar manner.
Monte Carlo ao am To Tm
Run
(chips) (chips)
mean a mean a mean a mean a
1 0.013 0.009 0.005 0.007 -.016 0.009 0.015 0.018
2 0.016 0.009 0.003 0.004 -.022 0.031 0.016 0.031
3 0.003 0.006 0.003 0.005 -.013 0.012 0.018 0.016
4 0.024 0.015 0.028 0.019 -.044 0.031 0.040 0.029
5 0.007 0.014 0.028 0.015 -.042 0.025 0.009 0.022
6 0.001 0.001 0.005 0.005 0.023 0.009 0.012 0.009
7 0.000 0.000 0.003 0.006 -.017 0.028 0.008 0.013
8 0.007 0.009 0.005 0.007 -.016 0.02 0.04 0.034
9 0.010 0.009 0.005 0.007 -.012 0.011 0.006 0.006
10 0.021 0.006 0.003 0.005 -.038 0.007 0.001 0.04
11 0.007 0.011 0.008 0.015 -.007 0.021 0.031 0.030
12 0.018 0.005 0.005 0.004 0.003 0.012 0.007 0.013
13 0.007 0.029 0.007 0.012 0.005 0.022 0.005 0.028
14 0.004 0.007 0.009 0.013 -.029 0.018 0.012 0.024
15 0.030 0.011 0.019 0.012 0.004 0.024 0.058 0.019
16 0.006 0.005 0.003 0.005 0.014 0.034 0.008 0.009
17 0.007 0.009 0.003 0.004 0.024 0.010 0.0127 0.020
18 0.009 0.009 0.059 0.022 -.010 0.007 0.003 0.006
19 0.009 0.009 0.029 0.012 0.003 0.020 0.003 0.004
20 0.008 0.012 0.008 0.010 -.039 0.019 0.029 0.028
Table 6.4-2 Summary of Genetic Optimization Results
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Figure 6.4-1 Genetic Optimization Results in the Presence of Noise
6.5 Summary
The results from the combined Interval and Genetic optimization
were impressive. The procedure was used to estimate the time delay of the
direct signal in the presence of one multipath signal and noise. The
algorithm works with the same degree of accuracy even when no multipath
is present. The Interval procedure was used to supply initial parameter
ranges the Genetic algorithm for parameter estimation. A SNR of 30 dB
was used. The combined procedure demonstrates the capability to jointly
estimate the signal parameters a factor of seven times better than a
conventional receiver under identical but noiseless multipath conditions
could.
Chapter 7
Conclusion
7.1 Conclusions
A technique to estimate the transit time of the timing signal
broadcast by the GPS satellites was developed. The procedure works in the
presence of one specular multipath signal and signal noise. The procedure
estimates the time delays of the direct and multipath signal rather than
suppressing the effects of multipath that a traditional receiver experiences.
The algorithm was able to estimate the time delays to better than 0.03 chips
(8.5 meters for the C/A code) in the presence of multipath and noise with a
30 dB SNR. The technique works just as well when no multipath signal is
present. Results from the simulated cases as shown in Chapter 6
demonstrated a factor of seven improvement over a non coherent DLL
receiver operating in the same multipath environment without noise. The
accuracy of the procedure developed in this thesis was not sensitive to the
strength or delay of the multipath signal. Thus the factor of seven
improvement would increase for more severe multipath environments and
decrease for less severe environments.
Implementing the algorithm in a receiver is practical. Most new
receivers use digital processing and adapting them to contain multiple
correlation channels is feasible. A digital signal processor (DSP) would
execute the algorithm in real time using outputs from the correlation
channels. Estimates of the signal parameters would be available at a rate
proportional to the throughput of the DSP.
The combined Interval and Genetic optimization scheme executes
approximately 2 million operations in order to obtain the signal parameter
estimates. The 2 million operations are the total of the additions,
subtractions, etc. of the optimization routines as coded in MATLAB. The
digital signal processors that are available are capable of performing
operations at 0.1 micro second speed. Thus, estimates would be available
every 0.2 seconds. Section 7.2 offers suggestions to decrease the processing
time.
The receiver would also need a random number generator and
processor capable of performing the Interval mathematics. For example, a
processor built by Intel has the necessary directed rounding capability used
as part of the interval endpoint formulation. The processor need only be
programmed with the necessary transcendental function routines peculiar
to Interval optimization such as the PRN code autocorrelation function.
Coding of the Genetic algorithm would be much simpler to program
because the procedure works with string structures coded as binary
numbers and manipulating these structures is simple.
The technique developed in the thesis is constrained by the ability to
perform the correlations and estimation fast enough such that the Doppler
terms can be treated as constants. The use of modern digital signal
processing technology should allow for fast correlations to be done whether
in parallel or a staggered configuration with shared correlators. The entire
algorithm needs to be executed fast compared to the Doppler terms. A trade
off between receiver dynamics and algorithm accuracy needs to be done.
7.2 Recommendations For Further Research
Future research can follow two different paths; continued effort with
the model based approach or alternate non model based techniques.
Because a non-model based technique is unlikely the recommendations
summarized in this section will focus on further characterization of the
technique invented in this thesis and extensions to it. The procedure
eliminates the effects of one specular multipath signal. The algorithm
relies on prior information about how many multipath signals are present.
The effects of mismodeling the multipath environment should be
examined. The receiver operates under the assumption that no multipath
or one multipath signal is present. The performance of the algorithm
needs to be analyzed when more than one multipath signal is present.
Another recommendation is to modify the procedure to include the
capability to handle more specular multipath signals. The optimization
procedures are easily modified to add additional signal parameters. The
cost function defined by equation 3.4-2 would be modified to include more
multipath signals. Another amplitude and delay would need to be
estimated for every multipath signal added. The initial conditions for both
the Genetic and Interval methods would be increased to match the number
of extra multipath signals added. One last modification is necessary. The
box subdivision portion of the Interval method would need to be modified to
handle the increased parameter space.
Implementation issues with the actual execution of the algorithm in
real time need to be addressed. As mentioned previously the algorithms
execute approximately 2 million instructions in order to get parameter
estimates. Investigation of possible ways to reduce the operation count is
needed. The operation count is dominated by the Genetic algorithm. The
Genetic algorithm as coded propagates a population of 80 members over 40
generations. The fitness evaluation for each member is operation intensive
and is the main source of the high operation count.
Reducing the fitness evaluation sequence is practical. The fitness is
the sum of the difference squared between the estimated correlation
function and the sampled function. An easy way to reduce the operation
count is to reduce the input measurements. Another approach would be to
use a smaller population size. It may be possible to run the Genetic
algorithm with interval strings. Ranges of different populations could be
evaluated at once which would reduce the computation count. Trade
studies of these alternatives need to be done in order to evaluate their effect
on performance.
Finally, the optimization code needs to be fine tuned and coded for
efficiency. The crossover and mutation probabilities used in the Genetic
algorithm should be studied and altered. Quicker convergence to the
proper estimates may be possible. The optimization routines were coded for
functionality and not real time execution. The binary nature of the Genetic
algorithm may lend itself to parallel architectures. Execution of the
Genetic algorithm in parallel would offer significant throughput savings
that would greatly facilitate the realization of the algorithms into a real
time system.
Appendix A
Maximum Pseudorange Errors
As stated in Chapter 2, van Nee developed closed form equations for
the maximum pseudorange error in the presence of one multipath signal.
The largest errors occur when the multipath signal is out of phase by 180
degrees or exactly in phase with respect to the direct signal. In this case
the discriminator is [12]:
D(t, e) = a2(a(e + d)2 -b(e - d)2 )+
a (((e + m +d)2 - (e+t -d) 2 ) (A-l)
where: ao and am = the direct and multipath signal amplitudes
(*) = the PRN code autocorrelation function
e = zo - ro = the difference between the true direct signal delay
and its estimate
tm = the multipath delay
d = the offset of the locally generated codes
The offset of the locally generated codes was set to plus and minus a half of
a code chip for the work done in the thesis. The equations developed by van
Nee were done with arbitrary offsets. The maximum pseudorange error
due to the distortion is obtained
from the roots of equation A-1. The roots are:
a
(Pe = am Tm
ao + am
(ao +am)dwhen 0 < rm <
2ao
amdwhen (a + am)d <
2ao 2ao
(Pe a= m (T +--) when Tc -d(1
2ao -amc 2
tm <T -d(1a +am)
2ao
ao+a)< <T +d
2ao 2
d
(Pe = 0 when m > T +-
2
(A-2)
(A-3)
(A-4)
(A-5)
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Appendix B
Foundations of the Genetic Algorithm
The underlying mathematical foundations of the Genetic algorithm
are described in this Appendix. The theory behind the algorithm relies on
schemata which are similarity templates that describe subsets of strings.
The description was taken as an excerpt from [91 with the author's
permission.
The effect of reproduction, crossover, and mutation on the
information contained in the population is investigated in a more rigorous
way using schemata which exploit the underlying similarities between the
strings of the population. A schema is a similarity template describing
subsets of strings with similarities at specific loci. It can also be though of
as a hyper-plane in the search space. Using the binary alphabet {0,1),
define a new element * which functions as a wild card. Schemata are then
created over the extended alphabet {0,1,*} as a pattern matching
mechanism where * can be used to match either a 1 or 0. A schema
matches a particular string if at every location 1 in the schema fits 1 in the
string, 0 matches 0, or * matches either. An example of schemata and sets
of matching strings is shown below.
schema 100* 1*0* 10**
sets of 1000 1000 1000
matching 1001 1001 1001
strings 1100 1010
1101 1011
For alphabets of cardinality k and string length 1 there are (k +1)1
schemata. Because each string position can take its own value or the
wildcard symbol, each string is a match to k' schemata. A population of n
strings from the binary alphabet will therefore display between 2' and 21n
schemata, depending on the diversity of the members of the population. For
a population of n members an estimated O(n) schemata are processed.
Thus, for each generation requiring n fitness evaluations, n3 are processed
in parallel without memory other that the population itself. This important
feature of Genetic algorithms is known as implicit parallelism.
Two definitive properties which distinguish between schemata are
the schema order and schema defining length. The order o(H) of a schema
H is the number of specific bits (1's and O's) in the template. For example, if
H is given by *1**10*, then o(H) = 3. The defining length 5(H) of a schema
H is the distance between the first and last specific bit positions. For the
same H as above 8(H) = 4. In the case where o(H) = 1 the defining length
by definition 8(H) = 0.
Schemata provide the means to analyze the effects of the genetic
operators on the information contained in the population. The effect of
reproduction on the expected number of schemata is determined by treating
each schema as a random variable with mean estimated by the average
fitness of its occurrences in the population. During reproduction a string
A, is copied according to its fitness Fi , by being selected to the mating pool
with probability pi = Fi / Y Fj. The expected number of copies of the string
A, in the mating pool is then given by np,. The growth or decay of a
particular schema can be described in a similar manner. Define m(H,t) to
be the number of instances of a particular schema H contained in the
population A(t) at time step t. The expected occurrences of H in A(t+l) is
then given by the equation:
m(H,t)f(H)
m(H,t+1) = n (B-l)
IFj
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where f(H) is the average fitness of the strings representing schema H at
time t. Recognizing that the average fitness of the entire population
Fa = Fj / n, equation B-1 can be reduced to:
f(H)
m(H,t +1) = m(H,t) (B-2)
Equation B-2 is known as the reproductive schema growth equation. From
this equation, the number of above average schemata in the population will
grow and below average schemata will become less. If f(H) remains
consistently above the average fitness of the population, such that
f(H) = (1+ b)Fag,, where b is a constant, then equation B-2 is:
m(H,t + 1) = (1+ b)m(H,t) (B-3)
Equation B-3 is the discrete equivalent of the exponential form. Note that
this does not account for the effect of crossover and mutation. Reproduction
thus yields and exponentially increasing (decreasing) number of above
(below) average schemata in progressive populations.
Reproduction is a highly exploitive search of the parameter space. If
reproduction was the only operator employed, successive populations would
consist only of increasing numbers of above average strings. Crossover
allows for a structured information exchange between strings, which
creates new strings and thus promotes exploration of the search space.
Reproduction and crossover are opposing forces in that reproduction tends
to increase the number of above average schemata while crossover destroys
schemata. If crossover between two strings occurs at random with
probability p, then the lower bound on the probability that a schema
survives crossover is:
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6(H)
p, 2 1 - pc (B-4)P81  -1
Combining reproduction and crossover, the expected occurrences of
schema H in the population A(t+l) is:
m(H,t +1) 2 m(H,t) f 1-pc (B-5)
The significant terms in equation B-5 are f(H) and 6(H). Effectively,
schemata that have above average performance and short defining lengths
will increase exponentially in successive populations.
Mutation has the same tendency to destroy schemata as crossover.
For schema to survive mutation all the specified bits (there are o(H) of
them) have to survive mutation. The probability that a schema survives
mutation is then (1- Pm)o(H) where pm is the probability that a bit will
mutate. For small values of pm this expression can be approximated by 1-
o(H) pm. Combining all of the operators the expected number of copies that
a particular schema H will have in the next generation is:
m(H,t+1) 2 m (H) 1-p ~) -(H)pm] (B-6)
Favg 1 1-1
The cross products in equation B-6 have been ignored. Equation B-6 proves
that above average schemata of low order with short defining lengths
increase exponentially in successive populations. This result is known as
the fundamental theorem of Genetic algorithms.
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Appendix C
Interval Mathematics
The mathematical rules governing the generation of the Interval
endpoints is summarized in this Appendix. The operators are defined in
terms of two intervals X = [a,b] and Y = [c,d].
X + Y = [a+c, b+d] (C-1)
X - Y = [a-d,b-c] (C-2)
[ac, bd]
[bc, bd]
[bc, ad]
[ad, bc]
[bd, ad]
[ad, bc]
[ad,ac]
[bd, ac]
[min(bc, ad), max(ac, b
Y =[d ]
if a >O and c O
if a O andc<O<d
if a 2 O and dI 0
if a < 0 < b and c 2 0
if a < 0 < b and d 0
if b 0 and c 0O
ifb_ 0 and c < O<d
ifb b 0 and d 0
d)] ifa<O<bandc<O<d
0 0 Y
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(C-3)
(C-4)
X 1X = X* 1 0 Y (C-5)
Y Y
S1, 1] if n = 0
[a,b" n ]  if a 2 0 or if a< 0 < b and n is odd (C-6)
[b",a"] ifb I 0
[0,max(a,b)] ifa 0 < b and n is even for n = 0, 1, 2,...
Rules for division of intervals containing zeros is called extended interval
arithmetic. These rules can be found in [5].
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