We study the price impact of order book events -limit orders, market orders and cancelations -using the NYSE TAQ data for 50 U.S. stocks. We show that, over short time intervals, price changes are mainly driven by the order flow imbalance, defined as the imbalance between supply and demand at the best bid and ask prices. Our study reveals a linear relation between order flow imbalance and price changes, with a slope inversely proportional to the market depth. These results are shown to be robust to seasonality effects, and stable across time scales and across stocks. We argue that this linear price impact model, together with a scaling argument, implies the empirically observed "square-root" relation between price changes and trading volume. However, the relation between price changes and trade volume is found to be noisy and less robust than the one based on order flow imbalance.
Introduction
The availability of high-frequency records of trades and quotes has stimulated an extensive empirical and theoretical literature on the relation between order flow, liquidity and price movements in order-driven markets. A particularly important issue for applications is the impact of orders on prices: the optimal liquidation of a large block of shares, given a fixed time horizon, crucially involves assumptions on price impact (see Bertsimas and Lo [6] , Almgren and Chriss [2] , Obizhaeva and Wang [35] ).
Various models for price impact have been proposed in the literature but there is little agreement on how to model it [7] . In the empirical literature, price impact has been described by various authors as linear, non-linear, square root, virtual, mechanical, temporary, instantaneous, permanent or transient. The only consensus seems to be the intuitive notion that imbalance between supply and demand moves prices.
The empirical literature on price impact has primarily focused on trades. One approach is to study the impact of "parent orders" gradually executed over time using proprietary data (see Engle et. al [14] , Almgren et. al [3] ). Alternatively, empirical studies on public data [16, 18, 20, 28, 29, 43, 38, 39] have investigated the relation between the direction and sizes of trades and price changes and typically conclude that the price impact of trades is an increasing, concave ("square root") function of their size. This focus on trades leaves out the information in quotes, which provide a more detailed picture of price formation [15] , and raises a natural question: is volume of trades truly the best explanatory variable for price movements in markets where many quote events can happen between two trades?
Understanding the price impact of orders is also important from a theoretical perspective, in the context of optimal order execution. Huberman and Stanzl [25] show that there are arbitrage opportunities if the effect of trades on prices is permanent and the impact is non-linear; Gatheral [19] extends this analysis by showing that if the price impact function is non-linear, impact needs to decay in a particular way to exclude arbitrage. Bouchaud et al. [9] associated the decay of price impact of trades with limit orders, arguing that there is a "delicate interplay between two opposite tendencies: strongly correlated market orders that lead to super-diffusion (or persistence), and mean reverting limit orders that lead to sub-diffusion (or anti-persistence)". This insight implies that looking solely at trades, without including the effect of limit orders amounts to ignoring an important part of the price formation mechanism.
There is ample evidence that limit orders play an important role in determining price dynamics. Arriving limit orders significantly reduce the impact of trades [44] and the concave shape of the price impact function changes depending on the contemporaneous limit order arrivals [41] . The outstanding limit orders (also known as market depth) significantly affect the impact of an individual trade ( [30] ) and low depth is associated with large price changes [45, 17] . Hasbrouck and Seppi [22] use depth as one of the factors that determine price impact. The emphasis in these studies remains, however, on trades and there are few empirical studies that focus on limit orders from the outset. Notable exceptions are Engle & Lunde [15] , Hautsch and Huang [23] who perform an impulse-response analysis of limit and market orders, Hopman [24] who analyzes the impact of different order categories over 30 minute intervals and Bouchaud et al. [12] who examine the impact of market orders, limit orders and cancelations at the level of individual events.
Summary
We conduct in this study an empirical investigation of the impact of order book events -market orders, limit orders and cancelations-on equity prices. Although previous studies give a relatively complex description of this impact, we argue that, in fact, their impact on price dynamics may be modeled parsimoniously through a single variable, the order flow imbalance (OFI), which represents the net order flow at the bid and ask and tracks changes in the size of the bid and ask queues by
• increasing every time the bid size increases, the ask size decreases or the bid/ask prices increase
• decreases every time the bid size decreases, the ask size increases or the bid/ask prices decrease.
Interestingly, this variable treats a market sell and a cancel buy of the same size as equivalent, since they have the same effect on the size of the bid queue. We find that this aggregate variable explains mid-price changes over short time scales in a linear fashion, for a large sample of stocks, with an average R 2 of 65%. The resulting price impact model relates prices, trades, limit orders and cancelations in a simple way: it is linear, requires the estimation of a single parameter and it is robust across stocks and across timescales. The slope of this relation, which we call the price impact coefficient, exhibits intraday seasonality in line with known intraday patterns observed in spreads, market depth and price volatility [1, 4, 31, 34] which have been explained in terms of intraday shifts in information asymmetry [33] or informativeness of trades [21] . Motivated by a stylized model of the order book, we relate the intraday changes in the price impact coefficient to variations in market depth and show that price impact is inversely proportional to the depth of the order book. This allows us to explain intraday patterns in price impact and price volatility using only observable quantities -the order flow imbalance and the market depth, as opposed to unobservable parameters previously invoked in the literature, such as information asymmetry or informativeness of trades.
The intuition that "it takes volume to move prices", though widely confirmed by empirical studies [27] , is not easy to explain theoretically (see [37, Chapter 6.2] ). In Section 4, we show that our price impact model, together with a scaling argument, leads to an apparent "square root" relation between price changes and trade volume, similar to some findings in the empirical literature [11, 40] . However, we argue that this relation is not robust and is a statistical artifact due to the aggregation of data.
Outline
The article is structured as follows. In Section 2, motivated by a stylized model of the order book, we specify a parsimonious model that links stock price changes, order flow imbalance and market depth. Section 3 describes the trades and quotes data and estimation results for our model. There, we also show how intraday patterns in depth and order flow imbalance generate intraday patterns in price impact and price volatility. In Section 4 we discuss the role of trading volume as an explanatory variable and show that order flow imbalance is more effective in explaining price moves than variables based on trades. We also derive a scaling relation between order flow imbalance and traded volume and show how the "square-root" price impact of volume follows from our model. We present our conclusions in Section 5.
2 A model for the price impact of orders
Variables
We focus on 'Level I order book': the limit orders sitting at the best bid and ask. Every observation of the bid and the ask consists of the bid price P B , the size q B of the bid queue (in number of shares), the ask price P A and the size q A of the ask queue (in number of shares):
The bid price and size represent the demand for a stock, while the ask price and size represent the supply. We enumerate these observations by n and compare (P B n−1 , q B n−1 , P A n−1 , q A n−1 ) with (P B n , q B n , P A n , q A n ). Between two such observations, only one of the following events can occur:
• P B n > P B n−1 or q B n > q B n−1 signifying an increase in demand
• P B n < P B n−1 or q B n < q B n−1 signifying a decrease in demand
• P A n < P A n−1 or q A n > q A n−1 signifying an increase in supply
We define the variable e n which measures the contribution of the n−th event to the size of bid and ask queues:
Note that if q B increases but P B remains the same, we assign e n = q B n − q B n−1 , representing the size that was added at the bid. If q B decreases, we also assign e n = q B n − q B n−1 , representing the size that was removed from the bid, whether due to a market sell or cancel buy order. If P B increases, we let e n = q B n , representing the size of a price-improving limit order. If P B decreases, we let e n = q B n−1 , representing the size that was removed, whether due to a market order or a cancellation. The same classification is done for events on the ask side, with signs reversed.
Events affecting the order book occur at random times τ n , and we define N (t) = max{n|τ n ≤ t} to be the number of events during [0, t]. We define the order flow imbalance over time intervals [t k−1 , t k ] as a sum of individual event contributions e n over these intervals:
where N (t k−1 ) + 1 and N (t k ) are the index of the first and the index of the last event in the interval [t k−1 , t k ]. The order flow imbalance is a measure of supply/demand imbalance, which encompasses trades, limit orders and cancelations. Whereas previous studies [10, 20, 22, 29, 38, 43] focused on measures of "trade imbalance" 1 , using orders provides a more natural way of measuring supply and demand.
We also consider mid-price changes (in number of ticks) over the same time grid:
where P k is the mid-quote price at time t k and δ is the tick size (equal to 1 cent in our data). 1 Hopman [24] computes the supply/demand imbalance based on limit orders and trades, but not cancelations.
A stylized model of the order book
Consider first a stylized model of the order book in which 1. the number of shares at each price level beyond the best bid/ask is equal to D.
2. limit orders arrivals and cancelations occur only at the best bid/ask.
We will show that under these assumptions a linear relation holds between order flow imbalance and price changes. Consider three scenarios, when only market buy orders, limit buy orders or limit sell cancels happen over some time interval [t k−1 , t k ]:
• Market buy orders remove M b k shares from the ask.
• Limit sell cancelations remove C a k shares from the ask.
• Limit buy orders add L b k shares to the bid.
The three variables M a k , C b k and L a k which tend to decrease the price can be described analogously. Under the above assumptions, the impact of order book events events is additive and only depends on their net effect on the bid/ask queue sizes. For instance, if both market buy orders and limit sell orders arrive during a time interval [t k−1 , t k ], they will completely or partially eliminate each other and their imbalance M b k − L a k will determine the price change. Bouchaud et al. [12] argue that there are strong correlations between the 6 types of events described above, pointing to an interaction between market makers and liquidity takers. For our purpose, we ignore these correlations, and aggregate all 6 types of events in an order flow imbalance variable with an equal weight:
This expression amounts to grouping individual e n terms in the definition of OF I k according to whether they are limit buy orders, market sell orders, etc. Under the above assumptions the following relation holds exactly:
This relation is remarkably simple -it involves no parameters and incorporates the effect of all order book events.
Model specification
In reality, order books have complex dynamics and the relation (1) will only hold in a statistical sense. For example, limit orders and cancelations occur at all levels of the order book. The distribution of depth across price levels often has humps, gaps and is itself a separate object of study [39, 46] . Moreover, the depth is subject to important intraday fluctuations. Finally, there may be hidden orders in the book which are not reported in the data [5] . With these considerations, we suggest the following relation:
where β is the price impact coefficient and k is a noise term due to the influence of deeper levels of the order book and rounding errors. Our earlier discussion suggests that the price impact coefficient is inversely related to market depth, which is itself subject to intraday fluctuations. We define a measure of depth by averaging the bid/ask queue sizes over intervals [T i−1 , T i ]:
We therefore specify the following relation between the price impact coefficient β i in the time interval [T i−1 , T i ] and our measure of market depth as:
where c, λ are constants and ν i is a noise term. Note that the stylized model exposed above corresponds to λ = 1. The specification (2-3) may be regarded as a model of the instantaneous price impact over a short time interval [t k−1 , t k ]. An order, submitted at τ ∈ [t k−1 , t k ], has a contribution e τ and joins the aggregate order flow imbalance OF I k . If the order goes in the same direction as the majority of the orders (sgn(e τ ) = sgn(OF I k )), it reinforces the concurrent order flow imbalance and can affect the price. If the order goes against the concurrent order flow imbalance (sgn(e τ ) = −sgn(OF I k )), it is compensated by other orders and may have an instantaneous impact of zero. In our model all events (including trades) have a linear price impact, equal to β on average. Their realized impact, however, depends on the rest of the orders that arrive during the same time interval.
The idea that the concurrent limit order activity can make a difference in terms of trades' impact was demonstrated by Stephens et al. [41] , where authors show that the shape of the price impact function essentially depends on the contemporaneous limit order activity. Our approach can also be related to the model proposed by Bouchaud et al. [12] . where order book events have a linear impact on prices, which depends on their signs and types 2 . The major difference of our models lies in the aggregation across time and events. As argued in [12] , order book events have complicated auto-and cross-correlation structures on the timescale of individual events, which typically vanish after 10 seconds. In our data the autocorrelations at a timescale of 10 seconds are small and quickly vanish as well (ACF plots for a representative stock are shown on Figure 1 ). Finally, Hasbrouck and Seppi [22] propose a model similar to (2, 3) for explaining the price impact of trades. Although their focus is on trades, they also allow the price impact coefficient to depend on contemporaneous liquidity factors and change through time.
However, the linear equation (2) is quite different from models of price impact that consider only the size of trades [18, 20, 29, 43, 38, 39] . Instead of modeling price impact of trades as a (nonlinear) function of trade size, we show that the price impact of all events (including trades) is a linear function of their size after events are aggregated into a single imbalance variable. In Section 4 we will argue that, first, the effect of trades on prices is adequately captured by the order flow imbalance and, second, that if one leaves out all events except trades, the relation 2 leads to an apparent concave relation between price changes and trade volume.
The next section provides an overview of the estimation results for our model. Figure 1 : ACF of the mid-price changes ∆P k , the order flow imbalance OF I k and the 5% significance bounds for the Schlumberger stock (SLB).
Estimation and results

The trades and quotes (TAQ) data
Our data set consists of one calendar month (April, 2010) of trades and quotes (TAQ) data for 50 stocks. The stocks were selected by a random number generator from the S&P 500 constituents. The S&P 500 composition for that month was obtained from Compustat and the data for individual stocks was obtained from the TAQ consolidated quotes and TAQ consolidated trades databases. The data were obtained through Wharton Research Data Services (WRDS). Consolidated quotes contains all changes in queue sizes at the best bid and ask. For each stock, a data update consists of a timestamp (rounded to the nearest second), bid price, bid size, ask price, ask size and exchange flag. Consolidated trades (or market orders) consist of a timestamp, a price and a size. These two data sets are often referred to as Level 1 data, as opposed to Level 2 data, which also includes quote updates deeper in the book.
Our reason for using TAQ data rather than Level 2 order book data, is that it is far more accessible, yet contains all events in the top order book (best bid and ask updates). We demonstrate that Level 1 TAQ data can be successfully used to study limit orders and we hope that more empirical studies of that subject will follow. We note that the ratio of the number of quote updates to the number trades is roughly 40 to 1 in our data. Many empirical studies have focused exclusively on trades rather than quotes, but the sheer ratio in the size of these data sets is a good indicator that more information may be conveyed by the quotes than by trades.
Using a procedure described in detail in the appendix, we aggregate all quote updates to estimate the National Best Bid and Offer sizes and prices (NBBO) at each quote update. Instead of aggregating all exchanges in this fashion, one may also simply filter by the exchange flag and study one exchange at the time. Focussing on one exchange at a time yields similar results.
We use a uniform grid in time {t 0 , . . . , t N } with a timescale t k − t k−1 ≡ ∆t = 10 seconds to compute the price changes and the order flow imbalances. To test the robustness of our findings to the choice of the basic timescale, we repeated our calculations on a subsample of stocks for different values of ∆t, ranging from 10 quote updates (usually less than half of a second in our data) up to 10 minutes. The fit of our model generally increases with ∆t, but the rest of the results stays the same. Time aggregation serves two purposes: first, it alleviates the issue of data discreteness and second, it mitigates the errors due to the trade matching algorithm (described in the Appendix).
Empirical findings
We assume that the price impact coefficient β is constant over each half-hour interval [T i , T i+1 ] and estimate the model by ordinary least squares regression in each half-hour subsample for each stock: Figure 2 presents a scatter plot of ∆P k against OF I k for one of the half-hour subsamples. Table  2 reports regression outputs, averaged across time for each stock. This table provides strong evidence of a linear relation between order flow imbalance and price changes. The goodness of fit is surprisingly high for all of the stocks, suggesting that the model (2) performs well regardless of stock-specific features 3 . In addition to the high quality of fits, the regression coefficient β i is virtually always statistically significant (at a 95% level of the z-test), while the 3 We note that OF I k includes the contributions of price-changing order book events, leading to a possible tautology in the regression (4). This problem is inherent to all price impact modeling, because the explanatory variables (events or trades) can directly cause price changes. To test that the high R 2 in our regressions is not due to this tautology, we estimated (4) on a subsample of stocks, excluding the price-changing events from OF I k . With this change the R 2 declined, but remained in the 35%-60% region.
intercept is mostly insignificant. Figure 3 represents the histogram of excess kurtosis values of the residualsˆ k across subsamples: the relatively low level of kurtosis shows that the residuals are not predominantly associated with large price changes. Since the regression residuals demonstrate heteroscedasticity, we used White's heteroscedasticity-consistent standard errors for the z-test.
To check for higher order/nonlinear dependence we add a quadratic termγ Q,i OF I k |OF I k | to the regression. The increase in R 2 , from 65% to 68% on average, is barely noticeable and the coefficientγ Q,i is statistically insignificant in most samples. Table 1 presents the average mid-price, daily transaction volume, daily number of best quote updates, daily number of trades, spread and the depth at the best bid and ask for 50 randomly chosen U.S. stocks. All values are calculated from the filtered data, that consists of 21 trading day during April, 2010. Table 2 presents a cross-section of results (averaged across time) for the regressions:
where ∆P k are the 10-second mid-price changes and OF I k are the contemporaneous order flow imbalances. These regressions were estimated using 273 half-hour subsamples (indexed by i) for each stock and their outputs were averaged across subsamples. Each subsample typically contains about 180 observations (indexed by k). The t-statistics were computed using White's standard errors. For brevity, we report the R 2 , the averageα i and the averageβ i only for the first regression (with a single OF I k term). There is almost no difference between averages of estimatesβ i andβ Q i and the R 2 in two regressions. The last three columns report the percentage of samples where the coefficient(s) passed the z-test at the 5% significance level.
Next, we estimate the parameters λ and c in (3). For each stock, we first obtainλ fit via a loglinear regression:
Then, usingλ, we estimate c in a linear regression:
Both regressions are estimated using ordinary least squares. The results are presented in Table 3 : the quality of these fits convincingly demonstrates that the instantaneous price impact (measured byβ i ) is inversely related to market depth. There are three stocks with bad fits (namely APOL, AZO and CME) and we note that they also have wide spreads and low values of depth. It is possible that for these stocks other factors, such as the presence of hidden orders and depth beyond the best price levels the order book may dominate the instantaneous price impact. The interceptα L,i is highly statistically significant (being an estimate of parameter c) andα M,i , which is included to absorb the means, is mostly insignificant. Since the residuals of these regressions appear to be autocorrelated, the t-statistics and confidence intervals in Table 3 are computed with Newey-West standard errors. Coinciding with our intuition for (1), estimateŝ λ are very close to 1 across stocks and the hypothesis {λ = 1} cannot be rejected for 35 out of 50 stocks. The restricted model (with λ = 1) also demonstrates a good quality of fit, making this a good approximation. However, the coefficientĉ is generally different from c = Lower values ofĉ mean that mid-prices are (on average) more resilient to the incoming orders than indicated by AD i (which is only a rough measure of market depth). In summary, λ = 1 appears to be a good approximation for most of the stocks and only the constant c needs to be calibrated to the data. The general case of regression (5) is illustrated on Figure 4 by a scatter plot for a representative stock. Table 3 presents the results of regressions:
whereβ i is the price impact coefficient for the i-th half-hour subsample and AD i is the average market depth for that subsample. These regressions were estimated for each of the 50 stocks, using 273 estimates ofβ i for that stock, obtained from (4). The second regression uses estimatesλ obtained from the first regression. The t-statistics and the confidence intervals were computed using Newey-West standard errors. Confidence intervals are built with normal critical values.
The last three columns provide three alternative fit measures -the R 2 of the linear regression (5), the squared correlation betweenβ i and fitted valuesβ i =ĉ ADλ i and the squared correlation betweenβ i andβ * i =ĉ AD i .
Intraday patterns
The link that we established between the price impact and the market depth has an important implication. Since the market depth follows a predictable pattern of intraday seasonality ( [1] , [31] ), the price impact coefficient must also have a predictable intraday pattern. To demonstrate it, we averagedβ i for each stock and each half-hour interval across days, resulting in the intraday seasonality pattern for that stock, normalized these values by the averageβ i of that stock and averaged the normalized seasonality patterns across stocks. The same procedure was repeated for AD i and the results are shown on Figure 5 . Near the market open, depth is two times lower than it is on average, indicating that the order book is relatively shallow. In a shallow market, the incoming orders can easily affect the mid-price and the price impact coefficient is two times higher near the market open than on average. Moreover, price impact is five times higher at the market open compared to the market close.
The intraday pattern in price impact can be used to explain the intraday patterns in price volatility, observed by many researchers ( [1] , [4] , [21] , [33] ). Similarly to the price impact coefficient and the market depth, we computed the intraday patterns in variances of ∆P k and OF I k , using half-hour subsamples (indexed by i). Taking the variance on both sides of equation (2) 
The average patterns are plotted on Figure 6 . Notice that the price volatility has a sharp peak near the market open, while the volatility of order flow imbalance has a peak near the market close. This peak is, however, offset by a low price impact, which gradually declines throughout the day. For the i-th half-hour interval, the equation (7) The intraday pattern in price variance was explained by Madhavan et al. [33] in terms of a structural model. They argued that the volatility is higher in the morning because of the higher inflow of both public and private information. Similarly, Hasbrouck [21] argued that the peak of price volatility at market open is mostly due to higher intensity of public information. Both studies agree that the impact of trades is larger in the morning. Our model contributes to this discussion by explaining the peak of price volatility using tangible quantities, rather than unobservable parameters. We also argue that the price impact of trades and the information asymmetry may be, in fact, two sides of the same coin.
First, we associate the higher volatility of order flow imbalance at market the open and close with a higher rate of trading, that is, higher inflow of public and private information. Second, if the bid-ask spread is small (it is mostly equal to 1 cent in our data), limit order traders may avoid being "picked off" only by lowering the number of submitted orders, reducing the depth. Therefore, if limit order traders are aware of information asymmetry in the morning, the low depth may simply indicate this asymmetry. In our model, low depth also implies a higher price impact, making the information advantages harder to realize at the market open.
Price impact of trades 4.1 Trade imbalance vs order flow imbalance
The previous section discussed the linear relation between price changes and OF I k -our measure of supply/demand imbalance. However, little has been said about trade imbalances, which are widely used in the academic literature [10, 20, 22, 24, 29, 38] and in practice [43] . The aim of this section is to compare the price impact of trades and order flow imbalance and show that the (nonlinear) price impact of trade volume may be derived from our linear model for the price impact of order flow.
For convenience we will call 'buy trade' a transaction initiated by a market buy order and 'sell trade' a transaction initiated by a market sell order. We define the trade imbalance during a time interval [t k−1 , t k ] as the difference between volumes of buy and sell trades during that interval:
Here, b n is the size of a buyer-initiated trade that occurs at the n-th quote; b n = 0 if no buy trade occurs at that quote. Similarly, s n is the size of a sell trade that occurs at the n-th quote or zero. The procedure that matches trades with quotes and classifies them as buys or sells is described in the Appendix.
To compare the explanatory power of trade and order flow imbalances with respect to price changes, we perform the following regressions:
The regressions are estimated separately for every half-hour subsample of data (indexed by i).
If the effect of trades is included in the order flow imbalance, the coefficientsθ T,i in (8c) must be indistinguishable from zero. We note that regressions (8a-8c) contain only the linear terms, because we found no evidence of non-linear price impacts in our data (for neither OF I k nor T I k ). The average results of these regressions are presented in Table 4 . Clearly, when OF I k and T I k are taken individually, each of them has a statistically significant influence on price changes. Comparing the two we observe that OF I k explains price changes better than T I k -the average R 2 for order flow imbalance is 65% compared to 32% for the trade imbalance. When two variables are used together to explain price changes, the dependence on trade imbalance becomes questionable. The average t-statistic of T I k decreases by a factor of four and the coefficientŝ θ T,i are statistically significant in only 31% of subsamples. However, the dependence on OF I k remains convincingly strong. Our findings show that:
1. The order flow imbalance OF I k explains price movements better than the imbalance of trades. Table 4 presents the average results of regressions:
where ∆P k are the 10-second mid-price changes, OF I k are the contemporaneous order flow imbalances and T I k are the contemporaneous trade imbalances. These regressions were estimated using 273 half-hour subsamples (indexed by i) for each stock and their outputs were averaged across subsamples. Each subsample typically contains about 180 observations (indexed by k). The t-statistics were computed using White's standard errors. For each of three regressions, Table 4 reports the average R 2 , the average t-statistic of the coefficient(s), the percentage of samples where the coefficient(s) passed the z-test at the 5% significance level and the F-statistic of the regression.
Does volume move the prices?
The relation between price changes and volume is empirically confirmed by many authors (see [27] for a review). Recently, traded volume became an important metric for order execution algorithms -these algorithms often attempt to match a certain percentage of the total traded volume to reduce the price impact. However, it remains unclear whether the traded volume truly determines the magnitude of price moves and whether it is a good metric for price impact. Casting doubt on this assertion, Jones et al. [26] showed that the relation between the daily volatility and the daily volume is essentially due to the number of trades and not the volume per se. We extend this result in two ways. First, we show that even when prices are driven by order flow imbalance, an apparent (concave) dependence on traded volume may emerge as an artifact due to data aggregation. Second, we empirically confirm that the price-volume relation is an indirect one -it becomes statistically insignificant after accounting for the order flow imbalance.
The volume traded during a time interval [t k−1 , t k ] is:
where w n = b n +s n is the size of any trade (either buy or sell) if it occurs at the n-th quote or zero otherwise. Comparing this definition with the definition of OF I k we note that both quantities are sums of random variables. As the aggregation window [t k−1 , t k ] becomes progressively larger, the behavior of these sums (under certain assumptions) will be governed by the Law of Large Numbers and the Central Limit Theorem. We consider a time interval [0, T ) and denote by N (T ) the number of order book events during that time interval. We also denote by OF I(T ) and V OL(T ), respectively, the order flow imbalance and the traded volume during [0, T ). The following proposition shows a link between OF I(T ) and V OL(T ) as T grows.
Proposition 1. Assume that 1. Order book events accumulate over time at some average rate Λ:
. random variables with a finite mean µπ, where π is the proportion of order book events that correspond to trades and µ is the mean trade size.
where ξ ∼ N (0, 1) is a standard normal random variable and ⇒ denotes convergence in distribution.
Proof: First, we apply the law of large numbers to the traded volume. Assumption (1) ensures that N (T ) → ∞ as T → ∞:
Second, event contributions e i have a finite variance σ 2 and, under our assumptions, we can apply the classical central limit theorem to the order flow imbalance:
where ξ ∼ N (0, 1) is a standard normal random variable. Although the denominator σ N (T ) is random, it goes to infinity by assumption (1) and Anscombe's lemma ensures that we can use such a normalization in the central limit theorem [13, Lemma 2.5.8] . Since the square root function is continuous, the convergence in (10) takes place almost-surely and the limit in (10) is deterministic, we can combine (10) and (11) in the following way:
If the time interval [0, T ) includes a large enough number of order book events and trades, the above limit argument implies a noisy scaling relation between order flow imbalance and the square root of traded volume:
where µ, π and σ are constants and ξ ∼ N (0, 1). Now, assume that it holds not just for the first interval, but for every time interval [t k−1 , t k ) of large enough length ∆t, regardless of its index k. Then, (13) can be substituted into our model (2), to yield:
where
√ µπ is a slope coefficient and ξ k ∼ N (0, 1) is a noise term due to scaling. Due to the scaling approximation, the slope θ k in (14) is a random normal variable:
is a different draw from the N (0, 1) distribution, leading to a different θ k in each case. This additional randomness makes this model considerably less robust than (2) and we do not recommend to use it. Equation (14) shows that even if prices are driven by the order flow imbalance (i.e. even if k = 0 ∀k), there will be a noisy square-root relation between the price changes and the traded volume. However, if the assumptions of Proposition 1 do not hold (e.g. {e i } ∞ i=1 are strongly dependent or have infinite variance), the price-volume relation may have a different exponent. A variety of exponents 0 < H < 1 have been observed in the relation between prices changes and trade sizes [8] , suggesting the following model:
To estimate the exponent H, we put k = 0 and θ k =θ i ξ k in (15) and fit a logarithmic regression to every half-hour subsample, indexed by i:
Based on Proposition 1, we expect the price-volume relation to be indirect (i.e. come through OF I k ) and noisy. To empirically confirm this, we compare the following three regressions:
These regressions are estimated for every half-hour subsample with the exponentsĤ i preestimated by (16) . The averages ofĤ i and their standard deviation for each stock are presented on the left panel in Table 5 . The exponent varies considerably across stocks and time, but is generally below 1/2 in our data. The average results of regressions (17a-17c) for each stock are presented on the middle and right panels. We observe that |OF I k | explains the magnitude of price moves better than V OLĤ i k . Although both variables appear to be statistically significant when taken individually, only |OF I k | remains significant in the multiple regression. Thus, the dependence between the magnitude of price moves and the traded volume is mostly due to correlation between V OL k and |OF I k |. Interestingly, the number of trades variable (suggested in [26] ) is also statistically significant on a stand-alone basis, but becomes insignificant when added to (17c) as a third variable.
Conclusion
We have introduced order flow imbalance, a variable that cumulates the sizes of order book events, treating the contributions of market, limit and cancel orders equally, and provided empirical and theoretical evidence for a linear relation between high-frequency price changes and order flow imbalance for individual stocks. We have shown that this linear model is robust across stocks and the impact coefficient is inversely proportional to market depth. These relations suggest that prices respond to changes in the supply and demand for shares at the best quotes, and that the impact coefficient fluctuates with the amount of liquidity provision, or depth, in the market. Moreover, we have demonstrated that order flow imbalance is a stronger driver of high-frequency price changes than standard measures of trade imbalance. Trades seem to carry little to no information about price changes after the simultaneous order flow imbalance is taken into account. If trades do not help to explain price changes after controlling for the order flow imbalance, it is highly possible that the relation between price changes and traded volume simply capture the noisy scaling relation between these variables.
Overall, these findings seem to give an intuitive picture of the price impact of order book events, which is somewhat simpler than the one conveyed by previous studies. Table 5 presents the average results of regressions:
where ∆P k are the 10-second mid-price changes, OF I k are the contemporaneous order flow imbalances and V OL k are the contemporaneous trade volumes. The exponentsĤ i were estimated in each subsample beforehand using a logarithmic regression: log |∆P k | = logθ i +Ĥ i log V OL k + logξ k . These regressions were estimated using 273 half-hour subsamples (indexed by i) for each stock and their outputs were averaged across subsamples. Each subsample typically contains about 180 observations (indexed by k). The t-statistics were computed using White's standard errors. For each of three regressions, Table 5 reports the average R 2 , the average t-statistic of the coefficient(s), the percentage of samples where the coefficient(s) passed the z-sest at the 5% significance level and the F-statistic of the regression.
