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Abstract 
Much of the research on Business Intelligence (BI) has examined the ability of BI systems to help 
organizations address challenges and opportunities. However, the literature is fragmented and lacks an 
overarching framework to integrate findings and systematically guide research. Moreover, researchers 
and practitioners continue to question the value of BI systems. This study reviews and synthesizes 
empirical Information System (IS) studies to learn what we know, how well we know, and what we 
need to know about the processes of organizations obtaining business value from BI systems. The 
study aims to identify which parts of the BI business value process have been studied and are still 
most in need of research, and to propose specific research questions for the future. The findings show 
that organizations appear to obtain value from BI systems according to the process suggested by Soh 
and Markus (1995), as a chain of necessary conditions from BI investments to BI assets to BI impacts 
to organizational performance; however, researchers have not sufficiently studied the probabilistic 
processes that link the necessary conditions together. Moreover, the research has not sufficiently 
covered all relevant levels of analysis, nor examined how the levels link up.  Overall, the paper 
identified many opportunities for researchers to provide a more complete picture of how organizations 
can and do obtain value from BI. 
Keywords: Business intelligence, analytics, big data, data mining, data warehousing, business value 
1. Introduction 
‘Business Intelligence’ (BI) has become an increasingly important concept with the availability of 
‘big data’ and advances in machine intelligence [1]. Receiving widespread interest in both academia 
and industry [2], BI systems are now used extensively in many areas of business that involve making 
decisions to create value. However, to help BI achieve its full potential, practitioners and researchers 
need to more fully understand the processes through which organizations can get value from BI.  To 
date, researchers have examined BI using a variety of theories, research lenses, and empirical 
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approaches. While these various streams of study provide diverse views on BI, they can also make it 
difficult to build a holistic and integrated view of BI business value and sustain a cumulative research 
tradition. While many authors address rather specific research questions relating to how BI creates 
business value, no comprehensive research agenda has been developed to understand the process of 
organizations obtaining business value from BI. Therefore, the research question addressed in this 
paper is: What do we know, how well do we know, and what do we need to know about the processes 
of organizations obtaining business value from BI systems? The aim of this literature review is to 
learn the extent to which we can answer this question based on existing literature, identify which parts 
of the answer are most in need of further research, and reveal key research questions for future work.  
Rather than having a well-accepted and specific definition [3], BI is typically used as an 
‘umbrella’ term to describe a process [2], or concepts and methods [4], that improve decision making 
by using fact-based support systems. Many terms (such as “business intelligence”, “business 
analytics”, “big data”, “data mining”, and “data warehousing”) are often used interchangeably in 
the literature, with authors variously describing BI as a “process and a product” [5 p. 121], “a process, 
a product, and a set of technologies, or a combination of these” [2 p. 87], or a product alone [6].  As a 
result of these diverse definitions and perspectives, and the growing interest in BI in academia and 
importance to industry, it is important to synthesize the literature to determine what we already know 
about the process of generating business value from BI, what we still need to know, and how we can 
get there. There are a number of studies that contribute, in different ways, to this knowledge. Seddon 
et al. [6], for example, developed a BI success model but did not expose gaps in the literature or 
propose future directions. Similarly, while Arnott and Pervan [7] analysed BI studies from 1990-2003, 
and Jourdan el al. [5] analysed BI studies from 1997-2006, neither paper focused on the process 
through which BI contributed to business value. Thus, there remains a need for a deeper analysis of 
the processes of organizations getting value from BI [8]. 
In keeping with past literature, in this paper the term BI is used to refer to a set of concepts and 
methods based on fact-based support systems for improving decision making [9], and the term ‘BI 
system’ is used to refer to both model-oriented [7] and data-oriented decision support systems [7, 10, 
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11]. Specifically, BI system here is defined as a system comprised of both technical and 
organizational elements that presents historical information to its users for analysis, query and 
reporting, to enable effective decision-making and management support, to increase the performance 
of business processes. To learn what the research literature can tell us about the processes of 
organizations obtaining value from BI, the IS business value model of Soh and Markus [12] is used, 
incorporating constructs suggested by Melville et al. [13] and Schryen [14]. Drawing on BI research 
published from 1/2000-8/2015, insights are explored in each area of the framework to expose gaps 
and reveal unexplained or partially unexplained areas in need of further research. 
2. Review of Prior Literature: Paper Selection, Framework, and Coding process  
In this section, the conduct of the literature review is explained and the framework used to 
structure the coding is described and illustrated.  
2.1. Paper Selection 
Fig.1 shows the paper selection process. This review covers BI research published from 
1/2000-8/2015. Since there are no clear criteria governing the choice of outlets [15, 16], journals were 
selected using a two-step approach. First, to survey IS literature, major IS journals (included in the 
Association for Information Systems’ Senior Scholars' Basket of Journals), and the Decision Support 
Systems journal, in which BI research often appears, were included. Because quality BI research could 
also be published outside these journals, Scopus’s citation count was used as a proxy for the relative 
importance of works published outside the Information Systems’ Senior Scholars' Basket of Journals 
and Decision Support Systems, with the threshold for inclusion set to a minimum of 25 citations as 
deployed by Tamm et al [17]. Thus, as Table 1 shows, this review focuses on papers in any of nine 
top IS journals (the Senior Scholars’ Basket plus DSS), whether highly cited or not, plus other BI 
papers cited 25 times or more in Scopus. ProQuest, Ebsco, ScienceDirect, ABI/INFORM, and Wiley-
Blackwell Pilot 2015 were used to search for articles; book reviews or editorials were excluded. 
To ensure data consistency and relevance across the collection, only publications containing 
“business intelligence”, “business analytics”, “big data”, “data mining” or “data warehousing” in 
their title, abstract, or subject indexing (when applicable) were retrieved. The choice of these 
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keywords was intended to focus the search and analysis on publications of direct relevance. Using the 
described search criteria within the selected journals and highly cited papers in Scopus for the period 
of 1/2000-8/2015, 738 articles were collected. Papers whose concepts of BI did not match with the 
proposed definition such as multidimensional cube algebra [18], or large scale multidimensional data 
[19], were then excluded along with papers which despite having keywords appearing in the abstracts 
or subject heading did not investigate BI. This resulted in 184 articles which were then filtered for 
relevance by analysing the abstracts and skimming the content. Non-empirical studies were excluded, 
leaving 106 papers which formed the set of articles examined in subsequent sections of this paper. 
Table 1  
Review process. 
Year of Publication 1/2000-8/2015 
Keywords “Business intelligence”, “Business analytics”, “Big data”, “Data mining”, “Data warehousing” 
Journals  European Journal of Information Systems (EJIS) 
 Information Systems Journal (ISJ) 
 Information Systems Research (ISR) 
 Journal of Association for Information Systems (JAIS) 
 Journal of Information Technology (JIT) 
 Journal of Management Information Systems (JMIS) 
 Journal of Strategic Information Systems (JSIS) 
 MIS Quarterly (MISQ) 
 Decision Support Systems (DSS) 
 Highly cited papers from other journals (HCP) 
Search engines and 
databases 
ProQuest, Ebsco, ScienceDirect, ABI/INFORM database, Wiley-Blackwell Pilot 2015, Scopus 
2.2. BI Business Value Framework  
To provide a comprehensive end-to-end view of the processes through which business value 
is obtained from BI systems, a framework is required to structure the analysis. Fig. 2 presents such a 
framework. The BI business value framework synthesized herein integrates Soh and Markus’s [12], 
Melville et al.’s [13], and Schryen’s [14] models on IS business value.  The approach of synthesizing 
Fig. 1 Diagram of papers selection process 
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5 
three prominent IS business value models to organize the presentation of prior research “is not an 
attempt to unify (and simplify) different perspectives applied by researchers, but [rather] to identify 
and present their shared understanding of IS business value …The advantage of drawing on these 
research models lies in their wide adoption by IS researchers, which allows us to map and assess the 
research findings of IS business value literature appropriately…” [14 p. 142] 
 In line with an explanatory, theory-based review, the proposed framework is then used to 
structure the presentation of the research findings in the reviewed papers [20]. While there are other 
ways to model and review the IT business value literature [e.g. 21, 22, 23], the models drawn on here 
have the advantage of building upon each other, therefore offering a cumulative tradition upon which 
to build a firm research agenda. These models have also been widely adopted by IS researchers 
facilitating assessment and mapping of research findings in the BI business value literature. 
 
Fig. 2 A framework of how BI creates business value (adapted from [12, 13, 14]) 
The foundation of Fig. 2 is the seminal model of Soh and Markus [12]. In their paper, Soh and 
Markus described the theoretical difficulties researchers were experiencing, and the mixed results 
researchers were obtaining, in research on IT investment and business value. To address these issues, 
Soh and Markus [12] proposed a model to explain how the effects of IT play out across a chain of 
interrelated, yet uncertain outcomes. They used a ‘process model’ to describe the relationship, and 
argued that it could help researchers to explain uncertain outcomes better than a variance model could 
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[24]. Whereas variance models account for uncertainty through moderator variables, process models 
model the underlying probabilistic processes through which outcomes occur [12].  Although 
published over 20 years ago, the Soh and Markus model remains influential today.  For instance, it 
has been cited as an exemplar for its ability to support cumulative theory building [25 p.5], it 
continues to be used as a theoretical foundation in leading articles [26 p.63],  and it has been 
recommended as a valuable guide for future research and practice [27 p.832].     
As in [12], the basic idea of the framework in Fig. 2 is that the link from BI investments to 
organizational performance can be modelled as a chain of necessary conditions, such that increases in 
organizational performance require a necessary degree of BI impacts, which in turn require BI assets, 
which, finally, require BI investments. Following the logic of process models [12] each link in the 
chain reflects a probabilistic process. For instance, the link from investments to assets involves the 
process of BI management/conversion and investment in complementary (non-BI) investments, the 
link from BI assets to BI impacts depends on the process of using BI systems effectively, and the link 
from BI impacts to organizational performance depends on the competitive process [12]. 
The model of Soh and Markus [12] offers explanations of both certain and uncertain 
outcomes - sometimes occurring, sometimes not.  Uncertain outcomes are a major focus of the model 
[24]. The occurrence of uncertain outcomes indicates that necessary conditions are not sufficient to 
produce outcomes. The Soh and Markus model [12] provides a comprehensive account of how value 
is obtained (or not) from IT. However, it can be improved. In particular, recent studies stress that the 
ultimate outcome of IT investment can take time to evolve [21] and can be affected by external forces 
[12] such as context, environment [13], and time lags [14]. Fig. 2 incorporates these more recent ideas 
(especially those of Melville et al. [13] and Schryen [14]), into the framework for this study. 
Fig. 2, therefore, reflects a synthesized theoretical framework for BI business value. It accounts 
for three value generation processes (the conversion process [12, 14], use process [12], and competitive 
process [12]), as well as context/environmental factors [13, 14], and latency effects [14]. Overall, it 
suggests that BI business value generation involves the following set of necessary conditions and 
probabilistic processes: organizations invest in BI, and subject to the varying degrees of effectiveness 
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during the BI management process and non-BI investments [13, 14], obtain BI assets. Quality BI assets, 
if used effectively [12, 13], then yield desired BI impacts, which help yield organizational performance 
[12]. Context/environmental factors include firm (or organizational), industry, and country factors [14] 
that influence the BI use process and the competitive process. Firm factors can also influence the BI use 
process, whereas both industry factors and country factors influence the competitive process [13, 14]. 
Latency effects need to be considered to account for organizational learning and adjustment [14]. 
This review follows the structure of Fig. 2. Specifically, prior studies are reviewed to identify 
predominant, unexplained, and partially unexplained areas in the BI business value theoretical 
framework. Moreover, attention is given to the level of analysis at which papers have focused (i.e. 
individual, workgroup, organization, industry, and society), [28, 29] given the importance of 
accounting for levels when studying business value of IS [14, 22, 30-32] . The findings are then used 
to develop a comprehensive research agenda for future work. 
2.3. Coding Process 
To ensure reliable coding, two coders were used, the author and a research assistant. Both coders 
read the articles and coded them based on the concepts and relationships in the framework (Fig. 2) to 
determine if/how each article examined each element in the framework. A key step in this task was to 
distinguish between cursory and detailed discussions [33, 34]. The term ‘cursory’ is used to describe a 
paper that refers to a concept in the framework only briefly or at a high level of abstraction. In 
contrast, the term ‘detailed’ is used to describe a paper that refers to a concept in the framework in 
detail and often at a lower level of abstraction. For example, Clark et al. [35] wrote: the ‘level of use’ 
construct must capture more than just the initial usage and incorporate usage over time. We coded 
this as cursory because it did not provide any detail regarding what ‘use over time’ involves (such as 
type of use, length of time). An example of a paper that examined a construct in detail was Dinter 
[36], which developed and tested measurement items for the construct “effective use” and wrote that 
effective use of BI is measured by contribution to increase the business value in the organization, 
contribution to reduce costs in the organization, and synergies in the BI system. While the 
cursory/detailed distinction is subjective, similar distinctions have proven helpful in past studies of 
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this type [33, 34]. Moreover, to deal with the subjective nature of the coding, the two coders made 
their assessments independently. 
Initially, each coder independently coded 20 papers. They then compared and discussed their 
results to assure coding reliability and consistency. Each article was coded against 13 codes, and the 
inter-rater reliability between the two coders’ codes (Cohen’s Kappa) ranged from 0.73->1.00 with an 
average of 0.88 (see Table 2), indicating high agreement [37, 38]. Differences in opinion were 
resolved through discussion until both coders agreed on all 13 codes and all cursory/detailed 
distinctions for each of the initial 20 papers. The remaining 86 papers were then distributed equally, 
with each coder independently working on 43 papers. In addition to coding each article against the 13 
codes in the overall framework, the coders also noted more general characteristics of each article (its 
research question, methodology, and research model) to ensure that they understood each article fully.   
3. What We Know 
The analysis was conducted in three phases. First, a broad sense of how many articles study BI 
business value was obtained. Next, papers were reviewed and synthesized for each concept in the BI 
business value framework. Finally, relevant aspects of these studies as appropriate for each concept 
and the relationships between them were explored. 
3.1. Results by Journal, and by Year 
Fig. 3 and 4 show how BI papers have been published by journal and by year. The data shows 
that BI research has been present in each journal. The higher numbers in MISQ and DSS are to be 
expected as they are leading outlets for research on the managerial implications of IT [33] and for 
research on decision-oriented systems. The spike in 2012 could be partly attributed to the special issue 
Fig. 3 The sample of 106 reviewed articles by journal 
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on BI in MISQ in 2012 and practitioner interest around  this time [39 p. 47, 40].  
 
 
3.2. Results of Reviewed BI Studies to the Overview Framework 
Table 2 record the degree to which the reviewed BI papers refer to the elements of BI 
business value and also maps all the papers (both cursory and detailed) to the concepts by percentage, 
while Fig.5 maps them by areas in the overview framework (Fig. 2).  
Table 2 
The sample of 106 reviewed papers (cursory and detailed papers) by percentage and concepts in BI business value framework 
Concepts Kappa 
Score 
Total # 
(%) of 
papers 
 # (%) of 
detailed 
papers 
Papers # of 
cursory 
papers 
Papers 
BI investments 1.00 20(19%) 10 (9%) [41-50] 10 (9%) [51-59] 
BI Management/Conversion 
activities 
0.93 31(29%) 13(12%) [35, 41, 55, 56, 60-
67] 
18 (17%) [11, 36, 40, 50, 51, 53-55, 68-77] 
Non-BI investments 1.00 3(2%) 2 (2%) [41, 45] 1 (1%) [40, 41, 45] 
BI assets 1.00 98 (92%) 60 (56%) [35, 36, 40, 41, 44, 
47, 48, 50, 52, 53, 
55, 71, 72, 75, 76, 
78-122] 
38 (36%) [9, 11, 42, 43, 45, 46, 49, 51, 55-
58, 61-66, 68-70, 74, 77, 79, 95, 
123-135] 
BI Effective/Ineffective use 1.00 5 (5%) 3 (3%) [11, 36, 136] 2 (2%) [35, 70] 
BI impacts 0.93 78 (67%) 26 (24%) [35, 41, 43, 47, 50, 
55, 56, 60, 62, 63, 
69, 72, 80, 81, 83, 
91, 94, 95, 97-99, 
123, 126-128] 
52 (49%) [11, 36, 42, 44-46, 49, 51-53, 57-
59, 64-68, 70, 73, 77-80, 82, 84-
86, 88, 89, 94, 101-106, 109-112, 
115, 116, 118-120, 124, 130, 
131, 133-135, 137] 
Competitive dynamics 0.87 3 (3%) 0 (0%) None 3 (3%) [62, 70, 73] 
Competitive position 0.73 3 (3%) 0 (0%) None 3 (3%) [70, 79, 85] 
Organizational performance 0.77 26 (24%) 13 (12%) [43, 45, 51, 53, 55, 
56, 59, 60, 62, 77, 
79-81] 
13 (12%) [9, 42, 48, 49, 54, 55, 58, 69, 74, 
100, 109, 113, 137] 
Firms factors 0.76 15 (14%) 7 (6%) [45, 56, 58, 61, 69, 
134] 
8 (7%) [9, 36, 54, 62, 73, 79, 121, 123] 
Industry factors 0.8 26 (22%) 7 (8%) [62, 69, 77, 80, 81, 
85, 86] 
19 (14%) [11, 36, 40, 45, 49, 51, 54-56, 60, 
61, 73, 98, 100, 105, 109, 113, 
123, 136] 
Country factors 0.73 1 (1%) 1 (1%) [79] 0 (0%) None 
Latency effects 1.00 7 (7%) 5 (5%) [11, 36, 55, 62, 77] 2 (2%) [94, 137] 
As noted earlier, the purpose of this study is to suggest an agenda for future BI research based 
on answers derived from the literature regarding the research question: What do we know, how well do 
Fig. 4 The sample of 106 reviewed articles by year 
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we know, and what do we need to know about the processes of organizations obtaining business value 
from BI systems? This review of BI studies yields the framework in Fig. 5, in which the degree of 
shading reflects the amount of attention each element has received in the literature. Synthesizing the 
discussion to this point, this question can be answered by stating that from the reviewed literature, 
organizations appear to obtain value from BI systems according to the process suggested by Soh and 
Markus [12] as a chain of necessary conditions from BI investments to BI assets to BI impacts to 
organizational performance. However, as Fig. 5 also shows, the various probabilistic factors have 
been rarely studied, limiting the ability of researchers to understand how inputs link to outputs.  
The following sections describe the results of the literature review in more depth and suggest 
opportunities for research. The opportunities identified are inevitably influenced by the framework 
and the approach used for sampling articles. Nevertheless, based on the large set of articles reviewed, 
each of the opportunities noted below is significant. Working backward, each concept and relationship 
is discussed, beginning with the ultimate outcome of interest: Organizational Performance. 
 
3.2.1. Organizational Performance Improvement 
According to Soh and Markus [12], conceptualizations of organizational performance depend 
on how organizations are viewed. They describe three approaches [12]. First, organizations may be 
Key:  
  
  
 
 >30% of collection 10-29% of collection   
<10% of collection 
Fig. 5 How BI business value has been studied 
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viewed as rational; with measures of performance that reflect successful goal accomplishment. 
Second, organizations may be viewed as coalitions of power constituencies; with performance 
measured through the satisfaction of constituents such as employees and customers. Finally, they may 
be viewed as entities ‘involved in bargaining relationships with their surroundings, importing various 
scarce resources to be returned as valued output’ [12 p.36]; measures of performance appropriate to 
this perspective include the organization’s ability to obtain scarce resources and productively turn 
them into valued outputs [12]. Since all three main perspectives on organizations are simultaneously 
valid in most organizations, explorations of organizational performance need to consider all measures 
of performance that reflect the different perspectives of organizations. 
The review shows that of 106 papers, 26 papers discussed organizational performance 
improvement with regards to BI investment. Organizational performance, in turn, was discussed 
through the first approach of goal-seeking and goal accomplishment perspectives including 
productivity [43, 52, 53, 79] and revenue [59, 60, 81]. It also was studied through the second approach 
of constituents’ satisfaction, e.g., customer satisfaction [42, 46, 68, 77] and employee satisfaction 
[62]. Finally, it also was examined through the third approach of productivity including obtaining and 
allocating scarce storage resources to reduce cost [49, 69] and the garnering of skills necessary to 
perform critical functions within firms to achieve desired outcomes [65].  
3.2.2. BI Impacts 
Reading backwards from Organizational Performance, BI Impacts are the first necessary 
condition for improved organizational performance [62]. BI Impacts refer to a state when 
organizations have achieved one or more of following outcomes: improved operational efficiency of 
processes; new/improved products or services; and/or strengthened organizational intelligence and 
dynamic organizational structure [12, 13]. 
The review shows that BI Impacts have been a main focus of BI studies for the last 15 years. 
Researchers have shown, in particular, that BI can be used to improve a firm’s operational efficiencies 
by minimising the mis-targeting customers [42], transforming business processes [42, 45, 59, 62, 82, 
138], enriching organizational intelligence [59, 79, 81, 85, 89], and developing new or improving 
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products or services [11, 68, 82, 86, 88]. However, the BI literature has been silent on how these BI 
Impacts complement other internal and external factors to create business value.  
3.2.3. Competitive Process: From BI Impacts to Organizational Performance 
Having discussed Organizational Performance and BI Impacts, the link between them is now 
examined. IT impacts are important and necessary but not sufficient to result in improved 
organizational performance if business conditions are not favourable. Based on the IT value models 
[12-14], summarised in Table 3, the necessary conditions and probabilistic factors that these models 
suggest are critical for BI impacts to improve organizational performance include the competitive 
position of an organization, competitive dynamics, industry and country factors, and latency effects. 
These concepts and other aspects of Table 3 are discussed below. 
Table 3 
From BI impact to organizational performance (Based on [12-14]) 
Process theory 
and focal unit 
[12] 
Outcome [12] Necessary 
conditions 
[12] 
Probabilistic processes [12] and external directional forces [13, 14] 
-Enhanced 
organizational 
effectiveness  
-Focal unit is the 
organization 
-Improved 
organizational 
performance  
-BI impacts: 
organizational 
impacts due 
to BI 
investment  
Probabilistic processes per Soh and Markus [12]: 
1. Competitive position 
2. Competitive dynamics: competitor and customer reactions 
External directional forces per Schryen [14], and Melville et al. [13]: 
1. Industry factors: regulation, competitiveness, technological 
change, BI standards and time-sensitiveness, technology 
standards. 
2. Country factors: laws and country’s technological 
infrastructure, IT culture. 
3. Latency effects:  
- Latency effects due to required time for adaptation, 
implementation, acceptance 
- Latency effects due to time needed to adjust to the new 
technology, or for the technology to mature 
- Latency effect due to learning or adjustments  
3.2.3.1. Competitive Position 
A strong initial competitive position in the competitive landscape in which a firm operates is a 
favourable business condition contributing to the positive linkage between BI impacts and 
organizational performance improvement. With a strong competitive advantage, the focal firm should 
be able to convert favorable BI impacts into organizational performance improvement. 
In the collection of reviewed BI papers, no studies were found that empirically examined the 
relationship between IT impacts and improved organizational performance through favourable 
competitive position. However, there are a few BI studies (3%) that briefly discuss the “competitive 
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position” of organizations in a cursory fashion. For example, Lau et al [79] mention the competitive 
position of organizations through their discussion of BI business relation mining techniques to 
estimate the strength of organization’s competitiveness. In addition, Rouibah and Ouldili [85], and 
Schultze [70] give a cursory glance towards competitive position through an explanation of using BI 
to query the status of competitors or monitor a competitor’s competitive position. 
3.2.3.2. Competitive Dynamics 
Competitive dynamics (on the right hand side of Fig. 5) have been recognised as key factors 
in organizational performance [73]. Soh and Markus [12] argue that favourable competitive dynamics 
(i.e. non-response or slow response from competitors) is one of the probabilistic supporting conditions 
for BI Impacts to result in Organizational Performance. If firms benefit from rich organizational 
intelligence and new and improved products and services from BI (i.e. BI Impacts), the degree of 
competitive pressure from competitors on firms will be reduced [73]. Studying competitive dynamics 
in the BI context will help to better understand how BI Impacts can be converted into organizational 
performance improvement. However, of the 106 reviewed papers, only three discussed competitive 
dynamics. In addition, these studies were coded as cursory as they simply referred to a very general 
idea or limited idea of competitive dynamics; e.g., providing very limited discussion of competitor’s 
reactions to BI application [70] or firm’s reactions to industry pressure to adopt BI [72, 73]. 
3.2.3.3.  Industry Factors 
Industry characteristics ground the way in which BI is applied within a focal firm to generate 
business value and include competitiveness, regulation, and velocity of change [13]. The results of 
examining industry factors in BI studies show that a fully configured BI system provides differential 
value based on the types of industry in which a firm operates [62, 69, 85, 86]. For example, Elbashir 
et al. [62] explain that non-service industries show stronger relationships between BI Impacts and 
Organizational Performance than service industries, arguing that the non-service sectors appear to be 
able to convert BI impacts more effectively into organizational performance enhancements.  On the 
other hand, the velocity of change in the service sector is faster than non-service sector, due to faster 
customers and competitor reactions, making real-time data vital for decision-making [77]. For 
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example, the clockspeed in banking is described as very fast, such that “if the magnitude of a market 
shock exceeds a certain threshold, contagious bank failures will happen with accelerating speed” [80 
p. 1289]. In such an example, the adoption of strong BI risk mitigation to predict contagious bank 
failures and determine capital injection priorities post crises assists bank survival.  
Regarding differences in industry regulation, Abbasi et al. [81] report that regulation is heavy, 
for example, in the auditing sector since regulations restrict auditors from accessing internal data until 
an audit or investigation takes place. They suggest that firms could use BI tools together with publicly 
available information for better decision-making and for prioritisation of investigative resources.  
Overall, while industry factors have received moderate attention (22%) in BI research, there is 
still a lack of studies investigating industry factors in terms of technological change and BI standards. 
3.2.3.4.  Country Factors 
Country factors denote the country and meta-country characteristics (e.g. law, infrastructure, 
culture) that influence BI applications for organizational performance improvement [13]. For 
example, Melville et al. [13 p. 297] note that: “[…] firms in developing countries face constraints in 
applying information technology in the areas of education, expertise, infrastructure, and culture [139]” 
The reviewed papers show that BI business value research has examined firms in the U.S. 
[11, 61, 77], Brazil [51], China [79, 110], Slovenia [123], and across-countries [40, 45, 74, 105]. 
However, discussions on the effect of country factors on BI business value are mostly cursory. Only 
one study by Lau et al [79] highlighted the country characteristics in terms of law and regulation that 
impacted Organizational Performance. Lau et al. [79] explain that the cross-border mergers and 
acquisitions of some Chinese companies, such as in the U.S., have encountered serious challenges 
because of the Chinese companies’ lack of knowledge about the socio-cultural and political-economic 
characteristics of the targeted merger and acquisitions environment. 
3.2.3.5.  Latency Effects and Competitive Process 
Latency effects have been identified as important in assessing BI business value because a 
period of time may pass before an organizational investment in BI yields positive results [14, 140]. It 
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is therefore important to consider latency effects when investigating BI business value; Sharma et al., 
[141 p. 191 ] note that: “performance gains from business analytics cannot be planned or predicted at 
the time an organization makes its investments in the business analytics infrastructure.” Improved 
organizational performance can be delayed because organizations need some lag or adjustment time to 
match organizational factors and BI investments [21]. For example, time since adoption of a system 
affects business value because a longer period from adoption may enable organizations to develop 
expertise to use the system more effectively to generate business value [14, 142]. Therefore, we 
would expect to see more benefits over longer time periods [14, 140]. 
The review results show that the number of papers discussing latency effects in this review is 
limited (only 5% of reviewed papers). For example: latency effects due to time needed to adjust 
application silos, low process integration into integrated BI technology [69]. Dinter [36] found that 
time since adoption significantly impacts the effective use of BI because of time needed to develop 
mature BI data quality management. However, Elbashir et al. [62] claim that time since adoption does 
not affect the ability of an organization to convert BI impacts into organizational performance. These 
paradoxical results would seem to present a good opportunity for future research. 
Summarizing these five subsections, the review of BI research suggests that BI Impacts will confer 
benefits to Organizational Performance if they are supported by favourable competitive position, 
competitive dynamics and country factors. 
3.2.4. BI Assets 
Again, reading backward from BI Impacts, the presence of BI Assets is a necessary condition 
for firms to achieve BI Impacts such as new products/services, redesigned business process, better 
decision-making and business process performance improvement. According to Soh and Markus [12], 
BI Impacts are an uncertain outcome of a conversion process in which BI Assets play a role as a vital 
condition to result in the outcome. BI Assets consist of BI technology, human resources and 
application portfolios [12, 143]. 
The topic of BI Assets has received much more attention than the other areas. Of the reviewed 
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papers, 98 of 106 (91%) discussed BI Assets in either a detailed or cursory fashion. In terms of BI 
technology, the results illustrate high quality BI technology is recognized as BI tools designed in a 
way that fits an organization’s task and data strategy, combined with hardware infrastructure that can 
quickly churn large amounts of data. In addition, high quality hardware is a necessary factor to make 
BI a viable tool for decision-making under uncertainty [83] especially as today BI organizations are 
moving from high up-front hardware investment to lower scalable monthly cloud service to provide 
services (e.g. Software as a Service, Platform as a Service [89], Infrastructure as a Service [99]) which 
offers ‘cost-saving, better performance and faster access to new applications’[89 p. 399]. However, 
despite the importance of BI hardware quality, BI hardware artefacts (e.g. data blades and BI 
appliances) have not attracted BI researchers’ interest. In the collection of studies on BI Assets, very 
few discussed hardware infrastructure and those that did so were cursory. For example, Lee et al. [98] 
claim that hardware improvement is one of the factors that can help managers successfully develop a 
churn management program and retention strategies. Therefore, future research may need to 
investigate the technology of virtual hardware and hosted technologies that support cloud computing 
services as alternatives to traditional and physical hardware
1
.  
In comparison with hardware studies, BI tools have become a dominant research area in the 
literature and they are investigated in a detailed fashion. For example, there has been detailed 
discussion of BI methodologies and techniques [75, 97, 100, 131], predictive models [42, 45, 68, 80], 
and BI interfaces [46, 84, 97]. 
Regarding the human resources perspective on BI Assets, skilled employees and skilled 
analytical staff are highlighted as important BI human resources that benefit organizations in creating 
business value. Studies have suggested or shown that humans are the primary resources for BI success 
[35, 49, 83, 96] such that organizations are encouraged to bring the analytical talents and other skills 
of employees together to pursue better services and customer satisfaction [55, 63, 68, 77, 105]. 
In summary, the literature suggests that sophisticated BI and high quality BI human resources 
are favourable BI Assets which are recognised as a necessary condition for positive BI Impacts. 
                                                          
1
 I thank an anonymous reviewer for this insight 
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3.2.5. BI Use Process: From BI Assets to BI Impacts 
According to [12], high quality BI Assets are a necessary, but not sufficient condition, to 
result in BI Impacts, because any process losses of system development cycle time, business 
operations productivity, and BI planning can reduce effectiveness and result in negative impacts. 
Therefore, impacts from BI require effective BI use. In addition, when investigating the linkage 
between BI Assets and BI Impacts, firm factors and latency effects need to be taken into consideration 
because they affect the success of the conversion of quality BI Assets into BI Impacts. Based on the IT 
value models [12-14], Table 4 summarises the business related factors [12-14] and necessary 
conditions [12] for BI Assets to result in improved BI Impacts, showing that the pathway from BI 
Assets to BI Impacts is affected by the effectiveness of BI use, firm factors, and latency effects. 
Table 4 
From BI assets to BI impacts (Based on [12-14]) 
Process theory 
and focal unit 
[12] 
Outcome 
[12] 
Necessary 
conditions 
[12] 
Probabilistic processes [12] and external directional forces [12-14] 
-BI impacts 
-Focal unit is the 
organization or 
subset (e.g. 
business unit, 
functional area, 
business process) 
-BI 
impacts  
-BI assets Probabilistic processes per Soh and Markus [12]: 
 Effective use/ineffective use: Individual discretion in complying 
with firm directives  
xternal directional forces Schryen [14], and Melville et al. [13]: 
 Firm factors: operational capability, organizational practices, firm 
boundary strategy, firm size, firm culture, geographical dispersion 
of firm units, analytic and evidence-based decision making culture 
External directional forces Schryen [14]: 
 Latency effects:  
- Latency effects due to required time for adaptation, 
implementation, acceptance 
- Latency effects due to time needed to adjust to the new 
technology, or for the technology to mature 
- Latency effect due to learning or adjustments 
3.2.5.1 Effective Use/Ineffective Use 
The impact of BI Investment on Organizational Performance is mediated by the BI use 
process in which BI use can have unexpected consequences [14]. To obtain maximum benefit from 
BI, systems need to be used effectively [144]. Ineffective use of BI likely results in workflow 
problems that will ultimately impact negatively on business task performance [11]. 
There are very few empirical studies on the ‘effective’ or ‘ineffective’ use of BI. Of the 106 
reviewed papers, 5 were coded as discussing BI effective use of which only three discussed effective 
use in a detailed fashion [e.g. 11, 36, 136] and two in a cursory manner [35, 70]. Though existing 
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research on effective/ineffective use of BI may pre-date of the study period, the results of an intensive 
literature review on effective use conducted by Burton-Jones and Grange [144] support the present 
findings that that there has been a scarcity of studies on effective use and ineffective use in BI context. 
While Dinter [36] and Li et al. [136] study BI system use from an effective use perspective, 
Deng and Chi [11] study ineffective use. Dinter [36] found effective use of BI is related to effective 
use of information logistics which is in turn driven by BI system quality and adequate information 
supply. Li et al. [136] report that effective use of BI in terms of routine use and innovative use 
depends on intrinsic and extrinsic motivations. Regarding ‘ineffective use,’ Deng and Chi [11] 
identify seven problems that may cause ineffective use, i.e., problems of reporting, data, workflow, 
role authorization, user’s lack of knowledge, system error, and user- system interaction [11].  
Technology per se cannot increase or decrease workers’ productivity unless it is used [145, 
146] and used effectively [144, 147]. Therefore, it would seem from this review that it is critical to 
have more research on BI effective use given that there is a dearth of research in this area. 
3.2.5.2 Firm Factors 
The results of comparative studies on firm factors in BI studies show that a fully configured 
BI system provides differential value to different type of organizations [62]. Organizational size, 
scope and absorptive capacity all contribute to successful adoption of BI [61]. 
For example, firm size will affect the ability of the organization to convert BI Assets into BI 
Impacts [12] because large organizations are more likely to exploit BI’s potential [61] than small 
organizations. However, Elbashir et al. [62] found that firm size does not affect the ability of the 
organization to convert BI impacts into organizational performance.  Trkman et al. [45] meanwhile 
explained that implementing BI per se does not necessarily bring benefits to a firm since BI are also 
about people’s views of the value of information, exploratory and predictive models and fact-based 
management. Several papers have shown or described how a deeply analytical, evidence-based 
decision-making culture positively affects the use of information in business processes to generate BI 
impacts [56, 69, 72, 123]. 
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3.2.5.3 Latency Effects and the BI Use Process 
Latency effects have been identified as a factor that influences the BI use process [14, 77]. 
Positive BI impacts can be delayed because of the time required for adaptation, implementation, 
acceptance [148], data loading [11, 77], or even for analysis tasks and decision made [77]. Latency 
effects can reduce the improvement of organizational intelligence and operational improvement of the 
operational efficiency of processes. For example, in customer-facing services such as call centres, 
check-in processes, and help centres, high-latency data due to delayed data loading might reduce the 
operational efficiency of the decision-making processes. Also, in the banking, airline and medical 
sectors, low-latency data has much more value than high-latency data in supporting real-time 
decision-making and as a result, improves organizational services. Hackathorn [149] and Watson et 
al. [77] list three kinds of latency that affect BI use process (see Table 5). Overall, by reducing 
latency, firms can use BI to affect current decision making and business processes such as customer-
facing and supply chain applications, ultimately increasing revenues and decreasing costs [77]. 
Table 5 
Types of latency effects on the BI use process. 
Latency Definitions Latency and BI use process 
Data 
latency 
Is the length of time between when an 
event occurs and when the associated data is 
stored in the data warehouse 
Latency occurs when time is needed for the technology to mature 
(i.e. length of time that BI is implemented and deployed) to 
support and to manage real-time data feeds from source systems. 
Analysis 
latency 
Is the time between when the data is stored 
and when it is analysed and made available to 
applications and users. 
Latency occurs when time is needed for data analysis and made 
available to operational systems and personnel. 
Decision 
latency 
Is the time from when the information is 
available until some action is taken on it 
Latency occurs when time is needed for the actions to be taken 
on the available information. 
 
The results of the review show that researchers paid little attention to latency effects. Of 106 
reviewed papers, the coders classified two papers discussing latency effects in cursory manner [11, 
62] and five papers discussing in detailed fashion [i.e. 36, 55, 77, 94, 137]. Of these seven papers, we 
found no paper discussing analysis latency, only one paper discussed decision latency [i.e. 137], and 
six papers discussed data latency [i.e. 11, 36, 55, 62, 77, 94]. 
In summary, BI Impacts and BI Assets are the most intensively discussed factors in the 
literature whereas latency effects and effectiveness of use in BI contexts are not well-studied. This 
suggests, on the one hand, that more studies on latency effects and ineffective use are needed to help 
organizations better understand why and how they can be minimized. On the other hand, more work 
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on effective use is required to understand how to maximize the business value of BI to organizations. 
3.2.6. BI Investments 
BI Investment consists of investments on BI related hardware, software and technical 
infrastructure, human resources and management capabilities [14]. As an indicator of its importance, 
BI technology investment was ranked first globally in 2010 and it remained the top technology 
investment in 2011 [40]. According to Gartner’s [150] research, BI is predicted to remain a top focus 
for CIOs though 2017, with the scale of investment in BI growing dramatically [53, 62]. 
The review of the literature shows, however, that not much attention has been paid to BI 
Investment, with 10 of the 106 papers discussing investments in a detailed fashion and another 10 
discussing investments in a cursory manner. The research has generally argued that BI Investments 
induce better business performance [e.g., 45, 51, 52, 54]. Some studies are more specialised, and 
analysed the impacts of BI Investments on specific parts of organizations such as relationship-based 
marketing [42, 43], supply chain management [44, 45], risk management [41], and knowledge 
discovery and management [46, 47, 50]. However, studies on investment in BI hardware, and 
management capabilities are scarce.  
One reason for the lack of studies on BI Investments on software services and hardware could 
be, as Goasduff and Pettey [151] highlight in Gartner’s research, that 40% of spending on BI will go 
to system integrators and implementation instead of services/software solutions because it is difficult 
for companies to integrate the external and unstructured data with their structured data. However, this 
does not explain why investments in management capability are absent in the BI literature. 
There have been several studies on investments on BI human resources. For example, in 
Luftman et al.’s [40] studies, investments on staff retention rates, budget for staff and training for BI 
staff [49] are reported as increasing trends of investment in organizations [40]. Watson et al. [77] also 
reported in a case study of Continental Airline that investment in BI hardware, software, and human 
resources helped the organization generate more than $500 million in revenue. There has been a 
deficiency of studies discussing the synergies of these BI Investments in BI literature.  
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3.2.7. BI Conversion Process: From BI Investments to BI Assets 
Because BI Investments are a necessary but not sufficient condition for BI Assets [12], 
managers should identify and consider investments in complementary variables [60] such as non-BI 
investment [14] and BI management/conversion activities [12] when making BI Investment decisions. 
Table 6 illustrates the relationship between BI Investments and BI Assets based on the models used in 
this review [12-14]. As Table 6 shows, the pathway from BI Investments to BI Assets is affected by 
the BI management and conversion activities, and non-BI investment factors discussed below. 
Table 6 
From BI investments to BI assets (Based on [12-14]) 
Process theory 
and focal units 
[12] 
Outcome [12] Necessary conditions 
[12] 
Probabilistic processes and external 
directional forces [12, 14] 
-BI assets 
-Focal unit is the BI 
acquisition or 
deployment 
project/process 
BI assets: 
-Useful, well-designed 
applications 
-Flexible BI infrastructure with 
good “reach” and “range” 
-High levels of user IT 
knowledge and skills 
 BI investments on: 
- BI hardware, 
software and technical 
infrastructure 
- Human BI resources 
- BI management 
capabilities 
Probabilistic processes per Soh and 
Markus [12]: 
 BI management/ conversion 
activities 
External directional forces per Schryen 
[14]: 
 Non-BI investment 
3.2.7.1. BI Management/Conversion Activities 
BI management consists of four areas that are strongly associated with BI conversion 
activities: formulating BI strategy, selecting appropriate organizational structures for executive BI 
strategies, selecting the right BI projects, and managing BI projects effectively [12].  
The results of this review indicate that BI researchers have paid attention to all four areas of 
BI management associated with BI conversion activities. For instance, determinants of BI strategy 
formulation [61], implementation of BI strategies associated with the adoption of certain governance 
practices [69], alignment between BI and business, planning and project management [40], and 
organizational readiness [35]. Research on the selection of organizational structures in executive BI 
strategy ranges from discussion of management commitment through to creation of governance 
structure [51], analysis of the effects of management support on BI deployment [62], and the success 
of BI implementation [63]. The selection and adoption of BI projects depends on organizations’ goals 
[73] and its data environment [61]. There are many techniques for managing BI projects effectively 
such as identifying critical success factors of BI implementation projects [36, 123], and the mediating 
role of absorptive capacity in the link between BI integration and business performance [54]. 
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However, Soh and Markus [12] stress that BI management strategies and policies are complex 
reactions to the variety of situations that organizations might find themselves in. While this review 
identified many papers that examined the general topic of management/conversion activities, not all 
of these complexities have been addressed, with the review suggesting that more attention needs to be 
paid to the four areas of BI management that are strongly associated with BI conversion activities.  
3.2.7.2. Non-BI Investments 
Finally, while BI Investments are a necessary condition for BI Assets to occur [12], when BI 
investments and non-BI investments are complemented, together they affect the process of business 
value generation [14]. For instance, Ko and Osei [60] claim that improved organizational performance 
cannot be expected from BI investments alone but only together with non-BI investments. 
As reflected in Fig.5, inadequate attention has been paid to non-BI investments, with only two of 
the reviewed papers discussing non-BI investments in a detailed fashion: i.e. risk investment [41] and 
investment in practice of sales and operation planning [45]. This review would suggest, therefore, that 
this is an important area for further work. 
3.3 Results of Reviewed BI Studies by Level of Analysis 
As suggested by literature [e.g. 28, 29], this review also considers the level of analysis at 
which BI value is realized. Fig.6 shows that while organizational level of analysis is the main focus of 
reviewed papers (84 studies), and individual level of analysis received moderate attention (15 studies), 
little attention was paid on other levels. In particular, only two studies focus on industry level, one 
study on the society level, one on the team level, and three studies conducted multi-level analysis. 
At the individual level, the literature review shows that BI systems help improve individuals’ 
decision-making performance [49, 97, 130] by enabling sensemaking in data exploration tasks [46, 
50, 97, 118], facilitating analysis of large volumes of data [136], and enriching knowledge [70, 92, 
119].  Individual-level inhibitors also need to be addressed (e.g., role authorization) [11]. 
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At the team/group level, there has been very little work.  Nonetheless, Lin et al. [110] found 
BI adoption can enhance team productivity by facilitating team coordination and collaboration 
streamlines the collection and analysis of project documents throughout project life cycle.   
At the organizational level,  BI research finds positive correlations between BI and 
productivity [e.g. 41, 65, 72, 79, 81, 123]. For examples, Dinter [36] found the impacts of BI on 
productivity of organizations affected by the comprehensiveness, flexibility, support, communication, 
BI strategy orientation, business/BI partnership, and project collaboration of BI adoption strategy. 
Moreover, Wixom and Watson [63] suggest that at a macro-level, BI business value is greatly 
supported by BI management and conversion success including the success of organizational 
implementation, project implementation and technical implementation. However, they note that at 
micro-level, it is most likely that the BI technical issues vary with the nature of the infrastructure BI 
project of individual firms [63]. Therefore, the BI impacts may be different among different 
organizations depending on the variety of complementary, probabilistic factors, and situations that the 
organizations might find themselves in [60].  
At the industry level, researchers report positive impacts of BI on industry productivity.  For 
instance, BI adoption in public health can accelerate the process of understanding public health issues 
and responding to crises [102].  Likewise, BI adoption in banking can increase detection of and 
response to fraud [132].  Meanwhile, at the societal level, De Cnudde and Martens  [107] report BI 
systems support a city in Belgium increase active user base of  a loyalty card to promote their citizens 
participation in cultural services offered by the city.  
Fig. 6 The sample of 106 reviewed articles by level of analysis 
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There have been very few multilevel studies.  In one of the few studies, Ang and Teo [64] 
describe how BI systems support decision makers in Singapore making better decisions on providing 
affordable, high-quality public housing which ultimately results in an efficient and effective civil 
service for country. Similarly, in a Chinese context, Peng et al. [94] report BI systems enable decision 
makers to evaluate risks and select an appropriate solution during disaster management. Finally, 
researchers have implemented well-designed strategic BI systems to support managers in practice to 
handle weak signs more effectively and thereby ensure the success of the organization’s strategy [85].   
Overall, the review results align with findings from the broader IS literature [i.e. 23, 152]: that the 
impact of IS on productivity generally appears more positive in research that has better data sources, 
refined productivity measures, and a better account of the management aspects of IS [152]. 
4. What We Need to Know 
As noted earlier, the focus of this study has been to learn which parts of the BI business value 
framework have attracted researchers’ attention and what opportunities these offer for future research. 
The analysis reveals five broad themes that could motivate further work. Research questions 
corresponding to each of the five themes have been identified (See Table 7). While these 
opportunities are not the only ones, the results of the literature review suggest that they are significant. 
Having analysed a substantial body of literature on BI at different level of analysis, the review 
suggests a need of research at macro level i.e. at team, industry, and society level of analysis because 
(1) IT become a larger share of capital investment at national and society level [23]; (2) BI can be 
adopted to support inter-organizational efficiency, coordination with suppliers [62] and with team [7]  
, and provide positive returns [14, 23]. This paper also calls for more papers rigorously conducted at 
multiple levels of analysis given that there have been very few researchers conducted multi-level 
empirical studies, and many of them [e.g 85, 94] did not account for  the effects of interdependencies 
between individuals [153].
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Table 7 
Gaps in and proposed paths for BI business value research 
Theme BI business 
value concepts 
Gaps in research Research questions The value of addressing the gaps Proposed research approaches 
Theme 1: 
Context/ 
Environme
ntal factors 
Firm factors The relationships between BI 
business value and organizational 
change, organizational practices, 
organizational resources, and 
operational capabilities need to be 
uncovered. 
-How do changes in organization structure 
influence the ability of BI impacts to 
generate business value? 
-How can BI resource allocation and 
resource orchestration improve BI effective 
use? 
To understand the dependence of BI 
business value on organizational 
structure [33], changes [13], resources 
allocation [69], and orchestration [154]. 
Addressing from a resource based view 
[155], resources orchestration view [154] 
and/or an organizational structure 
perspective [24, 156]. 
Industry 
factors 
Impact of technology change and BI 
technology standards environment 
(that firms operate in) on BI 
business value creation is little 
understood 
-How do BI technology standards in 
industries shape an organization’s 
competitive position? 
-How do the changes of BI technology 
standards in industries influence the 
competitive dynamics of organizations? 
To help draw a clearer picture of the 
role of industry characteristics in 
shaping the application of BI for 
improved organizational performance 
Drawing on an inter-organizational evolution 
perspective [157] 
Country 
factors 
Country factors that affect the 
processes through which 
organizations obtain business value 
[13, 14] from BI systems have 
hardly been studied 
-How do existing country characteristics 
influence the ability of BI based 
organizations to yield business value? 
To help organization managers make 
better strategic decisions on formulating 
BI investment and adoption in different 
countries. 
A polycontextual lens that considers each 
country’s level of development, education, 
culture, basic infrastructure [13, 158], and 
law and technology regulations [14]. 
Theme 2: 
BI 
conversion 
process 
BI Investment The complementarity of different 
types of BI investments in creating 
business value has not been 
considered sufficiently.  
- How do BI investments affect each other 
and jointly create business value? 
Allow for the systematic and generally 
applicable identification of the linkages 
and complementarities of different BI 
investments serving BI business value 
generation 
Addressing from Choo and Shaw’s [159] 
ideas of IT synergy in IT portfolio selection 
BI 
management/ 
conversion 
activities 
Investigation is needed into BI 
management practices and 
conversion activities that improve 
operational efficiencies and 
competitive advantage [160].   
- How can we make decisions on the focus 
of BI development and maintenance to 
improve operational efficiencies and 
competitive advantage? 
-How do reconfigurations of organizational 
routines impact BI operational efficiencies? 
To better understand how BI 
management strategies and policies are 
complex and context-dependent.  
Additional studies in this area would 
help to capture and highlight the 
richness of the issues. 
Applying a grounded theory research 
approach to explore answers to these 
questions. 
Non-BI 
investments 
Only little is known about non-BI 
investments even though these have 
substantial impacts on the process 
of BI investments creating business 
value [14, 41, 60]. 
-How do non-IS investments influence the 
effective use of BI? 
To help organizations plan to prevent 
and to control its key risks. 
Identifying various functional processes and 
dynamic business capabilities [21] and the 
various condition needed for BI usage. 
BI assets Few studies discussed either the 
role of synergies between BI 
systems and other systems, or the 
role of BI hardware infrastructure, 
-How do BI cloud computing services and 
virtual hardware generate operational 
efficiencies and competitive advantage? 
-How do BI systems synergistically work 
To understand the role of synergies 
between BI systems and other systems, 
or the role of BI hardware infrastructure 
in facilitating the use of BI to generate 
Taking a system-lens such as systems theory 
[161] or IT enterprise architecture [162] 
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such as the emergence of virtual 
hardware and hosted technologies 
with other systems within the organization 
to create business value? 
business value 
Theme 3: 
BI use 
process 
Effective/ 
ineffective use 
Remarkably little attention has been 
paid to concepts of effective use in 
the BI literature 
-What drives the effective use of BI 
systems? 
To help firms to improve their level of 
effective BI use in the pursuit of better 
organizational performance and 
improved business value. 
Taking different theoretical perspectives 
such as the theory of effective use [144], 
adaptive structuration theory [163, 164], and 
creative use [165], or conducting inductive 
research to develop a new theory to draw a 
richer picture of BI effective use phenomena. 
BI impacts Lack of studies on the role of 
complementarity between BI 
impacts and internal and external 
factors in generating business value. 
-How do BI impacts complement internal 
and external factors to create business 
value? 
To help organizations better understand 
the link between BI impacts and 
organizational performance which is 
simultaneously dependent upon external 
and internal factors [13] 
Applying the grounded theory techniques to 
approach and explore this complex 
phenomenon. 
Theme 4: 
BI 
competitive 
process 
Competitive 
position 
No empirical studies were found 
that examined competitive position 
or/and dynamics in BI contexts in a 
detailed fashion. 
-How does the effective use of BI systems 
contribute to securing an organization’s 
competitive position? 
-How do BI impacts complement firm’s 
competitive position to create business 
value? 
To better understand how companies 
can leverage BI systems to help 
improve their competitive advantages 
[45, 61, 166] 
Investigating competitive position and 
competitive dynamics from an organizational 
ecology view [167] 
Competitive 
dynamics 
No empirical studies were found 
examined competitive dynamics in 
BI contexts in a detailed fashion 
-How do firm’s competitive dynamics 
influence business value arising from BI 
effectiveness? 
To better understand the relationships 
between competitive advantages 
achievement and BI effectiveness [45, 
61, 166] 
Investigating competitive position and 
competitive dynamics from an organizational 
ecology view [167] 
Organizational 
Performance 
Performance, measured as 
stakeholders and employee 
satisfaction, was largely overlooked 
in the BI literature. 
-How can employee satisfaction shape BI 
business value? 
To help organizations overcome 
changes during the BI systems 
implementation stage.   
Drawing on behavioral factors such as 
employee’ satisfaction [168] and behaviours 
[169] 
Theme 5: 
Latency 
effects 
Latency effects Very little attention in the literature 
(5% of reviewed papers) has been 
paid to latency effects  
-How do latency effects influence the 
effective use of BI and firm performance? 
To help organizations better understand 
and mitigate the effects of latency on BI 
business value. 
Drawing on latency effects suggested by 
Watson et al. [77], and Hackathorn [149], or 
conduct inductive research to investigate the 
phenomena. 
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5. Limitations 
Although great care was taken to review the literature thoroughly, three limitations should be noted. 
First, the study only examined the attention that researchers paid to particular constructs and 
relationships in their research. The review did not include a quantitative evaluation of the strength of 
relationships among concepts in the framework. A meta-analysis could be conducted, as a next step, 
to extend this study. Second, the findings of the review and the opportunities identified are inevitably 
limited by the framework adopted and the approach taken to sampling articles. An alternative style of 
review (e.g., using a grounded theory approach, or using a different framework) could identify 
additional or different insights. Third, the literature was coded by two coders, but only the first 20 
papers were coded by both coders. Nonetheless, the kappa values on the first 20 articles was high, 
suggesting that the approach used for coding the articles was sufficiently reliable.  
6. Conclusion 
In this paper, a literature review of empirical studies in business intelligence was conducted to 
examine research into the processes of organizations obtaining value from BI systems by learning 
from the IS field’s empirical BI studies. Through the discussion, gaps in current BI research have 
been identified as opportunities for future work. 
Generally, the BI literature was found to be lacking an overarching framework to systematically 
guide future research and to integrate findings. The framework proposed in Fig. 2 can potentially 
provide an overarching theoretical framework for understanding how organizations obtain value from 
BI systems. In terms of the results of this review, it appears from the literature that a series of 
necessary conditions [12] from BI investments to BI assets to BI impacts to improved organizational 
performance,  has received much attention from researchers in the field. However, this review shows 
that researchers have not sufficiently studied the probabilistic processes [12-14] that link the 
necessary conditions together. Each of these links deserves more attention. In addition, the review 
results also show a lack of studies conducted at team, industry, and societal levels, as well as a lack of 
multi-level studies.  With more studies of the probabilistic processes across different levels of 
analysis, we will be able to provide a fuller picture of how business value is generated from BI. 
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Highlights 
 How do organizations obtain value from BI systems? 
 Comprehensive review of BI literature from 1/2000-8/2015 
 Mapped literature findings to integrated framework of BI value 
 Results show the field’s knowledge of the necessary conditions for obtaining value 
 Results show the field’s lack of knowledge of the processes for obtaining value 
