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SUMMARY 
A technique a l l o w i n g  t ime-staggered s o l u t i o n  of p a r t i a l  d i f f e r e n t i a l  
equa t ions  i s  presented i n  t h i s  r e p o r t .  Using t h i s  technique,  c a l l e d  t i m e -  
p a r t i t i o n i n g ,  s i m u l a t i o n  execu t ion  speedup i s  p r o p o r t i o n a l  t o  t h e  number o f  
processors used because a l l  processors ope ra te  s imu l taneous ly ,  w i t h  each 
u p d a t i n g  t h e  s o l u t i o n  g r i d  a t  a d i f f e r e n t  t i m e  p o i n t .  The techn ique  i s  
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- the  s o l u t i o n  g r i d .  T i m e - p a r t i t i o n i n g  was used t o  o b t a i n  t h e  f l o w  p a t t e r n  
c-3 t h rough  a cascade o f  a i r f o i l s ,  modeled by the  E u l e r  p a r t l d l  d i f f e r e n t i a l  equa 
w t i o n s .  An execu t ion  speedup f a c t o r  o f  1.77 was achieved u s i n g  a two processor  
Cray X-MP/24 computer. 
I N T R O D U C T  I O N  
The t r e n d  i n  ae rop ropu ls ion  system designs has been t o  t r y  t o  o b t a i n  more 
and more power w i t h  l e s s  and l e s s  weight .  To achieve t h i s ,  s i m p l i c i t y  i s  gen- 
e r a l l y  s a c r i f i c e d  i n  o rde r  t o  achieve t h e  i n c r e a s e  i n  performance. Aeropro- 
p u l s i o n  systems, and t h e i r  components, become more complex w i t h  each new 
design.  
Computat ional  F l u i d  Dynamics ( C F D )  i s  p l a y i n g  an i n c r e a s i n g l y  i m p o r t a n t  
r o l e  i n  t h e  des ign  o f  ae rop ropu ls ion  systems. Th is  I s  due t o :  ( 1 )  t h e  h i g h  
c o s t  o f  b u i l d i n g  hardware; ( 2 )  the t ime and expense r e q u i r e d  t o  conduct wind 
t u n n e l  t e s t s  o f  new designs;  ( 3 )  the l a c k  o f  f a c i l i t i e s  t o  r e a l i s t i c a l l y  t e s t  
new designs ( t e s t i n g  t h e  N a t i o n a l  Aerospace Plane concepts a t  hypersonic  
speeds, f o r  i n s t a n c e ) ;  ( 4 )  advances i n  computat ional  technology;  ( 5 )  i nc reased  
understanding o f  fundamental physics.  
The o b j e c t i v e  of CFD i s  t o  b u i l d  an understanding o f  t hese  advanced sys-  
tems i n t o  mathematical  models which a c c u r a t e l y  rep resen t  t h e  compl icated phys- 
i c s  t a k i n g  p l a c e  i n  these systems. The good news i s  t h a t  these mathematical  
models a r e  e v o l v i n g  th rough  I n t e n s i v e  research  ( b o t h  exper imen ta l  and a n a l y t i -  
c a l ) ,  b u t  t h e  bad news i s  t h a t  the models a r e  so d e t a i l e d  t h a t  t i m e - a c c u r a t e  
s o l u t i o n s  cannot c u r r e n t l y  be obtained i n  a reasonable amount o f  t ime .  H o l s t  
( r e f .  1 )  p r o j e c t s  t h a t  d i r e c t  s i m u l a t i o n  o f  a Navier -Stokes a i r f o i l  s i m u l a t i o n  
u s i n g  no s i m p l i f y i n g  assumptions would r e q u i r e  app rox ima te l y  1 0 l 6  computer 
o p e r a t i o n s .  Th is  amounts t o  4 months cpu- t ime u s i n g  a s t a t e - o f - t h e - a r t  g i g a -  
f l o p  computer such as t h e  Cray-2. I f  s o l u t i o n s  were a v a i l a b l e  i n  minutes o r  
hours,  op t im ized  designs cou ld  be generated on t h e  computer. The re fo re ,  o rde rs  
o f  magnitude 'tncreases i n  computing speed a r e  needed t o  make CFD p r a c t i c a l  f o r  
a e r o p r o p u l s i o n  des ign  o p t i m i z a t i o n .  
I t  i s  g e n e r a l l y  recognized t h a t  computers a r e  f a s t  approaching speed 
l i m i t s .  A s  a r e s u l t ,  t h e  1980's  has seen a growing i n t e r e s t  i n  combining 
s t a t e - o f - t h e - a r t  hardware w i t h  new a r c h i t e c t u r e s  and s o f t w a r e  techniques t o  
t r y  t o  achieve t h e  requ i red  speedup. Approaches have i n c l u d e d  v e c t o r  proces-  
s i n g  ( s i n g l e  i n s t r u c t i o n - m u l t i p l e  d a t a ) ,  m u l t i p r o c e s s i n g  ( m u l t i p l e  i n s t r u c t i o n  
m u l t i p l e  d a t a ) ,  and d a t a - d r i v e n  a r c h i t e c t u r e s .  W i l l i a m s  and Bobrowicz ( r e f .  2 )  
i n d i c a t e  speedup rates o f  t e n  o r  more can be a t t a i n e d  combining v e c t o r  proces 
s i ng w i  t h  mu1 t i process i ng . 
Today, a lmost  a l l  supercomputers use v e c t o r  p r o c e s s i n g  and seve ra l  (e .g. ,  
Cyber 205, Cray X-MP, Cray-2) use m u l t i p l e  v e c t o r  p rocesso rs .  Programming 
these supercomputers i n v o l v e s  t h e  use o f  v e c t o r i z i n g  comp i le rs  t h a t  c o n v e r t  
source codes, o r i g i n a l l y  i n tended  f o r  conven t iona l  s i n g l e ,  s c a l a r  processor  
computers, t o  codes t h a t  r u n  e f f i c i e n t l y  on t h e  v e c t o r  p rocesso rs .  Whi le  
t o d a y ' s  supercomputers rep resen t  a s tep  i n  t h e  r i g h t  d i r e c t i o n ,  they s t i l l  
o f f e r  o n l y  a f r a c t i o n  o f  t h e  needed computing power because o f  t h e  l i m i t e d  
number o f  processors ( 4  o r  l e s s )  and t h e  l i m i t e d  c a p a b i l i t i e s  o f  t he  so f tware .  
Da ta -d r i ven  'approaches t o  p a r a l l e l  p rocess ing  have been proposed ( r e f s .  3 
and 4 )  t h a t  i n v o l v e  l a r g e  numbers (hundreds o r  thousands) o f  p rocesso rs .  I n  
these cases, c a l c u l a t i o n s  a r e  assigned t o  processors on a s i n g l e  o p e r a t i o n  
b a s i s .  Hundreds o f  processors c o u l d  be used t o  ach ieve  s l g n l f i c a n t  speedups 
i n  s i m u l a t i o n s  where l i k e  numbers o f  i n d i v i d u a l  o p e r a t i o n s  can be s imul tane--  
o u s l y  c a r r i e d  o u t .  However, so f tware  i s  r e q u i r e d  t o  c o n t r o l  these c a l c u l a t i o n s  
and t o  ass ign  t h e  operat ions t o  t h e  processors.  7he sequencing o f  hundreds o f  
computers i s  a tremendous so f tware  t a s k .  
I t  seems c l e a r  t h a t  t app ing  t h e  tremendous p o t e n t i a l  o f  p a r a l l e l  proces-  
s i n g  w i l l  depend upon advancements i n  so f tware  technology.  I n  p a r t i c u l a r ,  
so f tware  needs t o  be developed which can a u t o m a t i c a l l y  map complex, m u l t i -  
dimensioned codes onto p a r a l l e l  a r c h i t e c t u r e s ,  making e f f e c t i v e  use o f  a v a i l a -  
b l e  s c a l a r  and vector  p rocess ing  resources.  
Researchers a t  NASA Lewis Research Center a r e  a c t i v e l y  engaged i n  a 
research program ( r e f s .  5 t o  1 4 )  t o  e x p l o r e  p a r a l l e l  p rocess ing  techniques f o r  
a n a l y z i n g  i n t e r n a l  f l o w s  i n  a e r o p r o p u l s i o n  systems. One o f  t h e  o b j e c t i v e s  of 
t h a t  research  i s  t o  i d e n t i f y  p a r a l l e l  a r c h i t e c t u r e s  and a l g o r i t h m s  t h a t  a r e  
w e l l  s u i t e d  f o r  three-d imensional  Navier -Stokes f l o w  s o l v e r s .  Another ob jec -  
t i v e  i s  t o  d e v i s e  techniques f o r  e f f e c t i v e l y  p a r t i t i o n i n g  t h e  s o l v e r  c a l c u l a -  
t i o n s  f o r  p a r a l l e l  s o l u t l o n .  
Th is  paper discusses a p a r t i t i o n i n g  technique which a l l o w s  c a l c u l a t i o n s  
a t  t h e  n e x t  t i m e  i n t e r v a l  t o  beg in  b e f o r e  a l l  c a l c u l a t i o n s  a t  t h e  c u r r e n t  t i m e  
i n t e r v a l  a r e  completed. The au tho rs  r e f e r  t o  t h e  method as t i m e - p a r t i t i o n i n g .  
The n e x t  s e c t i o n  of  t h i s  r e p o r t  d iscusses t i m e - p a r t i t l o n l n g  and o t h e r  p a r t i -  
t i o n i n g  methods, p o i n t i n g  o u t  t h e  advantages and d isadvantages o f  each. Time- 
p a r t i t i o n i n g  i s  then a p p l i e d  t o  a r e s t r i c t i o n  i n  a f l o w  f i e l d  problem. Th is  
example rep resen ts  an i m p o r t a n t  c l a s s  o f  problems r e l a t i n g  t o  computing f l ows  
i n  turbomachinery cascades. The r e s u l t i n g  speedup, ob ta ined  u s i n g  t h e  Cray 
X-MP, i s  d iscussed,  as w e l l  as t h e  steps r e q u i r e d  t o  develop and implement t h e  
t i m e - p a r t i t i o n e d  s imu la t i on .  
PAR1 ITIONING M € l H O D S  
P a r t i t i o n i n g  the s i m u l a t i o n  i n t o  work u n i t s  and a l l o c a t i n g  those work 
u n i t s  t o  processors ( p a c k i n g )  i s  one o f  t h e  most d i f f i c u l t  tasks which must be 
addressed i n  p a r a l l e l  p rocess ing .  The way t h a t  t h e  s i m u l a t i o n  i s  p a r t i t i o n e d  
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and packed d i r e c t l y  a f f e c t s  t h e  speed a t  which t h e  s i r n u l a t i o n  executes and t h e  
e f f i c i e n c y  o f  processor  use. Work loads should be balanced among t h e  proces-  
sors t o  e l i m i n a t e  excess processor  i d l e  t i m e .  The l e v e l  o f  p a r a l l e l i s m  be ing  
considered g r e a t l y  a f f e c t s  t h e  ease w i t h  which processor  work load balance i s  
achieved, as shown i n  t a b l e  I. This t a b l e  summarizes key c h a r a c t e r i s t i c s  o f  
t h r e e  p a r t i t i o n i n g  methods about t o  be d iscussed.  
Da ta -d r i ven  a r c h i t e c t u r e s  consider p a r a l l e l i s m  i n  a s i m u l a t i o n  a t  i t s  
most b a s i c  o p e r a t i o n a l  l e v e l .  
work. When an o p e r a t i o n  i s  t r i g g e r e d ,  a processor  i s  ass igned by t h e  system 
t o  c a r r y  o u t  t h a t  o p e r a t i o n .  When tha t  s i n g l e  c a l c u l a t i o n  i s  completed, t h e  
processor  i s  f r e e  t o  be assigned t o  another w a i t i n g  c a l c u l a t i o n .  I n  t h i s  case, 
then,  processor  l o a d  i s  very  s imp ly  a s i n g l e  o p e r a t i o n .  Processor assignment, 
on t h e  o t h e r  hand, i s  very  d i f f i c u l t .  I n  a l a r g e  s i m u l a t i o n ,  l i t e r a l l y  hun- 
dreds o f  a d d i t i o n s  and m u l t i p l i c a t i o n s  may be ready t o  be c a r r i e d  o u t  s imu l -  
taneously .  Processors t o  s e r v i c e  them a r e  n o r m a l l y  ass igned on t h e  f l y  w h i l e  
t h e  s i m u l a t i o n  i s  execu t ing .  The bookkeeping f o r  t r a c k i n g  which processors 
a r e  c u r r e n t l y  busy and which a r e  a v a i l a b l e  f o r  assignment i s  tremendous. 
S o p h i s t i c a t e d  so f tware  i s  r e q u i r e d  t o  manage t h i s  t a s k .  
An opera t i on  i s  cons idered t h e  bas i c  u n i t  o f  
Ass ign ing  t h e  equa t ion  as t h e  basic u n i t  o f  work e l i m i n a t e s  t h e  r e q u i r e -  
ment o f  hav ing  t o  a s s i g n  processors on t h e  f l y  t o  c a r r y  o u t  p a r a l l e l  c a l c u l a -  
t i o n s .  Equat ions a r e  assigned for computation t o  t h e  processors b e f o r e  
e x e c u t i o n  begins.  R e l a t i v e l y  few processors a r e  r e q u i r e d  t o  execute a s imula-  
t i o n .  (The h e l i c o p t e r  engine s i m u l a t i o n  o f  r e f e r e n c e  10 r e q u i r e d  o n l y  s i x  t o  
achieve minimum e x e c u t i o n  t ime.)  However, u s i n g  t h e  equa t ion  as a bas i c  u n i t  
o f  work makes t h i s  a r c h i t e c t u r e  one l e v e l  removed f rom t h e  da ta  d r i v e n  a r c h i -  
t e c t u r e s .  Whereas be fo re ,  work balance on t h e  processors was no c o n s i d e r a t i o n ,  
now i t  i s  an i m p o r t a n t  c o n s i d e r a t i o n .  Depending on t h e  comp lex i t y  of t he  
equa t ion ,  t h e  t i m e  t o  c a l c u l a t e  t h e  output o f  an e q u a t i o n  w i l l  va ry .  Hence, 
work l o a d  balance among t h e  processors cannot be achieved by j u s t  a s s i g n i n g  an 
equal number o f  equat ions t o  each processor.  Equa t ion  e x e c u t i o n  t imes must be 
determined and s e q u e n t i a l  c a l c u l a t i o n  paths must be i d e n t i f i e d .  The l o n g e s t  
such p a t h  i s  des ignated t h e  c r i t i c a l  path because i t s  e x e c u t i o n  t i m e  i s  t h e  
minimum p o s s i b l e  execu t ion  t i m e  o f  the s i m u l a t i o n .  To ach ieve  t h i s  minimurn 
e x e c u t i o n  t i m e  t h e  c r i t i c a l  p a t h  equat ions must r e s i d e  on a processor  by them- 
se l ves .  The o t h e r  paths must be packed on remain ing a v a i l a b l e  processors i n  a 
way t h a t  t h e  execu t ion  t i m e  o f  no processor exceeds t h a t  o f  t h e  c r i t i c a l  p a t h  
p rocesso r .  The e n t i r e  process o f  p a r t i t i o n i n g  and pack ing  mathemat ica l  models 
f o r  p a r a l l e l  c a l c u l a t i o n  has been automated. Reference 1 5  d iscusses t h e  p r o -  
cedure i n  d e t a i l ;  b l o c k  diagrams o f  the process a r e  i n c l u d e d  i n  t h e  r e p o r t .  
Each o f  t h e  p a r t i t i o n i n g  methods d iscussed above per forms a l l  c a l c u l a t i o n s  
w i t h i n  t h e  same t i m e  i n t e r v a l .  T i m e - p a r t i t i o n i n g ,  as t h e  name i m p l i e s ,  p e r -  
forms c a l c u l a t i o n s  a t  d i f f e r e n t  t ime  I n t e r v a l s  s i m u l t a n e o u s l y .  l h i s  p a r t i -  
t i o n i n g  technique i s  p a r t i c u l a r l y  su i ted  f o r  problems r e q u i r i n g  s o l u t i o n  o f  
p a r t i a l  d i f f e r e n t i a l  equat ions over  a g r i d .  
Whereas o t h e r  p a r t i t i o n i n g  methods i d e n t i f y  v e c t o r i z a t i o n  as s c a l a r  
p a r a l l e l i s m ,  t i m e - p a r t i t i o n i n g  mainta ins v e c t o r i z a t i o n  w i t h i n  t h e  g r i d  
c a l c u l a t i o n s .  
For s i m p l i c i t y ,  t he  d i s c u s s i o n  here w i l l  assume a two-dimensional  g r i d .  
The assumption i s  made f o r  convenience o n l y  i n  d e s c i b i n g  the  t i m e - p a r t i t i o n i n g  
concept and does n o t  imp ly  l i m i t a t i o n s  on t h e  g e n e r a l i t y  o f  t h e  method. 7he 
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concept r e a d i l y  extends t o  n-d imensional  g r i d s .  However, t i m e - p a r t i t i o n i n g  
does r e q u i r e  t h a t  c u r r e n t  s t a t e  v a r i a b l e  values be dependent o n l y  on 
ne ighbor ing -node  past values. Th is  c o n d i t i o n  would be met i f  an e x p l i c i t  
i n t e g r a t i o n  method w e r e  used, f o r  example. 
T i m e - p a r t i t i o n i n g  can be used t o  reduce t h e  e f f e c t i v e  c a l c u l a t i o n  t i m e  o f  
t h e  s i m u l a t i o n  i f  parameter update c a l c u l a t i o n s  over t h e  g r i d  a r e  completed i n  
t h e  systemat ic  fash ion  desc r ibed  i n  t h e  f o l l o w i n g  paragraph. A t  some p o i n t ,  
b e f o r e  a l l  g r i d  nude updates f o r  t h e  c u r r e n t  t i m e  i n t e r v a l  have been completed, 
s u f f i c i e n t  i n f o r m a t i o n  w i l l  be a v a i l a b l e  t o  beg in  u p d a t i n g  g r i d  nodes a t  t h e  
n e x t  t i m e  i n t e r v a l .  
Suppose t h a t  the c u r r e n t  parameter values a t  each node o f  a r e c t a n g u l a r  
g r i d  a r e  dependent o n l y  on p a s t  va lues a t  two columns o f  n e i g h b o r i n g  nodes. 
I f  the  g r i d  nodes a r e  updated co lumn-wise f rom l e f t  t o  r i g h t ,  once t h r e e  c o l  
umns o f  nodes have been updated, s u f f i c i e n t  i n f o r m a t i o n  e x i s t s  t o  b e g i n  updat-  
i n g  the  l e f t m o s t  node columns a t  t h e  second t i m e  i n t e r v a l .  S lnce t h e  same 
k i n d s  o f  c a l c u l a t i o n s  a re  t a k i n g  p l a c e  a t  each node, c a l c u l a t i o n  t i m e  a t  each 
node i s  comparable. T h e o r e t i c a l l y ,  then, t h e  f i r s t  processor  s e t  should remain 
a f i x e d  d i s t a n c e  ( t h a t  i s ,  t h r e e  columns o f  nodes) ahead o f  t he  second proces-  
s o r  s e t .  Hence, there should be no de lays  caused by t h e  second processor  s e t  
hav ing  t o  w a i t  f o r  r e q u i r e d  i n f o r m a t i o n  f rom t h e  f i r s t .  
L ikewise,  once t h e  second processor  s e t  has updated t h r e e  columns o f  
nodes, s u f f i c i e n t  i n f o r m a t i o n  aga in  e x i s t s  t o  b e g i n  upda t ing  t h e  s i m u l a t i o n  a t  
t h e  t h i r d  t i m e  i n t e r v a l .  Th i s  process can c o n t i n u e  u n t i l  a l l  processor  s e t s  
a v a l l a b l e  a r e  belng used or  u n t i l  t h e  f i r s t  processor  s e t  has completed I t s  
t i m e  i n t e r v a l  update. I n  e i t h e r  case, t he  f i r s t  processor  s e t  w i l l  update t h e  
nex t  t i m e  I n t e r v a l .  1-he process con t inues  t o  r e p e a t  u n t i l  t h e  s i m u l a t i o n  r u n  
has been completed. A diagram o f  t h e  t i m e - p a r t i t i o n i n g  e x e c u t i o n  process i s  
shown i n  f i g u r e  1. 
An ou ts tand ing  f e a t u r e  o f  t i m e - p a r t i t i o n i n g  i s  t h e  ease w i t h  which t h e  
technique can be implemented. B a s i c a l l y  t h e  Same equat ions a r e  e x e c u t i n g  on 
each processor ,  but a t  d i f f e r e n t  t i m e  p o i n t s .  Because o f  t h i s ,  t h e  processor 
work l oad  i s  almost n a t u r a l l y  balanced. The process can be implemented w i t h  
as l i t t l e  as two processors, and t h e  t h e o r e t i c a l  speedup f a c t o r  r e a l i z e d  i s  
p r o p o r t i o n a l  t o  the number o f  processors used. Processor i d l e  t i m e  i s  v i r t u -  
a l l y  n i l .  
l o  use t i m e - p a r t i t i o n i n g  techniques r e q u i r e s  t h a t  parameters a t  a node 
can be updated using o n l y  p a s t  va lues o f  parameters a t  some l e v e l  o f  ne ighbor -  
i n g  nodes. Thus, a s i m u l a t i o n  u s i n g  an i m p l i c i t  n t e g r a t i o n  method c o u l d  n o t  
be t i m e - p a r t i t i o n e d  due t o  t h e  i t e r a t i v e  n a t u r e  o t h e  s o l u t i o n  and t h e  i n t e r -  
dependence o f  t h e  parameter c u r r e n t  va lues.  l i m e  p a r t i t i o n i n g  techniques w e r e  
a p p l i e d  t o  a f l u i d - f l o w  problem a t  Lewis Research Center u s i n g  t h e  two proces-  
s o r  Cray X-MP computer. The example problem used and t h e  r e s u l t s  ob ta ined  a r e  
d iscussed i n  t h e  f o l l o w i n g  s e c t i o n s .  
T I M L  P A R 1  I 1  I O N € D  SIMULAl I O N  DEVFLOPMkNl 
An i m p o r t a n t  c lass of f l u i d  f l o w  problem dea ls  w i t h  computing f l o w \  i n  
turbomachinery cascades. I h l s  f l o w  l n f o r m a t l o n  i s  v i t d l  Lo devc lop l r i g  c > f l l  
c i e n t  new turbomachinery des igns .  C a l c u l a t i n g  the  f l o w  about the c n s c ~ d e  01 
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b i c i r c u l a r  a r c  a i r f o i l s  shown i n  f i g u r e  2 i s  r e p r e s e n t a t i v e  o f  t h i s  c l a s s  of 
problems, and i s  wel l -documented by Johnson and Chima ( r e f s .  16 t o  1 9 ) .  
l h e  cascade o f  a i r f o i l s  can be used t o  model many d i f f e r e n t  systems. For 
i n s t a n c e ,  two ad jacen t  a i r f o i l s  cou ld  model t h e  c o n v e r g e n t - d i v e r g e n t  n o z z l e  o f  
a j e t  engine.  
Chima and Johnson model t h e  cascade o f  a i r f o i l s  u s i n g  t h e  t h i n - l a y e r  ve r -  
s i o n  o f  t h e  Nav ie r -S tokes  equa t ions .  The t h i n - l a y e r  assumption i s  implemented 
by u s i n g  a b o d y - f i t t i n g  c o o r d i n a t e  system and n e g l e c t i n g  t h e  v iscous terms I n  
t h e  c o o r d i n a t e  d i r e c t i o n  a long  t h e  body. I n i t i a l  c o n d i t i o n s  a r e  s p e c i f i e d  as 
u n i f o r m  f l o w  a t  t he  i s e n t r o p i c  Mach number i m p l i e d  by t h e  r a t i o  o f  e x i t  s t a t i c  
p ressu re  t o  i n l e t  t o t a l  p ressu re .  S p e c i f i e d  i n l e t  boundary c o n d i t i o n s  a r e  
t o t a l  pressure,  t o t a l  temperature,  and f l o w  angle;  a t  t h e  e x i t ,  s t a t i c  p ressu re  
i s  s p e c i f i e d .  For i n v i s c i d  f l o w ,  t h e  tangency c o n d i t i o n  i s  a p p l i e d  a long  s o l i d  
su r faces  as shown i n  f i g u r e  2. S t a r t i n g  w i t h  a 65 by 1 7  g r i d  and u s i n g  t h e  
m u l t i - g r i d  a c c e l e r a t i o n  scheme discussed i n  r e f e r e n c e  17, Chima and Johnson 
achieved work r e d u c t i o n  f a c t o r s  f o r  i n v i s c i d  f l o w  c a l c u l a t i o n s  rang ing  f rom 
1.14 ( f o r  choked f l o w  c o n d i t i o n s  a t  Mach 0.73) t o  4.02 ( f o r  low-speed f l o w  a t  
Mach 0 . 2 ) .  For Mach 0.5,  a work r e d u c t i o n  f a c t o r  o f  3.31 was achieved. 
l i m e - p a r t i t i o n i n g  techniques were  a p p l i e d  t o  t h e  cascade o f  a i r f o i l s  
problem f o r  t h r e e  reasons. F i r s t ,  as was mentioned above, i t  i s  an impor tan t  
problem i n  computat ional  f l u i d  mechanics. Resu l t s  ob ta ined  a r e  i m p o r t a n t  i n  
d e s i g n i n g  components which a r e  more e f f i c i e n t  than those c u r r e n t l y  a v a i l a b l e .  
A second reason i s  t h a t  t h e  Chima--Johnson m u l t i - g r i d  s i r n u l a t i o n  cou ld  be 
used as a s tandard f o r  v e r i f y i n g  t h e  r e s u l t s  coming f rom t h e  t i m e - p a r t i t i o n e d  
model b e i n g  developed. A v a l i d  t i m e - p a r t i t i o n e d  s i m u l a t i o n  would produce 
r e s u l t s  c o n s i s t e n t  w i t h  those f r o m  the m u l t i - g r i d  s i r n u l a t i o n .  
And f i n a l l y ,  t h e  m u l t i - g r i d  s i m u l a t i o n  cou ld  be used as a b a s i s  f o r  
deve lop ing  t h e  t i m e - p a r t i t i o n e d  model. Chima and Johnson use a second o rde r  
Runge-Kutta i n t e g r a t i o n  update. Th is  i s  an e x p l i c i t  i n t e g r a t i o n  technique 
r e q u i r i n g  o n l y  pas t  values t o  update s t a t e  v a r i a b l e s .  l h i s  lends i t s e l f  very  
n i c e l y  t o  t i m e - p a r t i t i o n i n g .  
T h i s  t i m e - p a r t i t i o n i n g  s tudy was c a r r i e d  o u t  u s i n g  a 33 by 9 g r i d  ( f i g .  3)  
a t  Mach 0.5 c o n d i t i o n s .  Computations a r e  made column-wise i n  the d i s c u s s i o n  
which f o l l o w s ,  a l t hough  t h e  g r i d  can a c t u a l l y  be updated e i t h e r  row-wise o r  
column--wise. The former v e c t o r i z e s  a row o f  l e n g t h  33 as opposed t o  a column 
of l e n g t h  9; as shown l a t e r  i n  t h e  COMPUlATIOAL RESULTS s e c t i o n ,  t h e  l a t t e r  
a l l o w s  use o f  up t o  e leven processors as opposed t o  t h r e e .  
The Chima-Johnson s i m u l a t i o n  was w r i t t e n  w i t h  the  i n t e n t  o f  e x e c u t i n g  t h e  
code on a s i n g l e ,  s e r i a l  processor .  Because o f  t h i s ,  c o n s i d e r a b l e  reo rgan iza -  
t i o n  o f  t h e  s i m u l a t i o n  was r e q u i r e d  i n  o r d e r  t o  make i t  conducive t o  p a r a l l e l  
computat ion and t i m e - p a r t i t i o n i n g  techniques. 
Reorganiz ing t h e  Chima-Johnson s i m u l a t i o n  t o  meet t i m e - p a r t i t i o n i n g  needs 
r e q u i r e d  c o n s i d e r a b l e  ca re .  The s i m u l a t i o n  had been designed t o  c a r r y  o u t  
c a l c u l a t i o n s ,  a p o r t i o n  a t  a t i m e ,  over a l l  nodes o f  t h e  g r i d ,  one s e t  o f  c a l -  
c u l a t i o n s  b e i n g  completed b e f o r e  t h e  nex t  s e t  would beg in .  T i m e - p a r t i t i o n i n g  
r e q u i r e s  t h a t  a column o f  nodes be updated comp le te l y  b e f o r e  beg inn ing  t h e  
n e x t  column o f  nodes. E f f e c t i n g  t h i s  change was n o t  s t r a i g h t  f o rward .  
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I n  a s i m u l a t i o n  coded t o  execute on a s i n g l e ,  s e r i a l  p rocesso r ,  memory 
l o c a t i o n s  designated t o  h o l d  updated parameter va lues can be used as s c r a t c h  
memory t o  h o l d  i n t e r m e d i a t e  va lues f o r  o t h e r  c a l c u l a t i o n 5  b e f o r e  those parame- 
t e r s  a r e  updated. However, when t i m e - p a r t i t i o n i n g  i s  b e i n g  used, memory cannot 
g e n e r a l l y  be used f o r  dual  r o l e s .  Once a column o f  nodes i s  updated, t h e i r  
values must n o t  be changed because those va lues a r e  r e q u i r e d  f o r  use a lmost  
immediate ly  by another processor  pe r fo rm ing  c a l c u l a t i o n s  a t  t h e  n e x t  update 
i n t e r v a l .  C a l c u l a t i o n s  i n  t h e  t i m e - p a r t i t i o n e d  s i m u l a t i o n  w e r e  ar ranged as a 
task t h a t  updated a column o f  nodes every t ime  t h e  task  was c a l l e d .  Successive 
c a l l s  t o  t he  task  updated t h e  nodes a column a t  a t i m e  f rom l e f t  t o  r i g h t  
across t h e  g r i d .  Once a node column was updated, i n c l u d i n g  i t s  boundary v a l -  
ues, no parameter va lue  was changed u n t i l  t h e  node column was updated aga in  a t  
t h e  n e x t  t i m e  i n t e r v a l .  
Normal ly ,  l o c a l  v a r i a b l e s  use t h e  same memory l o c a t i o n s  throughout  execu- 
t i o n  o f  a s i m u l a t i o n .  However, t o  use b o t h  Cray X - M P  processors s imu l taneous ly  
r e q u i r e s  t h a t  t h e  program code execute i n  s tack  mode. I n  t h l s  mode, l o c a l  
v a r i a b l e s  a r e  n o t  saved between s u b r o u t i n e  c a l l s .  Every t ime  t h a t  t h e  s tack  
i s  accessed, d i f f e r e n t  memory l o c a t i o n s  can be used f o r  h o l d i n g  values o f  t h e  
l o c a l  v a r i a b l e .  A v a r i a b l e  r e q u i r e d  t o  m a i n t a i n  I t s  va lue  between s u b r o u t i n e  
c a l l s  must be a g l o b a l  v a r i a b l e .  Care must be taken n o t  t o  use l o c a l  v a r i a b l e s  
as counters ,  f l a g s ,  o r  s to rage  l o c a t i o n s  f o r  needed i n f o r m a t i o n  a t  a subsequent 
t ime.  One way o f  ensu r ing  g l o b a l  s t a t u s  i s  t o  i n c l u d e  t h e  v a r i a b l e  i n  a COMMON 
statement.  
The reorganized s i m u l a t i o n  was v a l i d a t e d  by e x e c u t i n g  i t  on a s i n g l e  
processor  i n  stack mode on t h e  Cray X - M P .  A s t e a d y - s t a t e  s o l u t i o n  was ob ta ined  
i n  5 . 4 7  sec execu t ion  t i m e  and t h e  r e s u l t s  agreed w i t h  those f rom t h e  Chima- 
Johnson s i m u l a t i o n .  One thousand e i g h t  hundred and seventy c a l c u l a t i o n  c y c l e s  
w e r e  performed and r e s i d u a l s  were l e s s  than 4 ~ 1 0 - l ~ .  
o f  t h e  maximum d i f f e r e n c e s  between success ive va lues o f  t h e  s t a t e  v a r i a b l e s  as 
s i m u l a t i o n  execut ion progresses.  A s  the s i m u l a t i o n  approaches s teady-  s t a t e  
c o n d i t i o n s ,  t h e  r e s i d u a l s  approach zero.  Chima and Johnson use r e s i d u a l s  t o  
determine when the s o l u t i o n  has converged ( r e f .  1 7 ) .  
Reslduals  a r e  a measure 
T I M E -  P A R T I T I O N E D  SIMULAl I O N  E X € C U l  I O N  
As  d iscussed above, t h e  reo rgan ized  s i m u l a t i o n  was arranged as a task  
which updated a column o f  nodes. Successive c a l l s  t o  t h e  task  updated node 
columns f rom l e f t  t o  r i g h t  across t h e  g r i d .  l o  execute t h e  s i m u l a t i o n  i n  
t i m e - p a r t i t i o n e d  mode, a d u p l i c a t e  copy o f  t h e  task  code i s  r e q u i r e d .  Desig- 
na te  these copies as Task 1 and Task 2 t o  d i s t i n g u i s h  them; however, t hey  a r e  
i d e n t i c a l .  Each updates a column o f  nodes f rom l e f t  t o  r i g h t  across t h e  g r i d  
w i t h  each successive c a l l  t o  t h a t  t a s k .  Processor s e t  1 always executes 
Task 1,  and Processor s e t  2 always executes l a s k  2.  The t i m e  p a r t i t i o n e d  s i m -  
u l a t i o n  i s  executed on the  Cray X-MP i n  t h e  f o l l o w i n g  manner. Task 1 i s  c a l l e d  
th ree  success ive times w i t h o u t  c a l l i n g  Task 2.  I h i s  updates t h e  f i r s t  t h r e e  
columns o f  nodes a t  t i m e  i n t e r v a l  1, p r o v i d i n g  s u f f i c i e n t  i n f o r m a t i o n  t o  beg in  
upda t ing  t h e  g r i d  a t  t i m e  i n t e r v a l  2 .  Hence, on t h e  f o u r t h  c a l l  t o  l a s k  1,  and 
on every c a l l  t h e r e a f t e r ,  a c a l l  i s  a l s o  made t o  Task 2.  Thus, Processor s e t  1 
i s  u p d a t i n g  t h e  g r i d  a t  odd m u l t i p l e s  of  t ime, w h i l e  Processor s e t  2 1s s imu l -  
t aneous ly  updat ing t h e  g r i d  a t  even m u l t i p l e s  of  t ime .  l h e  reason l a r k  2 must 
l a g  Task 1 by three columns o f  nodes i s  t h a t  t h e  s o l u t i o n  f i n i t e - d i f f e r e n c e  
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scheme uses second-order c e n t r a l  d i f f e r e n c e s  f o r  t h e  f l u x e s  and a f o u r t h  
d i f f e r e n c e  ( 5  p o i n t )  a r t i f i c i a l  v i s c o s i t y  ope ra to r  f o r  damping. 
S ince each of t h e  tasks  i s  updat ing a column o f  nodes w i t h  each t a s k  c a l l ,  
t hey  should a l s o  complete t h e i r  r e s p e c t i v e  column c a l c u l a t i o n s  a t  about  t h e  
same t ime .  To ma;ntain c o n t r o l  o f  t h e  s i m u l a t i o n ,  however, t ask  w a i t  mecha- 
nisms a r e  i n c o r p o r a t e d  i n t o  t h e  code. T h i s  ensures t h a t ,  as new c a l l s  t o  t h e  
two tasks  a r e  made, they beg in  execut ing s imu l taneous ly .  Hence, Task 2 i s  
guaranteed t o  be l a g g i n g  Task 1 by p r e c i s e l y  t h r e e  columns o f  nodes. 
By n o t  u s i n g  a task  w a i t  mechanism, t h e  programmer would r e l i n q u i s h  con- 
t r o l  o f  t h e  s i rnu la t i on .  I f  b o t h  processor se ts  were f reewhee l i ng -  t h a t  i s ,  
e x e c u t i n g  t h e i r  t asks  i ndependen t l y  and as q u i c k l y  as p o s s i b l e ,  ]ask 2 c o u l d  
a c t u a l l y  end up l e a d i n g  Task 1 by the end o f  t h e  s i m u l a t i o n  run.  For example, 
a system i n t e r r u p t  t o  Processor s e t  1 cou ld  momentar i ly  de lay  i t s  c a l c u l a t i o n s .  
Task 2 would then be u s i n g  da ta  i n  i t s  c a l c u l a t i o n s  which had n o t  been updated 
by Task 1.  
COMPUTATIONAL RESULTS 
F o r  t h i s  i n i t i a l  s tudy o f  t i m e - p a r t i t i o n i n g ,  o n l y  E u l e r  equat ions govern- 
i n g  i n v i s c i d  f l o w  have been considered. However, t i m e - p a r t i t i o n i n g  techniques 
a r e  a l s o  a p p l i c a b l e  t o  Navier-Stokes equat ions gove rn ing  v iscous f l o w .  T y p i c a l  
r e s u l t s  ob ta ined  f r o m  t h e  s i m u l a t i o n  a r e  t h e  isomachs shown i n  f i g u r e  4 .  These 
r e s u l t s  were ob ta ined  f o r  Mach 0.5 f l o w  c o n d i t i o n s .  The l i n e s  o f  cons tan t  Mach 
number fo rm a p r o f i l e  o f  s t e a d y - s t a t e  Mach number w i t h i n  t h e  computat ional  
element ( f i g u r e  2 )  f o r  these f l o w  c o n d i t i o n s .  The elapsed execu t ion  t i m e  o f  
t h e  s i rnu la t i on ,  however, i s  what i s  impor tan t  f o r  t h i s  r e p o r t .  
A s  shown i n  t a b l e  11, t h e  two processor t i m e - p a r t i t i o n e d  s i m u l a t i o n  
achieved s t e a d y - s t a t e  c o n d i t i o n s  i n  3.09 sec. A t o t a l  o f  1870 c a l c u l a t i o n  
c y c l e s  were performed, and r e s i d u a l s  were l e s s  than  4x10- l l .  Using t h e  t ime-  
p a r t i t i o n i n g  techniques,  an e f f e c t i v e  speedup f a c t o r  o f  (5.47/3.09=) 1 . 7 7  was 
r e a l i z e d .  Th is  rep resen ts  an e f f i c i e n c y  o f  89 pe rcen t  w i t h  respec t  t o  t h e  
t h e o r e t i c a l  speedup f a c t o r  o f  a lmost two ( 2  minus t ime  t o  s t a r t  t h e  p rocess ) .  
l h i s  i s  c o n s i s t e n t  w i t h  t h e  Cray X-MP m u l t i t a s k i n g  overhead r e p o r t e d  by Chen 
( r e f .  20) .  The speedup f a c t o r  I s  s i g n i f i c a n t  i n s o f a r  as i f  more processors 
were a v a i l a b l e ,  a t h i r d  t a s k  c o u l d  have been s e t  up t o  b e g i n  e x e c u t i n g  t h e  
t h i r d  t i m e  i n t e r v a l  on t h e  f o u r t h  c a l l  t o  Task 2, e t c .  S ince a new t a s k  (and 
t i m e  i n t e r v a l  c a l c u l a t i o n )  c o u l d  begin every t ime  t h r e e  columns o f  nodes were 
c a l c u l a t e d ,  a t o t a l  of eleven ( t h a t  i s ,  33 + 3)  processors c o u l d  have been 
used i n  t h e  s o l u t i o n  on t h i s  example problem, w i t h  a t h e o r e t i c a l  speedup i n  
s o l u t i o n  t ime  p r o p o r t i o n a l  t o  t h e  number o f  processors used! ( N o t i c e  t h a t  i f  
c a l c u l a t i o n s  were made row-wise i ns tead  o f  column-wise, o n l y  t h r e e  processors 
c o u l d  have been used.) 
More i n v e s t i g a t i o n s  o f  t i m e - p a r t i t i o n i n g  w i l l  be r e q u i r e d  i n  o r d e r  t o  
answer q u e r i e s  r a i s e d  by t h i s  i n i t i a l  s tudy .  Foremost, i s  d e t e r m i n i n g  how 
u s i n g  a d d i t i o n a l  processors a f f e c t s  the e x e c u t i o n  speedup f a c t o r  ob ta ined .  
L i v i n g  i n  t h e  r e a l  w o r l d  t h a t  we do, a t t a i n i n g  t h e  p r e d i c t e d  t h e o r e c t i c a l  
l i n e a r  r e l a t i o n s h i p  h a r d l y  seems r e a l i s t i c .  Using two processors,  t h e  speedup 
f e l l  about 11 pe rcen t  s h o r t .  I t  i s  reasonable t o  assume t h a t  t h e  task  w a i t  
mechanism i n c o r p o r a t e d  i n t o  t h e  code t o  m a i n t a i n  c o n t r o l  o f  t h e  s l m u l a t l o n  
accounts f o r  a t  l e a s t  a p a r t  o f  t h a t  d i f f e r e n c e .  How t h e  task w a i t  w i l l  
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a f f e c t  t h e  execut ion t i m e  when th ree ,  f o u r ,  e i g h t ,  o r  more processors a r e  used 
i s  something t h a t  w i l l  have t o  be i n v e s t i g a t e d .  Moreover, t h e  speedup f a c t o r  
ob ta ined  u s i n g  t l m e - p a r t i t i o n i n g  techniques t h e o r e t i c a l l y  should n o t  depend 
h e a v i l y  on t h e  code o r  t h e  s i z e  o f  t h e  tasks t o  be executed. Whether t i m e  
savings d u p l i c a t e  those ob ta ined  i n  t h i s  s tudy when t i m e - p a r t i t i o n i n g  tech -  
n iques a r e  app l i ed  t o  o t h e r  codes and o t h e r  a p p l i c a t i o n s  I s  a q u e s t i o n  t h a t  
must be i n v e s t i g a t e d .  This  l n i t l a l  s tudy has g i v e n  some encouraglng r e s u l t s .  
l i m e - p a r t i t i o n i n g  shows p o t e n t i a l  f o r  be ing  a power fu l  p a r a l l e l  p rocess ing  
t o o l .  Only through f u r t h e r  i n v e s t i g a t i o n  w l l l  i t s  e f f e c t i v e n e s s  be determined.  
CONCLUDING REMARKS 
P a r a l l e l  process ing promises t o  be a very e f f e c t i v e  t o o l  f o r  reduc ing  
w a l l c l o c k  execut ion t i m e  f o r  many complex s i m u l a t i o n s .  
T i m e - p a r t i t i o n i n g  techniques d iscussed i n  t h i s  r e p o r t  p r o v i d e  a means f o r  
s o l v i n g  systems o f  E u l e r  and Navier -Stokes equa t ions  a t  seve ra l  d i f f e r e n t  
t ime-steps s imul taneously .  The c a l c u l a t i o n s  t a k e  p l a c e  i n  a t ime-s taggered  
f a s h i o n  across the s o l u t i o n  g r i d .  
T i m e - p a r t i t i o n i n g  techniques w e r e  used t o  determine t h e  s t e a d y - s t a t e  f l o w  
p a t t e r n  th rough  a cascade o f  a i r f o i l s .  Th i s  i m p o r t a n t  compu ta t i ona l  f l u i d  
mechanics problem i s  c h a r a c t e r i z e d  by a s e t  o f  Nav ie r -S tokes  p a r t i a l  d i f f e r e n -  
t i a l  equa t ions .  S o l u t i o n  was over a two-d iment ional  g r i d  u s i n g  a second-order 
Runge-Kutta i n t e g r a t i o n .  An execu t ion  speedup f a c t o r  o f  1.77 was achieved, 
u s i n g  t h e  two processors o f  t h e  Lewis Research Center Cray X-MP computer. 
Resul ts  f rom t h i s  i n i t i a l  s tudy a r e  encouraglng. T l m e - p a r t l t i o n i n g  has t h e  
p o t e n t i a l  f o r  p r o v i d i n g  an easy means o f  p a r a l l e l l z l n g  e x p l i c i t  codes and 
o b t a i n i n g  execut ion speedup f a c t o r s  p r o p o r t i o n a l  t o  t h e  number o f  processors 
used. 
The a p p l i c a t i o n  o f  t i m e - p a r t i t i o n i n g  techniques i s  n o t  l i m i t e d  t o  a p a r -  
t i c u l a r  number o f  processors.  A l l  p rocessors a v a l l a b l e  can be used. 
F u r t h e r  s tud ies  a r e  r e q u i r e d  t o  i n v e s t i g a t e  t h e  r e l a t i o n s h i p '  between t h e  
execu t ion  speedup f a c t o r  achieved and t h e  number o f  processors used. T i m e -  
p a r t i t i o n i n g  should be a p p l i e d  t o  a v a r i e t y  o f  codes f r o m  d i f f e r e n t  a p p l i c a -  
t i o n s .  A lso,  a computer system hav ing  a t  l e a s t  f o u r  processors ( p r e f e r a b l y  
more) should be used f o r  t h a t  i n v e s t i g a t i o n .  
The authors welcome d i s c u s s i o n s  o f  t h e  techniques presented i n  t h e  paper,  
r e l a t e d  techniques, and developments i n  t h e  many o t h e r  aspects  o f  m u l t l p r o c e s -  
sor s i m u l a t i o n .  
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TABLE I .  - CHARACTERISTICS OF SOLUTION METHODS 
Work l o a d  b a l a n c e  
N a t u r a l  b a l a n c e  
D i f f i i c u l t ;  r e q u i r e s  
p a c k i n g  
E a s i l y  b a l a n c e d  
d r i v e n  
E q u a t i o n  
u r i v i n  
T ime 
p a r t  i t i n n  
P r o c e s s o r  P r o c e s s o r s  
i d l e  t i m e  r e q u i r e d  
None Many 
Depends on  FEW 
p a c k i n q  
V i r t u a l l y  FEW 
none 
P r o c e s s o r  ass ignment  
D i f f i c u l t ,  a s s i g n e d  
d u r i n g  e x e c u t i o n  
P re -ass igned  
Pre -ass igned  
S i  mu1 a t  i on 
t y p e  
S e r i a l  
T i me- 
p a r t i t i o n e  
B a s i c  u n i t  
o f  work 
S i n g l e  
o p e r a t i o n  
S i n g l e  
e q u a t i o n  
Y e t  o f  
e y u a t  i o ti s 
TABLE 11. - COMPARISON OF SIMULATION EXECUTION 
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FIGURE 1. - TINE-PARTITIONING EXECUTION PROCESS. 









FIGURE 2. - CASCADE OF BICIRCULAR ARC A IRFOILS.  
FLOW 
FIGURE 3. - CASCADE OF A I R F O I L S  SOLUTION GRID. 
FIGURE 4.  - ISOMACHS FOR INVISCID BICIRCULAR ARC CASCADE. MACH 0.5. 
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