The acquisition of spectral reflectance factor image data in an outdoor environment is a challenging task, mostly due to nonstatic scene content and illumination. In this work, we propose a work-flow for this task using a commercial Bragg-grating-based hyperspectral imager that can capture the visible and near-infrared part of the light spectrum. To our knowledge, we are the first who use this technology for outdoor spectral reflectance factor imaging. The work-flow involves focus position and exposure time estimation, illumination scaling, and image registration, among other procedures. Most of them generally apply to hyperspectral imaging, while some are specific to a Bragg-grating-based hyperspectral imaging device when dealing with specific challenges in outdoor environments. We have conducted some experiments to evaluate the quality of the acquired image data and discussed some limitations of the technology for spectral imaging of outdoor scenes. Fourteen urban scene spectral images acquired using the proposed approach are already publicly available to the scientific community under a Creative Commons license.
INTRODUCTION
In recent years, hyperspectral imaging has drawn increasing attention in a wide range of fields such as astronomy, agriculture, and medicine [1] [2] [3] . A hyperspectral image of n bands with spatial resolution of r × c can be represented as a threedimensional (3D) data cube C Cx; y; λ r×c×n , where x and y represent the spatial dimensions of the image, and λ represents the spectral dimension (usually comprising a range of consecutive wavelengths). In most cases, the image intensity corresponds to either the spectral radiance or spectral reflectance factor [4] . Generally, hyperspectral cameras sense scene radiance, and the reflectance factor data is computed by accounting for the spectral power distribution of the scene illumination.
Most hyperspectral imaging devices use one of the following techniques: spatial scanning (e.g., a line-scan hyperspectral imager), spectral scanning (eg. a liquid-crystal tunable filter hyperspectral imager), one-shot (e.g., a computed tomography imaging spectrometer), or spatio-spectral scanning (e.g., an imaging system using slit spectroscope or a Bragg-grating-based hyperspectral imager) [5] [6] [7] . Figure 1 illustrates the four techniques schematically by showing in color the data that is acquired in one shot. Using any of these approaches, hyperspectral images can be acquired either in an indoor environment with controlled illumination [8] or an outdoor environment under daylight [4] . In the case of outdoor hyperspectral imaging, varying daylight illumination has to be taken care of [9] .
In this paper we introduce the acquisition of hyperspectral reflectance factor images of outdoor scenes using a volumetric Bragg-grating-based spatio-spectral scanning device: hyperspectral camera V-EOS by Photon Etc. (later on denoted as HI) [10] , covering the visible and near-infrared spectrum. With accurate device characterization and sophisticated data processing, it is possible to acquire hyperspectral images of a wide spectral range with high spatial and spectral resolution.
The HI has been used in applications related to mining, oil and gas operations, dermatology, and agriculture, with controlled illumination and static scene content [10] . As an addition to these applications, we used it for acquiring outdoor hyperspectral image data which is extra challenging because the radiometric conditions of the image scene are generally not static and the illumination does not have a smooth spectrum. Therefore, additional measures for dealing with these issues are required. By providing a detailed work-flow of the image cube acquisition and post-processing for reflectance factor imaging of outdoor scenes, this paper targets readers from the scientific community as well as engineers using similar technologies for hyperspectral imaging. To our knowledge, we are the first who use this technology for outdoor spectral reflectance factor imaging. Some solutions for dealing with the challenges in outdoor hyperspectral imaging as well as the whole work-flow are therefore novel or have not been thoroughly explained in the literature.
We continue the paper with an introduction of the Bragggrating-based hyperspectral imaging technique in Section 2. Afterward follows the acquisition work-flow and corresponding discussion on specific procedures to account for nonstatic radiometric scene conditions in Section 3. We further illustrate the data post-processing in Section 4. The evaluation and limitations of the images acquired are presented in Section 5. In Section 6, we introduce our publicly available image database of the hyperspectral image cubes acquired in accordance with the procedures introduced in this paper. Finally, we summarize the most relevant conclusions of this work in Section 7.
BRAGG-GRATING-BASED HYPERSPECTRAL IMAGER
A. V-EOS Hyperspectral Camera: HI The HI used in this work is a volumetric Bragg-grating-based hyperspectral imager. It is able to acquire hyperspectral image data from 400 to 1000 nm with spectral resolution of 2 nm. It achieves this wide spectral range by using two volumetric gratings with different modulation periods: one for the visible and the other for the near-infrared spectral range (Grating 1 covers 400-640 nm and Grating 2 covers 650-1000 nm). The spatial resolution of this device is 1392 pixels × 1040 pixels.
A schematic illustration which depicts the most important optical components inside the device is shown in Fig. 2 . We discuss in the following subsections relevant information about the general function principle, the sampling, and resampling scheme of the HI. For a more detailed description of Bragg-grating-based spectral filtering, the reader may refer to [7, 11, 12] .
B. Volumetric Bragg Grating
A volumetric Bragg grating consists of a volume in which the refraction index varies periodically. Depending on the orientation of the modulation structure with respect to the incident light angle, the grating acts as a tunable spectral filter which transmits only a narrow band of the electromagnetic spectrum, centered on wavelength λ λ 2Λ sinθ;
where Λ is the refraction index modulation period, and θ is the incident light angle in the modulating medium [7] . Due to the volumetric nature of the grating, spectral filtering of scene radiance occurs in one spatial dimension of the image. In our acquisition, for example, different columns in the acquired radiance intensity image correspond to different wavelengths and the wavelength λ x for column x is Fig. 1 . Illustration of the acquisition process in one shot in the four hyperspectral imaging techniques. where θ is the central wavelength incident angle and α x is the angle offset for column x [ Fig. 3(a) ].
Rotating the grating results in a modulation of the filter function at each pixel location in the image. Correspondingly, it is possible to acquire a set of images that sample the scene radiance with high spectral resolution.
C. Sampled Spatio-Spectral Image Data and Image Resampling
A raw image cube captured by a volumetric Bragg-gratingbased hyperspectral imager contains images of spatially varying spectral content. We refer to the spatio-spectral image that contains varying spectral information as raw image, and the wavelength corresponding to the central column in the image as central wavelength. As introduced in the previous subsection, the functional relation of image band, spatial location, and corresponding filter wavelength are known. By image cube resampling, it is possible to obtain a spectral image cube in which each image band corresponds to a particular wavelength. The manufacturer denotes this process as image rectification. We refer to the resampled image as rectified image.
An important consideration in the resampling process is the spectral sampling rate. Our most common configuration for outdoor scene acquisition is spatio-spectral scanning with 10 nm step spectral sampling, which means that the central wavelength of successive images in a cube varies by 10 nm. As the spectral information measured varies with pixel location (in column), we do not have information for all the wavelengths that we aim to acquire, but some intermediate values [ Fig. 3(b) ]. Data resampling accounts for this by interpolating the missing values [ Fig. 3(c) ]. However, there are limitations of this signal reconstruction scheme which can be explained by the Nyquist-Shannon sampling theorem [13] , stating that signals with higher frequency than half the sampling rate cannot be fully recovered.
The consideration of the sampling rate is important in outdoor imaging because the spectral power distribution (SPD) curve of the daylight that illuminates the scene is not smooth. It is caused by chemical elements' absorption behavior in the Earth's atmosphere [14] . Figure 4 (a) shows the daylight SPD measured by a PR-745 SpectraScan spectroradiometer by Photo Research Inc. on a clear day in Granada, Spain. We can see that there is strong absorption at 760 nm which is due to the gaseous absorber O 2 . In our case, the corresponding rapid signal change results in an under-sampling artifact in the rectified image which is visible as columnwise stripes. This effect cannot be fully compensated by flat-field correction (FFC; Section 4, Subsection B). Therefore, the sampling rate for outdoor acquisition has to be adjusted for the strong absorption band image (specially for the O 2 absorption band at 760 nm) to avoid this artifact. We illustrate in Figs. 4(b) and 4(c) the rectified and flat-fielded image of 760 nm captured by sampling rate of 10 and 1 nm. We can see that in the first image the artifact of columnwise stripes is clearly visible, while in the second one this artifact is not present anymore. A more detailed description of the solution for this under-sampling problem can be found in Section 3, Subsection B.
HYPERSPECTRAL IMAGE ACQUISITION
For each acquisition, a scene cube (with a scene of interest as image content), a white cube (with a spatially uniform target as scene content, used for FFC), and two dark cubes (void of scene radiance reaching the camera sensor, used for dark current correction for the scene cube and the white cube) have to be acquired. Successful spectral image acquisition in outdoor environment further requires specific procedures to account for the typically dynamic scene illumination conditions. We discuss these procedures and introduce our proposed acquisition work-flow in the following subsections.
A. Acquisition Setup and Required Tools
For an ideal capture, scene content and scene illumination should remain static throughout the entire acquisition time (which in our case could be up to 0.5 h). It shall be noted that not only scene objects, but also shadow casts should remain static. For the illumination, both the radiometric properties and spatial distribution over the scene should not change. This ideal condition is generally not available when daylight is considered as scene illumination because of the change in the apparent position of the Sun due to the Earth's rotation. However, depending on geographic location and local weather conditions, the most static environmental conditions can be selected. We consider the midday time (when the sun is at its zenith) in a clear day as such.
Figures 5(a) and 5(b) show the setup for acquiring the white cube and scene cube. 2°Standard Observer) of a hyperspectral image cube of a scene using this setup (after post-processing). Dark cubes are acquired by simply putting on the lens cap. The required tools are one focusing target plate and two white reference plates with Lambertian surface.
The focusing target plate is approximately 40 cm × 40 cm in size and is used for focusing the imaging system. After focusing, we remove it from the scene before starting capturing the scene cube and white cube. The pattern on the target plate can be any shape which has good contrast against a homogeneous background (in our case a black cross on a white background). We focus on this square region instead of an arbitrary scene region, because images captured at different focusing positions are slightly displaced, which can cause miscalculation of the optimal focus position. For the same reason, the focusing pattern does not fill up the background so that it does not move out of the focusing region due to image displacement.
The White Plate 1 we used is a Zenith Lite diffuse reflectance target (95% Reflectance) by SphereOptics. It is of size 20 cm × 20 cm and is used for calculating exposure times (Section 3, Subsection D), FFC (Section 4, Subsection B), and illumination scaling (Section 4, Subsection C). We put White Plate 1 close to the camera system and cover the entire field of view when acquiring the white cube. The white plate is much closer to the camera than the scene and therefore is out of focus. For FFC this can be an advantage because the image blur reduces visibility of imperfections on the plate. When acquiring the scene cube, we move down White Plate 1 and cover the bottom part of the field of view so that only a white stripe appears in the captured scene. The image region corresponding to this stripe is later on used for illumination scaling, explained in Section 4, Subsection C. After these post-processing steps, we crop the image to remove this part from the scene.
The White Plate 2 we used is a SRT-99-050 reflectance target by Labsphere. It is of size 10 cm × 10 cm with known spectral reflectance information specified by the manufacturer [ Fig. 5(d) ]. It is used for reflectance normalization (Section 4, Subsection D). It is important to use White Plate 2 (placed in the scene) for reflectance normalization instead of White Plate 1 (placed close to the camera), because the illumination condition of White Plate 1 and the scene might not be the same.
B. Optical Setup: Camera and Filter Parameters
In general, the most important parameters related to the optical system are aperture size, exposure time, and focus position. Exposure time and focus position estimation are discussed in detail in the following subsections. The aperture size influences the exposure time, depth of field, and the optimal focus position; in composite, the sharpness of the image. We heuristically selected a minimal aperture size so that the required exposure time is reasonably short and the depth of field is large enough to allow a relaxed focus setting (for different wavelengths and scene distances).
As the volumetric Bragg grating is essentially an optical spatio-spectral image filter, the corresponding filter parameters that have to be adjusted are the spectral range and sampling interval for which image data is to be acquired. We consider the range of 400-1000 nm (which is the maximum spectral range for the device) with 10 nm sampling, and it results in a total of 61 images per cube.
The spectral range within a raw image captured by Grating 1 is λ − 50; λ 50 nm, and by Grating 2 is λ − 70; λ 70 nm, where λ is the central wavelength. Accordingly, the actual number of raw images that needs to be acquired to obtain a spectral cube in the desired range is 85 (raw images corresponding to 350-690 nm central wavelength from Grating 1 and 580-1070 nm central wavelength from Grating 2).
In order to avoid the "stripe artifact" in the 760 nm image caused by under-sampling (Section 2, Subsection C), we acquire raw images from 690 to 830 nm in steps of 1 nm. To reduce the acquisition time, we acquire these images with only 10% of the exposure time initially assigned for the 760 nm image. The sum of the resulting 10 rectified images from 756 to 765 nm corresponds to the finer-sampled 760 nm image.
C. Focus Position Estimation
The optimal focus position for acquiring a scene changes with the distance between the scene and the camera, the aperture size, and the wavelength. For a fixed aperture size, theoretically we would need to use a different focus position for each wavelength and scene distance. However, it is not very practical to find the optimal focus position for each of the 85 central wavelength bands, as the focusing routine requires acquisition of several images at different focus positions of the motorized lens (11 images in our case). Further, image registration also depends on the focus position, as we will discuss later on. As we set the aperture size to a small value to have a large depth of field, we can use the same focus position setting for acquiring images of different central wavelengths from the same grating. Consequently we only need to find two optimal focus positions for the two gratings when we acquire scenes at different distances. In our acquisition procedure, we use images of central wavelength 540 and 740 nm as representatives for finding optimal focus positions for Grating 1 and Grating 2, respectively.
To find the optimal focus, we place the focusing target plate temporarily in the scene and acquire a set of images using a sequence of focus positions. Then we calculate the sharpness of the same square area that bounds the focus target in each image, plot sharpness against focus position and fit with a polynomial function. At last, we select the optimal focus position that corresponds to the maximum sharpness value (Fig. 6 ).
There are many focus measures available from the literature, and the performance often depends on their particular application. In our work, we have tested all the focus measures mentioned in the study by S. Pertuz et al. [15] , and selected one based on the magnitude of image gradient defined as [16] f I 1 rc
where r × c is the spatial resolution of the image I (in our case it is the image region which contains the focusing target), G x and G y are the X and Y image gradients computed by convolving the image with Sobel operators, and Ω I is the image coordinate domain. Rapid illumination change or movement of the system during the process of finding the optimal focus positions influence the focus measure and therefore have to be avoided.
D. Exposure Time Estimation
Too long exposure time leads to difficulties in maintaining the acquisition conditions stable (illumination, scene content, and so on), high noise level, and overexposure. Too short exposure time results in low utilization of the camera's dynamic range and also high noise level. We need to find a compromise between having a short exposure time and making good use of the dynamic range. As a trade-off, we use only 40% of the dynamic range of the camera. This means that the exposure time is selected such that the camera response for a diffuse white surface included in the scene does not exceed the threshold intensity i th 2 14 − 1 × 0.4 6553.2 counts for the 14 bit sensor of the HI.
In this camera system, the imaging efficiency varies with central wavelength, thus we estimate the exposure time for each raw image. The estimation is based on the following linear relation of exposure time t and maximum intensity i in the acquired image 
where scalar k is the slope parameter and i 0 is the image intensity offset at zero exposure. The pseudocode for estimating exposure time is illustrated in Algorithm 1. The basic idea is to capture two test images using short exposure times, fit Eq. (4), and obtain k and i 0 . Then the exposure time for any desired image intensity level (eg. the threshold intensity i th ) can be estimated using Eq. (4). / / half exposure time end
In the algorithm, the initial exposure time t init for all the wavelengths is set to 0.1 s, which is a value heuristically found to be proper in our case. The maximum image intensity i is found from the image region corresponding to White Plate 1 [the white stripe in Fig. 5(c) ] instead of the whole image, which might contain specular reflections. Further, to make the approach more robust against noise, we apply a 3 × 3 median filter to the image before finding the maximum intensity.
Following this approach, the total capture time for acquiring 85 raw images for one cube in our case is about 30 min (including the procedure of estimating exposure times). Figure 7 shows the exposure times estimated for a typical outdoor scene acquisition and the maximum intensities of the corresponding acquired raw images. The maximum exposure time is limited to 40 s even though i th is not reached for the first and last several bands. The sensitivity for these bands is so low that very long exposure times are needed to reach i th . But then the images will be degraded heavily by noise and the quality will be below a useful level. In the end, the low signal level in these image bands results in higher noise level than other bands.
E. Summary of the Acquisition Work-Flow
The following list of consecutive steps summarizes the spectral image cube acquisition work-flow.
• Find the focus positions for Grating 1 and Grating 2.
• Acquire the scene cube C s . The set of exposure times t s is estimated before each image capture.
• Acquire the white cube C w with another set of exposure times t w estimated during acquisition. We use different exposure times for acquiring the scene cube and white cube to avoid underexposure or saturation that might occur due to illumination change.
• Acquire the two dark cubes C sd and C wd using exposure times t s and t w , respectively. As the dark current changes with temperature [17] , it is favorable to acquire the dark cubes right after the acquisition of scene cube and white cube rather than at a later moment with different ambient temperature.
IMAGE DATA POST-PROCESSING A. Dark Current Correction
Dark current is a source of noise intrinsic to the CCD [17] . It is not uniform for all pixels, and it depends on sensor temperature and exposure time. In our study, we correct dark current for the scene cube and white cube by subtracting the corresponding dark cubes. Figure 8 shows the intensities of the rectified image of 600 nm acquired by pointing the camera into an integrating sphere illuminated by a Philips PF308 E27/240V/500W incandescent lamp, before and after FFC. For a perfectly uniform imaging system, image intensities would be constant at every pixel location. What we can observe in the intensity image without FFC is a strong nonuniformity pattern due to photo response nonuniformity of the sensor and nonuniformities of the optical elements in the device. The nonuniformity pattern is wavelength-dependent, which requires FFC for each image band. A simple yet effective way is to divide the scene cube by the white cube on a pixel-by-pixel basis (after dark current correction) [18] .
B. Flat-Field Correction

C. Illumination Scaling
In outdoor capture, the daylight SPD can change between capturing the scene cube and white cube, leading to erroneous FFC results. Because of the spatio-spectral nature of the imaging process, illumination scaling has to be done by multiplying the (dark current corrected and flat-fielded) image data columnwise by a set of scaling factors. For a raw spectral data cube of size 1392 × 1040 × 61, there are 61 sets of scaling factors (one per image), each containing 1040 values (one per column). The scaling factor for column j (j 1; 2; …; 1040) in image band λ (λ 400; 410; …; 1000 nm) are calculated by
where W s and W w are the rowwise mean intensity of the white stripe region in the scene image and the corresponding area in the white cube image (after dark current correction and FFC).
D. Reflectance Normalization
The illumination of the scene might vary from the illumination on White Plate 1 (used for FFC and illumination scaling). This variation can be corrected by normalizing the image data against the image region corresponding to White Plate 2. We accomplish this by dividing each (dark current corrected, flat-fielded, and illumination-scaled) image band λ by βλ, which is the average intensity of the White Plate 2 region in the same image. Then we multiply each image band pixelwise by r w λ, which is the reflectance of White Plate 2 at wavelength λ [ Fig. 5(d) ]. Note that this approach will not account for local scene illumination variations.
E. Image Registration and Distortion Correction
The unprocessed images acquired by the HI show a barrelshaped distortion pattern at each image channel. It is introduced by the optical components of the camera, consisting of a zoom lens, a collimating and focusing lens, various mirrors, and the volumetric Bragg gratings. The distortion effect is further coupled with a wavelength-dependent image misalignment. Registration and distortion correction is the process of aligning each image in the cube spatially to its reference image, which is free of distortion and misalignment. The problem to be solved is finding out the amount of displacement between the unregistered and registered image for each pixel, and moving the pixels in the unregistered image to the "correct" location corresponding to the registered image.
We recently proposed a solution to this nonrigid registration problem using a free-form deformation model of multilevel refined uniform cubic B-splines. The idea is to track the displacement of some key pixels in the scene and fit a B-splines model to the displacement field. Then the displacement value at each pixel position is interpolated by the fitted model. A registration accuracy of approximately one pixel was achieved for the HI with this method. For more details, the reader can refer to [19] .
F. Summary of the Image Post-Processing
The post-processing steps can be expressed in the following equation [for the pixel with spatial coordinate i; j at image band λ]
where C 0 is the scene cube after dark current correction, FFC and illumination scaling, and is defined by C 0 i; j; λ C s i; j; λ − C sd i; j; λ C w i; j; λ − C wd i; j; λ × αj; λ;
where C s , C w , C sd and C wd are the acquired scene cube, white cube, dark cubes for the scene cube and white cube, and α is the set of illumination scaling factors. β is the set of average intensities for all wavelength bands in the image area corresponding to White Plate 2 in C 0 . r w is the spectral reflectance of White Plate 2. f denotes the function for image registration and distortion correction. R s is the cube of spectral reflectance factor data that we aim to acquire.
MEASUREMENT PERFORMANCE EVALUATION AND LIMITATIONS
In order to evaluate the colorimetric and spectral accuracy of the image data captured by the HI with our proposed workflow, we acquired two image cubes of the ColorChecker 24 Patch Classic target on a sunny day and a partial sunny day with moving clouds. The cloudy condition is far from ideal but good for illustrating the performance of our framework. We also measured the spectral reflectances of the ColorChecker using the PR-745 spectroradiometer (indoor with incandescent light as illumination) for comparison. Accordingly, we have four sets of reflectance measurements of the 24 color patches in the ColorChecker, denoted by:
• R 0 , measured by the PR-745 spectroradiometer.
• R 1 , measured by the HI without illumination scaling on a cloudy day.
• R 2 , measured by the HI with illumination scaling on a cloudy day.
• R 3 , measured by the HI with illumination scaling on a sunny day. Figure 9 shows two color-rendered images (using CIE 1931 2°Standard Observer and CIE Standard Illuminant D65) of the hyperspectral image cube captured by the HI on a cloudy day before and after image registration and illumination scaling. We can see that without these post-processing steps, the rendered image is geometrically distorted and miscolored, and from the zoomed image we can see color fringes caused by channel misalignment in the uncorrected hyperspectral cube. Figure 10 shows the plots of R 0 , R 1 and R 2 . CIEDE2000 color difference (ΔE 00 ) [20] and goodness-of-fit coefficient (GFC) [21] values, which are used for numerical colorimetric and spectral comparison between R 0 and R 2 , are also shown above each plot of Fig. 10 . Table 1 shows the numerical comparison between R 0 and the other three sets of measurements. Note that the number of significant digits does not indicate the precision of the measurements. From the results we can see that with illumination scaling, the measurements of the two devices are more similar, and there is a good agreement in shape between R 0 and R 2 . Without illumination scaling, the spectra look spiky and erroneous. The measurements by the HI on a sunny day coincide better with those by the PR-745 spectroradiometer than on a cloudy day. In general, some differences between measurements by the two devices are expected because of the difference in measurement geometry.
From Fig. 10 we can see a flaw of the measurements by the HI: there is a discontinuity between measurement from Grating 1 (400-640 nm) and Grating 2 (650-1000 nm). This phenomenon is most obvious for the last three patches. We have investigated this problem and identified a spatial crosstalk effect that depends on spatial location and image content. So far, we cannot correct it.
Another limitation of the measured spectral data comes from nonstatic scene content. Shadows, clouds. and tree leaves that are moving during the capture can result in blur or color fringes in corresponding areas in the rendered image. Figure 11 shows the color-rendered image of a hyperspectral image cube with clouds in the scene, and we can see the color fringes in the zoomed image.
DATABASE
We have started the creation of a database of spectral reflectance factor image cubes, acquired in accordance with the work-flow proposed in this work. The cubes are rendered publicly available under a Creative Commons license and are accessible via the webpage of the University of Granada Color Imaging Lab [22] .
At this point, the database contains 14 scenes of urban environments, some of which are illustrated in Fig. 12 . Another rendered scene and corresponding plots of sample spectral data are illustrated in Fig. 13 . The spatial resolution of most of the images is 1000 pixels × 900 pixels, and the spectral range is from 400 to 1000 nm in 10 nm intervals. Due to the long acquisition time required for capturing a hyperspectral image cube and nonstatic scene content, the images show some unavoidable artifacts, for example, high noise level in the first and last several bands and color fringes around moving shadows and clouds.
SUMMARY
We have introduced the acquisition of hyperspectral reflectance factor images in outdoor environment using a volumetric Bragg-grating-based hyperspectral imager: HI. A detailed work-flow of the image cube acquisition and post-processing was proposed to deal with image nonuniformity, distortion, misalignment, and illumination change during the capture. The hyperspectral image data of the ColorChecker Classic target acquired with this work-flow shows a significant improvement in colorimetric and spectral quality compared with the data acquired without the suggested processing procedures. There is a reasonable agreement between spectral measurements of the ColorChecker using the HI and a PR-745 spectroradiometer, considering that the measurements from these two devices correspond to different measurement geometries.
We have started the creation of a publicly available database of hyperspectral images of outdoor scenes. In this process, we concluded that the main advantage of the HI is its capability to yield high spatial and spectral resolution due to its spatiospectral scanning feature. However, apart from the common problems for all the hyperspectral imaging techniques in outdoor environment due to nonstatic scene content and illumination, it brings up extra challenges, such as the undersampling artifact due to absorption bands (Section 2, Subsection C), as well as the illumination scaling problem (Section 4, Subsection C). We proposed solutions to these problems and illustrated that our proposed work-flow makes spectral reflectance factor imaging in outdoor environment feasible with this device technology. Fig. 13 . Two sample spectra from one of the scenes included in our database.
