Invasive cardiac catheterisation is a precursor to ablation therapy for ventricular tachycardia. Invasive cardiac diagnostics are fraught with risks. Decades of research has been conducted on the inverse problem of electrocardiography, which can be used to reconstruct Heart Surface Potentials (HSPs) from Body Surface Potentials (BSPs), for non-invasive cardiac diagnostics. State of the art solutions to the inverse problem are unsatisfactory, since the inverse problem is known to be ill-posed. In this paper we propose a novel approach to reconstructing HSPs from BSPs using a Time-Delay Artificial Neural Network (TDANN). We first design the TDANN architecture, and then develop an iterative search space algorithm to find the parameters of the TDANN, which results in the best overall HSP prediction. We use recorded BSPs and HSPs from individuals suffering from serious cardiac conditions to validate our TDANN. The results are encouraging, in that the predicted and recorded HSPs have an average correlation coefficient of 0.7 under diseased conditions.
I. INTRODUCTION
Cardiac catheterisation is carried out to diagnose heart ailments before surgical interventions, such as ablation. Catheterisation is associated with risks such as stroke, heart attacks, and even death [1] , especially among young children [2] . Unlike catheterisation, Body Surface Potentials (BSP), captured non-invasively, can potentially be used to identify malfunctioning heart tissue for ablation. The primary idea is to bypass the risks of catheterisation by reconstructing the Heart Surface Potentials (HSP) from the BSPs.
The traditional approach to solving this reconstruction problem is to first model the human torso as discretised Partial Differential Equations (PDE) of a volume conductor, which relates the BSPs and HSPs and then inverting this torso model to produce the HSPs from BSPs. Finding a solution to the inverted torso model is termed the inverse problem of electrocardiography [3] . The inverse problem of electrocardiography is mathematically proven [3] , [4] to be ill-posed. Thus, small changes in the BSP inputs can lead to distortions and unbounded errors in the HSP outputs [4] .
Given B BSPs, represented by the vector Φ B and M HSPs, represented by vector Φ H . The inverse problem is given by the linear matrix equation Φ B = T BH × Φ H . A number of techniques from standard numerical analysis have been proposed to approximate solutions to the transfer matrix T BH . A good overview is provided in [5] . The primary idea in all proposed techniques and their variants is to select elements 1 
The very large search space of this minimization problem is reduced by the technique called Tikhonov regularization [6] , where the minimization objective is transformed to:
where M ×M matrix C is the discrete approximation of the surface laplacian, and γ is the regularization parameter, which controls the weight of the constraint condition. As γ approaches zero, the solution oscillates, due to the ill-posed nature of the problem. On the other hand, a large value of γ leads to overly smooth solution, unrepresentative of the real HSPs. Hence, the numerical solutions to the regularization problem give unsatisfactory results [7] .
Recently, machine learning solutions have been proposed to reconstruct HSPs from BSPs. In [8] , [9] , kernel ridge regression, with a Gaussian kernel, and is used to reconstruct HSPs from BSPs. Although performing better than the numerical solutions, the machine learning solution has low correlation with the exact solution. Hence, the activation map of the heart surface potentials is unsatisfactory. Furthermore, none of the techniques consider reconstruction of HSPs for cardiac disease states, therefore, the fidelity of reconstructed activation map, for diseased states is suspect.
This leads to our three major contributions: 1 we propose a neural network model that can predict HSPs from BSPs. 2 We show the efficacy of the proposed neural network model under normal and diseased heart conditions, in particular, for patients suffering from ventricular flutter. 3 We quantify the validity of the HSP activation maps, by correlating them to recorded patient data.
II. METHODS
Our objective is to develop an Artificial Neural Network (ANN) that predicts a single HSP from a single BSP. In this section, we first describe our ANN architecture and then propose search space technique to predict parameters of the proposed ANN.
A. The basic artificial neural network architecture
The ANN architecture that forms the basis for predicting the HSP from the BSP is shown in Figure 1a . The ANN consists of three major components: 1 an input layer that reads the input signal(s). In our case the input layer consists of a single neuron (shown as a circle), which reads the BSP time series. 2 A hidden layer, which consists of N neurons, which learn the relationship between the BSP and the HSP.
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Output layer Hidden layer 3 An output layer, which produces the HSP. In our case the output layer consists of a single neuron, because we produce a single HSP time series. A so called weight (vector), e.g., w N in Figure 1a , and an activation function Ψ are associated with each neuron in the network. The output of a neuron is the inner product of the input vector and the weight vector applied to the activation function.
The number of neurons in the hidden layer, the weight vector associated with each neuron, and the activation function together decide the efficacy of the ANN. Neural network weights are chosen to minimize the mean square error using Levenberg [10] algorithm. Furthermore, the activation function is the sigmoid function. A sigmoid function being infinitely differentiable guarantees activation of the neuron at the correct point in time. The number of neurons in the hidden layer are chosen using cross-validation techniques described later in Section II-C.
B. Time-delayed artificial neuron
Each neuron uses the current and d previous values of the input BSP to predict the output HSP, at any given point in time, as shown in Figure 1b . Such an ANN architecture is called a Time-Delayed Artificial Neural Network (TDANN) [11] . Hence, for some neuron N, in the hidden layer, the output is given by:
We use a TDANN, because there is a very high correlation between any point in the BSP(t) and its previous values BSP(t-1), BSP(t-2), . . ., BSP(t-d), since the heart beats rhythmically (however erratic) under normal and diseased states.
C. Training the time-delayed artificial neural network
There are three parameters that need to be tuned in our TDANN: 1 the number of neurons N in the hidden layer, 2 the weight vector of each neuron in the network, and Fig. 2 : The algorithm to tune TDANN parameters 3 the time-delay window d for each neuron in the hidden layer. We perform exhaustive search space exploration, using iterative approach to tune the three parameters. The search space exploration algorithm, implemented in Matlab, is given in Figure 2 .
Given set P of patient data, we use P − 1 BSP and HSP time series data sets for training the TDANN and one patient recording footage for testing purposes. In Figure 2 , BSP1, BSP2, HSP1, and HSP2, represent the training input and output datasets, respectively. BSP3 and HSP3 are the test datasets. First the training input and output sets are concatenated together into a single time series vector (lines 2 and 3). Next, the maximum delay window size d = 20 samples is initialized. This value is obtained using autocorrelation of BSP training time series 2 . Next, a vector of neurons in the hidden layer is initialised (line 5). In this case, a row vector of 1-20 neurons and then 40, 80, and 100 neurons will be explored during the execution of the iterative algorithm. Line 6 initializes the variable that will hold the best Pearson correlation coefficient for the test dataset during search space exploration.
The actual iteration, selecting the best number of neurons in the hidden layer and the time delay window happens from lines 7-30. The algorithm iterates through each neuron in the neurons vector, and for each hidden layer size, iterates through each possible delay window size. Line 13 initializes the TDANN. Line 17 trains the network over the training dataset. During training, the weight vector for each neuron is obtained using Levenberg minimization algorithm [10] . Next, the algorithm uses the never seen before test dataset BSP3 to predict the heart surface potential output (PHSP3) and correlates it to the actual HSP3 dataset. The TDANN, along with its configuration, that gives the best correlation coefficient is stored for later use (lines 22-line 27).
III. RESULTS
In this section we describe the efficacy of the proposed TDANN using real-world patient recordings. We use the BSP and HSP data recorded from human subjects, obtained after all ethical approvals, available in [12] . We use the BSP recorded from Lead I of the electrocardiogram as the input and the unipolar HSP recorded, at the same time, from the Right-Ventricular Apex, as the output, for all our experiments. These two recordings were the only ones consistently available for all the patients. The TDANN training and testing algorithm is designed in Matlab version R2016b, running on OSX 10.11.6, Intel Core i5 2.9 GHz laptop with 8 GB of RAM.
The patient data from [12] used in our experiments is tabulated in Table I . All BSP and HSP recordings are sampled at 1KHz. Column-1 lists the specific footage used for experiments from the database. Column-2 lists the heart condition. We trained our TDANN to predict HSP for normal heart rhythm and ventricular flutter. Ventricular flutter is especially important because it is transient, it is a precursor to ventricular tachycardia. Next the table lists the starting and ending seconds of the complete footage that was used for experiments. Finally, the table lists the reason for using each of these footages, some were used for training, while others were used for cross-validation and testing purposes.
B. Validation
We present two sets of results: 1 the pearson correlation coefficients obtained from the best trained neural nets for the validation and testing datasets from Table I . We use the training algorithm described previously in Figure 2. 2 The affect on prediction accuracy with changing delay window (d) and number of neurons (N) in the hidden layer. In all the figures that follow, we plot only a part of the correlated time-series for ease of understanding. Figures 3-5 correlate the predicted HSP with the recorded patient HSP at the right ventricular apex for normal heart rhythm. In all cases the results are quite consistent. Especially note that the timing and amplitude of the peak voltages are consistently met in all cases, a problem that is faced by the current state of the art techniques. Figures 6-8 correlate the predicted output and the patient recorded HSP output, at the right ventricular apex, for ventricular flutter. In this case, the correlation coefficients approach 0.9, with an average for the three patients at 0.7. These values are very close to the ideal value of 1.0. Hence, this shows that our TDANN approach is a good option for predicting HSP from BSP. It is worth noting that, in both cases, very few neurons and a small delay window is needed. In fact, increasing the number of neurons and the delay window (d) leads to overfitting the output to the training dataset. Figure 9 , gives the change in correlation coefficients with increasing number of neurons in the hidden layer and increasing delay window size for ventricular flutter. Darker shade represents worse results.
IV. DISCUSSION
In this paper we describe an artificial neural network approach to predicting heart surface potentials from body surface potentials. Predicting heart surface potentials noninvasively, can potentially be used in the future for noninvasive cardiac diagnostics. Our primary idea is to build time-delay neural networks for predicting single heart surface potential from a single body surface potential. Time-delay neural network allows for using past values of the input body surface potential to predict the heart surface potential. We develop an iterative search space exploration technique to find the number of neurons needed in the hidden layer along with the delay window size. The prediction results are very encouraging, in that the Pearson coefficients correlating predicted and recorded heart surface potentials approach the ideal value under normal and diseased heart states. We have shown the efficacy of our approach using real-world recorded patient data. In the future we plan to enhance the presented approach with multiple body surface potential recordings to predict the heart surface potentials. 
