Abstract-This paper proposes an optimization method, based on information theoretic ideas, to a class of distributed control problems. As a particular test case, the well-known and numerically "over-mined" problem of decentralized control and implicit communication, commonly referred to as Witsenhausen's counterexample, is considered. The key idea is to randomize the zero-delay mappings. which become "soft", probabilistic mappings to be optimized in a deterministic annealing process, by incorporating a Shannon entropy constraint in the problem formulation. The entropy of the mapping is controlled and gradually lowered to zero to obtain deterministic mappings, while avoiding poor local minima. For the particular test case, our approach obtains new mappings that shed light on the structure of the optimal solution, as well as achieving a small improvement in total cost over the state of the art in numerical approaches to this problem. Proposed method is general and applicable to any problem of similar nature.
I. INTRODUCTION
Witsenhausen's counterexample (WCE) [1] to a conjecture in decentralized control theory is a deceptively simple stochastic control problem that has remained unsolved for several decades. The fact that the sum of jointly Gaussian random variables is Gaussian yields a simple solution to the centralized linear quadratic Gaussian (LQG) control problems where optimal control mappings are known to be linear in the observations. This observation led to a natural conjecture that linear control mappings remain optimal even in decentralized settings. However, Witsenhausen provided an example of a decentralized LQG control problem wherein non-linear mappings outperform linear mappings. The problem has been viewed as a benchmark in stochastic networked control, see eg. [2] for a detailed treatment.
Beyond its key strategic importance in decentralized control systems, WCE has implications as an "implicit communication" problem. Connections between information theory and WCE were first studied in [3] , and extensions of the original problem to vector settings were studied from an information theory perspective, see eg. [4] , [5] . The functional properties of the problem have been extensively studied in the literature, see e.g., [1] , [6] - [8] In this paper, we propose an optimization method, derived from information theoretic principles, which can be applied to a class of distributed control problems, and specifically to WCE. There has been a significant amount of prior work on optimization methods (see e.g. [9] - [13] ), which can be clustered into two camps. The first camp is based on optimization of "structured" continuous mappings where a parametric form is assumed and these parameters are optimized. The other camp attacks a related discrete problem with the argument that the discrete problem asymptotically approaches to the original analog problem, at increasingly fine discretization. The approach in this paper belongs to the first camp and employs a powerful nonconvex optimization method, namely deterministic annealing (DA), for optimization process.
DA is based on a statistical physics interpretation of information theory ( [14] , [15] ), see also [16] for an analysis of the relationship between statistical physics and information theory. DA introduces controlled randomization into the optimization process where the expected cost is minimized subject to a constraint on the level of randomness as measured by the Shannon entropy of the system. The resultant Lagrangian functional and parameter are analogous to the "free energy" and the "temperature", respectively, of a corresponding physical system. The optimization is equivalent to an annealing process that starts by minimizing the cost (free energy) at a high temperature. This minimum is then tracked at successively lower temperatures (lower levels of entropy) as the system typically undergoes a sequence of phase transitions through which the complexity of the solution grows. As the temperature approaches zero, the original cost term dominates the free energy and hard (nonrandom) mappings are obtained. This paper is organized as follows. In Section II we give the problem definition of WCE. In Section III, we review some of the prior results in the literature. Proposed method is described in Section IV and the experimental results are given in Section V. Discussion and concluding remarks are in Section VI.
II. PRELIMINARIES AND PROBLEM DEFINITION
Let R, P{·} and E{·} denote the set of real numbers, probability and expectation operations, respectively. E{·|·} is the conditional expectation, H(·) and H(·|·) are the entropy and conditional entropy. ∇ x f denote the partial derivative of f with respect to x. Upper case letters are used to denote random variables and lower case letters for their realizations.
The problem setting is given in Figure 1 . The source X 0 and noise N are independent zero-mean Gaussians with variances σ h : R → R aim to minimize the cost
where
is estimation error and X 1 = X 0 + g(X 0 ). The given constant k 2 is a weight to trade off the control cost E{g 2 (X 0 )} with the estimation cost E{X
Since the output X 2 is the estimation error of X 1 , the second controller that minimizes the mean squared error distortion is given in closed from as
where Y = X 1 + N . We refer to g(·) as the encoder and to h(·) as the decoder for obvious information theoretic reasons.
III. PRIOR RESULTS Since the decoder is in closed form, research on this problem has been focused on finding the optimal encoder g. Witsenhausen has derived some properties of g(·), including the property of symmetry about the origin. For a given set of problem parameters (k = 0.2, σ X = 5) Witsenhausen provided the following solution (that outperforms any affine solution): f (x) = σ X sgn(x) where sgn(·) is the signum function. This type of solution is referred to as a "1-step" solution, since the function consists of a single "step" in the positive half of real line (due to symmetry around the origin, positive half is enough to describe a given solution). Further improvements has been found by various researchers that utilize 2.5, 3, 3.5 and 4-step solutions (an x.5 step solution means there is a step that straddles the origin, thus half of it is on the positive portion of real line). Moreover, the latter solutions made improvements by using slightly sloped steps rather than constant ones. Some of the prior results appeared in the literature are given in Table I , including the best result to date. In this section we describe a method based on the concept of deterministic annealing. The cost is optimized by searching for the encoding function g within a parametric class of functions where each function is specified by (a) a partition of space and (b) a parametric local model for each partition. The crucial idea in DA is to introduce randomness into the optimization process, wherein the deterministic partition of space is replaced by a random partition, i.e. every input point is associated with each one of regions in probability. During the minimization of the cost, the Shannon entropy of the system is controlled, gradually lowered, and a deterministic partition (encoder) is obtained at the limit of zero entropy.
While DA is founded on information theoretic principles, it is motivated by statistical physics and the analogy is emphasized herein to provide further intuition. The entropyconstrained Lagrangian cost is in fact the free energy of a corresponding physical system, with the Lagrange parameter playing the role of "temperature" in the system. At high temperature, where entropy is maximum, the system effectively has a single local model that dominates the entire space. During the "annealing" process, where temperature is gradually lowered, the system goes through "phase transitions" which correspond to increase in the number of local models. At zero temperature, the Lagrangian reduces to the original cost function whose minimum is achieved by a deterministic encoder, thus at this stage the desired solution is obtained. In the rest of this section, we present detailed derivation of the proposed method.
The parametric encoder functions are specified by local models denoted as g m (x 0 ) and the space partitions R m , where m = {1, 2, ..., M max }, such that the encoder can be written as
While noting that local models can be in any parametric form, for the particular case of Witsenhausen counterexample we use affine local models given by
Remark 1: Piecewise affine mapping as we use in this model had been conjectured to be optimal 1 in [10] , [11] based on the numerical results. However, recently it is shown that the optimal f (·) must have an analytic left inverse [7] , disproving the conjecture since the left inverse of a piecewise affine function cannot be analytic. Nevertheless, it is understood that the minimal cost can be approached arbitrarily close by piecewise affine functions [7] . Hence, for numerical purposes, the piecewise assumption in our general model does not introduce any loss.
To derive a DA based approach, we introduce randomness into the optimization process by defining association probabilities 1 The existence of an optimal solution was shown in [1] .
for each x 0 , m. Accordingly, the system has a Shannon entropy H(X 0 , M ) = H(X 0 ) + H(M |X 0 ). Since the first term is a constant determined by source, we remove it for convenience and define
where H measures the average level of uncertainty in the partition of space. Remark 2: By employing the so-called mass constrained DA approach [17] , we could equivalently minimize the mutual information I(M ; X 0 ) instead of maximizing the conditional entropy, obtaining direct relation with rate-distortion theory, see [14] for details.
In order to minimize the cost at a specified level of randomness, we define the Lagrangian
referred to as (Helmholtz) "free energy" and the Lagrange parameter T called "temperature", to emphasize the intuitively compelling analogy to statistical physics. The algorithm starts at high temperature, where minimization of (7) effectively maximizes the entropy. Accordingly, the association probabilities are uniform and all models are identical, or effectively, there is a single distinct local model. As the temperature is decreased, a bifurcation point is reached where the current solution is no longer a minimum, such that there exist a better solution with the local models divided into two or more groups. Intuitively, the current solution becomes a saddle point and a slight perturbation of local models will trigger the discovery of the new solution with increased number of effective local models. Such bifurcations are referred to as "phase transitions" and the corresponding temperatures are called "critical temperatures". See [15] for phase transition analysis in the general DA setting. In order to trigger phase transitions, we always keep a duplicate for each local model and perturb them at each temperature. Until the critical temperature is reached, they will merge back during free energy optimization, but will split at phase transitions. At lower values of T , randomness is traded for reduction in D. In the limit T = 0, minimizing F corresponds to minimizing D directly, which produces a deterministic mapping. Therefore, in the practical algorithm we start at a high value of T and gradually lower it while minimizing F at each step. A brief sketch of the algorithm can be given as follows. The minimization of free energy in step 3 is done by iteratively optimizing the association probabilities, local model parameters and decoder until the decrease in F becomes insignificant.
We now derive the optimal association probabilities. Setting ∇ p(m|x0) F = 0, we have
From (8) we have
Finally we normalize to obtain
The optimal association probabilities take the form of the Gibbs distribution, which emerge at equilibrium in statistical physics. A fundamental principle of statistical physics is that the minimum of the free energy determines the distribution at thermal equilibrium, at which point the system is governed by the Gibbs distribution.
Some intuition to the annealing process can be obtained by observing how (11) evolves as the temperature is decreased. At the limit of high temperature, (11) yields uniform distributions and every input x is equally associated with all g m (·). As T is lowered, the distributions become more discriminating. As T → 0, we obtain hard associations, i.e. every x is fully associated with the local model that contributes least to the distortion (the one with minimum D m (x 0 )).
The local model parameters a m , b m can be optimized by any optimization method such as line search or gradient descent. The optimum decoder is given in (2).
V. EXPERIMENTAL RESULTS
We give the details of the annealing process with its phase transitions in Figure 2 . At high temperature, there is only one local model, which corresponds to a 1-step solution. As the temperature is lowered, the system undergoes phase transitions that increase the number of local models. Each phase transition reveals a new step for the encoder. One can observe that the phase transitions effectively generate the entire class of n-step solutions -an important advantage of the proposed method. In order to generate a solution for a particular n, one needs to run the method until the desired number of steps (i.e. local models) is obtained, and then decrease the temperature without growing the model size.
In this work we calculated the solutions up to n = 5, whereas noting that more steps possibly exist. The cost obtained for 3, 4 and 5-step solutions are given in Table II . In addition to the improvement over the previously reported costs, our algorithm revealed a fifth step in the solution. Although the improvement in the cost is very small with this new step, we note the theoretical importance pertaining to the structure We also compare our results to the best previous result in [13] . The difference between the two encoders is plotted in Figure 5 . There are three main differences: i) Our best solution has 5 steps. ii) Each step is exactly linear as illustrated in Figure 4. iii) The step boundaries differ slightly as illustrated in Figure 5 .
There are several advantages of the method proposed here. i) We perform optimization process in the original, analog domain, without discretization. This approach yields the linearity of the steps as illustrated in Figure 4 . ii) We employ a powerful non-convex optimization tool, DA. [13] uses "noisy channel relaxation" [18] (NCR) originally developed for vector quantizer design purposes. NCR offers improvement over greedy techniques thanks to the ad hoc relaxation it employs to avoid local optima, however, it has been outperformed by DA which is derived from basic principles, in a variety of optimization settings, including most relevantly in the optimization of zerodelay source-channel mappings [19] . Remark 3: The costs here are calculated according to (1) . For integrations, we used the same numerical methods as described in [13] .
Note: Matlab code for our calculations of the total cost, including our decision functions can be found in [20] .
VI. DISCUSSION
In this paper, we proposed an optimization method for distributed control problems, whose solutions are known to be non-linear. As an example we showed the effectiveness of the x) ) and the 4-step solution in [13] (g * (x)).
proposed method on the very well-known benchmark problem known as the Witsenhausen's counter-example. We note again that although our numerical results pertain to a particular problem, our approach is general and applicable to any problem of this nature (see e.g. [21] for some variations of Witsenhausen's counter-example). For example, when controllers have side information correlated with the source -i.e., when the problem setting resembles the classical Wyner-Ziv like problems in information theory-the cost surface becomes riddled with locally optimum points, see e.g. [22] for a control theoretic analysis of such a setting. The greedy competitor approaches get trapped in a local optimum while deterministic annealing mitigates this obstacle in this setting, our preleminiary analysis can be found in [23] .
