Abstract. Image quality assessment (IQA) is a crucial technique in perceptual image/video coding, because it is not only a ruler for performance evaluation of coding algorithms but also a metric for ratio-distortion optimization in coding. In this paper, inspired by the fact that distortions of both global and local information influence the perceptual image quality, we propose a novel IQA method that inspects these information in the spatial frequency components of the image. The distortion of the global information mostly existing in low spatial frequency is measured by a rectified mean absolute difference metric, and the distortion of the local information mostly existing in high spatial frequency is measured by SSIM. These two measurements are combined using a newly proposed abruptness weighting that describes the uniformity of the residual image. Experimental results on LIVE database show that the proposed metric outperforms the SSIM and achieves performance competitive with the state-of-the-art metrics.
Introduction
Compression techniques for visual information have been intensively researched for decades. Despite of the traditional algorithms that squeeze the statistical redundancy among pixels, one promising path to improve the coding efficiency is to incorporate the human visual system (HVS) model in the coding framework to remove the perceptual redundancy, namely perceptual image/video coding. In this field, one of the crucial techniques is the perceptual image quality assessment (IQA), which is not only a ruler to evaluate the performance of the perceptual image coding algorithm, but also a metric in optimizing the image coding algorithms in the loop. Since the objective of IQA is to give a score on image quality that can accord with human observers' judgment, the IQA also inherently relies on the characteristics of HVS. However, HVS is a rather complicated system and the current research on it is still very limited. Therefore, it is very challenging to give an accurate and robust prediction of the quality of an image that is distorted in compression.
The research on IQA has been conducted over 30 years [1] . In the early works, most of the IQA methods focus on the pixel distortion, e.g. the mean-squared-error (MSE), the peak signal to noise ratio (PSNR) and then the visual ability of the image distortions based on root-mean-squared (RMS) are proposed [2] [3] [4] . Among them, the PSNR metric dominates the image/video processing and coding fields. Recently, with the progress of the research on the HVS [5] , IQA methods based on the distortions of local structures rather than pixels attract more and more attentions and a lot of new IQA methods are proposed. In [6] , Structure Similarity (SSIM) is proposed to extract and evaluate the distortion of structure information in accord with the HVS. The SSIM computes the contrast, luminance and structure distortion of image, and then pools them to the final score. In most cases, the SSIM can achieve good correlation with subjective scores such as the Different Mean Opinion Score (DMOS), so SSIM becomes the most popular full-reference IQA metric. Lately, some new metrics based on the SSIM are also proposed, such as the SSIM based on different wavelet bands [7] [8], the SSIM metric with more image information pooled [9] [10], the multiscale modular similarity based method [11] , etc. Following the similar strategy to the SSIM, researchers also develop some structure analysis based metrics [12] [13] [14] . A different strategy in IQA metric design is to focus on the spatial frequency component of the image. For example, in [15] , a wavelet-based visual signal-to-noise ratio (VSNR) is proposed to capture the visual distortion threshold and quantize the distortion in an image in wavelet domain. In [16] , the original and the distortion image are decomposed by Haar wavelet, and then the perceptual distortion at each pixel is measured by the weighted sum of the frequency mismatches in different bands, finally the whole image distortion is the sum of distortions at pixels. Besides the above two strategies, some IQA metric considers the different types of distortions. For example, in [17] , visual information fidelity (VIF) method is proposed, where the signal source, the transmission channel and the HVS are simulated and the most salient distortions, i.e. blur and noise are considered in the transmission channel model. It is shown that VIF metric outperforms VSNR while has lower computational complexity.
As mentioned above, most of these metrics only focus on the local structure information [6] [7] [8] [9] [10] [11] [12] [13] [14] or the global spatial frequency component [15] [16] of the image. However, neither single kind of information can completely reflect the perceptual distortion. Fig.1 (a)~(c) give a failure example of SSIM. It can be seen that both (b) and (c) in Fig.1 archive very high scores (SSIM=0.984), while the subjective quality of Fig.1 (b) is obviously worse than Fig.1(c) due to its over-exposed top left part. The reason is that the distortion caused by the overexposure in Fig.1 (b) mostly exists in low spatial frequency (LSF), however, the SSIM metric excessively focus on the local structure information that mostly exists in the high spatial frequency (HSF). On the other hand, Fig.1 (d)~(f) give a failure example of the VSNR, which focus on the global spatial frequency component. It can be seen that both (e) and (f) in Fig.1 Actually, according to the global-to-local theory (GTL) [18] [19] [20] [21] [22] [23] , both HSF and LSF are very important in IQA, although they influence the visual effect of image in different ways. Inspired by the above fact, we propose a novel image quality metric (namely Spatial Frequency Component with Global and Local information SFCGL) that considers both the global and local distortions existing in different spatial frequency components of the image. The global distortion is measured by the mean absolute difference rectified by a scalar factor and a luminance shifting estimation in the decomposed LSF, and the local distortion is measured by the SSIM metric in the decomposed HSF. Moreover, we define abruptness measurement of the HSF and LSF to evaluate the visual influences of the local and global distortion. Finally, the image quality is predicted by the fusion of the global and local information using the weighting of the abruptness measure. Experimental results on the whole LIVE Database Release 2 [24] show that the proposed metric outperforms the SSIM and achieves performance competitive with the state-of-the-art metrics.
The rest of the paper is organized as follows. Section 2 describes the details of the proposed image quality metric. Section 3 gives the experiment results. Conclusions are in the last section.
The Proposed IQA Metric

Overview
From the HVS perspective, the world is made up of different spatial frequencies [26] . The image quality can be quantified separately in different spatial frequencies, and then the results from different spatial frequencies are fused to the final score. Here we consider the decomposition into LSF and HSF [18] . As shown in Figure 2 , the left column shows the reference image and the distortion images with luminance shift and add-in noise respectively. The other two columns are the LSFs and HSFs. From the comparisons of LSF and HSF of the luminance shifted image (d) and image with add-in noise (g) with that of reference image (a), we can see that on one hand, most global distortion such as luminance shift exists in LSF. On the other hand, most local distortion like add-in noise exists in HSF. Therefore the IQA method should take both global distortion and local distortion into account in order to give a reasonable judgment.
(a) Reference image (b) LSF of (a) (c) HSF of (a) Inspired by the above facts, we propose a novel IQA metric, i.e. the SFCGL, which considers both the global and local information distortion of the image. As shown in Fig.3 , it consists of four steps: (1) spatial frequency decomposition of the input image into LFS and HFS [18] ; (2) measurement of the global information distortion in LFS, where the rectified mean absolute difference is used; (3) measurement of the local information distortion in HFS, where the SSIM metric is adopted; and (4) fusion of the measurements using the abruptness measures the residual images of LFS and HFS to predict the observer's judgment.
Measurement on Global Information
In this section, we describe the rectified mean absolute difference to measure the distortion of the global information in the LSF.
As mentioned in Figure 1 , the IQA metrics based on local distortion may fail in cases where there are some distortions globally or in a larger area. To solve this problem, we should measure the global distortion besides the local distortion in IQA. The LSF image reflects the global information of the image. Therefore we evaluate the global distortion in the LSF image It is well known that some global distortion metrics such as mean absolute deviation (MAE), mean square error (MSE) and peak signal-to-noise ratio (PSNR) perform well in predicting the distortion of some images without many details, although they are heavily criticized for the bad performance in quantifying some images with local distortions such as add-in noise and structure distortion. Since the LSF nearly loses most of the details (local information) of image, we use the idea of MAE in the measurement on global information in LSF. Supposing ij I and ij R are the luminance of the reference image and the distortion image at location (i j), we measure the statistical global distortion RS as follows:
Here we utilize the MAE to describe the global distortion and use a scale factor λ for normalization.
Since the luminance shift affects the observer's attention, i.e. if the slope of the luminance shift is relatively stable in a block, it draws less attention, and vice versa. Therefore, we rectify the global information measurement using the luminance shift. Considering a block B, we define the block luminance shift block LS as follows: 
The log function is introduced to reduce the effects of large LS and enlarge the effects of small LS .
Finally, the image quality metric based on global information CRS is described as follow:
where parameter α is a consistent between 0 and 1 which is determined experimentally.
Measurement on Local Information
Since the HSF includes most of the detail information such as structure, edge and noise, we employ the HSF to predict the distortion of local information distortion in the image. Here, we adopt the most successful methods, the SSIM [6] , as our measurement on local information. Assume x and y are two image patches from the reference and distortion images, the SSIM are defined as follows [6] : 
Fusion of Global and Local Measurement
In this section, we propose a measurement 'abruptness' and employ it in fusing the global and local measurements. The abruptness measurement is based on the fact that the distortion images with rough residual image usually draw more attention than the one with smooth residual image. Fig.4 shows an example, where the distortion images (b)~(d) have similar PSNR. It can be seen that (c) and (d) have rougher residual image than (b), and they have much worse subjective judgment than (b). Inspired by the fact that eigevalue can reflect both the average value of matrix and the roughness in the form of proportional, we give the follow equation to quality the different visual attention drawn by different kinds of distortion.
Supposing ij E is the luminance at location (i,j) in an residual image block and E is the mean luminance in this block, we define the block abruptness as follows: 
In equation (7), max ( ) S • denotes the calculation of the maximum eigenvalue of the matrix. Bigger ABR means the residual image is rougher and has more influence on the visual effect than the images with smaller ABR. In practice, the abruptness at each pixel is computed in an 11 11 × sliding window, and then the total abruptness is the sum of abruptness in all pixels.
The proposed abruptness measurement can quantify the uniformity of the residual image well. As shown in the examples in Fig.4 , when the change of residual image is more unevenly, the corresponding abruptness is larger.
Since the LSF or HSF with higher abruptness attracts more attention, we fuse the measurements in LSF and HSF, i.e. the CRS and the SSIM, using the sum weighted by the normalized abruptness measurements of the residual image of LSF and HSF . More specifically, the final image quality metric is defined as: 
Experiments
In the experiments, we decompose the input image into LFS and HFS via Gauss 10/1.5 filter. This filter is set to extract more detail information and less global information from the reference image, according to the experiment results from different filter (Gauss, Garbor, Motion) with different parameters, we chose this one. The parameters λ (equation (1)) and α (equation (5)) are set to 1/3 and 0.9 respectively.
The parameter λ effects the distribution of RS. We use 1/3 as the last parameter according the distribution (normalizing the distribution). The scale factor α in is 0.9, it weight the importance of luminance shift in the image distortion.
We verify the proposed metric using the LIVE Database Release 2 [24] , which consists of five subsets with different distortion types including JPEG compression, JPEG2000 compression, Gaussian Blur, Gaussian noise and Fast fading (Bit error).There are 982 distortion images in total. In experiments we set parameters in equation (of the proposed metric) 1 τ =-10163, 2 τ =63, 3 τ =220 and 4 τ =23. For every image quality metric, the logistic function (9) is fitted by Matlab with the function nlinfit.
The initial value of the parameters 1 τ , 2 τ , 3 τ , 4 τ are determined following the Video Quality Experts Group (VQEG) report [27] . We follow the guidance of Video Quality Expert Group (VQEG), in which the metric performance is evaluated through three indicators: prediction accuracy, prediction monotonicity and prediction consistency. They are quantified by Pearson linear correlation coefficient (CC), Spearman rank order correlation coefficient (SROCC) and Outlier Ratio of outlier-points to total points (OR) between subjective DMOS and objective ratings. We only use CC and SROCC in our experiments, because some subsets in the LIVE database do not provide DMOS (Difference Mean Opinion Score) scores of each observer, so that we can not calculate the OR. We also use the root mean square prediction error (RMSE) as an additional performance indicator to evaluate the prediction accuracy.
We compare the proposed SFCGL metric to the SSIM [6] , VSNR [14] , VIF [15] and PSNR. Table 1 shows the results on the whole LIVE database with 982 images. It can be seen that the proposed metric outperforms the SSIM, VSNR and PSNR according to all the three indicators, and achieves performance very close to the VIF. Table 2~4 shows the performance comparison in each subset of the LIVE database. It can be seen that the proposed SFCGL metric achieve very good performance in all the subset, which means the SFCGL is rather robust to different kinds of distortions. Fig.5 shows the scatter plots of the DMOS (scaled to the full range of 1~100) versus the objective prediction (after logistic) by the proposed SFCGL metric.
The experimental results above prove the effectiveness of the proposed SFCGL metric.
Conclusion
This paper presented a new perceptual IQA metric based on both global and local information of image. In the evaluation of global information distortion exists in LSF, we rectify the mean absolute difference and add a component to eliminate its poor prediction of luminance shift. In the evaluation of local information distortion exists in HSF, SSIM is adopted. Then the final score is fused by the novel abruptness that describes the uniformity of the residual image to weight the different influence of the global and local information distortion. Experimental results on the LIVE Database Release 2 show that the proposed SFCGL metric outperforms both the SSIM and VSNR metrics, and achieves performance competitive with the recently proposed VIF metric. Moreover, it also shows that the proposed SFCGL metric is rather robust to different kinds of image distortions.
