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Задача распознавания символьных строк 
не является новой [1, 2, 3], и ее практическая 
реализация в современной инфраструктуре и по-
вседневной деятельности человека широко ис-
пользована. Распознавание повсеместно исполь-
зуется, например, для мониторинга движения 
автотранспорта, для считывания штрих-кодов 
на товарах и т. д. Однако, алгоритмы не всегда 
работают безошибочно, что связано как с тех-
ническими, так и с человеческими факторами. 
Процесс распознавания – это многофакторный 
и многоступенчатый процесс, скрывающий 
излишние подробности для пользователей.
Процесс распознавания символьных строк 
на изображении разбит на множество этапов, 
в котором каждый последующий напрямую за-
висит от эффективности предыдущего. Как по-
казывает практика, подготовительные этапы 
оказывают существенное влияние на конеч-
ный результат распознавания. Одним из таких 
этапов является посимвольная сегментация 
строки. Зачастую задача символьной сегмента-
ции решается путем верного анализа верти-
кальной или горизонтальной проекции на на-
личие экстремумов, которые сигнализируют 
о возможном разрыве между символами.
При разработке шумофильтрирующей мо-
дификации алгоритма сегментации символь-
ных строк, на базе анализа горизонтальной 
проекции [4], возник вопрос верного опреде-
ления средней ширины символа. Верное опре-
деление расстояния между границами экстре-
мумов дает возможность использования этой 
информации при формировании координатной 
сетки, где каждый локальный экстремум ука-
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зывает на разрыв между символами строки. 
Ранее, в статье [5], внимание акцентировалось 
на том, что размер символов строки, подлежа-
щей распознаванию одинаков (например, раз-
мер символа автомобильного номера), однако, 
речь шла лишь о человеческом восприятии. 
С позиции машинного зрения, которое исполь-
зует пиксельную матрицу – карту монохром-
ного изображения и ее проекцию на одну из 
осей, размер символов может разниться по 
различным причинам. Они связаны как с тех-
ническими средствами, так и с неправильной 
работой алгоритмов обработки и анализа пик-
сельных изображений. Причинами могут быть:
– искажения пиксельного скелета символа
при нормализации символьной строки;
– ошибочный выбор точек сегментации
символов (пиков горизонтальной проекции);
– сильной зашумленностью первоначаль-
ного источника изображения.
В данной работе представлены этапы ана-
лиза и вычисления средней ширины символа, 
необходимой для дальнейших исследований 
в области очистки символьных строк от шумов 
различного характера. Результаты, поученные 
здесь, будут играть важную роль для формиро-
вания координатной сетки.
Вычисление средней ширины
Для удобства описания анализируемых дан-
ных представим их в матричной форме. Здесь 
каждый столбец представляет собой одну про-
анализированную и разбитую на n ∈ N сегмен-
тов символьную строку, а число столбцов в ма-
трице равно числу проведенных измерений 
символьных строк m ∈ M. Строчный элемент 
столбца l ∈ L это ширина сегмента, одного 
единственного символа. Здесь N, M – множе-
ство всех сегментов для каждой символьной 
строки и множество всевозможных символь-
ных строк, а L – множество возможных отрез-
ков (ширин). 
Для оценки средней ширины символа 
воспользуемся вероятностными характери-
стиками [6]. В качестве случайной величины l
выступает ширина символа (расстояние меж-
ду экстремумами) из однородной совокупно-
сти (предположение) Ω. Оценка средней ши-
рины будет равна среднему арифметическо-
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При разработке программной модифика-
ции проекта ANPR были проанализированы 
M = 100 номерных знаков для каждого из двух 
типов. Для их (т. е. символьной строки на ней) 
были составлены вертикальные проекции по 
соответствующим пиксельным матрицам и про-
ведена сегментация на интервалы по локаль-
ным экстремумам. 
Важным пунктом исследования был ана-
лиз нескольких типов строк, совпадающих по 
числу интервалов разбития. Первый тип пред-
ставлен номерными знаками Словацкой Ре-
спублики, где каждая строка разбита, как пра-
вило, на N = 12 сегментов. Второй тип – номе-
ра Республики Беларусь (образца 2004 г.  – 12 
сегментов. Сегменты получены после анализа 
экстремумов горизонтальной проекции для 
каждой символьной строки. Подробный алго-
ритм построения горизонтальной проекции 
и его применение, для распознавания автомо-
бильных номеров, можно найти в рамках про-
екта JavaANPR [1].
В результате вычислений получены следу-
ющие значения для словацкого номерного зна-
ка и для белорусского номерного знака:
211,87 12; 38,49; 6,20;





= ≈ σ = σ =
= = =
211,80 12; 41,43; 6,43;
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Как известно из статистики, коэффициент 
вариации позволяет делать вывод об отклоне-
нии измеренных значений от среднего ариф-
метического. Чем большее значение V, тем 
больше разброс вариационного ряда, и, следо-
вательно, меньшая однородность. В нашем 
случае, оба ряда кажутся неоднородными, т. к. 
V > 0,33, и требуют исключения отдельных, 
сильно отличающихся значений. Для нагляд-
ности представим распределение частоты длин, 
например для первого типа номеров. Ось Oy
описывает ширину l сегментов символа. Ось Ox
описывает число N сегментов, на которые раз-
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бита символьная строка, согласно первоначаль-
ному анализу экстремумов.
Максимальные и минимальные размеры 
сегментов свидетельствуют о большом расхож-
дении размеров, а так же указывают на воз-
можные ошибки измерения размеров сегмен-
тов. На ошибки указывают нечастые и резко 
отличающиеся в большую сторону значения. 
Как видно, таких выступающих значений не 
много (порядка 10) и все они лежат выше l > 30. 
С практической точки зрения они легко объяс-
нимы ошибками сегментации строки по экс-
тремумам (несколько символов склеены меж-
ду собой) из-за сильного зашумления изобра-
жения номерного знака, или из-за неправиль-
ного анализа экстремумов по вертикальной 
проекции. Исключим из выборок явно выделя-
ющиеся ошибочные значения при сегмента-
ции (скачки), для обоих типов.
После удаления заметна визуальная поло-
са, в которой лежат все значения. Характери-
стики примут следующие значения:
211,11 11; 16,82; 4,10;
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Коэффициенты вариации стали близки V ≈
0,33, следовательно, можно сделать вывод об 
относительной однородности выборок. Каса-
тельно средних значений, видны значительные 
изменения дисперсии, а также среднее значение 
ширины принимает значение, близкое 11l ≈ . 
Учитывая среднее значение, можно провести 
правильное формирование координатной сет-
ки для описания модельной и скелетной про-
екции символов, в которой каждый символ 
может быть описан сегментом, состоящим из 
[0, ]i l∈  значений проекции на ось Ox.
Использование средней ширины
Используя среднюю ширину сегмента сим-
вола, и определив цену одного деления сег-
мента, можно сформировать модельный ша-
блон символьной проекции. Модельная проек-
ция символа будет представлять собой множе-
ство пар вида: < i, p (xi) >, где i – порядковый 
номер позиции в шаблоне символа по оси Ox, 
ограниченный числом l . p (xi) –  значение про-
екции в каждой точке xi, [0, ].i l∈  
В дальнейшем полученные величины бу-
дем использовать при составлении шаблонов 
алфавитных символов следующим образом:
1) если ширина анализируемого символа
совпадает со средним размером символа (с раз-
мером заданной оси), то поточечные значения 
проекции этого символа будут сохранены при 
формировании одного из модельных шаблонов 
символа;
2) если ширина анализируемого символа
меньше, чем средний размер символа, то по-
точечное значения проекции будут также со-
хранены в качестве шаблона, однако разница 
будет дополнена 0-ми значениями проекции 
слева и справа относительно реальной ширины;
3) если ширина анализируемого символа
больше, чем средний размер символа, то по-
точечное значения проекции представляют со-
бой несколько символов, соединенных в один 
фрагмент.
В последнем случае, дополнение или, нао-
борот, деление на равные части (на величину 
средней ширины) проекции будет не коррект-
ной, т. к. могут быть утеряны значимые части 
проекции. Следовательно, она не будет доста-
Рис. 1. Распределение частот длин l для первого типа Рис. 2. Распределение частот длин l для первого типа, 
после удаления скачков
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точно информативной для сравнения. Возмож-
но, для решения этой проблемы подойдет бо-
лее тонкий анализ экстремумов фрагмента про-
екции, однако, это лишь предположение, тре-
бующее дополнительных исследований в этом 
направлении.
Заключение
Вычисленная средняя ширина символа, 
для двух типов номерных знаков, позволяет 
описать алфавитную базу модельных проек-
ций для их, где каждый элемент алфавита – 
это символ представленный набором значений 
проекций, а размер этого набора определяется, 
исходя из средней ширины символа для опре-
деленного типа номеров. Дисперсия может 
быть использована для оценки допустимой по-
грешности, также учитываемая при создании 
алфавитной базы. Формирование базы, для 
модельной и скелетной проекции символов ал-
фавита, является одним из важнейших частей 
составления алгоритма шумофильтрации про-
екции. Шаги, описанные в данной статье, мо-
гут быть проведены для любого алфавита, 
а это значит, что средние характеристики мо-
гут быть вычислены для формирования соот-
ветствующих модельных и скелетных шабло-
нов проекций.
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