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グラフはエンティティ同士の関連性を表現する最も基本的なデー
タ構造であり，我々の身の回りに数多く存在している．特に近年
では，短期間に構造を大きく変化させる動的グラフが登場してお
り，動的グラフに対する高速かつ高精度なクラスタ分析は重要な
要素技術となっている．本稿では，動的に構造が変化するグラフ
に対する密度ベースのクラスタリング手法を提案する．提案手法
は，(1) ある時刻 t に入力されたグラフ構造から，グラフ構造に
含まれるクラスタ構造を要約した cluster skeleton を抽出し，
(2) 時刻 t + 1 におけるグラフ構造の変化に併せて，事前に構築
した cluster skeleton を逐次更新する．その後，(3) cluster
skeletonから時刻 t + 1におけるクラスタ構造を復元する．提案
手法を用いることで，動的なグラフからパラメータの設定を介さ
ず高速かつ高精度にクラスタを抽出することが可能になる．本稿
では提案手法の詳細と実験結果について述べる．
Graphs are one of the most fundamental data struc-
tures that represent relationships among entities, and
many large-scale graphs are recently available. In this
paper, we present a novel density-based graph clus-
tering algorithm for dynamic graphs. We employed
three key approach for efficient dynamic graph clus-
tering. First, we extract cluster skeleton that sum-
marizes cluster structures at timestamp t. Second,
we incrementally update the cluster skeleton when
the graph dynamically changed its topology as time
stamp t + 1. Last, we conduct new cluster structure
from the updated cluster skeleton. By following the
above approaches, our proposed method extract clus-
ters from dynamic graphs without setting any user-
specified parameters. As a result, this paper experi-
mentally confirmed that our proposed method simul-
taneously achieves efficient and highly accurate clus-
tering for the dynamic graphs.
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1 はじめに
グラフ構造はデータをノードとエッジで表現した基本的なデー
タ構造であり，情報推薦や情報検索，科学データ分析などの様々な
分野で利用されている．とりわけ近年では，時間経過とともに構造
を大きく変化させる動的グラフが数多く登場しており，動的グラ
フに対する高速かつ高精度なデータ分析技術は大規模なデータに
隠れた構造や特性，相互作用を理解する上で重要な要素技術となっ
ている．例えば，マイクロブログサービス Twitterでは 2015年
現在で１日あたり約 5億件の投稿があることが報告されている 1．
これは 1 秒間あたりに約 6,000 件の投稿がされていることを示
しており，時間経過とともに Twitterのもつグラフ構造が極めて
大きく変化していることを確認できる．このような動的グラフは
Twitter のみに限定されず，例えば道路ネットワークや通信ネッ
トワーク，文書の引用関係，ソーシャルネットワーク，マイクロア
レイデータなど様々存在しており，動的グラフに対する高速かつ
高精度な分析技術への要求が大きなものであることが認識できる．
大規模なグラフ構造の分析技術のひとつとしてクラスタリング
が挙げられる．グラフ構造にはクラスタと呼ばれる相互に密な接続
を有する部分ノード集合が存在する．例えば，Webグラフではト
ピックや関心の近いページ集合が互いにリンクすることで，トピッ
クや関心の類似したページ群がコミュニティを形成する傾向にあ
る．グラフ構造中のクラスタは互いに共通した性質を持つことか
ら，グラフ構造の理解や様々なアプリケーションに利用され，非常
に重要な要素技術となっている．そのため，これまでModularity
に基づく手法 [1, 2]や最小カットに基づく手法 [3, 4]など様々な
クラスタリング手法の研究が行われてきた．
その中でも構造的類似度を用いた密度ベースのクラスタリング
手法 [5, 6] は特に注目を集めているクラスタリング手法である．
この手法はグラフ構造からクラスタに加えて，グラフ構造中にお
いて複数のクラスタに接続するようなハブとなるノードや，クラ
スタに接続したノイズとして扱われる外れ値となるノードを合わ
せて抽出することが可能である．このことから，クラスタのみを
抽出する従来手法に対して，密度ベースクラスタリング手法はよ
り細やかな分析を可能にする手法として期待されている．しかし
ながら，既存の密度ベースクラスタリング手法の多くはグラフの
もつ構造が変化しない静的なグラフを前提としており，本稿で述
べた動的なグラフのクラスタリングは対象とはしていない．
この背景から，動的グラフを対象としたクラスタリング手法
[7, 8, 9, 10] がこれまで提案されてきたが，これらの既存手法は
依然として下記に示す課題を有する．
 高速性: 動的グラフは単位時間あたりにその構造を大きく変
化させる．ところが既存の密度ベースクラスタリングは，グ
ラフに含まれる全てのノードとエッジに対して計算を行う必
要があり，クラスタリングに要する時間的コストが大きい．
 高精度性: 大規模な動的グラフにおいて，高速なクラスタリ
ングを実現するために計算対象をサンプリングする手法など
が考えられる．ところが，文献 [11]で報告されている通り，
サンプリングによる手法は出力結果の精度を劣化させる．
 パラメータ設定: 文献 [5, 6]で報告されている通り，パラメー
タ設定は出力結果の精度に大きく影響を与える．また，動的
グラフではグラフの構造が大きく変化していくため，時間経
過とともに最適なパラメータ設定が異なってくる．
理想的には，逐次的に変化するグラフ構造に追従するために，動
的グラフに対するクラスタリング手法は高速かつ高精度であるこ
とが望ましい．さらに，大規模なグラフ構造に対するパラメータ
チューニングは多くの時間的コストを要することから，ユーザに
よるパラメータ設定を介さない手法が望ましい．
1https://about.twitter.com/company
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1.1 本研究の貢献
本稿では動的グラフに対してパラメータ設定を必要としない高速
かつ高精度な密度ベースクラスタリング手法を提案する．具体的
には，(1)時刻 tに入力されたグラフ構造に含まれるクラスタ構造
を要約した cluster skeletonを抽出し，(2)時刻 t + 1におけるグ
ラフ構造の変化に併せた cluster skeletonの逐次更新手法を提供
する．その後，(3) cluster skeletonから時刻 t + 1におけるクラ
スタ構造を復元する．さらに重要な点としてこれらの処理は，(4)
ユーザによるパラメータ設定を必要とせず，既存の密度ベースク
ラスタリング手法に対して高速かつ精度を劣化させずに行う．そ
の結果として，提案手法は以下の特性を有する．
 高速性: 提案手法は動的グラフに対する既存の密度ベースク
ラスタリング手法に対して高速である．
 高精度性: 提案手法は動的グラフに対する既存の密度ベース
クラスタリング手法に対して高精度である．
 パラメータフリー: 提案手法はユーザによるパラメータ設定
を必要としない．
本稿で提案する手法は我々の知る限り，動的グラフに対する密
度ベースクラスタリングにおいて，高速性，高精度性およびパラ
メータフリーの全てを同時に満たす最初の手法である．既存手法
は高い計算コストを有するものの，クラスタだけでなくハブや外
れ値を抽出できることから既に幅広いアプリケーションで利用さ
れている．本稿で提案するグラフクラスタリング手法は，既に従
来技術が利用されているアプリケーションや将来的に利用が予測
される分野において，その処理性能の向上に貢献する．
2 問題定義
ここでは本論文で対象とする問題を定義する．
動的グラフとは時刻経過とともにノードとエッジが更新される
グラフ構造である．本稿では，Gt = fVt;Etgを時刻 tにおける動的
グラフのスナップショットとし，Vt および Et はそれぞれ時刻 tに
おける Gt のもつノード集合およびエッジ集合とする．このとき，
動的グラフを下記のように定義する．
定義 1 (動的グラフ Gi j) 時刻 i から時刻 j までの動的グラフを
Gi j = (Gi;4Gi+1; : : : ;4G j) とする．ただし，時刻 (i  t < j) に
おける 4Gt+1 = f4Vt+1;4Et+1gは時刻 t + 1で更新される部分グラ
フである．4Vt+1 と 4Et+1 はそれぞれ時刻 t + 1において追加/削
除されたノードおよびエッジ集合を表す．
本稿では説明の簡単化のため動的グラフ G，および時刻 t におけ
るグラフ Gt は無向重みなしグラフとする．定義 1で与えた動的
グラフに対して，動的クラスタを以下に定義する．
定義 2 (動的クラスタ) 時刻 tにおけるグラフ Gt に含まれるクラ
スタ集合を Ct とするとき，動的グラフ Gi j = (Gi;4Gi+1; : : : ;4G j)
に対する動的クラスタを Ci j = (Ci;4Ci+1; : : : ;4C j) とする．ただ
し，時刻 (i  t < j)において Ct + 4Ct+1 = Ct+1 である．
定義 1,2より，本稿で取り組む問題は，動的グラフ Gi j が与え
られた時に，動的クラスタ Ci j を獲得することである．本稿では
ユーザによるパラメータ設定を介さず，精度の高いクラスタリン
グ結果を求めるための手法を提案する．
3 クラスタモデル
本節では本稿で求める密度ベースクラスタについて定義する．
本稿で求める密度ベースクラスタは，静的なグラフ構造に対する
密度ベースクラスタリング手法 SCAN[5]で求めるクラスタであ
る．従来手法では 2つのノード間で共有される隣接ノード集合の
割合を評価することで構造類似度を計算していく．ここで用いる
隣接ノード集合は以下のように定義される．
定義 3 (構造的隣接ノード集合) u 2 Vとするとき，隣接ノード集
合はノード uにエッジで接続するノードとノード u自身から構成
される集合 N[u]で与えられる．
N[u] = fv 2 V : fu; vg 2 Eg [ fug: (1)
また，クラスタリングで用いる 2ノード間の構造的類似度は定義
3に基づき以下のように定義される．
定義 4 (構造的類似度) u; v 2 V，jN[u]jを N[u]のノード数とする
とき，ノード u，v間の構造的類似度は (u; v)となる．
(u; v) =
jN[u] \ N[v]jpjN[u]jjN[v]j : (2)
ノード u，v間の(u; v)は共有されるノードがない場合(u; v) = 0，
互いに全て共有する場合には (u; v) = 1となる．
構造的類似度に基づくクラスタリング手法はクラスタを構成す
るための類似度の閾値として  を導入し，類似度  以上で接続す
る隣接ノード集合 -neighborhoodを定義する．
定義 5 (-neighborhood) u 2 V， 2 R とするとき，-
neighborhood N[u]は以下のように定義される．
N[u] = fv 2 N[u] : (u; v)  g: (3)
ここで，クラスタを構成する最小ノード数としてパラメータ を
導入し，特別なノードのクラスとして coreを定義する．
定義 6 (core) u 2 V，jN[u]jを N のノード数とするとき，core
は jN[u]j  となるノード uである．本稿では coreとなるノー
ド uを K;(u)と記述する．
従来手法では定義 6を満たす coreノード uをクラスタの中心
として，N[u] をクラスタのメンバとして同一のクラスタに所属
させる．この手順により，パラメータ ，を用いてクラスタの形
を決定し，を用いてクラスタの最小サイズを定める．この考え
は direct structure reachabilityとして以下に定義される．
定義 7 (direct structure reachability) ノード vが uに対し
て direct structure reachabilityを満たすとき，ノード uと vは
K;(u)^ v 2 N[u]を満たす．本稿ではこれを u 7!; vと記述する．
定義 7はノード uと vが coreである場合対称となるが，どちらか
一方が coreでない場合には非対称となる．ゆえに，u 7!; vかつ
ノード vが coreでない場合，ノード vは K;(u)が構築するクラ
スタの境界に面したノードとなる．本稿ではこのようなノード v
を borderと呼ぶ．定義 7をより一般的な形に拡張した structure
reachabilityを下記に示す．
定義 8 (structure reachability) ノード vが uに対して struc-
ture reachabilityを満たすとき，ノード uと vは 9u1; : : : ; un 2 V
に対して u1 = u ^ un = v ^ ui 7!; ui+1 を満たす．本稿ではこれを
u !; vと記述する．
ここで定義された structure reachability は推移律を満たし非
対称となる．structure reachabilityは direct structure reach-
ability の推移閉包であり，定義 7 の対称性から，推移閉包の構
成要素である u1; : : : ; un 1 は coreノードである必要がある．すな
わち core同士が direct structure reachabilityを示すとき core
の -neighborhoodは同一クラスタに属することになる．これは
structure-connectedクラスタとして以下に定義される．
定義 9 (structure-connectedクラスタ) core であるノード u
から求まる structure-connected クラスタ Cu は u !; v を満た
す全てのノードから構成されるノード集合である．
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この定義より，structure-connectedクラスタはその中に含まれる
coreにより一意に決めることができることがわかる．従来手法で
は structure-connectedクラスタの取得のために全てのエッジを
走査するため，クラスタリングの計算量が O(jV j2)となる．ここで，
border ノードは，複数のクラスタの core から direct structure
reachabilityとなる可能性があることに注意されたい．この場合，
borderノードは複数のクラスタに属する．
パラメータ ; から求まるクラスタ集合を Cとするとき，ノー
ド集合 V にはいずれのクラスタ集合 C にも属さないノードが存
在する場合がある．これらのノードはハブもしくは外れ値に分類
される．ハブと外れ値は下記のように定義する．
定義 10 (ハブ) クラスタ集合 C，ハブ集合 H とすると，ノード
h 2 Vがハブである (e.g. h 2 H)必要十分条件は (1) h < 8Ci 2 C，
(2) u; v 2 N[h] s.t u 2 Ci; v 2 C j; i , j．
定義 11 (外れ値) クラスタ集合 C，ハブ集合H，外れ値集合Oと
すると，ノード o 2 Vが外れ値 (e.g. o 2 O)である必要十分条件
は o < C ^ o < H．
4 動的グラフに対するクラスタリング
本節では提案手法について述べる．まず最初に提案手法の基本
アイデアについて述べた後，その詳細を 4.2節以降で述べる．
4.1 基本アイデア
提案手法は 2つのアイデアに基づき動的グラフに対するクラスタ
リングの高速化と高精度化を行う．具体的には，動的グラフに対す
るクラスタ抽出を行う際に必要な計算コストを削減するため，クラ
スタ構造を要約する cluster skeletonの導入と，cluster skeleton
の差分更新手法を提案する．
cluster skeletonの導入 従来手法ではグラフ構造に含まれ
る全てのエッジ Eに対して計算を行う．この全網羅的な類似度計
算は，動的グラフが構造を変化させる毎に高い計算コストを要求
し，クラスタリングに膨大な時間を必要とする．そこで本稿では，
従来手法とは異なり，前の時刻のクラスタリング結果を要約する
cluster skeletonを構築し，cluster skeletonに対してのみ類似度
計算を行うことで動的グラフに対するクラスタリングの計算コス
トを削減する．具体的には，前の時刻のクラスタリング結果から獲
得されるグラフ構造の構造的類似度に基づく最大全域木を cluster
skeletonとして用いる．
cluster skeleton の差分更新手法 cluster skeleton に基
づき動的グラフに対応するための差分更新手法を提案する．本稿
で提案する差分更新手法では，既存研究である Lee らによる知
見 [12] に基づき，密度ベースクラスタリングにおける差分更新
ノード集合を獲得する．その後，獲得したノード集合に対しての
み，structural similarityの計算と全域木の再計算を行い cluster
skeletonを更新する．
4.2 cluster skeletonの導入
時刻 tにおけるグラフGtに含まれるクラスタ構造を要約する clus-
ter skeletonを導入する．本節では cluster skeletonとして，Sun
らによって提案された core-connected maximal spanning tree
(CCMST) [6]を用いる．CCMSTとは互いに同一のクラスタとなる
可能性の高い core同士を接続したMaximal Spanning Treeであ
る．CCMSTを獲得するためには，まず structure core-similarity
とよばれる指標を各ノードに対して計算する必要がある．
定義 12 (structure core-similarity) ノード u 2 Vt の struc-
ture core-similarity CS(u)を以下に定義する．
CS(u) =
(
maxf 2 R : jN[u]j  g jN[u]j  
0 otherwise (4)
定義 12 に示した様に，structure core-similarity とは core と
なるノードが持つ最大の  の値を示している．この値を基に隣
接する core 同士が同一クラスタになりやすさを定義 13 に示す
reachability-similarityを用いて，定義 14に示す 2つの core間
の core-connectivity similarityを計算することで求める．
定義 13 (reachability-similarity) ノード u; v 2 Gt とすると
き，ノード uに対するノード vの reachability-similarity RS(u; v)
を以下に定義する．
RS(u; v) = minfCS(u); (u; v)g: (5)
定義 14 (core-connectivity similarity) ノード u; v 2 Vt か
つ (u; v) 2 Et とするとき，ノード u; v間の core-connectivity sim-
ilarity CCS(u; v)は以下のように定義する．
CCS(u; v) = minfRS(u; v);RS(v; u)g
= minfCS(u);CS(v); (u; v)g: (6)
定義 14に示した CCSに基いて，提案手法で構築する CCMST
は以下のように与えられる．
定義 15 (CCMST) 時刻 tのグラフ構造 Gt に含まれるエッジ e 2
Et に対して，CCSの値が !(e)で与えられるとき，!(e)で重み付
けされたグラフを G0t = (Vt;Et; !)とするとき，CCMSTは G0t の
Maximum Spaning Treeである．
定義 15 で与えられる CCMST は以下の性質を持つことが文
献 [6]において知られている．
補題 1 (クラスタの正当性) G0t に対する CCMST において，
!(e) > ˆ で接続するノードは，Gt = (Vt;Et) で与えられる時刻
t のグラフに対して，ˆ   となるパラメータ  で SCAN[5]を実
行した際に必ず同じクラスタに含まれる．
補題 1 の証明については，文献 [6] を参照されたい．本稿では，
G0 から CCMSTを構築するために Prim法 [13]を用いる．
提案手法では CCMST を Cluster Skeleton として構築し，
CCMST を差分更新していくことにより，動的グラフに対する
パラメータを必要としない密度ベースクラスタリングを実現する．
CCMSTの差分更新方式の詳細は 4.3節，クラスタ抽出手順の詳
細は 4.4節で述べる．
4.3 cluster skeletonの差分更新手法
提案手法は CCMSTを更新していくことで動的グラフに対する密
度ベースクラスタリングを実現する．本節では CCMSTの差分更
新手法について述べる．
時刻が t から t + 1 に推移しグラフ構造が変化した際に，時刻
t+ 1における CCMSTを構築するためには，構造的類似度を計算
しそこから定義 14で与えた core-connectivity similarityを求め
る必要がある．時刻が tから t + 1に推移した際のグラフ構造の変
化は大きく分けて，(1)エッジの追加と (2)エッジの削除の 2つに
分類できる．そこで本稿では，時刻 t + 1において (u; v) 2 Et+1 と
なるエッジが追加される場合および (u; v) 2 Et が削除される場合
について構造的類似度の差分更新方式を与える．
4.3.1 時刻 t + 1で (u; v) 2 Et+1 が追加される場合
時刻 t + 1 においてエッジ (u; v) 2 Et+1 が追加される場合につ
いて考える．時刻変化とともにエッジが追加される場合，エッジ
(u; v)に対する構造的類似度計算のみならず，エッジの端点である
ノード uおよび vに接続するエッジが持つ構造的類似度が更新さ
れることになる．このとき，ノード u（またはノード v）の時刻 tに
おける隣接ノード集合を Nt[u]（Nt[v]）とし w 2 Nt[u]（w 2 Nt[v]）
とおくと，時刻 t + 1におけるエッジ (u;w)に対する構造的類似度
t+1(u;w)について以下の補題が成り立つ．
3 日本データベース学会和文論文誌
Vol. 14-J, Article No. 4, 2016年 3月
一般論文
DBSJ Japanese Journal
Vol. 14-J, Article No. 4, March 2016
補題 2 (エッジ追加による差分更新) エッジ (u; v) を時刻 t + 1 で
追加されたエッジとし，ノード wを w 2 Nt[u]とするとき，時刻
t+ 1におけるエッジ (u;w)の構造的類似度 t+1(u; v)には以下が成
立する．
t+1(u;w) =
8>><>>: t(u;w)
pjNt[u]jjNt[w]j+1p
(jNt[u]j+1)jNt[w]j (w 2 Nt[u] \ Nt[v])
t(u;w)
pjNt[u]jjNt[w]jp
(jNt[u]j+1)jNt[w]j (Otherwise)
(7)
ただし，t(u;w)は時刻 tにおける (u;w)の構造的類似度である．
証明 1 w 2 Nt[u] \ Nt[v] の と き ，定 義 4 よ り
t+1(u;w)=
jNt+1[u]\Nt+1[w]jp
jNt+1[u]jjNt+1[w]j
．このとき，時刻 t + 1 において
(u; v) 2 Et+1 が追加となるため，ノード u; v;w はクリークを
つくり，jNt+1[u] \ Nt+1[w]j=jNt[u] \ Nt[w]j + 1 となる．ここ
で定義 4 から，jNt[u] \ Nt[w]j=t(u;w)
pjNt[u]jjNt[w]j であ
るため，jNt+1[u] \ Nt+1[w]j=t(u;w)
pjNt[u]jjNt[w]j + 1．また，
時刻 t + 1 において，(u; v) 2 Et+1 が追加されるため，自明
に jNt+1[u]jjNt+1[w]j=(jNt[u]j + 1)jNt[w]j である．したがって，
w 2 Nt[u] \ Nt[v]のとき，補題 2は成立する．
w < Nt[u] \ Nt[v] についても同様に，jNt+1[u] \
Nt+1[w]j=t(u;w)
pjNt[u]jjNt[w]j，かつ，jNt+1[u]jjNt+1[w]j=(jNt[u]j+
1)jNt[w]jであるため，補題 2は成立する． 
補題 2において計算が必要となる Nt[u]\Nt[v]は t+1(u; v)の計
算結果から獲得することができる．また，jNt[u]jおよび jNt[v]jは
時刻 t における構造的類似度の計算結果から獲得可能である．し
たがって，エッジの追加に伴う構造的類似度の差分更新を少ない
計算コストで実行することができる．
4.3.2 時刻 t + 1で (u; v) 2 Et が削除される場合
本節ではエッジが削除される場合について述べる．前節と同様
に，エッジ (u; v)が削除されることにより，その端点であるノード
uおよび vに接続するエッジに関して構造的類似度の更新が必要
となる．ここで w 2 Nt[u]（もしくは，w 2 Nt[v]）とするとき，時
刻 t + 1におけるエッジ (u;w)に対する構造的類似度 t+1(u;w)に
ついて以下が成立する．
補題 3 (エッジ削除による差分更新) エッジ (u; v) を時刻 t + 1 で
削除されたエッジとし，ノード wを w 2 Nt[u]とするとき，時刻
t+ 1におけるエッジ (u;w)の構造的類似度 t+1(u; v)には以下の通
りとなる．
t+1(u;w) =
8>><>>: t(u;w)
pjNt[u]jjNt[w]j 1p
(jNt[u]j 1)jNt[w]j (w 2 Nt[u] \ Nt[v])
t(u;w)
pjNt[u]jjNt[w]jp
(jNt[u]j 1)jNt[w]j (Otherwise)
(8)
ただし，t(u;w)は時刻 tにおける (u;w)の構造的類似度である．
補題 3は証明 1と同様の手順で証明できるため，本稿では割愛す
る．前節と同様に，補題 3において計算が必要となる Nt[u]\Nt[v]
は t+1(u; v)の計算結果から獲得することができる．また，jNt[u]j
および jNt[v]jは時刻 tにおける構造的類似度の計算結果から獲得
可能である．したがって，エッジの追加に伴う構造的類似度の差
分更新を少ない計算コストで実行することができる．
提案手法では，補題 2および補題 3を用いて，時刻 tにおける
構造的類似度計算結果から時刻 t+ 1における構造的類似度計算結
果を差分更新により求める．その後，差分更新の結果に対して改
めて Prim法により時刻 t + 1の CCMSTを構築する．
4.4 Cluster Skeletonからのクラスタ抽出
本節では，これまで述べた CCMSTからクラスタ抽出を行う手法
について述べる．クラスタを抽出するに際して重要となるのが，適
切なクラスタリング結果を与えるパラメータ  の自動決定である．
本節では，文献 [6, 14]に基づく  の決定方法とクラスタ抽出手法
について述べる．
まず提案手法では，4.2節で与えた CCMSTから，CCMSTの
エッジに付与されている全ての重み () を列挙する．その後列挙
した値をソートし，ひとつずつ  の候補を選択する．選択した 
の候補に対して，まず補題 1に基づくクラスタの抽出を行う．そ
の後，クラスタに含まれなかったノードに関して以下に定義され
る attachability-similarityを求める．
定義 16 (attachability-similarity) ノ ー ド v の
attachability-similarity AS(v)は以下のように定義される．
AS(v) = maxfRS(u; v) : u 2 N[v]nfvgg: (9)
すなわち，attachability-similarityとは各ノードとその隣接ノー
ドに対する最大の reachability-similarity を示したものである．
attachability-similarityを計算後，クラスタに含まれないノード
を attachability-similarity で与えられる隣接ノードと同一のク
ラスタに割り当てる．以上の処理により，選択した  候補に対す
るクラスタリングを終了する．
提案手法では，選択した  候補から獲得したクラスタリング結
果に対して，以下に示した構造的類似度に基づく modularityの
値を計算する．
定義 17 (構造的類似度に基づくmodularity) 時刻 tのクラスタ
を Ct = fC1t ; : : : ;CjCt jt g とし，jCt j を時刻 t におけるクラスタ数と
するとき，構造的類似度に基づくmodularityQs は以下に定義さ
れる．
Qs =
jCt jX
i=1
8>><>>: ISiTS  
 
DSi
TS
!29>>=>>; : (10)
ただし，ISi =
P
u;v2Cit (u; v)，DSi =
P
u2Cit ;v2Vt (u; v)，TS =P
u;v2Vt (u; v)である．
その後，選択した  候補に対する Qsを保存し，次の  候補を選択
する．上記の処理を Qs を最大化する  候補が決定するまで実行
し，クラスタリング精度を最も向上させる  を自動決定する．以
上により，提案手法はパラメータフリーな動的グラフに対する密
度ベースクラスタリングを実現する．
5 評価実験
提案手法の有効性を評価するために，我々の提案手法および
Kim らによる手法 (Kim-Han09)[8] および Lee らによる手法
(eTrack)[12] に対し，処理の高速性とクラスタリングの質の観
点から比較実験を行う．本評価で比較に用いる Kim-Han09[8]は
Kimらにより 2009年に提案された動的グラフに対する密度ベー
スのクラスタリング手法である．Kim-Han09はクラスタリング
結果の時間変化に対する類似度と各時刻におけるクラスタリング
の質の両方を最適化する手法である．また，提案手法と同様にパ
ラメータ をヒューリスティックスを用いて最適化する手法も導入
している．eTrackは Leeらにより 2014 年に提案された動的グ
ラフに対する密度ベースクラスタリング手法である [12]．eTrack
では，動的グラフの構造変化の影響を受けるノード集合およびエッ
ジ集合を定義しており，そのノード集合とエッジ集合に対しての
み SCANに基づくクラスタリングを実行しなおす差分更新型のク
ラスタリング手法である．eTrackは，提案手法で導入しているパ
ラメータ  の最適化は行わず，一度設定した epsilon の値を使い
続ける手法である．これらの手法の詳細については 6節で述べる．
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図 1: 実行速度の比較
本稿では，LFR benchmark[15]を用いてノード数 10万，エッ
ジ数 200 万のグラフを生成した．上記のグラフを初期状態とし，
エッジの追加を行う 4パターンの動的グラフを作成し評価を行っ
た．データセットの詳細は以下のとおりである．
 Graph(1%, Inner): 初期グラフに存在するノードについて
のみ，初期グラフの持つエッジ数の 1%に相当する 2万エッ
ジを各時刻毎に追加した動的グラフ．ただし，エッジを追加
するノード対はランダムに選択するものとする．
 Graph(5%, Inner): 初期グラフに存在するノードについて
のみ，初期グラフの持つエッジ数の 5%に相当する 10万エッ
ジを各時刻毎に追加した動的グラフ．ただし，エッジを追加
するノード対はランダムに選択するものとする．
 Graph(1%, Outer): 初期グラフの持つエッジ数の 1%に相
当する 2万エッジを各時刻毎に追加した動的グラフ．ただし，
エッジの追加に伴い，初期グラフに含まれないノードに接続
するエッジも追加されるものとする．また，エッジを追加す
るノードはランダムに選択するものとする．
 Graph(5%, Outer): 初期グラフの持つエッジ数の 5%に相
当する 10万エッジを各時刻毎に追加した動的グラフ．ただ
し，エッジの追加に伴い，初期グラフに含まれないノードに
接続するエッジも追加されるものとする．また，エッジを追
加するノードはランダムに選択するものとする．
また，本実験では上記 4パターンに併せてエッジの削除を行う動
的グラフについても評価を行ったが，上記 4パターンと同様の実
験結果の傾向が得られたため本稿からは除外した．
本実験ではこれらのデータセットに対して各タイムスタンプに
対するクラスタリング処理が終了するまで処理を行った際の処理
時間および Qs を評価した．本実験には CPU が Intel Core i7
1.8GHz，メモリが 4GBの計算機を利用した．また，提案手法お
よび Kim-Han09，eTrackは gcc–g++ 4.1.2を用いて実装した．
5.1 実行時間の比較
本節では提案手法の実行速度を評価する．本実験では全ての評価
において  = 2を用いた．また，eTrackではパラメータ  の値と
して，初期グラフに対して提案手法が自動検出した  の値をそれ
ぞれのデータセットで用いるものとした．
本研究で用いた 4種類の動的グラフに対する実行速度の評価結
果を図 1に示す．図 1に示したように，いずれのデータセットに
対しても提案手法は従来手法と比較して高速に処理できている．
具体的には，Kim-Han09に対しては約 20倍，eTrackに対して
は約 6倍の高速化に成功している．特に，Kim-Han09は t5 に近
づくにつれて処理時間が増加しているのに対し，提案手法はほぼ
一定の処理時間でクラスタリングができていることが確認できる．
この理由は，提案手法の差分更新方式にあると考えられる．提案
手法は追加されたエッジと，エッジの追加により類似度が変化す
る周辺エッジについてのみ計算を行う．ゆえに，提案手法は構造
が変化した部分に対してのみ計算を行えばクラスタリング結果を
獲得することができる．これに対して，Kim-Han09は各 t1; : : : ; t5
においてグラフ構造全てを再計算する必要がある．したがって，時
刻変化に伴い計算時間が増加している．また，同様に提案手法は
eTrackと比較しても高速であることが確認できる．eTrackは提
案手法と同様にグラフクラスタの差分更新手法であるが，差分更
新を行う際に，追加・削除されたエッジや追加削除に伴い類似度
を変化させるエッジの構造的類似度を全て再計算し直す必要があ
る．これに対して，提案手法は構造的類似度の再計算を必要とせ
ず，前時刻の計算結果から現在時刻の類似度の値を差分計算によ
り求めることができる．ゆえに，各エッジに対する類似度計算に
かかるコストが小さくなることから，提案手法は eTrackよりも
高速に動作していると考えられる．
5.2 クラスタリングの質の比較
本節では提案手法のクラスタリングの質を評価する．本研究では
質の評価も定義 17で与えた，構造的類似度に基づくModularity
を用いる．なお，本実験で用いた各種パラメータの設定は前節と
同様である．
本研究で用いた 4種類の動的グラフに対するクラスタリングの
質の評価結果を図 2に示す．図 2に示したように，提案手法はい
ずれのデータセットにおいても Qsの値が大きく良いクラスタリン
グ結果を示していることが確認できる．一方で，Kim-Han09や
eTrackは提案手法よりも Qs の値が小さくなっていることがわか
る．特に，eTrackは時刻経過とともに Qs の値が次第に低下して
いる．
この理由は，各手法のパラメータ  の決定方式にある．まず，
提案手法と Kim-Han09のクラスタリングの質の違いについて議
論する．提案手法および Kim-Han09はパラメータ  を自動決定
する手法である．提案手法は，Cluster Skeletonを構築すること
で，入力されたグラフがクラスタを作ることができる全ての  を
列挙し，構造的類似度に基づく ModulaityQs を最大化する  を
決定している．これにより Qs の値が高くなるクラスタリングを
実現している．これに対して，Kim-Han09ではパラメータ  の
最適化を行うものの，全ての  を列挙しないため局所最適な  を
用いる．ゆえに，両手法とも動的グラフの構造変化に追従した 
の自動選択を行うものの，提案手法のほうが高い質を示す結果と
なっている．次に，提案手法と eTrackのクラスタリングの質に
関して議論する．eTrackはパラメータを自動調整することが出来
ない手法である．したがって，初期グラフにおいて高い Qsの値を
示していたとしても，時間経過とともに  の値が最適ではなくな
る可能性がある．その結果として，図 2に示したように，eTrack
の Qs の値は時間経過にしたがって低下していると考えられる．
6 関連研究
グラフ構造中からクラスタを抽出するグラフクラスタリング
はデータマイニング分野において重要な技術であり，これまで
min-max cut[3]や normalized cut[4]，Modularityに基づく手
法 [1, 2, 16, 17]など，数多く研究されてきた．本節ではこれらの
中でも，本稿の議論の対象である構造的類似度に基づく密度ベー
スクラスタリング手法 [5, 18, 19, 6, 14, 20]は近年注目を集めて
いる手法のひとつである．
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図 2: クラスタリングの質 Qs の比較
6.1 静的なグラフ構造に対する手法
静的なグラフ構造を対象とした，構造的類似度に基づく密度ベー
スクラスタリング手法 [5, 18, 19, 6, 14, 20]は，データマイニン
グ分野において近年利用され始めているグラフクラスタリング手
法である．4節で述べたとおり，この手法では事前にクラスタを
構成するための類似度の閾値  とクラスタを構成する最小ノード
数 をパラメータとして与える．これにより任意の大きさ，形状
のクラスタを抽出できるだけではなく，クラスタに併せてハブや
外れ値といったノードを抽出することが可能である．
代表的な手法として Xu らによる SCAN[5] が挙げられる．
SCAN は多次元ベクトルデータに対する密度ベースのクラスタ
リング手法としてよく知られている DBSCAN[21]の概念をグラ
フ構造に適用した手法である．1節で述べたように，事前に全て
のエッジに対して構造的類似度を計算し，パラメータ ， に従
い，クラスタの核となる coreと定義されるノードを見つける．そ
の後 SCANは検出された coreを中心にクラスタを拡張し，最終
的にクラスタに属するノード集合とそれ以外の集合にノードを分
類する．クラスタに属さなかったノード集合のうち，2つ以上の
クラスタに接続しているノードについてはハブ，それ以外のノー
ドは外れ値と判定される．SCANでは 1つのエッジに対する構造
的類似度の計算に O(jVj2)，グラフ構造全体で O(jVj4)の計算量が
必要となる．さらにクラスタリング自体にかかる計算量も踏まえ
ると，SCAN全体で O(jVj4)から O(jVj4 + jVj2)程度の計算コスト
が必要となる．この理由から，大規模な動的グラフに対し SCAN
を適用することは難しい．
また，SCAN の拡張手法として Bortner らによる
SCOT+HintClus[19]およびHuangらによる gSkeletonClu[14]
が挙げられる．これらの手法では，SCAN の問題点としてパラ
メータ  決定の難しさを指摘し，-freeなクラスタリング手法を
それぞれ提案している．SCOT+HintClus では DBSCAN の拡
張手法として知られる OPTICS[22] の概念を用いて，構造的類
似度に基づくノードの走査順を与えることで準最適な  を見つけ
出す．gSkeletonClu では，構造的類似度をエッジの重みとして
与えた最小全域木を構築し，この全域木の上でパラメータ の制
約を満たすようなパラメータ  の候補を抽出する．いずれの手法
も SCAN と同様に，事前に全てのエッジに対して構造的類似度
が計算されていることを前提としている．そのため，従来手法で
ある SCANと同程度かそれ以上の計算時間を必要とする．
6.2 動的なグラフ構造に対する手法
時間変化とともに構造を動的に変化させるグラフ構造に対する密
度ベースクラスタリング手法 [7, 8, 9, 10]が近年提案されつつあ
る．動的グラフに対する密度ベースクラスタリング手法は大きく
分けて 2種類に分類される．
ひとつは，Chakrabarti らによって提案された temporal
smoothing [23] を用いる手法である．temporal smoothing と
は，(1)snapshot quality と (2)history quality と呼ばれる 2 つ
の指標を動的グラフの各時刻毎に評価し，両指標を極大化させる
解を各スナップショットのクラスタリング結果として獲得するア
プローチである．snapshot qualityは，各時刻におけるグラフ構
造を静的なグラフ構造とみなして，密度ベースクラスタリングを
適用した結果との類似度であり，history qualityは直前の時刻に
おけるクラスタリング結果と現時刻におけるクラスタリング結果
の類似度を示したものである．この両指標を満たすクラスタリン
グ結果を各時刻に対して求めることで，動的グラフのクラスタリ
ングを実現する．
この概念に基づくクラスタリング手法として代表的な手法はLin
らによる手法 [7]や Kimらによる手法 [8]が挙げられる．ところ
がこれらの手法では，各時刻に対して都度，密度ベースクラスタリ
ング (e.g. SCAN)を実行する必要があり，各時刻において O(jVj4)
程度の計算量が必要となる．また，密度ベースクラスタリング手
法および temporal smoothingのために複数のパラメータ設定を
必要とすることから，大規模な動的なグラフ構造に対する適用が
難しい．近年，temporal smoothingにおけるパラメータ設定を
除去するために Folino らが遺伝的アルゴリズムによる手法 [10]
も提案しているが，その計算量は既存手法 [7, 8]よりも極めて大
きく依然として大規模なグラフへの適用が難しい．
temporal smoothingとは異なるもうひとつの動的グラフクラ
スタリングアプローチとして，クラスタの差分更新による手法
がある．Lee らは動的に変化するクラスタから SCAN に基づく
coreノードのみを Skeletonとして獲得し，グラフの時系列変化
に併せて Skeleton を更新していく手法 eTrack を提案した [9]．
Skeletonを構築し，それを差分更新するという点において，提案
手法と同様のアプローチであるが，Leeらによる手法は密度ベース
クラスタリング実行の際に複数のパラメータ設定を要求する．これ
に対して，提案手法では Skeletonの構築方法にCore-Connected
SimilarityによるMaximum Spanning Treeを用いている．こ
れにより，密度ベースクラスタリングに必要なパラメータの候補
をリストアップし，構造的類似度に基づく modularityを用いた
パラメータフリーな動的クラスタリングを実現している．
7 おわりに
本稿では，既存のクラスタリング手法のアプローチを融合し，
大規模な動的グラフ構造に対する高速，正確かつパラメータフリー
な密度ベースグラフクラスタリングの実現に向けた手法を提案し
た．提案手法では (1)ある時刻 tに入力されたグラフ構造から，グ
ラフ構造に含まれるクラスタ構造を要約した cluster skeletonを
抽出し，(2)時刻 t+1におけるグラフ構造の変化に併せて，事前に
構築した cluster skeletonを逐次更新する．その後，(3) cluster
skeletonから時刻 t + 1におけるクラスタ構造を復元する．さら
に重要な点としてこれらの処理は，(4)ユーザによるパラメータ設
定を必要とせず，既存の密度ベースクラスタリング手法に対して
高速かつ精度を劣化させずに行う．
その結果として，提案手法は以下の特性を有する．
 高速性: 提案手法は動的グラフに対する既存の密度ベースク
ラスタリング手法に対して高速である．
 高精度性: 提案手法は動的グラフに対する既存の密度ベース
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クラスタリング手法に対して高精度である．
 パラメータフリー: 提案手法はユーザによるパラメータ設定
を必要としない．
上記の特性により，提案手法はこれまでグラフクラスタリングを
用いていたアプリケーションにおける分析の幅や処理性能の向上
に本手法は貢献できる．
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