In this paper, we address the main challenges of the implementation of finite element methods for solving spatial fractional problems on three dimensional irregular convex regions. Different from the integer case, the non-locality of fractional derivative operators makes the assembly of fractional stiffness matrix much more difficult, mainly in two aspects: one is the search of the integral path of Gaussian points, and the other is the calculation of fractional derivatives of basis functions at Gaussian points. By introducing the ray-simplex intersection algorithm, we present an efficient method for finding integration paths of Gaussian points. By analyzing the expression of the fractional derivative of finite element basis functions, we give a method for efficiently calculating the fractional derivative. In order to speed up the procedure in MATLAB, some implementation techniques are introduced. We demonstrate our method by applying it to different problems, including steady and transient spatial fractional problems.
Introduction
Fractional calculus has become increasingly used as a modeling tool in numerous diverse fields, such as physics [37, 48] , finance [23, 40] and hydrology [4, 49] . The main reason behind this is its suitability for explaining non-local and memory phenomena in complex systems in these fields. However, due to these anomalous properties, it is difficult to get close form solutions of fractional partial differential equations (FPDEs). Thus, a number of numerical methods have been developed, such as finite element methods, finite difference methods, spectral methods and etc.
Finite element method(FEM), a widely used method in engineering, has been generalized to solve FPDEs by many researchers. After Ervin and Roop developed the theoretical framework for FEM [16, 38] , many aspects of FEM have been studied, such as existence, uniqueness and regularity of weak solution to fractional problems [25, 26, 42, 44] . Deng [14] developed FEM for the space and time fractional FokkerPlanck equation and established stability and error estimates rigorously. In [47] , Zhang et al. solved symmetric space-fractional partial differential equations with homogeneous boundary condition, and they analyzed the existence of the variational solution as well as the stability and convergence of the discrete scheme they developed. Zheng et al. [55] considered FEM for the space-fractional advection diffusion equation of Caputo fractional operator with non-homogeneous boundary condition dealt by classical technical. Zhao and Li [53] developed finite difference/element approximations for the timespace fractional telegraph equation. The variational form of their scheme is non-symmetric because they used a non-symmetric decomposition of the fractional order of derivative operator. They proved the existence and the uniqueness of the weak solution, and discussed the stability and convergence of their numerical schemes. In another paper [54] , they solved a generalized nonlinear fractional FokkerPlanck equation by fully discrete Galerkin FEM. In [56] , Zhuang et al. proposed a one-dimensional space-fractional Boussinesq equation and developed finite volume and finite element methods for the equation, respectively. Xu and Hesthaven [45] proposed a discontinuous Galerkin
Steady and transient fractional problems always have following form
Lu(x) = f (x), x ∈ Ω,
where L is a linear operator consisting of fractional operators defined in section 2 and Ω is an open convex set in R n (n = 1, 2, 3). In applications, Lu(x) mainly contains three forms listed below.
• 
where 0 ≤ α, β ≤ 1.
In this paper, we mainly discuss how to handle form (2), i.e. how to assemble stiffness matrix for this form. From form (2), we notice that assembling stiffness matrix is related with the calculation of fractional derivatives of basis functions and this is much more complicated than the calculation of integer derivatives. Computation of fractional derivatives depends on the paths of integration starting with the Gaussian points. This is the main challenge in the implementation of FEM for spatial fractional PDEs. In the literatures, researchers have introduced some ways to search the paths with very tedious procedures. The integration paths are made of intersection segments of the rays starting with Gaussian points along certain direction with elements. If we use simplex elements (this is always the case), we can easily compute the intersection segments by using the algorithm presented below, named as the ray-simplex intersection algorithm. And we can simplify the procedure of computing fractional derivatives by the algorithm. This paper is arranged as follows: section 2 is devoted to describe some notations involved. Algorithms on assembling fractional stiffness matrix for the variational form is discussed in section 3 including assembling element fractional stiffness matrix, finding integral path for Gaussian points and some details on implementation with MATLAB. In section 4, we apply the algorithms to solve 3-D steady/transient fractional problems. And conclusions are given in the last section.
Preliminary
In this section, we will introduce some norms and spaces involved with fractional calculus and deduce variational forms for different type terms in L. In the following sections, we denote (·, ·) as inner product in L 2 (Ω).
Notations
Define e i (i = 1, 2, · · · , n) the unit column vector, of which the i th component is 1. Unless otherwise specified, we do not distinguish points from column vectors in following sections. Based on the notations defined above, we can characterize the boundary of convex domain Ω by a i (x) and b i (x) as below,
Here, a i (x) and b i (x) respectively represent the lower and upper bounds of the line segment parallel to e i through point x.
Then, some definitions of fractional calculus are listed, including Riemann-Liouville fractional integral operator, Riemann-Liouville fractional derivative operator and Riesz fractional derivative operator. 
where c α = 1 2 cos(πα) . From the definition of Riesz fractional derivative, we know that when α = 2 it is same with the classical derivative of order 2.
Next, let us borrow some notations on fractional Sobolev spaces from Ervin and Roop [16, 17] .
And denote
J µ L (Ω) (J µ L,0 (Ω)) as the closure of C ∞ (Ω) (C ∞ 0 (Ω)) with respect to · J µ L (Ω) . Definition 5. Let µ > 0. Define the semi-norm |u| J µ R (Ω) := n i=1 D RL µ xi bi(x) u 2 L 2 (Ω) 1/2 and the norm u J µ R (Ω) = u 2 L 2 (Ω) + |u| 2 J µ R (Ω) 1/2 .
and the norm
where F(û)(ω) is the Fourier transformation of functionû,û is the zero extension of u outside Ω, and denote
The following lemma states that the spaces J [17, 38, 46, 47] .
Then there exist positive constants C 1 and C 2 independent of u such that
whereû is the extension of u by zero outside Ω.
For fractional derivatives, we also have integration by parts formula.
Variational forms of different derivative terms
In order to deduce suitable inner product forms for fractional derivative forms in L, we multiply those three terms by test function v separately and then apply the integration by parts formula. In the following parts of this section, assume the function u is smooth enough to apply integration by parts formula and v is zero on the boundary of Ω.
Firstly, we infer variational forms for case 1, i.e. c(x)D 2α i u(x). Assume 2α = 1 + β, then we have
If c(x) is independent of x i , by Lemma 2.3 we have
Splitting fractional orders 2α like this is always used for dealing with Riesz fractional derivatives because it always result in a symmetrical stiffness matrix. Now, we obtain two different inner product forms for case 1. Secondly, for case 2 and 3, we gather them together because the variational forms of them are similar. For case 2 and case 3, we can deduce them as follows
It is observed that these two terms on the right hand of (13) and (14) 
where 0 ≤ α, β ≤ 1. 
Remark 2.4. When α = 0 and β = 0, form (15) will be (u(x), v(x)) which is corresponding to mass matrix.
Algorithms on assembling stiffness matrix
Assembling the fractional stiffness matrix is the key point to solve spatial FPDEs using FEM. In this section, we introduce algorithms related with assembling fractional stiffness matrix.
Deduction of the expression of fractional stiffness matrix
Assume the domain Ω ∈ R n is a polygonal domain which can be partitioned into simplexes in R n . Let {T h } be a family of regular partitions of Ω, and h be the maximum diameter of elements in T h . For finite element methods, the idea is to approximate solutions of equations on conforming, finite dimensional spaces. So we define the test and trial space
where P s (E) is the set of polynomials with degrees s in E.
Assume the basis functions of V h are ψ l (x), l = 1, 2, · · · , N . As usual, the stiffness matrix is calculated by adding the element stiffness matrices, i.e.,
where K E is element stiffness matrix with
with (·, ·) E representing inner product on element E. By Gaussian quadrature on E, we can approximate (K E ) kl by
where x j and w j (j = 1, 2, · · · , m) are Gaussian points and Gaussian weights on E. In oder to make the process more clear, we write (K E ) kl as product of matrices, i.e. 
1 , ψ
2 , ψ
are local basis functions in E 2 .
where
Define
and
Then we have
If we denote l j and r j as the j th column of L and R separately. K E can be written as
Remark 3.1. From above deduction, we notice that the element stiffness matrix K E for fractional partial different equations can not be calculated locally. This is very different with the integer case.
How to compute l j and r j is what we need consider next. Here we take l j as an example, and r j can be calculated by the same way. In order to make it clear, the subscript j is dropped in the followings. Assume D α i is left Riemann-Liouville fractional operator. Assume we have find the integral path for Gaussian point x (This will be discussed in following sections). Denote s k (k = 1, 2, · · · , p) the segments of the integral path, see Figure. And assume s k is in element E k . Then we have
where 
Then, obviously, we have
Hence
From the definition of
is very sparse and it can be got by only computing
l (l = 1, 2, · · · , n + 1) are local basis functions on E k . By this way we can calculate l locally and the process of computing l will similar with the idea of assembling stiffness matrix for integer case.
As a conclusion, we sketch the big picture of solving spatial FPDEs by FEM in fig. 2 . This procedure is similar with the algorithm for integer order partial differential equations except for building mesh information and assembling stiffness matrix. These aspects will be addressed in following subsections. [29] . The formulas are effective for polynomials with integer degree, but for fractional derivatives of polynomials it is less effective. The reason is that the fractional derivatives of polynomials are usually polynomials with non-integer degree. Due to this, when c(x) is constant, the two equivalent inner forms of Case 1 will have different numerical results. The higher order of quadrature formulas we use, the more close the results are. Owing to this, how to compute the inner product accurately is what we will study in the future.
Find the integration path for Gaussian point
Currently, most algorithms used for searching the integration paths are exhaustive, i.e. computing the intersection segments of the ray with most of elements, even every element in the mesh. In [46] , we introduced the effect domain to reduce the computation time. Here, we provide another way to accelerate the computation by the ray-simplex intersection algorithm.
The ray-simplex intersection algorithm
We now turn to the algorithm of ray-simplex intersection. The main idea of this algorithm is representing the ray in a new coordinate system related to the simplex [22, Chapter 2] .
Let the ray and the simplex be R and S, separately. Assume the vertexes of simplex S are v i (i = 0, · · · , n).
forms a basis for R n . Hence, every point in simplex S can be expressed as
If we setk = (k 0 , k 1 , · · · , k n ) T , thenk is the volume coordinate of x in the simplex. Let u 0 be the start point of R and d(|d| = 1) be the direction of R, then every point on ray R can be written as
i.e.
Inserting (33) into (31), we obtain the intersection conditions only including unknown variable r as below
where the operator '≥' is element-wise and
with e is a n-D column vector with every element equal to 1. Now, the intersection segment can be derived by solving inequalities (34) . Actually, we only need to know the maximum and the minimum r satisfying (34) . Let I be the set of all r satisfied equation (34) . If I is empty, the ray and the simplex is separated. Otherwise I is an interval, i.e. I = [r min , r max ], r min ≤ r max . Therefor, the two end points of the intersection segment are
where x 1 is the go-out point of R from simplex S. In addition, the volume coordinates of x 0 and x 1 can be written ask
Now, the ray-simplex intersection algorithm has been introduced. In the next, we will use this algorithm to search integral paths from Gaussian points. As a conclusion, we summarize the advantages of this algorithm below.
a) It can be used to compute the intersection points of ray and simplex in arbitrary dimensions.
b) It avoid searching the intersection points of ray and faces of simplex by computing intersection points of ray and faces of simplex one by one.
c) We can easily get the volume coordinates of the intersection points, which are useful in computing the fractional derivatives of basis in finite element space. From the zeros and their distribution in volume coordinates, we can easily know where the intersection is, see fig. 3 . Using this fact, we can find the path of integration more efficiently. Coordinates 
Applied ray-simplex algorithms to find the integration path
Assume we have known the adjacent information of the triangulation. If a ray intersects with a simplex ∆, then it must go out from some point on some m-face (0 ≤ m < n, m ∈ N) of the simplex ∆, for example, edge(1-face), vertex(0-face) in 2-D case, and face(2-face), edge(1-face), vertex(0-face) in 3-D case. By the volume coordinate of the go-out point, we can deduce the simplex with which the ray maybe intersection after going out of current simplex. If the volume coordinate of one point has k zero components, then the point must be on some (n − k)-face of the simplex. And the exact face can be determined by the distribution of the zero components of the volume coordinate, see fig. 3 for 3-D case. If the go-out point is on a m-face, we can search all the elements (simplex) which contain the m-face. Usually, most of the go-out points will locate on (n − 1)-face of the simplex ∆, for example, edges in 2-D and faces in 3-D (See fig. 4 ). And in this situation, there are at most one simplex shared the face with simplex ∆. This is why this algorithm is efficient. : An example show the integration path in two elements ∆ ABCD and ∆ BCDE . The integration path GH go out at point F from ∆ ABCD , then we can assure that GH must go into ∆ BCDE at F because F is on face BCD.
As a conclusion of this subsection, the algorithm of finding integration paths is given in algorithm 1. As long as we know the integration paths, we can compute the fractional derivatives at Gaussian points by the way provided in Section 3.1.
Remark 3.4. By the description above, we notice that the adjacent information must include the m-face to element relationship, i.e., given a m-face we can get all elements sharing this face together. This information should be gathered before the procedure of finding integration paths.
Some details on implementations
To make the algorithms more clear, here we give more details on the implementation in 3-D case.
Some implementation details of finding integral path
In this subsection, we consider the data structure of the mesh and how to use this information in finding integral path. The basic information of a mesh including points (or called nodes, vertex) and cells (or called Compute the ray's in-and out-points pair (k 0 , k 1 ) with ∆ ; 6: if in-and out-points is not the same point then
7:
f lag ← 1;
8:
Current simplex ∆ c ← ∆ ;
9:
go to 12;
10:
end
13:
Put simplex and segment pair {∆ c , (k 0 , k 1 )} in P ;
14:
Determine the face F by out-points k 1 ;
15:
Get the simplex set S of which the element shared the face F ;
16:
S ← S − {∆ c }; 17: go to 3; 18: end if 19: return P 
elements). The nodes are stored in a matrix of which each column represents a point as shown in table 2. The elements are also stored in a matrix shown in table 3 where E i (j) is the index of the corresponding nodes, i.e. the index of the j th nodes in cell E i . If we define local nodes index set I l = {1, 2, 3, 4} and global nodes index set I n = {1, 2, · · · , N }, E i can be seen as a map from I l to I n . So the matrix of cells actually stores the map E i . Table 4 : Information of edges where e i is a map from {1, 2} to In.
From this basic information, we can get all the edges and faces in this mesh, and they are shown in table 4 and 5.
As state before, we need the adjacency information of the mesh, such as cells to edges and edges to cells. Define edges index set I e = {1, 2, · · · , N e } and faces index set I f = {1, 2, · · · , N f }. Denote I (i) l as the set 
of subsets of I l with i elements, i.e. I
(2) l = {{1, 2}, {1, 3}, {1, 4}, {2, 3}, {2, 4}, {3, 4}}. Define map E i on I (2) l and I (3) l as follows.
Here we use symbol E i again, because it represent a map from local index to global index. This will not introduce any confusion because they are defined on different index sets. These two maps are shown in table 6 and 7. This information is not enough for assembling stiffness matrix. We need more. Define map 
Edges of cells
E 1 (1, 2) E 2 (1, 2) · · · E i (1, 2) · · · E M (1, 2) E 1 (1, 3) E 2 (1, 3) · · · E i (1, 3) · · · E M (1, 3) E 1 (1, 4) E 2 (1, 4) · · · E i (1, 4) · · · E M (1, 4) E 1 (2, 3) E 2 (2, 3) · · · E i (2, 3) · · · E M (2, 3) E 1 (2, 4) E 2 (2, 4) · · · E i (2, 4) · · · E M (2, 4) E 1 (3, 4) E 2 (3, 4) · · · E i (3, 4) · · · E M (3, 4)Index 1 2 · · · i · · · M
Faces of cells
where E (e) map an index of edge to the index of cells containing this edge and E (f ) maps an index of face to the index of cells containing this face. Tables 8 to 10 show the structure of E (n) , E (e) and E (f ) . 
These are all the information of the mesh we need. Now we state how to find the position of a points from its volume coordinate as we need this when find the integral path. Assume we have a point P in E i , and its volume coordinate is k = (k 1 , k 2 , k 3 , k 4 ). According to fig. 3 which showing the relationship of volume coordinate with its position, we have some proposition as below. 
a) When there are three zeros in k and the non-zero element's subscript is j, i.e. k j = 0, then E i (j) is P . Then E n (E i (j)) contain all the cells share the point P .
b) When there are two zeros in k and the subscripts are j 1 , j 2 , then P is on edge E i (j 1 , j 2 ). Then E e (E i (j 1 , j 2 )) contain all the cells share the point P .
c) When there is one zero in k and the non-zero elements' subscripts are j 1 , j 2 , j 3 , then P is on face j 2 , j 3 ) ) contain all the cells share the point P .
These facts are used in algorithm 1 to speedup the procedure of finding integral path, see Line 14-15 in the algorithm.
Remark 3.5. As mentioned before, we need to check the distribution of zero components in volume coordinates of intersection points. However, we seldom get exact zeros in computers. So a suitable tolerance must be set, for example tol = 10 −12 .
Speedup addition of sparse matrix in MATLAB
In this subsection, we exploit the sparsity of the fractional stiffness matrix and make use of the sparsity to speed up the procedure of assembling fractional stiffness matrix.
Here we take equations with Riesz fractional derivatives as an example. Suppose we have a cubic domain with uniform grid in R n and assume we have N grid points on each direction. Then, when n = 1, the stiffness matrix is full. if n > 1, the matrix is a sparse matrix and the density of the matrix is proportional to 1/N n−1 . This can be got easily by simple calculation. In order to compare the sparsity of fractional stiffness matrix with traditional stiffness matrix, we list the density of them in table 11. In MATLAB, we can visualize sparsity pattern of a sparse matrix by command spy. In fig. 5 , we show the sparsity pattern of a fractional stiffness matrix K. The density of this matrix is 2.7%. Though the subfigure (a) in fig. 5 seems an full matrix, the sparsity of K is obvious after we zoom in the figure as shown in subfigure (c) and (d). When assembling the stiffness matrix we need to add element stiffness matrices together. However, this operation will cost much CPU time because of the sparse matrix storage method in MATLAB. To accelerate the operation, we firstly construct a sparse matrix, called template matrix, of which the structure is 'similar' with the result matrix K. Then add sparse matrices by a C routine in place. This will save a lot of time.
Now we briefly describe the idea of constructing the template matrix T . Assume K N ×N is a fractional stiffness matrix. Then we define template matrix T of K as below
So, the processs of constructing T is actually to determine whether K jk is zero. Here, we take
where j, k ∈ {1, 2, · · · , N }. As linear Lagrange element is used, we assume the vertex corresponding to basis function φ j (x) is z j and define ω j as the element patch of z j , i.e. ω j = ∪ zj ∈E E. Define the lower and upper bound of ω j in e i direction as
According to the definition of fractional derivatives, if
k,max ] = ∅, the element K jk and K kj must be zeros, i.e. T jk = T kj = 0. Otherwise, K jk and K kj are non-zero, i.e T jk = T kj = 1.
The efficiency of this algorithm can be seen from table 12 and fig. 6 , which shows time cost of MATLAB build-in function 'plus' and C routine 'addsparse' in assembling the stiffness matrix of Riesz fractional derivatives. For traditional stiffness matrix (α = 1), There is not much difference between the two methods. But the 'addsparse' has a lower rate of increase. For fractional stiffness matrix, the acceleration effect of 'addsparse' is remarkable. In addition, the readers can find the C routine at https://github.com/lrtfm/addsparse. As a conclusion of this section, we present the algorithm on assembling fractional stiffness matrix in algorithm 2.
Algorithm 2 Assemble the fractional stiffness matrix
Get Gaussian points G E and associated weights on E
5:
for each Gaussian point P j ∈ G E with weight w j do
6:
Let x be the coordinates of P j .
7:
Calculate vector l j ← D
8:
Calculate c j ← c i (x).
10:
end for
11:
Assemble the element stiffness matrix K E ← j w j c j r j l T j .
12:
K ← addsparse(K, K E ). 
where 1/2 < α i < 1, Ω = (0, 1) × (0, 1) × (0, 1) and p i (i = 1, 2, 3) are constants. The variational form of this problem can be written as a(u, v) = (f, v), where, as talked before, the bilinear form a(u, v) have two forms, i.e.
Now, we perform numerical experiments to compare results of the two variational forms. Denote p := (p 1 , p 2 , p 3 ), α := (α 1 , α 2 , α 3 ). Let p = (1, 1, 1) , α = (0.85, 0.85, 0.85) and the exact solution of (42) be
Then the right hand function f (x) can be obtained by inserting u(x, t) into equation (42) . Firstly, we solve equation (42) by using bilinear form (43) . The meshes are shown in fig. 7 , and L 2 , L ∞ errors and convergence orders are shown in table 13 . In order to compare the numerical results with exact solution, we choose a plane and a line on the domain and plot the numerical results and exact solution at the same time. In fig. 8 , the numerical result and the exact solution are shown in filled contour plots. As shown in the figure, the numerical result is almost same with the exact solution when h = 1/32. In fig. 9 , we depict the numerical results and errors on line x 2 = 1/2, x 3 = 1/2. It is easily to see that the method is convergence as we refine the mesh. Then, we resolve the equation by form (44) . The errors and convergence orders are shown in table 13. The numerical results on a line are illustrated in fig. 10 . In table 13, we notice (42) by using bilinear form (43) and exact solution.
that the results of the two forms have a tiny difference which can be ignored. Hence, when these two form are available at the same time, anyone of them can be used to solve the equation. Usually, we choose form (44) because it is more efficient. 
Denote
. And let the exact solution be
Then, solve the equation by using algorithm presented in Section 3. The errors and convergence orders are shown in table 14. The convergence orders of L 2 and L ∞ errors are bigger then 1.5. Also, we plot the results and errors on line x 2 = 1/2, x 3 = 1/2 in fig. 11 and 12. From these tables and figures, it is easily to see that our method is convergence. Table 14 : L 2 and L ∞ errors and convergence order for equation (46) . 
Application to fractional diffusion equations
In this subsection, we consider time-dependent FPDEs in general form firstly, and then consider a special case with Riesz fractional operators. Firstly, let us define some notations. Denote τ the time step size and n T a positive integer with τ = T /n T . And let t j− 1 2
), and
General case
In this subsection, we consider time-dependent FPDEs as follows
For equation (49), the Crank-Nicolson FEM scheme can be written as
where P is a projection operator and
In the following, we will give two numerical examples of this problem.
. Let the exact solution be
We solve this equation by scheme (50) , and present the results in table 15 and fig. 13 . In table 15 , we notice that the convergence orders of L 2 errors are bigger then 2. Example 4.4. Assume Ω is B r (0) := {x||x| < r}. Set p = (cos(x 1 ), cos(x 2 ), cos(x 3 )), q = (1 − cos(x 1 ), 1 − cos(x 2 ), 1 − cos(x 3 )), and let the exact solution be
where r = 0.5. Solve this equation by scheme (50) , and illustrate the results in table 16 and fig. 15 . Some meshes used are shown in fig. 14 . In this case, the convergence orders of L 2 error approximate to 2, which verifies the convergence of our method again. 
where 1/2 < α i < 1 and D Rz 2αi xi (i = 1, 2, 3) are Riesz fractional derivative operators defined in Section 2.
Then the variational problem of equation (54) is Find u ∈ U (46) and exact solution at T = 5 .
such that
Then the Crank-Nicolson FEM scheme can be written as
with u 0 h = P φ. By standard analysis process of Crank-Nicolson FEM for parabolic problems[41, Chapter 1], we obtain the following convergence theorem.
In the followings, two numerical examples are presented to verify the theoretical result in Theorem 4.1. 
In this example, choose parameter T = 1, solve the problem with different α, and present the results in table 17 and fig. 16 . An O(h 2 ) convergence rate is observed, which agrees well with the theoretical result of Theorem 4.1. 
In this example, choose parameters T = 1. Firstly, set τ = 0.001 and let h = . The results at T = 1 on different meshes are illustrate in fig. 17 . Table 18 shows the spatial convergence orders. The convergence orders of errors in L 2 norm are approximate to 2, which fit well with the result in Theorem 4.1. Now, set h = τ when τ = 
Conclusion
In this paper, we introduced algorithms to assemble fractional stiffness matrix for inner product with fractional derivatives on 3-D domains and the procedure is described in detail. Particularly, we search the integral path by a ray-simplex algorithm which can speedup procedures of assembling fractional stiffness matrices. It is a simple algorithm to compute intersection segments of integral paths with elements and it can be used in any n-dimensional space. Furthermore, we solved 3-D steady/transient fractional problems by the algorithms. Specifically, Crank-Nicolson FEM method is developed to approach the Riesz spatial fractional diffusion equations on convex domain in R 3 which is seldom solved before. The experiment results show that the method has convergence order O(h 2 + τ 2 ), which is consistent with the theoretical results. Although we present a valid method on searching integral path, the assembly of the fractional stiffness matrix is still much slower than the integer order stiffness matrix. Table 20 shows the comparison of time used in solving fractional and integer elliptic equations. Notice that when the Number of elements is 268418, the time cost in assembling fractional stiffness matrix is approximately one and a half hour, while assembly of integer stiffness matrix only used thirty seconds. There is a big gap here. In-depth research is needed on fast algorithms on assembly of fractional stiffness matrix on irregular domains. In the future, we will open source code for everyone to use and improve.
In the numerical experiments, we have noticed that there still is a lot of room to improve the accuracy of inner product of fractional derivatives because of the Gaussian quadrature used in computing inner product. In the future work, we shall work in this regard.
