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Abstract
We propose a new model reduction framework for problems that exhibit transport
phenomena. As in the moving finite element method (MFEM), our method employs
time-dependent transformation operators and, especially, generalizes MFEM to ar-
bitrary basis functions. The new framework is suitable to obtain a low-dimensional
approximation with small errors even in situations where classical model order reduc-
tion techniques require much higher dimensions for a similar approximation quality.
Analogously to the MFEM framework, the reduced model is designed to minimize
the residual, which is also the basis for an a-posteriori error bound. Moreover, since
the dependence of the transformation operators on the reduced state is nonlinear, the
resulting reduced order model is obtained by projecting the original evolution equation
onto a nonlinear manifold. Furthermore, for a special case, we show a connection
between our approach and the method of freezing, which is also known as symmetry
reduction. Besides the construction of the reduced order model, we also analyze the
problem of finding optimal basis functions based on given data of the full order solution.
Especially, we show that the corresponding minimization problem has a solution and
reduces to the proper orthogonal decomposition of transformed data in a special case.
Finally, we demonstrate the effectiveness of our method with several analytical and
numerical examples.
Keywords: transport dominated phenomena, model order reduction, error bound,
nonlinear Galerkin, residual minimization
AMS(MOS) subject classification: 35Q35, 65M15, 37L65
1 Introduction
Over the past three decades, model order reduction (MOR) has become an established
tool to reduce the computational cost for obtaining high fidelity solutions of (partial)
differential-algebraic equations that are required in parameter studies, controller design,
and optimization. The key observation that is used in MOR is that in many applications, the
solution evolves in a low-dimensional manifold, which itself can be embedded approximately
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in a low-dimensional subspace. The projection of the dynamical system onto this low-
dimensional subspace diminishes the computational cost while maintaining a high fidelity
solution. A successful MOR scheme can identify a suitable low-dimensional subspace and
quantify the error of the solution of the resulting surrogate model with respect to the
solution of the original dynamics. For an overview of such methods we refer to [1,5,33,58,59]
and the recent surveys [4, 6]. Most of these MOR methods are formulated in a projection
framework. In more detail, consider a separable Hilbert space (X , 〈·, ·〉X ) with induced
norm ‖ · ‖X and an evolution equation of the form
z˙ (t) = F (z (t)) , z(0) = z0, t ∈ (0, T ), (1.1)
where the operator F is defined on a dense subspace Y ⊆X ,
F : Y →X , y 7→ F(y).
We assume z0 ∈ Y and call z a solution of (1.1) if z(t) ∈ Y for all t ≥ 0, z is continuous
in [0, T ), differentiable in (0, T ), and (1.1) is satisfied.
Standard projection-based MOR is based on the identification of a suitable r-dimensional
subspace Y ⊆ Y , conveniently described by a basis (ϕ1, . . . , ϕr), and the assumption
that the solution z of (1.1) is well-approximated within this space, i.e., there exist scalar
functions z˜i such that
z(t) ≈ zˆ(t) :=
r∑
i=1
z˜i(t)ϕi for t ∈ [0, T ). (1.2)
Substituting zˆ into (1.1) and requiring that the residual is orthogonal to the approximation
space Y results in the reduced order model (ROM)
r∑
j=1
˙˜zj 〈ϕi, ϕj〉X =
〈
ϕi,F
 r∑
j=1
z˜jϕj
〉
X
, i = 1, . . . , r. (1.3)
Note that the matrix M := [〈ϕi, ϕj〉X ]ri,j=1 is symmetric and nonsingular such that under
reasonable assumptions on F the ROM (1.3) is uniquely solvable for any initial condition.
For numerical reasons, the basis (ϕ1, . . . , ϕr) is usually chosen to be orthonormal such that
M equals the r-dimensional identity matrix. The question that remains to be answered
is how to choose the subspace Y. The particular choice of this subspace is one of the
distinguishing features of the different MOR methods.
The best subspace of a given dimension — in the sense that the worst-case approximation
error is minimized — is described by the Kolmogorov n-widths [40, 56] (or equivalently as
shown in [78] by the Hankel singular values). For specific equations, it can be shown (cf. [45,
46,58]) that the n-widths decay exponentially, enabling MOR to succeed. Unfortunately,
there are also several problem classes, where the n-widths do not decay exponentially. This
is typically the case if the dynamical system features strong convection or transport of
a quantity within the spatial domain. For examples we refer to [11] and [26]. For such
problems, standard MOR methods cannot produce a low-dimensional model that, at the
same time, is very accurate. Several authors have observed this, yielding the emerging field
of so-called MOR for transport dominated phenomena. We give a detailed overview of the
current state of the art in section 2.
The slow decay of the Kolmogorov n-widths is often related to sharp gradients of the
solution that travel through the physical domain. The large gradients might develop over
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time (for instance, in Burgers’ equation with large Reynolds number) or are enforced
within the system by the initial condition. The moving finite element method (MFEM)
[21,48] accounts for these typically local effects by moving the discretization nodes in an
automated fashion to the critical areas. Therefore the basis functions are transformed
based on the current position of the respective nodes, and the node positions are considered
as additional unknowns. The equation for the node position is derived from the necessary
condition for minimizing the squared norm of the residual. In this paper we transfer this
idea to the context of model order reduction by replacing the approximation (1.2) with
z(t) ≈ zˆ(t) :=
r∑
i=1
z˜i(t)Ti (pi(t))ϕi for t ∈ [0, T ) (1.4)
with suitable transformation operators Ti : Pi → B(X ) for i = 1, . . . , r that are Y -invariant,
i.e., Ti(p)Y ⊆ Y for all p ∈ Pi. Here, B(X ) denotes the space of all linear and bounded
operators on X . For given paths pi the adaptive low-dimensional approximation manifold
is thus given as the linear span of {Ti (pi(t))ϕi}ri=1. Since our main goal is to use the
approximation (1.4) to derive a ROM, we have to ensure that we can differentiate with
respect to time. In particular, we have to choose suitable sets Pi. Natural choices are to
assume that the Pi’s are Lie groups or real Banach spaces. For the main applications we
have in mind, it suffices to choose Pi = Rqi and for the ease of presentation we do not
consider the more general cases described before. We immediately arise at three questions:
1. What are suitable families of transformation operators Ti?
2. For given transformations Ti, how to determine z˜i, ϕi, and pi such that the approxi-
mation error in (1.4) is minimized?
3. How to use (1.4) in a projection framework such that the resulting ROM can be
evaluated efficiently?
In practice, we often have knowledge about the solution behavior of the equations at hand
and can thus design appropriate transformation operators. For instance, for wave-like
phenomena, we can use translation operators that shift the basis functions or modes ϕi
in the spatial domain (see the forthcoming Example 4.3 for the advection equation and
Remark 6.2 for a more abstract discussion). Therefore, we assume for the remainder
of the manuscript that the transformations Ti are given such that we only have to deal
with the second and the third question, which we address in section 4 and section 5,
respectively. More precisely, we extend in section 4 the residual minimization version
of the shifted proper orthogonal decomposition (shifted POD) as presented in [68] to the
infinite-dimensional setting and, thereby, answer parts of the second question. The resulting
adaptive basis is then used to obtain a ROM via Galerkin projection. In most applications,
the paths pi are unknown and have to be computed during the online phase along with the
coefficient functions z˜i, which renders the approximation (1.4) nonlinear. Consequently,
the ROM that is obtained via Galerkin projection of (1.1) is an underdetermined nonlinear
differential-algebraic equation (DAE) that needs to be completed with additional equations.
This is discussed in detail in section 5. Our main contributions are the following:
1. In section 2, we give a detailed overview of the literature on model reduction methods
with special emphasis on transport dominated problems or problems with slowly
decaying Kolmogorov n-widths.
2. We show (cf. Theorem 4.6) that for given paths pi, the optimization problem that
minimizes the residual in (1.4) has a solution. In the special case that all modes
are transformed with the same operator and the same path we establish in Theo-
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rem 4.8 that the minimization problem is equivalent to standard proper orthogonal
decomposition (POD) (see section 3.1) with transformed data.
3. Based on the approximation ansatz (1.4), we construct a ROM that minimizes the
residual, see Theorem 5.5, and thus extend the idea of the MFEM to the model
reduction context. The ROM is certified in the sense that we provide an a-posteriori
residual-based error bound in Theorem 5.10.
4. For the special case that all modes are transformed with the same operator and the
same path, we discuss in section 6 the close connection to the symmetry reduction
framework [7, 65]. In particular, Theorem 6.5 details the connection of the phase
condition (cf. (5.4)) that is obtained from minimizing the residual and the phase
condition that minimizes the temporal change of the reduced state.
We close our discussion with three numerical examples. In the case of the advection-
diffusion equation, which is discussed in section 7.1, our ROM is capable of yielding a
good approximation of the dynamics with only two modes. In addition, this example
numerically justifies the approach to use the same transformation for several modes, as
proposed in the forthcoming equation (1.5). This idea is not only advantageous for the
actual implementation, but also for the theory; see Proposition 5.7 and Remark 5.8. In
section 7.3, we consider the linear wave equation and obtain an excellent agreement with
the full order model (FOM) by using an approximation with only two modes. Furthermore,
we observe that the ROM allows choosing significantly larger time steps than the full order
model, which is an advantage of performing the model reduction on the time-continuous
level. Finally, we consider the viscous Burgers’ equation in section 7.4 as an example of a
nonlinear full order model. In this context, we discuss how the evaluation of the reduced
order model can be rendered independent from the full order dimension. Furthermore, our
approach outperforms the classical POD-Galerkin approach and is able to yield a decent
approximation of the dynamics with just seven modes.
Remark 1.1. In [43] the authors use a general nonlinear approximation of the form z(t) ≈
g(z˜1(t), . . . , z˜r(t)), which certainly generalizes our approximation approach presented in
(1.4). We believe however that our parametrization of the general nonlinear approximation
offers some advantages. First, in the general setting with a possibly infinite-dimensional
Banach space X it seems rather difficult to prescribe a suitable nonlinear operator
g : Rr → X , even within a deep-learning framework as proposed in [43]. Working in
the infinite-dimensional setting often allows using equivariance (see section 6 for further
details), which may not be possible anymore after semi-discretization in space. Moreover,
the separation of amplitudes and transformed modes as in (1.4), gives a direct physical
interpretation of the ROM, where the transformed mode Ti(pi(t))ϕi may be related to a
reference frame. For additional numerical and theoretical benefits, this may be exploited
even further by prescribing the same transformation operator with the same path for
different modes ϕi, i.e., to replace (1.4) with
z(t) ≈
rˆ∑
i=1
ri∑
j=1
z˜i,j(t)Ti(pi(t))ϕi,j . (1.5)
On the one hand, this approach reduces the computational cost required to solve the ROM,
since less path variables need to be computed and, on the other hand, provides more
flexibility for theoretical investigations, see the forthcoming Remark 5.8. ♦
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2 State of the Art
As mentioned in the introduction, classical model order reduction techniques are usually
not able to provide accurate low-dimensional models when applied to systems exhibiting
the transport of structures with large gradients, such as shocks. In the past years, there
has been an increasing effort in the model reduction community to develop new methods
that can solve this problem. The most relevant approaches can be roughly subdivided into
three classes. The first class of methods aims at describing the transport by appropriately
chosen time-dependent coordinate transformations, which we hence refer to as reference
frame methods. For instance, in the case of a simple advection problem, an apparent
coordinate transformation is given by a time-dependent translation that describes the
advective behavior. The second class incorporates a more general time-dependent update
of the basis functions, which is not necessarily described by a coordinate transformation.
This update of the basis functions may be, e.g., realized by an h-refinement-like enrichment
of the basis functions or by an equation describing the evolution of the basis functions. The
third class considers general nonlinear approximation ansatzes accompanied by a nonlinear
Petrov–Galerkin projection to construct the ROM. The corresponding nonlinear mappings
are usually constructed via techniques from machine learning.
Reference frame methods A common approach among the methods using coordinate
transformations consists of formulating the FOM in a new coordinate system, which we
refer to as the reference frame. The goal is to choose the coordinate system in such a way
that the Kolmogorov n-widths for the transformed problem decay fast and thus enable
standard MOR methods to succeed. The first developments in this direction are presented
within the symmetry reduction framework, cf. [7, 64, 65]. The main idea is to approximate
the solution by a composition of the action of a time-dependent group element and a
so-called frozen solution, cf. section 6. Ideally, the group action and the time-dependent
element are chosen such that the frozen solution is almost constant over time, which
supports a low-dimensional approximation. The group action can, for example, be chosen
based on physical considerations or from snapshot data of the full order solution. For
instance, in [74], the authors present a method to pre-process snapshot data to align them
in such a way that the singular values decay fast and, thus, a low-dimensional description
of the dynamics can be obtained. To this end, they assume the snapshots to be almost
identical up to the action of some underlying symmetry group. Here, the coordinate
transformation is described by the group action, and the task is to assign group elements
to the snapshots optimally. The proposed solution for this problem involves the recently
introduced eigenvector alignment method [73], which, in comparison to other methods, has
the advantage that no template snapshot needs to be chosen. Similar ideas to pre-process
the snapshot data by some kind of alignment or calibration have been applied, for instance,
in [52, 72]. A different approach for determining a low-dimensional description of given
snapshot data was presented in [36] and is based on solving optimal mass transfer problems.
The contributions mentioned so far mainly consider the task to find a low-dimensional
approximation of snapshot data, but they do not construct a dynamic ROM based on
the low-dimensional description. An approach that considers both tasks is, for instance,
presented in [50]. At the first step, the authors apply a symmetry reduction tool, called the
method of slices [65], to formulate the FOM in the reference frame. Afterward, they apply a
standard model reduction scheme to the evolution equation in the reference frame. Similar
approaches based on the idea to formulate the FOM in a different coordinate system and
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apply standard model reduction schemes afterward are discussed, e.g., in [49,53,65,75].
Instead of first transforming the full order model and then reducing the transformed system,
the authors in [11] directly reduce the untransformed FOM using an approximation ansatz
that includes a coordinate transformation. Their approach for the compression of snapshot
data is similar to the ones mentioned above. However, they also present a method for
constructing a ROM based on the identified low-dimensional description of the snapshot
data. To this end, the authors first discretize in time and then substitute the approximation
ansatz into the semi-discrete full order model. They present an algorithm for updating the
time-discrete states of the ROM by minimizing the time-discrete residual. The evaluation of
the ROM still scales with the full dimension, but they present an additional approximation
of the ROM, which allows achieving an efficient offline/online decomposition. Further
methods which are based on the idea to enhance the approximation ansatz via a coordinate
transformation are discussed in [10,23,38,51,63].
All methods mentioned so far have in common that they apply a single coordinate transform
in order to get a faster decay of the singular values or the Kolmogorov n-widths. However,
one coordinate transformation may not be sufficient to obtain a low-dimensional description
in the case of multiple transport velocities in the system. For instance, the analytical
solution of the linear wave equation can be represented by two traveling waves, which
cannot be described by two modes and a single transformation. So far, there are only a
few methods that consider the case of multiple transport velocities and treat them with
different coordinate transformations. For example, the shifted POD [60,61,68] considers
an approximation ansatz, which allows to have different coordinate transformations for
different sets of basis functions. To compute a low-dimensional approximation of given
snapshot data, the authors in [61] propose a heuristic method that iteratively transforms
the snapshots into the different reference frames and compresses the data in the respective
frame using a singular value decomposition. In [60], the dominant modes are identified
by solving an optimization problem that maximizes the leading singular values in each
reference frame. Also, in [68], a shifted POD approximation is computed by solving an
optimization problem, which aims at minimizing the deviation of the approximation from
the original snapshot data. An alternative approach is considered in [62], where the authors
also present a method for identifying modes in several reference frames similar to the
shifted POD. However, instead of applying an iterative or optimization procedure, they
extract the dominant modes one after another in a greedy fashion. Thus, this method has
a lower computational complexity in comparison to the shifted POD. However, it fails to
give the minimum number of modes even for examples like the linear wave equation where
the analytic solution is known. Both the shifted POD and the transport reversal presented
in [62] are methods for the identification of dominant modes only, and there is no dynamic
ROM constructed based on the determined modes.
In this paper, we close this gap by introducing a framework that allows constructing
ROMs based on transformed modes, which can, for instance, be computed by one of the
contributions mentioned above. Notably, our framework is not restricted to the case that
all modes are transformed by the same coordinate transformation, but we consider the
general ansatz (1.4), which allows incorporating several transformation operators.
Adaptive basis methods The second class of MOR methods for transport dominated
systems is based on an online adaptation of the modes during the simulation of the ROM.
For instance, in [16], the authors combine the reduced basis method with a segmentation
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of the time interval, i.e., they subdivide the total time interval of interest into subintervals
and then compute a reduced basis on each of these subintervals. The authors of [16]
propose an adaptive segmentation such that a prescribed error tolerance and a maximum
number of basis functions per time interval is not exceeded. Depending on the time interval
segmentation, this may lead to a considerable reduction of the number of required basis
functions in each time interval in comparison to a non-segmented approach. In the online
phase, they simulate the ROM subsequently on each subinterval. When the interface
between two adjacent subintervals is reached, the initial value for the new subinterval is
computed by an orthogonal projection of the current approximation of the full order state
onto the span of the basis functions of the new subinterval. Thus, the ROM is a switched
system, where the switching condition depends solely on time. Furthermore, they provide
an a-posteriori error estimator, which they use to drive a greedy parameter sampling and
the adaptive time partitioning.
Differently from [16], the authors in [18] propose a scheme that adapts the reduced basis
only in the online phase and only if the error estimator returns values which are too high
or too low. In the offline phase, they define a tree structure that represents hierarchical
orthogonal decompositions of the underlying vector space of the FOM. Based on this tree
structure, they are able to adaptively refine the basis if the error of the ROM is too high
or to compress the basis if the error is smaller than a prescribed error threshold. This
refinement or compression of the basis corresponds to moving downwards or upwards in
the tree structure, respectively. As in [16], the obtained ROM is a switched system, but
in contrast to [16], the switching condition is state-dependent since the error estimators
are based on the current state of the ROM. Thus, the switching times are a priori not
known. The work in [18] is based on the ideas presented in [12] and extends them towards
more general refinement trees and a more general and efficient basis compression scheme.
Another online-adaptive scheme is proposed in [55], where the basis functions are regularly
modified via a low-rank update, where the number of basis functions remains constant in
contrast to [18].
Remark 2.1. Model reduction for switched systems is an active research area for itself,
with several contributions within the last years. For an overview we mention [2, 25, 66, 70]
and the references therein. ♦
In [22], the authors present an approach that is also based on a reduced basis, which is
adapted as time evolves. However, in contrast to the works mentioned above, the rules
for updating the basis are more problem-specific. In concreto, they propose to use the
eigenfunctions of a linear Schrödinger operator associated with the initial value of the FOM
as basis functions. Then, the time evolution of the basis functions is performed in such a way
that the basis functions remain eigenfunctions of a linear Schrödinger operator associated
with the time-dependent FOM. Consequently, they obtain an additional evolution equation
for the basis functions. In contrast to the works mentioned above, the ROM is not a
switched system with time-discrete changes in the basis functions, but instead they obtain
a time-continuous equation for the evolution of the basis functions.
In the last paragraphs, we have discussed model reduction methods, which are based on
time-dependent basis functions, while there are different ways of establishing this time
dependency. Formally, also the reference frame methods fit into this rather general class of
approaches since applying time-dependent coordinate transformations is a particular way
of inducing a time dependency into the modes. Nevertheless, we distinguish between these
two classes since the main ideas are somewhat different. The reference frame methods are
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motivated by physics and incorporate coordinate transformations to model the advection
behavior present in the dynamics. On the other hand, the adaptive basis methods propose
rather general ways of updating the basis functions without attempting to model the
advection explicitly.
Nonlinear projection methods The idea of the third class of methods is to approxi-
mate the solution via a general nonlinear approximation ansatz. In [43], the authors use
an autoencoder, which is a type of artificial neural network, to obtain a low-dimensional
description of the FOM solution. Based on the snapshot data, a decoder and an encoder
mapping are learned, where the decoder is a mapping from the reduced state space to
the full state space and the encoder vice versa. Especially, the lifting of the reduced state
to an approximation of the full order state is performed by the decoder mapping, which
thus describes the approximation ansatz. The projection of the FOM is carried out by
substituting the approximation ansatz into the FOM and then constructing the ROM via
minimization of the residual. They propose two different approaches: One is based on
minimizing the residual for the time-continuous FOM while the other one considers the
FOM in the time-discrete setting. The idea to use autoencoders for the purpose of model
order reduction has been previously presented in [39] and [32].
Remark 2.2. For several hyperbolic problems, it is possible to derive an equivalent system
of delay equations, see, for instance, [8, 15, 44]. Although these delay equations are still
infinite-dimensional, they are – from a computational perspective – much easier to solve.
From a model reduction perspective, this provides a different approach to the approximation
of transport dominated phenomena by searching for a surrogate model that captures the
transport by including a time-delay. Some first results in this direction are obtained in
[20,57,67,69,71]. ♦
3 Notation and Preliminaries
Throughout the paper we denote the Bochner space of square integrable functions and
locally square integrable functions in the time interval [0, T ] with values in a Banach
space X by L2 (0, T ;X ) and L2loc (−∞,∞;X ), respectively. If X = R we simply write
L2 (0, T ). The Sobolov space of square integrable functions in a domain Ω ⊆ Rd with square
integrable derivative is denoted by H1(Ω). If additionally periodic boundary conditions
are assumed, we write H1per(Ω). For an operator A we denote its adjoint operator by A?.
The induced operator norm of A is denoted by |||A||| and the standard Euclidean norm on
Rn is written as ‖ · ‖2. The transpose of a matrix M = [mij ] ∈ Rn×m is denoted by MT
and δij is the Kronecker delta.
3.1 Proper Orthogonal Decomposition
To motivate what follows, we consider one classical way of constructing the MOR projection
basis (ϕ1, . . . , ϕr), namely POD, see for instance [29,35] and the references therein. Our
starting point for the discussion is the approximation (1.2). Suppose that we have access
to a solution trajectory z of (1.1), for instance via a numerical simulation. For a given
dimension r < dim(X ), the approximation error in (1.2) is minimized via the optimization
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problem 
min 12
T∫
0
∥∥∥∥∥∥z(t)−
r∑
j=1
z˜j(t)ϕj
∥∥∥∥∥∥
2
X
dt
s.t. {ϕj}rj=1 ⊆ Y and 〈ϕi, ϕj〉X = δij , i, j = 1, . . . , r.
(3.1)
For later referencing, we call the solution {ϕj}rj=1 of (3.1) the dominant modes for the
solution trajectory z. Notice that the optimization problem (3.1) depends on the coefficient
functions z˜j for j = 1, . . . , r and in principle one should also minimize over the z˜j ’s. It is
however well-known that the best approximation in a subspace is given by the orthogonal
projection onto this subspace and hence we have z˜j(t) = 〈z(t), ϕj〉X for j = 1, . . . , r. Thus,
we are interested in the optimization problem
min 12
T∫
0
∥∥∥∥∥∥z(t)−
r∑
j=1
〈z(t), ϕj〉X ϕj
∥∥∥∥∥∥
2
X
dt
s.t. {ϕj}rj=1 ⊆ Y and 〈ϕi, ϕj〉X = δij , i, j = 1, . . . , r.
(3.2)
Following [29], the optimization problem can be solved by computing the eigenvalues of
the nonnegative, self-adjoint compact operator
R : X →X , Rϕ =
T∫
0
〈z(t), ϕ〉X z(t) dt. (3.3)
Observe that z ∈ L2 (0, T ;Y ) implies (see also [29, Lemma 1.24]) Rϕ ∈ Y for all ϕ ∈X .
In this case, a solution of (3.2) can be obtained as follows.
Theorem 3.1 ([29, Theorem 1.15]). Let X be a separable real Hilbert space and suppose
that z ∈ L2 (0, T ;X ) is given. Then there exist nonnegative eigenvalues λi and associated
orthonormal eigenvectors ϕi ∈X for i ∈ I with
I :=
{
{1, . . . ,dim(X )}, if dim(X ) <∞,
N, otherwise,
satisfying
Rϕi = λiϕi for i ∈ I, (3.4)
and λi ≥ λi+1 ≥ 0 for i < dim(X ), (3.5)
with R as defined in (3.3). If in addition z ∈ L2 (0, T ;Y ) with a dense subspace Y ⊆X ,
then for any r ∈ I with λr > 0, the set of the r leading eigenvectors {ϕi}ri=1 is a solution
of (3.2).
Remark 3.2. One can show (see for instance [80]) that (3.4) equals the first-order necessary
optimality condition for the minimization problem (3.2). In particular, the minimizer
of (3.2) is unique if, and only if, the first r + 1 eigenvalues of R are simple, that is
λ1 > . . . > λr > λr+1. ♦
To illustrate Theorem 3.1 we consider the following simple example with an advection
equation, see also [35,77].
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Example 3.3. The one-dimensional linear advection equation with constant coefficients
and periodic boundary condition is given by
∂tz(t, ξ) + ∂ξz(t, ξ) = 0, (t, ξ) ∈ (0, 1)× (0, 1),
z(t, 0) = z(t, 1), t ∈ (0, 1),
z(0, ξ) = z0(ξ), ξ ∈ (0, 1),
(3.6)
with given initial value
z0 ∈ Y := H1per(0, 1).
For notational convenience, we consider z0 as an element of L2loc (R) via periodic con-
tinuation. It is well-known that the solution of (3.6) is given by z(t, ξ) = z0(ξ − t) for
(t, ξ) ∈ (0, 1)× (0, 1). To compute the POD basis as in Theorem 3.1 we set X = L2 (0, 1)
and observe that the operator in (3.3) is given by
(Rϕ)(ζ) =
1∫
0
R(ζ, ξ)ϕ(ξ) dξ
with auto-correlation function R(ζ, ξ) =
∫ 1
0 z(t, ζ)z(t, ξ) dt =
∫ 1
0 z0(t)z0(t+ (ζ − ξ)) dt. In
particular, R(ζ, ξ) depends only on the distance between ζ and ξ. Since R is periodic in
the first argument, and thus also in the distance ξ − ζ, we can consider its representation
in the Fourier basis, i.e.,
R(ζ, ξ) =
∞∑
k=−∞
ck exp (2piık(ξ − ζ)) with ck ∈ R.
Using this expression, we observe that the eigenvectors of R, which correspond to the
solution of the minimization problem (3.2) for the advection equation (3.6), are given by
the functions ϕi(ξ) = exp(2piıiξ). Note that the eigenvectors of R are independent of the
initial value, which completely describes the solution of (3.6) and the initial value only
influences the ordering of the dominant modes. ©
In practice, the solution of the FOM (1.1) usually depends on an additional variable µ,
i.e., z(t) = z(t;µ), which may represent physical or geometry parameters or a control
function. In any case, the dominant modes should reflect the dynamics for a large range of
the additional variable µ, which we hereafter refer to as parameter. The current state of
the art is to sample the parameter space, i.e., to pick parameters µj for j = 1, . . . ,M and
solve (1.1) for each parameter value µj . The dominant modes can then be computed by
solving (3.2) simultaneously for all parameters [29], which is equivalent to concatenating
the solution trajectories for different parameters and solve (3.2) based on the concatenated
solution. An alternative approach is to determine dominant modes for each parameter
and then combine the different dominant modes. In general, the first approach provides a
smaller set of dominant modes, while the second approach allows to pick the parameters
iteratively, for instance by a greedy selection procedure. Let us mention that convergence
rates for the greedy approach can be related to the decay of the Kolmogorov n-widths, see
for instance [30,78].
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3.2 Galerkin Projection and Offline/Online Decomposition
Having identified a set of dominant modes {ϕj}rj=1 we substitute the Galerkin ansatz (1.2)
into (1.1) and obtain at time t > 0 the residual
r∑
i=1
˙˜zi(t)ϕi −F
(
r∑
i=1
z˜i(t)ϕi
)
.
Note that the choice of the modes {ϕj}rj=1 fixes the initial condition and thus the coefficient
functions z˜i at time t = 0. Thus, if we want to minimize the norm of the residual we
can do so only by optimizing over the slope of the coefficient functions. The concept of
minimizing the norm of the residual with respect to the slope of the coefficient functions is
called continuous optimality in [13]. We deduce that the partial derivative with respect to
˙˜z` is given by
∂
∂ ˙˜z`
∥∥∥∥∥
r∑
i=1
˙˜ziϕi −F
(
r∑
i=1
z˜iϕi
)∥∥∥∥∥
2
X
= 2
r∑
i=1
˙˜zi 〈ϕ`, ϕi〉X − 2
〈
ϕ`,F
(
r∑
i=1
z˜iϕi
)〉
X
.
As a consequence the ROM (1.3), or equivalently
M ˙˜z(t) = F˜ (z˜(t)), z˜(0) = z˜0, t ∈ (0, T ) (3.7)
with M := [〈ϕi, ϕj〉X ]ri,j=1 ∈ Rr×r, reduced state z˜(t) ∈ Rr, F˜ : Rr → Rr, and initial value
z˜0 ∈ Rr defined as
z˜(t) :=
z˜1(t)...
z˜r(t)
 , F˜ (z˜) :=
〈ϕ1,F (
∑r
i=1 z˜iϕi)〉X
...
〈ϕr,F (∑ri=1 z˜iϕi)〉X
 , and z˜0 :=
〈ϕ1, z0〉X...
〈ϕr, z0〉X
 ,
satisfies the following result, see also [13].
Lemma 3.4 (Continuous optimality). The ROM (3.7) is continuously optimal in the
sense that if z˜ is a solution of (3.7), then for each t > 0, the velocity ˙˜z(t) is the unique
minimizer of
min
α=[αi]ri=1
∥∥∥∥∥
r∑
i=1
αiϕi −F
(
r∑
i=1
z˜i(t)ϕi
)∥∥∥∥∥
X
.
Although the ROM is formally stated in Rr, it still depends on the evaluation of F in
the original space Y and thus it might still be computationally intractable to solve (3.7)
efficiently. However, in many cases we can precompute all quantities that depend on
Y , which allows a fast evaluation of (3.7). This process is called efficient offline/online
decomposition in the MOR literature. For instance for a linear operator A : Y →X we
have 〈ϕ1,A(
∑r
i=1 z˜iϕi)〉X
...
〈ϕr,A(∑ri=1 z˜iϕi)〉X
 =
〈ϕ1,Aϕ1〉X . . . 〈ϕ1,Aϕr〉X... ...
〈ϕr,Aϕ1〉X . . . 〈ϕr,Aϕr〉X

z˜1...
z˜r
 =: A˜z˜
with A˜ ∈ Rr×r. Notice that the precomputation is possible for all polynomial structures,
see for instance [41] and the references therein. Indeed, let us present the details for a
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quadratic polynomial, exemplified by a linear operator N˜ : (Y ⊗ Y )→X , where Y ⊗ Y
denotes the tensor product of Y with itself. In this case, we have
N
((
r∑
i=1
z˜iϕi
)
⊗
(
r∑
`=1
z˜`ϕ`
))
=
r∑
i=1
r∑
`=1
z˜iz˜`N (ϕi ⊗ ϕ`).
Defining
N˜ :=
〈ϕ1,N (ϕ1 ⊗ ϕ1)〉X 〈ϕ1,N (ϕ1 ⊗ ϕ2)〉X . . . 〈ϕ1,N (ϕr ⊗ ϕr)〉X... ... ...
〈ϕr,N (ϕ1 ⊗ ϕ1)〉X 〈ϕr,N (ϕ1 ⊗ ϕ2)〉X . . . 〈ϕr,N (ϕr ⊗ ϕr)〉X
 ∈ Rr×r2
implies 〈ϕ1,N ((
∑r
i=1 z˜iϕi)⊗ (
∑r
`=1 z˜`ϕ`))〉X
...
〈ϕr,N ((∑ri=1 z˜iϕi)⊗ (∑r`=1 z˜`ϕ`))〉X
 = N˜ (z˜ ⊗ z˜),
where N˜ can be precomputed in the offline phase and, thus, the right-hand side can be
computed independently of the original space Y . Recall that, for each time instance,
z˜ is an r-dimensional real vector and thus the tensor product z˜ ⊗ z˜ reduces (up to an
isomorphism) to the standard Kronecker product. The procedure extends directly for a
general polynomial but for the sake of notation we omit the details.
Remark 3.5. If the Hilbert space X is finite-dimensional it is isomorphic to RN (with
standard inner product) such that without loss of generality we may assume X = RN . In
this case, the basis vectors ϕj (j = 1, . . . , r) form a matrix
Φ :=
[
ϕ1 . . . ϕr
]
∈ RN×r.
In this case, the polynomial operators are associated with matrices, i.e., A ∈ RN×N and
N ∈ RN×N2 and the reduced analogues are given by
A˜ = ΦTAΦ and N˜ = ΦTN (Φ⊗ Φ),
where again ⊗ denotes the Kronecker product. ♦
Albeit many nonlinear systems can be rewritten as polynomial systems by introducing
additional states [28], it may not be possible to reduce the computational complexity to a
satisfactory level with the approach presented above. To remedy this problem a standard
approach is to further approximate the nonlinear function, for instance via the empirical
interpolation method (EIM) [3] or the discrete empirical interpolation method (DEIM) [14].
Although the extension of these methods to our methodology presented in the forthcoming
section 5 is certainly an interesting aspect we consider this a second step and postpone the
extension to a future work.
Remark 3.6 (Parameter separability). If the right-hand side in (1.1) depends on a param-
eter µ and is separable with respect to this parameter, that is F(z, µ) = ∑Kk=1 θk(µ)Fk(z)
with suitable scalar-valued functions θk, then this structure is retained in the ROM by
setting F˜ (z˜, µ) = ∑Kk=1 θk(µ)F˜k(z˜). This facilitates the efficient usage of the ROM in a
many-query context, where the ROM has to be evaluated for many different parameter
values. ♦
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4 Identification of Dominant Modes
Similarly as in section 3.1, we aim for identifying the dominant modes of the system, which
capture most of the dynamics. However, instead of considering a linear Galerkin approach
as in (1.2), we use the more general ansatz (1.4) here. Thus, similarly to section 3.1, we
assume that we are given z ∈ L2 (0, T ;X ), which we want to approximate via (1.4), i.e.,
we want to solve the minimization problem
min 12
T∫
0
∥∥∥∥∥z(t)−
r∑
i=1
z˜i(t)Ti (pi(t))ϕi
∥∥∥∥∥
2
X
dt,
s.t. ϕ ∈ Y r, ‖ϕi‖X = 1, z˜i ∈ L2 (0, T ) , pi ∈ L2 (0, T ;Pi) for i = 1, . . . , r.
(4.1)
Here, we assume that the mappings Ti : Pi → B(X ) for i = 1, . . . , r are given and satisfy
the following assumption.
Assumption 4.1. For each ϕi ∈ Y and each i ∈ {1, . . . , r}, the mappings Ti(·)ϕi : Pi → Y
are continuous. Moreover, there exists a constant c > 0 such that
|||Ti(η)||| ≤ c, ∀ η ∈ Pi (4.2)
for i = 1, . . . , r, where |||·||| denotes the induced operator norm.
Lemma 4.2. Let the mappings Ti satisfy Assumption 4.1 and assume that z ∈ L2 (0, T ;X ),
ϕ ∈ Y r, z˜ ∈ L2 (0, T ;Rr), and p ∈ L2 (0, T ;P) are given. Then the integal in (4.1) is
defined.
Proof. We define for i = 1, . . . , r the mapping
αi : (0, T )× Pi →X , (t, ηi) 7→ z˜i(t)Ti(ηi)ϕi
and the associated Nemytskij operator Ai(pi)(t) = αi(t, pi(t)) for almost all t ∈ (0, T ).
Assumption 4.1 implies that αi(t, ·) : Pi →X is continuous for almost all t ∈ (0, T ). By
assumption, z˜ is measurable and thus αi(·, ηi) is measurable for all ηi ∈ Pi. In particular,
αi satisfies the Carathéodory condition and thus Ai(pi) is measurable [24]. We conclude
the proof by observing
‖Ai(pi)‖2L2(0,T ;X ) =
T∫
0
|z˜i(t)|2‖Ti(pi(t))ϕi‖2X dt ≤ c2‖z˜i‖2L2(0,T )
and thus Ai(pi) ∈ L2 (0, T ;X ).
Before we discuss existence of a minimizer of (4.1) let us illustrate the usefulness of the
ansatz (1.4) by revisiting the linear advection equation discussed in Example 3.3.
Example 4.3. Recall that the solution z of the linear advection equation in Example 3.3
is given by a shift of the initial condition, i.e., z(t, ξ) = z0(ξ− t) for all (t, ξ) ∈ (0, 1)× (0, 1).
Defining for η ∈ R the shift operator
S(η) : L2 (0, 1)→ L2 (0, 1) , S(η)f := f(· − η)
via periodic continuation, we observe that the solution of the advection equation can be
written as
z(t, ξ) = S(t)z0(ξ) for all (t, ξ) ∈ (0, 1)× (0, 1).
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Thus, a minimizer of (4.1) is given by the choice r = 1, T1 = S, ϕ1 = z0/‖z0‖X ,
z˜1(t) ≡ ‖z0‖X , and p1(t) = t for t ∈ (0, 1). Thus, the solution can be described without
approximation error with just one mode when using the ansatz (1.4). Furthermore, while
the dominant modes determined via POD are independent from the initial condition
(cf. Example 3.3), here, the dominant mode is given by the (normalized) initial condition
itself, which in turn fully describes the solution. Especially, it is possible to construct initial
conditions which result in a need of arbitrarily many POD modes to capture the solution,
cf. [11], while using (1.4) only one mode is needed regardless of which initial condition is
chosen. ©
Let us emphasize that in contrast to the POD minimization problem (3.1) discussed in
section 3.1, we only require the modes to be normalized but not necessarily to form an
orthonormal set. The proof of Theorem 3.1 relies heavily on the fact that the modes are
orthogonal. Mimicking this proof would require that Ti(pi(t))ϕi is orthogonal to Tj(pj(t))ϕj
for all i 6= j and all t ∈ [0, T ]. The next example highlights that in general, this is not a
reasonable assumption. Instead, we only require the modes to be normalized in X .
Example 4.4 (Wave equation). We consider the linear acoustic wave equation in Ω := (0, 1)
with periodic boundary conditions for the density ρ and the velocity v given by
∂tρ(t, ξ) + ∂ξv(t, ξ) = 0, (t, ξ) ∈ (0, 1)× Ω,
∂tv(t, ξ) + ∂ξρ(t, ξ) = 0, (t, ξ) ∈ (0, 1)× Ω,
ρ(t, 0) = ρ(t, 1), t ∈ (0, 1),
v(t, 0) = v(t, 1), t ∈ (0, 1),
ρ(0, ξ) = ρ0(ξ), ξ ∈ Ω,
v(0, ξ) = 0, ξ ∈ Ω,
(4.3)
with given initial value
z0 =
[
ρ0
0
]
∈ Y :=
(
H1per(Ω)
)2
.
Similar to Example 3.3, we consider z0 as an element of L2loc
(
R;R2
)
via periodic continuation.
The analytic solution can be expressed as[
ρ(t, ξ)
v(t, ξ)
]
=
[
1
1
]
q+(ξ − t) +
[
1
−1
]
q−(ξ + t), (4.4)
where q+, q− ∈ L2loc (R) are functions determined via the initial value and the boundary
conditions, cf. [34]. In the case of a homogeneous initial condition for v, the values of q+
and q− in Ω are determined via
q+(ξ) = q−(ξ) =
1
2ρ0(ξ), ξ ∈ Ω,
and are periodically extended to L2loc (R). Now let us assume that we are only interested
in a low-dimensional approximation of the density which is given by
ρ(t, ξ) = 12 (ρ0(ξ − t) + ρ0(ξ + t)) =
1
2 (S(t)ρ0(ξ) + S(−t)ρ0(ξ)) =: z(t, ξ)
for (t, ξ) ∈ (0, 1)× Ω with the shift operator as defined in Example 4.3. Thus, a minimizer
of (4.1) is given by the choice r = 2, T1 = T2 = S, ϕ1 = ϕ2 = ρ0/‖ρ0‖X , and
z˜1(t) = z˜2(t) ≡ ‖ρ0‖X2 , p1(t) = t, p2(t) = −t for t ∈ (0, 1),
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and we conclude that the solution can be described without approximation error with just
two modes with (1.4). Especially, we observe that the transformed modes T1(p1(t))ϕ1 and
T2(p2(t))ϕ2 become linearly dependent for t = 0 and t = 1. Thus, even a minimizer of the
cost functional may lead to transformed modes which become linearly dependent. This
observation indicates that it is not reasonable to enforce orthogonality of the transformed
modes in contrast to the POD minimization problem addressed in section 3.1. In this
example, we may still obtain linearly independent modes as long as ρ0 6= 0, by adding the
velocity data, i.e., by considering z = [ρ v]T instead of z = ρ. ©
By assumption, Y is a dense subspace of X . Since we only require the modes to be
normalized in X , it is not clear that (4.1) possesses a minimizer in Y r. Instead, we assume
that Y itself is a reflexive Banach space with norm ‖ · ‖Y . Moreover, we assume that Y is
compactly embedded in X (cf. [81, Def. 21.13]) and propose to restrict the admissible set
of (4.1) by imposing a bound on the modes with respect to ‖ ·‖Y . Another drawback of not
enforcing that the modes are linearly independent is that the coefficient functions z˜i may
become unbounded. To prevent this, we further restrict the admissible set by imposing
a bound on z˜ in the L2 norm. Finally, we simplify the minimization problem (4.1) by
assuming that the paths are known a priori or have been determined in a pre-processing
step, see for instance [47, 61, 62, 68]. In summary, we assume that the cost functional is
defined as
J : L2 (0, T ;Rr)×X r → R, (z˜, ϕ) 7→ 12
T∫
0
∥∥∥∥∥z(t)−
r∑
i=1
z˜i(t)Ti(pi(t))ϕi
∥∥∥∥∥
2
X
dt, (4.5)
where we use the notation z˜ = (z˜1, . . . , z˜r) and ϕ = (ϕ1, . . . , ϕr). The admissible set is
given by
A :=
{
(z˜, ϕ) ∈ L2 (0, T ;Rr)×X r
∣∣∣∣∣ ϕ ∈ Y
r,max{‖ϕi‖Y , ‖z˜i‖L2(0,T ;R)} ≤ C,
and ‖ϕi‖X = 1 for i = 1, . . . , r
}
(4.6)
with given constant C > 0 that is large enough. Instead of the minimization problem (4.1)
we thus consider
min J(z˜, ϕ) s.t. (z˜, ϕ) ∈ A. (4.7)
Example 4.5. For a bounded Lipschitz domain Ω ⊆ Rd set X = L2 (Ω) and Y = H1(Ω).
Then Y is compactly embedded in X , see for instance [9, Thm. 9.16] or [81, Thm. 21.A].
Note that in this case, we can replace ‖ϕi‖Y ≤ C by ‖∂ξϕi‖X ≤ C in (4.6). ©
Theorem 4.6. Let (Y , ‖ · ‖Y ) be a reflexive Banach space which is compactly embedded
in X . Moreover, assume that paths pi ∈ L2 (0, T ;Pi) are given and the transformation
operators satisfy Assumption 4.1. Then (4.7) has a solution.
Proof. Let J? ≥ 0 denote the infimum of J over A and let (z˜k, ϕk) denote a sequence in A
with limk→∞ J(z˜k, ϕk) = J?. Since (z˜k, ϕk) is bounded in L2 (0, T,Rr)×Y r, the Eberlein-
S˘muljian theorem [81, Thm. 21.D] ensures that (z˜k, ϕk) possesses a weakly convergent
subsequence (z˜kn , ϕkn) with limit (z˜?, ϕ?), i.e., (z˜kn , ϕkn) ⇀ (z˜?, ϕ?) in L2 (0, T ;Rr)× Y r
for n → ∞. Since Y is compactly embedded into X we conclude strong convergence
in X [81, Prop. 21.35], i.e., ϕkn → ϕ? in X r. This immediately implies ‖ϕ?i ‖X = 1 for
i = 1, . . . , r. Define the bilinear mapping
β : L2 (0, T ;Rr)×X r → L2 (0, T ;X ) , (z˜, ϕ) 7→
r∑
i=1
z˜i(·)Ti(pi(·))ϕi.
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For f ∈ L2 (0, T ;X ), z˜ ∈ L2 (0, T ;Rr), and ϕ ∈X r we compute
〈f, β(z˜, ϕ)〉L2(0,T ;X ) =
r∑
i=1
T∫
0
z˜i(t) 〈f(t), Ti(pi(t))ϕi〉X dt.
Since ϕkni → ϕ?i for n→∞ implies
〈
f(t), Ti(pi(t))ϕkni
〉
X
→ 〈f(t), Ti(pi(t))ϕ?i 〉X for n→∞
and almost all t ∈ (0, T ), we use [81, Prop. 21.23(j)] to infer β(z˜kn , ϕkn) ⇀ β(z˜?, ϕ?). The
claim now follows from the fact that the norm is weakly sequentially lower semi-continuous
[81, Prop. 21.23(c)] and thus
J? ≤ J(z˜?, ϕ?) ≤ lim inf
n→∞ J(z˜
kn , ϕkn) = lim
k→∞
J(z˜k, ϕk) = J?.
Remark 4.7. Instead of restricting the admissible set in (4.6) to bounded coefficients and
modes, we can alternatively regularize the cost functional. In more detail, we consider min J(z˜, ϕ) +
γ1
2 ‖z˜‖
2
L2(0,T ;Rr) +
γ2
2 ‖ϕ‖
2
Y r
s.t. ϕ ∈ Y r and ‖ϕi‖X = 1 for i = 1, . . . , r
(4.8)
with given regularization parameters γ1, γ2 > 0 instead of (4.7). Note that γ1, γ2 > 0
implies that a minimizing sequence (z˜k, ϕk) is bounded and thus one can show existence
of a minimizer of (4.8) as in the proof of Theorem 4.6. In general, we expect that (4.8)
is favorable compared to (4.7) from a numerical point of view. This is subject to further
investigation. ♦
Let us emphasize that even in the case that all transformation operators are given by the
identity, it is not clear that the minimizer of (4.7) is unique, see Remark 3.2. In particular
the uniqueness depends on the data z and thus without further restrictions on z we cannot
expect to establish that the minimizer of (4.7) is unique.
In order to numerically solve the minimization problem (4.7), it needs to be discretized in
space and time. In [68], the authors present a method which first discretizes the problem and
afterwards solves the fully discrete minimization problem numerically. Related approaches
are presented in [60–62], where the transformed modes are also identified based on fully
discrete problems. These approaches have in common that the problem to be solved is
already formulated based on a given discretization in space and time.
In the case that all modes are transformed by the same operator, i.e., J is given by
J(z˜, ϕ) := 12
T∫
0
∥∥∥∥∥z(t)− T (p(t))
r∑
i=1
z˜i(t)ϕi
∥∥∥∥∥
2
X
dt, (4.9)
we can use the following observation to compute a minimizer of (4.7). For the special case
that the transformation T is given by the shift operator, this was recognized for instance
in [11,61,68].
Theorem 4.8. For given data z ∈ L2 (0, T ;Y ) and a given path p ∈ L2 (0, T ;P), consider
the minimization problem (4.7) with J as defined in (4.9). Suppose that T is isometric
and satisfies Assumption 4.1. Let ϕ? := (ϕ?1, . . . , ϕ?r) denote a solution of the POD
minimization problem (3.2) with transformed data T ∗(p)z with corresponding eigenvalues
16
λ1 ≥ . . . ≥ λr > 0 as defined in Theorem 3.1. Define z˜? = (z˜?1 , . . . , z˜?r ) via z˜?i := 〈z, ϕ?i 〉X
for i = 1, . . . , r. If C in (4.6) satisfies
max
{ 1
2λr
(
‖z‖2L2(0,T,X ) + ‖z‖2L2(0,T,Y )
)
, ‖z‖L2(0,T,X )
}
≤ C,
then (z˜?, ϕ?) is a minimizer of (4.7).
Proof. Since T is isometric, we have
J(z˜, ϕ) = 12
T∫
0
∥∥∥∥∥T ∗(p(t))z(t)−
r∑
i=1
z˜i(t)ϕi
∥∥∥∥∥
2
X
dt.
It is easy to see that we can substitute the condition ‖ϕi‖X = 1 for i = 1, . . . , r in the
admissible set (4.6) by the condition 〈ϕi, ϕj〉X = δij for i, j = 1, . . . , r without changing
the minimum. It thus remains to show that (z˜?, ϕ?) is an element of the admissible set
defined in (4.6). We immediately obtain
‖z˜?i ‖2L2(0,T ) ≤
T∫
0
‖z(t)‖2X ‖ϕ?i ‖2X dt = ‖z‖2L2(0,T ;X ) ≤ C.
For the estimate of the modes we use the operator R defined in (3.3) and Young’s inequality
to obtain
‖ϕ?i ‖Y =
1
λi
‖Rϕ?i ‖Y ≤
1
λi
T∫
0
|z˜?i (t)| ‖z(t)‖Y dt ≤
1
2λi
(
‖z˜?i ‖2L2(0,T ) + ‖z‖2L2(0,T ;Y )
)
≤ 12λi
(
‖z‖2L2(0,T ;X ) + ‖z‖2L2(0,T ;Y )
)
≤ C.
5 Reduced Order Model with Transformed Modes
Suppose now that we are given suitable transformation operators Ti and have identified
a set of dominant modes ϕi, for instance via the procedure described in section 4. Then
we are able to construct a ROM for (1.1) via Galerkin projection, i.e., by substituting
the approximation (1.4) in (1.1) and formally project the resulting equations onto the
time-dependent approximation space
span {Tj(pj(t))ϕj | j = 1, . . . , r} . (5.1)
Since the abstract differential equation (1.1) involves a differentiation with respect to time,
we have to assume that the transformation operators are continuously differentiable. Indeed,
we only require that the transformation applied to the respective mode is continuously
differentiable and thus make the following assumption.
Assumption 5.1. The mappings Ti(·)ϕi : Pi → Y are continuously differentiable.
Example 5.2. The shift operator T (p)z = z(· − p) from Example 4.3 with periodic
embedding into L2 (0, 1) is a strongly continuous semigroup [17, Ex. I.5.4]. In particular,
semigroup theory implies that T (·)ϕ is continuously differentiable for all
ϕ ∈ D(A) = H1per(0, 1)
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see for instance [54, Cha. 1, Thm. 2.4]. We conclude that the shift operator satisfies
Assumption 5.1, whenever Y ⊆ D(A). ©
By abuse of notation we denote the derivative of Ti(·)ϕi at pi ∈ Pi by [T ′i (pi)ϕi] ∈ L(Pi,X ).
Recall that for the sake of notation we assume Pi = Rqi and thus P := P1 × · · · × Pr = Rq
with q := ∑ri=1 qi. The Galerkin projection of (1.1) onto (5.1) is then given by
Mz˜(p(t)) ˙˜z(t) +N(p(t))D(z˜(t))p˙(t) = F˜z˜(p(t), z˜(t)) (5.2)
with state and path vectors
z˜(t) :=
[
z˜1(t) · · · z˜r(t)
]T ∈ Rr, p(t) := [pT1 (t) · · · pTr (t)]T ∈ Rq, (5.3)
mass matrix Mz˜(p) := [〈Ti(pi)ϕi, Tj(pj)ϕj〉X ]ri,j=1 ∈ Rr×r, correlation block matrix
N(p) :=
[〈
Ti(pi)ϕi, [T ′j (pj)ϕj ]e1
〉
X
· · ·
〈
Ti(pi)ϕi, [T ′j (pj)ϕj ]eqj
〉
X
]r
i,j=1
∈ Rr×q,
diagonal matrix D(z˜) := diag(z˜1Iq1 , . . . , z˜rIqr) ∈ Rq×q, and right-hand side
F˜z˜(p, z˜) :=
〈T1(p1)ϕ1,F(
∑r
i=1 z˜iTi(pi)ϕi〉X
...
〈Tr(pr)ϕr,F(∑ri=1 z˜iTi(pi)ϕi〉X
 .
Hereby, ei denotes the ith unit vector of suitable dimension, such that (e1, . . . , eqi) forms a
basis of Pi = Rqi .
As in section 3.2, the right-hand side F˜z˜ still depends on the original space Y and requires
further simplifications. For instance, if F is given by a quadratic polynomial of the form
F(z) = N (z⊗z) with linear operator N : Y ⊗Y →X we can (for given p) precompute the
quantities 〈Tj(pj)ϕj ,N (Ti(pi)ϕi ⊗ T`(p`)ϕ`)〉X for i, j, ` = 1, . . . , r. A further simplification
is possible if F is equivariant with respect to the transformation operators Ti (see the
upcoming Assumption 6.1 and the discussion thereafter for further details). Let us mention
that parameter separability (see Remark 3.6) is easily retained in the ROM (5.2).
Remark 5.3. In contrast to POD we cannot ensure that Mz˜(p) is nonsingular for every
p ∈ P , since some of the modes Ti(pi)ϕi may become linearly dependent (see Example 4.4).
This may happen either at single time points or at a complete time-interval. In the latter
case this implies that some of the modes are redundant and can be removed during this
interval. In any case, whenever Mz˜(p) becomes singular we have to restart the computation
of the reduced model. ♦
It is clear that (5.2) is not sufficient to compute z˜ and p and hence can be understood as
underdetermined DAE, cf. [42]. To complete the underdetermined DAE (5.2) we have to
add additional equations
Ψ(p, p˙, z˜, ˙˜z) = 0 (5.4)
and consider the coupled system (5.2) and (5.4). In the literature, these equations are
called phase conditions [7,53] or reconstruction equations [64,65] and are used to determine
the path p(t) along the solution z˜. Although several choices for Ψ are proposed in [7], it is
not clear a-priori, which phase condition benefits the model the most. Since our ROM is
obtained via Galerkin projection, which satisfies the continuous optimality principle (see
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Lemma 3.4 and [13,43]), we propose to construct the phase condition also via continuous
optimality. More precisely we define
ΨRes(p, p˙, z˜, ˙˜z) := D(z˜)T
(
N(p)T ˙˜z +Mp(p)D(z˜)p˙− F˜p(p, z˜)
)
(5.5)
with block mass matrix
Mp(p) :=

〈
[T ′i (pi)ϕi]e1, [T ′j (pj)ϕj ]e1
〉
X
· · ·
〈
[T ′i (pi)ϕi]e1, [T ′j (pj)ϕj ]eqj
〉
X...
...〈
[T ′i (pi)ϕi]eqi , [T ′j (pj)ϕj ]e1
〉
X
· · ·
〈
[T ′i (pi)ϕi]eqi , [T ′j (pj)ϕj ]eqj
〉
X

r
i,j=1
∈ Rq×q
(5.6)
and reduced right-hand side
F˜p(p, z˜) :=

〈
[T ′i (pi)ϕi]e1,F
(∑r
j=1 z˜jTj(pj)ϕj
)〉
X...〈
[T ′i (pi)ϕi]eqi ,F
(∑r
j=1 z˜jTj(pj)ϕj
)〉
X

r
i=1
∈ Rq.
The coupled ROM for the reduced state z˜ and the transformation path p is thus given by
Mz˜(p(t)) ˙˜z(t) +N(p(t))D(z˜(t))p˙(t) = F˜z˜(p(t), z˜(t)), (5.7a)
D(z˜(t))TN(p(t))T ˙˜z(t) +D(z˜(t))TMp(p(t))D(z˜(t))p˙(t) = D(z˜(t))T F˜p(p(t), z˜(t)), (5.7b)
or equivalently in matrix notation[
Ir 0
0 D(z˜)T
] [
Mz˜(p) N(p)
N(p)T Mp(p)
] [
Ir 0
0 D(z˜)
] [
˙˜z
p˙
]
=
[
F˜z˜(p, z˜)
D(z˜)T F˜p(p, z˜)
]
. (5.8)
Remark 5.4. The phase condition (5.7b) can be obtained from (1.1) by substituting the
ansatz (1.4) and enforcing that the residual is orthogonal to
span
{
z˜i[T ′i (pi)ϕi]ej | i = 1, . . . , r, j = 1, . . . , qi
}
. (5.9)
Thus the phase condition (5.7b) can be obtained via projection onto the space in (5.9). ♦
For t > 0 we define R : (0, T ]× Rr × P →X via
R(t, x, η) =
r∑
i=1
xiTi(pi(t))ϕi +
r∑
i=1
z˜i(t)
[T ′i (pi(t))ϕi] ηi −F
(
r∑
i=1
z˜i(t)Ti(pi(t))ϕi
)
such that the residual that is obtained at time t > 0 by substituting the ansatz (1.4) into
the evolution equation (1.1) is given by R(t, ˙˜z(t), p˙(t)).
Theorem 5.5 (Continuous optimality). The ROM (5.7) is continuously optimal in the
sense that if (z˜, p) is a solution of (5.7), then for each t > 0, the pair ( ˙˜z(t), p˙(t)) is a
minimizer of the norm of R, i.e.
‖R(t, ˙˜z(t), p˙(t))‖X ≤ ‖R(t, x, η)‖X for all (x, η) ∈ Rr × P.
Proof. Let t > 0. We first notice that ‖R(t, x, η)‖2X is convex in (x, η) and hence the
first-order necessary optimality condition is also sufficient. The partial derivatives with
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respect to the first variable are given by
∂
∂x`
‖R(t, x, η)‖2X = 2
r∑
i=1
xi 〈T`(p`(t))ϕ`, Ti(pi(t))ϕi〉X
+2
r∑
i=1
z˜i(t)
〈T`(p`(t))ϕ`, [T ′i (pi(t))ϕi] ηi〉X −2
〈
T`(p`(t))ϕ`,F
(
r∑
i=1
z˜i(t)Ti(pi(t))ϕi
)〉
X
for ` = 1, . . . , r. The partial derivatives with respect to the second variable constitute
linear mappings ∂∂η` ‖R(t, x, η)‖2X : P` → R given by
∂
∂η`
‖R(t, x, η)‖2X (λ`) = 2
r∑
i=1
z˜`(t)z˜i(t)
〈[T ′` (p`(t))ϕ`]λ`, [T ′i (pi(t))ϕi] ηi〉X
+ 2
r∑
i=1
xiz˜`(t)
〈[T ′` (p`(t))ϕ`]λ`, Ti(pi(t))ϕi〉X
− 2z˜`(t)
〈[T ′` (p`(t))ϕ`]λ`,F
(
r∑
i=1
z˜i(t)Ti(pi(t))ϕi
)〉
X
.
Choosing the standard basis (e1, . . . , eq`) for P` and using the notation above implies that
the first-order necessary condition is given by
Mz˜(p(t))x+N(p(t))D(z˜(t))η = F˜z˜(p(t), z˜(t)),
D(z˜(t))TN(p(t))Tx+D(z˜(t))TMp(p(t))D(z˜(t))η = D(z˜(t))T F˜p(p(t), z˜(t)).
(5.10)
Since (z˜, p) is a solution of (5.7) we conclude that ( ˙˜z, p˙) is a solution of (5.10) and thus a
minimizer of ‖R(t, x, η)‖X .
Remark 5.6. The proof of Theorem 5.5 shows that instead of using the standard basis of
Pi = Rqi it is possible to use any basis of Pi for the construction of the ROM (5.7). ♦
If all transformations are chosen constant, then it is easy to see that the phase condition
(5.4) is satisfied for any (z˜, p) and hence the ROM (5.7) may not have a unique solution.
We immediately conclude that the minimizer in Theorem 5.5 may not be unique. On the
other hand, by virtue of Assumption 5.1, the matrix
M(p) :=
[
Mz˜(p) N(p)
N(p)T Mp(p)
]
∈ R(r+q)×(r+q) (5.11)
is continuous with respect to p and thus, if we assume that M(p(0)) is nonsingular, then
there exists a neighborhood U ⊆ Rq around p(0) such that M(p(0)) is nonsingular for all
p ∈ U . We conclude that M(p)−1 is continuous for all p ∈ U . As a direct consequence we
have proven the following result.
Proposition 5.7. Let (z˜(0), p(0)) denote the initial value for (5.7), i.e.,
z˜(0) = z˜(0) and p(0) = p(0). (5.12)
Assume that M(p(0)) in (5.11) is nonsingular, eTi z˜(0) 6= 0 for all i = 1, . . . , r, and the
transformation operators satisfy Assumption 5.1. If F is continuous, then there exists
T˜ > 0 such that the ROM (5.7) has a (classical) solution on [0, T˜ ). If the transformation
operators and F are sufficiently smooth, then the solution is unique.
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Remark 5.8. The approximation ansatz (1.4) suffers from the fact that at each time
t ∈ [0, T ) with z˜i(t) = 0 we cannot expect to determine any information on pi(t). This
drawback results in the rather restrictive assumption eTi z˜(0) 6= 0 for all i = 1, . . . , r in
Proposition 5.7. We can mitigate this restriction by enforcing the same transformation
and the same path for a couple of modes as proposed in (1.5). In this case, we only have
to ensure that for each of the transformations one single coefficient of the initial value is
nonzero. This means that the initial condition has to contribute to every reference frame
that we are interested in. ♦
Remark 5.9. In principle, the MFEM may also suffer from a possible degenerate mass
matrix. To circumvent this issue, a regularization is proposed in [48] to prevent nodes to
move arbitrarily. In our setting, this corresponds to adding a regularization term for the
path variable, respectively its derivative. ♦
In order to apply Proposition 5.7, respectively Remark 5.8, we have to discuss how to
choose the initial values z˜(0) and p(0). Following our general approximation (1.4) we thus
have to find a minimizer for the optimization problem
min
p(0),z˜(0)
JIV :=
∥∥∥∥∥z0 −
r∑
i=1
z˜(0),iTi(p(0),i)ϕi
∥∥∥∥∥
2
X
. (5.13)
The first-order optimality condition is given by
Mz˜(p(0))z˜(0) =
[〈
z0, Ti(p(0),i)ϕi
〉
X
]r
i=1
=: bz(p(0)), (5.14a)
D(z˜(0))TN(p(0))T z˜(0) = D(z˜(0))T

〈
z0, [T ′i (p(0),i)ϕi]e1
〉
X...〈
z0, [T ′i (p(0),i)ϕi]eqi
〉
X

r
i=1
=: D(z˜(0))T bp(p(0)). (5.14b)
We immediately notice that if Mz˜(p(0)) is singular, then in general we cannot expect a
solution of (5.14a). On the other hand, if Mz˜(p(0)) is nonsingular, then we can solve the
first equation for z˜(0) and it is easy to see that in this case p(0) has to satisfy
D(z˜(0))TN(p(0))TMz˜(p(0))−1bz(p(0))−D(z˜(0))T bp(p(0)) = 0. (5.15)
In order to apply the inverse function theorem, we need additional smoothness of the
mappings in Assumption 5.1. In the context of semigroups, this imposes stronger restrictions
on the modes ϕi. Instead, we simply assume that we have initial values z˜(0) and p(0) available,
such that the approximation error JIV(z˜(0), p(0)) is sufficiently small. If we pick p(0) such
that Ti(p(0),i) = IdX is the identity on X , then (5.14a) simply describes the projection of
the initial condition on the dominant modes.
For the remainder of this section we analyze the special case, where the right-hand side of
(1.1) is given by a linear operator A : D(A)→X , i.e., F(z) = Az. Assuming additionally
that A is the generator of a strongly continuous semigroup [54, Cha. 1, Def. 2.1] allows us
immediately to establish a simple a-posteriori error bound. Note that in this case D(A) is
a dense subspace of X such that we can choose Y := D(A).
Theorem 5.10 (A-posteriori error bound). Let z denote the solution of the FOM (1.1) with
initial value z0 ∈ D(A) = Y , linear right-hand side F(z) = Az and suppose that A is the
generator of a strongly continuous semigroup {S(t)}t≥0. Assume that the assumptions from
Proposition 5.7 are satisfied and that the mappings t 7→ Ti(pi(t))ϕi are twice continuously
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differentiable. For the unique solution (z˜, p) of the ROM (5.7) with initial condition (5.12)
define the error ε := z−∑ri=1 z˜iTi(pi)ϕi. Then there exist constants T˜ , C˜, ω ≥ 0 independent
of the modes ϕi and the transformation operators Ti such that
‖ε(t)‖X ≤ C˜eωt
(
JIV(z˜(0), p(0)) + t‖R(·, ˙˜z, p˙)‖L∞(0,t;X )
)
(5.16)
for t ∈ [0, T˜ ).
Proof. For the proof we first note that Proposition 5.7 implies the existence of T˜ such
that (5.7) possesses a unique solution for t ∈ [0, T˜ ) and observe a standard error residual
relation given by the (abstract) differential equation
ε˙(t) = z˙(t)−
r∑
i=1
˙˜zi(t)Ti(pi(t))ϕi −
r∑
i=1
z˜i(t)[T ′i (pi(t))ϕi]p˙i(t)
= Aε(t)−R(t, ˙˜z(t), p˙(t))
(5.17)
together with the initial condition
ε(0) = ε0 := z0 −
r∑
i=1
z˜(0),iTi(p(0),i)ϕi ∈ D(A).
Since {S(t)}t≥0 is a strongly continuous semigroup, there exist (cf. [54, Cha. 1, Thm 2.2])
constants ω ≥ 0 and C˜ ≥ 1 with |||S(t)||| ≤ C˜eωt for all t ≥ 0. Since (z˜, p) is a solution
of (5.7), we infer that the residual R is continuously differentiable and thus [54, Cha. 4,
Cor. 2.5] ensures that the (classical) solution of (5.17) is given by
ε(t) = S(t)ε0 −
t∫
0
S(t− τ)R(τ, ˙˜z(τ), p˙(τ)) dτ.
We conclude the proof by estimating the integral with the supremum norm and the fact
that |||S(τ)||| ≤ C˜eωτ ≤ C˜eωt for all 0 ≤ τ ≤ t.
Remark 5.11. In many applications, we expect that A is a semigroup of contractions
or even an analytic semigroup with negative spectral abscissa. In either case, we can
remove the exponential factor in (5.16) and hence obtain a linear growth factor in the
time variable. Moreover, we can modify the result to include the L2-norm of the residual
instead of the L∞-norm by using Young’s inequality in last step of the proof. Further
possible modifications are the incorporation of the time-discretization error [31,37], using
a weighted norm [27], or a space-time formulation [79]. Moreover, the error bound might
be extended to nonlinear systems by using similar techniques as in [76]. Modifications of
the error bound are considered future work. ♦
Assume again that A is the generator of a strongly continuous semigroup {S(t)}t≥0. For
the moment, let us further assume that for some pi(t) we have Ti(pi(t)) = S(t). Using
d
dtS(t)z = AS(t)z = S(t)Az for all z ∈ D(A) (cf. [54, Cha. 1, Thm. 2.4]), we observe
F˜z˜(p, z˜) = N(p)D(z˜)p˙ and thus (5.2) is given by
M(p(t)) ˙˜z(t) = 0. (5.18)
Clearly, z˜(t) = z˜0 for all t ≥ 0 is a solution of (5.18) that is particularly easy to compute.
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Example 5.12. Let us reconsider the advection equation (cf. Example 3.3). For the ROM
(5.7) we use the shift operator T (p)z = z(·−p) with the usual embedding intoX = L2 (0, 1),
i.e., Ti(pi) := T (pi). It is well-known that T is a semi-group and −∂ξ : Y → X is its
generator [17, Sec. II.2.10]. For the right-hand side in (5.7b) we obtain
F˜p(p, z˜) =

〈
∂ξT (p1)ϕ1, ∂ξ
(∑r
j=1 z˜jT (pj)ϕj
)〉
X...〈
∂ξT (pr)ϕr, ∂ξ
(∑r
j=1 z˜jT (pj)ϕj
)〉
X

=
〈∂ξT (p1)ϕ1, ∂ξT (p1)ϕ1〉X · · · 〈∂ξT (p1)ϕ1, ∂ξT (pr)ϕr〉X... ...
〈∂ξT (pr)ϕr, ∂ξT (p1)ϕ1〉X · · · 〈∂ξT (pr)ϕr, ∂ξT (pr)ϕr〉X
 z˜
= Mp(p)D(z˜)e,
with e :=
[
1 · · · 1
]T ∈ Rr. Similarly, F˜z˜(p, z˜) = N(p)D(z˜)e. Substituting (5.7a) into
(5.7b) thus implies
D(z˜)T
(
N(p)TM−1z˜ (p)N(p)−Mp(p)
)
D(z˜)(p˙− e) = 0.
Note that N(p)TM−1z˜ (p)N(p)−Mp(p) is the Schur complement of Mz˜(p) in M(p) defined
in (5.11). In particular, the assumptions of Proposition 5.7 imply p˙ = e and hence the
initial condition p(0) = 0 implies that T (pi) equals the semigroup associated with the
advection equation (3.6). ©
6 Connection with Symmetry Reduction
In this section we investigate how the methodology outlined in section 5 compares to the
symmetry reduction framework as described in [7, 53, 64, 65]. To this end we focus on
the special case that all modes are transformed with the same transformation T and the
same path p(t) ∈ P = Rq. More precisely, we assume rˆ = 1 in (1.5), i.e., we consider the
approximation.
z(t) ≈
r∑
i=1
z˜i(t)T (p(t))ϕi. (6.1)
In this case, the matrices in the ROM (5.7), which we recall here
Mz˜(p(t)) ˙˜z(t) +N(p(t))D(z˜(t))p˙(t) = F˜z˜(p(t), z˜(t)), (6.2a)
D(z˜(t))TN(p(t))T ˙˜z(t) +D(z˜(t))TMp(p(t))D(z˜(t))p˙(t) = D(z˜(t))T F˜p(p(t), z˜(t)). (6.2b)
simplify as follows: The matrices Mz˜ and F˜z˜ are defined as in section 5 but with T (p)
instead of Ti(pi), D(z˜) := z˜ ⊗ Iq ∈ Rrq×q, where ⊗ denotes the Kronecker product,
N(p) :=
[
〈T (p)ϕi, [T ′(p)ϕj ]e1〉X · · · 〈T (p)ϕi, [T ′(p)ϕj ]eq〉X
]r
i,j=1
∈ Rr×rq,
Mp(p) :=
〈[T
′(p)ϕi]e1, [T ′(p)ϕj ]e1〉X · · · 〈[T ′(p)ϕi]e1, [T ′(p)ϕj ]eq〉X... ...
〈[T ′(p)ϕi]eq, [T ′(p)ϕj ]e1〉X · · · 〈[T ′(p)ϕi]eq, [T ′(p)ϕj ]eq〉X

r
i,j=1
∈ Rrq×rq,
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F˜p(p, z˜) :=

〈
[T ′(p)ϕi]e1,F
(∑r
j=1 z˜jT (p)ϕj
)〉
X...〈
[T ′(p)ϕi]eq,F
(∑r
j=1 z˜jT (p)ϕj
)〉
X

r
i=1
∈ Rrq.
Recall that (6.2b) is the phase condition that corresponds to minimizing the residual with
respect to p˙ and is therefor referred to as ΨRes.
Another common assumption in the symmetry reduction framework is that T is a group
action and the right-hand side F is equivariant with respect to T , cf. Assumption 6.1.
Furthermore, we assume in the following that T (η) is isometric for all η ∈ P.
Assumption 6.1. The right-hand side F is equivariant with respect to T , i.e.,
F(T (p)ϕ) = T (p)F(ϕ) for all ϕ ∈ Y and p ∈ P. (6.3)
Moreover the mapping T : P ×X →X is a group action, i.e.
T (0) = IdX and T (p˜)T (p)ϕ = T (p˜+ p)ϕ for all ϕ ∈X and p, p˜ ∈ P. (6.4)
Remark 6.2. The properties of F and T stated in Assumption 6.1 can also be motivated
by considering them from the perspective of the semigroup theory. In section 5 we
demonstrated that if the right-hand side F is linear and the corresponding linear operator
is the generator of a strongly continuous semigroup, choosing the transformation T to be
the action of this semigroup leads to a particularly simple ROM. However, in practice
we do not expect to have direct access to the semigroup {S(t)}t≥0 or, more generally
speaking, to the flow of the differential equation. Still, this discussion provides a good
starting point for the construction of the transformation operator T , which should reflect
the characteristic features of the expected solution behavior as encoded in {S(t)}t≥0. In
fact, by Assumption 6.1 we inherit two important properties of this semigroup. ♦
Remark 6.3. It is important to note that due to the isometry property of T (p(t)) and
due to the equivariance assumption (6.3), the matrix Mz˜ and the right-hand side F˜z˜ do not
depend on the path p anymore. If additionally, T (−p)[T ′(p)φ] and 〈[T ′(p)φ]v, [T ′(p)ψ]w〉X
do not depend on p for all φ, ψ ∈ Y and v, w ∈ P = Rq, then also N , F˜p, and Mp are
independent from the path. For instance, the shift operator as discussed in Example 5.12
satisfies these properties. In this case, the coefficient matrices Mz˜, N , and Mp can be
precomputed in the offline phase. If additionally F is linear, or more generally, a polynomial
mapping, the corresponding reduced operator can also be precomputed in the offline phase
and, thus, the ROM can be evaluated efficiently without requiring computations that scale
with the dimension of the FOM. ♦
Using a single transformation T establishes a reference frame, c.f. section 2. In more detail
assume that we are given a smooth path p and that we can split the dynamics as
z(t) = T (p(t))v(t), (6.5)
where we refer to v as the frozen solution. Especially, if (6.4) from Assumption 6.1 is
satisfied, the frozen solution is given by v(t) = T (−p(t))z(t). Substituting (6.5) into the
evolution equation (1.1) yields
T (p(t))v˙(t) + [T ′(p)v(t)]p˙(t) = F(T (p(t))v(t)).
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If Assumption 6.1 is satisfied, we can employ the identities F(T (p(t))v(t)) = T (p(t))F(v(t))
and T (−p(t))T (p(t)) = IdX to arrive at the reference frame equation
v˙(t) = F(v(t))− T (−p(t))[T ′(p)v(t)]p˙(t). (6.6)
Especially, given a continuously differentiable path p the assumptions imply that v is
a solution of (6.6) if and only if z is a solution of (1.1), see [7, Thm. 2.6] for further
details. Based on the reference frame equation (6.6), we can construct a ROM via Galerkin
projection onto the span of a suitable orthonormal basis (ϕ1, . . . , ϕr) and obtain
˙˜vi(t) =
〈
ϕi,F
 r∑
j=1
v˜j(t)ϕj
〉
X
−
r∑
j=1
〈
ϕi, T (−p(t))[T ′(p)ϕj ]p˙(t)
〉
X v˜j(t) (6.7)
for i = 1, . . . , r. Note that the approximation is given by v(t) ≈∑ri=1 v˜i(t)ϕi with associated
residual
R(t) =
r∑
i=1
˙˜v(t)ϕi −F
(
r∑
i=1
v˜i(t)ϕi
)
+
r∑
i=1
v˜i(t)T (−p(t))[T ′(p(t))ϕi]p˙(t). (6.8)
For convenience we introduce the reduced frozen state v˜ := [v˜1 · · · v˜r]T . Using the
notation from (6.2), we can write the ROM (6.7) of the reference frame equation as
˙˜v(t) = F˜z˜(p(t), v˜(t))−N(p(t))D(v˜(t))p˙(t). (6.9)
Thus, we immediately arrive at the following relation between the symmetry reduction
ROM (6.7) and the continuously optimal ROM (6.2).
Lemma 6.4. Let (ϕ1, . . . , ϕr) be an orthonormal basis of an r-dimensional subspace of Y
and consider the single-frame approximation (6.1). If the transformation operator T is an
isometry and satisfies Assumptions 5.1 and 6.1, then (6.2a) and (6.7) are equivalent in the
sense that for every continuously differentiable path p, any solution of (6.2a) is a solution
of (6.7) and vice versa.
Lemma 6.4 establishes the equivalence between the ROM obtained by symmetry reduction
and the one obtained by our framework in the case that the same path is chosen for
both ROMs. In our framework, the path is fixed by adding the phase condition (6.2b),
which ensures to minimize the residual. In the symmetry reduction framework, different
phase conditions have been proposed in the literature. For instance, in [7] the authors
propose to derive a phase condition for the reference frame equation (6.6) by minimizing
the temporal change of the frozen solution, i.e., by minimizing 12‖v˙(t)‖2X over p˙(t). This
idea of choosing the path is usually referred to as freezing. The associated phase condition
ΨfreezeFOM(p, p˙, v)∗ is given by the first-order necessary optimality condition
[T ′(p(t))v(t)]∗[T ′(p(t))v(t)]p˙(t) = [T ′(p(t))v(t)]∗F(T (p(t))v(t)), (6.10)
where we use that T (p(t)) is isometric as well as Assumption 6.1. In [7], the authors
propose to discretize the phase condition in space by replacing the occurring operators and
the frozen solution v by their finite difference approximations. In the context of model
reduction, this strategy corresponds to enforcing
Ψfreeze(p, p˙, z˜) := ΨfreezeFOM
(
p, p˙,
r∑
i=1
v˜iϕi
)
= 0
∗The authors of [7] denote the phase condition ΨfreezeFOM as Ψmin. Since all phase conditions discussed
in our exposition are based on a minimization problem, we use a different name here.
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or equivalently,
D(v˜(t))TMp(p(t))D(v˜(t))p˙(t) = D(v˜(t))T F˜p(p(t), v˜(t)). (6.11)
It is important to note that in general, (6.11) is not equivalent to the first-order necessary
optimality condition for minimizing the temporal change of the reduced state, i.e., by
minimizing 12‖ ˙˜v(t)‖2 over p˙(t). This optimality condition, which we call Ψ˜freeze, is given by
D(v˜(t))TN(p(t))TN(p(t))D(v˜(t))p˙(t) = D(v˜(t))TN(p(t))T F˜z˜(p(t), v˜(t)). (6.12)
The relation between the three different phase conditions ΨRes, Ψfreeze, and Ψ˜freeze, defined
in (6.2b), (6.11), and (6.12), respectively, is provided in the next result.
Theorem 6.5. Let the assumptions of Lemma 6.4 be satisfied. Then, for each t > 0, the
phase condition Ψfreeze given in (6.11) is the necessary first-order optimality condition for
the optimization problem
min
p˙(t)
1
2‖R(t)‖
2
X +
1
2‖
˙˜v(t)‖22,
where R denotes the residual defined in (6.8) and ˙˜v is given by (6.9).
Proof. Using (6.9), we calculate for t > 0
Jfreeze(p˙(t)) :=
1
2‖R(t)‖
2
X +
1
2‖
˙˜v(t)‖22 =
1
2‖R(t)‖
2
X +
1
2
∥∥∥∥∥
r∑
i=1
˙˜vi(t)ϕi
∥∥∥∥∥
2
X
= 12‖R(t)‖
2
X +
1
2
∥∥∥∥∥
r∑
i=1
˙˜vi(t)ϕi
∥∥∥∥∥
2
X
−
〈
R(t),
r∑
i=1
˙˜vi(t)ϕi
〉
X
= 12
∥∥∥∥∥R(t)−
r∑
i=1
˙˜vi(t)ϕi
∥∥∥∥∥
2
X
= 12
∥∥∥∥∥∥
r∑
i=1
v˜i(t)[T ′(p(t))ϕi]p˙(t)−F
 r∑
j=1
v˜j(t)T (p(t))ϕj
∥∥∥∥∥∥
2
X
,
where the second equality follows from the fact that the Galerkin ROM (6.9) enforces
the residual to be orthogonal to span{ϕ1, . . . , ϕr}. The necessary first-order optimality
condition for this minimization problem is obtained by differentiating Jfreeze with respect
to p˙(t) and setting the derivative to zero. The resulting equation is (6.11) and, thus, the
claim follows.
The different phase conditions together with their associated optimization problems are
summarized in Table 6.1. Note that (6.2a) implies that (6.2b) is equivalent to
D(z˜(t))T
(
Mp(p(t))−N(p(t))TN(p(t))
)
D(z˜(t))p˙(t)
= D(z˜(t))T
(
F˜p(p(t), z˜(t))−N(p(t))T F˜z˜(p(t), z˜(t))
)
,
(6.13)
where we used that T (p(t)) is an isometry. In particular, we have ΨRes = Ψfreeze − Ψ˜freeze.
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Table 6.1 – Phase conditions
Phase condition Equation Optimization problem
ΨRes = 0 (6.2b) minp˙ 12‖R‖2
Ψfreeze = 0 (6.11) minp˙ 12‖R‖2 + 12‖ ˙˜v‖2
Ψ˜freeze = 0 (6.12) minp˙ 12‖ ˙˜v‖2
7 Numerical Examples
In this section we illustrate the ROM (5.7) derived in section 5 for several test cases. In
section 7.1, we discuss the one-dimensional advection-diffusion equation with periodic
boundary condition and illustrate the advantages of a restriction of the transformations
as outlined in Remark 5.8. A numerical study with non-periodic boundary conditions
is performed in section 7.2. For an example that exhibits more than one transport we
discuss the linear wave equation in section 7.3. We conclude our numerical results with the
nonlinear (viscous) Burgers’ equation (cf. section 7.4) and demonstrate the advantages in
comparison to standard POD. For all our examples with periodic boundary conditions we
use the shift operator discussed in Example 5.2 for Ti. In particular, Assumption 5.1 is
satisfied provided that the data is sufficiently smooth. Moreover, this immediately implies
Pi = R, i.e., qi = 1. For the case of non-periodic boundary conditions the transformation
operator has to be modified, which is discussed in section 7.2.
As is common in the model-order reduction literature, we refer to the solution of the
spatially discretized equation (1.1) as the truth solution and, by abuse of notation, denote
it by z. For all examples except for the one in section 7.2, we use a 6-th order central
finite difference scheme (see for instance [19]) on a grid with 200 equidistant points for the
spatial discretization. The stencils for the finite-difference matrices ∂ξ ≈ D1 and ∂2ξ ≈ D2
approximating the spatial derivatives are given by[
− 160 ,
3
20 ,−
3
4 , 0,
3
4 ,−
3
20 ,
1
60
]
and
[ 1
90 ,−
3
20 ,
3
2 ,−
49
18 ,
3
2 ,−
3
20 ,
1
90
]
,
respectively. For the time integration, we use the implicit trapezoidal rule with constant
stepsize of τ = 5× 10−3 and we use the Matlab function fsolve with standard tolerances
to solve the resulting implicit system of equations. The L2 (0, 1;X ) norm is approximated
with the trapezoidal rule, and for a truth solution z with approximation zˆ we denote by
erel :=
‖z − zˆ‖L2(0,1;X )
‖z‖L2(0,1;X )
the relative error. The computation of the dominant modes for our approach, i.e., the
solution of the minimization problem (4.1) is performed with the algorithm described
in [61]. Consequently, we denote the ROM (5.7) as shifted POD.
The shift operator’s application may require the evaluation of the modes at points not
captured by the spatial grid. In the numerical experiments, we compute these evaluations
utilizing polynomial interpolation with cubic Lagrange polynomials. Furthermore, we
also need to evaluate the spatial derivatives of the shifted modes in the online phase,
cf. Example 5.12. To this end, we use the same discretization of the space derivative as in
the simulation of the FOM.
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Figure 7.1 – Advection-diffusion equation – Comparison of the ROM with a single transfor-
mation for all modes (zˆ1, solid blue) and the ROM with one transformation per mode (zˆ2,
dashed red).
Code availability TheMatlab source code for the numerical examples can be obtained
from the doi 10.5281/zenodo.3902924.
7.1 Advection-Diffusion Equation
The one-dimensional advection-diffusion equation with periodic boundary conditions is
given by
∂tz(t, ξ) + c∂ξz(t, ξ)− µ∂2ξ z (t, ξ) = 0, (t, ξ) ∈ (0, 1)× (0, 1),
z(t, 0) = z(t, 1), t ∈ (0, 1),
z(0, ξ) = exp
(
−
(
ξ−0.5
0.1
)2)
, ξ ∈ (0, 1).
(7.1)
The parameters c and µ denote the transport velocity and the diffusion coefficient, re-
spectively, and are chosen as c = 1 and µ = 0.002. Choosing r = 2 modes, the algorithm
described in [61], yields a relative offline error of 8.6× 10−3.
For the online phase (cf. section 5) we compare two different ROMs: the first one uses only
one path p for both modes as described in (6.1), i.e., the approximate solution zˆ1 of (7.1)
is given by zˆ1(t) :=
∑r
i=1 z˜i(t)T (p)ϕi. The second ROM is constructed as proposed in (5.7)
and the corresponding approximation is denoted by zˆ2. The relative errors are
erel,zˆ1 ≈ 4.3× 10−3 and erel,zˆ2 ≈ 3.6× 10−2
and the evolution of the relative error with respect to time is presented in Figure 7.1a.
To understand the larger error in the second approximation, we consider the coefficient
functions for the second mode for both approaches, which are presented in Figure 7.1b. We
observe that at time t ≈ 0.45 the coefficient functions are almost equal to zero. Following
the discussion in Remark 5.8, the solution of the ROM (5.7) in a neighborhood of such a
point is ill-conditioned, which results in the weaker approximation quality of zˆ2.
The ROM is not only able to reproduce the FOM with the same set of parameters, but can
also accurately predict the behavior of the FOM for different parameters. The relative error
of the shifted POD approximation with r = 2 for different values of the transport velocity is
presented in the left image in Figure 7.2. Note that POD requires r = 11 modes to obtain
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Figure 7.2 – Advection-diffusion equation – Approximation quality of the shifted POD reduced
model with r = 2 and POD reduced model with r ∈ {3, 11} for different values of the transport
velocity c. The dashed line at c = 1 denotes the parameter that is used to construct the ROMs.
Left image: relative online error. Right image: median computational time in seconds.
a similar accuracy as the shifted POD albeit with a larger computational time (cf. right
image in Figure 7.2). Here, the computational time is the median time of 5 simulation runs.
A similar computational time as the shifted POD is achieved with POD with r = 3 modes
although with a larger relative error. For the comparison of the computational time we use
the MATLAB solver ode45 (see also the forthcoming discussion in section 7.3) and the
shifted POD approach is implemented utilizing equivariance, see Remark 6.3. Nevertheless,
the numerical simulation code for the FOM, POD, and shifted POD are not optimized
for performance, which is the main reason for omitting the computational times in the
following examples. An efficient implementation of our framework is subject to further
research.
7.2 Non-Periodic Boundary Conditions
To illustrate that the presented framework is not restricted to problems with periodic
boundary conditions, we consider the advection-diffusion equation with Dirichlet-Neumann
boundary conditions of the form
∂tz(t, ξ) + c∂ξz(t, ξ)− µ∂2ξ z (t, ξ) = 0, (t, ξ) ∈ (0, 1)× (0, 1.5),
z(t, 0) = 12 exp
(
−
(
t−0.2
0.03
)2)
, t ∈ (0, 1),
∂ξz(t, 1) = 0, t ∈ (0, 1),
z(0, ξ) = 12 exp
(
−
(
ξ−0.5
0.02
)2)
, ξ ∈ (0, 1).
In the following we use the values c = 1 and µ = 0.001. For the spatial discretization
we employ a standard central second-order finite difference scheme with mesh width
∆ξ = 1.25× 10−3. The solution of the FOM and the solution of the corresponding ROM
with our framework with r = 4 and a single transformation operator for all modes is
depicted in Figure 7.3.
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Figure 7.3 – Advection diffusion equation with non-periodic boundary conditions – FOM
(left) and absolute error between the FOM and the shifted POD ROM (right) with r = 4.
Note that a proper treatment of the non-periodic boundary conditions require a modification
of the (periodic) shift operator introduced in Example 5.2. To mimic the behavior of the
upstream boundary, we propose the following strategy: Instead of using modes on the
original domain Ω := [0, 1], we define the modes on a virtual domain Ωvirt satisfying
{ξ − p(t) | ξ ∈ Ω, t ∈ [0, T )} ⊆ Ωvirt.
The modified shift operator can then be defined as
(T (η)ϕi) (·) := ϕi(· − η)|Ω , (7.2)
where ϕi(· − η)|Ω denotes the restriction of ϕi(· − η) to Ω. If the path p is known, this
virtual domain can, for instance, be chosen as
Ωvirt = [− sup
t∈[0,T ]
p(t), 1− inf
t∈[0,T ]
p(t)].
With the parameters defined above we thus obtain Ωvirt = [−1.5, 1]. At this point, we
emphasize that the shift operator (7.2) does formally not fit into the framework presented
in this paper. In particular, Assumptions 4.1 and 5.1 are not satisfied. Nevertheless, the
right image in Figure 7.3 details that our approach with r = 4 modes can represent the
solution of the FOM accurately. It is important to note that the approximation quality
of the shifted POD strongly depends on the accuracy of the FOM. If the discretization
of the FOM is not sufficiently fine, then the online and the offline error of shifted POD
may stagnate. The specific case where the FOM is computed with the same spatial and
temporal step size is presented in the left plot of Figure 7.4. In contrast, the approximation
with POD is less sensitive, albeit with a larger error. A detailed analysis of the impact of
the discretization error is subject to further research.
7.3 Linear Wave Equation
We consider the one-dimensional acoustic wave equation with periodic boundary conditions
as discussed in Example 4.4. For the offline phase, we evaluate the analytical solution (4.4)
on an equally-distributed space-time grid with 200 points in space and time, respectively.
30
1 2 3 4 5
10−3
10−2
10−1
100
r
e r
el
1 5 10 15 20 25 30 35
10−3
10−2
10−1
100
r
∆ξ = ∆t = 5.0× 10−3 ∆ξ = ∆t = 2.5× 10−3
∆ξ = ∆t = 1.25× 10−3 ∆ξ = ∆t = 6.25× 10−4
Figure 7.4 – Advection diffusion equation with non-periodic boundary conditions – Decay of
the relative error for the shifted POD ROM (left) and the POD ROM (right). The solid lines
represent the online error, while the dashed lines represent the offline error.
We use the algorithm from [61] to compute r = 2 modes with a relative offline approximation
error of 7× 10−16. Based on the two dominant modes determined in the offline stage, the
ROM (5.7) yields an online error of erel ≈ 3.2× 10−10 and thus accurately represents the
original equation.
Let us emphasize that our ROM not only achieves a considerable reduction in the dimension
of the spatial variable, but also benefits the time integration. To detail this, we compare the
numerical solution of the FOM, a POD reduced model and our approach with the Matlab
solvers ode45 and ode23. Both solvers choose an adaptive step size and the corresponding
numbers for the three different models are presented in Table 7.1 and Figure 7.5. Clearly,
Table 7.1 – Number of adaptive timesteps for the FOM, the POD reduced model, and the
shifted POD reduced model
FOM POD shifted POD
ode45 202 51 (25 %) 15 (7 %)
ode23 189 194 (103 %) 16 (8 %)
our approach requires considerably less time steps for the numerical integration compared
to the FOM and the POD reduced model. The main reason for this behavior is the fact
that the reduced state z˜ in our framework is changing only slightly, i.e., ‖ ˙˜z(t)‖2 is small.
In view of the different phase conditions (cf. Table 6.1) this is interesting, since our ROM
is based on the minimization of the residual.
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Figure 7.5 – Linear wave equation – Number of time steps chosen by an adaptive time
integrator in the computation of the FOM (blue circles), the shifted POD reduced model (red
squares), and POD reduced model (green diamonds).
7.4 Burgers’ Equation
We consider the one-dimensional (viscous) Burgers’ equation with periodic boundary
conditions, given by
∂tz (t, ξ) = µ∂2ξ z (t, ξ)− z (t, ξ) ∂ξz (t, ξ) , (t, ξ) ∈ (0, 1)× (0, 1) ,
z (t, 0) = z (t, 1) , t ∈ (0, 1) ,
z (0, ξ) = exp
((
ξ−0.5
0.1
)2)
, ξ ∈ (0, 1) ,
(7.3)
as a nonlinear test case for the methodology presented within this paper. For our experi-
ments we use the viscosity parameter µ = 2× 10−3. The solution is presented in Figure 7.6a.
As for the other examples, we use the shift operator T (p) z = z (· − p) from Example 4.3
as transformation operator, and transform each mode with the same transformation, i.e.,
we use the approximation (6.1). Let us emphasize that the right-hand side of Burgers’
equation is equivariant with respect to the shift operator (cf. Assumption 6.1) and hence
the ROM simplifies as described in Remark 6.3. Note that we can exploit the polynomial
form of the nonlinear right-hand side to eliminate the dependency of the original space by
computing the reduced right-hand side via
F˜z˜(z˜) = −
〈ϕ1, ϕ1∂ξϕ1〉X . . . 〈ϕ1, ϕ1∂ξϕr〉X 〈ϕ1, ϕ2∂ξϕ1〉X . . . 〈ϕ1, ϕr∂ξϕr〉X... ... ... ...
〈ϕr, ϕ1∂ξϕ1〉X . . . 〈ϕr, ϕ1∂ξϕr〉X 〈ϕr, ϕ2∂ξϕ1〉X . . . 〈ϕr, ϕr∂ξϕr〉X
 (z˜ ⊗ z˜)
− µ
〈∂ξϕ1, ∂ξϕ1〉X . . . 〈∂ξϕ1, ∂ξϕr〉X... ...
〈∂ξϕr, ∂ξϕ1〉X . . . 〈∂ξϕr, ∂ξϕr〉X
 z˜.
For our ROM, we identify r = 7 modes with a relative offline error of 4.4× 10−3. We
compare our ROM with a POD reduced model with r = 7 and r = 32. The results are
presented in Table 7.2 and Figure 7.6. Clearly, our approach outperforms POD with the
same number of modes. To achieve a comparable error, POD requires more than four times
as many modes as our framework. Comparing the error plots in Figure 7.6 we observe, in
agreement with Example 3.3, strong oscillations in the case of the POD approximation
with r = 7 modes, and they remain present even for the approximation with r = 32 modes.
In contrast, the shifted POD absolute error does not exhibit this behaviour, the error is
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Table 7.2 – Approximation quality of ROMs for Burgers’ equation
shifted POD r = 7 POD r = 7 POD r = 32
relative offline error 4.4× 10−3 7.2× 10−2 1.7× 10−3
relative online error 3.8× 10−3 2.1× 10−1 3.5× 10−3
dominated by the region where the verge of the transport front lies. We remark that the
shift p (t) computed from the ROM is indeed nonlinear (see Figure 7.7), as is expected,
since the transport velocity for the nonlinear test case of the Burgers’ equation depends on
the solution itself.
8 Conclusions
In this paper, we introduce a new framework for constructing reduced order models based
on the approximation ansatz (1.4), which features multiple time-dependent transformation
operators. This ansatz allows obtaining accurate low-dimensional surrogate models even
for systems whose dynamics are dominated by multiple transport modes with potentially
large gradients. The construction of the ROM is based on residual minimization and
extends the ideas of the moving finite element method to model reduction. Furthermore,
we provide a residual-based a-posteriori error bound. For the particular case that only
one isometric transformation operator is employed, we show a connection between our
method and the symmetry reduction framework, c.f. [7, 65]. Further contributions include
a thorough literature review of related approaches and analysis for the identification of
optimal basis functions on the infinite-dimensional level. We illustrate our theoretical
findings with several analytical and numerical examples.
The problem of identifying optimal basis functions is currently solved by a first-discretize-
then-optimize approach. For future work, it is interesting to analyze the first-optimize-
then-discretize approach and compare the results with the current strategy. Furthermore,
we plan to investigate the efficient implementation of the ROM. Notably, the combination
with hyper reduction techniques is a promising research direction to obtain an efficient
offline/online decomposition.
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