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We obtain the multiplicative complexity of discrete cosine transforms in all 
cases. It is given as a function of the multiplicative complexity of discrete Fourier 
transforms. The latter have all been determined previously. o 19% Academic press, 
Inc. 
1. INTRODUCTION 
In this paper we give a formula for the multiplicative complexity of 
discrete cosine transforms (DCTs) as a function of the multiplicative 
complexity of discrete Fourier transforms (DFTs). The latter have all been 
determined previously [2]. Computing the one-dimensional DCT on an N 
point input vector of real numbers involves multiplying it by the N X N 
matrix C, whose (j, klth entry is cos(2rr( j - lX2k - 1)/4N). Computing 
the multidimensional DCT on a real input array of size N, X N, X . . . X 
NL involves multiplying an arbitrary real vector of dimension Ni N, . . . NL 
by the matrix CN, @ CN, @I * * * 8 CNL, where the symbol @ denotes the 
tensor (Kroenecker) product. We will assume throughout that our input is 
real. 
Computing the one-dimensional DFT on an N point input vector of 
real numbers involves multiplying it by the N x N matrix FN whose 
(j, k)th entry is exp{2ai(j - 1Xk - 1)/N). Computing the multidimen- 
sional DFT on a real input array of size Ni X Nz X . *. X NL involves 
multiplying an arbitrary real vector of dimension N,N, * . * NL by the 
matrix FN, 8 FN, Q . . - @ FNL. 
Even though we are concerned with the DCT, a problem involving only 
real arithmetic, we will be comparing it to the DFT, which involves 
complex arithmetic. We therefore define our complexity measure to be the 
minimum number of non-rational multiplications required to compute 
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jointly the real and imaginary outputs of the product of an arbitrary real 
vector by a complex matrix M, and denote it by p.(M). Our main result is 
the following. 
THEOREM 1.1. Suppose Nj = EjOj, where Oj are odd and Ej = 2mj and 
m, I rn2 I *. * I mL. Then 
/-q&f, @ . . . @ GfJ 
=pl,+ . . . +--l){p( Fp-fLf2 8 F,) - /A( F*&+I @ F,)}, (1) 
where F, = Fo, 8 Fo, Q * * * ~3 Fo,. 
For the one-dimensional case, the theorem reduces to a previously 
announced result [5, 61, 
2p(C,,,) = PC&N) - P(FzN). 
A proof of this result is suggested in the cited references, but the details 
are omitted. For the case where all the Nj are integer powers of 2, the 
theorem reduces to the result in [4]. Indeed, to prove our theorem we will 
rely heavily on the results of [41. 
If X and Y are arbitrary complex matrices and there exist invertible 
matrices A and B with entries in the rationals 4 such that X = AYB, 
then we will write X N Y and say that they are “rationally equivalent.” 
Since in this paper all equivalence will be over 8, we will simply say that 
X and Y are equivalent. It is straightforward to verify that if A = X and 
B N Y, then (A 8 B) N (X @ Y). 
The direct sum of X and Y is defined to be 
We will write m 0 X to denote the m-fold direct sum of the matrix X. We 
will also write @ ,?J rXj = X, @ . . . @ X,. Clearly if X is rational, then 
/..a @ Y) = /L(Y). 
We will extend the notion of equivalence to allow us to talk about 
computing jointly the real and imaginary parts of a complex problem. This 
extension is rather narrow, but it suffices for our purposes here. Suppose 
that Y is a complex matrix and there exist invertible rational matrices A 
and B and real matrices X, and X, such that 
AYB =X1 @I ix,, 
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we will write Y = X, @ X,. Observe that if Y = Xi @ X, then p.(Y) = 
&X1 @X2). 
It is well known [ill that p(X CJ Y) I k(X) + p.(Y). In some cases we 
actually have equality. Some such cases are discussed in the seminal paper 
[3], which is the basis for most of the known multiplicative complexity 
results for DFTs [lo, 21 and DCTs [4-61, and for the results we present 
here. 
Finally, let fi be real numbers. We define 
dim,{fi} = [-QJ(fj):Q], 
that is, the degree of the extension of the rationals adjoined by the fj as a 
vector space over the rationals. For a real matrix X we define dim,(X) to 
be dim, of the entries of X, and for a complex matrix Y we define 
dim,(Y) to be dim, of the real and imaginary components of the entries 
of Y. It is well known [2, 7, 6, 91 that for IZ 2 2, dim,@,,) = 2n-2, and 
that for Uj all odd, dim,@,, 8 . . . Fo,> = +(lcm(O,, . . . , O,)), where 
lcm denotes the least common multiple of the integers in the argument, 
and C#J is the Euler totient function which counts the number of integers 
between 0 and the argument which are relatively prime to the argument. 
The following observation will be used later. 
LEMMA 1.1. Zf Z = X @ Y, then dim,(Z) 2 dim,(X) + dim,(Y). 
We next briefly discuss the fundamental Theorem [3] of Auslander- 
Winograd. We do not give here the theorem in its full generality, but only 
as it is needed for the present work. For any manic polynomial p(x) = 
xn + C$:ipkxk, define the companion matrix 
0 0 -a* 0 -pO \ 
1 0 *a. 0 -pl 
Kp = 0 1 * ** 0 -p2 , 
\ 
;,()... 1 . -Pa-l, 
THEOREM 1.2. Let pj(x), j = 1, . . . , M, be rational polynomials irre- 
ducible over 9, Xj = C$j:tfi, k Ki,, where fj,k are arbitrary real num- 
bers, and X = m, 0 X, 8 * . * 8 m,,, 0 X,. Suppose also that dim,(X) = 
1 + CiM_Inj. Then 
p(X) = fJ mjp(Xj) = z mj(2nj - 1). 
j=l j=l 
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A matrix of the form given in the above theorem (that is, direct sum of 
mj 0 Xj where each Xj is obtained from an irreducible polynomial, will be 
said (in this paper only) to be in proper form. Also, if X is of proper form, 
and Z is any size identity matrix, we will also say that Z @ X is in proper 
form. Each Xj will be called an irreducible component of X. It is a 
consequence of a standard result in algebra [l, 111 that the tensor product 
of algebraic extension fields is isomorphic to a direct sum of fields. The 
implication to us is the following: 
LEMMA 1.2. The tensor product of two matrices which are both in proper 
form is equivalent to a matrix also in proper form. 
The equivalence in the above lemma is via a similarity transformation. 
That is, if X and Y are in standard form, then there exists a rational 
matrix R such that R(X 8 Y)R-’ is also in standard form. Finally, the 
following can be readily proved. 
LEMMA 1.3. For any real matrices X, and X,, dim4(X, ~3 X,) I 
dim,(X,)dim,(X,). 
2. ONE-DIMENSIONAL RESULTS 
For every integer M define Z, to be the M X M identity matrix and JM 
to be the matrix obtained from Z, by having its columns reversed. Let PM 
be the M x M permutation matrix which acts on FM by reordering its 
columns yielding first the even columns in order and then the odd columns 
in order. Let R,, = i(F, 8 I,). The following result is already implicit 
in [81. 
LEMMA 2.1. For every integer N, 
F 4N = FzN @ C, @ C,. (3) 
Proof. By direct calculation, there is a matrix ZZzN such that 
R‘4NF4NP4N = F2N @ H2N. 
Next define the 2 N X 2N matrices 
I1 0 0 0 
0 ;Z,-, 0 - A fJ,-, 
2N 
= 
0 0 1 0 
0 +JN-, 0 2N-l 
(4) 
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where the zeros are of the appropriate dimensions, and 
B 
Again by direct calculation, 
A2~H2,B2,d& @ DN) = cN @ icN7 (5) 
where DN is the N x N diagonal matrix whose (j, j)th entries are ( - l)j-‘. 
0 
We will need the following two results from [4]. 
LEMMA 2.2. Denote by KN the companion matrix to the polynomial 
x” + 1 and define 
2k-1 
G, = c cos 
2r2”-k(2j + 1) 
4N 
K& 
j=O 
and 
Then 
LEMMA 2.3. The 2” elements 
2r2npk(2j + 1) 
4N 
:11k-~n,OIj<2~-’ 
form a basis for L%cos(2~/4N)) as a vector space over 9. 
THEOREM 2.1. p(C2”) = 2”+l - n - 2. 
Proof. From Lemma 2.2, C, is equivalent to a matrix in proper form. 
From Lemma 2.3, dim,(gn) = 2”, so that the matrix G, @ . . . EB G,,-, 
satisfies the hypothesis of Theorem 1.2, from which our assertion follows 
directly. •I 
LEMMA 2.4. F2n = 12n CB @ ;::2(n - j - 210 Gj. 
Proof. The result follows from a straightforward induction argument 
on n, using Lemmas 2.1 and 2.2. 0 
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COROLLARY 2.1. p(Fzn) = 2”+l - n2 - n - 2. 
COROLLARY 2.2. 2p(C,,) = p(F2”+2) - /..L.(F,~+I). 
The following result is implicit in [5]; since we will need this result later, 
we prove it explicitly. 
LEMMA 2.5. For N odd, FN = C,. 
Proof Define the N X N matrix 
Then by direct calculation, 
! 
1 E (N-1)/2 0 ’ 
R~'FNRN = E(N-l)/2 cos, 0 ) 
0 0 SIN, 1 
where EM is the 1 x M matrix all of whose entries are 1, COS, is the 
(N - 1)/2 x (N - 1)/2 matrix whose (j, k)th entry is cos(2n-jk/N), SIN, 
is the (N - 1)/2 x (N - 1)/2 matrix whose (j, k)th entry is sin(2njk/N). 
Next, define the N X N matrix 
0 '(N-l),2 '(N-l)/2 
Again by direct calculation, 
I 1 E(N-1),2 ' 
PNCNSN = E;N-1),'2 z, 0 
\ 0 0 SINN 
\ 
I 
where m, is the (N - 1)/2 x (N - 1)/2 matrix whose (j, k)th entry is 
cos(2r(2jX2k - 1)/4N) and EN is the (N - 1)/2 X (N - 1)/2 matrix 
whose (j, k)th entry is cos(2rj(2k - 1)/4N). We assert that the matrices 
mN and SIN, are, up to signed-permutation of their rows and columns 
(permutation and perhaps sign changes) are the same as the matrices 
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COS, and SIN,. This is because for j even, 
C0.S(~)=cos(2T~~)k) l<j,k<(N-1)/2 
= 
I ( 277(2N - 4j)k cos 4N 
= I i 2r(4j)( N - k) cos 4N 
277(2N - 4j)k 
cos 
4N 
\ 
1 ljl (N- 1)/4 
1 I (N - 1)/4 I (N - 1)/2 
1 I j I (N - 1)/4, k odd 
1 5 j I (N - 1)/4, k odd 
(N - 1)/4 5 j I (N - 1)/2, 
k even 
(N - 1)/4 5 j I (N - 1)/2, 
k even, 
and for j odd, 
sin 
WW(2k) 
= sin 
27~(N -l)(N - f) 
4N 1 i 4N 7 j, I% odd 
=sin z+) =cos(c3). 
Because for p and q relatively prime, Fpq N Fp 8 F4 [ill, it follows from 
the previous lemma that if also both p and q are odd, then C,, N C, @ C,. 
The result, however, is true even if one of the integers is even. This was 
shown in [12]; we record it here for later reference. 
THEOREM 2.2. If p and q are relatively prime, then C,, N C, Q C,. 
A more explicit conclusion for Theorem 2.2 is that there exist a 
permutation matrix P and a rational matrix R such that PC,,P’R = 
C, 0 C,. P is the same permutation matrix which satisfies PF;,,P’ = 
Fp 8 F4; see [ll]. R is a very sparse matrix; p + q - 1 of its rows con- 
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tain all OS except for one entry, which is 1, and the remaining rows 
are butterfly pairs. Thus computing the product of a vector by R requires 
pq - p - q + 1 additions and subtractions. 
We are now in position to prove our main theorem for the one-dimen- 
sional case, but we will not do so. The proof for the general multidimen- 
sional case is essentially the same, and it will be given in the next section. 
3. THE GENERAL CASE 
We now prove Theorem 1.1. By Theorem 2.2, 
c,, Q . . . 8 c, N (C,, 8 co,) 8 . . . Q (CEL c3 Co,) 
N (CE, 8 . . . @ CE~) @ (Co, @ ... @ Co,). (6) 
In Section 4 of [4] it is shown that 
L-l 
c,, Q ... Q CEL - 
i i 
n 2”J OCEL, 
j=l 
(7) 
and from Lemma 2.5 we have 
C,, 8 . ’ . Q CoL = F, . (8) 
Hence, 
From Lemma 2.1, 
F4EL~FFO=(FZEL~20CEL)~FF0 
= FzE, 8 F,) @ 20(CE, Q F,). ( (10) 
We claim that Eq. (10) provides the beginning of the decomposition 
which ultimately transforms FdE, 0 F, into a matrix in proper form which 
satisfies the hypothesis of Theorem 1.2. This will imply our Theorem 1.1. 
While our claim can be deduced from [2], since we now have all the 
ingredients at hand to prove it rather handily, we do so. It is well known 
[2, 111 that both FdEL 8 F. and FzEL @ F, are equivalent to matrices in 
proper form. In fact, by Lemma 2.4, FdEL is equivalent to a direct sum of 
blocks Gj, 0 I j I mL - 1, and FzEL is equivalent to a direct sum of 
blocks Gj, 0 I j I mL - 2. Hence FdEL Q F. is equivalent to a direct sum 
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of blocks Gj Q F,, 0 2 j I mL - 1, which by Lemma 1.2 is equivalent to a 
matrix in proper form. Likewise, FzEL @ F. is equivalent to a direct sum 
of blocks Gj 8 F,, 0 I j I mL - 2, which is equivalent to a matrix in 
proper form. Similarly, by Lemma 2.2, CE, 0 F, is equivalent to a direct 
sum of blocks Gj 8 F,, 0 I j I mL - 1, which is equivalent to a matrix in 
proper form. That is, the direct summands in FzEL QD F, all appear as 
direct summands in CE, 8 F,, but the latter also contains Gm, _ , @ F. as 
direct summands, and these do not appear in FZEL @ F,. 
We know that 
dim,( GL @ F,) = 2’V(q), 
where q = lcm(O,, . . . , O,>, and 
dim,( FzEL Q F,) = 2’Q- l&( q). 
Together with Eq. (10) and Lemma 1.1, this implies that at least 2mL-‘4(q) 
entries in CE, 8 F, are Q-linearly independent of all the entries in 
F,, Q F,, and these must all come from GmL _ r 8 F,. On the other hand, 
by Lemma 1.3, dim,(G,L-, 8 Fo) is at most 2”~-%#dq). In other words, 
all the entries in Gm,-r @ F, are .??-linearly independent of all the entries 
in the remaining direct summands appearing in the right-hand side of Eq. 
(10). Furthermore, again by Lemma 1.2, C, @ F, is equivalent to a matrix 
in proper form. Hence, indeed, the right-hand side of Eq. (10) can be 
further decomposed via rational transformations into a matrix in proper 
form which satisfies the hypothesis of Theorem 1.2. 
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