Abstract-The objective of this research was to assess applicability of a technique known as hyperelastic warping for the measurement of local strains in the left ventricle (LV) directly from microPET image data sets. The technique uses differences in image intensities between template (reference) and target (loaded) image data sets to generate a body force that deforms a finite element (FE) representation of the template so that it registers with the target images. For validation, the template image was defined as the end-systolic microPET image data set from a Wistar Kyoto (WKY) rat. The target image was created by mapping the template image using the deformation results obtained from a FE model of diastolic filling. Regression analysis revealed highly significant correlations between the simulated forward FE solution and image derived warping predictions for fiber stretch (R 2 = 0.96), circumferential strain (R 2 = 0.96), radial strain (R 2 = 0.93), and longitudinal strain (R 2 = 0.76) (p < 0.001 for all cases). The technology was applied to microPET image data of two spontaneously hypertensive rats (SHR) and a WKY control. Regional analysis revealed that, the lateral freewall in the SHR subjects showed the greatest deformation compared with the other wall segments. This work indicates that warping can accurately predict the strain distributions during diastole from the analysis of microPET data sets.
INTRODUCTION
The ability to determine ventricular deformation directly from nuclear imaging data would provide a physician with valuable regional information on both diastolic and systolic cardiac function. The primary motivation for this study was the continued development of an image registration technology known as hyperelastic warping, which has the potential to be able to determine regional deformation directly from nuclear based imaging modalities. A critical step in the development of warping is validation based upon simulated images in which the deformation map depicted in the image data sets is known. The use of simulated image data based on a realistic finite element model 37 of the heart allows for direct comparison of the warping analysis with a true gold standard without confounding factors such as differences in image modalities and analysis techniques.
Diastolic heart failure is a common form of heart failure in which the heart muscle becomes stiff and shows reduced filling. Diastolic dysfunction has become a focus of study as it is thought to be a marker for myocardial damage 6, 19, 46 and may be an early compensatory response to pressure overload. 22 Studies of left ventricular (LV) diastolic chamber properties for hypertrophic hearts in humans and in animal models indicate that there is increased LV myocardial stiffness associated with diastolic dysfunction, which is likely due to fibrosis or events underlying the connective tissue response to increased loading. 7, 40 A systematic temporal study of the cardiac diastolic function in a hypertension model and the normotensive control using regional measures of deformation is needed to gain a better understanding of the mechanism(s) involved with hypertension induced heart failure.
The assessment of cardiac perfusion is commonly made using nuclear imaging as well as being used to evaluate cardiac function. Radionuclide ventriculography is one of the most widely used techniques in the assessment of left ventricular ejection fraction (LVEF) in heart failure. Nuclear cardiac imaging systems have the capability to evaluate wall motion and wall thickening through software packages such as Quantitative Gated SPECT (QGS), 15 Perfusion and Functional Analysis for Gated SPECT (P-FAST) 25 and the Emory Cardiac Tool Box (ECTb). 13 These packages are designed to process reconstructed gated short axis slices encompassing the entire left ventricle to obtain ejection fraction (EF), wall motion, and wall thickening. The quantification of local ventricular deformation (strain) would provide a direct measure of myocardial contraction and elongation, but these packages are currently unable to provide such measurements.
The most widely used technique for quantifying local myocardial strain is MR tagging. 1, 5, 24, 45 The primary strength of tagging is that in vivo, noninvasive strain measurements are possible. 5, 34 The use of tagged analysis has been demonstrated in the mouse 12 so its use in the rat would be reasonable, however, to date there has not been a comprehensive temporal study of the changes in regional deformation due to pressureoverload over the lifespan of the animals as well as the deformation associated with heart failure.
Sinusas et al. 29 have developed a three dimensional shape-based approach for the determination of myocardial deformations from cine-MRI images. Local shape properties of the endo-and epicardial surfaces are used to track the 3-D trajectories of a dense field of these boundary points over the cardiac cycle. These trajectories are then used as boundary conditions for a subject-specific finite element model which has realistic fiber distributions and material property definitions which is used to estimate both cardiac and fiber strains in the LV. One drawback of this technique is that it is edge driven so that the strain distributions within the wall are completely dependent upon the constitutive relation assumed for the LV and the specific material model parameters.
Hyperelastic warping allows for the simultaneous determination of deformation directly from image data through the incorporation of realistic material definitions and fiber structure into the finite element (FE) model used in the analysis. 36, 38 The intensity differences between template (reference) and target (deformed) image data set are used to deform a finite element representation of the left ventricle depicted in the template image into alignment with the target image. Image regions with large intensity gradients such as the epi-and endocardial walls as well as inhomogeneities within the wall substitute for fiducial points for the image registration. The first objective of this study was to determine if hyperelastic warping was suitable for the extraction of high-resolution strain maps of the left ventricle from microPET images of the rat left ventricle. The second objective was to determine the sensitivity of the technique to simulated changes in tracer uptake both globally (involving the entire left ventricle) and for a local wall segment in this case a region of the lateral freewall. The third objective was to determine if warping was sensitive to changes in material properties.
In addition to the validation work, an example of the applicability of this technology, warping was applied to a series of microPET images of a Wistar Kyoto (WKY) and two spontaneously hypertensive rats (SHR) to gain information about possible compensatory mechanisms in the left ventricle in response to pressure overload. The spontaneously hypertensive rat has been and continues to be a useful animal model in which to study the effects of hypertension on the heart. A valuable aspect of work using the SHR model is that long-term studies over the course of its 2-year lifespan are feasible. While there are questions as to whether the SHR is a suitable model of human hypertension, the clinical course of the disease in both animals and humans and the similarity in the response to treatment suggests that it is an appropriate model for hypertension related pathology. 2 
METHODS

Hyperelastic Warping Theory
Hyperelastic warping is a deformable image registration method in which a discretized FE representation of the reference, unloaded image (template) is deformed into alignment with the loaded (target) image. Specifically, the pointwise differences in image intensity and the intensity gradients, evaluated at material points in the template model are used to define body forces which deforms the mesh 42 into alignment with the target image data set. The warping analysis can incorporate the subject specific geometry, fiber distribution, and material properties directly into the FE model.
A complete discussion of hyperelastic warping can be found in our previous publications, 36, 38 and a synopsis is provided below. The spatially varying scalar intensity fields of the template and target images are denoted by T and S, respectively. The deformation map is u(X) = x = X + u(X), where x are current (deformed) coordinates corresponding to X and u(X) is the displacement field. F is the deformation gradient:
The change in density is related to F through the Jacobian, J :¼ det F ð Þ ¼ q 0 =q; where q 0 and q are densities in the reference and deformed configurations, respectively. The left Cauchy-Green deformation tensor 30 is C = F T F. The Green (Lagrange) strain (E) is defined as,
In hyperelastic warping, a spatial discretization of the template image is deformed into alignment with the target image. The target image remains fixed with respect to the reference configuration and does not change over the course of the analysis and is denoted as T(X). The values of S at the material points associated with the template change as the discretized template deforms into registration with the static target image data set and is written as S(u). In other words, from the perspective of the material points associated with the discretized template image, the target intensity changes with deformation while the template intensity does not.
Hyperelastic warping can be posed as the minimization of an energy functional E(u) that consists of two potential energy terms:
Here, W is the potential energy density associated with the a priori model and is typically selected to regularize the solution process and/or constrain the deformation map to have desirable characteristics such as ensuring diffeomorphic mappings. W is chosen to be the hyperelastic strain energy from continuum mechanics. 30 U is the image potential energy density. b denotes spatial domain of integration for the template in the deformed configuration. In hyperelastic warping, the image energy is represented as:
where k is a penalty parameter that enforces alignment of the template model with the target image. The first variation of the first term of (3) corresponds to the weak form of the momentum equations for nonlinear solid mechanics (see, e.g., Marsden and Hughes
23
). The first variation of the functional U in (4) in the direction g gives rise to the image-based force term:
This term drives the template deformation based on pointwise differences in image intensity and the gradient of the target intensity, evaluated at material points in the template model.
Image Acquisition and Reconstruction
Dynamic PET image data were acquired using the microPET II at UC Davis. Three rats (Table 1) were imaged at approximately 10-week intervals (Table 2) . Each time a dose of 1-2 mCi of F-18 Fluoro-2-Deoxyglucose ( 18 FDG) was injected and gated list mode data of 600-900 million counts were acquired over 60-80 min. The list mode data were histogrammed into 8 gates of the cardiac cycle; summing the latter 50 min of the 80 min acquisition for SHR 1 and summing all 60 min for SHR 2 and the WKY (normal control) acquisitions, resulting in identical times post injection. Images of 128 · 128 · 83 matrices of 0.39 · 0.39 · 0.58 mm 3 voxels in x, y, and z for each gate were reconstructed using 100 iterations of the iterative MAP reconstruction algorithm. 27 The projector and backprojector used a system matrix that modeled the solid angle effect, crystal penetration, intercrystal scatters, and the block structure of the microPET II. The MAP algorithm scales the weighting of the prior to keep the resolution constant throughout the image. The prior penalized the high frequency components of the reconstruction using appropriate weighting between 26 nearest neighboring voxels. The weighting of the prior was scaled so that the weighting between the prior and the likelihood function remained relatively the same from time frame to time frame as the counts changed in the data due to the wash-in and wash-out of 18 FDG from the myocardium. The end-systolic, mid-diastolic, and end-diastolic image data set were determined through comparison of the gated image data with the ECG waveform. These images were rotated into long and short axis orientations using MRIcro (www. mricro.com). Each image data set was reduced to 128 · 128 · 31 voxels.
FE Mesh Generation and Boundary Conditions for the Validation Model
The boundaries of the LV were obtained by manual segmentation of the epi-and endocardium from the template image for the 6/18/2003 WKY image data set. The 3-D FE model was constructed to include the entire image domain, with the tissue surrounding the myocardium represented as an isotropic hyperelastic material (tether mesh) with relatively soft properties (modulus of elasticity E = 0.3 KPa and Poisson's ratio m = 0.3) so that the entire template image could be mapped (Fig. 1) . The edges of the mesh were fixed to eliminate rigid body modes. An end-diastolic pressure load of 550 Pa (4.125 mmHg) was specified for the forward diastolic model. 26 
Constitutive Model and Material Coefficients
The myocardium was represented as a transversely isotropic hyperelastic material with the fiber distributions defined from literature values. 11 The transversely isotropic material represents nonlinear fibers embedded in an isotropic matrix. The strain energy W of this material model was represented as:
where the term lðĨ 1 À 3Þ represents an isotropic neoHookean matrix material.Ĩ 1 is the first deviatoric invariant of C,
is the deviatoric fiber stretch along the local direction a 0 , l is the shear modulus of the matrix and K is the bulk modulus.
The fiber stress-stretch behavior was represented as exponential, with no resistance to compressive load:
Here, C 3 scales the stresses and C 4 defines the fiber uncrimping rate. A description of the constitutive model and its FE implementation can be found in Weiss et al. 41 The material coefficients of the model (l, C 3 , and C 4 ) were determined by a nonlinear least squares fit of the transversely isotropic material to equibiaxial stress/ strain curves presented in the literature 11 for the WKY rat left ventricle (l = 2.10 KPa, C 3 = 0.41 KPa, and C 4 = 22.0). A bulk modulus K of 100.00 KPa was used to define the myocardium as nearly incompressible.
Initial Validation of Strain Predictions from Hyperelastic Warping
The initial validation of warping was performed using synthetic image data set representing three known deformation states of the LV. A synthetic target image was created by applying the displacement map of the forward FE model to the template micro-PET image (Fig. 2) as was demonstrated in our previous work, 36 creating mid-and end-diastolic image data sets.
The warping FE model used the same geometry and material properties as the forward FE model but without the tether mesh ( Fig. 1 right) . The image data sets were the only input for the warping analyses as pressure boundary conditions were not applied. Scatter plots of the fiber stretch (deformed length/reference length), circumferential, radial, and longitudinal strains (Eq. (2)) were generated to determine coefficients of determination (R 2 ) between warping and forward FE model predictions. A Bland-Altman analysis was performed to assess agreement between the forward FE and warping predictions for the four measures of deformation and to identify possible bias in these predictions. The Bland-Altman analysis technique allows for the determination of the amount of agreement, bias, and precision of two sets of data. It is a comparison of the differences between the data against the average of the measurements. 3 In this case it was the average of the forward and warping nodal strains, which were compared with the differences between these nodal strain values.
Sensitivity Studies
The intensities of nuclear based images represent the relative uptake of the tracer, in this case of 18 FDG, by the tissue. A series of sensitivity studies were carried out to determine how variations in global tracer uptake would affect the strain distributions predicted by warping. In the first study, the intensities of the template and the target image data set were both reduced by 25, 50, and by 75% (Fig. 3) . In the second study, only the target image intensities were reduced by these amounts, while the template image was not altered. This study was repeated using histogram equalization during the analysis to balance the dynamic ranges of the template and target image data set. The third sensitivity study looked at regional reductions in image intensity, representing reduced uptake in a section of the myocardium such as might occur during ischemia. A section of the lateral freewall (Fig. 4) was created with reduced intensity (25, 50 , and by 75%) for both the template and target image data sets. The ischemic regions run the full length of the LV. The warping analysis was carried out on these image data sets using the same warping model as described above.
One of the primary limitations of finite element models of the left ventricle is that the material properties of the heart cannot be determined on a subject specific basis. Our previous work 36 has indicated that LV deformation results determined using hyperelastic warping were relatively insensitive to changes in material property coefficients when analyzing cine-MRI images of the heart. A sensitivity study was conducted to determine whether the warping analysis of the lower resolution nuclear images would show sensitivity to changes in material parameters. The values of l and C 3 were increased and decreased by 20% 36 and the warping analysis of the validation model was repeated without altering any other aspect of the analysis.
The root mean squared (RMS) error between the forward nodal strains and the warping predicted nodal strains were used to compare the cases of altered uptake as well as the effects of variations in FIGURE 2. A mid-ventricular slice taken from (a) the template image data set and (b) the mid-diastolic image data set (target) and the (c) end-diastolic image data set (target) used in the validation study. The template image is from the 6/18/2003 WKY acquisition. The mid-diastolic and end-diastolic image data set were created using the displacements predicted by the forward FE model. FIGURE 3. End-diastolic, mid-ventricular short axis slices from (a) the validation target image, (b) the target image with 25% global reduction in intensity levels, (c) the target image with 50% reduction in intensity levels, and (d) the target image with 75% reduction in intensity levels. material properties. 16 The RMS error was calculated using:
where e Warp is the predicted strain value for the corresponding node in the warping analysis and N nodes is the total number of nodes in the elements representing the LV myocardial wall.
Hyperelastic Warping Applied to Temporal Gated microPET Image Data
An application of warping to actual data was demonstrated through the analysis of image data from the two SHR and the single WKY rat which were acquired over the animals' respective lifetimes (Tables 1  and 2 ). These data were split into end-systolic, middiastolic, and end-diastolic images and each image data set was aligned into long and short axis orientations. The ejection fractions were calculated for each microPET data set using methods developed for the imaging of small hearts as detailed by Feng et al.
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Hyperelastic warping was performed using the endsystolic images as the template image with the mid-diastolic and end-diastolic images being used as sequential target images providing an analysis of diastolic relaxation and filling. The movement of the base was easily determined through comparison of the aortic valve region of the template and target image data set and determining a relative displacement. This displacement was used as a boundary condition for the base of the warping model. The nodal strain data from FIGURE 4. End-diastolic, mid-ventricular short axis slices from (a) the target image with 25% reduction in intensity levels in a region of the lateral freewall, (b) the target image with 50% reduction in intensity levels in this region, and (c) the target image with 75% reduction in intensity levels. Measured blood pressure and life spans of subjects. The WKY normal control rat was sacrificed while the SHR rats died of heart failure. The ratio of the heart to body weight data indicates that the SHR subject had a higher ratio which was due to both an increased heart size of the SHR compared with the normal control and the decrease in the SHR body weight compared with the normal control. The heart to body weight ratio for SHR 2 was not obtained due to the inadvertent disposal of the animal following its death. The end-diastolic and end-systolic volumes of the SHR rats were consistently higher than the values for the WKY normal control. However, the ejection fractions for these acquisitions were not appreciably different between the SHR rats and the WKY normal control.
each of the warping analyses were compiled and the average fiber stretch and first principal strains over the entire LV were calculated to determine if there was a global increase in strain between the subjects. The LV was divided into four equally spaced quadrants (lateral, anterior, septal, and posterior) running the length of the LV. The average strains for each quadrant were determined and the results were compared to see if there were any regional variations in the strain distributions.
Statistical Analysis of Rat Data
A fixed-effect, multi-factor, repeated measures Analysis of Variance (ANOVA) was performed considering first principal strain as the response variable. The following were used as the predictor variables, geometry (LV quadrant), treatment (SHR vs. normal), and time (acquisition date). Mean values for the predictor variables were considered in the analysis (e.g., average strain within the quadrant).
RESULTS
Hyperelastic Warping Validation
Comparison of Forward FE and Warping Predictions. There was excellent agreement between forward and warping predictions of 1st principal strain (Fig. 5) . Regression analysis revealed significant correlations between the forward FE and warping predictions for fiber stretch (R 2 = 0.96), circumferential strain (R 2 = 0.96), radial strain (R 2 = 0.93), and longitudinal strain (R 2 = 0. 0.76) (p < 0.001 for all cases) (Figs. 6a-d) . The Bland-Altman analyses indicated that there was no apparent bias in the fiber stretch (BlandAltman regression slope of less than 0.02), while the circumferential, and longitudinal strains showed a slight tendency toward underestimation at the higher strain levels (Figs. 7a-d) . Regression analysis of the Bland-Altman data indicated that the circumferential regression slope was -0.09 and the longitudinal regression slope was -0.19. A similar tendency for underestimation at higher strain levels was seen in the radial strain results (radial regression slope = 0.19).
Sensitivity to Global Decreases in Image Intensities. The predictions of fiber stretch and strain were insensitive to changes in image intensity when both the template and target images were altered by the same amount (Table 3) . A sharp degradation of the predicted strains (large increase in RMS error) could be seen when the image intensity of the target images were decreased while template images were left unchanged. Compensating for the difference in image intensities using histogram equalization resulted in RMS errors equal to those associated with the original validation analysis.
Sensitivity to Local Decreases in Image
Intensities. The predictions of fiber stretch and the other measures of strain were insensitive to moderate changes in local image intensity (Table 3) . However, the 75% reduction case did show a slight increase in RMS error associated with the strain predictions suggesting that larger reductions in regional uptake could result in increasing errors (Table 3) .
Sensitivity to Changes in Material Parameters. Hyperelastic warping showed a slight sensitivity to changes in material coefficients for this application. There was a small increase in RMS error when l and C 3 were altered (Table 4) . Fiber strain showed the least sensitivity to changes in material coefficients while both the radial and longitudinal strains showed very similar increases in RMS errors compared with the validation model. The circumferential results showed more variability in the RMS errors with the l -20% model showing less RMS error than the validation model while the largest increase in error was found with the l + 20% model.
SHR vs. Normal Diastolic Function
Image Data and FDG Uptake for microPET Data. The WKY rat showed a markedly different pattern of 18 FDG uptake over the life of the animal than the SHR subjects. The WKY rat showed lower 18 FDG uptake than the SHR for half of the first year of life, up to and including the 10/01/2003 study (Fig. 8) . Subsequent microPET acquisitions of the WKY rat showed marked decrease in 18 FDG uptake with little or no uptake evident in the 2/11/2004, and the 9/21/ 2004 data set. The 4/27/2004 data set provided the final PET image of the WKY rat on which subsequent strain analysis could be made. Both the 7/14/2004 and the 9/21/2004 WKY rat data set could not be used for strain analyses due to the lack of 18 FDG uptake in the LV wall. In contrast, the SHR subjects showed higher 18 FDG uptake for the entire study, which decreased over the rats' lifespan. The 12/02/2004 SHR 2 data set could not be used for strain analysis due to problems with the list mode image acquisition.
Measures of Global Diastolic Function. Ejection fractions based on the microPET studies showed little difference between the SHR subjects and the WKY control (Fig. 9a) . The control had an average ejection fraction of 67.9%, SHR 1 had an average ejection fraction of 66.00% and the SHR 2 had an average ejection fraction of 69.21%. Both the end-diastolic and end-systolic volumes were increased in the SHR subjects compared with the volumes of the normal control resulting in little difference in the ejection fractions (Table 2 ) between the types of rats. In con- Warping appears to be relatively insensitive to changes in material parameters as indicated by the RMS errors shown above. The alterations in the shear modulus l and C 3 did show some increase in the error measure particularly for the l + 20% case. trast, the average 1st principal strain and average fiber stretch results indicated that the LV of the SHR subjects were undergoing greater deformation than the WKY rat (Figs. 9b and 9c) . The control had an average 1st principal strain of 0.24, the SHR 1 had an average value of 0.29 and the SHR 2 had an average of 0.30. The fiber strain distributions showed a similar pattern with the control having an average fiber stretch of 1.08, SHR 1 had an average of 1.10 and the SHR 2 an average of 1.10. These results were confirmed in the regional analyses, particularly for the second year of life, where the highest strains were found, in general, in the lateral freewall (Fig. 10) . In contrast, there was no distinct pattern as to which region would have undergone the greatest deformation during the first year of life. Similar trends were found for the radial, fiber, and 1st principal strains (data not shown). These results indicate that the strains in the SHR LV are higher for all regions after the second acquisition. Similar trends were found for the radial, fiber, and 1st principal strains. These values represent the average circumferential strain for that quadrant. In other words the anterior strain in the figure is the average of all of the strain values within the region running the full length of the LV.
Statistical Analysis of Rat Data. The statistical results indicated that time and geometry (location in the LV) were significant (p < 0.02) while the other factors were not found to be significant. The analysis indicated that there was a significant interaction between time and treatment (SHR vs. WKY) (p = 0.03).
DISCUSSION
Hyperelastic Warping
The initial validation results indicate that hyperelastic warping can provide accurate predictions of LV deformation and strain during diastole in the case of the analysis of synthetic image data. The results indicated that the warping strain predictions were strongly correlated with the forward strain results upon which the image data sets were based. Furthermore, the intensity variation sensitivity study indicated that the technique was relatively insensitive to global changes in uptake. The global reduction of tracer uptake represents cases where the tracer uptake has been affected by changes in the subject's physiology. For example, medical conditions such as non-insulin dependent diabetes have been found to result in a marked decrease in 18 FDG by the heart. 32, 39 Yokoyama et al. 44 found that increased levels of insulin will also decrease the uptake of 18 FDG by the heart of hypertriglyceridemic patients.
Traditionally, regional variations in uptake of the heart are used to evaluate the viability of tissue 32, 33 following an ischemic episode. Those areas that show some uptake are considered viable with a reasonable expectation of some return of function following revascularization. Areas without uptake are considered to have a low likelihood for return of function as this is likely to be scar tissue. 10, 18, 43 The addition of a local ischemic region showed little effect on the predicted strain distributions compared with that of the forward model for the 25% and the 50% cases. The 75% ischemic model showed a slight increase in error. These results indicate a limitation of the methodology. Since the warping forces that drive the deformation are provided by pointwise differences in image intensities between the template and target image data sets, the inclusion of a region with exceptionally low image intensity (<25% of normal) will result in the generation of vastly different warping forces in the normal regions compared with the reduced uptake regions. This has the potential to introduce error in the strain estimates within the reduced uptake regions since these regions would require higher penalties (Eqs. (4) and (5)) to achieve proper image registration than the surrounding normal regions. Warping in its current form uses a globally applied penalty and so cannot accommodate such a vastly different penalty requirement. The methodology could be altered to accommodate cases where a position dependent penalty would be beneficial. The model would be unable to provide reasonable estimations of the tissue deformation in regions of the LV wall with no local uptake due to the lack of warping forces generated within these regions.
Warping predictions of fiber stretch and strain were relatively insensitive to changes in material properties l and C 3 . These results are consistent with our previous work, which illustrated the use of warping with cine-MRI image data sets in humans 36 and also found the technique to be relatively insensitive to changes in these same parameters. That work did show that warping was sensitive to altering the bulk behavior of the model. An order of magnitude decrease in the bulk modulus K resulted in an approximate doubling of the RMS errors. Though not repeated for this study, we would expect this exact behavior for warping using microPET imaging as the nearly incompressible behavior of the LV model is necessary for proper image registration of the model. This would be particularly true in regions of the LV wall with relatively homogenous intensity distributions. In other words, there is less image information to drive the registration.
It should be noted that the warping loads placed on the FE model are not physiological. They are simply the result of the local (element level) difference in image intensities that are used to define the warping body force that is used to deform the template mesh. Furthermore, while biaxial testing experimental data was used to fit the material coefficients, it is likely that in vitro testing does not capture the true behavior of the in vivo myocardium. However, this study has indicated that warping is relatively insensitive to changes in material properties so that errors in material property estimates becomes less of a concern compared with using these material property definitions in a standard forward FE model.
The methodology illustrated in this paper is not intended to replace validations based on the comparison with more common techniques for quantifying regional ventricular deformation such as tagged MRI analyses. It should be noted that these types of validations require that comparisons be made of image modalities and analysis techniques of differing spatial resolutions for the respective image data set, for example MRI and PET requiring that separate acquisitions be made. These issues make discerning the root cause(s) of any reported differences in displacement and strain difficult. Despite these drawbacks, such comparisons are underway.
Hyperelastic warping offers several advantages over other methods used to determine LV strain distributions. Unlike 2-D echocardiography, warping is fully 3D. 3D echocardiography is not commonly used to evaluate cardiac function although this may change in the future as it is the least invasive of the 3D imaging modalities available to evaluate cardiac function. Another strength of warping is that, unlike tagged MRI, it is not tied to a single imaging modality and has the potential to be able to analyze multi-modality images (e.g., PET-CT, SPECT-CT, etc.).
The present results suggest that hyperelastic warping can provide accurate strain estimates from relatively low resolution image data such as microPET. As reported above, the image data sets were 128 · 128 · 31 matrices of 0.39 mm/voxel in-plane and 0.58 mm/voxel axially. The left ventricle wall for the WKY rat was approximately 10 voxels thick at the mid-ventricle. During the course of the warping analysis, the intensities of the template and target images are sampled based upon the mesh density of the model. In all of the studies presented, the LV depicted in the microPET image was sampled approximately every 0.25 mm radially and 0.75 mm circumferentially through most of the left ventricle. The apex was sampled with a higher spatial resolution since this region had approximately 5 times the mesh density as the remainder of the LV. All of the models used in the validation study as well as the SHR study had the same mesh densities.
Temporal Study of SHR and Normal Control Rats
There was little difference in the LVEF for the SHR subjects and the WKY normotensive control. The SHR subjects showed higher average strains than the control in the first year of life. This is likely due to the LV relaxing from a greater contraction and increased diastolic volume from the increased filling pressures. These results are not surprising since at this point in the rats' life the passive behavior of the LV has not altered. With the onset of diastolic heart failure one would expect reduced filling volumes due to the stiffening of the LV. The difference in average strains would have been higher except for the decreased function measured in the SHR 1 during the 4/27/2004 acquisition. The decreased function seen at this acquisition was likely an adverse reaction to the anesthetic administered during the imaging. 35 Our results are similar to those of Cingolani et al. 6 who found that the LVEF of SHR and normotensive rats were very similar up to heart failure. Their results indicated that the increased diastolic pressure is compensated for by increased LV systolic work. This is in contrast to a temporal study of LV function by Kokubo et al., 20 who reported that after 8 weeks of age and up to 24 weeks the SHR had lower EF and fractional shortening than the normotensive control. Our data suggest that the compensatory increase in systolic function occurs at 4-6 months of age and is maintained throughout the first year and a half of life and is illustrated by the increase in LV strain in the SHR animals. The primary result of the rat study suggests that there is a tendency in the second year of life for the lateral free wall of the SHR to undergo the largest deformation compared with the other regions of the LV. The WKY control also showed a similar tendency, but with lower deformation values overall than the SHR subjects. The statistical analysis indicated that the differences in average strains (Fig. 10) for the different LV quadrants were significant, however, the differences between the SHR and normal control rats were not. This is likely due to the fact that there were simply too few rats in the study. In the future, these experiments will be repeated with a minimum of 10 SHR and 10 WKY control rats.
The primary advantage of using radiolabeled tracers for the study of cardiac energy metabolism in humans and animal subjects is that it provides measurements of regional substrate uptake. Glucose, fatty acids, and acetate are the primary energy sources used by the heart with normal heart utilizing fatty acid oxidation as the primary energy source. Human, canine, and rodent studies show that in late-stage heart failure, there is down regulation of myocardial fatty acid oxidation and an increased reliance on glucose oxidation. 9, 28 However, the time course and the molecular mechanisms for this switch in substrate oxidation are not completely understood. 21, 31 A recent study by our group using dynamic microPET data indicated that metabolic rate of 18 FDG in the SHR subjects were far greater over the entire lifespan than WKY control animals, 17 which had a metabolic rates less than half that of the SHR. While both types of rats showed the tendency for 18 FDG metabolism to decrease with time, in the normal WKY control metabolism of 18 FDG was so low as to not be measurable in the second year of life.
While providing valuable insight into the metabolic differences between the SHR and the WKY control, the lack of 18 FDG uptake in the normal control also represents the greatest limitation in the present study. Strain analysis could not be performed on the normal control because of the lack of usable microPET image data for most of the second year of life. Therefore, strain magnitude and distribution information for the aged WKY control were not obtained. The other notable limitation of this study is the lack of SHR measurements once the animals were in heart failure. While one acquisition did show LV hypertrophy, no measurements were made from the onset of heart failure to the death of the animals. The lack of ventricular stiffening during the non-failure period is not surprising since histological studies 8 indicate that the fibrosis responsible for ventricular stiffening occurs during heart failure rather than building gradually over the life of the subject. The expression of genes encoding extracellular matrix components, including collagen I, collagen III, and fibronectin in SHR subjects in heart failure were substantially higher than relative to age-matched WKY rats and non-failure SHR subjects. 4 While providing insight into the temporal changes associated with hypertension in the SHR animal model, the small size of this study limits the extent to which conclusions can be made regarding the data. The study has too few animals and lacks a complete image data set for the control for its second year of life. Plans are underway to repeat this work with a tracer that can be effectively taken up by the LV of both the SHR and the normal control.
CONCLUSIONS
The present study indicates that hyperelastic warping can predict the strain distributions during diastole derived from synthetic microPET data sets and could be a valuable tool to determine cardiac function directly from nuclear images. The study further indicates that the technique is insensitive to global changes in uptake as well as being insensitive to moderate changes in regional uptake. Increased errors were found in the case representing a large decrease in regional uptake (75%). The work also indicates that the technique was relatively insensitive to changes in material parameters. Overall, these results suggest that the technique may prove to be a relatively robust one when applied to nuclear imaging.
