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1
Forecasting carbon price using empirical mode decomposition and 
21
developed and industrialized countries. To achieve these targets effectively, the European Union Emissions Trading
22
System (EU ETS) was initiated in January 2005. The EU ETS has been the biggest carbon trading market so far. It also
23
provides an important demonstration of carbon market construction for other countries or regions, as well as a new 24 investment choice for investors [1] . In light of this, it is important to improve the accuracy of carbon price forecasting.
25
On the one hand, accurately forecasting carbon prices can contribute to a deep understanding on the characteristics of 26 carbon prices so as to establish an effective and stable carbon pricing mechanism. On the other hand, it can provide a 27 practical guidance for production operations and investment decisions, helping to avoid carbon price risks and 28 maximize carbon assets. Therefore, carbon price prediction has become one of the most popular topics in energy 29 research.
30
As we know, prediction technology generally can be classified into two categories: (i) time series forecasting, and
31
(ii) multi-factor forecasting. Although multi-factor forecasting can consider the influences of exogenous variables, it is 32 used to forecast the carbon price in the premise of forecasting the exogenous variables, which will inevitably lead to the 33 problem of error accumulation so as to make the failure of carbon price prediction. Time series prediction can predict 34 the future trend of carbon price by establishing a mathematical model to extend the trend of its own historical 35 changeable law without the influences of exogenous variables, which can obtain a good prediction accuracy. Many 36 studies have proven that time series prediction is applicable for energy and carbon price forecasting. Thereby,
37
multi-factor forecasting is excluded, and time series forecasting is utilized to predict carbon price in this study. Recently,
38
carbon price forecasting has attracted more and more research attentions [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . The time series forecasting approaches 39 used so far can be roughly divided into two broad categories: statistical and econometric models, and artificial 
31
Information ratio, to assess the robustness of the proposed EMD-LSSVR-ADD model.
32
The paper is organized as follows. Section 2 describes the EMD, LSSVR, and the proposed models. Section 3
33
reports the empirical analysis, and Section 4 concludes the study.
34

Methodology 35
EMD
36
EMD can decompose a carbon price into several IMFs and one residue by its local feature scales, as follows:
37
Step 1: Find out the local extreme points of carbon price ) (t x ; 38
Step 2: Shape the upper and lower envelopes, ) ( max t e and ) ( min t e , respectively;
39
Step 
15
The Lagrange function is used to find out the solutions for  and i
are a set of Lagrange multipliers. The optimal solutions are obtained from:
Using the least squares method to resolve the linear equations, LSSVR can be obtained as: defined as the optimum positions of particle i and m particles at the current iteration. i x and i v of each particle are 1 updated as:
are respectively the position and velocity of particle i at iteration t, 5 id p is the optimal position of particle i at iteration t, gd p is the global optimal position, and w is the inertia weight, 6 defined as:
where, max w and min w are respectively the maximal and minimal inertia weights.
9
The study introduces the PSO algorithm to seek the optimal parameters ( C and  ) of LSSVR, in order to 10 improve searching efficiency and prediction accuracy [10], as presented in Fig. 1 .
12
Insert Figure 1 13 14
Step 1: set up the training and test sets. The carbon price data is divided into a training set and a test set. The
15
former is used for establishing the model, and the latter is used to test the forecasting performance of the proposed 16 model.
17
. Let t = 0, and training begins.
20
Step 3: selecting the root mean square error (RMSE) as the fitness function:
in which n is the number of training sample, i x and i x are the real and predicted values. 23
Step 4: evaluating the fitness. Calculating the fitness value of each particle by Eq. (4), and obtain best p and best g 24 at the current generation.
25
Step 5: updating the position and velocity of each particle by Eqs. (1)-(3).
26
Step 6: Checking the end condition. When the end condition, the maximum iterations here, is satisfied, the 27 optimization process ends, and the optimal parameters are obtained to build the LSSVR. If not, move to step 7.
28
Step 7: Let 1   t t , and return to the step 4. 
where t x , t x and m are the real, predicted values, and lag order respectively. 1
As shown in Fig. 2 , we propose an EMD-based LSSVR model (EMD-LSSVR-ADD) for carbon price forecasting, 2 generally comprised of the subsequent three key steps:
3
Step 1: Each carbon price is decomposed into a batch of IMFs and one residue with high stability and regularity 4 via EMD.
5
Step2: LSSVR is employed in forecasting the IMFs and residue respectively, so as to obtain their forecasted 6 values.
7
Step 3: The forecasted values of all the IMFs and residues are aggregated into the final predicted values of the 8 original carbon price.
9
In short, the proposed EMD-LSSVR-ADD is in essence an EMD (multiscale decomposition)-LSSVR (component 10 forecast)-ADD (multiscale ensemble forecast) model, which is a utilization of "decomposition and ensemble" tactics 11 [11, 34] . In the next section, four carbon futures prices are used for testing the robustness of the proposed multiscale 12 prediction approach.
13
Insert Figure 2 
35 where ) ( t x and ) (t x are the real and predicted values respectively, and n is the number of test samples. 36
The DM test is further used to statistically contrast the predicted performances of various predictive models [37] .
6
In this study, mean square prediction error (MSPE) is chosen as the loss function. Thus, the DM statistic is defined as 
Results and discussions
7 Forecasting experiments are carried out in terms of the steps outlined in the previous section. We set the thresholds 1 and
23
The hybrid ARIMA+LSSVR model is built as discussed above, the predicted values of the original carbon price by
24
ARIMA and LSSVR models are equally weighted sum of the final predicted ones of carbon prices. Consequently, Tables 3 and 4 . Furthermore, the comparison of the trading performances is concluded in Table   30 5. The out-of-sample forecasted results for DEC13, DEC14, DEC15 and DEC16 by the proposed 31 EMD-LSSVR-ADD are presented in Fig.4 . 32 
Insert
Insert Table4 35
Insert Table 5 36 37
From the perspective of level forecasting measured by RMSE, it can be found that, firstly, the prediction accuracy 8 of LSSVR model is superior to that of ARIMA model for its strong nonlinear approximation ability and excellent 
35
ADD model can obtain better statistical and trading performances; (2), four multiscale ensemble models can achieve 36 more precise prediction results than ARIMA, LSSVR, and ARIMA+LSSVR models, implying that "decomposition and 
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