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IRREDUCIBLE REPRESENTATIONS OF BOST-CONNES
SYSTEMS
TAKUYA TAKEISHI
Abstract. The classification problem of Bost-Connes systems was studied by
Cornellissen and Marcolli partially, but still remains unsolved. In this paper,
we will give a representation-theoretic approach to this problem. We generalize
the result of Laca and Raeburn, which concerns with the primitive ideal space
on the Bost-Connes system for Q. As a consequence, the Bost-Connes C∗-
algebra for a number field K has h1
K
-dimensional irreducible representations
and does not have finite-dimensional irreducible representations for the other
dimensions, where h1
K
is the narrow class number of K. In particular, the
narrow class number is an invariant of Bost-Connes C∗-algebras.
1. Introduction
For an arbitrary number field K, a C∗-dynamical system (AK , σt,K) is defined
in the work of Ha-Paugam [4], Laca-Larsen-Neshveyev [5] and Yalkinoglu [14]. The
C∗-dynamical system (AK , σt,K) is related to class field theory. It is called the
Bost-Connes system, after Bost and Connes [1], who defined such a system for the
special case of K = Q. It was a longstanding open problem to generalize Bost-
Connes systems to arbitrary number fields, but that problem has been solved in
recent years by the efforts of many researchers (especially, Yalkinoglu’s work [14]
was the last piece). So it is a good moment to start the investigation of those C∗-
dynamical systems from both number theoretic and operator algebraic viewpoints.
The operator algebraic viewpoint naturally asks for the classification of Bost-Connes
systems. Concretely, we are interested in the following problem:
Problem 1.1. Does an R-equivariant isomorphism of (AK , σt,K) and (AL, σt,L)
imply an isomorphism of K and L ?
This problem was studied by Cornelissen and Marcolli [2] under the condition of
preserving the daggered subalgebras, which has more information of number theo-
retic things. Without any additional assumption, works in the direction of the full
classification tries to recover number theoretic invariants from Bost-Connes sys-
tems. The best known result is the classification theorem of the KMS-states by
Laca-Larsen-Neshveyev [5], obtaining the Dedekind zeta function ζK(s) from the
partition function of (AK , σt,K). In particular, Problem 1.1 is true if [K : Q] ≤ 6
or [L : Q] ≤ 6, thanks to the work of R. Perlis [9].
In this paper, we provide a new invariant of Bost-Connes systems in Theorem 3.3,
that is, the narrow class number h1K . The narrow class number measures the
distance of the integer ring OK from being a principal ideal domain, and some
information of infinite primes is added. Hence, in principle, it is an independent
invariant from the zeta function, which collects the information of finite primes.
Indeed, there is an example of a pair of number fields which have the same zeta
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function but different narrow class numbers (Remark 3.6). The difference between
the Dedekind zeta function and the narrow class number can be viewed from an
operator algebraic perspective. Since the flow σt,K on AK is determined by the
norms of primes, we know the information of primes by looking at flows. Looking
at the algebra itself, we get the information which is orthogonal to finite primes.
In particular, our theorem actually provides an invariant for C∗-algebras AK .
In order to prove Theorem 3.3, we examine the primitive ideal space of AK .
There is a result of Laca and Raeburn [7] determining the primitive ideal space
of the original Bost-Connes C∗-algebra AQ. The key ingredient in that work was
Williams’ Theorem [12], which is a structure theorem of the primitive ideal space for
group crossed products by abelian groups. That theorem also plays an important
role in this paper. As a complementary result, we also determine the primitive
ideal space of AK (Theorem 3.15), which is a generalization of the work of Laca
and Raeburn.
Looking at flows on the primitive ideal space, we get another invariant (Pˆ 1K , σt,K),
which is a dynamical system on the infinite-dimensional torus (Proposition 3.7). We
can also recover the norm map on P 1K from that dynamical system (Theorem 4.1).
This is a sort of results like reconstructing the norm map on the whole ideal group
JK , which amounts to the reconstruction of the zeta function by [5], but from a
different perspective.
2. Preliminary
In this section, we recall the definition of Bost-Connes systems and summarize
general facts and observations which are needed to investigate the primitive ideal
space. For the investigation of primitive ideals, we adopt the same strategy as in
the case of Q (cf. [7]).
2.1. Definition of Bost-Connes systems. In this section, we quickly review the
definition of the Bost-Connes system of a number field. The reader can also consult
[14, p.388] for the construction of the Bost-Connes system. Throughout this paper,
JK denotes the ideal group of K and IK denotes the ideal semigroup of K. The
finite ade´le ring is denoted by AK,f and the finite ide´le group is denoted by A
∗
K,f
(for the definition, see e.g. [6]).
Let K be a number field. Put
YK = OˆK ×Oˆ∗
K
GabK ,
where OˆK is the profinite completion of OK , and Oˆ∗K acts on OˆK ×GabK by
s · (ρ, α) = (ρs, [s]−1K α)
for ρ ∈ OˆK , α ∈ GabK and s ∈ Oˆ∗K , where [·]K is the Artin reciprocity map. Let
a ∈ IK and take a finite ide´le a ∈ A∗K,f ∩ OˆK such that a = (a). The action of IK
on YK is given by
a · [ρ, α] = [ρa, [a]−1K α].
Let AK = C(YK)⋊ IK . Define an R-action on AK by
σt,K(f) = f, σt,K(µa) = N(a)
itµa
for f ∈ C(YK), a ∈ IK and t ∈ R, where N(·) is the ideal norm.
Definition 2.1. The system (AK , σt,K) is called the Bost-Connes system for K.
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It is convenient to extend the Bost-Connes system to a non-unital group crossed
product. Let
XK = AK,f ×Oˆ∗
K
GabK
and define the action of JK on XK in the same way. Let A˜K = C0(XK) ⋊ JK .
Then AK is a full corner of A˜K . Namely, we have AK = 1YK A˜K1YK . The R-action
on A˜K is defined in the same way, which is also denoted by σt,K .
For convenience, we fix notations of subspaces of XK and YK . Define four
subspaces by
Y ∗K = Oˆ∗K ×Oˆ∗
K
GabK
∼= GabK ,
X0K = {0} ×Oˆ∗
K
GabK
∼= GabK /[Oˆ∗K ]K ,
X♮K = (XK \ {0})×Oˆ∗
K
GabK ,
Y ♮K = (YK \ {0})×Oˆ∗
K
GabK .
2.2. Dynamics on Pˆ 1K . Since we use the dynamics on Pˆ
1
K later, we prepare it
in advance. We fix a notation of a dynamical system on a torus. For a (finite or
infinite) sequence of positive numbers {rj}, (
∏
j Tj ,
∏
j r
it
j ) denotes the dynamical
system determined by
σt((xj)j) = (r
it
j xj)j
for xj ∈ T and t ∈ R.
Let K be a number field and P 1K denote the group of principal ideals generated
by totally positive elements (i.e., P 1K
∼= K∗+/O∗K,+). We consider an action of R on
Pˆ 1K (as a topological space) defined by
〈x, σt(γ)〉 = N(x)it〈x, γ〉
for any x ∈ P 1K , γ ∈ Pˆ 1K and t ∈ R, where Pˆ 1K is the Pontrjagin dual of P 1K . Note
that P 1K is a free abelian group, since it is a subgroup of the free abelian group JK .
Hence Pˆ 1K is isomorphic to the infinite product of circles. If {aj} is a basis of P 1K ,
then the dynamical system (Pˆ 1K , σ) is conjugate to (
∏
j Tj ,
∏
j N(aj)
it).
2.3. R-equivariant imprimitivity bimodules.
Definition 2.2. Let (A, σAt ) and (B, σ
B
t ) be C
∗-dynamical systems. An (A,B)-
imprimitivity bimodule E is said to be an R-equivariant imprimitivity bimodule if
there is a one-parameter group of isometries Ut on E such that
• A〈Utξ, Utη〉 = σt(A〈ξ, η〉)
• 〈Utξ, Utη〉B = σt(〈ξ, η〉B)
for any ξ, η ∈ Ep and t ∈ R.
If there exists anR-equivariant imprimitivity bimodule, then the two C∗-dynamical
systems are said to be R-equivariantly Morita equivalent.
Note that from the above axioms we have
σAt (a)Ut(ξ) = Ut(aξ), Ut(ξ)σ
B
t (b) = Ut(ξb)
for any a ∈ A, b ∈ B and ξ ∈ E.
Lemma 2.3. For a number field K, the Bost-Connes system (AK , σt,K) is R-
equivariantly Morita equivalent to (A˜K , σt,K).
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Proof. Since AK = 1YK A˜K1YK and 1YK is a full projection, the (AK , A˜K) bimod-
ule E = 1YK A˜K is an imprimitivity bimodule. Define a one-parameter group of
isometries Ut on E by restricting the time-evolution of A˜K . Then Ut satisfies the
desired property. 
If two C∗-algebras are Morita equivalent, then we have natural correspondences
between their representations and ideals. As a consequence, their primitive ideal
spaces are homeomorphic. The homeomorphism obtained in this way is called the
Rieffel homeomorphism (cf. [10, Corollary 3.33]). We need an R-equivariant version
of this theorem. For a C∗-dynamical system (A, σt), then we consider the R-action
on PrimA defined by
t · kerπ = ker(π ◦ σt) = σ−t(kerπ),
where π is an irreducible representation of A.
Proposition 2.4. Let E be an R-equivariant imprimitivity bimodule between two
C∗-dynamical systems (A, σAt ) and (B, σ
B
t ). Then the Rieffel homeomorphism hX :
PrimB → PrimA is R-equivariant.
Proof. Let (π,Hπ) be a representation of B. We need to show that the represen-
tation (idA ⊗ 1, E ⊗π◦σBt Hπ) is unitarily equivalent to (σAt ⊗ 1, E ⊗π Hπ). Let Ut
be a one-parameter group of isometries on E which gives R-equivariance. Then it
is easy to check that the unitary
E ⊗π◦σBt Hπ → E ⊗π Hπ, x⊗π◦σBt ξ 7→ Ut(x)⊗π ξ
gives the unitary equivalence. 
Note that the strong continuity of the one-parameter group of isometries Ut is
tacitly assumed in the definition of R-equivariant imprimitivity bimodules. How-
ever, the strong continuity is not needed for the sake of Proposition 2.4.
2.4. The Primitive ideal space of crossed products by abelian groups.
In order to determine PrimAK , by Proposition 2.4, we may investigate PrimA˜K
instead. We have a nice structure theorem of the primitive ideal space for group
crossed products. Let G be a countable abelian group acting on a second countable
locally compact space X . Define an equivalence relation on X × Gˆ by
(x, γ) ∼ (y, δ) if Gx = Gy and γδ−1 ∈ G⊥x ,
where Gˆ is the Pontrjagin dual of G and Gx is the isotropy group of x. For a repre-
sentation (π,Hπ) of Ax = C0(X)⋊Gx, IndGGxπ denotes the induced representation
of A = C0(X)⋊G on the Hilbert space A⊗Ax Hπ.
Theorem 2.5. (Williams, [13, Theorem 8.39]) We have a homeomorphism Φ :
X × Gˆ/ ∼→ PrimC0(X)⋊G defined by
Φ([x, γ]) = ker(IndGGx(evx ⋊ γ|Gx)).
Remark 2.6. The quotient map X × Gˆ → X × Gˆ/ ∼ is an open map (cf. [13,
Remark 8.40]). This fact is useful to determine the topology of the primitive ideal
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In this section, we look into the dynamics of the primitive ideal space in a general
setting. Let N : G→ R+ be a group homomorphism and define the time evolution
on A by
σt(fus) = N(s)
itfus
for any f ∈ C0(X), s ∈ G and t ∈ R. Take x ∈ X, γ ∈ Gˆ and let π = evx ⋊ γ|Gx .
Then πx defines a character of Ax. By [12, Proposition 8.24], Ind
G
Gx
π is unitarily
equivalent to the representation πx,γ on Hx,γ = C∗(G)⊗C∗(Gx) C defined by
πx,γ(f)ξs = f(sx)ξs, πx,γ(ut)ξs = ξts
for f ∈ C0(X) and s, t ∈ G. The inner product of Hx,γ is defined by
〈ξs, ξt〉 =
{
γ(s−1t) if s−1t ∈ Gx,
0 if s−1t 6∈ Gx,
for any s, t ∈ G. We would like to determine the representation πx,γ ◦ σt. We have
πx,γ ◦ σt(us)ξr = N(s)itξsr . Let H˜ = Hx,γ as a linear space. Define a linear map
U : Hx,γ → H˜ by
U(N(s)itξs) = ξ˜s
for s ∈ G. To make U a unitary, the inner product on H˜ needs to be defined by
〈ξ˜s, ξ˜r〉 =
{
N(s−1r)itγ(s−1r) if s−1r ∈ Gx,
0 if s−1r 6∈ Gx.
Then we can see that Uπx,γ ◦ σtU∗ = πx,γ˜ , where γ˜ = N(·)itγ. Thus we have the
following proposition:
Proposition 2.7. Let A = C0(X) ⋊ G and consider the R-action on PrimA =
X × Gˆ/ ∼ defined in Section 2.3 (this action is also denoted by σ). Then we have
σt([x, γ]) = [x,N(·)itγ]
for [x, γ] ∈ X × Gˆ/ ∼.
The Bost-Connes systems for global fields are not Type I C∗-algebras, because
it is known that they have type III1 representations. So we cannot expect that
Williams’ theorem gives complete classification of irreducible representations. How-
ever, we can still get some information about irreducible representations, such as
their dimensions. We will treat that in the next section. The following lemma will
be used:
Lemma 2.8. For (x, γ) ∈ X × Gˆ, let (πx,γ ,Hx,γ) be the representation of A =
C0(X) ⋊ G defined as above. Then dimHx,γ = [G : Gx]. In particular, πx,γ is
finite-dimensional if and only if Gx has a finite index in G.
Proof. Let {si} be a complete representative of G/Gx. Then the family {ξsi} is
orthogonal in Hx,γ . We can see that {ξsi} is an orthogonal basis. In fact, we have
ξsit = γ(t)ξsi for t ∈ Gx because
〈γ(t)ξsi , ξsir〉 = γ(t−1r) = 〈ξsit, ξsir〉,
〈γ(t)ξsi , ξsjr〉 = 0 = 〈ξsit, ξsjr〉,
for t, r ∈ Gx and j 6= i. 
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Remark 2.9. In fact, there is a canonical orthonormal basis of Hx,γ . If {si}
is a complete set of representatives of G/Gx, then the family {γ(s−1i )ξsi} is an
orthonormal basis and independent of the choice of {si}.
We need to study the dimensions of irreducible representations. Clearly, if E is
an (A,B)-imprimitivity bimodule and π is a finite-dimensional representation of B,
E−Indπ may be infinite-dimensional (e.g., A = K(H) and B = C). However, we
have the following criterion in our case.
Lemma 2.10. Let A be a C∗-algebra and e ∈ A be a full projection and Let
E = eA be the natural (eAe,A)-imprimitivity bimodule. Let π be a non-degenerate
representation of A. Then E−indπ is unitarily equivalent to (π|eAe, π(e)H). In
particular, dim(E−indπ) = dimπ(e)H.
Proof. The unitary
eA⊗A Hπ → π(e)Hπ , ea⊗ ξ 7→ π(ea)ξ
gives the desired unitary equivalence. 
3. Irreducible representations of Bost-Connes systems
Hereafter, we restrict our attention to the case of Bost-Connes systems. We
determine the structure of the primitive ideal space of AK , investigate several ex-
amples of irreducible representations and determine the induced action of R on that
space.
3.1. Extraction of the narrow class number. First, we prepare some arith-
metic lemmas. For a number field K, OK,+ denotes the set of totally positive
integers of K and UK,+ denotes the closure of OK.+ in Oˆ∗K . The narrow ideal class
group of K is denoted by C1K = JK/P
1
K . The following two lemmas are essentially
contained in [6, Proposition 1.1]
Lemma 3.1. The reciprocity map [·]K : A∗K → GabK induces the isomorphism
A∗K,f/K
∗
+
∼= GabK , where K∗+ is the closure of K∗+ in A∗K,f .
Lemma 3.2. The sequence
1 // U+K
// Oˆ∗K // A∗K,f/K∗+ // C1K // 1
is exact.
Note that the homomorphism A∗K,f/K
∗
+ → C1K is defined by sending the class of
a ∈ A∗K,f to the class of (a). The exact sequence in Lemma 3.2 plays a fundamental
role in determination of the primitive ideal space.
Combining above lemmas and Williams’ theorem, we get the first main theorem.
Theorem 3.3. Let (AK , σt) be the Bost-Connes system for a number field K and
let h1K be the narrow class number of K. Then AK has h
1
K-dimensional irreducible
representations, and does not have n-dimensional irreducible representations for
n 6= h1K and n <∞.
Lemma 3.4. The statement of Theorem 3.3 holds for A˜K .
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Proof. Let x = [ρ, α] ∈ XK = AK,f ×Oˆ∗
K
GabK and let γ ∈ JˆK . By Lemma 2.8, the
dimension of πx,γ equals [JK : JK,x]. In general, if kerπ = ker ρ holds for irreducible
representations π, ρ of a C∗-algebra A, then we have dim π = dim ρ because if
either ρ or π is finite dimensional, then A/ kerπ ∼= Mdimπ(C) is isomorphic to
A/ kerρ ∼= Mdimρ(C). Hence it suffices to show the following:
(1) If ρ 6= 0, then [JK : JK,x] =∞.
(2) If ρ = 0, then [JK : JK,x] = h
1
K .
Suppose ρ 6= 0 and let p be a prime of K such that ρp 6= 0. If a = (a) ∈ JK,x,
then ap ∈ O∗Kp because ρas = ρ for some s ∈ Oˆ∗K implies apsp = 1. Hence the
classes of pn’s for n ∈ Z in JK/JK,x are distinct elements. Therefore the index of
JK,x is infinite.
Suppose ρ = 0. In this case, we consider the action of JK on X
0
K = G
ab
K /[Oˆ∗K ]
(X0K is defined in Section 2.1). We have X
0
K = C
1
K by Lemma 3.2. The action of
JK on X
0
K = JK/P
1
K coincides with the multiplication. Hence the isotropy group
JK,x coincides with P
1
K and its index equals |C1K | = h1K . 
Proof of Theorem 3.3. For x = [ρ, α] ∈ XK and α ∈ JˆK , let (π0x,γ ,H0x,γ) =
(πx,γ |AK , πx,γ(1YK )Hx,γ). We need to show that dim πx,γ = dim π0x,γ . If ρ = 0,
then we have πx,γ(1YK ) = 1 by definition of πx,γ . Hence dimπx,γ = dimπ
0
x,γ holds
by Lemma 2.10. So it suffices to show that π0x,γ is infinite dimensional if ρ 6= 0.
Take an integral ideal a ∈ IK such that ax ∈ YK (we can always take such a
because ρp ∈ OKp for all but finitely many p). Let p be a prime of K such that
ρp 6= 0. Then we have seen in the proof of Lemma 3.4 that the classes of pn’s
are distinct in JK/JK,x. Hence so are for p
na’s. This means that {ξpna}n∈Z is an
orthogonal family in Hx,γ . Since pnax ∈ YK for n ≥ 0, ξpna ∈ πa,γ(1YK )Hx,γ for
n ≥ 0. Therefore πa,γ(1YK )Hx,γ is infinite dimensional. 
Corollary 3.5. Let K,L be number fields and let (AK , σt,K), (AL, σt,L) be their
Bost-Connes systems. If AK ∼= AL as C∗-algebras, then h1K = h1L.
Example 3.6. From the classification theorem of the KMS-states by Laca-Larsen-
Neshveyev [5], we know that the Dedekind zeta function is an invariant of Bost-
Connes systems. From Theorem 3.3, we know that the narrow class number is also
an invariant. We can see that this is actually a new invariant. Indeed, there exist
two fields which have the same Dedekind zeta function but different narrow class
numbers. For example, let K = Q( 8
√
a), L = Q( 8
√
16a) for a = −15. Then K and L
are totally imaginary fields, so their narrow class numbers h1K , h
1
L are equal to their
class numbers hK , hL. By the result of de Smit and Perlis [3], we have ζK = ζL
and h1K/h
1
L = hK/hL = 2.
From the proof of Theorem 3.3 and the fact JˆK/P
1,⊥
K = Pˆ
1
K , we can see that
there is an embedding of Pˆ 1K into PrimAK . This is a distinguished subspace of
PrimAK that is homeomorphic to T
∞. By Proposition 2.7, R acts on Pˆ 1K as in
Section 2.2. Hence we can get another invariant by restricting our attention to
dynamics on Pˆ 1K .
Proposition 3.7. Let K,L be two number fields. If their Bost-Connes systems
(AK , σt,K) and (AL, σt,L) are R-equivariantly isomorphic, then Pˆ
1
K and Pˆ
1
L are
R-equivariantly homeomorphic.
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Proof. Let Φ : PrimAK → PrimAL be the R-equivariant homeomorphism induced
from an isomorphism between the Bost-Connes systems. It suffices to show that
Φ(Pˆ 1K) = Pˆ
1
L. By Theorem 3.3, Pˆ
1
K coincides with the set of all primitive ideals
which have finite quotients. Since Φ is induced from an isomorphism, it obviously
carries Pˆ 1K to Pˆ
1
L. 
We study the dynamics Pˆ 1K in Section 4.
3.2. Examples of Irreducible Representations. In this section, we give an
explicit description of some irreducible representations. As in Section 2.4, for x ∈
XK and γ ∈ JˆK we have an irreducible representation of A˜K defined by
(πx,γ ,Hx,γ) = IndJKJKx (evx ⋊ γ|JK,x).
By Lemma 2.10, the representation of AK corresponding to (πx,γ ,Hx,γ) is
(π0x,γ ,H0x,γ) = (πx,γ |AK , πx,γ(1YK )Hx,γ).
First, we can determine an explicit form for the finite dimensional representa-
tions. Since X0 = C1K is a closed invariant set of JK , we have a canonical quotient
map qK : C(YK) ⋊ IK → C(C1K) ⋊ JK . Take a character γ ∈ JˆK . Then we have
the ∗-homomorphism ϕγ : C(C1K)⋊ JK → C(C1K)⋊ C1K defined by
ϕγ(f) = f for f ∈ C(C1K), and ϕγ(us) = 〈s, γ〉us¯,
where s¯ denotes the class of s in C1K . Since C(C
1
K)⋊C
1
K
∼= Mn(C) for n = |C1K | =
h1K , we obtain the surjection ϕγ ◦ qK : AK → Mn(C). As usual, the C∗-algebra
C(C1K)⋊ C
1
K acts on ℓ
2(C1K) by
(fξ)(s) = f(s)ξ(s) for f ∈ C(C1K), and (utξ)(s) = ξ(t−1s).
So ργ = ϕγ ◦ qK defines an irreducible representation. If two elements γ, δ ∈ JˆK
satisfy γδ−1 ∈ Pˆ 1,⊥K , then ργ is unitarily equivalent to ρδ. Indeed, for any element
ω ∈ P1,⊥K ∼= Cˆ1K , we have the isomorphism of C(C1K)⋊ C1K ∼=Mn(C) defined by
f 7→ f for f ∈ C(C1K), and us¯ 7→ 〈s¯, γ〉us¯,
which is automatically implemented by a unitary. From now on, we assume that
ργ is associated to the element γ ∈ JˆK/P 1,⊥K ∼= Pˆ 1K .
Using Remark 2.9, we can show that ργ is unitarily equivalent to π
0
[0,1],γ ([0, 1]
is an element of X0K , not a closed interval). This implies that {ργ}γ∈Pˆ 1
K
are not
mutually unitarily equivalent, and any finite dimensional irreducible representation
is unitarily equivalent to some ργ .
Benefiting from writing down representations associated to Pˆ 1K in this form, we
can prove the following proposition:
Proposition 3.8. We have ker qK =
⋂
γ∈Pˆ 1
K
kerργ .
Proof. Let A = C(C1K) ⋊ JK and B = C(C
1
K) ⋊ C
1
K . It suffices to show the
injectivity of the homomorphism
∏
ϕγ . We distinguish ϕγ and ϕδ for γδ
−1 ∈ P 1,⊥K
here. Then the range of the map∏
γ∈JˆK
ϕγ : A→
∏
γ∈JˆK
B
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is contained in C(JˆK , B) ∼= C(JˆK)⊗B. Let Φ : A→ C(JˆK)⊗B be that map. Then
we have Φ(fus) = χs ⊗ fus¯, where χs denotes the character on JˆK corresponding
to s ∈ JK . Let E1 : A→ C(C1K) be the canonical conditional expectation, and let
E2 = µ⊗ idB : C(JˆK)⊗B → B, where µ is the Haar measure of JˆK . Then E1 and
E2 are both faithful conditional expectations, and the diagram
A
Φ
//
E2

C(JˆK)⊗B
E2

C(C1K)
// B = C(C1K)⋊ C
1
K
commutes. This implies the injectivity of Φ. 
Corollary 3.9. Let K,L be number fields. Then any isomorphism from AK to AL
carries ker qK = C0(Y
♮
K)⋊ IK to ker qL = C0(Y
♮
L)⋊ IL.
Next, we visit another example. By the KMS-classification theorem in [5], ex-
tremal KMSβ-states for β > 1 are obtained from irreducible representations. Let us
recall the definition of these representations. For g ∈ GabK , we have an irreducible
representation πg on ℓ
2(IK) defined by
πg(f)ξs = f(s · g)ξs for f ∈ C(YK), and
πg(µt)ξs = ξts for t ∈ IK ,
where g is identified with [1, g] ∈ Y ∗K . We can check that πg is unitarily equivalent
to π0g,1 because πg,1(1YK ) coincides with the projection ℓ
2(JK)→ ℓ2(IK).
We can see directly that these representations are not unitarily equivalent.
Proposition 3.10. The representations {πg}g are not unitarily equivalent.
Proof. We have the tensor product decomposition of the Hilbert space as follows:
ℓ2(IK) ∼=
⊗
p
ℓ2(Np), ξ∏
p∈F
p
kp 7→
⊗
p∈F
ξkp ⊗
⊗
p6∈F
1,
where Np is a copy of N and F is a finite set of primes of K. In this decomposition,
the C∗-subalgebra C∗(IK) of B(ℓ
2(IK)) moves to
⊗
p
Tp, where Tp is a copy of
the Toeplitz algebra (Tp is generated by the unilateral shift on ℓ
2(Np)). Since Tp
contains K(ℓ2(Np)), its commutant is trivial. Hence the commutant of C
∗(IK) is
trivial.
Suppose that πg and πh are unitarily equivalent. Then the implementing unitary
U commutes with C∗(IK). The above argument implies U = 1, so we have πg = πh.
Hence g = h. 
We would like to see where these representations are located inside PrimAK .
Note that if x ∈ Y ∗K then JK,x is trivial. So we have to determine JKx for x ∈ YK .
Lemma 3.11. (cf. [7, Lemma 2.3]) For ρ ∈ AK,f , we have
K∗+ρ = {σ ∈ AK,f | ρp = 0 implies σp = 0}.
Proof. We may assume ρ ∈ OˆK because K∗+aρ = K∗+ρ for any a ∈ OK,+ and the
right hand side is invariant under multiplication by an element of A∗K,f . Take σ
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from the right hand side. Enumerate the primes ofK as p1, p2, . . . . Define τ ∈ AK,f
by
τp =
{
ρ−1p σp if ρp 6= 0,
0 if ρp = 0.
Take a ∈ OK,+ satisfying aτ ∈ OˆK . For each n, take kn ∈ OK,+ such that
kn ≡ aτp mod pn for p = pk with 1 ≤ k ≤ n. Then we have aσ ∈ OˆK and
knρp ≡ aσp mod pn for such p. This implies that knρ converges to aσ in AK,f , so
a−1knρ converges to σ. The other inclusion is obvious. 
Lemma 3.12. For x = [ρ, α] ∈ XK , we have
JKx = {y = [σ, β] ∈ AK,f | ρp = 0 implies σp = 0}.
Proof. Take y = [σ, β] from the right hand side. Take a finite ide´le a ∈ A∗K,f such
that α[a]−1K = β and let a be the ideal generated by a. Then a[ρ, α] = [ρa, β]. By
Lemma 3.11, there exists a sequence kn ∈ K∗+ such that knρa converges to σ. Since
[kn]K = 1, the sequence (kn)ax converges to y. 
As a conclusion, πg’s have the same kernel although they are not unitarily equiv-
alent. Indeed, by Theorem 2.5, kerπg = kerπh if and only if JKg = JKh. The
condition JKg = JKh is true for any g, h by Lemma 3.12.
In fact, we have the following proposition:
Proposition 3.13. (cf. [7, Proposition 2.10]) The representations πg’s are faithful.
Proof. It suffices to see that the conditional expectation E : C(YK)⋊ IK → C(YK)
is recovered by πg. From Lemma 3.12, we have IKg = YK . Indeed, if the sequence
ang for an ∈ JK converges to some x ∈ YK , then ang ∈ YK for large n, which
implies an ∈ IK for large n. Hence C(YK) can be embedded into
∏
a∈IK
C by
f 7→ ∏
a∈IK
f(ag). For a ∈ IK , let ϕa be the vector state 〈·ξa, ξa〉 on B(ℓ2(IK)).
Define a unital completely positive map E′ by
E′ =
∏
a∈IK
ϕa : B(ℓ
2(IK))→
∏
a∈IK
C.
Then E = E′ ◦ πg, which completes the proof. 
3.3. The formal description of the primitive ideal space. The purpose of
this section is to study the equivalence relation that appeared in Section 2.4 in
detail. So this section amounts to an actual generalization of the work of Laca
and Raeburn [7]. We have already studied quasi-orbits of JK in Lemma 3.12, so it
suffices to see what the isotropy group is. Let K be a number field. The symbol
PK denotes the set of all finite primes of K. For a finite subset S of PK , define the
subgroup ΓS of JK by
ΓS = {(a) | a ∈ K∗+ ⊂ A∗K,f , ap = 1 for p 6∈ S}.
Note that ΓS is a subgroup of P
1
K , because K
∗
+ is contained in K
∗
+Oˆ
∗
K . We can see
that Γ∅ = 1 and ΓPK = P
1
K .
For x = [ρ, α] ∈ XK , let Sx = {p ∈ PK | ρp = 0}. By Lemma 3.12, for x, y ∈ XK ,
JKx = JKy if and only if Sx = Sy.
Lemma 3.14. (cf. [7, Lemma 2.1]) For x ∈ XK, the isotropy group JK,x coincides
with ΓSx .
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Proof. Let a ∈ JK,x. Take ρ ∈ AK,f and α ∈ GabK such that x = [ρ, α]. Then we can
choose a finite ide´le a ∈ AK,f generating a and satisfies [a]K = 1 and ρa = ρ. Hence
a belongs to K∗+ and ap = 1 for p satisfying ρp 6= 0. This implies that a ∈ ΓSx .
The converse inclusion can be shown in a similar way. 
Combining Lemma 3.12, Lemma 3.14 and Theorem 2.5, we get the following
conclusion.
Theorem 3.15. We have PrimAK =
⋃
S⊂P
ΓˆS, where S runs through all subsets of
P.
Theorem 3.15 does not say anything about the topology of PrimAK . Actually,
the only important fact is that the inclusion ΓˆS →֒ PrimAK is a homeomorphism
onto its range. However, we describe the topology of PrimAK explicitly for the
sake of completeness.
Definition 3.16. (cf. [7, pp.437]) Let 2P be the power set of P . The power-cofinite
topology of 2P is the topology generated by
UF = {S ∈ 2P | S ∩ F = ∅},
where F is a finite subset of P .
Note that {UF}F is a basis of the topology since we have UF1 ∩ UF2 = UF1∪F2 .
Proposition 3.17. (cf. [7, Proposition 2.4]) The canonical surjection
Q : 2P × JˆK →
⋃
S⊂P
ΓˆS = PrimAK , (S, γ) 7→ γ|ΓS ∈ ΓˆS
is an open continuous surjection.
Proof. Define Q1 : XK × JˆK → 2P × JˆK by sending (x, γ) to (Sx, γ). Let Q2 :
XK × JˆK → PrimAK = XK × JˆK/ ∼ be the natural quotient map. Then we have
Q2 = Q ◦ Q1. The quotient map AK,f × GabK → AK,f ×Oˆ∗
K
GabK = XK is denoted
by R. Then we can show in the same way as in [7, Proposition 2.4] that
Q1

R

∏
p∈F
Vp ×
∏
p6∈F
OK,p × V

×W

 = UG ×W, and
Q−11 (UF ×W ) = R

∏
p∈F
K∗p ×
∏∐
p6∈F
(Kp, OˆKp)×GabK

×W
for a finite set F of P , non-empty open sets Vp of Kp, V of GabK and W of JˆK ,
where G = {p ∈ F | 0 6∈ Vp}. This means that Q1 is open and continuous. Since
Q1 is surjective and Q2 = Q ◦Q1 is open and continuous by Remark 2.6, Q is also
an open and continuous surjection. 
Let us briefly view when two points in PrimAK can be separated by open sets.
Take two distinct subsets S1, S2 of P . If S1 6⊂ S2, then Q(UG × JˆK) ∩ ΓˆS1 = ∅ and
Q(UG×JˆK) ⊃ ΓˆS2 for any finite subset G of S1\S2. Hence, if S1 6⊂ S2 and S2 6⊂ S1,
then ΓˆS1 ∪ ΓˆS2 is Hausdorff with respect to the relative topology. If S1 ⊂ S2, then
any open set which contains ΓˆS2 also contains ΓˆS1 .
12 TAKUYA TAKEISHI
We can say that PrimAK is a bundle over 2
P with fibers ΓˆS . In other words,
PrimAK is considered as a net of compact groups indexed by subsets of P . It
seems difficult to determine the group ΓS in general. However, if K = Q or K is
imaginary quadratic, then ΓS is trivial for S 6= P because K∗+ is closed in A∗K,f . In
such cases, we have
PrimAK = 2
P \ {P} ∪ Pˆ 1K .
Proposition 3.18. Let K,L be imaginary quadratic fields. Then any R-equivariant
homeomorphism PrimAK → PrimAL induces an R-equivariant homeomorphism
Pˆ 1K → Pˆ 1L. In particular, if AK and AL are R-equivariantly Morita equivalent,
then the conclusion of Proposition 3.7 is true.
Proof. Let Φ : PrimAK → PrimAL be an R-equivariant homeomorphism. It suffices
to show that Φ(PˆK) = PˆL. By Proposition 2.7, R acts on 2
P \{P} trivially and acts
on PˆK as in Section 2. Let γ ∈ PˆK and suppose Φ(γ) 6∈ PˆL. Then we have Φ(γ) = x
for some x ∈ 2P \{P}. Since Φ is R-equivariant, we have Φ(R·γ) = x. However, the
orbit of γ is clearly an infinite set, which is a contradiction. Therefore Φ(γ) ∈ PˆL,
so we have Φ(PˆK) ⊂ PˆL. Hence, by symmetry, we have Φ(PˆK) = PˆL. 
4. The Dynamics of Pˆ 1K
In this section, we prove the second main theorem.
Theorem 4.1. Let K,L be number fields. If their Bost-Connes systems (AK , σt,K)
and (AL, σt,L) are R-equivariantly isomorphic, then we have a group isomorphism
P 1K → P 1L which preserves the norm map.
Since we have Proposition 3.7, the above theorem is reduced to the following
proposition:
Proposition 4.2. Let K,L be number fields. If Pˆ 1K and Pˆ
1
L are R-equivariantly
homeomorphic, then there exists an R-equivariant isomorphism between them.
Remark 4.3. If ϕˆ : Pˆ 1L → Pˆ 1K is an R-equivariant isomorphism, then the iso-
morphism ϕ : P 1K → P 1L induced by ϕˆ preserves the norm. Indeed, let a ∈ P 1K
and b = ϕ(a) ∈ P 1L. Then, by taking the Pontrjagin duals, we have the following
commutative diagram:
Pˆ 1L
∼
ϕˆ
//

Pˆ 1K

(bˆZ, N(b)it)
∼
// (aˆZ, N(a)it).
The isomorphism ϕˆ is R-equivariant by assumption, and it is easy to show that the
vertical maps are R-equivariant. Using these facts, we can show that the isomor-
phism bˆZ → aˆZ is R-equivariant. This implies that N(a) = N(b).
Note that the isomorphism in Proposition 4.2 is not canonical. The key obser-
vation is that the space Pˆ 1K has a nice orbit decomposition.
Lemma 4.4. Let K be a number field. The compact group Pˆ 1K is R-equivariantly
isomorphic to (
∏∞
j=1 Tj × T∞,
∏∞
j=1 n
it
j × 1), where nj > 1 and {nj} is linearly
independent over Z in the free abelian group Q∗+.
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Proof. Let N : P 1K → Q∗+ be the ideal norm and let A = N(P 1K). Then the exact
sequence
0 // kerN // P 1K
N
// A // 0
splits, because kerN,P 1K and A are all free abelian groups. Let s : A→ P 1K be the
splitting of N , and take a basis {aj}j of s(A). Then we have the decomposition
P 1K =
⊕
j
aZj ⊕ kerN.
Taking the Pontrjagin duals, we have the desired decomposition. 
Remark 4.5. The condition that {nj} is linearly independent in Q∗+ means that
the homeomorphism on
∏
j Tj by multiplying
∏
j n
it
j is minimal for appropriate
t ∈ R. Indeed, the family {1, t2π lognj} is linearly independent over Q if we choose
t = 2π.
Proof of Proposition 4.2. Let ϕ : Pˆ 1K → Pˆ 1L be an R-equivariant homeomorphism.
Take the decomposition
P 1K =
⊕
aZj ⊕ kerNK , Pˆ 1K = (
∏
j
Tj × T∞,
∏
j
N(aj)
it × 1),
P 1L =
⊕
bZk ⊕ kerNL, Pˆ 1L = (
∏
k
Tk × T∞,
∏
k
N(bk)
it × 1)
as in Lemma 4.4. By Remark 4.5, We have the closed orbit decomposition
Pˆ 1K =
∐
x∈T∞
∏
j
Tj × {x}, Pˆ 1L =
∐
y∈T∞
∏
k
Tk × {y}.
Hence we have ϕ(
∏
j Tj × {1}) =
∏
k Tk × {y} for some y ∈ T∞, so ϕ induces an
R-equivariant homeomorphism
ϕ¯ : (
∏
j
Tj ,
∏
j
N(aj)
it)→ (
∏
k
Tk,
∏
k
N(bk)
it).
Let ψ = ϕ¯(1)−1ϕ¯ and x =
∏
j N(aj)
2πi, y =
∏
kN(bk)
2πi. Then we have ψ(al) = bl
for any l ∈ Z. Hence ψ is an R-equivariant group isomorphism, since a and b
generates dense subgroups in
∏
j Tj and
∏
k Tk respectively. Taking any group
isomorphism τ of T∞, we obtain an R-equivariant group isomorphism ψ × τ :
Pˆ 1K → Pˆ 1L. 
Remark 4.6. By the classification theorem of the KMS-states in [5], we know
that if the Bost-Connes systems of two number fields K,L are isomorphic then
their Dedekind zeta functions are the same, which implies that there exists a group
isomorphism JK → JL which preserves the norm.
By Theorem 4.1, the pair (P 1K , N : P
1
K → Q∗+) is an invariant of Bost-Connes
systems. The difference between (P 1K , N : P
1
K → Q∗+) and (JK , N : JK → Q∗+) is
thought to be very subtle because P 1K is of finite index in JK . We do not know
what difference exists between the two invariants. Instead, we can see that large
information which is obtained by (JK , N : JK → Q∗+) can also be obtained by
(P 1K , N : P
1
K → Q∗+). Here is an example:
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Proposition 4.7. Let K,L be number fields with n = [K : Q] = [L : Q]. Suppose
that there exists a group isomorphism P 1K → P 1L which preserves the norm. Then
for rational prime p, p is non-split in K if and only if p is non-split in L.
Proof. It suffices to show the equivalence of the following conditions:
(1) p is non-split in K.
(2) There does not exist an element a in K∗+ satisfying 1 ≤ vp(N(a)) < n,
where vp denotes the valuation of Q at p.
Suppose that p is non-split in K. Then any element a ∈ K∗+ satisfying 1 ≤
vp(N(a)) is a multiple of p in K. Hence n ≤ vp(N(a)) holds for such a.
Suppose that p splits in K and let (p) =
∏
peii be the prime decomposition of
p. Put p = p1. By assumption, we have 1 ≤ vp(N(p)) < n. Let m =
∏
pi and let
JmK/P
m
K be the ray class group modulo m. Since the natural map J
m
K/P
m
K → JK/P 1K
is surjective, we can choose a fractional ideal b that is prime to (p) and satisfies
bp ∈ P 1K . Then a = bp satisfies 1 ≤ vp(N(a)) < n. 
Example 4.8. Two quadratic fields K,L can be distinguished by primes which are
non-split inK and L, because non-splitness of primes can be known by the Legendre
symbol (cf. [8, Chapter I, Proposition 8.5], [11, Chapter VI, Proposition 14]). Hence,
all Bost-Connes systems for quadratic fields are mutually non-isomorphic. This
fact can also be obtained by the KMS classification theorem. So Theorem 4.1 gives
another proof of this fact.
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