A neural network based output feedback control system has been developed to optimally suppress rotor vibration caused by the rotor unbalance. The unique feature of this new vibration absorber is its ability to optimally control vibration for a wide range of rotor speeds. Numerical examples dealing with a multi-degree-of-freedom rigid rotor supported by radial magnetic bearings are presented to verify the advantages of this novel neural network based output feedback active vibration absorber.
INTRODUCTION
The operating speeds for the future generation of advanced rotating machineries will be much higher compared to the current state-of-the-art designs. At these high speeds, conventional bearings; e.g., ball bearings will not be reliable (Hibner and Rosado,1991) . A number of researchers (Schweitzer, 1988) have examined the feasibility of using active magnetic bearings in rotating machineries as a replacement for conventional bearings. Although the theory for the magnetic bearings was known in 1842, commercial applications of these bearings have been reported only in recent years (Haberman and Laird, 1980). Dussaux (1990) has provided the survey of the status of industrial applications of magnetic bearings which include compressors, turbines and pumps. These magnetic bearings result in a complete elimination of wear-out and fatigue failure modes and also serve as actuators for active vibration control. The feedback laws which have been used in the literature to determine the coil currents of magnets as a function of measured vibration signals are either based on output PID control or linear state feedback laws in conjunction with optimal control theory such as Linear-Quadratic (Schweitzer, 1985) and Hinfinity methods ( Fujita et al., 1993) . In the presence of deterministic and periodic forces caused by the rotor unbalance, the steady state vibration will never be completely eliminated with these types of control laws. In order to alleviate this problem. Lee and Sinha (1986) used the methodology developed by Johnson (1970) , in which it is assumed that the differential equation governing the external excitation is known. A periodic excitation, by virtue of being composed of many sine waves, can be represented by a system of second order differential equations. By modifying the quadratic objective function to include the higher derivatives of the input, Johnson derived an optimal control system which drives the system states to zero in spite of the presence of periodic excitation. Since this method only requires the differential equation governing the external excitation, one would only need to know excitation frequencies, and the knowledge of amplitude and phase of the excitation is not required for the complete suppression of vibration. Consequently, this technique has a direct applicability to rotating machinery problems, where the amplitude and phase of the unbalance force are difficult to determine because of the unknown location and magnitude of the unbalance; and excitation frequencies are known because they are directly related to the rotor speed. Zhu et al. (1989) have used an algorithm similar to that developed by Johnson (1971) . However, if the excitation frequencies change:e.g., if the operating speed of the rotor changes, Lee and Sinha (1986) showed in the context of a single degree of freedom system that the control system can be designed by assuming that the excitation frequency corresponds to the resonance condition. It was shown that the steady state amplitude is non-zero at non-resonant conditions, however, it was much less than that for an optimal passive vibration absorber (Den Hartog, 1985) . In a recent paper (Ma and Sinha, 1993), a novel approach to solve the disturbance accommodating control problem with changing excitation frequencies has been developed by having a multi-layer neural network (MNN) learn the mapping between excitation frequencies and optimal control gains. However, the control system requires the knowledge of all sillies, which may not be directly available. Consequently, in this paper, the MNN based control system is developed on the basis of Johnson's theories (1970, 1971 ) which uses only outputs as feedback signals. The learning of the neural network will be conducted off-line. After the learning phase is completed, the neural network can act on-line as an optimal controller with on-line rotor speed measurements as inputs to suppress vibration for a wide range of rotor speeds. Numerical examples are presented for a fourdegree-of-freedom rigid rotor supported by two radial magnetic bearings. The application of neuralnetwork-based controller to a flexible rotor will be the topic of a future work.
MNN are feed-forward networks with one or more layers of neurons between the input and output layers (Narendra and Parthasarthy, 1990; Burke and Ignizio, 1992) . These additional layers contain hidden neurons that are not directly connected to both the input and output neurons. Each neuron possesses a local memory and carries out localized information processing operations. The local information which is supplied to a neuron is essentially a weighted sum of the outputs of all connected neurons. Each of these outputs is a nonlinear function of the total input supplied to the neuron. This nonlinear function is called the transfer or activation function and typically is a sigmoid function. Homik et al. (1989) have shown that a MNN can virtually approximate any function of interest to any desired degree of accuracy, provided a sufficient number of hidden neurons is present. DeSilets a al. (1992) have found that the errors in approximating a function by neural networks are smaller than those by regression models. Neural networks offer a new alternative for developing computational schemes. They are ideally suited for implementation on parallel machines. With the use of dedicated hardwares, they have raised hopes for performing a complex set of computations in realtime. The structure of the MNN and the associated learning algorithm are briefly discussed in Appendix A.
This paper is organized as follows. First, the Johnson's theory for Vector Control/Vector Disturbance Systems is briefly presented. The method for incorporating the MNN in the control system is then presented. Lastly, numerical results are presented for a rigid rotor with changing operating speeds where the external excitation is caused by the rotor unbalance.
JOHNSON'S THEORY FOR VECTOR CONTROL / VECTOR DISTURBANCES SYSTEMS AND NEURAL-NETWORK-BASED VIBRATION CONTROL
The multivariable plant governed by the known time-invariant linear differential equation is shown as follows (Johnson, 1971; 1972) :
As+ Fut/1+ Bw(t); y =Cr (la, lb) where the the plant state vector Xis n-dimensional, the control input vector u is r-dimensional, the disturbance vector W is p-dimensional, and the plant output vector y is m-dimensional.
The objective is to find an output feedback controller u [y,r] which will consistently maintain x(t) near its desired set point X = 0 in the face of any initial condition and all disturbances w(t) that can be modeled by the following differential equations:
w(r)=Hz(t); w=twn •-•,w,,/ (2a) (2b) where H and D are known matrices. The pdimensional vector z is referred to as the "state" of the disturbance w(t). For example, corresponding to a sinusoidal disturbance:
The control vector u(t) is represented as the sum of two components:
where the component u, is to be chosen for regulating the state x(t) and the component ; is to be designed to counteract the disturbance w(t). Substituting Equation (4) into Equation (la),
It is clear from Equation (5) that u, must satisfy
Fuc (t)= -Bw(t) for all admissible w(t).
Assuming rank II = p. this can be realized if and only if
R[B]c k[F]
( 6) where R[o] denotes column range space of • .
Equation (6) 
for some matrix r. If equation (6) is satisfied and rank F=r, r is unique and is given by F = (FT r) . FT B. Under the assumption that Equation (7) is satisfied, the counteraction component of u(t) is chosen as u,(1). -riv(t) Substituting Equation (8) into Equation (5), Therefore, the conventional they for the undisturbed linear-quadratic regulator problem can now be used on Equation (9) and a quadratic cost function to obtain the well-known result where the matrix K satisfies the algebraic Riccati equation.
In order to physically implement Equations (8) and (10), it is rrngtary to generate accurate estimates ( i(t)and kt)), of ( x(t)and w(t)), from measurements of the output y(t), given by Equation (lb), by an on-line state observer.
• The methodology for designing a state observer for generating accurate estimates .f(t) and W(t) from on-line measurements of y(t) has been developed by Johnson (1971) . The final result is that equation (4) is expressed in the form of a dynamic output feedback controller (14) H.KT12 -rarn ; G=-14L+Re (15, 16) The matrices T. f a , T22 , Tr, and E are defined in Appendix B.
The structure of the complete closed-loop system, Equation (1) with the disturbanceaccommodating controller Equations (11)- (16), is shown in Figure I . It is easy to see that the results obtained in this section is a generalization of that derived in Johnson (1970) for scalar control/scalar disturbance systems. Furthermore, Equation (12) is a reduced-order observer for estimating the (n+p-m)-dimensional states from measurements of the mdimensional output y(t) of the (n+p)-dimensional augmented system with vector control/vector disnabance.
VIBRATION CONTROL USING A MULTILAYER NEURAL NETWORK
Equations (11) and (12) cu. In addition, the matrix H will also be a function of co when the system matrix A depends on ro as will be seen in section 4. Therefore, a multilayer neural network can be used here to learn the mapping between the excitation frequency 0.) and matrices G, H, D, and E. The structure of the output feedback control system with a neural network is shown in Figure 2 Table 1 . Let [ Xi, X2, X3,14, * 3 , 1 6 , X7 , 14
. Now, the state-space form of Equation (17) 
Since the system matrix A is a function of the rotor speed to (see Equations (25), (21), and (C.3)), the optimal gain K is also a function of 01 The matrices T12 . 7. 22 , and Q are chosen as follows: Tables 2-4 show three values of (28) G, H, D, and E corresponding to rotor speeds = 31.41 cad/sec (300 rpm), 314.16 cad/sec (3000 rpm), and 3141.6 tad/sec (30000 rpm), respectively. Since the objective is to illustrate the proposed concept while keeping the computational effort to be within limits, the neural network will only be trained using data for these three rotor speeds.
The number of total' elements of matrices G, H, D, and E is 144. But, it is found from Tables 2-4 that some elements are either 0 or 1, not dependent on the rotor speed co. Hence, these elements need not be included in the training example. In addition, some elements (outlined by solid lines) change regularly with respect to the rotor speed co (for example, proportional to co or to therefore they are also deleted from the training example. Also, some elements are equal or only their signs are different For these kinds of elements, only one positive value is included as an element in the training example. From Tables 2 -4 , it is also found that some elements (outlined by dashed lines) change significantly with respect to the rotor speed co (i.e., G14, D n , E14, E53 , and En) and others do not.
Therefore, the training procedure between the rotor speed co and the elements of matrices G, H, D, aid E is divided into two parts. The first part deals with co versus elements with large changes, and the second part is co versus elements with small changes. Figure 4 shows the structures of the two multilayer neural networks. Both of them are arranged in 3 layers comprised of 1 input layer neuron for the rotor speed CO, 30 neurons in a single hidden layer, and 5 and 9 output layer neurons for the elements with large changes and elements with small changes, respectively. Both multilayer neural networks are trained with only one set of 3 training examples, shown in Table 5 , and q = 0.2 (Appendix A). From Table 5 , it is seen that training examples are scaled by 10-4 and 10-3 times of original values for input training data and output training data, respectively, for the training of the neural network ( Figure 4a) ; while for the training of the neural network ( Figure   4b ), input training data is scaled by 10 -2 , and each element of output training data is scaled differently. There are two reasons for scaling. The first one is to have the calculation of the back propagation algorithm avoid overflow during learning iterations, and the second reason is to make the learning faster and effective. Figure 5 shows the transitions of the error function for the training of elements with :large changes using individual training example iteration and ensemble training example iteration (Rumelhart et al., 1986) , respectively. From Figures 5. it is found that the teaming of ensemble training example iteration is faster and more stable than that of individual training example iteration. Therefore, the learning of ensemble training example iteration is adopted for both cases of the elements with large changes and elements with small changes in this section.
The learning iterations were repeated until iteration numbers reached 350,000 (error=0.00001) and 5,000,000 (error=0.00002) for the elements with small changes and elements with large changes. respectively. Figure 6 shows the transition of the error function for elements with small changes during learning iterations. After above two learning processes are complete, these two trained multilayer neural networks are installed in the controller shown in Figure 2 . Figure 7 shows the displacement x R resulting from the neural network based control of the rigid rotor supported by magnetic bearings where the rotor speed changes from 300 rpm to 30000 rpm. Item be seen that the steady state vibration at 30000 rpm is almost zero. Figure 8 shows the displacement x it of the controller without the neural network in which the design frequency is equal to the first rotor speed 300 rpm. The steady state vibration at 30300 rpm is much larger than that of neural-network-based control system. Hence, the neural-network-based controller is effective in suppressing rotor vibration over a wide range of frequencies. S. CONCLUSIONS A multilayer neural network based active vibration absorber is developed to suppress rotor vibration due to rotor unbalance. The key point of this method is to have the multilayer neural network learn the nonlinear mapping between rotor speeds and optimal control gains derived from Johnson's theories (1971; 1972) . The teaming of the neural network is conducted off-line. After the learning phase is completed, the neural network can act on-line as a controller with shaft speed measurements as inputs to suppresss rotor vibration for a wide range of shaft speeds. Simulation results for a multi-degree-of freedom system (a rigid rotor supported by magnetic bearings) corroborate the validity of the proposed conceptVibration Using External Forces," Rotating machinery Dynamics, ASME DE-Vol. 18-1, pp. where xr is the output of neuron i in layer n, yNs the weighted sum of neuron i in layer n, represents a connection weight between neuron i in layer n+1 and neuron j in layer n, g(.) = tanh() is a continuous, differentiable and increasing function.
There are no connections from a neuron to itself. The weight matrices of the network WI and W 2 (WI denotes weight matrix between la yer i and layer 1+1) are adjusted by the so-called back propagation method (Rumelhart et al., 1986) to minimize a function E p:
where ad(p) and xt(p) are jth components of the pth desired and actual output patterns, respectively.
The algorithm to compute new values of connection weights, W,E; (p + 1)4 is summarized as follows:
aE W i l(p+ I) = %IVO-11-P-WO(P) and aE P -811+1 (P)X7 (P) W (0_ WO(P -1))(A3)
where n is the teaming rate and the momentum coefficient E, lying between 0 and 1, is a constant which determines the effect of past weight changes on the current direction of movement in the weight space. The variable Br (p) represents the error signal. For the output layer, the error signal is given by 811 (p)=(act,i(P)-at(P))/eesh 2 (Yt(P)) (A.6) For all other layers, the error signal is The mania LW is defined as follows.
E(t)=-tqt)91 T (r)
where ti(t) is the symmetric positive-definite solution of the matrix Riccati differential equation 
