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Abstract
In this paper, we use the characterization of frames, introduced in [W. Rolli, A characterization of frames
for finite dimensional Hilbert spaces, preprint], to construct frames for finite dimensional Hilbert spaces.
Furthermore this approach allows for the construction of frames with prescribed properties.
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1. Introduction
Recently there has been an interest in constructing frames for finite dimensional Hilbert
spaces; see results of Casazza et al. [1,2], and of Casazza and Leon [3]. Moreover, some re-
sults of these papers construct frames with prescribed properties. In [7, Theorem 2.1], frames
for finite dimensional Hilbert spaces were characterized by decomposing the synthesis frame
operator via an SVD, which is stated as Theorem 1.1 in the following. Using Theorem 1.1, we
will show how to construct frames for finite dimensional Hilbert spaces. Furthermore, using the
singular values and corresponding singular vectors of the synthesis frame operator, we will show
how to construct frames with prescribed properties.
Throughout this paper F denotes either the scalar field R or C. Let N ∈ N and let M ∈
N∪{∞}. In the case that M ∈ N, then FM denotes Euclidean space. In the case that M = ∞, then
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M denotes the space of square-summable sequences 2(N). Let HN denote a finite dimensional
Hilbert space over F of dimension N ∈ N.
A sequence of vectors (fn)Mn=1 for HN is called a Bessel sequence if there exists a constant
B > 0 such that
M∑
n=1
∣∣〈h,fn〉
∣∣2  B‖h‖2,
for all h ∈ HN . It is easy to check that if M ∈ N, then any sequence (fn)Mn=1 is clearly a Bessel
sequence.
It is well known that an operator F :FM → HN given by
F
(
(an)
M
n=1
)=
M∑
n=1
anfn (1.1)
is a bounded linear operator from FM into HN if and only if (fn)Mn=1 is a Bessel sequence
for HN . The operator F defined in (1.1) will be called a Bessel operator if either the sequence
(fn)
M
n=1 is a Bessel sequence, or the operator itself is bounded. Notice that any Bessel operator
F has rank(F ) q where q = min{N,M}.
A sequence of vectors (fn)Mn=1 is a frame for HN if there exist constants 0 <A B such that
A‖h‖2 
M∑
n=1
∣∣〈h,fn〉
∣∣2  B‖h‖2,
for all h ∈ HN . The constants A and B are called the frame bounds. The largest A and the
smallest B that satisfy the frame inequalities are called the optimal frame bounds. If A = B = λ,
then (fn)Mn=1 is called a λ-tight frame; moreover, if λ = 1, it is called a Parseval frame.
It is well known that a Bessel operator F is a bounded linear operator onto HN if and only
if the sequence (fn)Mn=1 is a frame. This is also equivalent to saying that a Bessel operator F
has rank(F ) = N if and only if the sequence (fn)Mn=1 is a frame. The Bessel operator F will be
called a synthesis frame operator if either the sequence (fn)Mn=1 is a frame, or the Bessel operator
is onto.
Notice that if we fix the standard orthonormal basis (ei)Mi=1 for FM , then any Bessel operator
F clearly has a matrix representation F = [f1 f2 · · ·fM ], the N ×M matrix whose columns are
the Bessel sequence vectors fn. Then any Bessel operator F has a singular value decomposi-
tion (SVD) no matter if M ∈ N, or if M = ∞; see [7]. Specifically, a Bessel operator F with
rank(F ) = P  q , where q = min{N,M}, may be written in the form F = UΛV ∗ where U is
an N × N unitary matrix, where V is an M × M unitary matrix, and where Λ = [λij ] is an
N × M matrix with λij = 0 for all i 
= j and with λ11  λ22  · · · λPP > 0 = λ(P+1)(P+1) =
· · · = λqq . In this notation, the λi ≡ λii for all i = 1, . . . , q are called the singular values of F ,
and the columns ui of U and the columns vi of V are called the (respectively left and right)
singular vectors of F . It also follows that the singular values λi are nonnegative square roots of
eigenvalues of FF ∗ and F ∗F , the left singular vectors ui are the eigenvectors of FF ∗, and the
right singular vectors vi are the eigenvectors of F ∗F .
Moreover, an SVD of a Bessel operator F with rank(F ) = P  q may be written in a con-
densed form known as the reduced singular value decomposition. Recall that an N × P (where
P <N ) matrix U is called semi-unitary if the column vectors of U form an orthonormal set and
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Λ is an P × P diagonal matrix with diagonal entries the positive singular values of F , U is an
N × P semi-unitary matrix, and V is an M × P semi-unitary matrix.
In [7], the following result was given characterizing frames for finite dimensional Hilbert
spaces.
Theorem 1.1. [7, Theorem 2.1] Let N ∈ N, let M ∈ N ∪ {∞}, and let (fn)Mn=1 be a Bessel
sequence in HN with Bessel operator F = [f1f2 · · ·fM ] with an SVD or a reduced SVD given
by F = UΛV ∗. The sequence (fn)Mn=1 is a frame for HN if and only if the singular values
λ1, . . . , λN of F are N positive real numbers. Furthermore, (fn)Mn=1 is a λ-tight frame if and
only if the singular value λi =
√
λ for all i = 1, . . . ,N .
Notice that if (fn)Mn=1 is a frame with synthesis frame operator F with SVD given by
F = UΛV ∗, then the singular value decomposition and Theorem 1.1 give us that span{ui}Ni=1 =
range(F ) = HN ; that is, the left singular values form an orthonormal basis for HN . On
the other hand, the singular value decomposition gives us that span{vi}Ni=1 = (ker(F ))⊥ and
span{vi}Mi=N+1 = ker(F ). In particular, if M > N and if F = UΛV ∗ is the reduced SVD of F ,
then the columns of the semi-unitary operator V form an orthonormal set (vi)Ni=1 in FM .
2. Constructing frames for HN
Constructing a frame for HN is now a consequence of Theorem 1.1 wherein we build a
synthesis frame operator as a product of specific matrix operators to form an SVD or reduced
SVD. For example, take any N positive real numbers λ1  λ2  · · · λN > 0 and let Λ = [λij ]
be the N × N diagonal matrix with diagonals the λi . Choose any orthonormal basis (ui)Ni=1 for
HN and let U = [u1u2 · · ·uN ]. Next choose any orthonormal set of vectors (vi)Ni=1 for FM and
let V = [v1v2 · · ·vN ]. Now take the product F = UΛV ∗. If fn denote the columns F , then the
sequence (fn)Mn=1 forms a frame for HN by Theorem 1.1.
Notice that the construction in the proceeding paragraph is equivalent to a procedure given
by Casazza et al. [1, Theorem 6.5] and Casazza et al. [2, Theorem 2.8]: All frames for HN with
M elements come from the following procedure: Choose an orthonormal basis (ei)Ni=1 for HN
and an orthogonal sequence (ai)Ni=1 in FM and turn the rows of (ai)Ni=1 into columns relative to
(ei)
N
i=1. That is, construct the frame
fn =
N∑
i=1
ainei .
Recall from [7] that the frame vectors are represented by an expansion involving the left
singular vectors for the synthesis frame operator; that is,
fn =
N∑
i=1
λivinui,
for each n = 1, . . . ,M . The sequence (ui)Ni=1, the left singular vectors of F , and the sequence
(λivi)
N
i=1 are the orthonormal basis (ei)
N
i=1 and the orthogonal sequence (ai)
N
i=1, respectively,
given in the procedure of Casazza et al. [1, Theorem 6.5] and Casazza et al. [2, Theorem 2.8].
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we construct frames with prescribed properties. A result of Casazza and Leon [3, Theorem 2.1],
stated in Corollary 2.3, gives necessary and sufficient conditions for constructing finite element
frames with prescribed norms for the frame vectors and with a given frame operator S, the
operator given by the product S = FF ∗ :HN → HN where F is a synthesis frame operator.
A generalization of this result will be given in the following theorem, Theorem 2.2. The proof
of Theorem 2.2 concerns the expansion of the frame vectors with respect to the left singular
vectors of the synthesis frame operator in connection with the concept of majorization. Recall
that if a = [an] ∈ RN such that a1  · · · aN and b = [bn] ∈ RN such that b1  · · · bN . The
vector b is said to majorize the vector a if
K∑
n=1
an 
K∑
n=1
bn,
for all K = 1, . . . ,N − 1, and
N∑
n=1
an =
N∑
n=1
bn.
Before we state and prove Theorem 2.2, we need the following proposition, Proposition 2.1,
which is a combination of Horn and Johnson [5, Theorem 4.3.33], Marshall and Olkin [6, Theo-
rem 2.B.6], and [6, Proposition 4.C.1]. Recall that a finite or infinite matrix P = [pij ] is called a
doubly stochastic matrix if pij  0 for all i, j , and if
∑
i1 pij =
∑
j1 pij = 1, for all j and for
all i, respectively, and a square matrix O = [oij ] is called orthostochastic if there exists a square
orthogonal matrix V = [vij ] such that oij = v2ij . Also recall that orthostochastic matrices are
doubly stochastic matrices, but not conversely.
Proposition 2.1. Let a = [an] ∈ RN with a1  · · ·  aN and let b = [bn] ∈ RN with b1  · · ·
 bN . Then the following are equivalent:
(i) The vector b majorizes the vector a.
(ii) There is an N ×N doubly stochastic matrix D such that
D(b) = a.
(iii) There is an N ×N orthostochastic matrix O such that
O(b) = a.
(iv) The vector a is in the convex hull of the N ! distinct vectors whose coordinates are the
permutations of the coordinates of b, that is,
a =
N !∑
i=1
pibπi ,
where pi  0,
∑N !
i=1 pi = 1, and where bπi ∈ RN is a vector whose coordinates are a per-
mutation of the coordinates of b.
If Pb denotes the set of all N ! distinct vectors whose coordinates are the permutations of
the coordinates of b and if co(Pb) denotes the convex hull of Pb , then statement (iv) of Propo-
sition 2.1 reduces to the notation a ∈ co(Pb). Using Proposition 2.1, we now give necessary
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Theorem 2.2. Let N M < ∞, let a1  · · ·  aM > 0, and let λ1  · · ·  λN > 0. Then the
following are equivalent:
(i) There is a frame (fn)Mn=1 for HN such that ‖fn‖ = an for all n = 1, . . . ,M and such that
λ1, . . . , λN are the singular values of the synthesis frame operator F .
(ii) We have:
K∑
n=1
a2n 
K∑
n=1
λ2n,
for all K = 1, . . . ,N and
M∑
n=1
a2n =
N∑
n=1
λ2n;
that is, if b = [bn] ∈ RM where bn = a2n for all n = 1, . . . ,M , and if γ = [γn] ∈ RM where
γn = λ2n for all n = 1, . . . ,N and γn = 0 for all n = N + 1, . . . ,M , then the vector γ ma-
jorizes the vector b.
Proof. Suppose that (fn)Mn=1 is a frame for HN such that ‖fn‖ = an for all n = 1, . . . ,M , and
such that λ1, . . . , λN are the singular values of F . Let F = UΛV ∗ be an SVD for F . Then we
have that
bn = a2n = ‖fn‖2 =
N∑
i=1
λ2i |vin|2. (2.1)
Let D = [dij ] be the M × M matrix such that dij = |vij |2. The matrix D is clearly doubly
stochastic, and by the equalities in (2.1), it follows that D(γ ) = b. Therefore, (ii) is proven by
applying Proposition 2.1.
Conversely, suppose that we have (ii). By Proposition 2.1, there is an M × M orthosto-
chastic matrix O = [oij ] such that O(γ ) = b. Then there is an M × M orthogonal matrix
V = [v1v2 · · ·vM ] such that oij = v2ij . Define Λ = [λij ] to be the N ×M matrix such that λij = 0
for all i 
= j and λii = λi for all i = 1, . . . ,N . Choose any orthonormal basis (ui)Ni=1 of HN , let
U = [u1 · · ·uN ], and define F = UΛV ∗. If fn denotes the column vectors of the matrix F for
all n = 1, . . . ,M , then, by Theorem 1.1, the sequence (fn)Mn=1 is a frame for HN and λ1, . . . , λN
are the singular values of F . In addition, for all n = 1, . . . ,M , observe that
‖fn‖2 =
N∑
i=1
λ2i v
2
in =
(
O(γ )
)
n
= bn = a2n.
Therefore (i) is proven. 
The result of Casazza and Leon [3, Theorem 2.1] becomes a corollary of Theorem 2.2.
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operator on HN and let γ1  · · · γN > 0 be the eigenvalues of S. Fix real numbers a1  · · ·
aM > 0. Then the following are equivalent:
(i) There is a frame (fn)Mn=1 for HN such that ‖fn‖ = an for all n = 1, . . . ,M and such that S
is the frame operator for (fn)Mn=1.
(ii) We have:
K∑
n=1
a2n 
K∑
n=1
γn,
for all K = 1, . . . ,N and
M∑
n=1
a2n =
N∑
n=1
γn.
Proof. Suppose that we have (i). Then by Theorem 1.1, (fn)Mn=1 is a frame for HN such that‖fn‖ = an for all n = 1, . . . ,M and such that √γ1, . . . ,√γN are the singular values of F . By
Theorem 2.2, (ii) is proven.
Conversely, suppose that we have (ii). By Theorem 2.2, there is a frame (fn)Mn=1 for HN
such that ‖fn‖ = an for all n = 1, . . . ,M and such that √γ1, . . . ,√γN are the singular values
of F . Let F = UΛV ∗ be an SVD for F . Since S is self-adjoint, there exists an N × N unitary
matrix W such that S = WΓW ∗ where Γ is an N × N diagonal matrix with diagonal elements
γ1  · · ·  γN > 0. Let Y be an N × N unitary matrix such that YU = W . Then the sequence
(gn)
M
n=1, where gn is the column vectors of G = YF , is a frame for HN since Y is unitary. It also
follows that ‖gn‖ = an for all n = 1, . . . ,M and that GG∗ = S. Therefore (i) is proven. 
Using Proposition 2.1 and Theorem 2.2, we also have the following result which is similar to
the result of Casazza and Leon [3, Corollary 2.2].
Corollary 2.4. Let λ1  · · · λN > 0. For all M ∈ N such that M N , there is an equal-norm
frame (fn)Mn=1 for HN such that (λi)Ni=1 are the singular values of F .
Proof. For any N M < ∞, let λ1  · · · λN > 0 = λN+1 = · · · = λM = 0, and let γ = [γn] ∈
R
M where γn = λ2n. Let b = [bn] ∈ RM be the barycenter of co(Pγ ); that is, the vector satis-
fying b = (M!)−1∑M!i=1 γπi whose coordinates are bn = (M!)−1
∑N
i=1 λ2i , for all n = 1, . . . ,M .
Therefore by applying Proposition 2.1 and Theorem 2.2, the result is proven. 
We showed how to construct frames with prescribed norms for the frame vectors. We now
show how to construct frames with a prescribed frame potential. Recall that if (fn)Mn=1 is a frame
for HN , the frame potential of (fn)Mn=1 is given by
FP
(
(fn)
M
n=1
)=
M∑ M∑∣∣〈fn,fm〉
∣∣2,n=1 m=1
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frame for HN with frame bounds 0 <A B , then the frame potential is bounded by
A2N  FP
(
(fn)
M
n=1
)
 B2N.
Assuming that 0 <A B are the optimal frame bounds, these bounds may be improved.
Proposition 2.5. Let (fn)Mn=1 be a frame for HN with optimal frame bounds 0 <A B (provided
that when N = 1 we must have A = B). Then
(N − 1)A2 +B2  FP ((fn)Mn=1
)
 (N − 1)B2 +A2.
Proof. Let λ1  · · ·  λN > 0 be the singular values for the synthesis frame operator F . Then
λ21  · · · λ2N > 0 are the eigenvalues for the frame operator S = FF ∗. Since
λ2NIN  S  λ21IN ,
where IN denotes the identity on HN , is optimal and since 0 < A  B are the optimal frame
bounds, it follows that λ21 = B and λ2N = A. Therefore,
FP
(
(fn)
M
n=1
)= B2 +A2 +
N−1∑
i=2
λ4i  (N − 1)A2 +B2.
Similarly FP((fn)Mn=1) (N − 1)B2 +A2. 
In [7, Theorem 2.2(ii)], it was shown that if (fn)Mn=1 is a frame for HN and λ1, . . . , λN are the
singular values of the synthesis frame operator F , then
FP
(
(fn)
M
n=1
)=
N∑
i=1
λ4i . (2.2)
Now we construct finite element frames for HN with a prescribed frame potential.
Theorem 2.6. Let A,B ∈ R such that 0 <A B , let N  1 (provided that when N = 1 we must
have A = B), and let C ∈ R such that
(N − 1)A2 +B2
N
 C2  (N − 1)B
2 +A2
N
.
Then for all M ∈ N such that M  N , there exists a frame (fn)Mn=1 for HN with optimal frame
bounds 0 <A B and frame potential satisfying
FP
(
(fn)
M
n=1
)= NC2.
Proof. Let λ1 =
√
B , let λN =
√
A and for all i = 2, . . . ,N − 1, let
λi = 4
√(
NC2 −B2 −A2)/(N − 2).
It follows that A  λ2i  B, for all i = 1, . . . ,N . Let γ = [γn] ∈ RM where γi = λ2i for all
i = 1, . . . ,N and γi = 0 for all i = N + 1, . . . ,M . Choose any vector b = [bn] in co(Pγ ). By
Proposition 2.1 and Theorem 2.2, there is a frame (fn)M for HN such that ‖fn‖ = √bn for alln=1
W.J. Rolli / J. Math. Anal. Appl. 321 (2006) 388–395 395n = 1, . . . ,M and such that λ1, . . . , λN are the singular values of F . It follows that the optimal
frame bounds for (fn)Mn=1 are A and B . Moreover, by the way we constructed the scalars λi for
each i = 1, . . . ,N and by using (2.2), it follows that FP((fn)Mn=1) = NC2. 
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