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Abstract
We introduce and study a discrete multi-period extension of the classical knapsack prob-
lem, dubbed generalized incremental knapsack. In this setting, we are given a set of n items,
each associated with a non-negative weight, and T time periods with non-decreasing capaci-
ties W1 ≤ · · · ≤WT . When item i is inserted at time t, we gain a profit of pit; however, this
item remains in the knapsack for all subsequent periods. The goal is to decide if and when
to insert each item, subject to the time-dependent capacity constraints, with the objective
of maximizing our total profit. Interestingly, this setting subsumes as special cases a number
of recently-studied incremental knapsack problems, all known to be strongly NP-hard.
Our first contribution comes in the form of a polynomial-time (1
2
− ǫ)-approximation for
the generalized incremental knapsack problem. This result is based on a reformulation as a
single-machine sequencing problem, which is addressed by blending dynamic programming
techniques and the classical Shmoys-Tardos algorithm for the generalized assignment prob-
lem. Combined with further enumeration-based self-reinforcing ideas and newly-revealed
structural properties of nearly-optimal solutions, we turn our basic algorithm into a quasi-
polynomial time approximation scheme (QPTAS). Hence, under widely believed complexity
assumptions, this finding rules out the possibility that generalized incremental knapsack is
APX-hard.
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1 Introduction
In many scenarios, classical optimization models are too simplistic to faithfully capture ap-
plications arising in real-life environments. Much research has therefore been devoted to ex-
tend fundamental well-studied models to more realistic, yet still algorithmically tractable set-
tings. A very common extension along these lines introduces time-dependent components,
adding a computationally-challenging layer on top of the inherent complexity of the underlying
problem. For instance, maximum flow over time, originally introduced in the seminal work
of Ford and Fulkerson (1956), has recently received a great deal of attention (Skutella, 2009;
Groß et al., 2012; Lin and Jaillet, 2015). Additional examples for such settings include time-
expanded versions of various packing problems (Caprara, 2002; Adjiashvili et al., 2014; Epstein,
2019), network scheduling over time (Boland et al., 2014; Akrida et al., 2019), adaptive routing
over time (Graf et al., 2020; Ismaili, 2017), and facility location over time (Farahani et al., 2009;
Nickel and Saldanha-da Gama, 2019), just to mention a few.
Incremental knapsack problems. In this paper, we investigate a multi-period extension of
the classical knapsack problem. To provide initial intuition for the inner-workings of our model,
consider the problem faced by urban planners, who intend to build infrastructural facilities over
the course of several years, under budget constraints. Once an infrastructure has been built,
its construction cost cannot be recovered. With a quantification of each infrastructure’s annual
contribution to the well-being of the community once it is in place, the goal is to maximize the
total benefit over the course of the planning horizon (hence, the mayor’s chances of being re-
elected). A host of additional applications, such as planning the incremental growth of highways
and networks, community development, and memory allocation can be found within several of
the undermentioned papers and the references therein.
Computational questions of this nature can be modeled via multi-period knapsack exten-
sions, collectively dubbed as incremental knapsack problems. In such settings, the input ingre-
dients consist in a set of n items with strictly positive weights {wi}i∈[n], a collection of T time
periods with non-decreasing capacities W1 ≤ · · · ≤ WT , and a set of item-period profits, on
which we further elaborate below. We say that a sequence of item sets S = (S1, . . . , ST ) is a
chain when S1 ⊆ · · · ⊆ ST ⊆ [n]; here, St represents the subset of items inserted into the knap-
sack up to and including time period t. As such, the chain S is feasible when w(St) ≤ Wt for
every t ∈ [T ]. Our fundamental assumption is that, for each item i ∈ [n] and time t ∈ [T ], we are
given a non-negative parameter pit, corresponding to the profit we obtain when item i is inserted
at time t (i.e., when i ∈ St\St−1, with the convention that S0 = ∅). Hence, the cumulative profit
of any chain S = (S1, . . . , ST ) over all time periods is captured by Φ(S) =
∑
t∈[T ]
∑
i∈St\St−1
pit.
We refer to the resulting formulation as the generalized incremental knapsack problem.
Directly-related settings. To our knowledge, due to its double-dependency on both the
item and time period in question, the above-mentioned profit structure makes generalized in-
cremental knapsack the most inclusive incremental knapsack problem studied so far. Probably
the simplest such problem is time-invariant incremental knapsack, where each item i is as-
sumed to contribute a profit of φi to each period starting at its insertion time, corresponding
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to product-form profits, pit = (T + 1 − t) · φi. Surprisingly, unlike the basic knapsack prob-
lem, Bienstock et al. (2013) showed that this extension is strongly NP-hard. On the positive
side, Faenza and Malinovic (2018) proposed a polynomial-time approximation scheme (PTAS)
based on rounding fractional solutions to an appropriate disjunctive relaxation. In the broader
incremental knapsack problem, we have pit = φi ·
∑T
τ=t∆τ , where ∆τ ≥ 0 is a time-dependent
scaling factor; in this context, Aouad and Segev (2020) have very recently obtained a PTAS,
leveraging approximate dynamic programming ideas. We refer the reader to a number of ad-
ditional resources related to incremental knapsack problems (Sharp, 2007; Hartline, 2008; Ye,
2016; Della Croce et al., 2018, 2019) for a deeper look into these settings.
In contrast, the flexibility of our item- and time-dependent profit structure allows us to
capture a variety of situations. For instance, when an item i gains a profit of φiτ for each period
τ , starting at its insertion time, we can set pit =
∑T
τ=t φiτ . If, moreover, the per-period profits
φiτ are discounted by a factor of cτ−t after τ − t time units have elapsed since the insertion of
item i, we set pit =
∑T
τ=t cτ−tφiτ . More broadly, the generalized incremental knapsack problem
allows the profits pit to be completely unrelated, and in particular, to possibly be non-monotone
in t. To our knowledge, prior to the present paper, this problem was not known to admit any
non-trivial approximation guarantees. Moreover, we are not aware of any way to leverage
existing techniques in the above-mentioned papers for dealing with the broad generality of our
profit structure.
1.1 Results and techniques
Constant-factor approximation. Our first contribution comes in the form of a polynomial-
time constant-factor approximation for the generalized incremental knapsack problem, whose
specifics are provided in Section 2.
Theorem 1.1. For any fixed ǫ ∈ (0, 12), the generalized incremental knapsack problem can be
approximated in polynomial time within factor 12 − ǫ.
The starting point of our algorithm is a reformulation of generalized incremental knapsack
as a single-machine sequencing problem, where feasible chains are mapped to item permutations
π, with π(i1) < π(i2) implying that the insertion time of item i1 occurs no later than that of i2,
potentially leaving item i2 out of the knapsack. Based on this reformulation, we partition any
given permutation into “heavy” and “light” chains of items, depending on how their weights
compare to the combined weight of previously-inserted items. Guided by this decomposition,
our approach consists of devising two approximation schemes, one competing against the best-
possible profit due to heavy contributions and the other against the analogous quantity due to
light contributions. Technically speaking, for heavy chains, we make use of dynamic program-
ming ideas, whereas for light chains, we further reformulate this setting as a highly-structured
instance of the generalized assignment problem, which is solved to super-optimality via the
Shmoys-Tardos algorithm (1993), and truncated to a feasible near-optimal solution.
Quasi-PTAS. As previously mentioned, special cases of the generalized incremental knapsack
problem are known to be strongly NP-hard, admitting a PTAS under specific profit-structure
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assumptions. A natural question is whether one can design efficient algorithms with the same
degree of accuracy for generalized incremental knapsack, without any such assumption. Towards
this goal, our second main contribution establishes the following result.
Theorem 1.2. The generalized incremental knapsack problem admits a quasi-polynomial time
approximation scheme.
Hence, under widely believed complexity assumptions, this finding rules out the possibility
that generalized incremental knapsack is APX-hard, thus making it substantially different from
other knapsack extensions, such as the generalized assignment problem (see brief discussion in
Section 1.2). The main idea behind the above-mentioned algorithm lies in a “self-improving”
procedure, which combines certain ingredients of our constant-factor approach along with fur-
ther guessing methods and structural modifications to convert a black-box α-approximation
into a 12−α -approximation, as accounted for in Section 3. When iteratively applied, these im-
provements lead to a (1 − ǫ)-approximation, albeit with a running time exponential in 1/ǫ,
log n, and log(wmax/wmin). In essence, the last term emerges from a dual manipulation of both
chain-related and permutation-related representations, where the dependency on the extremal
weight ratio appears to be inevitable. To bypass this obstacle, in Section 4 we employ our algo-
rithm as a subroutine on a sequence of weakly-dependent subinstances, each with a polynomial
wmax/wmin-value, obtained through a structural analysis of nearly-optimal solutions. The re-
sulting approach is shown to be implementable in quasi-polynomial time for any given instance
of the generalized incremental knapsack problem, thus proving Theorem 1.2.
1.2 Related knapsack extensions
In the maximum generalized assignment problem, we are given n items and m capacitated
buckets. Assigning an item j to a bucket i takes wij capacity units while generating a profit of pij.
The goal is to compute a feasible item-to-bucket assignment whose overall profit is maximized.
For the minimization variant of this problem, Shmoys and Tardos (1993) proposed an LP-based
2-approximation, which was observed by Chekuri and Khanna (2005) to be easily adaptable to
obtain a 1/2-approximation for the maximization variant. Interestingly, these algorithmic ideas
will be useful within one of the subroutines employed by our approach. Feige and Vondra´k
(2010) attained a (1 − 1/e + δ)-approximation, for some absolute constant δ > 0, which is
currently the best known performance guarantee for maximum generalized assignment. Earlier
constant-factor approximations were obtained by Fleischer et al. (2011), Nutov et al. (2006),
and Cohen et al. (2006).
In the unsplittable flow on a path problem, we are given an edge-capacitated path as well
as a collection of tasks. Each task is characterized by its own subpath, profit, and demand.
The goal is to select a subset of tasks of maximum total profit, under the constraint that the
overall demand of the selected tasks along each edge resides within its capacity. The currently
best polynomial-time approximation in this context is 5/3 + ǫ, for any fixed ǫ > 0, due to
Grandoni et al. (2018), who improved on earlier constant-factor guarantees by Bonsma et al.
(2014), Anagnostopoulos et al. (2018), and Calinescu et al. (2011). In parallel, unsplittable flow
on a path admits a quasi-PTAS, as shown by Bansal et al. (2006) and by Batra et al. (2015).
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From a technical perspective, the methods involved are very different from those exploited in
our paper, and it is unclear whether algorithmic ideas in one setting are migratable to the
other.
2 A Polynomial-Time (1
2
− ǫ)-Approximation
In this section, we present our first approximability result for the generalized incremental
knapsack problem, showing that the optimal profit can be efficiently approached within a factor
arbitrarily close to 12 . The specifics of this finding, along with its corresponding running time,
are formally stated in the next theorem.
Theorem 2.1. For any accuracy level ǫ ∈ (0, 12 ), the generalized incremental knapsack problem
can be approximated within factor 12 − ǫ. The running time of our algorithm is O(n
O(1/ǫ2) ·
|I|O(1)), where |I| = Θ(n log ‖w‖∞ + nT log ‖p‖∞ + T log ‖W‖∞) stands for the input size.
Outline. For simplicity of presentation, we start off Section 2.1 by proposing an equivalent
formulation of the generalized incremental knapsack problem as a single-machine sequencing
problem. Given this reformulation, we explain in Section 2.2 how the profit function can be
decomposed into “heavy” and “light” item contributions. Somewhat informally, with respect
to an unknown optimal sequencing solution, the marginal contribution of each item to the over-
all profit will be classified as being either heavy or light, depending on the item’s weight and
position on the timeline. Guided by this decomposition, our approach consists of devising two
approximation schemes, one competing against the best-possible profit due to heavy contri-
butions (Section 2.3) and the other against the analogous quantity due to light contributions
(Section 2.4). The best of these algorithms will be shown to provide an approximation guaran-
tee of 12−ǫ, thereby deriving Theorem 2.1. It is worth pointing out that the techniques involved
in competing against light contributions will be further utilized in Sections 3 and 4 to obtain
an approximation scheme for general instances, albeit in quasi-polynomial time.
2.1 An equivalent sequencing formulation
In what follows, we present an equivalent sequencing reformulation for the generalized incre-
mental knapsack problem. As explained in subsequent sections, the interchangeability between
these formulations allows us to describe our algorithmic ideas and to analyze their performance
guarantees with greater ease. For this purpose, we proceed by arguing that the generalized
incremental knapsack problem can be rephrased as a sequencing problem on a single machine
as follows:
• Let π : [n] → [n] be a permutation of the underlying items, where π(i) stands for the
position of item i.
• By viewing the weight of each item as its processing time, we define the completion time of
item i with respect to π as Cπ(i) =
∑
j∈[n]:π(j)≤π(i)wj . Accordingly, the profit ϕπ(i) of this
item is given by the largest profit we can gain by inserting i at a time period whose capacity
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occurs no earlier than Cπ(i), namely, ϕπ(i) = max{pi,t : t ∈ [T + 1] and Wt ≥ Cπ(i)},
with the convention that WT+1 =∞ and pi,T+1 = 0 for every item i.
• The overall profit of the permutation π is specified by Ψ(π) =
∑
i∈[n] ϕπ(i). Our objective
is to compute a permutation whose profit is maximized.
The next lemma captures the equivalence between the item-introducing perspective of the
generalized incremental knapsack problem and the sequencing perspective described above.
Lemma 2.2. Any feasible chain S can be mapped to a permutation πS with Ψ(πS) ≥ Φ(S).
Conversely, any permutation π of a subset of the items can be mapped to a feasible chain Sπ
with Φ(Sπ) = Ψ(π).
Proof. First, given a feasible chain S, we construct the permutation πS as follows:
• For each t ∈ [T ], let πt be an arbitrary permutation of the items introduced in this period,
St \ St−1. In addition, let π
T+1 be an arbitrary permutation of the remaining items, i.e.,
those in [n] \ ST .
• The permutation πS is defined as the concatenation of π
1, . . . , πT+1 in this order. Namely,
for i ∈ St \ St−1 with t ∈ [T ], we have πS(i) = π
t(i) + |St−1|, whereas for i ∈ [n] \ ST , we
have πS(i) = π
T+1(i) + |ST |.
To prove that Ψ(πS) ≥ Φ(S), it suffices to argue that ϕπS (i) ≥ pi,ti for every item i ∈ ST , where
ti stands for the insertion time of item i with respect to the chain S. To derive this relation,
note that CπS (i) ≤ w(Sti) ≤ Wti for any such item, where the last inequality follows from the
feasibility of S. Therefore, ϕπS (i) = max{pi,t : t ∈ [T + 1] and Wt ≥ CπS (i)} ≥ pi,ti .
Conversely, given a permutation π of any subset of items, we construct a chain Sπ that
includes all items with a completion time of at most WT . Specifically, the insertion time ti of
each such item i will be the time period that maximizes pi,ti over the set {t ∈ [T ] :Wt ≥ Cπ(i)}.
As such, the chain Sπ is indeed feasible, since w(St) ≤
∑
i∈[n]:Cπ(i)≤Wt
wi ≤Wt for every t ∈ [T ].
To show that Φ(Sπ) = Ψ(π), it remains to explain why pi,ti = ϕπ(i) for inserted items and why
ϕπ(i) = 0 for non-inserted ones. To this end, note that our choice for the insertion time ti
follows the definition of ϕπ(i) to the letter, meaning that pi,ti = ϕπ(i). On the other hand, for
any item i we do not insert to Sπ, one has ϕπ(i) = 0, since Cπ(i) > WT .
2.2 Profit decomposition and high-level overview
In what follows, we focus our attention on the sequencing formulation and present a decomposi-
tion of the profit function Ψ into “heavy” and “light” contributions, collected over geometrically-
increasing intervals. With the necessary definitions in place, we outline how a decomposition of
this nature guides us in proposing two approximation schemes, to separately compete against
heavy and light contributions. The main result of this section, as stated in Theorem 2.1, will
eventually be derived by taking the more profitable of these approaches.
For simplicity of presentation, we assume without loss of generality that ǫ ∈ (0, 12), and
moreover, that 1ǫ is an integer. In addition, we assume that wmin = mini∈[n]wi = 3; the latter
property can easily be enforced through scaling all item weights wi and time period capacities
Wt by a factor of
3
wmin
.
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Profit decomposition. We begin by geometrically partitioning the interval [0,
∑
i∈[n]wi]
by powers of 1 + ǫ into a collection of intervals I0, . . . ,IK , where K = ⌈log1+ǫ(
∑
i∈[n]wi)⌉.
Specifically, I0 = [0, 1] and Ik = ((1+ǫ)
k−1, (1+ǫ)k] for k ∈ [K]. With this definition, the profit
Ψ(π) =
∑
i∈[n] ϕπ(i) of any permutation π can be expressed by summing item contributions
according to the interval in which their completion times fall, i.e.,
Ψ(π) =
∑
k∈[K]0
∑
i∈[n]:
Cπ(i)∈Ik
ϕπ(i) .
We say that item i is k-heavy when wi ≥ ǫ
2 · (1 + ǫ)k; otherwise, this item is k-light. We
denote the sets of k-heavy and k-light items by Hk and Lk, respectively, noting that H0 ⊇ H1 ⊇
· · · ⊇ HK and that Lk = [n] \Hk for every k. As a side note, one can easily verify that all items
are 0-heavy (i.e., H0 = [n]), by recalling that wmin = 3 and ǫ <
1
2 . Consequently, the profit
Ψ(π) can be refined by separating k-heavy and k-light items, namely,
Ψ(π) =
∑
k∈[K]0
∑
i∈Hk:
Cπ(i)∈Ik
ϕπ(i)
︸ ︷︷ ︸
Ψheavy(π)
+
∑
k∈[K]0
∑
i∈Lk:
Cπ(i)∈Ik
ϕπ(i)
︸ ︷︷ ︸
Ψlight(π)
. (1)
As shown above, we designate the first and second terms in the above expression by Ψheavy(π)
and Ψlight(π), respectively.
Overview. Let π∗ be an optimal permutation, with Ψ(π∗) = Ψheavy(π
∗) + Ψlight(π
∗). The
remainder of this section is dedicated to presenting two approximation schemes that would
separately compete against Ψheavy(π
∗) and Ψlight(π
∗):
• Heavy contributions: Section 2.3 explains how dynamic programming ideas allow us to
efficiently compute a permutation πheavy : [n] → [n] satisfying Ψ(πheavy) ≥ (1 − ǫ) ·
Ψheavy(π
∗). The required running time will be O(nO(1/ǫ
2) · |I|).
• Light contributions: Section 2.4 argues that the generalized assignment algorithm of
Shmoys and Tardos (1993) can be leveraged to compute a permutation πlight : [n] → [n]
satisfying Ψ(πlight) ≥ (1−ǫ)·Ψlight(π
∗). This algorithm can be implemented in O(( |I|ǫ )
O(1))
time.
Consequently, to establish the approximation guarantee stated in Theorem 2.1, we pick the
more profitable permutation out of πheavy and πlight, to obtain a profit of
max {Ψ(πheavy) ,Ψ(πlight)} ≥
1
2
· (Ψ (πheavy) + Ψ (πlight))
≥
1− ǫ
2
· (Ψheavy (π
∗) + Ψlight (π
∗))
=
1− ǫ
2
·Ψ(π∗) .
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2.3 Algorithm for heavy contributions
In what follows, we present an O(nO(1/ǫ
2) · |I|)-time dynamic programming approach for com-
puting a permutation πheavy with a profit of Ψ(πheavy) ≥ (1− ǫ) ·Ψheavy(π
∗).
2.3.1 Preliminaries
The intuition behind our algorithm begins with the observation that, in order to compete against
Ψheavy(π
∗), we can safely eliminate items that are classified as light with respect to the interval
in which their completion time falls. While the remaining items will be shifted back in the
residual permutation, potentially being completed in a lower-index interval, each of them will
still be heavy. To formalize these notions, for a subset of items S ⊆ [n] and a permutation
π : S → [|S|], we say that the pair (S, π) is bulky if, for every k ∈ [K]0, all items with a
completion time in Ik are k-heavy, i.e., {i ∈ S : Cπ(i) ∈ Ik} ⊆ Hk. The next claim shows that
bulky pairs can attain a total profit of at least Ψheavy(π
∗).
Lemma 2.3. There exist a subset of items S ⊆ [n] and a permutation π : S → [|S|] such that
(S, π) is bulky and
∑
i∈S ϕπ(i) ≥ Ψheavy(π
∗).
Proof. With respect to the optimal permutation π∗, we define a new permutation π by elim-
inating, for every k ∈ [K]0, all items i ∈ Lk with Cπ∗(i) ∈ Ik. The subset S will consist
of the remaining items. To see why (S, π) is bulky, note that Cπ(i) ≤ Cπ∗(i) for any i ∈ S,
meaning that each such item is still heavy with respect to the interval that contains Cπ(i), since
H0 ⊇ · · · ⊇ HK . In terms of profit, the latter observation implies that, for every item i ∈ S,
ϕπ(i) = max {pi,t : t ∈ [T + 1] and Wt ≥ Cπ(i)}
≥ max {pi,t : t ∈ [T + 1] and Wt ≥ Cπ∗(i)}
= ϕπ∗(i) .
Summing the above inequality over all items in S, we have
∑
i∈S ϕπ(i) ≥
∑
i∈S ϕπ∗(i) =
Ψheavy(π
∗), where the latter equality holds since every eliminated item does not contribute
toward Ψheavy(π
∗) but rather toward Ψlight(π
∗).
Additional notation. For a bulky pair (S, π), we define its top index as top(S, π) = max{k ∈
[K]0 : {Cπ(i) : i ∈ S} ∩ Ik 6= ∅}, that is, the largest index of an interval that contains at least
one completion time. In addition, we define core(S) as the set of min{ 1
ǫ2
, |S|} heaviest items
in S, breaking ties by adding to core(S) small-index items before large-index ones. Finally, the
makespan of (S, π) corresponds to the maximum completion time of an item in S with respect
to the permutation π; in our case, this measure identifies with w(S).
2.3.2 The continuous dynamic program
The technical crux in restricting attention to bulky pairs will be exhibited through our dynamic
programming formulation. As formally explained below, by focusing on the dual objective of
makespan minimization, we prove the existence of a well-hidden optimal substructure within
the sequencing problem.
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States. Each state (k, ψk,Qk) of our dynamic program consists of the following parameters,
whose precise role will be clarified once their corresponding value function is presented:
• The index of the current interval k, taking values in [K]0.
• The total profit ψk collected thus far, due to items whose completion time falls in I0, . . . Ik.
For the time being, ψk will be treated as a continuous parameter, taking values in
[0,
∑
i∈[n]maxt∈[T ] pi,t].
• The core Qk of the set of items whose completion time falls in I0, . . . Ik. By definition of
core(·), this parameter is restricted to item sets of cardinality at most 1
ǫ2
.
It is important to emphasize that, since ψk is a continuous parameter, the dynamic programming
formulation below is still not algorithmic in nature, and should be viewed as a characterization
of optimal solutions. In Section 2.3.3, we explain how to discretize the parameter ψk to take
polynomially-many values while incurring only an ǫ-loss in profit.
Value function. The value function F (k, ψk,Qk) represents the minimum makespan w(S)
that can be attained over all bulky pairs (S, π) that satisfy the following conditions:
1. Top index: top(S, π) ≤ k.
2. Total profit: Ψ(π) ≥ ψk.
3. Core: core(S) = Qk.
For ease of presentation, we denote the collection of bulky pairs that meet conditions 1-
3 by Bulky(k, ψk,Qk). When the latter set is empty, we define F (k, ψk,Qk) = ∞. With
these definitions, Lemma 2.3 proves in retrospect the existence of a bulky pair (S, π) ∈
Bulky(K,Ψheavy(π
∗), core(S)) with F (K,Ψheavy(π
∗), core(S)) < ∞. Therefore, had we been
able to compute the maximal value ψ∗ that satisfies F (K,ψ∗,QK) < ∞ for some core QK
of at most 1
ǫ2
items, its corresponding bulky pair would have guaranteed a profit of at least
ψ∗ ≥ Ψheavy(π
∗).
Optimal substructure. To this end, we proceed by unveiling the optimal substructure that
allows us to compute the value function F by means of dynamic programming. In order to gain
ample intuition, suppose that (S, π) is a bulky pair that attains F (k, ψk,Qk). Then, we argue
that, by eliminating from S the set items Q whose completion time falls within the interval
Ik, one obtains a bulky pair that attains F (k − 1, ψk−1,Qk−1), where the residual profit ψk−1
is obtained by removing from ψk the contribution of items in Q and Qk−1 is an appropriately
chosen core.
Formally, suppose that Bulky(k, ψk,Qk) 6= ∅, and let (S, π) be a bulky pair that minimizes
w(S) over this set. Let Q = {i ∈ S : Cπ(i) ∈ Ik} be the set of items in S whose completion
time with respect to π falls in the interval Ik. Note that since top(S, π) ≤ k, completion times
cannot fall in Ik+1, . . . ,IK . We first argue that |Q| ≤
1
ǫ . To verify this claim, note that since
(S, π) is bulky, Q ⊆ Hk. As a result, every item in Q has a weight of at least ǫ
2 · (1 + ǫ)k, while
Ik = ((1 + ǫ)
k−1, (1 + ǫ)k], meaning that we necessarily have |Q| ≤ (1+ǫ)
k−(1+ǫ)k−1
ǫ2·(1+ǫ)k
≤ 1ǫ .
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Now, let us define the pair (Sˆ, πˆ), where Sˆ = S \ Q and πˆ : Sˆ → [|Sˆ|] is the permutation
where items in Sˆ follow their relative order in π, that is, for any pair of items i1 and i2, we
have πˆ(i1) < πˆ(i2) if and only if π(i1) < π(i2). In addition, let ψk−1 = [ψk −
∑
i∈Q ϕπ(i)]
+
and Qk−1 = core(Sˆ), where [x]
+ = max{x, 0}. These definitions directly ensure that (Sˆ, πˆ) ∈
Bulky(k − 1, ψk−1,Qk−1). Moreover, as we show next, (Sˆ, πˆ) forms an optimal solution with
respect to the latter state.
Lemma 2.4. w(Sˆ) = F (k − 1, ψk−1,Qk−1).
Proof. Suppose there exists some bulky pair (S˜, π˜) ∈ Bulky(k − 1, ψk−1,Qk−1) with w(S˜) <
w(Sˆ). We first claim that S˜∩Q = ∅. To verify this property, had there been an item i ∈ S˜∩Q, its
weight would satisfy wi ≥ ǫ
2 ·(1+ǫ)k, since Q ⊆ Hk. On the other hand, since top(S˜, π˜) ≤ k−1,
the completion times of all items in S˜ with respect to π˜ reside within the union of I0, . . . ,Ik−1,
which is the interval [0, (1 + ǫ)k−1], implying that w(S˜) ≤ (1 + ǫ)k−1. Therefore, since core(S˜)
is the set of min{ 1ǫ2 , |S˜|} heaviest items in S˜, regardless of how ties are broken we must have
i ∈ core(S˜). We have just arrived at a contradiction: Since core(S˜) = Qk−1 = core(Sˆ) =
core(S \Q), it follows that i /∈ Q.
Knowing that S˜ ∩ Q = ∅, we can extend the permutation π˜ : S˜ → [|S˜|] to S˜+ = S˜ ∪ Q
by appending the set of items Q in exactly the same order as they appear in π. Letting
π˜+ : S˜+ → [|S˜+|] be the resulting permutation, we next argue that (S˜+, π˜+) is in fact a feasible
solution to precisely the same subproblem with respect to which which (S, π) is optimal. The
proof of this structural result is provided in Appendix A.1.
Claim 2.5. (S˜+, π˜+) ∈ Bulky(k, ψk,Qk).
We have just arrived at a contradiction to the fact that (S, π) minimizes w(S) over the set
Bulky(k, ψk,Qk), by observing that w(S˜
+) = w(S˜) + w(Q) < w(Sˆ) +w(Q) = w(S).
Recursive equations. In light of this structural characterization, to obtain a recursive equa-
tion for F (k, ψk,Qk), it suffices to “guess” the collection of items Q, their internal permutation
πQ, the residual profit requirement ψk−1, and the resulting core Qk−1. Formally, F (k, ψk,Qk)
is given by minimizing F (k − 1, ψk−1,Qk−1) + w(Q) over all choices of Q, πQ, ψk−1, and Qk−1
that simultaneously satisfy the following conditions:
1. Top index: F (k − 1, ψk−1,Qk−1) + w(Q) ≤ (1 + ǫ)
k. This constraint ensures that, with
the addition of Q, all items can still be packed within I0, . . . ,Ik.
2. Total profit: ψk−1 ≥ [ψk −
∑
i∈Q ϕ
 
πQ
(i)]+, where the term ϕ πQ(i) denotes the profit of
item i with respect to the permutation πQ, when its completion time is increased by
F (k − 1, ψk−1,Qk−1). This constraint guarantees that, by appending πQ, we obtain a
total profit of at least ψk.
3. Core: Qk−1 ∩ Q = ∅, core(Qk−1 ∪ Q) = Qk, Q ⊆ Hk, and |Q| ≤
1
ǫ . These constraints
ensure a correct core update as a result of adding the item set Q, where the latter set
consists of at most 1ǫ items, each restricted to being k-heavy. To better understand the
requirement core(Qk−1∪Q) = Qk, note that the core resulting from the addition of Q can
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be computed without a complete knowledge of all previously packed items, as all those
outside the current core Qk−1 are irrelevant for this purpose (i.e., too light to be one of
the 1
ǫ2
heaviest).
2.3.3 Discretization and final algorithm
As previously mentioned, due to the continuity of the profit requirement ψk, it remains to
propose an appropriate discretization of this parameter, so that we obtain a polynomially-sized
state space with only negligible loss in profit.
The discrete program F˜ . To this end, we alter the underlying state space of our dynamic
program, by restricting the continuous parameter ψk to a finite set of values, Dψ = {d ·
ǫpmax
n :
d ∈ [n
2
ǫ ]0}. Here, pmax is the maximum profit attainable by any single item, i.e., pmax =
max{pit : i ∈ [n], t ∈ [T ], and wi ≤ Wt}. We make use of F˜ (k, ψk, Qk) to designate the value
function F restricted to the resulting set of states, and similarly, B˜ulky(k, ψk,Qk) will stand
for the collection of bulky pairs that meet conditions 1-3. As a side note, beyond the additional
restriction on ψk, both F˜ and B˜ulky are defined identically to F and Bulky.
Analysis. We remind the reader that, in Section 2.3.2, the quantity ψ∗ was defined as the
maximal value satisfying F (K,ψ∗,QK) < ∞ for some core QK of at most
1
ǫ2
items, noting
that its corresponding bulky pair guarantees a profit of at least ψ∗ ≥ Ψheavy(π
∗). In order to
establish a parallel claim with respect to the discretized program F˜ , we prove in Lemma 2.6 a
lower bound of (1 − ǫ) · ψ∗ on the analogous quantity ψ˜ that satisfies F˜ (K, ψ˜,QK) < ∞; the
proof is provided in Appendix A.2. It follows that our dynamic program computes a bulky pair
(S, π) in which the permutation π has a profit of Ψ(π) ≥ ψ˜ ≥ (1− ǫ) · ψ∗ ≥ (1− ǫ) ·Ψheavy(π
∗).
Lemma 2.6. There exists a value ψ˜ ∈ Dψ such that ψ˜ ≥ (1−ǫ)·ψ
∗ and such that F˜ (K, ψ˜,QK) <
∞ for some core QK .
Running time. We first observe that the function F˜ (k, ψk,Qk) needs to be evaluated over
O(nO(1/ǫ
2) · |I|) possible states. Indeed, there are O(K) choices for the interval index k, where
by definition, K = ⌈log1+ǫ(
∑
i∈[n]wi)⌉ = O(
|I|
ǫ ). As for the profit parameter ψk, following its
restriction to the set Dψ, we ensure that ψk takes only |Dψ | = O(
n2
ǫ ) values. Finally, since the
core Qk ⊆ [n] consists of at most
1
ǫ2
items, there are only O(nO(1/ǫ
2)) subsets to consider.
Now, evaluating each state requires minimizing the restricted function F˜ (k−1, ψk−1,Qk−1)+
w(Q) over all choices of Q, πQ, ψk−1, and Qk−1 that simultaneously satisfy conditions 1-3 of
the recursive equations (see Section 2.3.2). In this context, the number of joint configurations
for these parameters is O(nO(1/ǫ
2)). Specifically, the profit parameter ψk−1 and the core Qk−1
respectively take O(n
2
ǫ ) and O(n
O(1/ǫ2)) values as before. In addition, the number of choices for
the augmenting set Q is O(nO(1/ǫ)), due to being comprised of at most 1ǫ items, and there are
only O((1ǫ )
O(1/ǫ)) permutations πQ of these items. To summarize, we incur an overall running
time of O(nO(1/ǫ
2) · |I|).
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2.4 Algorithm for light contributions
In this section, we construct a suitably-defined instance of the maximum generalized assignment
problem, intended to compete against Ψlight(π
∗). We show that, when applied to this highly-
structured instance, the LP-based algorithm of Shmoys and Tardos (1993) can be leveraged to
identify in O(( |I|ǫ )
O(1)) time a permutation πlight with a profit of Ψ(πlight) ≥ (1−13ǫ) ·Ψlight(π
∗).
2.4.1 Instance construction
Intuition. The general intuition behind our construction resides in viewing the intervals
I1, . . . ,IK−1 as distinct buckets, to which items should be assigned subject to capacity con-
straints. Clearly, this perspective lacks the extra flexibility of the sequencing formulation, where
items may be crossing between multiple successive intervals. In addition, any item-to-bucket
assignment has to be associated with a specific profit a-priori, whereas the sequencing-related
profits depend on the exact completion time of each item. As explained in the sequel, our
approach bypasses the first obstacle by focusing on light items, for which greedy repacking of
rounded solutions will be argued to be near-optimal. In regard to the second obstacle, we will
allow seemingly unattainable profits, showing that appropriately scaled fractional solutions can
be rounded to attain these profits up to negligible loss in optimality.
The construction. Guided by this intuition, we define an instance of the maximum gener-
alized assignment problem as follows:
• Buckets: For every k ∈ [K − 1], we set up a bucket Bk. The capacity of this bucket is
capacity(Bk) = (1+ ǫ)
k− (1+ ǫ)k−1, i.e., precisely the length of the interval Ik. It is worth
mentioning that there are no buckets corresponding to the intervals I0 and IK .
• Items: The set of items is still [n], where each item has a weight of wi.
• Allowed assignments and profits: An item i can be assigned to bucket Bk only when i is
(k + 1)-light. For such an assignment, our profit is qik = max{pi,t : t ∈ [T + 1] and Wt ≥
(1 + ǫ)k}.
The goal is to compute a capacity-feasible assignment whose total profit is maximized.
IP formulation. Moving forward, it is instructive to represent this instance through its
standard integer programming formulation:
max
∑
i∈[n]
∑
k∈[K−1]:i∈Lk+1
qikxik
s.t.
∑
k∈[K−1]:i∈Lk+1
xik ≤ 1 ∀ i ∈ [n]
∑
i∈Lk+1
wixik ≤ capacity(Bk) ∀ k ∈ [K − 1]
xik ∈ {0, 1} ∀ k ∈ [K − 1], i ∈ Lk+1
(IP)
In this formulation, each decision variable xik indicates whether item i is assigned to bucket
Bk. The first constraint guarantees that every item is assigned to at most one bucket, and the
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second constraint ensures that the total weight of the items assigned to each bucket fits within
its capacity. The next lemma shows that any feasible assignment can be efficiently mapped to
a permutation for our sequencing formulation that collects at least as much profit; the proof is
provided in Appendix A.3.
Lemma 2.7. Any feasible solution x to (IP) can be translated in O(nK) time to a permutation
πx : [n]→ [n] satisfying Ψ(πx) ≥
∑
i∈[n]
∑
k∈[K−1]:i∈Lk+1
qikxik.
LP-relaxation and lower bound. The linear relaxation of this integer program, (LP), is
obtained by replacing the integrality constraints xik ∈ {0, 1} with non-negativity constraints,
xik ≥ 0. The next lemma relates the resulting fractional optimum to Ψlight(π
∗).
Lemma 2.8. OPT(LP) ≥ (1− 5ǫ) ·Ψlight(π
∗).
Proof. In order to derive the desired bound, we prove that (LP) has a feasible fractional
solution x with an objective value of at least (1−5ǫ) ·Ψlight(π
∗). To this end, let C∗k = {i ∈ Lk :
Cπ∗(i) ∈ Ik} be the subset of k-light items whose completion time with respect to the optimal
permutation π∗ falls in Ik. With this notation, recall that
Ψlight(π
∗) =
∑
k∈[K]0
∑
i∈C∗k
ϕπ∗(i) =
K∑
k=2
∑
i∈C∗k
ϕπ∗(i) , (2)
where the second equality follows by observing that completion times cannot fall in either of the
intervals I0 and I1, since their union is [0, 2 + ǫ] whereas wmin = 3, by our initial assumption
in Section 2.2.
We define a fractional solution x to (LP) by setting xi,k−1 = 1−5ǫ for every 2 ≤ k ≤ K and
i ∈ C∗k ; all other variables take zero values. To verify the feasibility of this solution, note that
we clearly have
∑
k∈[K−1]:i∈Lk+1
xik ≤ 1 for every item i ∈ [n]. As for the capacity constraints,
for every 2 ≤ k ≤ K,
∑
i∈[n]
wixi,k−1 = (1− 5ǫ) ·
∑
i∈C∗k
wi
≤ (1− 5ǫ) ·
(
(1 + ǫ)k − (1 + ǫ)k−1 + ǫ2 · (1 + ǫ)k
)
≤ (1− 5ǫ) · (1 + 5ǫ) ·
(
(1 + ǫ)k−1 − (1 + ǫ)k−2
)
≤ capacity (Bk−1) .
Here, the first inequality holds since all items in C∗k have completion times in Ik, implying that
their total weight is upper bounded by the length (1 + ǫ)k − (1 + ǫ)k−1 of this interval plus the
maximum weight of any item in C∗k , which is at most ǫ
2 · (1 + ǫ)k due to being k-light. The
second inequality can easily be verified to hold for every ǫ ∈ (0, 1).
Consequently, the fractional optimum can be lower-bounded by the objective function of x,
to obtain
OPT(LP) ≥
∑
i∈[n]
∑
k∈[K−1]:i∈Lk+1
qikxik
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= (1− 5ǫ) ·
K∑
k=2
∑
i∈C∗k
qi,k−1
≥ (1− 5ǫ) ·
K∑
k=2
∑
i∈C∗k
ϕπ∗(i)
= (1− 5ǫ) ·Ψlight(π
∗) ,
where the last equality is precisely (2). To understand the second inequality, note that for every
item i ∈ C∗k ,
ϕπ∗(i) = max {pi,t : t ∈ [T + 1] and Wt ≥ Cπ∗(i)}
≤ max
{
pi,t : t ∈ [T + 1] and Wt ≥ (1 + ǫ)
k−1
}
= qi,k−1 ,
where the above inequality holds since Cπ∗(i) ≥ (1 + ǫ)
k−1.
2.4.2 Employing the Shmoys-Tardos algorithm
The rounding algorithm. We proceed by utilizing the LP-rounding approach of
Shmoys and Tardos (1993, Sec. 2), which was originally proposed for the minimum generalized
assignment problem. Specifically, given an optimal fractional solution to the linear program
(LP), their algorithm computes an integral vector xˆ that satisfies the following properties:
1. Objective value: xˆ has a super-optimal objective value, i.e.,
∑
i∈[n]
∑
k∈[K−1]:i∈Lk+1
qikxˆik ≥ OPT(LP) . (3)
2. Item assignment: xˆ assigns each item to at most one bucket, namely,
∑
k∈[K−1]:i∈Lk+1
xˆik ≤
1 for every i ∈ [n].
3. Fixable capacity: For every bucket Bk, if its capacity is violated (i.e.,
∑
i∈Lk+1
wixˆik >
capacity(Bk)), there exists a single infeasibility item iinf(k) with xˆiinf(k),k = 1 whose removal
restores the feasibility of that bucket, i.e.,
∑
i∈Lk+1
wixˆik − wiinf(k) ≤ capacity(Bk) . (4)
Restoring feasibility with negligible profit loss. Given the above-mentioned properties,
a feasible integral solution can obviously be obtained by eliminating the infeasibility item of
each bucket with violated capacity. However, this straightforward approach may decrease the
objective value by a non-ǫ-bounded factor. Instead, the final step of our algorithm greedily
defines an integral solution xˆ− ≤ xˆ which is feasible for (IP) and has an objective value of at
least (1− 8ǫ) ·OPT(LP). To this end, for every bucket Bk whose capacity is not violated by xˆ,
we simply have xˆ−ik = xˆik for all i ∈ Lk+1. In contrast, for every bucket Bk whose capacity is
violated, we proceed as follows:
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• Let i1, . . . , iM be an indexing of the set {i ∈ Lk+1 : xˆik = 1} such that
qi1,k
wi1
≥ · · · ≥
qiM ,k
wiM
.
• Let µ be the maximal index for which
∑
m∈[µ]wim ≤ capacity(Bk).
• Then, our solution sets xˆ−i1,k = · · · = xˆ
−
iµ,k
= 1 and xˆ−ik = 0 for any other item. Clearly,
xˆ−ik ≤ xˆik for all i ∈ Lk+1.
The next claim shows that the profit collected by xˆ− nearly matches the fractional optimum.
Lemma 2.9.
∑
i∈[n]
∑
k∈[K−1]:i∈Lk+1
qikxˆ
−
ik ≥ (1− 8ǫ) ·OPT(LP).
Proof. Recall that the super-optimality property of xˆ, as stated in (3), corresponds to having∑
i∈[n]
∑
k∈[K−1]:i∈Lk+1
qikxˆik ≥ OPT(LP). Therefore, by changing the order of summation, we
can establish the desired claim by proving that
∑
i∈Lk+1
qikxˆ
−
ik ≥ (1 − 8ǫ) ·
∑
i∈Lk+1
qikxˆik for
every k ∈ [K − 1]. Moreover, since one has xˆ−·k = xˆ·k with respect to buckets whose capacity is
not violated by xˆ, it remains to focus on violated buckets.
For such buckets, we first observe that, by the maximality of µ,
∑
m∈[µ]
wim > capacity (Bk)− wiµ+1 ≥ (1− 4ǫ) · capacity(Bk) , (5)
where the second inequality holds since iµ+1 ∈ Lk+1, and therefore wiµ+1 ≤ ǫ
2 · (1 + ǫ)k+1 ≤
4ǫ · ((1 + ǫ)k − (1 + ǫ)k−1) = 4ǫ · capacity(Bk) for ǫ ∈ (0, 1). On the other hand,
∑
m∈[M ]
wim =
∑
i∈Lk+1
wixˆik
≤ capacity(Bk) + wiinf(k)
≤ (1 + 4ǫ) · capacity(Bk) , (6)
where the equality follows from how the indices i1, . . . , iM were defined, the first inequality
is precisely the fixable capacity property of xˆ (see (4)), and the second inequality holds since
wiinf(k) ≤ 4ǫ · capacity(Bk), as explained earlier for wiµ+1 . Consequently,
∑
i∈Lk+1
qikxˆ
−
ik =
∑
m∈[µ]
qim,k
≥
∑
m∈[µ] wim∑
m∈[M ]wim
·
∑
m∈[M ]
qim,k
≥
1− 4ǫ
1 + 4ǫ
·
∑
m∈[M ]
qim,k
≥ (1− 8ǫ) ·
∑
i∈Lk+1
qikxˆik ,
where the first inequality holds since
qi1,k
wi1
≥ · · · ≥
qiM ,k
wiM
, and the second inequality is obtained
by plugging in (5) and (6).
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Performance guarantee. We conclude by noting that, since xˆ− is a feasible solution to (IP),
Lemma 2.7 allows us to construct a permutation πlight with an overall profit of
Ψ(πlight) ≥
∑
i∈[n]
∑
k∈[K−1]:i∈Lk+1
qikxˆ
−
ik
≥ (1− 8ǫ) ·OPT(LP)
≥ (1− 13ǫ) ·Ψlight(π
∗) ,
where the second and third inequalities follow from Lemmas 2.9 and 2.8, respectively.
From a running time perspective, the computational bottleneck of our approach is the
Shmoys-Tardos algorithm (1993). As the latter is applied to a maximum generalized assignment
instance consisting of n items and O(K) = O( |I|ǫ ) buckets, it requires O((
|I|
ǫ )
O(1)) time in total.
Beyond that, restoring the feasibility of xˆ and translating the resulting solution xˆ− back to a
permutation can both be implemented in O((nK)O(1)) time.
3 QPTAS for Bounded Weight Ratio
In this section, we develop an approximation scheme for the generalized incremental knapsack
problem by embedding our LP-based approach for competing against light contributions within
a self-improving algorithm. As formally stated in Theorem 3.1 below, the running time of this
algorithm will be exponentially-dependent on log(n · wmaxwmin ), meaning that it provides a quasi-
polynomial time approximation scheme (QPTAS) when the ratio between the extremal item
weights is polynomial in the input size. In Section 4, these ideas will be exploited within an
approximate dynamic programming framework to derive a true QPTAS, without making any
assumptions on the ratio wmaxwmin .
Theorem 3.1. For any accuracy level ǫ ∈ (0, 1), the generalized incremental knapsack problem
can be approximated within a factor of 1− ǫ in time O((nT )
O( 1
ǫ5
·log(n·wmax
wmin
))
· |I|O(1)).
Outline. As an instructive step, we dedicate Section 3.1 to explaining how, given any feasible
chain, one can define a residual instance on the remaining (non-inserted) items. In this context,
we establish a number of structural properties that relate between the solution spaces of the
original and residual instances, which will be useful moving forward. As explained in Section 3.2,
the basic idea behind our “self-improving” algorithm resides in arguing that, given a black-box
α-approximation for the generalized incremental knapsack problem, efficient guessing methods
can be utilized to construct a solution that optimally competes against heavy contributions, and
simultaneously, α-competes against light contributions. In Section 3.3, we combine this result
with our near-optimal algorithm for light contributions and attain a performance guarantee of
1
2−α , up to lower-order terms. Repeated applications of these α 7→
1
2−α improvements will be
shown to obtain a (1− ǫ)-fraction of the optimal profit within O(1ǫ ) rounds. It is important to
mention that each such application by itself incurs an exponential dependency on log(n · wmaxwmin ),
meaning that the results of this section are incomparable to those stated in Theorem 2.1, where
the running time involved is truly polynomial for any fixed ǫ > 0.
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3.1 Residual instances and their properties
Instance representation. Due to working with modified instances in subsequent sections,
we will designate the underlying set of items in a given instance by N . As before, each item
i ∈ N is associated with a weight of wi, each time period t ∈ [T ] has a capacity of Wt, and we
gain a profit of pit for introducing item i in period t. That said, what differentiates between
one instance and the other are two ingredients: The item set N and the time period capacities
W = (W1, . . . ,WT ) with respect to which these instances are defined. It is important to point
out that, regardless of the instance being considered, the item weights wi, the number of time
periods T , and the item-to-period profits pit will be kept unchanged. For these reasons, we
denote a generalized incremental knapsack instance simply by I = (N ,W ).
The |G-operator. In the following, we introduce additional definitions, notation, and struc-
tural properties related to modified instances and their solution space. For a pair of chains,
S = (S1, . . . , ST ) and G = (G1, . . . , GT ), we define the union of S and G as S ∪ G =
(S1 ∪ G1, . . . , ST ∪ GT ), which is clearly a chain itself. For a chain S and a subset of items
G ⊆ N , we denote by S|G the restriction of S to G, namely, S|G = (S1 ∩ G, . . . , ST ∩ G); one
can easily verify that S|G is a chain as well. The next claim, whose straightforward proof is
omitted, establishes the feasibility of S|G whenever S is feasible.
Observation 3.2. Let S be a feasible chain for I. Then, for any set of items G ⊆ N , the
chain S|G is feasible as well.
The residual instance. Given a feasible chain G = (G1, . . . , GT ) for an instance I = (N ,W ),
we define the residual generalized incremental knapsack instance I−G = (N−G ,W−G) as follows:
• The new set of items is N−G = N \ GT . Namely, we eliminate all items that were
introduced at any point in time by G.
• The residual capacity of every time t ∈ [T ] is set to W−Gt = mint≤τ≤T (Wτ − w(Gτ )).
• As previously mentioned, all item weights and profits remain unchanged.
To verify that the residual instance I−G is well defined, it suffices to show that the residual
capacities W−G are non-negative and non-decreasing over time. The former property holds
since w(Gt) ≤Wt for every t ∈ [T ], by feasibility of G. The latter property follows by observing
that
W−Gt = min
t≤τ≤T
(Wτ −w(Gτ )) ≤ min
t+1≤τ≤T
(Wτ − w(Gτ )) =W
−G
t+1 .
The next two claims, whose respective proofs appear in Appendices B.1 and B.2, explain the
relationship between the solution spaces of the original instance I and its residual instance I−G.
For our purposes, the main implication of this relationship will be that, whenever we are able
to “guess” a chain G = S∗|G, where S
∗ is an optimal chain for I, it suffices to focus on solving
the residual instance I−G. With an appropriate guess for the set of items G, this property will
be a key idea within the approximation scheme we devise in the remainder of this section.
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Lemma 3.3. Let G be a feasible chain for I and let R be a feasible chain for I−G. Then, G∪R
is a feasible chain for I with profit Φ(G ∪ R) = Φ(G) + Φ(R).
Lemma 3.4. Let S be a feasible chain for I and let G = S|G, for some set of items G ⊆ N .
Then, S|N\G is a feasible chain for I
−G with profit Φ(S|N\G) = Φ(S) − Φ(G). Moreover, if S
is optimal for I, then S|N\G is optimal for I
−G.
3.2 The boosting algorithm
Given a generalized incremental knapsack instance I = (N ,W ), let us focus our attention on a
fixed optimal chain S∗. As argued in Lemma 2.2, this chain can be mapped to a permutation
πS∗ : N → [|N |] whose objective value with respect to the corresponding sequencing formulation
is Ψ(πS∗) ≥ Φ(S
∗). By decomposing the overall profit Ψ(πS∗) into heavy and light contributions,
as prescribed by Equation (1), we have:
Ψ(πS∗) =
∑
k∈[K]0
∑
i∈Hk:
CπS∗
(i)∈Ik
ϕπS∗ (i)
︸ ︷︷ ︸
Ψheavy(πS∗)
+
∑
k∈[K]0
∑
i∈Lk:
CπS∗
(i)∈Ik
ϕπS∗ (i)
︸ ︷︷ ︸
Ψlight(πS∗)
. (7)
As a side note, similarly to Section 2, we assume without loss of generality that wmin ≥ 3.
Given these quantities, for αH , αL ∈ [0, 1], we say that an algorithm A guarantees an (αH , αL)-
approximation with respect to S∗ when it computes a feasible chain S with Φ(S) ≥ αH ·
Ψheavy(πS∗)+αL ·Ψlight(πS∗). We mention in passing that this definition depends on the specific
permutation πS∗, and is generally different from the standard notion of an α-approximation,
where the chain S is required to satisfy Φ(S) ≥ α · Φ(S∗).
From α-approximation to (1, α)-approximation. In what follows, we show how to boost
the profit performance of any approximation algorithm for the generalized incremental knapsack
problem. For every α ∈ [0, 1], we explain how to combine a black-box α-approximation with
further guesses for the positioning of heavy items with respect to the permutation πS∗ in order
to derive a (1, α)-approximation, incurring an extra multiplicative factor of O((nT )O(
1
ǫ2
log(nρ)))
in running time, where ρ = wmaxwmin . This result can be formally stated as follows.
Lemma 3.5. Suppose that the algorithm A constitutes an α-approximation for generalized
incremental knapsack, for some α ∈ [0, 1]. Then, there exists a (1, α)-approximation whose
running time is O((nT )O(
1
ǫ2
log(nρ)) · TimeA(n, T )). Here, TimeA(n, T ) designates the worst-
case running time of A for instances with n items and T time periods.
Preliminaries. We remind the reader that Section 2.2 has previously defined the intervals
I0 = [0, 1) and Ik = ((1 + ǫ)
k−1, (1 + ǫ)k] for k ∈ [K], where K = ⌈log1+ǫ(
∑
i∈[n]wi)⌉. In this
regard, an item i is k-heavy when wi ≥ ǫ
2 · (1+ ǫ)k, with the convention that Hk stands for the
collection of k-heavy items. Let G∗heavy be the set of items that are heavy for the interval that
contains their completion time with respect to the permutation πS∗, i.e., G
∗heavy =
⋃
k∈[K]0
{i ∈
Hk : CπS∗ (i) ∈ Ik}. The following lemma, whose proof appears in Appendix B.3, provides an
upper bound on the cardinality of this set.
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Lemma 3.6. |G∗heavy| ≤ 3 log(nρ)ǫ2 .
We proceed by considering the restriction of the optimal chain S∗ to the set of items G∗heavy,
which will be denoted by H∗ = S∗|G∗heavy . By Observation 3.2, H
∗ is a feasible chain for I.
The next lemma, whose proof can be found in Appendix B.4, relates between the profit of this
chain and heavy contributions with respect to the permutation πS∗ .
Lemma 3.7. Φ(H∗) = Ψheavy(πS∗).
The algorithm. At a high level, our algorithm relies on “knowing” the restricted chain H∗
in advance, which will be justified by guessing all items in G∗heavy and their insertion times
with respect to the optimal chain S∗. This procedure will be implemented by enumerating
over all possible configurations of these parameters. For each such guess, we construct the
residual generalized incremental knapsack instance, to which the α-approximation algorithm A
is applied. Formally, given an instance I = (N ,W ) and an error parameter ǫ > 0, we proceed
as follows:
1. For every feasible chain G = (G1, . . . , GT ) with |GT | ≤
3 log(nρ)
ǫ2
:
(a) Construct the residual instance I−G.
(b) Apply the algorithm A to obtain an α-approximate feasible chain S−G =
(S−G1 , . . . , S
−G
T ) for I
−G.
2. Return the chain G∗ ∪ S−G
∗
of maximum profit among those considered above.
Analysis: Feasibility and running time. We first observe that, for any feasible chain G
constructed in step 1, since S−G is a feasible chain for I−G, the feasibility of G ∪ S−G for I
follows by Lemma 3.3. In terms of running time, we are considering only chains that introduce
at most 3 log(nρ)
ǫ2
items over all time periods. Thus, the number of chains being enumerated
is O((nT )O(
1
ǫ2
log(nρ))). For each residual instance, consisting of T time periods and at most
n items, we apply the algorithm A once, implying that the overall running time is indeed
O((nT )O(
1
ǫ2
log(nρ)) · TimeA(n, T )).
Analysis: (1, α)-approximation guarantee. We conclude the proof of Lemma 3.5 by ar-
guing that G∗ ∪ S−G
∗
is a (1, α)-approximate chain with respect to S∗ for the original instance
I.
Lemma 3.8. Φ(G∗ ∪ S−G
∗
) ≥ Ψheavy(πS∗) + α ·Ψlight(πS∗).
Proof. We begin by observing that the feasible chain H∗ = S∗|G∗heavy is one of those considered
in step 1. To verify this claim, note that |G∗heavy| ≤ 3 log(nρ)ǫ2 by Lemma 3.6, meaning that H
∗
introduces at most that many items across all time periods. As a result, since the chain G∗∪S−G
∗
attains a maximum profit among those considered, we have Φ(G∗∪S−G
∗
) ≥ Φ(H∗∪S−H
∗
), and
it remains to prove that Φ(H∗ ∪ S−H
∗
) ≥ Ψheavy(πS∗) + α ·Ψlight(πS∗).
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For this purpose, let L∗ = S∗|N\G∗heavy be the restriction of S
∗ to the set N \G∗heavy , which
is a feasible chain for I by Observation 3.2. We next show that Φ(L∗) = Ψlight(πS∗). In order
to derive this claim, note that since L∗T and H
∗
T are disjoint and S
∗ = H∗ ∪ L∗, it follows that
Φ(L∗) = Φ(S∗)−Φ(H∗)
= Φ(S∗)−Ψheavy(πS∗)
= Ψ(πS∗)−Ψheavy(πS∗)
= Ψlight(πS∗) ,
where the second equality holds due to Lemma 3.7, the third equality is obtained by recalling
that Ψ(πS∗) = Φ(S
∗), as shown along the proof of Lemma 3.7, and the last equality follows
from the profit decomposition (7).
However, the crucial observation is that L∗ is a feasible chain for the residual instance I−H
∗
,
by Lemma 3.4. Consequently, since the algorithm A computes an α-approximate feasible chain
S−H
∗
for the latter instance, Φ(S−H
∗
) ≥ α · Φ(L∗) = α ·Ψlight(πS∗), implying that H
∗ ∪ S−H
∗
indeed has a profit of Φ(H∗ ∪ S−H
∗
) = Φ(H∗) + Φ(S−H
∗
) ≥ Ψheavy(πS∗) + α ·Ψlight(πS∗).
3.3 The ratio improvement and final algorithm
We proceed by revealing the self-improving feature of our approach, by showing that a (1, α)-
approximation for generalized incremental knapsack leads in turn to a 1−δ2−α -approximation, when
combined with our algorithm for light items, presented in Section 2.4. We will then show how
to recursively apply this self-improving idea to eventually derive an approximation scheme.
Lemma 3.9. Suppose that, for some α ∈ [0, 1], the algorithm A constitutes an α-approximation.
Then, for any accuracy level δ > 0, the generalized incremental knapsack problem can be ap-
proximated within factor 1−δ2−α in time O((nT )
O( 1
δ2
log(nρ)) · TimeA(n, T ) + (
|I|
ǫ )
O(1)).
Proof. As explained in Section 3.2, the optimal chain S∗ can be mapped to a permutation
πS∗ whose overall profit Ψ(πS∗) decomposes into heavy and light contributions, Ψ(πS∗) =
Ψheavy(πS∗) + Ψlight(πS∗). Now, on the one hand, Lemma 3.5 provides us with a (1, α)-
approximation in O((nT )O(
1
δ2
log(nρ)) · TimeA(n, T )) time. That is, we obtain a feasible chain
S(1,α) with Φ(S(1,α)) ≥ Ψheavy(πS∗) + α · Ψlight(πS∗). On the other hand, the main result of
Section 2.4 allows us to compute in O(( |I|ǫ )
O(1)) time a permutation πlight with a profit of
Ψ(πlight) ≥ (1 − δ) · Ψlight(πS∗). By converting this permutation to a feasible chain S(0,1−δ)
along the lines of Lemma 2.2, we clearly obtain a (0, 1 − δ)-approximation, meaning that
Φ(S(0,1−δ)) ≥ (1 − δ) · Ψlight(πS∗). Our combined approach independently employs both algo-
rithms and returns the more profitable of the two feasible chains computed, S(1,α) and S(0,1−δ),
to obtain a profit of
max
{
Φ(S(1,α)),Φ(S(0,1−δ))
}
≥ max {Ψheavy(πS∗) + α ·Ψlight(πS∗), (1− δ) ·Ψlight(πS∗)}
≥
1
2− α
· (Ψheavy(πS∗) + α ·Ψlight(πS∗))
+
(
1−
1
2− α
)
· (1− δ) ·Ψlight(πS∗)
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≥
1− δ
2− α
· (Ψheavy(πS∗) + Ψlight(πS∗))
=
1− δ
2− α
·Ψ(πS∗)
≥
1− δ
2− α
· Φ(S∗),
where the last inequality follows from Lemma 2.2.
The final approximation scheme. We conclude by explaining how our α 7→ 1−δ2−α improve-
ment, outlined in Lemma 3.9, can be iteratively applied to derive an approximation scheme for
the generalized incremental knapsack problem, thereby sealing the proof of Theorem 3.1.
For the purpose of ensuring a (1 − ǫ)-fraction of the optimal profit, we will set the error
tolerance δ in Lemma 3.9 as a function of ǫ, where the exact dependency will be determined later
on. Given this self-improving result, we define a sequence of algorithms A0,A1, . . . , with the
convention that the approximation ratio of each such algorithm Ar is denoted by αr. Specifically,
this sequence begins with the trivial algorithm A0 that returns an empty solution (∅, . . . , ∅),
meaning that α0 = 0. Then, by applying Lemma 3.9 with respect to A0, we obtain the
algorithm A1, for which α1 =
1−δ
2 . Subsequently, by a similar application with respect to A1,
we obtain A2, with α2 =
1−δ
2−α1
. In general, for every integer r ≥ 1, the resulting algorithm Ar
guarantees an approximation ratio of αr =
1−δ
2−αr−1
. The next lemma, whose proof is presented
in Appendix B.5, provides a closed-form lower bound on αr.
Lemma 3.10. αr ≥
r
r+1 − rδ, for every r ≥ 0.
By choosing an error tolerance of δ = ǫ
2
2 , the above lemma implies that ⌈
2
ǫ ⌉ self-
improving rounds produce an algorithm A⌈ 2
ǫ
⌉ for computing a feasible chain S with a profit
of Φ(S) ≥ ( ⌈2/ǫ⌉⌈2/ǫ⌉+1 − ⌈
2
ǫ ⌉ ·
ǫ2
2 ) · Φ(S
∗) ≥ (1 − ǫ) · Φ(S∗), thereby deriving the approximation
guarantee of Theorem 3.1. Furthermore, it is not difficult to verify that algorithm A⌈ 2
ǫ
⌉ runs in
O((nT )O(
1
ǫ5
·log(nρ)) · |I|O(1)) time, by induction on r.
4 QPTAS for General Instances
Thus far, we have developed an approximation scheme whose running time includes an expo-
nential dependency on log(n · wmaxwmin ), leading to a quasi-PTAS for problem instances where the
ratio wmaxwmin is polynomial in the input size. In what follows, we show how to obtain a true
quasi-PTAS, without mitigating assumptions on wmaxwmin .
Theorem 4.1. For any accuracy level ǫ ∈ (0, 1), the generalized incremental knapsack problem
can be approximated within a factor of 1− ǫ in time O(|I|O((
1
ǫ
log |I|)O(1))).
4.1 Technical overview
Step 1: Creating a well-spaced instance. We begin by slightly altering a given instance
I = (N ,W ), with the objective of creating nearly-ideal circumstances for the approximation
scheme of Section 3 to operate, losing negligible profits along the way. For this purpose, given
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an error parameter ǫ > 0, we say that the instance I is well-spaced when its set of items N can
be partitioned into clusters C1, . . . , CM satisfying the following properties:
1. Weight ratio within clusters: For every m ∈ [M ], the weights of any two items in cluster
Cm differ by a multiplicative factor of at most n
1/ǫ.
2. Weight gap between clusters: For every m1,m2 ∈ [M ] with m1 < m2, the weight of any
item in cluster Cm2 is greater than the weight of any item in cluster Cm1 by a multiplicative
factor of at least n1+(m2−m1−1)/ǫ.
In Section 4.2, we show that one can efficiently identify a subset of items over which the
induced instance is well-spaced, while still admitting a near-optimal solution. We derive this
result, as formally stated below, through an application of the shifting method (see, for instance,
(Hochbaum and Maass, 1985; Baker, 1994)).
Lemma 4.2. There exists an item set Nspaced ⊆ N for which Ispaced = (Nspaced,W ) is a well-
spaced instance, whose optimal chain Sspaced guarantees a profit of Φ(Sspaced) ≥ (1− ǫ) ·Φ(S
∗).
Such a set can be determined in O((n/ǫ)O(1)) time.
Step 2: Proving the sparse-crossing property. For simplicity of notation, we assume
from this point on that the instance I = (N ,W ) is well-spaced, with clusters C1, . . . , CM . Now
suppose that the optimal permutation π∗ for the sequencing-based formulation of this instance
was known to be “crossing-free”, namely, items belonging to cluster C1 appear first in π
∗,
followed by those belonging to cluster C2, so on and so forth. In other words, a left-to-right scan
of the permutation π∗ reveals that it is weakly-increasing by cluster. In this ideal situation,
the approximation scheme we propose in Section 3 can be sequentially employed to the clusters
C1, . . . , CM in increasing order. This way, we would have obtained a (1 − ǫ)-approximation in
truly quasi-polynomial time, since the extremal weight ratio within each cluster is n1/ǫ-bounded,
by property 1.
Unfortunately, elementary examples show that an optimal permutation π∗ may not be
crossing-free, in the sense that items in any given cluster can be preceded by items belonging
to higher-index clusters. That said, a suitable relaxation of these ideas can still be exploited.
Formally, let us denote by crossm(π) the number of items in clusters Cm+1, . . . , CM that appear
in the permutation π before the last item belonging to cluster Cm; note that crossing-free is
equivalent to having cross1(π) = · · · = crossM (π) = 0. Our next structural result, formally
established in Section 4.3, proves the existence of a near-optimal permutation with very few
items crossing each cluster.
Lemma 4.3. There exist an item set Nsparse ⊆ N and a permutation πsparse : Nsparse →
[|Nsparse|] satisfying:
1. Sparse crossing: maxm∈[M ] crossm(πsparse) ≤
⌈log2M⌉
ǫ .
2. Near-optimal profit: Ψ(πsparse) ≥ (1− ǫ) ·Ψ(π
∗).
Technically speaking, our proof is based on applying a sequence of recursive transformations
with respect to the unknown optimal permutation π∗. To convey the high-level idea, let imid be
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the last-appearing item in π∗ out of clusters C1, . . . , CM/2. When fewer than 1/ǫ items in clusters
C(M/2)+1, . . . , CM appear before imid, each of the clusters C1, . . . , CM/2 has at most 1/ǫ crossings
due to items in C(M/2)+1, . . . , CM . We can therefore recursively proceed into the left part of
π∗, stretching up to the item imid, and into its right part, consisting of the remaining items.
In the opposite case, where at least 1/ǫ items in clusters C(M/2)+1, . . . , CM appear before imid,
the important observation is that we can eliminate the cheapest out of the first 1/ǫ such items
while losing only an O(ǫ)-fraction of their combined profit. However, since this item is heavier
than any item in lower-index clusters by a factor of at least n (see property 2), the gap we have
just created is sufficiently large to pull back each and every item in clusters C1, . . . , CM/2, only
increasing their profit contributions. We can now recursively proceed into the left and right
parts.
Step 3: The external dynamic program. Given the sparse-crossing property, we dedicate
Section 4.4 to proposing a dynamic programming approach for computing a near-optimal per-
mutation. For this purpose, by recycling some of the notation introduced in Section 2.3, our
state description (m,ψm,Q>m) will consists of the following parameters:
• The index of the current cluster, m.
• The profit requirement, ψm.
• The set of items Q>m belonging to clusters Cm+1, . . . , CM that will be crossing into
lower-index clusters, noting that Lemma 4.3 allows us to consider only small sets, of
size O( logMǫ ).
At a high level, the value function F (m,ψm,Q>m) will represent the minimum makespan w(S)
that can be attained, over all subset of items S within the union of Q>m and the clusters
C1, . . . , Cm (namely, S ⊆ Q>m ⊎ (
⊎
µ∈[m] Cµ)) and over all permutations π : S → [|S|] that
generate a total profit of at least ψm. Clearly, the best-possible profit of a sparse-crossing
permutation corresponds to the maximal value ψM that satisfies F (M,ψM , ∅) <∞, which is at
least (1− ǫ) ·Ψ(π∗), by Lemma 4.3.
As formally explained in Section 4.4, within the recursive equations for computing
F (m,ψm,Q>m), evaluating the marginal makespan increase of each possible action involves
solving a single-cluster subproblem. Specifically for the latter, the approximation scheme we
have devised in Section 3 will be shown to incur a quasi-polynomial running time. In parallel,
the dominant factor in determining the underlying number of states emerges from the set of
items Q>m, taking O(n
O( 1
ǫ
logM)) possible values, respectively, thus forming the second source
of quasi-polynomiality in our approach and concluding the proof of Theorem 4.1.
4.2 Proof of Lemma 4.2: Creating a well-spaced instance
Bucketing. For the purpose of identifying the desired subset Nspaced, we initially partition
the overall collection of items N into buckets B1, . . . ,BL according to their weights. This
partition will be geometric, by powers of n, meaning that L = ⌈logn(
wmax
wmin
)⌉ + 1. Specifically,
the first bucket B1 consists of items whose weight resides in [wmin, n · wmin), the second bucket
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B2 consists of those with weight in [n · wmin, n
2 · wmin), so on and so forth, where in general,
bucket Bℓ corresponds to the interval [n
ℓ−1 ·wmin, n
ℓ ·wmin). It is easy to verify that B1, . . . ,BL
is indeed a partition of N .
Creating clusters. Now let r ∈ {0, . . . , 1ǫ − 1} be an integer parameter whose value will be
determined later. Accordingly, we create a subset of items Nr ⊆ N , that will be clustered
into Cr1 , . . . , C
r
M with M = ⌊ǫL + 2⌋, as follows. Intuitively, we introduce “gaps” within the
sequence of buckets B1, . . . ,BL, spaced apart by
1
ǫ indices, through eliminating every bucket
Bℓ with ℓ mod
1
ǫ = r; then, between every pair of successive gaps, buckets will be unified to
form a single cluster. That is, the first cluster is defined as Cr1 =
⊎r−1
ℓ=1 Bℓ, the second cluster is
Cr2 =
⊎r−1+1/ǫ
ℓ=r+1 Bℓ, the third is C
r
3 =
⊎r−1+2/ǫ
ℓ=r+1+1/ǫ Bℓ, and so on. Finally, we define the subset of
items Nr as the union of all clusters, i.e., Nr =
⊎
m∈[M ] C
r
m, with a corresponding generalized
incremental knapsack instance Ir = (Nr,W ).
Analysis. In what follows, we argue that for every r ∈ {0, . . . , 1ǫ − 1}, the instance Ir we
have just constructed is in fact well-spaced, and the partition of Nr into clusters is given by
Cr1 , . . . , C
r
M . For this purpose, we separately prove each of the required well-spaced properties.
1. Weight ratio within clusters: Consider two items i1 and i2 belonging to the same cluster
Crm. Letting Bℓ1 and Bℓ2 be the buckets containing these items, respectively, their weight
ratio can be upper bounded by observing that
wi2
wi1
≤
maxi∈Bℓ2 wi
mini∈Bℓ1 wi
≤ nℓ2−(ℓ1−1)
≤ n(1/ǫ)−1 ,
where the second inequality holds since each bucket Bℓ contains items whose weight falls
within [nℓ−1 ·wmin, n
ℓ ·wmin), and the third inequality follows by noting that each cluster
represents the union of at most 1ǫ − 1 successive buckets, implying that ℓ2 − ℓ1 ≤
1
ǫ − 2.
2. Weight gap between clusters: Similarly, let i1 and i2 be a pair of items that belong to
clusters Crm1 and C
r
m2 , respectively, with m1 < m2. In this case, when we denote the
corresponding buckets by Bℓ1 and Bℓ2 , their weight ratio can be lower bounded by
wi2
wi1
≥
mini∈Bℓ2 wi
maxi∈Bℓ1 wi
≥ n(ℓ2−1)−ℓ1
≥ n1+(m2−m1−1)/ǫ ,
where the last inequality holds since ℓ1 ∈ {r + 1 +
m1−2
ǫ , . . . , r − 1 +
m1−1
ǫ } and ℓ2 ∈
{r + 1 + m2−2ǫ , . . . , r − 1 +
m2−1
ǫ }, by definition of C
r
m1 and C
r
m2 .
We conclude the proof by showing that at least one of the well-spaced instances I0, . . . I 1
ǫ
−1
is associated with an optimal profit of at least (1− ǫ) · Φ(S∗). To this end, with respect to the
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optimal chain S∗ for the original instance I, note that the restriction of this chain S∗|Nr to the
item set Nr is clearly feasible for Ir, by Observation 3.2. Letting S
r∗ be an optimal chain for
Ir, we consequently have
max
0≤r≤(1/ǫ)−1
Φ(Sr∗) ≥ max
0≤r≤(1/ǫ)−1
Φ(S∗|Nr)
≥ ǫ ·
(1/ǫ)−1∑
r=0
Φ(S∗|Nr)
= ǫ ·
(1/ǫ)−1∑
r=0
∑
t∈[T ]
∑
i∈(S∗t \S
∗
t−1)∩Nr
pit
= ǫ ·
∑
t∈[T ]
∑
i∈S∗t \S
∗
t−1
∣∣∣∣
{
r ∈
{
0, . . . ,
1
ǫ
− 1
}
: i ∈
(
S∗t \ S
∗
t−1
)
∩ Nr
}∣∣∣∣ · pit
= (1− ǫ) ·
∑
t∈[T ]
∑
i∈S∗t \S
∗
t−1
pit
= (1− ǫ) · Φ(S∗) ,
where the next-to-last equality holds since every item introduced in the optimal chain S∗ appears
in all but one of the sets N0, . . . ,N(1/ǫ)−1.
4.3 Proof of Lemma 4.3: The sparse-crossing property
Preliminaries. We begin by introducing some additional definitions and notation that will
be utilized throughout this proof. For a set of cluster indicesM⊆ [M ], we use CM to designate
the union of M-indexed clusters, i.e., CM =
⊎
m∈M Cm. Expanding upon the definition of
crossm(π), given disjoint sets, M1 ⊆ [M ] andM2 ⊆ [M ], let crossM1,M2(π) denote the number
of items in CM2 that appear in the permutation π before the last item in CM1 , namely,
crossM1,M2(π) =
∣∣∣∣
{
i ∈ CM2 : π(i) < max
j∈CM1
π(j)
}∣∣∣∣ .
When crossM1,M2(π) ≥
1
ǫ , we use XM1,M2(π) to designate the set comprised of the first
1
ǫ
items in M2-indexed clusters in the permutation π. When crossM1,M2(π) <
1
ǫ , we simply set
XM1,M2(π) = ∅.
Fixing permutations. In order to formalize the notion of “pulling back” items within
a given permutation, as briefly sketched in Section 4.1, we define a fixing procedure,
FixCrossing(π,M−,M+). Here, we receive as input a permutation π : Q → [|Q|] over an
item set Q ⊆ N , along with two disjoint sets of cluster indices, M− and M+, which are as-
sumed to satisfy maxM− < minM+, i.e., any index inM− is strictly smaller than any index in
M+. As explained below, this procedure constructs in polynomial time a modified permutation
π¯ : Q¯ → [|Q¯|], over a subset Q¯ ⊆ Q, that satisfies the following properties:
1. Sparse (M−,M+)-crossing: crossM−,M+(π¯) ≤
1
ǫ .
2. Completion times: Cπ¯(i) ≤ Cπ(i), for every i ∈ Q¯.
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3. Difference: Q \ Q¯ consists of at most one item, which is a member of XM−,M+(π).
For this purpose, when crossM−,M+(π) <
1
ǫ , the procedure FixCrossing(π,M
−,M+) re-
turns exactly the same permutation (i.e., π¯ = π), without any alterations. In the opposite case,
when crossM−,M+(π) ≥
1
ǫ , let iM−,M+ be the least profitable item in XM−,M+(π) with respect
to the optimal permutation π∗, namely, iM−,M+ = argmin{ϕπ∗(i) : i ∈ XM−,M+(π)}. Our
construction consists of eliminating iM−,M+ and placing instead all items in CM− appearing in
π after iM−,M+ ; this alteration results in a permutation π¯ over Q \ {iM−,M+}. Formally, let
A− and A¯− be the items appearing after iM−,M+ out of CM− and N \ CM− , respectively, i.e.,
A− =
{
i ∈ CM− : π(i) > π(iM−,M+)
}
and A¯− =
{
i ∈ N \ CM− : π(i) > π(iM−,M+)
}
.
For simplicity, we index the items in A− according to their order within the permutation π,
which results in having A− = {i1, . . . , i|A−|} with π(i1) < · · · < π(i|A−|). Now, the modified
permutation π¯ is constructed as follows:
• Before iM−,M+ : Items in positions 1, . . . , π(iM−,M+) − 1 of the permutation π remain
within their original positions, meaning that π¯(i) = π(i) for every item i with π(i) ≤
π(iM−,M+)− 1.
• Instead of iM−,M+: Items in A
− will appear in place of iM−,M+ following their relative
order in π. That is, π¯(ik) = π(iM−,M+)− 1 + k for every k ∈ [|A
−|].
• After iM−,M+: Items in A¯
− will appear after those in A−, again following their relative
order in π. In other words, π¯(i) = π(i) − 1 + |{k ∈ [|A−|] : π(ik) > π(i)}| for every item
i ∈ A¯−.
In Appendix C.1, we show that the resulting permutation satisfies its desired properties, as
formally stated below.
Lemma 4.4. The permutation π¯ satisfies properties 1-3.
The recursive construction. We are now ready to explain how recursive applications of the
fixing procedure allow us to conclude the proof of Lemma 4.3. At a high level, we bisect the clus-
ter indices [M ], such that in each step the indices being considered are split into their lower half
M− and upper half M+, with respect to which the fixing procedure FixCrossing(·,M−,M+)
will be applied. The resulting permutation will then be divided into left and right parts, which
are recursively bisected along the same lines.
To present the specifics of this bisection as simply as possible, we assume without loss of
generality that the number of clusters M is a power of 2; otherwise, empty clusters can be
appended to the sequence C1, . . . , CM . At the upper level of the recursion, we bisect the entire
collection of cluster indices [M ] into M[1,M
2
] = {1, . . . ,
M
2 } and M[M
2
+1,M ] = {
M
2 + 1, . . . ,M}.
Designating the optimal permutation by π[1,M ] = π
∗, we employ our fixing procedure with
FixCrossing(π[1,M ],M[1,M
2
],M[M
2
+1,M ]), to obtain the permutation π¯[1,M ]. Now, we break the
latter into its left and right part, π[1,M
2
] and π[M
2
+1,M ], such that the left permutation π[1,M
2
] is
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the prefix of π¯[1,M ] ending at the last item in CM
[1,M2 ]
∪ XM
[1,M2 ]
,M
[M2 +1,M]
(π[1,M ]), whereas the
right permutation π[M
2
+1,M ] is comprised of the remaining suffix.
In the second level of the recursion, for the left permutation π[1,M
2
], we bi-
sect M[1,M
2
] into M[1,M
4
] = {1, . . . ,
M
4 } and M[M
4
+1,M
2
] = {
M
4 + 1, . . . ,
M
2 }, fol-
lowed by applying FixCrossing(π[1,M
2
],M[1,M
4
],M[M
4
+1,M
2
]). Similarly, for the right per-
mutation π[M
2
+1,M ], its corresponding set of cluster indices M[M
2
+1,M ] is bisected into
M[M
2
+1, 3M
4
] = {
M
2 + 1, . . . ,
3M
4 } and M[ 3M
4
+1,M ] = {
3M
4 + 1, . . . ,M}, in which case we apply
FixCrossing(π[M
2
+1,M ],M[M
2
+1, 3M
4
],M[ 3M
4
+1,M ]). This recursive procedure continues up until
the resulting sets of cluster indices are singletons. At that point in time, our final permutation
πsparse is obtained by concatenating π[1,1], π[2,2], . . . , π[M,M ].
Analysis. For ease of presentation, we make use of Ω to denote the set of pairs of cluster index
sets with respect to which FixCrossing(·, ·, ·) is employed throughout our recursive construction,
meaning that
Ω =
{ (
M[1,M
2
],M[M
2
+1,M ]
)
, [level 1](
M[1,M
4
],M[M
4
+1,M
2
]
)
,
(
M[M
2
+1, 3M
4
],M[ 3M
4
+1,M ]
)
, [level 2]
· · ·(
M[1,1],M[2,2]
)
,
(
M[3,3],M[4,4]
)
, . . . ,
(
M[M−1,M−1],M[M,M ]
) }
. [level log2M ]
With this notation, we show in the next two claims that the permutation πsparse indeed satisfies
the sparse crossing and near-optimal profit properties of Lemma 4.3.
Lemma 4.5. crossm(πsparse) ≤
log2M
ǫ , for every m ∈ [M ].
Proof. By construction of πsparse, every item belonging to one of the clusters Cm+1, . . . , CM
that appears in this permutation before the last item in cluster Cm necessarily resides in
XM−,M+(π[minM−,maxM+]), for some pair (M
−,M+) ∈ Ω with m ∈ M−. To verify this
claim, consider such a crossing item i, say belonging to cluster Cm+ . By the way our recursive
construction of Ω is defined, there exists a unique pair of cluster index sets (M−,M+) ∈ Ω
for which m ∈ M− and m+ ∈ M+; we argue that i ∈ XM−,M+(π[minM−,maxM+]). Indeed, in
the next recursion level, the left permutation π[minM−,maxM−] is the prefix of π¯[minM−,maxM+]
ending with the last item in CM− ∪XM−,M+(π[minM−,maxM+]). Furthermore, by construction,
all items in the right permutation π[minM+,maxM+] will appear in πsparse after all items in the
left permutation π[minM−,maxM−]. Therefore, since i ∈ Cm+ with m
+ ∈ M+ and since this item
appears in πsparse before the last item in cluster Cm, we know that i appears as part of the left
permutation π[minM−,maxM−], implying that i ∈ XM−,M+(π[minM−,maxM+]).
As any such item i ∈ XM−,M+(π[minM−,maxM+]) contributes at most once toward
crossM−,M+(π¯[minM−,maxM+]), we have
crossm(πsparse) ≤
∑
(M−,M+)∈Ω:
m∈M−
crossM−,M+
(
π¯[minM−,maxM+]
)
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≤
1
ǫ
·
∣∣{(M−,M+) ∈ Ω : m ∈ M−}∣∣
≤
log2M
ǫ
.
Here, the second inequality holds since crossM−,M+(π¯[minM−,maxM+]) ≤
1
ǫ by property 1 of
the fixing procedure. The third inequality is obtained by observing that, as the definition of
Ω shows, all sets appearing in a single level of the recursion form a partition of [M ], implying
that m ∈M− for at most one pair (M−,M+) in that level. As there are log2M levels overall,
it follows that |{(M−,M+) ∈ Ω : m ∈ M−}| ≤ log2M .
Lemma 4.6. Ψ(πsparse) ≥ (1− ǫ) ·Ψ(π
∗).
Proof. To prove the desired claim, we first establish two auxiliary claims, that will enable us
to relate between the profits Ψ(πsparse) and Ψ(π
∗). For ease of presentation, the corresponding
proofs can be found in Appendices C.2 and C.3, respectively.
Claim 4.7. Ψ(πsparse) ≥ Ψ(π
∗)− ǫ ·
∑
(M−,M+)∈Ω ϕπ∗(XM−,M+(π[minM−,maxM+])).
Claim 4.8. For any two distinct pairs (M−1 ,M
+
1 ) and (M
−
2 ,M
+
2 ) in Ω, the item sets
XM−1 ,M
+
1
(π[minM−1 ,maxM
+
1 ]
) and XM−2 ,M
+
2
(π[minM−2 ,maxM
+
2 ]
) are disjoint.
Consequently, the profit attained by the permutation πsparse can be bounded by noting that
Ψ(πsparse) ≥ Ψ(π
∗)− ǫ ·
∑
(M−,M+)∈Ω
ϕπ∗
(
XM−,M+
(
π[minM−,maxM+]
))
≥ Ψ(π∗)− ǫ ·
∑
i∈N
ϕπ∗(i)
= (1− ǫ) ·Ψ(π∗),
where the first inequality is precisely Claim 4.7, and the second inequality follows from Claim 4.8.
4.4 The external dynamic program
Given the sparse-crossing property of the near-optimal permutation πsparse, whose existence
has been established in Lemma 4.3, we turn our attention to formally presenting a dynamic
programming approach for computing a permutation with a profit of at least (1−2ǫ) ·Ψ(πsparse).
States. Building on the intuition provided in Section 4.1, we remind the reader that each
state (m,ψm,Q>m) of our dynamic program consists of the following parameters:
• The index of the current cluster m, taking values in [M ]0.
• The total profit ψm collected thus far. Initially, ψm will be treated as a continuous
parameter, taking values in [0, npmax], where pmax is the maximum profit attainable by
any single item, i.e., pmax = max{pit : i ∈ [n], t ∈ [T ], and wi ≤Wt}.
• The set of items Q>m belonging to clusters Cm+1, . . . , CM that will be crossing into lower-
index clusters. Motivated by the sparse-crossing property established in Lemma 4.3, we
only consider sets Q>m of cardinality at most
⌈log2M⌉
ǫ .
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Value function. For a subset of items S ⊆ N and a permutation π : S → [|S|], we say that
the pair (S, π) is thin when crossm(π) ≤
⌈log2M⌉
ǫ for all m ∈ [M ]. Given this definition, the
value function F (m,ψm,Q>m) represents the minimum makespan w(S) that can be attained
over all thin pairs (S, π) that satisfy the following conditions:
1. Allowed items: The set S consists of items that belong to one of the clusters C1 . . . , Cm or
to Q>m. In other words, S ⊆ C[1,m] ⊎ Q>m, where C[1,m] =
⊎
µ∈[1,m] Cµ by convention.
2. Required crossing items: The set S contains all items in Q>m, meaning that Q>m ⊆ S.
3. Total profit: Ψ(π) ≥ ψm.
Recycling some of the notation introduced in Section 2.3.2, we use Thin(m,ψm,Q>m) to denote
the collection of thin pairs that meet conditions 1-3 above. When the latter set is empty, we
define F (m,ψm,Q>m) = ∞. With these definitions, Lemma 4.3 proves the existence of a thin
pair (S, π) ∈ Thin(M,Ψ(πsparse), ∅) with F (M,Ψ(πsparse), ∅) ≤ WT . It is worth pointing out
that, for the item set Nsparse over which the permutation πsparse is defined, we can indeed assume
that w(Nsparse) ≤ WT , as all items whose completion time with respect to πsparse exceeds WT
can be eliminated, leaving us with a permutation that still satisfies Lemma 4.3. Therefore, had
we been able to compute the maximal value ψ∗ for which F (M,ψ∗, ∅) ≤WT , its corresponding
permutation would have guaranteed a profit of at least ψ∗ ≥ Ψ(πsparse) ≥ (1− ǫ) ·Ψ(π
∗). Once
again, since ψm is a continuous parameter, we will eventually explain how to discretize ψm to
take polynomially-many values, incurring only an ǫ-loss in profit.
Optimal substructure. In what follows, we identify the optimal substructure that allows
us to compute the value function F by means of dynamic programming. To this end, suppose
that (S, π) is a thin pair that minimizes w(S) over Thin(m,ψm,Q>m). We will argue that
by eliminating from (S, π) a carefully-selected suffix of the permutation π consisting of items
in clusters Cm, . . . , CM , one obtains a thin pair that attains F (m − 1, ψm−1,Q>m−1) for an
appropriately defined state (m−1, ψm−1,Q>m−1). We proceed by first defining the latter state,
for which a suitable alteration of (S, π) will be shown to be optimal:
• Crossing set: Q>m−1 is defined as the set of items in Cm ⊎ Q>m that appear before the
last item in C1, . . . , Cm−1 with respect to the permutation π. Namely,
Q>m−1 =
{
i ∈ S ∩ (Cm ⊎Q>m) : π(i) < max
j∈S∩C[1,m−1]
π(j)
}
. (8)
• Profit requirement: ψm−1 = [ψm −
∑
i∈S\(C[1,m−1]⊎Q>m−1)
ϕπ(i)]
+.
It is worth pointing out that, for this state to be well-defined, we should ensure that Q>m−1
indeed consists of at most ⌈log2M⌉ǫ items. To understand why this property is satisfied, note that
since every item in Q>m−1 appears in the permutation π before the last item in S ∩C[1,m−1], we
have |Q>m−1| ≤ maxµ∈[m−1] crossµ(π) ≤
⌈log2M⌉
ǫ , where the last inequality holds since (S, π) is
thin.
Now, let us define the pair (Sˆ, πˆ), in which Sˆ = S ∩ (C[1,m−1] ⊎ Q>m−1), meaning that Sˆ is
the restriction of S to items belonging to either one of the clusters C1, . . . , Cm−1 or to Q>m−1. It
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is not difficult to verify that any item in Sˆ appears in π before any item in S \ Sˆ, as any item in
S∩C[m,M ] that appears before an item in C[1,m−1] is necessarily a member of Q>m−1. Therefore,
the items in Sˆ form a prefix of π, whereas those in S \ Sˆ form the remaining suffix. Given this
observation, we define the permutation πˆ : Sˆ → [|Sˆ|] as the former prefix, or equivalently, as
the restriction of π to the items in Sˆ.
In Lemma 4.9 below, we show that the pair (Sˆ, πˆ) indeed resides within Thin(m −
1, ψm−1,Q>m−1). Subsequently, we prove in Lemma 4.10 that this pair is in fact makespan-
optimal over the latter set. To avoid deviating from the overall flow of this section, the corre-
sponding proofs are presented in Appendices C.4 and C.5, respectively.
Lemma 4.9. (Sˆ, πˆ) ∈ Thin(m− 1, ψm−1,Q>m−1).
Lemma 4.10. w(Sˆ) = F (m− 1, ψm−1,Q>m−1).
Recursive equations. Given the optimal substructure characterization discussed above, we
proceed by explaining how to express F (m,ψm,Q>m) in recursive form. In essence, had we
known what the preceding state (m − 1, ψm−1,Q>m−1) is, the remaining question would have
been that of identifying the lightest set of “extra” items E to be appended, along with their
internal permutation πE : E → [|E|], under a marginal profit constraint. Formally, to capture
the agreement between crossing items, we say that state (m − 1, ψm−1,Q>m−1) is conceivable
for state (m,ψm,Q>m) when Q>m−1 \ Cm ⊆ Q>m. In the opposite direction, (m,ψm,Q>m) is
reachable from (m−1, ψm−1,Q>m−1) when there exist an item set E and permutation πE : E →
[|E|] that simultaneously satisfy the following constraints:
1. Extra items: The collection of extra items can be written as E = Em ⊎ (Q>m \ Q>m−1).
Here, items in Em are to be picked out of cluster Cm, with the exclusion of those appearing
in Q>m−1, meaning that we have the constraint Em ⊆ Cm \ Q>m−1. Concurrently, each
and every item in Q>m \ Q>m−1 should be picked.
2. Marginal profit:
∑
i∈E ϕ
 
πE
(i) ≥ ψm − ψm−1, where the term ϕ
 
πE
(i) denotes the profit
of item i with respect to the permutation πE , when its completion time is increased
by F (m − 1, ψm−1,Q>m−1). This constraint guarantees that, by appending πE to the
permutation that achieves F (m − 1, ψm−1,Q>m−1), we obtain a total profit of at least
ψm.
Letting Extra[ (m,ψm,Q>m)
(m−1,ψm−1,Q>m−1)
] denote the collection of item sets and permutations that satisfy
these constraints, we mention in passing that this set may be empty. Moreover, it will be utilized
only for purposes of analysis, and in particular, we will not assume that Extra[ (m,ψm,Q>m)
(m−1,ψm−1,Q>m−1)
]
can be efficiently constructed. Nevertheless, the function value F (m,ψm,Q>m) can still be
expressed by minimizing F (m − 1, ψm−1,Q>m−1) + w(E) over all conceivable states (m −
1, ψm−1,Q>m−1) and over all item sets and permutations (E , πE) ∈ Extra[
(m,ψm,Q>m)
(m−1,ψm−1,Q>m−1)
].
For convenience, when F (m,ψm,Q>m) ≤WT , we use Best(m,ψm,Q>m) to denote an arbitrary
state (m− 1, ψm−1,Q>m−1) chosen out of those for which the minimum value F (m,ψm,Q>m)
is attained. As mentioned earlier, we wish to compute the maximal value ψ∗ that satisfies
F (M,ψ∗, ∅) ≤WT , as its corresponding permutation guarantees a profit of at least (1−ǫ)·Ψ(π
∗).
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Approximate recursion. That said, due to having a lower bound on the marginal profit,
even when Best(m,ψm,Q>m) is known, the recursive formulation above is expected to identify
an item set and permutation (E , πE ) ∈ Extra[
(m,ψm,Q>m)
Best(m,ψm,Q>m)
] for which w(E) is minimized. This
setting can be viewed as an “inverse” generalized incremental knapsack problem, where the
objective is to minimize makespan rather than to maximize profit. To deal with this obstacle, we
employ our QPTAS for bounded weight ratio instances (see Section 3) in order to approximately
solve these recursive equations.
Specifically, for ∆ ≥ 0, we say that constraint 2 is (ǫ,∆)-satisfied when
∑
i∈E ϕ
+∆
πE
(i) ≥
(1 − ǫ) · (ψm − ψm−1), where ϕ
+∆
πE (i) is the profit of item i with respect to the permutation
πE , when its completion time is increased by ∆. As such, the standard sense of satisfying this
constraint can be recovered by picking ǫ = 0 and ∆ = F (m − 1, ψm−1,Q>m−1). With this
definition, we say that state (m,ψm,Q>m) is (ǫ,∆)-reachable from state (m− 1, ψm−1,Q>m−1)
when there exist an item set E and permutation πE : E → [|E|] that satisfy constraint 1 and
(ǫ,∆)-satisfy constraint 2; as before, Extraǫ,∆[
(m,ψm,Q>m)
(m−1,ψm−1,Q>m−1)
] will stand for the collection
of such item sets and permutations. In what follows, we devise an auxiliary procedure for
approximately solving the recursive equations, as summarized in the next claim; for readability
purposes, the proof is deferred to Appendix C.6.
Lemma 4.11. Suppose that (m,ψm,Q>m) and (m−1, ψm−1,Q>m−1) are two given states, such
that F (m,ψm,Q>m) ≤WT and (m−1, ψm−1,Q>m−1) = Best(m,ψm,Q>m). Given a parameter
∆ ≤ F (m− 1, ψm−1,Q>m−1), we can identify an item set Eˆ and permutation πˆEˆ : Eˆ → [|Eˆ |] for
which:
1. (Eˆ , πˆEˆ) ∈ Extraǫ,∆[
(m,ψm,Q>m)
(m−1,ψm−1,Q>m−1)
].
2. w(Eˆ) ≤ F (m,ψm,Q>m)− F (m− 1, ψm−1,Q>m−1).
The running time of our algorithm is O((nT )O(
1
ǫ6
·(logn+logM)) · |I|O(1)), regardless of whether
the assumptions above hold or not.
With this procedure in-hand, we define an approximate value function Fˆ , whose state space
is identical to that of F . However, rather than attempting to solve an inverse generalized
incremental knapsack problem, the recursive equations through which Fˆ is defined will tackle the
latter problem in an approximate way via our auxiliary procedure. To formalize this approach,
the function value Fˆ (m,ψm,Q>m) is evaluated as follows:
• Terminal states (m = 0): Here, we simply define Fˆ (0, ψ0,Q>0) = F (0, ψ0,Q>0). While
F -values are unknown in general, F (0, ψ0,Q>0) evaluates to either w(Q>0), when there
exists a permutation πQ>0 : Q>0 → [|Q>0|] with profit Ψ(πQ>0) ≥ ψ0, or to ∞ other-
wise. This distinction can be made by enumerating over all permutations of Q>0 in time
O((1ǫ logM)
O( 1
ǫ
logM)) = O(|I|O((
1
ǫ
log |I|)O(1))), since |Q>0| ≤
⌈log2M⌉
ǫ .
• General states (m ∈ [M ]): For each state (m − 1, ψm−1,Q>m−1), we instantiate
Lemma 4.11 with ∆ = Fˆ (m − 1, ψm−1,Q>m−1), to obtain the item set Eˆ and its per-
mutation πˆEˆ : Eˆ → [|Eˆ |]. The value Fˆ (m,ψm,Q>m) is determined by minimizing
Fˆ (m − 1, ψm−1,Q>m−1) + w(Eˆ) over all conceivable states (m − 1, ψm−1,Q>m−1) for
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which (Eˆ , πˆEˆ) ∈ Extraǫ,∆[
(m,ψm,Q>m)
(m−1,ψm−1,Q>m−1)
], noting that the latter condition can easily be
tested.
It is important to emphasize that, when employing our auxiliary procedure above, we have no
way of knowing a-priori whether the assumptions made in Lemma 4.11 hold or not. Nevertheless,
as we show in the next lemma, whose proof is provided in Appendix C.8, any profit requirement
which is attainable by the original dynamic program F can be attained up to factor 1 − ǫ by
our approximate program Fˆ . The precise relationship we establish between these functions can
be formally stated as follows.
Lemma 4.12. Let (m,ψm,Q>m) be a state for which F (m,ψm,Q>m) ≤ WT . Then,
Fˆ (m,ψm,Q>m) ≤ F (m,ψm,Q>m), where the makespan Fˆ (m,ψm,Q>m) is attained by an item
set Sˆm and a permutation πˆSˆm : Sˆm → [|Sˆm|] for which:
• Allowed and required items: Sˆm ⊆ C[1,m] ⊎ Q>m and Q>m ⊆ Sˆm.
• Profit: Ψ(πˆSˆm) ≥ (1− ǫ) · ψm.
As previously mentioned, the primary intent of this section is to compute a permutation
with a profit of at least (1−2ǫ)·Ψ(πsparse). To argue that we have nearly achieved this objective,
recall that Lemma 4.3 proves the existence of a thin pair (S, π) ∈ Thin(M,Ψ(πsparse), ∅) with
F (M,Ψ(πsparse), ∅) ≤ WT . Therefore, as an immediate consequence of Lemma 4.12, we infer
that Fˆ (M,Ψ(πsparse), ∅) ≤ WT , which is attained by a permutation π with a profit of Ψ(π) ≥
(1− ǫ) ·Ψ(πsparse).
The discrete program F˜ . That said, the above-mentioned existence proof still does not
correspond to a constructive algorithm, due to the continuity of the profit requirement parameter
ψm. To discretize this parameter, similarly to Section 2.3.3, we restrict ψm to a finite set of
values, Dψ = {d ·
ǫpmax
2n : d ∈ [
2n2
ǫ ]0}. In turn, we use F˜ (m,ψm,Q>m) to denote the resulting
dynamic program over the discretized set of states, whose recursive equations are identical to
those of Fˆ , except for instantiating Lemma 4.11 with ∆ = F˜ (m− 1, ψm−1,Q>m−1).
We conclude our analysis by lower-bounding the best-possible profit achievable through this
dynamic program, showing that it indeed matches that of the permutation πsparse up to ǫ-related
terms. To avoid redundancy, we omit the corresponding proof, as it is nearly identical to that
of Lemma 2.6.
Lemma 4.13. There exists a value ψ˜ ∈ Dψ such that ψ˜ ≥ (1 − ǫ) · Ψ(πsparse) and such that
F˜ (M, ψ˜, ∅) ≤ WT . This makespan is attained by an item set S˜ and a permutation π˜S˜ whose
profit is Ψ(π˜S˜) ≥ (1− ǫ) · ψ˜ ≥ (1− 2ǫ) ·Ψ(πsparse).
Running time. We first observe that the function F˜ (m,ψm,Q>m) is being evaluated over
O(nO(
1
ǫ
logM) · |I|O(1)) possible states. To verify this claim, note that there are O(M) = O(|I|)
choices for the cluster index m, and that the discretized profit parameter ψm takes values in
Dψ, with |Dψ| = O(
n2
ǫ ). In addition, the set of crossing items Q>m is of cardinality at most
⌈log2M⌉
ǫ , implying that there are only O(n
O( 1
ǫ
logM)) subsets to consider for this parameter.
Now, evaluating F˜ (m,ψm,Q>m) for a given state depends on its type:
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• Terminal states (m = 0): As previously explained, such states are handled by enumerating
over all permutations of Q>0 in time O(|I|
O(( 1
ǫ
log |I|)O(1))).
• General states (m ∈ [M ]): Here, each state (m− 1, ψm−1,Q>m−1) would involve a single
application of our auxiliary procedure, running in O((nT )O(
1
ǫ6
·(logn+logM)) · |I|O(1)) ac-
cording to Lemma 4.11. As argued above, there are only O(nO(
1
ǫ
logM) · |I|O(1)) states of
the form (m− 1, ψm−1,Q>m−1) to be considered.
Overall, we incur a running time of O(|I|O((
1
ǫ
log |I|)O(1))), as stated in Theorem 4.1.
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A Additional Proofs from Section 2
A.1 Proof of Claim 2.5
We first show that (S˜+, π˜+) is indeed a bulky pair. For this purpose, since (S˜, π˜) is bulky, it
suffices to explain why each item i ∈ Q is necessarily ki-heavy, where ki is the unique index for
which Cπ˜+(i) ∈ Iki . This claim follows by noting that, for such items, the way we construct
(S˜+, π˜+) leads to a completion time of
Cπ˜+(i) = w(S˜) +
∑
j∈Q:π(j)≤π(i)
wj
< w(Sˆ) +
∑
j∈Q:π(j)≤π(i)
wj
= Cπ(i) . (9)
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Recalling that Q = {i ∈ S : Cπ(i) ∈ Ik}, we have just shown that ki ≤ k, and since item i is
k-heavy due to the bulkiness of (S, π), it is ki-heavy as well.
We proceed by showing that (S˜+, π˜+) satisfies conditions 1-3:
1. Top index: top(S˜+, π˜+) ≤ k. To verify this property, note that when Q = ∅, we clearly
have w(S˜+) = w(S˜) < w(Sˆ) = w(S), and therefore, top(S˜+, π˜+) ≤ top(S, π) ≤ k. In
the opposite case, where Q 6= ∅, the makespans of both S˜+ and S are attained by the
respective completion times of precisely the same item in Q. However, by inequality (9),
we have Cπ˜+(i) ≤ Cπ(i) for every i ∈ Q, and it follows that top(S˜
+, π˜+) ≤ top(S, π) ≤ k.
2. Total profit: Ψ(π˜+) ≥ ψk. Along the same lines, since Cπ˜+(i) ≤ Cπ(i) for every i ∈ Q, it
follows that ϕπ˜+(i) ≥ ϕπ(i) for such items. Thus,
Ψ
(
π˜+
)
=
∑
i∈S˜
ϕπ˜+(i) +
∑
i∈Q
ϕπ˜+(i)
=
∑
i∈S˜
ϕπ˜(i) +
∑
i∈Q
ϕπ˜+(i)
≥ ψk−1 +
∑
i∈Q
ϕπ(i)
=

ψk −∑
i∈Q
ϕπ(i)


+
+
∑
i∈Q
ϕπ(i)
≥ ψk .
Here, the second equality holds since the permutations π˜+ and π˜ are identical when
restricted to items in S˜. The first inequality follows by recalling that (S˜, π˜) ∈ Bulky(k −
1, ψk−1,Qk−1), meaning in particular that
∑
i∈S˜ ϕπ˜(i) = Ψ(π˜) ≥ ψk−1.
3. Core: core(S˜+) = Qk. One can easily verify that, for any pair of disjoint sets of items, S1
and S2, we have core(S1 ∪ S2) = core(core(S1) ∪ core(S2)). Therefore,
core(S˜+) = core(S˜ ∪Q)
= core(core(S˜) ∪ core(Q))
= core(core(S \Q) ∪ core(Q))
= core(S)
= Qk ,
where the second equality follows by noting that S˜ and Q are disjoint, and similarly, the
fourth equality holds since S \Q and Q are clearly disjoint.
A.2 Proof of Lemma 2.6
Let us consider the sequence of states traversed by the dynamic program F , as it arrives
to the optimal state (K,ψ∗K ,Q
∗
K); the latter is “optimal” in the sense that ψ
∗
K = ψ
∗ and
F (K,ψ∗K ,Q
∗
K) < ∞. This sequence, along with the specific parameters and the bulky pair
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corresponding to each state will be designated by:
(0, ψ∗0 ,Q
∗
0)
(S∗0 , πS∗0 )
−−−−−→
Q∗1,πQ∗1
(1, ψ∗1 ,Q
∗
1)
(S∗1 , πS∗1 )
−−−−−→
Q∗2,πQ∗2
(2, ψ∗2 ,Q
∗
2)
(S∗2 , πS∗2 )
−−→
······
· · · −−−−−→
Q∗k,πQ∗k
(k, ψ∗k,Q
∗
k)
(S∗k , πS∗k )
−−→
······
· · · −−−−−→
Q∗K ,πQ∗K
(K,ψ∗K ,Q
∗
K)
(S∗K , πS∗K )
.
To better understand this illustration, we note that for every k ∈ [K], the collection of items
Q∗k and their internal permutation πQ∗k are precisely those by which the dynamic program F
transitions from state (k− 1, ψ∗k−1,Q
∗
k−1) to state (k, ψ
∗
k,Q
∗
k). Consequently, the resulting item
set is S∗k = S
∗
k−1 ⊎Q
∗
k, whereas the resulting permutation πS∗k is obtained by appending πQ
∗
k
to
πS∗k−1 . In addition, for the starting state, we have ψ
∗
0 = 0 and Q
∗
0 = ∅.
To prove the desired claim, we argue that one feasible sequence of states that can be traversed
by the approximate program F˜ is obtained when each profit parameter ψ∗k is substituted by
ψ˜k = ⌈ψ
∗
k − min{k, |S
∗
k |} ·
ǫpmax
n ⌉Dψ . Here, the operator ⌈·⌉Dψ rounds its argument up to the
nearest value in Dψ. In other words, as shown in Claim A.1 below, we prove that
(0, ψ˜0,Q
∗
0)
(S∗0 , πS∗0 )
−−−−−→
Q∗1,πQ∗1
(1, ψ˜1,Q
∗
1)
(S∗1 , πS∗1 )
−−−−−→
Q∗2,πQ∗2
(2, ψ˜2,Q
∗
2)
(S∗2 , πS∗2 )
−−→
······
· · · −−−−−→
Q∗k,πQ∗k
(k, ψ˜k,Q
∗
k)
(S∗k , πS∗k )
−−→
······
· · · −−−−−→
Q∗K ,πQ∗K
(K, ψ˜K ,Q
∗
K)
(S∗K , πS∗K )
forms a feasible sequence of states, action parameters, and bulky pairs for F˜ . That is, we have
(S∗k , πS∗k ) ∈ B˜ulky(k, ψ˜k,Q
∗
k), for every k ∈ [K]0. In light of this result, we conclude in particular
that F˜ (K, ψ˜K ,Q
∗
K) <∞ with
ψ˜K =
⌈
ψ∗K −min{K, |S
∗
K |} ·
ǫpmax
n
⌉
Dψ
≥ ψ∗ − ǫpmax
≥ (1− ǫ) · ψ∗ .
Here, the first inequality holds since ψ∗K = ψ
∗ and |S∗K | ≤ n. To understand the second
inequality, note that for every item i ∈ [n], the pair that consists of introducing this item and
nothing more is necessarily bulky. Indeed, as a result, the completion time of item i would fall
within the interval Iki , where ki is the unique integer for which (1 + ǫ)
ki−1 < wi ≤ (1 + ǫ)
ki .
However, since wi > (1 + ǫ)
ki−1 ≥ ǫ2 · (1 + ǫ)ki for ǫ ≤ 12 , it follows that item i is k-heavy,
implying in turn that the pair in question is bulky. Now, noting that this pair guarantees a
profit of max{pit : t ∈ [T ] and wi ≤ Wt}, any such expression provides a lower bound on ψ
∗,
meaning that ψ∗ ≥ max{pit : i ∈ [n], t ∈ [T ], and wi ≤Wt} = pmax.
Claim A.1. (S∗k , πS∗k ) ∈ B˜ulky(k, ψ˜k,Q
∗
k), for every k ∈ [K]0.
Proof. We first note that the parameter ψ˜k is indeed well-defined for all k ∈ [K]0, since
ψ˜k ≤ ⌈ψ
∗
K⌉Dψ ≤ npmax = maxDψ. Given this observation, we proceed to prove the claim by
induction on k.
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In the base case of k = 0, the claim trivially holds since ψ˜0 = 0, Q
∗
0 = ∅, S
∗
0 = ∅, and πS∗0
is the empty permutation. In the general case of k ≥ 1, to argue that (S∗k , πS∗k ) ∈ B˜(k, ψ˜k,Q
∗
k),
we consider two scenarios, depending on whether Q∗k is empty or not:
• Case 1: Q∗k = ∅. We first observe that, since S
∗
k = S
∗
k−1 ∪Q
∗
k, we have S
∗
k = S
∗
k−1 by the
case hypothesis, implying in turn that ψ∗k = ψ
∗
k−1 and Q
∗
k = Q
∗
k−1. Consequently,
ψ˜k =
⌈
ψ∗k −min{k, |S
∗
k |} ·
ǫpmax
n
⌉
Dψ
≤
⌈
ψ∗k−1 −min{k − 1, |S
∗
k−1|} ·
ǫpmax
n
⌉
Dψ
= ψ˜k−1 .
and it follows that B˜ulky(k, ψ˜k,Q
∗
k) ⊇ B˜ulky(k, ψ˜k−1,Q
∗
k−1) ⊇ B˜ulky(k − 1, ψ˜k−1,Q
∗
k−1),
where the first inclusion holds since ψ˜k ≤ ψ˜k−1 and Q
∗
k = Q
∗
k−1. Thus, (S
∗
k , πS∗k ) =
(S∗k−1, πS∗k−1) ∈ B˜ulky(k − 1, ψ˜k−1,Q
∗
k−1) ⊆ B˜ulky(k, ψ˜k,Q
∗
k), where the middle transition
is precisely our induction hypothesis.
• Case 2: Q∗k 6= ∅. In this case, |S
∗
k| = |S
∗
k−1|+ |Q
∗
k| ≥ |S
∗
k−1|+1, as S
∗
k is the disjoint union
of S∗k−1 and Q
∗
k. By the inductive hypothesis, (S
∗
k−1, πS∗k−1) ∈ B˜ulky(k − 1, ψ˜k−1,Q
∗
k−1),
meaning that for the purpose of proving (S∗k , πS∗k ) ∈ B˜ulky(k, ψ˜k,Q
∗
k), it suffices to show
that ψ˜k−1 +
∑
i∈Q∗k
ϕπS∗
k
(i) ≥ ψ˜k. We establish the latter inequality by noting that
ψ˜k−1 +
∑
i∈Q∗k
ϕπS∗
k
(i) = ψ˜k−1 + ψ
∗
k − ψ
∗
k−1
≥
(
ψ∗k−1 −min{k − 1, |S
∗
k−1|} ·
ǫpmax
n
)
+ ψ∗k − ψ
∗
k−1
≥
⌈
ψ∗k −min{k, |S
∗
k |} ·
ǫpmax
n
⌉
Dψ
= ψ˜k ,
where the first equality holds since ψ∗k = ψ
∗
k−1 +
∑
i∈Q∗k
ϕπS∗
k
(i), by the optimality of ψ∗k.
A.3 Proof of Lemma 2.7
In order to construct the required permutation, for every k ∈ [K − 1], let πk be an arbitrary
permutation of the items that were assigned by x to bucket Bk, i.e., {i ∈ [n] : xik = 1}. In
addition, let π− be an arbitrary permutation of the remaining items, i.e., those that were not to
assigned to any bucket. The permutation πx is now defined by concatenating these permutations
in order of increasing index, with π− appended at the end, namely, πx = 〈π1, . . . , πK−1, π−〉. It
is easy to verify that this construction can be implemented in O(nK) time.
To obtain a lower bound of
∑
i∈[n]
∑
k∈[K−1]:i∈Lk+1
qikxik on the profit of this permutation,
Ψ(πx) =
∑
i∈[n] ϕπx(i), note that since each item is assigned to at most one bucket, it suffices
to show that for every i ∈ [n] and k ∈ [K − 1] with xik = 1, we necessarily have ϕπx(i) ≥ qik.
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For this purpose, we observe that
ϕπx(i) = max {pi,t : t ∈ [T + 1] and Wt ≥ Cπx(i)}
≥ max
{
pi,t : t ∈ [T + 1] and Wt ≥ (1 + ǫ)
k
}
= qik ,
where the inequality above holds since Cπx(i) ≤ (1+ ǫ)
k. Indeed, this bound on the completion
time of item i can be derived by observing that every item j that appears before i in the
permutation πx (i.e., πx(j) < πx(i)) was assigned by the solution x to one of the buckets
B1, . . . ,Bk, and therefore,
Cπx(i) =
∑
j∈[n]:πx(j)≤πx(i)
wj
≤
∑
κ∈[k]
∑
j∈Lκ+1
wjxjκ
≤
∑
κ∈[k]
capacity(Bκ)
=
∑
κ∈[k]
(
(1 + ǫ)κ − (1 + ǫ)κ−1
)
≤ (1 + ǫ)k ,
where the second inequality follows from the second constraint of (IP).
B Additional Proofs from Section 3
B.1 Proof of Lemma 3.3
Clearly, R ∪ G is a chain for I, as each of R and G is such a chain by itself. To verify the
feasibility of R∪ G, note that for any time period t ∈ [T ], since R is feasible for I−G we have
w(Rt) ≤ W
−G
t
= min
t≤τ≤T
(Wτ − w(Gτ ))
≤ Wt − w(Gt) .
By recalling that G1 ⊆ · · · ⊆ GT and R1 ⊆ · · · ⊆ RT ⊆ N
−G = N \GT , it follows in particular
that Gt and Rt are disjoint, implying in turn that w(Rt∪Gt) = w(Rt)+w(Gt) ≤Wt as required.
Now, to account for the profit of R ∪ G, we conclude that
Φ(R∪ G) =
∑
t∈[T ]
∑
i∈(Rt∪Gt)\(Rt−1∪Gt−1)
pit
=
∑
t∈[T ]

 ∑
i∈Rt\Rt−1
pit +
∑
i∈Gt\Gt−1
pit


= Φ(R) + Φ(G) .
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Here, the second equality holds again due to the observation above, since having both G1 ⊆
· · · ⊆ GT and R1 ⊆ · · · ⊆ RT ⊆ N \GT means that (Rt ∪Gt) \ (Rt−1 ∪Gt−1) can be written as
the disjoint union of Rt \Rt−1 and Gt \Gt−1.
B.2 Proof of Lemma 3.4
For convenience, let us denote the chain in question by R = S|N\G. By observing that RT =
(ST ∩ (N \G)) = (ST \GT ) ⊆ N \GT , it follows that R is also a chain for I
−G. We proceed by
arguing that R is in fact feasible for the latter instance. To this end, note that for every t ≤ τ ,
w(Rt) ≤ w(Rτ )
= w(Sτ )− w(Gτ )
≤ Wτ − w(Gτ ) ,
where the middle equality follows by recalling that St is the disjoint union of Gt and Rt, and
the last inequality is implied by the feasibility of S for I. As a result, w(Rt) ≤ mint≤τ≤T (Wτ −
w(Gτ )) =W
−G
t , which proves that R is a feasible chain for I
−G.
We now turn our attention to showing that Φ(R) = Φ(S) − Φ(G). Again, based on the
observation that St is the disjoint union of Gt and Rt for every t ∈ [T ], we conclude that
Φ(R) + Φ(G) =
∑
t∈[T ]

 ∑
i∈Rt\Rt−1
pit +
∑
i∈Gt\Gt−1
pit


=
∑
t∈[T ]
∑
i∈(Rt∪Gt)\(Rt−1∪Gt−1)
pit
=
∑
t∈[T ]
∑
i∈St\St−1
pit
= Φ(S) .
Finally, suppose that S is optimal for I, but on the other hand, R is not optimal for I−G,
meaning that there exists a feasible chain R′ for I−G with profit Φ(R′) > Φ(R). Then, by
Lemma 3.3, we infer that R′∪G is a feasible chain for I, with profit Φ(R′∪G) = Φ(G)+Φ(R′) >
Φ(G) + Φ(R) = Φ(S), contradicting the optimality of S.
B.3 Proof of Lemma 3.6
We say that an interval Ik is non-empty with respect to the permutation πS∗ if it contains the
completion time of at least one item. Note that, since the latter completion time is within
[wmin, nwmax] and we assume that wmin = 3 (see Section 2.2), the interval I0 = [0, 1] is
clearly empty. Furthermore, any non-empty interval Ik = ((1 + ǫ)
k−1, (1 + ǫ)k] necessarily
has ⌊log1+ǫ(wmin)⌋ ≤ k ≤ ⌈log1+ǫ(nwmax)⌉. Therefore, the number of non-empty intervals with
respect to πS∗ is at most ⌈log1+ǫ(nwmax)⌉−⌊log1+ǫ(wmin)⌋+1 ≤ 2·⌈log1+ǫ(nρ)⌉. Now, any such
interval Ik is of length (1+ǫ)
k−(1+ǫ)k−1, meaning that the number of k-heavy items with a com-
pletion time in this interval is at most (1+ǫ)
k−(1+ǫ)k−1
ǫ2·(1+ǫ)k
≤ 1ǫ , as every k-heavy item has a weight
of at least ǫ2 · (1 + ǫ)k. All in all, we have just shown that |G∗heavy | ≤
2·⌈log1+ǫ(nρ)⌉
ǫ ≤
3 log(nρ)
ǫ2
.
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B.4 Proof of Lemma 3.7
For every item i ∈ N , let ti be its insertion time with respect to the optimal chain S
∗. By
convention, for non-inserted items (i.e., those in N \ S∗T ), we say that their “insertion time” is
T +1, with a profit of pi,T+1 = 0. As explained during the proof of Lemma 2.2, our construction
of the permutation πS∗ guarantees that ϕπS∗ (i) ≥ pi,ti for every item i ∈ N . While this
inequality was established for any chain-to-permutation mapping, one can easily notice that, due
to the optimality of S∗, we actually have ϕπS∗ (i) = pi,ti for every i ∈ N . Otherwise, there would
have been at least one item with ϕπS∗ (i) > pi,ti , implying that Ψ(πS∗) > Φ(S
∗). By Lemma 2.2,
the permutation πS∗ can then be mapped to a feasible chain S with Φ(S) = Ψ(πS∗) > Φ(S
∗),
contradicting the optimality of S∗. Thus, Φ(H∗) =
∑
i∈G∗heavy pi,ti =
∑
i∈G∗heavy ϕπS∗ (i) =
Ψheavy(πS∗).
B.5 Proof of Lemma 3.10
We prove the lower bound αr ≥
r
r+1 − rδ by induction on r. For r = 0, we have α0 = 0 and the
claim clearly holds. Now, for r ≥ 1,
αr =
1− δ
2− αr−1
≥
1− δ
2− ( r−1r − (r − 1)δ)
=
r(1− δ)
r + 1 + r(r − 1)δ
≥
r(1− δ)
(r + 1)(1 + (r − 1)δ)
=
r
r + 1
·
(
1−
rδ
1 + (r − 1)δ
)
≥
r
r + 1
− rδ.
C Additional Proofs from Section 4
C.1 Proof of Lemma 4.4
Sparse (M−,M+)-crossing. On the one hand, our construction guarantees that the last
item in CM− appears in position π(iM−,M+) − 1 + |A
−| of the permutation π¯. On the other
hand, every item in CM+ that appears before this position necessarily belongs to XM−,M+(π). It
follows that there are at most |XM−,M+(π)| =
1
ǫ such items, and therefore, crossM−,M+(π¯) ≤
1
ǫ .
Completion times. We establish this property by considering three cases, depending on
whether the item in question appears before iM−,M+ , belongs to A
−, or belongs to A¯−.
• Before iM−,M+: For every item i ∈ N with π(i) ≤ π(iM−,M+) − 1 we clearly have
Cπ¯(i) = Cπ(i), since the permutations π¯ and π are identical up to position π(iM−,M+)−1.
• Items in A−: For every item i ∈ A−, we have Cπ¯(i) ≤ Cπ(i), since the collection of items
appearing before i in π¯ is a subset of those appearing before i in π.
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• Items in A¯−: For every item i ∈ A¯−, the important observation is that the collection of
items appearing before i in π¯ consists of: (1) The same items appearing before i in π,
except for the eliminated item iM−,M+; as well as (2) All items in A
− appearing after i
in π. Therefore,
Cπ¯(i) ≤ Cπ(i) − wiM−,M+ + w(A
−) ≤ Cπ(i) .
To understand the last inequality, recall that iM−,M+ ∈ XM−,M+(π), meaning in partic-
ular that this item resides within CM+ . Since I = (N ,W ) is well-spaced, property 2 of
such instances implies that wiM−,M+ is greater than the weight of any item in CM− by a
multiplicative factor of at least n1+(minM
+−maxM−−1)/ǫ ≥ n, as maxM− < minM+.
Consequently, since all items in A− reside within CM− , we indeed have wiM−,M+ ≥
n ·maxj∈CM− wj ≥ w(A
−).
Difference. This property is straightforward, by construction of π¯.
C.2 Proof of Claim 4.7
For simplicity of notation, let D = {iM−,M+ : (M
−,M+) ∈ Ω,XM−,M+ 6= ∅} be the collection
of items that were removed throughout all recursive calls to our fixing procedure. Then, the
profit of the resulting permutation πsparse can be lower-bounded by observing that
Ψ(πsparse) =
∑
i∈N\D
ϕπsparse(i)
≥
∑
i∈N\D
ϕπ∗(i)
= Ψ(π∗)−
∑
i∈D
ϕπ∗(i)
≥ Ψ(π∗)− ǫ ·
∑
(M−,M+)∈Ω
ϕπ∗
(
XM−,M+
(
π[minM−,maxM+]
))
.
Here, the first inequality holds since, for any remaining item i ∈ N \D, it is not difficult to verify
(by induction on the recursion level) that property 2 of the fixing procedure implies Cπsparse(i) ≤
Cπ∗(i), and we therefore have ϕπsparse(i) ≥ ϕπ∗(i). The second inequality is obtained by recalling
that any item iM−,M+ ∈ D was chosen as the least profitable item in XM−,M+(π[minM−,maxM+])
with respect to π∗, thus
ϕπ∗(iM−,M+) ≤
ϕπ∗(XM−,M+(π[minM−,maxM+]))
|XM−,M+(π[minM−,maxM+])|
= ǫ · ϕπ∗
(
XM−,M+
(
π[minM−,maxM+]
))
.
C.3 Proof of Claim 4.8
By definition, XM−1 ,M
+
1
(π[minM−1 ,maxM
+
1 ]
) and XM−2 ,M
+
2
(π[minM−2 ,maxM
+
2 ]
) contain only items
in M+1 -indexed clusters and M
+
2 -indexed clusters, respectively. Thus, when M
+
1 and M
+
2 are
disjoint, XM−1 ,M
+
1
(π[minM−1 ,maxM
+
1 ]
) and XM−2 ,M
+
2
(π[minM−2 ,maxM
+
2 ]
) must be disjoint as well.
Hence, it remains to consider the scenario whereM+1 andM
+
2 are not disjoint. In this case, the
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permutations π[minM−1 ,maxM
+
1 ]
and π[minM−2 ,maxM
+
2 ]
must have been created at different levels
of the recursive construction; we assume without loss of generality that π[minM−1 ,maxM
+
1 ]
was
created at a lower-index level. Therefore, M+2 ⊆M
+
1 , and XM−2 ,M
+
2
(π[minM−2 ,maxM
+
2 ]
) consists
of only items in the right permutation, π[minM+1 ,maxM
+
1 ]
. On the other hand, by construc-
tion, any item in XM−1 ,M
+
1
(π[minM−1 ,maxM
+
1 ]
) ends up in the left permutation, π[minM−1 ,maxM
−
1 ]
,
implying the disjointness of XM−1 ,M
+
1
(π[minM−1 ,maxM
+
1 ]
) and XM−2 ,M
+
2
(π[minM−2 ,maxM
+
2 ]
).
C.4 Proof of Lemma 4.9
We first observe that the pair (Sˆ, πˆ) is indeed thin. To this end, note that since the permutation
πˆ is a prefix of π, for every m ∈ [M ] we clearly have crossm(πˆ) ≤ crossm(π) ≤
⌈log2M⌉
ǫ , where
the last inequality holds since (S, π) is thin. Next, we show that (Sˆ, πˆ) satisfies conditions 1-3:
1. Allowed items: By construction, Sˆ = S ∩ (C[1,m−1] ⊎ Q>m−1), implying that Sˆ forms a
subset of C[1,m−1] ⊎Q>m−1.
2. Required crossing items: An additional implication of our definition of Sˆ is that Q>m−1 ⊆
Sˆ, since Q>m−1 ⊆ S by (8).
3. Total profit: To obtain a lower bound on the profit of πˆ, we observe that
Ψ(πˆ) =
∑
i∈Sˆ
ϕπˆ(i)
=
∑
i∈Sˆ
ϕπ(i)
= Ψ(π)−
∑
i∈S\(C[1,m−1]⊎Q>m−1)
ϕπ(i)
≥

ψm − ∑
i∈S\(C[1,m−1]⊎Q>m−1)
ϕπ(i)


+
= ψm−1 .
Here, the second equality holds since πˆ is a prefix of π, as previously mentioned. The
third equality follows by noting that S \ Sˆ = S \ (C[1,m−1] ⊎ Q>m−1). The inequality
above is obtained by observing that its left-hand-side is non-negative, and by recalling
that (S, π) ∈ Thin(m,ψm,Q>m), implying that Ψ(π) ≥ ψm. The last equality is precisely
the definition of ψm−1.
C.5 Proof of Lemma 4.10
By way of contradiction, suppose there exists a pair (S˜, π˜) ∈ Thin(m− 1, ψm−1,Q>m−1) whose
makespan is smaller than that of Sˆ, namely, w(S˜) < w(Sˆ). We begin by noticing that the
item sets S \ Sˆ and S˜ are disjoint, since S \ Sˆ ⊆ (Cm ⊎ Q>m) \ Q>m−1 ⊆ C[m,M ] \ Q>m−1
whereas S˜ ⊆ C[1,m−1] ⊎ Q>m−1, as (S˜, π˜) ∈ Thin(m − 1, ψm−1,Q>m−1). Taking advantage of
this observation, we define a new pair (S˜+, π˜+) as follows:
• The underlying set of items is given by S˜+ = S˜ ⊎ (S \ Sˆ).
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• The permutation π˜+ : S˜+ → [|S˜+|] is constructed by appending the items in S \ Sˆ to π˜,
following their internal order in π.
The next claim shows that the resulting pair is a feasible solution to exactly the same subproblem
for which (S, π) is optimal.
Claim C.1. (S˜+, π˜+) ∈ Thin(m,ψm,Q>m).
Proof. First, we show that (S˜+, π˜+) is a thin pair. To this end, for every µ ∈ [M ] with
Cµ ∩ S˜
+ 6= ∅, let iµ ∈ Cµ be the item that appears last in π˜
+ out of this cluster, i.e., iµ =
argmaxi∈S˜+∩Cµ π˜
+(i). We proceed by considering two cases:
• Item iµ appears in π˜: By construction, π˜ is a prefix of π˜
+, and therefore crossµ(π˜
+) =
crossµ(π˜) ≤
⌈log2M⌉
ǫ , where the last inequality holds since (S˜, π˜) is a thin pair.
• Item iµ does not appear in π˜: In this case, iµ ∈ S \ Sˆ ⊆ C[m,M ] \ Q>m−1, implying that
µ ≥ m. Thus, all items in clusters Cµ+1, . . . , CM that appear before iµ in the permutation
π˜+ necessarily belong to Q>m, and we conclude that crossµ(π˜
+) ≤ |Q>m| ≤
⌈log2M⌉
ǫ .
Next, we show that (S˜+, π˜+) satisfies conditions 1-3:
1. Allowed items: First note that S˜ ⊆ C[1,m−1] ⊎ Q>m−1 ⊆ C[1,m] ⊎ Q>m, where the first
inclusion holds since (S˜, π˜) ∈ Thin(m− 1, ψm−1,Q>m−1) and the second follows by defi-
nition of Q>m−1 in (8). In addition, S ⊆ C[1,m] ⊎Q>m, since (S, π) ∈ Thin(m,ψm,Q>m).
Combining these two observations, we have S˜+ = S˜ ⊎ (S \ Sˆ) ⊆ C[1,m] ⊎Q>m as required.
2. Required crossing items: To prove Q>m ⊆ S˜
+, we observe that
Q>m ⊆ Q>m−1 ⊎ (Q>m \ Q>m−1)
⊆ S˜ ∪ (S \ Sˆ)
= S˜+ .
To better understand the second inclusion, note that Q>m−1 ⊆ S˜, since (S˜, π˜) ∈ Thin(m−
1, ψm−1,Q>m−1). In addition, Q>m \ Q>m−1 ⊆ S \ Sˆ, since Q>m ⊆ S due to having
(S, π) ∈ Thin(m,ψm,Q>m), and since (Q>m \ Q>m−1) ∩ Sˆ = ∅, due to having Q>m ⊆
C[m+1,M ] and Sˆ ⊆ C[1,m−1] ⊎Q>m−1, where the latter inclusion holds since Sˆ ∈ Thin(m−
1, ψm−1,Q>m−1).
3. Total profit: By construction, any item i ∈ S \ Sˆ appears in the permutation π˜+ after all
items in S˜, and moreover, the internal order between the items in S \ Sˆ is determined
according to π. Hence, we can bound the completion time of any item i ∈ S \ Sˆ by noting
that
Cπ˜+(i) = w(S˜) +
∑
j∈S\Sˆ:
π(j)<π(i)
wj
< w(Sˆ) +
∑
j∈S\Sˆ:
π(j)<π(i)
wj
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= Cπ(i) ,
where the inequality above follows from our initial assumption that w(S˜) < w(Sˆ). Con-
sequently, ϕπ˜+(i) ≥ ϕπ(i) for such items, and we have
Ψ
(
π˜+
)
= Ψ(π˜) +
∑
i∈S\Sˆ
ϕπ˜+(i) (10)
≥ ψm−1 +
∑
i∈S\Sˆ
ϕπ(i) (11)
=

ψm − ∑
i∈S\(C[1,m−1]⊎Q>m−1)
ϕπ(i)


+
+
∑
i∈S\Sˆ
ϕπ(i) (12)
≥ ψm −

 ∑
i∈S\(C[1,m−1]⊎Q>m−1)
ϕπ(i)−
∑
i∈S\Sˆ
ϕπ(i)


= ψm . (13)
Here, equality (10) holds since π˜ is a prefix of π˜+, with the items in S \ Sˆ forming
the remaining suffix. Inequality (11) holds since (S˜, π˜) ∈ Thin(m − 1, ψm−1,Qm−1),
meaning that Ψ(π˜) ≥ ψm−1, and since ϕπ˜+(i) ≥ ϕπ(i) for all i ∈ S \ Sˆ, as shown above.
Equality (12) follows from the definition of ψm−1. Equality (13) is obtained by noting
that S \ (C[1,m−1] ⊎ Q>m−1) = S \ Sˆ.
Consequently, by combining our initial assumption that w(S˜) < w(Sˆ) along with Claim C.1,
we have just identified a pair (S˜+, π˜+) ∈ Thin(m,ψm,Q>m) with a makespan of
w(S˜+) = w(S˜) + w(S \ Sˆ)
< w(Sˆ) + w(S \ Sˆ)
= w(S) ,
contradicting the fact that (S, π) minimizes w(S) over the set Thin(m,ψm,Q>m).
C.6 Proof of Lemma 4.11
Overview. Prior to delving into the nuts-and-bolts of our approach, we provide a high-level
overview of its main ideas. For this purpose, to make sure condition 2 of Lemma 4.11 is satisfied,
meaning that the item set Eˆ we compute has a total weight of at most F (m,ψm,Q>m) −
F (m − 1, ψm−1,Q>m−1), our algorithm relies on “knowing” the latter difference, which will
be justified through binary search. With this limitation, restricting ourselves to the item set
(Cm ⊎Q>m) \ Q>m−1, we aim to identify a feasible chain whose associated permutation (ǫ,∆)-
satisfies constraint 2. To this end, our algorithm “guesses” the insertion time of every item in
Q>m \Q>m−1 by enumerating over all feasible chains G = (G1, . . . , GT ) whose set of introduced
items is GT = Q>m\Q>m−1. Since there are at most
⌈log2M⌉
ǫ such items, the number of required
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guesses is only O(TO(
logM
ǫ
)). For each guess, we construct the residual generalized incremental
knapsack instance, as explained in Section 3.1, which will be solved to near-optimality via the
approximation scheme proposed in Theorem 3.1.
Algorithm. For ease of presentation, on top of all input ingredients mentioned in Lemma 4.11,
we feed into the upcoming algorithm an additional parameter ω ≥ 0, whose role will be explained
later on. With this parameter, our algorithm operates as follows:
1. We define the generalized incremental knapsack instance Iˆω = (Nˆ , Wˆ ω), where:
• The set of items Nˆ is comprised of those allowed by constraint 1, namely, Nˆ =
(Cm ⊎ Q>m) \ Q>m−1.
• Additionally, we reduce the capacity Wt of each period t ∈ [T ] by ∆, while en-
suring that the maximum resulting capacity does not exceed ω, meaning that
Wˆ ωt = min{[Wt −∆]
+, ω}.
2. For every feasible chain G = (G1, . . . , GT ) for the instance Iˆ
ω with GT = Q>m \ Q>m−1,
we construct the residual instance Iˆω,−G = (Nˆ−G , Wˆ ω,−G). The approximation scheme we
proposed in Section 3 is now applied to this instance, thereby obtaining a feasible chain
RG whose profit is within factor 1− ǫ of the residual optimum (see Theorem 3.1). When
there are no feasible chains with GT = Q>m \ Q>m−1, we abort and report this finding.
3. Out of all chains G considered in step 2, let Gω be the one for which the sum of profits
Φ(Gω) + Φ(RG
ω
) is maximized. The item set we return is Eω = R
Gω
T ⊎ (Q>m \ Q>m−1),
i.e., all items inserted by the chain RG
ω
along with those in Q>m \Q>m−1. We define the
corresponding permutation πEω : Eω → [|Eω|] as the one constructed by Lemma 2.2 for the
chain Gω ∪RG
ω
.
The binary search. We assume without loss of generality that all item weights take integer
values. This property can easily be enforced by uniform scaling, which produces an equivalent
instance whose input length is polynomial in that of the original instance. Now, knowing in
advance that the total weight of any item set is an integer within [0, w(N )], we employ our
ω-parameterized algorithm to conduct a binary search over this interval, with the objective of
identifying the smallest integer ωmin such that:
• For ωmin, the algorithm returns a permutation πEωmin that satisfies
∑
i∈Eωmin
ϕ+∆πEωmin
(i) ≥
(1− ǫ) · (ψm − ψm−1).
• In contrast, for ωmin−1/2, the algorithm either aborts at step 2, or returns a permutation
πEωmin−1/2 satisfying
∑
i∈Eωmin−1/2
ϕ+∆πEωmin−1/2
(i) < (1− ǫ) · (ψm − ψm−1).
To verify that this search procedure is well-defined, let us examine the endpoints of [0, w(N )].
For ω = 0, if we obtain a permutation πE0 that satisfies
∑
i∈E0
ϕ+∆πE0
(i) ≥ (1− ǫ) · (ψm − ψm−1),
our immediate conclusion is that ωmin = 0. For ω = w(N ), as shown in Lemma C.2 below,
we are guaranteed to obtain a permutation πEw(N ) that satisfies
∑
i∈Ew(N )
ϕ+∆πEw(N )
(i) ≥ (1− ǫ) ·
(ψm − ψm−1).
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Running time. Clearly, the number of binary search iterations we incur is linear in the input
size. Now, within each iteration, since there are O(T ) guesses for the insertion time of every
item i ∈ Q>m\Q>m−1 and since |Q>m\Q>m−1| ≤
⌈log2M⌉
ǫ , there are only O(T
O( logM
ǫ
)) chains G
to consider in step 2. The crucial observation is that, for each such chain, the residual instance
Iˆω,−G is defined over the set of items
Nˆ−G = Nˆ \GT
= ((Cm ⊎ Q>m) \ Q>m−1) \ (Q>m \ Q>m−1)
⊆ Cm \ Q>m−1
⊆ Cm . (14)
Thus, Iˆω,−G is in fact a single-cluster instance, where the weights of any two items differ by a
multiplicative factor of at most n1/ǫ, by property 1 of well-spaced instances (see Section 4.1).
By Theorem 3.1, the running time of our approximation scheme for such instances is truly
quasi-polynomial, being O((nT )O(
1
ǫ6
·logn) · |I|O(1)) . All in all, we incur a running time of
O((nT )O(
1
ǫ6
·(logn+logM)) · |I|O(1)), with room to spare.
Final solution and analysis. In the remainder of this section, we argue that the item
set Eωmin and its permutation πEωmin : Eωmin → [|Eωmin |] satisfy the properties required by
Lemma 4.11. For this purpose, recalling that the latter lemma assumes F (m,ψm,Q>m) ≤ WT
and (m − 1, ψm−1,Q>m−1) = Best(m,ψm,Q>m), let E
∗ and π∗E∗ : E
∗ → [|E∗|] be the item set
and permutation attaining the minimum makespan w(E∗) over Extra[ (m,ψm,Q>m)
(m−1,ψm−1,Q>m−1)
], noting
that by definition,
F (m,ψm,Q>m) = F (m− 1, ψm−1,Q>m−1) + w (E
∗) . (15)
At the heart of our analysis lies the following claim, showing that whenever the ω-parameterized
algorithm is employed with ω ≥ w(E∗), we obtain a permutation whose ∆-shifted profit is at
least (1− ǫ) · (ψm − ψm−1). We provide the proof in Appendix C.7.
Lemma C.2. For any ω ≥ w(E∗), the ω-parameterized algorithm computes an item set Eω and
a permutation πEω : Eω → [|Eω|] that satisfy
∑
i∈Eω
ϕ+∆πEω (i) ≥ (1− ǫ) · (ψm − ψm−1).
With this result in place, the properties required by Lemma 4.11 can easily be established,
as we show next.
Lemma C.3. The item set Eωmin and permutation πEωmin satisfy properties 1 and 2.
Proof. We begin by explaining why (Eωmin , πEωmin ) ∈ Extraǫ,∆[
(m,ψm,Q>m)
(m−1,ψm−1 ,Q>m−1)
], as stated in
property 1:
• Constraint 1 is satisfied: We first show that Eωmin ⊆ (Cm ⊎ Q>m) \ Q>m−1 and Q>m \
Q>m−1 ⊆ Eωmin . Since the item set in question is defined in step 3 as Eωmin = R
Gωmin
T ⊎
(Q>m \ Q>m−1), it suffices to explain why R
Gωmin
T ⊆ Cm \ Q>m−1. The latter inclusion
follows by noting that RG
ωmin is a feasible chain for the instance Iˆωmin,−G
ωmin , where the
set of items is Nˆ−G
ωmin ⊆ Cm \ Q>m−1, as shown in the first inclusion of (14).
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• Constraint 2 is (ǫ,∆)-satisfied: To argue that
∑
i∈Eωmin
ϕ+∆πEωmin
(i) ≥ (1− ǫ) · (ψm−ψm−1),
following Lemma C.2, there exists a value ω ≤ w(N ) for which
∑
i∈Eω
ϕ+∆πEω (i) ≥ (1 − ǫ) ·
(ψm−ψm−1), and the desired claim is implied by the termination condition of our binary
search.
We now turn our attention to proving that w(Eωmin) ≤ F (m,ψm,Q>m)−F (m−1, ψm−1,Q>m−1),
as stated in property 2. To this end, since F (m,ψm,Q>m) = F (m− 1, ψm−1,Q>m−1) + w(E
∗)
by equation (15), it remains to argue that w(Eωmin) ≤ w(E
∗). To verify this relation, note that
w (Eωmin) = w
(
RG
ωmin
T ⊎ (Q>m \ Q>m−1)
)
= w
(
RG
ωmin
T
)
+ w
(
GωminT
)
≤ WˆT
= min
{
[WT −∆]
+, ωmin
}
≤ ωmin
≤ w (E∗) .
Here, the second equality holds since GωminT = Q>m \ Q>m−1, as stated in step 2. The first
inequality follows by observing that the chain RG
ωmin ∪ Gωmin is feasible for Iˆωmin, due to
Lemma 3.3, meaning in particular that for period T we have w(RG
ωmin
T ) + w(G
ωmin
T ) ≤ WˆT .
The final inequality is derived by combining Lemma C.2 and the termination condition of our
binary search.
C.7 Proof of Lemma C.2
Constructing a feasible chain for Iˆω. With respect to the item set E∗ and permutation
π∗E∗ , let us define a chain S∗ for the instance Iˆ
ω as follows:
• The collection of inserted items is S∗T = E
∗.
• The insertion time ti of each item i ∈ S∗T is the one maximizing piti over {t ∈ [T ] :Wt ≥
F (m− 1, ψm−1,Q>m−1) + Cπ∗
E∗
(i)}. Note that the latter set is indeed non-empty, since
Cπ∗
E∗
(i) ≤ w (E∗)
= F (m,ψm,Q>m)− F (m− 1, ψm−1,Q>m−1)
≤ WT − F (m− 1, ψm−1,Q>m−1) ,
where the equality above is exactly (15), and the last inequality holds since
F (m,ψm,Q>m) ≤WT , as assumed in Lemma 4.11.
The next claim establishes the feasibility and profit guarantee of S∗ with respect to Iˆ
ω. Below,
Φω(·) stands for the profit function with respect to this instance.
Claim C.4. The chain S∗ is feasible for Iˆ
ω, with a profit of Φω(S∗) =
∑
i∈E∗ ϕ
 
π∗
E∗
(i).
Proof. To prove the feasibility of S∗, we first observe that, for every time period t ∈ [T ],
w (S∗t) ≤ w(E
∗) ≤ ω , (16)
47
where the first inequality holds since S∗t ⊆ S∗T = E
∗, and the second inequality is precisely
what Lemma C.2 assumes. In addition, by definition of S∗, every item i ∈ S∗t is associated with
a completion time of Cπ∗
E∗
(i) ≤Wt−F (m− 1, ψm−1,Q>m−1). Thus, when the latter difference
is negative, we have S∗t = ∅ and therefore w(S∗t) = 0 ≤ [Wt −∆]
+. In the opposite case,
w (S∗t) ≤ Wt − F (m− 1, ψm−1,Q>m−1)
≤ Wt −∆
≤ [Wt −∆]
+ , (17)
where the second inequality holds since ∆ ≤ F (m−1, ψm−1,Q>m−1), as assumed in Lemma 4.11.
Putting together inequalities (16) and (17), we have w(S∗t) ≤ min{[Wt − ∆]
+, ω} = Wˆ ωt ,
meaning that the chain S∗ is indeed feasible for Iˆ
ω.
Now, to derive the profit guarantee Φω(S∗) =
∑
i∈E∗ ϕ
 
π∗
E∗
(i), we observe that since Φω(S∗) =∑
i∈E∗ piti , it suffices to show that piti = ϕ
 
π∗
E∗
(i) for each item i ∈ E∗. To this end, note that
our choice for the insertion time ti of each item i ∈ E
∗ exactly follows the definition of ϕ π∗
E∗
(i),
implying that piti = ϕ
 
π∗
E∗
(i).
Concluding the proof. Having established this claim, we are now ready to show that the
item set Eω and permutation πEω satisfy
∑
i∈Eω
ϕ+∆πEω (i) ≥ (1−ǫ)·(ψm−ψm−1). For this purpose,
similarly to Φω(·), let Ψω(·) be the profit function of a given permutation with respect to the
instance Iˆω in its sequencing formulation. With this notation, we obtain the required lower
bound by arguing that
∑
i∈Eω
ϕ+∆πEω (i) = Ψω (πEω)
≥ Φω
(
Gω ∪RG
ω)
≥ (1− ǫ) · (ψm − ψm−1) .
We prove the first equality and second inequality in Claims C.5 and C.6, respectively. To
understand the first inequality, recall that the permutation πEω is constructed in step 3 according
to Lemma 2.2 for the chain Gω ∪RG
ω
, which guarantees Ψω(πEω) ≥ Φω(G
ω ∪RG
ω
).
Claim C.5.
∑
i∈Eω
ϕ+∆πEω (i) = Ψω(πEω).
Proof. Let us use ϕωπEω (i) to denote the profit contribution of item i with respect to the
permutation πEω in the instance Iˆ
ω. In other words, ϕωπEω (i) = max{pit : t ∈ [T + 1] and Wˆt ≥
CπEω (i)}. With this notation, we have Ψω(πEω) =
∑
i∈Eω
ϕωπEω (i), meaning that to prove the
desired equality, it remains to show that ϕ+∆πEω (i) = ϕ
ω
πEω
(i) for every item i ∈ Eω. To verify this
claim, note that
ϕ+∆πEω (i) = max
{
pit : t ∈ [T + 1] and Wt −∆ ≥ CπEω (i)
}
= max
{
pit : t ∈ [T + 1] and [Wt −∆]
+ ≥ CπEω (i)
}
= max
{
pit : t ∈ [T + 1] and min{[Wt −∆]
+, ω} ≥ CπEω (i)
}
= max
{
pit : t ∈ [T + 1] and Wˆt ≥ CπEω (i)
}
48
= ϕωπEω (i) .
Here, the second equality holds since CπEω (i) ≥ 0. The third equality is obtained by noting
that CπEω (i) ≤ w(Eω) = w(G
ω
T ) + w(R
Gω
T ) ≤ WˆT ≤ ω, where the equality follows by definition
of Eω and the second inequality is implied by the feasibility of G
ω ∪ RG
ω
for the instance Iˆω.
The last two equalities follow from the definitions of Wˆt and ϕ
ω
πEω
(i).
Claim C.6. Φω(G
ω ∪RG
ω
) ≥ (1− ǫ) · (ψm − ψm−1).
Proof. We begin by noting that since (E∗, π∗E∗) ∈ Extra[
(m,ψm,Q>m)
(m−1,ψm−1,Q>m−1)
], this item set and
permutation necessarily satisfy constraint 1, which informs us that E∗ ⊆ (Cm ⊎Q>m) \ Q>m−1
and Q>m \ Q>m−1 ⊆ E
∗. As a result, recalling that the collection of items introduced by the
chain S∗ is precisely E
∗, it follows that the latter chain can be expressed as S∗ = S∗|Q>m\Q>m−1∪
S∗|Cm\Q>m−1 . We remind the reader that, based on the terminology of Section 3, the first term
S∗|Q>m\Q>m−1 is the restriction of S∗ to the items in Q>m \ Q>m−1, whereas the second term
S∗|Cm\Q>m−1 is its restriction to Cm \ Q>m−1.
The crucial observation is that, since the chain S∗ introduces all items in Q>m \Q>m−1, its
restriction G∗ = S∗|Q>m\Q>m−1 is necessarily considered in step 2 of our algorithm; moreover,
S∗|Cm\Q>m−1 constitutes a feasible chain for the residual instance Iˆ
ω,−G∗, by Lemma 3.4. As
such, the corresponding chain RG∗ we compute for the latter instance is guaranteed to have a
profit of Φω(R
G∗) ≥ (1 − ǫ) · Φω(S∗|Cm\Q>m−1). Consequently, since the chain G
ω is the one
maximizing Φω(G
ω)+Φω(R
Gω) over all chains considered in step 2, we conclude that Gω ∪RG
ω
is a feasible chain for Iˆω with a profit of
Φω
(
Gω ∪RG
ω)
= Φω (G
ω) + Φω
(
RG
ω)
≥ Φω (G∗) + Φω
(
RG∗
)
≥ Φω
(
S∗|Q>m\Q>m−1
)
+ (1− ǫ) · Φω
(
S∗|Cm\Q>m−1
)
≥ (1− ǫ) · Φω (S∗)
= (1− ǫ) ·
∑
i∈E∗
ϕ π∗
E∗
(i)
≥ (1− ǫ) · (ψm − ψm−1) .
Here, the first and second equalities follow from Lemma 3.3 and Claim C.4, respectively. The last
inequality holds since (E∗, π∗E∗) ∈ Extra[
(m,ψm,Q>m)
(m−1,ψm−1,Q>m−1)
] by definition, and hence, constraint 2
is necessarily satisfied.
C.8 Proof of Lemma 4.12
We prove the lemma by induction on m.
Base case: m = 0. In this case, for any state with F (0, ψ0,Q>0) ≤ WT , we actually have
Fˆ (0, ψ0,Q>0) = F (0, ψ0,Q>0), by the way terminal states of Fˆ are handled. In addition, letting
πˆSˆ0 be the permutation of Sˆ0 = Q>0 that attains Fˆ (0, ψ0,Q>0), it follows that Sˆ0 ⊆ C[1,0]⊎Q>0,
Q>0 ⊆ Sˆ0, and Ψ(πˆSˆ0) ≥ ψ0, again by definition.
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General case: m ≥ 1. Let (m,ψm,Q>m) be a state for which F (m,ψm,Q>m) ≤ WT . We
first show that Fˆ (m,ψm,Q>m) ≤ F (m,ψm,Q>m). To this end, recall that the function value
Fˆ (m,ψm,Q>m) is determined by minimizing Fˆ (m− 1, ψm−1,Q>m−1) + w(Eˆ) over all conceiv-
able states (m− 1, ψm−1,Q>m−1), where the item set Eˆ and its permutation πˆEˆ : Eˆ → [|Eˆ |] are
obtained by instantiating Lemma 4.11 with ∆ = Fˆ (m− 1, ψm−1,Q>m−1) and satisfy (Eˆ , πˆEˆ) ∈
Extraǫ,∆[
(m,ψm,Q>m)
(m−1,ψm−1,Q>m−1)
]. Therefore, specifically for the state (m − 1, ψ∗m−1,Q
∗
>m−1) =
Best(m,ψm,Q>m), we have ∆ = Fˆ (m − 1, ψ
∗
m−1,Q
∗
>m−1) ≤ F (m − 1, ψ
∗
m−1,Q
∗
>m−1) by the
induction hypothesis. In turn, our auxiliary procedure computes a corresponding item set and
permutation (Eˆ∗, πˆ∗
Eˆ
) ∈ Extraǫ,∆[
(m,ψm,Q>m)
(m−1,ψ∗m−1,Q
∗
>m−1)
] with total weight w(Eˆ∗) ≤ F (m,ψm,Q>m)−
F (m− 1, ψ∗m−1,Q
∗
>m−1), as guaranteed by Lemma 4.11. Consequently,
Fˆ (m,ψm,Q>m) ≤ Fˆ
(
m− 1, ψ∗m−1,Q
∗
>m−1
)
+ w
(
Eˆ∗
)
≤ F
(
m− 1, ψ∗m−1,Q
∗
>m−1
)
+
(
F (m,ψm,Q>m)− F
(
m− 1, ψ∗m−1,Q
∗
>m−1
))
= F (m,ψm,Q>m) ,
which is precisely the required upper bound on Fˆ (m,ψm,Q>m).
Next, we show that Fˆ (m,ψm,Q>m) is attained by an item set Sˆm and a permutation
πˆSˆm satisfying Sˆm ⊆ C[1,m] ⊎ Q>m, Q>m ⊆ Sˆm, and Ψ(πˆSˆm) ≥ (1 − ǫ) · ψm. For this
purpose, let (m − 1, ψm−1,Q>m−1), Eˆ , and πˆEˆ be the conceivable state, item set, and per-
mutation at which Fˆ (m,ψm,Q>m) = Fˆ (m − 1, ψm−1,Q>m−1) + w(Eˆ) is attained, mean-
ing in particular that Q>m−1 \ Cm ⊆ Q>m by definition of conceivable states, and that
(Eˆ , πˆEˆ ) ∈ Extraǫ,∆[
(m,ψm,Q>m)
(m−1,ψm−1,Q>m−1)
] by the way general states of Fˆ are handled. We pro-
ceed by observing that, by the induction hypothesis, Fˆ (m− 1, ψm−1,Q>m−1) is attained by an
item set Sˆm−1 and a permutation πˆSˆm−1 satisfying Sˆm−1 ⊆ C[1,m−1] ⊎ Q>m−1, Q>m−1 ⊆ Sˆm−1,
and Ψ(πˆSˆm−1) ≥ (1 − ǫ) · ψm−1. With these ingredients, let us define the item set Sˆm and
permutation πˆSˆm as follows:
• The item set Sˆm is given by Sˆm = Sˆm−1 ⊎ Eˆ . To understand why Sˆm−1 and Eˆ are
disjoint, recall that (Eˆ , πˆEˆ) ∈ Extraǫ,∆[
(m,ψm,Q>m)
(m−1,ψm−1,Q>m−1)
], which implies by constraint 1
that Eˆ ⊆ (Cm ⊎ Q>m) \ Q>m−1 ⊆ C[m,M ] \ Q>m−1; however, Sˆm−1 ⊆ C[1,m−1] ⊎ Q>m−1
by the induction hypothesis. These observations allow us to concurrently argue that
Sˆm ⊆ C[1,m] ⊎Q>m as required, since Eˆ ⊆ (Cm ⊎Q>m) \ Q>m−1 ⊆ C[1,m] ⊎Q>m and since
Sˆm−1 ⊆ C[1,m−1] ⊎ Q>m−1
⊆ C[1,m] ⊎ (Q>m−1 \ Cm)
⊆ C[1,m] ⊎ Q>m ,
where the last inclusion follows by noting that Q>m−1 \ Cm ⊆ Q>m due to state (m −
1, ψm−1,Q>m−1) being conceivable. In addition,
Q>m ⊆ Q>m−1 ⊎ (Q>m \ Q>m−1)
⊆ Sˆm−1 ⊎ Eˆ
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= Sˆm ,
where the second inclusion holds since Q>m−1 ⊆ Sˆm−1 by the induction hypothesis and
since Q>m \ Q>m−1 ⊆ Eˆ , again by constraint 1.
• To define the permutation πˆSˆm : Sˆm → [|Sˆm|], we simply append πˆEˆ to πˆSˆm−1 . As a result,
we obtain a profit of
Ψ
(
πˆSˆm
)
= Ψ
(
πˆSˆm−1
)
+
∑
i∈Eˆ
ϕ
+w(Sˆm−1)
πˆEˆ
(i)
= Ψ
(
πˆSˆm−1
)
+
∑
i∈Eˆ
ϕ+∆πˆEˆ
(i)
≥ (1− ǫ) · ψm−1 + (1− ǫ) · (ψm − ψm−1)
= (1− ǫ) · ψm .
Here, the second equality holds since w(Sˆm−1) = Fˆ (m − 1, ψm−1,Q>m−1) = ∆. To
understand the inequality above, note that Ψ(πˆSˆm−1) ≥ (1 − ǫ) · ψm−1 by the induc-
tive hypothesis, and in addition,
∑
i∈Eˆ ϕ
+∆
πˆEˆ
(i) ≥ (1 − ǫ) · (ψm − ψm−1), since (Eˆ , πˆEˆ) ∈
Extraǫ,∆[
(m,ψm,Q>m)
(m−1,ψm−1,Q>m−1)
] implies that constraint 2 is (ǫ,∆)-satisfied.
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