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1 Introduction
The Boolean Satisfiability problem, or SAT, is of central importance in the computer science community,
both from a practical and from a theoretical point of view. An instance of SAT is a formula in propositional
logic with Boolean variables, and the problem asks whether there exists an assignment of truth and false
values to the variables such that the given formula evaluates to the truth value. We always assume that the
input formula to SAT is in CNF form. The challenge is in designing a provably optimal algorithm for SAT.
From the time that Cook, Levin, Karp, etc. [1, 2, 3] defined the class NP of decision problems, and showed
that SAT and many interesting combinatorial problems are in fact complete in this class, many efforts were
dedicated to proving other seemingly hard problems NP-complete. Many important problems were indeed
shown as such, see [4] for early and classic reductions.
Given a decision problem A, there is often two parallel ways to advance an NP-hardness proof. The
first is to transform A to a problem A′ such that we can infer the hardness of A from that of A′, and
moreover, A′ is naturally more similar to a satisfiability problem. Examples of this kind of NP-hardness
proof are wide-spread. The second is to restrict SAT to a subclass, or otherwise change the problem SAT
into NP-Compete SAT’ such that the problem A is naturally more similar to SAT’. In this case, we might
be able to directly reduce SAT’ to A. Instances of the latter approach are encountered specially in geometric
situations. For instance, PLANAR 1-in-3-SAT has been used to obtain a difficult NP-hardness proof for the
Minimum Weight Triangulation problem [5]. PLANAR-SAT has been used repeatedly in connection with
problems of plane geometry. We refer to [6] for review and definition of many special cases of PLANAR-SAT
and related problems. Therefore, special forms of SAT might be important tools for reducing complexity of
NP-hardness proofs.
Our problem can be described as a special case of SAT, that we call CONTIGUOUS SAT. Although the
definition, soon to be given, is very simple and natural, we have not seen this problem defined earlier. This
could be because of the lack of motivation for it. Our motivation, and the starting point of our research, is
given in Section 1.1 below. The problem CONTIGUOUS SAT is SAT restricted to input formulas in which
i) an ordering of the clauses is fixed (say the usual left-to-right written ordering) ii) clauses containing a
fixed literal appear contiguously in this ordering. The formula below is an input to CONTIGUOUS SAT
with the left-to-right ordering of the clauses.
(x1 ∧ x2 ∧ x3) ∨ (x1 ∧ x2 ∧ ¬x3) ∨ (x1 ∧ ¬x3 ∧ ¬x1)
But the following is not a valid input.
(x1 ∧ x2 ∧ x3) ∨ (¬x1 ∧ x2 ∧ ¬x3) ∨ (x1 ∧ ¬x3 ∧ ¬x1)
1.1 Motivation
The incentive behind our definition of CONTIGUOUS SAT has been a problem in visibility computation.
Two points in a planar (or higher dimensional) configuration are visible from each other if and only if the line
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segment between them does no cross any ”obstacle”. What constitutes an obstacle varies by the problem.
For instance, for visibility inside a polygon, the polygon (boundary) itself is the obstacle. There exists a
sizable literature on computing visibility in different configurations of points and obstacles in the Euclidean
plane. These include visibility inside a polygon [7, 8, 9, 10], a point inside a region with obstacles [11, 12],
etc. We refer to [13] for more on visibility in the plane. Recently, there has been some attention to situations
wherein there is uncertainty in the eye location or the obstacle positions. Then, two points are visible to
each other with a certain probability. Examples of these kind of problem can be found in [14, 15].
A different avenue where uncertainty enters the visibility problem is by assuming that each obstacle can
appear in different places according to a probability distribution. The simplest case is where the obstacles
are of the simplest non-trivial shape, namely line segments in the plane, and each segment has two possible
places. A primitive question in this setting is the following. Given a point p and a line segment s in the
plane, determine whether there exists a non-zero probability that the point p can see the entire segment s,
see Figure 1. We define a problem called SEGMENT COVER to capture the simplest situation.
Definition (SEGMENT COVER). An uncertain segment is a pair of closed intervals on the unit interval,
s = {I1, I2}, Ii ⊂ I = [0, 1], i = 1, 2. Let sj = {I
j
1 , I
j
2}, j = 1, . . . , n be n given uncertain segments. Decide
whether there exists a choice of intervals Ijij ∈ sj, j ∈ {1, . . . , n}, ij ∈ {1, 2}, such that
I ⊂
n⋃
j=1
Ijij .
The following is easy to observe.
Lemma 1. The problems SEGMENT COVER and CONTIGUOUS SAT are equivalent with linear-time
reductions.
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Figure 1: The projection of uncertain segments on s according to q defines four uncertain intervals.
We remark that the above geometric view to CONTIGUOUS SAT is indeed of great benefit in proving
our results. Hence, the lack of this point of view might justify the lack of attention and results concerning
CONTIGUOUS SAT in the literature.
1.2 Results
The main result of this paper is the NP-hardness proof for SEGMENT COVER.
Theorem 1. The problem SEGMENT COVER is NP-Complete. Hence, so is CONTIGUOUS SAT.
The proof will occupy the Section 2 of the paper. This result seems interesting especially when at the
first sight the restriction on CONTIGUOUS SAT seems severe.
2
We then try to compute an approximate solution. Indeed, very naturally the MAX-SAT problem can
be used to find an approximate covering of the unit interval. In the other direction, we prove that there is
a ratio c < 1 such that there can be no algorithm computing a c-approximation of the optimal covering in
polynomial time, unless P=NP, see Theorem 3. In Addition, we define a second type of approximation in
which we require that the covered interval returned by the approximation algorithm be a contiguous interval.
We show that this approximation problem is not meaningful for general input, see Theorem 4.
We also consider the case where the given intervals are all of equal length. This case can be seen to be
related to 1-dimensional analog of the problem BCU of [16]. We show in Theorem 2 that the SEGMENT
COVER remains NP-Complete with this restriction. We then deduce that 1-dimensional BCU is NP-hard.
This strengthens the results of [16] considerably. See Related Work for the definition of BCU.
1.3 Related Work
There are many restrictions of SAT that are NP-complete. They include k-SAT, k ≥ 3, NAE-SAT, 1-
IN-3 SAT [17], PLANAR 3-SAT [18], PLANAR 1-IN-3 SAT [19], MONOTONE PLANAR CUBIC 1-IN-3
SAT [20], 4-BOUNDED PLANAR 3-CONNECTED 3-SAT [21], etc, to give a taste of the wide range of the
restrictions on SAT in the literature.
We are interested in this paper in SAT instances where each variable is restricted to a few clauses. Let us
denote by (r, s)-SAT the SAT problem restricted to clauses containing exactly r variables, and each variable
appearing in at most s clauses. Tovey [22] has shown that (3, 3)-SAT is always satisfiable and (3, 4)-SAT is
NP-Complete. In addition, it is proved in [23] that 3-SAT restricted to instances where each variable appears
at most three times is NP-Complete. A stronger result, proved in Dahlhaus et al. [24], states that PLANAR
3-SAT in which each variables appears exactly three times, and twice with one literal, a third time as the
other literal, is still NP-Complete. These results will be used in Section 2.
The problems around the visibility concept have been an active research area since the beginning of
computational geometry. Point and edge visibility[7, 8, 9, 10], the art gallery problem [25], the watchman
route problem[26, 27], visibility graphs and their recognition[13, 28] are among the topics of interest in this
field. It seems that, there has not been much emphasize on visibility computations in presence of uncertainty,
in spite of the fact that, uncertainty is very natural in applications and indeed has been studied from a more
practical viewpoint, like robot motion planning [29, 30, 31, 32, 33]. This lack of interest seems reasonable
given that one of the most basic operations needed for visibility computations is NP-hard, i.e., our problem
SEGMENT COVER. Visibility with uncertain obstacles have been studied previously in [15]. They show
that, in a setting similar to SEGMENT COVER, if each uncertain segment has one position, but exists with
a certain probability, then there is an efficient algorithm to compute the probability that the segments cover
the interval I. On the other hand, if each uncertain segment has a finite set of possibilities, instead of two
as in SEGMENT COVER, computing the same probability is #P -Complete. It is easy to see that in this
case the problem is harder than computing the permanent of a 0-1 matrix.
The study of Chambers et al. [16] is relevant to ours. In that paper, the authors consider the following
problem they call BCU. The centers of n equal balls are to be chosen from n uncertainty regions (in a
d-dimensional Euclidean space). Find the minimum value of the radius for which the union of balls could
be a connected region. In [16] it is shown that this problem is NP-hard in the plane, d = 2, even when each
uncertainty region is a pair of points. Now, if we are on the real line, and we fix a radius r, then we must
ask if the disks can be chosen such that their union is connected. This is a version of SEGMENT COVER
in which all the lengths of segments are equal. Using the NP-Completeness of ALL-EQUAL SEGMENT
COVER, we arrive at the stronger result that the problem BCU is NP-hard even on the real line, this will
be proved rigorously in Section 3.
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Figure 2: the intervals defining Tj
1.4 Organization of the Paper
2 Reduction
It is easy to see that the problem SEGMENT COVER is in NP. We reduce the NP-complete problem 3-SAT
to it. When an interval is a union of sub-intervals such that the sub-intervals share at most endpoints
with each other, by abuse of notation and for simplicity, we say that the interval is a disjoint union of the
sub-intervals. Let φ be the given 3-SAT formula and assume it has s clauses, C1, . . . , Cs. We first divide the
interval I into s disjoint intervals Bj = [(j − 1)/s, j/s], j = 1, . . . , s. The Bj are in one-one correspondence
with the clauses so that the intervals. In the sequel, we refer to the clauses sometimes by the name of the
intervals Bj .
clause uncertain segments For each clause Cj we consider its associated interval Bj and construct a
set of uncertain segments Tj whose intervals are sub-intervals of Bj . The set Tj consists of two uncertain
segments as depicted in Figure 2. Let Bj1, Bj2 and Bj3 be intervals as defined in Figure 2. The uncertain
segments in Tj are designed to have the following property.
Lemma 2. For any choice of intervals from uncertain segments of Tj, at most two intervals among Bj1, Bj2
and Bj3 are covered.
A clause Cj has three literals. We make a one-one association between the literals of the clause and
the intervals Bj1, Bj2 or Bj3, in an arbitrary way. Thus we define the sub-interval of Bj associated to the
corresponding literal.
variable uncertain segments Let x1, . . . , xm be the variables of the given formula. We shall construct
a collection of uncertain intervals Si for the variable xi . For each variable, these uncertain intervals are
defined by means of a complete bipartite graph denoted Gi, i = 1, . . . ,m. The vertices of Gi are divided
into two parts denoted Pi and Ni. The graph Gi has a vertex for each sub-interval of a clause interval
associated to a literal. Let Pi be those sub-intervals that are associated to positive literals of xi, and, let Ni
be sub-intervals associated to negative literals of xi. This finishes the definition of Gi.
After constructing Gi we define the set Si as follows. Let J be an interval in Pi or Ni, and let d = d(J)
be its degree in the graph. Partition the interval J into d disjoint (sharing only endpoints) intervals, and
make a correspondence between the edges incident on J and these sub-intervals. Perform this subdivision
for all the intervals J ∈ Pi and J ∈ Ni. Now the uncertain intervals Si are defined by the edges of the graph
Gi and their corresponding sub-intervals. In more detail, let e = (JP , JN ), JP ∈ Pi, JN ∈ Ni be an edge of
the graph Gi. Then e determines an interval inside JP , and one inside JN . The segment se ∈ Si is defined
as the uncertain interval containing these two sub-intervals.
2.1 Proof of Correctness
Let the input to the SEGMENT COVER problem be the set of uncertain intervals S =
⋃m
i=1 Si ∪
⋃s
i=1 Ti.
In this section, we show that there is a covering of the unit interval with the uncertain segments S if and
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Figure 3: The labelled intervals on the top define uncertain segments Tj, unlabelled ones in the bottom
define sets Si.
only if the given sentence φ is satisfiable.
Assume that φ is satisfiable. Observe that each uncertain segment s ∈ Si ⊂ S, has a positive interval
and a negative interval. Namely, the positive interval is that which corresponds to the incidence of the edge
to the vertex in the positive part of Gi, i.e., Pi, hence we can write s = {sp, sn}. Now assume xi takes the
value 1 (=true) in an assignment that satisfies φ. Then we choose sp, otherwise we choose sn, for all s ∈ Si.
Lemma 3. In the graph Gi, an interval Bjk, for some j ∈ {1, . . . , n }, k =∈ {1, 2, 3}, is associated to a
vertex in Pi if and only if xi has a positive literal in Bj. Analogously, an interval Bjk belongs to Ni if and
only if xi has a negative literal in the Bj.
From the above lemma, whenever we choose the uncertain segments as above, since each clause is satisfied,
each clause interval Bj has a vertex (=literal) all of whose incident edges have chosen that vertex. Hence,
the associated interval among Bj1, Bj2 and Bj3 is covered. It remains to cover the two remaining intervals.
This is easily done by a suitable choice for the uncertain segments of the set Tj. This finishes one direction
of the proof.
Consider now the other direction. We have to show that if there is a choice for each uncertain segment
s ∈ S, such that the unit interval is covered, then, there is an assignment of 0 and 1 to the variables xi
that satisfies the given formula φ. Consider a clause Bj = (λ1 ∨ λ2 ∨ λ3), where λi are literals. And let
xi1 , xi2 , xi3 be the corresponding variables. The interval Bj is covered by the chosen segments. Recall that
the uncertain segments correspond to the edges of the graphs Gi (other than elements of the Tj) and that
a choice of an interval for an uncertain segment is equivalent to choosing one endpoint of the corresponding
edge.
Lemma 4. Consider the graphs Gi1 , Gi2 , Gi3 . Let the literals λ1, λ2, λ3 correspond to the vertices v1, v2, v3,
respectively, in these graphs. There exists at least one vertex v among the vi, i = 1, 2, 3, such that, each edge
incident on v has chosen v.
Proof. The uncertain segments in Tj leave at least one of Bj1, Bj2 and Bj3 uncovered, let it be Bj1. The
interval Bj1 has to be covered using the uncertain segments of S. Recall that Bj1 corresponds to one of the
vertices v1. All the edges incident on v1 are required to choose v1, otherwise, some part of the interval Bj1
would remain uncovered.
To construct an assignment from the choices of uncertain segments S we do as follows. Consider any
clause Bj . Lemma 4 gives a k ∈ {1, 2, 3} such that a vertex in Gik is chosen by all its incident edges. If the
vertex is in Pik , set xik = 1, otherwise set xik to be 0.
First, we show we have defined a valid assignment. Let Bp (Bn) be the clause in which x appears as a
positive (negative) literal and when considering that clause we have set x to be 1 (0). Let Gx be the graph
of the variable x with parts Px and Nx. Since we have set x = 1 in Bp, there is a vertex of Px in which
all the edges have chosen that vertex. Similarly, there is a vertex in Nx such that all the edges have chosen
that vertex. But every vertex in Px is connected to every vertex in Nx, hence there has to be an edge where
both ends are chosen, a contradiction.
Second, we show that the assignment satisfies all the clauses. We use the notation as above. Take a fixed
but arbitrary Bj and let x be the variable returned by Lemma 4 and vx the vertex of Gx all whose incident
edges have chosen it. If vx is associated to a positive literal in Bj , vx is in the positive part of Gx. Hence
our procedure setting x = 1, satisfies the clause. Let x have a negative literal in Bj . Then the sub-interval
associated to vx appears in the negative part of Gx. Hence setting x = 0 will satisfy Bj . This finishes the
proof of the correctness of the reduction.
2.2 Complexity
In this section we bound the run-time of the reduction procedure. First, we assume that the given formula
φ is an arbitrary 3-SAT instance. In linear time in number of clauses we construct the sets Tj of uncertain
intervals. Let variable xi appear in pi clauses as a positive literal and in ni clauses as a negative literal.
Then the graph Gi is Kpi,ni and has pini edges. Thus our reduction is of complexity O(s+
∑m
i=1 pini). This
finishes the proof of NP-hardness and hence that of Theorem 1.
If we start by the NP-Complete problem studied by [24], in which each variable appears at most three
times once with one literal, and twice with the other literal, then the number of our uncertain segments is
exactly 2s+ 2m.
3 ALL-EQUAL SEGMENT COVER
In this section, we strengthen our result to show that the SEGMENT COVER remains NP-hard even when
we require that the length of the intervals all be equal. We call this problem ALL-EQUAL SEGMENT
COVER. We will later deduce that the problem BCU of [16] is NP-hard, even in the 1-dimensional case.
We now describe the modifications to the reduction necessary to keep all the intervals the same length.
First, observe that we can make sure that the intervals Bj1, Bj2, Bj3, for all j, have equal length. It remains
to make sure that the intervals in the uncertain segments from the Si have equal length. For simplicity in
this argument, we will start by a special 3-SAT problem, namely, the one considered by [24]. They have
proved that PLANAR 3-SAT remains NP-Complete when each variable appears at most three times, once
as one literal, twice as the other. When applying our reduction to this type of formulas, we will see that
in the final uncertain segments intervals Bj1, Bj2, Bj3 are divided into at most two smaller intervals. With
these preliminaries in mind, we will substitute the intervals in the Figure 3 for the corresponding intervals
from our original construction. In this figure Bj1, Bj3, Bj5 play the roles of Bj1, Bj2 and Bj3 of the original
reduction. Note that we have assumed in the figure that the worst case happens, i.e., each three of the
sub-intervals is divided. The other cases are simpler.
Theorem 2. The problem ALL-EQUAL SEGMENT COVER is NP-Complete.
Proof. Consider a clause Bj . To the set Tj of the original reduction we add s− 1 new uncertain segments,
each of them consisting of the two copies of the same interval. This insures that certain subsets of the interval
I are always covered, see Figure 3. The set Si of uncertain segments for the variable xi is defined just as
in the original reduction, but with the modification that a vertex interval Bjk is not partitioned, rather the
sub-intervals for the at most two incident edges are copies of the interval Bjk, one of them slightly moved
to the right, the other slightly moved to the left. We just need to check that the new intervals have the
required properties used in the reduction. As before, at most two of the intervals Bj1, Bj3 and Bj5 can be
covered by the uncertain segments from (updated) Tj . It is easily checked that that interval, say Bj1, which
is not covered, can only be covered when both of the intervals of the incident edges are present. Hence, the
same correctness argument applies here as well.
We next show that the optimization problem called BCU and studied in [16] is NP-hard on the real line.
For the definition of BCU refer to Section 1.3.
Corollary. The 1-dimensional BCU is NP-hard.
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Proof. Let the set s1, . . . , sn be an instance of ALL-EQUAL SEGMENT COVER. For each si, construct an
uncertain region ui containing two points, namely, the midpoints of the two intervals in si. We add two more
regions defined as follows. Let xl be the smallest coordinate and xr be the largest coordinate of any midpoint.
Moreover, let r be half the length of an interval. Define u0 = {xl−2r, xl−3r} and un+1 = {xr+2r, xr+3r}.
Add these two sets to the problem instance. Then the ui define an instance of BCU. An algorithm solving
BCU returns a minimum r′ such that there are n + 2 disks of radius r′, with centers at the points of the
ui, one center from each ui, such that the area they cover is connected. Because of u0, un+1 we have always
r′ ≥ r. Moreover, r′ = r if and only if the answer to the original ALL-EQUAL SEGMENT COVER is YES.
4 Approximation
In this section, we consider the approximation of the SEGMENT COVER problem. We can define two
natural approximation problems. The first, called MAX-SEGMENT COVER, or MAX-SC for short, asks
to choose one interval from each uncertain segment such that the union of the resulting intervals is of
maximum length possible. The second, called CONTIGUOUS MAX-SC, requires a choice of an interval
from each uncertain segment such that a maximum-length connected interval is obtained.
4.1 Approximation of MAX-SC
We first prove hardness of approximation for MAX-SC. Let MAX-E3SAT be MAX-3SAT restricted to
formulas in which each clause contains exactly three literals.
Theorem 3. Let c′ be a ratio beyond which it is NP-hard to approximate MAX-E3SAT. Then it is NP-hard
to approximate MAX-SC with ratio larger than c = c
′
+2
3
.
Proof. Suppose we are given an instance φ of MAX-E3SAT with n variables. We shall apply the reduction of
Section 2 to φ and obtain an instance of MAX-SC, however, we need some modifications. Consider a graph
Gi constructed in the reduction. If |Pi| = |Ni| we leave the graph as it is, otherwise, let |Pi| < |Ni|. We add
|Ni| − |Pi| dummy vertices to |Pi| to make the two sets equal. We do analogously in the other case. Let G˜i
denote the modified graphs, i = 1, . . . , n. We build the uncertain segments Si from G˜i as follows. Let v be
a vertex of G˜i and m = |P˜i| = |N˜i|. If v is not a dummy vertex, it has associated with it a sub-interval of
a clause-interval. We make sure all these sub-intervals have length 1, and a clause interval has length 3. If
v is a dummy vertex, associate to it the fixed interval J ′ of very small length ǫ > 0, anywhere outside all of
the clause intervals.
Next, we build the uncertain segments Si as before from the graphs G˜i and associated intervals. Let W
be the total length of the union of the intervals of uncertain segments Si, then by construction
W = 3s+ ǫ.
Note that any two intervals of (possibly different) uncertain segments defined here are disjoint other than
when both intervals are sub-intervals of J ′.
We run the approximation algorithm for MAX-SC on our instance. The algorithm makes a choice from
each uncertain segment. We modify this choice slightly. If any uncertain segment has chosen a sub-interval
of J ′ we reverse this choice. It is clear that at the end we have at worst decreased the total approximated
length by ǫ. And we have not decreased the approximated length over the original clause intervals.
Observe that the total length that the uncertain segments chosen from Ti contribute is at most 2W/3 = s.
If from any clause-interval the choice from Ti covers only 1/3 of the interval, then the middle interval Bj2 is
covered. We change the choices so that only 1/3 of the interval is not covered, by covering either of Bj1 or
Bj3. This insures that from any clause interval exactly one sub-interval is not covered by the Ti.
Now from the modified choice of uncertain segments and the graphs Gi define the graphs G
′
i as follows.
For each i, from the graph G˜i, remove any vertex whose interval is covered in the approximation by intervals
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from Ti. Denote the new graph by G
′
i. The total length of the intervals corresponding to the non-dummy
vertices of G′i is W/3 = s. Next, define an assignment as follows. We distinguish five cases from each other.
Case 1: The graph has original vertices in positive part only, and, dummy vertices are in positive part. For
any edge e ∈ G˜i that is not incident with a dummy vertex, we redirect the choice to the positive side. Note
that since any interval we uncover is covered by Ti this does not decrease the length of the approximation.
After these re-directions, any non-dummy vertex in the positive side of G˜i has all its sub-intervals chosen.
Case 2: The graph has original vertices in positive part only, and, dummy vertices are in negative part.
For any edge e ∈ G˜i that is not incident with a dummy vertex, we redirect the choice to the positive side.
Recall that all the other edges have also chosen the positive side. Then again after this re-direction of choice
all the vertices in positive part of G˜i, have their intervals covered. Again this operation does not decrease
the total approximated length.
Cases 3,4: These are analogous to the previous cases, where non-dummy vertices appear in the negative
part only. We perform analogously as in those cases.
Case 5: The graph has non-dummy vertices in both parts, or it has only dummy vertices. In this case,
we can assign an arbitrary value to xi. We choose the side which does not have dummy vertices and redirect
all the edges of G˜i towards that side. Re-direction of the choice for an edge not incident on a dummy vertex
does not change the approximated weight. Also we had set the choice for edges incident on dummy vertices
away from them. It follows that all the intervals associated to the vertices of the chosen side are covered.
Thus we have defined an assignment. Now we compute the number of clauses satisfied by our assignment.
The length not covered by the Ti and covered by the Si in the approximation is at least c(W + ǫ) −
2
3
W .
After the above redirection of the choices, an interval corresponding to a clause is either all covered or
covered in exactly 2/3 of its length. Therefore, c(W + ǫ) − 2
3
W is (lower bound for) the total number of
the intervals satisfied by our assignment. For any algorithm that runs in polynomial times we must have
c(W + ǫ)− 2
3
W = 3cs+ cǫ− 2s < c′s. This implies
c <
c′ + 2
3 + ǫ
s
.
The claim follows.
Remark By a seminal result of H˚astad [34] MAX-E3SAT cannot be approximated by a ratio larger than
7/8. Using this result the above theorem implies that MAX-SC cannot be approximated beyond the ration
23/24, unless P=NP.
To approximate MAX-SC, we can use the same existing algorithms for weighted MAX-SAT, which is a
well-studied problem in the literature, refer to the sequence of papers [35, 36, 37, 38]. We just form a SAT
from our SC instance. Any maximal sub-interval J ⊂ I = [0, 1] that does not contain an endpoint defines
a clause, and in it are literals corresponding to uncertain segments covering the interval J . We assign the
length of J as the weight of the corresponding clause. Given we have an algorithm for weighted MAX-SAT
with approximation ratio 0 < c′ < 1, then clearly we have an algorithm with the same ratio for MAX-SC.
It is interesting to see these upper and/or lower bounds improved.
4.2 Approximation of CONTIGUOUS MAX-SC
In this section we investigate the CONTIGUOUS MAX-SC. Note that clearly the same argument for hard-
ness of approximation of MAX-SC applies here. However, this problem seems not much meaningful as an
approximation problem. Let s be the number of clauses in an instance of CONTIGUOUS MAX-SC.
Theorem 4. Let ǫ > 0. There can be no algorithm with ratio r(n) = n−1+ǫ for CONTIGUOUS MAX-SC
over all the input.
Proof. We start with an instance A of the problem SC with the underlying interval of length n. Assume
we have an algorithm for approximating CONTIGUOUS MAX-SC with ratio r(x) = x−1+ǫ. We build an
8
instance B of CONTIGUOUS MAX-SC. The idea is that we want to concatenate copies of A such that any
r()-approximation would contain a full copy. Let f(n) be the number of copies required. Then we need
(f(n)n)−1+ǫf(n)n > 2n. (1)
Assume f = f(n) satisfies the above relation. Then we construct the instance B by copying the instance
A, f times. Then, the approximation algorithm applied to B, outputs an interval of length r(fn)fn > 2n.
Thus, at least one copy has to be entirely covered, hence the given instance A has to be satisfiable. To satisfy
equation 1 it is enough to choose
f > (2n1−ǫ)
1
ǫ .
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