A well-known and useful method for generalised regression analysis when a linear covariate x is available only through some approximation z is to carry out more or less the usual analysis with ( | ) E x z substituted for x . Sometimes, but not always, the quantity var( | ) x z should be used to allow for overdispersion introduced by this substitution. These quantities involve the distribution of true covariables x , and with some exceptions this requires assessment of that distribution through the distribution of observed values z . It is often desirable to take a nonparametric approach to this, which inherently involves a deconvolution that is difficult to carry out directly. However, if covariate errors are assumed to be multiplicative and lognormal, simple but accurate approximations are available for the quantities
INTRODUCTION
We are concerned with fairly general regression settings, such as generalised linear models or regression models for response times, that include a covariate x represented in the data only by some estimate or approximation z. We assume that covariate-estimation errors vary independently between individuals, and as usual that conditional on x the values of z are uninformative. It is well known that when the covariate x enters the model linearly it is often useful to replace x by the quantity difficult although not totally impossible. A useful discussion of this and related matters is given in Carroll et al. (1995, Ch.12) . In standard asymptotic formulations, explicit nonparametric estimation of ( ) p x suffers from slow convergence, basically because convolution smooths out details of ( ) p x that cannot be recovered. As is noted in that reference, two issues are particularly important for current needs: how best to use smoothness assumptions regarding ( ) p x , and that it is easier to estimate ( | ) E x z than ( ) p x itself. The contributions of the present paper are precisely in those directions. A recent approach of Schafer (2001) uses an EM approach to approximate directly something more general than ( | ) E x z but not ( ) p x in its entirely, namely the relevant score equation, conditional on z , for estimation of the regression parameter.
Developed here is a way of reducing deconvolution difficulties when ( | ) p z x is taken as lognormal with scale parameter x , assuming only that ( ) p x is suitably smooth. First, highly accurate approximation of ( | ) E x z in terms of ( ) An alternative and popular class of approaches, where consideration of ( | ) E x z does not arise, consists of adjustment of estimating equations to reduce biases in parameter estimators, which might be thought of as extending to generalised linear models the classical correction-for-attenuation methods (Fuller, 1987, p. 5) . For example, this includes methods of Stefanski & Carroll (1987) , Stefanski (1989) and Nakamura (1990 Nakamura ( , 1992 ; see also Carroll et al. (1995, Ch. 6) . Generally, the adjusted estimating equations must be derived on a case-by-case basis in regard to the probability model for the primary response data. Another approach, attractive in being very direct and general although computationally intensive, is simulation extrapolation as developed by Cook & Stefanski (1994) , Stefanski & Cook (1995) , and described in Carroll et al. (1995, Ch. 5 It may be helpful to clarify issues regarding use of more or less the same methods of analysis with regression calibration as if the true covariate were available. We will do this very casually, and in particular the Taylor's approximation below requires further attention or modification in a more careful treatment. It is difficult to document the history of the methodological suggestion and its development, but it has been popular in biostatistics since the work of Armstrong & Oakes (1982 ), Armstrong (1985 and Prentice (1982a,b) ; see further references in Carroll et al. (1995, Ch. 3 
When y is binomial with sample size m , the variance function becomes For the analysis of survival data with response time T with hazard linear in x , Prentice (1982a) showed that using the standard analysis with substitution of z′ for x provides a close approximation to maximum likelihood estimation provided The key to impressive accuracy, in this and many other settings, is that the underlying second-order expansion is made locally to each value of z and need only be reliable for x -values where ( | ) p z x is substantial. Moreover, the approximation to the ratio is substantially better than that to either term since moderate errors tend to cancel (Tierney & Kadane, 1986 
and substituting these into (1) yields our second main result,
Implementing (3) (1) and (3) that condition holds in terms of ( )
, or in terms of ( )
Furthermore, it will often be the case that 2 ( ) 
, whereas that for 2 j = remains the same.
EXAMPLE
The example involves rather imprecisely estimated radiation doses for atomicbomb survivors followed up by the Radiation Effects Research Foundation in Hiroshima and Nagasaki, which are used in the study of radiation-related cancer and other diseases. The dosimetry system providing estimates z is documented in Roesch (1987). We note that it consists of having assessed each survivor's location and shielding through interviews, and then applying physical calculations of radiation transport through air and shielding materials.
The value of the proposed methods becomes clearer in relation to what has been used in the past for these data. Pierce et al. (1990) , also reported in Pierce et al. (1992) , estimated the distributions of true radiation doses for Hiroshima and Nagasaki as Weibull distributions, although restricted to the dose range used below, with cumulative distribution functions θ are for Hiroshima and Nagasaki, respectively. The adjustment factors 1 ( ) C z and 2 ( ) C z were then computed by numerical integration, and approximated in terms of second-degree polynomials in log( ) z for routine use.
We have found that the error in approximation (1) for this specific Weibull setting is totally negligible, but there was really no need for this when assuming that the above estimates of ( ) X p i are adequate. The unattractive aspects of the methodology were involved in the deconvolution step used in arriving at the above estimates of ( ) We illustrate the new methods here for Nagasaki, where the log empirical density log ( ) Z p i departs more than for Hiroshima from a second-degree polynomial, for which the approximation (1) is exact. The dose range used here is 0.10 -6 Gy (Gray) of primary interest for the adjustments in question, which for Nagasaki involves about 4000 survivors, with dose quartiles 0.20, 0.45 and 0.85 Gy. About 85% of Nagasaki survivors in the cohort have doses less than 0.10, where radiation risks are very small, and including these low-dose survivors would greatly and unnecessarily complicate considerations here. As a perspective on radiation dose levels, with whole-body exposures a dose of 1 Gy would require serious medical attention, a dose of 3 Gy is roughly the LD 50 , and annual occupational limits for radiation workers are around 0.02-0.05 Gy. Roughly speaking, cancer rates for a survivor are increased by about 50% per Gy for all remaining lifetime (Pierce et al., 1996) . Figure 1 shows the log-log empirical density of dose estimates z for Nagasaki, along with the fit of a third-degree polynomial on the indicated dose range, namely In order to demonstrate the accuracy of the Laplace approximations in (1), we first pretend that the curve in Fig. 1 substantially from what was obtained using the previous method indicated at the outset of this section. For example, whereas 1 (4) 0.78 C = # in Fig. 3 , the value obtained before was 1 (4) 0.87 C = . We believe that this reflects the inadequacies of the previous methods, and that the current assessment is essentially correct, given the assumptions.
However, we note that such a discrepancy is not really large in relation to uncertainties of modelling covariate errors. Beyond the dependence on the assumed value of σ , we note that assuming ( | ) We have evaluated by simulation the use of approximation (3), compared to exact results based on the true distribution ( ) X p i , for settings similar to this example.
For the sample size arising in the example, discussed further below, Table 1 summarises the errors in estimating 1 ( ) C z , relative to the reduction = 8.3% of trials with relative error greater than 20%. As discussed below, most of the error seen in Table 1 is not due to approximation (3) but to errors in estimation of the true ( ) Log dose
Density
Before giving some further details of the simulation, we discuss important matters of perspective that will arise more generally. For the application we are mainly interested in the value of 1 ( ) C z in the range 2-4 Gy. Although there are about 4,000 Nagasaki survivors with dose estimates in the range 0.1 to 6 Gy, only about 400 of these have dose estimates of at least 2 Gy. In the simulations we maintain for the other dose distriubutions the 4,000 individuals in the range 0.1 to 6 Gy. Most of the error seen in Table 1 comes not from the Laplace-type approximations leading to (1) and (2), but from estimating the derivatives ( )
Evidence for that derives from the fact that for 3 0 b = the approximations (1) and (2) If instead of 4,000 there were only 2,000 survivors in the full dose range there would be so few at above 2 Gy that smoothness assumptions stronger than those used here would be required. If there were 10,000 survivors in the full dose range, errors such as those reported in Table 1 In the simulation we take the approach indicated in Fig. 1 of fitting a cubic polynomial to the log-log density of z for use in (2) and (1). Use of a quartic polynomial gives very similar results. This is not strictly speaking a nonparametric approach, but indicates the general nature of our intended application. It would become somewhat more nonparametric if as suggested earlier one finds by exploration suitable nonlinear transformations of both the log density and log doses for use of the polynomial-based estimation of required derivatives. In the simulation unweighted regression of empirical densities in 40 equal width bins was used. It is important to generate true doses over a wider range that that used for estimated doses, so that the convolution remains in effect near the endpoints. Sampling was continued until there was the desired number of estimated doses in the range 0.1-6 Gy, this being 4,000 for Table 1 .
BERKSON ERRORS
The classical error model is appropriate when z is in the usual sense an estimate of x , such as that on the original or logarithmic scale z x e = + with cov( , ) 0 e x = .
The Berkson error model arises when z is some other type of approximation, such as would arise from grouping x -values, in which case it is better to think of x z e = + where cov( , ) 0 e z = , along with the factorisation ( , )
In the classical case z is more variable than x , and in the Berkson case it is less variable.
Although we chose not to complicate the above example with such matters, and could not deal with them using previous methods, for the atomic-bomb survivor setting the overall error is a composite of the two types. Classical error arises mainly from estimation of survivor location and shielding, whereas Berkson error arises from using the location and shielding information only to some approximation, which would be necessary even if this information were known without error.
A formulation for our lognormal setting allowing for both classical and Berkson errors can be expressed in terms of a latent variable 
Thus, given estimates of the derivatives ( ) σ is employed to compute the expectation
As noted above, one may usually take We were surprised to find that adding the Berkson error results in adjustment factors nearer to unity, meaning that adding these errors actually decreases the bias in the naïve analysis when simply replacing x by z . On reflection, it seems this may be related to results following up on a suggestion by Wald, that under the classical error model the bias may be reduced by grouping the data; see for example Cheng & Van Ness (1999, Ch. 4) .
To derive (6), denote by ˆ( ) 
