Introduction
According to a number of studies [12, 6, 7] , maintenance activities account for more than 70% of the total costs associated with the life cycle of software systems. There are two factors that contribute to an increase in maintenance costs: poor quality of the original design and software aging. While the former factor is predominantly determined by the skills of the system's designers, the latter is inevitable for any non-trivial software system [19] . Also known as software entropy [1] , software aging refers to the fact that even if a system starts off well-designed, requirements to the system evolve in a way that the original design couldn't anticipate and therefore isn't able to accommodate. Due to natural constraints such as time pressure, changes are made in a haste, without proper refactoring and updating of the documentation. The original design slowly fades into nothingness and the system becomes fragile.
The last decade has brought important progress in the area of object oriented restructuring, especially with the advent of design patterns [10] , refactorings [9] , as well as technology for automatic detection of "code smells" [3, 17] . In spite of this progress, restructuring large object oriented systems still remains a predominantly manual, time-consuming, risky process, that involves extensive (and costly) human expertise. This idea is underlined by studies showing that approximately 50% of maintainer time is spent exclusively on understanding the code [23] . Apart from the obvious overhead due to the need of picking up the semantics buried in the design, a significant amount of time is dedicated to deciding how to refactor.
Existing approaches to support such decisions, based on the use of quality models or optimization techniques, are symptomatic because they recommend refactorings based on some kind of cost function that aggregates a multitude of sometimes unrelated aspects of the software structure and is not able to capture the needed semantics.
Attempts that try to directly link code smells with refactorings have also failed because the mapping is not univocal. For example, the code smell "large class" [9] may have several possible causes, such as excessive intra-class code duplication (copy-paste-adapt programming), the encapsulation of more than one concept in the same class, or even the case in which the class simulates a hierarchy of classes using switch or if-else statements. All of these situations can potentially lead to what we associate with the notion of "large class" or "blob" [2] : a large, overly complex, noncohesive class, with ties to many parts of the system.
From the above, it is clear that code smells serve as a good starting point to identify the places in the system where something needs to be done, but it takes more than just the presence of a code smell to come up with a meaningful refactoring strategy. More exactly, the decision is based on three factors: design intent : results from the functional requirement (s) addressed by the design fragment under consideration and describes what is actually intended to be realized by that particular design fragment. For example, a possible design intent could be to model a specialization hierarchy of some abstraction.
change potential : comprises the aspects of the design fragment under consideration that are expected/likely to change in the future. It is known that software design is a compromise: any given structure is only optimal for certain kinds of change and suboptimal for others [19] . If we want to improve maintainability, we need to decide which aspects are the ones that we need to favor over the others. For example, if we have a complex model upon which we want to offer a set of services, the recommended structure depends on which of these two is likelier to change. If the operations are likelier to change than the model, the visitor pattern [10] is recommended, but if the operations remain the same and the model changes this pattern is counterproductive.
existing structure : represents the start situation for the refactorings. Refactoring a system is always motivated by a structure that is hard to maintain. Such a structure can be recognized through the presence of structural flaws, in other words a structure that neglects the change potential of the design fragment under consideration.
The first two factors represent what we call the context of the code smell. By packaging a structure that is affected by one or more code smells with a context, the refactoring solution becomes obvious and the problem-solution mapping becomes univocal. We will refer to such a package as design flaw in order to distinguish it from other kinds of flaws/smells/problems in the literature, which focus exclusively on properties of the structure, and which henceforth will be referred to as structural flaws.
The goal of this paper is therefore to introduce a novel automated approach that can be used to identify design flaws as well as meaningful refactorings that remove the flaws and lead to more maintainable software systems. The most important contributions of our approach are the following;
• it allows us to capture one-to-one mappings of a problem and a meaningful solution in an explicit way
• it makes the tool coverage of previously manual steps of the restructuring process possible.
The paper is structured as follows: section 2 defines terminology and discusses the approach in detail, followed by a few examples of design flaws in real systems in section 3. Section 4 is dedicated to presenting three case studies while section 5 gives a short overview of related research. We conclude in section 6.
Approach
Our approach is based on the analogy with the medical world, where a disease is diagnosed based on the presence of a specific constellation of symptoms. A given symptom may or may not be present, and two or more diseases may share a number of symptoms. the more symptoms that characterize a given disease are present at the same time, the greater the level of confidence in the diagnostic. We claim that this model can be successfully applied to diagnose design flaws.
As was argued in section 1, a design flaw is characterized by structure and context. Out of these two, the structure is obviously well within the reach of automated tools, as has been proven by approaches such as [3] and [17] . Our hypothesis is that we can talk about a correlation between the context (especially the design intent) of a design flaw and a number of directly observable structural indicators. In other words, for a given design flaw, it is possible to derive a set of flaw-specific properties, which can be directly checked in the structure and whose interplay suggests the presence of the design flaw, much in the same way as a group of symptoms suggests the presence of a disease.
An indicator may but must not necessarily represent a structural flaw in itself. We generally distinguish three kinds of indicators:
aggregating indicators : can be single metrics or logical expressions combining metrics, such as a detection strategy [17, 16] . Example: a class has a size greater than x and a cyclomatic complexity greater than y; structural indicators : are patterns in the structure that may but must not necessarily represent structural flaws. Example: class x directly or indirectly accesses an attribute of class y.
semantic indicators : provide by themselves hints with respect to a context match between the design fragment under consideration and the problem specification. Example: the names of certain program elements may be investigated for certain patterns that could suggest the elements' semantics and role, such as the variable "documentType" or the symbolic constant "TYPE BINARY".
The three categories of indicators may intuitively be seen as describing features on maps at various scales. An aggregating indicator could for example describe the surface area of a spot that represents a city on the map. As we zoom in onto that portion of the map, the structure of the main roads within or between cities becomes evident. If we zoom further, we might start analyzing the names of the roads, names that would suggest their role (e.g. "turnpike", "toll-road", etc).
For the purposes of this paper, we further define the following terminology:
• Diagnosis: is the process of uniquely identifying a design flaw instance. It has two phases (see figure 1) . The first is a fully automatic phase, in which we look for correlated indicator instances that are characteristic for a design flaw. The second phase deals with verifying that the context corresponds to the one that applies to the respective design flaw. In practice, this is accomplished by asking the engineer a predefined set of questions. The restructuring environment (our tool) can support the engineer in answering these questions;
• Diagnosis strategy: is a procedure that specifies all the steps needed to precisely identify an instance of a given design flaw. In accordance with the structure of the diagnosis process, diagnosis strategies have two distinct parts. The first part specifies the heuristic rules used for checking various indicators. The second part contains the questions that are needed in order to verify that the semantic context specified for the design flaw applies in the concrete case. Since working directly with the source code is unpractical, diagnosis is performed on an abstract model, such as the JDT model of eclipse;
• Correction strategy: is a procedure that contains a sequence of operations that need to be carried out in order to eliminate an instance of a given design flaw (see figure 1 ). Correction strategies are causal, because they are specific for a certain design flaw, and rely on an a-priori diagnosis. This strategy can be implemented rather easily in a wizard-like form, based on refactoring platforms in modern development environments, such as eclipse.
For specifying design flaws we currently use a very simple pattern structure, which has the following sections:
• Context: describes the design intent as well as aspects of maintainability that are seen as important with respect to the change potential of the design fragment;
• Pathologic structure: describes the structure judged as being inappropriate with respect to the context, which needs to be changed;
• Rationale for restructuring: is an argumentation that opposes the qualitative expectations resulting from the • Indicators: describes the set of structural indicators based on which we attempt to automatically detect candidate flaws.
Diagnosis strategies and correction strategies are not part of the design flaw definition, because they depend on the concrete model used in the implementation. Two examples of diagnosis strategies are however presented in the next section.
Examples
According to the terminology proposed in [16] , we can distinguish three key concern areas for object orientated design: the definition of concepts, the distribution of intelligence between concepts (cooperation), and specialization hierarchies. Based on this, we elaborated a preliminary catalogue of twelve design flaws that cover all of these three concern areas. In the following, we exemplify the design flaws called Inheriting for Usage and Centralized Control. We discuss their definition and the corresponding diagnosis strategies. We consequently present sample instances, as diagnosed in intermediate to large sized open source systems by our tool, discussing the appropriateness of the refactorings recommended in "rationale for restructuring".
The first design flaw is called Inheriting for Usage and is concerned with the situations in which the inheritance relation is abused by being used in lieu of an ordinary association, with the purpose of using some service provided by a semantically unrelated class. The specification of the design flaw is given below:
Context: An abstraction needs to (re)use some behavior provided by a different abstraction, but doesn't need or want to support its interface. The two abstractions are valid. The relation between the two abstractions does not semantically amount to generalization/specialization (e.g. is not of the type "is a") but rather usage (a class uses another class in the sense of [20] ).
Pathologic Structure:
The class implementing the wanted behavior is extended by the class wanting to (re)use the behavior. The subclass may reject the inherited interface for example by inheriting privately or by overriding inherited methods with NOPs or with methods that throw a runtime exception.
Rationale for Restructuring:
Employing the pathologic structure decreases understandability and increases error-proneness. It may also decrease extensibility and flexibility of the superclass because any addition of new functionality may require a NOP override in the subclass. In addition, we have increased coupling between the superclass and the subclass. Recompiling the superclass requires recompiling the subclass as well. What we want to achieve is a cleaner, semantically meaningful structure, without unnecessarily strong coupling between the two classes. Since the semantics of the relation between the classes is of the type "uses", an association is more appropriate than inheritance.
Indicators:
I1: the superclass is a container for reusable code by providing much library functionality intended exclusively for potential subclasses (e.g. protected members)
I2: the subclass is a "tradition breaker" [26] . It provides significant amounts of additional functionality and data, which is not cohesive with the inherited ones.
I3: refused bequest (interface form) [9] in the subclass with regard to an interface inherited through the superclass, from it or any of its ancestors, excluding the root class (e.g. java.lang.Object).
Diagnosis strategy:
We look at all pairs of classes which are related through a direct inheritance relation. For the programming language JAVA, we implement the four indicators as follows:
< 1, where NOM and NOA represent the total number of methods and attributes respectively, NPM and NPA the number of public methods and attributes, and NpM and NpA the number of protected methods and attributes.
I2: P NAS >= 0.66 ∧ T CCi < 0.5, where PNAS represents the number of public methods of a class, that are not overridden or specialized from the ancestors, divided by the total number of public methods, and TCCi is a variation of the tight class cohesion metric, that also accounts for inherited members.
I3: the subclass defines empty overrides, or there are overriding methods that only throw an exception, or overriding methods are trivial (less than 2 LOC) while overridden methods aren't.
In order to confirm the semantic context of the design flaw, we need to ask the engineer two questions:
Q1: to confirm that classes are valid concepts and the relation between superclass and subclass is semantically not a valid specialization; Q2: to confirm that a "uses" relation (composition/aggregation of the supertype into the subtype) is semantically sound.
Using the above diagnosis strategy, we analyzed an 80 kLOC open source data management and manipulation application called Anathema (see description in section 4.2). The automatic part of the diagnosis revealed a candidate instance of Inheriting for Usage in the case of the class BackgroundPersister and its superclass AbstractCharacterPersister. Although the naming of the two classes would at first suggest a valid specialization, all indicators had triggered. Therefore, we decided to investigate further by establishing if the semantic context of the design flaw is reflected in the case of the two classes (the last step of the diagnosis). The analysis has revealed that the name of the superclass is misleading and the class was in fact intended as a holder for library functionality from the very beginning. After confronting the developers with the find, they decided to refactor the structure in concordance with the recommended steps of replacing the inheritance relation with an association from the former subclass to the former superclass.
We want to note two important things: first, diagnosing this problem would have been much harder by using only one metric or heuristic, and second, the need for exact, fine-tuned "magic numbers" to be used as thresholds in the automatic part is not as urging as in other types of approaches, because not only indicators themselves but also their interplay is important. This allows us to use more relaxed thresholds for the individual indicators.
Our second example, the design flaw Centralized Control, is concerned with the issue of responsibility based distribution of behavior between classes. The way in which functionality is broken up between subroutines/methods is one of the fundamental differences between the procedural and the object oriented paradigm. In the procedural world, we have a workflow/activity based view and functionality is broken up based on the logical steps in the workflow. In the object oriented world, an object identity/role based decomposition is dominant while the activity based decomposition still plays an important role within classes. The specification of the flaw as well as its diagnosis and correction strategies are given below:
Context: Given two semantically valid, hierarchically unrelated abstractions, the distribution of functionality (control) should reflect the identities and responsibilities of the two abstractions. In other words, an abstraction should not have explicitly defined or implicit, embedded services that are based on data which belongs to another abstraction if those services would semantically be meaningful in that abstraction. There are situations in which such a concentration is tolerated, namely in those situations where the designer chose to give priority to the activitybased decomposition by factoring out some complex activity/workflow into a method to make it easily modifiable. Such situations are present in the mediator pattern, visitor pattern and strategy pattern.
Pathologic Structure:
A class defines a method m that incorporates access logic to the attributes 11th European Conference on Software Maintenance and Reengineering (CSMR'07)of a foreign, unrelated class, or implicitly or explicitly defines a higherlevel service on top of such attributes, service that may semantically fall under the responsibility of the foreign class. Such a class is referred to as satellite class.
Rationale for Restructuring:
The pathologic structure leads to increased complexity and error-proneness because of the tighter coupling between classes. It also leads to decreased understandability through unclear distribution of roles/responsibilities of the classes involved. Flexibility is also negatively influenced by the inappropriate exposure of a satellite's implementation details. What we want to achieve is a distribution of functionality which is based on identities and roles of abstractions, rather than workflow based. This implies breaking up activities into steps which fall under the responsibilities of various objects, and moving those operations in those objects.
Indicators:
I1: method m is complex and large; I2: satellite classes violate the principle of data encapsulation and hiding;
I3: m manipulates the internal state of satellite objects, by writing to their attributes;
I4: Migration of responsibility. This indicator is the most complex one. Its purpose is to detect the structural signs of migration of responsibility from a satellite class S to the method m, by looking for information loops, Demeter violations or runtime type checks.
Diagnosis strategy:
We are looking for methods which access at least one piece of foreign data (either directly or through accessors). The foreign data must reside in an unrelated class (not an ancestor or descendant). These classes will be called satellite classes. • m calls a method on an object reference obtained from a previous call to a satellite object (law of Demeter for methods).
• there is an information loop between m and a satellite class S of the form S → m → S (for example a.method1( f(a.method2()) );. For a concrete example see discussion below.
• method m checks for the identity of a satellite instance using runtime type identification, and on success, performs some action locally, which involves the satellite instance.
In order to confirm the semantic context of the design flaw, we need to ask the engineer to:
Q1: check that classes involved are valid concepts;
Q2: check that the class which contains m is not a mediator class, concrete visitor or a concrete strategy; Q3: confirm that method m does things that can be semantically associated to the responsibilities of the concept modeled by one or more satellite classes.
In the well known open source UML modeling tool ArgoUML 1 , the automatic part of the diagnosis revealed several candidate instances of Centralized Control.
One of these involved the method weightAndPlaceClasses() in the class ClassdiagramLayouter and the satellite class ClassdiagramNode. All of the four alarm bells rang as the automatic part of the diagnosis cleared the method and the tool marked relevant code fragments in the eclipse JAVA editor. The names of the classes and method involved already suggested that the semantic context corresponded to that described by the specification of the flaw, but we nevertheless went through the questions, confirming our suspicion. A portion of the method weightAndPlaceClasses() is presented below to illustrate one of three different information loops detected by indicator 4:
. . .
/ / Get a l l t h e o b j e c t s f o r t h i s row C l a s s d i a g r a m N o d e [ ] r o w O b j e c t = g e t O b j e c t s I n R o w ( curRow ) ;

/ / Go t h r o u g h t h i s row . f o r ( i n t i =0; i < r o w O b j e c t . l e n g t h ; i ++) { i f ( curRow == maxPackageRank ) { / / Get t h e number o f d o w n l i n k s o f t h i s o b j e c t . i n t nDownlinks = r o w O b j e c t [ i ] . g e t D o w n l i n k s ( ) . s i z e ( ) ; r o w O b j e c t [ i ] . s e t W e i g h t ( ( nDownlinks > 0 ) ? ( 1 / nDownlinks ) : 2 )
; } e l s e { . . .
The method extracts information from instances of
ClassdiagramNode to compute a weight for the node and writes this weight back using a setter method.
The same two observations hold, as in the case of the first example. First, diagnosing this problem would have been much harder by using only one metric or heuristic (such as feature envy [9] ). Second, the need for exact, fine-tuned "magic numbers" to be used as thresholds in the automatic part is not as urging as in other types of approaches, because we do not rely exclusively on the presence , but also on the interplay of the four indicators. This allows us to use more relaxed thresholds for the individual indicators.
Experiment
Goals and strategy
Our experimental goal was to test the hypothesis formulated in section 2, which says that correlating structural indicators helps in diagnosing design flaws, which are the cause behind bad structure. This amounts to the following two things: First, we wanted to assess the precision of the fully automated part of diagnosis, with respect to the number of correlated indicators that are triggered during analysis. We want to show that the higher the number of correlated indicators for a given type of flaw, the higher the precision. This means that there is intrinsic value in looking at the interplay of structural indicators because it brings us closer to the underlying cause of bad structure, the design flaw.
Second, we wanted to assess the quality of the individual indicators, by using a precision and a recall-like metric defined as follows:
where F ound(I), Conf(I) and Dis(I) represent the total number of automatically found, manually confirmed or dismissed instance candidates of a given design flaw, for which the indicator I triggered in our tool.
where Conf(¬I) means the number of confirmed candidate instances of a given flaws, for which the indicator I did not trigger in our tool. Please note that while P (I) measures the precision of the indicator (and its implementation), R * (I) is not a valid measure of recall (hence the " * "), because the actual number of design flaw instances of a given type in the system is not known. However, it provides an approximation of the degree of semantic relevance of I to its corresponding design flaw, provided that the indicator is assumed to be reliable (indicated by a high P (I)). Under degree of semantic relevance we mean a measure of how typical that particular indicator is for instances of the design flaw considered.
Setup
We experimented with four types of design flaws. Two of them (inheriting for usage and centralized control) have been presented in detail in section 3. For reasons of space, we give a very condensed description of the remaining two below, omitting implementation details (i.e. the diagnosis strategy):
Schizophrenic class
Description: A single class encapsulates several semantically unrelated concepts (data and behavior). An abstraction should encapsulate only related data and behavior, and the abstraction should model a concept with a semantically sound role in the system. Packaging unrelated functionality together may be tolerated in cases where the abstraction is meant as a general purpose holder for utility methods (e.g. for a given subsystem). In such cases the probability is high that behavior is non-cohesive and uses little class data. What we would like to achieve is a clearer, easier to understand design that captures slim but self sufficient concepts in the form of classes. If a class has well defined coherent responsibilities, it is easier to reuse, specialize, and determine interactions with other classes in the system. In order to achieve this, we need to split the class into semantically manageable, cohesive entities.
Indicators:
I1: the class is large and complex; I2: the class exhibits extensive incoming coupling. In other words, there are many individual clients that depend on its services; I3: the class exhibits distinct personalities (low cohesion) with respect to disjoint groups of clients.
Explicit state checks
Description: There is a finite number of well determined states that an instance of a given abstraction can be in. The behavior of the abstraction is characteristic and well determined for each of the possible states, and needs to be varied dynamically at runtime. A class uses some internal parameter whose values semantically indicate different states of a class instance. Various methods of the class perform checks on this parameter and dispatch incoming requests based on the current object state, modeled by the parameter. The parameter's value is changed during processing of a request, to reflect a state change. What we want to achieve is a structure that allows more extensible and flexible state dependent code, while at the same time is easier to understand. This can be achieved by employing polymorphism to vary state dependent code dynamically (i.e. the state design pattern).
Indicators:
I1: methods of the class contain conditional expressions of the type "switch" or equiv "if-else-if-else", not using RTTI;
I2: checks are made on an attribute/property/parameter, that semantically indicates the state of the current object instance. To check this automatically, we look for check parameters that contain the string "state" in their name, and/or change their value within the switch or if-else-if-else conditional structure or one of the called methods. The last heuristic expresses state change of the object.
We completed the experiment, using a prototype tool called CodeClinic, implemented as a plugin for the widely known Eclipse framework (see figure 7) .
The tool integrates seamlessly with the java development tools, adding various elements to the graphical environment, and enables developers to have their projects scanned for possible design flaws in the background, while they code. The candidates found are presented in two dedicated views. From these views, the engineer can easily jump to the respective code fragments, which are displayed and highlighted in the editor window of the environment. The tool provides the functionality to interact with the engineer by posing the questions necessary to establish the semantic context and thus confirm a design flaw instance.
As 
Results
By following the procedure described in 4.1, we ran a complete diagnosis of all three case studies for the four design flaws mentioned in 4.2. The results of our analysis are summarized in figures 2 through 6. The first four figures present us with the distribution of diagnosis precision with respect to the number of correlated indicators, that have simultaneously triggered during the analysis with our tool. Each figure corresponds to a type of design flaw.
In each figure we have groups of vertical bars representing precision. The number of groups depends on the number of indicators defined for a given design flaw. So the first group corresponds to instances that only had 1 indicator, the second group to those that had groups of two indicators, the third to those that had groups of three, etc. In the case of "centralized control" (figure 3), there were no candidate instances with only one active indicator, so computing precision was not possible. That is why in this case, the numbering on the horizontal axis starts from 2.
Within each group, we should have four bars. Missing bars, such as that corresponding to Inject/J in figure 2, result from having zero candidate instances found by the tool, so computing precision was not possible. The first three bars in each group represent each of the analyzed systems, and the fourth provides an overall measure. The overall precision is computed by dividing the total number of confirmed instances through the total number of automatically found candidates in all three case studies. The overall statistics have been also motivated by the fact that the absolute numbers of candidate and confirmed instances used in computing precision range from just a few, in certain cases, to over a hundred in others. The fourth bar is therefore statistically the most representative.
The general tendency that is seen in all these figures is of an increase in precision with the increasing number of simultaneously triggering indicators. This nicely fits to our expectations and shows that the experiment confirms our hypothesis. The only small exception to this tendency in the case of "schizophrenic class" (figure 4) for the case study Anathema is explainable through the relatively imprecise implementation of the indicator I3, which has lead to an inflation of false I2+I3 positives in that particular case study (see figure 6 ). nevertheless, as explained above, the fourth bar in each group represents overall statistics spanning all three case studies, and is statistically the most representative. Figure 6 . Indicator reliability and semantic relevance Figure 6 shows the values of P (I) and R * (I) for the individual indicators of all design flaws. As shown in 4.1, R * (I) can be seen as a measure of how relevant the indicator I is for its corresponding design flaw. As argued in the same section, R * (I) only has some significance when P (I)
Indicator
Conf (I) Diss (I) Conf (¬I) P (I)
is high, otherwise we cannot trust the indicator. Looking at the tables in figure 6 , we immediately recognize the most reliable indicators, such as I1 in the case of inheriting for usage, I1 through I4 in the case of centralized control, I1 of schizophrenic class and I1 of explicit state checks.
The corresponding values of R * range from approximately 30% to 100%. Although the meaning of these numbers should be taken with a grain of salt, it appears that centralized control is the best specified design flaw of all four, both with respect to the precision of its constituent indicators, but also regarding the relevance of the different facets of the flaw, captured by the indicators. Intuitively, our experience while performing the analyses with the four design flaws confirms this result.
With respect to the other indicators, which scored less high on precision, we can argue that some of them try to capture aspects that have a more elusive, semantic nature, which could explain their poor performance. Such examples are I3 of inheritance for usage and I2 of explicit state checks. Another possible cause may lie in the thresholds that have been chosen or the quality of the implementation. These aspects need further investigation.
Related work
As foundation for the detection of structural anomalies we use design principles, design rules and heuristics [18, 4, 20, 9] , as well as the concept of detection strategy [17] , which provides a refined mechanism to express combinations of metrics that formalize various heuristics, intended to highlight structural anomalies in code.
Concerning code refactorings as the low level mechanism to perform safe source code transformations we refer the reader to [21, 9] .
Other attempts that target in the direction of linking problem detection with refactorings are addressed in the following. In [1] and more recently in [5] , a number of best practices in reengineering large object-oriented systems is identified and formulated in the form of reengineering patterns. Our approach distinguishes itself mainly through its causal nature, which allows us to formulate precise restructuring strategies for the problems we diagnose, rather than alternative suggestions. The same applies to a similar effort, although with a somewhat wider scope than just restructuring, the so called anti-patterns described in [2] .
In a recently published book [16] , Lanza and Marinescu present a methodology aimed at assessing the design of object oriented systems using techniques based on software metrics. With respect to helping the maintainer find the appropriate refactorings the approach is similar to [5] and [2] , in the sense that while the decision paths are clearly defined, the maintainer has to make decisions at every juncture point.
Figure 7. Screen shot of CodeClinic4Eclipse
The essential difference to our approach is that we distill higher-level design flaws that comprise a well-determined context and consequently can be univocally mapped to a refactoring solution. The maintainer doesn't have to decide for the right path to follow on the way forward. Instead, the diagnosis is done in one go and results in a problem candidate that is either confirmed or rejected, based on a set of predefined questions. While being symptomatic in the sense described above, the approach discussed in [16] has the merit of having observed and summarized possible relations between seemingly unrelated types of structural flaws. The technology toolkit that is presented is limited to supporting techniques such as detection strategies and software visualization.
The approach presented in [25] uses software metrics to assess the quality of a system based on a so called softgoal graph decomposition. Soft-goals characterize various aspects of quality, such as modularity, coupling, and complexity. Soft-goals are then operationalized with the help of a selected set of code metrics. The authors also define a basic set of abstract, high level transformations (called meta-transformations), and formalize their corresponding impact on the selected metrics, and consequently on the set of soft-goals. Based on this impact estimate, a number of such transformations can be recommended to the engineer, to improve system quality in certain places that scored poorly against one or more of the soft-goals. While being elaborate this approach has the drawback that it is purely symptomatic (the nature of the soft-goals is strictly symptomatic), and the decision on what transformation to apply is left exclusively on the shoulders of the engineer. For that, he needs to inspect and understand the code (the context of the design flaw).
In [11, 13, 14] , opportunities of inserting design patterns to places in the source code where such patterns are missing, or present in a distorted form, are searched for. The approach focuses exclusively on design patterns. Although widely accepted as good practice, design patterns are not mandatory, therefore their absence cannot be necessarily considered as problematic.
A more recent optimization approach for structure improvement, with good first results, can be found in [22] . The technique is based on applying genetic programming on a model in order to "evolve" the structure of a system. By operating on a simplified model, the process runs without human intervention. The result is a recommended, optimal structure of the model (with respect to the cost function defined), which (for the time being) needs to be implemented manually in the real system.
Other approaches to detecting structural anomalies in ob-ject oriented code, based on metrics and visualization, are presented in [15, 24, 8] . All of them have a symptomatic nature, shedding little or no light on what and how to refactor in order to improve the quality of the system.
Conclusion and future work
We presented and evaluated an approach that allows an automated diagnosis of design flaws, as defined in section 1. The diagnosis process is based on the idea of combining correlated indicators of a structural nature into diagnosis strategies that can penetrate beyond symptomatic properties of the structure, as captured by code smells and other metrics-based heuristics in use today. With this approach, we can shed some light onto the real cause of bad structure in a system's design (design flaws). Diagnosis strategies also encapsulate the instructions necessary to put a suspected structure fragment into the necessary semantic context, such that the presence of a given design flaw can be confirmed beyond doubt. By conception, design flaws can be put in a one-to-one relation with semantically meaningful refactoring solutions, which drastically reduces the need for manual code inspection by restructuring large systems, and allows for a complete coverage of the restructuring process with tool support in a way that was previously not possible. The approach can be largely automated, which contributes to a significant decrease in the cost of restructuring.
Our future work focuses on integrating our diagnosis approach with the refactoring infrastructure offered by Eclipse in order to create a all-round restructuring environment.
