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Abstract. For Runge–Kutta methods (RKMs), linear multistep methods (LMMs), and classes of
general linear methods (GLMs), much attention has been paid, in the literature, to special nonlinear
stability requirements indicated by the terms total-variation-diminishing, strong stability preserving,
and monotonicity. Stepsize conditions, guaranteeing these properties, were derived by Shu & Osher
[J. Comput. Phys., 77 (1988), pp. 439–471] and in numerous subsequent papers. These special
stability requirements imply essential boundedness properties for the numerical methods, among
which the property of being total-variation-bounded. Unfortunately, for many well-known methods,
the above special requirements are violated, so that one cannot conclude in this way that the methods
are (total-variation-)bounded. In this paper, we focus on stepsize conditions for boundedness directly,
rather than via the detour of the above special stability properties. We present a generic framework
for deriving best possible stepsize conditions which guarantee boundedness of actual RKMs, LMMs,
and GLMs, thereby generalizing results on the special stability properties mentioned above.
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1. Introduction.
1.1. Monotonicity and boundedness. Consider an initial value problem, for
a system of ordinary differential equations, of type
d
dt
u(t) = F (t, u(t)) (t ≥ 0), u(0) = u0.(1.1)
In this paper we study step-by-step methods for computing numerical approximations
un to the true solution values u(nΔt), where Δt denotes a positive stepsize and
n = 1, 2, 3, . . . .
Monotonicity of Runge–Kutta methods. The general Runge–Kutta method
(RKM) for computing un can be written in the form
v
[n]
i = un−1 +Δt ·
s∑
j=1
aijF ((n− 1 + cj)Δt, v[n]j ) (1 ≤ i ≤ s+ 1),(1.2a)
un = v
[n]
s+1.(1.2b)
Here aij and cj are parameters defining the method, whereas v
[n]
i (1 ≤ i ≤ s) are in-
termediate approximations used for computing un = v
[n]
s+1 from un−1 (n = 1, 2, 3, . . . );
cf., e.g., [2] or [9]. If aij = 0 (for j ≥ i), the method is called explicit.
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In the following, V stands for the vector space on which the differential equation is
defined, and ‖·‖ denotes a seminorm on V (i.e., ‖u+v‖ ≤ ‖u‖+‖v‖ and ‖λv‖ = |λ| ‖v‖
for all u, v ∈ V and real λ). Much attention has been paid in the literature to the
property
(1.3) ‖v[n]i ‖ ≤ ‖un−1‖ (for 1 ≤ i ≤ s+ 1).
Clearly, (1.3) implies ‖un‖ ≤ ‖un−1‖. The last inequality, as well as property (1.3),
is often referred to by the term monotonicity or strong stability; it is of particular
importance in situations where (1.1) results from (method of lines) semidiscretizations
of time-dependent partial differential equations. Choices for ‖ · ‖ which occur in
that context include, e.g., the supremum norm ‖x‖ = ‖x‖∞ = supi |ξi| and the total
variation seminorm ‖x‖ = ‖x‖TV =
∑
i |ξi+1−ξi| (for vectors x with components ξi).
Numerical processes satisfying ‖un‖TV ≤ ‖un−1‖TV play a special role in the
solution of hyperbolic conservation laws and are called total-variation-diminishing;
cf., e.g., [10, 22, 23, 19, 18]. For such processes there is, trivially, total variation
boundedness (TVB), in that there is a finite value μ such that, for all n ≥ 1,
(1.4) ‖un‖TV ≤ μ · ‖u0‖TV .
Satisfying (1.4) is of crucial importance for suitable convergence properties when
Δt → 0 and constitutes one of the underlying reasons why attention has been paid in
the literature to (1.3); see, e.g., [19].
Conditions on Δt which guarantee (1.3) were given in the literature, mainly for
autonomous differential equations (i.e., F is independent of t). These conditions apply,
however, equally well to general F , and we discuss them below for that case. In many
papers, one starts from an assumption about F which, for given τ0 > 0, essentially
amounts to
(1.5) ‖v + τ0F (t, v)‖ ≤ ‖v‖ (for t ∈ R, v ∈ V).
Assumption (1.5) means that the forward Euler method is monotonic with stepsize
τ0. It can be interpreted as a condition on the manner in which the semidiscretization
is performed, in case ddtu(t) = F (t, u(t)) stands for a semidiscrete version of a partial
differential equation.
For classes of RKMs, positive stepsize-coefficients γ were determined such that
monotonicity, in the sense of (1.3), is present for all Δt, with
0 < Δt ≤ γ · τ0;(1.6)
see, e.g., [23, 7, 26, 4, 5, 11, 20], [25, section 3.2.1].
Monotonicity of linear multistep methods. The linear multistep method
(LMM) for computing un can be written in the form
(1.7) un =
k∑
j=1
ajun−j +Δt ·
k∑
j=0
bjF ((n− j)Δt, un−j),
where the parameters aj , bj define the method,
∑
aj = 1; cf., e.g., [2, 9]. If b0 = 0,
the method is called explicit.
For method (1.7), a study was made of monotonicity, in the sense of the inequality
(1.8) ‖un‖ ≤ max
1≤j≤k
‖un−j‖.
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For classes of LMMs, positive stepsize-coefficients γ were determined with the property
that (1.5), (1.6) guarantee (1.8); see, e.g., [22, 7, 16], [25, section 3.2.2]. Clearly, (1.8)
with ‖ · ‖ = ‖ · ‖TV implies again (trivially) a TVB-property, in that there is a finite
μ such that, for all n ≥ k,
(1.9) ‖un‖TV ≤ μ · max
0≤j≤k−1
‖uj‖TV .
Boundedness. Unfortunately, there are well-known RKMs and LMMs, with a
record of practical success, for which there exist no positive stepsize-coefficients γ such
that (1.5), (1.6) always imply (1.3) or (1.8), respectively. Examples are the Adams
methods and backward differentiation formulas with k ≥ 2 as well as the Dormand–
Prince formula; cf., e.g., [9]. Moreover, no second order (implicit) RKMs or LMMs
exist with γ = ∞; see, e.g., [24, sections 2.2, 3.2]. These circumstances suggest that
there are situations where monotonicity may be too strong a theoretical demand and
that it is worthwhile to study, along with monotonicity, also directly the following
weaker boundedness properties for methods (1.2) and (1.7), respectively:
(1.10) ‖v[n]i ‖ ≤ μ · ‖u0‖ (for 1 ≤ i ≤ s+ 1 and all n ≥ 1),
(1.11) ‖un‖ ≤ μ · max
0≤j≤k−1
‖uj‖ (for all n ≥ k).
Here μ stands for a finite constant (independent of n) which is allowed to be greater
than 1. The requirements (1.10), (1.11), with ‖ · ‖ = ‖ · ‖TV , still imply the TVB-
property—which highlights the importance of studying (1.10), (1.11).
Recently (see [16, 17, 21]), some special LMMs were found with a positive stepsize-
coefficient γ such that (1.11) holds under conditions (1.5), (1.6), although (1.8) is
violated. The question of whether similar results are possible for other LMMs, as well
as for step-by-step methods of a different kind, seems not to have been considered in
the literature thus far.
1.2. Scope of the paper.
Boundedness of general linear methods. We recall that LMMs and RKMs
are examples of methods belonging to the important and very large class of general
linear methods (GLMs), introduced by Butcher [1] and studied extensively in the
literature; see, e.g., [2, 3, 9, 8] and the references therein.
In this paper, we shall consider, for GLMs, boundedness properties similar to
(1.10), (1.11). A generic framework will be presented which facilitates the compu-
tation of stepsize-coefficients γ related to such properties. Besides being helpful in
finding stepsize conditions that are sufficient for boundedness, the framework leads
to necessary conditions as well.
The theory in the present paper can be viewed as a (nontrivial) extension of
an approach to monotonicity of GLMs given earlier in the literature; cf. [25]. Its
usefulness will be illustrated briefly in the present paper, whereas in future work the
theory will be applied in a more general analysis for classes of GLMs; cf. [14, 15].
Organization of the paper. Section 2 deals with stepsize-coefficients γ related
to explicit bounds for the output vectors of a generic numerical process. Our main the-
orems, Theorems 2.2 and 2.4, provide an algebraic criterion in terms of γ, viz., (2.12),
for these bounds to be valid in situations of practical relevance.
In section 3, we give results related to Theorems 2.2 and 2.4. In section 3.1,
we apply the theorems so as to obtain simplified conditions for bounding the generic
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process. We also recover easily a concise criterion for monotonicity obtained earlier in
the literature (but derived differently); cf. [25]. In section 3.2, a lemma is presented
which is helpful when applying the main theorems in the boundedness analysis of
actual GLMs. In section 3.3, we illustrate the significance of the general theory
shortly, by applying it in resolving the question of boundedness for some concrete
numerical methods.
In section 4 we give the proofs of Theorems 2.2 and 2.4.
2. Bounds for a generic numerical process. In this section, we shall study
bounds for the output vectors of a generic numerical process. We are interested in
these bounds, primarily because they facilitate significantly the derivation of actual
boundedness results for given GLMs. In section 2.1 we first describe GLMs, whereas
in section 2.2 we introduce the generic numerical process and relate it to GLMs. In
the sections 2.3 and 2.4 we present criteria for the existence of the above-mentioned
bounds for the generic process.
In all of the following, V denotes again the vector space on which the differential
equation is defined, and ‖ · ‖ stands for an arbitrary given seminorm on V.
2.1. GLMs. The GLM for solving (1.1) depends on parameters cj(1 ≤ j ≤ q)
and parameter matrices A = (αij) ∈ Rq×l, B = (βij) ∈ Rq×q, where 1 ≤ l ≤ q. The
method can be written in the following form:
v
[n]
i =
l∑
j=1
αiju
[n−1]
j +Δt ·
q∑
j=1
βijF ((n− 1 + cj)Δt, v[n]j ) (1 ≤ i ≤ q),(2.1a)
u
[n]
i = v
[n]
q−l+i (1 ≤ i ≤ l).(2.1b)
Here u
[n−1]
i are input vectors available at the nth step of the method, whereas v
[n]
i
are (intermediate) approximations used for computing the input vectors u
[n]
i for the
next step (n = 1, 2, 3, . . . ); cf., e.g., [1], [2, page 338].
Obviously, the Runge–Kutta method (1.2) is an example of (2.1), with l = 1,
q = s+ 1, u
[n]
1 = un  u(n ·Δt), and αi1 = 1, βij = aij (for 1 ≤ j ≤ s), βij = 0 (for
j = s+ 1).
The LMM (1.7) is another example of (2.1), with l = k, q = k + 1, and u
[n]
i =
un−1+i (1 ≤ i ≤ k, n ≥ 0), v[n]i = un−2+i (1 ≤ i ≤ k+1, n ≥ 1). Method (1.7) can be
written in the form (2.1) with cj = j−1, A =
(
I
a
)
, B =
(
O
b
)
, where I denotes the k×k
identity matrix, O the k × (k + 1) zero matrix, and a = (ak, . . . , a1), b = (bk, . . . , b0).
For completeness, we note that GLMs are often represented differently from (2.1),
viz., in a partitioned form with parameters uij , vij , aij , bij , cj , as follows:
Yi =
l∑
j=1
uijy
[n−1]
j +Δt ·
s∑
j=1
aijF ((n− 1 + cj)Δt, Yj) (1 ≤ i ≤ s),(2.2a)
y
[n]
i =
l∑
j=1
vijy
[n−1]
j +Δt ·
s∑
j=1
bijF ((n− 1 + cj)Δt, Yj) (1 ≤ i ≤ l);(2.2b)
see, e.g., [8, page 313], [3, page 358]. Here s is the number of internal approximations
Yi, and l is again the number of vectors y
[n]
i which propagate from step to step.
Clearly, (2.2) is formally of type (2.1) with q = l + s and u
[n]
i , v
[n]
i defined, with
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obvious vector notations, by u[n] = y[n], v[n] =
(
Y
y[n]
)
. In this paper, we aim at
bounding simultaneously Y and y[n], in terms of y[0], so that we find it convenient
to use a representation of the GLM in which Y and y[n] are lumped together. In the
following, we shall thus deal with representation (2.1) rather than (2.2).
Definition 2.1 (boundedness of GLMs). We define method (2.1) to be bounded,
with constant μ (for given stepsize Δt, vector space V, seminorm ‖.‖, and function
F ) if for all N ≥ 1 we have
(2.3) ‖v[n]i ‖ ≤ μ · max
1≤j≤l
‖u[0]j ‖ (for 1 ≤ n ≤ N and 1 ≤ i ≤ q)
whenever u
[n−1]
i , u
[n]
i , v
[n]
i ∈ V satisfy (2.1) (for 1 ≤ n ≤ N).
Note that boundedness implies (1.10) or (1.11), respectively, if method (2.1)
stands for an RKM or LMM in the way indicated above.
2.2. A generic numerical process with a simple form. For studying bound-
edness of (2.1), it is convenient to represent in a concise form all relations involved in
specifying v
[N ]
i (for any given N ≥ 1). We describe now a standard representation of
N consecutive steps of the GLM, to which we will refer in the following as the canon-
ical representation. We combine all vectors v
[n]
i (with 1 ≤ i ≤ q and 1 ≤ n ≤ N) into
one single vector y = [yi] ∈ Vm, where m = N · q, and yi ∈ V(1 ≤ i ≤ m). Further-
more, we introduce shorthand notations for u
[0]
i and F ((n − 1 + ci)Δt, v). Defining,
for 1 ≤ i ≤ l and 1 ≤ j ≤ q,
(2.4) xi = u
[0]
i , y(n−1)q+j = v
[n]
j , F(n−1)q+j(v) = F ((n− 1 + cj)Δt, v),
we can rewrite the relations (2.1) (for n = 1, . . .N) in the following form:
(2.5) yi =
l∑
j=1
sijxj +Δt ·
m∑
j=1
tijFj(yj) (1 ≤ i ≤ m).
To specify the coefficient matrices S = (sij) ∈ Rm×l, T = (tij) ∈ Rm×m, we denote
the matrices consisting of the last l rows of A = (αij) and B = (βij) by A0 and B0,
respectively. It can be seen that S is made up of q× l blocks Sn and T of q× q blocks
Tn,j (1 ≤ n ≤ N, 1 ≤ j ≤ N), where
Sn = A(A0)
n−1,(2.6a)
Tn,j = O (for j > n), Tn,n = B, Tn,j = A(A0)
n−j−1B0 (for n > j).(2.6b)
Furthermore, when F : R× V→ V satisfies (1.5), then definition (2.4) implies
(2.7) ‖v + τ0Fi(v)‖ ≤ ‖v‖ (for 1 ≤ i ≤ m, and v ∈ V).
For analyzing boundedness of (2.1), it is sometimes also handy to use noncanonical
representations of N steps of the method; cf., e.g., section 3.3.2. Such representations
share with the canonical representation the form (2.5), with property (2.7), but vio-
late (2.6). Therefore, unless specified otherwise, in the following discussion of (2.5)
we shall not assume S, T to satisfy (2.6), so that the conclusions to be obtained about
(2.5) can be applied both to canonical and noncanonical representations of method
(2.1).
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We shall interpret xi ∈ V and yi ∈ V as input and output vectors, respectively, of
the generic process (2.5). In the situation (2.5), (2.7), we shall focus on the bound
(2.8) ‖yi‖ ≤ μ · max
1≤j≤l
‖xj‖ (for 1 ≤ i ≤ m).
We shall say that process (2.5) satisfies the bound (2.8) (for given stepsize Δt, vector
space V, seminorm ‖.‖, and functions Fi : V → V) if (2.8) holds whenever xi and
yi ∈ V satisfy (2.5).
Clearly when (2.5) stands, as above, for N versions of (2.1) via the relations
(2.4), (2.6), then boundedness of the GLM, defined in section 2.1, corresponds to the
situation where process (2.5) satisfies the bound (2.8) with constant μ independent
of N = 1, 2, 3, . . . .
In sections 2.3 and 2.4, we shall present, without proof, the basic results of the
paper: Theorems 2.2, 2.4. The theorems give conditions on the ratio Δt/τ0, in order
that process (2.5) with arbitrary parameter matrices S = (sij), T = (tij) satisfies the
bound (2.8).
2.3. Satisfying the bound (2.8) for arbitrary functions Fi. In this sub-
section, we shall give our first main result, Theorem 2.2. The theorem deals with γ
and μ such that the following general and fundamental property is present:
(2.9) Condition 0 < Δt ≤ γ · τ0 implies that process (2.5) satisfies the
bound (2.8) whenever V is a vector space with seminorm ‖ · ‖
and arbitrary functions Fi : V→ V satisfy (2.7).
Theorem 2.2 concerns not only the above property (2.9), but also the following weaker
property (2.10), in which the focus is on the maximum norm, defined by ‖x‖∞ =
maxi |ξi| (for vectors x ∈ Rm with components ξi).
(2.10) Condition Δt = γ · τ0 implies that process (2.5) satisfies the
bound (2.8) when V = Rm, ‖ · ‖ = ‖ · ‖∞, and arbitrary
Fi : R
m → Rm satisfy (2.7).
The theorem below will show that the general property (2.9) is already present
as soon as (2.10) is in force. Moreover, the theorem will give an algebraic criterion,
in terms of γ, μ, for (2.9), (2.10) to be valid.
In formulating the criterion we need some further notations. For anym×k matrix
A = (aij), we put ‖A‖∞ = maxx =0 ‖Ax‖∞‖x‖∞ , and we recall the well-known formula
‖A‖∞ = max
i
∑
j
|aij |.
We define |A| = (|aij |) and denote the spectral radius of square matrices A by spr(A).
For values γ such that I + γT is invertible, we introduce the matrices
(2.11) P = (pij) = (I + γT )
−1(γT ), Q = (qij) = (I + γT )−1, R = (rij) = QS.
Our criterion—for properties (2.9), (2.10)—involves the following requirements:
I + γT is invertible,(2.12a)
spr(|P |) < 1,(2.12b)
‖(I − |P |)−1|R|‖∞ ≤ μ.(2.12c)
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Theorem 2.2 (criterion for the bound (2.8) when arbitrary Fi satisfy (2.7)).
Consider process (2.5), with arbitrary coefficient matrices S = (sij) and T = (tij),
and let positive τ0, γ, μ be given. Then condition (2.12) is necessary and sufficient for
property (2.9) as well as for (2.10).
Since property (2.9) is a priori stronger than (2.10), the essence of the above
theorem is that the algebraic condition (2.12) implies the (strong) statement (2.9),
whereas already the (weaker) statement (2.10) implies (2.12).
Clearly, when γ satisfies (2.12a), (2.12b), the theorem shows that the smallest μ,
for which statements (2.9), (2.10) hold, is equal to
(2.13) μ = ‖(I − |P |)−1|R|‖∞.
In many practical situations, condition (2.12c) is the essential requirement rather
than conditions (2.12a) or (2.12b). One easily sees that the last two conditions will
be satisfied, with any γ > 0, if T is lower triangular with nonnegative diagonal
entries. This applies notably to the situation where T is strictly lower triangular,
which corresponds to a numerical process that is explicit.
We note that if boundedness (in the sense of Definition 2.1) is analyzed for a given
GLM via the canonical representation, one arrives by Theorem 2.2 at requirement
(2.12c) uniformly for m = Nq, N ≥ 1. This is in general not easy to verify. More
simple conditions and applications will be presented in section 3.
Finally, we note that if the entries of the matrices P,R depend only on γ and the
coefficients of the underlying GLM (as is the case in the canonical representation),
the stepsize-coefficient γ for boundedness depends only on the method and not on the
class of problems under consideration, characterized by τ0 in (1.5) or (2.7).
2.4. Satisfying the bound (2.8) for restricted functions Fi. Our second
main result, Theorem 2.4 below, deals with important situations not adequately cov-
ered by Theorem 2.2. It is often not natural to allow—as in Theorem 2.2—that all
functions Fi are different from each other.
For instance, if in (2.1) we have ci = cj for some i 	= j or if the differential equation
is autonomous, then N successive applications of (2.1) are represented canonically via
(2.4), (2.6) by a process (2.5) with Fi = Fj for some, or all, indices i 	= j.
Also when ci 	= cj (for all i 	= j) and the differential equation is nonautonomous,
it can happen that the canonical representation, obtained via (2.4), (2.6), amounts to
a process (2.5) with Fi = Fj for some indices i 	= j. According to (2.4), this situation
occurs as soon as n1+ ci = n2+ cj for some n1, n2, i, j with n1q+ i 	= n2q+ j. When
a general LMM (cf. (1.7)) is represented as a GLM as indicated in section 2.1, then
N ≥ 2 applications of the GLM provide an example of this situation.
Below we shall see that, in cases where some of the functions Fi are equal to each
other, condition (2.12) can be an unnecessarily strong requirement on γ in order that
the stepsize restriction 0 < Δt ≤ γ · τ0 implies the bound (2.8).
In order to describe general situations where some of the functions Fi are equal
to each other, we consider index sets Iρ with Iρ ⊂ {1, . . . ,m} (for 1 ≤ ρ ≤ r) and
functions Fi : V→ V (for 1 ≤ i ≤ m) such that
I1, . . . , Ir are nonempty and mutually disjoint, with ∪rρ=1 Iρ = {1, . . . ,m},(2.14)
Fi = Fj whenever i and j belong to the same index set Iρ.(2.15)
Below, we shall deal with the following variant of property (2.9), in which the functions
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Fi are restricted according to (2.15):
(2.16) Condition 0 < Δt ≤ γ · τ0 implies that process (2.5) satisfies the
bound (2.8) whenever V is a vector space with seminorm ‖ · ‖ and
functions Fi : V→ V satisfy (2.7), (2.15).
We will see that finding a criterion for (2.16) is more subtle an issue than for
(2.9). It will turn out to be convenient to consider, in addition to the above property
(2.16), the following weaker version:
(2.17) Condition Δt = γ · τ0 implies that process (2.5) satisfies the bound
(2.8) whenever V = Rm with seminorm ‖ · ‖ and Fi : Rm → Rm
satisfy (2.7), (2.15).
Note that, because arbitrary seminorms occur in (2.17), this weaker version is not
related to the original property (2.16) in the same way as the weaker version (2.10) is
related to (2.9). An adaptation of (2.10), for the situation at hand, reads as follows:
(2.18) Condition Δt = γ · τ0 implies that process (2.5) satisfies the bound
(2.8) when V = Rm, ‖ · ‖ = ‖ · ‖∞, and Fi : Rm → Rm satisfy (2.7),
(2.15).
By Theorem 2.2, condition (2.12) is still sufficient in order that (2.16), (2.17),
and (2.18) hold. But, the following simple Example 2.3 shows that the condition
is no longer necessary; cf. also section 3.3.2 for a more natural, but less simple,
counterexample.
Example 2.3. Consider process (2.5) with l = 1,m = 2, and si,1 = 1, ti,1 = 3,
ti,2 = −2. Suppose (2.14), (2.15) with r = 1, I1 = {1, 2}, i.e., F1 = F2, and consider
γ ≥ 1/4.
One easily sees that requirement (2.12a) is fulfilled, and spr(|P |) ≥ 1. Therefore,
condition (2.12b) is violated.
On the other hand, the process at hand is nothing but the (backward Euler) method
y2 = y1 = x1+ΔtF1(y1), which is of the form (2.5) with l˜ = m˜ = 1 and S˜ = 1, T˜ = 1.
Condition (2.12) is fulfilled by S˜, T˜ , with μ = 1, for any γ > 0.
In line with Theorem 2.2 (applied with S˜, T˜ ), we can conclude that the original
process (with m = 2) must have property (2.16), with μ = 1, for any γ > 0, although
(2.12) is violated for γ ≥ 1/4.
In the following, we will see that the violation of condition (2.12) while (2.16)
is valid—as in the above example—is a phenomenon related to reducibility of the
generic process (2.5). We will deal below with two irreducibility assumptions under
which (2.12) cannot be violated.
In formulating these assumptions, we denote the ith row and jth column of any
matrix A by A(i, :) and A(:, j), respectively. By T̂ = (tˆij) we denote the matrix
defined by
tˆij = tij (if S(j, :) 	= 0), tˆij = 0 (if S(j, :) = 0).
By [ST ] and [ST̂ ] we denote the m × (l +m) matrices whose first l columns equal
those of S and last m columns equal those of T and T̂ , respectively.
We will use the irreducibility assumption
(2.19)
[ST ](i, :) 	= [ST ](j, :) (if i 	= j are in the same Iρ and T (:, i) 	= 0, T (:, j) 	= 0),
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as well as the slightly stronger assumption
(2.20)
[ST̂ ](i, :) 	= [ST̂ ](j, :) (if i 	= j are in the same Iρ and T (:, i) 	= 0, T (:, j) 	= 0).
Clearly, if r < m and there is no irreducibility in the sense of (2.19), then process
(2.5)—with Fi satisfying (2.15)—is equivalent to a process (2.5) with a smaller value
of m.
Theorem 2.4 (criterion for the bound (2.8) when Fi satisfy (2.7), (2.15)). Con-
sider process (2.5), with arbitrary coefficient matrices S = (sij) and T = (tij). Let
positive τ0, γ, μ be given, and assume (2.14).
(i) Assume irreducibility in the sense of (2.19). Then condition (2.12) is necessary
and sufficient for property (2.16), as well as for (2.17).
(ii) Assume irreducibility in the sense of (2.20). Then condition (2.12) is necessary
and sufficient for property (2.16), as well as for (2.18).
The above statement (i) shows that, under the irreducibility assumption (2.19),
property (2.17) implies the algebraic property (2.12). On the other hand, statement
(ii) reveals that under the stronger irreducibility assumption (2.20), already the weaker
property (2.18) implies (2.12). The natural question thus arises of whether statements
(i), (ii) can be combined and strengthened into the following proposition.
(iii) Assume irreducibility in the sense of (2.19). Then condition (2.12) is neces-
sary and sufficient for property (2.16), as well as for (2.18).
The following counterexample answers the above question in the negative: state-
ment (iii) is in general not true!
Example 2.5. Consider process (2.5) with l = 1,m = 3, and s1,1 = 0, s2,1 =
s3,1 = 1, ti,1 = i, t1,2 = t1,3 = 0, t2,2 = t3,2 = 3, t2,3 = t3,3 = −2. Suppose (2.14),
(2.15) with r = 1, I1 = {1, 2, 3}, i.e., F1 = F2 = F3, and consider γ = 1/4.
The irreducibility assumption (2.19) is fulfilled. Furthermore, one easily sees that
(2.12a) is fulfilled, but spr(|P |) = 1. Therefore, condition (2.12) is violated.
On the other hand, for Δt = τ0/4 and V, ‖ · ‖, Fi as in (2.18), it can be seen
that ‖y1‖ = ‖ΔtF (y1)‖ = 0, ‖y2‖ = ‖y3‖ ≤ ‖x1‖. With μ = 1, we thus have
property (2.18).
Theorem 2.2 can formally be viewed as a special case of Theorem 2.4; the latter
theorem, with r = m and the trivial index sets Iρ = {ρ}, implies the former. We have
formulated Theorem 2.2 separately in view of its importance and simplicity: it does
not need (2.14), (2.15) nor (2.19), (2.20). Moreover, by formulating first Theorem 2.2
explicitly, we could show in a natural way, via Example 2.3, that some additional
(irreducibility) assumption is needed in order that condition (2.12) is the appropriate
criterion when some Fi are equal.
3. Results related to the main theorems.
3.1. Alternative conditions for properties (2.9), (2.16). In this section we
study process (2.5) with arbitrary coefficient matrices S = (sij) and T = (tij). We
shall give conditions, for properties (2.9) and (2.16), which are in general simpler and
easier to check than (2.12). In deriving these conditions, we shall use a lemma about
condition (2.12b) which will be presented first in section 3.1.1.
The same notations will be used as in section 2, notably (2.11), and any inequal-
ities between matrices or vectors should be understood entrywise or componentwise,
respectively.
3.1.1. Background regarding condition (2.12b). The following lemma,
about condition (2.12b), will be used in sections 3, 4.
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Lemma 3.1 (interpretations of (2.12b)). Assume (2.12a). Then each of the
following three requirements is equivalent to (2.12b):
(i) I − |P | is invertible with (I − |P |)−1 ≥ 0;
(ii) I − |P | is invertible, and spr(|P |) ≤ 1;
(iii) There exist no real scalar λ and vector ϕ ∈ Rm with
(3.1) (λI − |P |)ϕ = 0, ϕ 	= 0, ϕ ≥ 0, λ ≥ 1.
Proof. One easily sees that (2.12b) implies each of the properties (i), (ii), (iii).
Conversely, applying the Perron–Frobenius theory as presented, e.g., in [13, page 503],
it follows that (2.12b) is implied by (ii) as well as by (iii).
We shall complete the proof of the lemma by assuming (i) and proving (iii).
Suppose (iii) does not hold, i.e., there are λ, ϕ satisfying (3.1). Then 0 ≥ −ϕ =
(I − |P |)−1{(λ− 1)ϕ} ≥ 0, so that ϕ = 0, which contradicts (3.1).
3.1.2. Simplified conditions for properties (2.9), (2.16), with arbitrary μ.
The following neat condition on γ will turn out to be quite useful:
I + γT is invertible,(3.2a)
P ≥ 0,(3.2b)
R ≥ 0.(3.2c)
Assume (3.2a) and (3.2b) are fulfilled. We then see from Lemma 3.1 and the
formula
(3.3) I − P = Q = (I + γT )−1
(which follows from (2.11)) that condition (2.12b) is equivalent to spr(P ) ≤ 1.
For matrices S, T satisfying (3.2), (2.12b), we have
‖(I − |P |)−1|R|‖∞ = ‖(I − P )−1R‖∞ = ‖Q−1QS‖∞ = ‖S‖∞.
For such matrices we have also S = (I − P )−1R, with (I − P )−1 ≥ 0, so that S ≥ 0
and ‖(I − |P |)−1|R|‖∞ = maxi
∑
j sij .
Consequently, under assumption (3.2), the conditions (2.12b), (2.12c) are equiv-
alent to
(3.4) spr(P ) ≤ 1 and
∑
j
sij ≤ μ (1 ≤ i ≤ m).
In view of this equivalency, we have the following useful corollary to Theorems 2.2, 2.4.
Corollary 3.2 (criterion for properties (2.9), (2.16) when P ≥ 0, R ≥ 0). Let
arbitrary matrices S = (sij), T = (tij) and positive values τ0, γ, μ be given such that
(3.2) is fulfilled. Then the following two statements are valid:
(i) Condition (3.4) is necessary and sufficient for property (2.9).
(ii) Assume (2.14), (2.19). Then (3.4) is necessary and sufficient for property
(2.16).
The following corollary to Theorem 2.2 is useful in cases where (3.2a), (3.2b) hold,
but (3.2c) is violated. It can be applied when constants 
j , σ, τ are available such that
the matrices R = (rij), T = (tij), P = (pij) satisfy
(3.5) spr(P ) ≤ 1 and
∑
k
|rjk | ≤ 
j ,
∑
j

j ≤ σ, maxi,j |tij | ≤ τ.
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Corollary 3.3 (condition for property (2.9) when P ≥ 0). Let arbitrary ma-
trices S = (sij), T = (tij) and positive values τ0, γ be given such that (3.2a), (3.2b)
are fulfilled. Then condition (3.5) guarantees property (2.9) with
μ = max
j

j + γ ·max
i
∑
j
|tij |
j ≤ (1 + γτ)σ.
Proof. In view of Theorem 2.2, it is sufficient to prove (2.12b), (2.12c) for the
above μ. Condition (2.12b) follows, from Lemma 3.1 and (3.3), as above. Further-
more, condition (2.12c) is fulfilled because ‖(I − |P |)−1|R|‖∞ = ‖(I − P )−1|R|‖∞ =
‖(I + γT )|R|‖∞ ≤ ‖R‖∞ + γ‖T |R|‖∞ ≤ maxj
j + γ ·maxi
∑
j |tij |
j .
3.1.3. Simplified criterion for properties (2.9) and (2.16), with μ = 1.
Throughout this subsection we assume that μ = 1 and the matrix S = (sij) satisfies
(3.6) si1 + si2 + · · ·+ sil = 1 (1 ≤ i ≤ m).
Assumption (3.6) is, e.g., fulfilled when (2.5) stands for the canonical representa-
tion of N steps of a method (2.1) with coefficients αij satisfying
(3.7) αi1 + αi2 + · · ·+ αil = 1 (1 ≤ i ≤ q),
as follows easily from (2.6a). GLMs are often represented with coefficients αij such
that (3.7) is in force; cf., e.g., the examples in section 3.3.
We shall find that condition (3.2) is the appropriate criterion for properties (2.9),
(2.16) by proving the equivalence of (3.2) and (2.12) (with μ = 1). In our proof we
shall use the notation Ek to denote the k × 1 matrix with all entries equal to 1.
First, assume (3.2). In order to prove (2.12b), (2.12c) (with μ = 1), we note that
PEm = PSEl = (I −Q)SEl = Em − REl ≤ Em. It follows that ‖P‖∞ ≤ 1, so that
spr(P ) ≤ 1. Hence, (3.4) is in force, which in section 3.1.2 was proved to be equivalent
to (2.12b), (2.12c).
Conversely, assume (2.12) (with μ = 1). We have Em = SEl = (I − P )−1REl ≤
(I − |P |)−1|R|El ≤ Em. Hence (I − |P |)−1|R|El = Em, which implies |P |Em +
|R|El = Em = PEm + REl. Therefore, (|P | − P )Em + (|R| − R)El = 0, so that
P = |P | ≥ 0, R = |R| ≥ 0, i.e., (3.2).
In view of the equivalency of (3.2) and (2.12), the Theorems 2.2, 2.4 yield the
following corollary, which is closely related to a monotonicity result formulated earlier
in the literature (but derived differently); cf. [25].
Corollary 3.4 (criterion for properties (2.9), (2.16), with μ = 1). Let arbitrary
matrices S = (sij), T = (tij) and positive τ0, γ be given. Assume (3.6). Then the
following two statements are valid:
(i) Condition (3.2) is necessary and sufficient for property (2.9) with μ = 1.
(ii) Assume (2.14), (2.19). Then (3.2) is necessary and sufficient for (2.16) with
μ = 1.
3.2. The matrices T, P, and R for the canonical representation of GLMs.
By representingN steps of method (2.1) in the form (2.5) canonically (cf. (2.4), (2.6)),
and a subsequent application of one of the Theorems 2.2, 2.4 or Corollaries 3.2, 3.3,
3.4, one can obtain conditions for boundedness of the GLM. Because such conditions
involve the corresponding T, P, and R (cf. (2.11)), we shall study these matrices in
the subsequent Lemma 3.5. The lemma will be applied in section 3.3.
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From (2.6), (2.11), we see that the matrices S, T, P,Q,R, respectively, correspond-
ing to the canonical representation of N steps of (2.1) reduce, for N = 1, simply to
(3.8) A = (αij), B = (βij), K = (I+γB)
−1(γB), L = (I+γB)−1, M = LA.
The following lemma relates (conditions on) T, P,R for any N ≥ 1 directly to the
simple matrices (3.8). We denote by K0,M0 the matrices consisting of the last l rows
of K and M , respectively. Note that M0 equals the l× l stability matrix M(z) of the
GLM at the point z = −γ; cf., e.g., [3, page 381].
Lemma 3.5 (on the matrices T, P,R of the canonical representation). For given
γ > 0, μ > 0, and integer N ≥ 1, the following statements are valid:
(i) Matrix T satisfies (2.12a) if and only if I + γB is invertible.
(ii) If (2.12a) holds, then matrix P satisfies (2.12b) if and only if spr(|K|) < 1.
(iii) If (2.12a) holds, then R is made up of q × l blocks Rn and P of q × q blocks
Pn,j, where 1 ≤ n ≤ N, 1 ≤ j ≤ N , and
Rn = M(M0)
n−1,
Pn,j = 0 (j > n), Pn,n = K, Pn,j = M(M0)
n−j−1K0 (n > j).
Proof. Part (i) follows from (2.6b), and (ii) follows from the expressions for Pn,j
given in (iii).
To analyze the blocks Rn, we rewrite (I + γT )R = S in terms of these blocks,
using (2.6): γ
∑n−1
j=1 A(A0)
n−j−1B0Rj+(I+γB)Rn = A(A0)n−1 (n ≥ 1). To give this
relation a more convenient form, we introduce the l×q matrix H = [OI], composed of
the l× (q− l) zero matrix O and the l× l identity matrix I. Clearly, A0 = HA,B0 =
HB,K0 = HK,M0 = HM . We put A¯ = AH, M¯ = MH , so that
γ
n−1∑
j=1
A¯n−jBRj + (I + γB)Rn = A¯n−1A (n ≥ 1).
Wemodify this relation by premultiplying it with A¯ and replacing n by n−1. Subtract-
ing this modified equality from the original one, we obtain (I + γB)Rn = A¯Rn−1, so
that Rn = M¯Rn−1(n ≥ 2). Hence Rn = (M¯)n−1R1 = (M¯)n−1M = M(M0)n−1(n ≥
1).
To complete the proof, we conclude from (I + γT )P = γT and (2.6b) that P
has a block Toeplitz structure with q × q blocks Pn,j = Pn−j+1, where Pk = 0 (k ≤
0), P1 = K. Similarly as above we find γ
∑k−1
j=1 A¯
k−jBPj + (I + γB)Pk = γA¯k−1B
(k ≥ 1) and (I + γB)Pk = A¯Pk−1, so that Pk = (M¯)k−1K = MMk−20 K0 (k
≥ 2).
3.3. Examples of actual boundedness results obtainable from the the-
ory. This section serves only to make evident the practical relevance of the generic
process (2.5) and the applicability of the above theory to the boundedness analysis of
given GLMs; see Definition 2.1. Accordingly, below we will illustrate the theory by
applying it just to a few actual numerical methods. In future work (cf. [14, 15]), we
intend to use the theory for a more general analysis of classes of GLMs.
For ease of presentation and also to illustrate (2.14), (2.15), and Theorem 2.4
with r < m, we deal throughout this section with autonomous problems, i.e., F in
(1.1) is independent of t, and (1.5) reduces to
(3.9) ‖v + τ0F (v)‖ ≤ ‖v‖ (for v ∈ V).
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Below we shall study boundedness of various methods by looking for stepsize-coefficients
γ and constants μ such that
(3.10) Condition 0 < Δt ≤ γ·τ0 implies boundedness with constant μ (cf. Def-
inition 2.1) whenever V is a vector space with seminorm ‖ · ‖ and
F : V→ V satisfies (3.9).
Clearly, when (3.10) holds with μ = 1, then γ is a stepsize-coefficient for mono-
tonicity.
3.3.1. Two explicit RKMs. Following Gottlieb & Shu [6], we consider two
explicit RKMs (1.2) with s = 2, the nonzero coefficients of which are given by (3.11)
and (3.12), respectively:
(3.11) a21 = 1, a31 = a32 = 1/2,
(3.12) a21 = −20, a31 = 41/40, a32 = −1/40.
Both methods are of second order and yield identical numerical approximations when
applied to linear autonomous problems.The first method is monotonic ((3.10) with
μ = 1) with stepsize-coefficient γ = 1, whereas for method (3.12) there exists no
positive stepsize-coefficient γ for monotonicity; cf., e.g., the paper just mentioned and
[4] or [11].
To analyze for both methods the boundedness property (3.10) (with arbitrary
μ ≥ 1), we represent the methods as GLMs (2.1) with coefficient matrices A,B—as
indicated in section 2.1—and consider the corresponding canonical representation of
N ≥ 1 steps; cf. (2.4), (2.5), (2.6). Because F is independent of t, we have properties
(2.14), (2.15) with r = 1, I1 = {1, . . . ,m}. From (2.6) one sees that (2.19) and (2.20)
are fulfilled, so that Theorem 2.4 can be applied. It follows that property (3.10) is
present if and only if condition (2.12) is fulfilled (for all N ≥ 1). From Lemma 3.5 we
see that conditions (2.12a), (2.12b) are fulfilled, with any γ > 0, for both methods.
In order to express the dependence of (2.12c) on N , we put μN = ||(I − |P |)−1|R|||∞.
For method (3.11), it is possible to find by a computation based on Lemma 3.5
that, when N ≥ 1,
μN = 1 (for 0 < γ ≤ 1), μN = (1 + 2γ(γ − 1))N (for γ ≥ 1).
Hence, for any given μ ≥ 1, the largest stepsize-coefficient γ, for which method (3.11)
has the boundedness property (3.10), is equal to γ = 1.
For method (3.12), a similar computation yields μN = (1+
γ
20 + γ
2)N−1(1+ 40γ)
for N ≥ 1 and 0 < γ ≤ 2. From this expression we can conclude that there exists
no positive γ for which method (3.12) has the boundedness property (3.10) with any
μ ≥ 1.
We think these conclusions about methods (3.11), (3.12) nicely supplement and
confirm the discussion of the methods, as presented in Gottlieb & Shu [6]: method
(3.11) is superior to (3.12) not only regarding monotonicity but also with respect to
boundedness.
We have not displayed the details of the computations leading to the above ex-
pressions for μN because we want to keep the size of the paper within reasonable
limits, and we intend to report on these kinds of computations, in detail and greater
generality, in [14].
3810 W. HUNDSDORFER, A. MOZARTOVA, AND M. N. SPIJKER
3.3.2. A two-stage RKM depending on a parameter θ. We shall give an
example showing that the canonical representation ofN steps of an (irreducible) RKM
can fail to satisfy the irreducibility condition (2.19), with the result that Theorem 2.4
does not yield a necessary condition for boundedness. The example will also provide
an instance of a noncanonical representation yielding a boundedness result that is not
obtainable via the canonical representation. Finally, it will show, unlike the examples
in section 3.3.1, that the restrictions on γ for boundedness of RKMs can be less severe
than for monotonicity.
We consider the two-stage RKM, given by (1.2) with s = 2, a1,1 = a1,2 = 0,
a2,1 = a3,1 = 1 − θ, a2,2 = a3,2 = θ, with real parameter θ. We write the method
concisely as (2.1) with l = 1, q = 2, A =
(
1
1
)
, B =
(
0 0
1− θ θ
)
, and consider the
corresponding canonical representation (2.5) of N consecutive steps of the method.
We see from Lemma 3.5 that (2.12a), (2.12b) hold if and only if 1+2γθ > 0. Assuming
this inequality is to be fulfilled, it is possible to find by a computation using Lemma 3.5
that μN = ||(I − |P |)−1|R|||∞ equals μN = λN (N ≥ 1), where
λ =
|1 + γ(θ − 1)|+ γ|θ − 1|
1 + γθ − γ|θ| ≥ 1.
We see that λ = 1 if and only if
(3.13) 0 ≤ θ ≤ 1, γ(1− θ) ≤ 1.
This does not allow us to conclude via Theorem 2.4—with r = 1, I1 = {1, · · · ,m} as
in section 3.3.1—that condition (3.13) is necessary for boundedness (property (3.10)
with any fixed μ ≥ 1), because the irreducibility condition (2.19) on [ST ] is violated
for N ≥ 2.
On the other hand, Theorem 2.4 can be applied—with r = 1, I1 = {1, · · · ,m}—
to the canonical representation for N = 1, because [ST ] = [AB] satisfies (2.19). Since
μ1 = λ, condition (3.13) is necessary and sufficient for monotonicity ((3.10) with
μ = 1); this follows also, e.g., from Corollary 3.4 and from [4] or [11].
To prove that boundedness is possible under a weaker condition than (3.13), we
represent N steps of the method—not canonically—by (2.5) with l = 1, m = N ,
sn,1 = 1, tnj = 0 (j > n), tnj = θ (j = n), tnj = 1 (j < n), and yn = un,
x1 = u0+Δt(1−θ)F (u0). Since [ST ] now satisfies (2.19) (with r = 1, I = {1, . . . ,m}),
we can apply, e.g., Corollary 3.4 to the situation at hand. A computation shows that
(3.2) holds if and only if 0 ≤ θ, γ(1 − θ) ≤ 1. Hence, for any θ > 1, γ > 0, the
conditions (1.6), (3.9) imply that
‖un‖ ≤ ‖x1‖ =
∥∥∥(1 + (θ−1)Δtτ0
)
u0 − (θ−1)Δtτ0 (u0 + τ0F (u0))
∥∥∥ ≤ μ‖u0‖,
with μ = 1 + 2(θ − 1)γ.
In conclusion, for θ > 1, there exists no positive stepsize-coefficient for mono-
tonicity, whereas any γ > 0 is a stepsize-coefficient corresponding to the boundedness
property (3.10), with μ = 1 + 2(θ − 1)γ.
3.3.3. One-leg Adams–Bashforth method. We consider the so-called one-
leg version of the second order Adams–Bashforth method,
(3.14) un = un−1 +ΔtF
(
3
2
un−1 − 1
2
un−2
)
;
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cf., e.g., [2, 9, 8]. This method is not monotonic in that there exists no positive γ
with the property that (3.9), (3.14), (1.6) always imply ‖un‖ ≤ max{‖un−1‖, ‖un−2‖}.
This follows, e.g., directly from Spijker [24, Theorem 3.3].
We will see that, in spite of the above negative result, there exist positive γ and
μ such that
(3.15) ‖un‖ ≤ μ ·max{‖u0‖, ‖u1‖} (for 0 < Δt < γ · τ0 and all n ≥ 2),
as soon as (3.9) and (3.14) (for n ≥ 2) are in force.
Below we shall prove this boundedness result by rewriting method (3.14) as a
GLM and applying Corollary 3.3 in combination with Lemma 3.5 to the canonical
representation; cf. (2.4), (2.5), (2.6).
We introduce, for n ≥ 1, the vectors v[n]1 = − 12un−1+ 32un, v[n]2 = un, v[n]3 = un+1,
and u
[n−1]
1 = un−1, u
[n−1]
2 = un, so that (3.14) is equivalent to the GLM (2.1), with
q = 3, l = 2, and A =
⎛
⎜⎜⎝
−1
2
3
2
0 1
0 1
⎞
⎟⎟⎠ , B =
⎛
⎝ 0 0 00 0 0
1 0 0
⎞
⎠ .
Clearly, if this GLM satisfies (3.10) with positive γ, μ, then method (3.14) has the
boundedness property mentioned above; cf. (3.15).
In order to apply Corollary 3.3 to the canonical representation of the GLM, we
have to check conditions (3.2a), (3.2b), and (3.5). Because B is strictly lower trian-
gular, we see directly from Lemma 3.5(i) that (3.2a) is fulfilled for any γ > 0.
To analyze (3.2b) we consider, for any γ > 0, the expressions for the blocks Pn,j
given by Lemma 3.5(iii). One easily sees that Pn,j ≥ 0 (j ≥ n). Furthermore, it can
be seen that Pn,j ≥ 0 (for j = n− 1 and j = n− 2) if and only if γ ≤ 4/9. From now
on, we assume γ = 4/9. In the analysis of Pn,j with j ≤ n− 3, via Lemma 3.5(iii), it
is convenient to use the following representation for the powers of M0:
(M0)
k =
(
xk−1 yk−1
xk yk
)
,
where xk+1 =
1
3xk +
2
9xk−1, x0 = 0, x1 =
2
9 , and yk+1 =
1
3yk +
2
9yk−1, y0 = 1, y1 =
1
3
(for k ≥ 1). Substituting this representation (with k = n − j − 1) in the expression
for Pn,j of Lemma 3.5(iii), it can be seen that Pn,j ≥ 0 (for j ≤ n− 3), which proves
(3.2b).
The first inequality in (3.5) is fulfilled—with spr(P ) = 0—because the blocks
Pn,n are strictly lower triangular. A computation, using the above representation for
(M0)
k, shows that the remaining inequalities in (3.5) are fulfilled as well, with 
j = 2
(for j = 1), 
j = 3
−n[2n − (−1)n] (for j = 3n− 2, n ≥ 2), 
j = 3−n−1[2n+2 − (−1)n]
(for j = 3n − 1, n ≥ 1), 
j = 3−n−2[2n+3 + (−1)n] (for j = 3n, n ≥ 1), and σ =
31/4, τ = 3/2. The upperbound (1 + γτ)σ of Corollary 3.3 thus amounts to 155/12,
from which we conclude that method (3.14) has the boundedness property (3.15),
with γ = 4/9 and μ = 155/12  12.9.
A smaller value for μ can be obtained by a straightforward—but slightly longer—
computation of the expression μ = maxj
j + γ ·maxi
∑
j |tij |
j ; see Corollary 3.3. In
this way one can arrive at a similar conclusion as above, but with γ = 4/9 and the
better value μ = 31/9  3.4.
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We note, for completeness, that the above results could not have been obtained
by a similar application of Corollary 3.2, instead of Corollary 3.3, because condition
(3.2c) is violated, in the situation at hand, for all N ≥ 1 and γ > 0.
3.3.4. A two-stage GLM. Our last example illustrates that conclusions about
boundedness can sometimes be reached by a rather short calculation. We consider
the second order method for solving (1.1) (with F (t, v) = F (v)):
u
[n]
1 = −u[n−1]1 + 2u[n−1]2 ,(3.16a)
u
[n]
2 = u
[n−1]
2 +Δt · F (u[n]1 ),(3.16b)
where u
[n−1]
1  u((n − 1/2)Δt) and u[n−1]2  u(nΔt) (n = 1, 2, 3, . . . ). We write
the method as (2.1), with l = q = 2, A =
(−1 2
0 1
)
, B =
(
0 0
1 0
)
, and consider the
corresponding canonical representation (2.5); cf. (2.4), (2.6). Because the matrix [ST ]
satisfies the irreducibility condition (2.19) with r = 1, I1 = {1, . . . ,m}, we can apply
Theorem 2.4 in the situation at hand.
Let any γ > 0 be given. From Lemma 3.5 we see easily that the corresponding
matrices T, P satisfy conditions (2.12a), (2.12b). By Theorem 2.4, the boundedness
property (3.10) thus holds, for any given μ, if and only if μN = ‖(I − |P |)−1|R|‖∞ is
such that sup{μN : N ≥ 1} ≤ μ.
Because (I − |P |)−1|R| ≥ |R|, we see from Lemma 3.5(iii) that μN ≥ ‖R‖∞ ≥
‖MN‖∞, with M as in (3.8). From the expression M =
(−1 2
γ 1− 2γ
)
, it follows that
spr(M) = γ +
√
1 + γ2 > 1, so that μN → ∞ for N → ∞.
We conclude that there is no boundedness, in the sense of (3.10), for any positive
γ and μ.
4. Proof of Theorems 2.2 and 2.4. Because Theorem 2.2 follows from Theo-
rem 2.4 by choosing in the latter theorem the trivial index sets Iρ = {ρ} (for 1 ≤ ρ ≤
m = r), it is enough to prove below Theorem 2.4.
The sufficiency of condition (2.12), in parts (i) and (ii) of Theorem 2.4, is a direct
consequence of Proposition 4.2, to be given in section 4.1, and the fact that (2.9)
implies the three properties (2.16), (2.17), and (2.18) (for any index sets Iρ as in
(2.14)).
The necessity of condition (2.12), in Theorem 2.4, follows directly from Propo-
sition 4.6, to be given in section 4.2, and the fact that property (2.16) implies both
(2.17) and (2.18).
4.1. Sufficiency of condition (2.12). In the following, we shall write (2.5)
and similar relations more concisely by using the following notations relevant to the
vector space V. For any integer k ≥ 1 and vectors x1, . . . , xk ∈ V, we denote the
vector in Vk with components xi by
x = [xi] =
⎛
⎝ x1...
xk
⎞
⎠ ∈ Vk.
Furthermore, we denote with a boldface letter the linear operators from Vk to Vm
determined in a natural way by m × k matrices: for any matrix A = (aij) ∈ Rm×k
and x = [xi] ∈ Vk, we define A(x) = y, where y = [yi] ∈ Vm is given by yi =∑k
j=1 aijxj (1 ≤ i ≤ m).
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We combine the vectors xi and yi, occurring in (2.5), into vectors x = [xi] ∈ Vl
and y = [yi] ∈ Vm, respectively. Furthermore, for given functions Fi : V → V
(1 ≤ i ≤ m), we define a function F, from Vm to Vm, by F(y) = [Fi(yi)] ∈ Vm for
y = [yi] ∈ Vm. With these notations, the relations (2.5) can be written as an equality
in Vm:
(4.1) y = Sx+Δt ·TF(y).
The subsequent lemma is a variant to Spijker [25, Lemma 4.1]. It will be useful in
the present section for proving Proposition 4.2 and later on for proving Proposition 4.6.
We shall use the notations (2.11) and relate (4.1)—with Fi satisfying (2.7), (2.15)—to
the conditions
y = Rx+Pz, with ‖zi‖ ≤ ‖yi‖ (1 ≤ i ≤ m),(4.2a)
yi 	= yj whenever zi 	= zj and i, j belong to the same index set Iρ.(4.2b)
Lemma 4.1 (reformulation of (4.1) with Fi satisfying (2.7), (2.15)). Let τ0 > 0,
γ > 0, I + γT invertible, and assume (2.14). Let x = [xi] ∈ Vl and y = [yi] ∈ Vm be
given. Then the following three statements are equivalent:
(4.3) The vectors x, y satisfy (4.1) for some Δt with 0 < Δt ≤ γ · τ0 and
some functions Fi : V→ V satisfying (2.7), (2.15);
(4.4) The vectors x, y satisfy (4.1) with Δt = γ · τ0 and some functions
Fi : V→ V satisfying (2.7), (2.15);
(4.5) There exists a vector z = [zi] ∈ Vm such that (4.2) holds.
Proof. Assume (4.3). In order to prove (4.4), we define θ = Δt/(γτ0) and F˜i =
θ · Fi, so that x, y satisfy (4.1) also with Δt = γ · τ0 and Fi replaced by F˜i. Clearly,
F˜i = F˜j for i, j in the same index set, and ‖v+τ0F˜i(v)‖ = ‖(1−θ)v+θ[v+τ0Fi(v)]‖ ≤
‖v‖. This implies (4.4).
Assume (4.4). In order to prove (4.5), we rewrite (4.1) as
(I + γT)y = Sx+ γT[y + τ0F(y)],
from which we see that x, y satisfy (4.2a) with z = [zi] = y + τ0F(y). Furthermore,
when zi 	= zj and i, j belong to the same index set Iρ, we have yi + τ0Fi(yi) 	= yj +
τ0Fi(yj), which implies (4.2b). Hence, (4.5) holds.
Assume (4.5). We shall prove (4.3). For i ∈ Iρ we define Fi(v) = (1/τ0)(zk−yk) (if
v = yk, k ∈ Iρ) and Fi(v) = 0 (otherwise). In view of (4.2b), this is a proper definition,
and Fi = Fj for i, j in the same index set, i.e., (2.15). Furthermore, we see that x, y
satisfy (4.1) with Δt = γ · τ0. Finally, for i ∈ Iρ, we have ‖v+ τ0Fi(v)‖ = ‖zk‖ ≤ ‖v‖
(if v = yk, k ∈ Iρ) and ‖v+ τ0Fi(v)‖ = ‖v‖ (otherwise), so that (2.7) is fulfilled. This
completes the proof of (4.3).
Proposition 4.2 (sufficiency of condition (2.12) for property (2.9)). Let τ0 > 0
be given, and assume γ, μ are positive constants such that (2.12) holds. Then process
(2.5) has the boundedness property (2.9).
Proof. Assume condition (2.12) is fulfilled, and consider xi, yi satisfying (2.5) in
the situation where (2.7) holds and 0 < Δt ≤ γ · τ0. Applying Lemma 4.1 (with the
trivial index sets Iρ = {ρ}, 1 ≤ ρ ≤ r = m), we have (4.2a), from which we obtain
[‖yi‖] ≤ [‖ri‖] + |P |[‖zi‖] ≤ [‖ri‖] + |P |[‖yi‖], with [ri] = Rx.
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Consequently, (I − |P |)[‖yi‖] ≤ [‖ri‖]. By Lemma 3.1, the matrix I − |P | is invertible
with (I − |P |)−1 ≥ 0. Therefore, [‖yi‖] ≤ (I − |P |)−1[‖ri‖], which implies
(4.6) [‖yi‖] ≤ (I − |P |)−1|R|[‖xi‖].
An application of (2.12c) shows that the components in the right-hand member of the
last inequality do not exceed μ · (maxj‖xj‖), which completes the proof of Proposi-
tion 4.2.
4.2. Necessity of condition (2.12). In this section we shall prove the necessity
of condition (2.12) for properties (2.17) and (2.18), under the irreducibility assump-
tions (2.19) and (2.20), respectively. We assume throughout the section that τ0, γ, μ
are given positive constants and, unless stated otherwise, that Iρ are arbitrary given
index sets of type (2.14).
4.2.1. Formulation of Proposition 4.6. To demonstrate the necessity of con-
dition (2.12), we will formulate Proposition 4.6. To prove this proposition we will
need three lemmas, the first of which is as follows.
Lemma 4.3 (invertibility of I + γT ). Property (2.17), as well as property (2.18),
implies that the matrix I + γT is invertible.
Proof. Assume (2.17) or (2.18). Let η = [ηi] ∈ Rm with (I + γT )η = 0. We shall
prove η = 0.
We define Fi(v) = −(1/τ0)v (for all v ∈ V = Rm), so that (2.15), (2.7) are fulfilled
with ‖ · ‖ = ‖ · ‖∞. We see that (2.5) is satisfied, with Δt = γ · τ0, by the vectors
xi = 0 (1 ≤ i ≤ l) and yi = ηie1 (1 ≤ i ≤ m), where e1 is the first unit vector in
V = Rm.
By (2.17) or (2.18), there follows |ηi| = ‖yi‖∞ ≤ μ · maxj‖xj‖∞ = 0, so that
η = 0.
In proving that property (2.17) implies (2.12), we shall make use of vectors ξ =
[ξj ] ∈ Rl and η = [ηj ], ζ = [ζj ] ∈ Rm satisfying the following condition:
(4.7) η = Rξ+ Pζ, with ηj 	= ηk (for all j 	= k belonging to the same index set Iρ).
Furthermore, in proving that the (weaker) property (2.18) implies (2.12), we shall use
vectors ξ = [ξj ] ∈ Rl and η = [ηj ], ζ = [ζj ] ∈ Rm satisfying the subsequent (stronger)
condition:
(4.8) η = Rξ + Pζ, with |ζj | ≤ |ηj | (for 1 ≤ j ≤ m), and ηj 	= ηk (for all
j 	= k belonging to the same index set Iρ).
We shall see that vectors ξ, η, ζ exist satisfying conditions (4.7) and (4.8), re-
spectively, if the following (simplified) versions of assumptions (2.19) and (2.20) are
fulfilled:
(4.9) [ST ](i, :) 	= [ST ](j, :) (if i 	= j belong to the same index set Iρ),
(4.10) [ST̂ ](i, :) 	= [ST̂ ](j, :) (if i 	= j belong to the same index set Iρ).
Our proof of Proposition 4.6 needs also the following two lemmas.
Lemma 4.4 (relevance of (4.7), (4.8) for condition (2.12)).
(i) Assume (2.17), and suppose ξ, η, ζ satisfy (4.7). Then (2.12) is fulfilled.
(ii) Assume (2.18), and suppose ξ, η, ζ satisfy (4.8). Then (2.12) is fulfilled.
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Lemma 4.5 (conditions for (4.7), (4.8)). Let I + γT be invertible. Then the
following two implications are valid:
(i) Assumption (4.9) implies the existence of ξ, η, ζ satisfying (4.7).
(ii) Assumption (4.10) implies the existence of ξ, η, ζ satisfying (4.8).
Since the proof of these two lemmas is rather long, it will be given separately in
section 4.2.2.
Proposition 4.6 (necessity of condition (2.12) for properties (2.17), (2.18)).
(i) Assume (2.17) and irreducibility in the sense of (2.19). Then (2.12) holds.
(ii) Assume (2.18) and irreducibility in the sense of (2.20). Then (2.12) holds.
Proof. Because of Lemma 4.3, we can assume that I + γT is invertible.
In order to prove part (i) of the proposition, we assume (2.17), (2.19). We denote
by I0 the set of all indices i, with 1 ≤ i ≤ m and T (:, i) = 0.
First, assume there are no index sets Iρ containing a pair of indices i 	= j with
j ∈ I0. Conditions (2.19) and (4.9) are then equivalent. Hence, combining Lemma
4.5(i) and Lemma 4.4(i), we obtain (2.12).
Next, assume there do exist sets Iρ containing indices i 	= j, where j ∈ I0. We
note that the functions Fj , with j ∈ I0, do not enter actually in the basic relations
(2.5). Accordingly, it is immaterial for these relations whether or not a given function
Fj , with j ∈ I0, is equal to any Fi with i 	= j. Therefore, we can refine the given
partition I1 ∪ · · · ∪ Ir = {1, . . . ,m} into one with regard to which properties (2.17)
and (4.9) hold: the refined partition is obtained, from the original one, by creating
new separate index sets for all indices j ∈ I0 belonging to an (old) index set Iρ with
at least two different indices.
From (the original) property (2.17), one sees that (2.17) is still present with regard
to the new, refined partition. Moreover, the original property (2.19) implies that (4.9)
is valid with regard to the new index sets. Therefore, we arrive at (2.12), again by
combining Lemma 4.5(i) and 4.4(i) (in the situation of the new partition).
To prove part (ii) of the proposition, assume (2.18), (2.20), and define I0 as above.
First assume there are no sets Iρ containing indices i 	= j, where j ∈ I0. Condi-
tions (2.20) and (4.10) are then equivalent. Hence, Lemmas 4.5(ii) and 4.4(ii) yield
(2.12).
Next assume there do exist sets Iρ with indices i 	= j, where j ∈ I0. Using the
above refined partition, similarly as in the proof of part (i) of Proposition 4.6, we
arrive again at (2.12) by combining Lemma 4.5(ii) and 4.4(ii).
4.2.2. Proof of the Lemmas 4.4 and 4.5. The sole purpose of the present
section is to prove Lemmas 4.4 and 4.5. Throughout the section we assume, with no
loss of generality, that I + γT is invertible. We shall use the notation
sgn(α) = 1 (for α ≥ 0), sgn(α) = −1 (for α < 0).
Proof of Lemma 4.4. The proof of this lemma is divided into several parts.
Part 1a. Assume (2.17), and let ξ, η, ζ satisfy (4.7). We shall prove (2.12b) via
Lemma 3.1 by assuming that λ and ϕ satisfy (3.1) and deducing a contradiction from
that assumption.
We shall prove ϕ = 0 by using special vectors x = [xj ] ∈ Vl and y = [yj ], z =
[zj ] ∈ Vm, where xj , yj, zj ∈ V = Rm have components xij , yij , zij, respectively. We
define, for 1 ≤ i ≤ m, 1 ≤ j ≤ m, 1 ≤ k ≤ l,
xik = 0, zij = sgn(pij)ϕj , yij =
l∑
k=1
rjkxik +
m∑
k=1
pjkzik.
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We have y = Rx+Pz, and because yjj =
∑m
k=1 |pjk|ϕk = λϕj , there follows
(4.11) ‖zj‖∞ = |zij | = ϕj ≤ yjj = ‖yj‖∞ (1 ≤ i ≤ m, 1 ≤ j ≤ m).
First, suppose yj 	= yk for all j 	= k belonging to the same index set Iρ. Then
x, y, z satisfy (4.2), with ‖ · ‖ = ‖ · ‖∞, so that, by Lemma 4.1, the vectors x, y satisfy
(4.4) with V = Rm, ‖ · ‖ = ‖ · ‖∞. By property (2.17) and (4.11), there follows
‖ϕ‖∞ ≤ maxj‖yj‖∞ ≤ μ ·maxk‖xk‖∞ = 0. Hence ϕ = 0, which contradicts (3.1) and
thus proves (2.12b).
Next, suppose yq = ys for two indices q < s belonging to the same set Iρ. In this
situation, we modify (only) the qth component of all xj , yj, zj into x˜qj = ξj , y˜qj =
ηj , z˜qj = ζj , and we denote the resulting vectors by x˜j , y˜j , z˜j, respectively. The vectors
x˜ = [x˜j ], y˜ = [y˜j ], z˜ = [z˜j] satisfy the following variant of condition (4.2):
(4.12) y˜ = Rx˜+Pz˜, y˜j 	= y˜k (for all j 	= k in the same index set).
In order that x˜, y˜, z˜ actually fulfill (4.2), we define the special seminorm
‖ψ‖ = max{|ψi| : i 	= q} (for all ψ = [ψi] ∈ V = Rm).
Because yj, zj satisfy (4.11), we have
(4.13) ‖z˜j‖ = ‖zj‖∞ ≤ ‖yj‖∞ = ‖y˜j‖ (for 1 ≤ j ≤ m)
(where ‖yj‖∞ = ‖y˜j‖, with j = q, follows from ‖y˜q‖ = ‖y˜s‖ = ‖ys‖∞ = ‖yq‖∞).
Clearly, with the above special seminorm in V, the vectors x˜, y˜, z˜ fulfill (4.2), so
that x˜, y˜ satisfy (4.4). Using property (2.17) and the last equality in (4.13), we find
maxj‖yj‖∞ = maxj‖y˜j‖ ≤ μ ·maxk‖x˜k‖ = 0. In view of (4.11), it follows that ϕ = 0,
which proves (2.12b).
Part 1b. Assuming (2.17), (4.7), we shall prove (2.12c). Note that we have
‖(I − |P |)−1|R|‖∞ = ‖ϕ‖∞, with ϕ = [ϕi] ∈ Rm, where the values ϕi ≥ 0 satisfy the
linear equations
ϕj =
l∑
k=1
|rjk|+
m∑
k=1
|pjk|ϕk (1 ≤ j ≤ m).
Condition (2.12c) is thus equivalent to
(4.14) ‖ϕ‖∞ ≤ μ.
We shall prove this inequality, using again some special vectors x = [xj ] ∈
V
l and y = [yj], z = [zj ] ∈ Vm, where xj , yj , zj ∈ V = Rm have components
xij , yij , zij . In view of the linear equations satisfied by ϕ1, . . . , ϕm, we define now
xik = sgn(rik), zij = sgn(pij)ϕj , yij =
l∑
k=1
rjkxik +
m∑
k=1
pjkzik.
Clearly y = Rx+Pz, and because yjj =
∑l
k=1 |rjk |+
∑m
k=1 |pjk|ϕk = ϕj , the relations
(4.11) are again fulfilled.
First, suppose yj 	= yk for all j 	= k belonging to the same index set Iρ. Then
x, y, z satisfy (4.2) with ‖ · ‖ = ‖ · ‖∞, so that, by Lemma 4.1, the vectors x, y satisfy
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(4.4) with V = Rm, ‖ · ‖ = ‖ · ‖∞. By property (2.17) and (4.11), there follows
‖ϕ‖∞ ≤ maxj‖yj‖∞ ≤ μ ·maxk‖xk‖∞ = μ, which implies (4.14).
Next, suppose yq = ys, where q < s belong to the same set Iρ. We modify the
qth component of xj , yj , zj as above in Part 1a of the proof. The resulting vectors
x˜ = [x˜j ], y˜ = [y˜j], z˜ = [z˜j ] satisfy again (4.12), and—in view of (4.11)—they satisfy
also (4.13).
Consequently, x˜, y˜, z˜ fulfill condition (4.2), so that x˜, y˜ satisfy (4.4) with the
special seminorm defined above. Using property (2.17) and the last equality in (4.13),
we find maxj‖yj‖∞ = maxj‖y˜j‖ ≤ μ ·maxk‖x˜k‖ = μ, which proves again (4.14).
Part 2a. Assume (2.18) and (4.8). We shall again prove (2.12b) via Lemma 3.1.
Denote by λ and ϕ = [ϕi], x = [xj ] = [[xij ]], y = [yj] = [[yij ]], z = [zj ] = [[zij ]] the
same scalar and vectors as in Part 1a of the proof, so that ( 4.11) is again in force.
First, suppose yj 	= yk for all j 	= k belonging to the same index set Iρ. Similarly
as in Part 1a, we arrive at ϕ = 0, which proves (2.12b).
Next, suppose yq = ys, where q < s belong to the same set Iρ. Define x˜j , y˜j , z˜j
as in Part 1a, but now with ξ, η, ζ satisfying (4.8). We have again (4.12), (4.13), and
therefore
(4.15) ‖z˜j‖∞ = max{‖z˜j‖, |ζj |} ≤ max{‖y˜j‖, |ηj |} = ‖y˜j‖∞.
Hence, x˜j , y˜j , z˜j satisfy (4.2) with ‖·‖ = ‖·‖∞. Via Lemma 4.1 and property (2.18), we
obtain ‖y˜j‖∞ ≤ μ · ‖ξ‖∞, and in view of (4.11), (4.13), there follows ‖ϕ‖∞ ≤ μ · ‖ξ‖∞.
By suitable scaling of ξ, η, ζ, with property (4.8), we can achieve that ‖ξ‖∞ is
arbitrarily close to zero. Hence, ϕ = 0, which proves (2.12b).
Part 2b. Assuming (2.18), (4.8), we shall prove (2.12c).
The beginning of the proof runs as in Part 1b above, using (4.8) instead of (4.7).
We arrive again at (2.12c), via (4.14), if yj 	= yk for all j 	= k belonging to the same
set Iρ.
If yq = ys, for some q < s belonging to the same Iρ, we proceed as in Part 2a
above and introduce x˜j , y˜j , z˜j satisfying (4.2) with ‖ · ‖ = ‖ · ‖∞. From Lemma 4.1
and property (2.18), it follows that ‖y˜j‖∞ ≤ μ ·maxk{1, ‖ξ‖∞}, and in view of (4.11),
(4.13), we obtain ‖ϕ‖∞ ≤ μ ·maxk{1, ‖ξ‖∞}.
By arranging that ‖ξ‖∞ < 1, we obtain (4.14) and therefore also (2.12c).
Proof of Lemma 4.5. Part 1. For given ξ = [ξi] ∈ Rl and λ = [λi] ∈ Rm, one can
define η = [ηi], ζ = [ζi] ∈ Rm by
(4.16) ηi =
∑
k
sikξk +
∑
k
tikλk, ζi = ηi + λi/γ (1 ≤ i ≤ m).
The definition is easily seen to imply
(4.17) η = Rξ + Pζ.
This simple implication will be used several times below.
Assuming (4.9), one can see that ξi, λi exist such that ηi, defined by (4.16), satisfy
(4.18) ηi 	= ηj (for any i 	= j in the same index set Iρ).
Because (4.16) implies (4.17), it follows that ξ, η, ζ exist satisfying (4.7).
Part 2. Assuming (4.10), we shall determine scalars ε, μk, ξk, with
(4.19) 0 ≤ εμk ≤ 2γ
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such that the system of equations
(4.20) ηi =
∑
k
sikξk − ε
∑
k
tikμkηk (1 ≤ i ≤ m)
has a solution η = [ηi] satisfying (4.18). Using the implication (4.16) ⇒ (4.17) (with
λi = −εμiηi), one sees that such scalars ε, μk, ξk lead to (4.8) (with ζi = (1− εμiγ )ηi).
To find ε, μk, ξk with the above properties, consider first any fixed μk, ξk, and
note that the corresponding system (4.20) has a solution ηi = ηi(ε), for ε > 0 small
enough, with
(4.21)
ηi(ε) = σi − ετi +O(ε2) (for ε ↓ 0), where σi =
∑
k
sikξk, τi =
∑
k
tikσkμk.
Aiming at (4.18) (with ηi = ηi(ε)), we are lead by (4.21) to fix ξk such that
σi 	= σj (for S(i, :) 	= S(j, :)), σi 	= 0 (for S(i, :) 	= 0).
Below we shall specify μk, in terms of values 
k which are determined such that
sgn(
k) = sgn(σk) (for 1 ≤ k ≤ m) and
∑
k
tˆik
k 	=
∑
k
tˆjk
k (for Tˆ (i, :) 	= Tˆ (j, :)).
We define μk = 
k/σk (if σk 	= 0) and μk = 0 (if σk = 0). It follows that
μk ≥ 0 (for 1 ≤ k ≤ m) and τi 	= τj (for Tˆ (i, :) 	= Tˆ (j, :)).
Because of (4.10), the values σi, τi corresponding to ξk, μk thus specified, satisfy
(σi, τi) 	= (σj , τj) (for any i 	= j in the same index set Iρ).
Combining these inequalities with (4.21), it follows that (4.18) (with ηi = ηi(ε)) and
(4.19) hold for sufficiently small ε > 0. Hence ε, μk, ξk exist with the properties stated
above.
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