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Abstract
A known result obtained independently by Fan and Jung is that every 3-connected k-regular graph on n vertices contains a cycle
of length at least min{3k, n}. This raises the question of how much can be said about the circumferences of 3-connected k-regular
claw-free graphs. In this paper, we show that every 3-connected k-regular claw-free graph on n vertices contains a cycle of length
at least min{6k − 17, n}.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper we deal with ﬁnite simple graphs. Let G be a graph. We denote by (G) (or ) the minimum degree
of G. For a subgraph H of G and a subset S of V (G), we denote by G − H and G[S] the induced subgraphs of G
by V (G) − V (H) and S, respectively. We denote by NH(S) the set of all vertices of H adjacent to some vertex of S,
and let N(S) =⋃x∈S N(x) and dH (S) = |NH(S)|. For A and B in V (G), let EG(A,B) = {uv ∈ E(G) : u ∈ A and
v ∈ B} and eG(A,B) = |EG(A,B)|. For a cycle C with a ﬁxed orientation, and two vertices x and y on C, we deﬁne
the segment S =C[x, y] = xCy to be the set of vertices on C from x to y (including x and y) and C−[y, x] = yC−x to
be a traversal of the C[x, y] in the opposite sense according to the orientation of C. Let x+ and x− denote the successor
and the predecessor of x according to the orientation of C, respectively, and we deﬁne C(x, y) = C[x, y] − {x, y},
S0=C[x+, y−] and S00=C(x+, y−).An [x, y]-path is a path with end-vertices x and y. LetP =P [x1, xi]=x1x2 . . . xi
be an [x1, xi]-path in G. Then uPv denotes the path ux1x2 . . . xiv or uxixi−1 . . . x1v, and P [xu, xv] = xuxu+1 . . . xv
denotes a subpath between xu and xv on P. For 1<j < i, we use x+j = xj+1 and x−j = xj−1. Let x++ = (x+)+ and
x−− = (x−)−. Other notation and terminology not deﬁned here can be found in [1].
A graph is called claw-free if it does not contain a copy of K1,3 as an induced subgraph. There have been many
results in recent years dealing with Hamiltonian cycles and circumferences in claw-free graphs (see [2,4–9,11,12]).
Matthews and Sumner [11] proved the following result.
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Theorem 1 (Matthews and Sumner [11]). Every 2-connected, claw-free graph G on n vertices contains a cycle of
length at least min{2 + 4, n}, and is Hamiltonian if n3 + 2.
Li showed the following two results on longest cycles in claw-free graphs.
Theorem 2 (Li [8]). Every 3-connected claw-free graph G on n vertices contains a cycle of length at least min{5 −
5, n}.
Theorem 3 (Li [6]). Every 2-connected k-regular claw-free graph G on n vertices contains a cycle of length at least
min{4k − 2, n}. Moreover, the bound 4k − 2 is best possible.
For arbitrary 3-connected regular graphs, Fan [2] and Jung [4] proved the following result, independently.
Theorem 4 (Fan [2], Jung [4]). Every 3-connected k-regular graph on n vertices contains a cycle of length at least
min{3k, n}.
We know from the above that the circumferences in 2-connected and 3-connected claw-free graphs without the
restriction of regularity have been studied. But up to now, there were no any nice results on circumferences in regular
3-connected claw-free non-Hamiltonian graphs. We see from Theorem 4 that the circumference of a 3-connected
k-regular claw-free graph is at least 3k. This raises the question of just how much can be said about the circumferences
of 3-connected regular claw-free graphs. Themain result of this paper (Theorem 5) is a step toward that orientation. Note
that Ryjacek’s closure [12] is a useful tool in the study of circumferences for claw-free graphs. However, since Ryjacek’s
closure does not keep the regularity of claw-free graphs, we cannot use it while investigating the circumferences of
regular claw-free graphs.
Theorem 5. Every 3-connected k-regular claw-free graph G on n vertices contains a cycle of length at least min{6k−
17, n}.
We ﬁnally make the following conjecture.
Conjecture 6. Every 3-connected k-regular claw-free graph G on n vertices contains a cycle of length at least
min{10k − 4, n}.
2. Lemmas
In this section, we introduce the following 12 lemmas which will be used in the proof of Theorem 5. We start with
the following lemma. Note that the proofs of Lemmas 1 and 2 are easy and omitted here.
Lemma 1 (Li [6,7]). Let C be a longest cycle in a connected claw-free graph G and H a component of G–C such that
every two distinct vertices in H are joined by a path of order at least h. Furthermore suppose that M = {rixi ∈ E(G):
ri ∈ V (H), xi ∈ V (C), i = 1, 2, 3} is a maximum matching in EG(V (H), V (C)) and Si = C[xi, xi+1] (i = 1, 2, 3)
(x1, x2, x3 are in that order on C, and the subscripts of xi and Si are to be considered modulo 3). Let c1 be in
NC(x1) − [NC(H) ∪ {x+1 , x−1 }] and c2 be in NC(x2) − [NC(H) ∪ {x+2 , x−2 }]. Then
(a) Wehave x+s x−s , c1x+1 , c1x−1 , c2x+2 , c2x−2 ∈ E(G), x+s , x++s , x−s , x−−s /∈N(xt )(s = t) and |St |h+4 (s=1, 2, 3;
t = 1, 2, 3).
(b) G[NH(xi)] is a clique for i = 1, 2, 3 and c1 = c2.
(c) If xixj ∈ E(G), thenNH(xi)=NH(xj ). If zw ∈ E(G) with z ∈ S01 andw ∈ S02 , then |C(x1, z)|+ |C(x2, w)|h
and |C(z, x2)| + |C(w, x3)|h.
(d) Let c1, c2 be in S002 , then C(c1, x−3 ), C(x+2 , c1), C(c2, x−3 ) and C(c1, c2) for c1 ∈ C(x+2 , c2) or C(c2, c1) for
c2 ∈ C(x+2 , c1) contain at least h vertices, respectively.
(e) Let c1 and c2 be in S001 . Then C(c1, x−2 ), C(x+1 , c2) and C(c1, c2) forc1 ∈ C(x+1 , c2) or C(c2, c1) for c2 ∈
C(x+1 , c1) contain at least h vertices, respectively.
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Note that let c′1 be inN(x
−
1 ) and c′2 inN(x
−
2 ). Then (a) c′1 = c′2, (b) C(c′1, x−3 ) for c′1 ∈ S002 , C(c′1, x−2 ) for c′1 ∈ S001 ,
C(c′2, x
−
3 ) for c′2 ∈ S002 contain at least h vertices, respectively.
Lemma 2 (Li [6,7]). Assume that G, C, H, c1, c2, x1, x2, x3, S1, S2, S3 are same as in Lemma 1. Let c1 and c2 be in
S001 and c1 ∈ C(x+1 , c2), and let w1 and w2 be in N(c−1 ) and N(c+2 ), respectively. Then
(a) If w1, w2are in S003 , then C(x+3 , w1), C(x+3 , w2), C(w2, x−1 ) and C(w2, w1) for w2 ∈ C(x+3 , w1) or C(w1, w2)for w1 ∈ C(x+3 , w2) contain at least h vertices, respectively.
(b) Ifw1, w2 are in S001 ,w1 ∈ C(c2, x−2 ) andw2 ∈ C(x+1 , c1), thenC(w1, x−2 ), C(c2, w1), C(x+1 , w2) andC(w2, c1)
contain at least h vertices, respectively.
(c) If w1 and w2 are in C(c1, c2), then C(w1, c2), C(c1, w2) and C(w1, w2) for w1 ∈ C(c1, w2) or C(w2, w1) for
w2 ∈ C(c1, w1) contain at least h vertices, respectively.
(d) If w1 ∈ S002 , then C(w1, x−3 ) and C(x+2 , w1) contains at least h vertices, respectively.
Note that if c1 ∈ N(x−1 ) and c2 ∈ N(x+2 ), then (a)–(d) in Lemma 2 are also true.
In the proof of Theorem 5, we use the following lemma.
Lemma 3 (Li [6]). Let C be a longest cycle in an m-connected (m2) claw-free graph G, and H a component of
G − C such that |V (H)|3. If H is Hamiltonian connected, then there exist some vertex v in H such that
V (C)|s(d(v) − s + 4) + (m − s)(|V (H)| − s + 3) whenever 0s |V (H)| + 3.
In the proof of our main theorem, we also need the following two lemmas coming from [9].
Lemma 4 (M. Li and X. Li [9]). Let C be a longest cycle in a 3-connected claw-free graph G and H a component of
G − C. If for every two non-adjacent vertices u and v in H, |V (C)|< 3(d(u) + d(v)) − 2, then H is 2-connected.
Lemma 5 (M. Li and X. Li [9]). Let H be a 2-connected claw-free graph on n vertices. Then for any vertex v and any
two distinct vertices x and y in V (H) − {v}, G has a [x, y]-path P = P [x, y] containing v and all neighbors of v and
connecting x and y.
The following Lemma 6 is extracted from the proof of the main theorem in [7, pp. 181–191].
Lemma 6. Let G be a 3-connected k-regular non-Hamiltonian claw-free graph on n vertices and C a longest cycle of
G. If G − C is Hamiltonian connected and contains at least k-3 vertices, then |V (C)|6k − 17.
Proof. From the proof of the main theorem in [7, pp. 181–191], we see that when evaluating the lower bound of the
vertex number n of G, the value of |V (C)| is also estimated. That is, from the lower bound of n minus |V (H)|, we can
obtain |V (C)|6k − 17. 
The following lemma will be used in our proof.
Lemma 7 (Locke [10]). Let x and y be any two distinct vertices of a 2-connected graph G. Then there is a cycle of
length at least 2 containing x and y.
In the proof of Theorem 5, we need to use the following ﬁve lemmas. The proof of Lemma 8 can be found in [8].
Lemma 8 (Li [8]). Let C be a longest cycle in a 3-connected k-regular non-Hamiltonian claw-free graph G of order
n, and H a component of G − C. If |V (H)|2, then |V (C)|6k − 9.
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Lemma 9. Let C be a longest cycle in a 3-connected k-regular non-Hamiltonian claw-free graph G on n vertices and
H a 2-connected component of G − C. If |V (C)|6k − 18 and H is not Hamiltonian connected, then
(a) H has at least one vertex v such that dC(v)1, and |V (H)|d(v);
(b) if dC(v)1 for each v ∈ V (H), then H has at least three vertices u1, u2, u3 such that dC(ui) = 1 for i = 1, 2, 3.
Proof. Suppose that dC(u)1 for each u ∈ V (H). Since it is not Hamiltonian connected, by Jackson et al.’s result
[3] that a connected graph is Hamiltonian connected if every longest path P has the property that the sum of the
degrees of the end-vertices of P is at least |V (P )| + 1, there is a longest [a, b]-path P = P [a, b] in H such that
3dH (a) + dH (b) |V (P )|< |V (H)|.
Let p = |V (P )| and h = |V (H)| and let Q′ be the set of ordered pairs (ui, uj ) of distinct vertices of C with
dH (ui)dH (uj ) = 0 such that no vertices on C(ui, uj ) are adjacent to H and |C(u+i , u−j )| |V (P )|. Then |Q′|2 if
dC(a)2 and dC(b)2.
By Lemma 1(a), |C(ui, uj )|p + 2 for (ui, uj ) ∈ Q. Let q ′ = |Q′| and X = NC(a) ∩ NC(b). Then q ′ |X|. Let
|X| = x. Obviously, x < k, since otherwise we have that |V (C)| |NC(a)∩NC(b)|(p+ 3)6k, a contradiction. Note
also that, because C is maximal, if ui ∈ NC(v) with v ∈ V (H), then u+i , u++i , (u++i )+, u−i , u−−i , (u−−)− /∈NC(v).
Hence
|V (C)| |NC({a, b})| + 3|NC({a, b}) − X| + q ′(p + 2)
 |NC({a, b})| + 3|NC({a, b}) − X| + x(p + 2)
4|NC(a) ∪ NC(b)| + x(p − 1)
4(|NC(a)| + |NC(b)| − |NC(a) ∩ NC(b)|) + x(p − 1)
4(dC(a) + dC(b)) + x(p − 5).
If x3, then we obtain from the inequality above that |V (C)|4(dC(a) + dC(b)) + 3(p − 5)3(d(a) + d(b)) +
dC(a) + dC(b) − 156k − 9. This contradiction shows x2.
If q ′3 then from the inequality above, |V (C)| |NC({a, b})|+3|NC({a, b})−X|+3(p+2)4(dC(a)+dC(b))+
3(p + 2)− 7x6k − 4, a contradiction. Thus q ′2 and so q ′ = 2. Let P = z1(=a)z2 . . . zp(=b). Next we will prove
(a) and (b).
(a) Suppose that dC(u)2 for each u ∈ V (H). If x = 2, then NC(a) = NC(b) and dC(a) = dC(b) = 2 since q ′ = 2
and dC(v)2 for any vertex v ∈ V (H). It follows that pdH (a) + dH (b)2k − 4. Note that ab ∈ E(G) since
G[x1, a, b, x+1 ] = K1,3, and so P plus the edge ab forms a cycle of length p. Let NC(a) = NC(b) = {x1, xf } and zj
be the ﬁrst vertex on P such that NC(zi) = NC(a) for i < j but NC(zj ) = NC(a). Let y ∈ NC(zj ) − NC(a). Then
y+y− ∈ E(G), and it is easy to see that q ′3.This contradiction shows that zix1, zixf ∈ E(G) for i=1, 2, . . . , p. Thus
d(x1)2k−4+2=2k−2k+1, a contradiction. Thus x = 2. That is, x1. If x=1, then |NC(a)∪NC(b)|3, andwe
easily obtain three segments of length at least p onC, and so q ′3, a contradiction. Thus x=0 andNC(a)∩NC(b)=∅.
LetNC(a)={x1, . . . , xm} andNC(b)={xm+1, . . . , xf }.Thenwecan assume thatx1, . . . , xm, xm+1, . . . , xf are in that
order aroundC since q ′=2.Then, byLemma1(a),we easily obtain that |C(x+m, x−m+1)| |V (P )|, |C(x+f , x−1 )| |V (P )|,
and |C(xr , xr+1)|3 for r = 1, . . . , m − 1, m + 1, . . . , f − 1. We ﬁrst have that |V (P )|5 since otherwise we have
that dC(a) + dC(b)2k − 4 and so |V (C)|2|V (P )| + 3(dC(a) + dC(b))6k − 6 since p3, a contradiction.
Consider the vertices z2 and zp−1 onP. If z2xf ∈ E(G), then by Lemma 1(a), |C(x+f−1, x−f )| |V (P )|−1. It follows
that we can easily obtain V (C)| |C(x+f−1, x−f )| + |C(x+m, x−m+1)| + |C(x+f , x−1 )| + 3dC(a) + 3dC(b)3(d(a) +
d(b)) − 16k − 1, a contradiction. Thus, z2xf /∈E(G). Similarly, z2v /∈E(G) for v ∈ NC(b) − {xf }. By symmetry,
zp−1v /∈E(G) for v ∈ NC(a). Note that dC(z2)2. If there is a vertex x ∈ NC(z2) on C such that x /∈ {x1, . . . , xm},
then x+x− ∈ E(G) by Lemma 1(a). Assume that x ∈ C(xf , x1) (the proofs of other cases are similar), then by
Lemma 1(a), |C(x+f , x−)| |V (P )| − 1. By Lemma 5, there is a [a, z2]-path P1 of order at least dH (b) + 1, and a
[b, zp−1]-path P2 of order at least dH (a) + 1. Thus, by Lemma 1, |C(x+, x−1 )| |V (P1)|. Since dC(zp−1)2, there
is a vertex y = xf on C such that yzp−1 ∈ E(G). We have y /∈ {xm+1, . . . , xf−1} since otherwise, say y = xf−1,
we have |C(x+f−1, x−f )| |V (P2)|. Thus |V (C)| |C(x+f−1, x−f )| + |C(x+f , x−)| + |C(x+, x−1 )| + |C(x+m, x−m+1)| +
3dC(a) + 3dC(b) − 13(d(a) + d(b)) − 1 = 6k − 1, a contradiction. Thus y /∈ {xm+1, . . . , xf }. If y = x, then
we easily obtain |C(x+, x−1 )| |V (P )| − 1 and |C(x+f−1, x−)| |V (P )| − 1 by Lemma 1(a), and so we can get a
contradiction. Thus y = x. Assume that y ∈ C(xf , x) (the proofs of other cases are similar), then by Lemma 1(a),
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|C(y+, x−)| |V (P )|−2 and |C(x+f , y−)| |V (P2)|. Thus we can again get a contradiction, and soNC(z2) ⊂ NC(a).
By symmetry, NC(zp−1) ⊂ NC(b). Without loss of generality assume x1z2, xf zp−1 ∈ E(G), then by Lemmas 1 and
5, |C(x−1 , x+2 )| |V (P1)| and |C(x−f−1, xf )| |V (P2)|. Thus we can easily get a contradiction. Therefore, we have
completed the proof of (a).
(b) Let S ={u ∈ V (H): dC(u)= 1}. Then, from (a), |S|1.Assume |S|2. Recall that P = z1(=a)z2 . . . zp(=b) is
a [a, b]-path of order pdH (a)+ dH (b) in H. If S ∩{a, b, z2, zp−1}=∅, then dC(v)2 for each v ∈ {a, b, z2, zp−1},
and using the same argument as (a) we can get a contradiction. Thus S ∩ {a, b, z2, zp−1} = ∅. Note that p5.
If a ∈ S then we replace the vertex a by z2 and pk − 1 + dH (b)k; if b ∈ S then we replace the vertex b by
zp−1 and pk − 1+ dH (a)k; if z2 ∈ S, then we replace the vertex z2 by z3; if zp−1 ∈ S, then we replace the vertex
zp−1 by zp−2. Note that the [z3, zp−2]-path is of order p − 4. After these replacements we can get a contradiction by
a similar argument to (a). That is, (b) is proved. Therefore, we have completed the proof of Lemma 9. 
Lemma 10. Let C be a longest cycle in a 3-connected k-regular non-Hamiltonian claw-free graph G on n vertices and
H a component of G−C and let M be a maximum matching in EG(V (C), V (H)). If |V (C)|6k − 18, then |M|4,
and |V (H)|k − 3 if H is Hamiltonian connected.
Proof. If H is Hamiltonian connected, then by Lemma 8, |V (H)|3. If |V (H)|k − 5, then k8, and taking
s = |V (H)| + 3, we obtain from Lemma 3 that |V (C)|(|V (H)| + 3)(k − |V (H)| + 1).
Let g(x) = (x + 3)(k − x + 1). Obviously, g(x) is a concave function and its minimum value occurs at the bound.
Since g(3) = 6k − 12 and g(k − 5) = 6k − 12, |V (C)| min{g(3), g(k − 5)} = 6k − 12. Hence |V (H)|k − 4.
By Theorem 2, |V (C)|5k − 5. Thus 6k − 185k − 5 and so k13 and |V (H)|k − 49. Let
h = min{|V (P )| : P is a longest path connecting the vertices u and v with dC(u)dC(v) = 0 in H }. 
Then we have the following claim:
Claim 1. hk − 4.
Proof. If H is Hamiltonian connected, then |V (H)|k − 4. Obviously, Claim 1 is true. If H is not Hamiltonian
connected, then by Lemmas 9 and 5, for any pair of vertices u and v with dC(u)dC(v) = 0 in H, there is a path of order
hk connecting u and v. Thus Claim 1 is proved. 
Obviously, |M|5 since otherwise we have from Lemma 1(a) and Claim 1 that |V (C)| |M|(h + 3)6k − 6, a
contradiction. Suppose that |M| = 5 and M = {rixi : ri ∈ V (H), xi ∈ V (C) (i = 1, 2, . . . , 5)}. We have dC(H) = 5
since otherwise, e.g., x6r1 ∈ E(G). Let x1, . . . , x5, x6 be in that order around C. Then x+i x−i ∈ E(G) for i =
1, 2, . . . , 6. We have dH (x1) = 1 since otherwise we have a1 = |C(x+6 , x−1 )|h by Lemma 1(a). Again by Lemma
1(a), ai = |C(x+i , x−i+1)|h for i = 1, 2, . . . , 5. Thus |V (C)|
∑6
i=1 (ai + 3))6k − 6, a contradiction. It follows
that dC(x1) = k − 1. By Lemma 1, we easily prove |V (C)|dC(x1) + 5(h + 3)6k − 6. This contradiction shows
dC(H) = 5.
Let NC(H) = {x1, . . . , x5}. Then, by Lemma 1(a), x+i x−i ∈ E(G) for i = 1, 2, . . . , 5. Let Si = C[xi, xi+1], where
the subscripts of xi and Si are modulo 5 for i = 1, 2, 3, 4, 5. Then |S0i |h+ 2= k− 2 by Lemma 1(a) for i = 1, . . . , 5.
By Claim 1, there is a path of order at least h + 2 connecting xi and xj in G[V (H) ∪ {xi, xj }] for xi, xj ∈ NC(H)
(i = j ). We denote such a path by xiHxj (i = j ). Let
Wi = {xi ∈ NC(H) : NC(xi) − {x+i , x−i } ∪ NC(H) = ∅} and
W ′i = {xi ∈ NC(H) : NC(x+i ) ∩ S00i−1 = ∅ or NC(x−i ) ∩ S00i = ∅} for i = 1, 2, 3, 4, 5.
Then we have the following claims.
Claim 2. W ′i = ∅, Wi = ∅ and dG−C(x−i ) = dG−C(x+i ) = 0 for i = 1, 2, . . . , 5.
Proof. Suppose that u ∈ S001 and ux−1 ∈ E(G). Then the cycle C[x1, u]C−[x−1 , x+2 ]x−2 x2Hx1 gives |C(u, x−2 )|h.
Consider the vertex u−. We have x+2 , x
−
3 /∈N(u−) since otherwise G has longer cycles C1 = C[u, x2]HC[x1, u−]C[x+2 , x−1 ]u than C if x+2 u− ∈ E(G), and C2 = C[u, x−3 ]C−[u−, x1]Hx3C[x+3 , x−1 ]u than C if x−3 u− ∈ E(G), a
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contradiction. x2, x3 /∈N(u−) since otherwise, e.g., x2u− ∈ E(G), we have u−x+2 ∈ E(G) by Lemma 1(a), a con-
tradiction. We further have NC(u−) ∩ [S2 ∪ S3 ∪ S4] = ∅ since otherwise, e.g., yu− ∈ E(G) and y ∈ S2, we have
y ∈ S002 . By Lemma 2(d), a = |C(y, x−3 )|h and b = |C(x−2 , y)|h. Thus we can easily get a contradiction. So
NC(u
−) ∩ [S2 ∪ S3 ∪ S4] = ∅. Note that dH (u−) = 0. Let z,w be the neighbors of u− closest to x+5 on S05 and x−2 on
S01 , respectively. Then NC(u−) ∪ {u−} is contained in C[z,w] = B, f = |C(w, x−2 )|h and g = |C(x+5 , z)|h by
Lemma 2(a), (b).
We have dG−C(u−) = 0. Otherwise, let dH1(u−) = 0, where H1 is a component of G − C and H1 = H . By
Lemma 4, we know that H1 is 2-connected. Since G is 3-connected, there are at least two independent edges u−r1 and
vr2 between C and H1 such that r1, r2 ∈ V (H1) and v ∈ V (C). By Lemma 1(b), G[NH1(u−)] is a complete subgraph
ofH1. SinceH1 is 2-connected, there is a [r1, r2]-path of order at least dH1(u−) inH1.We denote such a path by r1H1r2
or r2H1r1. Since G is claw-free, v /∈NC(H). Furthermore we have that v ∈ S01 ∪ S05 since otherwise, let v ∈ S02 . Note
that ux−1 ∈ E(G) by Lemma 1(a) and |B|dC(u−)+1. Then the cycleC[u, v]r2H1r1C−[u−, x1]Hx3x−3 C[x+3 , x−1 ]u
gives a = |C(v, x+3 )|h + dH1(u−). Hence |V (C)| |S03 | + |S04 | + a + f + g + |B| + 126k − 7, a contradiction.
If v ∈ C[w, x−2 ], then the cycle C[u, v]r2H1r1C−[u−, x1]Hx2x−2 C[x+2 , x−1 ]u gives a= |C(v, x−2 )|h+ dH1(u−).
By a similar argument to the previous one, we can get a contradiction. Hence v /∈C[w, x−2 ], and similarly, v /∈C[x+5 , z].
Thus v ∈ C(z,w). Since dG−C(u−) = 0, u−−u ∈ E(G). Obviously, x1 = v since G is claw-free.
Suppose that v ∈ C(u,w) and w′ is the neighbor of u− closest to w on C[v+, w], then the cycle C[u, v]r2H1r1u−
C[w′, u−−]u gives that a = |C(v,w′)|dH1(u−). Note that NC(u−) ∪ {u−} is contained in C[z, v] ∪ C[w′, w] = B
and so |B|dC(u−) + 1. Recall that f = C(w, x−2 )|h and g = |C(x+5 , z)|h. Hence |V (C)|a + |B| + f +
g +∑4i=2 |S0i | + 66k − 7. This contradiction shows that v /∈C(u,w). Similarly, v /∈C(z, u). Thus v /∈V (C). This
contradiction shows that dG−C(u−) = 0.
Thus |B| = |C[z,w]|d(u−) + 1. Recall that f = |C(w, x−2 )|h and g = |C(x+5 , z)|h. So we obtain that
|V (C)| |B| + f + g +∑4i=2 |S0i | + 66k − 7. This contradiction shows that NC(x−1 ) ∩ S001 = ∅. By symmetry,
NC(x
+
1 )∩ S005 =∅. Thus W ′1 =∅. Similarly, W ′i =∅ for i = 2, 3, 4, 5. Let u ∈ Wi . Then uxi ∈ E(G). By Lemma 1(a),
ux+i ∈ E(G), and so u ∈ W ′i , a contradiction. ThusWi=∅ for i=1, 2, 3, 4, 5. It follows that dG−C(x−i )=dG−C(x+i )=0
since G is claw-free for i = 1, 2, . . . , 5. So Claim 2 is proved. 
Claim 3. G[NC(x+i ) − {xi, x−i } ∪ NC(H)] and G[NC(x−i ) − {xi, x+i } ∪ NC(H)] are complete subgraphs of G, and
(NC(x
+
i ) − {xi, x−i }) ∪ (NC(x−i+1) − {xi+1, x+i+1}) are contained in S0i for =1, 2, . . . , 5.
Proof. Let x, y ∈ NC(x+i ) − {xi, x−i } ∪ NC(H). Then we have from Claim 2 that xxi, yxi /∈E(G). So we obtain
from G[x+i , xi, x, y] = K1,3 that xy ∈ E(G). Thus G[NC(x+i ) − {xi, x−i } ∪ NC(H)] is a complete subgraph of G.
Similarly, G[NC(x−i ) − {xi, x+i } ∪ NC(H)] is a complete subgraph of G.
Suppose that u ∈ S02 ∩NC(x+1 ) is closest to x+2 , and v,w are the neighbor of x+1 closest to x−2 on S01 and x−3 on S02 ,
respectively, then uv,wv ∈ E(G). The cycle C[x+1 , x−2 ]x+2 x2Hx1C−[x−1 , u]x+1 shows that a = |C(x+2 , u)|h. The
cycleC[x+1 , v]C−[w, x+2 ]x−2 x2Hx3x−3 C[x+3 , x+1 ] shows thatb=|C(v, x−2 )|+|C(w, x−3 )|h. Note thatN(x+1 )∩S05=∅
by Claim 2. If NC(x+1 ) ∩ S0i = ∅, then assume that ui is the neighbor of x+1 on S0i closest to x+i for i = 3, 4 and so
N(x+1 )∪{x+1 } is contained in C[x−1 , v]∪C[u,w]∪C[u3, x−−4 ]∪C[u4, x−−5 ]=B. A similar argument to the previous




a + b + |B| + a3 + a4 + |S005 | + 126k − 7 if NC(x+1 ) ∩ S0i = ∅ for i = 3, 4,
a + b + |B| + a3 + |S004 | + |S005 | + 126k − 7 if S3 ∩ N(x+1 ) = ∅ and S4 ∩ N(x+1 ) = ∅,
a + b + |B| + a4 + |S003 | + |S005 | + 126k − 7 if S3 ∩ N(x+1 ) = ∅ and S4 ∩ N(x+1 ) = ∅,
a + b + |B| +∑5i=3 |S00i | + 126k − 7 if Si ∩ N(x+1 ) = ∅ for i = 3, 4.
This contradiction shows thatN(x+1 )∩S02 =∅. Similarly,N(x+1 )∩[S03 ∪S04 ]=∅. ByClaim 2,we have that dG−C(x+1 )=0.
Note that x+1 xj /∈E(G) for j = 2, . . . , 5 by Lemma 1(a). Thus N(x+1 )−{x1, x−1 } is contained in S01 . Similarly, we can
prove the others. 
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We now return to the proof of Lemma 10.
By Lemma 1(a), we have that x+i xj , x−i xj , xix+j , xix−j /∈E(G) (i = j , i, j =1, 2, . . . , 5). By Claim 3, we know that
dS0i
(x+i )k−2 anddS0i (x
−
i+1)k−2. It follows that |S0i |k−1 for i=1, 2, . . . , 5. If there is some i ∈ {1, 2, . . . , 5} such
that |S0i |2k−7. Then |V (C)|
∑5
i=1 |S0i |+56k−6. This contradiction shows that |S0i |2k−8 for i=1, 2, . . . , 5.
Let wi be the neighbor of x+i closest to x
−
i+1 on S0i and zi the neighbor of x
−




i . Then we have
wi ∈ C(z, x−i+1) since |S0i |2k−8 for i=1, 2, . . . , 5. It follows that we have that x ∈ C(x+i , wi) or x ∈ C(zi, x−i+1) for
any vertex x ∈ S00i (i=1, 2, 3, 4, 5). SinceG is 3-connected, there are a vertex f on S01 and a vertex g on S02 ∪S03 ∪S04 ∪S05
such that fg ∈ E(G) or there is a path connecting f and g in G[V (G− (C ∪H)) ∪ {f, g}]. Without loss of generality
assume that fg ∈ E(G) and g ∈ S02 (the proofs of the other cases are similar). We also know from the above that
f ∈ C(x+1 , w1) or f ∈ C(z1, x−2 ) (say f ∈ C(x+1 , w1)) and g ∈ C(x+2 , w2) or g ∈ C(z2, x−3 ) (sayg ∈ C(x+2 , w2)).
Let w′1 be the neighbor of x
+
1 closest to f on C[f+, w1] and w′2 the neighbor of x+2 closest to g on C[g+, w2]. Then
N(x+1 )∪{x+1 } is contained inC[x−1 , f ]∪C[w′1, w1]=A, andN(x+2 )∪{x+2 } is contained inC[x−2 , g]∪C[w′2, w2]=B.
So |A|k + 1 and |B|k + 1. The cycle
C[w′1, x2]Hx1C−[x−1 , w′2]C[x+2 , g]C−[f, x+1 ]w′1
shows that a=|C(f,w′1)|+|C(g,w′2)|h. Thus |V (C)|a+|A|+(|B|−1)+
∑5
i=3 |S0i |6k−6. This contradiction
shows |M|4.
If |V (H)| = k − 49, then dC(v)5 for all vertices v in H, and so |M| = 5 since |V (H)|9, a contradiction. Thus
Lemma 10 is proved. 
Lemma 11. Let C be a longest cycle in a connected claw-free graphG such thatG−C has a 2-connected component H
with at least two independent edges rixi (ri ∈ V (H) and xi ∈ V (C), i=1, 2) betweenHandC. Letm=min{|V (C′)| : C′
is a longest cycle containing u and v in H, where u = v and ux1, vx2 ∈ E(G)}. Then there is a path P in H such that
x1Px2 is a [x1, x2]-path of order at least min{m + 2, (m + dH (x1) + dH (x2))/2 + 2}.
Proof. LetC′ be a longest cycle with a ﬁxed orientation inH containing r1 and r2. Then |V (C′)|m. LetL={C′(u, v):
u ∈ N(x1), v ∈ N(x2) or u ∈ N(x1), v ∈ N(x2)}. Then |L|2, and we have the following claim. 
Claim 1. r+1 , r
−
1 /∈N(x2) and r+2 , r−2 /∈N(x1).
Proof. Otherwise, e.g., r+1 x2 ∈ E(G), we have a [r+1 , r1]-path P ′ of order |V (C′)|. Thus x2P ′x1 is a [x2, x1]-path we
desire. 
Claim 2. x1x2 /∈E(G).
Proof. Otherwise, by Lemma 1(c), NH(x1) = NH(x2). By Claim 1, r+i , r−i /∈N(xi) for i = 1, 2. Thus r+i r−i ∈ E(G)
for i = 1, 2, and |C′(u, v)|3 for C′(u, v) ∈ L. Let T = NC′(x1) and C′(u, v) be a segment of L with least vertices.
Then |T |= |L|2 and |C′(u, v)|1/|T |(|V (C′)|− 2dC′(x1))+ 1 since |V (C′)|∑S∈L |S|+ dC′(x1)=
∑
S∈L |S|+
2dC′(x1)−|T |. Thus |C′[v, u]|=|V (C′)|−|C′(u, v)| |V (C′)|−(|V (C′)|−2dC′(x1))/|T |−1 |V (C′)|− 12 [|V (C′)|−
2dC′(x1)] − 1 = 12 [|V (C′)| + 2dC′(x1) − 2]. Recall that G[NH(x1)] is complete and NH(x1) = NH(x2). By Claim 1,
u+, u−, v+, v− /∈N(x1) and so u+u−, v−v+ ∈ E(G). Let P ′ be a Hamiltonian path connecting u′ ∈ N(x1) and u in
G[NH−C′(x1)∪{u}] ifNH−C′(x1) = ∅ otherwiseP ′=∅ and u′=u. ThenP =vv−C′[v+, u−]u+u∪P ′ is a [v, u′]-path
inH of order at least 12 (|V (C′)|+2dC′(x1)−2)+dH−C′(x1)+2= 12 (|V (C′)|+2dH (x1)+2)= 12 (|V (C′)|+dH (x1)+
dH (x2) + 2), and so x2Px1 is a [x2, x1]-path of order at least 12 (|V (C′)| + dH (x1) + dH (x2)) + 3. Thus Claim 2 is
true. 
Claim 3. NH(x1) ∩ NH(x2) = ∅.
Proof. Otherwise, assume that r1 ∈ NH(x1) ∩ NH(x2), then by Claim 1, r+i , r−i /∈N(x1). By Claim 2, we have
G[r1, x1, x2, r+1 ] = K1,3, a contradiction. Thus Claim 3 is true. 
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Now we complete the proof of Lemma 11. Let C′(u1, u2) ∈ L be a segment with least vertices on C′, where
ui ∈ N(xi) (i=1, 2). By Claim 3, |V (C′)|∑S∈L |S|+dC′(x1)+dC′(x2). Thus |C′(u1, u2)|(|V (C′)|− (dC′(x1)+
dC′(x2)))/|L| 12 [|V (C′)|− (dC′(x1)+dC′(x2))], and so |C′[u2, u1]| |V (C′)|− 12 (|V (C′)|− (dC′(x1)+dC′(x2)))=
1
2 (|V (C′)| + (dC′(x1)+ dC′(x2))). Recall that G[NH(x1)] and G[NH(x2)] are complete. Let Pi be a Hamiltonian path
connecting u′i ∈ NH−C′(xi) and ui inG[NH−C′(xi)∪{ui}] ifNH−C′(xi) = ∅ otherwise Pi =∅ and u′i =ui for i=1, 2.
Then P = P2 ∪ C′[u2, u1] ∪ P1 is a [u′2, u′1]-path of order at least 12 [|V (C′)| + (dC′(x1) + dC′(x2))] + dH−C′(x1) +
dH−C′(x2) 12 [|V (C′)| + (dH (x1) + dH (x2))], and x2Px1 is a path we desire. Thus we have completed the proof of
Lemma 11. 
Lemma 12. Let C be a longest cycle in a connected claw-free graph Gwith (G)3 and H a component ofG−C, and
let M be a maximum matching in EG(V (H), V (C)). If 3 |M|4 and |V (C)|6(G) − 18, then H is Hamiltonian
connected.
Proof. Let k = (G). By Lemma 4, H is 2-connected. If H is not Hamiltonian connected, then by Ore’s theorem
that a graph with d(u) + d(v) |V (H)| + 1 for any pair of non-adjacent vertices u and v is Hamiltonian connected,
|V (H)|dH (u)+ dH (v) for some pair of non-adjacent vertices u and v in H. Let M = {rixi : ri ∈ V (H), xi ∈ V (C)
for i = 1, 2, . . . , |M|}. Then x+i x−i ∈ E(G) and x+i , x−i /∈N(xj ), x+j , x−j /∈N(xi) for i, j = 1, 2, . . . , |M| and i = j
by Lemma 1(a). Note that dG−C−H (xi) = 0 since G is claw-free for i = 1, 2, . . . , |M|. We have the following claim.
Claim 1. dC(H) |M| + 1.
Proof. Otherwise, we have (H)k − |M| (where k = (G)) and so |V (H)|2k − 2|M| since H is not Hamiltonian
connected. By Lemma 7, H has a cycle of length at least 2k − 2|M| containing any pair of vertices. Let NC(H) =
{x1, x2, . . . , x|M|} and x1, x2, . . . , x|M| be in that order aroundC. Then, byLemma11,H has a pathPi such that xiPixi+1
is a [xi, xi+1]-path of order hik − |M| + [dH (xi)+ dH (xi+1)− |M|]/2 + 2 since dH (xi)+ dH (xi+1)2k − 4. By
Lemma 1(b), NC(xi)∩ [NC(xi+1)−{xi+2}]=∅ for i = 1, 2, . . . , |M|. Let ui, u′i be the neighbors of xi closest to x−i+1
on C(x+i , x
−






i ) if N(xi) ∩ C(x+i , x−i+1) = ∅ and N(xi) ∩ C(x+i−1, x−i ) = ∅, respectively,
otherwise ui =x+i and u′i =x−i . Then, by Lemma 1(c), |C(ui, x−i+1)|hi and |C(x+i+1, u′i )|hi−1 for i=1, 2, . . . , |M|.
Note that the subscripts of xi and hi are considered modulo |M|. By Lemma 1, we can assume that NC(xi) ∪ {xi} ⊂
C[u′i , ui] ∪ NC(H). By Lemma 1(d), (e), |C(ui, u′i+1)|hi for i = 1, 2, . . . , |M|. Thus |V (C)|
∑|M|
i=1 [(hi − 2) +
dC(xi)] |M|(k − |M|) +∑|M|i=1 d(xi) − |M|2/26k − 15. This contradiction shows dC(H) |M| + 1. 
Let NC(H) = {x1, x2, x3, . . . , xm}(m4) and xmr1 ∈ E(G), and let x1, x2, . . . , xm be in that order around C with
xm+1 = x1. Then x+i x−i ∈ E(G), and dG−C−H (xi)= 0 since G is claw-free for i = 1, 2, . . . , m. We have the following
claim.
Claim 2. dH (xm) = dH (x1) = 1. If NC(ri) − {x2, . . . , x|M|} = ∅ then dH (xi) = 1 for i = 2, . . . , |M|.
Proof. Otherwise, say x1r2 ∈ E(G). By Lemmas 1(a), 5 and 9, |C(x+m, x−1 )|k. Let R = {r1, r2, . . . , |M|}. By
|M| = 3 or 4, ⋃2i=1 NH(xi) ∪ NH(xm) ⊂ R, and so dC(xi)k − 3 for i ∈ {1, 2,m}. Let u1, u′1 be the neighbors




2 ) and to x+m on C(x+m, x
−
1 ), respectively. Then, by Lemmas 1(d), (e), 5 and 9, a1 =|C(u1, x−2 )|k and |C(x+m, u′1)|k. Let um, u′m be the neighbors of xm closest to x−1 on C(x+m, x−1 ) and to x+|M|
on C(x+|M|, x−m), respectively. Then, by Lemmas 1(d), (e), 5 and 9, a2 = |C(x+|M|, u′m)|k and |C(um, x−1 )|k. By
Lemma 1(b), NC(xm) ∩ [NC(x1) − NC(H)] = ∅. By Lemma 1, we can assume that NC(xm) ∪ {xm} is contained in
C[u′m, um] ∪ NC(H) and NC(x1) ∪ {x1} is contained in C[u′1, u1] ∪ NC(H). Then, by Lemmas 1(d), (e), 5 and 9,




i=2 |C(x+i , x−i+1)|+dC(x1)+dC(xm)−26k−8. This contradiction
shows that dH (xm) = dH (x1) = 1. Similarly, if NC(ri) − {x2, x3} = ∅ then dH (xi) = 1 for i = 2, . . . , |M|. 
Now we complete the proof of Lemma 12. By Claim 2,NC(x) is contained in
⋃|M|
i=2 NC(ri) for x ∈ V (H)−{r1}. By
Lemma 1(b),NC(xm)∩NC(x1)=∅. If |M|=4, let z1, z2 ∈ NC(x1)∪NC(xm) be closest to x+4 onC(x+4 , xm) and x−2 on
C(x1, x
−
2 ), respectively. Then, by Lemmas 1(d), (e), 5 and 9, a1=|C(x+4 , z1)|k and a2=|C(z2, x−2 )|k. By Lemmas
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1(a), 5 and 9, ai = |C(x+i−1, x−i )|k for i = 3, 4. By Lemma 1, we easily prove that we can assume that NC(x1) ∪
NC(xm) ∪ {x1, xm} is contained in B = C[z1, z2]. Thus |V (C)| |B| +∑4i=1ai +
∑4
i=2 |{xi, x+i , x−i , }dC(x1) +
dC(xm) + 4k + 96k + 7. So |M| = 3.
We have NC(r2) − {x3} = ∅ or NC(r3) − {x2} = ∅ (say NC(r2) − {x3} = ∅) since otherwise we easily prove
|V (C)|dC(x1)+dC(x2)+dC(x3)+3k−36k−6by a similar argument toClaim2.ByLemma1(c),x1x2, x1x3, xmx2,
xmx3 /∈E(G). By Lemma 1(b),NC(xm)∩NC(x1)=∅. Let u1, u′1 ∈ NC(xm)∪NC(x1) be the closest to x2 onC(x+1 , x−2 )




m), respectively. Then, by Lemmas 1(d), (e), 5 and 9, |C(x+3 , u′1)|k and |C(u1, x−2 )|k. We have
NC(x3)−{x2}=∅ since otherwise we can get a contradiction using a similar argument to the above. By |M|=3,NC(x)
is contained in {r2, r3} for each x ∈ V (H)− {r1}, and so dH (x)k − 2. Since G is claw-free, G[NH(r1)] is complete.
Since H is 2-connected, we can easily prove thatH ′ =H −{r1} is 2-connected by dH ′(r1)2. Thus (H ′)k− 3. By
Lemmas 7 and 11,H ′ has a pathP ′1 such that r1P ′1x2 is a [r1, x2]-path of order h′1(k−3)+[dH ′(r1)+dH ′(x2)−2]/2+
2= (k − 4)+ [dH (r1)+ dH (x2)]/2+ 2 since dH ′(r1)+ dH ′(x2)2k − 4, a path P ′2 such that r1P ′2x3 is a [r1, x3]-path
of order h′2(k − 3)+ [dH ′(r1)+ dH ′(x3)− 2]/2 + 2 = (k − 4)+ [dH (r1)+ dH (x3)]/2 + 2, and a path P ′3 such that
P3=x2P ′3x3 is a [x2, x3]-path of order h3(k−3)+[dH ′(x2)+dH ′(x3)−2]/2+2=(k−4)+[dH (x2)+dH (x3)]/2+2.
Thus P1 = x1r1P ′1x2 is a [x1, x2]-path h1(k − 3) + [dH (r1) + dH (x2)]/2 + 2, and P2 = x1r1P ′2x3 is a [x1, x3]-path
h2(k−3)+[dH (r1)+dH (x3)]/2+2. Note thatNC(ri) ⊂ {x2, x3} for i=2, 3. By Lemma 1 and a similar argument
to Claim 1, we can easily obtain |V (C)|∑3i=1 (hi − 2 + dC(xi))3k − 10 + d(x2) + d(x3) + dC(x1)6k − 11.
This contradiction shows the completion of the proof of Lemma 12. 
3. Proof of Theorem 5
In this section, we prove the main result in this paper. For the convenience of the reader, we still repeat the statement
of Theorem 5.
Theorem 5. Every 3-connected k-regular claw-free graph G on n vertices contains a cycle of length at least min{6k−
17, n}.
Proof. Assume that G is a non-Hamiltonian graph of order n satisfying the conditions of Theorem 5. If this theorem
is not true, let C be a longest cycle in G. Then, by Theorem 2, we have that 5k − 5 |V (C)|6k − 18 and so k13.
Let H be any component of G − C. Then, by Lemma 8, |V (H)|3. By Lemma 4, H is 2-connected. Let M be a
maximum matching in EG(V (H), V (C)) and M = {rixi : ri ∈ V (H), xi ∈ V (C), i = 1, 2, . . . , |M|}. Then |M|3
since G is 3-connected. If H is not Hamiltonian connected, then by Lemmas 5 and 9, for any pair of distinct vertices
x, y with dC(x)dC(y) = 0 in H, there is a [x, y]-path of order at least k. Obviously, |M|5 since otherwise we easily
obtain from Lemma 1(a) that |V (C)| |M|(k + 3)6k + 18. By Lemma 10, |M|4. Again by Lemma 12, we get a
contradiction. Thus H is Hamiltonian connected. If G − C is connected, then G − C is Hamiltonian connected. By
Lemma 10, H contains at least k − 3 vertices. Again from Lemma 6, |V (C)|6k − 17. This contradiction shows that
G − C has at least two components. Thus we have proved the following Claim 1.
Claim 1. Each component H of G−C is Hamiltonian connected and contains at least k − 3 vertices, and G−C has
at least two components.
We ﬁrst outline the remaining proof of Theorem 5. Since its proof is easier and similar if |M| is larger, we consider
the worst case |M|=3 in our proof. Let S={x ∈ {x1, x2, x3}:NC(x)− ({x+, x−}∪NC(H)) = ∅}. Then we will prove
S = ∅ in the following Claim 4. Using S = ∅ and G being k-regular, we can prove |V (H)|2k − 5 in the following
Claim 5. Again using Lemma 1(a), we can obtain |V (C)|6k − 17. Therefore we complete the proof of our theorem.
In order to prove the next claims, we ﬁrst introduce the following terminology.
Let H and F be two components of G − C, and rixi (i = 1, 2) be two independent edges between H and C and
siyi(i = 1, 2) two independent edges between F and C, where r1, r2 ∈ V (H), s1, s2 ∈ V (F) and xi, yi ∈ V (C) for
i = 1, 2. Let j = 3 − i. If yi ∈ C(x1, x2) and yj ∈ C(x2, x1), then we say that H and F have crossed bridges.
Claim 2. No two components H and F of G − C has crossed bridges.
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Proof. Otherwise, let rixi (i = 1, 2, 3) be three independent edges between H and C and siyi (i = 1, 2, 3) three
independent edges between F and C (where r1, r2, r3 ∈ V (H), s1, s2, s3 ∈ V (F) and xi, yj ∈ V (C) for i, j = 1, 2, 3),
then xi = yj for i=1, 2, 3, j=1, 2 sinceG is claw-free.Without loss of generality assume that x1, y1, x2, y2, y3, x3 are
in that order around C. Then the cycle C[y1, x2]Hx1C−[x−1 , y2]Fy1 gives a = |C(x1, y1)| + |C(x2, y2)| |V (H)| +|V (F)|2(k − 3). Similarly, b= |C(y1, x2)| + |C(y3, x3)|2(k − 3). From Lemma 1(a), c= |C(x3, x1)|k − 3 and
d = |C(y+2 , y−3 )|k − 3. Hence |V (C)|a + b + c + d + 106k − 8, a contradiction. 
Let F and H be two distinct components in G − C. By Claim 1, both F and H are Hamiltonian connected and
contain at least k − 3 vertices. Let M be a maximum matching in EG(V (H), V (C)) and N a maximum matching in
EG(V (F ), V (C)). Then |M|3 and |N |3 since G is 3-connected. By Claim 2, H and F have no crossed bridges.
Let
M = {rixi : ri ∈ H, xi ∈ V (C), i = 1, 2, . . . , |M|} and







j ∈ E(G) by Lemma 1(a) and yj = xi for i=1, 2, . . . , |M| and j=1, 2, . . . , |N | sinceG is claw-free.
By Claim 2, without loss of generality assume that yj ∈ C(x1, x2) for j = 1, 2, . . . , |N |. Clearly |M| + |N |7 since
otherwise we easily obtain that |V (C)|6k by Claim 1 and Lemma 1(a). Let |V (H)| = h1 and |V (F)| = h2. Then
hik − 3 (i = 1, 2, 3) by Claim 1. We denote [xi, xj ]-path of order h1 + 2 in G[V (H) ∪ {xi, xj }] by xiHxj and
[yi, yj ]-path of order h2 + 2 in G[V (F) ∪ {xi, xj }] by yiFyj for i, j = 1, 2, 3 and i = j . Without loss of generality
assume that |M| = |N | = 3 (the proof of the other case is similar), and x1, y1, y2, y3, x2, x3 are in that order around C.
By Lemma 1(a), we have that
a = |C(x+2 , x−3 )|h1, b = |C(x+3 , x−1 )|h1, c = |C(y+1 , y−2 )|h2 and d = |C(y+2 , y−3 )|h2. (∗∗)
We further have the following claim.
Claim 3. EG(C(y1, y3), C(x2, x1)) = ∅.
Proof. Otherwise, let f ∈ C(y1, y2) and g ∈ C(x3, x1) such that fg ∈ E(G). Then the cycle C[y2, x−3 ]x+3 x3Hx1x+1
C−[x−1 , g]C−[f, y1]Fy2 gives a′ = |C(f, y2)| + |C(x+3 , g)| + |C(x+1 , y1)|h1 + h2. Similarly, b′ = |C(y1, f )| +|C(g, x−1 )|+|C(y3, x−2 )|h1+h2. Hence, by (∗∗), |V (C)|a′+b′+a+d+|{x1, x3, x−3 , x+2 , x2, y1, y+2 , y2, y−3 , y3,
f, g}|6k − 6. This contradiction shows that EG(C(y1, y2), C(x3, x1)) = ∅. Similarly, we canprove the other cases.
Note that if x3y2 ∈ E(G) then we have from G[x3, x−3 , y2, r3] = K1,3 that x−3 y2 ∈ E(G). Thus x3y2 /∈E(G). 
Let
Si = {xi : NC(xi) − {x+i , x−i } ∪ {x1, x2, x3} = ∅} and
T i = {yi : NC(yi) − {y+i , y−i } ∪ {y1, y2, y3} = ∅} for i = 1, 2, 3.
Let Si =C[yi, yi+1] for i = 1, 2 and S3 =C[x2, x3] and S4 =C[x3, x1]. Then a= |Soo3 |h1, b= |Soo4 |h1, |Soo1 |h2
and |Soo2 |h2 by (∗∗). We also have the following claim.
Claim 4. Si=T i=∅, andG[N(x+i )−{xi, x−i }],G[N(x−i )−{xi, x+i }],G[N(y+i )−{yi, y−i }] andG[N(y−i )−{yi, y+i }]
are complete and dG−C(xei ) = 0 and dG−C(yei ) = 0 for i = 1, 2, 3 and e ∈ {+,−}.
Proof. If S1 = ∅, then let u ∈ NC(x1) − {x+1 , x−1 , x2, x3}.Then ux+1 , ux−1 ∈ E(G) by Lemma 1(a). It follows from
Claim 3 that u /∈C(y1, y3). In order to prove Claim 4, we ﬁrst verify the following three claims. 
Claim 4.1. u /∈C(x2, x3) = S03 and u ∈ C(x3, y1) ∪ C(y3, x2).
Proof. Otherwise, we have that a1 =|C(x+2 , u)|h1 and a2 =|C(u, x−3 )|h1 by Lemma 1(d). So a=|C(x+2 , x−3 )|=|S003 |a1 + a2 + 12h1 + 1.
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(4.1.1) We ﬁrst have that T i = ∅ for i = 1, 2, 3. Otherwise, e.g., T 1 = ∅. Let y1 ∈ T 1 and v ∈ N(y1)− ({y+1 , y−1 } ∪
NC(F)). Then vy−1 , vy
+
1 ∈ E(G). It follows from Claim 3 that v /∈C(x2, x1). We have v /∈C(y2, y3) = S02 since
otherwise, by Lemma 1(d), we have a3 =|C(y+2 , y−3 )|2h2 + 1. Thus, by (∗∗), |V (C)|a+ a3 + c+ b+ 123h1 +
3h2 + 126k − 8, a contradiction.
Note that v = x2 and v = x1 since otherwise, e.g., x1 = v, we have that x−1 y1 ∈ E(G) by Lemma 1(a) and the cycle
C[x1, y−1 ]C[y+1 , y3]Fy1C−[x−1 , x2]Hx1 gives that e = |C(y3, x2)|h1 + h2. Thus, by (∗∗), |V (C)|a + b + c +
d + e + 147k − 6.
If v ∈ C(y3, x2), then the cycle C[y+1 , y−3 ]y+3 y3Fy1vC[v+, y−1 ]y+1 gives a4 = |C(y+3 , v)|h2. Thus, by (∗∗),|V (C)|a + a4 + c + d + b + 126k − 8, a contradiction. Thus v /∈C(y3, x2). So v ∈ C(x1, y1) ∪ C(y1, y2).
Assume that v ∈ C(x1, y1) and consider the vertex v+. By a similar argument to the previous one, we have that
N(v+) ∩ C(y2, x2) = ∅. We also have that N(v+) ∩ C(x2, x1) = ∅ since otherwise, let w ∈ N(v+) ∩ C(x2, x3). The
cycle
C[x3, v]y1Fy3y+C−[y−3 , y+1 ]C−[y−1 , v+]C−[w, x2]Hx3
gives that a′ = |C(w, x3)| + |C(y3, x2)|h1 + h2. Similarly, b′ = |C(x+2 , w)| + |C(x+1 , v)|h1. Thus, by (∗∗),|V (C)|a′ + b′ + b + c + d + 123h1 + 3h2 + 126k − 8. This contradiction shows that N(v+)∩C(x2, x3)= ∅.
Similarly, N(v+) ∩ C(x3, x1) = ∅.
Obviously, v+x3 /∈E(G) since otherwise we have that x−3 v+ ∈ E(G) by Lemma 1(a) which contradicts toN(v+)∩
C(x2, x3) = ∅. Similarly, v+x1, v+y2 /∈E(G). Thus N(v+) ∩ C[y2, x1] = ∅.
(4.1.2)We have that dG−C(v+)=0.Assume thatH1 is a component ofG−C such that dH1(v+) = 0 andH1 /∈ {H,F }.
ByClaim1,H1 isHamiltonian connected and contains at least k−3 vertices. SinceG is 3-connected, there are three inde-
pendent edges v+t1, z2t2, z3t3 betweenH andC such that t1, t2, t3 ∈ V (H) and z2, z3 ∈ V (C). Note that vy+1 ∈ E(G). If
there is a vertex (say z2) in {z2, z3} such that z2 ∈ C(y3, x2), then the cycleC[y+1 , y3]Fy1C−[y−1 , v+]t1H1t2z2C[z+2 , v]
y+1 gives that a′ = |C(y3, z2)|h2 +k−3. Thus, by (∗∗), |V (C)|a′ +a+b+c+d+146k−4. This contradiction
shows that z2 /∈C(y3, x2). Similarly, z3 /∈C(y3, x2). Note that z2, z3 /∈ {y1, y3, x1, x2}. Thus z2, z3 ∈ C(x1, y1). By
Lemma 1(a), we have that e′ = |C(x1, y1)|2(k − 3)+ 3. Thus, by (∗∗), |V (C)|e′ + a + b + c + d + 146k − 1.
This contradiction shows that dG−C(v+) = 0.
By (4.1.2),N(v+) is contained inC(x1, y2). Let v′, v′′ be the neighbors of v+ closest to x+1 onC(x+1 , v+) and y−2 on
C[v+, y−2 ], respectively.ThenN(v+)∪{v+} is contained inC[v′, v′′]=B and |B|k+1.Recalla=|C(x+2 , x−3 )|2h1+
1. Thus, by (∗∗), |V (C)| |B| + a + b + c + d + 126k − 1. This contradiction shows that T i = ∅ for i = 1, 2, 3.
Similarly, we have the following fact.
(4.1.3) N(y+1 )∩C(x+1 , y−1 )= ∅, N(y+2 )∩ S001 = ∅ and N(y−2 )∩ S002 =N(y−3 )∩C(y+3 , x−2 )= ∅. Since T i = ∅ for
i = 1, 2, 3 and G is claw-free, G[N(y+i )− {yi, y−i }] and G[N(y−i )− {yi, y+i }] are complete subgraphs for i = 1, 2, 3.
(4.1.4) We have that N(y+1 ) ∩ S02 = N(y−3 ) ∩ S01 = ∅ and N(y+1 ) ∩ C(y3, x2) = N(y−3 ) ∩ C(x1, y1) = ∅.




2 , then the cycle C[w, y1]Fy2y+2 C−[y−2 , y+1 ]w gives
a5 = |C(y+2 , w)|h2. Let z,w′ be the neighbors of y+1 closest to y−2 on S01 and y−3 on S02 , respectively. Then zw′ ∈
E(G) since G[N(y+1 ) − {y1, y−1 }] is complete, and N(y+1 ) ∩ C(x2, x1) = ∅ by Claim 3. The cycle
C[y+2 , w′]C−[z, y+3 ]y−3 y3Fy2y−2 y+2
gives a6 =|C(z, y−2 )|+ |C(w′, y−3 )|h2. Obviously, by (4.1.3) and Claim 3,N(y+1 )∪{y+1 } is contained in C[y−1 , z]∪
C[w,w′] ∪C[y++3 , x−2 ]=B and so |B|k+ 1. Recall that a= |C(x−2 , x+3 )|2h1 + 1. Thus, by (∗∗), |V (C)| |B| +
a5 +a6 +a+b+126k−1. This contradiction shows thatN(y+1 )∩S02 =∅. Similarly,N(y−3 )∩S01 =∅. Thus (4.1.4)
is proved.
(4.1.5) We have that N(y+2 ) ∩ [C(x1, y1) ∪ C(y3, x2)] = N(y−2 ) ∩ [C(x1, y1) ∪ C(y3, x2)] = ∅.
Suppose thatw ∈ N(y+2 )∩C(y3, x2), then the cycleC[y+2 , y−3 ]y+3 y3Fy2C−[y−2 , w]y+2 gives that a7=|C(y+3 , w)|
h2. Thus, by (∗∗), V (C)|a + b + c + d + a7 + 126k − 2. This contradiction shows N(y+2 ) ∩ C(y3, x2) = ∅.
Similarly, we can prove the others. Thus (4.1.5) is proved.
We now complete the proof of Claim 4.1.
From (4.1.3)–(4.1.5) and Claim 3, we have that (N(y+i ) − {yi, y−i }) ∪ (N(y−i+1) − {yi+1, y+i+1}) is contained in S0i
for i = 1, 2. Let w1 be the neighbor of y+2 closest to y−3 and w2 the neighbor of y−3 closest to y+2 on S02 . Obviously,
|S0i |2k− 8 for i = 1, 2 since otherwise, e.g., |S01 |2k− 7, we have from (∗∗) that |V (C)|
∑4
i=1 |S0i | + 66k− 7.
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It follows thatw1 ∈ C(w2, y−3 ) and so x ∈ C(y+2 , w1) or x ∈ C(w2, y−3 ) for any vertex x ∈ S02 . SinceG is 3-connected,
there is a vertex f ∈ S02 (say f ∈ C(y+2 , w1)) and a vertex g /∈ S2 such that fg ∈ E(G). By Claim 3, g /∈C(x2, x1).Thus
g ∈ C(x1, y2) ∪ C(y3, x2) (say g ∈ C(y3, x2)). Let w3 be the neighbor of y+2 closest to f on C[f+, w1]. Then, by
(4.1.3)–(4.1.5) and Claim 3, N(y+2 ) ∪ {y+2 } is contained in C[y−2 , f ] ∪ C[w3, w1] = B and so |B|k + 1. The cycle
C[y+2 , f ]C[g, y2]Fy3y+3 C−[y−3 , w3]y+2
gives that a8=|C(f,w3)|+|C(y+3 , g)|h2. Recall that a=|C(x+2 , x−3 )|2h1+1. By (∗∗), we have that |V (C)|a+
b + c + |B| + a8 + 126k − 2. 
Without loss of generality assume that u ∈ C(x1, y1), and consider u−. By a similar argument to (4.1.2), dG−C(u−)=
0.Asimilar proof toClaim4.1 shows thatN(u−)∩[C(y1, y3)∪C(x2, x3)]=∅.Note thatu−y1, u−y3, u−x3, u−x2 /∈E(G)
since otherwise G has a longer cycle than C. Thus N(u−) ∪ {u−} is contained in C(x1, y1) ∪ C(y3, x2). Let w1, w2
be the neighbors of u− closest to y1 on C(u, y1) and x+3 on C(x3, x1) = S04 , respectively. Then we have the following
claim.
Claim 4.2. N(u−) ∩ C(y3, x2) = ∅, and N(u−) ∪ {u−} is contained in C[w2, w1].
Proof. Otherwise, let w3 be the neighbor of u− closest to x−2 on C(y3, x2). Then, by Lemma 1(d), (e), we have that
a′=|C(w3, x−2 )|h1and b′=|C(x+3 , w2)|h1.We know thatN(u−)∪{u−} is contained inC[w2, w1]∪C[y+3 , w3]=B
and so |B|k + 1. Thus, by (∗∗), |V (C)|a′ + b′ + a + b + c + d + 126k − 2, a contradiction. 
We now complete the proof of Claim 4.
By Claim 4.2, we have that N(u−) ∪ {u−} is contained in C[w2, w1] = B ′. So |B ′|k + 1. By Lemma 1(d)
(e), we obtain that a′ = |C(x+3 , w2)|h1. Recall that ux−1 ∈ E(G). We have that N(y1) ∩ C(w2, w1) = ∅ since
otherwise, e.g., v ∈ N(y1)∩C(u,w1). The cycleC[y+1 , y3]Fy1vC−[v+, u]C[x−1 , x2]HC[x1, u−]C[w1, y−1 ]y+1 gives
that a1 =|C(v,w1)|+|C(y3, x2)|h1 +h2. Thus, by (∗∗), |V (C)|a′ +a1 +a+c+d+146k−2, a contradiction.
In the following, by a similar argument to Claim 4.1, we can get a contradiction. So Si =∅ for i = 1, 2, 3 and similarly,
T i = ∅ for i = 1, 2, 3.
Note that y+i yj , y
−
i yj , x
+
i xj , x
−
i xj /∈E(G) by Lemma 1(a) for i, j = 1, 2, 3 and i = j . Since S =∅, xix++i /∈E(G)
and so dG−C(x+i )= 0 for i = 1, 2, 3. Similarly, dG−C(x−i )= 0 and dG−C(yei )= 0 for i = 1, 2, 3 and e ∈ {+,−}. Since
G is claw-free and Si = T i = ∅ for i = 1, 2, 3, we easily see that G[N(z+i ) − {zi, z−i }] and G[N(z−i ) − {zi, z+i }] are
complete for z ∈ {x, y} and i = 1, 2, 3. 
Claim 5. |V (H)|2k − 5.
Proof. If x1x2, x1x3 ∈ E(G), then by Lemma 1(b), NH(x2) = NH(x1) = NH(x3) and dH (x1) = k − 4 by
Claim 4. It follows that there are a vertexy ∈ V (H) − NH(x1) and a vertex y′ ∈ NH(x1) such that yy′ ∈ E(G).
Since yx2, yx3 /∈E(G) and G[y′, y, x2, x3] = K1,3, x2x3 ∈ E(G). Let Z = V (H) − NH(x1). Then |Z|k − 1 (and
so |V (H)|2k−5) since we have from 2(k−4)=EG(NH (x1), Z)=EG(Z,NH (x1)) |Z|(k− (|Z|−1)) that either
|Z|2 or |Z|k − 1. It is easy to check that |Z|2 does not hold. Thus |Z|k − 1 and so |V (H)|2k − 5.
Hence x1x2 /∈E(G) or x1x3 /∈E(G) (say x1x2 /∈E(G)), which implies that x3x1 /∈E(G) or x3x2 /∈E(G) (say
x3x2 /∈E(G)). Ifx1x3 ∈ E(G), thenNH(x1)=NH(x3)byLemma1(b), anddH (x1)=k−3. IfNH(x1)∩NH(x2)=∅, then
|V (H)|dH (x1)+d(x2)k−3+k−2=2k−5.We are done. ThusNH(x1)∩NH(x2) = ∅. Let y ∈ NH(x1)∩NH(x2).
Then, from k=d(y)(dH (x1)− t)+(dH (x2)− t)+(t−1)+|{x1, x2, x3}|, we have tk−3. It follows thatNH(x1) ⊂
NH(x2). Let Z=V (H)−NH(x2). Then, from (k−3)+2=EG(NH (x2), Z)=EG(Z,NH (x2)) |Z|(k− (|Z|−1)),
we have either |Z|k or |Z|1. It is easy to check that |Z|1 does not hold. Thus |Z|k and |V (H)|2k − 2.
So x1x3 /∈E(G).
Since x1x2, x1x3, x2x3 /∈E(G) and G is claw-free,NH(x1)∩NH(x2)∩NH(x3)=∅ and dH (xi)= k−2 (i=1, 2, 3)
by Claim 4. If NH(x1) ∩ NH(x2) = ∅, then |V (H)|2k − 4. Thus NH(x1) ∩ NH(x2) = ∅, and so, similarly,
|NH(x1) ∩ NH(x2)|k − 3. It follows that |V (H)| |NH(x1) ∩ NH(x2)| + |NH(x3)|2k − 5. Thus Claim 2 is
true. 
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We now complete the proof of Theorem 5.
SinceH is Hamiltonian connected, by Lemma 1(a), a=|S003 |=|C(x+2 , x−3 )| |V (H)|, b=|S004 |=|C(x+3 , x−1 )| |V
(H)| and c= |C(x+1 , x−2 )| |V (H)|. By Claim 5, |V (C)|a+ b+ c+ 93(2k− 5)+ 9= 6k− 6. This contradiction
shows that we have completed the proof of Theorem 5. 
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