• We analyze spectra of Venus equatorial atmosphere taken during the second MES-SENGER flyby on 5 June 2007.
the UV-absorber in Venus and thus this remains as one of the most intriguing open questions in planetary atmospheres [Krasnopolsky, 2006] . An excellent review of a good number of candidates proposed so far can be found in Mills et al. [2007] and a short-list is given in Table 3 in section 5.2.
Venus' clouds and the UV-absorber also have a direct influence on the planetary energy budget. Even though Venus is closer to the Sun and receives more solar flux than the Earth, the thick cloud cover scatters and/or absorbs more than 50% of it above 64 km . This produces an intense heating of 8K/day [Crisp, 1986] that has been proposed to be one of the engines of the atmospheric superrotation through the excitation of thermal tides. Models based on Venus Express observations [Lee et al., 2015b] show that variations in the scale height of small aerosols create significant changes in the radiative forcing, with a vertical extension of the upper cloud layer implying a decrease of the outgoing thermal flux and enhancement of the mesospheric cooling. The global energy budget of the planet has been recently revisited by a complete reanalysis by Haus et al. [2015, 2016] . In any case, it is obvious that a good characterization of the absorption in the range from 0.32 µm to 0.5µm is essential if we want to understand the planetary energy budget and therefore Venus' dynamics.
The goal of this paper is to study the vertical distribution of particles in the mesosphere of Venus using data obtained during the second flyby of the MESSENGER spacecraft in route to Mercury. We will analyze near-UV to near-infrared spectra taken at the Equatorial region of the planet on 5 June 2007. We will particularly focus in the absorption properties of the mysterious UV-absorber in order to compare our results with currently proposed candidates for the absorption.
The paper is organized as follows. We describe the data in Section 2, where we discuss the spatial and spectral behaviour of the measurements, as well as some cross-calibration issues between the visible and near infrared arms of the instrument. Section 3 is devoted to a description of our methods, in particular the radiative transfer and retrieval technique, and a description of the a priori assumptions and the free and fixed parameters of the model. Results are presented in Section 4, both regarding the general cloud properties and the UV-absorption. Such results are discussed in Section 5, in terms of the vertical particle distribution, the UV-absorber candidates and an evaluation of the im-pact of the present results on the energy budget of Venus' atmosphere. Finally, we summarize our main conclusions in Section 6.
Data

MASCS/MESSENGER
In this work we have used data collected by the Visible and InfraRed Spectrograph Local times for the first and last spectrum are also indicated.
MESSENGER performed its second Venus flyby in early June, 2007 [McNutt et al., 2008 . This was a gravity assist maneuver in order to put the spacecraft in an orbit closer to the Sun. During this process, the greatest acceleration of the mission was attained.
VIRS data were acquired at a quite constant rate from 22:55 UTC to 23:02 UTC as MES- • . This implies a length of the footprint of almost 7,500 km from the beginning to the end of the data acquisition. Figure 1 shows the incidence and emission angles and the latitude footprint of the ∼ 300 usable spectra. Here we have removed a few spectra with extreme viewing or illumination angles (zenith angles > 75
• ) that will not accommodate the plane-parallel approximation of our radiative transfer model, described in section 3. Additionally, 12 spectra were removed due to low signal for unknown reasons, resulting in 318 spectra. The average size of the footprint on Venus cloud tops is ∼ 0.1 • in latitude and ∼ 0.2 • in longitude. Almost simultaneously, some images were also taken with the Mercury Dual Imaging System (MDIS) [Hawkins et al., 2007] that will be used for VIS and NIR channels cross-calibration in subsection 2.3.
Data overview
The spectrum of Venus in our wavelength range is dominated by a few species. An illustrative review of the transmission spectrum of Venus, seen as a transiting exoplanet, can be found in Ehrenheich et al. [2012] , particulary at figure 2, and García- Muñoz & Mills [2012] . Starting at the shortest wavelengths, SO 2 has a maximum absorption at around 0.3 µm and then decays rapidly towards 0.32 µm [Blackie et al., 2011] , where its effect is mostly negligible. Immediately afterwards, there is a wide band ending well past 0.5 µm which is caused by the mysterious UV-absorber extending into the blue. The rest of the bands in our range are mostly caused by H 2 O, in spite of its low abundance (see Table 1 ), with the notable exception of the CO 2 band around ∼ 1.4 µm. This is a rather weak CO 2 band compared to others at longer wavelengths but the massive presence of this gas makes it a prevalent constituent in our spectra. CO 2 overlaps with water also at ∼ 1.4 µm (and, to a minor extent, at other wavelengths) but H 2 O displays in general wider bands.
In the following, we will use for the measurements indistinctly the radiance (expressed for example in Wm −2 sr −1 µm −1 ) and the reflectivity. Reflectivity I/F [Sánchez- , 2011] is defined as the ratio between the observed radiance and πF ⊙ where F ⊙ is the solar flux [Colina et al., 1996] at normal incidence at Venus' distance. As a first approach to the data, we fitted the observed dependence of the reflectivity with the illumination and viewing angles by using a simple Minnaert law [Minnaert , 1941] . This empirical law reproduces the reflectivity as a function of the cosines of the incidence (µ 0 ) and emission (µ) angles:
Lavega
In equation 1, (I/F ) 0 is the geometry corrected nadir-viewing reflectivity and k is the limb-darkening coefficient. A Lambertian surface, for example, would have a value of k = 1.
The data provide a good fit to this expression within the observed range of viewing and illumination conditions, and the resulting limb-darkening as a function of wavelength is shown in figure 2. It is interesting to note that there are three distinct regions.
Starting from longer wavelengths, above 0.5 µm limb-darkening ranges k = 1.35-1.40.
There is a transitional part of the spectrum where the UV absorber dominates and k is reduced down to values of 1.05. Finally, closer to the SO 2 absorption band, the limbdarkening coefficient reduces again and gets closer to Lambertian values and the observed radiance is diffuse, independent of the observation angle. This is valid for the Sun-Venusspacecraft configuration at the moment of the flyby and would require more diverse observation conditions to be generalized. While MASCS cannot provide as much spatial resolution as an imaging device, this piece of information is very interesting when normalizing the radiance at a given wavelength to study the dependence on scattering angle, as done for example by Petrova et al. [2015] and Shalygina et al. [2015] . This analysis suggests that our data have a low spatial variability. In order to further investigate this aspect, we performed a Principal Component analysis (PCA, Murtagh & Heck [1987] ). The PCA provides orthogonal (independent) contributions to the absolute variance and hence is able to disentangle the spectral contribution to spatial variability. Figure 3 shows the spectral loading of each of the three first Principal Components. The first component PC1 accounts for more than 99.8 % of the spatial variance of the MASCS spectra analyzed here. It resembles a common Venus spectrum (or the normalized average of the spectra) with the signature of SO 2 in the short wave side, the UV-absorber, and the H 2 O and CO 2 bands included in this spectral range. This implies that all the variability affects all wavelengths equally and therefore it can be assumed that variability is due to geometrical effects alone and it is basically the limb-darkening presented previously. The second component PC2, has a broad signature that is well correlated with the expected UV-absorption. However, PC2 only accounts for 0.06 % of the variance, and hence, even though this is the strongest isolated source of variability, its contribution to the total variance is very low. Component PC3 is even lower (0.014% of the total variance) and has a very noisy spectrum in the near-infrared side, but it has a clear signature that could be related to the SO 2 .
Calibration issues
The first challenge with VIRS data is that VIS and NIR sides of the spectrum have a cross-calibration bias. When radiances are transformed into reflectivity, the NIR side is clearly brighter than the VIS side. The calibrated spectra have a gap around ∼ 0.825 µm with no overlap between the channels [Sánchez-Lavega et al., 2016] . If we compute the expected Venus spectrum by using the reasonable a priori model defined in section 3.2 we find that continuum at both sides of the gap should be mostly the same. There should be no discontinuity in the data as the aerosol and gas optical properties do not introduce such behavior. If we focus on the 0.570-0.670 µm region for the VIS continuum and the 0.970-1.030 µm in the NIR side, models show that the NIR continuum would be a 5% darker at most, depending on the model parameters. At this point, it was possible to correct the VIS spectrum to match the NIR continuum or vice versa. Initial models favored the values observed at VIS wavelengths, and the NIR spectra were brighter than expected. In order to look for an independent confirmation, we navigated and calibrated almost simultaneous images obtained with the MESSENGER/MDIS instrument [Peralta et al., 2017b] . MDIS filters only covered the VIS side of MASCS data but were in agreement with that part of MASCS data. Figure 4 shows a comparison between both instruments averages, geometrically corrected following the method described above. While the agreement is not perfect, we decided to reduce the brightness of the NIR by a factor computed for each spectrum by evaluating the continuums described in the previous paragraph. The average correction factor was 1.137 ± 0.007 and its dependence with the spectrum number is shown in figure 5 .
This correction also has an impact in the assumed error bars of the spectrum. Here, we have assumed a 5% relative error in all spectra, with a minimum error in radiance of 1 mWcm −2 µm −1 srad −1 . This prevents an excessive weight of the lower radiance values (particularly at absorption bands) in the fitting process, relative to the continuum values. It should be noted that the error bars are not of excessive interest, as the retrieval technique is focused in the minimization of the deviation, not in its exact value. However, the relative weight of error bars can play a role in the retrieval results.
Finally, there are some broad features in the spectra that have no exact counterpart in our modeling. These are located in 0.685-0.760 µm, 0.763-0.810 µm and 0.815-0.830 µm. Being at the end of the VIS range and, after testing some candidates to explain the absorption, no match was found and we assumed they were artifacts, similarly to the ones reported by Shalygina et al. [2015] using VeX/VIRTIS. We found no agreement either between the features reported in that work and those seen here.
Methods
Radiative transfer code
We have used the radiative transfer and retrieval suite NEMESIS in order to interpret the observations. NEMESIS stands for Non-linear optimal Estimator for MultivariatE spectral analySIS, and it is based on an optimal estimator scheme [Rodgers, 2000] . The radiative transfer calculations are made in the correlated-k mode from k-tables pre-computed from line data obtained at the HITRAN 2012 database . The radiative transfer solver is based on the doubling-adding scheme [Hansen & Travis, 1974 ] on a plane-parallel atmosphere. The version of NEMESIS used here accepts as free parameters those describing the vertical distribution of gases and particles as well as the imaginary refractive indexes of particles as a function of wavelength. This is is the first time that NEMESIS has been used for the inversion of Venus' day-side scattered data at visible wavelengths. We tested initial results with an implementation [García-Muñoz et al., 2013] of discrete ordinates DISORT method [Stamnes et al., 1988] including multiple-scattering of Venusian particles and both codes agreed within a few percent. This NEMESIS implementation has been exhaustively tested with Venus night-side emission as shown in previous publications [Tsang et al., , 2010 Barstow et al., 2012] . Table 1 summarizes the parameters describing the atmosphere of Venus in our model.
Model atmosphere
Even though the atmosphere is divided in 20 vertical layers for computational purposes, here we prefer to separate the contribution of the gas, the UV-absorber and each of the particle modes. In this table we show the fixed or initial value for each parameter as well as a reference supporting the choice.
The role of the gas if defined by its scattering and absorption properties. Rayleigh scattering cross-section as a function of wavelength was computed for a mixture of CO 2 and N 2 [Tsang et al., 2010] . In the wavelength range of VIRS data there are absorption bands from CO 2 and H 2 O. Line data for them was retrieved from HITRAN 2012 database and transformed to k-tables. As already explained, the SO 2 plays a substantial role at the UV-side of the spectrum. Absorption cross-section values of SO 2 were taken from Blackie et al. [2011] . The abundance of the main consituents were taken from von Zahn & Moroz [1983] . The variation of water abundance with altitude followed a simple model, with a high altitude value taken from Fedorova et al. [2008] and a low altitude one from Tsang et al. [2010] . Between 45 and 70 km values were interpolated linearly in altitude.
The SO 2 abundance is known to vary with altitude [Fedorova et al., 2008; Belyaev et al., 2012 Belyaev et al., , 2017 but initial runs showed this subtlety to have little impact on the model results, so we decided to use a constant SO 2 abundance. We leave the analysis of the SO 2 vertical profile as a future work. In addition, since its abundance is highly variable with time, we used the values inferred by Marcq et al. [2013] for 2007.
The particles require a more sophisticated description. All modes except mode-1 were assumed to be composed by an aqueous solution of H 2 SO 4 concentrated at 75 %, whose refractive index (real and imaginary parts) were taken from Palmer & Williams [1975] . We followed here the approximation of having the UV-absorber well-mixed with the smallest particles (mode-1), as done in other previous works [e.g. Crisp, 1986] . This way, for mode-1 particles we only need the imaginary part of the refractive index to model the UV-absorption. The real part of the refractive index is computed using the KramersKronig relation, taken as a reference the real refractive index of H 2 SO 4 at 0.5 µm. As initial values, we took the results by Pollack et al. [1980] for the same approximation.
The particle modes are distinguished by the particle size and vertical distribution.
Regarding size distributions, we opted to follow the values listed by Barstow et al. [2012] for log-normal distributions which, in the end followed from the values by Pollack et al. [1993] . In short, it is well known that at a given altitude range it is possible to find particles of various sizes . The micron-sized mode-2 particles scatter most of the radiation at visual wavelengths, but slightly larger particles (the so-called mode-2') can be found at deeper levels. The two other families are the sub-micron sized mode-1 and the larger particles of mode-3, which have radii of a few microns. Palmer & Williams [1975] In order to describe the vertical distribution of such particles, we decided to follow the simplified description by Tsang et al. [2010] . In this model, the distribution of particles is represented by three parameters: base altitude, scale height and peak abundance (reached at base). The scale height refers to its value at the cloud base and it will be given in terms of the gas scale height, which is ∼ 4 km at the cloud tops. This does not pretend to be a realistic description of the actual distribution of particles, but a useful parameterization that focus on the values that the model can constrain, as explained in section 3.3. In Table 1 we have given the total optical thickness at 0.63 µm provided by each particle mode, instead of the peak particle density, which is the parameter in the model. Hereafter we will refer to the optical thickness at this specific wavelength, except stated otherwise, in order to simplify the comparison with previous work. Also, the particle extinction coefficient (particle number density multiplied by cross section)
is the most sensitive parameter for the model.
We only depart from Tsang et al. [2010] description of the vertical distribution of particles with mode-1. A number of forward evaluations of the a priori model demonstrated that the UV-absorber should be higher in the atmosphere in order to account for the radiance at short wavelengths, leaving the rest of parameters fixed as stated in Table 1 . This agreed better with the model atmosphere by Crisp [1986] , so we put the a priori base altitude at z 1 = 60 km.
In summary, Table 1 defines a forward model that can be evaluated. When doing so, we find that it is not far from the actual data at certain geometries, particularly at intermediate illumination and viewing angles, but still requires some fine tuning that will provide useful information on the atmospheric parameters. But first, we must define which parameters are to be left as free and which ones fixed.
Free parameters and fitting strategy
At this point, we need to evaluate which of the parameters that describe the atmosphere can be fitted with the current data. For doing so, we performed a number of forward evaluations, sample retrievals and computed derivatives in order to understand the a priori sensitivity. In order to have a complete description of the model sensitivity as a function of height and wavelength, we sometimes used a continuous vertical profile with 1 km vertical resolution, instead of the parameterizations described in the preceding section. Our initial idea was to include SO 2 and H 2 O as free parameters. We show in Fig- ure 6 the Jacobian matrix for both species (i.e., the matrix of partial derivatives of the radiance with respect to the parameter value at each altitude level). For this calculation, we assumed a constant abundance throughout the atmosphere. In the case of SO 2 we are only sensitive to concentration at altitudes 75±5 km at 0.32 µm. Recent works [ Vandaele et al., 2017] have shown that the vertical distribution of SO 2 above the cloud tops can be very complex, even with an inversion layer at around 70-75 km. However, our sensitivity is narrow enough to support that we are only being sensitive to SO 2 abundance at the cloud tops, even though this parameter is going to be strongly coupled with the abundance of mode-1 particles and the UV-absorption in the 0.30-0.32 µm range.A future work on the SO 2 vertical profile could help to break this parameter degeneracy.
In the case of water, we have a range of sensitivities at different bands, mostly concentrated at 60±10 km (particularly at 1.4 µm), but with contributions for levels as deep as 40 km and even less where the absorption band becomes weaker. This supports the need to include a better description of water with altitude, as shown in Table 1 . However, sample retrievals showed very low sensitivity to both species, with dispersions and error bars larger than 200%, so we decided to fix the value of these parameters to reasonable values found in the literature, as already discussed.
In order to test the sensitivity to particle modes, we used a particle number density constant with height, instead of the parameterization presented above. This is not a realistic description of the vertical distribution, but it avoids abrupt cuts at cloud base.
The model is most sensitive to the distribution of mode-1 and mode-2 particles.
Mode-1 is dominant at short wavelengths, where the cross section is the largest due to particle size and to having the UV-absorption attached. In the near infrared bands, mode-2 has also a strong influence. Very roughly, since the figures depend on the exact description of each cloud layer, our models are sensitive to particles in the 50-80 km range, at most, and mostly at 66±6 km in the NIR bands and slightly higher, 75±7 km for the UV-absorption. It must be noted that our parameterization of particle distribution is defined for all atmospheric levels, while the retrieval is not necessarily reliable for all of them. Most of the radiance reflected by the planet in this wavelength range comes from the vertical levels described above, so the information on particle density above 80 km and below 50 km cannot be trusted and only the particle densities in the range of confidence can be taken as a robust conclusion of this analysis.
Regarding the simplified vertical description given in Table 1 , we will see later that sensitivity is good for mode-1 and mode-2 parameters, except for their scale height. Mode-2' and mode-3 parameters are more difficult to constrain. In order to evaluate the sensitivity of each parameter from the actual retrievals, we used an improvement factor, as defined by Irwin et al. [2015] :
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In this equation, δ is the relative error of the a priori assumption and the fit as provided by the optimal estimator. We assumed a relative error of 25% for all parameters except for the imaginary refractive index, which is 50%. This way, an improvement factor F = 0% implies that our a posterior relative error is the same as the prior, and therefore contains less information than a retrieval with an improvement factor of F = 100%, whose relative error has been reduced drastically. The actual values for improvement factors, which will justify the election of free parameters, will be given in section 4.
In order to avoid over-fitting the imaginary refractive index, we decided to split the wavelength range into two overlapping sub-ranges. This way, we first fitted wavelength above 0.5 µm fixing the mode-1 imaginary refractive index and leaving free the parameters of the vertical distribution of particles (12 free parameters in total). Then, the result is used as an input to fit wavelengths below 0.6 µm but now leaving free the imaginary refractive index (20 free parameters). This provides the best solution closest to our a priori for the UV-absorption.
Results
General comments
The strategy summarized above provides a good fit to the data, with a few exceptions. Figure 8 shows an example of fitting for an intermediate value of the illumination and viewing angles. The χ 2 value is used as a diagnostic of the goodness of the fit, it is computed as the mean quadratic deviation in terms of the error bar of the data. With respect to wavelength, the most difficult regions is the slope around 0.4 µm, where higher resolution in the imaginary refractive index would provide a better fit. The next critical region is the absorption band at 1.2 µm, where fits are in general poorer. Finally, there seems to be a systematic offset between models in the red end of the spectra, as near infrared continuum tends to be spectrally flatter than the models predict. We have tried non-systematic search of alternative models with a lower slope in the near infrared with negative results. This might be a calibration issue with the spectra, maybe because of differences in the solar spectrum used [Colina et al., 1996] .
In terms of the spectrum number, the first 50 spectra are problematic. They do not converge to low values of the mean quadratic deviation (shown in Figure 9 ). This is particularly important in the near infrared fitting, since fitting the ultraviolet and visible is easier when the imaginary refractive index is left as a free parameter. Such spectra are coincidentally those with higher emission angles, as shown in approximation) behave better at low emission angles. All in all, results for spectrum number below ∼ 60 are most likely not reliable.
Cloud properties
Figures 10 to 13 show the results for the vertical distribution of each of the particle modes. All figures show the parameters (base height z, particle peak density N in part cm −3 , and scale height H in terms of the gas scale height) and the improvement factor expressed as in equation 2. Excluding spectra below number 60, Mode-1 particles (see Figure 10 ) have a mean base height of 65±2 km and maximum particle number density of 900±200 part cm −3 , with a scale height of 1.14±0.03 H g (∼ 4 km). The improvement factor is above 80%
for the altitude, implying that the relative error has been reduced from the 25% assumed a priori to a mere 5%. The particle density and the scale height show no improvement, while for the latter the dispersion of results is lower and values are closer to the a priori. The integration of the vertical profile, provides a mean optical thickness of τ 1 = 3.2 ± 0.2 at 0.63 µm, notably lower than the initial value listed in Table 1 .
Results for mode-2 (figure 11) show the base of the cloud at 56±1 km with a more variable particle density of 200±70 part cm −3 . The scale height H 2 retrieval has a huge uncertainty but all models converge to values substantially lower than the prior (from 1 H g to 0.7 H g for the best fits, with a dispersion of only 0.1 H g ). The error in z 2 , as in mode-1, has been strongly reduced and there is also some improvement in the particle density (average improvement factor of 15%). The variable number of particles results in change of the total optical thickness from τ 2 ∼ 10 for MASCS spectra around 50 down τ 2 ∼ 5.5 for the last ones, which is a difference of almost a factor of 2.
The distribution of particles at deeper levels is more uncertain, as expected from the sensitivity analysis discussed above. Note that vertical levels above 80 km and be- Figure 10 . Model results for mode-1 particles parameters and improvement factor. Red line is used for the cloud base height z1, blue line for the particle number density N1, and grey for fractional scale height H1, the scale height in terms of the gas scale height Hg. low 50 km did not give enough sensitivity to provide a robust retrieval of the particle number density. Mode-2' cloud base is located on average at 46±2 km with a peak density of N 2 = 70±20 part cm −3 . However, it is not expected that cloud base can be located at such deeper levels with high temperatures [McGouldrick & Toon, 2007] . Results for the scale height are inconclusive. Most likely, the model is unable to separate the contribution of mode-2' particles from that of mode-2 particles, as the particle sizes are very similar. This wavelength range does not look therefore adequate to discriminate between both modes. The integration of the particle density provides a mean optical thickness for mode-2' of τ 2 ′ = 6.8 ± 0.4, with no substantial dependence on spectrum number.
However, the contribution from mode-3 particles, which are significantly higher than mode-2 or mode-2', seems to be more important. This is the only mode that displays a continuous variation along MESSENGER footprint, from the local noon to the evening terminator. The base height increases from 40 km to 60 km, while the average value is z 3 = 55±2 km. At the same time, the particle number density is reduced drastically from Figure 11 . Model results for mode-2 particles parameters and improvement factor. Red line is used for the cloud base height z2, blue line for the particle number density N2, and grey for fractional scale height H2, the scale height in terms of the gas scale height Hg.
a maximum value of ∼ 1000 part cm −3 to a few 10s of part cm −3 (average value of N 3 = 70±60 part cm −3 ). The scale height also changes from H 3 ∼ 2 H g to 1 H g (5-10 km)
and an improvement factor around 20%. When combining these values in an integrated measure, the total optical thickness of mode-3 particles is fairly stable with a mean value of τ 3 = 7.5±0.4. This suggests that more mode-3 particles are required in the higher atmosphere where our retrieval is the most sensitive, while it differs in the way of making this possible. At 70 km, for example, the particle concentration of mode-3 particles is N 3 (70km) = 1.6±0.3 part cm −3 , with slightly higher values at the last spectra, but low dispersion in general.
UV-absorption
We show in Fig. 14 Figure 12 . Model results for mode-2' particles parameters and improvement factor. Red line is used for the cloud base height z 2 ′ , blue line for the particle number density N 2 ′ , and grey for fractional scale height H 2 ′ , the scale height in terms of the gas scale height Hg. cussed in section 3.2. The resulting values of real part do not depart significantly from the initial values, less than 1%. Other works Rossi et al., 2015; Shalygina et al., 2015] were better suited for determining the real refractive index and found similar values.
The initial values of the imaginary refractive index by Pollack et al. [1980] can be described in terms of central wavelength absorption at 0.33 µm with a full width half maximum slightly below 100 nm, if we assume that the absorption band follows a perfect gaussian shape. These numbers must be taken cautiously as we only have information at one side of the absorption band and the few wavelengths in the short side might be affected by the SO 2 gas absorption as well.
Our results show a similar absorption to the prior derived by Pollack et al. [1980] , but clearly displaced towards longer wavelengths, with maximum absorption at 0.34 µm and wider wings with FWHM = 140 nm, again assuming that the absorption band is gaussian. In figure 14 , we show the standard deviation of the values at each wavelength Figure 13 . Model results for mode-3 particles parameters and improvement factor. Red line is used for the cloud base height z3, blue line for the particle number density N3, and grey for fractional scale height H3, the scale height in terms of the gas scale height Hg.
for all spectra, but retrieval errors are very similar in magnitude. As seen, results are more precise in the region from 0.4 to 0.45 µm, where the albedo rapidly increases for the central part of the absorption band. Values at the shortest wavelengths, where the absorption is the strongest, are more affected by the description of mode-1 particles (particle number density and height). With respect to the behavior at longer wavelengths (greater than 0.6µm, the results suggest that the tail of the absorption continues. However, the difference in absorption is so low with such values of the imaginary refractive index that we cannot robustly conclude that this is the case. The tail of the absorption in the red and near-infrared side of the spectrum deserves further research as it can help to elucidate the origin of the UV-absorption.
The retrieval differs significantly from the a priori values both at wavelengths below 0.35 µm (where our absorption is weaker) and in the region from 0.4 to 0.5 µm, where our particles absorb more strongly. This change in the particle absorption will be of interest when we discuss the nature of the UV-absorber in the following section. Our results are in good agreement with independent determinations such as Lee et al. [2017] , where the most probable values of the imaginary refractive index were evaluated by fitting observations of the glory with Akatsuki/UVI 283-nm filter. In the simulations, the peak of the glory became clearer with values similar to the largest ones found in this work, and the bottom of the UV-absorber located at similar altitudes. 
Mode-3 z 3 (km) 45 55±2 τ 3 9 7.5±0.4
5 Discussion
Vertical particle distribution
A crude summary of the results presented in the preceding section can be found in Table 2 . As long as our results do not depart much from the priors with respect to the vertical distribution of cloud particles, there is an obvious general agreement with the references they were based on. However, there are also a number of differences that are worth commenting on. First, our initial runs required the mode-1 to be located substantially higher than in the work by Barstow et al. [2012] , with the mode-1 cloud base above 60 km rather than below 50 km. This is more in consonance with the description by Crisp [1986] , as it has been already discussed. Second, the cloud base for our mode-3 particles tends to be located higher in the atmosphere than in any previous work. This possibly implies the need of having more large-sized particles at higher altitudes (70 km), where our model is more sensitive. This could have been alleviated by incorporating absorption also on mode-2 particles, something that we discarded as an initial assumption but that could deserve further research.
We have computed the cloud top as the level at which the one-way total optical depth is τ = 1 for wavelength of 0.63µm, as in previous works. In spite of the dispersion of particular values for each particle mode, the value is remarkably constant among all spectra with a mean altitude of z top = 75±2 km. This is very similar to the value of ∼ 74 km given by Ignatiev et al. [2009] for the equatorial latitudes. The result by Lee et al. [2012] is lower (∼ 67±2 km) but it must be noted that this value is given at a longer wavelength (4.5µm) and that only mode-2 particles were used in that model. The combination of both facts necessarily results in a cloud-top at deeper level. However, Lee et al.
[2012] finds a particle scale height similar to the gas scale height as we did.
One of the best references with respect to the vertical distribution of particles in the Venusian atmosphere is the work done with the Pioneer Venus particle size spectrometer experiment, described by Knollenberg & Hunten [1980] . There is an overall agreement with the direct measurements of the Pioneer Venus probe, with smaller mode-1 particles showing abundances in the 100s and larger mode-3 particles only in the 10s of particles per cubic centimeter. There also a notable agreement with the mode-1 total optical thickness (τ 1 = 3.2±0.2 in our work, versus 3.23 in Knollenberg & Hunten [1980] , table 5. However, the mode-2 in Knollenberg & Hunten [1980] accounts for an optical thickness of 9.76, while the combination of our mode-2 and mode-2' is above τ 2+2 ′ >∼ 12 for most spectra. This is compensated by mode-3 particles, which in our results only account for half of the total optical thickness as they did in Knollenberg & Hunten [1980] . However, we are not very sensitive to the distribution of mode-3 particles and the agreement with direct measurements is good in the levels around 65 km.
Regarding more recent results, comparing with the results by Molaverdikhani et al.
[2012] we find that the number of mode-1 particles is about the same above the cloud base (located at 60 km in their work), although they retain some particle abundance down to 48 km, something that we do not include in our model. There are some discrepancies though, as they assume smaller particles for mode-1 and thus the mode-1 opacity should be lower in their model. In the case of mode-2 particles we have similar figures of the order of a few 100s of part cm −3 but they are possibly higher in this work for most cases. This happens again with mode-3 particles: similar order of magnitude but slightly higher for our results. The integrated aerosol opacity in our case is around τ ∼ 25 at 0.63 µm, which seems close enough to typical estimations of the total particle load in the atmosphere .
In the case of the hazes located in the upper atmosphere, works by Gao et al. [2013] and Luginin et al. [2016] dealt with the distribution of particles above the main cloud deck. Our results compare well with those by Luginin et al. [2016] at 75 km, where we find a mean of ∼ 100 part cm −3 of mode-1 particles and ∼ 1.5 part cm −3 of mode-2. This is comparable with their 500 part cm −3 and 1 part cm −3 , respectively. At 90 km, however, the agreement is poorer and we get about one order of magnitude fewer particles for both modes. As our sensitivity at those levels is very low, this difference is not conclusive and their values should be trusted.
All in all, the average vertical distribution of particles is typical of the equatorial region of Venus, with cloud-tops higher than what is commonly retrieved at higher latitudes [Ignatiev et al., 2009] . For the levels between 50 and 70 km, where we are the most sensitive, the results yield no surprises.
UV-absorber candidates
There are a number of issues that must be studied in order to constrain the nature of the UV and blue absorber longwards of 0.32µm. First, any proposed candidate (or combination of them) should match the spectral signature of the UV-absorber. Second, the expected number density of the candidate should be consistent with the already existing photochemical models at all the heights we are able to sound in the UV wavelengths.
This includes the survival time of the candidate, which should also be in agreement with the dynamical scales observed in the UV-markings [Titov et al., 2007] : for spatial scales of thousands of kilometers, we can identify clouds even after 4 days [Sánchez-Lavega et al., 2016] . The planetary-scale dark markings created by the Kelvin wave responsible for the Y-feature (i.e. the dark phase of the wave) can be tracked as it distorts progressively up to 30 days [Rossow et al., 1980; Peralta et al., 2015] .
In this work, we will only focus on the spectral characterization of the candidates.
We will follow the short list provided by Mills et al. [2007] of fewer than a dozen candidates, including the recent proposal by Frandsen et al. [2016] . Table 2 shows some of these candidates together with the most early reference and the source of the spectral data to the absorption of each species. The last column (χ 2 ) is the mean quadratic deviation from our results including their uncertainty to each candidate's absorption, computed below 0.6 µm Some of the candidates do not match at all the observed UV-absorption. Most notably, S 4 cannot account alone for the UV-marking, which is obvious as its absorption [ 1989] and Bertaux et al. [1996] gives also a very bad spectral fit to our results, as happens with the nitrosulfuric acid proposed by Watson et al. [1979] .
It must be noted that most of the candidates, though not all, could account for the core absorption around 0.35 µm. The main problem is fitting the spectral slope between 0.4 µm and 0.5 µm with a single component. The best agreement is found for an irradiated version of S 2 O from Lo et al. [2003] (whose application to the Venus problem might not be straightforward) and the recently proposed OSSO [Frandsen et al., 2016] . Other species have a too narrow absorption to be in agreement with our results. This happens for example with SCl 2 , Cl 2 or FeCl 3 .
Even though the average deviation is lower for S 2 O, the spectral shape of our results resembles better that of OSSO and therefore they support this candidate if we are to attribute the absorption to just one absorber. As most of the candidates depart from our results around at 0.4 µm, it is tempting to argue in favor of a second absorber that could complement the absorber in this range. In such a case, S 4 would be an excellent candidate. Some arguments have been provided so far against sulfur compounds [Krasnopol- sky, 2016] and in favour of FeCl 3 [Krasnopolsky, 2017] but, still, the spectral data are not close enough to support these species.
There are some uncertainties in this discussion. First, the assumed particle size has an effect on the width of the absorption band, with larger particles having a broader absorption. We have tested particle sizes from 0.1 µm to 0.5 µm and this would partially mitigate the deviation of OSSO or SCl 2 but it is not enough for FeCl 3 . In any case, such model dependency must be highlighted. Second, the spectral data for all candidates are still very dispersed in the literature and often presented in a number of ways that prevent a straightforward comparison. Third, it would be desirable to have a better observational coverage of Venus spectrum from 0.35 µm to 0.5 µm. Fortunately, there is much information from VeX/VIRTIS that could be analyzed in the future and more recent observations from Akatsuki mission will help to correlate the variability of SO 2 and the UVabsorber .
The effect on energy budget
The vertical distribution of the UV-absorber, together with its absorption spectrum, strongly influences the solar heating rates in Venus' mesosphere [Crisp, 1986] . This effect was measured with the Solar Flux Radiometer (LSFR) experiment on the large probe of the Pioneer Venus mission [Tomasko et al., 1985] . Recent works have analyzed the radiative energy balance of Venus [Lee et al., 2015a; Haus et al., 2015 Haus et al., , 2016 and, in particular, the role of the UV-absorption in the solar heating.
While it is beyond the scope of this paper to provide a complete analysis of the solar heating rates, we can still discuss our results in terms of the parameterizations used so far to reproduce the shortwave range of the energy budget. There are essentially two aspects that must be addressed to this regard: vertical distribution of the absorber and its absorption spectrum. The rest of the atmospheric parameters also have an influence but can be taken as second order effects.
The vertical distribution of the UV-absorber has been taken in this work to be tied to the distribution of mode-1 particles, as done by Crisp [1986] . As shown in section 4.2, our retrievals give an average value of 65±2 km for the base of mode-1 particles. This would be closer to or somewhat higher than the low UV-absorber model in Haus et al. [2015 Haus et al. [ , 2016 . However, these works assume a scale height of 1 km, which is substantially lower than our ∼ 4 km scale height for mode-1. As this results in a cloud top, as previously defined, above 70 km, we argue that our results are closer to the nominal vertical distribution model by Haus et al. [2015 Haus et al. [ , 2016 . It must be noted that our approach is unable to determine the vertical distribution of UV-absorber independently of mode-1. While other works have not been completely successful in confidently constraining the vertical distribution of the UV-absorber, they suggest that the unknown UV absorber may be more concentrated right below the cloud tops, and the bottom should be not deeper than 60 km .
The second aspect of interest would be the spectral shape of the absorption itself.
Here we will compare our results with those from Haus et al. [2016] , shown in Fig. 16 .
The optical thickness is given normalized to the maximum value, to make it independent of the assumption of UV-absorber being attached to mode-1 particles. In this simple comparison we find that Haus et al. [2016] absorption is in general agreement with our results for the core of the absorption bands but it is displaced towards red wavelengths.
Absorption at 0.32 µm is significantly lower than ours but it is higher at 0.5 µm.
If we convolve each curve with the solar flux we find that the UV-absorber by Haus et al. [2016] blocks a 40% more flux than the one in our work, by direct absorption. This could result in an overestimation of the solar heating rates at these wavelengths. However, the solar flux scattered by each model should also be taken into account in order to make an accurate determination of the impact of our results in the solar heating rates.
In fact, Lee et al. [2015a] showed models should consider important factors such as the vertical variations of the cloud top altitude (raising the cloud top from 67 to 70 km can increase the heating rate at the cloud tops about a 50%) or the horizontal distribution of the UV absorber as they are responsible for about a half of the total solar heating at the cloud tops.
Conclusions
In this work, we have analyzed spectra taken during the MESSENGER spacecraft's second Venus flyby on June 5, 2007. In particular, the spectra were taken by the instrument MASCS that covers from the near ultraviolet (0.3 µm) to the near infrared (1.49 µm). Such spectra have been modeled with a radiative transfer model that is able to fit the observed radiance as a function of wavelength using as free parameters the vertical distribution of Venusian particles and the imaginary refractive index of the UV-absorber.
Our results show an Equatorial atmosphere with very homogeneous properties (particularly cloud tops and total particle density), whose cloud tops are located at 75±2 km, in good agreement with previous works. Our results are dominated by the particles located at 60 km or above, with little sensitivity below that.
The imaginary refractive index of the UV-absorber is found to be blue-shifted with respect to previous works, centered at 0.34±0.03 µm with a full width half maximum of 0.14±0.01 µm if we assume a gaussian shape for the absorption band. When comparing the spectral shape of the absorption with candidates proposed so far, we find that there is a better correlation with sulfur-bearing compounds such as S 2 O or S 2 O (in the form of OSSO cis− and trans− isomers), with SO 2 as a source, if we accept that the UV-absorption is produced by a single compound. The change in the UV-absorption may have an influence in the determination of the solar heating rates for Venus atmosphere that deserve future research.
The identification of the UV-absorber is a problem far from being solved. While this works supports the spectral similarity of the retrieved values with disulfur dioxide, it must be noted that the vertical distribution assumed here is not in complete agreement with the profiles computed by Frandsen et al. [2016] . A more recent work [Krasnopolsky, 2018 ] also shows the weaknesses of this explanation in view of state of the art photochemical models of Venus' atmosphere.
As future work, there are essentially two aspects that should be investigated. Laboratory spectra of already proposed or new candidates for the UV absorption at the conditions of the upper Venus atmosphere (temperature, pressure and solar radiation) are required. Mid-to high-resolution Venus spectra would also be welcome, particularly if they provide spatial resolution to separate regions with higher and lower UV absorption.
The wavelength range of 0.4-0.5 µm is of the highest interest, as it may provide very useful constraints on the nature and composition of the UV-absorption in Venus atmosphere.
High-resolution spectra would also help to separate gaseous absorption from broader condensed matter absorption, thus constraining the physical state of the UV absorber. The data supporting the figures is available at http://www.ajax.ehu.eus/sph/papers/2017JE005406/.
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