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Impact of improved initialization of mesoscale features on convective
system rainfall in 10-km Eta simulations
Abstract
A 10-km version of the NCEP Eta Model has been run over a roughly 1000 km x 1000 km domain centered
over the upper Midwest for 20 cases where heavy warm season rainfall occurred from mesoscale convective
systems to investigate the response of the precipitation forecasts to improvements in the depiction of
mesoscale features at initialization time. Modifications to the initial conditions included (i) use of a cold pool
initialization scheme, (ii) inclusion of mesonetwork surface observations using the model’s own vertical
diffusion formulation to allow the surface data to be assimilated into a deeper layer through a simulated
initialization period, and (iii) addition of water vapor at points covered by radar echo to ensure relative
humidities greater than 80%. All of these modifications were implemented in runs using both the operational
Betts–Miller–Janjic (BMJ) and Kain– Fritsch (KF) convective parameterizations. In addition, simulations
were also run with a doubling of the convective time step, alternation of the two convective schemes within
one run, and exclusion of a convective scheme in another run. For all 20 cases, 14 variants in the model
initilization/moist physics were used, creating a high grid resolution (10-km grid spacing) ensemble.
Although techniques (i) and (ii) both resulted in initial surface fields agreeing better with available
observations, average skill scores for precipitation forecasts did not change appreciably when (i) was used,
with (ii) resulting in a modest improvement in equitable threat score (ETS), with an increase in the bias that
already exceeded 1.0 for most precipitation thresholds in the BMJ runs. Skill scores among the cases varied
widely; no single adjustment consistently improved the scores. Interestingly, the simplest modification, the
addition of water vapor in relatively dry atmospheric regions at points where radar echo was present, had the
greatest positive impact on ETSs for most precipitation thresholds. Although the impacts were greatest in the
first 6 h of the forecasts, some improvements occurred through the full 24-h integration period. Variations
among the runs for a given case were far greater when different convective schemes were used than when
initialization modifications were made, further supporting other recent research suggesting that high grid
resolution short-range ensembles may benefit from the use of a variety of models or physical
parameterizations.
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ABSTRACT
A 10-km version of the NCEP Eta Model has been run over a roughly 1000 km 3 1000 km domain centered
over the upper Midwest for 20 cases where heavy warm season rainfall occurred from mesoscale convective
systems to investigate the response of the precipitation forecasts to improvements in the depiction of mesoscale
features at initialization time. Modifications to the initial conditions included (i) use of a cold pool initialization
scheme, (ii) inclusion of mesonetwork surface observations using the model’s own vertical diffusion formulation
to allow the surface data to be assimilated into a deeper layer through a simulated initialization period, and (iii)
addition of water vapor at points covered by radar echo to ensure relative humidities greater than 80%. All of
these modifications were implemented in runs using both the operational Betts–Miller–Janjic (BMJ) and Kain–
Fritsch (KF) convective parameterizations. In addition, simulations were also run with a doubling of the con-
vective time step, alternation of the two convective schemes within one run, and exclusion of a convective
scheme in another run. For all 20 cases, 14 variants in the model initilization/moist physics were used, creating
a high grid resolution (10-km grid spacing) ensemble.
Although techniques (i) and (ii) both resulted in initial surface fields agreeing better with available observations,
average skill scores for precipitation forecasts did not change appreciably when (i) was used, with (ii) resulting
in a modest improvement in equitable threat score (ETS), with an increase in the bias that already exceeded 1.0
for most precipitation thresholds in the BMJ runs. Skill scores among the cases varied widely; no single adjustment
consistently improved the scores. Interestingly, the simplest modification, the addition of water vapor in relatively
dry atmospheric regions at points where radar echo was present, had the greatest positive impact on ETSs for
most precipitation thresholds. Although the impacts were greatest in the first 6 h of the forecasts, some im-
provements occurred through the full 24-h integration period. Variations among the runs for a given case were
far greater when different convective schemes were used than when initialization modifications were made,
further supporting other recent research suggesting that high grid resolution short-range ensembles may benefit
from the use of a variety of models or physical parameterizations.
1. Introduction
Although skill scores for quantitative precipitation
forecasts (QPF) have generally improved over the years
as models have used finer resolution and refined param-
eterizations, these scores are still especially poor for
warm season convective rainfall (e.g., Olson et al. 1995;
Stensrud et al. 2000). These forecasts are difficult be-
cause (i) the convection occurs on scales too small to
be adequately resolved by even the higher-resolution
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operational models used today, so that convective pa-
rameterizations must be used, and (ii) much of the con-
vection is forced by mesoscale features also poorly re-
solved in the models (Kain and Fritsch 1992; Stensrud
and Fritsch 1994). Complicating attempts to improve
the forecasts, no one convective scheme works best for
all cases, and the precipitation forecasts are highly sen-
sitive to the convective scheme used (e.g., Wang and
Seaman 1997; Gallus 1999), the model resolution, and
tunable parameters within the convective schemes (e.g.,
Spencer and Stensrud 1998).
Poor numerical prediction of warm season convective
rainfall events is especially troubling because flash flood
events frequently occur in the summer and are the most
deadly of convective-related weather hazards (Doswell
et al. 1996). In addition, in much of the agriculturally
important central United States, a majority of the yearly
precipitation occurs in these warm season events
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TABLE 1. The 20 mesoscale convective system cases simulated,
along with initialization time of the simulations, and peak observed
rainfall (from NCEP stage IV analyses averaged onto model’s 10-km
horizontal grid) during the 24-h simulation period (mm).
Date
Initialization
hour (UTC)
Peak obs.
precip. (mm)
28 Jun 1998
22 Jul 1998
21 Aug 1998
1 Jun 1999
4 Jun 1999
0000
0000
0000
1200
1200
93
64
80
91
88
5 Jun 1999
8 Jun 1999
10 Jun 1999
8 Jul 1999
18 Jul 1999
1200
1200
0000
1200
1200
69
82
80
54
127
20 Jul 1999
21 Jul 1999
6 Aug 1999
11 Aug 1999
12 Aug 1999
1200
0000
1200
1200
0000
193
103
286
70
68
11 Jun 2000
24 Jun 2000
26 Jun 2000
10 Jul 2000
12 Jul 2000
1200
0000
0000
0000
0000
58
42
50
76
41
(Fritsch et al. 1986). Poor forecasts negatively impact
agricultural interests, and give the public in this area an
especially poor view of the ability of meteorologists to
forecast the weather.
Although these forecasts will likely remain difficult,
especially while convective parameterizations must be
used, improved use of mesoscale data sources in ini-
tialization may benefit the forecasts. For instance, Stens-
rud and Fritsch (1994) and Stensrud et al. (1999b) in-
vestigated the impact of better initialization of cold
pools on subsequent convective system rainfall and
found that some significant improvements occurred
when special attention was paid to mesoscale details of
the initialization. In addition, Gallus and Bresch (1997)
showed that the addition of mesoscale observations val-
id through a deep atmospheric layer in the initialization
could markedly improve a forecast; surface data alone
had a limited impact. Several studies have found that
using radar data in model initialization or assimilation
systems can improve a forecast (e.g., Wang and Warner
1988; Takano and Segami 1993; Rogers et al. 2000).
Improvements were noted both for techniques that were
somewhat complicated, such as the determination of
heating rate profiles from radar data (Wang and Warner
1988), and for relatively simple techniques, such as the
activation of the convective scheme where radar echo
was present (Rogers et al. 2000).
The primary purpose of this paper is to investigate
the impact on very high resolution precipitation fore-
casts (10-km grid spacing) of several techniques to bet-
ter represent mesoscale features in the model initiali-
zation for a fairly large sample of convective systems
in the upper Midwest. Because of a lack of quantitative
estimation of the value of mesonet observations in im-
proving model QPF, we will evaluate the impacts of
inclusion of relatively dense mesonetwork surface ob-
servations available in Iowa and Minnesota. We will
also examine the potential improvement in QPF when
radar echo is used to indicate high relative humidity. In
addition, we will compare the significance of change in
the skill of the precipitation prediction due to changes
in the physical formulation to that resulting from assim-
ilation of mesoscale observations into the initial me-
teorological fields.
The data used and methodology are discussed in sec-
tion 2. Traditional skill scores averaged over the large
sample of cases are used to evaluate the initialization
adjustment techniques in section 3. The final section
provides a summary and short discussion.
2. Data and methodology
Using surface data, radar data from the National Cli-
matic Data Center (NCDC) online archive, 4-km hori-
zontal grid spacing National Centers for Environmental
Prediction (NCEP) stage IV precipitation observations,
and reports from the Storm Data publication of NCDC,
20 cases were chosen from the warm seasons (May–
Aug) of 1998–2000 in which mesoscale boundaries,
usually convectively induced, were present at 0000 or
1200 UTC, and significant mesoscale convective system
(MCS) precipitation followed within the next 12–18 h
over the upper Midwest. This region was chosen be-
cause dense mesonetworks of surface observations exist
in both Iowa and Minnesota. The 20 cases were sim-
ulated using 10-km grid spacing in a workstation version
of the NCEP Eta Model, with a mixture of 0000 and
1200 UTC initialization times. Simulations were run for
24 h over a small domain covering roughly 1000 km
3 1000 km. It should be noted that Warner et al. (1997)
have found that errors from lateral boundary conditions
in limited domains can be more serious than initial con-
dition errors. Most of the significant precipitation in our
simulated events occurs in the 6–18-h forecast period.
The short-range nature of the forecasts should reduce
the boundary condition problems. Standard initial and
boundary condition data were provided by 40-km NCEP
Eta output available from NCEP’s FTP site. The cases
used, model initialization time, and peak observed 24-
h rainfall for each case are listed in Table 1. The ob-
served precipitation totals shown in Table 1 are from
the stage IV data areally averaged onto the Eta Model’s
10-km grid. Point measurements, and unofficial mea-
surements from Storm Data occasionally were signifi-
cantly greater, but because model precipitation occurs
on a grid representing rainfall over the grid box and not
at a particular point, the areally averaged values were
used in the computation of skill scores (similar to stan-
dard NCEP procedures; M. Baldwin 2000, personal
communication). When available, the multisensor stage
IV data were used, otherwise, the stage IV gauge mea-
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TABLE 2. Brief description of the variants in the model moist
physics and initialization procedures.
Model variant Description
Moist physics variants
BMJ Betts–Miller–Janjic (1994) convection scheme
KF Kain–Fritsch (1993) convection scheme
BMJ-2dt BMJ scheme, doubled convective time step
KF-2dt BMJ scheme, doubled convective time step
BMJKF BMJ and KF schemes alternated within same
run
NONE No convective scheme used
Initialization variants
BMJ-cp BMJ scheme with Stensrud et al. (1999b)
‘‘cold pool’’ scheme
BMJ-mo BMJ scheme with vertical assimilation of sur-
face observations following Ruggiero et al.
(1996), referred to in text as ‘‘mesoscale
observations’’
BMJ-rh BMJ scheme with minimum relative humidity
of 80% used where radar echo present
BMJ-morh BMJ scheme using both the (mo) and (rh) ad-
justments above
KF-cp As in BMJ-cp but using KF scheme
KF-mo As in BMJ-mo but using KF scheme
KF-rh As in BMJ-rh but using KF scheme
KF-morh As in BMJ-morh but using KF scheme
surements were used. For the cases simulated in the
present study, these precipitation data (multisensor and
gauge) did not differ substantially. These data were ex-
amined and compared with radar and surface reports to
disregard small-scale spurious features that occasionally
occurred directly over radar sites (manifested as isolated
heavy rainfall amounts not part of a larger region of
precipitation).
The Eta Model version used was similar to that used
operationally at NCEP in early 2000, and included the
same physical parameterizations present in the opera-
tional model (see Janjic 1994 and Rogers et al. 1998
for more details). In addition to the Betts–Miller–Janjic
(BMJ) convective scheme used operationally (Betts
1986; Betts and Miller 1986; Janjic 1994) simulations
were repeated using a version of the Kain–Fritsch
scheme (KF; Kain and Fritsch 1993) adapted for use in
the Eta Model (J. Kain 2000, personal communication).
For a limited subset of the cases, both nonhydrostatic
(Janjic et al. 2001) and hydrostatic runs were performed.
As anticipated based on scale analysis evaluation, these
tests showed negligible differences, and thus the more
computationally efficient currently operational hydro-
static version was used. For each of the 20 cases, a total
of 14 different variants of the model were run, consisting
of modifications to improve the initialization of meso-
scale features, and changes in the moist physics. Table
2 provides a brief description of these model variants.
For 16 of the events, an additional sensitivity test was
also performed using a variation of the cold pool scheme
in both the BMJ and KF runs.
a. Modifications to initial conditions
For all 20 cases simulated, the standard initialization
(from NCEP 40-km Eta output) used with both the BMJ
and KF schemes will be referred to as the control runs.
This initialization was adjusted using three different
techniques, and simulations were performed using each
technique with each convective scheme, to determine if
the impacts differed based on differences in the con-
vective schemes.
1) COLD POOL INITIALIZATION (CP)
The first technique used was the cold pool initiali-
zation scheme discussed in Stensrud et al. (1999b). This
scheme adjusts temperature and moisture in the near-
surface layer based on the presence of positive meso-
scale pressure perturbations attributable to convection.
The scheme is applied as follows:
R Objective analyses are first performed on surface ob-
servations using the Barnes (1964; 1973) objective
analysis scheme with two different weighting func-
tions, one producing a smooth pressure field and an-
other a mesoscale pressure field. A map of the sim-
ulated domain showing all of the surface observations
available [including both standard Automated Surface
Observing System (ASOS) stations and the mesonet-
work of Automated Weather Observing System
(AWOS) sites] is shown in Fig. 1.
R In regions of positive mesoscale pressure perturba-
tions, temperatures are decreased upward from the
surface so that the lapse rate is moist adiabatic, and
the adjustments are made through an increasingly deep
layer until the observed mesoscale pressure pertur-
bation is accounted for hydrostatically by the cooling.
R In this cold pool layer, relative humidity is assumed
to be constant. For our cases, a value of 90% relative
humidity was used, since the results then agreed best
with observations (in the Stensrud et al. 1999b study,
a value of 80% was used).
The cold pool scheme also permits an adjustment to
relative humidity above the cold pool layer to account
for the onion-type soundings (Zipser 1977) often ob-
served in the stratiform region of MCSs where an or-
ganized mesoscale downdraft occurs. Testing 16 cases,
the cold pool scheme was used both with and without
the onion adjustment. Precipitation skill scores fre-
quently worsened when the onion adjustment was made
within the cold pool scheme compared to the control
runs. The worsening of scores may be related to the fact
that most of the convective systems examined were still
strong at the model initialization times, and the signif-
icant drying associated with onion soundings would not
have been present.
2) VERTICAL ASSIMILATION OF MESOSCALE
SURFACE OBSERVATIONS (MO)
A second technique used was the inclusion of me-
soscale surface observations (including the relatively
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FIG. 1. Surface observations (includes both standard ASOS stations and the Iowa and Minnesota
AWOS networks) in the model domain used to supply mesoscale information for some model
variants.
densely spaced Iowa and Minnesota mesonetworks) in
the initialization through vertical assimilation over a
specified time period. The mesonetwork data were not
being used in the standard 32-km NCEP Eta assimilation
system at the beginning of 2000 (E. Rodgers 2000, per-
sonal communication). The technique in general follows
the concepts in Ruggiero et al. (1996) and is applied in
the following manner:
R Surface air temperature and specific humidity data are
collected from all available surface observation sites
in the region of interest.
R Corrections to the Eta surface initialization values of
temperature and specific humidity (denoted as Tc, qc)
obtained from NCEP’s 40-km Eta output files, are
computed at all 10-km Eta grid points within a 45-
km radius of the surface reporting sites as,
T 5 T 2 T and (1)c observed initialized
q 5 q 2 q , (2)c observed initialized
with a buffer zone around this region where the cor-
rections are gradually reduced to zero.
R The above surface data corrections are assimilated into
a deeper lower tropospheric layer through the use of
the Eta Model’s own vertical eddy diffusion formula-
tion, applied for an assimilation period of 3 h. The
assimilation is carried out by integrating the equation
]c ] ]cc c5 K (3)z1 2]t ]z ]z
(where cc reflects perturbations in the Eta initial tem-
perature or specific humidity vertical profiles). At the
surface cc 5 Tc, or cc 5 qc is used as the lower
boundary condition and cc 5 0 is the boundary con-
dition at the model top. The variable Kz (height de-
pendent) is the vertical eddy diffusion coefficient
computed in the Eta Model. The vertical profiles of
cc are obtained by integrating the model vertical dif-
fusion equations forward in time for 3 h (to an ap-
proximate equilibrium) at the domain grid points, ne-
glecting horizontal processes. The derived cc values
(for temperature and specific humidity) are used then
to correct the initial Eta vertical profiles of temper-
ature and specific humidity.
3) SPECIFIC HUMIDITY ADJUSTMENT BASED ON
RADAR ECHO (RH)
The third technique involved setting a minimum rel-
ative humidity threshold of 80% in the lower and middle
troposphere (all levels warmer than 2108C) at all grid
points where organized radar echo was present. The pro-
cedure was performed manually at grid points within
general regions of radar echo observed in archived
Weather Surveillance Radar-1988 Doppler (WSR-88D)
data, but could be automated. In some respects, this tech-
nique is a crude version of the technique proposed by
Rogers et al. (2000) where the convective scheme was
forced to activate in regions of radar echo. The elimi-
nation of dry layers in the model initialization where
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radar echo was present resulted in thermodynamic pro-
files more favorable for activation of the BMJ and KF
schemes. Sensitivity tests performed using a 90% relative
humidity adjustment did not show much additional im-
pact, and thus 80% was used to minimize the amount of
moisture added to the initialization. The relative insen-
sitivity to an additional increase in relative humidity to
90% was most likely due to the magnitude of moisture
change (from 80% to 90% relative humidity) being less
than that which occurred when the humidity was first
increased to 80%. It is also possible that the 80% hu-
midity threshold is sufficiently high to permit triggering
of the convective schemes at most grid points where
conditional instability is present, and additional increases
in relative humidity would have limited impact.
The testing of this technique was motivated in part
by the observation that many heavy rainfall events in
the upper Midwest occur late at night or early in the
morning, when near-surface lapse rates are relatively
stable, and the convection is apparently elevated. The
first two techniques concentrate on assimilating mete-
orological shelter observations into the atmospheric
boundary layer. It was theorized, however, that such
modifications may be limited in their ability to improve
the precipitation forecast if the primary forcing for con-
vection is not in the boundary layer. If so, the ensuring
of moist conditions through a deep tropospheric layer
where convection was observed may more significantly
impact the forecasts.
Because of the computational expense of performing
10-km grid spacing simulations, the number of com-
binations of the above techniques had to be limited. As
will be discussed later, the two techniques that resulted
in the largest average improvement in equitable threat
scores (ETSs) were the inclusion of mesonet observa-
tions, and the relative humidity–radar adjustment.
Therefore, in addition to the simulations discussed
above, both the BMJ and KF runs were repeated ap-
plying both of these techniques together.
b. Modifications to moist physics
In order to compare the impacts of improved meso-
scale initialization with those occurring when other rel-
atively simple changes are made within the model, a
series of additional simulations were run investigating
the sensitivity of precipitation forecasts to changes in
moist physics. As already stated, both the BMJ and KF
schemes were used in the tests to examine the variability
in forecasts resulting from the use of different convec-
tive schemes. In addition, since Spencer and Stensrud
(1998) found that adjustments in ‘‘tunable’’ convective-
scheme parameters could significantly change precipi-
tation forecasts, a similar test was done in the present
study. In particular, both the BMJ and KF runs were
repeated using a doubling of the convective time step
(period at which the model calls the convective param-
eterization) from 10 min (control runs) to 20 min. This
adjustment may be less significant than those used in
Spencer and Stensrud (where, for instance, the convec-
tive downdraft was neglected in some runs), but is still
interesting because little evidence exists that any one
specific value for the parameter is better than another
(within a reasonable range). In addition, Yang and Arritt
(2001) found in regional climate simulations that ad-
justments in this parameter (within the Grell scheme in
that study) could have a pronounced impact on precip-
itation forecasts.
Additionally, all 20 cases were simulated with no
convective scheme being used (the explicit precipitation
scheme was retained, however). The physical justifi-
cation for convective parameterizations is generally
only valid for a particular range of model grid resolu-
tions (e.g., Molinari and Dudek 1986; Zhang and Fritsch
1988; Molinari and Dudek 1992). Because of that, it is
possible that some convective schemes may perform
poorly at 10-km grid spacing. However, although there
are problems with the physical justification for use of
convective parameterizations at grid spacings below 20
km, several studies have found that adequate simulation
of precipitation may require the use of such parame-
terizations at grid spacings as fine as 5–10 km (e.g. Kain
and Fritsch 1998).
Finally, the last of the 14 model variants was one in
which both convective schemes were used in the same
model run, but called on alternating convective time
steps. Because different schemes may adjust the tem-
perature and moisture profiles toward different equilib-
rium states, some interference will occur in such a tech-
nique. Operational forecasters have noted that individual
schemes may perform best under a small subset of sim-
ilar atmospheric conditions. The use of alternating con-
vective schemes, therefore, might result in a better pre-
cipitation forecast.
c. Evaluation of forecasts
To objectively evaluate the impact of the variations
in the model runs on the precipitation forecasts, tradi-
tional skill scores such as the ETS (Schaefer 1990), and
bias have been computed for all cases for a range of
precipitation thresholds reflecting rainfall exceeding
0.254, 2.54, 6.35, 12.7, and 25.4 mm. The ETS is de-
fined as
(CFA 2 CHA)
ETS 5 (4)(F 1 O 2 CFA 2 CHA)
where CFA is the number of grid points where rainfall
was correctly forecasted to exceed the specified thresh-
old (a ‘‘hit’’), F is the total number of grid points where
rainfall was forecasted to exceed the threshold, O the
number of observed grid points where rainfall exceeded
the threshold, and CHA a measure of the number of
grid points where a correct forecast would occur by
chance, where CHA is
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F
CHA 5 O (5)
V
and V is the total number of grid points evaluated. The
bias (BIA) is the ratio of all grid points forecasted to
have rainfall to the number of grid points where rainfall
was observed,
F
BIA 5 . (6)
O
It is acknowledged, however, that problems exist in
using these traditional measures of skill to determine
the value of a mesoscale forecast or to evaluate the
benefit of changes to a model. For instance, as discussed
in Mason (1989), high ETSs are often obtained by hav-
ing overly high BIA scores, and a fair comparison of
different model runs may require adjustment of the pre-
cipitation thresholds used in the contingency tables for
the simulations so that BIA scores are comparable
(Hamill 1999). Hamill discusses several methods of per-
forming formal hypothesis testing to evaluate the sig-
nificance of differences between competing precipita-
tion forecasts. In the present study, BIA scores will be
equalized among the model variants as suggested by
Hamill, and a simple paired t test will then be applied
to the adjusted ETSs to determine statistical significance
of changes. The paired t test is appropriate for distri-
butions that are roughly normal and have equal vari-
ances. A Wilk–Shapiro/Rankit test (Shapiro and Wilk
1965; Shapiro and Francia 1972) was performed on the
ETS differences to determine how well these differences
conformed to a normal distribution. Graphical results
from probability plotting using a normal cumulative dis-
tribution function indicated a high degree of linearity
(with the exception of several outlying points near the
extrema), supporting the assumption of an effectively
normal distribution (Shapiro 1990) for most variants at
all but the heaviest two thresholds (where little skill
existed).
Although the Wilk–Shapiro statistic itself also sup-
ported the assumption of a normal distribution for the
ETS changes in some variants, outlying points in other
variants resulted in lower values of the statistic, so that
the assumption of normality was less supported. Be-
cause of this uncertainty, a Wilcoxon rank test, the non-
parametric equivalent to the paired t test, was also per-
formed on the data to test for robustness of results. The
Wilcoxon test yielded similar results.
It should be noted that in statistical analyses, the
threshold used to determine significance is chosen to
balance the risk of an incorrect rejection of the null
hypothesis (the means are not different) with the cost
of failing to note a difference in the means (von Storch
and Zwiers 1999). In the current study, the risk asso-
ciated with an incorrect rejection of the null hypothesis
is relatively small, because all of the initialization mod-
ifications tested result in very little added computational
cost (CPU time increases by only 1%–1.5% for a 24-h
simulation). Failure to note a significant difference in
the means may occur if sample sizes are limited, par-
ticularly when variance becomes relatively large. In
such cases, the amplitude of the power curve can be
increased by using a significance threshold of 90% or
80% instead of 95% or 99%. It is important to note,
therefore, that differences in mean ETSs not found to
be statistically significant at the 90% and 95% values
used in the present study do not necessarily imply that
the specific adjustment had no impact on mean ETSs
(see for example discussion in Nicholls 2001). Instead,
such an occurrence suggests that a larger sample size
or independent dataset of different cases should be in-
vestigated to more definitively determine the value of
the particular change in the model.
Although the formal hypothesis testing performed in
the present study reduces some of the problems inherent
in evaluating forecast skill through the use of a single
skill score, it must be noted that mesoscale models in
particular can also be overly penalized by small spatial
or timing-related errors in precipitation. Traditional
measures of skill do not typically take into account good
model depictions of the shape or pattern of precipitation.
Yet, with the current sample of 20 cases, each with 14
or more variant simulations, detailed subjective evalu-
ation would be impractical. In the discussions that fol-
low about ETS and BIA performance among the models,
only limited references will be made to subjective eval-
uations for some cases.
The emphasis in this study will be on skill scores
valid for 6-h periods. As forecasters use models with
horizontal grid spacing on the order of 10 km to discern
smallscale details in the predicted patterns, it is likely
that they will also concentrate on high temporal reso-
lution. The ETSs for 24-h periods can be misleading in
an evaluation of forecast quality in that serious timing
errors may not be reflected in the scores.
A total of 54 6-h periods of active organized con-
vection will be used in the averaging (for most events,
the organized convection occurred over two or three 6-
h periods). It should be noted that false alarm events,
when models depict significant rainfall and none is ob-
served, are another substantial problem facing opera-
tional forecasters. Our emphasis on the 54 periods of
active convection could bias our results. However, skill
scores averaged over the 26 relatively dry periods of
these cases do not show false alarm events to be a major
problem in the current sample of cases, and none of the
variants tested appears to routinely cause an increase in
false alarms during these dry periods. Therefore, our
focus will remain on the impact that initialization mod-
ifications have on rainfall forecasts of active organized
convective systems.
3. Results
One goal of this study was to determine if a standard
adjustment in the model initialization to account for
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TABLE 3. ETSs for five precipitation thresholds, averaged over 54 6-h forecast periods from 20 cases for each of the 14 model variants.
ETSs resulting from bias adjustment to control BMJ run shown in parentheses. Boldface indicates statistically significant change in bias-
adjusted ETSs alone from appropriate control run at the 90% confidence level, and italic indicates significance at the 95% level.
Run
Precipitation threshold (mm)
0.254 2.54 6.35 12.7 25.4
Variants of BMJ
BMJ
BMJ-cp
BMJ-mo
BMJ-rh
BMJ-morh
BM-2dt
0.205 (0.205)
0.207 (0.207)
0.211 (0.211)
0.231 (0.232)
0.231 (0.232)
0.201 (0.201)
0.157 (0.157)
0.153 (0.153)
0.166 (0.165)
0.186 (0.185)
0.183 (0.183)
0.156 (0.156)
0.094 (0.094)
0.095 (0.094)
0.113 (0.109)
0.123 (0.117)
0.129 (0.121)
0.095 (0.093)
0.044 (0.044)
0.041 (0.042)
0.063 (0.058)
0.058 (0.049)
0.067 (0.056)
0.044 (0.043)
0.005 (0.005)
0.004 (0.004)
0.015 (0.011)
0.015 (0.006)
0.017 (0.012)
0.008 (0.007)
Variants of KF
KF
KF-cp
KF-mo
KF-rh
KF-morh
KF-2dt
0.167 (0.169)
0.171 (0.175)
0.170 (0.171)
0.199 (0.199)
0.191 (0.178)
0.167 (0.169)
0.117 (0.136)
0.119 (0.141)
0.123 (0.140)
0.140 (0.156)
0.142 (0.148)
0.117 (0.134)
0.073 (0.085)
0.073 (0.088)
0.083 (0.091)
0.090 (0.088)
0.093 (0.090)
0.071 (0.084)
0.034 (0.035)
0.035 (0.036)
0.045 (0.043)
0.047 (0.043)
0.047 (0.041)
0.033 (0.034)
0.014 (0.004)
0.015 (0.004)
0.020 (0.006)
0.021 (0.006)
0.025 (0.015)
0.007 (20.003)
Other variants
BMJKF
None
0.217 (0.217)
0.108 (0.132)
0.163 (0.165)
0.071 (0.111)
0.088 (0.091)
0.050 (0.069)
0.039 (0.043)
0.021 (0.024)
0.008 (0.009)
0.005 (0.004)
mesoscale boundaries can consistently improve deter-
ministic forecasts. If so, it would be advantageous to
identify the best model configuration for predicting rain-
fall in these events. To investigate the impact of the
initialization modifications and choice of moist physics,
ETSs and BIA scores were averaged for all cases. The
scores were also analyzed as a function of model ini-
tialization time (0000 or 1200 UTC), forecast period
(0–6, 6–12, 12–18, and 18–24 h), and date (early sum-
mer or mid- to late summer). The results are given in
tables rather than figures to facilitate clarity in the oc-
casionally small variability of the presented ETSs. The
ETSs computed directly from the model output are
shown along with ETSs adjusted to equalize the BIA
scores among different variants, to demonstrate the sen-
sitivity that can be present in a skill score like the ETS.
a. General impacts from initialization modifications
The ETSs averaged over the 54 6-h periods of interest
are shown for precipitation thresholds of 0.254, 2.54,
6.35, 12.7, and 25.4 mm in Table 3, for all model con-
figurations tested. For these warm season events, which
often consisted of nocturnal elevated convection, the
BMJ runs tended to have higher ETSs than the KF runs
for all thresholds except the heaviest one. However, be-
cause the BMJ scheme resulted in a much higher BIA
(overprediction of rainfall area), the bias-adjusted ETSs
for the two schemes differed less, and any differences
were not statistically significant at the 95% confidence
level. In the present study, we will define average ETS
changes to be small if less than 0.01, moderate for
changes of 0.01 to 0.02, and large for changes exceeding
0.02. These definitions are based on ETS differences
averaged over multiple cases found in other studies
when horizontal resolution is changed substantially, or
when different models are compared. For instance, in a
study of over 5 months of winter rainfall in the Pacific
Northwest, Colle et al. (1999) found average ETS dif-
ferences for 6-h forecast periods to be around 0.02 or
0.03 (depending on precipitation threshold) when model
horizontal grid spacing within the Pennsylvania State
University–National Center for Atmospheric Research
fifth-generation Mesoscale Model (MM5) was varied
from 36 to 12 km. McDonald and Horel (1998) found
typical ETS differences between the 48 and 29 km Eta
during the winter of 1997 to be between 0.01 and 0.03,
with 10-km Eta ETSs no more than 0.01–0.02 higher
than the 29-km Eta ETSs. These prior studies did not
equalize biases between the model runs. The difference
in ETSs between the BMJ and KF runs (Table 3) are
therefore large for thresholds of 6.35 mm or less (2.54
mm for adjusted ETSs), but small for heavier amounts.
Differences in the conditions favoring activation of
the two schemes might partly explain the higher scores
of the BMJ runs. The BMJ scheme activates in envi-
ronments where conditional instability is present and
moisture is abundant in the lower or middle troposphere.
The KF scheme has a more traditional trigger function
based on vertical motion. An example of the impact that
the different triggering mechanisms can have on a rain-
fall forecast can be seen in Fig. 2. In this particular
period, the first 6 h of a forecast initialized at 0000 UTC
22 July 1998, ETSs for the BMJ scheme were around
0.47 and 0.32 for the 0.254- and 2.54-mm thresholds,
respectively, values that were among the highest 10%
computed in each threshold. ETSs for the KF scheme
were much less, around 0.03 and 0.01 for the two thresh-
olds, which placed this forecast among the least skillful
20% for the KF runs.
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FIG. 2. Accumulated precipitation (in mm) during the period 0000–
0600 UTC 22 Jul 1998 from (a) Eta control simulation using BMJ
scheme, (b) Eta control simulation using KF scheme, and (c) obser-
vations (4-km stage IV analysis data averaged onto the model 10-
km grid). Contours at 1, 5, and 10 mm, and every 10 mm above that.
The BMJ scheme activated along an east–west axis
spanning the entire domain during these 6 h (Fig. 2a),
agreeing well with observations (Fig. 2c). The KF
scheme, however, activated in only a small region in
west-central Iowa (Fig. 2b). During the next 6 h (figure
not shown), the KF scheme did activate along this ex-
tensive east–west band, and differences in skill scores
between the two runs were reduced (the observed pre-
cipitation continued to lie in an east–west line slightly
south of that shown in Fig. 2c). In this particular case,
a delay in the triggering of the KF scheme could explain
the large differences in ETSs between the runs using
different convective schemes. As will be discussed later,
the ETSs of the KF runs differed most from those of
the BMJ runs during the first 6 h of forecasts. The rel-
atively poor performance during this time period may
suggest an adverse impact on the KF scheme from model
spin up of vertical motion. In addition, NCEP’s assim-
ilation system, which provides the initialization for the
runs in this study, uses the BMJ scheme.
On average, little skill is apparent in any model var-
iant for rainfall of 12.7 mm or higher (Table 3). Stensrud
et al. (2000) also found for a weakly forced convective
event that little skill existed among the members of two
different ensembles, one using perturbed initial condi-
tions and the other variations in model physics, for rain-
fall exceeding 12.7 mm. It should be noted, however,
that in the present study ETSs averaged over the full
24-h periods of the 20 cases are much higher than those
for the 6-h periods, particularly for heavier precipitation
thresholds, where the unadjusted ETSs for a 12.7-mm
threshold are 0.144 for the BMJ scheme and 0.111 for
the KF scheme.
The BIA of the KF control run (Table 4) is closer to
1.0 (equal number of grid points predicted and observed
to have precipitation) than for the BMJ run for most
thresholds. In general, the BMJ run has a positive BIA
(overprediction) for lighter precipitation thresholds, but
underestimates areal coverage for the heaviest (25.4
mm) threshold. The behavior of the KF runs is almost
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TABLE 4. Biases for five precipitation thresholds, averaged over
54 6-h forecast periods from 20 cases for each of the 14 model
variants.
Run
Precipitation threshold (mm)
0.254 2.54 6.35 12.7 25.4
Variants of BMJ
BMJ
BMJ-cp
BMJ-mo
BMJ-rh
BMJ-morh
BM-2dt
1.217
1.237
1.280
1.302
1.329
1.227
1.463
1.467
1.571
1.604
1.680
1.482
1.444
1.417
1.583
1.624
1.765
1.489
1.325
1.215
1.606
1.603
1.843
1.438
0.596
0.586
1.059
1.174
1.438
0.865
Variants of KF
KF
KF-cp
KF-mo
KF-rh
KF-morh
KF-2dt
0.848
0.831
0.892
0.904
0.960
0.837
0.938
0.895
1.001
1.012
1.125
0.908
0.996
0.907
1.085
1.069
1.238
0.982
1.228
1.097
1.372
1.256
1.563
1.184
1.748
1.516
2.154
1.736
2.594
1.814
Other variants
BMJKF
NONE
1.268
0.474
1.428
0.530
1.294
0.724
1.068
1.249
0.492
3.222
opposite, with a low BIA (underprediction of areal cov-
erage) for light amounts and a high BIA for amounts
of 12.7 mm or more. The pattern of BIA increases with
increasing precipitation threshold in the KF run is sim-
ilar to, although not as extreme, as in the runs using no
convective scheme.
For both the BMJ and KF schemes, the impact of the
cold pool initialization routine on ETSs was minimal.
The scores shown in Table 3 that are labeled cp are for
the cold pool scheme without an onion sounding ad-
justment (significant drying above the cold pool layer).
When the onion adjustment was used in 16 events (con-
sisting of 40 6-h forecast periods of interest), ETSs were
lower for all but the heaviest rainfall thresholds in the
BMJ runs, with a decrease in ETS values as large as
0.015 for the 0.254-mm threshold (not shown). The neg-
ative impact of the onion adjustment was less in the KF
runs, although ETSs were as much as 0.008 lower for
the lighter thresholds. The negative impact of the onion
adjustment might suggest that with both of the convective
schemes, the precipitation is particularly sensitive to the
amount of water vapor present, since the onion adjust-
ment results in a removal of water vapor at lower levels.
Despite the absolute changes in ETSs being small for
the cold pool initialization, the paired t test indicated
significance of the changes at the 95% confidence level
for several thresholds. The statistical significance is as-
sisted by small variance in the ETS differences between
the cold pool runs and the control runs. With the BMJ
scheme, the cold pool run has a significantly worse ETS
at the 2.54-mm threshold. With the KF scheme, ETSs
for light to moderate rainfall thresholds improve over
the control run, with statistically significant improve-
ments at both the 2.54- and 6.35-mm thresholds. The
more beneficial impact of the cold pool scheme in runs
using the KF parameterization compared to the BMJ is
consistent with the fact that the KF scheme includes a
parameterized convective downdraft that can create or
sustain significant cold pools, while the BMJ scheme
does not (Stensrud et al. 1999b).
Bias scores generally decreased when the cold pool
adjustment was used (Table 4). The decrease was more
pronounced for the KF runs. When the onion adjustment
was used within the cold pool scheme, the BIA decrease
was even larger. The decrease in BIA reflects less pre-
cipitation production in general.
The vertical assimilation of mesonetwork surface ob-
servations [as outlined in section 2a(2)] has a more no-
ticeable positive impact on ETSs (Table 3, cases labeled
mo), particularly with the BMJ scheme. ETSs improve
for all precipitation thresholds, with increases in adjusted
ETSs as large as 0.019 for several of the heavier thresh-
olds in the BMJ runs. Because of large variability in the
impacts among cases, however, the improvements are
statistically significant (at the 95% confidence level) for
only one threshold in both the BMJ and KF variants
(ignoring the heaviest threshold where little skill existed).
In general, the inclusion of mesonetwork surface ob-
servations resulted in a warming and moistening of the
lowest model layers, enhancing the convective instability.
Bias scores increase with this adjustment (Table 4), es-
pecially for heavier rainfall amounts. The warmer and
more moist low-level conditions favor the production of
greater amounts of rainfall. Because the KF runs tend to
have a low BIA in precipitation coverage for lighter
amounts, the BIA increases with this adjustment may be
generally beneficial. However, in the BMJ runs where
the BIA is already positive, the adjustment pushes the
BIA even farther from the ideal 1.0, except for the heavi-
est threshold where the BMJ scheme had a low BIA.
The largest impacts on ETSs occurred, at least for the
lighter precipitation thresholds, when the relative hu-
midity adjustment was made to eliminate layers of rel-
ative humidity below 80% in the lower and middle tro-
posphere (cases labeled rh), where organized radar echo
was present at initialization time. With the BMJ scheme,
the ETSs equaled or exceeded those of the other ad-
justments at all thresholds below 12.7 mm. The largest
ETS increase, when averaged over all cases, was 0.029
(0.028 when adjusted for equal BIA). These improve-
ments in ETSs were statistically significant (with both
95% and 99% confidence).
Similar improvement generally occurs at the lighter
thresholds with the KF scheme. At heavier thresholds,
a large increase in BIA (Table 4) causes the adjusted
ETSs to decline markedly from the unadjusted values.
Because of enhanced variability among the impacts of
this adjustment when the KF scheme is used, only the
improvement at the lightest threshold was statistically
significant (ignoring the 25.4-mm threshold).
Another simulation was performed for each case
where both the mesoscale observations were vertically
assimilated and the relative humidity was constrained
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TABLE 5. As in Table 3 but for cases initialized at 0000 UTC.
Run
Precipitation threshold (mm)
0.254 2.54 6.35 12.7 25.4
Variants of BMJ
BMJ
BMJ-cp
BMJ-mo
BMJ-rh
BMJ-morh
BM-2dt
0.227 (0.227)
0.229 (0.229)
0.235 (0.234)
0.260 (0.259)
0.259 (0.259)
0.224 (0.224)
0.173 (0.173)
0.170 (0.170)
0.186 (0.184)
0.211 (0.209)
0.205 (0.193)
0.170 (0.170)
0.097 (0.097)
0.097 (0.098)
0.129 (0.126)
0.144 (0.139)
0.154 (0.152)
0.095 (0.093)
0.047 (0.047)
0.046 (0.048)
0.082 (0.077)
0.080 (0.070)
0.100 (0.091)
0.046 (0.045)
0.005 (0.005)
0.002 (0.002)
0.019 (0.018)
0.025 (0.004)
0.029 (0.015)
0.006 (0.004)
Variants of KF
KF
KF-cp
KF-mo
KF-rh
KF-morh
KF-2dt
0.161 (0.163)
0.164 (0.168)
0.166 (0.165)
0.208 (0.205)
0.192 (0.183)
0.164 (0.162)
0.116 (0.144)
0.118 (0.149)
0.130 (0.156)
0.150 (0.173)
0.150 (0.171)
0.120 (0.150)
0.075 (0.091)
0.076 (0.095)
0.093 (0.104)
0.104 (0.114)
0.110 (0.116)
0.076 (0.093)
0.037 (0.041)
0.036 (0.040)
0.055 (0.057)
0.065 (0.061)
0.066 (0.062)
0.036 (0.040)
0.012 (0.004)
0.015 (0.006)
0.026 (0.016)
0.033 (0.015)
0.040 (0.025)
0.015 (0.007)
Other variants
BMJKF
NONE
0.242 (0.242)
0.092 (0.115)
0.183 (0.186)
0.058 (0.095)
0.092 (0.096)
0.043 (0.059)
0.049 (0.053)
0.019 (0.023)
0.011 (0.012)
0.005 (0.002)
to be above the 80% threshold (cases labeled morh).
The use of both adjustments reveals whether or not the
effects are additive. As can be seen in Table 3, the use
of both adjustments together does not improve the ETSs
significantly for light thresholds when either the BMJ
or KF scheme are used. In fact, the scores actually de-
crease for some light thresholds, particularly for the KF
runs. The most substantial improvement occurs with the
heaviest thresholds, but skill is still small for rainfall of
12.7 mm or more. In general, the combination of the
two initialization adjustments results in little improve-
ment above the scores present with the relative humidity
adjustment alone. Bias scores are by far the highest
(overestimate of areal coverage) in this combination run.
In summary, the initialization modifications generally
have the most positive impact on ETSs for lighter rain-
fall thresholds, and can have somewhat different impacts
depending on the convective scheme used. The relative
humidity adjustment generally improves ETSs the most,
and the changes are statistically significant in the BMJ
run at several thresholds, even after adjusting for dif-
ferences in BIA from the control run. The relative hu-
midity adjustment when the KF scheme is used still
results in large improvement of ETSs for lighter rainfall
thresholds, but only at the lightest threshold is the
change statistically significant. The cold pool scheme
and the vertical assimilation of mesoscale observations
improve ETSs less, with less likelihood of statistical
significance.
b. Comparison of simulations initialized at 0000 and
1200 UTC
As shown in Table 2, the 20 events in this study were
split evenly between 0000 and 1200 UTC initializations.
Because the structure of the boundary layer differs sig-
nificantly at these two times, comparisons were made
between the runs initialized at the two different times.
In particular, differences might be expected when the
cold pool is used because the warmer ambient boundary
layer would result in larger horizontal temperature gra-
dients at 0000 UTC compared with 1200 UTC. When
vertical assimilation of mesoscale observations is done,
enhanced vertical eddy diffusion in well-developed
boundary layers in the afternoon would result in a rel-
atively deep extent of the assimilation of surface ob-
servations included from the mesonetwork data. (Note
that the model eddy vertical diffusion scheme is used
to vertically assimilate the surface observations.) This
is in contrast to the early morning hours when the
boundary layer is thermally stable and shallow, and ver-
tical eddy diffusion is weak, thus reducing the vertical
extent as well as the amount of contribution coming
from the mesonetwork surface data. Additionally, the
convective events themselves are generally in different
states of development at the two times. At 1200 UTC
when the region is affected by nocturnal MCSs, the
systems have generally passed their mature stage (as
defined in Cotton et al. 1989), and significant precipi-
tation declines markedly in the following 6 h. At 0000
UTC, systems are often organizing, and heavy rainfall
can be expected for another 12–18 h.
The impact of the cold pool scheme on ETSs differs
little between 0000 (Table 5) and 1200 UTC (Table 6).
It is possible that although horizontal temperature gra-
dients produced by the scheme would be larger at 0000
UTC (and the forcing along the cold pool boundaries
might be larger), the general drying resulting in the
lowest levels as the temperature is cooled below the
ambient dewpoint counteracts any improvement that
might occur from the forcing at the cold pool leading
edge. Although the magnitude of the ETS improvement
in the KF runs is larger at 1200 UTC than at 0000 UTC,
the change is more statistically significant at 0000 UTC.
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TABLE 6. As in Table 5 but for cases initialized at 1200 UTC.
Run
Precipitation threshold (mm)
0.254 2.54 6.35 12.7 25.4
Variants of BMJ
BMJ
BMJ-cp
BMJ-mo
BMJ-rh
BMJ-morh
BM-2dt
0.191 (0.191)
0.193 (0.193)
0.196 (0.196)
0.210 (0.213)
0.212 (0.214)
0.186 (0.186)
0.148 (0.148)
0.145 (0.148)
0.153 (0.151)
0.167 (0.166)
0.167 (0.167)
0.147 (0.150)
0.098 (0.098)
0.099 (0.100)
0.104 (0.099)
0.108 (0.101)
0.111 (0.105)
0.098 (0.097)
0.043 (0.043)
0.038 (0.040)
0.049 (0.045)
0.039 (0.029)
0.039 (0.028)
0.044 (0.043)
0.006 (0.006)
0.006 (0.006)
0.012 (0.007)
0.006 (0.008)
0.006 (0.008)
0.009 (0.007)
Variants of KF
KF
KF-cp
KF-mo
KF-rh
KF-morh
KF-2dt
0.179 (0.179)
0.183 (0.187)
0.179 (0.176)
0.197 (0.197)
0.196 (0.191)
0.176 (0.178)
0.121 (0.133)
0.126 (0.141)
0.122 (0.131)
0.136 (0.145)
0.140 (0.144)
0.119 (0.131)
0.074 (0.084)
0.075 (0.088)
0.077 (0.083)
0.080 (0.082)
0.081 (0.077)
0.070 (0.081)
0.033 (0.032)
0.036 (0.036)
0.036 (0.032)
0.033 (0.030)
0.032 (0.026)
0.033 (0.033)
0.017 (0.006)
0.016 (0.005)
0.016 (0.002)
0.011 (0.000)
0.011 (20.004)
0.008 (20.009)
Other variants
BMJKF
NONE
0.200 (0.200)
0.128 (0.156)
0.149 (0.150)
0.087 (0.128)
0.087 (0.091)
0.060 (0.071)
0.031 (0.035)
0.024 (0.027)
0.006 (0.005)
0.005 (20.001)
For simulations initialized at 0000 UTC, the impacts
of assimilating mesoscale observations into the initial
fields are even larger (Table 5, cases labeled mo) than
for all 20 events (Table 3). For thresholds approaching
25 mm, ETSs more than double. At 1200 UTC, the
impacts are much smaller (Table 6). This can be ex-
plained by noting that the model’s own vertical eddy
diffusion acting for three hours is permitted to modify
the lower troposphere with the mesonetwork surface
observations; at 1200 UTC, the boundary layer is rel-
atively stable, suppressing vertical diffusion and con-
straining the vertical propagation of the adjustments in
temperature and moisture, so that surface observations
generally do not affect a layer more than several hundred
meters deep. At 0000 UTC, the impacts characteristi-
cally extended to 1–2 km for some cases. None of the
changes at 1200 UTC are statistically significant, and
even at 0000 UTC, when the magnitudes of the average
changes are large, statistical significance at 95% con-
fidence occurs only at one threshold.
Although the relative humidity adjustment affects a
much deeper layer than either the cold pool scheme or
the vertical eddy diffusion acting on mesonetwork sur-
face observations, once again the impact on 0000 UTC
runs (Table 5) is much greater than that on 1200 UTC
runs (Table 6). The relative humidity adjustment results
in the highest ETSs (for thresholds of 6.35 mm or less)
of the three initialization adjustments discussed for the
BMJ runs initialized at 0000 UTC, with average ETS
increases (both adjusted and unadjusted for BIA) of 0.03
to nearly 0.05. Similar impacts occur when the KF
scheme is used. For the 1200 UTC runs, the relative
humidity adjustment also results in the highest ETSs at
the lightest two thresholds. At both times, substantial
variability of the effects of the relative humidity ad-
justment limits the statistical significance (at 95% con-
fidence) of the improvements to two thresholds in the
BMJ runs, and one (0000 UTC) or zero (1200 UTC) in
the KF runs.
c. Temporal trends
The impacts of the initialization adjustments as a
function of forecast hour are shown in Table 7 for the
6.35-mm threshold (the behavior of other thresholds was
not significantly different). Because the number of valid
6-h forecast periods differs substantially (for most of
the 20 cases, the 6–12-h forecast period contained sig-
nificant convective activity, but the 18–24-h period was
active in only six events), the values shown in Table 7
are the change in ETS (or bias-adjusted ETS as shown
in parentheses) from the appropriate control run (BMJ
or KF). Direct comparison of scores among the 6-h sub-
periods suggests that the BMJ scheme has relatively
constant ETSs, with a slight maximum in the first 6 h,
while the KF scheme has a definite minimum in ETSs
in the first 6 h, and an increase in scores through the
12–18-h period.
When the BMJ scheme is used, there is little consis-
tency in the trend for the cold pool run. The improve-
ment in the 18–24-h ETS must be regarded with caution
because of the limited number of events used to compile
the scores. For the other initialization adjustments, the
largest improvements occurred in the first 6 h (rh cases),
or in the 6–12-h period (mo cases). Improvements less-
ened at later times, although some increase in the ETS
did occur throughout the 24-h period, especially for ad-
justments involving an increase in relative humidity.
The KF control run itself had much lower ETSs com-
pared to the BMJ control run in the first 6 h, and in the
18–24-h period. It is possible that the lower scores in
the first 6 h of the simulation reflect spin up problems
in the model that more adversely affect the KF scheme,
which uses grid-resolved vertical motion as its trigger-
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TABLE 7. Change in ETS for the 6.35-mm threshold compared to appropriate control run for 6-h forecast periods dependent on forecast
time. Parentheses show change in bias-adjusted ETSs.
Run comparison
Forecast hour
0–6 6–12 12–18 18–24
BMJ-cp vs BMJ
BMJ-mo vs BMJ
BMJ-rh vs BMJ
BMJ-morh vs BMJ
BM-2dt vs BMJ
0.000 (0.001)
0.016 (0.013)
0.047 (0.046)
0.050 (0.050)
0.000 (20.002)
0.000 (0.002)
0.032 (0.027)
0.025 (0.016)
0.042 (0.040)
20.006 (20.009)
20.004 (20.003)
0.008 (0.002)
0.020 (0.013)
0.012 (0.001)
0.011 (0.008)
0.014 (0.015)
0.003 (0.001)
0.014 (0.012)
0.017 (0.005)
0.000 (20.002)
KF vs BMJ
KF-cp vs KF
KF-mo vs KF
KF-rh vs KF
KF-morh vs KF
KF-2dt vs KF
20.056 (20.034)
0.002 (0.006)
0.025 (0.021)
0.041 (0.032)
0.043 (0.028)
20.001 (0.001)
20.008 (0.001)
20.002 (0.000)
20.005 (20.010)
20.001 (20.008)
20.001 (20.013)
20.004 (20.002)
0.007 (0.011)
0.004 (0.006)
0.004 (0.003)
0.019 (0.017)
0.030 (0.024)
20.006 (20.006)
20.039 (20.018)
0.005 (0.008)
0.011 (0.005)
0.013 (0.002)
0.016 (20.007)
0.017 (0.019)
ing function, than the BMJ scheme, which tends to ac-
tivate based on substantial low- and midlevel moisture
in regions of conditional instability (Gallus 1999). As
with the BMJ runs, the cold pool scheme had little im-
pact at all times (although as shown in Tables 3, 5, and
6 these small improvements were occasionally statisti-
cally significant). The impacts of the other adjustments
on ETSs were more variable than with the BMJ scheme.
The largest improvements occurred in the first 6 hours,
with a secondary maximum in ETS improvement in the
12–18-h period for the relative humidity adjustment.
d. Impacts of changes in moist physics
In addition to the 10 variant runs described above,
which concentrated on the effects of changes in the
initialization, 4 other runs were performed for each case
to emphasize the impact on QPF from simple changes
in model moist physics (the control BMJ and KF runs
can also be thought of as an additional 2 runs in this
set). For both the BMJ and KF scheme, the convective
time step was doubled. In another run, no convective
scheme was used. In a final run, both schemes were
used within the same model run, but called on alter-
nating convective time steps.
Although Yang and Arritt (2001) found that the
choice of convective time step could result in significant
differences in precipitation forecasts in regional climate
runs, the doubling of that time step in the present study
had limited impact. Table 3 shows that ETSs remained
nearly the same, although small variability among the
different cases resulted in the decrease at the 0.254 mm
threshold for the BMJ run being statistically significant.
Bias scores (Table 4) also did not change significantly,
although the heaviest thresholds evidenced some in-
crease when the time step was doubled, especially for
the BMJ runs. The small nature of the changes can also
be seen in Tables 5 and 6. The changes resulting from
the doubled time step were of the same order as the
cold pool adjustment, and not as large as the other ini-
tialization modifications. However, for one or two
thresholds, these small changes were statistically sig-
nificant.
When no convective scheme (NONE) was used in the
simulations, ETSs decreased markedly (Table 3), and
the changes were statistically significant with 95% con-
fidence for the lightest two thresholds. The forecasts
themselves differed the most in the NONE runs, sug-
gesting the inclusion of such a run in an ensemble sys-
tem would increase the spread. However, although for
some of the 20 events, the ETSs in the NONE run were
higher than one or both of the KF and BMJ runs, the
overall much worse skill scores would suggest a neg-
ative impact of using such a run with 10-km grid spacing
in an ensemble system.
The NONE simulation had an exceptionally low BIA
(large underestimate of areal coverage of rainfall) for
precipitation thresholds of 6.35 mm or lower, but quick-
ly developed a high BIA for heavier amounts. Areal
coverage of rainfall exceeding 25.4 mm was over three
times that observed. This trend for higher biases at the
heavier amounts is directly opposite to that in the BMJ
runs, but similar to that when the KF scheme is used.
Although the NONE run has much lower ETSs at both
0000 UTC (Table 5) and 1200 UTC (Table 6), the fore-
casts are relatively worse (compared to the BMJ and
KF runs) at 0000 UTC, when more of the changes at
given thresholds were statistically significant.
The generally poor performance of the simulations
not using a convective scheme agrees with results of
Kain and Fritsch (1998) who also suggested that some
important precipitation processes would remain unre-
solved at 5–10-km horizontal resolution, requiring the
use of a convective parameterization. The behavior of
the NONE runs at 10-km grid spacing is consistent with
the idea that without the relatively efficient vertical
transport of heat and moisture by the convection, in-
stabilities can increase unnaturally until the grid scale
precipitation scheme is forced to stabilize the atmo-
sphere, producing significant and relatively localized
sources of latent heating, enhanced vertical motion, and
rain. Temporal trends in ETSs for the NONE run (not
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TABLE 8. Frequency (in %) of improvement (degradation) of 6-h
forecast period bias-adjusted ETSs exceeding 0.01.
Run comparison
Precipitation threshold (mm)
0.254 2.54 6.35 12.7 25.4
Comparison of variants of the same convective scheme
BMJ-cp vs BMJ
BMJ-mo vs BMJ
BMJ-rh vs BMJ
BMJ-morh vs BMJ
BMJ-2dt vs BMJ
KF-cp vs KF
KF-mo vs KF
KF-rh vs KF
KF-morh vs KF
KF-2dt vs KF
16 (25)
33 (33)
51 (11)
56 (18)
5 (18)
36 (36)
42 (45)
58 (29)
47 (27)
49 (45)
5 (29)
35 (33)
51 (18)
53 (27)
9 (22)
24 (33)
25 (51)
36 (45)
38 (45)
22 (47)
15 (20)
31 (25)
42 (29)
44 (31)
11 (18)
20 (40)
29 (47)
33 (44)
33 (47)
22 (38)
15 (18)
31 (16)
24 (25)
36 (22)
9 (15)
7 (18)
24 (24)
24 (31)
20 (29)
13 (24)
0 (4)
9 (5)
4 (7)
13 (5)
7 (2)
22 (0)
24 (0)
15 (0)
18 (0)
11 (2)
Comparison of other variants
KF vs BMJ
BMJKF vs BMJ
BMJKF vs KF
NONE vs BMJ
NONE vs KF
36 (53)
47 (27)
58 (31)
29 (67)
22 (60)
38 (55)
42 (33)
60 (31)
36 (60)
25 (69)
40 (45)
44 (38)
49 (42)
29 (64)
24 (58)
29 (36)
18 (29)
38 (29)
25 (45)
25 (40)
11 (9)
7 (5)
9 (7)
2 (7)
6 (11)
shown) imply particularly poor skill for the first 6 h.
This poor performance is consistent with previous find-
ings that precipitation development is often delayed
when a convective scheme is not used (e.g., Molinari
and Dudek 1986). It should be noted that the Eta Model
uses a relatively simple explicit microphysical scheme,
with a limited number of hydrometeor types. The
model’s skill at predicting precipitation without the use
of a convective scheme might be increased with the use
of a more complex microphysical scheme.
The final simulation tested the sensitivity with both
convective schemes operating within the same model
run (BMJKF). In this simulation, the two schemes were
alternated on each convective time step. One purpose
for this test was to determine if the strong points of each
scheme might act in concert to improve ETSs. As can
be seen in Table 3, the ETSs for the two lightest thresh-
olds were indeed higher than in either the BMJ or KF
scheme runs alone (and the change at the lightest thresh-
old was statistically significant), but ETSs at heavier
rainfall thresholds tended to be between the ETSs of the
individual schemes. The biases (Table 4) closely resem-
bled those of the BMJ run, with an even more rapid
decrease for heavier thresholds than when the BMJ
scheme was used alone. The behavior of the ETSs did
not differ appreciably from that of the BMJ control run
between 0000 UTC (Table 5) and 1200 UTC (Table 6).
In general, precipitation fields in the combined run re-
sembled those of the BMJ run, suggesting that the drier
equilibrium profiles toward which the BMJ scheme ad-
justs an atmospheric column hinder the KF scheme from
heavily influencing the precipitation forecast.
e. Consistency of forecast impacts
The lack of consistency in forecast improvements for
some of the initialization modifications can be seen in
Table 8. In the table, the percentage of periods where
the ETSs adjusted to equalize BIA improved by greater
than 0.01 are shown, with the percentage of cases ex-
periencing a degradation in ETS larger than 0.01 shown
in parentheses. In both the BMJ and KF runs the cold
pool scheme does not consistently improve the forecast.
Results are rather mixed also when the mesoscale ob-
servations are added, although for most thresholds when
the BMJ scheme is used, the improved cases outweigh
the degraded cases.
The adjustment that most significantly and consis-
tently improves forecasts is the relative humidity mod-
ification (and the combined relative humidity, mesoscale
observation adjustment). In general, this adjustment im-
proves ETSs by over 0.01 in 50% or more of the cases
for thresholds of 2.54 mm or less in the BMJ runs and
0.254 mm in the KF runs. At the heavier thresholds
where the skill is especially poor, the impacts of the
modification are generally less.
Table 8 also shows the consistency of forecast chang-
es due to moist physics modifications. Changes in con-
vective time step have little impact when the BMJ
scheme is used, but more of an impact when the KF
scheme is used. The KF control run generally has lower
ETSs than the BMJ control run for thresholds of 6.35
mm or less. The alternating convective scheme run has
a slight tendency to outperform the BMJ control run at
light rainfall thresholds but not at heavier ones. The
alternating run improves the ETSs over the KF control
run in ;60% of the cases at light thresholds, a result
similar to when the BMJ control run is compared with
the KF run.
In general, no initialization modification consistently
improves most forecasts by a significant amount. The most
consistent improvements occur for the simulations where
relative humidity is adjusted, but even with this adjust-
ment, large increases in ETSs are uncommon for the heavi-
est precipitation amounts (12.7 mm or more). The vertical
assimilation of mesoscale observations is more likely to
improve the ETSs at these heavy thresholds.
It should be noted, however, that for individual cases,
one or more of the modifications may result in dramatic
improvements in the precipitation forecast. For instance,
during the 6–12-h forecast period for simulations ini-
tialized at 0000 UTC 28 June 1998, the control BMJ run
(Fig. 3a) produced one concentrated area of rainfall in
south-central Iowa. In a simulation where vertical assim-
ilation of mesonetwork observations occurred (Fig. 3b),
the rainfall in south-central Iowa was reduced by around
10 mm, with much greater rainfall extending to the north-
east into Wisconsin. In some of these areas, predicted
rainfall differed by 25 mm or more between the two runs.
The vertical assimilation of mesonet observations re-
sulted in a rainfall prediction in far greater agreement
with observations (Fig. 3c), which showed significant
rainfall along a southwest–northeast axis from northern
Missouri to southern Wisconsin. ETSs for the 2.54-mm
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FIG. 3. Accumulated precipitation (in mm) during the period 0600–
1200 UTC 28 Jun 1998 from (a) Eta control simulation using BMJ
scheme, (b) Eta simulation using BMJ scheme and vertical assimi-
lation of mesonetwork observations, and (c) observations (4-km stage
IV analysis data averaged onto the model 10-km grid). Contours at
1, 5, and 10 mm, and every 10 mm above that.
threshold, for example, changed from 0.11 in the control
run to 0.37 in the mesonet observation assimilation run.
It is significant that these improvements occurred in the
6–12-h forecast period, and not in the 6-h period closest
to initialization. As was common in most cases, the as-
similation of the mesonetwork data at 0000 UTC 28 June
resulted in warming and moistening of the boundary layer
compared to the control run (not shown). In this event,
the most significant moistening occurred in northeast
Iowa, and the increased moist static energy at initiali-
zation time apparently assisted in the later production of
precipitation there. Further emphasizing the variability of
the impacts of the modifications on ETSs, the cold pool
scheme only improved ETSs for this period by 0.02 (for
the 2.54 mm threshold), and the relative humidity ad-
justment, which on average (for the 54 periods) resulted
in the best improvements, only increased the ETS by
0.04 for this case.
Choice of convective scheme may result in more con-
sistent trends in ETSs, but generally only for lighter
precipitation thresholds. Based upon ETSs alone, the
failure of any particular scheme to greatly improve fore-
casts among most cases suggests that improving warm
season rainfall forecasts based upon a single determin-
istic forecast will remain difficult. This finding also mo-
tivates an exploration of possible uses for high-reso-
lution ensemble guidance.
f. Spread of variants and implication for ensemble
guidance
The 14 variant runs not only provide insight into the
ability of a single adjustment in mesoscale initialization
to consistently improve a high-resolution precipitation
forecast, but also constitute a 10-km ensemble. A de-
tailed analysis of this ensemble is beyond the scope of
the current study, but will be the subject of a later paper.
However, the limited improvements seen in many of the
runs using improved initialization does raise questions
about the spread in such an ensemble.
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TABLE 9. Spread ratio of the indicated model variant with its
appropriate control run for five precipitation thresholds.
Run
Precipitation threshold (mm)
0.254 2.54 6.35 12.7 25.4
Comparison of BMJ variants
BMJ-cp vs BMJ
BMJ-mo vs BMJ
BMJ-rh vs BMJ
BMJ-morh vs BMJ
BMJ-2dt vs BMJ
1.15
1.22
1.21
1.32
1.09
1.24
1.33
1.33
1.50
1.13
1.36
1.49
1.51
1.79
1.19
1.46
1.69
1.73
2.21
1.28
1.56
2.43
2.30
3.36
1.59
Comparison of KF variants
KF-cp vs KF
KF-mo vs KF
KF-rh vs KF
KF-morh vs KF
KF-2dt vs KF
1.29
1.35
1.39
1.50
1.22
1.45
1.51
1.58
1.77
1.32
1.53
1.65
1.78
2.07
1.41
1.60
1.88
2.10
2.52
1.57
1.74
2.65
2.85
3.88
1.99
Comparison of other variants
KF vs BMJ
BMJKF vs BMJ
BMJKF vs KF
NONE vs BMJ
NONE vs KF
2.21
1.26
1.97
3.43
2.26
2.94
1.44
2.47
4.88
2.76
3.81
1.71
3.16
5.63
2.86
5.13
2.16
4.36
7.00
3.36
7.85
2.56
6.32
12.44
5.02
Table 9 depicts the spread ratio (SR; Wandishin et al.
2001) when each of the 14 runs are compared with the
appropriate control run. The spread ratio is defined as
SR 5 U/I where U represents the area of union of all
points having rainfall exceeding a given threshold and
I represents the area of intersection. Larger values in-
dicate increasingly different precipitation predictions.
The SRs are relatively small when the cold pool scheme
is used with both the BMJ and KF scheme. The inclusion
of mesoscale observations and the relative humidity ad-
justment result in some increase in the SR from that
associated with the cold pool scheme. The doubled con-
vective time step produces only small deviations from
the control run, with a similar SR to the cold pool run.
Spread ratios are far larger when changes are made
in the type of convective scheme. The largest SRs occur
when the BMJ control run is compared with the run
using no convective scheme. Comparisons of both the
BMJ and KF control runs with the run alternating the
schemes, and with the run using no convective scheme
suggest that the KF scheme behaves more like the fully
explicit run, while the BMJ run dominates when the two
schemes alternate within the same run.
The SRs alone suggest that sufficient spread in a high-
resolution ensemble may require the use of different
models or different convective parameterizations, and
not simply variations in the initial conditions. In the
present study, the relative lack of impacts related to the
varied initial conditions may be partly due to the limited
domain size, with lateral boundary condition data being
supplied by a coarser resolution version of the Eta Mod-
el. However, with most of the significant precipitation
in the cases examined in this study occurring in the 6–
18-h forecast period, adverse effects from the lateral
boundaries should be reduced. In addition, similar con-
clusions regarding limited spread from perturbed initial
conditions were drawn in other short-range ensemble
studies that used much coarser horizontal resolution
(e.g., Stensrud et al. 1999a).
4. Summary and discussion
A 10-km horizontal grid spacing version of the Eta
Model was used to simulate 20 MCS cases in the upper
Midwest to determine the impact on QPF skill scores
when several initialization adjustments were made to
improve the representation of mesoscale features in the
initialization. These adjustments included (i) the use of
a cold pool initialization scheme (Stensrud et al. 1999b),
(ii) the inclusion of mesonetwork surface observations
using the model’s own vertical eddy diffusion formu-
lation to couple the observed surface temperature and
specific humidity data to the lower troposphere, and (iii)
the establishment of a minimum relative humidity
threshold for all levels warmer than 2108C, where radar
echo was present at initialization time. The initialization
modifications were applied in runs using both the BMJ
and KF convective schemes. A series of other tests were
performed to compare the impacts of the initialization
modifications to those resulting from changes in the
moist physics.
Improvements in the ETSs were generally small, and
varied significantly among cases. The cold pool initial-
ization scheme had a negligible impact on skill scores
when the BMJ scheme was used, and produced small
increases when the KF scheme was used. In fact, when
an onion sounding adjustment was used in that scheme,
the ETSs often decreased slightly, suggesting the im-
portance of low-level moisture in stimulating precipi-
tation production in the two convective schemes tested.
The vertical assimilation of mesonetwork surface ob-
servations in the initialization resulted in greater im-
provements in the skill scores, with the greatest benefits
occurring for intermediate precipitation amounts (e.g.,
6.35 mm). The elimination of dry layers (relative hu-
midity adjustment) where radar echo was present had
the greatest positive impact on ETSs, on average. Un-
fortunately, all improvements tended to lessen for the
heaviest precipitation thresholds, which would be the
most important ones for flash flood forecasting.
Rigid hypothesis testing was performed on these var-
iants following Hamill (1999) by adjusting the BIA
scores to those of the BMJ control run, and then per-
forming a paired t test on these adjusted ETSs. Although
the initialization modifications occasionally resulted in
statistically significant improvements from the appro-
priate control runs, the only variant that consistently
showed statistically significant improvement at most
thresholds was the relative humidity adjustment applied
to the BMJ runs. Because most of the model variants
examined did not result in changes in bias-adjusted
ETSs that were statistically significant, most of the var-
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iants could be equally likely candidates to be included
within a mixed-model ensemble forecast system.
Among the 20 MCS cases studied, the BMJ scheme
had noticeably higher ETSs than the KF scheme, even
after accounting for differing biases, for precipitation
amounts of 12.7 mm or less (no simulation was truly
skillful for the 25.4-mm threshold). However, significant
variability among the cases prevented the differences
from being statistically significant. Bias scores were
generally closer to the ‘‘perfect’’ 1.0 in the KF run,
except for the heaviest threshold, where the KF scheme
resulted in a significant overestimate of areal coverage
of amounts exceeding 25.4 mm. The cases examined in
this study frequently involved elevated nocturnal con-
vection, which has been noted in real-time Eta runs to
pose some problems for the KF scheme (J. Kain, NSSL,
2000 personal communication). Ongoing work to im-
plement the KF scheme operationally in the Eta Model
will likely result in adjustments to some tunable param-
eters in the scheme, which might improve ETSs for these
types of events.
A doubling of the convective time step had a limited
impact on the precipitation forecasts, similar to that of
the cold pool scheme. When no convective scheme was
used, skill scores were often much lower than when
either the BMJ or KF scheme was used. In another
variant simulation, when both convective schemes were
alternated, ETSs averaged higher than when either
scheme was used alone for the light thresholds, but ETSs
fell between the ETSs of the individual schemes for
heavier amounts. Bias scores and ETSs imply some sim-
ilarity between the KF runs and the run neglecting a
convective scheme, and the results from the alternating
schemes demonstrate the tendency of the BMJ scheme
to aggressively dry the atmosphere upon activation, of-
ten restricting grid-resolved precipitation, as found in
Gallus (1999). When the two convective schemes are
alternated, it appears the aggressive drying of the BMJ
scheme also limits the precipitation production within
the KF scheme.
The large variability among the cases, and lack of
significant consistent improvement from choice of con-
vective scheme or improved initialization, particularly
for heavier precipitation thresholds, suggests that en-
semble guidance may be of more value to forecasts of
heavy rainfall than attempts to achieve one outstanding
deterministic forecast. The SRs for the cases examined
are generally rather small for the initialization modifi-
cations, and are much larger when the convective
schemes are switched or not used at all. The small im-
pact of the initialization adjustments used in the present
study may be due to the fact that these adjustments were
restricted to relatively narrow layers of the troposphere,
or to the limited domain size, which gives relatively
greater importance to the lateral boundary condition
data. However, Stensrud et al. (1999a), among others,
have also found that perturbed initial conditions may
result in limited dispersion in short-range, mesoscale
model ensembles. The small SRs and limited impact of
the initialization adjustments on the skill scores de-
scribed in the present study suggests that a more dis-
persive ensemble will be obtained from physical vari-
ations in the model than from observationally related
initialization perturbations. The increased dispersion
may be necessary for probability forecasts to be of value
to forecasters.
Both the large variability among cases, and occasional
sharp improvements in ETSs for some cases suggest
that the synoptic environments for these events be in-
vestigated in future work. It may be possible to identify
meteorological situations where one moist physics
scheme, or initialization modification would likely result
in a far better forecast than others. If in a much larger
sample of cases, a statistically significant improvement
could be noted, such information should assist a fore-
caster.
Finally, NCEP already has indicated that additonal
techniques such as the inclusion of mesonetwork surface
observation data will be required as horizontal grid
spacing in operational models improves beyond ;30
km grid spacing (NCEP currently plans to use 12-km
grid spacing nationally by late 2001). The present study
provides an evaluation of the significance of mesonet
surface station networks in support of summer convec-
tive system QPF in the upper Midwest. Of the two ap-
proaches utilized to evaluate this issue, the first (cold
pool) had little (KF) or no (BMJ) impact on average
ETSs, whereas the second (mesoscale observations)
showed some ETS improvement, which may be viewed
by itself as encouraging. However, the changes with the
addition of mesoscale observations were generally not
statistically significant, and the other observational as-
similation technique tested in the present study (relative
humidity adjustment) was superior to the second ap-
proach. When both were activated simultaneously, ad-
ditional skill improvements were limited. Thus, it can
be suggested that methodologies employed in the pre-
sent study for utilizing mesonet surface observations in
the upper Midwest during the summer have in general
resulted in limited QPF skill improvement. However, it
might yet be possible to employ different approaches
to account for the mesonet surface data, which would
yield better results.
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