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We implement an efficient strong-disorder renormalization-group (SDRG) procedure to study
disordered tight-binding models in any dimension and on the Erdős–Rényi random graphs, which
represent an appropriate infinite dimensional limit. Our SDRG algorithm is based on a judicious
elimination of most (irrelevant) new bonds generated under RG. It yields excellent agreement with
exact numerical results for universal properties at the critical point without significant increase of
computer time, and confirm that, for Anderson localization, the upper critical dimension duc =
infinite. We find excellent convergence of the relevant 1/d expansion down to d = 2, in contrast
to the conventional 2 +  expansion, which has little to say about what happens in any d > 3.
We show that the mysterious “mirror symmetry” of the conductance scaling function is a genuine
strong-coupling effect, as speculated in early work [1]. This opens an efficient avenue to explore the
critical properties of Anderson transition in the strong-coupling limit in high dimensions.
PACS numbers: 71.10.Fd, 71.23.An, 71.30.+h, 72.15.Rn
The Anderson transition is a nontrivial consequence of
destructive interference effects in disordered materials.
Its simplest realization is provided by the tight-binding
model which describes electronic states in a “dirty” con-
ductor by mimicking the effect of impurities through a
random onsite potential. In spite of extensive studies,
one easily finds that some basic questions remain unan-
swered or in disagreement. For instance, different values
of the upper critical dimension du = 4, 6, and 8 [2–6]
and du = ∞ [7–9] have been reported. This question
may look like purely academic but indeed it has prac-
tical applications in quantum kicked rotor systems [10]
where the effective dimensionality of the dynamical local-
ization is determined by the number of incommensurate
frequencies in the system. [11]
One main challenge in investigating the localization
transition is the limited range of applicability of well
known analytical approaches. For example, The tra-
ditional “weak-localization” approach to the Anderson
metal-insulator transition is based on the fact that, in
the vicinity of the d=2, the transition is found at weak
disorder, where perturbative methods can be used; this
lead to a flurry of results in 1980s. On the other hand,
more recent numerical results demonstrated that predic-
tions from such 2+epsilon expansions provide poor guid-
ance even in d=3, similarly as in other theories starting
from the lower critical dimension. [12–16] In contrast,
the progress in numerical calculations during the last 20
years has increased dramatically our knowledge of the
metal-insulator transition, especially in dimensions such
as d = 3 and 4 for which a rigorous analytical treatment
is not available.
For most critical phenomena, the upper critical dimen-
sion has provided a much better starting point, but so far
such an approach has not been available for Anderson lo-
calization. Since in high dimensions the Anderson point
shifts away from weak disorder, an appropriate strong-
disorder approach is called for. Here we show how an ac-
curate Strong Disorder Renormalization Group (SDRG)
approach can be developed for Anderson localization,
where quantitatively accurate results can be obtained in
all dimensions. The SDRG method has been successful
in describing the critical and near-critical behavior of the
Random Transverse-Field Ising model and other random
magnetic transitions, [17, 18] and have been recently used
in electronic systems. [19, 20]
Avoiding finite-size effects by having access to very
large system sizes and flexibility to work in any dimen-
sions or topology in reasonable time and computer mem-
ory resources have been always a long lived goal for com-
putational physicists. In this letter, we achieved this
goal by designing an efficient numerical approach able
to study the localization transition in the tight-binding
model by computing the conductance in all dimensions
without much effort. Our implementation of the method
only keeps track of the main couplings in the system
which allowed us to greatly speed up the computer time.
Model and method.— We study the d-dimensional
tight-binding model
H = −
∑
i,j
(ti,jc
†
i cj + h.c.) +
∑
i
εic
†
i ci , (1)
where c†i (ci ) is the canonical creation (annihilation) op-
erator of spineless fermions at site i, ti,j = tj,i is the
hopping amplitude between sites i and j, and εi is the
onsite energy. The site energies εi are identically dis-
tributed random variables drawn from a uniform distri-
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2bution of zero mean and width W , and the hoping am-
plitude ti,j = 1 if sites i and j are connected (which is
model dependent), otherwise it is zero. We treat this
model using the SDRG method [20] and compute the di-
mensionless conductance defined as
g ≡ gtyp =
〈T 〉geo
1− 〈T 〉geo
(2)
where T is the transmittance, and 〈· · ·〉geo denotes the
geometric average. In this work, we will consider only
leads that are connected to single sites of the sample.
Therefore, g is the two-point conductance.
The SDRG method consists in a iterative elimination
of the strongest energy scale Ω = max{|εi|, |tij |} (with
the exception of those connected to the external wires)
and renormalizing the remaining ones couplings in the
following fashion: (i) if Ω = |εi|, then site i is eliminated
from the system and the remaining couplings are renor-
malized to
ε˜k = εk −
t2i,k
εi
, (3)
and
t˜k,l = tk,l − tk,iti,l
εi
; (4)
on the other hand if (ii) Ω = |ti,j |, then sites i and j
are eliminated from the system yielding the renormalized
couplings
ε˜k = εk −
εit
2
i,k − 2ti,jti,ktj,k + εjt2j,k
t2i,j − εiεj
, (5)
and
t˜k,l = tk,l +
εjti,kti,l − ti,j(ti,ktj,l + ti,ltj,k) + εitj,ktj,l
t2i,j − εiεj
.
(6)
In this way, we eliminate all the sites until there is a single
renormalized coupling ε˜α-t˜α,β-ε˜β connecting the leads at
sites α and β from which the transmittance T can be
computed straightforwardly.
These transformations, although computed in pertur-
bation theory, are exact in the purpose of studying trans-
port properties (transmittance) since it preserves the
Green’s function. [21] As a consequence, this method
yields accurate results for the critical parameters asso-
ciated with the localization transition in any dimensions.
However, as can be seen from Eqs. (3)—(6), the recon-
nection of the lattice requires an increasing amount of
memory and the procedure becomes unpractical. In or-
der to avoid this problem, many schemes were proposed
which are model dependent. [22–24] The modification of
the SDRG scheme we adopt in this work is setting a max-
imum coordination number kmax per site, i.e., we follow
the exact SDRG procedure but only keep track of the
strongest kmax couplings in each site. A detailed study
comparing the “exact” and “modified” SDRG procedures
will be given elsewhere. [25]
Infinite dimensional limit.—In Erdős–Rényi (ER) ran-
dom graph, we consider a system of N  1 sites in
which two given sites i and j are connected with proba-
bility p (ti,j = 1) and disconnected with probability 1−p
(ti,j = 0). Since the average number of sites at a “dis-
tance” L from a particular site increases exponentially
with L , it effectively corresponds to the limit of d→∞.
In order to have a well defined length scale, the contact
leads are attached to two sites at the average shortest
distance LER, where LER = lnN/ ln 〈k〉. [26] Here, 〈k〉 =
p (N − 1) is the average coordination number which is
chosen to be greater than the percolation threshold kc =
1. [27] We verified that our final results do not depend
on the exact value of 〈k〉 as long as it is near and above
kc.
In similarity with previous studies on the Bethe lat-
tice, [28] the distinction between the conducting and in-
sulating phases manifests in the different behavior of the
“weighted” two-point conductance gw(L) = N(L)g. The
extra factor N(L) = 〈k〉 (〈k〉 − 1)L−1 counts the number
of sites located at the distance L from a given site. It
does not play any significant role in the universal behav-
ior of conductance [see Figs. 1(a) and (b)] but is useful to
pinpoint the critical point Wc [see inset of Fig. 1(a)] and
to obtain the localization length ξ in the localized phase:
ln gw ∼ −L/ξ. The critical disorder value Wc = 14.5(3)
(exact SDRG) and Wc = 13.0(3) (modified SDRG with
kmax = 20). Our estimate for the localization length ex-
ponent (defined via ξ ∼ |W −Wc|−ν considering only ξ
that are less than LER) is ν = 0.98(4) (exact SDRG) and
ν = 1.01(5) (modified SDRG) which is very close to the
exact value ν = 1 in d → ∞. [28, 29] In the metallic
phase, the localization length is obtained by dividing L
by ξ such that all the curves gw/gwc collapse in a sin-
gle curve. This procedure is precise up to an irrelevant
global pre-factor. In this way, we confirm that ν is the
same in both localized and delocalized phases (within the
statistical error).
Cubic lattice in d = 3.—We now apply the SDRG
method to the cubic lattice in d = 3. Here, ti,j = 1
if i and j are nearest neighbors, and ti,j = 0 otherwise.
The value of upper cutoff kmax can be adjusted accord-
ing to desired accuracy. Here, as in the ER graph, a
modest value of kmax = 20 is sufficient for getting good
agreement between the exact and modified SDRG meth-
ods (within the 5% of the statistical accuracy). We have
used chains of sizes L = 8, 10, 12, 15, and 20 with pe-
riodic boundary conditions and the leads were attached
to the corner and to the center sites of the sample (max-
imum possible distance). In the inset of Fig. 2(a), we
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Figure 1. (a) The typical two-point conductance g of the ER
random graph with 〈k〉 = 3.0 and N = 3LER , LER = 4, . . . , 7
for several disorder parametersW = 8 up toW = 25 using the
exact SDRG procedure (colorful solid lines) and our modified
algorithm (colorful symbols). We average over as many dis-
order realizations needed to reach 5% of precision (see main
text for details). Inset: the weighted conductance gw as a
function of LER. Legends correspond to the inset, not the
main panel. (b) The localization length near the localization
transition.
plot gw = L3g for various disorder parameter W . Unlike
the ER graph, it is not so simple to pinpoint the critical
pointWc, mainly because gw at criticality is not constant
for large L. We then try scaling using different critical
Wc until the best data collapse is obtained [see Fig. 2(a)].
We find Wc = 16.5(5) (exact SDRG) and Wc = 17.5(5)
(modified SDRG). The localization length exponent is
obtained in the same way as in the ER graph [see Fig.
2(b)] from which we obtained ν = 1.57(1) in agreement
with previous results. [30, 31] Although this result is ob-
tained by fitting only those data in which ξ < 20, it fits
quite well all the entire data set.
Figure 3 presents a study of dimensional dependency
of ν at d = 3, 4, 6, 10, and infinity using different ap-
proaches. It manifests the limited range of applicability
of some well-known analytical theories such as 2 +  ex-
pansion, the self-consistent theory proposed by D. Voll-
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Figure 2. (a) The typical two-point conductance g for the 3D
cubic lattice for various disorder parameters using the exact
SDRG procedure (colorful solid lines) and our proposed mod-
ified algorithm (colorful symbols). Inset: the weighted two-
point conductance gw obtained from the exact SDRG method.
Legends correspond to the inset, not the main panel. (b) The
localization length ξ (in the localized phase) as a function of
the distance from criticality W −Wc.
hardt and P. Wo¨lfle, and phenomenological proposal of
the beta function in d ≥ 1 by Shapiro’s work. They lead
to very poor results for ν as d becomes equal or higher
than 3. Our modified SDRG algorithm estimations for
ν are consistent with the most recent numerical compu-
tation done by Y. Ueoka and K. Slevin on dimensions
up to 5. [32] It is clear from our data, the upper crit-
ical dimension is not at finite dimensions predicted in
references [2–6]while infinite dimension seems more rea-
sonable candidate for the upper critical dimension of An-
derson model. In contrast to García-García work, we find
1/ν follows a behavior more complicated than a linear re-
lationship with 1/d (a cubic function fits well with our
data points in Fig. 3) . Our modified algorithm allows us
to study higher dimensions without limiting us to very
small system sizes which provides us a better prediction
for the behavior described in Fig. 3.
In contrast to weak disorder approach, our approach
based on strong disorder limit presents much more rea-
sonable results in estimating the critical exponent for
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Figure 3. The inverse of critical exponent ν is plotted versus
1/d for d ≥ 2 , along with some recent numerical estima-
tions of this exponent in higher dimensions by Slevin et. al.
[32](Blue triangles) and García-García [9](Green diamonds).
Analytical predictions of three well-known theories are in-
cluded to stress the limited range of reliability of them to
estimate ν as it is discussed in the main text. The Brown color
dashed line is a cubic function fitted to our data presenting
the number of orders of 1/d needed to describe the localization
transition for d ≥ 2 . The coefficients of cubic fitted function
are computed as c0 = 2.000±0.008, c1 = −6.263±0.167, c2 =
10.380± 0.864, and c3 = −11.713± 1.1458, respectively.
d ≥ 3. The significant role of strong coupling in lo-
calization transition is also prominent in study of the
mirror symmetry phenomena which has been also ob-
served experimentally. [33, 34]The Mirror Symmetry
Range (MSR) can be defined as the range of g/gc where
mirror symmetry in the scaling function holds. The mir-
ror symmetry idea was proposed in early work for two
dimensional MIT, where they conclude that the related
experimental results provide striking evidence about the
form of the beta function in the critical region. [1] In
particular, they indicate that in a wide range of con-
ductances the beta function is well-approximated by the
linear expression in t = ln(g/gc). This observation can
be interpreted by noticing that deep in the insulating
regime, (g << gc) the beta function is exactly given by
β(g) ∼ ln(g). The related experimental result can thus
be interpreted as evidence that the same slow logarithmic
form of the beta function persists beyond the insulating
limit well into the critical regime. This feature could be
used as a basis of approximate calculations of the critical
exponents. In contrast to the well-known 2 +  expan-
sion, here one would try to obtain the form of the beta
function in the critical region by an expansion around
the strong disorder limit.
Applications.—Since the number of sites increases
rapidly with lattice size in higher dimensions, depending
on accessible computer memory, one might be limited to
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Figure 4. The inverse of Mirror Symmetry Range (MSR) as
a function of 1/d presents an increasing trend implying the
strong-coupling effect. The dashed line presents the fitting
function expressed as MSR−1 = a exp(b/d) where a = 2.10×
10−6 and b = 31.86± 0.88.
try arbitrary large system size. In this situation, an al-
ternative solution is to use a site percolated hyper-cubic
lattice instead, to decrease the number of sites which ac-
tually play important role in the transition (We expect
the critical behavior does not vary with < k > as long
as it is above its classical percolation threshold.). An-
other possible application of our method is to consider
the global conductance instead of the two-point one. In
this case, the leads will be attached to opposite planes of
the sample which will be fully connected after the interior
is decimated out.
Conclusion.—We showed our modified SDRG method
is suitable to study the localization properties of large
system in any dimension. This significant progress elim-
inates previous obstacles such as computational time or
computer memory size and paves the avenue for future
study of the Anderson transition. We provided conclud-
ing evidence that the upper critical dimension for local-
ization is infinity. Considering neither the self-consistent
theory of localization exact for the Cayley tree nor the -
expansion formalism is accurate for intermediate dimen-
sions, we proposed a strong coupling basis for the local-
ization problem and infinite dimension as starting point.
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PACS numbers:
I. SDRG APPROACH COMPUTES THE
CONDUCTANCE EXACTLY
It is easy to prove that the SDRG transformations de-
rived in our previous work leads to compute the exact
two point conductance in the Andersom model. If we
integrate out a site, say m, during SDRG process while
keeping the Green’s function conserved between two ar-
bitrary sites i, and j:
G(i, j) =
1
Z
ˆ
D[φk(τ), φ
∗
k(τ)] φi(τ) φj(τ) e
−S[φk(τ),φ∗k(τ)],
(1)
where
D[φk(τ), φ
∗
k(τ)] =
n∏
k=1
dφk(τ) dφ
∗
k(τ),
and
S[φk(τ), φ
∗
k(τ)] = −
ˆ β
0
dτ [
∑
k
φ∗k(τ){
∂
∂τ
− µ+ εk}φk(τ)
+
∑
k,l
φ∗ktklφl]. (2)
Using the frequency representation,
S[φk(ω), φ
∗
k(ω)] = −[
∑
k,n
φ∗k(ωn){iωn − µ+ εk}φk(ωn)
+
∑
k,l
φ∗k(ωn) tklφl(ωn)]. (3)
At ω = µ = 0 , we can simplify the above equation to
S = −[∑k φ∗k{εk}φk+∑k,l(φ∗ktklφl+h.c.)]. Then, those
terms in S associated to m can be rewrite as:
−φ∗mεmφm −
∑
k
(φ∗mtmkφk + h.c.) =
−εm[(φ∗m+
∑
k
tmk
εm
φ∗k)(φm+
∑
k
tmk
εm
φk)]+
∑
kl
φ∗k
tmktml
εm
φl
(4)
The first term in Eq. 4 will be canceled out by do-
ing the same calculation in denominator of G(i, j)( we
assume εm is nonzero.), but the second term leads to
renormalize the hopping term between sites k and l:
t˜kl = tkl − tmktml
εm
(5)
This is the same decimation rules for ε , and t-
decimations of our SDRG approach.
How about t-decimations?
Decimation of a bond also can be described as integrat-
ing out its two neighbor sites one by one in the purpose
of conservation of two point Green’s function. For exam-
ple, assume we first integrate out the site 2 and then site
3. After first decimation,we have
t˜kl = tkl − t2kt2l
ε2
then by decimating the site 3 ,
˜˜tkl = t˜kl − t˜3k t˜3l
ε˜3
= tkl − t2kt2l
ε2
− (t3k −
t23t2k
ε2
)(t3l − t23t2lε2 )
ε3 − t
2
23
ε2
= tkl +
ε3t2kt2l + t23(t2kt3l + t2lt3k) + ε2t3kt3l
t223 − ε2ε3
.
This is exactly what we use as SDRG decimation rules
for any dimensions.
II. THE MODIFIED SDRG ALGORITHM
1- N energy sites are randomly chosen from a uni-
form distribution. In the case of ER random graph,
two sites are conencted with a probability less than
p =< k > /(n − 1), thus we can generate a graph ei-
ther by checking this condition for each pair of sites or
by randomly choosingm = pn of pairs of sites. The latter
method is useful specially for very large n. Since we only
keep kmax bonds per site, the required memory space
is kmaxn and it takes O(mn) to create the Hamiltonian
matrix. We recall that m n for a sparse graph.
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22- In the case of ER random graph, we use Dijk-
stra algorithm to find the shortest path between sites,
but only those sites that they have a relative distance
lER = ln(N)/ ln(< k >) will be chosen to be attached
to the leads. The worst running time of this algo-
rithm is knownO(m log n) to determine all shortest paths
from one reference site. Moreover, above the percolation
threshed , we are only interested in the giant component
of graph and one can ignore sites excluded form this com-
ponent (doing that decrease the number of considered
sites by almost %5 in ER graph with < k >= 3 which is
large number when n is very large.).
3-Decimation process: We search for the maximum of
{εi, t(i, j)} , and decimate them as it is explained in the
main text. Performing a SDRG decimation causes the
adjacency list shrinks at least by one site in each step ,
and gives a faster running time for the rest of code in re-
turn. It is important that the sites attached to the leads,
and their bonds will not be decimated during SDRG dec-
imation, but their value still can be updated if a decima-
tion happens in their neighbor.
Decimation of n sites consists of two parts:
3-1 Search for the maximum of energy terms: This
will take O(log n) if one use the Heap data structure to
sort εi and tij values separately(More details on heap
data structure, and its implementation in C++ program-
ming language can be found in many books such as an
interesting book written by Mark A. Weiss [1]) .
3-2 Renormalization the neighbors: the number of
neighbors are limited to kmax so there are kmax onsite
energies and k2max hopping terms :O(k2max log n)
4- After decimating a site or bond if the coordination
number of a particular site say j , exceeds kmax , we
replace the weakest bond of site j with the new bond,
otherwise we ignore it.
Therefore, the total running time of steps1-4 would be
O(n log n) .
5- Steps 1-4 can be repeated for different realization of
initial disorder until achieving the desired accuracy.
Fig. 3 presents the efficiency of SDRG modified al-
gorithm used for a 3D lattice in a range of system sizes
accessible for all methods.
III. COMPUTATION OF CRITICAL
EXPONENT ν IN d > 3
As we discussed earlier, the modified SDRG algorithm
only depends on the number of sites in the lattice. There-
fore, it is possible to take advantage of this method and
compute ν in higher dimensions. However, the number
of sites in higher dimensions grows faster with the lattice
size and one should be concerned about the accessible
computer memory and time, and the effect of kmax when
it gets closer to the initial coordination number.
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Figure 1: The critical exponent of the localization length is
computed for a hyper-cubic lattice with d = 4, 6, and 10.
(a) The critical exponent ν estimated as ν4D = 1.10 ± 0.09
and Wc = 22 ± 0.5 . Here, we studied the disorder strength
from 5 to 41, and system sizes L = 6, 8, 10,and 12. (b) In
six dimension, the critical exponent computed as ν6D = 0.86
and Wc = 51.5 ± 0.5 . Here, W was changed from 20 to
70 and L from 6 to 12 . (c) In 10D lattice, we used system
sizes L = 3, 4, 5 and disorder strength from 80t to 110t . Our
studies shows Wc = 97± 0.5 and ν10D = 0.68± 0.06 .
3IV. MIRROR SYMMETRY ANALYSIS:
The Mirror Symmetry Range (MSR) is defined as the
range of g/gc where mirror symmetry holds. Although
this range can be simply estimated approximately just
by looking or inverting the scaling function in one phase
onto another one, but we measure MSR in a more well-
defined approach as follows:
1-We plot t = ln(g/gc) versus y = ±x1/ν where
x = L/ξ where the plus sign corresponds to the local-
ized phase and the minus to the delocalized phase. Let’s
call the resulting function t(y).
2- In the presence of symmetry, t(y) is an odd function.
Thus, we separate the odd and even parts of function t(y)
and find where the even part value becomes significant.
In other words,
todd(y) =
1
2
[t(y)−t(−y)], teven(y) = 1
2
[t(y)+t(−y)] (6)
teven(y
∗) = αtodd(y∗),
where α determines the error of our estimation. For
our convenience, we fit t(y) to a polynomial function in
each phase separately before determining its odd and
even parts.
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Figure 2: The final steps to measure the mirror symmetry
range is presented for 4D lattice equal 4.34 (Left) t(y) is plot-
ted from fitting the modified SDRG results onto a 5th order
polynomial function in each phase separately. Here the or-
ange color corresponds to the localized and the green color
to the delcoalized phase (inverted to the positive y). (Right)
The even and odd parts of function t(y) is plotted seperately.
In contrast to the 2 +  expansion theory which only
predicts very small symmetry range, we find a significant
range of mirror symmetry in 3D and higher. To see 2+ 
expansion theory prediction for MSR, one can compute
the scaling function g close to d = 2, i.e. for  = d−2 1,
we have the perturbative result:
β(g) ≈ − a
g
+ · · · , (7)
or
1

ˆ g(L)
g(`)
dg
g − gc = ln(L/`), (8)
where gc = a/, ` is the mean-free path, and L is the
system size; we assumed that we are on the metallic side,
so g(`) > gc. Let us denote g(`) = go, and δgo = go − gc.
We obtain:
g(L) = gc + δgo(L/`)
,
or
g(L) = F (L/ξ),
where ξ = `δg−ν , with ν = −1., and the “metallic”
branch of the scaling function of the form
Fmet.(x) = gc + x
.
For large system sizes g(L) gc, and from the defini-
tion of the conductivity g(L) = Lσ, we obtain
σ = δgµo ,
with µ = ν. Note also that the quantity δgo measures
the distance to the transition, i.e. δgo ∼ (W −Wc), etc.
Note also that for  1, this calculation is sufficient on
the entire metallic side, since higher order terms in g−1
are negligible.
The same argument does not hold on the insulating
side, since there g(L) flows to zero, hence the higher or-
der terms become large (in magnitude, as β < 0 there).
Still, sufficiently close to the transition, the above “per-
turbative” form of the beta function remains sufficient,
and we can repeat the same integration procedure (ex-
cept now g(L) < gc). We find
g(L) = gc − (L/ξ),
with ξ = `|δgo|−ν . The corresponding “insulating” branch
of the scaling function is
Fins.(x) = gc − x.
If we define the quantity y = ±x, as usual, we can ex-
press both branches as parts of the same scaling function
F (y) = gc + y.
This is an exact result for the scaling function in the
regime where the perturbative form is valid.
Now we define the function
t(y) = ln(g/gc) = ln(1 + y). (9)
Obviously, this function has mirror symmetry, only for
y  1. In terms of the MSR, this means only a very
small range. We can derive a more formal range using
separating even and odd parts of t(y) . If we use α << 1
as accuracy of our results in Eq. 6
teven(y
∗)
todd(y∗)
= α −→ ln(1 + y∗)(1− y∗) =
α ln(
1 + y∗
1− y∗ )
4(1 + y∗)α+1 = (1− y∗)α−1 (10)
Solving the last equation gives two solutions y∗ = 0
and y∗ = 2α/. By putting back y∗ in Eq. 9 , and
solving for g/gc we findMSR = 1+2α which is a number
of order of one.
V. THE ROLE OF kmax IN THE ACCURACY OF
RESULTS
We introduced kmax as an upper cut-off for the number
of bonds we store during SDRG decimation. Although
this algorithm speeds up the running time(see Fig. 3)
, this idea is a heuristic argument and one expects an
approximated results as we throw away more bonds no
matter how weak are. One can look at this parameter as
a control tool to adjust the accuracy of results as desired.
In the extreme limits, when kmax approaches to N we get
exact results and we loose significant information if we
push it to very small numbers. In figure 4, we present the
sensitivity of our results to the value of kmax for a cubic
lattice. This figure does not necessarily imply anything
about the best choice of kmax for other dimensions and
even for larger system sizes. One safer approach might be
to vary kmax as N increases and dimensionality changes.
Figure 3: Computational time of the algorithm, t (in seconds
in a 3.4GHz processor) for single realization of disorder as a
function of the size of the cubic lattice, N = L3, in a log-log
scale for three different methods. The dashed line describes
our theoretical prediction, t ∼ N logN . Here, the disorder
value of the sample is W = 17.
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Figure 4: The produced error δ = |ν−νexact|
νexact
×100 in the com-
puted critical exponent ν by varying kmax for 3D lattice and
ER random graph. The same range of disorder strength from
8 to 24 is used for both models. The maximum system sizes
in 3D lattice is L = 20 while For infinite dimensional limit,
we used the ER random graph samples with < k >= 3.0,
the same range of disorder as cubic lattice, and site number
N = 3lER where lER = 4, 5, 6, 7. Here, the kmax is normalized
by the maximum initial coordination number, k0.
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