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Resumo Nos dias de hoje, a manutenc¸a˜o ocupa uma importante func¸a˜o estrate´gica
nas organizac¸o˜es, dado que os custos de produc¸a˜o constituem um fator
relevante para a produtividade e competitividade das organizac¸o˜es. Assim,
e´ essencial que a manutenc¸a˜o apresente uma vertente mais cient´ıfica e
organizada, no sentido de agilizar intervenc¸o˜es e atingir condic¸o˜es f´ısicas
que permitam o melhor desempenho do equipamento, entre outras metodo-
logias, para que resultem na ma´xima eficieˆncia do processo. A manutenc¸a˜o
preditiva representa um novo patamar na evoluc¸a˜o da manutenc¸a˜o,
permitindo a previsa˜o de uma potencial falha antes da mesma acontecer,
podendo assim evitar o agravamento da condic¸a˜o do equipamento e intervir
prematuramente.
O principal objetivo da presente dissertac¸a˜o consiste no desenvolvimento
de toda uma soluc¸a˜o capaz de prever o agravamento de determinados
paraˆmetros a serem monitorizados no equipamento, baseando-se na ana´lise
de se´ries temporais e na tecnologia de redes neuronais artificiais (RNA).

keywords Maintenance, Predictive, SCADA, PLC, Neural Network, Algorithms, Data
Base, Matlab
Abstract Nowadays, maintenance occupies an important strategic role in organizati-
ons, once production costs are an important factor for the productivity and
competitiveness of organizations. In this way it is essential that mantai-
ning show a scientific and organized side, in order to streamline operations
and achieve physical conditions that allow the best equipment performance,
among other methods, to result in maximum process efficiency. Predictive
maintenance is a new stage in the evolution of maintenance, allowing the
prediction of a potential failure before it happens, allowing to avoid the
worsening of the condition of the equipment and interven prematurely.
The main objective of this dissertation is the development of an entire solu-
tion that can predict the worsening of certain parameters to be monitored in
the equipment, based on time series analysis and artificial neural networks
technology (RNA).
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Cap´ıtulo 1
Introduc¸a˜o
O tema desta tese surge do interesse pessoal pela a´rea da automac¸a˜o e manutenc¸a˜o in-
dustrial e ainda pelo facto de poder contribuir para a evoluc¸a˜o nos processos produtivos,
nomeadamente na a´rea da manutenc¸a˜o.
Na economia globalizada dos dias de hoje, a sobreviveˆncia das organizac¸o˜es depende da
sua capacidade de inovar, da atualizac¸a˜o constante e da procura incessante no otimizac¸a˜o de
soluc¸o˜es.
Nas ultimas de´cadas, este domı´nio tem sofrido mudanc¸as significativas, possivelmente
mais do que qualquer outra a´rea de gesta˜o[1]. Estas mudanc¸as devem-se ao aumento da va-
riedade de aspetos f´ısicos (equipamentos, sistemas e estruturas) e da crescente preocupac¸a˜o
do seu impacto no ambiente, seguranc¸a, mais valias econo´micas e qualidade dos produtos.
Nesta perspetiva, os gestores procuram adotar novos me´todos de manutenc¸a˜o, com o objetivo
de evitar o disfuncionamento dos equipamentos e paragens te´cnicas que podera˜o trazer con-
sequeˆncias negativamente relevantes para quem faz o planeamento da produc¸a˜o[2], uma vez
que podem originar incumprimentos para com o cliente, diminuic¸a˜o da qualidade do produto
e aumento do custo de produc¸a˜o.
1.1 Objetivos
Este estudo pretende ser uma mais valia para a gesta˜o eficiente da manutenc¸a˜o de linhas
de produc¸a˜o fabril numa empresa.
Neste contexto, procura-se encontrar um sistema que reduza os impactos da manutenc¸a˜o,
na seguranc¸a, tesouraria e na qualidade dos produtos. Para o efeito, analisou-se a literatura
existente, realizou-se uma ana´lise comparativa de va´rias tecnologias comuns e emergentes,
com o intuito de propor uma soluc¸a˜o a sua implementac¸a˜o e ana´lise de resultados.
A soluc¸a˜o criada devera´ ter como base uma aplicac¸a˜o SCADA que ira´ ser responsa´vel
pelo supervisionamento, a aquisic¸a˜o e armazenamento dos dados registados pelo hardware;
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este me´todo de obtenc¸a˜o de dados tera´ de ser criteriosamente selecionado e o que melhor se
adeque a este tipo de manutenc¸a˜o, conciliando a utilizac¸a˜o de algoritmos capazes de prever
a evoluc¸a˜o dos paraˆmetros adquiridos e permita alertar a equipa de manutenc¸a˜o, caso se
antevejam anomalias.
1.2 Importaˆncia do Tema em Estudo
A falta de manutenc¸a˜o regular dos equipamentos pode originar avarias com consequeˆncias
potencialmente perigosas, tais como acidentes (cintas transportadoras, estruturas de elevac¸a˜o,
guinchos com defeito, etc.), diminuir a seguranc¸a dos trabalhadores e eventualmente podera´
ter impactos na sau´de.
Uma manutenc¸a˜o eficiente deve permitir que todos os equipamentos ou materiais propor-
cionem altos rendimentos,que atinjam exceleˆncia na qualidade dos produtos e que reduzam o
tempo de paragem por avaria.
Mais concretamente, a manutenc¸a˜o preditiva representa um conceito moderno de ma-
nutenc¸a˜o e aparece como a forma mais eficaz de programar intervenc¸o˜es nos equipamentos,
efetuando o controlo da sua condic¸a˜o, determinando o momento mais oportuno para efetuar
a sua manutenc¸a˜o e prever a falha antes de a mesma ocorrer, evitando assim consequeˆncias
graves para o equipamento.
Este tipo de manutenc¸a˜o pode proporcionar benef´ıcios significativos [3], desde logo na
reduc¸a˜o de custos, no incremento de produtividade, no aumento do tempo de vida dos equi-
pamentos, entre outros paraˆmetros, conforme a tabela abaixo 1.1.
Tabela 1.1: Benef´ıcios da manutenc¸a˜o preditiva.[3]
Benef´ıcio Percentagem
Reduc¸a˜o dos custos de manutenc¸a˜o 50% a 80%
Reduc¸a˜o de falhas nas maquinas 50% a 60%
Reduc¸a˜o de existeˆncias de pec¸as suplentes 20% a 30%
Reduc¸a˜o de horas extra para a manutenc¸a˜o 20% a 50%
Reduc¸a˜o de tempo das ma´quinas paradas 50% a 80%
Aumento do tempo de vida 20% a 40%
Aumento da produtividade 20% a 30%
Aumento dos lucros 25% a 60%
A manutenc¸a˜o preditiva na˜o e´ incompat´ıvel com os procedimentos dos programas tradi-
cionais preventivos e corretivos, pore´m pode reduzir o nu´mero de falhas inesperadas, bem
como fornecer uma ferramenta de programac¸a˜o mais confia´vel, para tarefas rotineiras de
manutenc¸a˜o preventiva.
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1.3 Organizac¸a˜o da Dissertac¸a˜o
Esta dissertac¸a˜o sera´ dividida em cinco cap´ıtulos. O presente cap´ıtulo inicia o documento
e o subsequente e´ dedicado a uma revisa˜o do Estado da Arte. Este segundo cap´ıtulo justifica-
se pelo facto de fazer refereˆncia a conhecimentos pre´vios, evitando, deste modo, perda de
tempo com investigac¸o˜es supe´rfluas. Ale´m disso, auxilia na melhoria e desenvolvimento de
novos postulados, conceitos e paradigmas.
O terceiro cap´ıtulo e´ uma espe´cie de estado da arte, na˜o do tema principal - a manutenc¸a˜o
-, mas relativamente a`s metodologias preditivas, com principal enfoque na utilizac¸a˜o de redes
neuronais e na previsa˜o de se´ries temporais.
No quarto, e´ descrita a soluc¸a˜o proposta e a sua implementac¸a˜o em laborato´rio, refe-
rindo todos os equipamentos selecionados e a sua construc¸a˜o, bem como o software utilizado.
Finalmente, no ultimo cap´ıtulo e´ discutido o desempenho da soluc¸a˜o proposta, terminando
com considerac¸o˜es finais.
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Cap´ıtulo 2
Revisa˜o do Estado da Arte
Este cap´ıtulo e´ de extrema relevaˆncia para o desenvolvimento da dissertac¸a˜o, dado que e´
fundamental refletir sobre conceitos adquiridos de forma a promover a continuidade no desen-
volvimento cientifico, auxiliando na melhoria e desenvolvimento de novos produtos, conceitos
e paradigmas.
O presente cap´ıtulo divide-se em quatro subcap´ıtulos que abordam sucessivamente, con-
ceitos de manutenc¸a˜o, manutenc¸a˜o preditiva propriamente dita, soluc¸o˜es existentes e execuc¸a˜o
de um programa.
2.1 Conceitos de Manutenc¸a˜o
Considera-se que a manutenc¸a˜o possa representar 15 a 40 por cento do custo de produc¸a˜o
[4], em alguns casos, como por exemplo nas industrias pesadas, onde e´ exigido mais esforc¸o
aos equipamentos, pode ate´ ser superior a 60 por cento [5]; com a automac¸a˜o, da produc¸a˜o
os gestores comec¸am a valorizar esta a´rea, nomeadamente o controlo de custos.
A manutenc¸a˜o tem como principais propo´sitos reduzir os efeitos adversos da paragem dos
equipamentos e maximizar a sua disponibilidade ao mais baixo custo [6]. Nos dias de hoje,
com concorreˆncia cada vez mais ace´rrima, um bom plano de gesta˜o da manutenc¸a˜o torna-se
imprescind´ıvel, pore´m ainda existe uma quantidade significativa de empresas em que a manu-
tenc¸a˜o e´ frequentemente vista como um mal necessa´rio, desvalorizada pelos gestores que na˜o
investem no eficaz controlo de custos. Felizmente, surgem tambe´m empresas que reconhecem
que uma boa manutenc¸a˜o e´ parte essencial da operacionalizac¸a˜o e que uma estrate´gia devida-
mente orientada contribui significativamente para adicionar valor ao processo produtivo [7].
Atualmente assiste-se a um processo de mudanc¸a de mentalidades relativamente a` forma
como a manutenc¸a˜o e´ percecionada, atribuindo-se-lhe um papel de maior relevaˆncia pelo
que, nesta secc¸a˜o, faz todo o sentido fazer o seu enquadramento histo´rico e apresentar novas
abordagens e pol´ıticas de manutenc¸a˜o.
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2.1.1 Evoluc¸a˜o da manutenc¸a˜o ao longo da histo´ria
No passado, a manutenc¸a˜o era ta˜o so´ entendida como um trabalho de reparac¸a˜o. As
ma´quinas funcionavam ate´ pararem, na˜o existindo nenhum procedimento que pudesse prever
as falhas. A aplicac¸a˜o do conceito de manutenc¸a˜o surge mais intensivamente nos in´ıcios dos
anos 30, atrave´s das unidades militares, que tinham como objetivo manter todas as unidades
de combate, e em geral todo o equipamento, num n´ıvel aceita´vel de funcionamento.
Ate´ ao final dos anos quarenta, a Manutenc¸a˜o Industrial encontrava-se na fase de desenvol-
vimento, limitando-se apenas a` reparac¸a˜o de avarias ou a` substituic¸a˜o das pec¸as danificadas.
Este per´ıodo e´ referido como a Fase 1 da Evoluc¸a˜o da Manutenc¸a˜o – Reparar a Avaria.[1]
Com o aparecimente das linhas de produc¸a˜o, as empresas comec¸aram por atribuir mais
protagonismo a` manutenc¸a˜o dos equipamentos; em 1950, o conceito de manutenc¸a˜o preven-
tiva comec¸ava a ser aplicado e a manutenc¸a˜o baseada no tempo (time based maintenance) era
introduzida [8]. A TBM e´ baseada numa monitorizac¸a˜o constante, que representa o aumento
da probabilidade de falha dos equipamentos depois de um certo per´ıodo de operac¸o˜es.
Nasce enta˜o a Engenharia de Manutenc¸a˜o que vai criar processos cient´ıficos de manutenc¸a˜o
preventiva, cuja preocupac¸a˜o dominante e´ a constante disponibilidade dos equipamentos. Este
per´ıodo e´ classificado como a Fase 2 da Evoluc¸a˜o da Manutenc¸a˜o – Evitar a Avaria.[1] Nos
anos 60, com a globalizac¸a˜o dos mercados, faz se sentir a necessidade de mais eficieˆncia na
produc¸a˜o. Recorre-se, por isso, cada vez mais, a dois ou treˆs turnos de trabalho, da´ı o
apelo crescente a` manutenc¸a˜o, para que aumente a disponibilidade dos equipamentos. Sendo
as operac¸o˜es cont´ınuas, a manutenc¸a˜o e´ obrigada a definir estrate´gias para garantir que as
ma´quinas trabalhem dentro de um determinado padra˜o de eficieˆncia.
Nos anos 70, novos conceitos estrate´gicos foram surgindo e a manutenc¸a˜o baseada na confi-
abilidade (condition based maintenance) foi proposta para diagno´stico te´cnico das ma´quinas.
No entanto, verificou-se que este me´todo, em algumas situac¸o˜es, na˜o era o melhor, espe-
cialmente numa relac¸a˜o de custo/eficieˆncia. Por isso mesmo, a meio da de´cada de 80, a
importaˆncia da selec¸a˜o da melhor estrate´gia foi desenvolvida em va´rias a´reas. A manutenc¸a˜o
centrada na reabilitac¸a˜o (Reability Centered Maintenance) e inspec¸a˜o baseada no risco (Risk
based Inspetion) ou manutenc¸a˜o baseada no risco (Risk Based Maintenance) sa˜o os me´todos
mais conhecidos para este objetivo [9]. Este per´ıodo e´ classificado como a Fase 3 da Evoluc¸a˜o
da Manutenc¸a˜o - Antever a Avaria [1].
Na figura 2.1 sa˜o representadas, cronologicamente, as principais fases da evoluc¸a˜o do con-
ceito.
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Figura 2.1: Evoluc¸a˜o do conceito de manutenc¸a˜o ao longo do tempo [1].
2.1.2 Novas abordagens e principais barreiras na gesta˜o da manutenc¸a˜o
No presente se´culo, assiste-se a uma nova fase de mudanc¸a no conceito de manutenc¸a˜o
com as novas tecnologias cada vez mais presentes na indu´stria que tornam mais eficientes as
monitorizac¸o˜es dos equipamentos, mas simultaneamente tornam o processo mais complexo.
Por um lado, soluc¸o˜es de avaliac¸a˜o de risco fazem com que se abandonem progressiva-
mente as manutenc¸o˜es tradicionais e baseadas no tempo, para adotar estrate´gias baseadas na
condic¸a˜o ou estado dos componentes e o risco associado. Por outro lado, o mercado torna-
se mais exigente quanto aos requisitos da qualidade. Como consequeˆncia, os equipamentos
tornam-se complexos e a manutenc¸a˜o e´ naturalmente afetada, sendo necessa´rio procurar no-
vas estrate´gias. Novos conceitos tais como: manutenc¸a˜o baseada no condic¸a˜o (condition-
based maintenance (CBM)), inspec¸a˜o baseada no risco (risk-based inspection (RBI)), gesta˜o
do tempo de vida baseado no risco (risk-based life management (RBLM)), sa˜o estrate´gias que
surgem em forc¸a na indu´stria [10].
A manutenc¸a˜o baseada na condic¸a˜o e´ uma variante da Manutenc¸a˜o Preditiva, trata-se de
um me´todo usado para reduzir as incertezas das atividades de manutenc¸a˜o e as medidas sa˜o
aplicadas de acordo com a condic¸a˜o em que o equipamento se encontra.
A manutenc¸a˜o baseada no risco tenta responder a 5 questo˜es importantes relacionadas
com a integridade e falha de operac¸a˜o do sistema [2]:
• o que pode provocar a falha do sistema?
• como pode afetar o sistema?
• quais as consequeˆncias, caso o sistema falhe?
• com que probabilidade acontece?
• Durante a manutenc¸a˜o e inspec¸a˜o, que componentes sa˜o mais pass´ıveis de causar falhas?
Com o planeamento baseado no risco, espera-se obter uma manutenc¸a˜o com um custo
mais eficiente, o que minimiza as consequeˆncias relacionadas com a seguranc¸a, economia e
ambiente.
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Como podemos ver, as atividades de manutenc¸a˜o tendem para um processo complexo,
aliando diversas a´reas, tais como a informa´tica, a eletro´nica, os sistemas mecaˆnicos, a au-
tomac¸a˜o e a gesta˜o.
Um outro fator que contribui para a complexidade atual do processo de manutenc¸a˜o e´ a
subcontratac¸a˜o dos servic¸os,cada vez mais frequente. Existem organizac¸o˜es em todo mundo
que procuram novas abordagens para manter ou desenvolver a vantagem competitiva, o que
complica o processo, ja´ que antes de tomar medidas no sentido da subcontratac¸a˜o deve-se
desenvolver um plano global. Este plano deve seguir um determinado protocolo - nomear
os gestores e outros intervinientes na atividade, avaliar se a subcontratac¸a˜o e´ imprescindivel
ou se existem alternativas, estruturar a proposta de subcontratac¸a˜o, quer em termos legais,
quer operacionais, entre outros. Com o plano executado, resta ainda avaliar a prontida˜o da
empresa a subcontratar [11].
Atualmente, das principais barreiras existentes na manutenc¸a˜o, destacam-se [12]:
• escolha das pra´ticas que conduzam a um desempenho superior (benchmarking);
• falta de comunicac¸a˜o e informac¸a˜o;
• falta na medic¸a˜o e controlo dos paraˆmetros de performance, ra´cio de qualidade e a raza˜o
da disponibilidade do sistema;
• aumento da complexidade dos sistemas;
• insisteˆncia de uma proposta e plano estrate´gico e a sua implementac¸a˜o;
• falta de preocupac¸o˜es com a seguranc¸a e sau´de.
Com os problemas atuais do mercado, com clientes mais exigentes e com a procura de
uma vasta gama de produtos, surgem os sistemas flex´ıveis de produc¸a˜o (FMS), cada vez mais
frequentes, que tornam o processo bastante automatizado e flex´ıvel e que sa˜o capazes de
tratar uma variedade de produtos de volume me´dio e admitir ra´pidas alterac¸o˜es no processo,
alcanc¸ando alta produtividade sem perder a qualidade dos produtos [13].
A arquitetura mais usual neste tipo de produc¸a˜o aparece representada na figura 2.2. A
organizac¸a˜o deste sistema divide-se em 5 n´ıveis com as respetivas func¸o˜es em que, para cada
n´ıvel, usa-se os seguintes softwares:
• Nı´vel 4 - Software ERP (Primavera e PHC);
• Nı´vel 3 - Software MES (Manufacturing Execution System) e PIMS (Plant Information
Management System);
• Nı´vel 2 - Software SCADA;
• Nı´vel 1 - PLC (software de programac¸a˜o de PLC);
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• Nı´vel 0 - Sensores indutivos, HMI, consolas;
Figura 2.2: Nı´veis de redes industriais.
2.1.3 Pol´ıtica/definic¸a˜o de Manutenc¸a˜o
Feito o enquadramento histo´rico (para se perceber a manutenc¸a˜o preditiva e o seu pro-
grama de gesta˜o) deve-se considerar, em primeiro lugar, as te´cnicas tradicionalmente adota-
das. Tipicamente, na industria, sa˜o aplicados dois tipos de manutenc¸a˜o [9], uma diretamente
ligada a` prevenc¸a˜o e a` antecipac¸a˜o de falhas, denominada manutenc¸a˜o preventiva/preditiva,
e a outra direcionada para a correc¸a˜o de falhas - a manutenc¸a˜o corretiva. Muitas das vezes,
na literatura, a manutenc¸a˜o preditiva e´ associada a` preventiva sendo ate´, em alguns casos,
considerado o mesmo programa (como podemos ver pela figura 2.3 em que autor aborda as
duas tema´ticas como uma so´) e num outro exemplo [14] a manutenc¸a˜o preditiva e´ conside-
rada uma parte da manutenc¸a˜o preventiva. Nesta subsecc¸a˜o, sera´ considerada a manutenc¸a˜o
preditiva como fazendo parte da preventiva e no subcap´ıtulo seguinte (capitulo 2.2) far-se-a´
a distinc¸a˜o entre manutenc¸a˜o preventiva e manutenc¸a˜o preditiva propriamente dita.
10 2.Revisa˜o do Estado da Arte
Figura 2.3: Pol´ıticas de Manutenc¸a˜o adaptado de [9] e [14], respetivamente.
2.1.3.1 Corretiva
Este tipo de manutenc¸a˜o, que na˜o e´ planeada, acontece quando o equipamento tenha
cessado ou diminu´ıdo a capacidade do equipamento de exercer as func¸o˜es para as quais foi
projetado e tem como objetivo a localizac¸a˜o, correc¸a˜o, restaurac¸a˜o, recuperac¸a˜o e reparac¸a˜o
de anomalias ou defeitos. E´ uma forma de manutenc¸a˜o que exige uma estrutura capaz de
responder a todos os tipos de falhas que possam acontecer, o que, consequentemente, forc¸a a
que o departamento de manutenc¸a˜o mantenha uma extenso inventa´rio de pec¸as para substi-
tuic¸a˜o ou ate´ mesmo ma´quinas extra para reposic¸a˜o. Uma alternativa pode passar por um
contacto permanente com os fornecedores de forma a responderem a`s necessidades o mais
ra´pido poss´ıvel. No entanto, sendo esta uma possibilidade, aumentaria significativamente os
custos de reparac¸a˜o, ja´ que pedir pec¸as ao fornecedor no momento apo´s falha representa um
aumento no custo treˆs vezes superior, comparativamente a` mesma intervenc¸a˜o agendada ou
feita por prevenc¸a˜o [5].
2.1.3.2 Preventiva
Este me´todo permite uma reduc¸a˜o dos impondera´veis que originam graves problemas para
os gestores de produc¸a˜o, com atrasos significativos no cronograma de fabricac¸a˜o, indisponibi-
lidade da ma´quina e elevac¸a˜o de custos. Na literatura, a manutenc¸a˜o preventiva e´, por vezes,
assumida como manutenc¸a˜o preditiva, todavia, estas devem ser tratadas de forma diferente.
Para Norberto Moro[15], a manutenc¸a˜o tem grande relevaˆncia para atingir os objetivos
principais das empresas, tais como:
• Reduc¸a˜o de custos
• Qualidade do produto
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• Aumento da produc¸a˜o
• Efeitos no meio ambiente
• Aumento da vida u´til dos equipamentos
• Reduc¸a˜o dos acidentes de trabalho
Ao ser posta em pra´tica, esta metedologia rege-se por um planeamento perio´dico execu-
tado previamente. Esta periodicidade denomina-se MTBF (do ingleˆs, Mean Time Between
Failures), o que traduzido corresponde ao ”tempo estimado entre falhas”. Conhecendo o valor
deste tempo, e´ poss´ıvel intervir nos equipamentos, prevenindo assim a ocorreˆncia de falha.
Apesar das vantagens que este me´todo apresenta, quando aplicado isoladamente, demonstra
algumas limitac¸o˜es, apresenta custos elevados e, em muitos casos, torna-se um processo ine-
ficiente [16].
Esta forma de realizar a manutenc¸a˜o pode ser sistema´tica, ou seja, como os equipamen-
tos apresentam potencialmente uma taxa de falhas constantes, procede-se a` substituic¸a˜o de
componentes ou a reviso˜es, em intervalos de tempo definidos, mesmo que o equipamento se
encontre totalmente funcional. Esta abordagem e´ frequentemente aplicada em ma´quinas cujas
avarias provocam paragens por tempo significativo ou quando colocam em causa a seguranc¸a
dos indiv´ıduos. Uma outra abordagem e´ a manutenc¸a˜o condicionada; na realidade trata-se
de uma outra versa˜o da manutenc¸a˜o preditiva. Por vezes, a manutenc¸a˜o preditiva e´ abordada
isoladamente, outras vezes, como uma variante da manutenc¸a˜o preventiva. Esta forma de
manutenc¸a˜o e´ abordada com detalhe no subcap´ıtulo seguinte (capitulo 2.2).
2.2 Manutenc¸a˜o Preditiva
Segundo Borwn M.[17], a manutenc¸a˜o preditiva e´ definida como uma abordagem que
compara a tendeˆncia das medic¸o˜es dos paraˆmetros f´ısicos analisados (vibrac¸a˜o, ru´ıdo, tem-
peratura) com os limites estabelecidos para esses paraˆmetros, de forma a detetar, analisar e
corrigir problemas precocemente. Ja´ para Lima e Sales[18], a adoc¸a˜o da manutenc¸a˜o preditiva
explora os dispositivos f´ısicos para controlo e manutenc¸a˜o da qualidade do produto final que
e´ gerado no equipamento.
Tambe´m Faria, Costa e Olivas [19] retratam-na como uma manutenc¸a˜o pro´-ativa focada
em determinar as causas da falha da ma´quina, utilizando ferramentas para que a mesma na˜o
ocorra. Neste tipo de programa, considera-se esta antecipac¸a˜o fundamental, uma vez que
uma manutenc¸a˜o pro´-ativa visa, por exemplo, detetar a contaminac¸a˜o de fluidos lubrificantes
utilizados nas ma´quinas, diminuindo o nu´mero de substituic¸o˜es preventivas.
Posto isto, a manutenc¸a˜o preditiva e´ um programa que indica as condic¸o˜es reais de funci-
onamento das ma´quinas com base em dados que informam sobre o seu desgaste ou processo
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de degradac¸a˜o. E´ uma metodologia que prediz o tempo de vida u´til dos componente das
ma´quinas e equipamentos, bem como as condic¸o˜es para que esse tempo de vida seja aumen-
tado.
Existem inu´meras te´cnicas para este tipo de manutenc¸a˜o tais como[5] :
• Monitorizac¸a˜o das vibrac¸o˜es
• Emissa˜o acu´stica
• Ana´lise a o´leos
• Ana´lise a`s part´ıculas libertadas pelos equipamentos
• Inspec¸o˜es visuais
• Termografia
• Ultrassons
• Ana´lise ele´trica
Como resultado da utilizac¸a˜o destas te´cnicas, maximizam-se os intervalos entre reparac¸o˜es e o
rendimento do processo produtivo, visto que os equipamentos e as instalac¸o˜es esta˜o dispon´ıveis
o maior tempo poss´ıvel. E´ como tal cada vez mais importante o estudo em diversas a´reas,
desde a aquisic¸a˜o de dados ate´ a` sua interpretac¸a˜o, para melhorar a implementac¸a˜o destas
te´cnicas, quer pelos pro´prios fabricantes, quer pelos clientes, a quando da aquisic¸a˜o de novos
equipamentos [20].
Apesar destes me´todos e formas de ana´lise, e´ preciso ter em conta que existem casos para
os quais programas com este tipo de manutenc¸a˜o na˜o sa˜o capazes de demonstrar benef´ıcios
tang´ıveis para a organizac¸a˜o. Consequentemente, e´ essencial a investigac¸a˜o e desenvolvimento
neste domı´nio dado que e´ possivel reduzir estes casos[21] .
As principais barreiras verificam-se na necessidade de adquirir equipamentos tecnicamente
sofisticados, que permitam fazer ana´lises com o ma´ximo de rigor poss´ıvel, no entanto, sa˜o
instrumentos normalmente dispendiosos que exigem ma˜o de obra especializada.
Face a estas adversidades, na hora de aplicar, a manutenc¸a˜o preditiva torna-se um entrave,
pois e´ necessa´rio um grande investimento.
Motivo pelo qual, se procura o desenvolvimento de uma soluc¸a˜o de fa´cil implementac¸a˜o e
utilizac¸a˜o para que, sem investimentos significativos, se consiga usufruir dos benef´ıcios deste
tipo de manutenc¸a˜o.
2.2.1 Ana´lise de Vibrac¸o˜es
A ana´lise de vibrac¸o˜es e´ usada para determinar a condic¸a˜o operacional ou mecaˆnica do
equipamento. Uma das principais vantagens deste tipo de ana´lise e´ poder identificar problemas
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que comec¸am a surgir no equipamento, antes de este ter de parar por um agravamento da
avaria [21]. Isto pode ser conseguido com uma monitorizac¸a˜o regular das vibrac¸o˜es produzidas
pela ma´quina, podendo ser continua ou por intervalos de tempo agendados.
Partes rotativas e outros componentes da maquinaria existente podem ser constitu´ıdas por
estator, rotor, rolamentos, engrenagens e acoplamentos. A figura 2.4 representa a arquitetura
mecaˆnica t´ıpica de uma ma´quina industrial apresentando avarias comuns.
Figura 2.4: Tipica configurac¸a˜o de um equipamento adaptado de [21].
Quando estes componentes trabalham em altas velocidades, o risco de falha e´ eminente.
Ao ocorrerem pequenos defeitos, a vibrac¸a˜o do equipamento sofrera´ alterac¸o˜es, aumentando
os n´ıveis de vibrac¸a˜o. De uma forma geral, o que leva aos aumento dos valores da vibrac¸a˜o
sa˜o uma ou mais partes desniveladas, desalinhadas, folgadas, fora da toleraˆncia, partidas ou
a reagir com uma forc¸a externa. O aumento da amplitude das vibrac¸o˜es em frequeˆncias par-
ticulares pode ser um indicador de para problemas ou defeitos de performance do mecanismo.
Um dilema comum neste tipo de ana´lise estara´ em determinar qual o n´ıvel de vibrac¸a˜o
aceita´vel que reflita um funcionamento sauda´vel da ma´quina. E´ dificil defenir um intervalo
dentro do qual a ma´quina estara´ em funcionamento perfeito, a na˜o ser que alguns manuais
estejam dispon´ıveis ou enta˜o que o pro´prio fabricante disponiblize modelos exemplificativos
dos limites aceita´veis. De facto, existe um guia˜o, ou melhor uma norma que e´ utilizada lar-
gamente, a ISO 2372 [21] que pode ser usada para determinar os n´ıveis de vibrac¸a˜o aceita´veis
para va´rias classes de maquinaria. Portanto, para utilizar esta norma, tem de se identificar a
classe da ma´quina em questa˜o, para comparar os intervalos de velocidade de vibrac¸a˜o e picos.
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Tabela 2.1: Tabela de Gravidade consoante a valor de vibrac¸a˜o registado.
Tabela 2.2: Legenda da tabela 2.1
Classe 1 Partes individuais de uma ma´quina ou motor conectado
integralmente em condic¸o˜es de funcionamento
(motores ele´tricos com poteˆncias abaixo dos 15kW sa˜o
exemplos de ma´quinas para esta categoria)
Classe 2 Ma´quinas de tamanho me´dio (normalmente motores ele´tri-
cos com 15-75kW)
Classe 3 Ma´quinas de grande porte com massas rotativas acopladas
em fundac¸o˜es r´ıgidas e pesadas
Classe 4 Grandes motores ou maquinas com grandes massas de rota-
c¸a˜o montadas em fundac¸o˜es suaves na direc¸a˜o medida da
vibrac¸a˜o.
Verde Bom
Verde claro Aceita´vel
Amarelo Satisfato´rio
Vermelho Inaceita´vel
2.2.2 Ana´lise Te´rmica
A termografia tem tido uma utilidade crescente na indu´stria, dado que os custos associa-
dos a` aquisic¸a˜o de um equipamento termogra´fico esta˜o a reduzir. Com a evoluc¸a˜o tecnolo´gica
este tipo de equipamento tem se tornado cada vez mais acess´ıvel.
Esta te´cnica de manutenc¸a˜o preditiva pode ser usada para monitorizar, na˜o so´ equipamen-
tos ele´tricos, mas tambe´m a estrutura da ma´quina, componentes, sistemas de equipamentos
mecaˆnicos dinaˆmicos e esta´ticos.
Com esta ana´lise e´ poss´ıvel detetar, em esta´gio inicial, processos de falha gerados por
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anomalias te´rmicas num determinado componente sem que seja necessa´rio interromper o fun-
cionamento dos equipamentos, podendo classifica´-las e quantifica´-las.
As imagens registadas por uma caˆmara termogra´fica, figura 2.5, apresentam cores mais
quentes como o amarelo e o vermelho que representam os pontos mais quentes, e cores frias
como o azul e o violeta, as a´reas de menor temperatura1. Em equipamentos ele´tricos, o au-
mento de temperatura pode estar associado a sobrecargas ou a diferenc¸a de tensa˜o fora do
normal, o que geralmente se associa a uma falha, enquanto que nos equipamentos mecaˆnicos,
a temperatura geralmente e´ elevada, quando o aumento de atrito e´ significativo, seja por mau
funcionamento de rolamento, uma ro´tula desgastada, ou enta˜o a falta de l´ıquido de lubri-
ficac¸a˜o.
A ana´lise te´rmica e´ um me´todo interessante, uma vez que permite uma ana´lise sem con-
tacto, o que facilita a monitorizac¸a˜o em equipamentos cujo acesso e´ comprometido. Ale´m disso
em equipamentos cuja variac¸a˜o de temperatura e´ nota´vel em va´rios pontos do equipamento,
uma caˆmara termogra´fica permite uma avaliac¸a˜o geral, ra´pida e fa´cil de interpretar.
Figura 2.5: Imagens captadas por uma caˆmara termogra´fica em componentes mecaˆnicos e
ele´tricos.
2.2.3 Ana´lise Ele´trica
Os equipamentos ele´tricos representam, em grande parte, a maioria do capital investido
de uma organizac¸a˜o. Desde quadros ele´tricos ate´ simples atuadores, o funcionamento eficiente
do sistema ele´trico e´ crucial para manter a capacidade operacional.
A monitorizac¸a˜o de paraˆmetros chave tais como desequil´ıbrios de fase, falhas de isolamen-
tos, fatores de poteˆncia, voltagem, corrente sa˜o alguns dos elementos a ter em conta neste
tipo de ana´lise.
Trata-se de uma te´cnica que e´ de extrema utilidade e que permite identificar problemas
ele´tricos e mecaˆnicos, em situac¸o˜es com ma´quinas de dif´ıcil acesso, alimentadas com inverso-
res de frequeˆncia ou em situac¸o˜es para as quais a ana´lise de vibrac¸o˜es na˜o e´ aplica´vel.
O motores ele´tricos sa˜o amplamente utilizados em inu´meros setores industriais, visto que
sa˜o equipamentos altamente confia´veis devido a` sua construc¸a˜o e testes em fa´brica. No
1Adaptado do site, consultado a 29-06-2016 em http : //www.multierri.com.br/analise− termografica.
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entanto, esta˜o sujeitos a va´rias situac¸o˜es que afetam o seu bom funcionamento, o que conse-
quentemente, se traduzira´ na diminuic¸a˜o do seu desempenho e vida u´til.
Seguindo o guia de especificac¸o˜es de motores ele´tricos da WEG[22] pode-se observar na
figura 2.6 que existe uma variedade enorme de motores ele´tricos que obriga a uma ana´lise
particularizada. Existem dois grandes grupos: o de corrente alternada (AC) e os de corrente
cont´ınua (DC). Como subcategorias nos AC, surgem os trifa´sicos e os monofa´sicos, enquanto
que nos DC, a variedade e´ maior, com os passo-a-passo, os sem escovas, os convencionais e os
servomotores.
Figura 2.6: Esquema com todos os tipos de motores ele´tricos.
Com va´rias fa´bricas a trabalhar continuamente (24h/24h), sem paragens de produc¸a˜o que,
eventualmente, podem originar torna-se fundamental evitar falhas inesperadas, que normal-
mente origina atrasos produtivos, traduzindo-se em elevadas perdas financeiras.
O programa de manutenc¸a˜o preditiva deve ser aplicado com as medic¸o˜es te´cnicas apropri-
adas para identificar e localizar as causas das alterac¸o˜es na performance do motor. Baseado
nos resultados, o ideal e´ localizar o momento mais prop´ıcio, para aplicar ac¸o˜es corretivas.
Com a finalidade de monitorizar o desempenho dos motores ele´tricos e aplicar manutenc¸a˜o
preditiva, um relato´rio te´cnico publicado pelo Eletric Power Research Institute [23] apresenta
va´rias formas de interpretar os resultados, das quais se destacam:
• Medic¸a˜o da voltagem - Os motores standard permitem operac¸o˜es dentro de uma volta-
gem num intervalo de mais ou menos 10% da voltagem recomendada para o motor. A
operac¸a˜o de voltagem demasiado baixa aumenta a temperatura do estator e das asas do
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rotor, enquanto que a elevada reduz a temperatura do motor. O desequil´ıbrio aceite en-
tre a voltagem e´ de cerca de 1 % para motores de baixa voltagem, na˜o podendo exceder
os 5 % para motores de grande dimensa˜o.
• Medic¸a˜o da corrente - Os valores de corrente nas treˆs fases devem ser os mesmos ou me-
nores que os apresentados na placa de caracter´ısticas do motor, tendo aproximadamente
o mesmo valor em cada uma. Quando detetados picos de corrente, a uma determinada
frequeˆncia, pode ser um indicador de barras do rotor desgastadas. Partindo do facto
de que a temperatura do enrolamento e´ proporcional ao quadrado da corrente em fun-
cionamento, o aumento de 5% corresponde ao aumento de 25% a temperatura dos
enrolamentos, causando um desgaste no isolamento ele´trico.
• Fator de poteˆncia - O fator de poteˆncia e o dimensionamento do motor esta˜o estritamente
correlacionados, se o primeiro estiver em sobrecarga, o segundo reduzira´. Este paraˆmetro
definido, em corrente alternada, pela raza˜o entre a poteˆncia ativa com a aparente. O
valor ideal deste fator e´ apresentado na chapa de caracter´ısticas do equipamento.
• Teste ao isolamento - Esta e´ a condic¸a˜o do isolamento entre o condutor e a terra. Valores
baixos sa˜o um indicador da presenc¸a de sujidade, humidade no motor ou enta˜o falha no
isolamento. Tais condic¸o˜es podem levar a falhas de isolac¸a˜o, resultando em perda de
produc¸a˜o ou mesmo ignic¸o˜es acidentais.
O me´todo de diagno´stico de falhas em motores apenas atrave´s de varia´veis ele´tricas e´
considerado uma ferramenta poderosa para a manutenc¸a˜o preditiva, tal como a ana´lise de
vibrac¸a˜o.
Um outro fator deriva da ana´lise dos efeitos dos harmo´nicos nos equipamentos ele´tricos
(qualidade da energia) com muita influeˆncia na avaliac¸a˜o e estimativa do tempo de vida,
este fator pode produzir maiores esforc¸os nos componentes, nos isolantes e nas alterac¸o˜es no
desempenho do equipamento e pode pressupor uma falha do equipamento.
O grau com que harmo´nicos podem ser suportadas pelo sistema esta´ diretamente ligado
ao fator de poteˆncia. Existem equipamentos menos sens´ıveis como e´ caso de equipamentos
de aquecimento (carga resistiva), para os quais a forma de onda na˜o e´ relevante, ate´ aos mais
sens´ıveis que e´ o caso dos equipamentos de comunicac¸a˜o e processamento de dados.
• Motores e geradores
Nas ma´quinas rotativas (induc¸a˜o e s´ıncrona), o maior efeito dos harmo´nicos reflete-se
no aumento da temperatura, devido ao aumento das perdas no ferro e cobre, e num
aumento do ru´ıdo aud´ıvel, quando comparado com a alimentac¸a˜o sinusoidal.
• Transformadores
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De forma ideˆntica aos motores e geradores, tambe´m nestes componentes ocorrem per-
das, isto deve-se a uma reduc¸a˜o da a´rea condutora a` medida que a frequeˆncia ele´trica
aumenta.
2.2.4 Equipamentos utilizados para ana´lise
Existem diversas marcas que disponibilizam equipamentos para os tipos de ana´lise referi-
dos anteriormente; consultados alguns fornecedores a operar a n´ıvel nacional como a Fluke1
ou a Ffonceca2, foram explorados alguns deles.
Para a ana´lise te´rmica, o equipamento que mais se destaca sa˜o as caˆmaras termogra´fica
que, como podemos ver na figura 2.7a, podem ser porta´teis e registam uma imagem com
a identificac¸a˜o da temperatura nos pontos observados pela mesma, permitindo detetar po-
tenciais problemas. Uma outra alternativa mais econo´mica e´ o uso de sensores resistivos ou
termopares.
Para ana´lise ele´trica, os equipamentos a salientar sa˜o os analisadores de energia que per-
mitem monitorizar uma se´rie de paraˆmetros, tais como a medic¸a˜o e o registo de distu´rbios
ele´tricos - harmo´nicos, fator de poteˆncia, desequil´ıbrio e flutuac¸a˜o de tensa˜o, variac¸o˜es de
tensa˜o de curta durac¸a˜o, entre outros. A figura 2.7b apresenta um exemplo desse equipa-
mento.
Relativamente a` ana´lise de vibrac¸o˜es, os equipamentos apresentados nas figuras 2.7c e 2.8c
registam cont´ınua ou periodicamente as vibrac¸o˜es registadas, detetando variac¸o˜es irregulares
que podem resultar em falhas mecaˆnicas, como por exemplo, rolamentos ou engrenagens com
desgaste.
Estes equipamentos podem, por um lado, ser porta´teis (figura 2.7) e permitir monito-
rizac¸o˜es perio´dicas mais gerais, por outro lado, existem os fixos (figura 2.8) para colocac¸a˜o
em equipamentos que necessitam de uma monitorizac¸a˜o continua e num ponto em concreto.
(a) Caˆmara Termogra´fica (b) Analisador de Energia (c) Medidor de Vibrac¸a˜o
Figura 2.7: Exemplo de equipamentos porta´teis utilizados para cada tipo de ana´lise.
1http://www.fluke.com
2http://www.ffonseca.com/
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(a) Termopar (b) Analisador de Energia
trifa´sico
(c) Sensor de Vibrac¸a˜o
Figura 2.8: Exemplo de equipamentos fixos utilizados para cada tipo de ana´lise.
2.3 Soluc¸o˜es Existentes de Apoio a` Manutenc¸a˜o
2.3.1 Simulac¸a˜o
Grac¸as ao desenvolvimento de software, as simulac¸o˜es tornaram-se uma ferramenta cada
vez mais relevante e realista que podem ser aplicadas em diversas a´reas, como por exemplo,
necessidades dos clientes, produc¸a˜o, servic¸os, log´ıstica, estimativas de tempos de intervenc¸a˜o,
entre outros. As simulac¸o˜es teˆm aumentado a sua popularidade, como ferramenta de aux´ılio
a` decisa˜o, por gestores de todas as a´reas.
Nos trabalhos divulgados na literatura te´cnica constam os diversos benef´ıcios obtidos com
o uso da simulac¸a˜o computacional [24]. Sa˜o de destacar as seguintes vantagens: atrave´s
dos modelos de simulac¸a˜o e´ possivel estimar o que precisa ser melhorado e o momento mais
oportuno, o que facilita, portanto, a tomada de deciso˜es; inovac¸o˜es significativas e otimizac¸o˜es
podem ser incrementadas atrave´s do uso da simulac¸a˜o computacional, uma vez que a animac¸a˜o
do processo facilita o seu entendimento por parte dos gestores; a simulac¸a˜o permite avaliar a
tomada de deciso˜es, se esta e´ via´vel ou na˜o, reduz gastos, tempo e evita interrupc¸o˜es inerentes
a` tradicional te´cnica de tentativa e erro [25].
Por outro lado, tambe´m existem complicac¸o˜es associadas, nomeadamente encontrar o soft-
ware que melhor se adequa a cada cena´rio, procurando melhores paraˆmetros - desempenho,
custo, tempo de aprendizagem, facilidade da implementac¸a˜o e a sua extensibilidade [24].
Verifica-se em muitos estudos, como por exemplo, em Bansal Evans e Jones [26], a ne-
cessidade da utilizac¸a˜o de simulac¸o˜es, visto que a implementac¸a˜o destes modelos necessita de
um extenso registo de valores dos equipamentos. Os autores referem considerar igualmente
va´lido a utilizac¸a˜o destes dados comparativamente aos reais.
No mercado existe uma pano´plia software dispon´ıvel que simula linhas produtivas, dos
quais se destaca o software Arena, FlexSim. A simulac¸a˜o pode ser uma ferramenta interes-
sante ja´ que possibilita a reduc¸a˜o de custos de implementac¸a˜o e o estudo de va´rias soluc¸o˜es
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te´cnicas.
No aˆmbito desta dissertac¸a˜o, o software Arena foi utilizado e testado para pequenas si-
mulac¸o˜es, tendo-se conclu´ıdo que se trata de um software de ra´pida criac¸a˜o de simulac¸o˜es, con-
tudo, denota-se algumas complicac¸o˜es na ana´lise dos resultados, a´ medida que as simulac¸o˜es
se complexificam (ver na figura 2.9 a sua interface).
Figura 2.9: Interface software Arena.
2.3.2 Software SCADA
A expressa˜o SCADA e´ a abreviatura para Supervisory Control and Data Acquisition, que
se podera´ traduzir para ”Supervisionamento, Controlo e Aquisic¸a˜o de Dados”. Esta sigla
pode ser considerada uma boa s´ıntese das principais capacidades de um programa deste tipo.
Na de´cada de 60, foram criados pela Westinghouse e GE computadores capazes de exe-
cutar func¸o˜es em tempo real (PRODAC e GETAC ) [27], que responderam com efica´cia a`
complexidade requerida para a construc¸a˜o de uma estac¸a˜o mestre, capazes de fornecer todas
as informac¸o˜es para um sistema SCADA, reconhecendo-se, deste modo, a vantagem na uti-
lizac¸a˜o de computadores com n´ıveis superior de processamento.
A indu´stria comec¸ou por demonstrar um grande interesse por este tipo de aplicac¸o˜es, o
que contribuiu para o seu ra´pido e crescente desenvolvimento, dado que permite aumentar a
produc¸a˜o, ale´m de reduzir custos como o consumo de energia e ma˜o-de-obra, melhorando ate´
as condic¸o˜es de seguranc¸a e qualidade no trabalho.
Existe um grande leque de software deste tipo dispon´ıveis no mercado, sendo de destacar
o Movicon e o Lookout ; o primeiro foi desenvolvido pela Progea e o segundo pela National
Instruments.
Ao consultar os manuais do utilizador destes software [28, 29], observa-se que denotam
poucas diferenc¸as em termos de funcionalidades.
Em primeiro lugar, surge o Movicon que e´ uma plataforma de SCADA/HMI (Inter-
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face homem ma´quina) que ”garante flexibilidade de desenvolvimento, versatilidade e inde-
pendeˆncia”1, mas tambe´m fluxo de informac¸a˜o em tempo real, entre setores, mesmo em
empresas de grandes dimenso˜es. A figura 2.10a apresenta um exemplo de um HMI criado na
aplicac¸a˜o, contendo s´ımbolos dinaˆmicos, esta´ticos e animac¸o˜es. Trata-se de uma tecnologia
baseada em eXtensive Markup Language (XML), uma metalinguagem definida pelo padra˜o
internacional do conso´rcio W3C. Esta linguagem caracteriza-se pela capacidade de facilitar a
partilha de informac¸o˜es num determinado sistema.
O Movicon tambe´m possibilita a escrita e desenvolvimento de co´digo em Visual Basic
para Aplicac¸o˜es (VBA), comunicac¸a˜o com base de dados, alarmes, estat´ıstica e produc¸a˜o e
protec¸a˜o de dados.
O software Lookout e´ capaz de executar todas estas operac¸o˜es relevantes apresentadas
anteriormente, na˜o existindo diferenc¸as significativas. A figura 2.10b apresenta um exemplo
de HMI criado no software.
(a) Movincon (b) Lookout
Figura 2.10: Interface exemplo de uma plataforma SCADA utilizando o Movicon 11 e o
Lookout.
2.3.3 CMMS
Os sistemas computorizados de gesta˜o para a manutenc¸a˜o (CMMS) teˆm sido tambe´m cada
vez mais frequentes na indu´stria, surgindo na de´cada de 70 [30]. Atualmente torna-se cada vez
mais importante a utilizac¸a˜o deste tipo de software, quando existe um nu´mero significativo
de equipamentos ou quando o recurso a` manutenc¸a˜o e´ frequente.
A forte concorreˆncia entre software dispon´ıveis fez sobresair os aspetos menos positivos
da implementac¸a˜o do CMMS e motivou a insatisfac¸a˜o das empresas, no entanto foram ja´
desenvolvidas soluc¸o˜es com o intuito de facilitar a decisa˜o [31].
Para ale´m de ser um tarefa crucial e de extrema importaˆncia, selecionar e avaliar que
software CMMS escolher e´ um tarefa complicada, uma vez que a escolha errada pode tornar
1Retirado do sitio http://www.progea.com/.
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todo o processo ineficaz.
Quando na˜o existia o CMMS, a manutenc¸a˜o preventiva era gerida com muito pouco su-
porte de softwares, enquanto que atualmente e´ um apoio para diversas func¸o˜es tais como
[32]:
• controlar todos os ativos que necessitam de manutenc¸a˜o
• controlar o nu´mero de todos os ativos dispon´ıveis, seus respetivos prec¸os, etc
• agendar intervenc¸o˜es planeadas para a manutenc¸a˜o preditiva
• controlar a emissa˜o de planos de manutenc¸a˜o, ordens de servic¸o
• fornecer orc¸amentac¸a˜o, manutenc¸a˜o e ana´lises de custo
• inventa´rio de manutenc¸a˜o
• fornecimento de ferramentas de ana´lise para controlar e melhorar a performance da
manutenc¸a˜o
A figura 2.11 apresenta a interface do software da Maintenance Assistant, empresa cana-
diana em Toronto que procura simplificar o mundo da manutenc¸a˜o. A aplicac¸a˜o funciona em
plataforma web browser o que permite um acompanhamento das ordens de servic¸o e o agen-
damento de tarefas. Muitas da vezes as equipas de manutenc¸a˜o necessitam de profissionais
exteriores a` equipa, contudo, este produto tambe´m esta´ preparado para esse tipo de situac¸o˜es,
ja´ que guarda os histo´ricos de intervenc¸o˜es nos equipamentos, permite a gesta˜o do inventa´rio
e oferece tambe´m a possibilidade de agendar intervenc¸o˜es seguindo uma manutenc¸a˜o preven-
tiva1.
Figura 2.11: Exemplo de uma interface de software CMMS (MA CMMS software).
1Retirado do site, consultado a 25-06-2016 em https : //www.maintenanceassistant.com/.
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2.3.4 Software SCADA e CMMS
Como foi dito anteriormente, o software SCADA de supervisa˜o, controlo e aquisic¸a˜o de
dados faz a recolha de informac¸a˜o adquirida atrave´s de mu´ltiplos sensores, distribu´ıdos por
va´rios equipamentos ao longo das linhas de produc¸a˜o para um computador central.
Tendo um PLC ou ate´ mesmo um microcontrolador a comunicar com o equipamento em
ana´lise, o sistema SCADA atua com um HMI (Human machine interface), fornecendo aos
operadores um maior controlo e seguranc¸a.
Existem soluc¸o˜es no mercado que conciliam este software com o CMMS(Computerized
Maintenance Management System) desenvolvidas por grandes companhias, como por exemplo
a General Motors Automation.
A figura 2.12 representa a arquitetura de uma soluc¸a˜o deste tipo3, trata-se de um o´timo
recurso para apoio a` equipa de manutenc¸a˜o com um registo de todas as intervenc¸o˜es a realizar,
marcac¸o˜es de tarefas de manutenc¸a˜o a agendar, acompanhamento e criac¸a˜o de um histo´rico
de todas as alterac¸o˜es efetuadas durante as reparac¸o˜es.
Figura 2.12: Esquema de Funcionamento SCADA e CMMS.
Com a aplicac¸a˜o destes dois software em simultaˆneo consegue-se adaptar mais finamente
operac¸o˜es de manutenc¸a˜o programadas, evitando intervenc¸o˜es extemporaˆneas. A manutenc¸a˜o
deve, como tal, ser proporcional a´ utilizac¸a˜o da ma´quina, antecipando-se uma intervenc¸a˜o,
em caso de sobrecarga ou protelando-a, em utilizac¸o˜es menos intensivas. Concretamente,
supondo-se que um equipamento tenha agendada uma manutenc¸a˜o semanal, a carga de traba-
lho excessiva ou reduzida durante esse intervalo, pode inviabilizar a intervenc¸a˜o programada.
3adaptado do site e consultado a 24-07-2016 http : //www.mi− wea.org/docs/CMMSSCADA.pdf
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Assim o software SCADA criara´ alarmes para que seja dada a ordem de reparac¸a˜o na hora
certa, para na˜o agravar problemas que conduzam a` paragem da ma´quina.
Em suma, esta fusa˜o retira o melhor de cada aplicac¸a˜o, ja´ que consegue adquirir e armaze-
nar os dados em tempo real e ao mesmo tempo gerir, otimizando o processo de manutenc¸a˜o,
tanto preventiva como corretiva.
2.4 Execuc¸a˜o de um Programa de Manutenc¸a˜o
Quando se sujeita um equipamento a uma manutenc¸a˜o preditiva (conforme ciclo represen-
tado na figura 2.13), devem ser feitas ana´lises perio´dicas a um paraˆmetro ou mais, de acordo
com cada tipo de ma´quina. Caso estes paraˆmetros ultrapassem os valores ideais de funciona-
mento, estipulados pelo fabricante, deve-se intervir para corrigir a causa dessa irregularidade.
Figura 2.13: Esquema com o ciclo da Manutenc¸a˜o preditiva [17].
Como referido em cap´ıtulos anteriores a ana´lise pode ser feita de va´rias formas, por exem-
plo, a vibrac¸a˜o pode ser aplicada numa ma´quina rotativa. Um analista experiente pode
diagnosticar problemas comuns, tais como desalinhamento e desequil´ıbrio, bem como proble-
mas menos valorizados como a ressonaˆncia.
Uma vez o problema determinado, uma reparac¸a˜o mas apropriada pode ser aplicada;
quando este estiver corrigido, o equipamento volta ao ciclo de monitorizac¸a˜o perio´dica.
Posto isto, pode-se verificar que e´ importante fornecer um plano ao departamento de
manutenc¸a˜o capaz de acompanhar e ajudar mais assertivamente a execuc¸a˜o do trabalho de
manutenc¸a˜o.
Existem quatro grandes ac¸o˜es que interferem no programa de manutenc¸a˜o: planeamento,
programac¸a˜o, execuc¸a˜o e monitorizac¸a˜o [33].
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Atualmente, na˜o existe nenhuma norma que oriente o responsa´vel de manutenc¸a˜o na criar
um plano, existem sim va´rias propostas. Um ponto de partida poss´ıvel para as necessidades
que um plano deste tipo comporta pode ser a resposta aos seguintes to´picos[33] :
• Regras definidas pelo fornecedor
• Regras relativas a` operac¸a˜o do ativo
• Questo˜es legais
• Ana´lise de risco, custos e tempos para a decisa˜o do tipo de manutenc¸a˜o
Um plano de manutenc¸a˜o e´ um documento que deve prever todos os trabalhos preventivos
de um equipamento, ao logo do seu ciclo de vida, este na˜o deve ser um documento esta´tico. A
ac¸o˜es deste plano teˆm de apresentar uma certa periodicidade que pode ser fixada no calenda´rio
ou atender ao nu´mero de horas de funcionamento, neste ultimo caso, a data de manutenc¸a˜o
e´ marcada com base nos registos.
Com o objetivo de obter informac¸a˜o pormenorizada, Almeida[33] considera u´til que, pe-
rante ativos de gesta˜o, sejam seguidas boas pra´ticas tais como:
• Considerar o manual do fabricante dos equipamentos: condic¸o˜es de utilizac¸a˜o, histo´rico
do equipamento e manual de utilizac¸a˜o.
• Identificar as medidas de seguranc¸a por tipo de intervenc¸a˜o e equipamento
• Definir clara e objetivamente o tipo de intervenc¸a˜o, frequeˆncia e durac¸a˜o
• Descrever as tarefas a realizar e sequeˆncia de operac¸o˜es
• Selecionar responsa´veis pela execuc¸a˜o e pelo acompanhamento dos trabalhos
• Testar o equipamento de modo a verificar a sua funcionalidade (deve constar sempre no
final de qualquer plano de manutenc¸a˜o)
Barbosa [34] propo˜e um plano de manutenc¸a˜o, resultante de um estudo que visa a oti-
mizac¸a˜o de um plano por meio da junc¸a˜o deste com o programa 5S.
O programa ”5s”surgiu no Japa˜o no in´ıcio dos anos 50 por Kaoru Ishikawa, sendo am-
plamente utilizado a` escala mundial. O ”5s”e´ um programa que visa otimizar o fluxo de
informac¸o˜es que gera organizac¸a˜o, seguranc¸a, melhoria de layout, materiais, equipamentos e
pessoas. A sua designac¸a˜o surge devido a`s etapas que o compo˜em iniciarem-se em japoneˆs
pela letra ”S”, que traduzidas sa˜o separac¸a˜o, ordenac¸a˜o, limpeza, padronizac¸a˜o e disciplina.
A figura 2.14 representa um modelo proposto resultante desse estudo, quebrando o pa-
radigma de que a manutenc¸a˜o e´ um setor dentro da empresa com grande desorganizac¸a˜o,
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Figura 2.14: Exemplo de um modelo esquema´tico da elaborac¸a˜o e implantac¸a˜o do plano de
manutenc¸a˜o.
falta de limpeza e falta de padronizac¸a˜o. Divide-se em 5 etapas: coletar dados, mapear os
processos, treinar a equipa de trabalho e por fim monitorizar os resultados.
Deste modo, a criac¸a˜o de um plano de manutenc¸a˜o e´ um ato que promove a organizac¸a˜o e
otimizac¸a˜o de todo o departamento, tornando as intervenc¸o˜es mais assertivas e com medidas
corretivas mais eficazes.
Cap´ıtulo 3
Metodologias Preditivas
A previsa˜o envolve um cena´rio ou conjunto de valores nume´ricos que resulta no conheci-
mento do futuro atrave´s de ind´ıcios passados. E´ absolutamente essencial para o planeamento
a curto e longo prazo. Esta ac¸a˜o permitira´ privilegiara´ algumas deciso˜es em detrimento de
outras, possibilitando adaptar melhor o planeamento das atividades com o intuito de atingir
os objetivos pretendidos. Embora seja imposs´ıvel prever o futuro de forma completamente
infal´ıvel, as te´cnicas de previsa˜o procuram minimizar ao ma´ximo os erros de previsa˜o.
Este cap´ıtulo e´ de extrema relevaˆncia uma vez que nele sera˜o estudados os me´todos para
prever as falhas inesperadas que resultam em danos colaterais no resto do equipamento e
paragens de produc¸a˜o na˜o programadas. No contexto dos sistemas mecaˆnicos, a previsa˜o
da falha e´ considerada um evento de interesse e noutras a´reas, como as ciencias me´dicas, a
previsa˜o materializa-se no diagono´stico precosse de doenc¸as potencilmente fatais para o ser
vivo. Esta ana´lise e´ usada com frequeˆncia na indu´stria para estimativas do tempo de vida,
durac¸a˜o dos trabalhos, tempos de sobreviveˆncia, em ensaios cl´ınicos, ou ate´ mesmo em a´reas
como a psicologia ou a sociologia [35].
Atualmente, verifica-se a existeˆncia de uma vasta pano´plia de me´todos para realizar pre-
viso˜es, desde me´todos heur´ısticos a me´todos com inteligeˆncia artificial. Como tal, e´ necessa´rio
identificar os diferentes tipos de previso˜es para que seja poss´ıvel escolher o melhor modelo a
aplicar no caso em estudo. Em seguida, sera˜o abordados detalhadamente os principais e mais
conhecidos me´todos de previsa˜o: modelos de Se´ries Temporais e me´todos com inteligeˆncia
artificial.
3.1 Se´ries Temporais
A maioria dos modelos de previsa˜o estat´ıstica sa˜o baseados na utilizac¸a˜o dos dados
histo´ricos a partir de uma se´rie de tempo ou se´rie temporal[36]. Uma se´rie de tempo sa˜o
todos os valores observados de uma unidade de interesse (uma varia´vel aleato´ria) em relac¸a˜o
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ao tempo.
Sendo uma se´rie temporal uma descric¸a˜o do passado, partindo de um procedimento lo´gico,
pode-se chegar a um modelo matema´tico que e´ representativo do processo e que pode ser uti-
lizado para gerar previso˜es.
Existem va´rios modelos de se´ries temporais [37] dividindo-se em duas classes: parame´tri-
cos, nos quais a ana´lise e´ feita apenas pelos seus valores passados, e na˜o parame´tricos, quando
a ana´lise e´ feita no domı´nio dos seus valores passados, mas tambe´m por valores passados de
outras varia´veis. Ale´m disto, as se´ries temporais teˆm caracter´ısticas t´ıpicas como a tendeˆncia,
ou seja a avaliac¸a˜o a longo prazo sera´ de um comportamento constante, crescimento crescente
ou decrescente, a sazonalidade, efeitos ligados a variac¸o˜es perio´dicas (semana, mensal, anual,
etc.) e por fim os ciclos, variac¸o˜es que apesar de perio´dicas na˜o sa˜o associadas automati-
camente a nenhuma medida temporal. Os modelos propostos por Box e Jenkins [38], Auto
regressivo (AR), me´dias Mo´veis (MA), Auto Regressivo com Me´dias Mo´veis (ARMA), Auto
Regressivo Integrado com Me´dias Mo´veis (ARIMA) sera˜o apresentados a seguir. Ale´m disso
modelos de amortecimento exponencial tambe´m sera˜o abordados.
3.1.1 Carater´ısticas t´ıpicas de Se´ries Temporais
A maneira tradicional de analisar uma se´rie temporal faz-se atrave´s da decomposic¸a˜o das
suas componentes de tendeˆncia, ciclo e sazonalidade.
A tendeˆncia de uma se´rie verifica-se segundo o seu comportamento a longo prazo, ou seja
se esta apresenta um comportamento crescente, decrescente ou se permanece esta´vel, e qual
a velocidade a que estas mudanc¸as ocorrem. Na pra´tica, os casos mais frequentes sa˜o com
tendeˆncia constante, linear ou quadra´tica. Na figura a seguir (3.1) demonstram-se os padro˜es
que um se´rie temporal pode apresentar.
Figura 3.1: Tendeˆncia de uma se´rie [39].
Diz-se que uma se´rie e´ sazonal, quando a mesma tem flutuac¸o˜es perio´dicas que tipicamente
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se identificam a partir de fatores externos que originam a se´rie [40] ou enta˜o, dito por outras
palavras, a sazonalidade consiste na oscilac¸a˜o em relac¸a˜o a` tendeˆncia que ocorre mensalmente
ou trimestralmente no decorrer do ano [41].
Sempre que se esta´ perante uma se´rie sazonal, deve-se incluir este facto no modelo da
se´rie. Para se detetar a sazonalidade de uma se´rie, podem-se usar va´rios processos: pela
observac¸a˜o gra´fica da se´rie e por um diagrama da func¸a˜o de autocorrelac¸a˜o.
Os ciclos sa˜o parte das observac¸o˜es da se´rie que se repetem em per´ıodos superiores a um
ano. Um exemplo disso mesmo e´ os ciclos registados relacionados com a atividade econo´mica
ou ciclos meteorolo´gicos.
3.1.2 Modelos autorregressivos(RA)
Segundo Vladimiro Miranda[40] num processo autorregressivo, o valor presente da se´rie
temporal Xt, representa linearmente os valores registados ao longo do tempo e da perturbac¸a˜o
aleato´ria a ocorrer no instante t. A ordem deste processo depende do valor mais antigo sobre
o qual a regressa˜o tem lugar. Num processo autorregressivo de ordem p, o modelo pode
escrever-se como:
Xt = δ + Θ1Xt−1 + Θ2Xt−2 + ...+ ΘpXt−p + at (3.1)
em que os va´rios Θ1 sa˜o constante reais e a se´rie dos at apresenta distribuic¸a˜o normal de
valores independentes.
3.1.3 Modelos de Me´dia Mo´vel (MA)
Segundo o autor, em [41], os modelos de me´dias mo´veis sa˜o adequados para avaliar a
tendeˆncia de uma se´rie temporal e sa˜o muito sens´ıveis a`s alterac¸o˜es recentes do seu compor-
tamento. De forma geral, utiliza a informac¸a˜o relativa aos termos da se´rie numa vizinhanc¸a
e, a partir da me´dia, estima o seu n´ıvel corrente.
A definic¸a˜o em [39] para as me´dias mo´veis aponta para que a previsa˜o seja apenas a me´dia
das u´ltimas N observac¸o˜es, pertencendo a` classe das se´ries temporais parame´tricas. Um dos
problemas neste me´todo e´ escolher o tamanho da janela a ser utilizado, ou seja o valor de
N. Quanto maior o N mais ”suave”sera´ a previsa˜o, por outro lado, sendo pequeno a previsa˜o
tende a oscilar muito. Uma premissa fundamental para utilizar este me´todo e´ que cada ob-
servac¸a˜o tem de ter o mesmo peso (que e´ 1/N). Mas, na pra´tica, e´ razoa´vel supor que as
observac¸o˜es mais recentes sejam as mais relevantes para a previsa˜o dos pro´ximos valores da
se´rie, e portanto deveriam receber um peso maior que as observac¸o˜es mais antigas. Esta ideia
de pesar ou ponderar as observac¸o˜es de acordo com as suas ”idades”leva aos diversos me´todos
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de amortecimento exponencial. O modelo pode escrever-se como [40]:
Xt = m+ at − γ1at−1 + γ2at−2 + ...+ γpat−p (3.2)
em que os va´rios γj sa˜o constantes reais e at+n os valores presentes e passados da se´rie.
3.1.4 Modelos autorregressivos e de me´dia mo´vel (ARMA)
Box e Jenkins popularizaram uma te´cnica que combina as caracter´ısticas dos modelos au-
torregressivos AR e de me´dia mo´vel MA [40]. Apesar de estes modelos serem anteriormente
conhecidos, foram Box e Jenkins que contribu´ıram para o desenvolvimento de novas aborda-
gens que tornaram o processo eficaz e sistema´tico na identificac¸a˜o de modelos que pudessem
incorporar em simultaˆneo ambas as caracter´ısticas. O processo do tipo ARMA combina os
dois efeitos anteriores e para um processo de ordem p,q representa-se por:
Xt = δ + Θ1Xt−1 + Θ2Xt−2 + ...+ ΘpXt−p + at − γ1at−1 + γ2at−2 + ...+ γpat−p (3.3)
O modelo de Box e Jenkins assume que a se´rie e´ estaciona´ria.
3.1.5 Modelos autorregressivos integrados de me´dia mo´vel (ARIMA)
Como visto anteriormente, as ARIMA veˆm contornar uma limitac¸a˜o do modelo ARMA,
uma vez que este torna poss´ıvel a aplicac¸a˜o deste me´todo numa se´rie na˜o estaciona´ria. Sendo
uma se´rie na˜o estaciona´ria tera´ de se recorrer a` sua estacionarizac¸a˜o. Com este processo
proposto por Box e Jenkins, consegue-se obter operac¸o˜es de diferenciac¸a˜o, mesmo que aplicado
sucessivas vezes.
A` se´rie estacionarizada aplica-se enta˜o o modelo ARMA. Assim, ARIMA corresponde
enta˜o a um processo autorregressivo integrado com me´dia mo´vel. O termo ”integrac¸a˜o”deve-
se ao facto de a se´rie original ser reconstruida a partir da se´rie diferenciada, por uma operac¸a˜o
de integrac¸a˜o ou soma recursiva.
3.1.6 Modelos de amortecimento exponencial
Estes modelos utilizam ponderadores exponencialmente decrescentes como a antiguidade
das observac¸o˜es. Sa˜o de va´rios tipos [41]: modelos de alisamento exponencial simples, modelos
de alisamento exponencial duplo, me´todo de Holt e me´todo Holt-Winters, para se´ries sazonais
e na˜o sazonais. O funcionamento geral e´ semelhante aos modelos de me´dias mo´veis, mas
neste os pesos das observac¸o˜es decrescem a` medida que as observac¸o˜es esta˜o mais longe no
passado. Os pesos sa˜os determinados por uma ou mais constantes de amortecimento. A maior
dificuldade na aplicac¸a˜o prende-se com a escolha da constante adequada, no entanto existem
software que ajustam os modelos de amortecimento automaticamente ao valor das constantes
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otimizadas.
Estes me´todos, na pra´tica, sa˜o dos mais utilizados no dia a dia das empresas, quando
estas necessitam de realizar uma previsa˜o [39], este facto deve-se a` fa´cil implementac¸a˜o,
compreensa˜o e a` capacidade de gerar resultados bastante satisfato´rios.
3.1.6.1 Amortecimento exponencial
Nos modelos de amortecimento, identificam-se dois tipos, o simples e o duplo [41]. O mo-
delo de amortecimento exponencial simples e´ um modelo adequado para se´ries com tendeˆncias
localmente estaciona´rias e sem movimentos sazonais, por outro lado, o duplo, tambe´m conhe-
cido como me´todo de Brown, e´ apropriado para se´ries que apresentam tendeˆncia linear e
consiste na aplicac¸a˜o do me´todo de alisamento exponencial simples duas vezes, utilizando a
mesma constante de alisamento [41].
Comec¸ando pelo modelo de amortecimento exponencial simples, para os valores futuros
da se´rie utilizam-se as estimativas mais atualizadas do n´ıvel da se´rie, atrave´s da expressa˜o:
Mt = αYt + (1− α)Mt−1, com0 < α < 1 (3.4)
Em que Mt e´ a estimativa do n´ıvel da se´rie no momento t e α a constante de amorteci-
mento ou alisamento. Para conseguir obter previso˜es, deve-se escolher um valor inicial para
Mt(geralmente, este valor e´ obtido pelas me´dias das observac¸o˜es iniciais da se´rie) e um valor
para a constante de alisamento.
Relativamente ao outro tipo de amortecimento exponencial, o duplo, utilizam-se as se-
guintes equac¸o˜es:
Mt = αYt + (1− α)Mt−1Mt = αMt + (1− α)Dt−1 (3.5)
Sendo Mt a se´rie de amortecimento simples, Dt a se´rie de amortecimento exponencial
duplo e α a constante de amortecimento. Para obter, a partir deste me´todo, n previso˜es
utiliza-se a expressa˜o:
Yˆt+n = aˆ(t) + bˆ(t)nemque : aˆ(t) = 2Mt −Dtbˆ(t) = (Mt −Dt)[α/(1− α)] (3.6)
Em que aˆ(t) e bˆ(t) sa˜o estimativas do n´ıvel de declive da se´rie.
3.1.6.2 Me´todo de Holt e Holt-Winters
Os me´todo Holt e Holt-Winters sa˜o ambos adequados a se´ries com tendeˆncia linear, no
entanto, o me´todo Holt aplica-se sobretudo a se´ries sem sazonalidade, enquanto que o de
Holt-Winters e´ indicado para se´ries com sazonalidade.
O me´todo de Holt e´ muito semelhante ao exponencial duplo, mas este tem duas constantes
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de amortecimento diferente, uma responsa´vel pela rapidez com que varia o coeficiente linear
e a outra pelo angular. Este me´todo e´ implementado pelas seguintes equac¸o˜es [39]:
Mt = αZt+(1−α)(MT−1 + aˆ2(T −1))aˆ2(T ) = β(MT −MT−1)+(1−β)aˆ2(T −1)aˆ1(T ) = MT
(3.7)
onde α e β sa˜o as constantes de amortecimento.
3.2 Me´todos com Inteligeˆncia Artificial
Ok algoritmos teˆm cada vez mais importaˆncia nos dias de hoje devido a` aˆnsia do ser
humano em perceber e controlar o mundo. Essa necessidade acaba por criar, gradualmente,
grande conhecimento nestas a´reas o que permite prever acontecimentos em mu´ltiplas a´reas,
como por exemplo, o movimento dos planetas, o estudo de doenc¸as, entre outros [42].
Pelos fatos anteriormente referidos e com o objetivo concreto de prever avarias nos equi-
pamentos, e´ de extrema importaˆncia analisar formas que ajudem a prever, e os algoritmos
sa˜o uma excelente ferramenta na que e´ de superior importaˆncia investigar.
Na literatura existem inu´meros estudos sobre a otimizac¸a˜o de programas de manutenc¸a˜o,
que combinados com algoritmos sa˜o exelentes ferramentas para a resuloc¸a˜o de problemas.
Mohanta [43] combinou algoritmos gene´ticos com o algoritmo SA (Simulated Annealing) na
otimizac¸a˜o de confiabilidade e seguranc¸a de uma central ele´trica. O algoritmo PSO (Particle
swarm otimization) foi utilizado por Pereira [44] para a otimizac¸a˜o da manutenc¸a˜o preven-
tiva na˜o perio´dica de uma estac¸a˜o nuclear, com o intuito de otimizar o agendamento das
intervenc¸o˜es. Por fim, Yuo-Tem Tsai [45] utiliza algoritmos gene´ticos para a otimizac¸a˜o da
manutenc¸a˜o preventiva para componentes mecaˆnicos.
3.2.1 A´rvores de decisa˜o
As a´rvores de decisa˜o sa˜o modelos frequentemente utilizados e de fa´cil implementac¸a˜o em
infereˆncia indutiva. Estes modelos sa˜o treinados de acordo com um conjunto de paraˆmetros
de treino (varia´veis classificadas pre´viamente), originando modelos matema´ticos que, virtu-
almente, decidira˜o a classificac¸a˜o de novas varia´veis de entrada. Existem algoritmos como o
ID3, ASSISTANT e C4.5, que constroem estas a´rvores [46]. Este me´todo aplicado a` manu-
tenc¸a˜o permitira´ tomar deciso˜es com antecedeˆncia relativamente a` falha.
Utilizando um exemplo adaptado, no aˆmbito de previsa˜o de falha, o objetivo e´ decidir se
um motor ele´trico tem probabilidade de falha ou na˜o. Para tal, ha´ que ter em conta certos
paraˆmetros como a temperatura registada, a corrente, o desempenho e o ru´ıdo. Cada um des-
tas varia´veis apresenta diversos valores. Por exemplo, para a temperatura pode estar ”alta”,
”ideal”ou ”baixa”, considerando de forma ideˆntica para os restantes paraˆmetros de entrada
3.1.O resultado da simulac¸a˜o pode resultar em ”Sim”(ha´ probabilidade de ocorrer falha) ou
3.Metodologias Preditivas 33
”Na˜o”(na˜o devera´ ocorrer falhas) alertando assim para a existeˆncia ou na˜o de avaria.
A t´ıtulo explicativo, para construir a A´rvore de decisa˜o de intervir sa˜o tidos em conta
exemplos (dias) passados.
Tabela 3.1: Tabela meramente ilustrativa, valores na˜o provados. Adaptado de [46].
Atrave´s destes exemplos e´ poss´ıvel construir a seguinte a´rvore de decisa˜o:
Figura 3.2: Tabela meramente ilustrativa, valores na˜o provados. Adaptado de [46].
As relac¸o˜es entre, temperatura, desempenho e corrente sa˜o os no´s internos que testam os
atributos, cujas ramificac¸o˜es correspondem a um valor. Deles saem as ”folhas”da a´rvore que
atribui uma classificac¸a˜o. Com esta a´rvore, a classificac¸a˜o de um novo paraˆmetro de entrada
(por exemplo, temperatura alta), resulta em ”sim”(devera´ ocorrer falhas), independentemente
dos outros resultados que na˜o alterariam a classificac¸a˜o.
Com as a´rvores de decisa˜o e´ poss´ıvel representar a conjunc¸a˜o e disjunc¸a˜o de atributos. As
a´rvores apresentam a intersec¸a˜o de dois atributos e a reunia˜o de outros dois.
3.2.1.1 Algoritmo ID3
O algoritmo ID3 (inductive decision tree) e´ um dos mais utilizados na construc¸a˜o de
a´rvores de decisa˜o. Tipicamente, este algoritmo comec¸a com todos os exemplos de treino,
escolhe o teste (atributo), divide e agrupa exemplos da mesma classe ou semelhantes, para
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o atributo escolhido, cria um no´ filho para cada valor poss´ıvel do atributo, transporta os
exemplos para cada filho, tendo em conta o valor do mesmo e, por fim, repete o procedimento
para cada filho na˜o ”puro”ou por outras palavras, sempre que um atributo X tem o mesmo
valor em todos os exemplos ira´ voltar a repetir o procedimento.
Para identificar qual o melhor atributo a escolher sa˜o introduzidos dois novos conceitos,
a Entropia e o Ganho.
A entropia e´ uma medida de aleatoridade de uma varia´vel [47]. Para uma varia´vel nominal
x a sua entropia e´ calculada da seguinte maneira:
entropia(X) = −
∑
(pi log2 pi) (3.8)
com instaˆncias pertencentes a` classe i, como probabilidade pi. Portanto esta equac¸a˜o pode
ter como resultados os representados na figura 3.3.
Figura 3.3: Gra´fico com relac¸a˜o entropia/erro. Retirado de [47].
Relativamente ao ganho, este define a reduc¸a˜o na entropia e e´ dado pela seguinte equac¸a˜o:
Ganho(X,A) = Entropia(X)−
∑
v∈valores(A)
|Sv|
|S| Entropia(Sv) (3.9)
Em que esta igualdade representa a reduc¸a˜o esperada pela entropia de X, definida pelo
atributo A.
Por fim, existem tambe´m crite´rios de paragem, ou seja o momento em que se deve parar
a divisa˜o dos exemplos. O primeiro crite´rio e´ quando todos os exemplos pertencem a` mesma
classe, o segundo, quando todos os exemplos de classes diferentes teˆm os mesmos valores dos
atributos e por fim, quando o nu´mero de exemplos e´ inferior a um limite definido.
3.2.2 Redes Neuronais
Em Portugal, nos u´ltimos anos tem-se assistido a um maior interesse das empresas por
esta a´rea da inteligeˆncia artificial, sa˜o exemplos a CGD na a´rea de sistemas periciais para
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avaliac¸a˜o dos empre´stimos a empresas, o grupo Sonae, na a´rea de data mining, para ana´lise
de bases de dados de vendas nos seus hipermercados e a Portugal Telecom para ana´lise dos
dados provenientes das suas filia´is [48].
Este tambe´m e´ um me´todo com muito potencial para a previsa˜o de avarias de equipamen-
tos. Existem muitos estudos de sucesso que utilizam esta te´cnica, como Basal na aplicac¸a˜o de
um sistema de manutenc¸a˜o preditiva em tempo real para um sistema de ma´quinas produtivas
[26, 49, 50], Carnero tambe´m utiliza este me´todo para a selec¸a˜o do diagno´stico, te´cnicas e
instrumentac¸a˜o num programa de manutenc¸a˜o preditiva [51].
Posto isto, a figura 3.4 vemos os va´rios tipos de redes neuronais existentes.
Figura 3.4: Categorizac¸a˜o dos diferente tipos de Redes Neuronais.
Assim, verifica-se que se dividem em treˆs a´reas de aplicac¸a˜o, predic¸a˜o, categorizac¸a˜o e
otimizac¸a˜o. O foco desta dissertac¸a˜o sera´ na a´rea da predic¸a˜o, mais concretamente perceptrons
multi-camada.
No processo de modelac¸a˜o de uma rede neuronal, ha´ uma se´rie de deciso˜es que teˆm de
ser tomadas, como podemos ver na figura a seguir (3.5), desde a preparac¸a˜o dos dados,
configurac¸a˜o da rede neuronal, escolha dos algoritmos, aplicac¸a˜o e por fim avaliac¸a˜o dos
resultados. Todas estas etapas sera˜o abordadas nos to´picos a seguir.
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Figura 3.5: Processo de Modelac¸a˜o das Redes Neuronais adaptado de [52].
3.2.2.1 Componentes e Arquitetura de uma Rede Neuronal
As redes neuronais artificiais (artificial neural networks) sa˜o modelos simplificados ins-
pirados no funcionamento neuronal de organismos inteligentes, que adquirem conhecimento
atrave´s da experieˆncia, constitu´ıda por simples unidades de processamento (neuro´nios ou
no´s). Estas unidades sa˜o interconectadas atrave´s de pesos, que sa˜o valores nume´ricos, repre-
sentando as sinapses. Elas sa˜o responsa´veis por determinar uma sa´ıda que servira´ de entrada
para outra unidade [53].
Na figura 3.6 esta´ representada a estrutura do neuro´nio artificial proposto por McCulloch e
Pitts que e´ baseada no neuro´nio biolo´gico, em que a maior limitac¸a˜o e´ a sua natureza bina´ria.
Se a soma ponderada dos sinais de entrada de um neuro´nio ultrapassar um determinado limite
de disparo, enta˜o a sa´ıda toma valor 1, se na˜o ultrapassar, toma o valor zero.
Figura 3.6: Modelo matema´tico do neuro´nio proposto por McCulloch e Pitts.
Como podemos observar em 3.6, aos sinais de entrada sa˜o associados pesos (wji) que
criara˜o, por sua vez, uma func¸a˜o de entrada (neti) a´ qual sera´ associada uma func¸a˜o de
ativac¸a˜o, resultando em paraˆmetros de sa´ıda. No valor limite de ativac¸a˜o dos neuro´nios, a
func¸a˜o de ativac¸a˜o e´ bastante sens´ıvel no aspeto biolo´gico e representa a altura em que o
neuro´nio envia sinapses. Esta func¸a˜o de ativac¸a˜o mais usada e´ a func¸a˜o Sigmo´ide, represen-
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tada pela equac¸a˜o a seguir [54]:
f(neti) =
1
(1 + e−x)
(3.10)
em que o alcance destes valores varia de [0;1] neste caso; existe tambe´m a alternativa de usar
a tangente hiperbo´lica sendo que os valores variam de [-1;1]. Matematicamente, os valores
limites de ativac¸a˜o para a func¸a˜o 3.10 sa˜o representados da seguinte maneira:
yi =
 1 se
∑
j wjixj −Θi ≥ 0
0 se
∑
j wjixj −Θi < 0
(3.11)
em que wji representa os pesos e Θ designa-se por bias (inclinac¸a˜o).
Quanto a´ arquitetura, os neuro´nios esta˜o organizados graficamente e ligados entre si com
uma orientac¸a˜o, cuja estrutura define a arquitetura para redes neuronais artificiais, no en-
tanto, as mais utilizadas sa˜o as redes totalmente conectadas, as redes de camada u´nica e as
redes multicamada.
3.2.2.2 O modelo Perceptron de Multi-Camadas
Na literatura existem muitos modelos de redes neuronais e uma quantidade razoa´vel de
publicac¸o˜es que os desenvolvem e classificam. Dos modelos existentes, o mais utilizado e´
o perceptron multicamadas (MLP) cuja aprendizagem e´ inspirada no algoritmo de retropro-
pagac¸a˜o, mais utilizado em a´reas como processamento da fala e na previsa˜o de se´ries temporais
[55].
Este modelo foi proposto por Frank Rosenblatt em 1957, apresentando resultados de pre-
visa˜o muito satisfato´rios. A arquitetura apresentada em 3.7, e´ composta por uma camada
de entrada que e´ constitu´ıda pelas varia´veis de entrada passando por processos de ativac¸a˜o
em camadas intermedia´rias ou escondidas, sucessivamente ate´ a` camada de sa´ıda de onde
resultara˜o as sa´ıdas, no caso em concreto as previso˜es.
Figura 3.7: Rede Neuronal Multicamada (MLP).
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Os neuro´nios agrupam-se por camadas e as suas conexo˜es sa˜o unidirecionais, os pesos
atribu´ıdos aos neuro´nios interme´dios resultam do treino da rede neuronal.
3.2.2.3 Processo de aprendizagem e algoritmos de treino
Um dos aspetos mais importantes das redes neuronais e´ a capacidade de aprender com
base no seu ambiente e com isso melhorar o seu desempenho. Isto e´ feito com se´ries de valores
de treino, para que a rede ajuste os pesos, chegando assim aos paraˆmetros ideais.
No processo de aprendizagem identificam-se treˆs tipos de padro˜es: aprendizagem por re-
forc¸o, supervisionada e na˜o supervisionada [53].
Na aprendizagem supervisionada, de particular interesse neste estudo, ha´ um conjunto de
dados de entrada aos quais correspondem respetivamente valores de alvo. Neste sentido, a
rede e´ treinada, adaptando os pesos das conexo˜es de modo a que colocando novos valores de
entrada se obtenha o valor de sa´ıda desejada. Os me´todos a destacar neste tipo de aprendi-
zagem sa˜o perceptron e back-propogation ou retropropagac¸a˜o.
A aprendizagem por reforc¸o consiste basicamente num treino em que sa˜o dadas entradas
com sa´ıdas incorretas, no entanto, sempre que a sa´ıda esteja correta e´ atribu´ıdo um pre´mio,
todavia, se estiver errada, a rede recebe um castigo. As alterac¸o˜es dos pesos sa˜o apenas
baseadas nos n´ıveis de atividade entre unicdades conectadas localmente [56]. Os principais
modelos que se incluem neste me´todo sa˜o Hebb e Hopfield.
A aprendizagem na˜o supervisionada aplica-se quando na˜o se dispo˜e, a` priori, dos valores de
sa´ıda ou na˜o ha´ qualquer indicac¸a˜o sobre poss´ıveis classificadores. Esta aprendizagem ocorre
como uma adaptac¸a˜o pro´pria da rede, na detec¸a˜o de irregularidades no espac¸o de entrada,
sem feedback direto de um supervisor. Os principais modelos que se incluem neste me´todo
sa˜o as redes competitivas e as Kohonen.
Relativamente aos algoritmos de treino, a atualizac¸a˜o dos valores de treino resultam a
partir de regras de aprendizagem que se traduzem no esquema seguinte[57]:
Figura 3.8: Representac¸a˜o do procedimento para ajuste dos paraˆmetros da RNA para o
me´todo de aprendizagem supervisionada.
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A equac¸a˜o 3.12 resulta do procedimento apresentado em 3.8 que representa a forma como o
ajuste dos valores de treino sa˜o processados em aprendizagem supervisionada. Desta equac¸a˜o
resulta a sa´ıda real, aj , o ajuste do peso do neuro´nio, j, com R entradas.
aj = f(Θj +
R∑
i=1
wijxi) (3.12)
Inicialmente o valor dos pesos wji e da varia´vel θj sa˜o inicializados com valores aleato´rios.
Calculando assim a sa´ıda, a partir da func¸a˜o de ativac¸a˜o, f, a` entrada real, as varia´veis
referidas anteriormente sa˜o atualizadas respetivamente pelas equac¸o˜es 3.13 e 3.14. Assim o
peso varia consoante a diferenc¸a entre o valor da varia´vel a que se quer chegar. t (target) e o
valor obtido, y.
wij = wij + αt− aipi, α ∈ [0; 1] (3.13)
Θj = Θj + αt− aipi, α ∈ [0; 1] (3.14)
O ajuste do peso tem ainda associada uma taxa de aprendizagem α que controla a ve-
locidade de convergeˆncia do procedimento. Quanto mais baixa for esta taxa, menores sera˜o
as variac¸o˜es dos pesos entre duas iterac¸o˜es de treino. No caso contra´rio, se a taxa de apren-
dizagem for elevada, as variac¸o˜es sera˜o significativas o que pode tornar a rede insta´vel ou
oscilato´ria.
Este processo prosseguira´ ate´ atingir os crite´rios de paragem que sa˜o definidos previa-
mente. A cada iterac¸a˜o esta´ associado um valor de erro, assim que este atingir um valor
admiss´ıvel, da´-se o treino por conclu´ıdo.
Este algoritmo tem as suas limitac¸o˜es, apenas permite treinar redes neuronais de uma
camada, possibilitando a aplicac¸a˜o em problemas simples de natureza linear [57]. Nos casos
mais complexos, normalmente e´ necessa´rio uma arquitetura multicamada (MLP), bem como
um algoritmo adequado.
Em suma, as redes neuronais na˜o sa˜o programadas para resolver problemas, elas sa˜o
treinadas, sendo que apo´s o treino, esta˜o prontas para serem utilizadas.
3.2.2.4 Algoritmos de Back-Propagation
As redes perceptron multicamada, como foi dito, sa˜o dos me´todos mais utilizados e eficien-
tes, com capacidade de resoluc¸a˜o de problemas complexos, atrave´s de treinos supervisionados
e com o algoritmos popularmente designados por back-propagation (BP).
Na figura 3.9 esta´ apresentada uma rede neuronal com retropropagac¸a˜o em que os valores
de entrada ”fluem”no sentido das entradas para as sa´ıdas feed-forward, enquanto que o erro
se propaga inversamente, da´ı a origem do nome deste algoritmo.
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Figura 3.9: Rede Neuronal com Back Propogation. http://www.cse.unsw.edu.au/ cs9417ml/MLP2/BackPropagation.html
Esta lo´gica comec¸a por inicializar as conexo˜es com pesos aleato´rios, processando as en-
tradas no sentido para a frente (forward-propogation), resultando na camada de sa´ıda. Em
seguida, calcula o erro entre os resultados obtidos e os reais, comec¸ando assim o processo
de retropropagac¸a˜o; o erro de cada peso, que inicialmente foi colocado aleatoriamente, agora
sera´ corrigido, embora na˜o estaja ainda com valores ideais. Assim, processa novos valores de
treino, ajustando de forma ideˆntica, de modo a terem o menor erro poss´ıvel [52].
A variac¸a˜o do peso entre neuro´nios e´ dada pela equac¸a˜o 3.15 e o erro que sera´ retro-
propagado nas camadas escondidas (δj) e´ dado pela equac¸a˜o 3.16, sendo que yi e´ o sinal de
entrada do neuro´nio j.
∆wij = αyiδj (3.15)
δj = f
′
j(netj)
∑
δk wkj (3.16)
De forma ideˆntica a` equac¸a˜o 3.16 observa-se a equac¸a˜o 3.17 que representa o erro a
retropropagar-se nas unidades de sa´ıda.
δj = f
′
j(netj) (ti − yj) (3.17)
A regra utilizada neste processo de treino designa-se por gradiente descendente; consiste
na repro-propagac¸a˜o do erro durante a aprendizagem que controla a variac¸a˜o da func¸a˜o do erro
em relac¸a˜o ao vetor de pesos. Quando esta variac¸a˜o for suficientemente pequena, considera-se
que a rede convergiu conforme o pretendido para a soluc¸a˜o esperada [54].
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3.2.2.5 Algoritmos baseados em back-propagation
Com o objetivo de eliminar a dificuldade que existe em determinar a taxa de aprendizagem
o´tima para cada iterac¸a˜o, surge uma constante positiva designada por momentum [57]. A
equac¸a˜o 3.18 representa a forma como a atualizac¸a˜o dos pesos com momentum e´ feita e
completa a equac¸a˜o 3.15, adicionando um termo que provoca um efeito estabilizador durante
a convergeˆncia. Numa iterac¸a˜o n, a atualizac¸a˜o dos pesos e´ feita com a func¸a˜o do erro
e tambe´m com o valor dos pesos em n-1, fator N. Esta varia´vel ira´ funcionar como uma
memo´ria, acelerando as descidas do gradiente, evitando em alguns casos que o processo de
aprendizagem termine num mı´nimo local da superf´ıcie de erro.
∆wji(n) = η ∆wji(n− 1) + α δj(n) yi(n) (3.18)
Com o intuito de melhorar a performance, foram aparecendo novos algoritmos de treino,
que se baseiam no algoritmo de back-propogation, introduzindo novos conceitos, como te´cni-
cas de otimizac¸a˜o e heur´ıstica.
O Me´todo de Newton, Lvenberg-Marquardt, Resilient Back-propagation, Conjugate Gra-
dient e One Step Secant sa˜o alguns exemplos desses algoritmos.
• Me´todo de Newton
Trata-se de um me´todo de otimizac¸a˜o que se baseia na computac¸a˜o da matriz Hessiana.
Esta matriz Hessiana e´ composta pelas derivadas de segunda ordem dos erros em func¸a˜o
dos pesos sina´pticos. Trata-se de um me´todo complexo e computacionalmente exigente.
No entanto, este me´todo tem a vantagem de convergir em poucas iterac¸o˜es, sendo eficaz
em redes neuronais de dimenso˜es reduzidas.
• Levenberg-Marquardt
Este me´todo processa-se de forma semelhante ao anterior e aproxima a matriz Hessiana,
com recurso a` matriz Jacobiana, cujas linhas sa˜o constitu´ıdas por exemplos particulares
de um conjunto de treino. Assim, este me´todo torna-se menos exigente computacional-
mente e, ale´m disso, o algoritmo converge em poucas iterac¸o˜es, embora necessitem de
mais memo´ria.
Este algoritmo mostra-se uma soluc¸a˜o bastante eficiente, quando aplicada em redes
neuronais de elevada dimensa˜o.
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Cap´ıtulo 4
Soluc¸a˜o Proposta e Implementac¸a˜o
4.1 Soluc¸a˜o Proposta
Esta secc¸a˜o pretende descrever de formal geral a soluc¸a˜o e implementac¸a˜o proposta de-
senvolvida ao longo desta dissertac¸a˜o.
4.1.1 Arquitetura do proto´tipo
Nesta dissertac¸a˜o, propo˜e-se uma soluc¸a˜o que pretende interligar os 3 n´ıveis de gesta˜o e
facilitar o acesso a` informac¸a˜o de redes industriais a partir do chamado ”cha˜o de fa´brica”,
nomeadamente os sensores, atuadores e HMI, passando pelos dispositivos de controlo e siste-
mas de supervisa˜o, ate´ a´ gesta˜o da produc¸a˜o, conforme figura 4.1. Esta plataforma integra os
respetivos n´ıveis com o intuito de tornar a manutenc¸a˜o mais eficiente e com a capacidade de
predic¸a˜o das falhas dos equipamentos antes destes chegarem a parar ou enta˜o evitar as con-
sequeˆncias do mau funcionamento que aumentariam a probabilidade de ocorreˆncia da avaria.
Figura 4.1: Representac¸a˜o da posic¸a˜o da soluc¸a˜o proposta.
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Numa fase inicial, e´ interessante comec¸ar por desenvolver pequenas aplicac¸o˜es SCADA,
utilizando o Movicon e explorando as suas potencialidades. Este permite a comunicac¸a˜o, com
recurso a va´rios tipos de protocolos de comunicac¸a˜o, uns espec´ıficos para auto´matos Siemens,
Vipa, Omron, outros ,como por exemplo Profibus, modbus TCP/IP, que se aplicam em diver-
sos equipamentos de monitorizac¸a˜o.
Consoante os equipamentos dispon´ıveis, procurou-se encontrar os ideais para aplicar na
ana´lise de funcionamento de um equipamento. Assim foi escolhido o auto´mato VIPA Slio 015
e um analisador de energia Janitza UMG 604, que permitira˜o garantir uma ana´lise te´rmica
a partir de sensores de temperatura, conectados ao auto´mato e uma ana´lise ele´trica. Relati-
vamente a` ana´lise das vibrac¸o˜es, foi utilizado um sensor piezoele´trico, no entanto, este na˜o
apresentou desempenho suficiente que garantisse uma ana´lise precisa.
Ambos os dispositivos selecionados comunicam por TCP/IP; para o auto´mato utiliza a
configurac¸a˜o S7 TCP, para assim aceder a entradas e sa´ıdas de forma compat´ıvel com a pro-
gramac¸a˜o em STEP7. Relativamente ao analisador de poteˆncia, este comunica por modbus
TCP/IP, sendo necessa´rio apenas que se defina o enderec¸o da varia´vel a supervisionar, con-
sultando o datasheet do equipamento, quando este se encontrar devidamente configurado.
Fisicamente, estes equipamentos conectam-se por ethernet, utilizando um switch que permi-
tira´ ter ambos os equipamento sincronizados com o computador.
Apo´s ter desenvolvido as aplicac¸o˜es e otimizado as comunicac¸o˜es, procede-se a` escolha do
equipamento que sera´ utilizado para testes de manutenc¸a˜o. E´ essencial que seja um equi-
pamento que, a` escala de um laborato´rio, seja logisticamente poss´ıvel manusear e ao mesmo
tempo significativo numa linha de produc¸a˜o.
Um motor ele´trico, ass´ıncrono trifa´sico, e´ a escolha ideal. E´ o mais usado de todos os tipos
de motores, presente na maioria das linhas produtivas industriais, ja´ que e´ de baixo custo, e´
de fa´cil transporte e simplicidade de comando.
Seguidamente, uma vez criada a aplicac¸a˜o SCADA, selecionados e configurados os equi-
pamentos e sensores, o processo encontra-se apto para monitorizar eletricamente e termica-
mente,o motor selecionado, restando apenas guardar o histo´rico dos valores registados. Para
tal, propoˆs-se a utilizac¸a˜o de uma base de dados em MySql, cuja comunicac¸a˜o, com a aplicac¸a˜o
Movicon, e´ feita por ODBC (Open Database Connectivity) driver/conector .
Feita a monitorizac¸a˜o do motor funcional e armazenados os dados, segue-se a ana´lise e
processamento dos mesmos que sera´ executada a partir do software Matlab. Este software
dispo˜e de inu´meros e poderosos modelos de previsa˜o, com a aplicac¸a˜o de algoritmos de pre-
visa˜o de se´ries temporais a partir de redes neuronais. Como foi referido no cap´ıtulo 3.2.2,
existem inu´meras formas de realizar previso˜es a partir desta ferramenta, que tera´ como ob-
jetivo a previsa˜o da possibilidade de ocorreˆncia de sobreaquecimentos no motor, avaliando o
seu desempenho nos va´rios me´todos, com recurso a`s redes neuronais.
Conclu´ıda esta descric¸a˜o de funcionamento, esta˜o reunidas todas as condic¸o˜es para for-
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mular um esquema da soluc¸a˜o proposta que pode ser observada na figura 4.2.
Figura 4.2: Arquitetura Geral da Soluc¸a˜o Proposta.
4.1.2 Escolha da soluc¸a˜o
De acordo com o estudo da literatura existente e tendo em considerac¸a˜o os dispositivos
dispon´ıveis em laborato´rio, foram testadas va´rias configurac¸o˜es tendo sido esta a soluc¸a˜o que
melhor resultados apresentou.
Va´rias metodologias foram exploradas, nomeadamente, a aplicac¸a˜o de um variador e a
utilizac¸a˜o de um sensor piezoele´trico para a ana´lise de vibrac¸o˜es, como anteriormente foi
referido. Contudo, analisador dispon´ıvel apenas mede a energia na gama de frequeˆncia de
50Hz ou 60Hz , dado que, os valores registados noutra frequeˆncia na˜o eram cred´ıveis, o que
inviabilizou a utilizac¸a˜o do variador. Relativamente ao sensor piezoele´trico cujo objetivo
era proceder a` ana´lise de vibrac¸o˜es, na˜o foi poss´ıvel garantir um isolamento suficiente, uma
vez que, grac¸as a um oscilosco´pio, detetaram-se imensas interfereˆncias eletromagne´ticas que
comprometeram a nitidez dos sinais.
A programac¸a˜o dos equipamentos era inicialmente realizada com aux´ılio de fontes de
tensa˜o para garantir que se encontravam bem configurados, conforme se pode notar nas
figuras 4.3a e 4.3b que apresentam as ligac¸o˜es de uma fase de teste da ligac¸a˜o do variador
com o motor.
No cap´ıtulo seguinte sera˜o abordadas, de forma sucinta, as aplicac¸o˜es e a montagem do
hardware e do software desenvolvido utilizados na soluc¸a˜o escolhida.
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(a) Variador Mitsubishi
D700 SC
(b) Primeiros testes
Figura 4.3: Primeiros testes para o desenvolvimento e escolha da soluc¸a˜o.
4.2 Implementac¸a˜o
A implementac¸a˜o deste proto´tipo sera´ descrita em duas partes; a primeira consistira´ na
abordagem a todo o hardware selecionado, enquanto que na segunda proceder-se-a´ a` ex-
plicac¸a˜o das interac¸o˜es entre software, bem como o seu desenvolvimento.
4.2.1 Hardware
Tendo sido, desde o in´ıcio, o intuito desta dissertac¸a˜o encontrar uma soluc¸a˜o de apoio a`
manutenc¸a˜o preditiva, orientou-se o estudo na procura de uma previsa˜o para a evoluc¸a˜o da
temperatura de um motor ele´trico, no sentido de antever irregularidades que servissem de
alerta para sintomas de funcionamento incorreto. Todavia esta investigac¸a˜o foi limitada pelo
facto de ocorrer apenas em contexto laboratorial.
Neste proto´tipo, o motor ele´trico foi acoplado a uma passadeira de rolos, representativa
de uma eventual linha de produc¸a˜o. Ale´m disso, foi tambe´m constru´ıdo um quadro ele´trico
com todos os equipamentos de ana´lise, garantindo assim organizac¸a˜o, seguranc¸a e condic¸o˜es
de funcionamento.
A figura 4.4, a` esquerda, apresenta o quadro ele´trico com a identificac¸a˜o de cada consti-
tuinte. Na a´rea 1, encontram-se os disjuntores, na 2 a fonte de alimentac¸a˜o para o auto´mato,
na 3 o analisador de corrente, na 4 o PLC e na 5 o ethernet switch.
Esta mesma figura, a` direita, apresenta o motor utilizado nos testes de forma a simular a
sua func¸a˜o num processo produtivo, que, neste caso, possibilita o transporte de produtos ou
mate´ria prima.
Nos subcap´ıtulos seguintes, falar-se-a´ detalhadamente de todos os elementos constituintes.
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Figura 4.4: Demonstrac¸a˜o do hardware da soluc¸a˜o.
Figura 4.5: Esquema ele´trico produzido no software EPLAN.
4.2.1.1 Aquisic¸a˜o de Temperatura
A configurac¸a˜o ideal para este tipo de ana´lise e´ a avaliac¸a˜o da temperatura a partir de
uma caˆmara termogra´fica ou enta˜o de um motor com sensores internos integrados no rotor
ou na zona dos rolamentos, uma vez que e´, nesta zona, que ocorrem a maioria das avarias.
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No entanto, esta metodologia na˜o poˆde ser posta em pra´tica por inexisteˆncia do equipamento
necessa´rio, tendo-se optado enta˜o por explorar soluc¸o˜es mais econo´micas, mas igualmente
eficientes.
Nesta ana´lise, utilizou-se dois sensores externos, um colocado em contacto com o motor e
um outro situado na sua envolvente. Nas figuras 4.6a e 4.6b, encontram-se os dois sensores
o PT1000 e o LM35, respetivamente. Escolheu-se o PT1000 para monitorizac¸a˜o da tempera-
tura do motor uma vez que este apresenta uma precisa˜o superior ao LM35 e auseˆncia total
de ru´ıdo, sendo que este paraˆmetro e´ o mais relevante e central neste estudo.
(a) PT1000 (b) LM35 (c) LM35 detalhado [58].
Figura 4.6: Sensores de temperatura utilizados.
Como o sensor LM35 apresentou demasiado ru´ıdo, influenciando as medic¸o˜es, surgiu a
necessidade da criac¸a˜o de um pequeno filtro para que a tensa˜o gerada tivesse mais estabilidade,
no entanto a criac¸a˜o desta configurac¸a˜o fez com que a resposta do sensor tivesse algum atraso.
Pore´m, conseguiu-se encontrar um equil´ıbrio entre a estabilidade do sinal e o seu tempo de
resposta.
Figura 4.7: Sensor LM 35 e PT1000 com respetiva implementac¸a˜o.
Recorrendo ao datasheet do sensor LM35 [58], verificou-se que se trata de um dispositivo
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ideal para aplicac¸o˜es remotas. A gama de alcance da temperatura varia dos 2oC ate´ aos
150oC, sendo um sensor linear com um fator de escala de +10mV/oC, que opera com uma
alimentac¸a˜o que pode ir de 4 V ate´ 30 V DC, com uma ampla gama de tensa˜o, que se
torna numa caracter´ıstica interessante e permite a sua alimentac¸a˜o diretamente a partir do
auto´mato. Ale´m disto, apresenta uma precisa˜o de ±14oC a` temperatura ambiente e ±34oC ao
longo da gama das temperaturas que e´ capaz de medir.
Relativamente ao PT1000 do tipo ESMB-12, designado como um sensor universal [59] e´
um sensor de platina resistivo positivo com 1000 Ω a 0oC, cuja medic¸a˜o e´ na˜o linear, com
uma toleraˆncia de 0,5oC na gama dos 0 aos 100 oC, convertido pelo analisador de poteˆncia.
4.2.1.2 Analisador de Poteˆncia
Para analisar as caracter´ısticas ele´tricas e´ utilizado o Janitza UMG 604 que faz a ana´lise a
cada fase do motor. Para ale´m de analisar paraˆmetros ele´tricos, tambe´m permite a aplicac¸a˜o
de um sensor de temperatura. Aproveitando esta caracter´ıstica, utiliza-se um sensor PT1000
para monitorizar um paraˆmetro de temperatura a partir deste equipamento. Em termos de
implementac¸a˜o, atrave´s da figura 4.8, verifica-se que a ligac¸a˜o do sensor e´ relativamente fa´cil.
Este so´ dispo˜e de 2 cabos no entanto, o equipamento apenas realiza medic¸o˜es com 3, assim,
para superar este obsta´culo, resolveu-se ligar o pino 30 ao 31 colocado em paralelo com o
sensor, conforme e´ apresentado na figura.
Figura 4.8: Implementac¸a˜o do Sensor de PT1000 adaptado de [60].
Para melhor apreender o procedimento das restantes ligac¸o˜es, representadas na figura4.9,
consultou-se o datasheet [60] do equipamento que indica que este necessita de conectar-se em
paralelo com o neutro da alimentac¸a˜o, fase 1 (L1), fase 2 (L2) e fase 3 (L3) nos pinos 13, 9, 10
e 11, respetivamente. Ao mesmo tempo, sa˜o feitas tambe´m conexo˜es colocadas em se´rie com
a alimentac¸a˜o, tornando-se imperativo que as respetivas fases do motor estejam concordantes
com as que o equipamento esta´ a medir. Quer isto dizer que e´ fundamental ter as fases do
equipamento corretamente identificadas, ja´ que a troca de ligac¸a˜o faz com que os valores
medidos estejam totalmente errados.
Embora a figura 4.9b, que foi retirada do datasheet do Janitza, aconselhe a utilizar trans-
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formadores de corrente, na pra´tica na˜o foi poss´ıvel utiliza´-los. Um transformador de corrente
e´ um dispositivo capaz de reproduzir, num circuito secunda´rio, a corrente que circula no en-
rolamento prima´rio, ou seja, a corrente que passa em cada fase do motor e´ reproduzida num
circuito a` parte, garantindo assim seguranc¸a na instalac¸a˜o. No entanto, como se fala de cor-
rente inferior a 6 amperes, pode-se dispensar a sua utilizac¸a˜o, ligando diretamente em se´rie,
o que garante, da mesma, forma uma medic¸a˜o correta, dado que no dispositivo, ”a medic¸a˜o
de corrente poder ser permanente com ligac¸o˜es ate´ 6 A ou por 1 segundo a 100A”[60].
Como o motor em estudo possui de uma configurac¸a˜o em estrela, consequentemente, na˜o
possui neutro, assim coloca-se em se´rie apenas com as respetivas fases de alimentac¸a˜o.
(a) Conexa˜o em paralelo (b) Conexa˜o com transformadores de cor-
rente
Figura 4.9: Configurac¸a˜o para analisar a alimentac¸a˜o do motor adaptado de [60].
Finalmente, para receber e processar os dados, o mesmo dispo˜e de uma porta ethernet
possibilita a comunicac¸a˜o por modbus com o computador.
Findo o processo de ligac¸a˜o, resta apenas configurar o equipamento que e´ poss´ıvel de duas
formas. Uma no pro´prio equipamento, ja´ que este esta´ dotado de um pequeno ecra˜ no qual e´
poss´ıvel verificar as suas configurac¸o˜es (este me´todo e´ pouco pra´tico sendo essencial apenas
para definir o IP do equipamento). A outra forma e´ aplicada quando esta´ dispon´ıvel uma
ligac¸a˜o com o computador utilizando o software GridVis 7.1 que permite a configurac¸a˜o total
do equipamento de forma mais intuitiva. Todo este processo de configurac¸a˜o sera´ abordado
na subsecc¸a˜o 4.2.2.
4.2.1.3 Motor Ele´trico
O motor ele´trico utilizado e´ trifa´sico ass´ıncrono com a chapa de caracter´ısticas represen-
tada na figura 4.10. Trata-se de um motor de 0.18 kW ou 0.25 HP (Horse Power) de poteˆncia
cuja ligac¸a˜o em estrela devera´ ter uma diferenc¸a de potencial entre fases de 380V, enquanto
que em triaˆngulo devera´ estar por volta dos 220V. Estes valores ja´ na˜o se verificam, uma vez
que a tensa˜o da rede foi aumentada ao longo dos anos, estando atualmente nos 230 em cada
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fase, resultando assim numa diferenc¸a de fases entre 390 a 400 V. Em termo de corrente,
verifica-se 0,6 amperes para a ligac¸a˜o em estrela e 1,0 ampere para a ligac¸a˜o em triaˆngulo.
Ale´m disso, o motor tem um fator de poteˆncia (cosϕ) de 0,75, do tipo IP54, que indica o grau
de protec¸a˜o que e´ apresentado na norma NBR IEC 605291 que refere os graus de protec¸a˜o
para invo´lucros de equipamentos ele´tricos. O primeiro d´ıgito do IP refere-se a` protec¸a˜o contra
po´ e o segundo d´ıgito identifica a protec¸a˜o contra a humidade.
Figura 4.10: Chapa de caracter´ısticas do motor ele´trico.
Uma vez apresentados os valores da chapa de caracter´ısticas, pretende-se provar que o
analisador tem as conexo˜es feitas de forma correta e se encontra devidamente configurado.
Para isso, comparam-se os valores referidos com os registados. Nas figuras 4.14 e 4.12 e´
poss´ıvel verificar que, de facto, os valores correspondem, estando o fator de poteˆncia com
maior desvio, o que se justifica pelo facto de o tapete rolante criar alguma carga, aumentando
a poteˆncia reativa o que, consequentemente, aumentara´ o valor do aˆngulo ϕ reduzindo o seu
cosseno.
(a) Tensa˜o (b) Corrente
Figura 4.11: Valores reais de corrente e voltagem registados.
1Norma consultada a 29-06-2016 em http : //www.rittal.com/pt− pt/content/pt/support/
technischeswissen/qminformiert/schutzarten/ip/ip1.jsp.
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(a) Poteˆncia (b) Fator de Poteˆncia
Figura 4.12: Relac¸a˜o Poteˆncia e Fator de Poteˆncia.
4.2.1.4 PLC
O PLC utilizado e´ da marca VIPA Slio com CPU 015 tendo sido utilizado para va´rios
propo´sitos. Numa fase inicial logicamente comec¸a-se pela sua configurac¸a˜o, identificando as
cartas de entrada/sa´ıda e ligac¸o˜es, ja´ que se trata de um dispositivo que comunica por profinet.
Foram feitos va´rios testes, programados para controlar o motor ele´trico com aux´ılio de um
variador que possibilitou alterar a sua velocidade atrave´s da frequeˆncia; inverter o sentido
de rotac¸a˜o; ligar/desligar o motor; entre outros. Pore´m, o facto de variar a frequeˆncia na˜o
permitiu ter uma avaliac¸a˜o direta com o analisador de energia, uma vez que este so´ opera
com uma frequeˆncia de 50 ou 60 Hz. Deste modo, optou-se por retirar o variador e faz-se
as medic¸o˜es diretamente. Na˜o podendo utilizar o variador, o auto´mato apenas processou a
monitorizac¸a˜o da temperatura da envolvente do motor.
Figura 4.13: PLC Vipa Slio 015.
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(a) CPU 015 (b) Mo´dulos do auto´mato
Figura 4.14: Estrutura auto´mato.
Tabela 4.1: Legenda da figura 4.14
1 Patilha para fixar o auto´mato a` calha
2 Slot para armazenamento externo a partir de um carta˜o de memo´ria
3 Led que indica o estado em que se encontra o CPU
4 Etiqueta para modulo de alimentac¸a˜o do CPU
5 LED que indica o estado do modulo de alimentac¸a˜o
6 Conector bus para os outro mo´dulos
7 Secc¸a˜o 24V DC do modulo de alimentac¸a˜o
8 Patilha para desmontar a parte superior do modulo
9 Interface trac¸ado para Profinet
10 Para trac¸ado para o canal Ethernet PG/OP
11 Interface PtP(MPI) RS485
12 Interface MPI(PB) RS485
13 LED que indica o estado da conexa˜o do controlado Profrinet IO
14 Interruptor para o modo de operac¸a˜o do CPU
15 Parte do CPU
16 Terminal do modulo de alimentac¸a˜o
O equipamento dispo˜e de 7 cartas, uma para alimentac¸a˜o do CPU, outra apenas para
alimentac¸a˜o de perife´ricos, duas de entrada digital, uma de entrada analo´gica, uma de sa´ıda
digital e outra de sa´ıda analo´gica, operando a 24v nas digitais e de 0 aos 10V nas analo´gicas.
Assim sendo, sera´ colocado, numa das entradas analo´gicas do auto´mato, o sensor LM35
(ver subcap´ıtulo 4.2.1.1) que monitorizara´ a temperatura, ligado-se da forma que esta´ indicada
na figura 4.15. A alimentac¸a˜o do sensor dos dois fios mais a` esquerda e´ feita atrave´s do azul,
ligado aos 24v fornecidos pelo auto´mato, e do vermelho, ligado aos 0 V. A tensa˜o produzida
pelo sensor (Vout) e´ a diferenc¸a de potencial do pino 1 com o pino 5, em que este u´ltimo esta´
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conectado a` terra do sensor. Os pinos 1 e 5 pertencem a` carta de entradas analo´gicas.
A programac¸a˜o do auto´mato sera´ descrita no subcap´ıtulo 4.2.2.1.
Figura 4.15: Esquema ligac¸a˜o sensor temperatura a uma entrada analo´gica do auto´mato.
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Tabela 4.2: Legenda da figura 4.15
1 Modulo de alimentac¸a˜o
2 Modulo de entrada digital 021-1BD00
3 Modulo de entrada digital 021-1BF00
4 Modulo de alimentac¸a˜o 24V/0V
5 Modulo de sa´ıda digital 022-1BD00
6 Modulo de entrada analo´gica 031-1BB30
7 Modulo de sa´ıda analo´gica 032-1BB30
4.2.2 Desenvolvimento e configurac¸a˜o de software
Toda a explicac¸a˜o do software sera´ abordada de forma ideˆntica a` secc¸a˜o anterior, comec¸an-
do por uma abordagem geral e posteriormente a casos em particular. Assim, a figura 4.16
apresenta um fluxograma de toda a func¸a˜o, desde a aquisic¸a˜o dos dados ate´ a` sua ana´lise e
previsa˜o.
No total, o proto´tipo suporta-se em treˆs software, o Movicon, a base de dados do MySql
e o Matlab. O primeiro, a aplicac¸a˜o SCADA, e´ responsa´vel pela supervisa˜o e aquisic¸a˜o dos
dados, em MySql tem-se a base de dados que armazena as varia´veis monitorizadas servindo
de ligac¸a˜o entre os outros dois software, por fim o Matlab realiza o tratamento dos dados e a
criac¸a˜o da rede neuronal, calculando os valores previstos.
O utilizador apenas necessita de utilizar o HMI (interface homem ma´quina) em Movicon,
dado que este tem co´digos desenvolvidos em VBA (Visual Basic Aplication) que, a pedido do
utilizador, executa a previsa˜o dos dados automaticamente, correndo em segundo plano uma
aplicac¸a˜o criada em linguagem Matlab.
Figura 4.16: Fluxograma do software implementado na soluc¸a˜o proposta.
4.2.2.1 Programac¸a˜o PLC
Como referido em cap´ıtulos anteriores, o PLC utilizado na soluc¸a˜o e´ da marca VIPA Slio
com o CPU 015. A sua configurac¸a˜o/programac¸a˜o e´ feita a partir do Simatic STEP 7 da
Siemens sendo tambe´m compat´ıvel com o TIA Portal. Estes software sa˜o os mesmos que sa˜o
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utilizados na programac¸a˜o dos auto´matos da marca Siemens,ja´ que este CPU corresponde
aos PLC S-300.
A sua programac¸a˜o tem como foco principal uma func¸a˜o constru´ıda em blocos de func¸o˜es
(Function Block) que e´ responsa´vel pelo processamento e conversa˜o da tensa˜o que o sensor
causa na carta de entrada analo´gica. A mesma rege-se segundo o fluxograma apresentado na
figura 4.22. Ale´m da func¸a˜o, e´ colocado o valor de entrada numa memo´ria word que servira´
de input para a mesma.
Figura 4.17: Fluxograma e func¸a˜o de conversa˜o dos dados recebido pelo sensor.
Esta func¸a˜o esta´ apresentada na figura 4.22 e possui quatro varia´veis de entrada, que
resultam numa outra de sa´ıda com o valor de temperatura em graus cent´ıgrados. A primeira
varia´vel de entrada e´ o MW100, trata-se da memo´ria que conte´m o valor resultante da con-
versa˜o A/D (analo´gica/digital), tendo em seguida Y1 e Y0, que sa˜o os paraˆmetros limites da
conversa˜o para graus cent´ıgrados, e por fim, X1 e X0 que representam os valores da conversa˜o
A/D.
A entrada analo´gica do auto´mato pode receber um sinal que varia de 0 a 10v, cuja con-
versa˜o A/D conte´m uma resoluc¸a˜o de 12 bit. Assim, como o sensor varia de 0.01 mV/oC
e sabendo que a 25oC produz uma voltagem de sa´ıda de 0.250 mV [58], concluiu-se que
para 100oC ter-se-a´ na entrada analo´gica aproximadamente 1 V e da mesma forma para 0oC
verificar-se-a´ 0V. Seguindo esta lo´gica e com o aux´ılio de uma fonte de tensa˜o ligada a` entrada
analo´gica colocando-a a 1V, simulando que o sensor esteja 100oC, foi assim poss´ıvel retirar o
valor da conversa˜o A/D correspondente.
Utilizando este me´todo foi poss´ıvel definir o valor de X1 e X0 para a func¸a˜o e assim cali-
brar o sensor.
Dentro da func¸a˜o, acontecem as etapas apresentadas pelo fluxograma, a mesma converte
o tipo de varia´vel, calcula o fator de escala, multiplica o sinal por esse fator, resultando assim
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na varia´vel MD2 que conte´m ja´ o sinal convertido em graus celsius. No apeˆndice A.3 e´ poss´ıvel
ver o funcionamento detalhado desta func¸a˜o.
E´ importante referir que foi feita uma simulac¸a˜o no software ISIS do sensor com o filtro
que lhe foi aplicado para reduzir o ru´ıdo, e verificou-se que o sensor na˜o sofre alterac¸o˜es na
voltagem. Apenas se constatou um ligeiro aumento do atraso da resposta a`s variac¸o˜es de
temperatura, podendo assim utilizar os valores de conversa˜o apresentados no datasheet do
equipamento.
4.2.2.2 Configurac¸a˜o Janitza UMG604
Como dito em 4.2.1.2, configurou-se a analisador de energia, definindo apenas o IP no
pro´prio equipamento e utilizou-se o software GridVis 7 para a restante configurac¸a˜o. Para
ale´m de permitir a configurac¸a˜o do equipamento este software e´ tambe´m uma espe´cie de
SCADA, desenvolvida pelos fabricantes da marca, especifica para este tipo de equipamentos.
Permite a monitorizac¸a˜o das varia´veis em tempo real, criac¸a˜o de alarmes, leitura e escrita em
bases dados, configurac¸a˜o, colocac¸a˜o de mu´ltiplos equipamentos em simultaˆneo, entre outros.
Figura 4.18: Configurac¸a˜o de alguns paraˆmetros.
O mo´dulo de configurac¸a˜o aliado a` consulta do datasheet do equipamento permitiram
uma aprendizagem ra´pida do seu funcionamento. Nele podem ser feitas configurac¸o˜es para
escolher qual o tipo de sensor de temperatura a instalar no equipamento, configurac¸o˜es do
IP, a variante de medic¸a˜o, se e´ uma medic¸a˜o a 3 cabos (L1, L2 e L3) ou a 4 cabos (L1,L2,L3
e N), quais as fases dos dispositivos que correspondem a`s conectadas no analisador, entre
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outros. Na figura 4.18, e´ poss´ıvel visualizar parte de algumas configurac¸o˜es, das quais, a
primeira define paraˆmetros caracter´ısticos da rede ele´trica, escolha do sensor e definic¸a˜o do
IP, respetivamente.
4.2.2.3 MatLab
Para a construc¸a˜o de um modelo de previsa˜o baseado nas Redes Neuronais, recorreu-se
a`s poderosas ferramentas matema´ticas de que o software Matlab dispo˜e.
A aplicac¸a˜o criada em Matlab sera´ integrada a` do Movicon, sendo utilizada quando houver
pedido por parte do utilizador e correra´, em tempo real, a previsa˜o do comportamento da
temperatura.
Na figura 4.19, e´ poss´ıvel ver o fluxograma do programa. Comec¸a por aceder a` base de
dados e reter os valores de input, que podem ser a corrente, a voltagem, a poteˆncia ou a
temperatura ambiente. Estes sa˜o selecionados consoante o me´todo utilizado, colocando numa
matriz em que cada coluna corresponde a um paraˆmetro de input. Da mesma forma e´ retirado
o output sendo este apenas a temperatura do motor registada pelo sensor PT1000, pois e´ este
paraˆmetro que se pretende prever.
Figura 4.19: Me´todo NARX e NAR.
Segue-se o pre´-processamento de dados que consiste na conversa˜o e normalizac¸a˜o dos in-
puts para um intervale de [0;1], preparando-os assim para o treino da rede. O me´todo de
treino utilizado sera´ o algoritmo Levenberg-Marquardt. Desta forma a rede sera´ treinada
ciclicamente ate´ atingir um erro de treino suficientemente baixo, deixando a rede preparada
para prever.
Existe a possibilidade de o utilizador escolher um de treˆs me´todos de aplicac¸a˜o das redes
neuronais: um com um processo na˜o linear autorregressivo (NAR), um outro na˜o linear autor-
regressivo com um input externo (NARX) e por fim um NARX com va´rios inputs externos2.
Para o me´todo NAR sa˜o apenas utilizados os valores de target conforme apresentado na
figura 4.20, a` direita, neste caso os valores de temperatura registados anteriormente sa˜o utiliza-
dos no treino da rede e consoante esse comportamento a rede preveˆ os valores de temperatura
2Para mais explicac¸a˜o de se´ries na˜o lineares auto-regressivas consultar o sub-capitulo 3.1
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seguintes. O segundo e terceiro me´todos utilizam o NARX, funcionando de forma ideˆntica
tendo ale´m de paraˆmetros alvo (target) tambe´m paraˆmetros externos de entrada (inputs).
Sera´ abordado de duas formas, uma em que a rede e´ treinada com apenas um paraˆmetro de
entrada, por exemplo, a corrente, com o respetivo valor alvo correspondente, neste caso a
temperatura. A segunda forma utilizara´ va´rios valores de entrada, como corrente, voltagem
e poteˆncia, com os respetivos valores alvo da temperatura do motor. Este me´todo preveˆ os
valores de temperatura a partir de novos paraˆmetros externos. Posto isto, sera˜o abordados
diferentes me´todos de previsa˜o elaborando mais adiante, no cap´ıtulo 5.1, uma ana´lise dos
resultados que procurara´ verificar a sua eficieˆncia.
Esta aplicac¸a˜o pode ser utilizada de duas formas, uma para o caso do utilizador usufruir
do software Matlab e outra em forma de aplicac¸a˜o, tendo sido criado um executa´vel, permite
instala-lo em qualquer outro computador. Para o segundo caso, a aplicac¸a˜o e´ um executa´vel,
na˜o sendo necessa´rio recorrer ao Matlab e apresenta o interface da figura 4.21. A rede ja´
sofreu um pre´-treino, ou seja na˜o e´ treinada sempre que se pretende simular, enquanto que
na forma que utiliza o software Matlab esta e´ treinada sempre que o pedido de simulac¸a˜o e´
efetuado.
Figura 4.20: Fluxograma da aplicac¸a˜o das Redes Neuronais.
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Figura 4.21: Interface aplicac¸a˜o.
Ao correr a aplicac¸a˜o, e´ apresentado a interface da figura 4.21 que permite iniciar a
simulac¸a˜o. O utilizador comec¸a por indicar o me´todo a utilizar e o nu´mero de iterac¸o˜es
que pretende simular, bem como a possibilidade da escolha do ficheiro com a rede neuronal
treinada que melhor de adequa, resultando na representac¸a˜o gra´fica dos valores previstos e de
histo´rico, bem como valor me´dio, ma´ximo, mı´nimo e o da primeira iterac¸a˜o. Caso o utilizador
na˜o preencha os campos necessa´rios, e´ avisado com mensagens de erro, o que possibilita uma
fa´cil utilizac¸a˜o e garante que a aplicac¸a˜o esta´ a ser bem utilizada.
4.2.2.4 Movicon
Como referido no capitulo 2.3.2, o Movicon e´ um software SCADA desenvolvido pela Pro-
gea, a versa˜o 11 e´ a utilizada no desenvolvimentos desta soluc¸a˜o. Tem como principal func¸a˜o
a supervisa˜o e aquisic¸a˜o de dados, ale´m disto oferece a possibilidade de criac¸a˜o de va´rios
HMI (Interface Homem Ma´quina), para que o operador seja capaz de facilmente consultar
o estado em que se encontram os equipamentos a ser monitorizados. E´ tambe´m responsa´vel
por registar varia´veis em base de dados, criando assim um histo´rico de paraˆmetros essenciais
na manutenc¸a˜o dos equipamentos e a partir dos quais sera´ feito o estudo.
Ale´m disso, garante um fluxo de informac¸a˜o em tempo real entre os va´rios setores de uma
empresa, mesmo numa empresa de grandes dimenso˜es.
Esta aplicac¸a˜o foi criada com o objetivo principal de monitorizar as entradas e sa´ıdas do
PLC, registar os valores dados pelo analisador de corrente e demonstrar os valores de tempe-
ratura previstos.
A n´ıvel visual, e´ constitu´ıdo por 5 ecra˜s (HMI), um principal que mostra a configurac¸a˜o
do equipamento, a ativac¸a˜o de sa´ıdas do auto´mato, a avaliac¸a˜o de dados e o histo´rico, a repre-
sentac¸a˜o gra´fica do comportamento das varia´veis e a gesta˜o de alarmes; um outro ecra˜ conte´m
a visualizac¸a˜o das varia´veis a serem monitorizadas pelo analisador ele´trico; um terceiro com
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a parte de manutenc¸a˜o preditiva em que podem ser utilizados os 3 me´todos diferentes de
previsa˜o; um quarto em que e´ poss´ıvel analisar todas as varia´veis a monitorizar graficamente,
podendo ser analisado todo o histo´rico; e por fim um ecra˜ dedicado a` monitorizac¸a˜o da tem-
peratura, representando as mesmas graficamente a` medida que sa˜o registadas. Todos estes
ecra˜s podem ser observados na figura 4.22.
O co´digo em Matlab com o algoritmo de previsa˜o e´ ativado sempre que utilizador na janela
de manutenc¸a˜o preditiva 4.22c deˆ ordem para que o software avalie os dados ate´ ao momento
que se encontra, ou seja sempre que clique no bota˜o ”iniciar previsa˜o a partir do Matlab”, e´
acionado um script desenvolvido em VBA que inicia a aplicac¸a˜o Matlab, correndo o respetivo
co´digo desenvolvido para o efeito. Apo´s alguns segundos de processamento o utilizador visu-
aliza o comportamento previsto graficamente e no ecra˜ do Movicon sa˜o mostrados os valores
ma´ximo, mı´nimo e me´dio previstos da temperatura do motor. Em contrapartida, se o utiliza-
dor na˜o tiver o Matlab instalado no computador pode optar por simular a partir da aplicac¸a˜o
criada. Como referido na subsecc¸a˜o anterior 4.2.2.3, trata-se um executa´vel que uma vez
instalada esta inicia sempre que o bota˜o ”iniciar aplicac¸a˜o” for premido, apresentado a sua
interface (figura 4.21).
Em suma, o utilizador, a partir da aplicac¸a˜o criada em Movicon, tem acesso a paraˆmetros
ele´tricos e de temperatura em tempo real, bem como ao seu histo´rico e ainda consegue prever
o comportamento da temperatura do motor.
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(a) (b)
(c) (d)
(e)
Figura 4.22: Grafismo apresentado pela aplicac¸a˜o SCADA.
4.2.2.5 MySQL
A base de dados sera´ responsa´vel pela organizac¸a˜o e armazenamento de dados para serem
acedidos pelos dois softwares (Movicon e Matlab).
Em Mysql existe a possibilidade da criac¸a˜o de va´rios utilizadores que podem ser distin-
guidos de acordo com os privile´gios de acesso, determinados pelo administrador; ale´m disso,
e´ poss´ıvel proteger o acesso com password para garantir alguma seguranc¸a. A criac¸a˜o das
tabelas para armazenamento pode ser feita manualmente ou atrave´s de programas externos,
como e´ o caso do software Movicon. Acresce ainda a possibilidade de aceder a´s aplicac¸o˜es
em qualquer dispositivo, na˜o necessitando de grande capacidade de memo´ria sendo o servidor
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responsa´vel por gerir e armazenar a informac¸a˜o partilhada na rede.
A manipulac¸a˜o de tabelas pode ser feita atrave´s do MySql Workbench ou apartir do
phpMyAdmin.
Para aceder a` base de dados a partir de outras aplicac¸o˜es, recorre-se a uma ligac¸a˜o por
ODBC e a partir dela acede-se com um perfil de utilizador. Para tal, foi criado um perfil
atrave´s do phpMyAdmin com permisso˜es de escrita e leitura que autoriza, a partir do de um
software externo a manipulac¸a˜o de tabelas, a inserc¸a˜o ou remoc¸a˜o de conteu´dos.
Apo´s a configurac¸a˜o e com a base de dados criada, verifica-se o resultado final na figura
4.23. A base de dados criada tem o nome de ”manutencao”e e´ constitu´ıda por cinco tabelas:
alarmes, dados registados em tempo real, erros de comunicac¸a˜o com os dispositivos, ma´ximo
e mı´nimo dos dados a monitorizar e mensagens de erro que possam ocorrer durante o funcio-
namento da aplicac¸a˜o. Estas tabelas esta˜o colocadas na base de dados por esta ordem como
apresentado na figura 4.23.
Para efeitos de teste, a base de dados esta´ sediada em LocalHost e a tabela ”dados”e´
composta por hora e data do registo com os respetivos valores das propriedades que esta˜o a
ser monitorizadas em tempo real.
Figura 4.23: Janela das base de Dados.
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Cap´ıtulo 5
Ana´lise de resultados e
considerac¸o˜es finais
5.1 Ana´lise de Resultados
Os subcap´ıtulos apresentados a seguir abordam um estudo comparativo dos resultados
obtidos, da simulac¸a˜o com redes neuronais, para dois casos de estudo. Sera˜o avaliados des-
vios entre valores previstos e esperados, a um passo e a multi-passos a` frente, tempos de
processamento e respetivas concluso˜es sobre os respetivos desempenhos.
5.1.1 Metodologia de Ana´lise
A ana´lise de resultados sera´ feita a partir da efica´cia da previsa˜o da temperatura que o
sensor PT1000 regista, ou seja a temperatura do motor durante o arranque, com principal
eˆnfase numa fase estaciona´ria que ocorre apo´s uma hora de funcionamento.
Devido a` indisponibilidade de motores ele´tricos nos quais seja poss´ıvel causar avarias,
para assim se proceder ao estudo, procurou-se abordar o caso de uma outra forma, aplicando
interfereˆncias no comportamento do motor a partir da manipulac¸a˜o de paraˆmetros externos,
para avaliar deste modo, o desempenho do algoritmo. Os paraˆmetros externos sa˜o os que con-
sideramos como valores de entrada para a rede neuronal, a saber, a temperatura ambiente, a
corrente, a tensa˜o, o fator de poteˆncia e a poteˆncia real. O paraˆmetro de sa´ıda considerado e´
previsa˜o da temperatura do motor. Estes atributos sa˜o registados na forma de se´rie temporal
em que cada iterac¸a˜o e´ feita de 2 em 2, segundos tendo um total de 2586 amostras, no caso de
estudo 1, e 3086 no 2. A figura 5.1 apresenta graficamente a evoluc¸a˜o dos valores registados
da temperatura do motor para as duas situac¸o˜es em que o objetivo e´ prever a continuidade
desta se´rie. Assim, a`s amostras simuladas, retiraram-se os u´ltimos valores (designados de
valores esperados), de forma a confronta´-los com os previstos.
Os valores registados apresentam um comportamento inicial de tendeˆncia evolutiva cres-
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cente da temperatura, uma vez que o motor esta´ a iniciar o seu funcionamento (”fase de ar-
ranque”), atingindo a estabilidade, atingindo a fase que podemos considerar a ”estaciona´ria”;
esta sera´ a altura em que melhor se verifica a influeˆncia dos paraˆmetros externos, que sera˜o
o pronto central nesta ana´lise.
Na observac¸a˜o da figura 5.1, destacam-se diferenc¸as na evoluc¸a˜o da temperatura do motor,
dado que os paraˆmetros externos influenciaram o seu comportamento e estes foram manipu-
lados de forma diferente em cada caso. No estudo 2, a variac¸a˜o da temperatura aumenta
inicialmente de uma forma mais ra´pida, atingindo temperaturas superiores ao primeiro caso.
Ale´m disso, na fase estaciona´ria os comportamentos sa˜o diferentes, sendo estas caracter´ısticas
objeto de ana´lise de interesse superior.
(a) Caso de estudo 1 (b) Caso de estudo 2
Figura 5.1: Se´rie Temporal da evoluc¸a˜o da temperatura registada no caso de estudo 1 e 2,
respetivamente.
A fim de interpretar e perceber os gra´ficos de temperatura e a raza˜o destas diferenc¸as,
as figuras 5.3 e 5.2 apresentam graficamente as se´ries registadas dos paraˆmetros externos
que influenciaram o seu desempenho. A rede neuronal tera´ deste modo estes valores como
paraˆmetros de entrada e como paraˆmetros de sa´ıda, a temperatura do motor.
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(a) Caso de estudo 1 (b) Caso de estudo 2
(c) Caso de estudo 1 (d) Caso de estudo 2
Figura 5.2: Se´ries temporais do valor de inputs em cada caso de estudo.
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(e) Caso de estudo 1 (f) Caso de estudo 2
Figura 5.3: Se´ries temporais do valor de inputs em cada caso de estudo.
No caso de estudo 1, colocou-se o motor em funcionamento sem qualquer manipulac¸a˜o de
paraˆmetros externos, exceto a temperatura ambiente. Esta variac¸a˜o na˜o apresentou qualquer
influeˆncia nos valores do fator de poteˆncia, poteˆncia e corrente.
No segundo caso, ate´ a` fase estaciona´ria, na˜o se produziu nenhuma interfereˆncia mantendo-
se a temperatura ambiente esta´vel. Chegado a` fase estaciona´ria, passou-se a aplicar cargas
pontuais no motor, de modo a trava-lo, o que provocou alterac¸o˜es no fator de poteˆncia e
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poteˆncia consumida pelo motor. A diminuic¸a˜o do fator de poteˆncia deveu-se ao facto do
motor perder eficieˆncia, uma vez que estava em esforc¸o, o que causou um aumento da ener-
gia reativa que, consequentemente, aumentou a temperatura do equipamento. A corrente
tambe´m aumentou, contudo a tensa˜o na˜o sofreu alterac¸o˜es significativas, dado que tratava
de um motor de baixa poteˆncia que na˜o deu lugar a quebras de tensa˜o ou sobrecarga dos
elementos da rede.
Para provocar sobrecarga no motor, travou-se o tapete rolante, a fim de esforc¸ar o motor;
a temperatura da sala foi mantida propositadamente inalterada.
Na figura 5.4, foi poss´ıvel comparar a variac¸a˜o da temperatura ambiente com a do motor,
estas variaram de forma ideˆntica, logo quando a temperatura ambiente subia a do motor
tambe´m o fazia. A situac¸a˜o inversa tambe´m se verificou.
Para o segundo caso, observando os resultados na figura 5.5, conclui-se que os picos de
queda de poteˆncia real foram causados pelo bloqueio do tapete, o que provocou um aumento
da poteˆncia reativa e da corrente; por outro lado ocorreu a queda da poteˆncia real bem como
do fator de poteˆncia. Ao criar estas sobrecargas, verificou-se em 5.5b que a temperatura do
motor se elevava sempre que estes picos ocorriam, arrefecendo em seguida com tendeˆncia para
a temperatura normal de funcionamento.
Figura 5.4: Relac¸a˜o entre temperatura ambiente e temperatura do motor para o caso de
estudo 1.
No aˆmbito a arquitetura da soluc¸a˜o proposta, foram escolhidos este casos de estudo, ja´
que foram estes procedimentos que mais influenciaram a temperatura do motor. De notar
que a ana´lise foi feita apenas considerando uma fase do motor com os paraˆmetro referidos,
para comprovar a efica´cia do algoritmo de redes neuronais perante situac¸o˜es inesperadas e
irregulares.
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(a) Comparac¸a˜o (b) Influeˆncia na Temperatura
Figura 5.5: Relac¸a˜o entre alguns paraˆmetros externos na temperatura do motor para o caso
de estudo 2 (Poteˆncia reativa [Kva], Poteˆncia ativa [w], Temperatura do motor [oC]).
5.1.2 Me´todo NARX
As redes na˜o lineares autorregressivas com varia´veis exo´genas de entrada (NARX) e´ um
me´todo que ”aprende”a prever as iterac¸o˜es subsequentes de uma se´rie temporal (paraˆmetros
de sa´ıda, neste caso concreto a temperatura do motor), na˜o so´ a partir do comportamento
das iterac¸o˜es anteriores, mas tambe´m a partir de se´ries com o registo dos paraˆmetros externos
(paraˆmetros de entrada, que neste caso sera˜o a voltagem, a poteˆncia, a temperatura ambi-
ente, a corrente e o fator de poteˆncia medidos na fase 1 da alimentac¸a˜o do motor). Estas
propriedades ele´tricas e a temperatura ambiente foram os me´todos de ana´lise escolhidos que
maior interfereˆncia causaram na variac¸a˜o dessa temperatura.
O co´digo em Matlab comec¸a pelo tratamento dos dados, a sua normalizac¸a˜o e retirada
de caracteres nulos ou inva´lidos. Em seguida, o processo de treino, a func¸a˜o de ativac¸a˜o a
func¸a˜o sigmo´ide em vez da tangente hiperbo´lica, o que tornando o processo total da simulac¸a˜o
ate´ 4 vezes mais ra´pido, no entanto, isto na˜o significa que a etapa de treino tambe´m o seja,
ja´ que o tempo de treino varia sempre, ate´ perante o mesmo problema, consequentemente
as simulac¸o˜es obteˆm soluc¸o˜es diferentes. Ale´m disso o algoritmo de treino utilizado foi o de
Levenberg-Marquardt.
Sabendo-se que a rede neuronal tem 15 camadas escondidas e que os aspetos externos na˜o
influenciam no imediato a temperatura do motor, escolheu-se a raza˜o de 1/5 no atraso entre
sa´ıdas e entradas na rede neuronal ou seja, para cada valor de output registado associou-se
os inputs que aconteceram nas 5 iterac¸o˜es anteriores. Deste modo, com os paraˆmetros e o
procedimento definidos, procede-se ao treino da rede, no entanto cada treino teve a sua per-
formance e demonstrou resultados melhores ou piores, de forma aleato´ria. Para contornar
esta situac¸a˜o e escolher a melhor performance de treino, treinou-se a rede, restringindo o erro
de treino, isto e´, a diferenc¸a entre valores alvo e de sa´ıda da rede. Quando esta diferenc¸a for
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inferior a um valor suficientemente baixo o algoritmo avanc¸a.
Findo o processo de treino, simularam-se as previso˜es um passo a` frente, utilizado a rede
aberta, enquanto que para previso˜es multi-passo, a rede tem de ter ciclo fechado, em que
substitui a alimentac¸a˜o da rede com as entradas em conexa˜o direta a partir da camada de
sa´ıda.
Neste me´todo foram abordadas duas configurac¸o˜es, numa apenas foi utilizado um paraˆme-
tro de entrada e na outra foram considerandos todos os paraˆmetros externos.
5.1.2.1 Previsa˜o de uma Iterac¸a˜o
Nesta subsecc¸a˜o sa˜o apresentados os resultados da previsa˜o um passo a` frente com uma
ana´lise individual e comparativa dos dois casos de estudo apresentados.
A previsa˜o um passo a` frente, e considerando apenas um paraˆmetro de entrada, a tem-
peratura ambiente no caso 1 e o fator de poteˆncia no caso 2, foi feita a` medida que a se´rie
avanc¸ava para se poder comparar os valores registados pelo sensor (a azul) e os valores pre-
vistos a partir da simulac¸a˜o com a rede neuronal (a vermelho).
No primeiro caso, a figura 5.6a apresenta o resultado da previsa˜o um passo a` frente que de-
nota um bom desempenho. Se se comparar com o caso de estudo 2 (figura 5.6b), os resultados
apresentavam, inicialmente, um desempenho superior, mas a partir da iterac¸a˜o 1900, verificou-
se um aumento significativo do erro de previsa˜o, isto devido a`s cargas aplicadas no motor que
provocaram alterac¸o˜es nas varia´veis de entrada e influenciaram a previsa˜o. Concluiu-se que a
rede na˜o estava totalmente preparada para esta situac¸a˜o, pore´m, na segunda carga (perto da
iterac¸a˜o 2700), a rede ”aprendeu”e melhorou a sua eficieˆncia e a estabilizac¸a˜o dos resultados
foi mais ra´pida.
(a) Caso de estudo 1 (b) Caso de estudo 2
Figura 5.6: Previsa˜o de uma iterac¸a˜o com o paraˆmetro externo manipulado.
Este resultado e´ de facto interessante, pois e´ a resposta da rede perante irregularidades
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para as quais na˜o tinha, ate´ enta˜o, sido treinada, situac¸a˜o que ocorreria numa poss´ıvel falha.
Utilizando uma nova abordagem para as mesmas se´ries, foi feita uma nova simulac¸a˜o,
mas agora tendo em considerac¸a˜o todos os paraˆmetros de entrada, cujos resultados esta˜o
apresentados na figura 5.7. Nos dois casos de estudo, a simulac¸a˜o melhorou mesmo para o
estudo 2, que tinha apresentado valores piores aquando da aplicac¸a˜o da carga, que provou a
efica´cia da aprendizagem.
Apo´s esta ana´lise, comprovou-se que o processo de treino e´ uma etapa complexa, mas
determinante para uma boa previsa˜o, ale´m a previsa˜o melhora, quando se aumentam o nu´mero
de paraˆmetros de entrada.
(a) Caso de estudo 1 (b) Caso de estudo 2
Figura 5.7: Previsa˜o de uma iterac¸a˜o com todos os paraˆmetros de entrada.
5.1.2.2 Previsa˜o de va´rias iterac¸o˜es
Para verificar a efica´cia da previsa˜o das va´rias iterac¸o˜es seguintes a` se´rie, durante o treino
da rede, decidiu-se ignorar as u´ltimas 30 iterac¸o˜es registadas, tanto para a se´rie dos valores
de entrada como para os valores de sa´ıda. Assim, com esses valores, e´ poss´ıvel simular-se e
confrontar-se os resultados da previsa˜o com os valores esperados, de forma ideˆntica a` ana´lise
anterior.
Na figura 5.8 sa˜o apresentados os resultados para os dois casos de estudo: a verde, os
valores reais, utilizando apenas os paraˆmetros externos relevantes em cada caso, a temperatura
ambiente e o fator de poteˆncia, respetivamente; a amarelo, os valores previstos pela rede; a
vermelho, a previsa˜o um passo a` frente. Focando agora a ana´lise multi-passo, o cena´rio
e´ oposto ao anterior, apresentando o caso de estudo 1 e 2 melhores resultados em termos
de desvio relativamente aos reais, uma vez que apresenta poucas variac¸o˜es acentuadas nos
resultados.
Em seguida, simulou-se a previsa˜o de va´rias iterac¸o˜es, considerando todos os paraˆmetros
de entrada, como se observa na figura 5.9. Os resultados melhoraram significativamente no
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caso de estudo 1, com a previsa˜o acertada de alguns valores. Um comportamento ideˆntico
verificou-se no caso de estudo 2. Mais uma vez se confirmou que quanto maior for o nu´mero
de paraˆmetros externos a considerar melhores sera˜o as previso˜es.
(a) Caso de estudo 1 (b) Caso de estudo 2
Figura 5.8: Previsa˜o de va´rios passos a` frente e com o paraˆmetro de entrada manipulado.
(a) Caso de estudo 1 (b) Caso de estudo 2
Figura 5.9: Previsa˜o de va´rios passos a` frente e com va´rias entradas.
Em suma, esta ana´lise mostrou que este me´todo de previsa˜o e´ eficiente, dado que apresenta
uma maior exatida˜o, quando considerados todos os paraˆmetros externos. Acrescenta-se que,
obviamente, quanto mais distante for a iterac¸a˜o a prever, pior se torna o resultado.
5.1.3 Me´todo NAR
Este me´todo utiliza redes na˜o lineares autorregressivas da mesma forma que o me´todo
anterior, no entanto, difere pelo facto de na˜o recorrer a varia´veis exo´genas de entrada, ou
seja, preveˆ as iterac¸o˜es a partir do comportamento seu anterior registado na se´rie temporal,
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neste caso e´ temperatura do motor.
O processo de treino foi o mesmo utilizado anteriormente, a saber o de Lvenberg-Marquardt,
que recorre a` func¸a˜o de ativac¸a˜o sigmo´ide e a 15 camadas escondidas.
5.1.3.1 Previsa˜o de uma iterac¸a˜o
Esta configurac¸a˜o da rede, neste contexto, e´ a que melhores resultados apresenta, como
podemos se pode observar na figura 5.10. Sa˜o resultados satisfato´rios que permitem concluir
que a previsa˜o e´ mais eficiente sem a utilizac¸a˜o de paraˆmetros externos de entrada, verificando
apenas erros na ordem das mile´simas.
(a) teste 1 (b) teste 2
(c) Caso de estudo 1 (d) Caso de estudo 2
Figura 5.10: Previsa˜o de uma iterac¸a˜o a` frente.
Apesar destes resultados apresentarem um bom desempenho, isto na˜o significa que seja o
me´todo mais eficiente, porque os paraˆmetros externos de entrada afetam a temperatura do
motor e, omitindo esse valores, a previsa˜o torna-se complexa, no entanto, para estas amostras,
a influeˆncia dos paraˆmetros externos na˜o alterou de forma muito significativa a temperatura
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do motor o que contribuindo para um erro menor. Ao considerar apenas a temperatura do
motor, comprova-se que o seu comportamento e´ esta´vel, sem alterac¸o˜es bruscas. Estas podem
ser algumas das causas que contribu´ıram para um melhor resultado.
5.1.3.2 Previsa˜o Multi-Iterac¸a˜o
A ana´lise dos resultados da previsa˜o de multi-iterac¸o˜es foi feita da mesma forma que foi
utilizada no me´todo NARX. A partir de uma se´rie de amostras de temperatura, retiraram-se
as u´ltimas 50 iterac¸o˜es para verificar a sua efica´cia.
Com os gra´ficos apresentados na figura 5.11, constata-se que, apesar da previsa˜o de um
pac¸o a` frente ter sido bastante eficiente, o mesmo na˜o acontece com a previsa˜o de va´rias
iterac¸o˜es. O erro aumenta significativamente a` medida que a previsa˜o se distancia. No
caso de estudo 2, os resultados foram pouco satisfato´rios, uma vez que na˜o acertando em
nenhuma iterac¸a˜o, no entanto, no caso 1, as previso˜es melhoraram, principalmente nas pri-
meiras iterac¸o˜es.
Posto isto, a previsa˜o multi-iterac¸a˜o tem um aumento do erro superior, quando comparada
com o mesmo tipo de previsa˜o que o me´todo NARX, para as previso˜es mais distantes.
(c) Caso de estudo 1 (d) Caso de estudo 2
Figura 5.11: Previsa˜o Multi-Iterac¸o˜es.
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5.1.4 Tempo de processamento
O tempo e´ muito importante, principalmente, quando se fala de aplicac¸o˜es que processam
em tempo real.
Neste subcap´ıtulo, compararam-se tempos de processamento testados num computador
com processador Intel I3 de 2,4 GHz de velocidade de processamento.
Os resultados apresentados na tabela 5.12 mostram que, para cada me´todo, fazendo variar
o nu´mero de amostras da se´rie temporal, primeiro com 150 iterac¸o˜es, depois com 2356 da´-
se um aumento significativo do tempo de processamento. Trata-se de facto de um processo
demorado quando se fala de aplicac¸o˜es para processar em tempo real.
O me´todo NARX, com um paraˆmetro entrada, foi o que apresentou melhor tempo quando
se esta´ perante se´ries com grande nu´mero de amostras e o me´todo NAR foi o que apresentou
o melhor tempo, 3,8 segundos, para se´ries de pequena dimensa˜o.
Figura 5.12: Tempo total de processamento para todos os me´todos com nu´mero de iterac¸o˜es
diferente.
Com o intuito de localizar a fonte destes elevados tempos de processamento, e com um
diagno´stico pre´-concebido, decidiu-se comparar o tempo de treino com o tempo total de
processamento, chegando-se aos valores apresentados na figura 5.13. Sa˜o valores interessantes,
na medida em que existem casos que atingiram 94,81% (ver apeˆndice A.4) do tempo total
de processamento, confirmando assim que o treino da rede e´ a fase que mais processamento
exige.
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Figura 5.13: Relac¸a˜o tempo de simulac¸a˜o com tempo de treino.
Face a estes resultados, verifica-se que a` medida que o nu´mero de amostras aumenta, o
tempo de processamento aumenta de forma significativa, sendo o processo de treino o principal
causador desta demora.
Para reduzir este tempo numa aplicac¸a˜o em tempo real, a utilizac¸a˜o do algoritmo, com
uma rede neuronal ja´ treinada, melhoraria significativamente este resultados, da´ı a criac¸a˜o
de uma aplicac¸a˜o com rede treinada na soluc¸a˜o apresentada nesta dissertac¸a˜o. Pore´m as
previso˜es na˜o sera˜o ta˜o fia´veis, visto que o comportamento da temperatura do motor varia
sempre ao longo da sua vida u´til e o treino anteriormente feito tornar-se-a´ desatualizado, a
na˜o ser que sejam realizados treinos da rede periodicamente, em vez de se treinar aquando
de uma previsa˜o.
Ale´m do tempo de processamento da etapa de treino, o nu´mero de amostras tambe´m o
influencia expressivamente, assim para contornar este efeito, as se´ries temporais podem ser
tratadas de forma eficiente reduzindo o nu´mero de iterac¸o˜es, atrave´s de processos de data
mining.
5.2 Concluso˜es e propostas de trabalho futuro
Neste documento, foi desenvolvida e proposta uma soluc¸a˜o para apoio a` manutenc¸a˜o pre-
ditiva integrada num software SCADA, garantindo assim o cumprimento dos objetivos inici-
almente propostos. Ale´m disso, foi tambe´m estudada a efica´cia de va´rias formas de previso˜es,
apoiadas pelo algoritmo de redes neuronais artificias e avaliados tempos de processamento e
performance.
Comec¸ou-se por investigar, em toda a literatura existente, a manutenc¸a˜o em geral, com
eˆnfase na preditiva e no estudo de me´todos preditivos, definindo-se como principal destaque o
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uso de redes neuronais para previsa˜o de se´ries temporais. Trata-se de um me´todo eficaz, bas-
tante utilizado, tanto em ana´lises financeiras como nas cieˆncias biome´dicas. Existem inu´meros
estudos, nomeadamente no domı´nio do diagno´stico me´dico que incentivam a sua aplicac¸a˜o na˜o
apenas em seres vivos mas em equipamentos industriais.
Tranc¸ado assim o caminho, passou-se a` selec¸a˜o dos equipamentos dispon´ıveis que mais
se adequassem a` ana´lise da evoluc¸a˜o da temperatura de um motor ele´trico, para antecipar
sobreaquecimentos.
Apo´s a selec¸a˜o, montagem e configurac¸a˜o dos equipamentos desenvolveu-se software, no-
meadamente uma aplicac¸a˜o em software SCADA, aliada a uma aplicac¸a˜o desenvolvida em
linguagem Matlab, que garantisse um apoio importante aos o´rga˜os superiores de gesta˜o, na
aplicac¸a˜o e gesta˜o da manutenc¸a˜o preditiva.
Verificou-se que foi poss´ıvel incorporar ferramentas preditivas nos software SCADA, na˜o
sendo necessa´rio alterar as plataformas existentes numa empresa, o que facilitaria a mudanc¸a
do me´todo de manutenc¸a˜o. Acrescenta-se que, mais uma vez, se provou que as redes neu-
ronais sa˜o algoritmos eficazes para a prevenc¸a˜o de acontecimentos com va´rias ferramentas
que facilitam o seu desenvolvimento e aplicac¸a˜o. O fator que limita a aplicac¸a˜o e´ a fase de
treino da rede; trata-se de um processo complexo, que inviabiliza as previso˜es, em algumas
situac¸o˜es.
O me´todo proposto nesta dissertac¸a˜o encontra-se em estado funcional, como era preten-
dido, no entanto ha´ situac¸o˜es que podem ser melhoradas.
Assim como trabalhos futuros propo˜e-se:
• Ampliar este sistema num ambiente em escala maior, ou seja, aumentar do nu´mero e
tipo do equipamentos a monitorizar, o que faria incrementar a quantidade de dados a
analisar e consequentemente alargaria a quantidade de processamento.
• Utilizar caˆmaras termogra´ficas para a ana´lise te´rmica, uma vez que permitem mapear
as regio˜es com temperaturas mais elevadas, facultando assim uma avaliac¸a˜o mais global
de todo o motor.
• Analisar as vibrac¸o˜es do motor a partir de sensores espec´ıficos, devidamente isolados de
interfereˆncias e ru´ıdo.
• Estudar e aplicar novas abordagens na ana´lise de desempenho dos equipamentos.
• Utilizac¸a˜o de motores mais potentes com recurso a transformadores de corrente e ana-
lisar o seu desempenho.
• Estudar e otimizar o processo de treino de redes neuronais, uma vez que foi a si-
tuac¸a˜o que maiores dificuldades causou no desenvolvimento deste trabalho; os algo-
ritmos gene´ticos sa˜o um exemplo que pode ser utilizado nesse sentido.
5.Ana´lise de resultados e considerac¸o˜es finais 79
Bibliografia
[1] J. Moubray, “Reliability centered maintenance”, 2a ed., vol. 1, Great Britain: Industrial
Press Inc., 1997.
[2] F. I. Khan e M. M. Haddara, “Risk-based maintenance (RBM): A quantitative approach
for maintenance/inspection scheduling and planning”, Journal of Loss Prevention in the
Process Industries, vol. 16, no. 6, pp. 561–573, 2003.
[3] M. Almeida. (2016, Abril), “Manutenc¸a˜o preditiva : benef´ıcios e lucratividade .”
Itajuba´, pp. 1–5, 2012. [Em Linha]. Dispon´ıvel em: http://www.mtaev.com.br/
download/mnt2.pdf
[4] R. Dunn, “Advanced maintenance technologies.” Plant Engineering, vol. 41, no. 12,
pp.80-93, 1987.
[5] R. Mobley, An introduction to predictive maintenance, 2a Ed. Butterworth-Heinemann,
Elsevier Science, 2002.
[6] L. Hans, “Management of Industrial Maintenace - Economic evaluation of maintenance
Policies”, International Journal of Operations & Production Management, pp. 716–736,
1999.
[7] K. Nikolopoulos, K. Metaxiotis, N. Lekatis e V. Assimakopoulos, “Integrating industrial
maintenance strategy into ERP”, Industrial Management & Data Systems, vol. 103,
no. 3, pp. 184–191, 2003. [Em Linha]. Dispon´ıvel em: http://eprints.lancs.ac.uk/29040/
[8] S. Takata, F. Kimura, F. J. A. M. V. Houten e E. Westka¨mper, “Maintenance : Changing
Role in Life Cycle Management”, CIRP Annals - Manufacturing Technology, vol. 53,
no. 2, pp. 643–655, 2004.
[9] E. Seixas, “Manutenc¸a˜o Centrada na Confiabilidade Estabelecendo a Pol´ıtica de Manu-
tenc¸a˜o com Base nos Mecanismos de Falha dos Equipamentos”, Reliasoft Brasil, 2006.
[10] A. Jovanovic, “Risk-based inspection and maintenance in power and process plants in
Europe”, Nuclear Engineering and Design, vol. 226, no. 2, pp. 165–182, 2003.
80
5.BIBLIOGRAFIA 81
[11] J. D. Campbell, “Outsourcing in maintenance management - A valid alternative to self-
provision”, Journal of Quality in Maintenance Engineering, vol. 1, pp. 18–24, 1995.
[12] A. Al-hammad, S. Assaf e M. Al-shihah, “Ranking of barriers for effective maintenance
by using TOPSIS approach Rajesh”, Journal of Quality in Maintenance Engineering,
vol. 3, no. 1997, pp. 29–39, 2009.
[13] T. A. Nogueira, “Redes de comunicac¸a˜o para sistemas de automac¸a˜o industrial”, Dis-
sertac¸a˜o de Mestrado, 2009.
[14] A. C. Ma´rquez, The maintenance management framework: models and methods for com-
plex systems maintenace, S. S. &. B. Media, Ed., 2007.
[15] N. Moro e A. Auras, “Introduc¸a˜o a Gesta˜o de Manutenc¸a˜o”, Centro Federal de Educac¸a˜o
Tecnolo´gica de Santa Catarina, Floriano´polis, Tech. Rep., 2007.
[16] J. S. Cabral, Organizac¸a˜o e gesta˜o da manutenc¸a˜o: dos conceitos a` pra´tica., 5a ed.
Lisboa: Lidel, 2006.
[17] M. V. Brown. (Abril, 2016), “Applying the Predictive Approach”, New Standard
Institute, Inc., 2003. [Em Linha]. Dispon´ıvel em: http://www.plantservices.com/assets/
knowledge centers/nsi/assets/Applying the Predictive Approach.pdf
[18] J. Salles e L. Walter. (Junho, 2016), “Manutenc¸a˜o Preditiva : Caminho para
a Exceleˆncia e Vantagem Competitiva”, Universidade Metodista de Piracicaba,
Piracicaba, Tech. Rep., 2006. [Em Linha]. Dispon´ıvel em: http://www.unimep.br/
phpg/mostraacademica/anais/4mostra/pdfs/616.pdf
[19] H. De Faria, J. G. S. Costa e J. L. M. Olivas, “A review of monitoring methods for
predictive maintenance of electric power transformers based on dissolved gas analysis”,
Renewable e Sustainable Energy Reviews, vol. 46, pp. 201–209, 2015. [Em Linha].
Dispon´ıvel em: http://dx.doi.org/10.1016/j.rser.2015.02.052
[20] F. M. C. Santos, “Manutenc¸a˜o Preditiva e Pro´-Activa. Filosofias Alternativas ou Comple-
mentares. Estudo de Caso”, Dissertac¸a˜o de Mestrado, Instituito Superior de Engenharia
de Lisboa, 2013.
[21] Scheffer, Cornelius e P. Girdhar, Practical Machinery Vibration Analysis e Predictive
Maintenance, 1a Ed. Great Britain: Elsevier, 2004.
[22] WEG. (Marc¸o, 2016), “Motores Ele´tricos - Guia de Especificac¸a˜o”,
2014. [Em Linha]. Dispon´ıvel em: http://ecatalog.weg.net/files/wegnet/
WEG-guia-de-especificacao-de-motores-eletricos-50032749-manual-portugues-br.pdf
82 5.BIBLIOGRAFIA
[23] Eletric Power Research Institute, “Electric Motor Predictive and Preventive”, Tech. Rep.,
1992.
[24] H.-H. Hsieh, B.-H. Lee, H.-K. Wu e H.-C. Chien, “Study on using design patterns to
implement a simulation system for WiMAX network”, EURASIP Journal on Wireless
Communications and Networking, vol. 2016, no. 1, p. 143, 2016. [Em Linha]. Dispon´ıvel
em: http://jwcn.eurasipjournals.springeropen.com/articles/10.1186/s13638-016-0639-8
[25] J. J. Mcclellan, “The benefit of using simulation to improve the implemantation of lean
manufacturing casa study: quick changeovers to allow level loading of the assembly line”,
Dissertac¸a˜o de Mestrado, Brigham Young University, 2004.
[26] D. Bansal, D. J. Evans e B. Jones, “A real-time predictive maintenance
system for machine systems”, International Journal of Machine Tools and
Manufacture, vol. 44, no. 7-8, pp. 759–766, jun 2004. [Em Linha]. Dispon´ıvel em:
http://www.sciencedirect.com/science/article/pii/S0890695504000392
[27] D. M. Soares, “Utilizac¸a˜o de servic¸os web para o controlo integrado de produc¸a˜o”, Dis-
sertac¸a˜o de Mestrado, Universidade de Aveiro, 2011.
[28] Progea. (Marc¸o, 2016), “Movicon 11 User Guide”, 2009. [Em Linha]. Dis-
pon´ıvel em: http://www.rem-technik.cz/files/fck userfiles/file/VIPA/MOVICON/Man
Eng Mov11 3 Users%20Guide.pdf
[29] National Instruments. (Marc¸o, 2016), “Lookout Developer’s Manual”, 2003. [Em Linha].
Dispon´ıvel em: http://www.ni.com/pdf/manuals/322390d.pdf
[30] S. Chapman, “Proceedings of the 55th Annual Meeting of the American Power Confe-
rence on Computerisation of Maintenance Management Systems”, 1993.
[31] O. Duran, “Computer-aided maintenance management systems selection based on a fuzzy
AHP approach”, Advances in Engineering Software, vol. 42, no. 10, pp. 821–829, 2011.
[32] T. Rintamaki, A. Kanto, H. Kuusela e M. T. Spence, “AHP-based evaluation of CMMS
software”, International Journal of Retail and Distribution mangement, vol. 34, no. 1,
pp. 6–24, 2006.
[33] A. P. Almeida, “Preparac¸a˜o de um Plano de Manutenc¸a˜o”, 2001. [Em Linha].
Dispon´ıvel em: http://www.plantservices.com/assets/knowledge centers/nsi/assets/
Applying the Predictive Approach.pdf
[34] R. A. Barbosa, F. N. da Costa, L. M. L. Ferreira, C. E. d. C. B. Nunes, and I. B. S.
Alves, “Elaborac¸a˜o E Implementac¸a˜o De Um Plano De Manutenc¸a˜o Com Aux´ılio Do 5S:
Metodologia Aplicada de uma Microempresa”, Enegepe, 2009.
5.BIBLIOGRAFIA 83
[35] F. E. Harrell, ”Regression Modeling Strategies”, 1a ed. Nashville: Springer 2001. [Em
Linha]. Dispon´ıvel em: http://link.springer.com/10.1007/978-1-4757-3462-1
[36] F. Nogueira. (Abril, 2016), “Modelagem e Simulac¸a˜o - Modelos de Previsa˜o”, 2010. [Em
Linha]. Dispon´ıvel em: http://www.ufjf.br/epd042/files/2009/02/previsao1.pdf
[37] H. Migon, “Ana´lise de Se´ries Temporais”, Universidade Federal do Rio de Janeiro, Tech.
Rep., 2007.
[38] G. E. P. Box, G. M. Jenkins, G. C. Reinsel e G. M. I. Jung, ”Time series analysis:
forecasting and control”, 5a ed. New Jersey: John Wiley and Sons, Inc., 2015.
[39] M. Barros. (Abril, 2016), “Introduc¸a˜o a`s Se´ries Temporais e aos Modelos ARIMA”,
pp. 202–229, 2004. [Em Linha]. Dispon´ıvel em: http://www.mbarros.com/documentos/
upload/Livro Processos Cap 5 parte.pdf
[40] V. Miranda, “Previsa˜o de cargas por se´ries temporais”, Departamento de Engenharia
Electrote´cnica e de Computadores Faculdade de Engenharia da Universidade do Porto,
Tech. Rep., 2002.
[41] V. Naquela e P. D. P. Pires, “Modelos de Previsa˜o: Uma Revisa˜o de Literatua”, Dis-
sertac¸a˜o de Mestrado, Universidade Portucalense - Departamento de Financ¸as, 2014.
[42] M. Mitchell. (Julho, 2016), “An introduction to genetic algorithms” 5aed. Massachusetts
- A Bradford Book The MIT Press, 1998. [Livro electro´nico]. Dispon´ıvel em:http://www.
boente.eti.br/fuzzy/ebook-fuzzy-mitchell.pdf
[43] D. K. Mohanta, P. K. Sadhu e R. Chakrabarti, “Deterministic and stochastic approach
for safety and reliability optimization of captive power plant maintenance scheduling
using GA/SA-based hybrid techniques: A comparison of results.” Reliability Engineering
& System Safety, vol. 92, no. 2, pp. 187–199, 2007. [Em Linha]. Dispon´ıvel em:
http://linkinghub.elsevier.com/retrieve/pii/S0951832005002711
[44] C. M. N. A. Pereira, C. M. F. Lapa, A. C. A. Mol e A. F. Da Luz, “A Particle Swarm
Optimization (PSO) approach for non-periodic preventive maintenance scheduling
programming”, Progress in Nuclear Energy, vol. 52, no. 8, pp. 710–714, 2010. [Em
Linha]. Dispon´ıvel em: http://dx.doi.org/10.1016/j.pnucene.2010.04.009
[45] Y.-T. Tsai, K.-S. Wang e H.-Y. Teng, “Optimizing preventive maintenance
for mechanical components using genetic algorithms”, Reliability Engineering &
System Safety, vol. 74, no. 1, pp. 89–97, 2001. [Em Linha]. Dispon´ıvel em:
http://www.sciencedirect.com/science/article/pii/S0951832001000655
84 5.BIBLIOGRAFIA
[46] A. Freitas. (Julho, 2016), “A´rvores de Decisa˜o”, 2016. [Em Linha]. Dispon´ıvel
em: http://web.tecnico.ulisboa.pt/ana.freitas/bioinformatics.ath.cx/bioinformatics.ath.
cx/indexf23d.html?id=199
[47] J. Gama. (Julho, 2016), “A´rvores de Decisa˜o Sumario A´rvores de Decisa˜o”, 2002. [Em
Linha]. Dispon´ıvel em: https://www.dcc.fc.up.pt/∼ines/aulas/MIM/arvores de decisao.
pdf
[48] C. Brito. (Marc¸o, 2016), “Redes Neuronais Artificiais”, 2000. [Em Linha]. Dispon´ıvel
em: www.deei.fct.ualg.pt/∼a25074/.../RedesNeuronaisArtificiais.pps
[49] D. Bansal, D. J. Evans e B. Jones, “Application of a real-time predictive maintenance
system to a production machine system”, International Journal of Machine Tools and
Manufacture, vol. 45, no. 10, pp. 1210–1221, aug 2005. [Em Linha]. Dispon´ıvel em:
http://www.sciencedirect.com/science/article/pii/S0890695504003177
[50] D. Bansal, D. Evans e B. Jones, “BJEST: A reverse algorithm for the real-
time predictive maintenance system”, International Journal of Machine Tools and
Manufacture, vol. 46, no. 10, pp. 1068–1078, aug 2006. [Em Linha]. Dispon´ıvel em:
http://www.sciencedirect.com/science/article/pii/S0890695505002208
[51] M. Carnero, “Selection of diagnostic techniques and instrumentation in a predictive
maintenance program. A case study”, Decision Support Systems, vol. 38, no. 4, pp.
539–555, jan 2005. [Em Linha]. Dispon´ıvel em: http://www.sciencedirect.com/science/
article/pii/S0167923603001283
[52] S. Crone. (Abril, 2016), “Tutorial on Forecasting with Artificial Neural Networks”,
2005. [Em Linha]. Dispon´ıvel em: http://www.neural-forecasting.com/Downloads/
EVIC05 tutorial/EVIC’05Slides-ForecastingwithNeuralNetworksTutorialSFCrone.pdf
[53] J. M. N. Silva, “Redes Neurais Artificiais : Rede Hopfield e Redes Estoca´sticas”, Uni-
versidade Federal Fluminense, Tech. Rep., 2003.
[54] D. Kriesel. (Abril, 2016), A Brief Introduction to Neural Networks, 2005. [Livro
eletro´nico]. Dispon´ıvel em: http://www.dkriesel.com
[55] L. G. L. Fernandes, “Utilizacao de Redes Neurais na Analise e Previsdo de Series Tem-
porais”, Dissertac¸a˜o de Mestrado, Universidade Federal do Rio Grande do Sul, 1995.
[56] A. Rocha, “Aprendizagem Automa´tica : Redes Neuronais Redes Neuronais Redes Neu-
ronais”, pp. 1–15, 2006.
[57] T. N. M. Machado, “Modelac¸a˜o de Se´ries Temporais – Me´todos Lineares e Na˜o Lineares”,
Dissertac¸a˜o de Mestrado, Instituto Polite´cnico de Braganc¸a, 2009.
5.BIBLIOGRAFIA 85
[58] Texas Instruments, “LM35 Precision Centigrade Temperature Sensors Precision Centi-
grade Temperature Sensors”, 2016.
[59] Danfoss. (Julho, 2016), “Data sheet Temperature sensors (Pt 1000)”, pp. 10–13, 2005.
[Em Linha]. Dispon´ıvel em: http://heating.danfoss.com/PCMPDF/VD74I802 Pt1000.
pdf
[60] Janitza electronic GmbH, “Janitza Umg 604 Datasheet”, 2011. [Em Linha]. Dispon´ıvel
em: http://www.janitza.com/products/energy-measurement/umg-604/
[61] VIPA GmbH, “VIPA System SLIO CPU — 015-CEFPR00 — Manual”, Alemanha, 2009.
86 5.BIBLIOGRAFIA
Apeˆndice A
Apeˆndice
A.1 Outros equipamentos de ana´lise para manutenc¸a˜o
A ana´lise de o´leos e´ mais uma forma de ana´lise para a manutenc¸a˜o, ja´ que a partir
desta ana´lise e´ poss´ıvel economizar lubrificantes, identificando o momento adequado a` sua
mudanc¸a ou renovac¸a˜o. Os res´ıduos presentes ou a constante necessidade de lubrificante
podem tambe´m ser uma predic¸a˜o do mau funcionamento do equipamento. Na figura A.1,
observa-se um exemplo do equipamento utilizado na ana´lise dos o´leos, que permite medir a
condutividade, a resistividade e as perdas. Com estas propriedades identificadas, conhece-se
o estado em que se encontra o l´ıquido refrigerante.
Figura A.1: Analisador de o´leo da SKF.
A ana´lise estrobosco´pica e´ tambe´m uma outra forma de monitorizac¸a˜o e consiste na uti-
lizac¸a˜o de um estrobosco´pio (figura A.2). Trata-se de um dispositivo o´tico que permite o
estudo e registo do movimento cont´ınuo ou perio´dico de um equipamento a altas velocidades
de rotac¸a˜o. Tem como objetivo, por exemplo, a verificac¸a˜o do estado das pa´s em ventilado-
res, acoplamentos, rodas dentadas, eixos-a´rvore de ma´quinas/ferramentas, entre outros. Com
este utens´ılio obteˆm-se imagens discretas representativas do percurso que o corpo descreve.
Este efeito e´ conseguido atrave´s da oscilac¸a˜o entre a iluminac¸a˜o com uma luz intensa e o
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bloqueamento dessa luz com o diafragma - laˆmpada estrobosco´pia 1.
Figura A.2: Estrobosco´pio TKRS10 da SKF.
A.2 Alimentac¸a˜o do auto´mato
Para a utilizac¸a˜o do auto´mato e´ necessitamos liga´-lo a um conversor de 220v AC para 24v
AC que e´ a tensa˜o de alimentac¸a˜o indicada.
Como podemos ver na figura A.3, existe uma entrada a 220v AC e uma sa´ıda a 24v DC
em que o positivo sera´ ligado ao pino 6 do slot 1 do rack, que e´ o mo´dulo de alimentac¸a˜o
(figura A.4), que sera´ ligado em se´rie com o pino 4. Relativamente ao negativo, este ira´ ligar
no 7 em se´rie com o 8.
Figura A.3: Conversor utilizado.
Figura A.4: Modulo de alimentac¸a˜o do auto´mato slio [61]
1consultado a 12-06-2016, manual do equipamento TKRS10 da SKF em http :
//www.skf.com/binary/149− 32013/11301PTBRStroboscopes.pdf
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A.3 Programac¸a˜o Ladder Auto´mato
Na secc¸a˜o ”OB1”, ao observar a figura A.5, percebem-se as func¸o˜es principais criadas.
A primeira ”network 5” e´ responsa´vel por mover o valor registado da entrada analo´gica do
auto´mato (PIW272), para uma memo´ria word (MW100). A segunda network e´ a chamada
da func¸a˜o previamente criada (FC1) que conte´m como paraˆmetros de entrada, a memo´ria
word (MW100), as constantes Y1 e Y0 que correspondem ao intervalo de valores para o qual
a varia´vel de sa´ıda (MD2) esta´ restringida. De forma ideˆntica X1 e X0 apresentam o inter-
valo de valores no qual esta´ compreendido o paraˆmetro de entrada (MW100). Esta func¸a˜o
tem como objetivo escalar os valores registados pela entrada analo´gica, uma vez que se trata
de um sensor linear, sendo assim poss´ıvel obter a temperatura em graus celsius na varia´vel
”double” (MD2).
Figura A.5: Parte do OB1.
Para permitir a ativac¸a˜o das sa´ıdas do PLC a partir do Movicon, este processo realizou-se
com o aux´ılio de uma memo´ria bit (por exemplo M1.0), conforme e´ apresentado na figura
A.6. Esta memo´ria bit, no Movicon, esta´ associada a um switch, pelo qual o utilizador podera´
realizar a ativac¸a˜o/desativac¸a˜o da sa´ıda associada.
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Figura A.6: Ativac¸a˜o de sa´ıdas a partir do Movicon.
A.4 Tempos de Processamento
Tabela A.1: Tempos totais de processamento variando o nu´mero de amostras e o tipo.
No de Amostras 150 2356
NARX 1 Input[s] 17,836 25,040
NARX Multi-Input[s] 18,100 39,898
NAR[s] 3,800 52,577
Tabela A.2: Tempo de processamento no treino da rede.
No de Amostras 150 2356
NARX 1 Input[s] 8,127 22,959
NARX Multi-Input[s] 14,470 37,828
NAR[s] 3,560 49,227
Tabela A.3: Relac¸a˜o do tempo de processamento treino/total.
No de Amostras 150 2356
NARX 1 Input[s] 45,57 % 91,69 %
NARX Multi-Input[s] 79,94 % 94,81 %
NAR[s] 93,68 % 93,63 %
