For the last several decades, the US Census Bureau has been using the AK composite estimation method for generating employment level and rate estimates. In this paper, we devise an evaluation study to compare the AK estimator with different competitors using the Current Population Survey (CPS) data and a sample design that mimics the CPS design. To this end, we first expand the list of potential competitors to the AK estimator by developing two new classes of estimators. The first class includes the AK estimator as a member while the second class includes a subclass of univariate estimators considered earlier in the literature. The optimum estimator under a given optimality criterion is obtained for each class. The optimum estimators, however, cannot be used as they depend on unknown variances and covariances of the month-in-sample estimates, which are essentially direct survey-weighted estimates for groups of sampled households staying in the sample a same number of months within a given group and different number of months across groups. The AK estimator is obtained from the first class when the variances and covariances are estimated under rather strong stationary assumptions on the variances and covariances. The AK estimator and other estimators obtained from the optimum estimator in either class when the unknown variances and covariances are substituted by their natural estimators did not produce good results in our evaluation study. In the real data analysis, the AK estimates are constantly below the survey-weighted estimates, indicating potential bias in the estimator. Any attempt to improve on the estimated optimal estimator in either class would require a thorough investigation of the highly non-trivial problem of estimation of variances and covariances for a complex setting like the CPS. Better estimators of the variances and covariances are needed. We did not entertain this problem in this paper. A different approach is to use a variant of the regression composite estimator used by Statistics Canada. This estimator does not require estimation of variances and covariances of the month-in-sample estimators and is less sensitive to the rotation group bias. Our study 1 demonstrates that there is a great potential for improving the estimation of levels and month to month changes in the unemployment rates by using the regression composite estimator.
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Introduction
In repeated surveys, different composite estimators that borrow strength over time have been proposed; see Jones (1980) , Yansaneh and Fuller (1998) , Bell (2001) , Singh et al. (2001) , Fuller and Rao (2001) and others. Such composite estimators typically improve on the standard direct survey-weighted estimators in terms of mean squared error (MSE) and are commonly used by different government agencies for producing official labor force statistics. For example, to produce national employment and unemployment levels and rates, the U.S. Census Bureau uses the AK composite estimation technique developed using the ideas given in Gurney and Daly (1965) .
Motivated by a Statistics Canada application, Singh and Merkouris (1995) introduced an ingenious idea for generating a composite estimator that can be computed using Statistics Canada's existing software for computing generalized regression estimates. The key idea in Singh and Merkouris (1995) is to create a proxy (auxiliary) variable that uses information at the individual level as well as estimates at the population level from both previous and current periods. Using this proxy variable, Singh and Merkouris (1995) obtained a composite estimator, referred to as Modified Regression 1 estimator (MR1) in the literature. However, Singh et al. (1997) noted that MR1 does not perform well in estimating changes in labor force statistics, which motivated them to propose a different composite estimator, called MR2, using a new proxy variable. Singh et al. (2001) generalized the idea of MR1 and MR2 estimators by suggesting a general set of proxy variables. Fuller and Rao (2001) noted that the regression composite estimator proposed by Singh et al. (1997) is subject to an undesirable drift problem, i.e., it may produce estimates that drift away from the real value suggested by the underlying model as time progresses and proposed an alternative regression composite method to rectify the drift problem. Their method differs from the method of Singh et al. (2001) in two directions. First, the idea of rectifying the drift problem by a weighted combination of the two proxy variables used for MR1 and MR2 is new. Secondly, their final regression composite estimator involves estimation of the weight assigned to MR1 or MR2 control variable in the weighted combination -this idea was not discussed in Singh et al. (2001) . In short, the Fuller-Rao regression composite estimator with estimated weight cannot be viewed as a special case of Singh et al. (2001) and vice versa. Gambino et al. (2001) conducted an empirical study to evaluate the Fuller-Rao regression composite estimator, offered missing value treatment and listed several advantages (e.g, weighting procedure, consistency, efficiency gain, etc.) of the Fuller-Rao regression composite estimator over the AK estimator. Statistics Canada now uses the FullerRao method for their official labor force statistics production. Salonen (2007) conducted an empirical study to compare the currently used Finnish labor force estimator with the Fuller-Rao's regression composite and other estimators. Bell (2001) applied the generalized regression technique to improve on the Best Linear Unbiased Estimator (BLUE) based on a fixed window of time points and compared his estimator with the AK composite estimator of Gurney and Daly (1965) and the modified regression estimator of Singh et al. (1997) , using data from the Australian Labour Force Survey. Beaumont and Bocci (2005) proposed a regression composite estimator with missing covariates defined using variables of interest from the previous month.
The main goal of this paper is to compare the design-based properties of the AK estimator with different rival estimators using the CPS data. To this end, we first expand the list of potential estimators by considering two new classes of composite estimators. The first class includes the AK estimator as a member. The second class generalizes the class of estimators considered earlier by Yasaneh and Fuller (1988) to incorporate multiple categories of employment status (e.g., employed, unemployed, and not in the labor force). We obtain the best linear unbiased estimator (BLUE) for each class of estimators. We call them the best AK estimator and multivariate BLUE, respectively. As special cases of the multivariate BLUE, one can generate the univariate BLUE and the best AK estimators. If the covariance matrix between two vectors of observations corresponding to any two different variables is a null matrix, then multivariate BLUE is identical to the univariate BLUE when the design matrix is the same for the variables. However, in general they are not identical when we do not have a block-diagonal covariance structure as is the case in our problem.
The optimal estimator for a given class of estimators, derived under a given model and an optimality condition cannot be used as it involves unknown model parameters (e.g., variances and covariances). The AK estimator used by the Census Bureau is obtained from the optimal estimator when variances and covariances are substituted by estimators justified under a rather strong stationary assumptions. We devise an evaluation study in order to assess the exact design-based properties of different composite estimators using the CPS data and CPS sample design. We demonstrate that the optimal estimator for a given model with estimated variances and covariances can perform poorly even when the modeling assumptions are valid. We included the multivariate BLUE with estimated variances and covariances for completeness of this research. While the multivariate BLUE performs the best under the model that generates it, as expected, it performed the worst (worst than the univariate BLUE with estimated variances and covariances) once we substitute estimated variances and covariances in the multivariate BLUE formula. Overall, we found that the Fuller-Rao estimator performed the best among all composite estimators considered in our study.
In Section 2, we discuss the population and sample design. In Section 3, we review different classes of estimators and optimal estimator within each class. In section 4, we describe a our evaluation study to assess the design-based properties of different estimators.
In section 5, we report the CPS data analysis. Some discussions and future research topics are given in Section 6. We defer the proofs of relevant results and description of CPS design to the Appendix. To facilitate reading of the paper, in Appendix ?? we list all the notations used in the paper.
Notations

Population
Our theoretical framework uses three indices to identify three dimensions: m for month, k for individual and e for an employment status category. In this paper, we will consider three categories of employment status: employed, unemployed and not in the labor force. The theory and methods developed in this paper, however, extend to more than 3 categories of employment status in a straightforward way. Consider a sequence of finite populations of individuals (U m ) m∈{1...M } , where U m refers to the finite population for month m. Let N denote the cardinality of U = M m=1 U m . Let y m,k,e = 1 if the kth individual belongs to U m and has eth employment status and y m,k,e = 0 otherwise, m ∈ {1, · · · , M}, k ∈ {1, · · · , N}, e ∈ {1, 2, 3}. Because of our three dimensional data structure, we find it convenient to introduce arrays in developing our methodology and theory. Let y = [y m,k,e ] m∈{1,...,M },k∈{1,...,N },e∈{1,2,3} denote a three dimensional (M, N, 3)-sized array. We also define x as a 3-dimensional array of auxiliary variables indexed by month, individual, and auxiliary variable, and an array z, indexed the same way, that contains endogenous variables in the sense that z is a function of x and y. Any element of an array with (m, k)-index satisfying k / ∈ U m is equal to 0 by convention.
Notational conventions on arrays
Given subsets A, B, C of {1, . . . , M}, {1, . . . , N}, {1, 2, 3}, respectively (including the full set), we use the following notation for sub-arrays: y A,B,C = [y a,b,c ] a∈A,b∈B,c∈C , and may replace A, B, or C by "." when A = {1, . . . , M}, B = {1, . . . , N} or C = {1, 2, 3}, respectively: for example, y = y .,.,. . Let t y = k∈U y m,k,e m∈{1,...,M },e∈{1,2,3} be the two dimensional (M, 3)-sized array of population totals indexed by month m and employment status e. We now show we can form a vector or matrix from an array. For a pdimensional (a 1 , . . . , a p )-sized array A, define A as the vector A 1 , . . . , A p l=1 a l , where
..,ip , with the convention that a product over the empty set equals 1. By convention, when an array B is defined as an ((a 1 , . . . , a p ), (b 1 , . . . , b q ))-sized array (with two vector of indexes), A is the matrix A i,j i∈{1,...,
The sample design
The CPS monthly sample comprises about 72,000 housing units and is collected for 729 areas (Primary Sampling Units) consisting of more than 1,000 counties covering every state and the District of Columbia. The CPS, conducted by the Census Bureau, uses a 4-8-4 rotating panel design. For any given month, the CPS sample can be grouped into eight subsamples corresponding to the eight rotation groups. All the units belonging to a particular rotating panel enter and leave the sample at the same time. A given rotating panel (or group) stays in the sample for four consecutive months, leaves the sample for the eight succeeding months, and then returns for another four consecutive months. It is then dropped from the sample completely and is replaced by a group of nearby households. Of the two new rotation groups that are sampled each month, one is completely new (their first appearance in the panel) and the other is a returning group, which has been out of the sample for eight months. Thus, in the CPS design six and four out of the eight rotation groups are common between two consecutive months (i.e., 75% overlap) and the same month of two consecutive years (i.e., 50% overlap) respectively; see Hansen et al. (1955) . For month m, let S m denote the sample of respondents. Let S m,g denote the set of sampled respondents in the gth sample rotation group for month m and S m = 8 g=1 S m,g . For a given month m, the rotation groups S m,g , g = 1, . . . , 8 are indexed so that g indicates the number of times that rotation group S m,g has been a part of the sample in month m and before. In the US Census Bureau terminology, g is referred to as the month-in-sample (mis) index and S m,g as the month-in-sample g rotation group (more details on the design are given in Section 4.3). We adopt a design-based approach in this study in which variables x and y are considered fixed parameters of the underlying fixed population model for design-based inference (Cassel et al., 1977, p. 2) .
Estimation
Direct and month-in-sample estimators
Let w m,k denote the second stage weight of individual k in month m (by convention,
, which is obtained from the basic weight (that is, the reciprocal of the inclusion probability) after standard non-response and post-stratification adjustments (for more details, we refer to CPS Technical Paper (2006)). The array of direct survey-weighted estimator of t y is given byt For a month-in-sample number g, t mis
is called the month-in-sample g estimator of t y .
An extended Bailar model for the rotation group bias
Because of differential non-response mechanism and measurement errors distribution across different rotation groups, the direct and month-in-sample estimators are subject to a bias, commonly referred to as the rotation group bias or rotation bias. Bailar (1975) proposed a class of semi-parametric models on the expected values of the month-in-sample estimators. Under a model in this class, (i) the bias of each month-in-sample estimator of total of unemployed depends on the month-in-sample index g only, (ii) the bias is invariant with time, and (iii) the vector of month-in-sample biases are bounded by a known linear constraint (without this binding linear constraint, month-in-sample rotation group biases could only be estimated up to an additive constant). Note that these very strong assumptions were made in order to reveal the existence of what in the US Census Bureau terminology is known as the rotation group bias. It would be highly questionable to use this model for rotation group bias correction, because (i) the choice of the linear constraint would be totally arbitrary in the absence of a re-interview experiment and (ii) the stationarity assumptions are unreasonable. We propose the following model in order to extend the Bailar model to account for the rotation group biases of the multiple categories:
where b is a two-dimensional (8, p)-sized array of biases such that ∀e, C e b .,e = 0, C 1 , C 2 , C 3 being known linear forms satisfying C e (1, . . . , 1) T = 0, .
Estimation of unemployment rate and variance approximation
We define the function R : (0, +∞)
J 2 T , where
, 0 .
The class of linear combinations of month-in-sample estimators
Here, as in Yansaneh and Fuller (1998) , we consider the best estimator of counts by employment status in the class of linear combinations of month-in-sample estimators. Generalizing Yansaneh and Fuller (1998) , the unbiasedness assumption of all month-in-sample estimators is:
where X is the ( (M, 8, 3 ), (M, 3))-sized array with rows indexed by the triplet (m, g, e) and columns indexed by the couple (m, e) such that X (m,g,e),(m ′ ,e ′ ) = 1 if m ′ = m and e = e ′ , 0 otherwise. Let L be a (p, (M, 3))-sized array with p ∈ N \ {0} and rows indexed by (m, e). By class of linear estimators of Lt y , we will designate the class of estimators that are linear combinations of the month-in-sample estimates, i.e. of the form W t mis y where W is a fixed (does not depend on the observations) (p, (M × 8 × 3))-sized matrix.
Best linear estimator
Let Σ y = Var y t mis y . In the design-based approach, Σ y is a function of the parameter y.
The variance of a linear transformation W t mis y oft mis y is:
month-in-sample estimates are unbiased, Σ y is known, and only t mis y is observed, and when X + X = I, the Gauss-Markov theorem states that the BLUE of t y uniformly in t y is the (M, 3)-sized matrixt BLUE y defined by
where the + operator designates the Moore Penrose pseudo inversion, I is the identity matrix. Here the minimisation is with respect to the order on symmetric positive definite matrices: M 1 ≤ M 2 ⇔ M 2 − M 1 is positive. It can be shown that X + = X T /8 in our case and that X + X = I. For more details about the Gauss-Markov result under singular linear model, one may refer to (Searle, 1994, p. 140, Eq. 3b) . This is a generalization of the result of Yansaneh and Fuller (1998) , as it takes into account the multi-dimensions of y and non-invertibility of Σ y . Note that Σ y can be non-invertible, especially when the sample is calibrated on a given fixed population size, considered non-random, because of an affine relationship between month-in-sample estimates (e.g.,
is not random).
It is important to recall that (i) for any linear transformation L applicable to t y , the best linear unbiased estimator of L t y uniformly in t y is L t BLUE y , which ensures that the BLUE of month-to-month change can be simply obtained from the BLUE of level and so there is no need for searching a compromise between estimation of level and change; (ii) for any linear transformation L applicable to t y , any linear transformation
T W, W X = L , which ensures that plug-in estimators for unemployment rate and month-to-month unemployment rate change derived from the BLUE are also optimal in the sense that they minimize the linearized approximation of the variance of such plug-in estimators, that can be written in the form JW Σ y (JW ) T .
Remark: BLUE under Bailar rotation bias model
Here we give the expression of the BLUE under the general Bailar rotation bias model. Bailar's rotation bias model can be written in matrix notation:
where X ′ is a fixed known array (see also (Yansaneh and Fuller, 1998, equation 8) ). For example under the bias model 1, with
and e = e ′ , −1 if g = 8 and e = e ′ , 0 otherwise. We can reparametrize Model (4) in the form E[t
The best linear unbiased estimator of t y under this rotation bias model is
This is a generalization of Yansaneh and Fuller (1998) , as it considers non-invertible Σ y , does not limit to a unidimensional variable and is generalized to general Bailar's model.
AK composite estimation Definition
We define a general class of AK composite estimators. Let A = diag(a 1 , a 2 , a 3 ), K = diag(k 1 , k 2 , k 3 ), be real diagonal (3, 3) matrices, The AK estimator with coefficients A and K is defined as follows: first define t AK y 1,.
, then recursively define for m ∈ 2, . . . , M,
where \ denotes the set difference operator and I is the identity matrix of dimension 3. The sum of the first two terms of the AK estimator is indeed a weighted average of the current month direct estimator and the previous month AK estimator suitably updated for the change. The last term of the AK estimator is correlated to the previous terms, and has an expectation 0 with respect to the sample design. Gurney and Daly (1965) explained the benefits of adding the third term in reducing the mean squared error. The Census Bureau uses specific values of A and K, which were empirically determined in order to arrive at a compromise solution that worked reasonably well for both employment level and rate estimation (see. Lent et al. (1999) ). The corresponding unemployment rate estimator is obtained as:r
. Note thatr AK m just depends on a 1 , a 2 , k 1 , k 2 and not on a 3 and k 3 . Note that the class of AK estimators is a sub class of the class of linear estimators, as the AK estimator can be written as a linear combination of the month-insample estimators: t AK y m,.
, where the (3, 3) matrices c m,m,g are defined recursively: ∀g ∈ {1, . . . , 8}, c 0,0,g = (1/8) × I 3 , where I 3 , is the (3, 3) identity matrix and ∀m ∈ {2, . . . , M}, 
Notes on AK estimator
In presence of rotation bias, the bias of the AK estimator is not null and equal to W AK X ′ b. Depending on the rotation bias model, there may not exist an unbiased version of the AK estimator. Furthermore, contrary to the BLUE, the best A,K coefficients for estimation of one particular month and status may not be optimal for another month and status, and the best A,K, coefficients for estimation of level may not be optimal for estimation of change. For example, one may find A, K, m, e, A respectively. For AK estimation, note that the three objective functions are polynomial functions of A and K whose coefficients are functions of Σ y , and by using a standard numerical method (Nelder Mead) we can obtain the optimal coefficients.
3.6 Empirical best linear estimator and empirical best AK estimator.
LetΣ be an estimator of Σ y , and lett EBLU E y be the estimator of t y obtained from (3) when Σ y is replaced byΣ. In the same manner, we can define the empirical best AK estimators for change, level and compromise. For the CPS, optimal A and K coefficients were determined so that a compromise objective function, accounting for the variances of the month-to-month changes and levels estimates, would be minimum. The variances were estimated according to a stationary covariance of month-in-sample estimates assumption (see Lent et al. (1996) ) and the method used in the Census Bureau consists in choosing the best coefficients a 1 , a 2 , k 1 , k 2 on a grid with 10 possible values for each coefficient (0.1, . . . , 0.9).
Regression Composite Estimation
In this section we elaborate on the general definition of the class of regression composite estimators proposed by Fuller and Rao (2001) , parametrized by a real number α ∈ [0, 1]. This class includes regression composite estimators MR1 (for α = 0) and MR2 (for α = 1) as defined by Singh and Merkouris (1995) and Singh et al. (2001) . For α ∈ [0, 1], the regression composite estimator of t y is a calibration estimator t r.c.,α y m,.
defined as follows: provide calibration totals t adj x m,.
for the auxiliary variables (they can be equal to the true totals when known or estimated), then define t r.c.,α z 1,.
, and w r.c.,α 1,k = w 1,k if k ∈ S 1 , 0 otherwise. For m ∈ {2, . . . , M}, recursively define
where τ m = = argmin The MR3 estimator imposes too many constraints in the calibration procedure, which leads to a high variability of the calibration weights, and consequently, MR3 estimator has a larger MSE than composite regression estimators.
Choice of z and choice of α for the choice of z = y .,1 . As the employment rate is a function of y m,1 and y m,2 , we studied the properties of Regression Composite Estimator with the choice z = y. Fuller and Rao (2001) proposed a method that allows an approximation of the optimal α coefficient for monthto-month change and level estimation, under a specific individual level superpopulation model for continuous variables. They proposed this superpopulation model to explain the drift problem of MR2 (regression composite estimator for α = 1) and obtain the best coefficient α. Since we deal with a discrete multidimensional variable, the continuous superpopulation model assumed by Fuller and Rao (2001) is not appropriate in our situation. It will be interesting to propose an approach to estimate the best α in our situation. For our preliminary study we examined a range of known α values in our simulations and in the CPS data analysis.
Simulation Experiment
Description of Simulation Study
We conducted a simulation study to enhance our understanding of the finite sample properties of different composite estimators. We generated three finite populations, each with size 100,000. In order to make the simulation experiment meaningful, we generated employment statuses for each finite population in a manner that attempts to capture the actual U.S. national employment rate dynamics during the study period 2005-2012. Moreover, in order to understand the maximum gain from composite estimation, we induced high correlation in the employment statuses between two consecutive months subject to a constraint on the global employment rate evolution. We set the probability of month-to-month changes in employment statuses for an individual to zero in case of no change in the corresponding direct national employment rates. Samples were selected according to a rotating design with systematic selection that mimics the CPS design. Since the number of possible samples is only 1000, we are able to compute the exact design-based bias, variance and mean squared error of different estimators, and, subsequently, the optimal linear and optimal AK estimators. We compute employment rate, total employed, and total unemployed series over the 85-month period using the direct, AK and the Fuller-Rao regression composite methods.
We then compared the optimal estimator in the class of regression composite estimators to those in the class of the AK and best linear estimators. Note that the simulation study can be reproduced using the R package we created for this purpose (see Bonnéry (2016c) ).
Populations generation
We created three populations of N = 100, 000 individuals each, indexed by 1, . . . , N.
For each individual k of each population, we created a time series (y m,k,. ) m∈1,...,M , where y m,k,. ∈ {(1, 0, 0), (0, 1, 0), (0, 0, 1)} (for unemployed, not in labor force, employed), and with M = 85. Each individual belongs to one household. Each household consists of 5 individuals. The number of all households is H = 20, 000, the set of all households is {h i = {(5 × (i − 1) + 1), . . . , (5 × i)} | i = 1, . . . , H} . The time series are created under certain constraints at the population level. For each population, the unemployment rates are the same as the direct estimates obtained from the CPS data. In population 1, the number of people who change status between two consecutive months is minimal. In populations 2 and 3, the proportions of persons who change from one status to another between two consecutive months are equal to those proportions as estimated from the CPS data. In population 2, people with a small index have a higher probability to change status, whereas the probability to change status between two months is the same for all individuals of population 3 with a same status.
Repeated design
We mimic the CPS design, which is described in Appendix A. For month m, a sample S m is the union of 8 rotation groups. The design and the creation of rotation groups are explained below. Rotation groups are made of n = 20 households, i.e. 100 individuals. So for each month m, there are #(S m ) = 800 individuals in the sample, and the inclusion probability of any unit is 1/125. The selection of the longitudinal samples S 1 , . . . S m is made in 3 steps:
1. Draw an integer number η between 1 and 1,000, from a uniform distribution.
2. For ℓ ∈ 1, . . . , (M + 15), create the cluster of households Clu ℓ = n j=1 h i ℓ,j , where i ℓ,j = rem (r − 1 + ℓ − 1) + H n × (j − 1), H + 1, and rem(a, b) denotes the remainder of the Euclidean division of a by b.
3. Let δ 1 = 0, δ 2 = 1, δ 3 = 2, δ 4 = 3, δ 5 = 12, δ 6 = 13, δ 7 = 14, δ 8 = 15.
For m ∈ {1, . . . , M}, g ∈ {1, . . . , 8}, create the samples S m,g = Clu m+δg , and
As only 1000 different possible samples exist, we will be able in our simulation to draw them all and to compute exact design-based moments. Table 1 
Rotation bias
In each sample, we introduced a measurement error by changing employment status of 20% of employed individuals in month-in-sample group 1 from employed to unemployed, which leads to an overestimation of the unemployment rate.
Variance on month-in-sample estimators computation
As we draw all the possible samples, we are able to compute the exact variance of any estimator. Moreover, we are able to compute the true Σ y , which yields both the optimal best linear and AK estimators.
Estimation of Σ y
Define the 3 × 3 matrix 
and we approximate the distribution of (S m,g , S m ′ ,g ′ ) by the distribution of two independent simple random samples of clusters conditional to non-overlap of the two samples, and we estimate Cov t mis m,g,. ,t
by Cov t mis ym,g,. ,t
= −Hσ 2 m,m ′ .
Choice of optimal estimator in each class
In our simulations, the best linear unbiased estimator turned out to be exact, in the sense that for the three different choices of y (population 1, population 2, population 3), the (1000, 2040)-matrix Y whose rows are the 1000 probable values of t mis y is of rank 1000, so for all (m, e), we can find a 2040-sized vector x m,e such that Y x m,e = (t y ) m,e .1, where 1 is 1000-sized vector of ones. Then we define W o as the ((M × 8 × 3), (M × 3))-sized array whose rows are the vectors x m,g such that W 0 Y T = t y , which means that surely W o t mis y = t y , and then the BLUE is necessarily equal to W o t mis y , a result that we were able to reproduce in our simulations. This situation is particular to our simulation setup, that allows a small number of possible samples, but with a design for which the number of probable samples is larger than the number of month-in-sample estimates, the best linear estimator would not be exact. We computed the objective functions for α ∈ {0, 0.05, . . . , 1} only. Table 2 shows the optimal values for a 1 , k 1 , a 2 , and k 2 for the three different populations and the best empirical estimator for level, change and compromise. The Census Bureau uses the coefficients a 1 = 0.3, k 1 = 0.4, a 2 = 0.4 and k 2 = 0.7 for the CPS. We notice that for each population, the best set of coefficients for change, level and compromise are very close, which means that the optimal choice for level is also almost optimal for change for those three populations. Table 3 shows the best coefficient α for the regression composite estimators. 
, and
, for ⋆ ∈ {direct, AK, r.c.}. In this figure, the best representative in each class is chosen, in the sense that the coefficients of Tables 2 and 3 are used. Note that in the absence of measurement error, the performances of all best "estimators" are comparable. Table 4 (resp. 5) represent the quantiles of the relative mean squared errors for different populations and for the best AK estimator, the empirical best AK estimator, the AK estimator with coefficient taken arbitrarily equal to the CPS AK coefficients (Arb. AK column), the best regression composite estimator (r.c.column) and the Regression Composite estimator with α taken arbitrarily equal to 0.75 (Arb. r.c. column) for the level (resp. change) estimation. Then for all population, the arbitrary regression composite estimator seems to behave much better than the estimated best AK estimator, and arbitrary estimators, that perform worse than the direct. The estimation of the best linear estimator gives even worse results than the estimated best AK and is not reported. This underlines the weakness of the AK and Yansaneh Fuller-type estimators: without a good estimator of the variance matrix, they perform very poorly. On the other hand the regression composite estimator with arbitrary α performs better without requiring any estimation of the variance. 
Analysis with measurement error
Under (2), a solution to the rotation group bias for adapting the AK estimator consists in estimating the rotation bias parameter vector b and in applying AK coefficients to corrected month-in-sample estimates, to obtain t AK * y m,.
The question of how to adapt the regression composite estimator to take into account measurement error is more complicated. Besides, the model used for rotation bias is itself questionable. The linear constraint on b ( b g,. = 0 or b 1,. = 0) is imposed to address an identifiability problem, but one cannot assess its validity. This is why we think it is not a good way to deal with the rotation bias. We have not investigated how to adapt the regression composite estimator to address the problem of rotation bias (we think that rotation bias has to be studied at the individual level throught resampling method). Instead we studied its behaviour in the presence of rotation bias. To this end, we systematically (for all month, all sample) changed up to 2 unemployed persons of month-in-sample group 1 status from unemployed to employed. Tables 6 displays for different populations the quantiles and means of the relative mean square errors for the level and change estimation and for the best AK estimator and the best regression composite estimator. We applied the best AK and best regression composite estimators for the case without measurement error to the case with measurement error. We notice that the AK estimator is very sensitive to rotation bias, whereas regression composite estimator is not. A reason may be that introducing a (2001) proposed a formal expression for an approximately optimal α as a function of ρ and studied the so-called drift problem for the MR2 choice: α = 1. They also proposed approximate expressions for variances of their estimators for the level and change. For various reasons, it seems difficult to obtain the optimal or even an approximately optimal α needed for the Fuller-Rao type regression composite estimation technique to produce the U.S. employment and unemployment rates using the CPS data. First of all, the simple time series model used by Fuller and Rao (2001) is not suitable to model a nominal variable (employment status) with several categories. Secondly, complexity of the CPS design poses a challenging modeling problem. Before attempting to obtain the optimal or even an approximately optimal choice for α required for the Fuller-Rao type regression composite method, it will be instructive to evaluate the regression composite estimators for different known choices of α. This is the focus of this section.
Choice of x and z
In our study, we considered two candidates for z: (i) z = y, (ii) a more detailed employment status variable with 8 categories. As the use of this variable reduces the degrees of freedom in the calibration procedure and leads to estimates with a higher mean square error, we just report on our first choice. For an application of the Fuller-Rao method, one might think of including all the variables that have been already used for the weight adjustments in the x variables. However, this would introduce many constraints on the coefficients and thus is likely to cause a high variability in the ratio of w m,k and w r.c.
m,k . The other extreme option is not to use any of these auxiliary variables. But then the final weights would not be adjusted for the known totals of auxiliary variables x. As a compromise, we selected only two variables: gender and race. between different composite estimates and the corresponding direct estimates against months m. For the regression composite estimator, we considered three choices: (i) α = 0.75 (suggested by Fuller and Rao), (ii) α = 0 (corresponding to MR1), and (iii) α = 1 (corresponding to MR2). We display similar graphs for month-to-month change estimates in Figure 2(b) . Notice that α = 0 and α = 1 correspond to MR1 and MR2, respectively. We display similar graphs for month-to-month change estimates in Figure 2 .
Results
It is interesting to note that the AK composite estimates of unemployment rates are always lower than the corresponding direct estimates in Figure 2 (a). To our knowledge, this behavior of AK composite estimates has not been noticed earlier. In contrast, the regression composite estimates MR1 are always higher than the corresponding direct estimates. However, such deviations decrease as α gets closer to 1 in Figure 2(a) . Application of the Fuller-Rao method at the household level causes an increase in the distance between the original and calibrated weights and one may expect an increase in the variances of the estimates. Figure 2(b) does not indicate systematic deviations of the composite estimates of the month-to-month changes from the corresponding direct estimates. Deviations of the regression composite estimates from the corresponding direct estimates seem to decrease as α approaches 1. algorithm, can provide the optimal coefficients within 8 digits of precision in a reasonable time.
(ii) The stationarity assumption on the variances and covariances of the month-insample estimators over a period of 10 years does not seem realistic, and to our knowledge, has not been tested before. Besides, even though the stationary model was reasonable, the complexity of the CPS design makes it difficult to evaluate the quality of the estimators used for that model. The difficulty to propose a stochastic model in advance for the best linear estimators in the CPS was already pointed out earlier by (Jones, 1980, Sec. 4 ). Our evaluation study shows that the AK estimators are very sensitive to the choices of A and K, and that the errors in the estimation of the variances and covariances may lead to poor performance of the AK estimators. We add that estimators of variances and covariances of month-in-sample estimators estimation also affect the performances of empirical best linear unbiased estimators.
(iii) Using the Bailar model for the bias in our study, we showed that the AK estimator is very sensible to rotation group bias. There is currently no satisfactory way to correct the AK estimator for the rotation bias. The Bailar model relies on an arbitrary constraint on the month-in-sample biases and a strong stationarity assumption of the month-in-sample bias and should not be used unless some re-interview study can justify the Bailar's model.
(iv) The computation of composite weights in CPS to calibrate the weights on the AK estimators will affect all other weighted estimators. Although Lent et al. (1996) showed that there was not a big effect on the estimates, considering the concerns about AK estimators listed before, we do not think that the use of those composite weights is a good option.
(v) the CPS data analysis shows that the AK estimates are consistently smaller than the corresponding direct survey-weighted estimates for the period 2005-2012. This is also a source of concern.
The composite regression estimator does not rely on an estimation of the variances and covariances matrix. In our simulation study, it appears to be less sensitive to rotation group bias, and bounces around the survey-weighted estimates when applied to the real CPS data. Our study encourages the use of the regression composite method in the US labor force estimation.
To facilitate and encourage further research on this important topic, we make the following three R packages, developed under this project, freely available: (i) the package dataCPS downloads CPS public data files and transform them into R data set (Bonnéry (2016b) ); (ii) the package CompositeRegressionEstimation allows computation of the AK, best AK, composite regression, linear and best linear estimators (Bonnéry (2016a) ); (iii) the package pubBonneryChengLahiri2016 allows to reproducing all computations and simulations of this paper (Bonnéry, 2016c) .
