Searching for similar objects in metric-space databases can be efficiently solved by using index data structures. A number of alternative sequential indexes have been proposed in the literature. This paper proposes the parallelization of a recent pivot-based index data structure which can efficiently accommodate on-line updates and reduces the number of object-to-object comparisons during searches. We present algorithms for index construction and query processing.
Introduction
Searching for all objects which are similar to a given query object is a problem that has been widely studied in recent years. A typical query for these applications is the range query which consists on retrieving all objects within a certain distance from a given query object. That is, finding all similar objects to a given object. The solutions are based on the use of a data structure that acts as an index to speed up queries. Applications can be found in voice and image recognition, and data mining problems.
Similarity can be modeled as a metric space as stated by the following definitions.
Metric Space. A metric space (X, d) is composed of a universe of valid objects X and a distance function d : X × X → R defined among them. The distance function determines the similarity between two given objects. This function holds several properties: strictly positiveness (d(x, y) > 0 and if d(x, y) = 0 then x = y), symmetry (d(x, y) = d(y, x)), and the triangle inequality (d(x, z) = d(x, y) + d(y, z)). The finite subset U ⊂ X with size n = |U |, is called dictionary or database and represents the collection of objects where searches are performed.
Range query. Given a metric space (X,d), a finite set Y ⊆ X, a query x ∈ X, and a range r ∈ R. The results for query x with range r is the set y ∈ Y , such that d(x, y) ≤ r.
The k nearest neighbors: Given a metric space (X,d), a finite set Y ⊆ X, a query x ∈ X and k > 0. The k nearest neighbors of x is the set A in Y where |A| = k and there is no object y ∈ A such as d(y,x)
The distance between two objects in a high-dimensional space can be very expensive to compute and in many cases it is certainly the relevant performance metric to optimize; even over the cost of secondary memory operations. For large and complex databases it then becomes crucial to reduce the number of distance calculations in order to achieve reasonable running times.
Well-known data structures for metric spaces can be classified as pivot or clustering techniques. A pivot technique selects some objects as pivots and then compute the distance between the pivots and the objects of the database. Some objetcs can be discarded using the pivots, the other ones must be compared against the query. Some pivots techniques are the BKTree [4] , MetricTree [9] , VpTree [11] .
Clustering techniques partition the collection of data into groups called clusters such that similar entries fall into the same group. Clustering structures are the GNAT [2] , MTree [6] and SAT [7] . Surveys about metric spaces data structures can be found in [5] and [12] .
In this paper we propose the bulk-synchronous parallelization (BSP) of a recent pivot-based technique: the Sparse Spatial Selection (SSS) index [3] . SSS is a dynamic method since the collection can be initially empty and grow as objects are inserted. Eliminations can be easily handled. The main contribution of the SSS is the use of a new pivot selection strategy which generates a comparatively small number of good-quality pivots. The actual number depends on the intrinsic dimensionality of the space.
Sequential SSS Index
The SSS construction algorithm can be divided in two main steps: the pivot selection process and the distances computation process. Let (X, d) be a metric space, U ⊂ X an object collection, and M the maximum distance between any pair of objects, M = max{d(x, y)/x, y ∈ X}. The set of pivots contains initially only the first object of the collection. Then, for each element x i ∈ U, x i is chosen as a new pivot if its distance to every pivot in the current set of pivots is equal or greater than α M, where α is a parameter that depends on the features of the objects. The value of M depends on the features of the metric space, and in many practical cases can be obtained without processing all the objects in the collection. The next pseudocode summarizes the pivot selection process:
A key observation here is that the calculations performed to obtain the values of the distance function d(x i , p) during the construction of the SSS index are not discarded, they actually form the index itself. Namely for each pivot, the SSS index maintains the distance between each database object and all the pivots. Thus solving the range query (q, r) takes the following steps:
if ( n = total number of pivots ) then add object o to a list of candidate objects . endif
Being dynamic and adaptive is another good feature of this pivot technique. The set of pivots adapts itself automatically to the growing of the database. When a new element x i is added to the database, it is compared against the pivots already selected and it becomes a new pivot if needed.
Round-robin parallel processing
In the Bulk Synchronous Parallel (BSP) model of parallel computing [10] , any parallel computer is seen as composed of a set of P processor local-memory components which communicate with each other through messages. The computation is organized as a sequence of supersteps. During a superstep, the processors may perform sequential computations on local data and/or send message to others processors. The messages are available for processing at their destination by the next superstep, and each superstep is ended with the barrier synchronization of processors [8] .
We assume a server operating upon a set of P machines. Client send queries to a broker machine, which in turn distribute those queries evenly onto the P machines.
BSP also allows us to apply the round-robin principle to SSS operations. We refer to the classic round-robin strategy for dealing with a set of jobs competing to receive service from a CPU. In this case each job is given the same quantum of CPU so that jobs requiring large amounts of processing cannot monopolize the use of the CPU. This scheme can be seen as bulk-synchronous in the sense that jobs are allowed to perform a fixed set of operations during their quantum. In our setting we define quanta in computation, disk accesses and communication for the SSS operations which enables a better utilization of resources whilst it improves response times for queries requiring the least use of them.
Index Construction
We assume that the objects are evenly distributed at random onto the processors. Constructing the SSS index requires two main stages. In the first one the set of global pivots is determined and in the second one all distance among objects and pivots are calculated and stored in secondary memory. Each processor must end up with the same set of pivots since they are considered global to the database. This because all objects o with d(o, p) ∈ {d(q, p)+r, d(q, p)−r} for every pivot p and query q are selected as candidates to be part of the query answer.
In a first index construction strategy named C1, each processor applies the sequential algorithm to select a set of candidate pivots considering the objects stored in its local memory using a global M value and broadcast these pivots to all other processors. In the second step, each processor executes the sequential algorithm considering only the candidate pivots using the same global M value. After this, each processor has the same set of pivots and can compute the distances against local objects.
A second alternative named C2 is to pass the candidate pivots from one processor to the another. One processor selects a set of candidate pivots using the sequential algorithm using the global M value. Candidate pivots are sent to the next processor who use them as the initial set of pivots, and so on. The last processor ends up with the global set of pivots which are broadcast to all the processors. After this, all processors compute the distances as in the C1 algorithm.
To deal with large databases, we can see the SSS index as a table with the pivots in the columns and the objects Ids in the rows where Table[i,j] is the distance between the object i and the pivot j. Thus we can divide the table into blocks of size K, and at the beginning of a search operation we can load only the first K pairs (id pivot, distance) into main memory, while the next blocks remain in secondary memory (see Figure 1 ).
Parallel query processing
To perform the search of a query q each processor first verifies whether the selection condition is true for some objects o in the first block of size K retrieved from the table of distances with pivots p, namely
The objects that pass the condition, form part of the set of objects that are passed to the next block of pivots and precomputed distances and so on. This becomes our quantum K of work for the round-robin query processing strategy. This process is repeated until all blocks are processed in which case each processor ends up with a subset of the objects that are the answer to the query q. In addition, every block retrieved from secondary memory is shared by all queries being processed in the current superstep. Notice that the order in which individual queries "visit" these blocks is not relevant for the outcome.
The round-robin principle can be implemented on top of two query processing strategies which we call B and C. In the next section we compare their performance against a more intuitive strategy called A in which each processor works independently with its own set of locally calculated pivots. In the strategies A and B each query has to be broadcast to all processors.
In the strategy B, the broker machine sends a query to the ranker machine selected in a circular way. Then the ranker performs a broadcast of the query to all processors. The processors search in their local SSS indexes for the most similar objects to the query. Then they select the r-results with the least distances to the query and send them to the ranker processor. The ranker receives the results and selects the top r and send them to the broker machine.
The strategy C executes P + 1 supersteps to build the answer to a query. In this scheme when a new query arrives from the broker machine to a processor, it performs a local similarity search using its SSS local index. This processor gets the top-r results for the query and sends them to the next processor. This is repeated until all processors have processed the query. In particular, the last processor sends the final results to the broker machine. For a single query, approach B is evidently superior to C as O(1) communication steps are involved in contrast to O(p) in the approach C. The volume of the messages is small in all cases.
Round-robin query processing for a stream of queries takes place as follows. In each processor and superstep a different set of secondary memory blocks are brought into main memory and current queries select their candidate objects. The main memory in each processor supports a fixed number of blocks. Blocks with more candidate objects have higher priority to be retrieval from external memory. After this process new queries are injected into this pipelining of operations and the final ranking are calculated for the queries that have finished in each processor.
Experiments
In our experiments we used two data sets obtained from crawled Web documents. The distance function determine how similar two words are each other (we use the edition distance function [1] , it returns the number of characters we have to delete, modify or insert to make two words equal). The first data set is composed of 900,000 words in English and the second one has 1,400,000 words in Spanish.
The experiments were performed in a cluster with dual processors (2.8GHz) that use NFS mounted directories. We used up to 32 processors (CPUs) located in different nodes. Queries were selected at random from actual search engines query logs and load into main memory to avoid interfe-rence. The total number of queries processed in the system is 10,000 P where P is the number of processors and running times are expected to grow with P due to the O(log P ) inter-processors communication hardware.
The parallel construction algorithms are compared in Figures 2 and 3 . The first data set used 8,040 pivots while the second data set use 46,410 pivots. Figure 2 shows that algorithm C1 requires less running time than C2. In both cases the final number of global pivots is fairly the same. The pivot selection operation is a small fraction of the whole running time. Figure 3 shows the total running time (pivots selection + table construction) for both strategies. Algorithm C1 is fairly more efficient than C2. Figure 4 shows result for incremental construction of the SSS index. In this case the index is first built with the %80 of the database objects and then the remainder %20 is inserted on-line. Figure  4 .left shows similar trend and figure 4.right shows that cost of insertion is the same in both cases. Before performing the distance computations we set the value of the α parameter to these collections. We made experiments with values of α= {0.34, 0.36, 0.38, 0.4, 0.46, 0.48, 0.5, 0.6}. Figure 5 shows how the distance computations decrease with a higher value of α for both collections. When we use a small α we have more pivots to compare with. On the other hand, if α is greater than 0.5 the pivots selection over the data collection would not be uniform. Therefore, there would be much more objects covered by each pivot. Due to this we set α= 0.5. Figure 6 [left set of curves] shows the average number of fetch operations (block reads). The values obtained increase with the number of processors because the work-load injected in each processor is also increased in each superstep. In this case strategy B reports less accesses to secondary memory than strategies A and C. Figure 7 shows the running time achieved by each strategy to process all queries. Strategy C requires more running time because it sends more message. Strategy A presents the worst performance since its local pivots are not good enough to keep small the candidate list of objects.
Conclusions
In this paper we have presented the parallelization of a recently developed pivot-based indexing method devised to search for similar objects in metric space databases. We have optimized this structure to access secondary memory and propose efficient query processing techniques. The parallel algorithms were implemented using the BSPonMPI li- brary which is built on MPI communication primitives. Our results show reasonable running times for large databases. Results show that strategies B and C present similar number of distance calculations which is the performance metric commonly used to compare these indexes. But the running time measures indicate a clear difference among them showing that strategy B is more efficient.
As future work we intend to compare the performance of the distributed SSS index with others strategies based on clustering. The effect of external memory is also an interesting area to study.
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