A mapping class group of an oriented manifold is a quotient of its diffeomorphism group by the isotopies. We compute a mapping class group of a hypekähler manifold M , showing that it is commensurable to an arithmetic lattice in SO(3, b 2 − 3). A Teichmüller space of M is a space of complex structures on M up to isotopies. We define a birational Teichmüller space by identifying certain points corresponding to bimeromorphically equivalent manifolds. We show that the period map gives the isomorphism between connected components of the birational Teichmüller space and the corresponding period space SO(b 2 − 3, 3)/SO(2) × SO(b 2 − 3, 1). We use this result to obtain a Torelli theorem identifying each connected component of the birational moduli space with a quotient of a period space by an arithmetic group. When M is a Hilbert scheme of n points on a K3 surface, with n − 1 a prime power, our Torelli theorem implies the usual Hodgetheoretic birational Torelli theorem (for other examples of hyperkähler manifolds, the Hodge-theoretic Torelli theorem is known to be false).
Hyperkähler manifolds and their moduli
Throughout this paper, a hyperkähler manifold is a compact, holomorphically symplectic manifold of Kähler type, simply connected and with H 2,0 (M ) = C. In the literature, such manifolds are often called simple, or irreducible. For an explanation of this term and an introduction to hyperkähler structures, please see Subsection 2.1.
We shall say that a complex structure I on M is of hyperkähler type if (M, I) is a hyperkähler manifold.
There are many different ways to define the moduli of complex structures. In this paper we use the earliest one, which is due to Kodaira-Spencer. Let M be an oriented manifold, I the space of all complex structures of hyperkähler type, compatible with orientation, and M := I/ Diff its quotient by the group of oriented diffeomorphisms. 1 We call M the moduli space of M . This space is a complex variety (as shown by Kodaira-Spencer), usually non-Hausdorff.
For a hyperkähler manifold, the non-Hausdorff points of M are easy to control, due to a theorem of D. Huybrechts (Theorem 4.22) . If I 1 , I 2 ∈ M are inseparable points in M, then the corresponding hyperkähler manifolds are bimeromorphic.
In many cases, the moduli of complex structures on M can be described in terms of Hodge structures on cohomology of M . Such results are called Torelli theorems. In this paper, we state a Torelli theorem for hyperkähler manifolds, using the language of mapping class group and Teichmüller spaces.
This approach to the Torelli-type problems was pioneered by A. Todorov in several important preprints and papers ([T1] , [T2] ; see also [LTYZ] ).
Teichmüller space of a hyperkähler manifold
The following fundamental theorem is due to F. Bogomolov [Bo2] . Theorem 1.8: Let M be a simple hyperkähler manifold, and Teich its Teichmüller space. Then the period map Per : Teich −→ Per is locally a unramified covering (that is, an etale map).
Remark 1.9: Bogomolov's theorem implies that Teich is smooth. However, it is not necessarily Hausdorff (and it is non-Hausdorff even in the simplest examples). The moduli of complex structures on M is a quotient of Teich by the action of the mapping class group Γ := Diff / Diff 0 of diffeomorphisms up to isotopies. There is an interesting intermediate group Diff H of all diffeomorphisms acting trivially on H 2 (M ). One has Diff 0 ⊂ Diff H ⊂ Diff. The corresponding quotient Teich / Diff H is called the coarse, marked moduli of complex structures, and its points -marked hyperkähler manifolds. To choose a marking it means to choose a basis in the cohomology of M . The period map is well defined on Teich / Diff H .
We don't use the marked moduli space in this paper, because the Teichmüller space serves the same purpose. In the literature on moduli spaces, the marked moduli space is used throughout, but these results are easy to translate to the Teichmüller spaces' language using the known facts about the mapping class group.
For a K3 surface, the Teichmüller space is not Hausdorff. However, its quotient by the mapping class group is Hausdorff. Moreover, a version of Torelli theorem is valid, providing an isomorphism between Teich /Γ and Per /O + (H 2 (M, Z)). 2 This result has a long history, with many people contributing to different sides of the picture, but its conclusion could be found in [BR] and [Si] .
One could state this Torelli theorem as a result about the Hodge structures, as follows. The Torelli theorem claims that there is a bijective cor-respondence between isomorphism classes of K3 surfaces and the set of isomorphism classes of appropriate Hodge structures on a 22-dimensional space equipped with an integer lattice, a spin orientation (Remark 6.19 ) and a rational quadratic form.
It is natural to expect that this last result would be generalized to other hyperkähler manifolds, but this straightforward generalization is invalid. In [De] , O. Debarre has shown that there exist birational hyperkähler manifolds which are non-isomorphic, but have the same periods. A hope to have a Hodge theoretic Torelli theorem for birational moduli was extinguished in early 2000-ies. As shown by Yo. Namikawa in a beautiful (and very short) paper [Na] , there exist hyperkähler manifolds M, M ′ which are not bimeromorphically equivalent, but their second cohomology have equivalent Hodge structures.
For the benefit of the reader, we give here a brief reprise of the Namikawa's construction. Let T be a compact, complex, 2-dimensional torus, and T [n] its Hilbert scheme. The torus T acts on T [n] , and its quotient T [n] /T is called a generalized Kummer manifold. When n = 2, this quotient is a K3 surface obtained from the torus using the Kummer construction. For n > 2, the Hodge structure on H 2 (T [n] /T ) is easy to describe. One has
where η is the fundamental class of the exceptional divisor of M := T [n] /T . Therefore, H 2 (M ) has the same Hodge structure as M ′ = (T * ) [n] /T * , where T * is the dual torus. However, the manifolds M and M ′ are not bimeromorphically equivalent, when T is generic. This is easy to see, for instance, for n = 3, because the exceptional divisor of M = T [3] /T is a trivial CP 1 -fibration over T , and the exceptional divisor of M ′ = (T * ) [3] /T * is fibered over T * likewise. Since bimeromorphic maps of holomorphic symplectic varieties are non-singular in codimension 2, any bimeromorphic isomorphism between M and M ′ would bring a bimeromorphic isomorphism between these divisors, and therefore between T and T ′ , which is impossible, for general T . A less elementary construction, due to E. Markman, gives a counterexample to Hodge-theoretic global Torelli theorem when M = K3 [n] is the Hilbert scheme of points on a K3 surface, and n − 1 is not a prime power ([M2] ). When n − 1 is a prime power, a Hodge-theoretic birational Torelli theorem holds true (Subsection 6.2).
We are going to prove a different version of Torelli theorem, using the language of Teichmüller spaces and the mapping class groups.
The birational Teichmüller space
The Teichmüller space approach allows one to state the Torelli theorem for hyperkähler manifolds as it is done for curves. However, before any theorems can be stated, we need to resolve the issue of non-Hausdorff points. Definition 1.12: Let M be a topological space. We say that points x, y ∈ M are inseparable (denoted x ∼ y) if for any open subsets U ∋ x, V ∋ y, one has U ∩ V = ∅. Remark 1.13: As shown by Huybrechts (Theorem 4.22) , inseparable points on a Teichmüller space correspond to bimeromorphically equivalent hyperkähler manifolds. Theorem 1.14: Let Teich be a Teichmüller space of a hyperkähler manifold, and ∼ the inseparability relation defined above. Then ∼ is an equivalence relation. Moreover, the quotient Teich/ ∼ is a smooth complex analytic manifold.
Proof: Theorem 4.16, Theorem 4.21.
We call the quotient Teich/ ∼ the birational Teichmüller space, denoting it as Teich b . The operation of taking the quotient .../ ∼ as above has good properties in many situations, and brings similar results quite often. We call W/ ∼ it the Hausdorff reduction of W whenever it is Hausdorff (see Subsection 4.3 for a detailed exposé).
The mapping class group of a hyperkähler manifold
Define the mapping class group Γ := Diff / Diff 0 of a manifold M as a quotient of a group of oriented diffeomorphisms of M by isotopies. Clearly, Γ acts on H 2 (M, R) perserving the integer structure. We are able to determine the group Γ up to commensurability, proving that it is commensurable to an arithmetic group O(
Theorem 1.15: Let M be a compact, simple hyperkähler manifold, and Γ = Diff / Diff 0 its mapping class group. Then Γ acts on H 2 (M, R) preserving the Bogomolov-Beauville-Fujiki form. Moreover, the corresponding map Γ −→ O(H 2 (M, Z), q) has finite kernel, and its image has finite index in
Proof: This is Theorem 3.5.
Using results of E. Markman ([M2] ), it is possible to compute the mapping class group for a Hilbert scheme of points on a K3 surface M = K3 [n] , when n − 1 is a prime power (Theorem 6.12).
Teichmüller space and Torelli-type theorems
The following version of Torelli theorem is proven in Section 5. Proof: This is Theorem 4.25.
The proof of Theorem 1.16 is obtained by using the quaternionic structures, associated with holomorphic symplectic structures by the Calabi-Yau theorem, and the corresponding rational lines in Teich and Per.
If one wants to obtain a more traditional Torelli-type theorem, one should consider the set of equivalence classes of complex structures up to birational equivalence. This set can be interpreted in terms of the Teichmüller space as follows.
Consider the action of the mapping class group Γ on the Teichmüller space Teich, and let Teich I be a connected component of Teich containing a given complex structure I. Denote by Γ I ⊂ Γ a subgroup of Γ preserving Teich I . Since Teich has only a finite number of connected components ([H5], Theorem 2.1), Γ I has a finite index in Γ. The coarse moduli space of complex structures on M is Teich I /Γ I , and the birational moduli is Teich the corresponding period map. Then (1.4) is an isomorphism.
, q) has finite index (Theorem 1.15). Therefore, it is an arithmetic sugbroup of finite covolume.
Comparing this with Theorem 1.17, we immediately obtain the following corollary.
Corollary 1.19: Let M be a compact, simple hyperkähler manifold, and M b its birational moduli space, obtained as above. Then M b is isomorphic to a quotient of a homogeneous space
by an action of an arithmetic subgroup i(
In a traditional version of Torelli theorem, one takes a quotient of Per
However, such a result cannot be valid, as shown by Namikawa. Corollary 1.19 explains why this occurs: the group i(Γ I ) is a proper subgroup in O + (H 2 (M, Z), q), and the composition
is a finite quotient map. We obtained the following corollary.
Corollary 1.20: Let M be a compact, simple hyperkähler manifold, M b its birational moduli space, and
the corresponding period map. Then (1.6) is a finite quotient.
Remark 1.21: Please notice that the space Per /O + (H 2 (M, Z), q) is usually non-Hausdorff. However, it can be made Hausdorff if one introduces additional structures (such as a polarization), and then Corollary 1.20 becomes more useful.
For the Hilbert scheme of n points on a K3 surface, the image of Γ I in O + (H 2 (M, Z)) was computed by E. Markman in [M2] (see Theorem 6.12). When n − 1 is a prime power, i(Γ I ) = O + (H 2 (M, Z)), and the composition (1.6) is an isomorphism, which is used to obtain the usual (Hodge-theoretic) version of Torelli theorem.
1.6 A Hodge-theoretic Torelli theorem for K3 [n] In [M1] , [M2] , E. Markman has proved many vital results on the way to computing the mapping class group of a Hilbert scheme of points on K3 (denoted by K3 [n] ). Markman's starting point was the notion of a monodromy group of a hyperkähler manifold. A monodromy group of M is the group generated by monodromy of the Gauss-Manin local system for all deformations of M (see Subsection 6.1 for a more detailed description). In Subsection 6.1, we relate the monodromy group Mon to the mapping class group Γ, showing that Mon is isomorphic to an image of Γ in P GL(H 2 (M, C)). For M = K3 [n] , Markman has computed the monodromy group, using the action of Fourier-Mukai transform in the derived category of coherent sheaves. He used this computation to show that the standard (Hodge-theoretic) global Torelli theorem fails on K3 [n] , unless n − 1 is a prime power. We complete Markman's analysis of global Torelli problem for K3 [n] , proving the following.
be a Hilbert scheme of points on a K3 surface, where n − 1 is a prime power, and I 1 , I 2 deformations of complex structures on M . Assume that the Hodge structures on H 2 (M, I 1 ) and H 2 (M, I 2 ) are isomorphic, and this isomorphism is compatible with the Bogomolov-Beauville-Fujiki form and the natural spin orientation on H 2 (M, I 1 ) and H 2 (M, I 2 ). (Remark 6.19). Then (M, I 1 ) is bimeromorphic to (M, I 2 ).
Proof: This is Theorem 6.23.
Complemented by the counterexamples [Na] , [M2] of Markman and Namikawa, this theorem completely solves the Hodge-theoretic global Torelli problem, except for O'Grady's hyperkähler manifolds, where it is still open.
Moduli of polarized hyperkähler varieties
For another application of Corollary 1.19, fix an integer class η ∈ H 2 (M, Z), q(η, η) > 0, and let Teich η be a divisor in the Teichmüller space consisting of all I with η ∈ H 1,1 (M, I). For a general I ∈ Teich η , η is a Kähler class on (M, I) ( [H3] ; see also Theorem 2.7). However, there could be special points where η is not Kähler.
Let Teich The same argument as above can be used to show that Γ I η is commensurable to an arithmetic subgroup in SO(η ⊥ ), where η ⊥ ⊂ H 2 (M, R) is an orthogonal complement to η.
We call M η the moduli space of weakly polarized hyperkähler manifolds. The moduli space M η of polarized hyperkähler manifolds is an open subset of M η consisting of all I for which η is Kähler. It is known (due to general theory which goes back to Grothendieck and Kodaira-Spencer) that M η is Hausdorff and quasiprojective (see e.g. [GHS2] ).
The period space for weakly polarized hyperkähler manifolds is 
This is significant, because Per η (unlike Per) is a symmetric space. The corresponding result for the moduli spaces can be stated as follows. Corollary 1.23: Let (M, η) be a compact, simple, polarized hyperkähler manifold, M b,η the weakly polarized birational moduli space, defined above, G the group of integer orthogonal automorphisms of the lattice η ⊥ of primitive elements in H 2 (M ), and
the corresponding period map. Then (1.8) is a finite quotient. Moreover, M b,η is isomorphic to a quotient of a symmetric domain Per η by an arithmetic group Γ I η acting as above.
The quotients of such symmetric spaces by arithmetic lattices were much studied by Gritsenko, Hulek, Nikulin, Sankaran and many others (see e.g. [GHS1] , [GHS2] and references therein). The geometry of Per η /G is in many cases well understood. Using the theory of automorphic forms, many sections of pluricanonial (or, in some cases, plurianticanonical) class can be found, depending on q(η, η) and other properties of the lattice η ⊥ . In such cases, Corollary 1.23 can be used to show that the weakly polarized birational moduli space has ample (or antiample) canonical class. 5 The automorphic forms on polarized moduli were also used to show non-existence of complete families of polarized K3 surfaces ( [BKPS] ). This program was proposed by J. Jorgensen and A. Todorov in 1990-ies, in a string of influental (but, sometimes, flawed) preprints, culminating with [JT] .
Hyperkähler manifolds: preliminary results
In this Section, we recall a number of results about hyperkähler manifolds, used further on in this paper. For more details and reference, please see [Bes] .
Hyperkähler structures
Definition 2.1: Let (M, g) be a Riemannian manifold, and I, J, K endomorphisms of the tangent bundle T M satisfying the quaternionic relations
The triple (I, J, K) together with the metric g is called a hyperkähler structure if I, J and K are integrable and Kähler with respect to g. Consider the Kähler forms ω I , ω J , ω K on M :
An elementary linear-algebraic calculation implies that the 2-form Ω :
). This form is clearly closed and non-degenerate, hence it is a holomorphic symplectic form.
In algebraic geometry, the word "hyperkähler" is essentially synonymous with "holomorphically symplectic", due to the following theorem, which is implied by Yau's solution of Calabi conjecture ( [Bes] ). Further on, we shall speak of "hyperkähler manifolds" meaning "holomorphic symplectic manifolds of Kähler type", and "hyperkähler structures" meaning the quaternionic triples.
Every hyperkähler structure induces a whole 2-dimensional sphere of complex structures on M , as follows. Consider a triple a, b, c ∈ R, a 2 + b 2 + c 2 = 1, and let L := aI + bJ + cK be the corresponging quaternion. Quaternionic relations imply immediately that L 2 = −1, hence L is an almost complex structure. Since I, J, K are Kähler, they are parallel with respect to the Levi-Civita connection. Therefore, L is also parallel. Any parallel complex structure is integrable, and Kähler. We call such a complex structure L = aI + bJ + cK a complex structure induced by a hyperkähler structure. There is a 2-dimensional holomorphic family of induced complex structures, and the total space of this family is called the twistor space of a hyperkähler manifold.
The Bogomolov's decomposition theorem
The modern approach to Bogomolov's decomposition is based on CalabiYau theorem (Theorem 2.2), Berger's classification of irreducible holonomy and de Rham's splitting theorem for holonomy reduction ( [Bea] , [Bes] ). It is worth mention that the original proof of decomposition theorem (due to [Bo1] ) was much more elementary. Theorem 2.3: Let (M, I, J, K) be a compact hyperkähler manifold. Then there exists a finite covering M −→ M , such that M is decomposed, as a hyperkähler manifold, into a product
and T is a hyperkähler torus. Moreover, M i are uniquely determined by M and simply connected, and T is unique up to isogeny.
Proof: See [Bea] , [Bes] . Definition 2.4: Let (M, I, J, K) be a compact hyperkähler manifold which satisfies H 1 (M ) = 0, H 2,0 (M, I) = C. Then M is called a simple hyperkähler manifold, or an irreducible hyperkähler manifold Remark 2.5: Notice that Theorem 2.3 implies that irreducible hyperkähler manifolds are simly connected. In particular, they do not admit a further decomposition. This explains the term "irreducible".
As we mentioned in the Inroduction, all hyperkähler manifolds considered further on are assumed to be simple. Since the Hodge numbers are invariant under deformations, the deformations of simple manifolds are always simple. However, the irreducibility is a topological property, as implied by the following lemma. Lemma 2.6: Let M be a compact hyperkähler manifold, which is homotopy equivalent to a simple hyperkähler manifold. Then M is also simple.
Proof: Let A * be the part of the rational cohomology of M generated by H 2 (M ). It is well known (see [V2] and [V3] ) that A * is up to the middle dimension a symmetric algebra. Since M is simply connected, it is diffeomorphic to a product of simple hyperkähler manifolds. Denote by A * i the corresponding subalgebras in cohomology generated by H 2 (M i ). These subalgebras are described in a similar way, and are symmetric up to the middle. Then A * ∼ = A * i by Künneth formula. Since the algebras A * , A * i are symmetric up to the middle, this is impossible, as follows from an easy algebraic computation.
Kähler cone for hyperkähler manifolds
The following theorem is implied by results of S. Boucksom, using the characterization of a Kähler cone due to J.-P. Demailly and M. Paun (see also [H3] ).
Notice that the Beauville-Bogomolov-Fujiki form q on
, hence the set of vectors ν ∈ H 1,1 (M, R) with q(ν, ν) > 0 has two connected components. Theorem 2.7: Let M be a simple hyperkähler manifold such that all integer (1, 1)-classes satisfy q(ν, ν) 0. Then its Kähler cone is one of two components
Proof: This is [V6] , Corollary 2.6.
For us, the case of trivial Neron-Severi lattice is of most interest.
Corollary 2.8: Let M be a compact, simple hyperkähler manifold such that
The structure of the period space
Let M be a hyperkähler manifold, and b 2 = dim H 2 (M ). It is well known that its period space Per (see (1.3)) is diffeomorphic to the Grassmann space
is positive definite. This gives a map from Per to Gr (2) . To construct the inverse map, we start from a 2-dimensional plane V ⊂ H 2 (M, R) and consider the quadric {v ∈ P(V ⊗C) | q(v, v) = 0}. This quadric is actually a union of 2 points in P(V ⊗C) ∼ = CP 1 , with each of these points corresponding to a different choice of orientation on V . This gives an inverse map from Gr (2) to Per.
The following claim will be used later on.
Claim 2.9:
The period space Per is connected and simply connected.
Proof: We represent Per as Gr (2) 
is also disconnected, hence the connected components cancel each other, and Gr (2) is naturally
To see that it is simply connected, we take a long exact sequence of homotopy groups
and notice that the map (*) above is surjective (it is easy to see from the corresponding maps of spinor groups and Clifford algebras).
3 Mapping class group of a hyperkähler manifold
is nilpotent, acting nilpotently on homotopy groups of M .
Definition 3.2:
Let M be an oriented manifold, Diff the group of oriented diffeomorphisms, and Diff 0 the group of isotopies, that is, the connected component of the group Diff. Then the quotient Diff / Diff 0 is called the mapping class group of M (see e.g. [LTYZ] ).
Definition 3.3:
Let A, A ′ be subgroups in a group B. Recall that A is commensurable with A ′ if A ∩ A ′ has finite index in A and A ′ . Let G Z a group scheme over Z, and G R = G Q ⊗ Spec R be the corresponding real algebraic group. A subgroup Γ ⊂ G R is called arithmetic if Γ is commensurable with the group of integer points in G R .
Using rational homotopy theory, formality of Deligne-Griffiths-MorganSullivan and Smale's h-cobordism, D. Sullivan proved the following general result.
Theorem 3.4: Let M be a compact simply connected (or nilpotent) Kähler manifold, dim C M 3. Denote by Γ the group of automorphisms of an algebra H * (M, Z) preserving the Pontryagin classes p i (M ). Then the natural map Diff / Diff 0 −→ Γ has finite kernel, and its image has finite index in Γ. Finally, Γ is an arithmetic subgroup in the group Γ Q preserving p i (M ).
Proof: Theorem 13.3 of [Su] is stated for general smooth manifolds of dim R 5; to apply it to Kähler manifolds, one needs to use [Su, Theorem 12.1] . The final statement is [Su, Theorem 10.3] .
For hyperkähler manifolds, the group Aut(H * (M, Q)) is determined (up to commensurability), which leads to the following application of Sullivan's theorem.
Theorem 3.5: Let M be a compact, simple hyperkähler manifold, its dimension dim C M = 2n, and Γ A the group of automorphisms of an algebra
(iii) The natural projection Γ A −→ Γ 2 has finite kernel.
(iv) The mapping class group Diff / Diff 0 acts on H * (M, Z) with finite kernel, and the image of Diff / Diff 0 in Γ 2 has finite index.
Proof: From the Fujiki formula v 2n = q(v, v) n , it is clear that Γ A preserves the Bogomolov-Beauville-Fujiki, up to a sign. The sign is also fixed, because Γ A preserves p 1 (M ), and (as Fujiki has shown
The constant c is positive, because the degree of c 2 (B) is positive for any Yang-Mills bundle with c 1 (B) = 0 (this argument is based on [H5] , section 4; see also [Ni] ). In [V2] (see also [V3] ) it was shown that the group SO(H 2 (M, Q), q) acts on the cohomology algebra H * (M, Q) by automorphisms, preserving the Pontryagin classes. Therefore, Γ 2 ⊂ O(H 2 (M, Q), q) is an arithmetic subgroup. This gives Theorem 3.5, (ii) .
To see that the map Γ A −→ Γ 2 has finite kernel, we notice that
The complexification of this group contains the complex structure operators associated with any complex, hyperkähler structure on M (see [V2] , [V3] ). Since K centralizes SO(H 2 (M, Q), q), K preserves the Hodge decomposition, for any complex structure I on M of hyperkähler type. Using the Hodge decomposition and the Lefschetz sl(2)-action, one defines the Riemann-Hodge pairing, writing down the Riemann-Hodge formulas as usual; it is positive definite. Since K commutes with the sl(2)-triples and the Hodge decomposition, it preserves the Riemann-Hodge pairing h. Therefore, K is an intersection of a lattice and a compact group Spin(H * (M ), h), hence finite.
We proved Theorem 3.5, (iii). Theorem 3.5, (iv) follows directly from (iii) and Theorem 3.4. Remark 3.6: Let V Q be a rational vector space equipped with a quadratic form q, and V R := V Q ⊗ R. By [VGO] , Example 7.5, the following conditions are equivalent:
(i) For any arithmetic subgroup Γ ⊂ SO(V R , q), Γ has finite covolume (that is, the quotient SO(V R , q)/Γ has finite Haar measure).
(ii) The algebraic group SO(V Q , q) has no non-trivial homomorphisms to the multiplicative group Q >0 of rational numbers (in this case we say that SO(V Q , q) has no non-trivial rational characters).
with the Beauville-Bogomolov-Fujiki form, the latter condition always holds, hence the mapping class group is mapped to a discrete subgroup of finite covolume Γ 2 ⊂ SO(H 2 (M, R), q). Remark 4.6: Throughout this paper, we could work in much weaker assumptions. Instead of real analytic, we could demand that M is a Lipschitz manifold, and Z has Hausdorff codimension > 1. All the proofs in the sequel would remain valid in this general situation. Also, the assumption S seems to be unnecessary, though convenient. In fact, counterexamples to S are hard to find, and it might possibly follow from the rest of assumptions.
Example 4.7: Let Teich be a Teichmüller space of a hyperkähler manifold M , and Z ⊂ M the set of all I ∈ Teich such that the corresponding NeronSeveri lattice H 1,1 (M, I) ∩ H 2 (M, Z) has rank 1. Clearly, Z = η Z η , with the union taken over all elements η ∈ H 2 (M, Z), 1 and
As follows from [H1] (see Remark 4.23 below), the complement Teich\Z is Hausdorff. The period map Per : Teich −→ Per is locally a diffeomorphism, hence the assumption S is also satisfied. Therefore, Teich is weakly Hausdorff.
The following definition is straightforward; it is a non-Hausdorff version of a notion of a manifold with smooth boundary. We have to give it in precise detail, because the notion of a "boundary" is ambiguous in non-Hausdorff situation. M , there is a diffeomorphism mapping the V to R n , with the closure U ∩ V V of U ∩ V in V mapping to [0, ∞]× R n−1 , and the complement U ∩ V V \U ∩ V mapping to the hyperplane {0} × R n−1 . Denote by U the closure of U in M , and by U
• the set of interior points of U . The closure U is called a smooth submanifold with boundary. The boundary ∂ M U := U \U • is by this definition a smooth codimension 1 submanifold of M .
Further on, we shall need the following claim. It can be (roughly) stated as follows. Take a subset B in a weakly Hausdorff n-manifold, diffeomorphic to a closed ball in U ∼ = R n with smooth boundary ∂ U B. Then its closure B in M is obtained by adding two kinds of extra points: those in the closure ∂ U B of ∂ U B in M and those which are interior to B. Proof: Clearly, ∂ U B contains no interior points of B. Therefore,
We need only to prove the opposite inclusion. Denote by W the set of Hausdorff points of M . Since M \W has codimension 2, W ∩ ∂ U B is dense in ∂ U B. Proof of Lemma 4.10: Choose a neighbourhood B ∋ x with smooth boundary as in Claim 4.9. Since x and y are inseparable, y ∈ B. Then either y is interior in B, or y lies in the closure of ∂ M B, as follows from Claim 4.9. To prove Lemma 4.10 it remains to show that the second option is impossible. Using the assumption "S" of the definition of weakly Hausdorff manifolds, we obtain that Ψ(y) = Ψ(x), where Ψ : B −→ R n is the map defined in "S". Choosing B sufficiently small, we can always assume that Ψ B is a homeomorphism. Then Ψ(x) = Ψ(y) is in the interior of Ψ(B),
Inseparable points in weakly Hausdorff manifolds
) contains the closure of ∂ M B. Therefore, Ψ(y) / ∈ ∂ M B by Claim 4.9. We proved Lemma 4.10.
We shall also need the following trivial lemma. Proof: Let x ∈ W ∩ B • . Then x is a limit of a sequence {x i } ∈ B.
Since the union B ∪ ∂ M B of B with its boundary is compact, {x i } has limit
however, x is internal in B, hence x ′ ∈ B. Since x ∈ W , a sequence converging to x cannot have two limits, therefore, x = x ′ .
Proposition 4.13: Let M be a weakly Hausdorff manifold, and ∼ be inseparability relation defined above. Then ∼ is an equivalence relation.
Remark 4.14: Without the weak Hausdorff assumption, ∼ is not an equivalence relation. Indeed, consider for example a union R R R of three real lines and glue t < 0 for the first two lines, and t > 0 for the second two.
Then 0 1 (the zero on the first line) is inseparable from 0 2 , and 0 2 from 0 3 , but 0 1 ∼ 0 3 .
Proof of Proposition 4.13: Only transitivity needs to be proven. Let x 1 ∼ x 2 , x 2 ∼ x 3 be points in M , U 1 ∋ x 1 , U 3 ∋ x 3 their neighbourhoods. By Lemma 4.10, x 2 is an interior point of U 1 and U 3 . Therefore, U 1 ∩ U 3 is non-empty, and contains an open subset A. The intersection A ∩ W of A with the set of Hausdorff points in non-empty, because W is dense. Let U Proof: Let x ∈ B be any point, and y ∈ M a point inseparable from x. By Lemma 4.10, for any neighbourhood U ∋ y, y is an interior point of U ∩ B. Therefore, y is an interior point of B.
To finish the proof of Claim 4.15, it remains to show that any interior point z ∈ B is inseparable from some z ′ ∈ B.
Choose a diffeomorphism B Ψ −→ B n to an open ball B n ⊂ R n . Using the property S of Definition 4.3, we may assume that Ψ can be extended to a continuous map from the closure B to the closed ball B n .
Any point z ∈ B can be obtained as a limit of a sequence of points {z i } ⊂ B. Let ζ ∈ B n be a limit of {Ψ(z i )} in B n , which exists because B n is compact. Choosing a subsequence, we may also assume that lim{Ψ(z i )} is unique. Then ζ = Ψ(z), and it is an interior point of B n , as follows from Claim 4.9. Since B Ψ −→ B n is a diffeomorphism, the sequence {z i } has a limit z ′ ∈ B. Since Ψ(z) = Ψ(z ′ ) = lim{Ψ(z i )}, the point z is inseparable from z ′ . 
This implies that Γ ∼ is closed. We proved that M/ ∼ is Hausdorff. Proof: Let U ⊂ M be an open neighbourhood of a given point x, diffeomorphic to R n , and B ⊂ U a closed neighbourhood diffeomorphic to an closed ball. Since U is Hausdorff, the restriction ϕ U is injective. An injective map from a compact B to a Hausdorff space is a homeomorphism to its image. Then the restriction of ϕ to interior of B is a homeomorphism.
Hausdorff reduction for weakly Hausdorff manifolds

The birational Teichmüller space for a hyperkähler manifold
The following result is due to D. Huybrechts. Remark 4.23: Let M 1 , M 2 be bimeromorphically equivalent hyperkähler manifolds. By the weak factorization theorem, every bimeromorphic equivalence is represented as a composition of blow-ups and blow-downs; therefore, M i have rational curves. In particular, the Neron-Severi lattice NS(M i ) = H 1,1 (M, Z) has rank 1. Therefore, a point I ∈ Teich with rk NS(M, I) = 0 must be separable. This argument was used earlier in this section to prove that Teich is weakly Hausdorff.
Remark 4.24: The Hausdorff reduction Teich / ∼ classifies complex structures on M up to bimeromorphic equivalence and the action of the isotopy group. We call Teich / ∼ the birational Teichmüller space, denoting it as Teich b .
Clearly, the map Per : Teich b −→ Per is well defined (it follows directly from the definition of the Hausdorff reduction). The main result of this paper is the following theorem 
Denote by Teich H the space of hyperkähler triples I, J, K, up to isotopies, and let
. From the Calabi-Yau and Bogomolov theorems it follows immediately that Per H is etale (see also [V3] , Theorem 4.1).
Definition 5.2: Let M be a simple hyperkähler manifold, Per its period space, and W ⊂ H 2 (M, R) an oriented 3-dimensional subspace, such that q W is positive definite. Let S W be a 2-dimensional sphere S ⊂ Per consisting of all oriented 2-dimensional planes V ⊂ W . Using an isomorphism Per ∼ = Gr(2) constructed in Subsection 2.4, we can consider S W as a subvariety in Per. This subvariety is called a hyperkähler line associated with a 3-dimensional plane W ⊂ H 2 (M, R).
Remark 5.3: Let (M, I, J, K) be a hyperkähler triple, S ⊂ Teich the sphere of induced complex structures defined as in Subsection 2.1, and W := ω I , ω J , ω K ⊂ H 2 (M, R) the corresponding 3-dimensional plane. It is easy to see that the sphere Per(S) ⊂ Per coincides with the hyperkähler line S W defined as above. This explains the term.
Definition 5.4: Let S ⊂ Per be a hyperkähler line associated with a 3-dimensional subspace W ⊂ H 2 (M, R) as above. We say that S is a generic hyperkähler line if the orthogonal complement to W has no rational points: W ⊥ ∩ H 2 (M, Q) = 0. Quite often, we shall abbreviate "generic hyperkähler line" to "GHK line"
Generic hyperkähler lines and the Teichmüller space
Let (M, I) be a hyperkähler manifold. The Hodge structure on H 2 (M, I) is determined from the Bogomolov-Beauville-Fujiki form q and the corresponding 1-dimensional space l = Per(I) ⊂ H 2 (M, C): one has H 2,0 (M, I) = l, H 0,2 (M, I) = l, and H 1,1 (M, I) = l, l ⊥ , where ⊥ denotes the orthogonal complement. We define the Neron-Severi lattice of (M, I) as NS(M, I) := H 1,1 (M, I) ∩ H 2 (M, Z). Since H 1,1 (M, I) = l, l ⊥ , the lattice NS(M, I) depends only on the point Per(I) ∈ Per. We shall often consider the NeronSeveri lattice of a point l ∈ Per, defined as above. Since a simple hyperkähler manifold is simply connected, NS(M, I) = Pic(M, I) always. Therefore, the Picard group of l ∈ Per is well defined and equal to its Neron-Severi lattice.
Claim 5.5: Let S ⊂ Per be a hyperkähler line, associated with a 3-dimensional subspace W ⊂ H 2 (M, R). Then the following assumptions are equivalent.
(i) S is a GHK line
(ii) For some l ∈ S, the corresponding Neron-Severi lattice NS(M, l) is trivial.
(iii) For some w ∈ W , its orthogonal complement w ⊥ ⊂ H 2 (M, R) has no non-zero rational points.
Proof: The points of S are parametrized by oriented 2-dimensional planes V ⊂ W , and the corresponding Neron-Severi lattice Z) . Now, the chain of inclusions
immediately brings the implications (iii) ⇒ (ii) ⇒ (i). To finish the proof, it remains to deduce (iii) from (i). Let
be the union of all hyperplanes orthogonal to non-zero rational vectors. Since W ⊥ ∩ H 2 (M, Q) = 0, W does not lie in R. Therefore, W ∩ R is a countable union of planes of positive codimension. Take w ∈ W \R. Clearly,
Remark 5.6: The same proof also implies that for any generic hyperkähler line, the set of all I ∈ S with NS(M, I) = 0 is countable. Indeed, it is a countable union of closed complex subvarieties of positive codimension in CP 1 .
The following proposition insures that GHK lines are in some sense "liftable" to the Teichmüller space. This is a key idea used to prove that the period map is a covering.
Proposition 5.7: Let I ∈ Teich be a point in the Teichmüller space of a hyperkähler manifold, NS(M, I) = 0, and S ⊂ Per a hyperkähler line passing through Per(I). 1 Then there exists a holomorphic curve S I ⊂ Teich passing through I and satisfying Per(S I ) = S.
Proof: Denote by W ⊂ H 2 (M, R) the 3-dimensional space used to define S. Let Ω be the holomorphic symplectic form of (M, I), and V := Re Ω, Im Ω ⊂ H 2 (M, R) the corresponding 2-dimensional space. Then V ⊂ W , and the corresponding 1-dimensional orthogonal complement V ⊥ W intersects both components of the cone {x ∈ H 1,1
One of these components coincides with the Kähler cone (Corollary 2.8). Choose a Kähler form ω ∈ V ⊥ W , normalize it in such a way that q(Re Ω, Re Ω) = q(Im Ω, Im Ω) = q(ω, ω), and let (M, I, J, K) be the hyperkähler structure associated with ω as in Theorem 2.2. Denote by S I the line of complex structures associated with this hyperkähler structure. As shown above (Remark 5.3), Per S I maps S I isomorphically to S.
Abusing the language, we shall call a CP 1 of induced complex structures associated with a hyperkähler structure "a hyperkähler line" as well. These "hyperkähler lines" lie in the Teichmüller space, and the hyperkähler lines defined previously lie in the period space. Then Proposition 5.7 can be restated saying that a GHK line passing through a general point l ∈ Per, NS(M, l) = 0, can be always lifted to a hyperkähler line S ⊂ Teich for each I ∈ Teich such that Per(I) = l. Proof: Let S ⊂ Per be a GHK line, l ∈ S a point with NS(M, l) = 0, and I ∈ Teich its preimage. By Proposition 5.7, S can be lifted to a hyperkähler line S I ⊂ Teich passing through I. Since Per is etale, the restriction Per : S I −→ S is a diffeomorphism. By Claim 5.10 below, S I is an isolated component of Per −1 (S).
The following claim is completely trivial. Proof: The set S 1 is closed because S is closed, and closedness is a local property preserved by local homeomorphisms. Indeed, for any point x ∈ S 1 there exists a neighbourhood U ∋ x with ψ U a homeomorphism onto its image, mapping S 1 to S which is closed.
Suppose that S 1 is not open in ψ −1 (S); then, there exists a sequence of points {x i } ⊂ ψ −1 (S)\S 1 converging to x ∈ S 1 . Choose a neighbourhood U ∋ x such that ψ U is a homeomorphism. Replacing {x i } by a subsequence, we may assume that {x i } ⊂ U . Then ψ S 1 ∩U is a homeomorphism onto its image S U , which is a neighbourhood of ψ(x) in S. Replacing {x i } by a subsequence again, we may assume that all ψ(x i ) lie in S U . Since ψ U is bijective onto its image, this map induces a bijection from S 1 ∩ U to S U . Therefore, {x i } ⊂ S 1 ∩ U . We obtained a contradiction, proving that S 1 is closed in ψ −1 (S).
Exceptional sets of etale maps
In [Br] , F. Browder has discovered several criteria which can be used to prove that a given etale map is a covering. Unfortunately, in our case neither of his theorems can be applied, and we are forced to devise a new criterion, which is then applied to the period map.
Definition 5.11: Let X ψ −→ Y be a local homeomorphism of Hausdorff topological spaces, e.g. an etale map. Consider a connected, simply connected subset U ⊂ Y , and let {U α } be the set of connected components of ψ −1 (U ). An exceptional set of (ψ, U ) is U \ψ(U α ).
Remark 5.12: The following topological criterion is the main technical engine of this section. Its proof is complicated, but completely abstract, and we hope that this result might have independent uses outside of hyperkähler geometry. We include an alternative proof of this proposition in the Appendix by Eyal Markman (Section 7). Proof: Proposition 5.13 is local in Y , hence it will suffice to prove Proposition 5.13 when Y is diffeomorphic to R n . Choose a flat Riemannian metric on Y ∼ = R n . Lifting the corresponding Riemannian tensor to X, we can consider X as a Riemannian manifold, also flat. The Riemannian tensor defines a metric structure on Y and X as usually. For a point x in a metric space M , a closed ε-ball with center in x is the set
Taking strict inequality, we obtain an open ball,
is open, and B ε (x) is the closure of B ε (x), and its completion, in the sense of metric geometry.
For any x ∈ X, y = ψ(x), let D x ⊂ R >0 be the set of all ε ∈ R >0 such that the corresponding ε-ball B ε (x) is mapped to B ε (y) bijectively. Clearly, D x is an initial interval of R >0 . We are going to show that D x is open and closed in R >0 .
Step 1: The interval D x is open, for any etale map X ψ −→ R n . Indeed, for any ε ∈ D x , the corresponding ε-ball B ε (x) is compact, because it is isometric to B ε (y). Every point of B ε (x) has a neighbourhood which is isometrically mapped to its image in Y . Take a covering {B ε (x), U 1 , U 2 , ...} of B ε (x) where U i are open balls with this property, centered in a point on the boundary of B ε (x). Since B ε (x) is compact, {B ε (x), U i } has a finite subcovering U 1 , ..., U n . By construction, for each point z ∈ W := B ε (x) ∪ i U i , the set W contains a straight line (geodesic) from x to z. Indeed, W is a union of an open ball B ε (x) and several open balls centered on its boundary, and all these balls are isometric to open balls in R n . Since ψ maps straight lines to straight lines, it maps B ε ′ (x) surjectively to B ε ′ (y). To show that this map is also injective, consider two points a 1 , a 2 ∈ B ε ′ (x), mapped to b ∈ B ε ′ (y), and let [x, a 1 ] and [x, a 2 ] be the corresponding intervals of a straight line. Since ψ(a 1 ) = ψ(a 2 ) = b, one has ψ([x, a 1 ]) = ψ([x, a 2 ]), and these intervals have the same length. Also, [x,
is injective. Therefore, the intervals [x, a 1 ] and [x, a 2 ] coincide, and a 1 = a 2 .
Step 2: Let ψ : X −→ R n be an etale map, y = ψ(x), and suppose that ψ : B s (x) −→ B s (y) is bijective, for some s > 0. Then ϕ : B s (x) −→ B s (y) is an isometry, with respect to the metric on B s induced from the ambient manifold. Indeed, ψ is etale, hence any piecewise geodesic path in X is projected to such one in R n . Therefore, ψ does not increase distance: (a), ψ(b) ). The open ball B s (y) is geodesically convex, hence for any y 1 , y 2 ∈ B s (y), the geodesic interval [y 1 , y 2 ] can be lifted to a geodesic in B s (x) This implies an inverse inequality: d(a, b) d(ψ(a), ψ(b)). We proved that ϕ : B s (x) −→ B s (y) is an isometry. This implies that the map ψ : B s (x) −→ B s (y) of their metric completions is also an isometry. In particular, this map is injective.
Step 3. In the assumptions of Step 2, we prove that B s (x) is a connected component of ψ −1 (B s (y) ). Notice that B s (x) is a closure of B s (x), which is homeomorphic to a ball in R n , hence B s (x) is connected. To prove that it is a connected component, we need only to show that it is open in ψ −1 (B s (y)).
The corresponding map of open balls ψ :
on the boundary of B s (x), an open ball S centered in z is split by the boundary 
Step 4. Now we can show that D x is closed. This argument uses the triviality of exceptional sets (the first time in this proof, the rest follows just from the etale-ness of ψ). Let s := sup D x , and B s (x) the corresponding closed ball. We prove that ψ : B s (x) −→ B s (y) is a homeomorphism.
From
Step 3, it follows that B s (x) is a connected component of the preimage ψ −1 (B s (y) ). Since the exceptional sets of B s (y) are all empty, ψ : B s (x) −→ B s (y) is surjective. It is injective as follows from Step 2.
We proved that D x is open and closed, hence D x = R >0 , and ψ maps any connected component of X bijectively to Y .
Remark 5.14: An exceptional set of (ψ, U ) is always closed in U .
Lemma 5.15: Let M ψ −→ Per be a local diffeomorphism, compatible with GHK lines, U ⊂ Per an open subset, U α a component of ψ −1 (U ), and K α the corresponding exceptional set. Consider a GHK line C ⊂ Per, and let
Since ψ is compatible with GHK lines, for any I ∈ ψ −1 (l), there is a curve C I ⊂ M passing through I and projecting bijectively to C. Clearly, the connected component of
Remark 5.16: A version of Lemma 5.15 is also true if U is a closed set, obtained as a closure of an open subset U ⊂ Per, and C 1 a connected component of U ∩ C, for a GHK curve C. If C 1 contains interior points, the same argument as above can be used to show that C 1 ⊂ K α , or C 1 ∩ K α = ∅.
Subsets covered by GHK lines
Further on in this subsection, we shall use the following trivial linear-algebraic lemma.
Lemma 5.17: Let A be a real vector space, equipped with non-degenerate scalar product q, W ⊂ A a d-dimensional subspace on which q is positive definite, 3 and W ′ ⊂ A a positive subspace of dimension d ′ < d. Then there exists a non-zero vector b ∈ W , such that the subspace generated by b and W ′ is also positive. Step 1: Let x, y ∈ Per be distinct points, and V x , V y ⊂ H 2 (M, R) the associated 2-planes. Then V x and V y belong to the same hyperkähler line S if and only if V x ∩ V y is non-zero, and the plane V x , V y generated by V x , V y is positive. Indeed, one can take S asociated with V x , V y , and the corresponding hyperkähler line is incidental to x and y, as shown above.
Step 2: Let x ∈ Per be a point, and V x ⊂ H 2 (M, R) the corresponding 2-plane. A vector ω ∈ V ⊥ x in the positive cone of V x defines a 3-dimensional plane ω, V x . This gives a hyperkähler line C ω ⊂ Teich passing through x, whenever q(ω, ω) > 0. Clearly, for generic ω ∈ V ⊥ x , all rational points of ω ⊥ lie in (H 2,0 ⊕ H 0,2 ) ∩ H 2 (M, Q). Therefore, the orthogonal complement to H 2,0 ⊕ H 0,2 ⊕ Rω has no rational points. We proved that a generic ω ∈ V ⊥ x corresponds to a GHK line, if ω lies in the positive cone (see also Claim 5.5).
Step 3: Let y ∈ U , y = x. Denote the 2-planes corresponding to x and y by V x and V y . We shall identify Per and Gr (2) We prove that it is actually equal to Per.
Step 4: Let W 1 and W 2 be 3-dimensional positive subspaces in the space H 2 (M, R), containing a ∈ H 2 (M, R). Assume that a ⊥ ∩ H 2 (M, Q) = 0. By Claim 5.5 this implies, in particular, that the subspaces W i correspond to GHK lines S W 1 , S W 2 . Then Ω 2 (S W 1 ) contains S W 2 . Indeed, from Lemma 5.17 it follows that there exists a positive 2-dimensional plane W := a, z, ⊂ H 2 (M, R) generated by a, z, with z ∈ W 1 , Applying Lemma 5.17, again, we find a positive 3-dimensional plane W := a, z, z ′ ⊂ H 2 (M, R), with z ′ ∈ W 2 . By Claim 5.5, W corresponds to a GHK line S W . Now, Step 1 immediately implies that S W intersects S W 1 and S W 2 , hence Ω 2 (S W 1 ) ⊃ S W 2 .
Step 5: Let x, t ∈ Per. Using Step 2, we find GHK lines passing through x and t. Denote by W x , W t ⊂ H 2 (M, R) the corresponding 3-planes, and let a ∈ W x be a vector which satisfies a ⊥ ∩ H 2 (M, Q) = 0 (such a exists by Claim 5.5.) Using Lemma 5.17, we choose a non-zero b ∈ W t , in such a way that q| a,b is positive definite. Now, let W be a positive 3-plane in H 2 (M, R) containing a and b. Then Ω 2 (S W ) contains S Wx , and Ω 2 (S Wt ) contains S W (Step 4). Therefore, Ω 4 (x) = Per. We proved Proposition 5.19.
Remark 5.20: Consider the operation Ω defined in Step 4. An easy parameter count imples that Ω 3 has the same dimension as Per. We expect that Ω 3 (x) = Per, for any x ∈ Per.
To complete the argument of Step 3, we need the following claim, which is intiutively clear.
Claim 5.21: Let U ⊂ Per be an open subset, and S t a continuous family of rational lines, parametrized by t ∈ T = [a, b] . Let x t , y t ∈ S t be points in U , lying on the respective lines, which depend continuously on t ∈ T . Assume that for t = t 0 ∈ T , the points x t 0 , y t 0 lie in the same connected component of S t 0 ∩ U . Then there exists a neighbourhood T 0 ∋ t 0 , such that x t , y t lie in the same connected component of S t ∩ U for all t ∈ T 0 .
Proof: Let Z ⊂ T × Per be the set of all pairs (t ∈ T, z ∈ S t ), and π : Z −→ T the standard projection. Denote by Z U ⊂ Z its open subset, Z U := (t ∈ T, z ∈ S t ∩ U ) Since π is a locally trivial fibration, we may trivialize it in a neighbourhood of t 0 , obtaining a decomposition Z = CP 1 × T . Since the fibers of π are all isomorphic to CP 1 , we may also assume that x t corresponds to a subset {0} × T ⊂ CP 1 × T and y t to {1} × T ⊂ CP 1 × T . Since y t 0 and x t 0 belong to the same connected component of π −1 (t 0 ) ∩ U , there exists a path γ : [0, 1] −→ π −1 (t 0 )∩U connecting y t 0 to x t 0 . Let W ⊃ γ be an open neighbourhood of γ contained in Z U . Any neighbourhood of γ contains a subset of form γ×]t 0 − ε, t 0 + ε[. Applying this to W , we obtain ε > 0 such that γ × {t} ⊂ W ⊂ Z U is a path connecting x t = {0} × {t} to y t = {1} × {t} for each t ∈]t 0 − ε, t 0 + ε[. This proves Claim 5.21, for
To apply Proposition 5.13 to the period map using the exceptional sets, we also need closed subsets with smooth boundary. In this situation the following lemma Proposition 5.19 can be used Proof: Let V x be the 2-plane in H 2 (M, R) corresponding to x via the identification Gr(2) = Per. Then the tangent space T x Per is identified with Hom(V x , V ⊥ x ), where V ⊥ x is an orthogonal complement. For a hyperkähler line C associated with a 3-dimensional space W , the corresponding 2-dimensional space
x (M ) and W can be chosen by adding to V x any Kähler class in H 1,1 (M ), the set of all tangent vectors T x C ⊂ T x Per is open in the space
The condition rk l = 1 is quadratic, and it is easy to check that an open subset U P ⊂ P cannot be contained inside a linear subspace of positive codimension. In particular, U P cannot lie in the tanget space to the boundary of K,
Take for U P the set of all vectors tangent to GHK lines passing through x. Then (5.1) implies that for a generic GHK line C passing through x, C intersects with the interior points of K.
Corollary 5.23: Let K ⊂ Per be a closure of an open, connected subset U ⊂ Per with smooth boundary, and Ω K the operation on subsets of K defined above. Denote by Ω i K an i-th iteration of Ω K , and let Ω * K (x) be the
Proof: Clearly, Ω U (x) is the set of all points in U which can be connected to x within U by a sequence of connected segments of GHK lines. By
. Then U is represented as a disconnected union of open sets Ω * U (x i ), for some {x i } ⊂ U . This is impossible, because U is connected. We proved that Ω * U (x) = U . Then Ω * K (x) = K, because every point on a boundary of K is connected to some point of U by a connected segment of a GHK line (Lemma 5.22).
The main result of this section is the following theorem Remark 5.25: It is well known that Per is simply connected (Claim 2.9). Then Theorem 5.24 implies that ψ is a diffeomorphism.
Proof of Theorem 5.24: To prove that ψ is a covering, we need to show that all its exceptional sets are empty (Proposition 5.13). Let K α be an exceptional set, associated with a closure K ⊂ Per of an open subset U ⊂ Per with smooth boundary. From Lemma 5.15 and Remark 5.16 it follows that
is a union of all iterations Ω i K (Z). However, for any non-empty Z ⊂ K, one has Ω * K (Z) = K by Corollary 5.23. Therefore, any exceptional set K α of ψ is empty, and Theorem 5.24 follows.
6 Monodromy group for K3 [n] .
When M = K3 [n] is a Hilbert scheme of points on a K3 surface, fundamental results about its moduli were obtained by E. Markman ([M1] , [M2] ), using the Fourier-Mukai action on the derived category of coherent sheaves. In this section we relate these results with our computation of Teich b to obtain a global Torelli theorem for M = K3 [p α +1] , p prime.
Monodromy group for hyperkähler manifolds
Let M be a complex manifold, and M a coarse moduli space of its deformations.
Definition 6.1: A monodromy group Mon(M ) of a hyperkähler manifold M is a subgroup of GL(H * (M, Z)) generated by the monodromy of the Gauss-Manin local systems, for all deformations of M .
Consider the universal fibration F on M, with the fiber in I ∈ M corresponding to the associated complex manifold (M, I). The universal fibration does not always exist (it exists for fine moduli spaces, in the category of stacks). One could consider the monodromy of the corresponding GaussManin connection, and relate it to the monodromy group of M , as follows (please see [Z] and [No] for the definition and properties of the fundamental groups of stacks).
Claim 6.2: Let M be a hyperkähler manifold, and M st its fine moduli space, equipped with the universal fibration. Then the monodromy group of M is the image of the fundamental group π 1 (M st ) in GL(H * (M )), under the monodromy action.
Remark 6.3: The stack M st admits a natural projection to the coarse moduli space M. This map is an isomorphism for any open set U ⊂ M st such that all fibers of the universal fibration at U have no automorphisms. In particular, M st = M whenever all deformations of M have no automorphisms; the stack structure is a way of taking automorphisms of M into account.
Remark 6.4: Whenever the generic fiber of the universal fibration has no automorphisms, the projection M st −→ M is generically an isomorphism. If the group of automorphisms is always finite, M st is a Deligne-Mumford stack, which is the same as an orbifold, and M st −→ M is a tautological forgetful functor from the category of orbifolds to the category of varieties. By semi-continuity, the points of M st with non-trivial automorphism groups are a Zariski closed set in M st . Therefore, the natural map π 1 (M st ) −→ π 1 (M) is an isomorphism.
Using the global Torelli theorem (Theorem 4.25), the monodromy group can be related to the mapping class group, as follows. Corollary 6.6: Let γ ∈ Mon be an element of the monodromy group acting trivially on the projectivization PH 2 (M, C). Suppose that a general deformation of M has no automorphisms. Then γ is trivial.
Proof: Let γ ∈ M be a loop, and σ γ the corresponding element of the mapping class group of M , defined in the same way as τ γ above. If γ acts trivially on PH 2 (M, C), the corresponding loop in M b = Per ⊂ PH 2 (M, C) is contractible. Since the Hausdorff reduction map Teich −→ Teich b is etale, γ can be lifted to a contractible loop in M. Therefore, γ is contractible, and σ γ is trivial.
Remark 6.7: In the above corollary, a stronger result is actually proven. Instead of defining the monodromy group as above, we could define Mon as the image of π 1 (M) in the mapping class group of M . Then Corollary 6.6 implies that the natural map of Mon to P GL (H 2 (M, C) ) is injective.
Remark 6.8: The kernel of the natural projection Γ I −→ P GL(H 2 (M, C) is identified with the group of holomorphic automorphisms of a generic deformation of a hyperkähler manifold M . When M = K3 [n] , this group is trivial, which can be easily seen e.g. from the results of [V5] . When M is a generalized Kummer variety, it is known to be non-trivial ( [KV] ).
Remark 6.9: Theorem 6.5 is false when a generic deformation of M has automorphisms (e.g. for a generalized Kummer variety). Indeed, in this case we could take an isotrivial deformation of M with monodromy inside this automorphism group. The corresponding elements in the monodromy group may have trivial action on H 2 (M, C), which is, indeed, the case for a generalized Kummer variety ([M1] , last paragraph of Section 4.2).
The Hodge-theoretic Torelli theorem for K3
[n] Definition 6.10: Let V be a vector space, g a non-degenerate quadratic form, and v ∈ V a vector which satisfies g(v, v) = ±2. Consider the pseudoreflection map ρ v : V −→ V , Comparing this with Theorem 6.5 and using the global Torelli theorem (Theorem 4.25), we immediately obtain the following result. The reflection group was computed in [M2] (Lemma 4.2). When n − 1 is a prime power, this computation is particularly effective. Definition 6.13: Let (V, g) be a real vector space equipped with a nondegenerate quadratic form of signature (m, n), and
It is easy to see that S is homotopy equivalent to a sphere S m−1 . Define the spinorial norm of η ∈ O(V ) as ±1, where the sign is positive if η acts as 1 on H m−1 (S), and negative if η acts as -1. Let O + (V ) denote the set of all isometries with spinorial norm 1. Definition 6.16: Let V be a real vector space equipped with a non-degenerate quadratic form of signature (m, n). A choice of spin orientation on V is a choice of a generator of the cohomology group H m−1 (S) (Definition 6.13). Clearly, O + (V ) is a group of orthogonal maps preserving the spin orientation.
Remark 6.17: For a space V with signature (m, n), the group O(V ) has 4 connected components, which are given by a choice of orientation and spin orientation. Alternatively, these 4 components are distinguished by a choice of orientation on positive m-dimensional planes and negative n-dimensional planes.
Remark 6.18: Donaldson ([Do] ) has shown that any diffeomorphism of a K3 surface M preserves the spin orientation, and the global Torelli theorem implies that every integer isometry of H 2 (M ) preserving the spin orientation is induced by a diffeomorphism ( [Bor] ). This implies that the mapping class group Γ M is mapped to O + (H 2 (M, Z)) surjectively. is disconnected, and has two connected components. Since the orthogonal complement (V 1,1 ) ⊥ is oriented, a spin orientation on V is uniquely determined by a choice of one of two components of R. The Kähler cone of M is contained in one of two components of R. This gives a canonical spin orientation on H 2 (M, R).
Definition 6.20: Let M be a hyperkähler manifold. We say that the Hodge-theoretic Torelli theorem holds for M , if for any I 1 , I 2 inducing isomorphic Hodge structures on H 2 (M ), the manifold (M, I 1 ) is bimeromorphically equivalent to (M, I 2 ), provided that this isomorphism of Hodge structures is also compatible with the spin orientation and the BogomolovBeauville-Fujiki form, and I 1 , I 2 lie in the same connected component of the moduli space.
Remark 6.21: This is the most standard version of global Torelli theorem.
The following claim immediately follows from Theorem 6.5.
Claim 6.22: Let M be a hyperkähler manifold. Then the following statements are equivalent.
(i) The Hodge-theoretic Torelli theorem holds for M .
(ii) The monodromy group Mon of M is surjectively mapped to the group O + (H 2 (M, Z), q), under the natural action of Mon on H 2 (M ).
Comparing this with the Markman's computation of the mapping class group (Proposition 6.15), we immediately obtain the following theorem. Remark 6.24: For other examples of hyperkähler manifolds, the Hodgetheoretic global Torelli theorem is known to be false. For generalized Kummer varieties this was proven by Namikawa ( [Na] ), and for M = K3 [n] this observation is due to Markman ([M2] ). For O'Grady's examples of hyperkähler manifolds ( [O] ), it is unknown.
7 Appendix: A criterion for a covering map (by Eyal Markman)
Another version of the proof of Proposition 5.13 was proposed by E. Markman; with his kind permission, I include it here.
Proposition 7.1: (Proposition 5.13) Let ψ : X → Y be a local homeomorphism of Hausdorff topological manifolds. Assume that every open subset U ⊂ Y , whose closure U is homeomorphic to a closed ball in R n , satisfies the following property. For every connected component C of ψ −1 (U ), the equality ψ(C) = U holds. Then ψ is a covering map.
Verbitsky stated the above proposition in the category of differentiable manifolds and provided a proof of the proposition, involving Riemanniangeometric constructions on the domain X. We translate his proof to an elementary point set topology language. The natural translation of the statement and its proof to the category of differentiable manifolds is valid as well. In that case ψ is a local diffeomorphism and it suffices for the assumption to hold for open subsets U , such that the boundary ∂U is smooth, and there exists a homeomorphism from U onto a closed ball in R n , which restricts to a diffeomorphism between the two interiors and between the two boundaries. We will need the following well known fact (see [Br] , Lemma 1).
Lemma 7.2: Let f : X → Y be a local homeomorphism of topological spaces, W a connected Hausdorff topological space, h : W → Y a continuous map, x 0 a point of X, and w 0 a point of W satisfying h(w 0 ) = f (x 0 ). Then there exists at most one continuous map h : W → X, satisfying h(w 0 ) = x 0 , and f • h = h.
Proof of Proposition 7.1: The statement is local, so we may assume that Y = R n . Let x be a point of X and set y := ψ(x).
