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Povzetek
Naslov: Algoritmi za izracˇun razdalje med cˇasovnimi vrstami z dinamicˇnim
prilagajanjem cˇasa
Avtor: Leon Premk
Diplomska naloga obravnava mozˇne pohitritve racˇunanja razdalje med cˇasovnima
vrstama. S cˇasovnimi vrstami se v racˇunalniˇstvu srecˇujemo zelo pogosto in
so ena izmed najpomembnejˇsih vrst podatkov za strojno ucˇenje. S pomocˇjo
razpoznave trendov znotraj cˇasovnih vrst lahko lazˇje razumemo, kaj te pred-
stavljajo, jih razvrsˇcˇamo v razrede in pripravimo za nadaljnje raziskave.
Doprinos diplomske naloge so novi pristopi optimizacije algoritma di-
namicˇnega prilagajanja cˇasa s pomocˇjo vzporednega izvajanja. Predstavljena
sta dva nacˇina izboljˇsave. Prvi nacˇin temelji na principu srecˇanja na sredini,
kjer se en del algoritma zacˇne racˇunati na zacˇetku, drugi na koncu, srecˇata
pa se na sredini, kjer se zdruzˇita in vrneta rezultat.
Drugi nacˇin opisuje prilagoditev zaporedja racˇunanja tako, da problem
dinamicˇnega programiranja v vsaki iteraciji lahko racˇunamo vzporedno.
Prednost prve izboljˇsave je, da je preprosta za razumevanje in izvedbo
ter zˇe na majhnih cˇasovnih vrstah dosega pricˇakovano pohitritev. Druga
izboljˇsava je za izvedbo malenkost bolj kompleksna in se zaradi tehnicˇnih
omejitev bolje izkazˇe na dolgih cˇasovnih vrstah.
Kljucˇne besede: dinamicˇno prilagajanje cˇasa, vzporedni algoritem, di-
namicˇno programiranje, k najblizˇjih sosedov, cˇasovna vrsta.

Abstract
Title: Algorithms for distance calculation between time series using dynamic
time warping
Author: Leon Premk
This BSc thesis deals with speeding up distance calculations between time
series. We deal with time series very often in computer science. They are
one of the most common forms of data for machine learning. By recognizing
trends within them, we can understand them better, split them into classes
and prepare them for further research.
The contribution of this BSc thesis are new approaches for optimising
dynamic time warping (DTW) algorithm by parallelizing its computation.
Two approaches of optimisation are described. First approach is based on
meet in the middle principle, where we begin calculating from each end of
time series and meet in the middle.
Second approach is based on changing the sequence of calculations in
order to be able to compute each iteration of this dynamic programming
problem in parallel.
First approach is easier to understand and implement and performs as
expected even on shorter time series. Second approach is more complex to
implement and because of technical limitations only gives optimal results on
longer time series.
Keywords: dynamic time warping, parallel algorithms, dynamic program-




Diplomska naloga obravnava mozˇno pohitritev racˇunanja razdalje med cˇasov-
nima vrstama. S cˇasovnimi vrstami se v racˇunalniˇstvu srecˇujemo zelo pogo-
sto [13] in so eden izmed najpomembnejˇsih vrst podatkov za strojno ucˇenje.
V obliki cˇasovnih vrst najpogosteje najdemo podatke, kot so elektrokardio-
gram, posnetki glasu, gibanja, zaporedni podatki o GPS koordinatah itd. S
pomocˇjo razpoznave trendov lahko lazˇje razumemo, kaj te predstavljajo, jih
razvrsˇcˇamo v razrede in pripravimo za nadaljnje raziskave [3].
1.1 Motivacija
Najpogosteje se za racˇunanje razdalje med cˇasovnimi vrstami uporablja di-
namicˇno prilagajanje cˇasa (DTW – dynamic time warping). Ta namesto
absolutne razdalje cˇasovni vrsti primerja glede na trende, kar nas pogosteje
bolj zanima. Dinamicˇno prilagajanje cˇasa je algoritem, zasnovan po metodi
dinamicˇnega programiranja in v vsakem koraku s pomocˇjo prejˇsnjih vrednosti
najde trenutno optimalno vrednost. Med najpogostejˇse uporabe racˇunanja
razdalje med cˇasovnimi vrstami s pomocˇjo DTW sodijo razpoznava glasu,
govorca, vedenja in pisave.
Mnoge naprave, ki jih uporabljamo vsak dan, vsebujejo merilnike po-
spesˇkov, s katerimi lahko med hojo zajamemo podatke, na podlagi katerih
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lahko zgradimo cˇasovne vrste. Med taksˇne naprave sodijo predvsem pametni
telefoni in ure. Omogocˇajo nam skoraj neomejeno podatkovno zbirko, ki se
neprestano posodablja in nam omogocˇa uporabo algoritma DTW za razpo-
znavo hoje. Slednje lahko uporabimo za avtentikacijo uporabnika, kar opisuje
vir [10]. Ko usluzˇbenec pride v prostore podjetja, njegova mobilna naprava
na strezˇnik posˇlje podatke o njegovi hoji, na podlagi katerih s pomocˇjo DTW
strezˇnik avtenticira uporabnika in mu omogocˇi dostop do vsebin. Na ta nacˇin
se lahko izognemo uporabi fizicˇnih avtentikacijskih metod, med katere spa-
dajo kljucˇi in kartice kot tudi uporabi gesel. Vir [9] opisuje primer uporabe
DTW za avtomatizirano diagnosticiranje bolnikov za bolezni, ki jih prinese
infarkt, in to na podlagi njihove hoje. Podobno se lahko DTW uporablja za
diagnozo nevrodegenerativnih bolezni, kar sta pocˇela avtorja cˇlanka [6].
Na podrocˇju racˇunanja razdalje med cˇasovnimi vrstami je bilo narejenih
zˇe kar nekaj raziskav, ki so obravnavale razlicˇne pristope ter optimizacije
pristopov [1, 12]. Optimizacije pristopov racˇunanja razdalj so bile vedno na
zaporednih algoritmih, v diplomski nalogi pa so opisani vzporedni pristopi, ki
lahko v teoriji drasticˇno skrajˇsajo cˇas racˇunanja. Ker je algoritem zasnovan
po metodi dinamicˇnega programiranja, je izracˇun v neki tocˇki odvisen od
zˇe prej izracˇunanih vrednosti, kar otezˇi vzporedno izvedbo, vendar lahko z
nekaj triki ta problem resˇimo. Na kaksˇen nacˇin lahko to storimo, si bomo
podrobneje pogledali v diplomski nalogi.
1.2 Pregled strukture diplomske naloge
Poglavje 2 na zacˇetku razlozˇi pojme, ki bodo uporabljeni tekom diplom-
ske naloge, opiˇse osnovne nacˇine racˇunanja razdalj med dvema cˇasovnima
vrstama in nato predstavi idejo algoritma DTW. V 3. poglavju se bomo
osredotocˇili na algoritem DTW in z razlicˇnimi pristopi racˇunanja tega al-
goritma poskusˇali optimizirati hitrost algoritma s pomocˇjo vzporednosti ter
zmanjˇsati njegovo prostorsko zahtevnost. Eksperimentalno okolje in rezultati
testiranja so opisani v 4. poglavju. Sklepne ugotovitve in ideje za bodocˇe
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Cˇasovna vrsta ali zaporedje je urejeno v kronolosˇkem vrstnem redu. Posebna
oblika cˇasovne vrste je tocˇka. Tocˇka v ravnini je cˇasovna vrsta z dolzˇino 2.
Zaporedje si najlazˇje predstavljamo kot diskretno funkcijo neke lastnosti v
odvisnosti od cˇasa. Najpogosteje so podatki zajeti v enakomernih intervalih.
Med cˇasovne vrste uvrsˇcˇamo zapise zvoka, gibanja, nihanja temperature skozi
cˇas itd.
Ko analiziramo in primerjamo cˇasovne vrste med seboj, nas najbolj za-
nima podobnost med njimi, ki jo predstavimo kot razdaljo med cˇasovnimi
vrstami. Vecˇja kot je podobnost med dvema vrstama, manjˇsa je njuna medse-
bojna razdalja. V nadaljevanju si bomo pogledali, kako izracˇunamo razdaljo
med tocˇkama a = (a0, a1), b = (b0, b1) in nato sˇe med cˇasovnima vrstama
a = (a0, a1, . . . , an), b = (b0, b1, . . . , bm), kjer ai, bi ∈ R.
2.2 Evklidska in manhattanska razdalja
Najpreprostejˇsa mera za izracˇun razdalje med dvema tocˇkama v ravnini izvira
zˇe iz starega veka in je ugotovitev grsˇkega matematika Evklida. Deluje po
principu Pitagorovega izreka, za katerega velja, da je razdalja med dvema
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(a0 − b0)2 + (a1 − b1)2. (2.1)





(ai − bi)2. (2.2)
Evklidska razdalja je najkrajˇsa pot med dvema tocˇkama v ravnini in jo
prakticˇno lahko predstavimo kot dolzˇino daljice, ki povezuje ti tocˇki. Pogosto
nas zanima manhattanska razdalja, ki predstavlja skupno dolzˇino daljic, ki
povezujejo ti tocˇki in lahko potekajo le vzporedno z osema. Matematicˇno jo
zapiˇsemo tako:
dM(a, b) = |a0 − b0|+|a1 − b1| . (2.3)
Cˇe racˇunamo manhattansko razdaljo med dvema cˇasovnima vrstama, jo




|ai − bi|. (2.4)
S pomocˇjo evklidske ali manhattanske razdalje lahko hitro in enostavno
izracˇunamo, cˇe sta cˇasovni vrsti podobni. Tezˇava nastane pri racˇunanju raz-
dalje med cˇasovnima vrstama razlicˇnih dolzˇin, saj omenjeni razdalji omogocˇata
le racˇunanje razdalje med zaporedjema enakih dolzˇin. Prav tako nas redko
zanima neposredna razlika med dvema cˇasovnima vrstama in smo bolj zainte-
resirani za iskanje trendov v njih. Za taksˇne naloge je bolj primerna razdalja
DTW, ki jo opiˇsemo v naslednjem razdelku.
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2.3 Dinamicˇno prilagajanje cˇasa
2.3.1 Definicija
Slika 2.1: Graficˇni prikaz evklidske razdalje in dinamicˇnega prilagajanja cˇasa.
Modra in rdecˇa krivulja predstavljata cˇasovni vrsti a in b, povezujocˇe cˇrte pa
razdaljo med tocˇkami. Vir: https://commons.wikimedia.org/wiki/File:
Euclidean_vs_DTW.jpg.
Ko si ogledujemo in primerjamo cˇasovne vrste, najpogosteje v njih iˇscˇemo
ponavljajocˇe se trende, ki nam prikazujejo podobnost med njimi. Za taksˇno
nalogo je evklidska razdalja neprimerna. Kot primer si poglejmo elektrokar-
diografijo. Cˇe je nasˇe vprasˇanje, ali ima oseba srcˇni utrip, in imamo cˇasovno
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vrsto, ki predstavlja elektricˇne pulze srca te osebe, primerjamo pa jo z ele-
ktrokardiografijo druge osebe, ki ji srce bije pocˇasneje ali hitreje kot prvi
osebi, bi evklidska razdalja med njima pokazala veliko razliko. Prav tako bi










Slika 2.2: DTW pot W , sestavljena iz 9 korakov w
Za ta namen se uporablja metoda DTW ali dinamicˇno prilagajanje cˇasa.
Razlika med evklidsko razdaljo in DTW je prikazana na sliki 2.1. Da bi
primerjali dve cˇasovni vrsti z metodo DTW, ju moramo najprej postaviti v
matriko M dimenzije n×m, kjer je n dolzˇina prve cˇasovna vrste in m dolzˇina
druge cˇasovne vrste. Vsaka celica predstavlja razdaljo med tocˇkama ai in bj.
Pot v matriki predstavlja zaporedje celic tako, da je razdalja med cˇasovnima
vrstama (vsota razdalj med tocˇkami) najmanjˇsa. Za izracˇun celic v matriki
potrebujemo mero razdalje. Ker nas zanima le razlika v vrednosti nasˇih tocˇk
in ne dejanska razdalja v prostoru, velja dM(ai, bj) = dE(ai, bj) =
∣∣ai − bj∣∣.
Ko smo definirali nasˇo mero razdalje, lahko DTW definiramo kot iskanje
najkrajˇse poti W , ki nas v matriki pripelje od celice M [0, 0] do celice M [n−
1,m− 1]. Pot je sestavljena iz vecˇ korakov. V vsakem koraku se iz trenutne
celice M [x, y] prestavimo v sosednjo celico M [i, j], tako da velja x ≤ i in
y ≤ j. Dolzˇino koraka oznacˇimo z d(w) in predstavlja razdaljo med tocˇkama
ai in bj, zato velja d(w) =
∣∣ai − bj∣∣. Sˇtevilo korakov, ki nas pripelje od
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zacˇetne do koncˇne celice v matriki, oznacˇimo s p. Primer poti z 9 koraki je
predstavljen na sliki 2.2. DTW nato zapiˇsemo z enacˇbo:




2.3.2 Dinamicˇno programiranje in primer izracˇuna
Algoritem DTW je zasnovan po metodi dinamicˇnega programiranja, kjer je
rezultat v dani celici odvisen od prej izracˇunanih rezultatov. Za racˇunanje
razdalje med dvema cˇasovnima vrstama se zgradi matrika M velikosti n×m.
Cˇe predpostavimo, da je n daljˇsa od cˇasovnih vrst, sta osnovi cˇasovna in
prostorska zahtevnost algoritma O(n × m) = O(n2). Najprej izracˇunamo
zacˇetno vrednost: M [0, 0] =
∣∣a[0]− b[0]∣∣, prvi stolpec po enacˇbi:
M [i, 0] =
∣∣a[i]− b[0]∣∣+ M [i− 1, 0] ∀(0 < i < n), (2.6)
kjer je 0 < i < n in prvo vrstico po enacˇbi:
M [0, j] =
∣∣a[0]− b[j]∣∣+ M [0, j − 1] ∀(0 < j < m), (2.7)
kjer je 0 < j < m, i in j pa poziciji v vertikalni in horizontalni smeri.
Racˇunanje zacˇetne vrednosti, prvega stolpca in vrstice prikazuje slika 2.3.
Nato notranje celice (slika 2.4) izracˇunamo z enacˇbo:
M [i, j] =
∣∣a[i]− b[j]∣∣+ min(M [i, j − 1],M [i− 1, j],M [i− 1, j − 1]). (2.8)
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ai
bj 14 16 16 12 2





Slika 2.3: Izracˇun zacˇetnih vrednosti v matriki z algoritmom DTW. Primer
izracˇuna celice: 25 = |17− 2|+ 10.
ai
bj 14 16 16 12 2
17 3 4 5 10 25
17 6 4 5 10 25
13 7 7 7 6
19 12
16 14
Slika 2.4: Izracˇun notranje celice v matriki z algoritmom DTW. Primer
izracˇuna celice: 6 = |13− 12|+ min(7, 10, 5).
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ai
bj 14 16 16 12 2
17 3 4 5 10 25
17 6 4 5 10 25
13 7 7 7 6 17
19 12 10 10 13 23
16 14 10 10 14 27





Osnovna oblika algoritma DTW [2] poteka od zacˇetka do konca cˇasovnih
vrst a in b. Vsaka celica se izracˇuna po enacˇbi 2.8 – glej algoritem 1 in
sliko 2.4. V 2 in 3 vrstici algorima inicializiramo spremenljivki m in n, ki
predstavljata dolzˇino cˇasovnih vrst a in b. Zacˇnemo s prvim stolpcem, ki
ga izracˇunamo v prvi zanki, ki se v algoritmu nahaja v vrstici 5. Nato v
drugi zanki izracˇunamo prvo vrstico, v algoritmu v vrstici 8. V gnezdeni
zanki (vrstica 11) nadaljujemo z racˇunanjem glavnega dela. Rezultat, ki
predstavlja razdaljo med cˇasovnima vrstama, je zadnja celica v matriki torej
M [n− 1,m− 1] (slika 2.5).
3.2 Nacˇin nazaj
Algoritem prav tako deluje v nasprotni smeri. Cˇe zacˇnemo v spodnjem de-
snem kotu matrike in racˇunamo proti zacˇetku, dobimo enak rezultat kot pri
osnovni obliki naprej. Tokrat najprej izracˇunamo zadnje polje v matriki:
M [n−1,m−1] = ∣∣a[n− 1]− b[m− 1]∣∣ – glej algoritem 2. Nato podobno kot
prej izracˇunamo sˇe zadnji stolpec in vrstico ter notranje vrednosti matrike.
Rezultat je tokrat celica M [0, 0]
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Algorithm 1 DTW Naprej
1: procedure dtw fw(a, b). DTW naprej med cˇasovnima vrstama a in b
2: n← size(a)
3: m← size(b)
4: M [0, 0]← ∣∣a[0]− b[0]∣∣
5: for i:1, i < n, i++ do . Izracˇun prvega stolpca
6: M [i, 0]← ∣∣a[i]− b[0]∣∣+ M [i− 1, 0]
7: end for
8: for j:1, j < m, j++ do . Izracˇun prve vrstice
9: M [0, j]← ∣∣a[0]− b[j]∣∣+ M [0, j − 1]
10: end for
11: for i:1, i < n, i++ do . Izracˇun matrike
12: for j:1, j < m, j++ do
13: M [i, j]← ∣∣a[i]− b[j]∣∣+ min(M [i, j − 1],
14: M [i− 1, j],M [i− 1, j − 1])
15: end for
16: end for
17: return M [n− 1,m− 1]
18: end procedure
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Algorithm 2 DTW Nazaj
1: procedure dtw bk(a, b) . DTW nazaj med cˇasovnima vrstama a in b
2: n← size(a)
3: m← size(b)
4: M [n− 1,m− 1]← ∣∣a[n− 1]− b[m− 1]∣∣
5: for i:n - 2, i ≥ 0, i-- do . Izracˇun zadnjega stolpca
6: M [i,m− 1]← ∣∣a[i]− b[m− 1]∣∣+ M [i + 1,m− 1]
7: end for
8: for j:m - 2, j ≥ 0, j-- do . Izracˇun zadnje vrstice
9: M [n− 1, j]← ∣∣a[n− 1]− b[j]∣∣+ M [n− 1, j + 1]
10: end for
11: for i:n - 2, i ≥ 0, i-- do . Izracˇun matrike
12: for j:m - 2, j ≥ 0, j-- do
13: M [i, j]← ∣∣a[i]− b[j]∣∣+ min (M [i, j + 1],
14: M [i + 1, j],M [i + 1, j + 1])
15: end for
16: end for




Izkazˇe se, da lahko v vsaki vrstici izracˇunamo rezultat matrike, cˇe imamo do
tiste vrstice matriko izracˇunano s prejˇsnjima metodama. Rezultat dobimo
tako, da v vrsticah, kjer se stakneta metodi naprej in nazaj, najdemo naj-
manjˇso vsoto po istem postopku, kot bi racˇunali posamezno celico. Zapiˇsemo
ga z enacˇbo:
min( min(M [h, i] + M [h− 1, i] ∀(0 < i < m)),
min(M [h− 1, i] + M [h, i + 1] ∀(0 < i < m− 1))),
(3.1)
kjer velja, da je h sˇtevilka zadnje naracˇunane vrstice po metodi nazaj, h −
1 pa sˇtevilka zadnje naracˇunane vrstice po metodi naprej – glej algoritem
3 in sliko 3.1. Rezultat iˇscˇemo v zanki na poziciji 32. Spremenljivko d
najprej inicializiramo z vrednostjo neskoncˇno, nato na sticˇiˇscˇu metod naprej
in nazaj iˇscˇemo najmanjˇso vsoto med navzdol sosednjima celicama in desno-
dol diagonalno sosednjima celicama.
ai
bj 14 16 16 12 2
17 3 4 5 10 25
17 6 4 5 10 25
13 7 7 7 6 17
19 23 21 21 21 31
16 20 18 18 18 14
Slika 3.1: Iskanje rezultata pri metodi naprej-nazaj.
3.4 Diagonalni nacˇin
Do sedaj smo se lotili resˇevanja DTW algoritmov po vrsticah, obstaja pa tudi
metoda, izracˇuna po diagonalah – glej algoritem 4 in sliko 3.2. Za izracˇun
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Algorithm 3 DTW Naprej-nazaj




5: M [0, 0]← ∣∣a[0]− b[0]∣∣
6: M [n− 1,m− 1]← ∣∣a[n− 1]− b[m− 1]∣∣
7: for i:1, i < h, i++ do . Izracˇun prve polovice prvega stolpca
8: M [i, 0]← ∣∣a[i]− b[0]∣∣+ M [i− 1, 0]
9: end for
10: for j:1, j < m, j++ do . Izracˇun prve vrstice
11: M [0, j]← ∣∣a[0]− b[j]∣∣+ M [0, j − 1]
12: end for
13: for i:n - 2, i ≥ h, i-- do . Izracˇun prve polovice zadnjega stolpca od zadaj
14: M [i,m− 1]← ∣∣a[i]− b[m− 1]∣∣+ M [i− 1,m− 1]
15: end for
16: for j:m - 2, j ≥ 0, j-- do . Izracˇun zadnje vrstice
17: M [n− 1, j]← ∣∣a[n− 1]− b[j]∣∣+ M [n− 1, j − 1]
18: end for
19: for i:1, i < h, i++ do . Izracˇun zgornje polovice matrike
20: for j:1, j < m, j++ do
21: M [i, j]← ∣∣a[i]− b[j]∣∣+ min(M [i, j − 1],
22: M [i− 1, j],M [i− 1, j − 1])
23: end for
24: end for
25: for i:n - 2, i ≥ h, i-- do . Izracˇun spodnje polovice matrike
26: for j:m - 2, j ≥ 0, j-- do
27: M [i, j]← ∣∣a[i]− b[j]∣∣+ min(M [i, j + 1],




32: for k:0, k < m - 1, k++ do . Iskanje najmanjˇse vrednosti v sticˇnih vrsticah
33: s = min(M [h, k] + M [h− 1, k],M [h, k + 1] + M [h− 1, k])
34: d = min(s, d)
35: end for
36: s = M [h,m− 1] + M [h− 1,m− 1]




enako kot prej najprej izracˇunamo zacˇetno vrednost, prvo vrstico in prvi stol-
pec (v vrsticah 4, 5, 8). Nato racˇunamo vrednosti matrike po isti enacˇbi kot
v osnovni izvedbi, vendar se namesto po vrsticah premikamo po diagonalah.
Ker se sprehajamo po diagonalah, moramo v algoritmu indekse sproti prilaga-
jati. V prvi zanki (vrstica 24) najprej izracˇunamo zgornji trikotnik matrike.
Cˇe matrika ni kvadratna, v drugi zanki (vrstica 17) izracˇunamo preostale dia-
gonale dolzˇine m. V zadnji zanki (vrstica 24) izracˇunamo preostanek matrike
(spodnji trikotnik). Rezultat je vrednost v celici M [n− 1,m− 1].
ai
bj 14 16 16 12 2
17 3 4 5 10 25
17 6 4 5 10 25
13 7 7 7 6
19 12 10
16 14
Slika 3.2: Diagonalna izvedba DTW. Primer izracˇuna celice: 6 = |13− 12|+
min(7, 10, 5).
3.5 Optimizacija pomnilnika diagonalnega nacˇina
Problem diagonalne implementacije je v slabi izrabi predpomnilnika. Iz de-
lovnega pomnilnika se v predpomnilnik prenasˇajo podatki v zaporednih blo-
kih. Za lazˇje razumevanje predpostavimo, da so bloki dolgi enako kot ena
vrstica v matriki. Varianta naprej bi z enim prenosom iz delovnega pomnil-
nika lahko obdelala celo vrstico, medtem ko diagonalna implementacija v
vsakem koraku racˇuna vrednost elementa v razlicˇni vrstici, kar pomeni, da je
za izracˇun ene diagonale potrebnih toliko prenosov iz delovnega pomnilnika,
kot je diagonala dolga. Prenosi obcˇutno vplivajo na cˇas izvajanja algoritma,
saj predstavljajo ozko grlo.
Diplomska naloga 19
Algorithm 4 DTW diagonalno
1: procedure dtw diag(a, b) . DTW naprej med cˇasovnima vrstama a in b
2: n← size(a)
3: m← size(b)
4: M [0, 0]← ∣∣a[0]− b[0]∣∣
5: for i:1, i < n, i++ do . Izracˇun prve vrstice
6: M [i, 0]← ∣∣a[i]− b[0]∣∣+ M [i− 1, 0]
7: end for
8: for j:1, j < m, j++ do . Izracˇun prvega stolpca
9: M [0, j]← ∣∣a[0]− b[j]∣∣+ M [0, j − 1]
10: end for
11: for i:1, i < m, i++ do . Izracˇun zgornjega trikotnika
12: for j:0, j < i, j++ do
13: M [i− j, j + 1]← ∣∣a[i− j]− b[j + 1]∣∣+ min(M [i− j − 1, j],
14: M [i− j − 1, j + 1],M [i− j, j])
15: end for
16: end for
17: for i:m, i < n, i++ do . Izracˇun vmesne matrike
18: for j:0, j < m - 1, j++ do
19: M [i− j, j + 1]← ∣∣a[i− j]− b[j + 1]∣∣+
20: + min(M [i− j, j],M [i− j − 1, j],
21: M [i− j − 1, j + 1])
22: end for
23: end for
24: for i:n, i < m + n - 1, i++ do . Izracˇun spodnjega trikotnika
25: for j:0, j < n + m - i - 2, j++ do
26: M [n− j − 1, j + i− n + 2]← ∣∣a[n− j − 1]− b[j + i− n + 2]∣∣+
27: + min(
28: M [n− j − 1, j + i− n + 1],
29: M [n− j − 2, j + i− n + 1]




34: return M [n− 1,m− 1]
35: end procedure
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Resˇitev problema je, da nasˇo matriko zavrtimo za 45 stopinj. Na tak nacˇin
v pomnilniku vsako diagonalo predstavimo kot vrstico, s cˇimer omogocˇimo
optimalno prenasˇanje po pomnilniˇski hierarhiji in posledicˇno izboljˇsamo cˇas
izvajanja za ceno vecˇje porabe prostora ∼ (n + m− 1)×m.
Ker bomo matriko zavrteli, se spremeni sˇtevilo vrstic. Originalno sˇtevilo
vrstic (dolzˇino cˇasovne vrste a) si shranimo kot no (vrstica 2 v algoritmu
5). Novo sˇtevilo vrstic bo no + m − 1. Kot pri vseh metodah moramo
tudi tu najprej izracˇunati zacˇetne vrednosti (Slika 3.3), kar v algoritmu 5
predstavljata zanki v 9. in 6. vrstici.
Nato v zanki v 12. vrstici poracˇunamo prvi del matrike (Slika 3.4). Za
celice znotraj prvega dela matrike velja enacˇba:
M [i, j]←∣∣a[i− j]− b[j]∣∣+
min (M [i− 1, j],M [i− 1, j − 1],M [i− 2, j − 1]).
(3.2)
Cˇe cˇasovni vrsti nista enako dolgi, vmesne vrstice matrike izracˇunamo v zanki
na 18. vrstici. Elementi se izracˇunajo po enacˇbi:
M [i, j]←∣∣a[i− j]− b[j]∣∣+
min (M [i− 1, j],M [i− 1, j − 1],M [i− 2, j − 1]).
(3.3)
Zadnjo vmesno diagonalo zamaknemo za eno celico v levo, da izracˇunane
elemente poravnamo levo, kar lahko vidimo na sliki 3.5. S tem zagotovimo,
da je v vrstici na indeksu 0 element, ki je na indeksu 0 tudi v diagonali. Zaradi
zamika se naslednja vrstica v matriki racˇuna nekoliko drugacˇe. Izracˇunamo
jo v zanki v 24. vrstici. Za izracˇun velja:
M [i, j]←∣∣a[i− j − 1]− b[j + 1]∣∣+
min (M [i− 1, j + 1],M [i− 1, j],M [i− 2, j]).
(3.4)
Spodnji del matrike (Slika 3.6) izracˇunamo v zadnji zanki na 30. vrstici.
Enacˇba za zadnji del matrike je:
M [i, j]←∣∣a[no − j − 1]− b[j + i− no + 1]∣∣+
min (M [i− 1, j],M [i− 1, j + 1],M [i− 2, j + 1]).
(3.5)
Rezultat predstavlja element v celici M [n− 1, 0].
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ai










bj 14 16 16 12 2
17 3
17 6 4
13 7 4 5
19 12 7 5 10
16 14 10 7 10 25
Slika 3.4: Diagonalna izvedba DTW z optimizacijo predpomnilnika –
racˇunanje prvega dela. Primer izracˇuna celice: 7 = |13− 16|+ min(7, 4, 5).
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ai
bj 14 16 16 12 2
17 3
17 6 4
13 7 4 5
19 12 7 5 10
16 14 10 7 10 25
10 10 6 25
Slika 3.5: Diagonalna izvedba DTW z optimizacijo predpomnilnika – zamik.
Primer izracˇuna celice: 6 = |13− 12|+ min(7, 10, 5).
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ai
bj 14 16 16 12 2
17 3
17 6 4
13 7 4 5
19 12 7 5 10
16 14 10 7 10 25




Slika 3.6: Diagonalna izvedba DTW z optimizacijo predpomnilnika –
racˇunanje zadnjega dela. Primer izracˇuna celice: 13 = |19− 12| +
min(10, 7, 6).
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Algorithm 5 DTW diagonalno z optimizacijo predpomnilnika
1: procedure dtw diag cache(a, b) . DTW diagonalno z optimizacijo
predpomnilnika
2: no ← size(a)
3: m← size(b)
4: n← m + no − 1
5: M [0, 0]← ∣∣a[0]− b[0]∣∣
6: for i:1, i < no, i++ do . Izracˇun prvega stolpca
7: M [i, 0]← ∣∣a[i]− b[0]∣∣+ M [i− 1, 0]
8: end for
9: for j:1, j < m, j++ do . Izracˇun prve vrstice
10: M [j, j]← ∣∣a[0]− b[j]∣∣+ M [j − 1, j − 1]
11: end for
12: for i:2, i < m, i++ do . Izracˇun zgornjega trikotnika
13: for j:1, j < i, j++ do
14: M [i, j]← ∣∣a[i− j]− b[j]∣∣+
15: min (M [i− 1, j],M [i− 1, j − 1],M [i− 2, j − 1])
16: end for
17: end for
18: for i:m, i < no, i++ do . Izracˇun vmesne matrike
19: for j:1, j < m, j++ do
20: M [i, j]← ∣∣a[i− j]− b[j]∣∣+
21: + min (M [i− 1, j],M [i− 1, j − 1],M [i− 2, j − 1])
22: end for
23: end for
24: for i:no, i < no + 1, i++ do . Zamik vrstice
25: for j:0, j < m - 1, j++ do
26: M [i, j]← ∣∣a[i− j − 1]− b[j + 1]∣∣+
27: + min (M [i− 1, j + 1],M [i− 1, j]M [i− 2, j])
28: end for
29: end for
30: for i:no + 1, i < n, ++i do . Izracˇun spodnjega trikotnika
31: for j:0, j < m + no - i - 1, j++ do
32: M [i, j]← ∣∣a[no − j − 1]− b[j + i− no + 1]∣∣
33: + minM [i− 1, j],M [i− 1, j + 1]M [i− 2, j + 1]
34: end for
35: end for





Ker je spodnji in zgornji del matrike mozˇno racˇunati neodvisno en od dru-
gega, lahko nacˇin naprej-nazaj paralelno izvedemo na dveh nitih, kar pre-
polovi cˇas izvajanja algoritma. Kljub ustvarjanju niti in koncˇnem iskanju
rezultata, ki se izvaja zaporedno, lahko pricˇakujemo skoraj popoln izkori-
stek, predvsem pri dolgih cˇasovnih vrstah.
3.6.2 Nacˇin diagonalno
Pristop po vrsticah je za implementacijo lazˇji, vendar je tezˇje najti vzporedno
metodo, ki bi lahko izkoristila vecˇ kot 2 procesorski niti. Uporabimo pa lahko
prej predstavljeno diagonalno metodo. Ker racˇunamo matriko po diagonalah,
se izognemo odvisnosti rezultata trenutne celice od celic v trenutni vrstici,
kar nam teoreticˇno omogocˇa neomejeno vzporednost. V prvih in zadnjih
nekaj diagonalah algoritem vzporednosti ne izkoriˇscˇa do popolnosti, saj so
te diagonale krajˇse od sˇtevila jeder, vendar je pri daljˇsih cˇasovnih vrstah
to zanemarljivo, predvsem pri uporabi CPE, ki so namenjeni povprecˇnem
uporabniku, saj diagonale hitro presezˇejo dolzˇine ravni sˇtevila jeder.
3.7 Optimizacija prostora
Z daljˇsanjem cˇasovnih vrst, vzporedno s cˇasom, zacˇne s kvadratom rasti
tudi prostor. Matrike kaj hitro presezˇejo velikost delovnega pomnilnika pov-
precˇnega racˇunalnika, zaradi cˇesar je potrebno prostor optimizirati.
3.7.1 Nacˇina naprej in nazaj
Na srecˇo za izracˇun dane celice v matriki, z metodama naprej in nazaj, po-
trebujemo le trenutno in prejˇsnjo vrstico. To nam omogocˇa, da v primerjavi
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z osnovnima izvedbama brez optimizacije pomnilnika algoritem zasede ∼ 2n
prostora.
3.7.2 Nacˇin naprej-nazaj
Prejˇsnjo ugotovitev lahko prenesemo tudi na metodo naprej-nazaj. Ker mo-
ramo v pomnilniku po naracˇunani prvi polovici matrike hraniti tudi sredinsko
vrstico, se poraba pomnilnika rahlo povecˇa na ∼ 3n.
3.7.3 Nacˇin diagonalno
Z rotacijo matrike smo resˇili problem odvisnosti trenutne celice od prejˇsnjih
celic v vrstici, vendar sta za izracˇun dane celice sedaj potrebni dve prejˇsnji
vrstici, kar prostorsko zahtevnost povecˇa na ∼ 3n.
3.7.4 Nacˇin naprej-nazaj vzporedno
Ker nacˇin naprej-nazaj racˇunamo vzporedno od zacˇetka in konca, oba dela
potrebujeta za izracˇun trenutno in prejˇsnjo vrstico, skupaj ∼ 4n prostora.
3.7.5 Nacˇin diagonalno vzporedno
Nacˇin diagonalno se izvaja le v eni smeri, od zacˇetka proti koncu, vzpore-
dno pa se lahko izracˇunajo vse celice v diagonali, s cˇimer lahko ohranimo
prostorsko zahtevnost ∼ 3n.
3.8 Rezanje
Pri racˇunanju DTW razdalje lahko dolocˇimo okno prilagajanja. Z njim ome-
jimo prilagajanje poti, saj preprecˇimo, da bi sˇla izven okvirjev, ki smo jih na
zacˇetku dolocˇili. To storimo tako, da omejimo sˇtevilo zaporednih premikov
v isti smeri.
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Slika 3.7: Globalne omejitve [12].
Najprepoznavnejˇsi globalni omejitvi sta Sakoe-Chibin pas in Itakurin pa-
ralelogram, ki jih lahko vidimo na sliki 3.7. Globalne omejitve lahko pri-
pomorejo k boljˇsi klasifikaciji, saj omejijo prekomerno prilagajanje in s tem
izlocˇijo sˇum ter naredijo klasifikacijo bolj robustno. Sakoe-Chibin pas je pri-
ljubljen predvsem pri razpoznavi glasu, sˇirina pasu pa je po navadi 10 %
dolzˇine cˇasovnih vrst [8, 11].
Z uvedbo globalnih omejitev lahko obcˇutno zmanjˇsamo cˇas racˇunanja
matrike, vendar izgubimo zagotovljeno natancˇno razdaljo DTW. V ta namen
sta avtorja cˇlanka [12] priˇsla do resˇitve rezanja DTW. Njuna implementacija
zagotavlja natancˇen rezultat, poleg njega pa dinamicˇno, v vsaki vrstici, dolocˇi
lokalne omejitve, ki povzrocˇajo krajˇsi cˇas racˇunanja.
V vsaki vrstici lahko dolocˇimo vrednost, za katero zagotovo lahko trdimo,
da bo supremum uporabnih vrednosti v tisti vrstici. Na tak nacˇin lahko v
dani vrstici izpustimo vrednost viˇsje od dolocˇene zgornje meje, cˇemur pra-
vimo rezanje. Problem nastane pri dolocˇanju te vrednosti.
Najprej moramo izracˇunati prvi stolpec in vrstico enako kot pri osnovni
metodi, nato pa notranje vrednosti matrike nastaviti na vrednosti neskoncˇno,
kar storimo v 13. vrstici algoritma 6.
Avtorja cˇlanka sta ugotovila, da lahko v primeru, cˇe imamo v dani vrstici
na indeksu k vrednost, ki je vecˇja od zgornje meje, trdimo, da bodo v nasle-
dnji (in tudi nadaljnjih) vrsticah vrednosti vseh celic do tega indeksa vecˇje
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ai
bj b0 b1 b2 b3 b4
a2 ≤ UB
a3 > UB > UB ≤ UB ≤ UB
a4 sc ≤ UB
a5
a6
Slika 3.8: Levo rezanje. Ko najdemo element, ki je manjˇsi ali enak UB, v
naslednji vrstici preskocˇimo racˇunanje celic do tistega indeksa.
od zgornje meje in nam jih ni potrebno racˇunati, kot je prikazano na sliki
3.8. Dani indeks je v algoritmu 6 zapisan kot sc (start cell), ki ga na zacˇetku
v vrstici 4 nastavimo na 1, posodabljamo pa ga v 32. vrstici.
Ko nadaljujemo naprej po vrstici in na indeksu k naletimo na prvi ele-
ment, ki je vecˇji od zgornje meje, lahko za naslednjo vrstico trdimo, da bodo
elementi od k-tega elementa vecˇji od zgornje meje in bomo lahko te elemente
rezali, kar je prikazano na sliki 3.9. Dani indeks je v algoritmu 6 zapisan kot
ec (end cell), ki ga na zacˇetku v vrstici 5 nastavimo na 1, posodabljamo pa
ga v 40. vrstici.
Tezˇava nastane pri dolocˇanju zgornjih meja. Cˇe bi hoteli optimalno
dolocˇiti zgornje meje, bi morali algoritem najprej pognati brez rezanja in
si zapomniti najmanjˇse elemente v posameznih vrsticah. Na tak nacˇin ne bi
imeli od danega algoritma nobene prednosti. Avtorja cˇlanka sta predstavila
metodo, s katero lahko iterativno v vsaki vrstici dolocˇimo zgornjo mejo na tak
nacˇin, da bomo dobili pravilen koncˇni rezultat, a hkrati lahko izvedli rezanje
in skrajˇsali cˇas racˇunanja. Najprej izracˇunamo parcialne zgornje vrednosti




|(aj − bj)|. (3.6)
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ai
bj b0 b1 b2 b3 b4
a0 ≤ UB ≤ UB ≤ UB > UB > UB




Slika 3.9: Desno rezanje. Ko najdemo element, vecˇji od UB, v naslednji
vrstici racˇunamo le do tistega indeksa.
Nato vsakicˇ, ko smo v diagonalni celici, dolocˇimo novo zgornjo mejo (vrstica
27) po enacˇbi:
ub = M [i, i] + upper bounds[i]. (3.7)
Opazimo lahko, da je M [i, i] vedno enaka ali manjˇsa od manhattanske
razdalje cˇasovnih vrst do indeksa i, kar pomeni, da je omejevalna funkcija
z vsakim korakom mocˇnejˇsa. Problem nastane pri racˇunanju razdalje med
razlicˇno dolgimi cˇasovnimi vrstami. Predpostavimo, da velja (size(a) =
m) < (size(b) = n). Problem se lahko resˇi tako, da do m parcialne zgornje
meje izracˇunamo po formuli 3.6, nato pa namesto aj uporabimo am.
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Algorithm 6 DTW rezanje





6: M [0, 0]← ∣∣a[0]− b[0]∣∣
7: for i:1, i < n, i++ do . Izracˇun prvega stolpca
8: M [i, 0]← ∣∣a[i]− b[0]∣∣+ M [i− 1, 0]
9: end for
10: for j:1, j < m, j++ do . Izracˇun prve vrstice
11: M [0, j]← ∣∣a[0]− b[j]∣∣+ M [0, j − 1]
12: end for
13: for i:1, i < n, i++ do . Nastavljanje matrike na ∞
14: for j: 1, j < m, j++ do
15: M [i, j]←∞
16: end for
17: end for
18: upper bounds[n− 1] = ∣∣a[n− 1]− b[m− 1]∣∣
19: for i:n - 2, i ≥ 0, i-- do . Izracˇun zgornjih meja
20: upper bounds[i]← upper bounds[i + 1] +∣∣a[i]− b[i]∣∣
21: end for
22: for i:1, i < n, i++ do
23: found sc← False
24: ec next← i
25: for j:sc, j < m, j++ do
26: M [i, j]← ∣∣a[i]− b[j]∣∣+ min(M [i, j − 1],M [i− 1, j],M [i− 1, j − 1])
27: if i == j then . Nastavljanje zgornje meje
28: upper bound← upper bounds[i + 1] + M [i, j]
29: end if
30: if M[i, j] > upper bound then
31: if found sc == False then . Levo rezanje
32: sc← j + 1




37: found sc← True
38: ec next← j + 1
39: end if
40: ec← ec next
41: end for
42: end for





V prejˇsnjih poglavjih smo si pogledali razlicˇne algoritme in pristope za racˇunanje
razdalje med cˇasovnimi vrstami. Metode zˇelimo med seboj primerjati in med
njimi najti najboljˇso.
4.1 Eksperimentalno okolje
Najprej jih bomo testirali na umetno generiranih podatkih. Dolzˇine cˇasovnih
vrst bomo razdelili v 3 okvirje:
• small : [100, 200, . . . , 1000]
• medium : [2000, 3000, . . . , 10000]
• large : [20000, 30000, . . . , 100000]
Za vsako dolzˇino bomo nakljucˇno generirali dve cˇasovni vrsti in desetkrat
izracˇunali razdaljo med njima, da bomo izkljucˇili vpliv zunanjih dejavnikov
in za cˇas vzeli povprecˇen cˇas racˇunanja.
V nadaljevanju bomo algoritme testirali na realnih podatkih, pridoblje-
nih iz [5] in http://www.timeseriesclassification.com. Dinamicˇno pri-
lagajanje cˇasa se najpogosteje uporablja v kombinaciji z metodo najblizˇjih
sosedov. Podatki morajo biti razdeljeni na ucˇno in testno mnozˇico. Za vsako
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cˇasovno vrsto v testni mnozˇici bomo izracˇunali razdalje do vseh cˇasovnih
vrst v ucˇni mnozˇici in poiskali k najblizˇjih cˇasovnih vrst, na podlagi katerih
se klasificira iskano. Najbolj cˇasovno potraten je del racˇunanja razdalj, kar
bomo vzeli kot merilo za primerjavo med pristopi DTW.
Testiranje bo potekalo na racˇunalniku s 16 GB delovnega pomnilnika in
procesorjem i7-8700K @ 5.0 GHz, ki ima 6 jeder, vsako s 64 KB L1 in 256
KB L2 predpomnilnika. 12 MB L3 predpomnilnika si delijo vsa jedra. Ope-
racijski sistem Ubuntu 20.04 temelji na Linuxovem jedru 5.4. Vsi algoritmi
so implementirani v jeziku C, uporabljen je prevajalnik gcc s stikalom -O3.
Za izvajanje testiranja skrbi skripta, napisana v programskem jeziku
Python (v3.7). S pomocˇjo knjizˇnice ctypes ovije funkcije, implementirane
v programskem jeziku C, in v omenjenih okvirjih za vsako dolzˇino generira
dve cˇasovni vrsti in nad njima klicˇe vsak algoritem desetkrat. Kot rezultat
bomo vzeli povprecˇen cˇas izvajanja, kar bo nasˇa mera pri testiranju na ume-
tno generiranih podatkih. Tako bomo zmanjˇsali vpliv zunanjih dejavnikov
in dobili bolj korektne rezultate.
Za testiranje na realnih podatkih je v jeziku Python napisana skripta
za kreiranje modela najblizˇjih sosedov. Glavni, najbolj cˇasovno potraten
del, predstavlja prileganje podatkov modelu, kar v nasˇem primeru predsta-
vlja racˇunanje razdalje med vsemi cˇasovnimi vrstami v testni in z vsemi
cˇasovnimi vrstami v ucˇni mnozˇici. Za mero bomo uporabili skupen cˇas pri-
leganja.
Oznake metod DTW na grafih so naslednje:
• fw – naprej
• bk – nazaj
• fwbk – naprej-nazaj
• diag – diagonalno
• diag cache – diagonalno z optimizacijo predpomnilnika
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• pruned – metoda z rezanjem
• fwbk par – naprej-nazaj vzporedno
• diag par – diagonalno vzporedno
• diag par cache – diagonalno vzporedno z optimizacijo predpomnilnika
• fw mem – naprej z optimizacijo delovnega pomnilnika
• bk mem – nazaj z optimizacijo delovnega pomnilnika
• diag cache mem – diagonalno z optimizacijo delovnega pomnilnika
• fwbk par mem – naprej-nazaj vzporedno z optimizacijo delovnega po-
mnilnika
• diag par cache mem – diagonalno vzporedno z optimizacijo predpomnil-
nika in delovnega pomnilnika
4.2 Sinteticˇni testni primeri
4.2.1 Zaporedne metode
Naprej in nazaj
Tako metoda naprej kot tudi metoda nazaj imata cˇasovno odvisnost O(n2),
zaradi cˇesar je njun cˇas izvajanja enak (Slika 4.1). Metodi lahko hitro spre-
menimo iz ene v drugo z obracˇanjem cˇasovnih vrst. Izkazˇe se, da vrstni red
racˇunanja nima vpliva na hitrost algoritma.
Naprej in naprej-nazaj
Zaradi potrebe po iskanju sticˇnih celic na sredini matrike se v metodi naprej-
nazaj izvede n operacij vecˇ. Kljub temu sˇtevilo dodatnih n operacij nima
velikega vpliva na cˇas izvajanja metode (O(n2 + n) = O(n2)), kar lahko
vidimo iz slike 4.1. Nespremenjen cˇas racˇunanja sovpada tudi s prejˇsnjo
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Slika 4.1: Graf cˇasa racˇunanja metod DTW naprej, nazaj, naprej-nazaj in
diagonalno na cˇasovnih vrstah v scenarijih small in medium.
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trditvijo, da vrstni red racˇunanja nima vpliva na hitrost algoritma, saj je
metoda naprej-nazaj hibridna izvedba metod naprej in nazaj.
Naprej in diagonalno
Diagonalna izvedba DTW algoritma se namesto po vrsticah pomika po di-
agonalah matrike. Tu nastane problem, saj dostopi do pomnilnika niso vecˇ
zaporedni. V sodobnih racˇunalnikih pomnilniˇska hierarhija [7] omogocˇa hi-
trejˇse dostope do pomnilnika, vendar se iz pocˇasnejˇsih vrst pomnilnika v hi-
trejˇse prepisujejo zaporedni bloki. Zaradi nezaporednih dostopov diagonalne
metode je potrebno neprestano prepisovanje predpomnilnika, kar povzrocˇi
cˇakanje CPE in upocˇasni delovanje.
Iz slike 4.1 lahko razberemo, da z daljˇsanjem cˇasovnih vrst cˇasovna razlika
med metodama narasˇcˇa in je pri dolzˇini 10.000 diagonalna izvedba pocˇasnejˇsa
zˇe za okoli 40 %.
Naprej in diagonalno z optimizacijo predpomnilnika
Problem z neporavnanimi dostopi do pomnilnika lahko resˇimo s preoblikova-
njem matrike. Na taksˇen nacˇin pridemo do priblizˇno enakih rezultatov kot z
osnovno metodo naprej, kar je razvidno iz slike 4.1.
Ker je najdaljˇsa diagonala enake dolzˇine kot daljˇsa cˇasovna vrsta, lahko
predpostavimo, da so vse ostale diagonale krajˇse. Zaradi tega je za izracˇun
ene diagonale potrebnega manj cˇasa kot za izracˇun ene vrstice v matriki. Prve
in zadnje diagonale so zelo kratke in se lahko v predpomnilnik vedno prenesejo
v enem bloku. Zaradi tega diagonalna metoda z optimizacijo predpomnilnika
dosega rahlo boljˇse rezultate od ostalih osnovnih metod.
Naprej in metoda z rezanjem
Zaporedna optimizacijska metoda algoritma DTW uporablja princip rezanja
matrike, kjer se v dani tocˇki zavedamo, koliksˇna je najvecˇja vrednost, ki jo
lahko v dani vrstici sˇe toleriramo. Na tak nacˇin nam dela matrike ni potrebno
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Slika 4.2: Ostanek pri metodi z rezanjem [12].
izracˇunati. Neizracˇunan del matrike na sliki 4.2 je predstavljen z belo barvo.
Kot sta v svojem delu ugotovila avtorja cˇlanka [12], lahko s tem pristopom
v praksi dosezˇemo tudi do dvakratno pohitritev.
Izkazˇe se, da so problematicˇni primeri matrik, kjer so v neki vrstici vse
vrednosti nizˇje od zgornje meje (ub), zaradi cˇesar ni mogocˇe izvesti rezanja.
To povzrocˇi, da moramo v tisti vrstici izracˇunati vse celice, preverjanje po-
gojev za rezanje in racˇunanje zgornjih meja pa algoritem upocˇasni. Primer
neucˇinkovitega rezanja predstavljajo vrstice okoli indeksa 500 na sliki 4.2.
Poleg tega je algoritem rahlo tezˇji za implementacijo in zahteva nekaj vecˇ
razumevanja lastnosti DTW matrik. Zaradi dodatnega racˇunanja zgornjih
meja postane rahlo pocˇasnejˇsi od osnovne metode naprej (Slika 4.3).
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Slika 4.3: Primerjava trajanja izracˇuna med metodama DTW naprej in me-
todo z rezanjem na cˇasovnih vrstah v scenarijih small in medium.
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4.2.2 Rezultati povzporejanja
Naprej in naprej-nazaj vzporedno
Prva vzporedna optimizacija izkoriˇscˇa simetricˇnost problema in sposobnost
resˇevanja problema iz zacˇetka ali konca cˇasovnih vrst. Na taksˇen nacˇin smo
dosegli dvakratno pohitritev (slika 4.4), neodvisno od vrednosti cˇasovnih vrst,
kar je prednost v primerjavi z metodo z rezanjem. Pohitritev se pokazˇe
zˇe pri krajˇsih cˇasovnih vrstah, kar pomeni, da ustvarjanje niti in menjava
kontekstov ne vplivata mocˇno na cˇas izvajanja algoritma, saj ta deluje le na
dveh nitih.
Naprej in diagonalno vzporedno ter optimizacija predpomnilnika
Naslednja paralelna optimizacija deluje po principu diagonalne metode, a
omogocˇa, da se v dani vrstici naenkrat izracˇunajo vse vrednosti. V nasˇem
primeru smo ustvarili sˇtevilo niti, ki je enako sˇtevilu jeder nasˇega procesorja,
tj. 6. Z ldiag oznacˇimo dolzˇino diagonale. Vsaka nit v dani diagonali izracˇuna
ldiag/6 zaporednih elementov. Ker je v osnovi to diagonalna metoda, tudi pri
tem ostaja problem slabe uporabe predpomnilnika in neporavnanih dostopov.
Zato zopet zavrtimo matriko, s cˇimer dosezˇemo boljˇse rezultate.
Strojna oprema (predvsem kolicˇina delovnega pomnilnika) je pri testira-
nju omogocˇala izvajanje algoritmov brez optimizacije prostora le nad cˇasovnimi
vrstami do dolzˇine 20.000. Zaradi tega se algoritem izvede v relativno krat-
kem cˇasu, cˇas ustvarjanja niti in preklapljanja konteksta pa mocˇno vpliva na
cˇas izvajanja. To povzrocˇi slabsˇe rezultate od pricˇakovanih (sliki 4.5 in 4.7).
Do cˇasovnih vrst dolzˇine 3000 je osnovna metoda naprej hitrejˇsa od vzpore-
dne diagonalne metode, nato pa jo vzporedna diagonalna metoda prehiti in
z daljˇsanjem cˇasovnih vrst postaja vedno boljˇsa.
Diplomska naloga 41
Slika 4.4: Primerjava trajanja izracˇuna med metodama DTW naprej in
naprej-nazaj vzporedno na cˇasovnih vrstah v scenarijih small in medium.
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Slika 4.5: Primerjava trajanja izracˇuna med metodama DTW naprej in dia-
gonalno vzporedno na cˇasovnih vrstah v scenarijih small in medium.
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Slika 4.6: Primerjava trajanja izracˇuna med metodama DTW naprej in dia-
gonalno vzporedno z optimizacijo predpomnilnika na cˇasovnih vrstah v sce-
narijih small in medium.
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Slika 4.7: Primerjava trajanja izracˇuna med metodama DTW naprej-
nazaj vzporedno in diagonalno vzporedno z optimizacijo predpomnilnika na
cˇasovnih vrstah v scenarijih small in medium.
4.2.3 Diagonalno vzporedno z optimizacijo predpomnil-
nika in naprej-nazaj vzporedno
Ko primerjamo vzporedne implementacije, lahko opazimo, da na krajˇsih
cˇasovnih vrstah do dolzˇine 10.000 na zacˇetku hitreje deluje nacˇin naprej-
nazaj. Pri dolzˇini 8000 diagonalni nacˇin z implementacijo predpomnilnika
prehiti nacˇin naprej-nazaj. To lahko pripiˇsemo trikrat vecˇji kazni ustvarja-
nja niti in preklapljanja med konteksti.
Ker si strojne niti v arhitekturi CPE, na kateri so bili testirani algo-
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Slika 4.8: Graf cˇasa, potrebnega za izracˇun DTW vzporedno diagonalno v
scenarijih small, medium in large v odvisnosti od sˇtevila niti.
ritmi, delijo predpomnilnik znotraj jedra, se je izkazalo, da je najviˇsja mozˇna
pohitritev enaka sˇtevilu jeder in vecˇnitnost CPE ni pomagala k boljˇsemu re-
zultatu. Na sliki 4.8 lahko opazimo, da se do sˇest niti cˇas manjˇsa, kot smo
pricˇakovali, kjer je tudi spodnja cˇasovna meja. Kljub dodajanju niti pa se
cˇas kasneje ni izboljˇsal. Med testiranjem odvisnosti cˇasa od sˇtevila niti se je
izkazalo, da je bila utilizacija CPE do 6 niti 100 %, od 6 niti naprej pa je uti-
lizacija padla in pri 12 nitih dosegla 60 %, kar potrjuje ozko grlo pomnilnika,
saj je CPE cˇakal na podatke in ni racˇunal.
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Slika 4.9: Cˇas racˇunanja osnovnih DTW metod z optimizacijo delovnega
pomnilnika v scenarijih small in medium.
4.2.4 Optimizacija prostora
Optimizacija prostora, razlozˇena v razdelku 3.6, nam omogocˇa, da lahko pro-
storsko zahtevnost omejimo na ∼ 3n. S tem zagotovimo, da se v pomnilniku
podatki nahajajo v ozˇjem obsegu kot drugacˇe, kar tudi izboljˇsa cˇas izvajanja
(slika 4.9), ker delov matrike ni potrebno premikati po pomnilniku.
Prav tako lahko optimizacija pomnilnika pomaga tudi paralelnim me-
todam. Na taksˇen nacˇin lahko sˇe izboljˇsamo njihov cˇas delovanja in jim
omogocˇimo, da delujejo na vecˇjih matrikah, saj je strojna oprema, na ka-
teri smo testirali algoritme, pred optimizacijo omogocˇala le izracˇun med
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Slika 4.10: Primerjava cˇasa racˇunanja vseh metod DTW z optimizacijo pom-
nilnika v scenarijih small, medium in large.
cˇasovnimi vrstami do velikosti 20.000 (matrike 20.000 ∗ 20.000). Pri daljˇsih
cˇasovnih vrstah se paralelnost sˇe bolj izkazˇe (slika 4.10). Tu zacˇnejo blesteti
vzporedne metode, predvsem diagonalna metoda z optimizacijo predpomnil-
nika. Pri cˇasovnih vrstah dolzˇine 200.000 se izkazˇe, da je ta sˇestkrat hitrejˇsa
od osnovne metode naprej in trikrat hitrejˇsa od metode naprej-nazaj, kar se
sklada s prejˇsnjim eksperimentom sˇtevila niti, kjer smo ugotovili, da strojna




Med realnimi podatki, pridobljenimi iz spletnih strani [5] in http://www.
timeseriesclassification.com, je izbranih 9 zbirk s cˇasovnimi vrstami
razlicˇnih dolzˇin, ki so zˇe razdeljene na testno in ucˇno mnozˇico. Tabela 4.11
opisuje pridobljene podatke. Stolpca ”Ucˇna”in ”Testna”opisujeta velikost
ucˇne in testne mnozˇice (sˇtevilo cˇasovnih vrst). Stolpec ”Dolzˇina”predstavlja
dolzˇino cˇasovnih vrst v podatkovni zbirki.
Zbirka Ucˇna Testna Dolzˇina
Car 60 60 577
CinCECGtorso 40 1380 1639
HandOutlines 370 100 2709
InlineSkate 100 550 1882
MALLAT 55 2345 1024
Symbols 25 995 398
WiimoteX 300 700 < 500
WiimoteY 300 700 < 500
WiimoteZ 300 700 < 500
Slika 4.11: Opis podatkov
Zgradili bomo model z metodo k najblizˇjih sosedov. Najprej je za vsako
cˇasovno vrsto v testni mnozˇici potrebno izracˇunati razdaljo do vsake cˇasovne
vrste v ucˇni mnozˇici, kar predstavlja najvecˇji cˇasovni zalogaj. Slika 4.12 pri-
kazuje cˇas, potreben za izracˇune razdalj. Ker so cˇasovne vrste kratke in se
racˇunanje ene razdalje izvaja v cˇasu reda nekaj milisekund, vzporedna diago-
nalna metoda ni optimalna zaradi relativno velike cˇasovne kazni ustvarjanja
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niti. Izkazˇe se, da metoda z rezanjem res dosezˇe tudi do dvakratne pohitritve,
vendar v najboljˇsem primeru izenacˇi ali rahlo premaga metodo naprej-nazaj
vzporedno, ki se v nasˇem primeru izkazˇe kot optimalna metoda.
Diagonalna vzporedna izvedba bi za optimalno delovanje potrebovala
cˇasovne vrste, ki imajo dolzˇine vsaj 8000. Med testnimi primeri relativno
dosezˇe najboljˇsi rezultat pri podatkovni zbirki ”HandOutlines”, ki vsebuje
cˇasovne vrste dolzˇine 2709 in je hkrati podatkovna zbirka z najdaljˇsimi
cˇasovnimi vrstami. Rezultat sovpada s prejˇsnjo ugotovitvijo, da prehiti
osnovno metodo pri dolzˇini 3000, saj se v tem primeru zˇe zelo priblizˇa metodi
naprej.
Zanimiv je rezultat metode z rezanjem, saj tezˇko napovemo njeno hitrost.
Ker na kolicˇino rezanja vplivajo podatki v cˇasovni vrsti, je ta zelo nepred-
vidljiva. V teoriji lahko metoda z rezanjem izracˇuna le diagonalo in tako
porezˇe vecˇinski del matrike, kar se v praksi zgodi pri identicˇnih cˇasovnih vr-
stah. Ker zelo podobne cˇasovne vrste v realnem svetu tezˇko najdemo, tudi
optimalnost metode z rezanjem ni vedno najboljˇsa.
Metoda naprej-nazaj se pri racˇunanju nad realnimi podatki pokazˇe kot
najhitrejˇsa. Pri podatkovnih mnozˇicah, ki vsebujejo cˇasovne vrste, daljˇse od
500, je vedno skoraj dvakrat hitrejˇsa. Zaradi tega je metoda naprej-nazaj
najboljˇsa metoda za krajˇse cˇasovne vrste.
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(a) Cˇas izracˇuna za zbirko Car, cˇasovnih vrst dolzˇine 577.
(b) Cˇas izracˇuna za zbirko MALLAT, cˇasovnih vrst dolzˇine 1024.
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(c) Cˇas izracˇuna za zbirko HandOutlines, cˇasovnih vrst dolzˇine 2709.
(d) Cˇas izracˇuna za zbirko CinCECGtorso, cˇasovnih vrst dolzˇine 1639.
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(e) Cˇas izracˇuna za zbirko InlineSkate, cˇasovnih vrst dolzˇine 1882.
(f) Cˇas izracˇuna za zbirko Symbols, cˇasovnih vrst dolzˇine 398.
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(g) Cˇas izracˇuna za zbirko WiimoteX, cˇasovnih vrst dolzˇine < 500.
(h) Cˇas izracˇuna za zbirko WiimoteY, cˇasovnih vrst dolzˇine < 500.
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(i) Cˇas izracˇuna za zbirko WiimoteZ, cˇasovnih vrst dolzˇine < 500.
Slika 4.12: Grafi predstavljajo skupen cˇas racˇunanja razdalj na posameznih
podatkovnih zbirkah z metodami DTW naprej, naprej-nazaj vzporedno, di-
agonalno vzporedno z optimizacijo predpomnilnika in metodo z rezanjem.
Poglavje 5
Sklepne ugotovitve in bodocˇe
delo
Algoritem DTW deluje na cˇasovnih vrstah razlicˇnih dolzˇin in tako prinasˇa
prednost pred evklidsko razdaljo. Zaradi vecˇje cˇasovne odvisnosti O(n2)
zˇelimo z raznimi optimizacijskimi metodami skrajˇsati cˇas izvajanja algoritma.
S pomocˇjo vecˇnitenja je mozˇno algoritem DTW razdeliti na vecˇ delov, kar
lahko obcˇutno pohitri racˇunanje. V diplomski nalogi sta predstavljeni dve
metodi, ki uporabljata vecˇnitenje. Prva se loti racˇunanja matrike iz obeh kon-
cev, druga pa vzporednost izkoriˇscˇa na nivoju diagonale. Za krajˇse cˇasovne
vrste je bolj primerna prva varianta, kadar pa so v uporabi daljˇse cˇasovne
vrste, druga implementacija kazˇe veliko boljˇse rezultate. Taksˇen pristop je
zaradi cˇasovne kazni ustvarjanja niti in menjave konteksta optimalen le pri
cˇasovnih vrstah, ki vsebujejo vecˇ kot 20.000 elementov.
Zanimivo bi bilo zgraditi model za razpoznavo glasu, kjer bi zaradi daljˇsih
cˇasovnih vrst lahko izkoristili poln potencial vzporedne diagonalne metode.
Poleg tega na klasicˇnih CPE ne izkoriˇscˇamo vecˇnitenja do popolnosti, saj ti
vsebujejo do najvecˇ 10 jeder. Algoritem bi lahko implementirali v OpenCL
in ga prenesli na graficˇno procesno enoto, ki vsebuje vecˇ tisocˇ jeder, ter tako
sˇe pohitrili racˇunanje.
V bodocˇem delu bi lahko zdruzˇili pristop z rezanjem s pristopom naprej-
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nazaj, kar bi za krajˇse cˇasovne vrste sˇe izboljˇsalo cˇas racˇunanja. Vprasˇanje
pa je, kako bi resˇevali lepljenje in iskanje rezultata. Na enak nacˇin bi lahko
zdruzˇili metodi naprej-nazaj in diagonalno ter tako teoreticˇno sˇe bolj izrabili
vzporednost, vendar bi tak pristop za popoln izkoristek potreboval ogromno
sˇtevilo jeder.
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