Abstract. We prove that the intrinsic square functions including Lusin area integral and Littlewood-Paley g * λ -function as defined by Wilson, are bounded in a class of function spaces include weighted Morrey spaces. The corresponding commutators generated by BM O functions are also considered.
Introduction
The classical Morrey spaces were introduced by Morrey [13] in connection with partial differential equations. We recall that a real-valued function f is said to belong to the Morrey space L q,λ on the n-dimensional Euclidean space R n provided the following norm is finite: Here 1 ≤ q < ∞, 0 < λ < n, R * + = (0, ∞) and B(y, r) is a ball in R n centered at y of radius r.
Chiarenza and Frasca [2] established the boundedness of the Hardy-Littlewood maximal operator, the fractional operator and Calderón-Zygmund operator on these spaces. These operator are also bounded on Lebesgue spaces, and in weighted Lebesgue space [3, 14] .
Twenty years ago, Fofana introduced a class of function spaces comprising Lebesgue and Morrey spaces [8] . Precisely, for 1 ≤ q ≤ p ≤ ∞, let (L q , L p )(R n ) be the Wiener amalgam space of L q (R n ) and L p (R n ), i.e., the space of measurable functions f : R n → C which are locally in L q (R n ) and such that the function y → f χ B(y,1) q belongs to L p (R n ), where for r > 0, B(y, r) = {x ∈ R n / |x − y| < r} is the open ball centered at y with radius r, χ B(y,r) its characteristic function and · q denoting the usual Lebesgue norm in L q (R n ). As we can see in [11, 9] , we have the following properties.
• For 1 ≤ q ≤ p ≤ ∞, the space (L q , L p )(R n ) is a Banach space when it is equipped with the norm f q,p := R n f χ B(y,1) p q 1 p with the usual modification when p = ∞.
• The amalgam space (L q , L p ) is equal to the Lebesgue space L q with equivalence norms, provided q = p, while for q ≤ s ≤ p, we have
In Lebesgue spaces L q (R n ), it is well known that for r > 0 and x ∈ R n , the dilation operators δ q r : f → r n q f (r·) and the translation operators τ x : f → f (· − x) are isometries. We use the usual convention that 1 ∞ = 0. When we consider the amalgam spaces (L q , L p )(R n ) with q < p, only translation operators conserve this property. But it is easy to see that f ∈ (L q , L p ) if and only if we have δ α r f q,p < ∞ for all r > 0 and all α > 0. Notice that for 1 ≤ q, p, α ≤ ∞, r > 0 and α > 0, we have
where |B(y, r)| stands for the Lebesgue measure of the ball B(y, r). This brings Fofana [8] 
As proved in [5, 7, 8] , the spaces (L q , L p ) α (R n ) are non trivial if and only if q ≤ α ≤ p. In this case, for fixed 1 ≤ q < α and p varying from α to ∞, these spaces form a chain of distinct Banach spaces beginning with Lebesgue space L α (R n ) and ending by the classical Morrey space L q,
. More precisely, we have the following continuous injections
It is therefore interesting to know the behavior of operators which are bounded on Lebesgue and Morrey spaces, on these spaces. We proved in [1] that classical operators such as the Hardy-Littlewood maximal operator, the Calderón-Zygmund operator and Riesz potentials which are known to be bounded in Lebesgue and Morrey spaces, are also bounded on (L q , L p ) α spaces (see also [6] ). In [15] , Komori and Shirai considered the weighted Morrey spaces L q,κ w (R n ) when studying the boundedness of Hardy-Littlewood and Calderón-Zygmund operators.
Let 0 < κ < 1 and w a weight on R n , i.e., a positive locally integrable function on R n . The weighted Morrey space L q,κ
These spaces generalize weighted Lebesgue spaces L q w (R n ), namely the space consisting in measurable functions f satisfying
In this work, we consider for 1 ≤ q ≤ α ≤ p ≤ ∞ and a weight w, the space [18] proved that for 1 < q < ∞ and 0 < γ ≤ 1, the intrinsic square operators S γ given by Relation (2.1), are bounded in the weighted Lebesgue spaces L q w , whenever the weight w fulfilled the A q condition of Muckenhoupt. Wang extends this result to weighted Morrey spaces L q,κ w (R n ). We prove here that these operators and others known to be bounded on weighted Lebesgue and weighted Morrey spaces, are also bounded in the more general setting of (L q w , L p ) α spaces. This paper is organized as follows: In Section 2, we recall the definitions of the operators we are going to consider and recall the results on weighted Lebesgue and Morrey spaces. In Section 3 we state our results and in the last section we give their proofs.
Throughout the paper, the letter C is used for non-negative constants that may change from one occurrence to another. The notation A < ∼ B will always stand for A ≤ CB, where C is a positive constant independent of the main parameters. For α > 0 and a ball B ⊂ R n , we write αB for the ball with same center as B and with radius α times radius of B. For any subset E of R n , we denote E c := R n \ E the complement of E. We denote by N * the set of all positive integers.
Definitions and known results
For 0 < γ ≤ 1, we denote by C γ the family of function ϕ defined on R n with support in the closed unit ball B = {x ∈ R n : |x| ≤ 1} and vanishing integral, i.e., R n ϕ(x)dx = 0, and such that for all
The intrinsic square function of f (of order γ) is defined by the formula
where for x ∈ R n , Γ(x) denote the usual "cone of arperture one",
: |x − y| < t . [17] . We recall that a weight w is of class A q or belongs to A q for 1 < q < ∞ if there exists a constant C > 0 such that for all balls B ⊂ R n we have
In the setting of weighted Morrey spaces one has the following.
Theorem 2.1 (Theorem 1.1 [16] ). Let 0 < γ ≤ 1, 1 < q < ∞, 0 < κ < 1 and w ∈ A q . Then there exists C > 0 such that
We also define the intrinsic Littlewood-Paley g-function g γ (f ) and g * λ -function g * λ,γ (f ) by
Theorem 2.2 (Theorem 1.3 [16] ). Let 0 < γ ≤ 1, 1 < q < ∞, 0 < κ < 1 and w ∈ A q . If λ > max {q, 3}, then there exists C > 0 such that
Let b be a locally integrable function. The commutator of b and S γ is defined by
, and the commutator of b and
We have the following result in the context of weighted Lebesgue spaces.
For weighted Morrey spaces, the following results are proved.
Theorem 2.5 (Theorem 1.4 [16] ). Let 0 < γ ≤ 1, 1 < q < ∞, 0 < κ < 1 and
Statement of our main results
Since our space at least for the case where the weight is equal to 1, is included in Morrey spaces, we already know that the image is in the space of Morrey. But what is shown is that if one has a slightly stronger assumption, then this is also true for the image.
For the intrinsic square function S γ , we have the following result.
Theorem 2.1 is a particular case of this result. The next, concerning the intrinsic Littlewood-Paley g * λ -function is an extension of Theorem 2.2. Theorem 3.2. Let 0 < γ ≤ 1, 1 < q ≤ α < p ≤ ∞ and w ∈ A q . If λ > max {q, 3}, then there exists a constant C > 0 such that
Furthermore, we have the following results which are extensions of Theorems 2.4 and 2.5, respectively.
Since for any 0 < γ ≤ 1 the functions S γ (f ) and g γ (f ) are pointwise comparable (see [17] ), as an immediate consequence of Theorems 3.1 and 3.3 we have the following results.
Corollary 3.6. Let 0 < γ ≤ 1, 1 < q ≤ α < p ≤ ∞ and w ∈ A q . Suppose that b ∈ BM O(R n ), then there exists a constant C > 0 not depending on f such that
The above corollaries are extensions of Corollary 1.5 and Corollary 1.6 of [16] , respectively.
Proof of the main results
We will need the following properties of A q weights (see Proposition 9.1.5 and Theorem 9.2.2 [10] ). Let w ∈ A q for some 1 < q < ∞.
(1) For all λ > 1 and all balls B, we have
(2) There exists a positive constant τ such that for every ball B, we have
and for any measurable subset E of a ball B, we have
For our proofs, we use arguments as in [4] .
Proof of Theorem 3.1. We fix r > 0 and let B = B(y, r) for some y ∈ R n . We write f = f 1 + f 2 , with f 1 = f χ 2B . Since S γ is a sublinear operator, we have
For the term in f 1 , we have
as an immediate consequence of the boundedness of S γ in L q w (R n ). Our attention will be focused now on the second term.
Let ϕ ∈ C γ , and t > 0. Since the family C γ is uniformly bounded with respect to the L ∞ -norm, we have
for all u ∈ R n , whereB(u, t) := {z ∈ R n / |z − u| ≤ t}. Thus for all x ∈ R n , we have
where the last control is an application of Minkowski's integral inequality.
We suppose x ∈ B(y, r). For k ∈ N * , z ∈ 2 k+1 B \ 2 k B and t > 0,
Thus for x ∈ B = B(y, r),
However, by Hölder Inequality and (2.2), we have for every k ∈ N * (4.8)
It follows that (4.9)
Multiplying both inequalities (4.5) and (4.9) by w(B(y, r))
w(B(y, r))
for some s > 0. Therefore the L p norm of both sides of (4.10) leads to
) f qw,p,α , r > 0, and the result follows, since the series on the right hand side converge.
For the proof of Theorem 3.2, we need the following varying-aperture versions of S γ . For 0 < γ ≤ 1 and β > 0, we define S γ,β (f ) by
, where Γ β (x) = (x, t) ∈ R n+1 + / |x − y| < βt . We have the following lemma which is a consequence of Lemmas 1.1, 1.2 and 1.3 of [16] and the boundedness of S γ := S γ,2 0 on the weighted Lebesgue spaces.
Lemma 4.1. Let 0 < γ ≤ 1, 1 < q < ∞ and w ∈ A q . Then for all non negative integers j, S γ,2 j is bounded on L q w (R n ). Moreover
Proof of Theorem 3.2. For all x ∈ R n , we have
Fix r > 0. For y ∈ R n and B = B(y, r) a ball in R n , we have (4.14)
according to (4.13) . By Theorem 3.1, we have that the L p norm of the first term on the right hand side of (4.14) is controlled by f qw,p,α . Let j be fixed in N * . For S γ,2 j f , we proceed as for S γ f . So,
Applying Lemma 4.1 and taking into consideration (4.1), we obtain (4.16) w(B)
Let us estimate now the term in f 2 . The same arguments we use to estimate S γ (f 2 )(x) for x ∈ B, i.e., Minkowsky's integral inequality and the fact that for
allow us to get the following
for all x ∈ B(y, r), where the last control comes from Estimation (4.8). Therefore, its L q w (B)-norm leads to (4.17)
Taking estimates (4.16) and (4.17) in (4.15), we have w(B(y, r))
for all y ∈ R n , so that the L p -norm of both sides leads to
Therefore the L p norm of (4.14) give (4.19)
, where the convergence of the series is due to the fact that λ > max {q, 3}. We end the proof by taking the supremum over all r > 0.
For the proof of the next results on commutators, we use the following properties of BM O (see [12] ). Let b be a locally integrable function. If b ∈ BM O(R n ), then for every 1 < p < ∞, we have
and for w ∈ A q with 1 < q < ∞,
which is an immediate consequence of (4.20) and the characterization (4.2) of A q weights.
Proof of Theorem 3.3. Fix y ∈ R n and r > 0. For B = B(y, r), we put f = f 1 + f 2 with f 1 = f χ 2B . We have (4.22) w(B)
For the term in f 1 , it is immediate that (4.23) w(B(y, r))
according to the boundedness of the commutator on L q w (R n ) and (4.1). It remains to estimate the term in f 2 .
We take x ∈ B = B(y, r). As we proved in Theorem 3.1, we have
Thus, the L q w (B)-norm of I can be estimated as follow
where we use (4.21). On the other hand, it comes from the uniform boundedness of the family C γ that
, so that using once more Minkowski's inequality for integrals and inequality (4.7), we have
for all x ∈ B(y, r). However,
according to Hölder inequality and the fact that the weight v(z) = w(z)
belongs to A q ′ whenever w ∈ A q . So Using the arguments as in the proof of Theorems 3.3 and 3.1 and taking into consideration (4.16) we end the proof.
