An iterative Born imaging scheme is employed to analyze the resolution properties of crosswell electromagnetic tomography. The imaging scheme assumes a cylindrical symmetry about a vertical magnetic dipole source and employs approximate forward modeling at each iteration to update the internal electric fields. Estimation of the anomalous conductivity is accomplished through least-squares inversion. Much of the mathematical formulation of this diffusion process appears similar to the analysis of wavefield solutions, but the attenuation implicit in the complex propagation constant invalidates many of the accepted wavefield criteria for resolution.
INTRODUCTION

Radio frequency electromagnetic tomography (or imaging)
Following the work of Wu and Toksoz (1987) , Zhou (1989), and Zhou et al. (1993) developed a technique similar to seismic diffraction tomography to interpret crosswell has recently attracted increased attention because of imelectromagnetic data. In these' cases the problem was simprovements in field instrumentation, computing power, and plified by applying either the weak scattering Born or Rytov methods of interpretation (Wilt et al., this issue) . Ideally this approximations to the integral equations governing electroprocess of directly converting measured electromagnetic magnetic wave propagation. To be consistent with Wu and fields to a spatial distribution of electrical conductivity Toksoz, Zhou and Zhou et al. formulated the problem in the and/or dielectric permitivity takes place without the involvewavenumber domain rather than in the space domain. Forment of any a priori model by these assumptions.
derived from the linearized formulations discussed above. Next, several factors which cannot be derived in these types of analyses, such as the effects of large conductivity contrasts between the target and the background, the trade off between the resolution and electromagnetic attenuation at high frequencies, the effects of different types of noise on the resulting images, etc., will be examined. Finally, in the last section we will analyze the limits of the 2-D cylindrical geometry employed in the imaging scheme in more realistic, 3-D geologic media.
THE ITERATIVE BORN IMAGING SCHEME the crosswell EM method, i.e., defining how accurately the imaging process from data collection through data inversion reproduces the conductivity distribution.
Unfortunately this is where the similarity between seismic and radio frequency electromagnetic tomography ends. Because of the diffusive nature of EM fields in the frequency range of interest, the assumptions inherent in geophysical ray tomography do not apply. In addition, because the wavenumbers in the diffusion problem are complex, the inverse Fourier transforms of diffraction tomography become unstable Laplace transforms (Zhou, 1989) . Thus Zhou used a least-squares inversion technique to reconstruct the conductivity distribution and called the method electromagnetic diffusion tomography.
In a similar approach, Alumbaugh (1993) and Spies and Habashy (this issue) theoretically analyzed the resolution of the crosswell EM method using a sensitivity function or Frechet derivative approach which relates small perturbations in the conductivity structure to the measurements made with a given source-receiver pair. Again, this involves the application of the Born approximation to simplify the problem, and the analysis is formulated in the space domain rather than in the wavenumber domain. The conclusions of these different studies indicate that two major properties of crosswell EM imaging can be determined from the sensitivity analyses and Zhou's wavenumber domain analyses: (1) image resolution improves with increasing frequency, and (2) the horizontal resolution depends on the maximum vertical offset or aperture employed in the source and receiver arrays. However, because of the different assumptions that are made, there are differences in the two analyses which can lead to conflicting conclusions. For instance, the wavenumber domain analysis indicates that the horizontal and vertical components of the magnetic field are redundant while the space domain analysis indicates that the two components complement each other in some cases. In addition, certain aspects of the imaging process that may be derivable in one domain may be absent in the other domain. An example of this is the dependence of the image quality on the spatial sampling that is employed. This property can be derived directly from the wavenumber formulation but is completely absent in the sensitivity analysis. Finally, both analyses are derived using the Born approximation which is valid only for low frequency detection of relatively small scattering bodies which exhibit low conductivity contrasts with respect to the background.
The purpose of this paper is to analyze some of the factors which determine image resolution for crosswell EM. However, rather than employing an approximate theoretical method which assumes linearity between the conductivity distribution and the measured fields, we employ images reconstructed from synthetic data using a nonlinear imaging scheme. This is not an exact scheme, and in fact, the results are likely biased by the approximations used to form the matrix, the method employed to update the internal electric fields at each iteration, data weighting, etc. However, we feel that the examples and models that are employed here will leave the reader with a general knowledge of the problems that must be considered when designing and interpreting a crosswell EM survey. In the first part of the analysis we will discuss several of the topics that can be We first include a brief description of the imaging method, summarized from Alumbaugh (1993) . The scheme is essentially a two-step process which involves first applying a least-squares technique to estimate the anomalous conductivity distribution, and then using approximate forward modeling to calculate the scattered electric fields that exist within that distribution. The only difference between the technique employed here and the previous study is that the forward modeling is accomplished with the localized nonlinear operator described by Torres-Verdin and Habashy (1994) rather than the Born Series approximation. This approximation is more robust at higher frequencies than the Born series and is computationally more efficient. For more information about the limitations of the scheme, the reader is referred to Torres-Verdin and Habashy (1994) .
Our model consists of a cylindrically symmetric region of interest imbedded in an otherwise homogeneous background of electrical conductivity as shown in Figure A harmonic magnetic dipole source is located at = 0, = on the axis of symmetry. If the anomalous conductivity z) is distributed symmetrically about this axis, then electric currents induced by the source can exist only in the azi-FIG. 1. Cylindrical 2-D geometry for the crosswell problem. The inhomogenous body is cylindrically symmetric about the magnetic dipole axis. muthal direction. These currents in turn produce magnetic fields in the and directions which can be measured either within the transmitter borehole as is commonly done in electromagnetic well logging, or in a second borehole some distance away as is done for crosswell EM measurements. This geometry has been employed here because it significantly simplifies the inversion process by reducing the full 3-D tensor equation to a 2-D scalar form. However, as it will be shown in the last section, this assumption can introduce error into the imaging process because it does not allow for current crossing conductivity boundaries.
where is the measured scattered field data for ith sourcereceiver pair, is the object function defined by = J and is the sensitivity function given as cell Before the imaging process is initiated, only the backRewriting this in matrix form yields ground conductivity of the whole space being investigated is assumed to be known. (An estimate of this value can be deduced either from well logs or by finding a whole space model which best fits the crosswell data in a least-squares sense.) Using the same form as adopted by Zhou (1989) , the discrete equations for the total vertical magnetic field measured in the receiver borehole some distance away from the source can be written as N = where designates the ith source-receiver combination out of a total of j designates the jth cell in the discretized interwell region containing a total of N cells; and are the total and primary vertical magnetic fields at the receiver that would exist for a background of conductivity respectively; is the whole space Green's Function which relates the scattering current in the medium to the vertical magnetic field measured at the receiver; is the total electric field in the medium; and is the anomalous conductivity we wish to determine. The expressions for the primary fields and Green's functions in a whole space, assuming the 2-D geometry shown in Figure 1 , are given in Appendix A.
Notice that equation (1) for is nonlinear with respect to because is dependent on the anomalous conductivity. Thus to linearize the problem, the first-order Born approximation is applied, which assumes that the scattered electric fields in the medium are much smaller than the primary fields. This allows us to approximate the total electric field in equation 1 with the primary electric field and this yields a linearized version of this equation. Applying this approximation, assuming that the primary electric field is constant across each cell such that it can be pulled outside of the integral, and then subtracting off the primary magnetic field yields the following expression for the scattered magnetic fields:
(2) jth cell where now is the primary electric field in the medium and = Because all of the terms on the right-hand side of equation (2) other than are assumed to be known, we can write the equation in the following discrete form:
where D is an M element vector of the measurements, is the M by N sensitivity or weighting matrix relating the geometry of the model to the transmitter-receiver positions, and 0 is an N element solution vector. This set of linear equations can be solved for 0 by a least-squares method in which we minimize the squared error functional defined as =
The regularized inversion scheme employed to do this is described in Appendix B.
Because the sensitivity matrix is initially calculated using the first-order Born approximation, solving for 0 yields a first-order image of the conductivity distribution. To improve upon this solution, the scattered electric fields generated by 0 are calculated and included with the primary field in expression (3) to provide a more accurate estimate of the total electric field which exists in the medium than is given by the primary field. Unfortunately, because the number of unknowns, and thus the number of cells, in these images is rather large, full forward modeling of the problem is computationally expensive. To speed up these forward calculations, we employ the localized nonlinear operator developed by Habashy et al. (1993) in the same manner as TorresVerdin and Habashy (1994) . Using this operator yields an approximate value for the total electric field in each cell via the expression where is defined as the scattering tensor and k represents the kth out of N cells where we are solving for the electric field. For the purely TE case considered here, the tensor is reduced to a scalar which has the form -1 N I jth cell (8) where G now represents the electric field Green's function which relates the field in one cell to a scattering current in another. This approximation has been tested and determined to be accurate to moderate frequencies, with some models being accurate up to hundred kilohertz (Torres-Verdin and Habashy, 1994) .
After the total electric fields have been determined for the region containing 0, the magnetic fields for each sourcereceiver combination are calculated using expression (1) and the mean residual error between the image and the data is determined. This error is defined by the expression
where is the ith data point, is the magnetic field that is calculated from 0 for the ith source-receiver pair, and M is the number of data points. If is equal to or less than some predetermined noise level, then the scheme is terminated. However, if the error is greater than the noise level, then the newly calculated values of are substituted for the primary electric fields in equation (4) to yield an updated form of which is given by
The whole process [equations (6) through (l0)] is repeated iteratively until either approaches the estimated noise level or converges to a minimum.
THE EFFECT OF OPERATING FREQUENCY AND SPATIAL SAMPLING ON IMAGE RESOLUTION
One of the most important properties of any imaging system is the resolution of the method, i.e., how well the process can distinguish individual features in the medium that is being probed. To define the resolution of the EM methods, Zhou et al. (1993) and Alumbaugh (1993) employed models that consist of two single cells separated some distance apart. Thus, one measure of the resolution can be defined by how well the method images the two bodies at different separations and operating frequencies.
In all of the following examples, the results are calculated at specific frequencies for a constant background conductivity. The results, however, are presented as skin depth in the background medium a function of the rather than as a function of specific models. The skin depth is the reciprocal of the imaginary part of the background wavenumber and represents the distance in which the amplitude of an electromagnetic plane wave decays by l/e. The greater the number of skin depths between the source and receiver, the more the source field is attenuated. Therefore we can determine the sensitivity for any combination of frequency, conductivity, and borehole separation, and we present the results in terms of the ratio of the source-receiver borehole separation to the skin depth (Note: because displacement currents can be ignored at these frequencies, the real part of the wavenumber has the same form as the imaginary part. Thus the wavelength is simply the skin depth multiplied by
The general configuration used in this section is shown in Figure 2a . Two 20 x 20 m square bodies are located near the center of the interwell region and are separated by 20 m. The conductivity of the bodies is 0.02 S/m, which is twice that of the background. The 21 sources and 21 receivers are spaced at 10 m intervals in the 200 m deep wells. This yields a total of 441 source-receiver combinations for which the vertical magnetic fields were calculated using an exact integral equation scheme developed by Zhou (1989) . To save computing time and to improve the inversion process, the imaging region was limited to one-half of the area between the wells and was divided up into 400 5 x 5 m cells of unknown conductivity. The frequencies employed are 1 kHz, 3.1 kHz, 10 kHz, 31 kHz, and 100 kHz, which correspond to five frequencies spaced logarithmically between 1 and 100 kHz. The lower bound of the frequency band corresponds to a value of 0.63 (corresponding to 1/10 wavelength), which indicates that we are operating in the near field. Below 1 kHz for this particular model the scattered fields are very small compared to the primary fields, making them almost undetectable. At the upper bound, is equal to 6.3 which is equivalent to one wavelength source-receiver separation. Above this point the fields become difficult to measure at long offsets because of rapid attenuation (this is analyzed in greater detail below). In addition, for the gridding and models employed here, this frequency is approaching the limit of the localized nonlinear approximation employed in the iterative Born imaging scheme.
All measured data contain some type of noise. In the crosswell simulations described below, the magnitude of the measured total field falls off with increasing source-receiver separation. Assuming that the noise floor of the system is constant, the noise-to-signal ratio will be smallest when the source and receiver are at the same depth and the signal is strong, and it will become progressively greater as the source and receiver are moved further apart. To incorporate this phenomena into the analysis presented here, the maximum total-field amplitude was determined at each frequency, and random Gaussian noise with a variance that is a percentage of this amplitude added to the synthetic data (different types of noise will be discussed in a later section). In this section, the variance of the noise is 0.1% which is achievable with current equipment (Wilt et al., this issue) . In addition, the iterative imaging scheme was terminated when the mean difference between the numerical fields calculated from the image and the input data reached this level.
Figures 2b through 2f yield valuable information about the resolution of the crosswell EM method. At 1 kHz = 0.63] there is very little response to the bodies at all. This is a result of the small magnitude of the scattered fields, which in general is less than 1% of the total field. Because of these relatively insignificant values, the residual error between the calculated image results and the input data rapidly converges to the noise level, As expected, increasing the frequency causes a significant improvement in resolution. At 10 kHz [(tx -rx)/6 = 1.9], the images begin to separate, and at 100 kHz [(tx -rx)/8 = 6.3] they are quite sharp and their location has been correctly defined.
A comparison of resolution in the horizontal and vertical directions can also be made with this example. Figure 2f shows that the conductivity is underestimated on each side of the bodies in the x direction, while in the z direction this phenomenon does not occur. This indicates that the horizontal resolution is not as good as that of the vertical, which agrees with the wavenumber domain analysis by Zhou (1989) . In addition, the theoretical studies mentioned above have shown that, like seismic crosswell imaging, the hori-zontal resolution depends on the maximum vertical coverage severe artifacts that have formed near the source well. These or aperture that is employed in the data collection process. This topic is covered more thoroughly in a later section.
artifacts are the result of spatial aliasing.
To analyze the effects of spatial sampling, we have emAs the sampling interval is decreased to 20 m (Figure 3c ), ployed the model shown in Figure 3a and calculated the the resolution of the two bodies improves, while more results for different source and receiver sampling densities at importantly, the magnitude of the artifacts is significantly reduced. However, notice that we are still unable to define a frequency of 100 kHz = val more accurately recovers the background structure and resolution images, the source and receiver sampling interval thus better defines the target. must be equal to or less than the dimensions of the target The last example employs a sampling scheme which is an zone that is to be imaged. In addition, both source and exaggerated form of that described by Wilt et al. (this issue) .
receiver must incorporate this sampling interval. Currently available crosswell EM systems incorporate only a single receiver. The data are collected by fixing the
USE OF THE HORIZONTAL COMPONENT OF THE
receiver at a given depth and "logging" the source hole with MAGNETlC FIELD TO IMPROVE RESOLUTION the VMD. Although this results in data that are densely sampled in source position, time considerations limit the Using wavenumber domain analysis, Zhou (1989) showed number of receiver positions that can be occupied. Thus the that if continuous data have been collected in both boreholes data are coarsely sampled in receiver depth. Imaging a data over large apertures, then the horizontal and vertical comset collected in this manner (Figure 3f ) indicates that the ponents of the magnetic field supply redundant information. resolution is not as good as when both tools employ dense Thus his work focused on using the vertical magnetic fields sampling, nor as bad as when a coarse sampling interval is to image the conductivity structure. In practice, however, used for both. Near the source well, the resolution is data are collected at discrete points over a smaller aspect comparable to that in Figure 3e , while near the receiver well ratio than we would hope for. Spies and Habashy (this issue) the same sort of artifacts that appear in Figure 3b are illustrate this by showing that for a single source-receiver apparent. The resolution of the targets is similar to that pair, the sensitivity of the horizontal field is vastly different obtained with a 20 m sampling interval. To obtain high from that of the vertical field. Alumbaugh ( ideas together showing that the two components complement each other for borehole separation of two skin depths or less, while at higher frequencies they become redundant.
To demonstrate the benefits of measuring both the radial and vertical components at lower frequencies, the horizontal magnetic fields have been calculated for the model shown in Figure 4a at frequencies of 1 kHz and 10 kHz using a code developed by Ki Ha Lee at Lawrence Berkeley Laboratory. Again, 21 source and 21 receivers have been employed in the calculations using a spatial sampling interval of 10 m. In this case, random noise with a variance of 1% of the maximum total field has been added to the synthetic data. To eliminate artifacts that result from terminating the mesh too close to the receiver well in a layer that extends radially to infinity, the mesh has been extended in the horizontal direction to 200 m. Images have been reconstructed using the horizontal and vertical components alone, as well as both components simultaneously, which simply requires the substitution of the horizontal magnetic field Green's function into equation (1) for Comparing Figure 4c to Figure 4b shows that there is a definite improvement in image quality at 1 kHz that results from using the horizontal rather than the vertical magnetic fields. The vertical boundaries of the layer are much better defined and the conductivity is more accurately recovered. Imaging with both components simultaneously (Figure 4d ) yields even better results. However, the differences between Figures 4c and 4d are relatively minor, which suggests that the radial field is dominating the imaging process. This component may be more important than the vertical when is less than one. Comparing the image reconstructed from the vertical fields at 10 kHz (Figure 4e ) to that resulting from the inversion of the horizontal fields (Figure 4f ) verifies that the differences in image quality resulting from using different components are much less substantial at larger values of Subtle differences do exist between the two images, such as the different locations of conductivity maxima within the conductive layer, but in general they show many of the same characteristics. However, as demon-strated in Figure 4g , employing both components simultaemployed. Two 20 x 20 m conductive blocks are separated neously again yields better results than if either of the single vertically by 20 m in a 0.01 S/m whole space. An operating components is employed alone. The boundaries of the layer frequency of 1 kHz is employed to calculate the vertical have been sharpened up considerably and the conductivity is magnetic fields for 21 source and 21 receiver positions for better defined. Thus there does seem to be an advantage of measuring the horizontal component at higher frequencies target conductivities ranging from 0.02 to 0.1 S/m. Again, random Gaussian noise with a variance of 0.1% of the maximum calculated total field has been added to the data.
IMAGE RESOLUTION VERSUS CONDUCTIVITY CONTRAST
As demonstrated above, for target-to-background conductivity contrasts of 2 to 1, the resolution of the crosswell EM method improves with increasing frequency. Zhou et al. (1993) used this property to obtain resolution in the vertical direction of 1120 of a wavelength skin depths) and in the horizontal direction of 1/4 of a wavelength skin depths). However, Alumbaugh (1993) determined that the resolution for this type of diffusion phenomenon not only depends on the background conductivity and the operating frequency, but also on the conductivity of the anomalous zone.
To examine the effects of different conductivity contrasts on image resolution, the model shown in Figure 5a has been A comparison of the images shown in Figures 5b through 5f shows as the conductivity of the anomalous zone, and thus the contrast between the targets and the background, is increased, the resolution of the bodies dramatically improves. In fact in Figure 5f we can clearly resolve two bodies as being separate, which defines the vertical resolution to be 1/50 of a wavelength skin depths)! This improved resolution is a function of the scattered field magnitudes which increase compared to the primary field as the contrast becomes larger. Thus a less smooth solution is required to fit the data to the desired noise level. However, Alumbaugh (1993) demonstrated that if this same analysis is performed at higher frequencies (100 kHz), the image resolution in some cases can actually decrease. Unfortunately because of the approximate forward modeling method employed in the for five frequencies from 1 kHz to 100 kHz for 21 source and This analysis exemplifies a profound difference between wavefield and diffusion imaging. Increased conductivity con-21 receiver positions, and random Gaussian noise with a variance of 0.1% of the maximum total field has been added trast increases the amplitude of the scattered field and thus to the data increases the signal-to-noise of the diffused fields. The comparable effect for wavefields has only a second-order Figure 6 once again demonstrates that the horizontal impact on the resolution. resolution is much poorer than the vertical resolution. At the lowest frequency [1 kHz, = 0.631, the small
HORIZONTAL RESOLUTION AND DATA WEIGHTING
As was shown in Figure 2 , the horizontal resolution is poorer than the vertical resolution. However, the model employed in that example is not really appropriate for rigorously studying horizontal resolution because the two bodies were oriented vertically rather than horizontally. A model that is better suited for describing the lateral resolution is shown in Figure 6a . In this case the two 0.02 S/m magnitude of the scattered fields allows for only minimal resolution. As the frequency is increased through 3 kHz = 1.1, Figure 6c ] to 10 kHz = 1.9, Figure 6d ], the resolution steadily improves, although the lateral position of the two bodies is recovered incorrectly. Raising the frequency to 31 kHz = 3.3, Figure 6e ] does not seem to improve the image clarity, while at 100 kHz = 6.3, Figure 6f ] it has actually decreased. This decrease in resolution with increasing fre- quency violates both the conclusions illustrated in Figure 2 as well as those derived in the theoretical analyses discussed above. In fact, in these last two cases the mean residual error between the input data and calculated image results did not converge to the noise level, which suggests that the scheme is experiencing difficulty in fitting an appropriate model.
The source of this poor resolution is a combination of the rate at which the EM fields attenuate in the background medium, and the fact that the least-squares process employed to solve the problem in equation (6) is dominated by the data and sensitivity functions of the largest magnitude. For the model shown in Figure 6a , the difference in field amplitude between the minimum vertical offset sourcereceiver configuration (0: 1 aperture) and maximum vertical offset configuration (2:1 aperture) at 100 kHz is approximately five orders of magnitude, at 10 kHz is three orders of magnitude, while at 1 kHz it is one and a half orders of magnitude. Thus because the horizontal resolution information is contained in the large aperture measurements, at higher frequencies where these data are orders of magnitude smaller than the zero offset data, the imaging process has difficulty correctly recovering the lateral position of the bodies.
One solution to this problem is to weight each sourcereceiver combination equally, that is, to give each datum the same importance. The method employed here normalizes each complex field measurement by the magnitude of the total field measured at that point. Performing this operation prior to inversion numerically removes the attenuating effects of the background medium and thus provides for better horizontal resolution of the scattering bodies.
The results of weighting the data for the horizontal resolution model are demonstrated in Figure 7 . In these examples no random noise was added to the data for reasons that will be evident shortly. However, because there is no noise in the data, the imaging scheme does not know when to terminate. Thus for comparison to the results that were achieved without weighting the data, the scheme was terminated at the same iteration as those images in Figure 6 .
The improvement in the horizontal resolution is immediately evident at 10 kHz and the higher frequencies (Figures 7d-7f ). Once again this demonstrates the importance of the long-offset data on horizontal resolution. However, notice that at low frequencies (1 kHz and 31 kHz, Figures 7b and 7c) there has been only minor improvement. This indicates that the vertical component of the fields at these lower frequencies does not contain much horizontal resolution information simply because only a minimal amount of scattering is occurring.
THE EFFECTS OF DIFFERENT TYPES OF NOISE
A major concern when weighting the data in the manner outlined above is how the process deals with the noise present in the long-offset data where the signal is small. If the noise is comparable to or larger than the signal, then this weighting procedure will have negative impacts on the image that is produced. To this point we have been assuming that the noise floor of the system is constant. Thus at large apertures the noise-to-signal ratio is larger than at short offsets. Alumbaugh (1993) found that a data set collected at the Richmond field station north of Berkeley, California, exhibits this type of character which may be a result of either (1) ground loops or (2) limited dynamic range of the lock-in amplifier. Although amplifier gain changes could overcome the latter, it was found that this produced a slight tare in the data and thus gain changes were not employed. Because this type of noise is a function of the dynamic range of the system, it will be referred to hereafter as dynamic range noise. Wilt et al. (this issue) show that field measurements at Devine, Texas, exhibit a different type of noise character. In this case the variance of the data is a constant percentage of the measured amplitude. This type of error may be a result of repositioning inaccuracy of the source and receiver as well as other system problems which change over time. We would expect this type of noise, which we will refer to here as amplitude measurement noise, to have less effect on the weighting scheme as it produces an approximately constant percentage error at all offsets.
Although the noise is probably a combination of these two models, here we examine each type separately. Because amplitude measurement noise causes fewer problems when the data are weighted upward, we will examine its effects on image quality first. Initially 0.1% amplitude measurement noise was added to the data. However, because the results were almost identical to the images without noise shown in Figure 7 , they have not been included here. The images that result when 1% amplitude measurement noise is added to the synthetic data are plotted in Figure 8 . In this case only the 31 kHz and 100 kHz images provide the resolution needed to delineate the edges of the bodies. However, these results demonstrate that the weighting-inversion scheme is fairly robust to this type of noise, and thus if we know a priori that the noise is of this variety, some type of data weighting can be employed to improve horizontal resolution.
Unfortunately, if the noise is of the dynamic range variety, then the data weighting procedure can cause serious problems. This is illustrated in Figure 9 where noise with a variance of 0.1% of the maximum measured total field at each frequency has been added to the data. This implies that at large offsets where the data are small in magnitude, the noise will be on the same order of magnitude or even much larger than the values we are trying to measure. As shown in Figure 9 , the resulting images are very poor and do not recover the target bodies at all. This demonstrates that before some type of weighting scheme is employed, we must know the characteristics and source of the noise to avoid degrading the images. In the next section we will analyze the effects of limiting the maximum aperture to alleviate this problem.
THE EFFECTS OF APERTURE ON RESOLUTION
It was demonstrated both from the sensitivity analysis of Spies and Habashy (this issue) and the wavenumber domain analysis of Zhou (1989) that the horizontal resolution is dependent on the aperture of the crosswell array. To examine the effects on resolution when limited aperture measurements are employed, the data sampling schemes illustrated in Figure 10 have been employed with the weighting scheme described above. We should emphasize that the lines in Figure 10 do not represent raypaths but simply show the the source-receiver combinations illustrated in Figure 10 a-c, different source-receiver combinations that are employed. In respectively. Comparing Figure 11a to Figure 7c indicates that addition, to reduce clutter in these figures the sampling the reduction in maximum vertical offset from 200 m to 150 m schemes are illustrated for only five source depths. In causes almost no reduction in horizontal resolution. Reducing Figure 10a , the maximum offset is 150 m (aperture = 1.5:1), the maximum offset further to 100 m ( Figure llb) shows a slight in Figure 10b 100 m (aperture = 1.0:1), and finally in reduction in resolution. Finally, reducing the maximum offset Figure 10c the maximum offset is 50 m (aperture = 0.5:1).
to 50 m ( Figure 11c ) and comparing these results to the image The first example (Figure 11 ) involves the horizontal reconstructed with unweighted data (Figure 6d ) shows that resolution model (Figure 6a ) and an operating frequency of there is no benefit of weighting the data for apertures of 0.5:1. least 1:1 is needed to approximately recover the structure while noise with decreasing maximum aperture becomes more an aperture of at least 1.5:1 results in maximum horizontal evident for the 50 m offset image (Figure 11f ). Thus for the resolution.
level of dynamic range noise employed here, a data weightThe images that result from weighted data contaminated ing scheme may provide improvements in image resolution with 0.1% dynamic range noise are shown in Figures lld for apertures up to 1:1. through llf. For a maximum offset of 150 m (Figure lld) , the The same analysis has been performed on the 100 kHz noise again completely corrupts the image to the point that data (Figure 12 ). Comparing Figure 12a to Figure 7f shows the targets cannot be resolved. However, for a 100 m offset that a reduction in maximum vertical offset from 200 m to (Figure 11e) , the image does show some similarity to that 150 m causes a degradation in the horizontal resolution. For reconstructed with noise-free data (Figure llb) . In addition, a maximum vertical offset of 100 m (Figure 12b ), the horicomparing this image to that in Figure 6d shows that the zontal resolution has decreased to the point while it is no positions of the targets are resolved better than when no better than the best image achieved without weighting weighting is applied. The decreasing distortion as a result of (Figure 6 ). Finally, comparing Figure 12d to Figure 6f shows FIG. 8. Horizontal resolution as a function of frequency with data weighting and 1.0% random amplitude noise added to the data.
that if a maximum aperture of only 0.5:1 is employed, there is once again no advantage in using a weighting scheme on the data. Notice that at this higher frequency significant image degradation occurs when the aperture is reduced from 2.0:1 to 1.5:1, which does not occur for the measurements at 10 kHz (Figure 11a ). This might be a result of a breakdown in the forward modeling approximation with increasing frequency, increasing scattering with increasing frequency, or some other phenomenon. Because this phenomenon has not been fully examined, we leave it here as a topic for future research.
Adding dynamic range noise to the data yields similar results to those at 10 kHz. For a maximum vertical offset of 150 m (Figure 12d) , the noise corrupts the image such that the targets are completely unresolveable. However, as the maximum offset is dropped to 100 m ( Figure 12e ) and 50 m (Figure 12f ), the effects of the noise are diminished. Thus we are left with a paradox. For apertures of 1:1 and less, the signal-to-noise ratio seems to be large enough such that a FIG. 9. Horizontal resolution as a function of frequency with data weighting and 0.1% dynamic range noise added to the data. data weighting scheme can be employed. However, larger apertures are required to achieve the optimal horizontal resolution. One possible method of recovering the horizontal resolution information with limited aperture is discussed below.
THE USE OF MULTIPLE FREQUENCIES
In both the wavenumber domain analysis of Zhou (1989) and the sensitivity analyses of Alumbaugh (1993) and Spies and Habashy (this issue) it was determined that different frequencies sense the medium differently. Thus when employed in an imaging scheme, the additional information supplied by the multiple frequency data should better constrain the solution. Using fairly standard ray tracing techniques, Lee and Xie (1993) have shown that broadband data, when transformed to a fictitious time or "q" domain, provide excellent resolution. Torres-Verdin and Habashy (1994) demonstrate that images reconstructed from broadband data exhibit much better resolution than images reconstructed from the lowest frequency. Alumbaugh (1993) also showed an advantage in using multiple frequencies compared to using only a single frequency at the lower end of the frequency range of interest (1 kHz). However, if a single high frequency (100 kHz) was used; then the difference from the broadband image was minimal. To examine this issue more thoroughly, we have again employed the horizontal resolution model (Figure 6a ). Numerical results have been calculated at 21 source and 21 receiver positions for five frequencies, and 0.1% dynamic range noise has been added to the data where noted.
The image that results from simultaneously employing all five frequencies in the inversion scheme without weighting the long-offset data is shown in Figure 13a . Comparing this figure with the single frequency images in Figure 6 indicates 859 an improvement in the horizontal resolution of the target located near the source well. However, the second body is still reconstructed too close to the receiver well, making the image asymmetric. Thus to further improve the horizontal resolution, the long-and short-offset data need to be weighted equally. Figure 13b shows the resultant image for a maximum vertical offset of 200 m and no added noise. Comparing this to the single frequency images in Figure 7 indicates that there is almost no difference between this result and the image reconstructed using only the 100 kHz data. In addition when 0.1% dynamic range noise is added to the data before weighting, the image degradation is similar to that of the single frequency images of Figure 8 . There appears to be no advantage to collecting wideband data for use in this type of imaging scheme.
Considerations for EM Tomography
There might, however, be a motive for collecting multiple frequencies if the crosswell survey is limited to smaller apertures by noise considerations. This is demonstrated by the images shown in Figures 13c and 13d where only the data with an aperture of 1:1 and less, as illustrated in Figure l0b , are employed. Figure 13c shows the results of inverting the multiple frequency, limited aperture, noise-free data. It is evident by comparing this figure to Figure 13b that employing limited aperture data decreases the resolution. Stripe-like artifacts appear above and below the bodies which are more severe than any artifacts present in Figures llb and 12b . However, the position of the two target bodies is recovered better than in either of these single frequency images, indicating that multiple frequencies improve the image resolution when only limited aperture data are collected.
This argument for collecting multiple frequency data becomes apparent when 0.l% dynamic range noise is added to the data. Comparing Figure 13d to the noiseless image in Figure 13c indicates that very little degradation has occurred as a result of the introduction of noise. In addition, comparinterwell plane. Here, to theoretically determine the limitaing this image to the monochromatic images reconstructed tions of the cylindrical geometry in a more general environwith contaminated data at 10 kHz ( Figure 11e ) and 100 kHz ment, we first examine the sensitivity functions for the 2-D (Figure 12e ) indicates better results with multiple frequengeometry given in Figure 1 . For this geometry the magnetic cies. There seem to be added benefits in collecting multiple field sensitivity functions have been derived in Alumbaugh frequency data when the maximum aperture of the survey is (1993) and have the form limited by the dynamic range of the field system.
COMPARISON OF THE SENSITIVITY FOR 2-D CYLINDRICAL AND 2.5-D GEOMETRIES
In the final section of this paper we examine the applicability of the cylindrical geometry to a more realistic 3-D medium. Zhou (1989) showed that by applying both the Born and a far-field approximation, the wavenumber domain formulations for the 2-D cylindrical and 3-D Cartesian geometries are very similar. Spies and Habashy (this issue) show that as the frequency is increased, the crosswell EM array becomes less sensitive to the region outside of the =
for the vertical component of the magnetic field. Here refers to the receiver location, r to the point in the medium where we are calculating the sensitivity, and to the source location. Notice that this is identical in form to equation (4) except that the Green's function is not integrated over the area of a cell.
The main problem with the 2-D geometry shown in Figure 1 when considering more complex structures is that the purely TE formulation does not account for current Row across conductivity boundaries. A different geometry that   FIG. 11 . Image resolution at 10 kHz for the model described in Figure 6a can better approximate EM scattering in the inhomogenous and region between two wells is the 2.5-D geometry which employs a 3-D VMD source but extends a 2-D earth infinitely in the y direction. The sensitivity functions for the 2.5-D (14)
geometry can be derived from the 3-D sensitivity functions given in Spies and Habashy (this issue). For the vertical In these equations, r is given by component of the magnetic field, Spies and Habashy show that the vertical magnetic field sensitivity to a 3-D medium has the form To calculate the 2.5-D sensitivity requires integrating equation (12) along they-axis from minus to positive infinity. The 2.5-D sensitivity function is then given by (12) where and are given by (15) For the sake of comparison, the sensitivity values have all (13) have been plotted in the same manner as given in Spies and Habashy (this issue). The sensitivity function is first calcu-FIG. 12. Image resolution at 100 kHz for the model described in Figure 6a as a function of vertical offset or "aperture." Noise where added is 0.1% system dynamic range noise. lated at a constant interval of r (or x ) and z. The absolute value of the real and imaginary components are then converted to decibels and scaled appropriately such that the maximum value on a given plot is 60 dB. The sign of the original calculations is then restored and the results plotted as positive and negative values from 0 to 60 dB. Thus the small white "lines" between areas of shading represent regions where that particular component of the sensitivity is undergoing a reversal of sign (i.e., a 180" phase shift). In all the results, the arrow on the left represents the dipole source location and the arrow on the right the receiver location. Figure 14a shows the 2-D cylindrical sensitivity calculated at 1 kHz for an aspect ratio of 0:1 which corresponds to values of 0.63 of a wavelength). The most noticeable characteristics of the sensitivity at this frequency are (1) the kernel is maximum near the receiver and (2) it is very sensitive to a large area outside of the interwell region. Increasing the frequency to 100 kHz such that the sourcereceiver separation for the same source-receiver geometry is 6.3 skin depths wavelength) reduces the area being sensed and thus theoretically improves the resolution, as we are primarily sensing the area directly between the transmitter and receiver (Figure 14b ). This is the theoretical verification of the increasing resolution with frequency that was displayed in Figure 2 . In addition, a well-defined maximum sensitivity path has developed between the source and receiver which is suggestive of a raypath and implies the use of ray tracing theory to interpret the results. Finally, a symmetry between the regions near the source and receiver is beginning to develop.
The 2.5-D sensitivity functions calculated for the same geometry and frequencies employed above are given in Figure 15 . At 1 kHz (Figure 15a ) the general characteristics are similar when compared to the 2-D geometry (Figure 14a) . However, there are some noticeable differences, the most prominent being that the 2.5-D sensitivities have side lobes outside the interwell region near the transmitter as well as near the receiver. These are the product of employing a Cartesian rather than a cylindrical coordinate system. A second interesting comparison is the symmetry of the 2.5-D geometry with respect to the source and receiver position. This reciprocity arises from the fact that the 2.5-D Green's function and primary field have the same form. For the cylindrical case, the Green's function and primary field expressions given in Appendix A are much different and do not have this symmetry. Finally, the real component of the 2.5-D sensitivity does not show the 180" phase shift between the source and receiver that is evident in the cylindrical example. Thus, as demonstrated by Alumbaugh (1993) , for these low values of the scattered fields generated by anomalous bodies of identical cross-section on the inter-FIG. 14. Sensitivity for the 2-D cylindrical geometry and an aspect ratio = (a) 1 kHz (b) 100 kHz.
well plane, but with different geometries outside of this plane, will be completely different. Plotting the 100 kHz sensitivities for the 2.5-D geometry ( Figure 15b ) and comparing to the cylindrical geometry (Figure 14b ) shows that at higher frequencies [or 5] many of these differences disappear. This theoretically verifies that as the frequency is increased, the scattering currents sensed by crosswell EM become independent of the geometry of the scattering body in the region outside of the interwell plane. Nekut (1994) attributes this to the attenuation rate of the electromagnetic fields. Because this rate of attenuation is much greater for large values of than for smaller values, the fields arising from channeling currents outside of the interwell plane will be severely attenuated compared to those arising from the inductive currents generated between the wells. Therefore at higher frequencies the fundamental exponential behavior of the EM fields propagating between the source and receiver dominates the response.
To illustrate response differences at lower frequencies, and independence of the response on target geometry outside of the interwell region at higher frequencies, a model consisting of a 40 m long by 40 m wide flat lying conductive sheet (0.2 S) at 95 m depth is employed. The sheet is symmetrically positioned in the direction in and out of the page. However, its lateral position has been allowed to vary in the direction from being centered about the source well ( Figure 16a and receiver wells (Figure 18a) . The vertical magnetic fields have been calculated for 21 source and 21 receiver positions spaced at 10 m intervals using a code originally developed by Weidelt (1981) and later modified by Zhou (1989) . Random Gaussian noise with a variance of 0.1% of the maximum total field has been added to the synthetic data to simulate realistic measurement conditions. Unfortunately, because the sheet is much thinner than the source and receiver sampling interval, the inversion problem is unstable as a result of spatial aliasing as discussed above. Thus positivity constraints have been imposed upon the solution which imply that the solution must always be more conductive than the background. Alumbaugh (1993) illustrate how these constraints ensure both maximum resolution and stability in the imaging process, and a more thorough description of the inversion process for this particular model can be found there. Figure 16 shows the first example in which the sheet is symmetric about the source borehole, and 3-D effects are minimized. As expected from earlier results, the image at 1 kHz (Figure 16b ) is very smooth with poor definition. The resolution is much improved at 10 kHz and 100 kHz (Figures 16c and 16d , respectively). As at both of these frequencies, the horizontal extent of the sheet and its conductance are recovered very well.
To determine the validity of imaging such a 3-D body with a 2-D cylindrical assumption, we can examine the distribution of the residual error between the input data and the theoretical results calculated for the image as a function of source and receiver depth. Alumbaugh (1993) has demonstrated that if the geometry employed by the imaging scheme fits that of the conductivity distribution, than these residuals are distributed in a random manner. As demonstrated in Figure 17 , a random distribution exists for the errors at all three frequencies. This suggests that the 2-D cylindrical geometry fits that of the target very well.
When the sheet is placed at the center between the two wells, the imaging procedure fails almost completely at the two lowest frequencies. At 1 kHz, a very diffuse conductive region is recovered (Figure 18b ), while at 10 kHz a delta function is reconstructed near the edge of the sheet that is closest to the receiver (Figure 18c ). The 100 kHz image correctly identifies both the position and conductivity of the body, even though the geometry of the sheet violates the cylindrical assumption.
Examining the residual errors ( Figure 19 ) shows that they are no longer randomly distributed as a function of source and receiver position, especially at 10 kHz. Rather a bias has developed which is strongest when the source and receiver are at the depth of the anomalous body. However, the bias at 100 kHz is not as pronounced, which once again illustrates that if we are going to employ imaging schemes which incorporate geometrical approximations to be computationally efficient, we need to operate at as high a frequency as possible to avoid 3-D effects. In addition, this type of error analysis should always be performed to determine the validity of the image.
Although assuming the incorrect geometry within the imaging scheme can produce artifacts at low frequencies which do not correctly represent the subsurface, the resulting images can yield valuable information about the location of a 3-D structure if the geometry is not as grossly violated as that in Figure 18 . This is demonstrated in Figure 20 with a sheet that is only partially offset toward ( Figure 20a ) and away from ( Figure 20c ) the receiver well. Figure 20b clearly shows a conductive body stretching from the source well toward the receiver well, while Figure 20d shows only a slight response in the region above and below the sheet. In addition, Alumbaugh (1993) has shown that small lateral changes in the location of the body will cause fairly substantial changes in the resulting images. Thus, although the low frequency resolution of the 3-D body is poor, the cylindrically symmetric scheme is very sensitive to its location.
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onstrated that like seismic diffraction tomography (Wu and Tokoz, 1987) , higher frequencies produce better image resolution, and a finer sampling density improves the image quality. However, unlike classic diffraction tomography, the resolution that can be obtained in diffusion tomography depends on the target conductivity and its contrast to background. The results are critically dependent on the transmitter-receiver spacings, and because of the strong attenuation, also on the noise model. Although higher frequency implies greater resolution, the rate of attenuation at these frequencies can cause serious problems with respect to the horizontal resolution. This is because of the fact that the long-offset data, which contain the horizontal resolution information, are orders of magnitude smaller in amplitude than the zero aperture data. Thus in an imaging scheme such as the approximate iterative Born technique presented here, the zero-offset data are naturally weighted more than long-offset data, hence the loss in image quality. Weighting the data such that all apertures are given equal importance will provide better results if the noise is not dependent on the dynamic range of the measurement system.
DISCUSSION AND CONCLUSIONS
In this paper we have discussed several topics relating to the collection of crosswell EM data and the images that can be reconstructed from the measurements. It has been dem- The trade off between the maximum aperture that is employed and the horizontal resolution has been demonstrated. If the noise is of the random amplitude variety, than apertures of 1.5:1 and greater should be employed to obtain maximum resolution. In addition, the maximum aperture that is needed to accurately reconstruct the image with the scheme presented here has been found to increase with frequency. However, if the noise is of the dynamic range variety, then the maximum aperture that can be employed will be limited by magnitude of the noise. The use of multiple frequencies may improve results when these limited apertures are employed.
The general use of the cylindrical geometry has also been investigated. For monochromatic measurements at frequencies that result in borehole separations of less than five skin depths, the use of this geometry in an imaging scheme yields artifacts that will lead to incorrect interpretations. Thus, it is recommended that a more realistic 2.5-D (Tones-Verdin and Habashy, 1994) or 3-D (Newman, 1992) geometry be employed for low-frequency measurements. However, for 5, the effects of structures outside of the interwell plane are minimized. Thus, approximations such as a cylindrical geometry or ray tracing (Nekut, 1994) may provide similar results to these other schemes at much less computational cost.
Finally, we should state that some of our conclusions may depend on the approximate imaging scheme that is employed. Schemes that employ different approaches (Torres-Verdin and Habashy, 1994) and fewer approximations (Newman, 1992) may yield refinements on our conclusions. Until better inversion schemes become available, the conclusions reached above should be considered tentative but still useful for designing surveys and interpreting the resulting images. 
APPENDIX A-EXPRESSIONS FOR THE ELECTROMAGNETIC PRIMARY FIELDS AND GREEN'S FUNCTIONS
The expressions for the primary electric and magnetic fields generated in a whole space of conductivity by a vertical magnetic dipole source are analytic and can be found in Ward and Hohmann (1988) . For the geometry shown in Figure 1 , the primary electric field the direction and has the form has a component only in where R = 2 + 2 and and define the point permeability which is assumed to be that of free space, and i = The primary magnetic field will have two components; a horizontal component and a vertical component. Here we are interested in only the vertical component which has the form APPENDIX B-THE REGULARIZED In general, the inversion of electromagnetic data is nonunique. The problem is further complicated by the presence of noise in the data which can cause the inversion process to become unstable and oscillations to appear in the solution. To solve for the conductivity structure (0) while reducing uncertainties and instabilities in the solution, the inversion needs to be regularized (Tikhonov and Arsenin, 1977) which results in a smooth rather than oscillatory image of conductivity. The method employed here minimizes the error function = + + (B-l) where and are matrices representing a discretization of the derivative in the horizontal and vertical directions, respectively, and the X's are the associated Lagrange multipliers which control the degree of smoothness. The larger the the smoother the image will be. In the study presented here, was set equal to 2 which minimizes the second derivative, or the curvature of 0 between adjacent cells.
Unfortunately, the choice of what value to use for is not an exact science. Too large of a value will result in a solution that has lower resolution than is provided by the data. On the other hand, too small a value for will result in an image that has excellent resolution but may contain unreasonably rapid variations. To balance these two extremes, a technique The expressions for the Green's functions, on the other hand, cannot be obtained in closed form. Rather they have the form of first-order Hankel transforms which must be computed numerically (Ward and Hohmann, 1988) . The electric field Green's function is written as while the Green's function for the vertical magnetic field has the form (A-5)
In these expressions = + are the zero-th and first-order Bessel's functions of the first kinds, respectively.
LEAST-SQUARES INVERSION SCHEME similar to those used by Sena and Toksoz (1990) is employed. In this type of inversion, is relatively large for the first iteration which assures both a very smooth solution and a mean residual error that is greater than the estimated noise level. At each successive iteration, is decreased which provides for greater resolution and also a smaller Er(M). However, rather than using the total data error [s(O)], in this study is decreased by a constant amount at each iteration which insures that the resolution is continually improving while the inversion scheme does not converge too quickly (Carlos Torres-Verdin, personnel communication). The process is continued until Er(M) either approaches the estimated noise level or reaches a minimum value. At the point where the noise level is met, the iterative scheme is terminated because if it were to continue, noise would be controlling the added resolution.
The above regularization process greatly enhances the stability of the inversion. However, the solution can be further stabilized by solving equation (14) subject to the constraints i 1, 2, . . . , (B-2) where and are the lower and upper bounds of the solution, respectively. These bounds help to enhance solution stability and resolution greatly reduces nonuniqueness, and for the crosswell imaging case, can be derived easily from borehole logs. In this study, only constraints which ensured that the imaged conductivity was greater than zero were employed.
Because of the ease with which the quadratic programming technique (Gill et al., 1981; Lawson and Hanson, 1974) handles linear bounding constraints, this method has been chosen as the least-squares inversion scheme to solve for a best fitting solution. To get the least-square error functional into quadratic form, equation (B-l) must first be expanded to yield = + (B-3) -+ .
Solving for an 0 that minimizes this expression subject to the linear bounding constraints above, constitutes the quadratic programming problem. The particular subroutine employed here is VE04A in the HARWELL mathematical program library (Hopper, 1979) .
