We investigate the sensitivity of reduced order models (ROMs) to training data resolution as well as sampling rate. In particular, we consider proper orthogonal decomposition (POD), coupled with Galerkin projection (POD-GP), as an intrusive reduced order modeling technique. For non-intrusive ROMs, we consider two frameworks. The first is using dynamic mode decomposition (DMD), and the second is based on artificial neural networks (ANNs). For ANN, we utilized a residual deep neural network, and for DMD we have studied two versions of DMD approaches; one with hard thresholding and the other with sorted bases selection. Also, we highlight the differences between mean-subtracting the data (i.e., centering) and using the data without mean-subtraction. We tested these ROMs using a system of 2D shallow water equations for four different numerical experiments, adopting combinations of sampling rates and resolutions. For these cases, we found that the DMD basis obtained with hard threshodling is sensitive to sampling rate, performing worse at very high rates. The sorted DMD algorithm helps to mitigate this problem and yields more stabilized and converging solution. Furthermore, we demonstrate that both DMD approaches with mean subtraction provide significantly more accurate results than DMD with mean-subtracting the data. On the other hand, POD is relatively insensitive to sampling rate and yields better representation of the flow field. Meanwhile, resolution has little effect on both POD and DMD performances. Therefore, we preferred to train the neural network in POD space, since it is more stable and better represents our dataset. Numerical results reveal that an artificial neural network on POD subspace (POD-ANN) performs remarkably better than POD-GP and DMD in capturing system dynamics, even with a small number of modes.
substitutes to the original system. Those substitutes should be cheaper to solve and analyze while retaining similar dynamics to the original system [3, 4] . Fortunately, this is feasible given the fact that these complex systems are often dominated by a few number of underlying manifolds controlling most of the mass, momentum, and energy transfer. The idea of ROM is simple; instead of 'watching' each grid point, we may just follow a small number of features and still be able to know equivalent amount of information.
In other words, rather than simulating every single point (which represents a degree of freedom in computations), ROM enables us to detect the major directions over which most variations occur. By superposing the contributions of a small number of these directions, an approximate 'numerical twin' of the original system is obtained. The remaining directions are cut-off assuming their contributions are minimum. Dealing with that truncated numerical twin saves a large portion of computational power, time, and storage. This is especially evident when multiple forward simulations are required. Examples include data assimilation [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] , optimal control [15] [16] [17] [18] [19] [20] [21] , parameter identification [22] [23] [24] , and uncertainty quantification [25] [26] [27] [28] [29] .
Model order reduction was introduced to fluid dynamics community many decades ago through the work of Lumley [30] as a mathematical technique to extract coherent structures from turbulent flow fields. Different ROM techniques vary in the way they define these underlying structures, either growing/decaying with a specific rate, oscillating with a constant frequency or containing a significant amount of kinetic energy. Living in the era of big data, snapshot-based projection methods have gained the largest popularity, where the response of a system, either recorded from experiments or high-fidelity numerical simulations given a certain input, is assumed to contain the essential behavior of that system.
Proper orthogonal decomposition (POD), also known as principal component analysis [31] , computes a set of orthonormal spatial basis vectors which describe the main directions (modes), by which the given flow field is characterized, in the L 2 sense [32] . Each of these modes contains a proportion of the system's total energy. The most energetic POD modes are selected to generate the reduced order twin. Often, POD is coupled with Galerkin projection (GP) to generate ROMs for linear and nonlinear systems (POD-GP) [33] [34] [35] [36] [37] [38] [39] [40] . A recent mathematical discussion on POD-based ROMs is given in Ref. [41] for nonlinear parametric and time-dependent PDEs. In brief, GP makes use of the orthonormality of the POD modes to reduce the full order model (FOM) (i.e., governing equations) from partial differential equations (PDEs) to a simpler set of ordinary differential equations (ODEs) involving the POD temporal coefficients. These ODEs can be solved with much more simplicity than the original set of PDEs. In practice, ROM approximation can lead to speedups of several orders of magnitude as well as great reduction in memory requirements [42, 43] with minor impact on accuracy of numerical solution.
The spatiotemporal biorthogonal decomposition, a variant of POD, has been introduced to recover the temporal information associated with the POD modes [44, 45] . A spectral POD (SPOD) has been applied to extract lowdimensional compression of the full order model (FOM) extending POD to account for temporal dynamics in addition to energetic optimality [46] . Although the spatial SPOD modes are no longer orthonormal, it was shown that the norm of the spatial modes gives further insights into the dataset and reduces POD in the limiting case. The name 'SPOD' was also given to the frequency-based POD where standard POD algorithm is applied to a set of realizations of the temporal Fourier transform of the flow field [4, 47, 48] . Loiseau et al. [49] have also introduced a manifold modeling approach as a potentially viable compression model. They showed that a two-dimensional manifold is more accurate than an expansion using 50 POD modes for the transient cylinder wake. Another variation of POD in linear cases is balanced proper orthogonal decomposition, which extracts two sets of modes for specified inputs and outputs, corresponding to the controllable states, and the observable states, respectively. Balanced truncation of linear systems has been presented by combining POD and balanced realization theory [50] . In ROM, the aim is to retain both the most controllable modes and the most observable modes [51] . However, for some systems, states that have very small controllability might have very large observability, and vice versa. Balancing involves determining a coordinate system in which the most controllable directions in state space are also the most observable directions [52] [53] [54] . The modes that are least controllable/observable are then truncated.
Projection-based techniques (e.g., POD-GP) belong to a family of intrusive reduced order modeling, also called physics-informed ROM, since they require knowledge of the high-order governing equations, and projecting them onto the reduced basis to obtain a set of ordinary differential equations (ODEs). This limits their use to systems which we fully understand and can formulate in a mathematical representation [55] . Also, as the projection depends on governing equations, the source codes have to be modified for even slightly different cases, making the process inconvenient for complex nonlinear problems. Moreover, in fluid applications, POD-GP results in a dense system consisting of triadic interactions due to the quadratic nonlinearity with an order of O(R 3 ) computational load, where R refers to the retained number of modes. This poses a constraint on the number of modes to be selected. Several efforts have been devoted to minimize the number of selected modes through closure modeling to reduce the amount of information lost due to truncation [56] [57] [58] [59] [60] . Stefanescu and Navon [61] employed the discrete empirical interpolation method (DEIM) to reduce the computational complexity of the POD-GP reduced order model caused by its dependence on the nonlinear full dimension model. Significant CPU gain was obtained using POD/DEIM approach compared to only POD for both implicit and explicit numerical schemes. Also, Wang et al. [62] studied POD/DEIM approach on the 2D Burgers equation at high Reynolds number and found a speed-up by a factor of O(10) in CPU time compared to conventional POD-GP. To recover the missing information and account for the small-scale dissipation effects of the truncated POD modes, they introduced a Tikhonov regularization to build a calibrated ROM. In [41] , linearizing and projecting the nonlinearity onto the POD space was proposed, allowing for solving the resulting evolution equations explicitly without spatial interpolation.
Another class for ROM which is gaining popularity in recent years, is the purely data-driven, non-intrusive ROMs. That is a family of methods that solely access datasets to identify system's dynamics, with little-to-no knowledge of the governing equations, sometimes called physics-agnostic modeling. Dynamic mode decomposition (DMD) is one of the very popular techniques in this area, relying on Koopman theory. Mezic [63] was the first to apply the Koopman theory for the purposes of reduced order modelling. Later, Schmid and Sesterhenn [64] introduced the DMD algorithm which is considered the numerical implementation of the Koopman modal decomposition. In DMD, time-resolved data are decomposed into modes, each having a single characteristic frequency of oscillation and growth/decay rate. There are a number of variants for DMD algorithms. The monograph written by Kutz et al. [65] collects various DMD methods and their implementations. Hemati et al. [66] proposed an online-DMD algorithm that is capable of handling large and streaming datasets. The algorithm reads consecutive pairs of snapshots, whenever available, and updates the DMD modes accordingly, while keeping track of historical datasets with minimal storage requirements. In order to achieve a desirable trade-off between the quality of approximation and the number of modes that are used to approximate the given fields, Jovanović et al. [67] developed a sparsity-promoting DMD. In their algorithm, sparsity is induced by regularizing the least-squares deviation between the data matrix and a linear combination of DMD modes with an additional term that penalizes the L 1 -norm of the vector of DMD amplitudes. A multiresolution DMD (mrDMD) was proposed by Kutz et al. [68] employing one-level separation recursively to separate background (low-rank) and foreground (sparse) dynamics. This technique has been recently extended to treat a broader variety of multiscale systems and more faithfully reconstruct their isolated components [69] .
An optimized DMD method which tailors the decomposition to a desired number of modes was introduced by Chen et al. [70] . Dang et al. [71] proposed a denoising and feature extraction algorithm for multi-component coupled noisy mechanical signals by combining multiscale permutation entropy with sparse optimization based on non-convex regularization. Bistrian and Navon [72, 73] utilized an adaptive randomized DMD to obtain a reduced basis in the offline stage, and the temporal values in the online stage through an interpolation using radial basis functions. Also, they provided an improved selection method for the DMD modes and associated amplitudes and Ritz values, that retains the most influential modes and reduces the size of the model [74, 75] . In their method, modes are arranged in descending order of the energy of the DMD modes weighted by the inverse of the Strouhal number. Insignificant modes are truncated based on the conservation of quadratic integral invariants by the reduced order flow. Higham et al. [76] suggested that DMD is more favorable than POD in situations where that nonlinear dynamics can arise in the transition of underlying structures to a quasi-two-dimensional behaviour. However, Taira et al. [4] referred that DMD often yields less reliable results when the system's nonlinearity is significant unless more measurements are included in the snapshots. Theoretical work on DMD has centered mainly on exploring connections with other methods, such as Koopman spectral analysis [77] [78] [79] , POD [80] , and Fourier analysis [70] . Lu and Tartakovsky [81] provides a theoretical error estimator of DMD predictability for linear and nonlinear parabolic equations.
There have been many efforts to hybridize and bridge the gap between POD (energy-based decomposition) and DMD (frequency-based decomposition). A single-frequency POD method (F-POD) has been proposed by Zhao et al. [82] to re-decompose the POD modes from the perspective of frequency by utilizing discrete Fourier transform to enable dynamic analysis. The associated modal growth rate information is obtained through a band of adjacent frequencies centered about some isolated peaks. A combination of POD and DMD was proposed by Cammilleri et al. [83] performing DMD on the temporal coefficients of the POD modes to force purely harmonic temporal modes, while keeping the main energy optimality of the POD. Noack et al. [84] used a recursive DMD approach to extract oscillatory modes from the data sequence, a feature of DMD, while ensuring the orthogonality of the modes and minimization of the truncation error, features of POD. First, DMD is employed on the dataset, and a normalized DMD mode is chosen such that it minimizes the averaged error. The following modes are constructed recursively from the orthogonal residual of the Galerkin expansion with the preceding modes. This results in an orthonormal set of modes while retaining the monochromatic feature of DMD. Alla and Kutz [85] proposed the use of DMD for the approximation of nonlinear terms in POD-based projection framework. Mendez et al. [86] proposed a multi-scale POD (mPOD) that combines multi-resolution analysis with POD. The multi-resolution analysis splits the correlation matrix into the contributions of different scales. Then, the temporal mPOD basis functions are computed by setting frequency constraints to the classical POD. Williams et al. [87] proposed a hybrid PDE/ROM integrator to allow for online ROM generation based on a comparison between POD-GP and DMD results. When they agree to some limit, the forward simulation is pursued in the reduced space. Otherwise, the original PDE is solved in full space for a specific time interval to update the POD and DMD basis functions.
Recently, machine learning (ML) tools, especially artificial neural networks (ANNs) have been playing a significant role in different fields of science and engineering [88] [89] [90] . The merits of machine learning algorithms have been demonstrated for prototypical fluid mechanics applications, including flow modeling, reconstruction, and control [91] [92] [93] [94] [95] . This is due to their superior capability to identify the linear and non-linear maps between input and output data as well as extracting underlying patterns [96] [97] [98] [99] . For model order reduction purposes, neural networks can be used as an auto-encoder [100] [101] [102] [103] , composed mainly of two parts; encoder and decoder. For the encoder, the input is the full order flow field, while the output is a reduced order representation of the field (i.e., using a smaller number of neurons). This represents the projection step in ROM paradigm. The decoder does the opposite job, taking the reduced representation and recovering back the flow field (i.e., reconstruction). However, it has been noted that the autoencoder space is not optimal in terms of orthonormality, order, and conserving physical quantities. Alternatively, ANNs capability of identifying maps can be hybridized with POD basis optimality (POD-ANN) [104] [105] [106] . San et al. [105] proposed a supervised machine learning framework for the non-intrusive model order reduction of unsteady fluid flows to provide accurate predictions of state variables while varying the control parameter values. Instead of using the flow field as an input, a pre-processing step is conducted by projecting the field onto the POD modes to obtain temporal modal coefficients, reducing memory requirements. Then, ANNs can be exploited to predict the evolution of these coefficients with time. Finally, a post-processing step is employed to reconstruct the flow field. In other words, based on a POD compression, ANN is used to bypass Galerkin projection and solving the resulting ODEs. This allows the use of POD in a non-intrusive ROM framework, eliminating the need to access the governing equations. Also, neural networks can be utilized for closure modeling and correction of ROMs [107] [108] [109] [110] [111] .
Since data amounts witness tremendous expansion, it is increasingly important to assess which dataset better represents the system. This is particularly important in snapshot-based ROM since these datasets are used to distill the main dynamics and influences further use of the obtained model. Therefore, in the present paper, we investigate ROM sensitivity to the training data, in terms of resolution and sampling rate. We choose the two-dimensional (2D) shallow water equations (SWEs) as our testbed. This should provide more insights and guidelines when formulating ROMs, especially for convective, nonlinear flows. Four numerical experiments were performed using two different resolutions and sampling rates. POD and DMD basis functions are computed for these four experiments, and ROM performance is assessed accordingly. For DMD, we studied two approaches for basis computation and selection. One of them is based on hard thresholding without further sorting and selection, and the other one uses a sorting criteria to select the most influential DMD modes. For the present dataset, hard thresholding DMD was found to suffer from overfitting issues when using a relatively high sampling rate. Sorted DMD algorithm helps in reducing this problem by truncating the modes with low amplitudes and low growth/decay rates. On the other hand, POD does not suffer from this problem and gave almost matching results for different sampling rates. Resolution (i.e., full order 2D field) was found to have negligible effect as long as it carries sufficient information about the flow, although lower resolution is observed to mitigate the overfitting problems resulting from unnecessarily high sampling rate. We investigated the effect of data preparation and centering on ROM performances. We repeated the same four experiments with centered datasets (through mean-subtraction) and uncentered datasets (without mean-subtraction). Although POD-based ROMs gave similar results for both cases, DMD performed significantly better for data without mean-subtraction.
The rest of the paper is organized as follows. In Section 2, our testbed, the two-dimensional shallow water equations, is described. Governing equations as well as initial and boundary conditions are introduced. Also, numerical schemes used to solve these equations are presented briefly. Reduced order modeling techniques are given in Section 3, where POD and DMD basis computations are explained. Also, the use of POD with either Galerkin projection as an intrusive ROM or artificial neural networks as a non-intrusive ROM is discussed. Results are demonstrated in Section 4 by illustrating the geopotential flow field obtained after a one-day prediction using POD-GP, POD-ANN, and DMD, compared to the true projection for different number of modes. Also, time series prediction of POD modal coefficients are presented to compare the ANNs prediction capability with its POD-GP counterpart. Finally, concluding remarks are drawn in Section 5
Shallow Water Equations
Most atmospheric and oceanic flows feature horizontal length scales which are much larger than the vertical length scale (i.e., layer depth) [112] . Therefore, representing those systems using shallow water equations (SWEs) has been a common practice in geophysical fluid dynamics studies. Conventionally, SWEs describe a thin layer of constant density fluid in hydrostatic balance, bounded from below by a rigid surface and from above by a free surface. Above that free surface, another fluid of negligible inertia is assumed to exist.
Conceptually, to derive SWEs, the classic Navier-Stokes equations are integrated, and averaged across the vertical height, and pressure term is substituted by potential height, through the hydrostatic approximation. As for most geophysical flows, Coriolis term is included to account for forces due to Earth's rotation. This results in a set of simplified one-dimensional equations (in the case of 1D SWEs) or two-dimensional equations (as in 2D SWEs). In the present study, we consider the latter case in inviscid form. SWEs have been used as a testbed for many geophysical fluid dynamics studies, since they provide valuable physical and numerical insights, while avoiding the computational burden of the general primitive equations. For a single-layer inviscid shallow water equations, also called Saint-Venant equations, the momentum and mass conservations can be written as follows, [74] Du Dt
where u is the horizontal velocity vector (i.e., u = uî + vĵ), η is the geopotential height, η = gh, and h is fluid depth.
Here, f represents the Coriolis factor, and g is the gravitational acceleration. The material derivative, D/Dt is defined as
Considering a rectangular 2D domain, Ω = [0, L x ] × [0, L y ], SWE can be rewritten in Cartesian form,
Adopting a β-plane assumption, the effect of the Earth's sphericity is modeled by a linear variation in the Coriolis factor in the spanwise direction,
where f 0 and β are constants. The framework used here consists of the nonlinear SWEs in a channel on the rotating earth, associated with periodic boundary conditions in the x-direction and slip-wall boundary condition in the y-direction, which can be mathematically formulated as follows,
∂u
In the above expressions, it follows that
= 0, which allows the following approximation (i.e., also known as linear extrapolation),
where η 0 , η 1 , and η 2 are the geopotential heights defined discretely at cell centers shown in Figure 1 .
For initial state, Grammeltvedt [113] introduced several stable initial conditions for geopotential heights, and here we adopt their initial condition I1 given as, Using the geostrophic relation, where the Coriolis force is balanced by the pressure force, the dominant balance at the initial state becomes,
Hence, the initial velocity field can be obtained by differentiating Eq. (8) . Initial u, v, and η fields are shown in Figure 2 . 
Spatial discretization for full order model
In order to solve the SWEs represented before, staggered rectangular grid is adopted, specifically Arakawa C-grid [114] as shown in Figure 3 . Staggered grid is often used in computational fluid dynamics (CFD) as a way of conserving total mass, energy and enstrophy through numerics. Also, it prevents the odd-even decoupling problem that is usually encountered when using collocated grid. Use of a staggered grid necessitates some attention, since interpolations and/or approximations are required to communicate data between different locations. For first-order spatial derivatives, standard second-order-accurate centered-finite-difference scheme is utilized. This yields the following semi-discretized SWEs,
The system's total mass, m, energy, E, and enstrophy, ζ, can be computed at any time using the following relations,
where ξ is the vorticity field defined as ξ = ∂v ∂x − ∂u ∂y . The time history of these three invariants, with respect to their initial values are given in Figure 4 for the two resolutions studied in this paper. From this figure, we can easily verify that this staggered grid satisfies the conservation of total mass, energy and enstrophy. Figure 4 : Time histories of SWE system's total mass, energy, and enstrophy. Above row is zoom-out scale and below is zoom-in scale. Solid line is for fine grid (240 × 176) and dashed line is for coarse grid (60 × 44)
Temporal discretization
For temporal discretization, third-order total variational diminishing (TVD) Runge-Kutta (TVD-RK3) scheme [115] is used. We apply a conservative finite difference formulation for our numerical framework in the current study. We cast the governing equations in the following semi-discretized ordinary differential equations form,
where
Then, the TVD-RK3 algorithm consists of the following three steps,
Data storage
Although a staggered grid is used within the solver and solution is calculated at shifted positions, flow fields (u, v, and η) are finally stored at the collocated grid positions, to ensure consistency in the constituted ROMs. To do so, the following simple interpolations are utilized,
Numerical integration
Integration over the whole domain might be required for checking conservative quantities. Also, it will be used in proper orthogonal decomposition to calculate the POD modes and their coefficients as will be seen in Section 3.1 as well as Galerkin projection in Section 3.2. For the two-dimensional numerical integration of any quantity r(x, y) over the domain Ω, we use the Simpson's 1/3 rd rule [116, 117] . This integration goes as follows Ω r(x, y)dxdy = ∆y 3
wherer
Here, N x and N y are the number of grid intervals in both x and y directions, respectively. For valid implementation of Simpson's 1/3 rd rule, N x and N y should be even. Also, uniform interval sizes in each coordinate are assumed in the above formulae.
3 Reduced Order Modeling
Proper orthogonal decomposition
Despite being introduced a few decades ago, POD-based ROM is still the state-of-the-art in model order reduction, especially when coupled with Galerkin projection. In POD, the dominant spatial subspaces are extracted from a given dataset. In other words, POD computes the dominant coherent directions in an infinite space which best represent the spatial evolution of a system. POD-ROM is closely-related to either singular value decomposition or eigenvalue decomposition of snapshot matrix. However, in most fluid flow simulations of interest, the number of degrees of freedom (number of grid points) is usually orders of magnitude larger than number of collected datasets. This results in a tall and skinny matrix, which makes the conventional decomposition inefficient, as well as time and memory consuming. Sirovich [118] proposed an alternative efficient technique for generating the POD basis, called 'Method of Snapshots'. A number of snapshots, N s , of the 2D flow field, denoted as w(x, y, t n ) ∈ {u(x, y, t n ), v(x, y, t n ), η(x, y, t n )}, are stored at consecutive times t n for n = 1, 2, . . . , N s . The time-averaged field, called 'base flow', can be computed as
The mean-subtracted snapshots, also called anomaly or fluctuation fields, are then computed as the difference between the instantaneous field and the mean field
This subtraction has been common in ROM community, and it guarantees that ROM solution would satisfy the same boundary conditions as full order model [70] . This anomaly field procedure can be also interpreted as a mapping of snapshot data to its origin.
Then, an N s × N s snapshot data matrix A = [a ij ] is computed from the inner product of mean-subtracted snapshots
where the angle-parenthesis denotes the inner product defined as
Then, an eigen-decomposition of A is performed,
where Λ is a diagonal matrix whose entries are the eigenvalues λ k of A, and V is a matrix whose columns v k are the corresponding eigenvectors. It should be noted that these eigenvalues need to be arranged in a descending order (i.e., λ 1 ≥ λ 2 ≥ · · · ≥ λ Ns ), for proper selection of the POD modes. In general, the eigenvalues, λ k , represent the respective POD mode contribution to the total variance. In case of velocity time series, it represents the turbulent kinetic energy. The POD modes φ k are then computed as
where v n k is the n-th component of the eigenvector v k . The scaling factor, 1/ √ λ k , is to guarantee the orthonormality of POD modes, i.e., φ i ; φ j = δ ij , where δ ij is the Kronecker delta. The algorithm used to calculate the POD modes can be summarized in Algorithm 1.
Algorithm 1: POD algorithm with mean-subtraction
Result: POD modes, φ k , and eigenvalues, λ k , for k = 1, 2, . . . , R Read snapshots:
Galerkin projection
As stated in Section 1, POD is usually coupled with Galerkin projection to generate intrusive ROMs. This requires the projection of main governing equations on the truncated POD space. To do so, we first have to rewrite the SWEs Eq. (4) in the following way,
The flow variables, u, v, and η, are approximated using the most energetic R u , R v , and R η POD modes, respectively as,
whereū(x, y),v(x, y), andη(x, y) represent the time-averaged flow field variables across the training snapshots,
are the k-th POD modes for the fluctuating part of the flow field variables, and a k (t), b k (t), and c k (t) are the corresponding k-th time dependent coefficients. Although the formulae in this section are generally applicable for any number of modes R u , R v , and R η , we use equal number of modes in the present study (i.e., (28), an orthonormal Galerkin projection can be subsequently performed by multiplying Eq. (28) by the spatial POD modes
, then integrating over the entire domain Ω, and making use of the orthonormality of POD modes. The resulting dense dynamical system for a k , b k , and c k can be written as
where the predetermined model coefficients can be computed by the following numerical integration during an offline stage (i.e., they need to be computed only once)
while the coefficients of linear terms are computed as
Finally, the coefficients of nonlinear terms are computed as
To solve the dynamical system given by Eq. (30) using any ODE solver, the initial conditions for a k (t), b k (t), and c k (t) have to be determined which can be obtained by the following projection of the initial snapshot on the corresponding POD modes
Artificial neural network
A neural network is simply a mapping from some input space to an output space. The two common applications of neural networks are regression and classification. Neural networks are powerful in terms of their capability to identify the underling patterns in data. First, they were inspired by the Nobel prize winning work of Hubel and Wiesel [119] using neuronal networks organized in hierarchical layers of cells for processing visual stimulus. A typical feed forward network consists of a sequence of layers, each having a number of nodes, or neurons. Information is carried from one layer to the next layers through connections between their respective neurons with some weighting and biasing parameters. In mathematical representation, the input x i to a neuron in the l-th layer can be written as
where w l−1 ki is the weight parameter from the k-th neuron from the (l − 1)-th to the i-th neuron in the l-th layer, y l−1 k is the output of the k-th neuron in the (l − 1)-th layer, and n is the number of neurons at this layer. b l i represent the bias that is added as an input to the i-th neuron in the l-th layer. Finally, each node, or neuron, acts as a processing unit on its input by applying some activation, or transfer, function G as follows,
In general, any differentiable function may qualify as a transfer function, however a few number of standard activation functions are used in practice (e.g., Tan-Sigmoid, Log-Sigmoid, Linear, Radial-Basis). In theory, a neural network can represent any mapping function between inputs and targets, given sufficient number of hidden layers and neurons, i.e. deep neural network (DNN) [120] . This is done by tuning the weights and biases through an optimization algorithm using some training data. In brief, starting from arbitrarily random weights and biases, and given input data, the neural network (mapping) output is calculated, and compared with the true target (true labels) to calculate the error at the output layer. This error is then back-propagated through the preceding layers, and the weights and biases are corrected accordingly. This process is repeated until convergence happens. So, in concept, training a network is simply solving a minimization problem in which the objective function represents the root mean square error between the network output and the true target.
Exploiting the mapping and predictability strengths of neural networks, they can offer an effective alternative to predict the temporal coefficients of POD modes, substituting for the Galerkin projection step. More importantly, this eliminates the need to access the governing equations and makes the process purely data-driven. This is crucial when the system in-hand is still not well-understood, or its mathematical representation is prohibitive.
In the present study, we limit our study for 4, 8, and 16 modes. A feed-forward neural network consisting of 4 hidden layers/60 neurons each, is used for number of modes R = 4 or 8, and 5 layers/100 neurons each for the 16 modes case.
The 'ReLu' activation function is used for all hidden layers and all tests, defined as
This ANN is trained in POD space, where the training data are obtained from projecting the full-order snapshots on the POD modes, to obtain the POD modal coefficients. Instead of mapping the modal coefficients at time n to the coefficients at next time, n + 1, the target is set as the difference between them. In other words, the network takes as input a set of a k , referring to it as residual network, or ResNet. The residual between two time steps is then applied to update the current state during prediction. The learning of the residual information was observed to result in a more stabilized performance [105, 121] and also improves the accuracy of neural network prediction [122] . Also, it is typical in machine learning community to normalize the input and output data. This is particularly effective when dealing with data of different order of magnitudes. In our case, we have chosen to use normalization from −1 to +1 using the following formula,
Dynamic mode decomposition
While modes in POD are computed based on energy cascade [123] (i.e., the modes that contains the largest amount of energy), their interpretation and usage for feature detection might become unclear in some situations which can occur at largely distinct frequencies, with very similar energy content. On the other hand, frequency-based methods characterize each mode with a specific oscillating frequency and growth/decay rate. They are considered as data-driven adaptations of the discrete Fourier transform (DFT), with the advantage of allowing each mode to grow or decay exponentially. The most popular frequency-based decomposition method is the dynamic mode decomposition (DMD), approximating the modes of the so-called Koopman operator [124] . The Koopman operator is a linear operator that represents nonlinear dynamics without linearization [77, 78, 125] taking the form X n+1 = AX n , where A is a time-independent linear operator that maps the data from time t n to t n+1 . The terms 'DMD mode' and 'Koopman mode' are often used interchangeably in the fluids literature.
The method can be viewed as computing the eigenvalues and eigenvectors (low dimensional modes) of a linear model that approximates the underlying dynamics, even if the dynamics is nonlinear [126] . The DMD gives the growth rates and frequencies associated with each mode. Theorems regarding the existence and uniqueness of DMD modes and eigenvalues can be found in [70] . Assuming the mean-subtracted snapshot matrix to be X = {w 1 , w 2 , w 3 , . . . , w Ns−2 , w Ns−1 , w Ns }, we construct two matrices, X 1 = {w 1 , w 2 , w 3 , . . . , w Ns−2 , w Ns−1 } and X 2 = {w 2 , w 3 , . . . , w Ns−2 , w Ns−1 , w Ns }. Here, {w n refers to any field data (i.e., u, v, or η) at time t n that is written as a solution on our 2D grid domain mapped into column vectors. Therefore, using the Koopman operator A, the following can be written,
So, A is simply X 2 X + 1 , where X + 1 is the Moore-Penrose pseudo-inverse of X 1 . It should be noted that the size of A is N p × N p , where N p is the total number of grid points, which makes this computation practically unfeasible in fluid flows problems where N p N s . Instead, we implement DMD following the method of snapshots by substituting for the SVD of X 1 as X 1 = UΣV * , where the asterisk superscript denotes the conjugate transpose,
Now, computing the eigenvalues and eigenvectors ofÃ
The eigenvalues λ j ofÃ are the same as the eigenvalues of A. The DMD modes (eigenvectors of A) can be computed as follows,
In literature, there are slight variations from Eq. 43 for computing the DMD modes [65, 126] . Now, defining α j = ln (λ j ) ∆t , the reconstructed DMD flow field can be rewritten as,
where b is a vector of the coefficients b j representing the initial amplitudes of the DMD modes. Φ is a matrix whose columns φ j are the DMD modes, and diag(e αt ) is a diagonal matrix whose entries are (e αt ). The initial amplitudes of DMD modes can be computed from projecting the first snapshot (i.e., at t = 0) onto the DMD modes as,
where Φ + is the pseudo-inverse of Φ, and w 1 is the first snapshot (mean-subtracted). It should be noted here that the amplitudes vector, b, is computed here from only the first snapshot. This is expected to be less representative of the true modal amplitudes, especially for integration over a long time interval. Alternatively, these amplitudes can be calculated from any arbitrary snapshot using Eq. 45, or it can be calculated using an optimization algorithm that minimizes the average error between true data and DMD predictions. To summarize, the DMD is a non-intrusive ROM technique which approximates the modes of a linear operator which transforms the system state into its future state.
DMD mode selection
Selection of DMD modes used in the reduced order flow model constitutes the source of many discussions. Here, we will describe two methods for computing the DMD modes. The first method is based on what is called 'hard thresholding', computing a reduced rank matrix,Ã R . That is instead of retaining all the vectors in U and V, we use only the first R of them, U R and V R , respectively. Also, only the first largest R singular values in Σ are kept and the remaining are truncated. This reduces the dimension ofÃ from an (N s − 1) × (N s − 1) to R × R, giving exactly R modes without any further modal selection. This algorithm, which will be denoted as DMD-HT from here onward, can be summarized in Algorithm 2.
Algorithm 2: DMD [Hard Threshold] (DMD-HT) algorithm with mean-subtraction
Result: DMD modes, φ k , and eigenvalues, λ k for k = 1, 2, ..., R Read snapshots: w(x, y, t n ) ∈ {u(x, y, t n ), v(x, y, t n ), η(x, y, t n )}
(1) w(x, y, t n ) = 1 N s Ns n=1 w(x, y, t n ) ! calculate mean field (2) w (x, y, t n ) = w(x, y, t n ) −w(x, y) ! calculate anomaly field snapshots (3) w n ⇐ w (x, y, t n ), andw ⇐w(x, y) ! stack fields into vector form (4) X 1 = {w 1 , w 2 , w 3 , . . . , w Ns−2 , w Ns−1 }, and X 2 = {w 2 , w 3 , . . . , w Ns−2 , w Ns−1 , w Ns } ! obtain initial, and future snapshot matrices (5)
unstack the vector data into a field form
The second approach introduces some sorting criteria to select the most effective modes. Without any hard thresholding, the eigendecomposition ofÃ is computed, giving (N s − 1) eigenvalues and DMD modes through Eq. 42-43, with their initial amplitudes using Eq. 39. Then, we define the contribution or the influence of any DMD mode, φ j , to ROM accuracy as
where σ j is the growth rate defined as σ j = real(α j ). The reason we choose this criterion and definition is that we can have quickly decaying modes with high amplitude, or rapidly growing modes with lower amplitudes. In both cases these modes can be influential, having a significant contribution to ROM accuracy. Also, it was previously demonstrated that a selection based solely on either growth/decay rate or the amplitudes is insufficient criterion [127] .
Based on this definition of modal contribution, the DMD modes are subsequently arranged in a descending order based on their respective I values, and the first R of them are retained in the ROM (i.e., I 1 ≥ I 2 ≥ I 3 ≥ · · · ≥ I R ). This algorithm can be summarized in Algorithm 3, denoted as DMD-S. It should be noted that a soft threshodling (or regularization) can be also implemented before computingÃ, truncating the vectors in U and V corresponding to singular values smaller than a predetermined threshold.
Algorithm 3: DMD [Sorted] (DMD-S) algorithm with mean-subtraction
Result: DMD modes, φ k , and eigenvalues, λ k , for k = 1, 2, ..., R Read snapshots: w(x, y, t n ) ∈ {u(x, y, t n ), v(x, y, t n ), η(x, y, t n )}
(1) w(x, y, t n ) = 1 N s Ns n=1 w(x, y, t n ) ! calculate mean field (2) w (x, y, t n ) = w(x, y, t n ) −w(x, y) ! calculate anomaly field snapshots (3) w n ⇐ w (x, y, t n ), andw ⇐w(x, y) ! stack the field data into a vector form (4) X 1 = {w 1 , w 2 , w 3 , . . . , w Ns−2 , w Ns−1 }, and X 2 = {w 2 , w 3 , . . . , w Ns−2 , w Ns−1 , w Ns } ! obtain initial, and future snapshot matrices (5) X 1 = UΣV * ! singular value decomposition (6)Ã = U * X 2 VΣ −1 ! compute the dynamics matrix (7)Ãv k = λ k v k ! eigenvalue decomposition (8) φ k = Uv k ! calculate DMD modes (unsorted) (9) Φ = {φ 1 , φ 2 , . . . , φ Ns−1 } ! generate DMD basis matrix (10) b = Φ + w 1 ! compute modal amplitudes (11) I k = |b k | (e σj + e −σj ) ! compute modal contributions using the growth rate (12) I 1 ≥ I 2 ≥ I 3 ≥ · · · ≥ I R ! sorting and selecting the most influential modes (13) φ k (x, y) ⇐ φ k ! unstack the vector data into a field form (after sorting)
Results

Numerical experiments
For data collection, we consider SWE within a rectangular 2D domain of L x = 6000 km, and L y = 4400 km. To define the initial field as in Eq. 8, values of g = 9.81 m/s 2 , H 0 = 2000 km, H 1 = 220 km, and H 2 = 133 km are adopted. Also, Coriolis constants of f 0 = 10 −4 s −1 and β = 1.5 × 10 −11 m −1 s −1 are used in Eq. 5. Since the primary objective of the current study is to assess and compare the performance of different ROM and field decomposition techniques and their sensitivities to data quality, we study two different resolutions, For all experiments, a time-step of 10 s is used to guarantee numerical stability through the Courant-Friedrichs-Lewy (CFL) number as well as convergence. We have chosen to focus on geopotential height, η, predictions being a conservative quantity. Therefore, for DNN and DMD, only η fields, their bases, φ η , and corresponding coefficients, c(t), are used for training and prediction. However, for Galerkin projection the u and v fields are also considered since they are coupled with η in the ROM ODE system of equations given in Eq. 30.
Eigenvalue analysis
Eigenvalues decomposition is a principal step in both POD and DMD algorithms. In POD, the modal eigenvalues gives an indication of the amount of information (or variance) contained in this respective mode, which is the main criteria in POD modal selection. In DMD, the eigenvalues are, in general, complex numbers, providing information about the temporal growth rate and frequency of DMD modes. In sorted DMD (Algorithm 3), the analysis of DMD eigenvalues is important and gives a deeper insight onto the influence of DMD modes on ROM dynamical evolution. The POD eigenvalues for Experiments 1-4 are shown in Figure 6 , where the largest four eigenvalues (corresponding to the most four energetic POD modes) are denoted with red color. The next largest four eigenvalues are given green color, and the next eight ones (i.e., from λ η 9 to λ η 16 ) are given orange color. The same color code is used for DMD eigenvalues in Figure 7 to denote the selected modes based on the criteria given in Eq. 47. In POD, the percentage modal energy is computed using the following relative information content (RIC) formula [128] ,
The Kolmogorov n-width [129, 130] provides a mathematical guideline to quantify the optimal n-dimensional linear subspace and the associated error (i.e., a measure of system's reducibility). More specifically, it quantifies how a given n-dimensional subspace compares with all other possible n-dimensional subspaces. In POD, it can be considered as a measure of how well a linear superposition of POD modes might represent the underlying dynamics. If the decay of Kolmogorov width is slow, there exists no feasible linear subspace that fits well the data. Therefore, in our context, RIC can be used as a simple quantitative metric to understand the Kolmogorov width of the systems. Table 1 presents the RIC of the flow field variables, u, v, and η.
Geopotential field
Now, we would like to compare reconstructed full-order fields obtained from POD-GP, POD-ANN, and DMD. Here, DMD serves as a comparison with a different example of non-intrusive ROMs. The true (full-order) final field after 24 hours, using the higher resolution is given in Figure 8 for reference. Compared to the initial field from Figure 2 , we can easily visualize the convective nature of the flow field. This promotes the 2D SWEs as a challenging and more realistic testing framework than many other simpler prototypical cases characterizing periodic behaviors. In order to make fair judgments of ROMs predictability, fields obtained from true field projection on POD modes are also shown. These are It is easily observed that, for the current datasets, both POD-GP and POD-ANN fields converge to the true prediction with increasing the number of modes, irrespective of resolutions or sampling rates. On the other hand, DMD shows unsimilar behavior, especially the one with hard thresholding (DMD-HT). For Experiment 1 (with both high sampling rate and resolution), increasing the number of modes significantly deteriorates the prediction accuracy. However in Experiment 2 and Experiment 3 (with low sampling rates), using more DMD modes helps the predicted field to converge to the true one. For Experiment 4, with high sampling rates and lower resolution, the predicted flow field is slightly worse than that in Experiment 3 which uses the same resolution, but lower sampling rate. This implies that, for the present study, sampling rate plays an important role in DMD performance. This is, in particular, true for DMD-HT algorithm. That is unnecessarily increasing the number of snapshots, while adding no significant information about the system's underling dynamical evolution, results in a very big data matrix making the raw DMD basis computation and selection, Algorithm 2, ill-conditioned. Each couple of consecutive snapshots, in some sense, can be viewed as a constraint in the process of approximating the linear operator A in Eq. 39. Using too many snapshots (constraints) that do not contain additional information can lead to overfitting problems. This is significantly evident in Experiment 1 with both high resolutions and sampling rates. Also, the frequencies resolved by the DMD are still subjected to the Nyquist sampling theorem [131] , implying that the frequencies which are essential to the flow physics should be known in advance to adjust the sampling rate.
Compared with DMD-HT results, the sorted algorithm, DMD-S, is found to give more stable results and be less prone to overfitting due to sampling rate issues. However, for the range of number of modes tested here (4, 8, and 16), this algorithm is found to be less capable of capturing the main convective dynamics. Regarding the effect of resolution, Experiments 2 and 3 infer that data resolution has less influence on DMD predictions as long as the number of snapshots is reasonable. Meanwhile, results from Experiment 4 suggest that using lower resolution can act as a filter to mitigate the overfitting issues, compared to Experiment 1. 
Time series predictions
Since the ANN is trained in the POD space, it is reasonable to assess its performance in that space compared to Galerkin projection. Figures 13-16 show the performance of POD-GP, DMD and POD-ANN in different experiments using the first four modes along with the full order model (FOM) resulting field projected on these modes using Eq. 34c. Although there is no similar time series coefficients associated with DMD algorithm, we artificially generated the DMD time series. First the flow fields are reconstructed by DMD using Eq. 44 at different times, then they are projected onto the POD space to get their corresponding modal coefficients, c(t). For the first 24 hours, while POD-GP is incapable of capturing the main dynamics with only four modes, the ANN significantly outperforms GP predictions, being capable to better approximate the dynamical POD modal evolution. POD-ANN results are almost coincident with the true values for most of the time. As indicated in Section 4.3, resolutions and sampling rates have negligible effects on POD-based predictions, although higher sampling rates offer larger amounts of training datasets, which in turn results in a better ANN model.
Using the first 8 and 16 modes, POD-GP starts to capture the system's dynamics and follows the true trajectories, as shown in Figures 17-24 . Meanwhile, POD-ANN performs perfectly well within the 24-hour time frame for 8 and 16 modes with cheaper cost than POD-GP, leveraging its potential as a non-intrusive ROM technique to bypass both the Galerkin projection and solving the resulting ODEs steps. It should be noted here that many other advanced and evolving machine learning-based time series prediction tools can be exploited in a similar way to the present POD-ANN framework.
Mean subtraction
As mentioned in Section 3.1, it has been customary in ROM community to use mean-subtracted (or anomaly) fields, w (x i , y i ), to construct ROMs. This is the case in almost every POD-based work. However, in DMD, this is not generally accurate. Chen et al. [70] showed that subtracting the mean field strips away important dynamical information, yielding a periodic trajectory, and makes the DMD algorithm incapable of determining modal growth rates. Conversely, in a very recent study, Hirsh et al. [132] demonstrated that centering the data through mean-subtraction is an effective pre-processing step and gives more accurate results for exact DMD spectra which might not be extracted from data without centering, especially when the dynamics matrix is full rank. Therefore, we replicated our four experiments without subtracting the mean field (i.e., using w instead of w ) to study the effect of centering data in convective non-periodic flow dynamics. For POD, we found that final results almost matching and no major difference can be noticed, Figures 25-28 .
To quantify the results in a more quantitative way, we use the root mean square error (RM SE) as an error measure, defined as
Interestingly, the RM SE resulting from the projection of FOM onto the POD space is slightly smaller when using anomaly fields for decomposition, Table 2 . This implies that POD modes resulting from mean-subtracted fields captures more information than those resulting from the flow field without subtraction. On the other hand, the Galerkin projection results are better in case of no mean-subtraction. This might be a result of amplification of noise retained in the mean-subtracted fields, being mapped to their origin.
On the other hand, the DMD results are dramatically affected by this subtraction. This can be easily seen from the reconstructed geopotential height fields, shown in Figures 25-28 , compared to Figures 9-12. Also, the RM SE for cases with and without mean subtraction is shown in Table 4 . Similar observations can be obtained from plotting the timeseries prediction, Figures 33-40 .
Concluding Remarks
In this work, we investigate the influences of training data on different ROM frameworks. We tested two popular energy-based and frequency-based decomposition techniques, namely POD and DMD, respectively. We used four datasets spanning a wide range of resolutions (about 2700 and 42, 600 grid points) and sampling rates (240 and 1440 snapshots) generated from solving the inviscid 2D SWEs. Different ROM frameworks were studied; POD-GP as a classical intrusive technique, and DMD and POD-ANN as evolving non-intrusive ROMs. We have compared the final results reconstructed in full order space, as geopotential height field using 4, 8, and 16 modes. Furthermore, we investigated the POD modal time series predictions from these frameworks. For comparison purposes, we artificially generated DMD time series by projecting the DMD field predictions onto POD space.
From the aforementioned experiments, we can conclude that DMD is more sensitive to the training datasets, and more dense information (i.e., lower sampling rates and resolutions) is favored. A very high sampling rate results in overfitting problems in approximating Koopman operator. Resolution has negligible effect on DMD convergence, provided that it carries sufficient amount of information. Also, coarse grid can serve as a filter to mitigate overfitting resulting from high sampling rates, especially in DMD-HT algorithm. On the other hand, POD modes have proved to be more robust than DMD ones, showing a very stable and converging behavior for all experiments. Moreover, we investigated the effect of centering data through mean-subtraction. We demonstrated that constructing DMD without subtracting the mean geopotential height field provides much better predictions for both DMD-HT and DMD-S algorithms. Therefore, we believe that although centering data in periodic flows might offer a valuable pre-processing step, it might be unfavorable in convective flow situations, like SWE systems. In terms of POD, centering data and applying POD on the anomaly field was found to yield better decomposition of flow fields. However, this could result in slight amplification of noise while solving the ROM from POD-GP.
POD-ANN was shown to provide a valuable non-intrusive ROM, benefiting from the optimality, order, and robustness of POD modes, as well as the mapping and predictive capabilities of artificial neural networks. Unlike DMD, which requires either further treatment and analysis of the system and its invariants to better select the most effective modes or a priori knowledge of essential frequencies to adjust sampling rate, the selection criterion in POD-based frameworks is trivial and automated based on the modal eigenvalues. Table 5 gives a summary of the main findings of the present study and provides some insights on sensitivity of decomposition techniques to the training data as well as possible enhancements. Although, we only used ANN in the present study, many other time series prediction tools (e.g., LSTM, Gaussian Processes, etc) can be incorporated in the same framework. 
