Introduction
The concept of the McPherson number of a simple connected graph G on n vertices denoted by Υ(G), is introduced. The recursive concept, called the McPherson recursion, is a series of vertex explosions such that on the first iteration a vertex v ∈ V (G) explodes to arc (directed edges) to all vertices u ∈ V (G) for which the edge vu / ∈ E(G), to obtain the mixed graph G It is easy to see that the total number of arcs created is ǫ(K n ) − ǫ(G). It is equally easy to see that Υ(K n ) = 0 and Υ(K n − uv) uv∈E(Kn) = 1. It is not that easy to see that the sequence of vertex explosions does not generally obey the commutative law. This will be illustrated by way of an example. On the first iteration let vertex v 6 explode to create the arcs (v 6 , v 1 ), (v 6 , v 3 ), (v 6 , v 4 ), (v 6 , v 5 ). On the second iteration let
After validating all permutated sequences of vertex explosions we conclude that, since three explosions are the minimum needed to ensure that the underlying graph G * 3 ≃ K 6 , it follows that Υ(G) = 3.
However, if vertex v 1 ∈ V (G) explodes first, the arc (v 1 , v 6 ) is created. If secondly, the vertex v 3 ∈ V (G ′ 1 ) explodes the arcs (v 3 , v 2 ) and (v 3 , v 6 ) are created. Followed by the next iteration let v 2 ∈ V (G ′ 2 ) explode to create arc (v 2 , v 4 ) followed by the explosion of vertex v 5 ∈ V (G ′ 3 ) to create arcs (v 5 , v 4 ), (v 5 , v 6 ). The final vertex explosion is that of vertex v 4 to create the arc (v 4 , v 6 ). Now only is the underlying graph G * 5 ≃ K 6 . Since, minimality is defined we see that the sequence of explosions does not generally obey the commutative law. 2 
McPherson numbers of Jaco Graphs, Paths, Cycles and n-Partite Graphs
Before we consider specialised graphs we will endeavour to find the optimal algorithm to calculate the McPherson number, Υ(G) of a simple connected graph G. 
Proof. Consider any complete graph K n , n ∈ N. Without loss of generality let n be even and let
. For any vertex v i eligible to explode only one arc, either 
Proof. Consider any simple connected graph G on n vertices. Apply the McPherson recursion and assume after exactly ℓ vertex explosions the underlying graph G * ℓ ≃ K n . Label the vertices which exploded consecutively v 1 , v 2 , v 3 , ..., v ℓ . The total number of edges added in G * ℓ (total number of arcs added during the ℓ vertex explosions) is given by:
Then it follows that:
It means at least one more vertex explosion is needed to finally add the additional (ǫ(K n ) − ǫ(G)) − t arcs required to obtain G * ℓ+ ≃ K n . The latter is a contradiction in respect of minimality as defined. Hence the McPherson recursion is well-defined and Υ(G) = ℓ.
The McPherson number of Jaco Graphs
The infinite directed Jaco graph (order 1 ) was introduced in [3] , and defined by
The graph has four fundamental properties which are; V (J ∞ (1)) = {v i |i ∈ N} and, if v j is the head of an edge (arc) then the tail is always a vertex v i , i < j and, if v k , for smallest k ∈ N is a tail vertex then all vertices v ℓ , k < ℓ < j are tails of arcs to v j and finally, the degree of vertex k is d(v k ) = k. The family of finite directed graphs are those limited to n ∈ N vertices by lobbing off all vertices (and edges arcing to vertices) v t , t > n. Hence, trivially we have
Note that the McPherson recursion can naturally be extended to directed graphs. For the Jaco graph J n (1), n ∈ N, n ≥ 3 it easily follows that if the lowest indiced vertex v i for which the edge v i v n exists is found, then Υ(J n (1)) = i − 1. The next theorem presents a stepwise closed formula for Υ(J n (1)), n ∈ N, n ≥ 3. Theorem 2.3. Consider the Jaco graph J n (1), n ∈ N, n ≥ 3. If v i is the prime Jaconian vertex we have:
Proof. (a) If the edge v i v n exists the largest complete subgraph of J n (1) is given by
. From the definition of a Jaco Graph it follows that vertices v 1 , v 2 , v 3 , ..., v i−1 are non-adjacent to at least vertex v n . So exactly i − 1 vertex explosions are required to ob-
) then the Hope graph [3] , is the largest complete subgraph of J n (1). From the definition of a Jaco graph it follows that vertices v 1 , v 2 , v 3 , ..., v i are nonadjacent to at least vertex v n . So exactly i vertex explosions are required to obtain J * n,i ≃ K n . Hence, Υ(J n (1)) = i. Table 1 shows the Υ-values for J n (1), 3 ≤ n ≤ 15. The table can easily be verified and extended by using the Fisher Algorithm [3] . Note that the Fisher Algorithm determines d + (v i ) on the assumption that the Jaco Graph is always sufficiently large, so at least
Conjecture: For a Jaco Graph J n (1), n ∈ N, n ≥ 3 we have that d + (v n ) is unique (nonrepetitive) if and only if Υ(J n (1)) is unique (non-repetitive).
2.2
McPherson number of Paths, P n , n ∈ N Proposition 2.4. The McPherson number of a path P n , n ≥ 3 is given by Υ(P n ) = n − 2.
Proof. Consider any path P n , n ∈ N and label the vertices from left to right, Clearly the number of explosions are a minimum to ensure P * n,(n−2) ≃ K n so we have, Υ(P n ) = n − 2.
2.3
McPherson number of Cycles, C n , n ∈ N We begin this subsection with an interesting lemma.
Lemma 2.5. Consider two simple connected graphs G and H with G = H. If after minimum recursive explosions, say t explosions in respect of vertices
Proof. Vertex explosions as defined, only add arcs. So the mere fact that after the minimum t explosions of t vertices of G we have that G *
t ≃ H implies that ν(G) = ν(H). The definition of the McPherson number is well-defined [see Lemma 2.2], so for all graphs G and H each on n vertices, if G ≃ H then Υ(G) = Υ(H).

From the McPherson recursion it follows that Υ(G) = Υ(G * t ) + t = Υ(H) + t. Proposition 2.6. The McPherson number of a cycle
Proof. Consider any path P n and the cycle C n . Label the vertices of the path from left to right, v 1 , v 2 , v 3 , ..., v n and the vertices of the cycle clockwise, v 1 , v 2 , v 3 , ..., v n . Without loss of generality let vertex v 1 of both the path and the cycle explode on the first interation. It follows that P ′ n,1 has amongst others, the arc (v 1 , v n ) whilst C ′ n,1 has amongst others, the edge v 1 v n . So it follows that P * n,1 ≃ C * n,1 .
Hence, the result Υ(P n ) = Υ(P * n,1 ) + 1 = Υ(C * n,1 ) + 1 = Υ(C n ) holds true. Therefore Υ(C n ) = n − 2.
2.4
McPherson number of n-Partite graphs, K (n 1 ,n 2 ,...,n ℓ ) , n i,∀i ∈ N We recall that the sequence of vertex explosions do not generally obey the commutative law. However, n-partite graphs are a class of graphs which does obey the commutative law. It follows because the vertices of K (n 1 ,n 2 ,...,n ℓ ) , n i,∀i ∈ N can be partioned in ℓ subsets of pairwise non-adjacent vertices. Although we mainly consider simple connected graphs, we will as a special case consider the following lemma for the edgeless graph on n vertices which we call the n-Null graph, denoted ℵ n . It is important to note that ℵ n = ∪ n−times K 1 . The importance lies in the fact that if we determine the McPherson number of ∪ ∀i G i the explosion of a vertex v j ∈ V (G k ) will arc to all vertices v s ∈ V (G k ), non-adjacent to v j as well as, arc to all vertices v t ∈ V (G m ) for all m = k. Proof. (a) Consider any n-Null graph, n ∈ N. Clearly the n vertices can randomly be labelled
. The different random labelling represents the random (commutative law) vertex explosions and from Lemma 2.2 it follows that Υ(ℵ (n,1) ) = Υ(ℵ (n,2) ) = Υ(ℵ (n,3) ) = ... = Υ(ℵ (n,n!) ). th -iteration the last arc (v n−1 , v n ) is added, to obtain ℵ * (n,i),(n−1) ≃ K n . Since the number of vertex explosions are a minimum we conclude that Υ(ℵ (n,i) ) = n − 1. Following from part (a) we have that Υ(ℵ n ) = n − 1 in general.
Proposition 2.8. For the n-Partite graphs, K (n 1 ,n 2 ,...,n ℓ ) , n i,∀i ∈ N we have that
Proof. In the graph G ⊎ H we restrict the explosion of vertex, v i ∈ V (G) to arc to nonadjacent vertices v j ∈ V (G) and the arcing of the explosion of vertex u i ∈ V (H) to nonadjacent vertices u j ∈ V (H). Clearly Υ(G ⊎ H) = Υ(G) + Υ(H) = Υ(H) + Υ(G). n 1 vertices, v 1,1 , v 1,2 , v 1,3 , ..., v 1,n 1 , and label the n 2 vertices, v 2,1 , v 2,2 , v 2,3 , ..., v 2,n 2 and so on, and finally label the n ℓ vertices, v ℓ,1 , v ℓ,2 , v ℓ,3 , ..., v ℓ,ℓ . In the n-partite graph we have that the edge v i,j v k,m exists for
Now label the
We note from the proof above that the McPherson recursion could be relax in the sense that it applies to each ℵ i but not to K (n 1 ,n 2 ,...,n ℓ ) , n i,∀i ∈ N as a singular graph. The commutativity of the ⊎ operation allows for the relaxation. It makes the following generalisation possible. 
Proof. Similar to the proof of Proposition 2.8. 
. If both graphs G and H are graphs on n vertices we note that 
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