Abstract
Introduction
Let U be a set of unseen documents and C be a set of predefined categories. Automated text classification is the process of labeling U with C , such that every d ∈ U will be assigned to some of the categories in C . Note that d can be assigned to none of the categories in C . If the number of categories in C is more than two (|C | > 2), it is a multilabel text classification problem. Since every multi-label text classification problem can be transformed to a binarylabel text classification problem, we focus on the binary problem in this paper (|C | = 2). Let c ∈ C . Binary-label text classification is to construct a binary classifier, denoted by Φ(·), for c such that:
where Φ(d) = 1 indicates that d belongs to c and Φ(d) = −1 indicates that d does not belong to it. f (·) ∈ ℜ is a decision function. Every classifier, Φ i , has its own decision function, f i (·). If there are m different classifiers, there will be m different decision functions. The goal of constructing a binary classifier, Φ(·), is to approximate the unknown true target functionΦ(·), so that Φ(·) andΦ(·) are coincident as much as possible [17] . In order to improve the effectiveness, ensemble classifiers (a.k.a classifier committee) were proposed [1, 3, 5, 6, 7, 8, 9, 15, 16, 17, 18, 19] . An ensemble classifier is constructed by grouping a number of member classifiers. If the decisions of the member classifiers are combined properly, the ensemble is robust and effective. There are two kinds of ensemble classifiers: homogeneous and heterogeneous.
A homogeneous ensemble classifier contains m binary classifiers in which all classifiers are constructed by the same learning algorithm. Bagging and boosting [19] are two common techniques [1, 15, 16, 18] .
A heterogeneous ensemble classifier contains m binary classifiers in which all classifiers are constructed by different learning algorithms (e.g., one SVM classifier and one kNN classifier are grouped together) [19] . The individual decisions of the classifiers in the ensemble are combined (e.g., through stacking [19] ):
where Θ(·) is an ensemble classifier; g(·) is a combination function that combines the outputs of all Φ i (·). The effectiveness of the ensemble classifier, Θ(·), depends on the effectiveness of g (·) . In this paper, we concentrate on analyzing heterogeneous ensemble classifiers. Our problem is thus to examine how to formulate a good g(·). Four widely used g(·) are: (1) Majority voting (MV) [8, 9] ; (2) Weighted linear combination (WLC) [7] ; (3) Dynamic classifiers selection (DCS) [3, 8, 6, 5] ; and (4) Adaptive classifiers combination (ACC) [8, 9] . Except for MV, the other three functions assign different weights to the classifiers in the ensemble. The bigger the weight, the more ef- fective is that classifier. In MV, all classifiers in the ensemble are equally weighted. It can end up with a wrong decision if the minority votes are significant. WLC assigns static weights to the classifiers based on their performance on a validation data. However, a generally well-performed classifier can perform poorly in some specific domains. For instance, the micro-F 1 scores of SVM and Naive Bayes (NB) for the benchmark Reuters21578 are respectively 0.860 and 0.788. In this sense, SVM excels NB. Yet, for the categories Potato and Retail in Reuters21578, the F 1 scores for NB are both 0.667, but are both 0.0 for SVM. DCS and ACC weight the classifiers by partitioning the validation data (domain specific), they do not combine the classifiers' decisions, but select one of the classifiers from the ensemble and rely on it solely. We will show in the experiments that this will lead to inferior results.
In this paper, we propose a new combination function called Dynamic Classifiers Weighting (DCW). We consider three components when combining classifiers: (1) Global Effectiveness, which is the effectiveness of a classifier in an ensemble when it classifies a set of unseen documents; (2) Local effectiveness, which is the effectiveness of a classifier in an ensemble when it classifies the particular domain of the unseen document; and (3) Decision confidence, which is the confidence of a classifier in making a decision of the ensemble for a specific unseen document. Every classifier has different effectiveness. For instance, Support Vectors Machine (SVM) is being regarded as more accurate (effective) than Naive Bayes (NB) [20] ). Although it does not imply all of the decisions made by SVM must be superior than NB, it does imply that we should value the judgment of SVM higher than that of NB in general. In this paper, we term this kind of effectiveness as global effectiveness of a classifier, denoted by α i (E.g. α SVM > α NB ). α i gives us good insight about how to weight the classifiers in an ensemble. Intuitively, if we construct an ensemble classifier by grouping Φ a (·) and Φ b (·) together, where α a > α b , then we should value Φ a (·) higher than Φ b (·).
Motivations
Yet, a globally effective classifier may sometimes perform poorly on some specific dataset (domain). As an example, consider two classifiers, SVM and NB. According to the benchmark Reuters21578, the micro-F 1 scores for SVM and NB are respectively 0.860 and 0.788. Unfortunately, the F 1 score for SVM when classifying Retail (Retail ⊂ Reuters21578) is 0.0, but it is 0.667 for NB. As a result, an effective classifier may not always perform well in all domains (e.g., SVM performs poorly in Retail). This can be further illustrated in Figure 1 . The two ovals, A and B, represent two different domains. Oval A covers over the decision boundary, whereas Oval B resides in the lower triangle. All of the documents within the domain of Oval A are aligned near the decision boundary. An unseen document that belongs to this domain may easily be classified wrongly. On the other hand, the documents within the domain of Oval B are well separated by the decision boundary. An unseen document that belongs to this domain will most likely be classified correctly. So, the effectiveness of the classifier also relies on the domain of the unseen data. We term this kind of effectiveness as local effectiveness of the classifier, denoted by β i . β i helps us to adjust the weights of the classifiers in the ensemble. If the α i of Φ i is very high but it is not effective in classifying the domain of the unseen document, we should re-consider its effectiveness.
For every decision a classifier makes, one may ask how confident the classifier is about the decision? Consider the two unseen documents, document 1 and document 2, in the same domain (Oval B) in Figure 1 . While both document 1 and document 2 reside near the boarder of their domain, document 2 locates closer to the decision boundary (the dashed line) whereas document 1 locates far away from it. Since both document 1 and document 2 belong to the same domain, the local effectiveness of the classifier upon them are the same. Yet, the confidence in making a correct decision for document 1 should be higher than that of document 2, as document 1 is further away from the decision boundary
. In this paper, we term it as decision confidence. It is estimated according to the distance between the unseen document and the decision boundary.
We summarize the needs for the above components as follows: if we ignore α i , over-fitting may result as we neglect the combined influence of all domains. If we ignore β i , over-generalization may ensue as it relies on the domain where the unseen document appears. α i and β i do not measure the classifier's decision confidence, γ i is proposed as it indicates how much confidence a classifier has when it classifies the unseen documents.
Dynamic Classifiers Weighting (DCW)
In the previous section, we have explained why the three weight components (α i , β i and γ i ) are helpful in constructing an effective combination function, g(·). We now describe how they are estimated and how they are combined in an ensemble classifier.
α i is the effectiveness of the classifier when we use it to classify a set of unseen documents. During the training phase, although we do not have a set of labeled unseen documents, we can estimate α i from the training data, D: we estimate α i by 10-folded cross validation. While our experience suggested that estimating the effectiveness of a classifier based on cross validation would always yield an optimistic result than evaluating it from the unseen data, this would not be a problem in our situation, as we are not targeting for evaluating the real global effectiveness of the classifiers, but aiming at obtaining the relative global effectiveness. We normalize α i such that 0 < α i < 1 and The similarities among these n documents are measured by the cosine coefficient [13] . Since D is a subset of the training data (D ⊆ D), we will know precisely the labels of those documents that appear in D. We estimate β i by evaluating D using the F 1 score. β i is normalized such that 0 < β i < 1 and ∑ m i=1 β i = 1. γ i is a measure about how confident the classifier is when it makes a decision upon d. From Eq. (1), the classification decision of the classifier, Φ i (·), is based on the decision function, f i (·). For most cases, if not all, the higher the magnitude of f i (·), the more confident are their decisions. Consequently, we can compute γ i by using the decision function, f i (·). Unfortunately, the range of f i (·) varies among different algorithms. For example, Φ i (·) may have f i (·) in the range of [−1, 1], whereas Φ j (·) may have another f j (·) in the range of (−∞, +∞). Since different decision functions have different ranges, a direct comparison among them is inappropriate. We solve the problem as follows: Let D be the domain of the unseen document. D is obtained by the technique described previously. We compute γ i as follows:
where µ i is the average confidence of the decisions made
, has more than average confidence to make a correct classification on d, where d will be far away from the decision boundary (e.g., document 1 in Figure 1 ). When γ i < 1, the decision function, f i (d), has less than average confidence to make a correct classification on d, where d will be closer to the decision boundary (e.g., document 2 in Figure 1 ). We normalize γ i such that 0 < γ i < 1 and ∑ m i=1 γ i = 1. We now present how α i , β i and γ i are combined. Assume that there are m classifiers in the ensemble. In the most simplest form, the combination function, g(·) is:
(eq:c)). Here, all classifiers in the ensemble are equally weighted (i.e. MV).
In DCW, since a confidence (γ i ) is associated with each decision i , therefore:
Yet, even for a confident decision, we need to review whether the classifier, which makes this decision, is effective in the ensemble. Consequently:
Since there are two kinds of effectiveness for each of the classifier (α i and β i ), we have: Majority voting (MV) [8, 9] , Weighted linear combination (WLC) [7] , Dynamic classifiers selection (DCS) [3, 8, 6, 5] , and Adaptive classifiers combination (ACC) [8, 9] . We report the results in Section 4.1. (2) We want to understand how significant the results are whenever one of the ensemble classifiers outperforms the others. As such, we performed a pairwise significant test in Section 4.2.
Experimental Study
In the experiments, two benchmarks are used: Reuters21578 and Newsgroup20.
For Reuters21578, we separate the dataset into training data and testing data using the ModApte split [2] . For Newsgroup20, for each of the categories, we randomly select 80% of the postings as training data, and the remaining as testing data.
For the data preprocessing, punctuation, numbers, web page addresses, and email addresses are removed. All features are stemmed and converted to lower cases, and are weighted using the standard tf · idf schema [14] . Features that appear in only one document are ignored. All features are ranked based on the NGL Coefficient [12] , and the top X features are selected. This X is tuned for different classifiers and for different benchmarks.
For creating the ensemble classifiers, different combinations of four kinds of classifiers are used: (1) Support Vectors Machine (SVM); (2) k-Nearest Neighbor (kNN); (3) Rocchio (ROC); (4) Naive Bayes (NB). Their default settings are as follows: For SVM, we use linear kernel with C = 1.0. No feature selection is required [4] . For kNN, we set k = 50 and select 2,750 and 4,900 features for Reuters21578 and Newsgroup20. For ROC, we implement the version in [11] and selects 2,750 and 7,500 features for Reuters21578 and Newsgroup20. For NB, we implement the multinomial version [10] and selects 2,750 and 9,500 features for Reuters21578 and Newsgroup20. Table 1 shows the results of the micro-F 1 score for all ensemble classifiers (MV, WLC, DCS, ACC and DCW) when they are created using different combinations of the binary classifiers for both benchmarks. The left most column denotes which of the binary classifiers are used for creating the corresponding ensemble classifier. We use S, K, R and N to denote SVM, kNN, Rocchio and Naive Bayes, respectively. For example, S+K+R represents an ensemble classifier which is comprised of SVM, kNN and Rocchio. Note that MV cannot be created if the number of binary classifiers in the ensemble is an even number, hence the "-" entries in Table 1 .
Effectiveness Analysis
At the first glance, the results are promising. DCW, the proposed approach, dominates over all other approaches when they are being created using the same set of binary classifiers. Similar results are obtained when we use the macro-F 1 score. The only case where DCW performs inferior is case 6 when DCW is created by kNN and Rocchio (K+R), meanwhile it is evaluated using Reuters21578. Its micro-F 1 is 0.831, which is 0.001 lower than DCS (Dynamic Classifiers Weighting). Nevertheless, such a difference can be negligibled.
Concerning DCW, the best combination of binary classifiers in the ensemble is SVM and Rocchio (case 2) for Reuters21578. The micro-F 1 score is 0.885. It is also the best results obtained among all of the ensemble classifiers that we have evaluated. For Newsgroup20 the best result is obtained by comprising SVM, kNN and Rocchio together (case 8). The micro-F 1 score is 0.821. It is also the best result obtained among all approaches.
For MV, its philosophy is to take the majority agreement among the binary classifiers in the ensemble. Hence, the number of binary classifiers must be an odd number. So we can only create MV using three different binary classifiers. Interestingly, all combinations perform similarly.
Concerning WLC, the best combination for Reuters21578 (case 2), its micro-F 1 score is 0.883, which is higher than all ensemble classifiers (except DCW). For Newsgroup20, similar observations are made, where its best combination is case 8. Although the idea of WLC is very simple -assigns static weights to the classifiers in the ensemble according to their global effectiveness and combines them linearly -it performs surprisingly well. Another interesting finding is that when SVM is included in the ensemble, the effectiveness of WLC would be increased dramatically. This suggests that the choice of the classifiers in WLC is particularly important.
Concerning DCS, its best micro-F 1 score for Reuters21578 (case 2) is 0.862 only. It is far lag behind all the other approaches. For Newsgroup20, none of the F 1 score is higher than 0.77. We believe that the reasons of why DCS performs poorly are because: (1) It does not combine the classifiers' decisions. Rather, it selects one of the classifier in the ensemble and relies on it completely. (2) It neither pays attention to the global effectiveness of the classifiers nor the decision confidence.
ACC performs slightly better than DCS. This may be because the decision strategy for ACC is more sophisticated that DCS. The best ensembles for Reuters21578 and Newsgroup20 are both case 7. However, these results are all inferior than both WLC and our DCW.
Significant Test
In this section, we conduct a pairwise comparison among them using the significant test [20] . Given two classifiers, Φ A (·) and Φ B (·), the significant test determines whether Table 2 shows the results of comparing the performance of DCW with the other ensemble classifiers. A B means A performs significantly better than B (P-Value ≤ 0.01). A > B means A performs slightly better than B. A ∼ B means no evidence indicates A and B has any differences in terms of the errors they made. A summary is given below:
Reuters21578: {DCW, WLC} > {MV, ACC} DCS Newsgroup20: DCW > WLC > ACC MV DCS
Conclusions
In order to formulate an effective combination function for heterogeneous ensemble classifier, three weight components are necessary: Global Effectiveness, Local Effectiveness, and Decision Confidence. We compare DCW with Table 2 . Results of the significant test.
four other kinds of heterogeneous ensemble classifiers using two benchmarks. The results indicated that DCW can effectively balance the contributions of the three components and outperforms the existing approaches.
