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The time-of-flight of photoneutrons from Y, Pr, Pb , and Bi was 
observed for monoenergetic gamma rays in the giant resonance. The source of 
monochromatic gamma rays for this ex periment was the University of Illinois 
bremsstrahlung monochromator facility. Twelve, one inch wide electron counters 
were mounted on the Beta ray spectrometer so that data could be taken simul-
taneously at twelve photon energies. The width of the electron counters 
determines the photon energy resolution. 
The bremsstrahlung monochromator is uniquely suited to neutron 
time-of-flight experiments . The monochromator obtains the energy of the gamma 
ray by detecting and measuring the energy of the residual electron after 
bremsstrahlung production . This electron makes it possible to obtain both 
the energy and production time of the gamma ray . The energy of the gamma 
rays was defined to within 3/4% and , in addition, a time signal was provided 
that was associated with the production of the monochromatic gamma rays . 
Because of this time signal , time - of - flight measurements can be made with the 
monochromat r0r . 
The neutron detector , at the end of the 70 cm flight path , defined 
the arrival of the neutron to about 1 nsec. Thus, this experiment measures 
the time-of-flight spectra of the photoneutron emitted from the target with a 
resolution which varied from 16% at 1 MeV to 26% at 8 MeV. 
The photon flux is measured with a Na(I) detector. From the 
neutron time-of-flight spectra the total number of photoneutrons is inferred. 
The total photoneutron cross section can thus be determined. The resulting 
cross sections for Y, Pr, Pb , and Bi had better gamma ray energy resolution 
than any previous cross section data. The results show that the photoneutron 
cross sections f or these elements are well described by a Lorentzian line 
shape ; deviations occur but are minor. 
The spectra were analyzed by assuming the photoneutron could be 
classified into two groups. The first group consists of statistical neutrons 
produced by neutron evaporation. The remaining group was called non-
statistical neutrons . These nonstatistical neutrons exhibited a pattern which 
indicated that the fraction of nonstatistical neutrons, which left the 
residual nucleus in the same group of energy levels , was independent of the 
neutrons energy . 
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I. INTROD UCTION 
There ha ve bee n many me asurements of pho t oneut r on cross sections on 
1 2 3-7 8-12 8 13 Yt trium j ' Prase odymium , Le ad, and Bismuth . ' Most of t hese measure-
ment s have shown that the pho t one utron c r oss s ection in the region of the giant 
resonance can be de s cribed with a b r oad Lore nt z i an l ine . Several measurements 
of the phot oneutron cross section of Pra:;eodymium4 ' 5 and Lead9 indicate large 
variat i ons of the cross sections with e nergy; howe ver , other r e cent results3 ' 6 ,lO 
f i nd a smoo thly varying cros s section. Our me asurements were designed to 
c larify the resulting disagree ment about the shape of the cross section in 
the re g ion of the giant res onance . 
Our measurements of the phot one ut ro n cross section were done with 
be t ter pho t on energy resolut ion than that of any o t her measurement. In 
addition, we used a quite different technique than t hat use d at other labora-
t ories. One advantage of our technique is that t he energy spec trum of the 
photoneutrons is obtained by measuring the ne utron ' s time-of-f light . A dis-
advantage f or pre c ise t o tal cros s section me a sureme nt s is the need to 
extrapo late t o estimate the number of pho t oneutron s wi th energy below the 
threshold of the neutron detector. However , th is is a minor disadvantage 
s ince only a small fraction of the photone utron s are be low the detectors 
threshold. 
Monochromatic gamma rays were pr ovided by the University of I llinois 
bremss trahlung monochromator facility , Th i s f acil i t y, wh i ch is f urther 
de s cribed in section IIA , has a gamma ray reso l ution of 3/4%. A more detailed 
description of the equipment and s pecia l techniques used c a n be f ound in the 
2 
Appe ndix . The pr ocedure used t o analyze the time-of - f light spectrums is 
summarized in II.C Data Analysis. 
The photoneutrons emitted from a nucleus can be c lassified into two 
main groups . Most of the photoneutrons have a n energy spec t r um t hat is given 
by a simple statistical model described in section II.B. This gr oup of 
neutrons will be called statistical. The rema ining gr oup of neutrons will 
be ca lled nons tatistical. Since the pho t oneutron e nergy spectra are taken 
a t regular intervals in photon energy over several MeV, t he data contain 
s ufficient information to determine the level de nsity i n t he r esidual nucleus 
and make possible a separation of the statistical and most of the non-
sta t i s tic a l neutrons . In addition , the energy depende nce of the nonstatis t i-
cal neutrons can be studied without assuming a mode l f or t he s e neutrons . It 
was f ound ~ as discussed in section III.B 1 that where a c l e ar separation of 
the nonstatistical and statistical neutrons i s pos s i ble, the nonstatistical 
neutrons exhibit a pattern indicative of a nons t a t is t ica l fraction that is 
independent of neutron energy . 
One of the conclusions about the shape of t he t ota l photoneutron 
cross section is that the shape follows a Lorent zian line qu i te well . The 
existence of gross structure as observed in the Pras eodym ium cross section 
by Cannington et al. 5 and in the Lead cross sect i on by I shkhanov et al. 9 has 
been ruled out by our measurements. However, the small bumps in the Lead 
cross section observed by Veyssiere et al. l O a t 10 MeV and 11 MeV we r e also 
12 
seen in our data. The bump at 10 MeV wa s also observed by Ca l a rco . These 
small deviations and some others in Praseodymium a re di s cussed f urther in 
section III.A . 
3 
Although the absolute values of the total cross section were 
measured and are re porte~ , the experiment was not designed to provide 
accurate absolute cross sections. The geometry was not good , and although 
corrections f or geometry were made , they were not made with the intention of 
getting new, more reliable , absolute values of the cross sections. We made 
the necessary corrections to our data mainly to verify that no gross errors 
were made in determining the cross section. The precision of the cross 
s ection data is discussed in Chapter III. 
Our measurements had several main objectives . First we tried to 
settle the question of gross structure in photon cross s ec tions by using 
better energy resolution and by measuring 12 neighboring energies simul -
taneously , Second, to avoid some types of systematic errors, we measured 
the different e l ements successively at each energy setting . Third, we 
obtained the fraction of statistical and non-statistical neutrons at quite 
different values of A Our conclusions are given in Chapter IV . 
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II. EXPERTMENTAL PROCEDURE 
A. Monochromator 
Monochromatic gamma rays were provided by the University of 
Illinois Bremsstrahlung Monochromator , This facility is described in detail 
b I i119 d • l 20 b 1.0 t b • d b • fl y O Conne an Tip . er ; ut can e sunnnarize rie y. 
A 22 MeV be t atron with an external electron beam is used to produce 
bremss trahlung gamma rays, Monochromatic gamma rays are tagged by momentum 
analyzing the post bremsstrahlung electron associated with the gamma ray. 
E , the energy of the gamma ray , is t hen given by the relation: y 
where : 
E y 
P = momentum of the primary electron beam p 
(
m0 c )2 ]~ + - -Lrn p c 
s 
P momentum of the post bremsstrahlung electron 
s 
~E the energy loss of the electron due to ioniozation in passing 
c 
through the bremsstrahlung converter, 
(II .1) 
The post bremsstrahlung electrons are momentum analyzed by a double 
focusing magnet . An array of 12 electron counters mounted along the focal 
plane is used to identify the electron ' s momentum . A description of the 
energy cal ibra t ion procedure is given in Appendix A. 
Each count in an electron counter indicates that a gamma ray of 
energy known to within 3/4% was produced and may have struck the target . 
The probability that the gamma r ay actually struck the target if there was 
5 
a count in an electron counter was measured by putting a gamma counter in 
the gamma r a y beam, and by counting the numbe r of eve nts in the gamma 
detector in co incidence with detected electrons. Th is pr obability e, is 
given by : 
N 
€ = _g 
N 
e 
(II.2) 
where N is the number of incident gamma rays in co i nc i dence with electron g 
c ounts and N is the number of electron count s . The energy of the brems-
e 
strahlung monochromator was calibrated by elastica l ly scatte r ing gamma rays 
from the 15 . 1 MeV resonance in carbon, 
B. Neutron Time-of-Flight Spectrometer 
These tagged monochromatic gamma r ays were then used to excite the 
giant resonance of several targe t s. Neutrons pr oduced by the photoreactions 
were detected by a liquid scintillator dete c t or. Pulse shape discrimination 
wa s used to differentiate between even ts c aused by gamma r ays and those due 
to neutrons in the liquid scintillator , A more complete description of this 
12 detector is given by Calarco. 
The energy of the neutrons was obta ine d by me asuring the neutrons' 
time- of-flight. This was done by measuring the t i me betwee n an electron 
detector count and a count in the neutron detector. The system was cali-
brated by measuring the time ·-of-flight of s cattered gamma rays. 
For each gamma ray energy j a ne utron time- of-f ligh t spec trum of 
256 channels was recorded; the number of electron counts was also r ecor ded. 
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Two types of events contributed to the t ime-of-flight spectra. The 
more predominant type of event originated when an electron count was 
accidentally followed by a count in the neutron detector within the maximum 
time-of-flight accepted. This type of event is called an accidental and the 
time - of-flight distribution of the s e eve nts is independent of time. The 
second type of recorded event involved the measurement of a "true" flight 
time. The distribution of these events was us ed t o determine the distribu-
tion of neutron energies from the reaction under study . 
The neutron flight path was 70 cm ; the typical path uncertainty 
included the 5 cm thickness of the neutron detector and an effective target 
thickness of about 5 cm. The timing uncertainty was about 2 nsec . The net 
neutron energy resolution varied approximately linearly from about 16% at 
1 MeV to 26% at 8 MeV . 
c. Data Analysis 
The data from each run consisted of 12 neutron energy spectra of 
256 channels each , plus 12 gamma ray time- of-flight spe ctra of 32 channels 
each. The 32 channels recorded for the gamma ray spectra corresponded, in 
flight time, to the first 32 channels of the neutron time-of-flight spectra . 
In addition , the number of electrons counted by each electron detector and 
the corresponding photon flux were recorded . The Hall probe voltages in the 
D and S magnets , the flight path, the target thickne ss , and the separation 
energy for the reaction were also recorded. The neutron spectra can be 
represented by : 
7 
N ( t ) 
n n 
where 
T 
n 
B(T ) 
n 
N 
e 
dcr (T E ) 
dT dO n' y 
n 
TAU 
e: (T ) 
n n 
L 
n 
1-e-µL 
µL 
(II.3) 
= the time of flight of a neut r on of energy E 
n 
= 
t he number of acciden ta l events f o r T 
n 
the number of electrons a s soc iated with the gamma energy E 
= the pr obability that t he tagged gamma ray of energy E , y 
hi t the target 
- the differential (y , n) cross sec tion f or the production 
of neutrons with a fl i ght t ime of T by gamma rays of 
n 
energy E y 
- the s o lid angly subtended by the neutron detector 
-= the width in time of one channel 
the neutron de t ec to r eff i cie ncy f or neutrons whose energy 
corresponds t o a fligh t time of Tn 
= the target thickness presen t ed to the be am 
h .b f 1 . 3 t e num er o. target nuc ei per cm 
= correct ion f actor for a tomic abso r ption 
y 
The va l ue of the pr oduct 6.0 •L•n was als o s t ored with the data f or each run . 
The facto r µ in the a t omic absorption co rre c t ion f ac t or va r ied with E • The y 
8 
value of µ was determined from the equation : 
µ (E ) = µ E et 
0 y (II .4) 
whereµ and et were chosen to give the best fit t o the values ofµ, as given 
0 
. 14 by S1egbahn , for each target material. For those mater ials not listed in 
Siegbahn, interpolation was used to estimate the values ofµ . The values of 
µ and et were stored with the data for each run. 
0 
The data were analyzed by parameterizing the background and the 
differential cross section in equation (II.3). The background was para-
meterized as a constant, while the differential cross section was parameter-
ized as : 
where 
~T , E ) 
dT dO n y 
n 
rt=rc+J 
0 
(II.5) 
and U is the excitation energy in the residual nucleus . p(U) is the relative 
level density of the residual nuclei. U is the highest excitation energy 
max 
possible with a photon energy Ey. rt is the total width of the giant 
resonance. r and rD(U ,E ) are respectively the partial widths for decay of 
c n 
the giant resonance by the statistical mechanism and decay by the mechanism 
that results in the excess of fast neutrons . The guidance f or this para-
. . b f d . h . 13 meter1zat1on can e oun in Kuc nir. 
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The data are c apable of determining p(U) without assuming any 
specific f or m. However, p(U) was parameterized as p eU/T where T is called 
0 
the nuclear temperature. This parameterization works well where the level 
density is quite high. Where the l e vel density was observed t o deviate from 
this f orm , a general form was used. It should be po inted out t hat a constant 
temperature was used only because it fit the data well. This parameteriza-
tion was convenient and it gives a parameter (T) cal led the nuclear tempera-
ture. This parameter can be compared with this s ame par ame te r obtained by 
other experiments. In addition , this parameteriza tion s implif i e d the ex tra-
polation necessary to determine the fraction of neutrons t hat had energies 
below the neutron detector threshold . The nonstatistical neutrons did not 
effect this extrapolation significantly since the low ener gy neu t rons we r e 
dominantly statistical , 
Because the actual spectrum had a time spread due to uncertainties 
in gamma energy , flight path , and flight time, the calculated spec trum (N ' (T)) was 
spread by folding-in a calculated line shape, L(T - T ) . 
n 
when 
CXl 
N" (T ) = f L (T-T ) NI (T) dT 
n n ·a n 
h h h . . . 2 Te parameters were t .e n c osen to give minimum x . 
2 
x 
256 [N"(Tn(I))-N(TJI))J 2 
- L: 
I=32 cr 2 (N(T (I))) 
n 
I ~ channel number 
(IL 6) 
( II . 7) 
I 
0 
: channel number corresponding to T 
n 
o. 
If one used a2 (N (Tn (I))) = N(Tn ( I)) and then minimized x2 , the 
value of N" (T (I)) would have bee n one count per channel too 
n 
18 
small. 
10 
The reason f or this was t he impr oper choice of cr2 (N(T (I ) )). 
n 
For these data, 
the function in the number of counts in adjacent channels was considered to 
be purely s t atistical . Thus , the uncertainty was defined as : 
(IL8) 
2 This definition of a reduced the f luctuations in the data , and gave a better 
2 
estimate of the real a . 
A For tran-F our program was written f or the PDP-15 computer to find 
h . . 2 . h 11 h t e mintmum x wit respect t o a t e parameters. All the parameters except 
those in the cr . (E) func:ti.on could be varied f or each individual spectrum . 
irn 
However, fits were also made in wh ich t he parameter , T, was required to be 
the same f or all the spectra taken with a particular target. 
The pr ogram had the efficiency function f or the neutron detectors 
stored in it , as well as the gamma ray ener gy calibration constants . Many 
other constants and parameters used by the pr ogram were either r ead in with 
the data or typed in (with the teletype) while the program was running. 
One big advantage of using the PDP-15 computer f or analysis was 
the f act that the data were s t ored on DEC Tape (i.e., small r eels of f or-
matted magnetic tape ). These DEC Tapes cou ld not be re ad by the University 
of Illinois 360 computer system . Another advantage of the PDP-15 was the 
11 
use of the oscilloscope display and the plotter system. The disadvantage 
in using this computer was the limi t ed memory and lack of hardware floating 
point arithmetic . Both of these limitations s l owed execution of the 
program . 
Two types of corr ections to the t otal cross sec t ions were made to 
compensate f or neutron scattering . Fix s t j a correction was calculated for 
neutron scattering by the col limator leading t o counts in the detector . 
The calculation was made u sing a Monte Carlo technique to find an ideal line 
s hape of the time-of-flight spectrum from a monoenergetic isotropic neutron 
source at the center of the. targe t. The re sults were parameterized, and 
were used to correct the time- of -.t light spectra before they we re calculated. 
Second , a co rrection was ne cessary f or neutron scattering in the 
targe t ; this changed the initial iso t ropic neutron distribution to an 
anisotropic distribution favoring normal emission t o the front face of the 
targe t. 
12 
Ilio RESULTS AND DISCUSSION 
Ao Total Crqss Section Data 
The phot oneutron c ross s ections have all been fit with a Lorentz 
line defined as : 
cr (Ef) 2 
cr (E) 0 
( 2 2)2 E -E 
(III .1) 
0 
E i s the ene rgy of the photon , r is t he width of the giant resonance, and E 
0 
is the energy at the max imum . The method o.f l east squares was used to 
determine the best parame ters in ( 111 . l ) o 
The errors shown in f igure s 1 , 4,5 , and 8 which present the cross 
sections are only thos e due to s tat istical unce r t ainties. The se statistical 
errors are derived from the calcula tion of the c r oss sections and include the 
errors in the parameters use d i n t his calculation . Systematic errors due to 
uncertainties in the gamma ray inte nsity , the neutron detector efficiency , 
and in the Monte Car lo ca l culations are estimated to be of the order of 10% . 
Table 1 presents the parameters derived from fitting the photo-
neutron cross sections with a Lorentzian shape o The table also compares the 
.. 
integral of the Lorentzian curve with the classical sum rule . The correction 
to the classical sum rule due to exchange for ce s imply an inte gr ated sum 1 .4 
times that of the c lassical sum ru le. Thus 1 the integra ted cross section 
can be greater than the c lassical sum rule . The r at io of the integrated 
cross section to the sum rule s ee ms t o i n.crease with A; the r atio is unity 
f or A ne ar 140 . Befor e t he gene ral implicat ions of these re sults a r e 
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discussed ~ the results obtained for each element will be summarized and 
compared with other measurements , In addition, the results obtained on the 
nonstatistical neutron for each el .ment will be presented. 
The values of T as giuen in Tables2 through 5 were chosen to give 
the best fit as determined by eye . Values of T ~ 10% higher or lower , gave 
fi.ts that were obviously not as good. The exce ption to this was the f it to 
the Lead data where a value o f. T l.O'lo low<: r and in combination with more non-
statistical neutrons gave a fit that was nearly as good . 
1 . Praseodymium 
Figure 1 shows the cross section for Praseodymium. The corrections 
f or neutrons scattering in the target, which have been made , re duced the 
cross section by 20%. The target consisted of 1797 grams of natural metallic 
praseodymium covered with a thin layer of epoxy. 
Figure 2 compares the present cross section with those reported by 
Cook et al., 4 Cannington et al. , 5 and Bramblett et aL 7 Our cross section 
disagrees with the large energy dependence shown in the data of Cook et al. 4 
and Cannington et aL · 5 however ~ there may be some evidence f or some structure 
near the peak of the giant rPsonance which has similar ity with the data of 
Cannington . ln general , the present data is in agreement with Bramblett 
7 
et al., exce pt that the present data indicates that the cross section in 
the region from Ll MeV to about 14 MeV is smaller than that shown by Cook 
4 5 7 3 
et al., Cannington et al ., Bramblett et al., and Beil et al. in that 
region. 
The energy resolution of t he present daca is better than that of the 
other data. The energy resolution (full width at half maximum) is equal to 
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the s pacing of the data on figure l (exce pt for a few e nergies at which 
a d j acent runs overlap) . A data run consists of 12 po ints · at e very twelfth 
point there is overlap . This overlap checks the cons tancy of the dat a from 
one run t o the nex t . 
Figure 3 compares the present data with that o f Sund et al . 6 and 
Beil et al . 3 The structure Beil sees is similar t o t hat I have observed , 
It i s conceivable that if Beil had had better re so lution , he would have 
observed mo re pronounced struc tu re . In particular , the bumps at 15 . 3 MeV , 
the va lley a t 15 . 6 MeV and 14 . 9 MeV in our c ross section occur s where Beil 
ob serve s small bumps and valleys . This is not pr oof of st r uc ture in 
Pras eodymium, but indic a tes a possibility t o inve s tigate with a better or 
more careful experiment . Our me.asurements of the abso l ute value of the 
cross section i s in good agree ment 3 throughout the g ian t r e sonance r egion, 
6 
with that measured by Sund et al . Sinr-E Sund !s ac tivat ion method did not 
re l y on knowing the de te c tion eftic i ency of a neutron detector j t h is me t hod 
was pr obably the be st methodj in principle ~ f o r determi ning the absolute 
value of the phot oneutron cross s ection . Thus, the agreement between our 
6 phot oneut r on cros s section of Praesodymium and that of Sund et al . lends 
s uppo rt t o our data wher e it disagrees in magnitude from that of several 
o ther measurements ment ione d pr e viously . 
The neutron energy s pectra can be used t o find t he nuclear tern-
per a ture . The temperature was determined in a manner s i mi lar to t hat used by 
1 12 d h 0 13 Ca arco an Kuc nir . These results are given in Tab le 2 , together 
with the Lorentz - line parame te rs . 
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2. Yttrium 
The Yttrium cross section is given in Figure 4. The Yttrium target 
consisted of 1440 grams of Yttrium (Y203) . The correction for neutron 
scattering in the Yttrium t arget decreased the derived cross section by 17% . 
Jeffery Willis was instrumental in obtaining the neutron time-of-flight 
spectra from Yttrium. The present cross section data lies between the cross 
2 1 
section data given by Berman et al . and Lepretre et al . 
Table 3 lists the parameters for the Lorentzian line fit to the 
data ; corresponding results from other experiments are also given. In 
addition 9 the nuclear temperature implied by the present data are listed. 
3 . Lead 
The Lead cross section is given in Figure 5. In this case , the cor-
rection for neutron scattering in the target reduced the cross section by 14%. 
The Lead target consisted of 2325 grams of radiolead 208 with an isotope 
composition of 72 . 6% Pb208 and 25 . 6% Pb206 • Our cross section is in general 
10 8 12 
agreement with that measured by Veyssiere et al., Harvey et al ., Calarco, 
11 
and Fuller and Hayward. In particular, the present cross section shows the 
same structure that appears in the cross section of Veyss iere et al. at 
10 . 05 MeV and 11.25 MeV. Figure 6 compares the present cross sections with 
that of Veyssiere et al . 
In contrast , Figure 7 compares the present cross section with that 
of Ishkanov et al . 9 The data of Ishkanov disagrees with the present data as 
well as with the results of several other authors. 
Table 4 lists the cross section parameters and compares the present 
work with that of several other authors . The nuclear temperature derived 
from the neutron energy spectra is also listed. 
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Some of the Lead data was lost through computer error and was 
replaced with data t aken pre viously with less care . The two data runs between 
9 MeV and 11 MeV were replaced with data taken in sequence with a data run 
on Bismuth between 10 and 11 MeV . This Bismuth run was increased by 75% to 
normalize i t with the data taken later with more care . This normalization 
was determined from the data where the data ove rlap at 11 MeV. This same 
normalization was applied to the two data runs on Lead between 9 and 11 MeV 
(i . e . , the cross sections were increased by 75%). Another data run between 
11 . 2 and 12 . 3 MeV 9 which was taken s eparately, also needed to be renormalized. 
It was increased by 33% so that the data points which overlap at 12.3 MeV 
would agree . The cause f o r the errors in normalization for some of these 
runs is unknown . What ever the caus e , i t affects all twelve data points 
equally . Any cause that affects only one of the data points would be indi-
cated in the ratio of counts in the electron counters. Thus , the relative 
values of · the cross sections among one run are valid . Justification for 
using the same renormalization for the two lead runs , between 9 MeV and 
11 MeV , as for the Bismuth run between 10 and 11 MeV is the following : the 
two Lead runs agree where they overlap at 10 MeV. The Bismuth run was taken 
between the two Le ad runs . Thus , the same conditions mus t have been in effect 
for a ll thre e runs . Also, the average value of the Lead and Bismuth cross 
sections between 10 and 11 MeV should be about the same since Lead and Bismuth 
have such similar nuclei. The t wo Lead runs between 10 and 11 MeV are in 
agreement only if the same renormalization is used. 
4 . Bismuth 
h . f 209 . . . . . 8 T e cross section o. Bi is given in Fig. • The correction for 
scattering in the Bismuth target reduced the cross section by 29%. The 
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Bismuth target was the thickest target used, and since the correction was so 
large, the inelastic part of the neutron scattering cross section was also 
taken into account o The Bismuth target consisted of 3821 grams of natural 
metallic Bismuth o 
This is in general agreement although somewhat larger than the 
cross section measured by Harvey et al o8 
A comparison of the Lorentz parameters is given in Table 5 which 
also lists the nuclear temperature . 
Two errors in normalization occurred in Bismuth. The cause for these 
is unknown, but again one data run was lost and replaced by data taken earlier 
with less careo The normalization for those data points with energies between 
10 MeV and 11 MeV was changed so that the overlap of the two data runs would 
agree at 11 MeV o These data points were increased by 75%. Difficulty with 
overlap occurred for the data run between 12.2 MeV and 13o5 MeV. These data 
points were increased by 22% so that the overlap of data points at 12o2 and 
13 . 5 MeV would be in accord , There is no reason to suspect that the relative 
normalization among data points of one run to be in error . Thus, the fluctu-
ation in the cross section from 11 MeV to 12 MeV indicate possible "resonances" 
in the cross section o There appears to be a resonance in the cross section 
centered at 11 . 25 MeV with a full width of .5 MeV and a sharp re sonance at 
ll o75 MeV with a full width less than 100 KeV , the photon energy resolution. 
At 1208 MeV there is a narrow dip in the cross section, again with a full 
width less than the photon energy resolution. Note that the existence of these 
"re sonances" i.s not supported by any other measurement on Bismuth. However, 
18 
similar " resonances " in Le ad have been reported previously by Veyssiere 
10 12 
et al . and Calarco . The se same "resonances" in lead were verified by 
this experiment. 
Tab le 1 
Parameters derived from fitting the photoneutron cross section data with a 
Lorentzian line are given . Comparison of the integrated cross section with 
the sum rule is also listed . 
Element 
a (mb) 
0 
E (MeV) 
0 
f (MeV) 
a r n/2 
o (MeVb) 
. 06NZ/A 
(MeVb) 
a r n i 2 
0 
-:06NZ/A 
206 . 
16 . 83 
3 . 57 
L1S7 
L31 
.8 8 
141 Pr 
337. 
15 . 36 
3.92 
2 . 08 
2.06 
L Ol 
646 . 648 . 
13.63 13 . 64 
3.75 3 . 78 
3.82 3.84 
3.01 2.98 
1.27 1.29 
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Table 2 
A comparison of the Lorentz i an line parameters is made with several other 
wor ks on t he Pras eodymium photoneutron cross section . The integrated cross 
sect i on is also compared with the sum rule , 
Sour ce Th is Re L 7 Ref. 6a Re f, 5 Ref , 4 Ref. 15 . Ref. 3 Wo r k 
E(MeV) 15 . 357 l S. 16+ . 08 15 . 230 15 .45b 15.2+, 1 
f (MeV) 3. 92 4 . 49+. 05 4. 02 4.26+.05 
a (mb ) 33 6 . 8 320 .+20 346 . 5 400b 35o+l5 
0 
(j r n /2 
0 (MeVb) 2. 08 2.27+. 14 2 018 2 .35+.13 
. 06NZ/A 2. 06 2 . 06 2. 06 2 . 06 (Me Vb) 
Te mp . (MeV) . Sc .48c 
a Parame t e rs from Lorentzian line f it to the data from this ref. 
b. Va l ue es timated from data given in this ref. 
c The pre sent work actually de t e rmines the nuclear temperature in 
140Pr and not f or 141Pr .; Ref . 15 gives the nuclear temperature 
141 f o r Pr . 
Table 3 
A comparison of the Lorentzian line parameter made with other data on the 
photoneutron cross section of Yttrium. 
@ 
Source Present Ref. 1 Ref. 2 Ref. 15 work 
E(MeV) 16.83 16.7+.05 16.79 
r (MeV) 3.57 4.1+.l 3.95 
cr (mb) 206. 225.+20. 185 .+5. 
0 
cr r rr/2 1.157 1.45 1.14 o (MeVb) 
. 06NZ/A 1.31 1.31 1.31 (Me Vb) 
Temp . (MeV) .54@ .68@ 
The present work actually determines the nuclear temperature in 
88y while Ref . 15 gives the nuclear temperature for 89y. 
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Table 4 
A comparison of the Lorentzian line parameters is made with other data on 
the photoneutron cross section of Lead. 
Source Present Ref. 10 Ref. 9 Ref. 11 Ref. 8 Ref. 12 work 
E(MeV) * * 13 0 64 13.42 13 . 34 13.5 13.6 13.2 
r (MeV) 3.78 4.05 4.5 3.78 3.85 * 
(mb) cr 648 640 
0 
900 * 900 495 581* 
TT a f/2 3.84 4.00 
0 (MeVb) 
6.35 2.94 3.52 * 
. 06 NZ/A 2.98 2.98 2.98 2.98 2.98 2.98 
(MeVb) 
E 
m Em=24 Em=l7 .2 Em=l8. 5 Em=28.0 J cr dE 3 . 58+.23 3.26+.3 3.93 2.91 
Eth 
Temperature . 9 1.0 
These values estimated from their cross section data. 
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Table 5 
A comparison of the Lorentzian line parameters is made with other data on 
the photoneutron cr oss section of Bismuth. 
Source Present Ref . 8 Ref. 13,16 
work 
* E(MeV) 13 . 57 13 . 5 
-
13 . 5 
r * (MeV) 3 . 75 3 . 83 3 . 7 
* O' (mb) 646 520 - 600 
0 
TT O' f /2 3 . 82 3 . 13 3.48 
0 
. 06NZ/A 3 . 01 3 . 0 3.0 (MeVb) 
E Em=28 m 
s O' dE 2.93+.29 
Eth 
Temperature . 8 1. 
(MeV) 
Parameters estimated from the figure in Ref. 16 . 
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Figure 1 
The cross section o(y,n) + o(y,2n) is shown for Praseodymium. This 
c r os s section shows much l e ss variation with energy than was inferred 
by others by analyzing bremsstrahlung yield data as shown in Figure 2. 
There may , however, be an 80 Mb variation near 15 .5 MeV . 
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Figure 2 
The present cross section a(y, n) + a(y , 2n) for Praseodymium is compared with 
the data of Cannington et alo 5 (Australian), the data of Bramblett et al. 7 
4 (Livermore) , and the data of Cook et al. (Iowa). Both the Australian and 
Iowa data come from an analysis of yield curves obtained with bremsstrahlung 
photons ; the Livermore data was obtained with monochromatic photons. Our 
data are shown by the dotted curve which is mainly the smooth curve shown in 
figure 1 , but which includes the structure near 15.5 Mev. 
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Figure 3 
The present photoneutron cross section of PraseGdymium is compared with 
3 6 that measured by Beil et al . and that of Sund et al . Both of these were 
also obtained with monochromatic photons; Beil et al . detected the emitted 
neutrons while Sund et al . observed the residual radioactivity . Our 
resolution was enough better than the others to heave open the question of 
the structure near 15 . 5 Mev . 
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Figure 4 
The photoneutron cross section of Yttrium is shown . 
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Figure 5 
The photoneutron cross section of 208Pb is shown . 
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Figure 6 
. f h h . f 208 b . d A comparison o . t e present p otoneutron cross section o P is ma e 
. h h d b . lO wit t at measure y Veyssiere. The two measurements agree about the 
existence of fine structure near 10 . 1 Mev and 11 . 4 Mev . 
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Figure 7 
A comparison of the present photoneutron cross section of 208Pb is made with 
9 that measured by Ishkanov , The ve r y large cross section variations, which 
were infer r ed f r om an analysis of bremsstrahlung yield, are probably caused 
by the me thod of ana lysis " 
t 
- ISHKANOV et al. 
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Figure 8 
h h . f 209 . . h T e p otoneutron cross section o Bi is s own . 
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B. Nonstatistical Neutrons 
In Figures 9 through 12 the spectral data is plotted for each element 
in a way that shows the systematics of the neutron energy spectra for all 
pho t on e nergies simultaneously . This was done by binning each neutron energy 
spectrum acco rding to the e nergy of the residual nucleus. Each bin was one 
MeV wide. The number of neutrons in each residual energy bin was corrected 
f or the detector effic iency and then normalized by dividing by the total 
number of neutrons at all energies (including those below the detector thresh-
old determined by extrapolation) . This quantity was then divided by the 
average neutron energy corres ponding to the residual energy bin to give the 
expression shown on the left hand side o f equation (III.2). This can be 
divided into statistical and nonstatistical parts as in Eq. II . 5. The right 
hand side of Eq . III.2 can be ob tained from the expression in the brackets of 
equation II.5 i f it is also divided by the average neutron energy and inte-
grated over the energy bin . 
AP(u,E )Au {r (p(u)) 
(E ) = r: ruma~ 
n .J E' p(u ')du' 
0 n 
(III. 2) 
The quantity AP(u ,E )Au/(E )) which is derived from the spectral y n 
data , is then pl o tted on semilogarithmic graph paper for all the experimental 
data. The pattern shown by this data can be explained as f ollows : when p(u) 
is parameterized as p eu/T and the first term on the right hand side of 
0 
equation (III.2) dominates, the right hand side of the equation has a simple 
dependence on the photon energy. 
-E / T 
It is simply propo~tional to e Y for E y 
greater than two MeV above the photoneutron threshold . Thus, where the 
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statistical neutron dominate, the set of data points with constant residual 
energy will follow a straight line whose slope is -1/T. In addition, as long 
as p(u) is indeed proportional to eu/T, the data points for different residual 
energy follow equally spaced parallel lines. At low residual energy, the level 
density is so low that a level density poorly represents the number of levels. 
In this case the data will still follow a line parallel with the other lines 
(as long as the statistical neutrons dominate), but the spacing may change. 
An example of this is the ground state group in Figure 11 showing the Lead data. 
At higher photon energies the lower residual energies, the contribu-
tion of statistical neutrons to these data points decreases to the point where 
virtually all the neutrons contributing to these points are nonstatistical. 
Where the nonstatistical neutrons dominate and if (fD(u,E ))/f is independent 
n t 
of photon ene r gy , the set of data points with constant residual energy will 
follow a line whose slope is given by -log(E ). 
n 
This is a slowly varying 
function of photon energy when E is greater than 2 MeV and thus the cor-
n 
responding data points vary only slowly under these conditions. 
The best example of the pattern expected for nonstatistical neutrons 
is shown in Figure 9 which presents the Praseodymium data. Praseodymium has a 
relatively low nuclear temperature, and thus the statistical neutrons con-
tributing to the low residual energy bins drop off quite rapidly with increasing 
photon energy. This results in a clear separation of the statistical and non-
statistical neutrons over a wide range of photon energy. 
Table 6 lists (fD(u,E ) )6u/f for residual energy bins 1 MeV wide. 
n t 
This table lists the best values assuming that these quantities are independent 
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Table 6 
A tabulation of the fraction of all neutrons which are nonstatistical and 
leave the residual nucleus in the excitation energies (u) listed. 
(r D (u,En)) 6.u 
rt 
u (MeV) Pr 141 y89 Pb208 Bi209 
0.5 .027+.003 . 042+.005 . 032+. 003 .046+.005 
1.5 .031+.003 .055+ .005 .023+.003 .026+.005 
2.5 .04o+ . oo5 .068+.0l .021+.005 .029+.010 
3.5 .o4o+. oo5 0 . 03 +.010 • 016+. 010 .02o+.020 
4 .5 .042+.010 0 0+.030 011+.020 --------
. -.00 • - • 011 
5.5 .036+.015 o o+.05 -------- --------
• - .00 
6.5 .032+. 020 -------- -------- --------
of photon energy for E greater than about 2 MeV. The best indication that y 
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these quantities are indeed independent, or very nearly independent of photon 
energy, is the good agreement on the Praseodymium data for the lowest residual 
energies. 
In Figures 9 through 12, the straight parallel lines sloping from 
the upper left to the lower left represent the statistical part of the fit 
to the data. The dashed lines in the lower part of the figures represent a 
nonstatistical fraction that is constant. These lines slope slightly because 
the dashed lines represent a constant divided by the neutron energy. The one 
parameter that determines the position of each line is listed in table 6 as: 
(f D(u,En) ) 6u/f t• The third set of lines is simply the sum of the first two 
sets and represents the fit to the data by this simple model. 
Referring to figures 9 through 12, the deviations from the fit are 
not statistically significant and do not warrant more parameters or a more 
complicated model. Error bars are not shown on the graph since they would tend 
to overcrowd the graphs. In addition, where the data was scattered badly, due 
to statistics, several data points were averaged. The horizontal bars indi-
cate the energy over which the data were averaged. 
Figure 9 , which presents the Praseodymium data, is the figure which 
pointed out the simple dependence the nonstatistical neutrons have on photon 
energy. In this figure the separation of the nonstatistical neutrons occur so 
completely and over such a comparatively large energy range that the depend-
ence of the nonstatistical fraction on photon energy could be observed . The 
nearly constant nonstatistical fraction for the first few residual energy 
bins first suggested the simple model of the nonstatistical neutrons. However, 
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the data is not capable of determining the form of this nonstatistical fraction 
for low neutron energy since the data is dominated by the statistical neutrons 
in this region. For this reason, it is not possible to determine what fraction 
of all the neutrons are truly nonstatistical without a model or theoretical 
guidance. 
In Lead and to a lesser degree in Bismuth the nuclear temperature is 
relatively high (T = .9 MeV in Lead), thus the contribution from the statis-
tical neutrons does not diminish as fast for higher energy neutrons as in 
Praseodymium and Yttrium. Consequently, the energy dependence and the amount 
of nonstatistical neutrons is not determined as well. In fact, a lower 
temperature could be assumed for these two elements and the amount of non-
statistical neutrons could be increased and a similar fit would result. A 
fit which minimized the amount of nonstatistical neutrons was the additional 
criteria used in judging which combination of parameters fit the data best. 
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Figure 9 
The quantity ~P(U ~ E )~U/(E ) derived from the Praseodymium spectral data y n 
is shown. 
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Figure 10 
The quantity ~P(U , E )~U/(E ) derived from the Yttrium spectral data is shown. 
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Figure 11 
The quantity ~P(U,E )~U/(E ) derived from the Lead spectral data is shown. y n 
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Figure 12 
• 
The quantity ~P(U,E )~U/(E ) derived from the Bismuth spectral data is shown. 
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IV. CONCLUSIONS 
1. The photoneutron cross sections of Yttrium , Praseodymium, Lead, and 
Bismuth can all be described very well with a Lorentzian line shape; in some 
cases there is small intermediate structure modifying the otherwise smooth 
cross sections and making them somewhat "bumpy". Similar intermediate 
structure has been observed in Praseodymium by Beil et al. 3 and in Lead by 
10 Veyssiere et al. Our measurements of the photoneutron cross sections, in 
all four elements, show some evidence for intermediate structure. In some 
cases, the structure is quite well defined; for example, there are two small 
peaks in the cross section at 10.05 + .05 MeV and 11.25 + .05 MeV in Lead. 
10 The corresponding peaks were observed by Veyssiere et al. The integrated 
cross section of these bumps, above the Lorentzian line, are approximately 
5 mb-MeV and 15 mb-MeV, respectively. 
2. On the other hand ) there is definitely no large scale intermediate 
structure in Lead , Bismuth, Praseodymium, or Yttrium; such large scale 
4 
structure was reported in Praseodymium both by Cook et al. and Cannington 
et al.; and in Lead by Ishkanov et al. 9 They derived the cross sections by 
unfolding the yield curves obtained from electron bremsstrahlung gamma rays 
with small increments in the end point energy. The cause of the oscillations 
in their derived cross sections may be the lack of detailed knowledge about 
the shape of the bremsstrahlung spectrum near the end point combined with the 
presence of the small intermediate structure consistent with our data. 
3. A simple interpretation of the photoneutron spectra can be made if two 
processes are assumed to account for the emission of the neutrons. These two 
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processes can be called statistical and nonstatistical. The processes can be 
identified by their characteristic patterns evident in the spectra. The 
statistical process accounts for most of the photoneutrons. The pattern shown 
by the low energy neutrons is that expected for the statistical process . 
Since the statistical process predicts very few high energy neutrons, the 
obser ved high energy neutrons are almost all nonstatistical neutrons; the 
variation of the number of nonstatistical neutrons with energy indicate that 
f D(u ,E)/f t is essentially constant. This can be seen clearly in the spectra 
of photoneutrons fr om Praseodymium. The spectra of the intermediate energy 
neutrons is given by the sum of the two processes. Because the unambiguous 
separation of the statistical and nonstatistical neutrons can be done only 
f or high energy neutrons, this se paration is more difficult for Lead and 
Bismuth than f or Yttrium or Praseodymium because the statistical neutron from 
Lead and Bismuth have a higher average energy. For Lead and Bismuth, a model 
of the nons tatistical neutrons would be required to better separate the 
statistical and nonstatistical neutrons . 
4. A constant neutron interaction cross section was found to be consistent 
with the spectral data from the elements studied. However, if the neutron 
cross section were made energy dependent, the exact separation of statistical 
and nonstatistical neutrons as well as the value of the nuclear temperature 
would have varied somewhat . Thus, if a neutron cross section that is not 
constant is used, it must have a well founded theoretical basis or the 
interpretation of the spectra will be unexact . . 
5. The cross section data and the neutron spectra suggest a more subtle 
connect i on between rt and the width of the giant resonance than that given 
12 13 by Calarco and Kuchnir. As ft is used in the analysis, it corresponds to 
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the t o t a l width of the exc i ted nuc leus f or decay by neutron emission . f D is 
t he width f or decay of t he excited nucleus by emission of a nonstatistical 
ne utron while re i s the width f or dec a y by emiss i on of a statistical neutron . 
A contradiction wi t h the data occurs i f ft is interpreted as the 
wi d t h of the giant resonance and r D a s the width f or decay of the giant 
res onance by emissio n of a nonstatist i cal ne ut ron . With this interpretation, 
12 13 
t he par t i a l wid t h fD (u,E) i ncreases with photon e ne rgy. ' Our data show 
that f D(u ,E)/f t rema i ns e sse ntia l l y constant ; therefore, this interpretation 
r equire s r t t o i ncre a se with t he photon energy with approx imately the same 
de pendenc e as f D on photon energy . Ifft were t o be intimately associated 
with t he wi dth of the giant resonance, t his pre dicted dependence of rt on 
photon energy would d i s tort the s hape of the cross section of the giant 
resonance . The observed shape of the giant r e sonance is in accord with a 
width that i s , on the average ~ constant . Thus , rt can not be interpreted as 
the width of the giant res onance . 
Perhaps a better descript ion is that the dipole state is spread over 
s ome energy region character i ze d by width of giant resonance . For example, 
this spre ading width might be f . Due to this s pread i ng , some intermediate 
excited states i n a 100 KeV energy region ne a r t he gian t resonance contain 
some dipo le s t a te , and therefore ca n be exci t e d by the i nc ident photon. Since 
the ex pe rimenta l width of the gia nt re sonance i s quite large , t he coupling 
betwee n the dipo le state and the i n t ermediate exc i t ed states in the nucleus 
must be very strong . 
The Lorentz i an shape of the c r os s section is consistent with this 
interpretation of the g iant resonanc e if t he spreading is symmetric , 
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The gener a l pat tern of a symme tr ic spreading does not exclude the 
poss ibi li ty that some int e rmediate str uctur e ex ists . There might be varia-
tions in the underlying i ntermedia te states or there may (particularly at 
l owe r energy) be other l p- lh state s wh i ch have some dipole strength inde-
pe ndent of t he main d ipole s t ate . Th is could lead to interference effects in 
s ome e nergy regions . The bumps in the c ross section of Lead indicate that 
i ntere s t i ng s t ructure ex ists . 
The theoret ical guidance fo r rt is very meagre, and rt might vary 
cons i derably with energy. At l ow energy , our ex pe rimental results indicate a 
sur pr is i ng sha r p concentrat i on of stre ng t h ( about 2 . 6 MeV above the continuum) 
f or a pho t on energy of 10 MeV i n Le ad . The width of this peak in the cross 
sec t i on is l ess t han 100 KeV. The r efo r e at this energy rt must be less than 
100 KeV . The observed width of t h is peak could be explained by our photon 
energy re solution alone ; thus , r t could be considerably less than 100 Kev . 
The pe ak in the c r oss section of Lead near 11 MeV puts an upper limit of about 
200 KeV on rt for this energy . 
6 , The in t egrate d cros s sec t i on o f the g i ant resonance, in units of the 
classica l dipole sum , i ncre a se s l inear l y with A; the value is unity for A near 
140 a nd about 1 , 25 f or A near 200 , The accur acy of this dependence on A and 
the abs o l u te value s , de pends on the corre ctions for neutron scattering in the 
target , the effic i e nc y of the neu tron dete ctor , and t he photon flux. As was 
me ntioned , our c r os s section re sults a r e somewhat uncertain due to these 
f ac to r s . However, the compa r isons be t wee n our measurements and the other 
re ported cross sect ions do no t show any l a r ge discrepanc ies nor any pronounced 
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trends with A. The variation with A of the ratio of the observed integra ted 
cross section to the sum rule is therefore due to a property of the nuclei 
and not due to any systematic experimental errors. 
A comparison of the cross section measurements made at different 
laboratories indicates that there are some systematic errors in quoted photon 
interaction cross sections . These errors might involve either the absolute 
value of the photon flux at different energies or the detection efficiency . 
In addition, slight deviations from a smooth Lorentz line could affect the 
inferred parameters for the best Lorentz line . Our measurements were designed 
mainly to settle the question of gross structure; we used better resolution 
than earlie r workers and obtained 12 contiguous energies simultaneously . 
However , we might also have had systematic errors when we changed energy . 
Thus, there remains some question about the absolute cross section for the 
different elements , On the other hand, all available results agree that the 
fraction of the sum rule observed in the giant resonance increases signifi-
cantly with A. 
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APPENDIX A 
ENERGY CALIBRATION 
A description of the energy calibration procedure was given by 
17 Kuehne, The energy of the gamma ray can be determined by the equation : 
E y E - E - 6E D S (A. l) 
ED is the energy of the primary electron beam, ES is the energy of the residual 
electron> and CiE is the energy loss of the electron while pa'ssing through the 
bremsstrahlung target, 
The momentum of the electrons is proportional to the magnetic fields 
of the dispersion (D) and spectrometer (S) magnets. These fields are measured 
by Hall effect probes whose output voltages are proportional to the fields. 
Any non- linearities in the Hall voltages or hysteresis effects in the magnets 
were negligible for this experiment . The energy (E) of a not completely 
relativistic electron, with momentum (P), can be expressed, approximately : 
E 
m c 2 k m c 2 
PC[ l+( ~ ) J 2 : PC[ 1+12( ~ ) J 
- PC+ O.l3 MeV2 
Pc 
(A. 2) 
From (A.l), and (A.2), and the relation between P and the Hall probe voltages, 
the equation for the gamma ray energy can be written in terms of the Hall 
probe voltages VD and VS : 
(A.3) 
The constant (C) contains both 6E and the terms due to the zero field Hall 
probe voltages. 
The constants A, Bi and C given in table 7, were determined by 
elastic gamma ray scattering on resonance at 15.11 MeV in Carbon and by 
bringing the same beam through the D and S magnets. The S magnetic field 
was raised and the D magnetic field was lowered until the primary beam was 
bent around into the electron detectors. By carrying out this procedure 
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with different D magnet fields, and by scattering photons from Carbon, the 
three constants can be determined for each position along the spectrometer 
focal plane. The constant A, was (as expected) independent of position along 
the focal plane of the S magnet , The energy calibration was probably good to 
within 30 KeV over most of the energy region used in this experiment. 
The elastic gamma ray scattering was measured with a 6 inch diameter 
by 9 inch thick Na (I) crystal viewed by a RCA 4522 photomultiplier tube. 
The best gamma ray energy resolution was obtained when the momentum 
dipsersions of the D and S magnets were "matched". When the D and S magnets 
are "matched" :i the S magnet provides a compensation for the energy spread of 
the primary electron beam . A complete discussion of this effect was given 
12 by Calarco . 
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Table 7 
Value of A, B, and C at the electron counter edges for equation A.3. 
EDGE A B c 
El (end) 1. 5918 .4035 -.827 
E 1 - E 2 1. 5918 .4151 -.818 
E 2 - E 3 1.5918 .4273 -.807 
E 3 - E 4 1.5918 .4401 -.797 
E 4 - E 5 1. 5918 .4538 -.787 
E 5 - E 6 1. 5918 .4683 - • 775 
E 6 - E 7 1. 5918 .4843 - • 774 
E 7 - E 8 1. 5918 .4942 -.788 
E 8 - E 9 1. 5918 .5055 -.809 
E 9 - E 10 1. 5918 .5168 -.817 
E 10 - E 11 1. 5918 .5281 - .811 
E 11 - E 12 1. 5918 .5395 - • 791 
E 12 (end) 1. 5918 .5505 -.781 
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APPENDIX B 
GA:MMA RAY FLUX DETERMINATION 
The probability that a photon strikes the target , each time that an 
electron detector pr oduced a pulse, was measured with a Na(I) detector that 
was placed so as t o intercept only those gamma rays that would have struck the 
target. The incident beam current, when this was done, was reduced to about 
5 counts per second in each elec tron counters . These conditions produced less 
than one coincidence between an electron detector and the Na(I) detector per 
beam pulse . At this low rate, accidental coincidences between the Na(I) 
detector and the electron detectors were virtually eliminated. One event per 
beam pulse was the maximum rate at wh ich the data could be collected due to 
the logic employed with the electronics. 
The probability that a tagged gamma ray hits the target was less 
than 100% f or three reasons . First , the gamma rays leave the converter with 
an angular spread that is rather large; therefore not all of these photons 
pass through the lead collimator. In addition, other photons were lost 
while pas.sing through the beam harderer . The beam hardener is a piece of 
aluminum 1 inch thick through which the beam must pass. Finally, some 
secondary electrons come from the beam sto p and hence did not produce a 
photon . In an attempt t o check this la£t f acto r, the number of electrons was 
counted bo t h with and without the converter in the beam. This was done at a 
fixed yield and for a standard period of time. The ratio of counts with 
converter ' in ' to converter ' out ' was typically 30 to 60. However, this ratio 
is not a good measure of the number of spurious electrons detected by the 
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electron detectors. When the converter is ! in' , electrons are scattered with 
a rather large angular spread. Many of these electrons do not pass through 
the window of the spectrometer magnet but instead hit the walls of the 
spectrometer. These electrons are more likely to be scattered into the 
electron detector than those hitting the beam stop. 
The number of garrma rays was measured by integrating the pulse 
height spectrum of the Na(I) detector obtained from coincidences between the 
Na(I) detector and each electron detector. The efficiency of the Na(I) 
detector was calculated from the total gamma ray absorption cross sections 
. . s. b h 14 given in ieg a n. 
The measurement of the number of incident photons was performed with 
an additional 4" by 4" lead collimator which transmitted only those photons 
that would have hit the target. The Na(I) detector without any shielding was 
then placed directly after the collimator . 
The incident tagged photon flux was measured with different detectors, 
with and without shielding , and with and without collimation. Table 8 gives a 
listing of the detection efficiency of these various configurations. 
Figure 13 shows the probability that a photon strikes the target 
each time an electron detector produced a pulse . The probability shown is the 
average probability for all twelve electron detectors. The probability for 
the individual electron detectors varies somewhat from this average due to 
scattered electrons. In particular , those electron detectors that detect 
the lower energy electrons have a lower probability for a photon to strike the 
target than this average. The reason f or this is that scattered electrons 
have a greater chance of striking these electron detectors. 
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Table 8 
The measured efficiency of the two Na(I) detectors used for measuring the 
photon flux . The data were taken at 12 Mev and are normalized to the calcu-
lated probability of an incident photon interacting with the Nal . 
Unshielded 
Na(I) crystal 
with 4" by 4" 
Lead collimator 
With iron and 
aluminum shielding 
around Na(I) 
crystal and with 
411 by 4" Lead 
collimator 
Unshielded 
no collimator 
Shielded 
no collimator 
6" dia. by 9" thick Na(I) 
.96 
.85 
5" dia. by 4" thick Na(I) 
0 77 
.65 
• 77 
• 77 
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Figure 13 
The average probability that a gamma ray strikes the target for each electron 
detected . 
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APPENDIX C 
TIME OF FLIGHT ELECTRONICS 
A s implified diagram of the electronic s is given in figure 14 . 
Three s igna ls were pr ovided by the neu t r on detector . Two signals identified 
the type of particle detec ted (either a neutron or gamma ray) and the third 
pr ovided the s to p puls e for the TAC . The identification signals occurred 
approximately 900 nsec af ter the detect ion of the particle. These identi-
fi cation signals were first "fanned out" and then sent to an OR circuit . This 
ou t put was then used t o start a 250 nsec long logic gate . This gate started 
approx imately 950 nsec. after the detection of a neutron or gamma ray. 
, 
In order f or a pulse from an electron detector to be in coincidence 
with 250 nsec l ogic gate the pulse had to be delayed 1200 nsec. These delayed 
electron dete ctor pulses were sent to two EG&G C 146 strobed buffered coinci-
dence circuit s . The l ogic gate fr om the neutron or gamma ray identification 
signals went to the strobe input of these coincidence circuits. See figure 15 
for a timing diagram . 
The PDP-9 computer (and later the PDP-15 computer) was interfaced 
t o the buffered coincidence circuits , These coincidence circuits identified 
f or the computer the electron detector that was in coincidence with the logic 
gate . The outputs of these co incidence c ircuits were also sent to an OR 
c ircuit and its out put was sent t o the start input on the TAC. 
In addition t o generating the logic gate, the neutron-gamma ray 
identification signals were s ent t o another C 146 buffered coincidence circuit 
that was set to accept singles . This infor med t he computer of the identity 
of the particle detected by the neutron detector . 
66 
Figure 14 
Simplif ied diag r am of the time-of-flight electronics. 
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Figure 15 
Timing diagram for the time-of-flight electronics . 
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It was necessary to discriminate against events, called "pairs", in 
which more than one electron detector was in coincidence or in which one 
electron detector was in coincidence more than once during the logic date. 
The computer was programmed to reject "pairs" in which more than one electron 
detector was involved ~ but it had no way of knowing from the routing informa-
tion if only one detec t or caused the "pair". Thus an auxillary "pair rejecting" 
c ircuit was used to reject all "pairs". 
The s t art pulsewas put in coincidence with 'va lid start' output of 
the TAC. The nvalid s tart 1 output was delayed slightly and was not in 
coincidence with the start pulse. The ' valid start' output remained on until 
a stop pulse was r eceived by the TAC. If a "pair" occurred, a second start 
pulse (that was more than a few nsec after the first) would be in coincidence 
with the 1 valid start ~ output . The output of this coincidence circuit was then 
sent to an input on the C-, 146 that was set on singles and thus informed the 
computer that a "pai.r" had occurred. 
The analog outpu t of the TAC was sent to a Nuclear Data ND-160F 
du al analog-to-digital converter (ADC ). This ADC was capable of sorting analog · 
pulses i nto 1024 channels according to pulse height. The combination of TAC 
and ADC was called a t ime to digital converter (TDC). 
The 10 MHz sine wave output of a Tektronix type 180 time mark 
generator was used to stabilize and calibrate the TDC. The sine wave was 
shaped into 10 nsec pulses 100 nsec apart and f anned out. One output was 
8 
s caled down by a fac t or of 10 . The output of this scaler 7 a pulse with a 
repetition rate of . 1 Hz 9 was used to gate another pulse from the 10 MHz 
pulse output to the 9star t ' input of the TDC. In addition, this pulse was 
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Figure 16 
Timing diagram for time stabilizing and calibrating circuit. 
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used to generate a gate ~ 100 nsec later , to gate another pulse·_ .from .the 
10 :MHz pulse output to the 'stop 1 input on the TDC. 
Another scaler , with a fac tor o.E two ~ was used to generate a pulse 
with a repetition rate of . 05 Hz . Th is pulse was in co incidence with every 
other pul se from the . lHz source. This pulse was used · t o generate a gate that 
was also used to gate a pulse from the 10 :MHz pulse output to the 1 stop 1 input 
on the TDCo Howeve r ~ this ' stop' pulse preceded the fir st 1 stop 1 pulse by 
exactly 100 nsec. This happened every other time to pr ovide the TDC with· a 
' start ! p ~lse and a ustop ' pulse alternately early or late . The difference 
between the early and late ' stop ' pu l se was exactly 100 nsec. Figure 16 s_hows 
a timing diagram for this circuit . 
APPENDIX D 
COMPUTER 
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The computer was used t o store the data that we re presented to it by 
the ADC and C 146 buffered coincidence circuits . While the computer was taking 
data > it was referred t o as being "on-line" . Two programs were used for taking 
the data . The first program ~ called GENADC , s t ored the spectra in the memory 
as they were accumulated on-line . This program could also display the data on 
the oscilliscope as well as perform several other functions . The second 
pr ogram designed to use a minimum of the computer and was very limited in the 
function s it could perform , This program stored the data words as they came 
from the ADC and C-146 buffered coincidence circuits in a small buffer in 
memory . When the buffer was filled , the program would then write on the 
magne tic tape. Later the data that was written on the magnetic tape could be 
retrieved by the GENADC program and assembled off line into spectrums . 
The advantage of using the small buffered data program was that 
while the computer was on line it could be used f or other pr ograms such as 
analysis programs or the editing and compiling of new programs. 
The neutron TOF spectra was stored in 12 groups of 256 channels 
each ; the gamma ray TOF spectra was stored in 12 groups of 32 channels each . 
The calibration of the neutron TOF spectra was the same as that for the gamma 
ray TOF s pe.ctra. 
The program , GENADC ~ had many func tions to perf orm . First, it had 
to read the ADC buffer and reset the ADC. Second , it had to read the buffer 
of the C 146 buffered coincidence circuits and reset them . Thirdly, it had to 
decide , on the basis of the C 146 word, t o which spectrum the ADC word 
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referred :;i and then increment the right channel based on the ADC word . Because 
the time per channel calib r a tion was under program control, the ADC word, a 
number proportional to the TOF, was modified by adding a baseline correction 
f acto r and then multiplying by a gain f actor . These two factors were 
ca lculated from the two ca l ibrating ADC words obtained when the time stabilizing 
and calibrating circuit had fired twice. These calibrating ADC words were 
updated each time the calibrating circuit fire d . Thus if the gain of the TAC 
or AD C changed , the computer prog ram would automatically change the baseline 
correction factor and gain fac to r to nullify any gain or baseline change . 
The baseline factor was determined from the smaller calibration word 
such that a TOF data word equal to this cal ibration word would cause channel 15 
of the spectra to be incremented. Since the difference of the two calibration 
words corresponded t o exactly 100 nsec, the gain f actor could then be calcu-
lated to give TOF spe c tra with either 1 nsec per channel or 3/4 nsec per channel. 
The ADC word was a 10 bit binary number. These 10 bits were used 
as the most significant portion of a 17 bit number. A 7 bit random number 
was used f or the least significant portion of the 17 bit number. This 
number was then multiplied by the gain fac tor which was another 17 bit number . 
The most significant 8 bits of the 34 bit pr oduc t was used as the channel 
number in the selected spectrum. This procedure minimized f luc tuations in the 
differential linearity due to integer multiplication. 
In addition :;i the program , GENADC:;i was used to write the spectra 
stored in memory on magnetic tape. The program could also read data written 
on tape into memory in the same f ormat as the original . The data were written 
in a f ormat that was compatible with the Fortran four language. This compati-
bility made later analysis more convenient. 
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In orde r to simplify routine changes in data taking or display, a 
switch box that set up an 18 bit buffer was interfaced to the computer. The 
program ~ GENADC ~ re ad this 18 bit buffer periodically and from the informa-
tion pres ented by the switch box ~ performed a selected function. For example, 
to display a selected TOF spectra with a selected full scale , one could 
select a full scale of 25 to 100 , 000 by turn ing an 8 position switch. Another 
switch caused the program to enab le or disable the ADC. Still another switch 
caus ed the program to clear the data region in memory prior to the start of a 
data run. The s witch box also contr o lled several other functions not men-
tioned here . 
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A ~ true i event occurred when a gamma ray, associated with a detected 
electron ~ interacted with a target nucleus which, in turn , emitted a neutron 
detected by the neutron detector. Since the flight time of the neutron varied 
with the energy of the neutron and the fligh t path , the neutron was typically 
detected from .50 to 250 nsec after the electron was detected. Thus, all valid 
events consisted of a detected neutron preceded no more than 250 nsec by one 
and only one detected electrons, The TOF spectra formed from this consisted 
of both 1 true 1 events and ' accidental i events. An ' accidental ' event occurred 
when the detected neutron was not correlated with the detected electron. 
It was desirable to reject all these events in which more than one 
electron was in coincidence with the neutron , since it could not be determined 
t o which spectrum the event belonged. Furthermore , the first electron would 
determine the flight time and thus increase the probability of events with 
long flight times, Therefore , the accidental spectrum would slope with long 
flight times having more count s than short flight times. 
' Accidental ' events produced all fl ight times with equal probability. 
Therefore 9 a spectrum consisting only of 'accidental ' events would be flat 
within statistics. In a given interval of time, the number of ' accidental ' 
events was proportional t o the neutron count rate times the probability of 
having , in coincidence , one and only one electron counted by the electron 
detector array. The probability of having one and only one electron in 
coincidence is given by the fuisson distribution : 
P( 1) = RT e_RT (E. 1) 
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where R. is the electron count rate and T is the width of the coincidence 
gate o The number of neutrons detected in this same interval was proportional 
t o the electron count r ate o Thus, f or low electron counting rates, the 
number of ' accidental e events was proportional t o the square of the count rateo 
The number of ' true ' event s was proportional to the count rate for 
low count rates. The pr obabili ty that a 1 true' event would not be rejected 
due t o one or more electrons accidental ly in coincidence with this same 
neutron was equal to the pr obability of having no electron in coincidence. 
This i s given by : 
P(O) = e _RT (E .2) 
The uncertainty in the number of ' true ' events, cr(true), is equal to 
the square root o f the total number of eventso Where the number of ' true ' 
events was given by the difference between the total number o f events and the 
number of uaccidental ' events . The number of ' accidental ' events was 
determined from that part of the TOF spectrum where no ' true ' events were 
poss ible o 
The total number of events was the sum of the ' true ' events and the 
' accidental' events. The number of ' true' events was proportional to RT•P(O) 
and the number of ' acc idental i events was proportional, with the same pro-
portionality as for the u true s , to N• (RT) 0 P(l). N was the ratio of all 
neutrons to ' true 1 neutrons detected by the neutron detector. N was nonzero 
be cause many gamma rays , of suff i cient energy to produce a neutron , did not 
have a detected electron associated with them . In addition , the high neutron 
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background fr om the beamstop and collimator can scatter off the target or 
col limator and can be detected by the neutron detector . The value of N was 
approx imately 20 . 
The op t imum counting rate was that which would give the smallest 
ratio of a (true ) to the number of ' true ' events. The rate was optimum when 
the f o llowing equation was satisfied : 
= ~ fJRT • P(O)+N•RT•P(l) J (E.3) 0 dR L RT•P(O) • 
This leads to the expression f or the op t imum rate which is : 
R = - l + Ji±liN (E • 4) 
2NT 
for T - 250 nsec and N = to 20 , R = . 8 MHz. 
4 The average rate chosen t o run at was 3 x 10 electrons per second. 
With a duty cycle of 3.6%j this gave an instantaneous rate of . 85 MHz. This 
rate was maintaine d by the betatron operators by listening to a register that 
c licke d each time 104 electrons were counted in f our of the electron counters . 
The opera t ors were instruc ted to maintain a rate that pr oduced one click per 
second . 
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A calculation o f the electron orbits in the spectrometer magnet with 
the measured magnetic field which includes the fringe field showed that the 
posit i on of the focal plane as calculated by O' Connell is wrong. Figure 17 
shows the position of the f ocal plane calcula ted with the realistic magnetic 
field . This error in the position of the focal plane limits the resolution 
of the spectrometer with the converter in the position calculated by 
0 1 Connel124 which is 20 cm from the face of the spectrometer magnet. 
Figure 18 shows the position of the focal plane calculated with the 
realistic magnetic field and with the converter in a new position 30 cm from 
the face of the spectrometer. This pos ition f or the converter puts the actual 
focal plane much closer to the electron counters, 
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Figure 17 
Shown is the position of the focal plane, which was calculated for horizontal 
focusing with realistic magnetic fields and with the bremsstrahlung target 
20 cm from the spectrometer target. The position of the electron counter 
array is also shown. 
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Figure 18 
The new po s i tion o f the f ocal plane ~ as ca lculated with realistic magnetic 
fields 9 with the bremsstrahlung target 30 cm from the target . 
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