Abstract. IPv6 multihoming with multiple prefixes increases the number of paths available between multihomed sites. Selecting the path with the lowest delay is important for many interactive and real-time applications. We propose in this paper to use a network coordinate system as a scalable an efficient way to help hosts in IPv6 multihomed sites in selecting the best source and destination IPv6 prefixes. Relying on RTT measurements from the RIPE NCC data set, our experiments show that, using synthetic coordinates, all paths with really bad delays can be avoided. Moreover, we are able to select paths with a delay at most 20% worse than the lowest delay for more than 85% of the pairs of multihomed sites. A second contribution is SVivaldi, an improved version of the Vivaldi distributed algorithm for computing synthetic coordinates. We show that SVivaldi produces more accurate coordinates and is able to stablilize Vivaldi's coordinates.
Introduction
Today, the Internet connects more than 18000 Autonomous Systems (AS), operated by many different technical administrations. The large majority are stub ASes, i.e. autonomous systems that do not allow external domains to use their infrastructure, except to reach them. Less than 20% of autonomous systems provide transit services to other ASes [1] . They are called transit ASes. The Border Gateway Protocol (BGP) is used to distribute routing announcements among routers that interconnect ASes.
Internet connectivity takes a strategic importance for a growing number of companies. Therefore, many ISPs and corporate networks wish to be connected through at least two providers to the Internet, primarily to enhance their reliability in the event of a failure in a provider network, but also to increase their network performances such as network latency. Nowadays, at least 60% of stub domains are multihomed to two or more providers [1] , and it is expected that IPv6 sites will continue to be multihomed. In order to preserve the size of the BGP routing tables in the Internet, every IPv6 multihoming solution is required to allow route aggregation at the level of their providers [2] . Most IPv6 multihoming mechanisms proposed at the IETF rely on the utilization of several IPv6 provider-aggregatable prefixes per site, instead of a single provider-independent prefix, see [3, 4] and the references therein.
It has been shown that the use of multiple provider-aggregatable prefixes increases the number of paths available between multihomed sites [5] . When two ASes have respectively m and n providers, the total number of paths is typically m × n. Among the available paths, some of them offer lower delays than the path selected by BGP using traditional IPv4 multihoming [5] . Since the number of providers today ranges from 2 to more than 20 [5] , the number of paths available between two stub ASes is often higher than or equal to 4. The end-to-end delay is a major component of the performance of a path since it reflects its length and bandwidth. Choosing paths that offer low delays is an important traffic engineering goal [6] [7] [8] . One approach to identify the path with the lowest delay is to probe all available paths. However, measuring adequately the delay of a path typically requires many probes, distributed over time [9] . For example, RON [10] uses at least 10 probes to estimate the latency of a path, with 14 seconds in average between two consecutive probes. Besides the high measurement overhead imposed, the cost of probing all available paths to identify the one with the lowest delay will probably outweigh the benefit of an intelligent choice. Suppose that each multihomed site has about 2.5 providers on average. If each multihomed site has a significant amount of traffic towards 1000 other multihomed sites, then the average number of paths to probe is 1000 × (2.5) 2 = 6250 for each site. In this paper, we propose to use a network coordinate system in order to select, for each source and destination pair, the IPv6 addresses to be used that will lead to a low delay path. Our goal is to avoid all paths with really bad delays, and to use the path with the lowest delay as much as possible. In section 3, we explain how synthetic coordinates can help hosts in IPv6 multihomed sites to select their best paths towards a destination node. We then present and improve a distributed algorithm that computes these coordinates in a scalable way. Next, in section 4, we evaluate the quality of the routes selected using a coordinate system. Finally, the related work is presented in section 5.
Background on IPv6 Multihoming
This section provides some background on how sites are expected to multihome in IPv6. Figure 1 illustrates a standard IPv6 multihomed site. Suppose two Internet Service Providers, AS 10 and AS 20, provide connectivity to the multihomed site AS 65001. Each provider assigns to AS 65001 a site prefix, respectively 2001:10:1::/48 and 2001:20:1::/48. The two prefixes are advertised by the site exit routers RA and RB to every host inside AS 65001. These prefixes are used to derive one IPv6 address per provider for each host interface. In this architecture, AS 65001 advertises prefix 2001:10:1::/48 only to AS 10, and AS 10 only announces its own IPv6 aggregate 2001:10::/32 to the global Internet. This solution is expected to be used by stub ASes. Large transit ASes are not concerned by this solution since they will receive provider-independent IPv6 prefixes. Consequently, in this study, we focus on stub ASes and maybe small transit ASes as well, such as broadband access providers, enterprises or campus networks. Figure 2 shows an AS-level interdomain topology with shared-cost peerings and customer-provider relationships. An arrow labelled with "$" from AS x to AS y means that x is a customer of y. A link labelled with "=" means that the ASes have a shared-cost peering relationship [11] . Each AS prefers routes received from a customer over routes received from a peer. In this figure, both S and D are dual-homed ASes. Suppose that both AS D and AS S use IPv6 multihoming with multiple PA prefixes. Each host in S has two IPv6 addresses. When selecting the source address of a packet to be sent, the host in S could in theory pick any of its two addresses. However, for security reasons, IPv6 providers must refuse to convey packets with source addresses outside their address range [3, 4] . For example, E refuses to forward a packet with a source address belonging to F . Using traditional IPv4 multihoming, two BGP routes towards D (e.g. SECAD and SF CAD) are advertised by E and F to S. In an IPv6 multihoming scenario, since both S and D have two prefixes, S can reach D via A or B depending on which destination prefix is used, and via E or F depending on which source prefix is used. So, S has a total of four paths to reach D : SECAD, SEGBD, SF CAD and SF GBD, see figure 3 .
The use of Network Coordinate Systems to Identify paths with Lower Delays
Synthetic coordinate systems have been originally developed to allow an Internet host to predict the round-trip delays to other hosts, without having to contact them first [12] [13] [14] [15] . Each host computes its synthetic coordinates in some coordinate space such that the distance between the synthetic coordinates of two hosts predicts the RTT between them. For example, if two hosts have coordinates x and y respectively in the coordinate space, the distance x − y is a predictor of the RTT between them. IPv6 hosts currently arbitrarily choose between two or more global-scope IPv6 addresses. The source address selection algorithm specifies that, for a given destination address, the source address with the longest matching prefix must be selected [16] . We propose that hosts in IPv6 multihomed sites base their source and destination IPv6 address selection on the predicted delays provided by synthetic coordinates. The selection of those addresses is made once at the start of a flow (e.g. TCP connexion) between two hosts. When the addresses are selected, they do not change during the connexion to avoid packet re-ordering.
Typically, hosts whithin a single IPv6 prefix should have the same coordinates. The coordinates of a prefix should thus be a good estimate of the coordinates of any host within this prefix. We propose that the DNS server of a site computes the coordinates for the few prefixes assigned to the site, and publishes them in the Domain Name System. These coordinates can be advertised using a new DNS resource record. In practice, this resource record can be associated directly with the domain name of a host, so that the coordinates and the domain name of a host can be provided together in a single DNS response message. The best path can thus be predicted using a single DNS request, instead of performing four series of delay measurements, each involving several probes. Moreover, the coordinates do not change frequently. They can be cached in the DNS resolvers, further reducing the cost associated to the prediction of the best path. In the previous example, each host computes by itself the addresses to use. Another option is that the DNS server makes the choice in behalf of the host by removing bad addresses from the DNS response message. In this case, no modification is required for the hosts.
Any algorithm like GNP, [12] NPS, [13] , Vivaldi [15] or Lighthouse [14] can be used to assign synthetic coordinates to hosts. In this paper, we evaluate the use of the Vivaldi decentralized network coordinate system, because it has the advantages of being simpler and fully decentralized.
Computing Stable Synthetic Coordinates
Vivaldi is a light-weight, adaptative and fully distributed algorithm for computing synthetic coordinates for Internet nodes. It does not require any fixed infrastructure and can compute coordinates for itself after collecting latency information from only a few other nodes. This number of nodes is constant and does not depend on the total number of nodes.
Alg. 1. The adaptative Vivaldi algorithm
// Node j has been measured to be rtt ms away, has coordinate xj , // and an error estimate of ej . // Our own coordinates and error estimate are xi and ei. // The constants ce and cc are tuning parameters. 1: Vivaldi(rtt, xj , ej ) 2:
Alg. 1 shows pseudocode for the Vivaldi algorithm, as described in [15] . The Vivaldi procedure uses each RTT sample to update its coordinates. The weight w of a sample is based on the ratio between the local and the remote error estimates (line 2). The algorithm tracks the local relative error by using a weighted moving average (lines 3 and 4). The coordinates are updated by moving a small step towards the position that best reflects the RTT measured. The size of the modification depends on the weight of the sample, and on the difference between the measured and the predicted RTTs (lines 5 and 6).
The Vivaldi algorithm quickly converges towards a solution when latencies satisfy the triangle inequality, which states that the distance directly beween two nodes a and c must be less than or equal to the distance along any path going through an intermediate node b [15] . Unfortunately, in the Internet, the latencies sometimes violate this inequality, due for example to policy-based routing with BGP. In such cases, the nodes never converge towards stable coordinates.
In order to illustrate this phenomenon, we simulate the Vivaldi algorithm using a subset of the full matrix of inter-host Internet RTTs. The data set involves 58 active test boxes from the RIPE NCC Test Traffic Measurements Service. The RIPE measurement configuration is described in [17] . The test boxes are scattered over Europe and a few are located in the US, Australia, New Zealand and Japan. Each test box is equipped with a GPS clock so that the oneway delays between each pair of boxes can be measured accurately (within 10µs). Every day, more than 2000 probes are performed for each test box pair. The interval between two consecutive probes is randomized according to a Poisson distribution, as recommended in [9] . The measurements done also include packet losses, path information, bandwidth and delay variation. They are regularly used by ISPs and in the litterature. In this paper, we only use the RTT computed as the sum of the two one-way delays, between every pair of test boxes. In this simulation 2-dimensional Euclidean coordinates are used for the sake of simplicity. Figure 5 shows the evolution of the coordinates chosen by Vivaldi for the RIPE nodes. The figure shows that all the nodes constantly update their coordinates, making the whole system to shift slowly. t=200 t=1000 t=5000 t=2500 t=7500 t=10000 This phenomenon also occurs with a small system composed of three nodes that violate the triangle inequality, see figure 6 . The algorithm that computes synthetic coordinates should minimize either
2 [15] . The optimal analytical solution for the illustrated example is reached when nodes a, b and c are aligned, and when the distances (a, b), (b, c) and (a, c) are respectively 5/3, 8/3 and 13/3. In this case, L1 equals 4 and L2 equals 8/3. Figure 7 shows the evolution against time of errors L1 and L2, together with the evolution of the local error estimated by node a. We can observe that the Vivaldi algorithm quickly finds coordinates that minimize error L1, but fails to produce coordinates that minimize error L2. In figure 7 , node a tries to lower its local error, and prevents the system to find the optimum solution. Worse, Vivaldi fails to provide stable coordinates. An animation of the system, similar to figure 5 shows that these small oscillations make the coordinates raise indefinitely [18] . In figure 7 , error L2 reflects these oscillations. Such behaviour is unacceptable in our case since this would require constantly updating the DNS with new coordinates. In this paper, we propose two modifications to the original Vivaldi algorithm. The first is to improve the local error estimate, such that each node can compute a better estimation of the accuracy of its coordinates. The second is to introduce a new factor to prevent the system from oscillating indefinitely. The new algorithm is presented in Alg. 2.
Alg. 2. The SVivaldi algorithm
1: SVivaldi(rttij , xj , ej ) 2: w = ei/(ei + ej ) 3:
N eighi = N eighi ∪ {j} 4:
Our first modification is to use a more accurate local error estimator. Each node maintains an estimate of the accuracy of its coordinates. The Vivaldi algorithm uses a moving average of recent relative errors. Figure 7 has shown that, in presence of triangle inequalities, this local error estimate can oscillate and prevent the system from finding a good solution. As a more accurate local error estimator we propose the mean of the absolute differences between the predicted RTT for neighbor i and the actual RTT measured for this neighbor, for any neighbor i (Alg.2 line 5). This estimator only requires that a node retains the last RTT measured for each of its neighbors (Alg.2 lines 3 and 4). We will show that this estimator allows to find better solutions. In particular, it allows the system illustrated in figure 6 to find the optimum solution.
While a more accurate local error estimator improves the solution, it still does not prevent the system from oscillating. The Vivaldi algorithm simulates a physical spring between each pair of nodes (i, j) with a rest length set to the measured rtt ij . When triangle inequalities exist, some of those springs can oscillate indefinitely around their rest length.
Our second modification to Vivaldi is to introduce a loss factor to allow these springs to progressively rest in a local minimum (Alg. 2 line 6). A constant factor c l < 1 is used to control the quantity of energy that is lost at each oscillation. The value c l is a tradeoff beween accurate coordinates and short convergence times. A high value for c l quickly stabibilizes the coordinates but prevents the system from converging to accurate coordinates. Low values for c l allow the system to find accurate coordinates at the price of a longer convergence period. Our experiments show that a value of c l = 0.02 is a good compromise and we use it in this paper. The loss factor (Alg. 2 line 6) is set to zero when the node starts converging, and gradually grows to 1. Whenever a significant change is observed for the measured RTT with a neighbor, the loss factor can be reset to zero in order to let the node move again. Our new version of the Vivaldi algorithm in Alg. 2 is called SVivaldi throughout this paper.
Evaluation of SVivaldi
We now evaluate the stability and the accuracy of the coordinates provided by SVivaldi, and compare them with Vivaldi. The evaluation is performed by simulating the SVivaldi and Vivaldi algorithms. The simulations still rely on the full matrix of Internet RTTs between 59 nodes of the RIPE data set. Vivaldi and SVivaldi use a subset of these RTTs, but the full matrix is needed to evaluate the accuracy of predictions made by those coordinates. For the sake of simplicity, 2-dimensional Euclidean coordinates are used in order to compare the behaviours of SVivaldi and Vivaldi algorithms. Each node takes measurements every second from another node, chosen uniformly at random in a given set of 20 nodes. Figure 8 shows the evolution against time of the global errors L1 and L2 for the coordinates chosen by SVivaldi and Vivaldi. The figure shows that using the Vivaldi algorithm, nodes constantly update their coordinates, making both global errors L1 and L2 oscillate around a constant value. Instead, the loss factor of our improved SVivaldi algorithm allows the nodes to converge to stable coordinates. In figure 8 both errors L1 and L2 for SVivaldi progessively stop oscillating until completely stabilizing. At this point, the coordinates are no longer updated. As figure 9 confirms, SVivaldi also produces slightly more accurate coordinates. Figure 9 compares the cumulative distribution of prediction errors for the 2-dimensional Euclidean coordinates chosen by Vivaldi and SVivaldi for the RIPE data set. The coordinates provided by the algorithms depend on the neighbors each node chooses. The figure shows the median distribution among 100 simulations with different sets of neighbors for each node. The 5 th and 95 th percentiles are also indicated for SVivaldi. The percentiles for the Vivaldi algorithm are similar but are not shown for graphical reasons. Figure 9 shows that the SVivaldi algorithm produces more accurate coordinates than the Vivaldi algorithm. The improvement is due to its improved local error estimator.
We have also verified that SVivaldi preserves Vivaldi's ability to cope well with large numbers of newly-joined nodes with inconsistent coordinates, but due to space limitations, we cannot report this evaluation here.
Evaluation of the Quality of the Route Selection
We evaluate in this section how the use of the SVivaldi coordinate system can help in the selection of the lowest delay path between two multihomed IPv6 sites. In this section, the SVivaldi and Vivaldi algorithms use Euclidean coordinates augmented with a height [15] . A packet sent from one node to another must first travel the source node's height, then travel in the Euclidean space, then travel the destination node's height. [15] showed that so called height vectors perform better than both 2D and 3D Euclidean coordinates.
IPv6 multihoming with multiple prefixes is not currently deployed in the Internet. In order to simulate IPv6 multihoming, we follow a similar methodology to the one used in [19, 20] . We emulate a multihoming scenario by selecting a few RIPE nodes in the same metropolitan area, and use them collectively as a stand-in for a multihomed network. This method actually models IPv6 multihoming where the provider-dependent prefixes advertised by the virtual site are aggregated by its providers. A total of 13 multihomed sites are emulated by this method, a number similar to the study of Akella et al. on multihoming [20] . In our study, 10 sites are dual-homed, 1 is 3-homed, 1 is 4-homed and a last one has 8 providers. One multihomed site is located in the US, one in Japan, and the others in Europe. Unfortunately, since the BGP routing tables of the RIPE test boxes are not available, we cannot compare the SVivaldi path selection directly with the BGP path selection. However, it has been shown in [21] that BGP path lengths are not correlated with their performance [21] . Figure 10 shows the delay of the path chosen by SVivaldi for each pair of multihomed sites, sorted by increasing delay. The bars indicate the delay of the best, mean and worst path. We can see that the delay of the worst paths can sometimes be several times larger than than the delay of the best path. In this data set, SVivaldi never selects those really bad paths. For the large majority of multihomed pairs, SVivaldi even manages to select almost the best path. When SVivaldi does not select the best paths, the difference between the delay of the path selected and the best delay is not that large. Figure 11 shows the relative difference between the path with the lowest delay and the path selected by different path selection algorithms. The figure shows f (x), the fraction of pairs of multihomed sites where a relative difference lower than x is observed. We see that SVivaldi finds the absolute best path in about 40% of the time, and selects a path with a delay at most 20% worse than the best delay for more than 85% of the pairs of multihomed sites. It should be noted that in IDMaps [22] , a path selection is considered correct as long as the delay of the selected path is within a factor of 2 times the delay of the best path. Following this criteria, SVivaldi practically never selects a wrong path. Figure 11 confirms that SVivaldi succesfully manages to avoid all really bad paths, i.e. paths where the delay is more than twice the best delay. According to figure 11, these bad paths are not unusual. For example, the delay of the worst path is more than twice the delay of the best path for about 25% of IPv6 multihomed sites pairs. Finally, we can observe again that, besides producing stable coordinates, the use of SVivaldi also produces slightly lower relative errors than the use of Vivaldi.
Related Work
Other solutions have been proposed to perform intelligent route selection. A Resilient Overlay Network (RON) [10] is an application-layer overlay on top of the existing Internet., that aims at detecting and recovering from path outages and periods of degraded performance. RON nodes regularly monitor the quality of paths to each other, and use this information to dynamically select between the direct path and an indirect path via other RON nodes. However, it has been shown that the use of overlays is not necessary to achieve good end-to-end resilience and performance [20] . Our utilization of coordinate systems to select the routes relies on the existing BGP routes, and does not circumvent the BGP's policy-driven routing. Moreover, the use of coordinates is more scalable and does not impose the costs associated to overlays.
The problem of the address selection in IPv6 multihomed sites is addressed by the NAROS approach [23] , where IPv6 multihomed hosts inquire a NAROS server in order to select the pair of IPv6 addresses to be used between end hosts. By selecting addresses, a NAROS server roughly select routes. It can thereby provide features like traffic engineering and fault tolerance. By using coordinates together with the NAROS approach, complex path selections involving loadbalancing, policy requirements and delay optimization could be developed.
Several vendors also enable route selection [6] [7] [8] . However, these solutions rely on actively probing popular nodes. In an IPv6 multihoming environment, these solutions will have to cope with the multiplication of paths available, and their pressure imposed on the infrastructure will increase. Moreover, those solutions cannot help for prefixes for which they do not have active measurements.
The King method [24] is a tool that predicts Internet RTTs between arbitrary end-hosts by using recursive DNS queries. Unlike the use of coordinates, King would need to probe all available paths in order to identify the one with the lowest delay.
Conclusion
With IPv6, the use of multiple prefixes increases the number of paths available to a multihomed site. Selecting the path with the lowest delay is important for many interactive and real-time applications.
Our first contribution is to propose the use of a network coordinate system as an efficient and scalable way to help IPv6 hosts in selecting the best source and destination IPv6 prefixes. Our observations have shown that the use of synthetic coordinates is a scalable way to select good paths and to avoid all really bad paths, i.e. paths where the delay is more than twice the best delay. Our experiments with the RIPE data set have shown that we are able to select paths with a delay at most 20% worse than the lowest delay for more than 85% of the pairs of multihomed sites.
Our second contribution is SVivaldi, an improved version of the Vivaldi distributed algorithm for computing synthetic coordinates. Vivaldi suffers from coordinate stability problems. We have shown that adding a loss factor to the Vivaldi algorithm stabilizes the coordinates. Moreover, our observations have shown that our proposed local error predictor allows the nodes to compute more accurate coordinates. SVivaldi is completely distributed and requires no infrastructure. It only requires that a multihomed site maintains its coordinates by measuring its RTTs with a small number of other multihomed sites.
