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Abstract: Currently, organizations and companies tend to provide customers with good and suitable services in accordance with their interests and behaviors. Thus, the 
better the customers are classified, the better the services provided will be. Data mining is an efficient process for helping companies discover patterns in the database and 
it is important to identify target customers in this process. In fact, customers are selected to provide new products and services. Customer classification is based on data 
mining techniques for customer identification. This study tends to classify customers using data mining algorithms such as decision tree CART, neural network and regression. 
The case study is customers of Electricity Distribution Company. Simulation results based on Clementine software show that population had the highest effect on the amount 
of power consumed in each of the six household, public, industrial, agricultural, road and commercial classes. This is consistent with the opinion of experts in the electric 
power industry, because higher number of subscribers of each class surely increases the amount of electricity consumed (not steadily). The second effective feature of 
power consumption in six classes is humidity, which in many classes has a relatively equivalent effect with the effect of temperature on power consumption. 
 





The source of current profit and growth of an 
organization is customer. However, it is difficult to 
recognize, attract and retain a good customer who is 
profitable for the organization due to the increased 
awareness of customers and, consequently, the change in 
their level of expectation and the existence of close 
competition. This is partially possible with proper 
utilization of information technology, customer 
identification and management. Throughout the world, 
organizations do not treat their customers equally; by rating 
customers, they offer people who are rated better some 
special benefits. Some organizations use other methods to 
classify customers. Data mining is a new and powerful 
technique to help companies discover patterns in customer 
database. Direct marketing process is related to attracting 
customers and it is very important to identify target 
customers in this process. In fact, target customers are 
selected to provide new products and services. Therefore, 
it is vital to identify target customers in a competitive 
environment. Customer classification is based on data 
mining techniques to identify target customers and when 
the number of records is high. However, it does not yield a 
good result when the number of records is low [1]. 
Classification of subscribers is based on their type of 
activity. For example, the electricity industry classifies 
subscribers to determine electricity tariffs. Effective 
factors on structure of electricity tariffs can be divided into 
two categories of internal and external factors. Internal 
factors refer to how electricity is supplied and external 
factors refer to subscribers. Meanwhile, the role of external 
factors is particularly important. Different models and 
different methods are used for classifying subscribers. For 
analysis of domestic power consumption, for example, 
domestic power subscribers are classified into low-
consumption and high-consumption subscribers. In 
another analysis, all subscribers are classified according to 
their needs and type of use in different groups. Statistics of 
the electricity industry shows the amount of consumption 
for each subscriber individually; however, its analysis 
requires different methods and, given the high volume of 
data used, data mining tools can be useful. Previous works 
related to consumption were related to annual consumption 
and consumption forecast; however, fewer works have 
been done for analysis and classification of subscriber 
consumption per month. Taking into account monthly 
subscriber consumption, this study tends to classify them 
in different groups [2, 3]. 
Mirdehghan and Saadatjoo [4] classified subscribers to 
optimize their consumption. This study tended to analyze 
and predict power consumption using data mining 
techniques and obtain the effect of different factors on 
consumption. They used the prediction to manage and 
optimize the power consumption. This study used five data 
mining algorithms including MLP3, SVR, random forest, 
classification and stepwise regression. The performed 
studies show that SVR algorithm has better results than 
other algorithms. 
Long-term prediction of electricity consumption in 
Greece was made using neural networks. MLP method was 
used for prediction. The network input included data 
collected from 1992 to 2008. The goal was to predict 
electricity consumption between 2009 and 2015. Relative 
error of the estimated values with actual values was 2% [5, 
6]. 
Through a study on prediction of power consumption 
using linear regression, neural networks and decision tree 
in Hong Kong, it was shown that addition of factors such 
as air temperature and wind velocity improved the 
suggested model. By comparing output of the models, it 
was concluded that decision tree and neural networks, 
respectively, had better predictions [7]. 
Clustering technique was used for domestic electrical 
data and electricity charge profile; it was found that the 
technique used in Portugal (a two-step process involving 
self-organizing maps and K-means) could not be used for 
British information [8]. Research has shown that more than 
9 clusters of domestic consumers could be distinguished 
which differed in profiles. This shows that the pattern of 
power consumption could be clustered to more than two 
groups. The data was based on findings from the Milton 
Keynes area in 1990. Further work is done on making 
significant and accurate clusters of similar electricity 
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consumers in order to better manage sample groups and 
similar subscribers [9]. 
In Turkey, optimal power consumption was modelled 
based on population, gross domestic product, imports and 
exports. The prediction done in this study was related to 
2007-2026. According to predictions, electricity 
consumption will increase to 284 terawatt/hour in 2026 
[10]. Short-term prediction of power consumption was 
done by gray method for the member countries of the Asia-
Pacific Economic Cooperation Organization. This theory 
applies when information is inadequate and unknown. 
When the dataset is low, the gray model can be useful. The 
results show that the mean absolute error of the prediction 
model is less than 3.1% [11]. Kaur and Kaur [12] used 
Artificial Neural Networks to predict electricity 
consumption. Effective factors were temperature, humidity 
and public holiday. Abolfazli et al. [13] predicted rail 
transport petroleum consumption using an autocorrelation 
functions artificial neural network. Dalfard [14] used a data 
mining techniques based adaptive network-based FIS 
estimate and forecast both long-term electricity and natural 
gas (NG) consumptions. Kuo et al. [15] applied big data 
mining, machine learning techniques to predict 
convenience stores energy consumption performance. Key 
factors were lighting and refrigeration, and relative 
humidity. 
This study tends to compile a dataset including the 
amount of electricity consumed in recent years in one of 
the provinces of Iran and independent statistics (factors 
involved in the amount of electricity consumed) such as 
population, humidity, air temperature and power 
consumption. This data is collected from the Statistical 
Center, Tavanir, and Meteorological Center monthly and 
annually from 1994 to 2014. Using data mining techniques, 
an analysis is performed on this dataset, and the power 
consumption model is extracted from existing data [16]. 
This study determined effective features in decision 
tree, neural network and regression models. Since the goal 
is to measure the effect of features in different models for 
each of the six categories and also to determine the most 
important feature for each section based on results of the 
three models used, the results of three algorithms are 
compared with each other. 
These algorithms are selected because of the type of 
data, high accuracy and simplicity; moreover, they are the 
most practical algorithms, which have not been used 
simultaneously in similar studies, except for different 
variables and for obtaining results other than objectives of 
this study. 
The decision tree CART produces a decision tree 
which tends to predict and classify future observations and 
can be used for continuous and discrete variables. 
Neural networks are used for classification, clustering, 
prediction and pattern recognition; this method is preferred 
because of its high reception capability for noisy data and 
high accuracy in data mining. 
Using the information of previous years and through 
supervisory methods, growth rate of electricity 
consumption is examined in the coming years. Then 
comparisons are made with the amount of power consumed 
in previous years. Eventually, the amount of electricity 
required will be achieved in the coming years. The type of 
classification in terms of the timing used in this study is 
long-term. 
The following objectives are pursued in this study: 
-  Evaluation of data mining techniques and software 
required for this study 
-  Development of a suitable model for classifying 
subscribers based on power consumption 
-  Classification of consumption using the developed 
model 
-  Provision of a research field for modifying electricity 
consumption to minimize the problems associated with 
high power consumption 
 
The collected data was preprocessed. Preprocessing 
output was considered as learning input. Note that learning 
input data was divided into two parts: training and test. In 
the learning phase, the models were applied on the test 
data; the results obtained by predicting test data were used 
to determine accuracy of the prediction. 
Considering the attempt to prove validity of the 
suggested model, evaluation criteria were applied to 
determine validity of the algorithms and determine the best 
algorithm and the entire framework of the suggested model 
was repeated by changing the type of the target feature 
from continuous to discrete. This repetition tends to prove 
validity of the suggested model by comparing the results 
obtained by running the algorithms used for continuous and 
discrete values of the target feature. 
 
2      MATERIALS AND METHODS 
 
This section first describes the dataset used. Then, the 
software used with the method for developing the 
prediction model is explained. 
 
2.1  Techniques and Algorithms Used for Subscriber 
Classification 
 
There are various methods and algorithms for 
classifying subscribers, including the decision tree CART, 
neural network and regression, which are used in this 
study. Several software applications are currently provided 
by reputable software companies for data mining. 
Clementine software was used to implement data mining 
algorithms in this thesis. 
 
2.2 Data Classification into Training and Testing Data 
 
After implementing the data preprocessing steps, 75% 
of the data was used for training and 25% was used for 
testing. Data was randomly divided by the software used 
for data mining. In terms of the number of data for each set, 
the number of training data was considered to be greater 
than the test data. In this study, 75% of all data was 
considered for training and 25% was considered as testing 
data, which was done in the software by the partition node. 
 
2.3 Executive Structure 
 
In this section, the model and relevant analyses are 
developed based on available data using the Clementine 
software. According to the type of data, CART algorithm, 
neural network and regression were selected. Data mining 
steps and results of implementation are shown in Fig. 1. 
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Figure 1 General instructions for algorithms used for various consumptions 
 
Excel node: to insert the database into the software 
Type node: to determine the type of attributes 
Partition node: to determine the number of training and 
testing records 
Table node: to display all database records 
Table node: to allow the user to view the data table 
 
3      IMPLEMENTATION OF ALGORITHMS 
3.1   Implementation for Domestic Consumptions 
3.1.1 Implementation by Decision Tree CART 
 
One of the most commonly used methods for 
predicting is decision tree. The decision tree CART 
generates a decision tree which tends to predict and classify 
future observations. CART can be used for continuous and 
discrete variables. In the continuous run, the target variable 
is continuous. In the generated tree, all data is located in 
the root node at the highest point. Based on the variable 
which can provide the highest homogeneity for each 
branch, the root is branched. This continues until it reaches 
the data in each node which has the most possible 
homogeneity. Effective features of the CART algorithm 
are shown in Tab. 1 for domestic consumptions. 
 






3.1.2 Implementation by Neural Network 
 
After normalizing, the data was divided into training 
and testing groups; using MLP option of the Method tab, 
all settings and network attributes were considered with the 
proper topology. In this case, lower number of hidden 
layers which can train the network faster and generalize 
better was selected. Tab. 2 shows result of the neural 










3.1.3 Implementation by Regression 
 
After normalizing the data, the data was divided into 
training and testing groups. Using Enter in the Method tab, 
point = 0.05 was considered as the best attribute of the 
regression method. Tab. 3 shows effective features of 
regression for domestic consumptions. 
 







Figure 2 Results of test by regression model, neural network and decision tree 
CART for domestic consumptions 
 
3.1.4 Results of Three Models for Domestic Consumptions 
 
Given that the goal is to measure the effect of features 
in different models for each of the six classes (which is 
domestic consumption here) and to determine the most 
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important feature for each class based on the results of 
three models used, the results of three algorithms are 
compared; the results of this comparison are shown in Fig. 
2. As results of three models show, the most important 
feature in domestic consumption is population. 
 
3.2 Implementation for Agricultural Consumptions 
3.2.1 Implementation by Decision Tree CART 
 
Effective features of the CART algorithm are shown in 
Tab. 4 for agricultural consumptions. 
 







3.2.2 Implementation by Neural Network 
 
Tab. 5 presents effective features for agricultural 
consumptions. 
 






3.2.3 Implementation by Regression 
 
Tab. 6 shows effective features of regression for 
agricultural consumptions. 
 








Figure 3 Results of test by regression model, neural network and decision tree 
CART for agricultural consumptions 
 
3.2.4 Results of Three Models for Domestic Consumptions 
 
Given that the goal is to measure the effect of features 
in different models for agricultural consumption and to 
determine the most important feature for each class based 
on the results of three models used, the results of three 
algorithms are compared; the results of this comparison are 
shown in Fig. 3. As results of three models show, the most 
important feature in agricultural consumption is 
population, followed by humidity and temperature, 
respectively. 
 
3.3 Implementation for Industrial Consumptions 
 
Effective features of decision tree, neural network and 
regression were determined for domestic consumption. 
The results of this comparison are shown in Fig. 4. As 
results of three models show, the most important feature in 
industrial consumption is population, followed by 
humidity and temperature, respectively. 
 
 
Figure 4 Results of test by regression model, neural network and decision tree 
CART for industrial consumptions 
 
3.4 Implementation for Commercial Consumptions 
 
Effective features of decision tree, neural network and 
regression were determined for commercial consumption. 
The results of this comparison are shown in Fig. 5. As 
results of three models show, the most important feature in 
commercial consumption is population, followed by 
humidity and temperature, respectively. 
 
 
Figure 5 Results of test by regression model, neural network and decision tree 
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3.5 Implementation for Roads 
 
Effective features of decision tree, neural network and 
regression were determined for roads. The results of this 
comparison are shown in Fig. 6. As results of three models 
show, the most important feature in roads is population, 
followed by humidity and temperature, respectively. 
 
 
Figure 6 Results of test by regression model, neural network and decision tree 
CART for roads 
 
3.6 Implementation for General Consumption 
 
Effective features of decision tree, neural network and 
regression were determined for general consumption. The 
results of this comparison are shown in Fig. 7. As results 
of three models show, the most important feature in general 




Figure 7 Results of test by regression model, neural network and decision tree 




According to data mining process, the data was 
collected, preprocessed and prepared as inputs of the 
learning models. The algorithms used were run on the 
dataset and the results indicate that population had the 
highest effect on the amount of power consumed in each of 
the six classes. This is consistent with electricity experts, 
because the amount of electricity consumed (not steadily) 
is likely to increase when the number of subscribers of each 
class increases. The second effective feature of power 
consumption in six classes is humidity, which in many 
classes has a relatively equivalent effect with the effect of 
temperature on power consumption. Effectiveness of 
population, humidity and temperature on six classes and 
the run algorithms are shown in Tab. 7.  
 
Table 7 Effectiveness of features in regression model, neural network and 
decision tree CART for six classes of consumption 
Class Algorithm Feature CART NN REG 
Domestic 
0.92 0.79 0.93 Population 
0.04 0.09 0.05 Humidity 
0.04 0.12 0.02 Temperature 
Agricultural 
0.87 0.9 0.92 Population 
0.08 0.07 0.04 Humidity 
0.05 0.03 0.04 Temperature 
Industrial 
0.9 0.85 0.9 Population 
0.07 0.04 0.06 Humidity 
0.03 0.11 0.04 Temperature 
Commercial 
0.88 0.74 0.86 Population 
0.06 0.14 0.09 Humidity 
0.06 0.12 0.05 Temperature 
Roads 
0.58 0.8 0.6 Population 
0.28 0.15 0.24 Humidity 
0.14 0.05 0.16 Temperature 
General 
0.94 0.6 0.93 Population 
0.03 0.2 0.05 Humidity 
0.03 0.2 0.02 Temperature 
 
In Tab. 7, maximum effect of various features for each 
of the algorithms is determined by different colors. In the 
decision tree CART, the highest effect on consumption is 
related to general consumption for population (0.94) and 
roads for humidity (0.28) and temperature (0.14). In the 
neural network, the highest effect on consumption is 
related to agricultural consumption for population (0.90) 
and general consumption for humidity (0.20) and 
temperature (0.20). In the regression model, the highest 
effect on consumption is related to general and domestic 
consumptions for population (0.93) and roads for humidity 
(0.24) and temperature (0.16). 
 
5      CONCLUSION 
 
Excessive electricity consumption is one of the major 
problems that all distribution companies are involved with. 
Some of them try to resolve this problem by measures such 
as advertising and buying new low power devices. This has 
highlighted the prediction of outcome of subscriber 
classification methods for both consumers and subscribers 
and managers and decision makers. For this reason, this 
study analyzed the data in this area to describe power 
consumption, which is the same classification of electricity 
subscribers. The results of this study will help managers in 
the field of power industry in their respective decisions and 
officials of the Ministry of Energy in Iran to pursue 
macroeconomic policies to increase electricity 
consumption. In the previous sections of this study, the 
framework was presented; this framework includes the 
steps to collect data on monthly electricity consumption 
(domestic, commercial, etc.); prepare, pre-process and 
normalize data; select important features in predicting 
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daily load; divide data into training and testing sets; run 
CART decision tree algorithms, neural network and 
regression; evaluate algorithms; and finally compare the 
accuracy of algorithms and choose the best algorithm. The 
work was based on the main framework and acceptable 
results were obtained. 
After collecting the required data, data was pre-
processed. Output of the preprocessing step was 
considered as input of the learning section. Note that the 
input data of learning model was divided into two parts: 
training and testing. In the learning phase of the algorithms, 
the developed models were run on the test data and the 
results of testing data prediction were used to determine 
accuracy of the prediction. 
To improve performance of algorithms and future 
works, the following are suggested: 
•  Collect data extensively from several distribution 
companies with almost identical climates 
•  Provide a complete database for importing all features 
in the power distribution company 
•  Design a decision support software to help managers 
to predict the level of power consumption and classify 
subscribers 
•  Collect more influential fields which can affect the 
outcome of this thesis and give the list of these features 
to managers to receive information from power 
distribution companies 
•  Determine the sensitivity and specificity of each 
algorithm and compare it with each other 
•  Use combined algorithms: comparing the optimized 
algorithm using other algorithms (fuzzy logic, SVM, 
etc.) 
•  Use the suggested models to improve energy analysis 
in different sectors (water, gas, etc.) according to the 
specific energy feature. 
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