Abstract: The aim of this work is to give an overview of the recent developments in the area of statistical inference for parabolic stochastic partial differential equations. Significant part of the paper is devoted to the spectral approach, which is the most studied sampling scheme under which the observations are done in the Fourier space over some finite time interval. We also discuss into details the practically important case of discrete sampling of the solution. Other relevant methodologies and some open problems are briefly discussed over the course of the manuscript.
Introduction
The general analytical theory for (linear and nonlinear) Stochastic Partial Differential Equations (SPDEs) went through major advances during the past few decades and became a mature mathematical field. From practical point of view, SPDEs are used to describe and model the evolution of dynamical systems in the presence of persistent spatial-temporal uncertainties, and are key ingredients in modeling various phenomena from fluid mechanics, oceanography, temperature anomalies, finance, economics, biological and ecological systems, and many other applied disciplines. We refer to the classical monographs [Roz90, DPZ92] , and also to the textbooks [Cho07, Hai09, LR17] , for an in depth discussion of the theory of SPDEs and their various applications. While the general form of a particular stochastic evolution equation is commonly derived from the fundamental properties of the underlying processes under study, frequently the parameters arising in the formulation need to be specified or determined on the basis of some empirical observations. Moreover, even if the parameters are known as part of the specification of the underlying model, the observer may need to test how well the empirical data fits the considered model. These inverse type problems, naturally arising in practical applications, fall into realm of the well developed field of statistical inference for stochastic processes. Nevertheless, due to the infinitesimal nature of SPDEs, some of the statistical models arising from SPDEs are fundamentally different from their counterpart in (finite dimensional) stochastic ordinary differential equations (SODEs). Albeit, there exits a good number of papers devoted to parameter estimation problems for SPDEs, it would be fair to say that the field of statistical inference for SPDEs is still in its developing stage with many fundamental problems still open.
The aim of this paper is to give an overview of the main methodologies developed in the area of statistical inference for SPDEs. Due to the page limitation, the detailed proofs will be omitted, and some results will be mentioned only briefly. We will also take as known most of the notions and fundamental results from infinite dimensional stochastic analysis. The paper is divided in (sub)sections, each of them being devoted to a general method or problem. All the relevant literature and the obtained results will be discussed within the corresponding subsection.
The equation. Throughout, we will assume that (Ω, F , {F t } t≥0 , P) is a stochastic basis satisfying the usual assumptions, and let H be a separable Hilbert space endowed with the inner product ( · , · ) and the corresponding norm · . The main object of interest is the following evolution equation du(t) + (θA + B) u(t) dt = (M u(t) + σ) dW Q (t), (1.1) with the initial condition u(0) = u 0 ∈ H, and where A is a linear, positive defined, self-adjoint operator in H, B is a linear or nonlinear operator in H, M is an operator acting in a suitable Hilbert space, W Q is a Q-cylindrical Brownian motion in H, σ and θ are some positive constants. We will refer to W Q with Q being the identity operator as space-time white noise, and simple write W . Although most of the results presented below hold true for general evolution equations under fair general assumptions, practically speaking, usually A and M are some (pseudo)differential operators, hence SPDEs. Since most of the literature on statistical inference for SPDEs is devoted to parabolic equations, we will assume that (1.1) is parabolic. Moreover, we will make the standing assumption that equation (1.1) has a unique solution in H (or more precisely in the appropriate triple of Hilbert spaces). The solution is either weak, mild or strong in the PDE sense, and strong in the probability sense. Of course, for each particular class of considered equations, one has to show that indeed the existence and uniqueness of the solution holds true; most of the examples considered here can be dealt within the abstract framework presented in [LR17, Section 4.4] and/or [Cho07, Hai09, Roz90, DPZ92].
The statistical problem. We will be mainly interested in statistical inference problems related to the model parameters θ and/or σ, assuming that all other quantities are known to the observer. We will call θ the drift or viscosity coefficient, and σ the volatility. If the only parameter of interest is θ, then all the obtained results can be easily adjusted to the case when σ is an adapted vector-valued function.
Statistical inference for SPDEs vs SODEs. Let us consider a finite dimensional diffusion process of the form dX(t) = µa(X) dt + ηb(X(t)) dw(t), with µ and η being the parameters of interest, and a, b some suitable, real valued functions. Let us assume that the solution is observed continuously over some finite interval of time. It is well known that estimating the volatility η is a singular problem, namely the measures {P η,T , η > 0}, on the space of trajectories C([0, T ]; R) generated by the solution X are singular to each other. This indicates that σ can be found exactly. For example, using the 'quadratic variation argument', we get η = (
Of course, if the data is observed discretely, then we can only estimate η, for example by approximating the above formula, or by using some statistical methods. Consistency of such estimators can be achieved by decreasing the frequency of the time step while keeping the time horizon T fixed, or increasing the observation time while step size is fixed, or both.
On the other hand, estimating µ usually is a regular problem, in the sense that the measures {P µ,T , µ ∈ R}, generated by the solution X the SODE with drift µ, are absolutely continuous to each other, and one can employ the statistical inference theory for stochastic processes to find some estimators for µ, for example the maximum likelihood estimator (MLE). In this case, the only way to find µ is either increase the time (large time asymptotics T → ∞), or decrease the noise (small noise asymptotics η → 0). Discrete time observations will not change the nature of the problem. Similar conclusions hold true for finite dimensional stochastic differential equations (SODEs), and there are known necessary and sufficient conditions for measures P µ,T to be absolutely continuous to each other. We refer to classical monographs [LS00, LS78, Kut04] for details on statistical inference for SODEs, and to [Koz77, Koz78, KL85, Log84, MR94, MR02] for extension of Girsanov type theorems and absolute continue of measures to infinite dimensional spaces.
As far as estimating volatility σ for SPDEs, this is essentially the same as for SODEs. The key difference in parameter identification problems for SPDEs vs SODEs comes in estimating the drift θ -usually, if A is the leading order operator, the measures {P θ,T , θ > 0}, generated by the solution u, t ∈ [0, T ], are mutually singular. This indicates that the drift θ can be found exactly, if one path of the solution is observed as an element of the Hilbert space H and continuously over a finite time interval. As with any singular problem, there is no universal method to study it, and each problem has to be analyzed separately. In many situations, a singular model can be approximated by regular models, and for a large class of SPDEs this can be achieved by applying MLE to a projection of the solution on an appropriate finite dimensional subspace of H; see Section 2. Alternatively, for some particular classes of SPDEs
The observations. As with any statistical inference problem, the first question to answer is what data is available to the observer.
From practical point of view, usually, the observer will take measurements of the solution u(t, x) at some discrete time points t i and/or some discrete spatial points x j , over one path/realization ω ∈ Ω. While practical, only few classes of linear SPDEs have been fully investigated under this sampling scheme; see Section 3.
Analogous to inverse problems for diffusion processes, it is reasonable to take the continuous time and/or space observation approach for SPDEs too. Most of the literature on this subject for SPDEs is devoted to the so called spectral approach, when the experimenter observes continuously in time one trajectory of a finite number N of the Fourier modes over some finite interval of time. We discuss this sampling scheme in Section 2. Note that in this case, estimating volatility σ is a trivial task, and σ can be found exactly by using quadratic variation argument, similar to finite dimensional diffusions. Thus, in the spectral approach, we focus only on estimating θ.
In the context of the proposed observation schemes, there are several asymptotic regimes that one can study. Assuming spectral approach, fix N and study the long time asymptotics T → ∞. This usually reduces the problem to a finite dimensional system of SODEs that has been thoroughly investigated in the existing literature; cf. [Kut04] and references therein. We will omit this analysis here, and for more details specific to SPDEs, we refer the reader to [LR17, CX15] for the spectral approach, to [KL85, Log84] for non-spectral approach, and to [GM02] for controlled SPDEs. As already mentioned, with the idea of approximating a singular model by regular models, in the spectral approach, we will take the large number of Fourier modes asymptotics, N → ∞, which will be one of the main focuses of this paper; see Section 2. To some extent, this regime corresponds to the fine spacial resolution -at least from approximation point of view, the more sampling points available in the physical domain, the more and better Fourier modes can be approximated, and knowing the solution for all spacial points is equivalent to knowing all Fourier coefficients of the solution. Another natural asymptotics to consider in spectral approach is long time and large space resolution T, N → ∞, which was not yet study in the existing literature.
Given the singular nature of the problem, in the discrete sampling regime it makes sense to study first the asymptotics in large number of spacial points (fine spacial resolution) and/or large number of time points (fine time-step size), while keeping the time horizon T fixed. We study these in Section 3. Alternatively, one can also study large time asymptotics, or a combination of all the above, which are still open problems.
Finally, a classical asymptotic regime for estimating θ is small noise asymptotics, i.e. the scaler coefficient in front of the noise goes to zero. The literature on this regime is limited [IK98, IK99, IK00, Hue99, PR03]. While practically speaking the observer rarely deals with vanishing noises, these are interesting problems to investigate.
Note that all the above sampling scheme assumed that only one realization or path of the solution is observed. Sampling multiple paths is another possibility, and besides elevating the methods developed for one path, one can use energy type estimates of the solution to build statistical estimates for the parameters of interests.
Classes of SPDEs. It is well known that the structure of the noise of an SPDE, in our case the right hand side of (1.1), may affect significantly the properties of the solution, and more importantly, the technical difficulties in proving certain results. The two main classes of noise structures are: additive noise, when M = 0, i.e. the solution is not part of the noise, and multiplicative noise otherwise. Usually, dealing with multiplicative noise is more challenging, and statistical inference for SPDEs is not an exception in this regards. There are only few results on parameter estimation problems for SPDEs driven by multiplicative noise [PvsT07, CL09, Cia10, CH17] , primarily due to the fact that the main methods of proofs exploit the diagonalizable structure of the additive noise.
The presence of the nonlinear operator B in (1.1) makes the SPDE to be nonlinear, and as one may expect, studying such equations usually involves technics specific to the considered equation. In Section 2 we will present a general method how to construct and study estimators for θ in the presence of nonlinear term and driven by an additive noise.
Examples. We will present several examples of SPDEs that we will consider over the course of this work. Again, we will omit the discussion on the existence and uniqueness of the solutions, and we will only mention that all these equations are well defined and do admit a unique solution in proper spaces under some technical assumptions that do agree with the assumptions encounter by the considered statistical problems and the proposed methods. I) Stochastic heat equation driven by additive noise. Consider the following evolution equation
with zero initial condition u(0, x) = 0, and where
k=1 u x k x k denotes the Laplace operator, θ, σ ∈ R + . As far as G, we will consider: I.a) the case of bounded domain, assuming that G is a smooth, bounded domain in R d , and we endow (1.2) with zero boundary condition; I.b) the case of full space, by taking
, with zero initial and boundary conditions, and where θ ∈ R and σ ∈ R + . III) 2D Navier-Stokes Equations forced with additive noise. Consider the equation that describes the flow of a viscous, incompressible fluid, known as Navier-Stokes equations, of the form,
where u represent the velocity field and P the pressure. We consider either zero boundary conditions on some G ∈ R 2 , or periodic boundary conditions. IV) Stochastic heat equation, simple multiplicative noise. A variation of Example I,
where x ∈ [0, π], u(0) = u 0 , and w is a one dimensional standard Brownian motion. V) Stochastic heat equation driven by space-time multiplicative noise. The multiplicative noise counterpart of Example I,
with initial data u(0) = u 0 , and either bounded domain x ∈ G ⊂ R d with Dirichlet boundary conditions, or the whole space x ∈ R d .
Spectral approach
Most of the results on statistical inference for SPDEs are obtained within the so called spectral approach. The first key assumption is that the equation (1.1) is 'diagonalizable'. That is, we assume that the operators A and Q have pure point spectrum, and a common system of eigenfunctions {h k } k∈N that forms a complete orthonormal system in H. We will not make any assumptions on B yet. We denote by ν k and q 2 k the eigenvalues of A and Q, respectively, corresponding to the eigenfunction h k , for k ∈ N. Using this basis we define H N := span{h k : k = 1, . . . , N }. We denote by P N the projection operator from H onto H N , and we will write
are the Fourier coefficients (or modes) of the solution u with respect to {h k } k∈N . Note that in this case, W Q can be formally written as
where w k are independent standard Brownian motions. Also note that since
Second key postulate in spectral approach is to assume that we observe continuously in time one path of the Fourier modes u k (t), k = 1, . . . , N over some finite interval of time [0, T ].
We are interested in estimating the parameter θ ∈ Θ ⊂ R + , and we will assume that the positive constant σ is known.
The class of equations to which the spectral approach can be applied is large and practically important. Usually, we are dealing with pseudo-differential operators on a bounded domain, for which there exist easy to check conditions that guarantee that the spectrum is pure discrete and the set of eigenfunctions form a basis. Moreover, the asymptotic behavior of the eigenvalues ν k of A is tightly related to the order A (as a differential operator) and the dimension of the space
. For this analysis, the particular form of the eigenfunctions is not important. Note that, the differential operator, and hence SPDE, defined on the whole space will not have a pure point spectrum, and the spectral approach in principle can not be applied to these equations.
Modified MLEs: general methodology
We will consider equations driven by an additive noise, i.e. M = 0.
We apply the projection operator P N to (1.1), and obtain
where Ψ N = P N B(u), and W Q,N = P N W Q . Note that (2.1) generally speaking is not an equation in u N , unless P N commutes with B. Nevertheless, let us pretend that Ψ N is known, and denote by P T,N θ the probability measure on C([0, T ]; H N ) generated by the solution u N of (2.1). Under the unjustified assumption that the family of measures {P T,N θ (·)} θ∈Θ are mutually absolutely continuous, we now fix a reference (true) parameter θ 0 and formally apply the Girsanov theorem (see e.g. [LS00, Section 7.6.4]) to (2.1), and we obtain the Radon-Nykodym derivative or Likelihood Ratio
where with slight abuse of notations, some of the products are understood as dot products between vectors, or usual matrix multiplication. Next, we formally compute the maximum likelihood estimator (MLE) for the parameter of interest θ by maximizing the log-likelihood ratio log(dP N θ / dP T,N θ 0 (u N )) with respect to θ, and obtain the following estimator
Note that the estimator θ ♯ will use the full spacial resolution of the solution u, unless B commutes with P N which is the case for many linear equations. On the other hand, even if B is nonlinear, since u N converges to u in some space, one would expect that replacing u by u N would not change significantly the quality of the estimator θ ♯ . With this in mind, taking (2.2) as an ansatz for our modified maximum likelihood estimators (mMLEs), we introduce two additional degrees of freedom, α, ρ ∈ R, and propose the following estimator for θ
Remark 2.1. Several comments in order.
(i) If the equation (1.1) is linear, and B has the same system of eigenfunctions {h k } k∈N , and thus B commutes with A, and hence also with Q and P N , then θ ♯ N is the true MLE of θ that satisfies all desired asymptotical properties as N → ∞. There is no need to modify the MLE in this case.
(ii) One has to be caution, since the true MLE is computed as maximum of the log-likelihood ratio over the domain Θ that supports θ. For the considered SPDEs, θ is assumed to be at least positive, and in some applications Θ clearly is a finite interval, while there is no guarantee that θ N will belong to this domain. This point is studied into details in [LR17] . However, one may argue that if the estimator is consistent, then eventually, θ N ∈ Θ for large N , and the observer has just to discard the estimates that fall outside of Θ.
(iii) If (1.1) is linear, but B does not commute with A, then it is enough to modify θ ♯ N by projecting u to H N , i.e. take in (2.3) α = 1 and ρ = −1. Hence, there is no need to deal with the two additional parameters α, ρ, in order to prove consistency and asymptotical normality.
(iv) The additional parameters α, ρ are meant to take care of the nonlinear term while proving the asymptotic properties of the estimators. Usually, these free parameters are carefully chosen on case by case basis, and are dictated by the analytical properties of the solution.
(v) For some nonlinear equations, dropping out the nonlinear term in (2.3), and considerinĝ
we will still pertain the consistency property. A lower computation complexity of the estimator θ l usually comes at the cost of a lower speed of convergence.
(vi) For some examples with nonlinear B it useful to truncate u in B(u) at higher modes, and replace u N with u N p for some p ≥ 1.
To establish the asymptotic properties of the estimators θ N andθ l N , as usually, we write the estimators as θ+'error terms', and prove that the error terms vanish. For example, using (2.1), the estimator θ N can be written as,
In the next sections we will sketch the proofs, starting with the linear case.
Linear Equations
More details on estimation of θ for linear equations discussed in this section can be found in the recent monograph [LR17, Chapter 6], and in the survey paper [Lot09] .
Fully diagonalizable equations. Let us first focus on linear case and additive noise, i.e. B = 0, M = 0, and zero initial data. In this case, the equation (1.1) is fully diagonalizable, and each Fourier mode is an Ornstein-Uhlenbeck process,
The estimator θ N takes the form
Remark 2.2. A curious reader may ask why not to consider the MLE for θ by using individual Fourier mode (2.5) then combine the first N of these estimators into one estimator, rather than taking the MLE for the first N Fourier modes at once. At intuitive level, since each Fourier mode is driven by an independent noise, N modes will contain more information than an individual one, and it makes sense to optimize over combined information rather than on individual piece of information and then combine/average them out. It turns out that indeed θ N has a higher rate of convergence, in the sense of the asymptotic normality property. For a detailed discussion, see [LR17, Chapter 6].
Theorem 2.3. Assume that, ν k → ∞, q k → 0, and α, ρ are such that
for some M ∈ R. Then, θ N is a consistent estimator of θ, i.e. θ N → θ with probability one. Moreover, if
Proof. Let us take
and write 
which will imply, respectively, that I 1 → 0 a.s., and I 2 → 1 a.s., as N → ∞, and by (2.7) the consistency of θ N follows. To verify (2.8), one needs to establish precise asymptotic behavior of Var ξ n , Var η n and b n , which can be done by direct evaluations. For example, one can show that (see for instance [Lot09, Section 2] for details on these evaluations by several methods)
Using these, together with (2.6), it is straightforward to show that (2.8) are indeed satisfied.
One way to prove asymptotic normality is to apply the central limit theorem for martingales (cf. [LR17, Theorem 6.1.4] or [LS89, Thoerem 5.5.4]). By similar arguments as above, using the law of large numbers, first one shows that
with probability one, and hence by central limit theorem for martingales, we have that
This, combined with (2.7), after some simple evaluations, imply the asymptotic normality. This concludes the proof.
Analogously, one can study linear diagonalizable equations (1.1) with A, B linear differential operators that commute. These class of equations were studied in the seminal works [HKR93] and [HR95] where the spectral approach was first introduced; see also [Hue93] . In [HR95] , the authors showed that the consistency of θ N , as N → ∞, depends on the order of the operators A and B, and it holds true, if and only if
This is dictated by the fact that the measures P θ , θ > 0, generated by the solution u of (1.1), are mutually singular if and only if (2.9) is satisfied. In [HR95, LR17] the authors also study the asymptotic efficiency of MLEs. If (2.9) does not hold true, then the measures P θ , θ > 0, are absolutely continuous to each other. This is the case with the Example II from Section 1, for d=1. The only way to obtain consistency and asymptotic normality of θ N in this case is to consider large time asymptotics T → ∞, small noise asymptotics σ → 0, or a combination of large times, small noise and large spectral resolution N → ∞. Using similar arguments and methods, one can study fully diagonalizable SPDEs with several unknown parameters (in front of A and B); cf. [Hue93, Hue97] .
Almost diagonalizable equations. Analogous results to fully diagonalizable case hold true if B is linear, but does not commute with A. While the asymptotic behavior of θ N given by (2.3), with α = 1, ρ = −1, remains the same, the proofs become much more technical. These classes of equations were studied in [Lot96, HLR97, Hue97, LR99, LR00, Lot03].
Nonlinear Equations
The never diagonalizable nonlinear equations (1.1), with B being the nonlinear part, and driven by an additive noise (M = 0), still can be studied within the spectral approach. The key idea in this case, introduced in [CGH11] , is to split the solution in its linear and nonlinear part, a technic often used in studying PDEs and SPDEs. Namely, the solution u of equation (1.1) is written as u =ū + v, whereū solves the equation dū + θAū dt = σ dW Q (t),ū(0) = u 0 , and v is the solution of equation dv + θAv dt = −Bu dt, t > 0, v(0) = 0.
Recall, that consistency is proved by showing that the second term in the right hand side of (2.4) vanishes. Using the splitting argument, this reduces to show that
where the converges is either in a.s. sense or in probability. Note that J 1 → 0 is already covered by Theorem 2.3. Another key point in using the splitting method, is that the nonlinear part v usually is slightly more regular thatū, and hence its Fourier modes will vanish faster to zero. This observation, used carefully, together with choosing the appropriate α and ρ, allows to show that J 2 → 0, and J 3 → 1. By akin arguments, and using the specific form of the nonlinear part, one shows that J 4 → 0. Despite the fact that the steps described above sound reasonable, each nonlinear equation has to be studied separately. To best of our knowledge, the only nonlinear equations studied in the current literature are the 2D Navier-Stokes Equations; Example III from Section 1. For simplicity of wirtting, let us assume that q k = ν −γ k . Then, assuming that γ > 1 and α + 1 > 2γ(ρ + 1), it was proved in [CGH11] that θ N andθ l N are consistent estimators for θ, as N → ∞, in the context of (1.3). As one may expect, the proposed method, as well as the technical proves from the 2D Navier-Stokes Equations should care out for Burgers equation
where x ∈ [0, π], u(0, x) = u 0 , and u(t, 0) = u(t, π) = 0. We leave the detailed analysis of this equation to future studies.
Fractional noise
A natural problem to consider is parameter estimation for SPDEs driven by a fractional Brownian noise. It turns out that the spectral approach, and the MLEs, can be successfully applied to such equations that a fully diagonalizable and driven by an additive noise. If w H (t), t ≥ 0, is a fractional Brownian motion with Hurst parameter H, then w H is not a martingale, unless H = 1/2. However, it is well known that
−H , is a martingale. Then, it is enough to integrate against k H the Fourier modes u k that follow the dynamics
where w H k , k ∈ N, are independent fractional Brownian motions, and µ k , k ∈ N, are the eigenvalues of B. After this transformation, being in the martingale setup, in [CLP09] the authors followed the procedure of deriving the MLEs describe above with α = 1, ρ = −1, thanks to the Girsanov type theorem developed in [KLB02, KLBR00] . Same problem but in small noise asymptotic regime was studied in [PR04] . Since the kernel k H is singular, proving that the error terms in (2.4) vanish is not an obvious task, and it remains an open problem for almost diagonalizable or nonlinear SPDEs.
Time dependent drift
Let us consider a fully diagonalizable parabolic SPDEs (1.1) driven by an additive space-time white noise (q k = 1), and where θ is time-dependent. The non-parametric statistics for finite dimensional diffusion is a well developed field (cf. [Kut04] ). Similar to MLEs some of the methods from SODEs can be adapted to the SPDE setup, again, using the spectral approach. A kernel based interpolation method was employed in [HL00a] . Let R(t) be a compactly supported kernel of order K ≥ 1, that is, R has compact support, R R(t) dt = 1, and R t j R(t) dt = 0 for j = 1, . . . , K. Let (v n ) n≥1 , and (a n ) n≥1 be sequences of positive real numbers, monotonically decreasing and convergent to zero. Define the inverse cut-off function of u k as follows
Then, the kernel based estimator for θ(t) is defined as
In [HL00a] it was proved that the θ N (t) converges in mean-square sense to θ(t). Also within the spectral approach, in [HL00b] the authors propose a sieve estimator for time dependent viscosity coefficient θ(t).
Simple multiplicative noise
Let us focus on the Example IV, where the noise is multiplicative, but driven just by an one dimensional Wiener process. The results of this subsection can be easily extended to finite dimensional noise. This type of equations are remarkably interesting from inference point of view, and underpin one more time the singular nature of these problems. On the one hand, (1.4) is diagonalizable, in the sense that the Fourier modes are decoupled, and follow the dynamics of a geometric Brownian motion
where in this case h k = 2/π sin(kx) and ν k = k 2 are the eigenfunctions and the corresponding eigenvalues of the −∆ on [0, π] with zero boundary conditions. Thus, this SPDE falls under the spectral approach. On the other hand, the general mMLE method described in Section 2.1 can not be applied directly, and even formally one can not apply Girsanov transformation to the first N Fourier modes considered together. However, we can use each individual Fourier mode to obtain an MLE for θ (in contrast to the Remark 2.2)
It is easy to show thatθ N is consistent and asymptotically normal as N → ∞.
What is even more interesting, since each Fourier mode contains the same noise factor w(t), taking any two nontrivial modes allows to eliminate the noise altogether, and to solve for the unknown parameter θ explicitly
Hence, once any two Fourier modes are observed at any time point T , the parameter can be found exactly, without any statistical procedure. In [CL09] , we call such 'estimators' closed-from exact estimators. The fractional noise counterpart of these class of SPDEs is studied in [Cia10] .
Hypothesis testing
Most of the literature on statistical inference for (parabolic) SPDEs concerns the parameter estimation problem in various setups and forms, with only exception [CX14, CX15] where the authors study the simple hypothesis problems for the drift coefficient θ for the following SPDE
where θ > 0, β ≥ 1, γ ≥ 0, σ ∈ R + , ∆ is endowed with zero boundary conditions on the bounded domain G ∈ R d , and where λ k are the eigenvalues of the √ −∆. In this case, the likelihood ratio takes the form
that yields the (true) MLE for θ as
Although in [CX14, CX15] both regimes, large times T → ∞ and fine spacial resolution N → ∞ are investigated, we will focus here only on latter, N → ∞. The estimator θ N is consistent, and asymptotically normal with rate of convergence N β/d+1/2 . Assume that θ can take only two values θ 0 < θ 1 , and consider the simple hypothesis
With MLE and its asymptotic properties at hand, it is easy to establish a Neyman-Pearson type lemma. Indeed, if c α is a real number such that P
The problem is that the constant c α can not be computed explicitly. To address this issue and to find a Likelihood Ratio type test, we approximate c α by an appropriately chosen sequence c α (N ), and apply the concept of asymptotically the most powerful test introduced in [CX14] ; the rejection region ( R N ) ∈ K is asymptotically the most powerful, in the class K, as N → ∞, if lim inf
To compensate for the asymptotic nature of this setup, one has to shrink the class K α , or more precisely its asymptotic version, by considering tests that have a certain rate of convergence of the Type I error. Namely, for δ ∈ R, we put
where M = N k=1 λ 2β k , and α 1 (δ) is an explicitly computable constant (see [CX14] , formula (3.15)), and
Then, the rejection region ( R δ N ) is asymptotically the most powerful in the class K α (δ). The main challenge is to identify the 'right class' of tests, that requires an exact control of the power of the tests as N → ∞. The proofs are rooted in the theory of sharp large deviations adapted to the case of large number of Fourier modes.
In [Mar03] the author also studies a simple hypothesis testing problem, in discrete sampling, by testing if an SPDE is parabolic or hyperbolic, also within the spectral approach.
It would be fair to say that this is just the first step towards hypothesis testing problems, and goodness of fit test for SPDEs, with many open problems left.
Discrete sampling
The literature on parameter estimation for discretely sampled SPDEs is limited, while in most applications, the observer will measure one realization of the solution u only at some discrete points (t j , x k ) in time and/or space. Of course, one way to deal with discretely sampled data, is to discretize or approximate the (m)MLEs using the available discrete data, and show that the statistical properties are preserved. We refer the reader to [PR02, PR03] for some results on this approach.
In [PR97] the authors develop MLE type estimators for θ, within the spectral approach, by assuming that the Fourier modes are sampled at some discrete time points on a finite time interval, and under some additional technical assumptions show that these estimators are consistent and asymptotically normal as the mesh size of the time partition goes to zero.
Note that, if we assume that the solution itself is observed at some space-time grid points, one needs to approximate additionally the Fourier modes. To best of our knowledge, a rigorous asymptotic analysis of this is still an open question. The closest to this approach is [Mar03] where the author considers a parabolic (or hyperbolic) SPDE on [0, 1] driven by an additive noise, and constructs an approximated MLE, by assuming that the solution is observed at a finite and fixed number m of spacial points, and at discrete time points t k = δk, k = 1, . . . , n, and for some δ > 0. The approximated MLE is constructed through the Fourier modes, and it is proved that these estimators are consistent and asymptotically normal as n → ∞, while δ, m are fixed.
As already mentioned, by its nature the spectral approach requires that the Fourier decomposition is performed with respect to the basis formed by the eigenfunctions of the operator A. If A is a differential operator, then essentially one has to deal with bounded domains.
Next, we will discuss some results related to discrete sampling of SPDE (1.1) that are obtained without assuming the spectral approach. It turns out that for some classes of SPDEs, to estimate θ and σ, it is enough to observe the solution at one time instant and discretely on a spacial grid of a finite interval, with mesh diameters going to zero, or just at one spacial point, and over a time-grid interval. Namely, we will focus on two sampling schemes For simplicity of writing, we assume that the sampling points form a uniform grid, but generally speaking the results hold true assuming only that the mesh size of the grid goes to zero. We will use the notation Υ m (a, b) = {a j | a j = a + (b − a)j/m, j = 0, 1, . . . , m} for the uniform partition of size m of a given interval [a, b] ⊂ R. For a given stochastic process X on some interval [a, b] , and p ≥ 1, we define the p-variation as
and V p P (X; [a, b]) will denote the p-variation when the limit is understood in probability sense; sometimes we will will simply write V p (X), and V p m (X). The main idea behind this method is similar to the argument of estimating the volatility coefficient in finite dimensional diffusions through quadratic variation arguments. In fact, estimating σ for SPDEs (1.1) can be achieved by this approach. Estimating the drift θ is more delicate, and one has to find the correct, and exact, p-variation to be used.
In [PvsT07] (see also [Pvs05] ) the authors explore this idea, for the stochastic heat equation on whole real line du(t, x) − θ∆u(t, x) dt = σ(u(t, x)) dW (t, x), t > 0, x ∈ R, with u(0, x) = 0, x ∈ R, and were θ > 0 is the parameter of interest, σ : R → R, and W is the space-time white noise on (0, ∞) × R. Consider the sampling scheme (A), with the partition Ψ m (a, b) for some fixed a, b ∈ R. It was proved in [PvsT07] that
is a weakly consistent estimator 2 of θ as m → ∞. Similarly, for some fixed 0 < c, d ≤ T and x ∈ R, assuming that the solution is sampled by scheme (B), the estimator
is weakly consistent as n → ∞. As one may guess, θ m,t comes from the computations of the quadratic variation, while θ n,x is due to the fourth-variation of the solution. Moreover, assuming that σ(u) = σu, for some positive constant σ (i.e. Example V, with G = R, and driven by space-time white noise), and assuming that θ is known, then the estimators
are weakly consistent estimators of σ, respectively when m → ∞, and n → ∞. The asymptotic normality of these estimators remains an open problem.
Two recent independent studies [CH17, BT17] were devoted to the stochastic heat equation driven by an additive space-time white noise.
In [CH17] the authors further explore the quadratic variation method, starting with a simple and intuitively clear observation: the p-variation of a stochastic process is invariant with respect to smooth perturbations. Hence, if the p-variation of a process X can be computed by an explicit formula, and the parameter of interest enters non-trivially into this formula, one can derive consistent estimators of this parameter. However, since the p-variation of the perturbed process X + Y remains the same, given that Y is smooth enough, then the same estimator remains consistent assuming that X + Y is observed. Analogous arguments remain valid for asymptotic normality property; see [CH17, Proposition 2.1]. Hence, it remains to establish such representations for the solutions of the considered SPDEs. This can be done for equation (1.2), driven by space-time white noise, with G being either a finite interval or the whole real line (d = 1).
Assume that the solution u is sampled according to the sampling scheme (A), for some fixed t > 0. Then, one can show that the following estimators for θ (assuming σ is known) and σ 2 (assuming θ is known), respectively, (u(t i , x) − u(t i−1 , x)) 4 , are also consistent and asymptotically normal with rate of convergence √ n. It is interesting to note that the estimators and the rate of converge remain the same for both, bounded and unbounded domains, although the proof of asymptotic results differ. Finally, let us consider a variation of equation (1.2), that was studied in [BT17] du(t, x) = θ 2 ∂ 2 ∂x 2 u(t, x) + θ 1 ∂ ∂x u(t, x) + θ 0 u(t, x) dt + σ(t) dW (t, and also established an asymptotic normality result for this estimator. In contrast to [CH17] where the authors use elements of Malliavin calculus, the methods used in [BT17] are rooted in the mixing theory for Gaussian time series.
Other methods and results
In this section we will briefly report on some existing results relevant to the identification of the drift and volatility for SPDE.
Trajectory fitting estimators. Note that as such, the spectral approach just reduces the original infinite-dimensional problem to a finite dimensional one, and hence, one can try to apply any available method from statistical inference for SODEs to the projected system, not necessarily based on MLEs. One such attempt, proposed in [CGH16] , was to investigate the applicability of the so called trajectory fitting estimators for ergodic processes first introduced by Kutoyants [Kut91] (see also [Kut04, Section 1.3 & Section 2.3]), that are an analog of the least squares estimators widely used in time-series analysis.
Filtering. Generally speaking results on filtering in the context of SPDEs are rather scarce. Using spectral approach, and assuming that θ(t) follows an unobservable Ito diffusion, Lototsky [Lot04] derives an optimal filter for θ, which can be viewed as a generalization of Kalman-Bucy filter. Using different methods and technics than those mentioned above, in as series of papers Aihara et al. [Aih91, Aih92, Aih98b, AS88, Aih98a, AB89] study a non-parametric estimation problem of a space dependent θ, combined with a filtering problem by assuming that the observations are y(t) = t 0 F (u(s)) ds + w(t), where where u is the solution of the corresponding parabolic SPDE driven by an additive noise, F is an operator on H with finite-dimensional range, and w is a finite-dimensional Brownian motion.
Bayesian Inference for SPDEs is another area with few existing results [Bis02, Bis99, PR00] all within the spectral approach.
Concluding remarks. While this survey is dense and most of the proofs have been omitted, the overall statistical inference for SPDEs is yet to become a mature field with many practically important problems remaining open. Besides some open problems mentioned above, for example, there is little known about estimation of the drift of simplest SPDE, the stochastic heat equation, driven by a multiplicative space-time noise; equation (1.5), Example V. The inference for SPDEs driven by non-Gaussian noise is another open field for investigations.
