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Abstract –Following an earlier calculation in 3D, we calculate the 2D critical temperature of a
dilute, translation-invariant Bose gas using a variational formulation of the Bogoliubov approxi-
mation introduced by Critchley and Solomon in 1976. This provides the first analytical calculation
of the Kosterlitz–Thouless transition temperature that includes the constant in the logarithm.
Introduction. – Despite experimental realizations
of cold-atom Bose–Einstein condensation (BEC) in 1995,
it remains difficult to measure the critical temperature
change caused by interactions [37]. This is especially true
for homogeneous gases, for which, in spite of experiments
in trapped gases [38] and novel experimental techniques
[13], no measurements were ever made.
To theorists, homogeneous gases also pose challenges: a
non-interacting, or free, 3D Bose gas with density ρ forms
a BEC below
Tfc = 4piζ(3/2)
−2/3ρ2/3 (1)
(with ~ = 2m = kB = 1), but how does an interaction
change this free critical temperature? Feynman [11] used
path integrals to qualitatively answer this question for liq-
uid helium. He predicted that the potential increases
the effective mass, lowering the critical temperature—
something that had already been measured.
To make quantitative predictions, various simplifica-
tions were considered. For a hard-core Bose gas with core
radius (or scattering length) a, one can assume that the
gas is dilute and apply perturbation theory. The relevant
parameter is ρ1/3a  1, implying that the particles tend
to be far apart on the scale of the interaction.
Studying this set-up, Lee and Yang [24] replaced the
hard-core potential with a pseudopotential [19, 23] and
simplified the resulting Hamiltonian with the Bogoliubov
approximation [6]. Through its energy spectrum, they
found that the critical temperature shifts by an amount
proportional to ρ1/3a, that is,
Tc = Tfc(1 + 1.79(ρ
1/3a) + o(ρ1/3a)), (2)
see (A2) in [24]. This result was not taken seriously as the
approach wrongly predicts a first-order phase transition.
What followed was an intense debate about the size of
the critical temperature shift [1,4]. Motivated by the dis-
crepancy between the observed decrease in Tc for helium
and (2), some early theoretical results such as [10] dis-
agreed with the predicted temperature increase. Other pa-
pers disputed the linear dependence on ρ1/3a ( [15,17,18]
predict exponents of 1/2, 3/2 and 1/2, respectively). Ul-
timately field-theoretic methods showed that expression
(2) was accurate [3, 5, 40, 42], and Monte Carlo simula-
tions predicted that the constant’s value 1.79 should be
closer to 1.3 [2, 21, 29]. The fact that Bogoliubov’s ex-
citation spectrum manifestly predicts the correct expres-
sion seems to be little known. In our view, it is a worth-
while point to emphasize because the techniques involved
are standard and accessible compared to more accurate,
renormalization-based methods.
In a recent work [28], we approach the Bogoliubov
approximation from a variational angle, rediscovering a
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model first introduced in [8] but scarcely used since. This
allows us to include some interaction terms not present in
the standard Bogoliubov Hamiltonian. Although the ap-
proach is still Bogoliubov-based, and so wrongly predicts
a first-order phase transition, it sharpens (2) to
Tc = Tfc(1 + 1.49(ρ
1/3a) + o(ρ1/3a)). (3)
This analytical result is the closest to numerical predic-
tions to date, which means it does better than more ad-
vanced methods, but that can of course be a coincidence.
In this paper, we repeat our calculation for a dilute
2D Bose gas to give the first analytical calculation of the
Kosterlitz-Thouless transition temperature that includes
the constant in the logarithm.
That may require some explanation. Our 3D calcula-
tion [28] closely resembles the approach presented here (in
fact, the paper can be read as an outline of that case).
This could seem surprising because the phase transition
in 3D involves BEC, which does not occur in homoge-
neous 2D Bose gases according to the Mermin–Wagner–
Hohenberg theorem [16]. In reality, the 2D phase transi-
tion we study here is the formation of a quasi-condensate
[20,31], and it has been argued that Bogoliubov theory can
accurately describe these [26] (see also [32] for a review).
Quasi-condensates have been observed experimentally [7],
and do not necessarily indicate the superfluid phase as-
sociated with Kosterlitz–Thouless physics [22], but as we
explain before Theorem 1, (quasi-)condensation and su-
perfluid pairing always occur together in this model and
so our result is indeed this model’s prediction of the KT
transition temperature.
As in the 3D case, we expect that renormalization group
approaches describe the full physics more accurately, but
nevertheless the Bogoliubov Hamiltonian predicts the an-
ticipated critical temperature. Historically, it was found
that the dilute gas in 2D (ρ1/2a  1) has a critical tem-
perature [31] in terms of b = 1/| ln(ρa2)|  1,
Tc ≈ − 4piρ
ln(b)
, (4)
and this was confirmed with Bogoliubov theory by Fisher
and Hohenberg [12] and later proved as an exact upper
bound in [36]. We should point out that both [31] and
[12] assume ln(1/b)  1 instead of the appropriate and
weaker b  1 [32, 34], and that [12] still requires renor-
malization group techniques. Here, we only use b 1 and
the variational model to find leading behaviour
Tc = 4piρ
(
1
ln(ξ/4pib)
+ o(1/ ln2 b)
)
(5)
with ξ = 14.4. Besides the numerical prediction of ξ = 380
[33], no calculations of ξ, in particular no analytical ones,
were ever done.
Set-up. – We start from the Hamiltonian for a gas
of N bosons with a repulsive pair interaction V in a n-
dimensional box [−l/2, l/2]n and periodic boundary con-
ditions, where n = 2, 3. In units ~ = 2m = kB = 1,
HN =
∑
1≤i≤N
−∆i +
∑
1≤i<j≤N
Vij , (6)
with second-quantized form in momentum space
H =
∑
p
p2a†pap +
1
2ln
∑
p,q,k
V̂ (k)a†p+ka
†
q−kaqap. (7)
The canonical Gibbs state at temperature T and particle
density ρ = N/ln can be found by minimizing
inf
ω
[〈HN 〉ω − TS(ω)], (8)
where ω is an N -boson state and S is the von Neumann
entropy.
The grand canonical Gibbs state at temperature T and
chemical potential µ is the minimizer of
inf
ω
[〈H − µN〉ω − TS(ω)], (9)
where ω is now a state on the bosonic Fock space, N is
the particle number operator and the infimum itself is the
free energy.
Throughout this paper we are working in the thermo-
dynamic limit l→∞. The two quantities (8) and (9) are
then related by a Legendre transform.
We say that a system displays BEC if the 1-particle
reduced density matrix of the minimizing ω of (9) has an
eigenvalue of order 1 [30]. Therefore, one needs to find
minimizers of (9) to determine Tc.
This cannot be done exactly: the exact free energy (9)
has only been analysed in [35, 41]; all other results, such
as [43], concern approximations. We will study one such
model [8]. It restricts the minimization problem (9) to
quasi-free states, resulting in a variational upper bound to
the free energy.
There are good arguments why this upper bound is ac-
curate. The first is that Bogoliubov’s approach renders the
Hamiltonian quadratic in creation and annihilation oper-
ators. Ground and Gibbs states of such Hamiltonians are
quasi-free states; exactly the states considered in our min-
imization problem. Also, quasi-free states are good trial
states for the ground state energy of Bose gases [9, 14, 39]
and may therefore also be for the free energy.
As we shall soon see, expressing 〈H − µN〉ω − TS(ω)
for a general quasi-free state leads to a non-linear func-
tional (11). Linearizing the functional by removing the
terms quartic in creation and annihilation operators, the
authors of [8] conclude that the Gibbs state coincides with
that of Bogoliubov’s (approximated) Hamiltonian. Moti-
vated by the discovery in [9] that the correct first-order
energy is only found when the terms quartic in creation
and annihilation operators are included, we consider the
functional without the linearization—hence including in-
teracting terms that were ignored in the original Bogoli-
ubov approximation—and use it to give a variational cal-
culation of Tc.
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Model. – We expect the particles to form a conden-
sate at momentum p = 0. We therefore mimic Bogoli-
ubov’s c-number substitution (justified in [25]) by using
a Bogoliubov transformation to include a condensate den-
sity ρ0 ≥ 0 in the Hamiltonian (7), effectively replacing
a0 → a0 +
√
lnρ0. A minimizer with ρ0 > 0 indicates
(quasi-)condensation, whereas ρ0 = 0 signifies its absence.
We evaluate the expectation value of the resulting
Hamiltonian for quasi-free states only, so that we can use
Wick’s rule to split 〈a†p+ka†q−kaqap〉 as
〈a†p+ka†q−k〉〈aqap〉+〈a†p+kaq〉〈a†q−kap〉+〈a†p+kap〉〈a†q−kaq〉.
(10)
Assuming translation invariance and 〈apa−p〉 = 〈a†−pa†p〉,
the two (real-valued) functions γ(p) := 〈a†pap〉 ≥ 0 and
α(p) := 〈apa−p〉, together with the number ρ0, now fully
determine the expectation value in (9). Here, γ(p) is the
density of particles with momentum p, and α describes
pairing in the system. It is well-known that α2 ≤ γ(γ + 1).
Taking the thermodynamic limit l → ∞, we have
now evaluated the expectation in (9) for Bogoliubov
trial states—quasi-free states with an added condensate—
resulting in the Bogoliubov free energy functional
Fµ,T (γ, α, ρ0) = (2pi)−n
∫
p2γ(p)dp− µρ− TS(γ, α)
+ ρ0(2pi)
−n
∫
V̂ (p)(γ(p) + α(p))dp+
1
2
V̂ (0)ρ2
+
1
2
(2pi)−2n
∫
γ(p)(V̂ ∗ γ)(p) + α(p)(V̂ ∗ α)(p)dp,
(11)
with chemical potential µ ∈ R and density ρ = ρ0 + ργ
(i.e. the sum of the condensate density ρ0 and
the density of particles with positive momentum
ργ = (2pi)
−n ∫ γ). The entropy, defined in terms of β(p) =√
(γ(p) + 12 )
2 − α(p)2, is
S(γ, α) = (2pi)−n
∫ (
β(p) +
1
2
)
ln
(
β(p) +
1
2
)
−
(
β(p)− 1
2
)
ln
(
β(p)− 1
2
)
dp.
(12)
A precise derivation can be found in the appendix of [27].
For a canonical formulation with fixed average density
ρ and temperature T , we consider
Fcanρ,T (γ, α, ρ0) = Fµ,T (γ, α, ρ0) + µρ (13)
for states (γ, α, ρ0) with ρ0+ργ = ρ. This amounts to eval-
uating the expectation in (8) for Bogoliubov trial states.
In what follows, we drop the subscripts of Fcanρ,T and
Fµ,T . Note that in contrast to (8) and (9), the infima of
these functionals are not automatically related by a Leg-
endre transform because of the restricted minimization.
For example, the canonical infimum is not convex in 3D
[28].
Fig. 1: The grand canonical phase diagram of the model. No
diluteness is assumed. At µ ≤ 0 and T = 0, all quantities are
zero, and there is no (quasi-)condensation. Increasing T does
not lead to a phase transition, although γ becomes non-zero.
For µ > 0 fixed and T = 0, there is (quasi-)condensation. This
remains the case when T increases (darkest region), eventually
leading to a phase transition somewhere in the lighter region
before we enter the white region where ρ0 = 0. We can only
locate the phase transition exactly for µ→ 0; this corresponds
to the dilute limit studied in Theorem 1.
Results. – We now restrict to 2D and assume that
the two-body interaction potential is repulsive, integrable
and bounded. Its Fourier transform V̂ is assumed to be
positive and it has its maximum at zero since V ≥ 0.
The gas is dilute, so ρ1/2a  1 in 2D, which implies
b = 1/| ln(ρa2)|  1 for the expansion parameter. To
find Tc, we consider temperatures that satisfy
√
Ta  1;
otherwise the first line in (11) dominates and it is easy to
show that ρ0 = 0. We also use
V̂ (p) = V̂ (0) + Ca2p2 + o(a2p2), (14)
where the first derivative is absent since V̂ has its maxi-
mum at zero, and the second derivative is assumed to be
of order a2 (in accordance with its units).1
In paper [27], we prove that there exist minimizers for
both the grand canonical (9) and canonical (8) minimiza-
tion problems when the minimization is restricted to Bo-
goliubov trial states (resulting in a minimization of the
functionals (11) and (13), respectively): the grand canon-
ical phase diagram is shown in fig. 1. In particular, there
is a phase transition at positive T for all fixed µ > 0. Also
note that α 6= 0 iff ρ0 > 0, so that (quasi-)condensation
and pairing always occur together. Canonically, there is a
phase transition at positive T for all fixed ρ > 0.
To calculate the critical temperature, the definition of
diluteness ρ1/2a 1 suggests that we study the canonical
functional (13).
Theorem 1. Consider the canonical problem (8) in 2D
restricted to Bogoliubov trial states with ρ = ρ0 + ργ fixed,
resulting in the canonical functional (13) with n = 2. The
critical temperature, defined by the properties ρ0 > 0 if
1In 3D, ρ1/3a 1 and V̂ (0) = O(a), modifying (14) accordingly.
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T > Tc, ρ0 = 0 if 0 ≤ T < Tc, is
Tc = 4piρ
(
1
ln(ξ/4pib)
+ o(1/ ln2 b)
)
, (15)
with ξ = 14.4 for V̂ (0) ≈ 8pib.
The proof relies on a careful expansion of the free energy.
Proof of Theorem 1. – We fix T and aim to find the
critical density ρc, which can easily be inverted to (15).
Outline. We could try to minimize the functional by
solving the Euler–Lagrange equations of (11). However,
the terms with convolutions give non-local contributions
V̂ ∗ γ and V̂ ∗ α. Even with a Fourier transform, this
cannot be solved. We therefore approximate these terms
so that we obtain a functional F sim that can be minimized
explicitly in γ and α. We expand the resulting energy
integrals, and finally minimize in ρ0 to determine whether
it is zero or not.
To sketch this once more,
inf
(γ, α, ρ0)
ρ0 + ργ = ρ
Fcan ≈ inf
0≤ρ0≤ρ
inf
(γ, α)
ργ = ρ− ρ0
F sim, (16)
where the infimum over γ and α is calculated explicitly,
then expanded in b 1, and finally minimized in ρ0.
Step 1a. To approximate the convolution term involv-
ing γ, we use a comparison with the free Bose gas. Its
energy is given exactly by
F0(γ) = (2pi)−2
∫
p2γ(p)dp− TS(γ, 0), (17)
whose minimizer for fixed ρ is
γµ(ρ)(p) =
1
e(p2−µ(ρ))/T − 1 , (18)
where µ(ρ) ≤ 0 is such that (2pi)−2 ∫ γµ(ρ) = ρ. Since the
integral diverges as µ(ρ)→ 0, this definition works for all
ρ ≥ 0.
We would like to show that the minimizing γ for the
interacting problem lives on the same scale as γµ(ρ), that
is, most particles have momentum |p| ≤ O(√T ). Indeed, a
careful comparison shows that the minimizer has to satisfy
F0(γµ(ργ)) ≤ F0(γ) ≤ F0(γµ(ρ)) + ρ2V̂ (0), (19)
which says that the energy does not deviate much from
the minimal energy in the free case. Because of the
∫
p2γ
term, this means that γ cannot be very large for |p|  √T .
For |p| ≤ O(√T ), (14) implies that
|V̂ (p)− V̂ (0)| = O(Ta2) 1. Since γ is only large on
|p| ≤ O(√T ), we can approximate (2pi)−2V̂ ∗ γ ≈ V̂ (0)ργ .
To be more precise: a careful analysis shows∣∣∣∣(2pi)−2ρ0 ∫ V̂ (p)γ(p)dp− ρ0V̂ (0)ργ∣∣∣∣ = O(ρ2(ρ1/2a)),
(20)
and similar estimates for the term involving the convolu-
tion. This error is negligible compared to contributions
of order T 2b—the order to which we shall expand the
energy—for example if ρ ≤ O(T/√b). The latter we
can assume without loss of generality by showing that
Fcan(γ, 0, 0) grows rapidly compared to Fcan(0, 0, ργ),
demonstrating that ρ0 > 0 if the density is large enough.
Step 1b. The strategy for the convolution term with
α is different. Adapting ideas in [9] to the 2D case, we
expect α to be related to the function w := 2bw0, where
w0 is the scattering solution satisfying
−∆w0 + 1
2
V w0 = 0, (21)
with w0(x) ∼ ln(|x|/a) as |x| → ∞.
To work towards a good approximation for α, we define
α0 := (ρ0 + t0)ŵ − (2pi)2ρ0δ0, (22)
where δ0 is a delta function and −ρ0 ≤ t0 ≤ 0 is an ad-
ditional parameter that will be tuned to achieve a self-
consistency equation
∫
(α− α0) = 0. In 2D, w has loga-
rithmic asymptotic behaviour, and its Fourier transform
is more complicated than in the 3D case. Computing it,
we find
α0 = (2pi)
2t0δ0−(ρ0+t0)
(
V̂ w(p)
2p2
χ|p|>p0 − 〈h, .〉
)
, (23)
where χ indicates an indicator function and p0 is a mo-
mentum scale 2ρ1/2e−Γ involving the Euler–Mascheroni
constant Γ. The third contribution in (23) is a distribu-
tion that acts on test functions f as
〈h, f〉 =
∫
|p|≤p0
V̂ w(p)f(p)− V̂ w(0)f(0)
2p2
. (24)
The motivation for defining α0 in this way is as fol-
lows: at momentum scales bigger than
√
Tb, we expect α
to by related to the scattering solution. Its structure on
smaller scales is more complicated, but the exact shape is
irrelevant. We approximate this part by a δ-function and
eventually optimize our approximation in t0.
So how does the guess (22) help? We add and subtract
terms to replace the convolution term with α by∫
(α− α0)(p)(V̂ ∗ (α− α0))(p)dp, (25)
which we later show to be small for the minimizing α. By
doing this we have of course introduced terms involving
V̂ ∗ α0, but
(2pi)−2V̂ ∗ α0(p) = (ρ0 + t0)V̂ w(p)− ρ0V̂ (p), (26)
so that no convolution terms remain in our functional.
This has the added effect that V̂ gets replaced by V̂ w
in the term linear in α, but this Fourier transform is
p-4
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well-defined and satisfies V̂ w(0) = 8pib. To simplify the
resulting functional, we make sure to obtain a similar
replacement for the ρ0
∫
V̂ γ-term.
Step 1c. To specify (16), we define
E1 :=
1
2
(2pi)−4
∫
(α− α0)(p)(V̂ ∗ (α− α0))(p)dp
E2 := ρ0
(
(2pi)−2
∫
V̂ (p)γ(p)dp− V̂ (0)ργ
)
E3 := −(ρ0 + t0)
(
(2pi)−2
∫
V̂ w(p)γ(p)dp− V̂ w(0)ργ
)
E4 :=
1
2
(2pi)−4
∫
γ(p)(V̂ ∗ γ)(p)dp− 1
2
V̂ (0)ρ2γ ,
(27)
and following Steps 1a and 1b, we now derive a simplified
functional F sim satisfying
Fcan(γ, α, ρ0)−F sim(γ, α, ρ0) = E1 +E2 +E3 +E4. (28)
Step 2a. Now that we have F sim, we calculate and
expand its minimum as a function of ρ and ρ0. It turns
out that we need to expand to order T 2b to derive (15).
The part of F sim that depends on γ and α is
(2pi)−2 [
∫
p2γ(p)dp+ (ρ0 + t0)
∫
V̂ w(p)(γ(p) + α(p))dp
+(ρ0 + t0)
2
∫
V̂ w(p)2 − χ|p|≤p0 V̂ w(0)2
4p2
dp ]− TS(γ, α).
(29)
Given ρ and ρ0 we find minimizers γ
ρ0,ρ and αρ0,ρ by
adding a Lagrange multiplier term δργ (with δ ≥ 0) to
this expression. The dominant contribution of (29) to the
energy F sim(γρ0,ρ, αρ0,ρ, ρ0) is
(2pi)−2T
∫
ln(1− e−T−1
√
(p2+δ)2+2(p2+δ)(ρ0+t0)V̂ w(p))dp,
(30)
which resembles the energy of the free gas.
Step 2b. We now expand (30). To do this, we judi-
ciously define
ρ0 =
σ
8pi
T, ρ =
ln(k)− ln(b)
4pi
T, δ = dbT, t0 =
τ
σ
ρ0,
(31)
where σ, k, d, τ are parameters of order 1.
Changing variables p → √Tp and using (14) for V̂ w,
we expand (30) for b 1, resulting in
T 2
4pi
[ − 1
6
pi2 − b ln(b)(d+ σ + τ) + b ( d+ σ + τ
− 1
2
(d+ 2σ + 2τ) ln(d+ 2σ + 2τ)− 1
2
d ln(d) ) + o(b) ] .
(32)
Of course, there is a relation between d, k and σ, since d
was a Lagrange multiplier. We eliminate d by calculating,
expanding and solving
∫
γρ0,ρ = ρ− ρ0, finding
d = −(σ + τ) +
√
(σ + τ)2 + eσ/k2. (33)
Step 2c. We now use (28) to show that we can accu-
rately approximate the energy. We claim the minimizers
have to satisfy
|Fcan(γ, α, ρ0)−F sim(γρ0,ρ, αρ0,ρ, ρ0)| = o(T 2b), (34)
There are two bounds to show.
The lower bound follows from (28) and the a priori re-
sults from Step 1a. Note that no a priori information on
α is needed since E1 ≥ 0.
For the upper bound, we simply verify that all errors
in (27) are o(T 2b) for γρ0,ρ and αρ0,ρ. This is only non-
trivial for E1, for which it suffices to choose τ such that∫
(αρ0,ρ − α0) = 0. We conclude
τ = ln
(
d
d+ 2σ + 2τ
)
+ o(1), (35)
which can be used to eliminate τ .
Step 3. We have now reduced (16) to
inf
(γ, α, ρ0)
ρ0 + ργ = ρ
Fcan = T
2
4pi
· inf
σ≥0
f(k, σ) + o(T 2b), (36)
with, in the specific case V̂ (0)→ 8pib,
f(k, σ) = −1
6
pi2 + 2b ln2 b− 4b ln(b) ln(k)
+ b [ d+ σ + τ − (σ + τ) ln(d+ 2σ + 2τ)
+ 2 ln2 k +
1
4
(σ + τ)2 − 1
2
τ2 − (σ + τ) ln(k) ] ,
(37)
and d and τ as in (33) and (35). We can determine ρc
by fixing k and checking when the minimizing σ changes
from zero to non-zero, as illustrated in fig. 2. We find ρc =
ln(1.145/b)T/4pi, which can be rewritten as the desired Tc
(15). Note that this strategy works for any value of V̂ (0),
not just 8pib, but the expression (37) simplifies in this case.
Conclusion and discussion. – Adapting our earlier
calculation in 3D, we analytically calculate the Kosterlitz-
Thouless transition temperature of a dilute, translation-
invariant Bose gas in 2D, finding (5) with ξ = 14.4.
We use a variational model that can be seen as a re-
formulation of Bogoliubov’s approximation, although, in
fact, it is slightly more accurate. The relevant trial states
are quasi-free states with an added (quasi-)condensate. As
any approach that relies on Bogoliubov theory, this pro-
duces unphysical results like an incorrect first-order phase
transition to BEC in 3D, but, perhaps surprisingly, Bo-
goliubov’s approximation does make accurate predictions
for both the 2D and 3D critical temperatures.
To improve the model one would have to extend the
class of trial states, which is both very interesting and very
challenging. Another compelling direction for future re-
search is to ask what role superfluidity plays in this model,
and what we can learn from it.
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k=1.1
k=1.145
k=1.2
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f(k,σ)
Fig. 2: Plots of the part of the free energy f(k, σ) between
the square brackets in (37) for three values of k, where ρ =
ln(k/b)T/4pi and ρ0 = σT/8pi. For k = 1.1, σ = ρ0 = 0 gives
the lowest energy: no quasi-condensation. For k = 1.2, the
minimum occurs at some ρ0 > 0: quasi-condensation. The
critical value is kc = 1.145.
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