The fluctuating intensity of a chaotic semiconductor laser is used for generating random sequences at rates up to 12:5 Gbits=s. The conversion of the fluctuating intensity to a random bit sequence can be implemented in either software or hardware and the overall rate of generation is much faster than any previously reported random number generator based on a physical mechanism. The generator's simplicity, robustness, and insensitivity to control parameters should enable its application to tasks of secure communication and calculation procedures requiring ultrahigh-speed generation of random bit sequences. [3] . The quality of a RNG is measured by its security against an attacker trying to predict the bit stream by physical or statistical analysis. For many applications the speed at which truly random numbers can be generated is of paramount importance. Other important considerations are system complexity, cost, reliability and sensitivity to control parameters. The methods used for RNG can be divided between deterministic algorithms implemented in hardware and software and nondeterministic and stochastic physical phenomena based approaches [4, 5] . A deterministic RNG is an algorithm which produces an unpredictable Boolean sequence in which all subsequences are generated equiprobably, so that knowledge of the current sequence does not reveal any information about the value of the next bit, which has an equal probability to be 0 or 1. Deterministic algorithms can be easily implemented in any computational platform; however, the requirement of complete unpredictability is unrealistic since the sequence can always be determined given the initial conditions of the algorithm. Thus deterministic algorithms generate pseudorandom sequences which meet a number of global statistical measures, as measured, for example, by the standard statistical test suite for RNGs of the National Institute of Standards and Technology (NIST) [6] and the Diehard test suite [7] . The main advantages of deterministic RNGs is that they add no hardware cost and their speed is bound only by the processing hardware. Their main disadvantage is that an attacker can guess or obtain partial knowledge of the initial state of the algorithm and can thus reproduce the random sequence. Algorithms have been developed to prevent guessing of the initial conditions [8] , but implementation of such algorithms invariably and significantly slows down the RNG rate.
Random number generators (RNGs) are commonly used in secure communications [1] , Monte Carlo simulations [2] , and stochastic modeling [3] . The quality of a RNG is measured by its security against an attacker trying to predict the bit stream by physical or statistical analysis. For many applications the speed at which truly random numbers can be generated is of paramount importance. Other important considerations are system complexity, cost, reliability and sensitivity to control parameters. The methods used for RNG can be divided between deterministic algorithms implemented in hardware and software and nondeterministic and stochastic physical phenomena based approaches [4, 5] . A deterministic RNG is an algorithm which produces an unpredictable Boolean sequence in which all subsequences are generated equiprobably, so that knowledge of the current sequence does not reveal any information about the value of the next bit, which has an equal probability to be 0 or 1. Deterministic algorithms can be easily implemented in any computational platform; however, the requirement of complete unpredictability is unrealistic since the sequence can always be determined given the initial conditions of the algorithm. Thus deterministic algorithms generate pseudorandom sequences which meet a number of global statistical measures, as measured, for example, by the standard statistical test suite for RNGs of the National Institute of Standards and Technology (NIST) [6] and the Diehard test suite [7] . The main advantages of deterministic RNGs is that they add no hardware cost and their speed is bound only by the processing hardware. Their main disadvantage is that an attacker can guess or obtain partial knowledge of the initial state of the algorithm and can thus reproduce the random sequence. Algorithms have been developed to prevent guessing of the initial conditions [8] , but implementation of such algorithms invariably and significantly slows down the RNG rate.
Nondeterministic RNGs rely on stochastic physical processes, the most appealing examples of which are based on fundamental quantum principles such as uncertainty, where the bit is assigned following the detection of an event such as photon arrival time, direction, or polarization [9] [10] [11] . The main disadvantage has been the limited bandwidth which results in limited generation rate, typically near 20 Mbits=s. Other physical processes, thermal fluctuations (noise) in devices such as resistors or diodes, generate bits by clipping an amplified signal by an appropriate decision threshold. In these systems the bandwidth is limited only by the amplifier and the main drawback is the extreme sensitivity to control parameters such as the threshold value and amplifier gain which can result in a bias in the random sequence.
An intriguing possibility for a physical system for RNG is a semiconductor laser in the presence of external feedback, whose output consists of a large chaotic signal, over a very high bandwidth [12] [13] [14] . The chaotic signal consists of pulses with a width less than 100 ps with random amplitude and time position [15] thus providing a potential source of random numbers generated at a rate near 10 GHz. The main challenge posed by such a source is that the external cavity which is responsible for the chaotic laser fluctuations has a photon round trip time associated with it, and the chaotic signal sequence is nearly identically repeated at this round trip time [see Fig. S2 (a) in [16] ]. These periodicities cannot be completely eliminated by increasing the length of the cavity to extremely long round trip times or introducing feedback from multiple external cavities with incommensurate feedback times. Though these help to reduce the correlation between the chaotic pulse sequence segments they do not eliminate them completely.
Recently, Uchida et. al.
[4] demonstrated a fast, 1:7 Gbits=s RNG based on chaotic lasers where the periodicity in the chaotic signal at the photon round trip frequency is eliminated by sampling the fluctuations of two independent lasers. They use two single mode distributed feedback lasers with external cavities with round trip times 1 and 2 . An external clock with period s , triggers the sampling and 1 bit analog-to-digital conversion (ADC) of the two laser outputs. The parameters 1 , 2 , and s are selected such that the ratios between the three possible pairs are incommensurate within the resolution of the experiment. The chaotic signals of each of the lasers is mapped at the clock frequency to a Boolean sequence by comparing with a threshold voltage for each signal, which is carefully tuned to achieve an unbiased sequence (equal overall probability of 0 s and 1 s). Finally an exclusive-OR (XOR) operation on the two Boolean sequences yields the random sequence.
In this Letter we demonstrate the fastest physical RNG known to us with a speed of 12:5 Gbits=s which passes all standard tests for randomness [6, 7] . In addition to the ultrahigh speed, our system stands out in its simplicity and insensitivity to perturbations and control parameters. We use a single, off the shelf, multimode semiconductor laser, with absolutely no special requirements, operating in the coherence collapse regime due to feedback from an external cavity with photon round trip time . Because of feedback the laser is chaotic, with a broadened lasing frequency spectrum and intensity fluctuating in time [15] . Only one incommensurate ratio between the external cavity, , and an external clock rate, s , is required. The detected laser output is sampled by an 8-bit, analog-todigital converter (ADC) and is used to generate a Boolean sequence in the following way: the difference between consecutive sampled 8-bit values is obtained and the m least significant bits (LSBs) of the difference value serve as the next m random bits of the sequence. Our method is insensitive to variations of parameters such as the average laser power, and does not require the tuning or determination of a decision threshold value. Figure 1 shows a schematic diagram of the RNG setup. The diode laser wavelength is near 656 nm and partial feedback is obtained from a reflector placed at a photon round trip time of 12.22 ns (see Table S5 in [16] ). The laser is operated moderately above the threshold current, p ¼ I op =I th ¼ 1:55, and the optical feedback strength is a few percent of the output intensity, though these parameters can be varied without affecting the RNG. The detection bandwidth (limited by the bias T) is about 40 GHz, which is sufficient to resolve the temporal dynamics of the laser output. The ac component of the detected signal (bias T 3 dB low frequency cutoff ¼ 10 kHz) is digitized by an 8-bit ADC triggered by a 2.5 GHz clock. The digital signal is stored and the difference between consecutive digital values is obtained using a software implementation (For possible hardware implementations see S7 in [16] .) The m < 8 LSBs of the difference value are stored as the next m bits in a final RNG string. The rate of random number generation is therefore m times the ADC clock rate, and m can be varied up to a maximum value which depends on the resolution of the ADC. Figure 2 shows the ac component of the chaotic signal as recorded at a 40 GHz digitizing rate by the 8-bit ADC. The characteristic fluctuation time of the intensity is clearly shorter than the 2.5 GHz sampling rate used for the RNG, indicated by the red circles in the figure. A histogram of the sampled amplitudes for a 100 s long data stream is shown in Fig. 3(a) . For the specific signal level recorded, the number of occupied bins is 130 from the available 256. The distribution is asymmetric, typical of chaotic systems [17] , especially in the event of a chaotic signal consisting of random spikes [15] . For such a distribution one cannot perform a symmetric bimodal division (thresholding) of the bins and in general for any finite resolution digitization, any attempt to divide the bins evenly will always result in some bias. In addition the distribution of amplitudes is also time fluctuating and is expected to achieve a stationary distribution only for extremely long sampling time. Any 
FIG. 2 (color online)
. A 4 ns trace of laser intensity digitized at 40 GHz (blue dots connected by a line to guide the eye), and the sampling points at 2.5 GHz (red circles). At each sampling point, m-LSBs obtained from the difference between the current and the previous sampled point are generated and attached to the random bit stream. The generated bit stream for m ¼ 5 is depicted in the strip below the signal trace. change in laser operating parameters, for example, the average laser power, will have an immediate effect on the distribution. Thus the thresholding value necessary for evenly dividing the distribution is extremely sensitive to small perturbations in the setup and as observed by Uchida et. al. [4] , has to be constantly tuned to avoid a bias in the division.
In order to overcome these difficulties we convert the raw-data into a time series consisting of the derivative of the ADC signal amplitudes, A t , Á t ¼ A t À A tÀ1 . The histogram of Á t shown in Fig. 3(b) , thus has twice as many bins as the original distribution, exhibits a very high degree of symmetry (see S6 in [16] ) and is unbiased, since
, which is of the order of a typical signal amplitude, independent of the length of the sequence. Since adjacent Á t values are temporally correlated even if the original amplitudes are random, (for instance, it is very unlikely or impossible to have two successive large positive Á, since the amplitudes are bounded from above), one might expect that such a series is not a good candidate for a random sequence. This difficulty is solved, however, by taking into account only the m LSBs of each Á t and relying on the chaotic nature of the time varying laser intensity (for further discussion on statistical bias, see S3 in [16] ).
The values of the discrete derivatives form a highly symmetric histogram (S6 in [16] ), centered at zero [ Fig. 3(b) ], and allows for the unbiased, even division of the bins into even or odd bins based on the LSB of the bin. Having an unbiased distribution is a necessary but insufficient condition for a true RNG. In order to ensure verified randomness, the order in which the bins in the distribution are filled up also has to be random. Thus the probability that a next value in the time series will be assigned to an even or odd bin needs to be independent of the current amplitude belonging to an even or odd bin. This is indeed the property of chaotic trajectories. The distance between two adjacent amplitudes starting from a given bin value diverges; hence, their subsequent probability to end up in an even or odd bin is equiprobable, provided the sampling rate (clock period), is slow enough in comparison to the strength of the chaos, controlled by the spectrum of the Lyapunov exponents [18] .
At the 2.5 GHz sampling rate used in our experiments, not only is the probability to be in an even or odd bin independent of recent history, but the probability to be in any bin is independent of the current one. One can show this independence by constructing the histogram of the derivatives by two different procedures and noting their similarity. Only if the assumption of the independence of amplitude on history is correct, will the two histograms be identical. The first method is to use the original time series of the amplitudes and count the number of occurrences of a given derivative for the entire time sequence. This distribution is plotted as the blue histogram in Fig. 3(b) . The second method to calculate the distribution of derivatives is to use only the distribution of amplitudes, TABLE I. Results of NIST Special Publication 800-22 statistical tests. For ''success'' using 1000 samples of 1 Mbit data and significance level ¼ 0:01, the P value (uniformity of p values) should be larger than 0.0001 and the proportion should be greater than 0.9805608 [6] . For the tests which produce multiple P values and proportions, the worst case is shown. Test results are shown for the 5-LSBs. Fig. 3(a) , whereby the temporal position of the values has been eliminated as explained in the text. plotted in Fig. 3(a) , from which all time dependence has been eliminated. More precisely, the histogram is calculated using the formula Pðn "
ÁÞ, where " Á is the amplitude value of the LSB of the 8-bit ADC and n is an integer ranging from À255 to þ255. The histogram calculated in this manner is shown as the red line in Fig. 3(b) . The histograms are nearly identical (see S6 in [16] ), thus implying that the joint probability distribution of two successive amplitudes, hPðA t ¼ A k ; A tþ1 ¼ A m Þi t ¼ PðA k ÞPðA m Þ _ k and m, where h. . .i stands for a time average, and that correlations between two successive bins is negligible.
The bit sequences obtained from the differentiated chaotic laser intensity fluctuations using the 5 LSBs passed all of the NIST [6, 19] (performed for 1000 sequences of 1 Mbit length per sequence) and Diehard tests (performed for a 74 Mbit long sequence), thus allowing us to effectively generate random bits at a rate of 12:5 Gbits=s. Typical results of the NIST tests are shown in Table I , while Diehard results are shown in Table S1 in [16] .
As expected, random sequences with verified randomness can be generated also with a lower m as was verified, for instance, in our tests for m ¼ 4, but not for m ! 6 for our 8-bit ADC. The value of m max depends on the shape of the distribution of intensity derivatives, Fig. 3(b) . When this distribution becomes narrow m max decreases since the distribution of all m max -bits tuples becomes biased.
The ultimate speed of the RNG we demonstrate is of course limited. The first limitation is the local structure of the chaotic signal, which consists of spikes and thus the derivative of the signal over a time comparable to the spike width will have regular and well defined behavior. Furthermore the derivative between spikes will consistently give a low value near 0 [15] . The sampling rate, therefore, has to be slower than the spike width or the time between spikes, whichever is longer, thus ensuring that two successive recorded amplitudes are uncorrelated. A second limitation is the strength of the chaos controlled by the largest Lyapunov exponent [20] , and as it increases a faster sampling rate might be possible. However, the Lyapunv exponent measures only a global (average) property and in many chaotic systems it fluctuates between positive and negative values along the chaotic trajectory and only its average value is positive. Hence, the sampling rate has to be slower than the typical time periods where the system is nonchaotic.
The RNG rate reported by us can also be attained using a slower ADC with higher resolution. We checked that the distribution of the derivatives of the signal amplitude, Fig. 3(b) , is almost unchanged for sampling rates slower than 2.5 GHz but is modified for higher rates (see Fig. S4 in [16] for 100 MHz and 40 GHz). Since the symmetric histogram shape does not change at slow sampling rates, sampling at a slower rate but with a higher resolution would therefore allow m > 5 bits to be taken from each sample. The loss in ADC conversion rate could thus be made up by retaining more bits from each sample.
