INTRODUCTION
A long-standing problem of the optimal controller design for multivariable systems has been solved by using different approaches including the l 1 optimal control approach [1, 2] . It remains the important problem in the modern control theory [3] [4] [5] .
Based on the well-known internal model principle, multivariable control problem was first approached in the paper [6] . Within the framework of this principle, the so-called inverse model approach seems to be perspective to deal with improving MIMO (multi-input multi-output) feedback controls. Since the pioneering work [7] , the problem of inversion of linear time-invariant MIMO systems has attracted an attention of several researches; see, e.g. [8] [9] [10] . Last time, a significant progress in this scientific area has been achieved in [11] [12] [13] [14] .
The inverse model approach to ensuring perfect steady-state regulation of linear discrete-time memoryless multivariable systems was first advanced in [15] . Similar approach has also been discussed in [10] dealing with the problem of minimal inversion. However, the inverse model approach is quite unacceptable if the MIMO systems to be controlled are nonsquare.
It turned out that the so-called pseudoinverse (generalized inverse) model approach first proposed in the paper [9] can be exploited to cope with the noninevitability of nonsquare system. Recently, this approach was extended in [16] [17] [18] [19] for controlling a wide class of discrete-time memoryless multivariable systems. In particular, in [16] it was first established that pseudoinverse model-based controller for the steady-state regulation of the MIMO systems having singular or nonsquare gain matrices is indeed optimal. But such controller can be implemented if system parameters are known a priori. In the case of the parameter uncertainty, the nonadaptive controller employing a fixed linear pseudoinverse model can be shown to be acceptable to ensure the robust stability of multivariable closed-loop systems containing uncertain linear and some nonlinear memoryless plants [17] [18] [19] . Nevertheless, this controller may not be suitable if parameter uncertainty is great enough.
An adaptation of control law is known as some universal concept to deal with uncertain systems. Results obtained within the framework of adaptive controls were summarized in many books [20] [21] [22] [23] [24] [25] [26] [27] , etc. A key question in these controls concerns the stability of resulting systems, i.e. the boundedness of the control input and output signals [20, 21] . In order to resolve this important question, two different tools were independently advanced in above two books. Namely, the so-called Frequency Theorem was exploited in [20, Theorem 4.17.3 ] to establish the ultimate boundedness properties of linear adaptive control systems including multivariable plants with square gain matrices, whereas the so-called Key Technical Lemma of [21, item 6.2] was used to derive such properties in MIMO case where the number of outputs does not exceed the number of control inputs, see [21, subitem 6.3.6] . Unfortunately, these tools seems to be not admissible to an adaptive nonsquare case. To the best of author's knowledge, there are no theoretical results concerning adaptive controls of these MIMO systems while they may appear in practice [21, p.141] .
The purpose of this paper is to answer the question of how the pseudoinverse model-based adaptive approach might be utilized to deal with the uncertain multivariable memoryless system in which the number of its output exceeds the number of control inputs. 
PROBLEM STATEMENT
denotes the time-invariant r m´ gain matrix. Consider a nonsquare system, where
i. 
Then the output error vector will be given by
It is assumed that the elements
of B in (2) are unknown a priori. Moreover, the bounds on these elements are assumed to be unknown (contrary to [18, 19] ) and it is essential.
The problem stated below is as follows. Based on the available observations of 
such that the closed-loop control system containing the uncertain plant (1) and the feedback (7) will be stable. More specifically, we require the sequences (1), (6), (7). Remark 1. Note that it is not required for the errors
given by (5) to be asymptotically equal to zero. In fact, m zero errors cannot be achieved simultaneously except a unique case when ), ( 
where
To derive the estimation algorithm for updating , n B we first define the ith current estimation error ) ( i n e given as follows:
is the ith row of n B selected from (13) , and the notation
is used. Remark 2. By virtue of (1) together with (8), (5), it follows that if ,
will be ensured. Based on (15) define a set n G of possible s
under which the estimation errors are equal to zero for given observable . , ,
Obviously, n G represents the hyperplane 
, we will choose the adaptation algorithm as the recursive estimation procedure
where 0 c is an arbitrary sufficiently small positive constant ) 1 ( 0 << c needed to avoid the possibility of division by zero, and ) (i n g is a scalar possibly timevarying multiplier (in contrast to Equation (3.3.19) of [21] ) satisfying (18) This procedure describes the so-called projection algorithm which is also known in the literature as the normalized least-mean-squares algorithm [21, p. 52].
There is a simple geometrical interpretation of (17), (18) 
can also be proposed as the adaptive estimation procedure. This algorithm represents the slightly modified well known Kaczmarz's algorithm who proposed it in 1937 for solving a set of linear equations (a translation of his original work can be found in the recent paper [29] ). □ Thus, the algorithm (17) (or (19)) together with (16), (18) leads to forming the estimate matrix n B given by (13) . It turns out that it is possible to ensure 
similarly to (11) . (12), (17) together with (6), (13) , (14), (18) and (21) in full detail. To implement this algorithm, the adaptive pseudoinverse model-based control system is designed as shown in Fig. 2 .
As it is seen, the controller of this system contains the discrete integrator summing the increments 
ASYMPTOTIC BEHAVIOR OF ADAPTIVE FEEDBACK CONTROL SYSTEM
To study the ultimate behavior of the adaptive control algorithm (12) , (17) together with (6), (14) , (21) 
With the foregoing properties (i) -(iii), the following lemma can be shown to be valid.
Lemma. For the algorithm (17) together with (14) and subject to (18) , it follows that:
(a) the current estimate n B of unknown B remains always upper bounded implying
is achieved, where n ẽ represents the estimation error vector defined as
and . 
using (23) is valid. Taking this inequality into account, due to (26) we immediately obtain (24) . □ Now, we are able to present some basic result as Theorem. The adaptation procedure (17) , (14) has the following ultimate property:
e e e K = due to (13) , (14) we obtain
Substituting (28) into (24) 
Consider the equation
produced by (1) together with (6) . Using this equation, represent (28) and (29) in the form , ) ( By definition of ), (× À it follows that (35) implies also that
becomes the necessary and sufficient condition to achieve the limit (33) for any }. { n u Ñ Taking (34) in to account, due to (32) which may be rewritten as
result (27) follows. □ Further, the following proposition is advanced. Proposition. If the adaptation algorithm (17) together with (14) and with ) (i n g chosen as in (18) this intersection is non-empty set). Notice that, in this proposition nothing has been said about the convergence } { n B to true , B and it not necessary, in principle. By virtue of (27) and (37), from the definition (28) [16, 18] , according to [31] , it can be concluded that the adaptive control system given in equations (1), (6) , (12) has the following main ultimate properties:
there is a finite limit
Using the fact that B is the matrix of full rank (see (4)), from (31) we derive ) (
Due to (39) from (41) it follows that
By (40) and (42) under which the equilibrium state should asymptotically be achieved.
A SIMULATION EXAMPLE
To illustrate how the adaptive pseudoinverse model-based control algorithm performs, a simulation of the closed-loop system consisting of the nonsquare memoryless MIMO system (1) (the plant) and of the adaptive controller described in equation (6), (12), (17) together with (13) , (14), (21) (11) b (12) b (21) b (22) b (31) It is seen from Fig. 5b that the performance of the adaptive controller is satisfactory because this controller is able to stabilize the output vector n y at some ultimate ¥ y given by as n tends to infinity. Namely, this vector specifies the equilibrium state of the adaptive control system: .
e ¥ = y y that is the same as observed in the simulation example (see Fig.5a ).
We also see that although the equilibrium state is asymptotically achieved, there is a difference between the components 
CONCLUSION
This paper shed light on the adaptive pseudoinverse model-based approach to deal with the stabilization of uncertain nonsquare memoryless MIMO systems in which the number of the outputs exceeds the number of their control inputs. It ensure the asymptotical stabilization of such systems at equilibrium states for any initial estimates of system's parameters. A simulation experiment has demonstrated a good performance of these systems.
