We consider the inhomogeneous biharmonic nonlinear Schrödinger equation (IBNLS) iut + ∆ 2 u + λ|x| −b |u| α u = 0, where λ = ±1 and α, b > 0. We show local and global well-posedness in H s (R N ) in the H s -subcritical case, with s = 0, 2. Moreover, we prove a stability result in H 2 (R N ), in the mass-supercritical and energy-subcritical case. The fundamental tools to prove these results are the standard Strichartz estimates related to the linear problem.
Introduction
In this paper, we study the initial value problem (IVP) associated to the inhomogeneous biharmonic nonlinear Schrödinger equation (IBNLS for short)
where u = u(t, x) is a complex-valued function in space-time R× R N , ∆ 2 stands for the biharmonic (or bilaplacian) operator, λ = ±1 and α, b > 0 are real numbers. The equation is called "focusing IBNLS" when λ = −1 and "defocusing IBNLS" when λ = 1. The limiting case b = 0 (classical biharmonic nonlinear Schrödinger equation (BNLS), also called the fourth-order Schrödinger equation) was introduced by Karpman [22] and Karpman-Shagalov [23] to take into account the role of small fourth-order dispersion terms in the propagation of intense laser beams in a bulk medium with a Kerr nonlinearity. Since then, the IVP (1.1) (with b = 0) has been the subject of intensive work in recent years. Let us recall some results: it is known that (1.1) is locally well-posed in the energy space H 2 (R N ) in the energy-subcritical case (0 < α < 8 N −4 , if N ≥ 5 and 0 < α < ∞ if 1 ≤ N ≤ 4) and in L 2 (R N ) in the mass-subcritical case (0 < α < 8 N ); for details see [14] and [29] . Moreover, in the defocusing case, Pausader [29] studied the global well-posedness and scattering in the energy-critical case (α = 8 N −4 , N ≥ 5) and radially symmetric initial data. He combined the concentration-compactness argument due to Kenig-Merle [24] with some Morawetz-type estimates. Later, Miao-Xu-Zhao [28] showed a similar result removing the radial assumption on the initial data, for N ≥ 9. In [30] , Pausader showed the global well-posedness and scattering for the cubic BNLS (α = 2) and 5 ≤ N ≤ 8. Furthermore, Pausader-Xia [32] treated the global well-posedness and scattering in the mass-supercritical case (α > 8 N ) and low dimensions 1 ≤ N ≤ 4; they used a virial-type estimate instead of the Morawetz estimates. For the focusing case, Pausader [31] and Miao-Xu-Zhao [27] independently showed the global well-posedness and scattering in the energy-critical case, assuming radially symmetric initial data withḢ 2 (R N ) and energy norms below that of the ground states. For sufficiently small initial data, Hayashi, Mendez-Navarro and Naumkin [20] proved the global existence and the scattering for N = 1 and α > 4. They also shown the small data global existence and the decay estimates under the assumption that the initial data is odd. Finally, we also quote Aoki, Hayashi and Naumkin [1] , where the authors showed the global existence and scattering for N = 1, 2 and α > 4 N .
The equation in (1.1) has a counterpart for the Laplacian operator, namely, the inhomogeneous nonlinear Schrödinger equation (INLS) i∂ t u + ∆u + λ|x| −b |u| α u = 0.
(1.2)
In the sense of strong solutions introduced in [4] , the well-posedness of the IVP associated with (1.2) was studied in [16] , where the authors showed local well-posedness in H 1 (R N ) for 0 < b < min{2, N } and 0 < α < 4−2b N −2 if N ≥ 3; 0 < α < ∞ if N = 1, 2. They also established global well posedness in the mass-subcritical case, that is, 0 < α < 4−2b N . In the mass-critical case, α = 4−2b N , Genoud in [15] showed global well-posedness in H 1 (R N ), provided that the mass of the initial data is below that of the associated ground state. This result was extended in the case 4−2b N < α < 4−2b N −2 by Farah in [11] . Recently, the first author in [19] , by using the contraction mapping principle combined with Strichartz estimates obtained local well-posedness results for the IVP associated to (1. 2) under some restrictions on the parameters b and α; small data global theory was also established. Afterwards, scattering, norm concentration in the L 2 -critical case, orbital stability of ground states and other issues were also studied (see, [3] , [8] , [12] , [13] ).
Other works involving INLS model with potential, also were studied, see for instance, [18] , [5] . Related to IBNLS model, Cho-Ozawa-Wang [6] considered the inhomogeneous power type |x| −2 |u| 4 N u. They showed the existence of weak solutions by regularizing the nonlinearity; finite time blow-up of solutions when the energy is negative were also addressed. In some sense, by using the Strichartz estimates, we extend their result to nonlinearities of the form |x| −b |u| α u.
Our primary goal in this manuscript is to establish local and global results for the IVP (1.1) in H s (R N ), with s = 0, 2. To this end, we use the contraction mapping argument based on the Strichartz estimates related to the linear problem. As usual, the main idea is to construct a closed subspace of C [−T, T ]; H s (R N ) such that the integral operator defined by
is a contraction in this subspace. Here and in what follows, e it∆ 2 u 0 denotes the solution to the linear problem associated with (1.1). Note that the IBNLS equation is invariant under the scaling, u µ (t, x) = µ 4−b α u(µ 4 t, µx), µ > 0. This means if u is a solution of (1.1), with initial data u 0 , so is u µ with initial data u µ,0 = µ ) the IVP is known as mass-supercritical and energy-subcritical (or intercritical). From the above considerations it is also expected that b must belong to the interval (0, 4).
It is well known that (at least formally) the IBNLS equation has the following conserved quantities:
and
5)
Our interest in this paper is, in some sense, to extend some of the above mentioned results for the IBNLS model. To this end, we divide our results into three parts. The first part is devoted
In the second part of the paper, we consider the global well-posedness of (1.1). We begin with a global result in L 2 (R N ), which is an immediate consequence of Theorem 1.1 and the conservation of the mass.
, for any B-admissible pair (q, r).
In the sequel we establish some global results in H 2 (R N ). The first result concerns the global existence in the L 2 -subcritical and L 2 -critical regimes. Proposition 1.5. Assume N ≥ 3 and and 0 < b < min N 2 , 4 . Then the local solution obtained in Theorem 1.2 can be extended globally-in-time if one of the following alternatives holds:
The proof of Proposition 1.5 is an immediate consequence of the conservation of the energy and the embedding H 2 (R N ) ֒→ L α+2 (|x| −b dx). The restriction on α in (i) comes, of course, from the local well-posedness; once one obtains the local well-posedness for α > 0 (with 0 < b < 1), then global well-posedness holds for any α > 0.
As already commented, in [15] , the author proved a similar result as in (ii) for the L 2 -critical INLS. More precisely, he proved if u 0 L 2 < Q L 2 , where Q is the ground state solution associated with (1.2) then the solution is global in H 1 (R N ). We believe a similar result also holds in our case; this is currently under investigation.
Next, concerning the intercritical case we establish the following.
Theorem 1.6. Assume one of the following conditions:
A few words of explanation concerning Theorem 1.6 are in order. Its proof also relies on the contraction mapping principle. The main difficulty again is to establish the nonlinear estimates. In higher dimensions, that is, N ≥ 8 we obtain the best possible result, in the sense that α and b range in the largest possible intervals. Although we believe this result is also true in other dimensions, we are unable to prove it. Note that in (ii) we need the stronger assumption α < N −2b N −4 instead of α < 8−2b N −4 ; the assumption 0 < b < N 2 −8N +32 8 then appears in order to have 8−2b
On the other hand, at least in dimension N = 6, 7, if we insist with the assumption α < 8−2b N −4 then we need to impose b < N − 4 (see also Remark 4.7 below). Finally, if u 0 ∈ H 2 (R N ) is such that u 0 Ḣsc ≤ δ c , where c is the constant appearing in inequality (2.7), then we automatically have e it∆ 2 u 0 B(Ḣ sc ) < δ. In particular, if u 0 H 2 is sufficiently small, the embedding H 2 (R N ) ֒→ H sc (R N ) (recall we are in the case 0 < s c < 2) gives that u 0 H sc is also sufficiently small; hence, we deduce the existence of a global solution if one of the conditions (i)-(iv) hold.
Once global results are established, the natural issue is to study the asymptotic behavior of such global solutions as t → ±∞. Here we shall show that our solutions scatters to a solution of the linear problem.
If one of the assumptions (i)-(iv) in Theorem 1.6 hold, then u(t) scatters in H 2 (R N ) as t → ±∞. More precisely, there exists
Note that Proposition 1.7 gives a suitable criterion to establish the scattering of a global solution. Is is clear that we do not need to assume that e it∆ 2 u 0 B(Ḣ sc ) is small. However, Proposition 1.7 immediately gives the scattering of small solutions. More precisely, Corollary 1.8. Assume that assumptions in Theorem 1.6 hold. If η is sufficiently small then the unique global solution scatters in H 2 (R N ).
We believe the existence of global solutions and scattering, in the intercritical case, may be obtained for large initial data if they satisfy a suitable balance between the mass and the energy. For the NLS equation this was already obtained, for instance, in [9] and [21] . In the case of the INLS this was recently obtained in [11] . This is also under investigation.
The last part of this work is devoted to study stability of the solutions of (1.1), in the intercritical case (0 < s c < 2). By stability we mean if we have an approximate solution to (1.1), as in (1.7), with an e small in a suitable norm and u 0 − u 0 small inḢ sc , then there exists a solution u to (1.1) which stays close to u in critical norms. More precisely, Theorem 1.9. Assume that assumptions in Theorem 1.6 hold. Let I ⊆ R be a time interval containing zero. Let u be a solution to
for some positive constant M ′ and some 0 < ε < ε 1 = ε 1 (M, M ′ , L). In addition, assume also the following conditions e B ′ (Ḣ sc ;I) + e B ′ (L 2 ;I) + ∇e
Then, there exists a unique solution u to The proof o Theorem 1.9 also relies on the estimates presented in Section 4. Note that the case e = 0 corresponds to the question of continuous dependence upon the data.
The rest of the paper is organized as follows. In section 2, we introduce some notations and give a review of the Strichartz estimates. In Section 3, we prove the local well-posedness results. In Section 4, we prove the results concerning the global theory as well as the scattering one. The final section, Section 5, is devoted to study the stability theory.
Notation and Preliminaries
In this section, we introduce the notation used throughout the paper and list some useful results. We use c to denote various constants that may vary line by line. Let a and b be positive real numbers, the notation a b means that there exists a positive constant c such that a ≤ cb. Given a real number r, we use r+ to denote r + ε for some ε > 0 sufficiently small. For a subset A ⊂ R N , A C = R N \A denotes the complement of A. Given x, y ∈ R N , x · y denotes the usual inner product of x and y in R N .
The 
with the usual modifications if either q = ∞ or r = ∞. When the x-integration is restricted to a subset A ⊂ R N then the mixed norm will be denoted by f L q
Next, we recall the Sobolev inequalities. Next, we recall some Strichartz type estimates associated to the linear biharmonic Schrödinger propagator. We say the pair (q, r) is biharmonic Schrödinger admissible (B-admissible for short) if it satisfies
Also, given a real number s < 2, the pair (q, r) is calledḢ s -biharmonic admissible if
We set B s := {(q, r); (q, r) isḢ s -biharmonic admissible}. Also, given (q, r) ∈ B s , by (q ′ , r ′ ) we denote its dual pair, that is, 1 q + 1 q ′ = 1 and 1 r + 1 r ′ = 1. We define the Strichartz norm by u B(Ḣ s ) = sup 
Note that, if s = 0 then B 0 is the set of all B-admissible pairs. It is to be clear that we write B(Ḣ s ) or B ′ (Ḣ −s ) if the mixed norm is evaluated over R × R N . To indicate the restriction to a time interval I ⊂ (−∞, ∞) or a subset A ⊂ R N , we will use the notations B(Ḣ s (A); I) and B ′ (Ḣ −s (A); I).
The main tools to show the local and global well-posedness are the well-known Strichartz estimates. See for instance Pausader [29] (see also [17] ). Lemma 2.2. Let I ⊂ R be an interval and t 0 ∈ I. The following statements hold.
(i) (Linear estimates).
Finally, we list other useful Strichartz estimates for the fourth-order Schrödinger equation. Recall that a pair (q, r) is called Schrödinger admissible (S-admissible for short) if 2 ≤ q, r ≤ ∞, (q, r, N ) = (2, ∞, 2), and 
for some function F ∈ L 1 loc (I, H −4 ). Then, (i) For any S-admissible pairs (m, n) and (a, b), we have
(2.10) (ii) If N ≥ 3 then for any B-admissible pair (q, r), we obtain
11)
In particular, when s = 2, (2.10) writes as
and (2.11) as ∆u L q
Proof. For (i) see [29, Proposition 3.1] . For (ii), from Sobolev's embedding,
wherer is such that 2 q = N r − N r . Since (q, r) is B-admissible, it is easily seen that (q,r) is Sadmissible. In addition, since 2, 2N N −2 is also S-admissible with dual pair 2, 2N N +2 , the result then follows from (i). Throughout the paper, B will denote the unity ball in R N , that is,
This will be frequently used along the paper. Finally, if F (x, z) = |x| −b |z| α z, then (see details in [19, Remark 2.6 ] and [12, Remark 2.5])
Local well-posedness
In this section we prove the local well-posedness results. The theorems follow from a contraction mapping argument based on the Strichartz estimates. First, we show the local well-posedness in L 2 (R N ) (Theorem 1.1) and then in H 2 (R N ) (Theorem 1.2).
3.1.
Local Well-Posedness in L 2 . We start with the following lemma. It provides an estimate for the nonlinearity in the Strichartz spaces.
Let (q, r) be the B-admissible pair 8(α+2) N α , α + 2 . By using the Hölder inequality we have (since
which is positive by our hypothesis on α. Therefore,
We now consider the term χ B |x| −b |u| α v B ′ (L 2 ;I) . If (q, r) is any B-admissible pair, applying Hölder's inequality, one has
(3.4)
The first inequality in (3.4) is equivalent to
which is positive in view of our hypothesis on α. Consequently,
2) with the last inequality we obtain (3.1). Our goal now is to show Theorem 1.1.
Proof of Theorem 1.1. For any B-admissible pair (q, r), define
where a and T are positive constants to be determined later. We will prove there are a and T such that the operator G defined in (1.3) acts from S(a, T ) to itself and is a contraction.
Without loss of generality we consider only the case t > 0. The Strichartz inequalities (2.6) and (2.8) yield
where I = [0, T ]. Now, for any u ∈ S(a, T ), Lemma 3.1 yields
Next, by choosing a = 2c u 0 L 2 and T > 0 such that
we conclude G(u) ∈ S(a, T ). Similarly, in view of (2.14),
Hence, if u, v ∈ S(a, T ), inequality (3.6) implies that
which means that G is a contraction on S(a, T ). The contraction mapping principle then implies the existence of a unique solution. To finish the proof, we use standard arguments; thus we omit the details.
3.2.
Local Well-Posedness in H 2 . The goal of this subsection is to show the local well-posedness in H 2 (R N ). Before doing that we establish useful estimates for the nonlinearity F (x, u) = |x| −b |u| α u. To do so, we will use the Sobolev embedding (see Lemma 2.1) according to the cases: N ≥ 5, N = 4 and 1 ≤ N ≤ 3. More precisely,
Before stating the lemmas, we define the norm
where I = [0, T ].
The following statement holds
We consider two cases.
Case 1: N ≥ 5. First, we estimate B 1 . Let (q 0 , r 0 ) be defined as
It is easily seen that 4 q0 = N 2 − N r0 and r 0 ≥ 2. In addition, r 0 < 2N N −4 is equivalent to α(N − 8) < 8. This last inequality trivially holds if N ≤ 8. On the other hand, if N > 8 our assumptions on α and b implies α < 8 N −8 . As a consequence, we obtain that (q 0 , r 0 ) is a B-admissible pair. Note that r 0 < N 2 (since N > 4). Let r 1 be defined as
An easy computation shows that 1
Hence, Hölder's inequality and Sobolev's embedding (2.1) imply
Taking into account the definition of q 0 in (3.8), we deduce
which is positive by our hypothesis α < 4 * . Therefore, setting θ 1 = 1 q1 we deduce
We now estimate B 2 . To do this, we need to divide the argument into two cases. 
(3.13)
The first term in (3.11) is finite provided that N γ > b; but from the first equation in (3.13) 
. Thus, taking into account our assumption α < 4 * , we see that is suffices to choose, for instance, r such that
Consequently, r and q are given by
where we have used that (q, r) must be a B-admissible pair to compute the value of q. It is easy to see that with this choice we have r < N 2 , since it is equivalent to b < N − 4 (this is true because N ≥ 8). In addition, from the second equation in (3.13) and (3.14) we also have
Let us start by fixing the pair
where ε > 0 is small it will be appropriately chosen later. Since 5 ≤ N ≤ 7, it is easy to check that (q ε , r ε ) is B-admissible, for any small ε > 0. Now if (q, r) is another B-admissible pair, Holder's inequality and Sobolev's embedding (note that r ε < N 2 ) imply
(3.17)
From (3.16) we see that in order to complete the bound for B 2 it suffices to choose (q, r) such that N γ > b and 1 q1 > 0. But, in view of (3.17) ,
Let us then choose r given by
By taking q = 8 b+2αε we now see that (q, r) is B-admissible if ε is chosen to be sufficiently small. In addition, since 1
, which certainly is true, for ε sufficiently small, in view of our assumption α < 4 * .
Case 2: N = 4. We use similar arguments as in the previous case. Let us start by estimating B 2 . We have
Thus, for 4 γ > b it suffices to take 1 r ∈ 4 2−b−2δα , +∞ . Therefore, from (3.18) and Sobolev's embedding,
where we used that (∞, 2) is B-admissible. The idea to estimate B 1 is similar to that for B 2 . Indeed,
provided that (3.19) holds. With the same choice of r 1 , we deduce that for 4 γ < b it suffices to choose r ∈ 2,
. Therefore, the Sobolev embedding implies
The proof in this case is similar (and even easier) to that of Case 2, with the advantage that in view of Sobolev's embedding L ∞ (R N ) ֒→ H 2 (R N ), we can take r 1 = ∞. So we omit the details.
The next lemma provides an estimate of the derivative of F (x, u) in the norm of
. Now we divide the proof according to the dimension N ≥ 5 and N = 3, 4.
. Applying
Hölder's inequality, we deduce
where we also have used the Sobolev inequality. Here, we must have the relations
In order to obtain that
This last inequality is equivalent to α < r(N +4−2b)−2N 2(N −2r)
; thus we can choose r such that
Therefore,
and we can easily see that (q, r) is B-admissible and r < N 2 (here we need to use that b < N 2 ). Moreover, from (3.22) we obtain
Finally, (3.25) and the Hölder inequality in the time variable yield
From (3.24), the last inequality and our assumption on α, we conclude that
Hence the estimate for C 2 follows with θ 2 = 1 q1 . We now estimate C 1 . Here we need to divide the proof according to b ≥ 2 and b < 2.
. Arguing as in the term C 22 (t), we have
(3.27)
In view of Sobolev's inequality, we then deduce
where, from (3.27) ,
For ε > 0 small, by choosing the B-admissible pair (q, r) defined by
where we used the interpolation inequality ∇u L q
Here,
which is positive because α < 8−2b N −4 and b ≥ 2.
Subcase b < 2. The procedure is similar to that above. However, we need to divide the proof into five cases, because according to the range of the nonlinearity we need to choose different admissible pairs. 
By using Sobolev's embedding and Hölder's inequality one has
Note that here we also have
Taking into account the range of α, we can choose (q, r)
Arguing as in Case B, we obtain (3.32) .
In this case it suffices to choose (q, r) = ( 8 N α−2 , 2N N +2−N α ) and αr 1 = αe 1 = 2, r 2 = e 2 = r, and proceed as above.
Case
Finally, if αr 1 = αe 2 = 2 and r 2 = e 2 = 2, then
Therefore, from (3.26) and (3.30),
Note that Cases A-E cover the range max 0, Case 2: N = 3, 4. Following the notation in Case 1, we split integration in space on B and B C , obtaining terms C 1 and C 2 . We start by estimating C 2 . If (q, r) is any B-admissible pair, Hölder's inequality implies First we choose αr 1 = αe = 2 δ with δ ∈ (0, 1) if N = 4 and δ = 0 if N = 3. Next, for ε > 0 small we choose (q, r)
which are positive in view of our assumption b < N 2 . Therefore, |x| −b ∈ L γ (B) and |x| −b−1 ∈ L d (B). Furthermore, from (3.33), noting that since αr 1 > 2, αe > 2 and using the Sobolev embedding, we obtain
where θ 2 = 1 q1 > 0, taking into account that q > 2. Now we estimate C 1 . Indeed, repeating the same argument to obtain (3.33) and choosing αr 1 = 2 = αe we get
To obtain N γ − b < 0 and N γ − b − 1 < 0 it suffices to take the B-admissible pair such that
The proof of the lemma is then completed.
We now have all tools to prove the main result of this section, Theorem 1.2.
Proof of Theorem 1.2. We use the contraction mapping principle again. To do so, we define
where (q, r) is any B-admissible pair and T > 0 will be determined properly later. Also, in X we define the norm
. We shall show that the mapping G defined in (1.3) is a contraction on the complete metric space
, for a suitable choice of the parameters a and T .
As in the proof of Theorem 1.1, without loss of generality we consider only the case t > 0. Note that, in particular, we have · T = · I . Let us first show that G is well defined from S(a, T ) to S(a, T ). Indeed, if F (x, u) = |x| −b |u| α u, following the same arguments as in the proof of Theorem 1.1, we obtain 
(3.36) By combining (3.35) and (3.36), we see that if u ∈ S(a, T ), then
Consequently, by choosing a = 2c u 0 H 2 and T > 0 such that
we obtain G(u) ∈ S(a, T ). Hence, G is well defined on S(a, T ).
To prove that G is a contraction on S(a, T ) with respect to the metric d T we use (2.14) and Lemma 3.2 to deduce
Therefore, from (3.37), G is a contraction on S(a, T ) and by the contraction mapping principle we have a unique fixed point u ∈ S(a, T ) of G. This completes the proof of the theorem.
Global Well-Posedness and Scattering
The goal of this section is to study the global well-posedness of the Cauchy problem (1.1).
4.1.
Global Well-Posedness in L 2 . The global well-posedness result in L 2 (R N ) (Theorem 1.4) is an immediate consequence of Theorem 1.1. Indeed, using (3.6) we obtain that the existence time depends only on the L 2 norm of the initial data, that is,
, for some constants c, d > 0. Hence, the conservation law (1.4) allows us to reapply Theorem 1.1 as many times as we wish preserving the length of the time interval. This gives us the global solution.
4.2.
Global Well-Posedness in H 2 . In this subsection, we turn our attention to prove Proposition 1.5 and Theorem 1.6. Before proving Proposition 1.5 we recall the following version of the Caffarelli-Kohn-Nirenberg-type inequality.
Proof. See [25, page 1516 ].
Proof of Proposition 1.5. As in the case of L 2 -solutions, the existence time obtained in Theorem 1.2 depends only the H 2 norm of the initial data. Hence, to obtain a global solution it is sufficient to get an a priori bound of the local solution. To do so, from Lemma 4.1, the conservation of the mass and the energy, we obtain Next we turn attention to the proof of Theorem 1.6. Its core is to establish suitable estimates on the nonlinearity F (x, u) = |x| −b |u| α u. 
, where c > 0 and θ ∈ (0, α) is a sufficiently small number.
Proof. Before starting the proof we define following numbers
It is easily seen that, for θ sufficiently small, ( q, r) ∈ B 0 , ( a, r) ∈ B sc , ( a, r) ∈ B −sc , and
Let us prove (i). To do so, let A ⊂ R N denote either B or B C . It is then sufficient to estimate
But, from Hölder's inequality one has Observe that (4.5) implies
and from (4.1) it follows that
Now, we make use of the Sobolev embedding (Lemma 2.1), so we consider three cases: N ≥ 5, N = 4 and N = 3.
On the other hand, if A = B C we choose θr 1 = 2, so that N γ − b = −θs c < 0. Thus, in both cases the quantity |x| −b L γ (A) is finite and, by Sobolev embedding, H 2 ֒→ L θr1 . Therefore, from (4.4),
An application of Hölder's inequality in time, taking into account (4.3), now gives 
we get N γ − b < 0. Again, in both cases we have |x| −b L γ (A) < +∞ and H 2 ֒→ L θr1 (recall that, for N = 4, one has H 2 ֒→ L p , p ∈ [2, ∞)).
Case N = 3. Here, recalling that H 2 ֒→ L ∞ it suffices to take r 1 = ∞, if A = B and θr 1 = 2, if A = B C . In the first case, we get N γ − b = θ(4−b) α > 0 and in the second one, N γ − b = −θs c < 0. This completes the proof of part (i) Since ( q, r) is B-admissible, the proof of (ii) runs as in (i). We only point out that, once we obtain (4.7), in view of (4.3), 
is a sufficiently small number. Indeed, we can repeat all the computations above, by replacing |u| α v = |u| θ |u| α−θ v by |u| α−1 vw = |u| θ |u| α−1−θ vw. This will be used in the stability theory below. 
where c > 0 and θ ∈ (0, α) is a sufficiently small number.
Proof. Let
.
(4.12)
Since θ > 0 is small it follows easily that (q, r) is B-admissible and (a, r) isḢ sc -biharmomic admissible. Also, since N ≥ 8 we have r < N 2 . In addition,
, where A denotes either B or B C . It follows from Hölder's inequality and Sobolev embedding that
. But from the definition of r in (4.11) we deduce
(4.14)
Notice that the right hand side of (4.14) is the same as in (4.6). Thus, as in the proof of Lemma 4.2, by choosing θr 1 = θp 1 = 2 if A = B C and θr 1 = θp 1 = 2N N −4 if A = B, we obtain
Finally, in view of (4.13), Hölder's inequality implies
, which is the desired conclusion.
Note that in the proof Lemma 4.4, the condition r < N 2 is not valid for N = 5, 6, 7. So that we cannot apply the Sobolev embedding. In this case, we have the following. .
Proof. The proof is similar to that of Lemma 4.4, but we need to choose different admissible pairs. For ε > 0 sufficiently small, we set
Note that r ε < N 2 . Moreover, since N < 8 and b < N 2 we get that the denominators ofā and r are positive, if θ and ε are sufficiently small. Hence, an easy computation shows that (ā,r) isḢ sc -biharmonic admissible and (q ε , r ε ) is B-admissible. Let
, where A denotes either B or B C . The Hölder inequality and the Sobolev embedding lead to
. Using the definition of the numbersr and r ε one has
which are the same relations as in (4.14). Since 1 2 = α−θ a + 1 qε , the rest of the proof runs as in Lemma 4.4.
It is worth mentioning that assumption α < N −2b N −4 in last lemma appears in view of the condition r < 2N N −4 , which is necessary to (ā,r) beḢ sc -biharmonic admissible. However, if we insist with α in the intercritical range, that is, 
, and ε, θ > 0 are sufficiently small numbers.
Proof. Let us start by defining the following numbers
, (4.15) and
, (4.16) where θ ∈ (0, α). It follows easily that (l, p) is B-admissible and (k, p) isḢ sc -biharmonic admissible. Next, take σ ∈ (0, 1) sufficiently close to 1 such that b N −4 < σ < 1. For D = α − θ * + σ and ε > 0 sufficiently small, we set
By assuming that ε is sufficiently small such that σ(N − 4) − b > 2ε and σ(N − 4) < 4 + 2ε we promptly deduce that F ∈ ( 1 2 , 1). In particular, we have D = α(1 − F ) + σ > 0. So, after some calculations, we deduce that (m, n) is B-admissible and (a * , r * ) isḢ sc -biharmonic admissible.
Next we will get the estimate in the lemma itself. Indeed, observe that
. (4.19)
As before, let A denote either B or B C . We then have
where
(4.21)
We start by estimating M 1 (t, A). The Hölder inequality and the Sobolev embedding yield
We notice that, for θ sufficiently small, p < N is equivalent to α < N +2−2b 2 , which is true thanks to our assumptions α < 4 * . From (4.21) and (4.23) we obtain
which implies, by (4.15) ,
Now let us check that |x| −b L γ (A) is finite by choosing r 1 in an appropriate manner. In fact, if A = B, we choose
On the other hand, if A = B C , we choose θr 1 = 2, so that N γ − b = −θs c < 0. Therefore, inequality (4.22) and the Sobolev embedding yield
We now estimate M 2 (t, A). Assume first that A = B C . By applying the Hölder inequality one has
The last relation and (4.21) imply
In view of (4.15) we deduce
. So, by the Sobolev embedding,
Assume now A = B. From the Hölder inequality and the Sobolev embedding (note that n < N 2 )
It follows from (4.21) that (recalling D = α − θ * + σ)
which implies by (4.17), (4.18) and choosing (1 − σ)r 3 = 2N
Since s c < 2 and α − θ * = α(1 − F ) > 0, we get N d − b − 1 > 0 and so |x| −b−1 ∈ L d (B). Hence, from (4.26) and Sobolev's embedding,
(4.28) Therefore, gathering together the above estimates (see (4.24), (4.25), and (4.28)), we obtain
Finally, since 1 2 = α−θ k + 1 l and 1 2 = θ a * + α−θ+σ m , we can use Hölder's inequality in the time variable in the last two inequalities to conclude
In view of (4. 19) and recalling that (m, n) and (l, p) are B-admissible and (k, p) and (a * , r * ) arė H sc -admissible, the proof is completed. 
,
We may check that (a, r) isḢ sc -admissible, (q, r) is B-admissible and
(4.29) (i) Case N = 4. In this case, we will also use theḢ sc -admissible pair given by
As in Lemma 4.6, we note that
. (4.30)
Now we estimate both terms on the right-hand side of (4.30). Let A denote either B or B C . From Hölder's inequality we obtain
(4.31)
By choosing (α − θ * )r 2 = r, r 3 = r, (α − θ)p 2 = r, and using Hölder's inequality in time (recall (4.29)), we infer
In order to finish the proof of part (i) it is sufficient to check that |x| −b L γ (A) and |x| −b−1
are finite and L r1θ * x (R 4 ) and L (θ+1)p1 x (R 4 ) are embedded in H 2 (R 4 ). For this, we will choose the parameters r 1 and p 1 appropriately. From (4.31) (recalling that N = 4),
. By observing that 4α(θ+1) θ(4−b) > 2 (in view of our assumption α > 8−2b 4 ) we then see that if A = B it is sufficient to choose p 1 > 4α θ (4−b) and if A = B C it is sufficient to choose p 1 such that (θ + 1)p 1 ∈ 2, 4α(θ+1) θ (4−b) . In both cases we have |x| −b−1 L d (A) finite and (θ + 1)p 1 > 2, from which we obtain H 2 (R 4 ) ֒→ L (θ+1)p1 (R 4 ). Also from (4.31),
Since θ * is slightly bigger than α
θ1 to obtain that 4 γ − b = 3δθ * − 2θ * , which is negative because δ is sufficiently small. Thus, in both cases we have |x| −b L γ (A) finite and r 1 θ * ≥ 2, from which we also obtain H 2 (R 4 ) ֒→ L r1θ * (R 4 ). This completes the proof of (i).
(ii) Case N = 3. First, we consider the estimate on B. As before, (using H 2 ֒→ L ∞ and (4.29))
where (ā,r) is theḢ sc -admissible pair given by 2(α −θ), (4−b) and
are finite. Thus,
We now estimate on B C . Arguing in the same way as before and using θ instead of θ * andθ, we see if θ is small, then
We complete the proof of the lemma using the last two inequalities and interpolation. Now, with all the previous lemmas in hand we are in a position to prove Theorem 1.6.
Proof of Theorem 1.6. As before, we use the contraction mapping argument to the map G. Let S be the set of all functions u :
We shall show that G = G u0 defined in (1.3) is a contraction on S equipped with the metric
Assume first that condition (i) of the theorem holds. By using Lemma 2.2 and Proposition 2.3 (see (2.13),) we get
An application of Lemmas 4.2 and 4.4 then yield, for any u ∈ S,
where in the second inequality we have used the fact that (∞, 2) is B-admissible to see that
it follows from (4.32) and (4.33) that
which means to say G(u) ∈ S.
To show that G is a contraction on S, we repeat the above computations taking into account (2.14) . Indeed,
By similar arguments we also obtain
From the two last inequalities and (4.34) it follows that
which means that G is also a contraction. Therefore, by the contraction mapping principle, G has a unique fixed point u ∈ S, which is a global solution of (1.1). Thus the proof of the theorem is completed in this case. By using Lemmas 4.5, 4.6 and 4.8 instead of Lemma 4.4, the same proof, with minor modifications, still goes if we are in the assumptions 2 (ii), (iii) and (iv) of the theorem. So we omit the details.
4.3.
Scattering. As mentioned in the introduction, Proposition 1.7 gives us a criterion to establish scattering. Before proving the proposition itself, we must point out that our estimates in Lemmas 4.2, 4.4, 4.5, 4.6, and 4.8 also hold if we replace the norms (in time) on the whole R by a bounded interval, say, I. To see this it is sufficient to note that in all results the only estimates in time we used was the Hölder inequality.
Proof of Proposition 1.7. First, we claim that u B(Ḣ sc ) < +∞ implies
We will only show that u B(L 2 ;[0,∞)) + ∆u B(L 2 ;[0,∞)) < +∞. A similar analysis may be performed to see that u B(L 2 ;(−∞,0]) + ∆u B(L 2 ;(∞,0]) < +∞. Given δ > 0 (to be chosen later) we decompose the interval [0, ∞) into n intervals I j = [t j , t j+1 ) such that u B(Ḣ sc ;Ij ) < δ, for all j = 1, . . . , n. The integral equation on the time interval I j is given by
Let us first assume that (i) or (ii) in Theorem 1.6 hold. In this case, from Lemmas 2.2 and 4.2, 
As in (4.36), we have
(4.38)
On the other hand, by Proposition 2.3 and Lemma 4.6,
By summing (4.38) and (4.39) we get
We first choose δ sufficiently small such that 2cη θ δ α−θ < 1 2 to obtain, from (4.40),
By noting that α − θ * + σ > 1, if δ is sufficiently small, a standard continuity argument shows that A(t) ≤ 2cη, for any t ∈ I j . Since A(t) is bounded on I j we conclude that u B(L 2 ;Ij ) + ∆u B(L 2 ;Ij ) is finite. By summing over the n intervals, we finally obtain (4.35). Now we turn attention back to the proof of the proposition. The proof is quite standard by now. Indeed, assume that (i) or (ii) in Theorem 1.6 hold and let
We claim that φ + ∈ H 2 (R N ). To see this, following the above steps, we get
). Therefore, (4.35) yields the claim.
Since u is a solution of (1.1), a simple inspection gives
Hence, as above,
) Now, observing that u B(Ḣ sc ;[t,∞)) → 0 as t → +∞, using (4.35), we conclude that
(4.42)
By using similar arguments one may also see that
Thus, the proof of the proposition is completed in this case. Let us point out that the crucial points to obtain (4.42) were (4.35) and the fact u B(Ḣ sc ;[t,∞)) → 0, as t → +∞. Since the norm u B(Ḣ sc ;[t,∞)) also appears in our estimates if we assume (iii) or (iv) in Theorem 1.6, the proof in this cases follows in a similar fashion as above. So, we omit the details.
stability
In this section, we shall show Theorem 1.9. To this end, we start with the following proposition. for some positive constant M and some small ε > 0.
Assume also that e B ′ (L 2 ;I) + ∇e Proof. We will prove the result by assuming that (i) in Theorem 1.6 holds. The other cases are dealt with similarly. Without loss of generality, we may assume that 0 = inf I. We start with the following claim: Let us now estimate ∇H
. From (2.15) we deduce
A consequence of Lemma 4.4 is that Gathering together the above estimates with our assumptions, we get for any w ∈ B ρ,K ,
Hence, it follows from (5.9)-(5.11) and assumptions (5. Next, in view of the previous proposition we are able to show Theorem 1.9. The idea is to iterate the short-time perturbation result.
Proof of Theorem 1.9. The proof is similar to that in [12, Proposition 4.9] ; so we give only the main steps. As before, we can assume 0 = inf I. Since u B(Ḣ sc ;I) ≤ L, we may take a partition of I into n = n(L, ε) intervals I j = [t j , t j+1 ] such that u B(Ḣ sc ;Ij ) ≤ ε, where ε < ε 0 (M, 2M ′ ) and ε 0 is given in Proposition 5.1. Since, on I j , w(t) = e i(t−tj )∆ 2 w(t j ) + i Taking ε 1 sufficiently small, we see that (5.22 ) and (5.23) hold. This completes the proof of the theorem.
