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ABSTRACT 
We extend the convergence theory of the extrapolated successive overrelaxation method 
by considering the solution of linear systems Au = b, where A is Hermitian (A = AH). 
In particular, the Ostrowski-Reich theorem is extended for the ESOR method. 
1. INTRODUCTION 
The discretization of PDEs by finite difference or finite element methods often 
leads to linear systems of the form 
Au = b (1.1) 
where A is an n x n nonsigular complex matrix and x, b E C”. Since the co- 
efficient matrix A is large and sparse in these systems, we use iterative methods 
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for their numerical solution. In order to define the stationary first order iterative 
methods, we assume the following splitting of A: 
A=D-CL-C”, (1.2) 
where D = diag(A) and -CL, -CU are the strictly lower and upper triangular 
parts of A, respectively. Next, we premultiply (1.1) by the inverse of a nonsingular 
matrix R, where R is chosen to approximate A, thus transforming (1.1) into its 
preconditioned form 
R-IAu = R-lb. (1.3) 
Using the newly formed preconditioned system (1.3), we define the following it- 
erative method: 
r&m+1) = utrn) + rR-l(b _ AZL+)), 0.4) 
where T(# 0) is a real parameter. It is easily verified that (1.4) produces all the 
known first order iterative methods [7, 51. In particular, letting 
(1.4) yields 
R=D-wCL, (1.5) 
VJ(~+‘) = L,,,&) + ~(0 -wC#b, (1.6) 
where 
L - I - ~(0 - wC#A ‘T,w - (1.7) 
with w a real parameter. The scheme (1.6) is the ESOR method (see e.g. [2,4-8, 
12-14]), which for T = w reduces to SOR. 
Next, let us generalize our approach and assume that A is a nonsingular n x n 
Hermitian matrix which can be expressed in the form 
A=D-E-E*, (1.8) 
where D and E are n x n matrices and D is Hermitian (EH denotes the conju- 
gate transpose of E). For the splitting of A in (1.8) we can similarly assume the 
existence of a nonsingular matrix 
R=D-WE (1.9) 
for all real w and define, the corresponding to (1.6), more general form of ESOR 
as 
ucrn+‘) = L,,,u(“) + ~(0 - wE)-‘b, (1.10) 
where 
L 7,W =I---&, B, = (D - WE)-lA. (1.11) 
It is worth noting that D, E, defined in (1.8), need not be respectively diagonal 
and strictly lower triangular matrices. As mentioned above, if T = w, then (1.10) 
becomes the well-known SOR, for which the following Ostrowski-Reich theorem 
(see [ 15, p.771) provides necessary and sufficient conditions for convergence. 
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THEoREM 1.1. Let A = D - E - EH be an n x n Hermitian matrix, where 
D is Hermitian and positive dejinite ana’ D - WE is nonsingularfor 0 < w < 2. 
Then the SOR method converges if and only if A is positive dejinite. 
The Householder-John and the O&row&i-Reich theorems [lo, 111 are also 
obtained in [9] (see Theorem 2.9 of [9]). In this paper, under the only assumption 
that A and R are n x n nonsingular complex matrices, we state a general theorem 
for the convergence of (1.4) and apply its results to form an analogous theorem to 
Ostrowski-Reich for ESOR. The theory is developed when 
E= ;(D-A+S) (1.12) 
with S a skew-Hermitian matrix; it uses the quadratic form technique in an anal- 
ogous way to that considered by Varga in [ 161. Other extensions of the ESOR 
theory can be found in [ 11, [3], [4], and [8]. 
2. CONVERGENCE OF THE ESOR METHOD 
We begin our analysis by establishing our most general convergence result. 
THEOREM 2.1. Let A and R be n x n nonsingular complex matrices. Then 
the iterative method (1.4) converges if and only if either 
or 
O<..F, ReX > 0, 
2ReX 
-<7<0 
PI2 
ReX < 0, (2.2) 
(2.1) 
where X is an eigenvalue of R-l A. 
Proof. Let X = c + id be an eigenvalue of R-IA. Then (1.4) converges if 
and only if ~(1 - rR_lA), the spectral radius of I - 7R_lA, is less than 1, or 
equivalently 
11 -TX] < 1 (2.3) 
or 
r2(c2 + d2) < 27c, 
which is equivalent to either (2.1) or (2.2) with Re X = c and ]A]’ = c2 + d2. 
W 
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COROLLARY 2.2. Let A and R be n x n nonsingular complex matrices, and 
let R-IA possess real eigenvalues. Then the iterative method (1.4) converges if 
and only if either 
O<r<$ x > 0, (2.4) 
or 
&CO, 
x 
x<o (2.5) 
where X is an eigenvalue of R-l A and X 5 X 5 5. 
Proof Under the hypothesis, the eigenvalues of R-lA are real, and the proof 
is a direct application of the previous theorem. n 
Next, we assume R takes the form given by (1.9) and apply the results of 
Theorem 2.1 in order to derive convergence conditions for ESOR. 
THEOREM 2.3. Let A = D - E - EH be an n x n nonsingular Hermitian 
matrix, where D is a nonsingular Hermitian matrix and E = l/2(0 - A + S) 
with 5’ some skew-Hermitian matrix. Then the ESOR method converges if and 
only if either 
0 < 7 < min{h(t,w) : XI 5 t 5 AZ}, W-9 
where h(t, w) is given by (2.18), min { h(t, w)} for the different ranges of w is 
presented in Table I, and X1, X2 are the smallest and largest eigenvalues of the 
problem Ax = kDx, respectively; or 
(2.7) 
where max { h(t, w)}, for the d@rent ranges of w, is presented in Table 2. 
TABLE 1 
0 < T < min {h(t, w)} 
Conditions Case w-Domain min { h(t, w)} 
O<XI,X2<1 ; 
-ca<wI2 h(& w) 
2<w<2/(1-X1) h(&,w) 
Xi>lor&<O i 2/(1 -X2) <w I2 h(Xz,w) 
2<w<+oo h(X1, w) 
Proof In order to apply the results of Theorem 2.1, let us first assume that 
R = D -WE is nonsingular for all real w (since it is not immediately apparent for 
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TABLE 2 
max {h(t, w)} < 7 < 0 
Conditions Case w-Domain max {h(t, w)} 
O<X1,Xz<l 1 2/(1- X,) < w < +co h(Xs,w) 
x1 > 1orXs <o 2 --co < w < 2/(1 -X,) h(X1,w) 
which conditions D - WE is invertible). Next, we have to study the eigenvalues 
of B, defined by (1.11). Using (1.12) it follows that 
-1 
B, = YD + ;(A - S) 
> 
A. (2.8) 
Now let us define the nonempty set E, = {w E C” : v # 0, B,v = &I}. Then 
from (2.8) we have that 
or 
2(v, Au) 
’ = (2 - w)(v, Dv) + w(v, Au) - w(v, Sv) 
2R(v) 
’ = 2 -w + wR(v) - wn(v) 
where R(v) and u(w) are defined by 
(v, Au) 
R(w) = (w, Dv) 
(VT Sv) 
and 4~) = (v, Dv) 
(2.9) 
(2.10) 
(2.11) 
for all v E C”, v # 0. As only the function c(v) is purely imaginary, whereas all 
the other quantities are real, we express (2.10) as 
~ = 2R(v)[2 - w + wR(v)] + 2wR(w)~7(v) 
[(Z - w) + wR(v)12 + w~\u(v)\~ ’ 
(2.12) 
Since A and D are nonsingular Hermitian matrices, the eigenvalues {~i}~=, of 
the associated eigenvalue problem A3: = kDz are real, and if we order these 
eigenvalues as ICI 5 k2 5 . . . 2 kn, it is well known that 
h I R(w) 5 k, (2.13) 
for all v E C”, v # 0. In what follows, we assume knowledge of two numbers 
X1 and X2 such that 
A1 5 R(v) 5 X2 (2.14) 
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for all v E C”, v # 0, i.e. [ki, kn] c [Xl, A,]. From (2.12) it follows that 
and 
2R(v)[2 - w + wR(v)] 
Rel = [(2 - w) + WR(V)]2 + w2]cr(v)]2 
2wR(v)4v) 
ImE = [(Z - w) + wR(v)]2 + w2]g(v)]2’ 
(2.15) 
(2.16) 
since g(v) is purely imaginary. 
On imposing the conditions (2.1), it follows from (2.15) and (2.16) that 
0 < 7 < min{h(t, w) : X1 5 t 5 A,}, (2.17) 
where 
2-w+wt 
h(t,w) = t > 0. (2.18) 
By combining (2.17) and (2.18) we easily find the expressions for 
min {h(t,w) : X1 5 t 5 X2) in the different ranges of w as presented in Ta- 
ble 1. 
For the interested reader we show the derivation of the first two cases of Ta- 
ble 1. From (2.18) we distinguish two cases: Case I: t > 0 and 2 - w + wt > 0; 
Case II: t < 0 and 2 - w + wt < 0. We treat only case I, since case II is similar. 
Since t > 0, it follows that Xi > 0. Moreover, w(1 - t) < 2. If t < 1, or 
equivalently Aa < 1, then w < 2/(1 - t) or w < 2/(1 - Xi). But h(t,w) is a 
decreasing function oft for fixed w 5 2 and increasing for w 2 2; thus we obtain 
the first two cases of Table 1. Similarly, we can find (2.7) and the expressions for 
max {h(t, w) : X1 5 t 2 X2) as presented in Table 2 by using (2.2). 
In the above analysis we have assumed that Xi = ICI or X2 = k, and there 
is a v E E, such that v is an eigenvector of Ax = kDx with corresponding 
eigenvalue either ICI or k,. 
Finally, we prove that det (D - WE) # 0 for all w in the convergence ranges 
of ESOR (see Tables 1 and 2). Using (1.12), we have 
D-wE=;[(2-w)D+wA-wS]; (2.19) 
hence 
Re(v, (D - wE)v) = f(v, [(2 - w)D + wA]v), (2.20) 
since (v, Sv) is purely imaginary. Next, let us assume that for some v E C”, 
v # 0, the above expression is equal to zero. Then (2.9) yields 
(2.21) 
OSTROWSKI-REICH THEOREM 153 
with w # 0 and (v, SV) # 0, since if w = 0 then det (D - WE) = det D # 0 by 
our assumption, whereas if (v, SV) = 0 then (TJ, Aw) = 0, which contradicts the 
nonsingularity of A. Moreover, (2.21) can be written as 
implying that < is purely imaginary, or Ret = 0, which contradicts the conver- 
gence conditions, since Ret must be either positive or negative [see (2.1) and 
cwl. n 
COROLLARY 2.4. Under the hypothesis of the above theorem and ifXl = X2 = 
1, then the ESOR method converges if and only if 
0<7<2. 
Proof. If Xi = X2 = 1, then t = 1 > 0 in (2.18), and (2.17) becomes 
o<r<2. n 
In case r = w, the above theorem yields the following result, which extends 
the Ostrowski-Reich theorem for the SOR method. 
COROLLARY 2.5. Let A = D - E - EH be an n x n Hermitian matrix, 
where D is nonsingular ana’ Hermitian and E = l/2(0 - A + S) with S some 
skew-Hermitian matrix. Then the SOR method converges if and only if either 
Xl>0 and w~(O,2) (2.22) 
or 
X2 < 0 and w E (-cx3,O) U (2, +oo). (2.23) 
Proof. In case T = w > 0 it is easily verified that some of the cases in Tables 
1 and 2 do not hold. In particular, only cases 1 and 3 with Xi > 1 hold in Table 1. 
By a simple inspection both of these cases yield 0 < w < 2, so that we obtain 
(2.22), because of Corollary 2.4. Similarly, if r = w < 0, (2.23) is obtained from 
case 4 with X2 < 0 of Table 1 and case 2 with X2 < 0 of Table 2. W 
Note that in the above Theorem 2.3 and Corollary 2.5 it is not assumed that 
D is positive definite, but only that the eigenvalues of the generalized eigenvalue 
problem Az = kDx are either positive or negative. This implies that A and D 
may be indefinite matrices. In the case that D is also positive definite, then the 
Ostrowski-Reich theorem (see Theorem 1.1) is a partial result of the following. 
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COROLLARY 2.6. Let A = D - E - EH be an n x n Hermitian matrix, where 
D is Hermitian and positive definite and E = l/2(0 - A + S) with S some skew- 
Hermitian matrix. Then the SOR method converges ifand only if either w E (0,2) 
and A is positive definite, or w E (-co, 2) u (2, +ca) and A is negative definite. 
Proof It follows as a direct application of Corollary 2.5. n 
Note that the assumption det (D-WE) # 0 for all w E (0,2) is no longer need- 
ed. When w = 1, ESOR degenerates into the extrapolated Gauss-Seidel (EGS) 
method [5-71. By an approach similar to that for Theorem 2.3, the following can 
be proved. 
THEOREM 2.7. Let A = D - E - EH be an n x n Hermitian matrix, where 
D is a nonsingular Hermitian matrix and E = l/2(0 - A + S) with S some 
skew-Hermitian matrix. Then the EGS method converges if and only tf either 
1 + xz 
X1 > 0 or X2 < -1 and 0 < r < - 
x2 
(2.24) 
or 
l<Xl,Xz<O and 
1 + Xl 
- -<r<o. 
Xl 
(2.25) 
Also, if T = 1, then we have the GS method, and since unity lies in the interval 
of r in (2.24) only when X1 > 0, we have 
COROLLARY 2.8. Let A = D - E - EH be an n x n Hermitian matrix, where 
D is a nonsingular Hermitian matrix and E = l/2(0 - A + S) with S some 
skew-Hermitian matrix. Then the GS method converges tf and only tf Xl > 0. 
In case D is also positive definite, we can state analogous results to Corollary 
2.6 for Theorem 2.7 and Corollary 2.8, thus producing the theorem first stated by 
Reich for the GS method. 
When w = 0 (and r # l), we have the Jacobi overrelaxation method (JOR) 
or the extrapolated Jacobi method (EJ). 
THEOREM 2.9. Let A = D - E - EH be an n x n Hermitian matrix, where 
D is a nonsingular Hermitian matrix and E = l/2(0 - A + S) with S some 
skew-Hermitian matrix. Then the JOR method converges if and only if either 
0 < 7 < 2/x2, Xl > 0, (2.26) 
or 
21x1 < 7- < 0, x2 < 0. (2.27) 
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Proof. From (2.8) we have 
&,,o = D-h, 
and if BwCOw = tv for v E C”, v # 0, then 
(~1 Au) 
E = (w, Dw) 
and < is real. In this case we apply Corollary 2.2 and obtain (2.26) and (2.27). n 
Finally, when w = 0 and T = 1 we have the Jacobi (J) method. 
COROLLARY 2.10. Let A = D - E - EH be an n x n Hermitian matrix, 
where D is a nonsingular and Hermitian matrix and E = l/2( D - A + S) with S 
some skew-Hermitian matrix. Then the J method converges if and only if0 < X1 
and& < 2. 
Proof Since in the Jacobi method r = 1, then for the interval of 7 in (2.26) 
to include unity, we must have & < 2. n 
3. FINAL REMARKS 
The main results given in this paper provide necessary and sufficient condi- 
tions for the convergence of the stationary first degree iterative methods when the 
coefficient matrix of the linear system is Hermitian. Theorem 2.3 states the con- 
vergence conditions for the ESOR method without assuming that D is positive 
definite as in the Ostrowski-Reich theorem (see Theorem 1.1) and in other results 
in [ 11, [3], [4], and [ 161. This is more explicitly shown in Corollary 2.5, which con- 
cerns the SOR method. Note that the conditions of the Ostrowski-Reich theorem 
are relaxed and SOR converges also for w E (--00, 0) U (2, +oo) when & < 0. 
Our results also hold in the case where A = D - E + EH is skew-Hermitian, D 
is a nonsingular skew-Hermitian matrix, and E = l/2( D - A + S) with S being 
a Hermitian matrix. In this case it is readily verified that if R = D - WE, then 
(2.12) and (2.11) still hold. Alternatively, if R = D + wEH, then 5‘ in (2.12) is 
slightly modified, as the second term in the numerator [2wR(w)a(w)] has now a 
negative sign. This means that Im f is given by the same formula as in (2.16) but 
with a negative sign, a fact which does not affect our results, as the convergence 
range of r depends upon Ret and [Xl2 only. It is worth noting that the conver- 
gence conditions of ESOR are independent of the eigensystem of the matrix S. 
This implies that all our results hold even when all the eigenvalues of S are zero, 
i.e. when c(w) = 0. Indeed, if we set a(v) = 0 in (2.10), then E is real, and if we 
apply Corollary 2.2, we easily obtain the results of Theorem 2.3. 
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Finally, all our results have a direct application to the block iterative methods. 
For example, let 
A=D-E-F, 
where D is a block diagonal matrix with square diagonal blocks and E, F are 
block strictly lower and upper triangular parts of A, respectively. Assuming that 
A and D are nonsingular and A is Hermitian, it follows that D is also Hermitian 
and EH = F. Under these assumptions the block ESOR method converges if and 
only if 7 and w lie in the ranges given by Theorem 2.3. 
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