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In this paper, theHermitian positive definite solutions of thematrix
equation Xs + A∗X−tA = Q are considered, where Q is an Hermi-
tian positive definitematrix, s and t are positive integers. Necessary
and sufﬁcient conditions for the existence of an Hermitian positive
definite solution are derived. A sufﬁcient condition for the equa-
tion to have only twodifferentHermitian positive definite solutions
and the formulas for these solutions are obtained. In particular, the
equationwith the caseAQ
1
2 = Q 12 A is discussed. A necessary condi-
tion for the existence of an Hermitian positive definite solution and
some new properties of the Hermitian positive definite solutions
are given, which generalize the existing related results.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we consider the Hermitian positive definite solutions of the matrix equation
Xs + A∗X−tA = Q , (1.1)
where Q is an n × nHermitian positive definite matrix, s and t are positive integers. Here A∗ stands for
the conjugate transpose of the matrix A.
Nonlinear matrix equations with the form of (1.1) have many applications in: control theory; dy-
namic programming; ladder networks; stochastic ﬁltering; statistics and etc., see [1,7,15,19,22] and the
references therein. The solutions of practical interest are their Hermitian positive definite solutions,
which have been discussed in some special cases. The case that s = t = 1 has been systematically
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investigated by several authors [1,3,6,7,8,12,17,22]. Ivanov and his coauthors [15,16], Zhang [23] and
El-Sayed and El-Alem [9] consider the case that s = 1,Q = I, t = 2 and 2m, respectively. Hasanov and
Ivanov [13,14], El-Sayed and Al-Dbiban [10], Ivanov [18] and Liao [19] discuss the case that s = 1 and
t = n. Liu and Gao [20] and Du and Hou [4] do some research works on Eq. (1.1) with Q = I and A non-
singular. Yang [21] consider iterative algorithm for the Hermitian positive definite solutions in general
case. Recently, Duan and Liao [5] study the existence of Hermitian positive definite solutions of Eq.
(1.1) systematically when A is nonsingular. By these works, some existence conditions and properties
of the Hermitian positive definite solutions are obtained, several effective iterative algorithms are
proposed and perturbation analysis of the Hermitian positive definite solutions has been presented.
In this paper, solvability conditions of Eq. (1.1) and the question that under which conditions Eq. (1.1)
has only two different Hermitian positive definite solutions are considered. Moreover, the Hermitian
positive definite solutions of Eq. (1.1) when AQ
1
2 = Q 12 A are investigated.
The paper is organized as follows. In Section 2, we derive two necessary and sufﬁcient conditions
for the existence of an Hermitian positive definite solution. Then we give a sufﬁcient condition for
Eq. (1.1) to have only two different Hermitian positive definite solutions and obtain the formulas for
these solutions. In Section 3, we consider Eq. (1.1) with the case AQ
1
2 = Q 12 A. We derive a necessary
condition on the spectral radius of A for the existence of an Hermitian positive definite solution and
present some new properties of the solutions. Conclusions will be put in Section 4.
The following notations are used throughout this paper. B  0(B > 0) means that B is a positive
semi-definite (definite) matrix. For two Hermitian matrices B and C, the notation B  C(B > C) indi-
cates that B − C is a positive semi-definite (definite) matrix, and X ∈ [B,C] implies that B  X  C. Let
λmax(H), λmin(H) denote the maximal and the minimal eigenvalue of an Hermitian matrix H, respec-
tively. Let ρ(A) stand for the spectral radius of a square matrix A. The symbol ‖ · ‖ denotes any unitary
invariantnorm. Let ‖ · ‖2 be the spectral norm, i.e., ‖A‖2 =
√
λmax(A∗A), and ‖ · ‖F be the Frobeniusnorm.
LetA ⊗ B stand for the Kronecker product ofmatricesA and B. For thematrixA = (a1, a2, . . . , an) ∈ Cm×n
where ai, (i = 1, 2 . . . ,n) denotes the ith column of A, the symbol vec(·) stands for the vec operator, i.e.,
vec(A) = (aT
1
, aT
2
, . . . , aTn)
T .
For convenience of discussion in the later context, in the sequel, a solution always means an Her-
mitian positive definite solution.
2. Solvability conditions and a special question
In this section, we shall ﬁrst derive two necessary and sufﬁcient conditions for Eq. (1.1) to have a
solution.
Theorem 2.1. Eq. (1.1) has a solution if and only if AQ−
1
2 can factor as
AQ−
1
2 = (L∗L) t2s M, (2.1)
where L is a nonsingular matrix and
(
LQ
− 1
2
M
)
is column-orthonormal.
Proof. If Eq. (1.1) has a solution X , then Xs > 0. Let Xs = L∗L be the Cholesky factorization, where L is
a nonsingular matrix. Then Eq. (1.1) can be rewritten as
Q−
1
2 L∗LQ−
1
2 + Q− 12 A(L∗L)− t2s (L∗L)− t2s AQ− 12 = I. (2.2)
LetM = (L∗L)− t2s AQ− 12 , then AQ− 12 = (L∗L) t2s M. Moreover, (2.2) turns into
Q−
1
2 L∗LQ−
1
2 + M∗M = I, (2.3)
i.e., (
LQ−
1
2
M
)∗ (
LQ−
1
2
M
)
= I,
which means that
(
LQ
− 1
2
M
)
is column-orthonormal.
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Conversely, if AQ−
1
2 has a decomposition as (2.1), let X = (L∗L) 1s , then it follows from (2.1) and (2.3)
that
Xs + A∗X−tA = L∗L + Q 12M∗MQ 12 = Q 12 (Q− 12 L∗LQ− 12 + M∗M)Q 12 = Q .
Hence Eq. (1.1) has a solution. 
Theorem 2.2. Eq. (1.1) has a solution if and only if there exist unitary matrices U, P and diagonal matrices
C > 0 and S  0 with C2 + S2 = I such that
A = (Q 12 P∗C2PQ 12 ) t2s USPQ 12 . (2.4)
Proof. If Eq. (1.1) has a solution, by Theorem 2.1, AQ−
1
2 has the decomposition (2.1) and the matrix(
LQ
− 1
2
M
)
is column-orthonormal. According to the CS decomposition theorem [11, Theorem 2.6.2],
there exist unitary matrices U1,U and P such that(
U1 0
0 U∗
)(
LQ−
1
2
M
)
P∗ =
(
C
S
)
, (2.5)
where C = diag(cosθ1, . . . , cosθn), S = diag(sinθ1, . . . , sinθn) and 0 θ1  · · · θn  π2 . Thus the diag-
onal matrices C, S  0 and C2 + S2 = I. Furthermore, noting that L is nonsingular, by (2.5), we have
C = U1LQ−
1
2 P∗ > 0 and U∗MP∗ = S, from which it follows that L = U∗
1
CPQ
1
2 and M = USP. Then by
applying Theorem 2.1 again, we have
A = (L∗L) t2s MQ 12 =
(
Q
1
2 P∗C2PQ
1
2
) t
2s
USPQ
1
2 .
Conversely, assume that A has the decomposition (2.4). Let X = (Q 12 P∗C2PQ 12 ) 1s , which is anHermitian
positive definite matrix. Then it is easy to verify that X is a solution of Eq. (1.1). 
Consider two polynomial equations as follows:
xs+t − λmin(Q )xt + λmax(A∗A) = 0, (2.6)
xs+t − λmax(Q )xt + λmin(A∗A) = 0. (2.7)
Lemma 2.1 [5]. Let f (x) = xt(η − xs), η > 0, x  0. Then
(i) f is increasing on
[
0,
(
t
s+t η
) 1
s
]
and decreasing on
[(
t
s+t η
) 1
s
,+∞
)
;
(ii) fmax = f
((
t
s+t η
) 1
s
)
= ss+t
(
t
s+t
) t
s
η
t
s +1.
Assume that
λmax(A
∗A) s
s + t
(
t
s + t
) t
s
λ
t
s +1
min
(Q ). (2.8)
Then from Lemma 2.1 it follows that Eq. (2.6) has two positive real roots α2  β1. Moreover Eq.
(2.7) has two positive real roots α1  β2. Let
ξ∗ =
(
t
s + t λmin(Q )
) 1
s
, (2.9)
then by (2.8) and Lemma 2.1, one can easily see that
0 α1  α2  ξ∗  β1  β2  λ
1
s
max(Q ). (2.10)
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We denote matrix sets as follows:
ϕ1 = {X∗ = X|α1I  X  α2I},
ϕ2 = {X∗ = X|β1I  X  β2I},
ϕ3 = {X∗ = X|α2I < X < β1I}.
Consider the question: under which conditions Eq. (1.1) has only two different solutions? Next
we shall derive a sufﬁcient condition for Eq. (1.1) to have only two different solutions. The following
lemmas are needed.
Lemma 2.2 [2, pp. 304]. If 0 < δ  1, and P and Q are Hermitian positive definite matrices of the same
order with P,Q  bI > 0, then ‖Pδ − Q δ‖ δbδ−1‖P − Q‖ and ‖P−δ − Q−δ‖ δb−(δ+1)‖P − Q‖.
Lemma 2.3 [5]. Suppose A is nonsingular, λmax(A
∗A) ss+t
(
t
s+t
) t
s
λ
t
s +1
min
(Q ) and X is a solution of Eq. (1.1),
then
α1  λmin(X) α2 or β1  λmin(X) β2,
α1  λmax(X) α2 or β1  λmax(X) β2.
Remark 2.1. Under the assumption of Lemma 2.3, a solution X of Eq. (1.1) satisﬁes
X ∈ [α1I,α2I] ∪ [β1I,β2I]] ∪ {X|α1  λmin(X) α2,β1  λmax(X) β2}.
Note that the following lemmagive a sufﬁcient condition for Eq. (1.1) to have twodifferent solutions
at least.
Lemma 2.4 [5]. Suppose that A is nonsingular and λmax(A
∗A) < ss+t
(
t
s+t
) t
s
λ
t
s +1
min
(Q ). Then
(i) Eq. (1.1) has a solution in ϕ1;
(ii) Eq. (1.1) has a unique solution in ϕ2;
(iii) Eq. (1.1) has no solution in ϕ3.
Theorem 2.3. Suppose that A is nonsingular,
λmin(A
∗A) < s
s + t
(
t
s + t
) t
s
λ
t
s +1
min
(Q ) and
λmax(A
∗A) αt−1
1
s
s + t
(
t
s + t
) 1
s
λ
1+ 1s
min
(Q ),
where α1 is a solution of Eq. (2.7) in (0, ξ∗) and ξ∗ is deﬁned by (2.9). Then Eq. (1.1) has only two different
solutions: one solution in ϕ1 and the other in ϕ2.
Proof. If A is nonsingular and λmin(A
∗A) < ss+t
(
t
s+t
) t
s
λ
t
s +1
min
(Q ), then by Lemma 2.1, Eq. (2.7) has a
solution α1 in (0, ξ∗), where ξ∗ is deﬁned by (2.9).
Since
λmax(A
∗A) αt−1
1
s
s + t
(
t
s + t
) 1
s
λ
1+ 1s
min
(Q )
= αt−1
1
s
t
(
t
s + t λmin(Q )
)1+ 1s = αt−1
1
s
t
ξ s+1∗
<
s
t
ξ s+t∗ =
s
s + t
(
t
s + t
) t
s
λ
t
s +1
min
(Q ), (2.11)
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it follows from Lemma 2.4 that Eq. (1.1) has a solution in ϕ1, a unique solution in ϕ2. and no solution
in ϕ3. Let X ,Y ∈ ϕ1 be two different solutions of Eq. (1.1). Noting that Xs − Ys =
∑s−1
k=0 X
k(X − Y)Ys−1−k ,
we have
‖Xs − Ys‖F =
∥∥∥∥∥∥
⎛
⎝s−1∑
k=0
Ys−1−k ⊗ Xk
⎞
⎠ vec(X − Y)
∥∥∥∥∥∥
2
 sξ s−1∗ ‖X − Y‖F . (2.12)
Then by Lemma 2.2, (2.9), (2.11) and (2.12), we get
‖X − Y‖F = ‖(A(Q − Xs)−1A∗) 1t − (A(Q − Ys)−1A∗) 1t ‖F
 1
t
(αt1)
1
t −1‖A‖22‖(Q − Xs)−1 − (Q − Ys)−1‖F
 1
t
α1−t
1
‖A‖22(λmin(Q ) − ξ s∗)−2‖Xs − Ys‖F
 1
t
α1−t
1
‖A‖22
sξ s−1∗
λ2
min
(Q )( ss+t )2
‖X − Y‖F
= ‖A‖
2
2
(s + t)2ξ s−1∗
stλ2
min
(Q )αt−1
1
‖X − Y‖F
= (s + t)‖A‖
2
2
sλmin(Q )α
t−1
1
(
t
s+t λmin(Q )
) 1
s
‖X − Y‖F < ‖X − Y‖F .
This is a contradiction. Hence Eq. (1.1) has a unique solution in ϕ1. Associating with Remark 2.1,
we conclude that Eq. (1.1) has only two different solutions: one solution locates in ϕ1 and the other
in ϕ2. 
In some special cases, we can derive formulas for the two solutions in Theorem 2.3. These formulas
seem to be more applicable to designing numerical algorithms, which is a future research topic.
Lemma 2.5 [5]. Let A be an n × n nonsingular matrix and Q be an n × n Hermitian matrix. If AQ = QA and
AA∗ = A∗A, then there exist an unitary matrix U and diagonal matrices T and Tˆ such that U∗AU = T and
U∗QU = Tˆ .
Remark 2.2. From the proof of Lemma 2.5 (see [5, pp. 684]), one can easily see that when A is singular,
the conclusion still holds. So in Lemma 2.5, it is unnecessary to assume that A is nonsingular.
Theorem 2.4. Under the hypothesis of Theorem 2.3, let AQ = QA and AA∗ = A∗A, then
X1 = Udiag(μ1, . . . ,μn)U∗ and X2 = Udiag(ν1, . . . , νn)U∗
are the unique solution of Eq. (1.1) in ϕ1 and ϕ2 respectively, where U is an unitary matrix such that
U∗AU = diag(t1, . . . , tn), U∗QU = diag(tˆ1, . . . , tˆn), and μi, νi are two solutions of the equation xt(tˆi − xs) =
|ti|2(i = 1, 2, . . . ,n) in [α1,α2] and [β1,β2], respectively.
Proof. From Lemma 2.5 and Remark 2.2, we know that if AQ = QA and AA∗ = A∗A, then there exist an
unitarymatrixU and diagonalmatrices T and Tˆ such thatU∗AU = T = diag(t1, . . . , tn) andU∗QU = Tˆ =
diag(tˆ1, . . . , tˆn). Then Eq. (1.1) is equivalent to
U∗XsU + T∗U∗X−tUT = Tˆ . (2.13)
Since λmin(A
∗A) |ti|2  λmax(A∗A)(i = 1, 2, . . . ,n), the equation xt(tˆi − xs) = |ti|2 has two solutions μi
and νi in [α1,α2] and [β1,β2], respectively.
Let
X1 = Udiag(μ1, . . . ,μn)U∗ and X2 = Udiag(ν1, . . . , νn)U∗, (2.14)
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then X1 ∈ ϕ1 and X2 ∈ ϕ2. Substituting (2.14) into (2.13), it can be veriﬁed that X1 and X2 are solutions
of Eq. (1.1). Then by Theorem 2.3, we see that X1,X2 are the unique solution of Eq. (1.1) in ϕ1 and ϕ2
respectively. 
3. The special case that AQ
1
2 = Q 12 A
In this section, wewill study properties and conditions for the existence of the solutions of Eq. (1.1)
with the case AQ
1
2 = Q 12 A. Obviously, Q = I is its special case.
Theorem 3.1. Suppose that AQ
1
2 = Q 12 A. If Eq. (1.1) has a solution, then
(ρ(A))2  s
s + t
(
t
s + t
) t
s
λ
t
s +1
max (Q ).
Proof. If AQ
1
2 = Q 12 A, then AQ− 12 = Q− 12 A. So Eq. (1.1) can be rewritten as
Q−
1
2 XsQ−
1
2 + A∗Q− 12 X−tQ− 12 A = I. (3.1)
For any eigenvalue λ of A, let x be a corresponding eigenvector. Multiplying left side of (3.1) by x∗ and
right side by x, we have
x∗Q−
1
2 XsQ−
1
2 x + x∗A∗Q− 12 X−tQ− 12 Ax = x∗x
which yields
x∗Q−
1
2 XsQ−
1
2 x + |λ|2x∗Q− 12 X−tQ− 12 x = x∗x. (3.2)
Since X > 0, there exist an unitarymatrixU such that X = U∗U, where = diag(η1, . . . , ηn) > 0. Then
(3.2) turns into the following form:
x∗Q−
1
2U∗sUQ−
1
2 x + |λ|2x∗Q− 12U∗−tUQ− 12 x = x∗x. (3.3)
Let y = (y1, y2, . . . , yn)T = UQ−
1
2 x, then (3.3) reduces to
y∗sy + |λ|2y∗−ty = y∗UQU∗y,
from which we obtain
|λ|2 = y
∗(UQU∗ −s)y
y∗−ty
 y
∗(λmax(Q )I −s)y
y∗−ty
=
∑n
i=1 y2i (λmax(Q ) − ηsi )∑n
i=1 y2i η
−t
i
.
From Lemma 2.1, we know that
ηti (λmax(Q ) − ηsi )
s
s + t
(
t
s + t
) t
s
λ
t
s +1
max (Q ),
i.e.,
λmax(Q ) − ηsi 
s
s + t
(
t
s + t
) t
s
λ
t
s +1
max (Q )η
−t
i
.
Noting that y /= 0, we get
n∑
i=1
y2i (λmax(Q ) − ηsi )
s
s + t
(
t
s + t
) t
s
λ
t
s +1
max (Q )
n∑
i=1
y2i η
−t
i
.
Consequently,
|λ|2 =
∑n
i=1 y2i (λmax(Q ) − ηsi )∑n
i=1 y2i η
−t
i
 s
s + t
(
t
s + t
) t
s
λ
t
s +1
max (Q ).
Then (ρ(A))2  ss+t
(
t
s+t
) t
s
λ
t
s +1
max (Q ). 
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Corollary 3.1 [13]. If the matrix equation X + A∗X−nA = I has a solution, then ρ(A)
√
nn
(n+1)n+1 .
The following corollary draw the same conclusion as Theorem 4.1 of Duan and Liao [5] without the
restriction that A should be nonsingular.
Corollary 3.2. Let AQ = QA and AA∗ = A∗A, if Eq. (1.1) has a solution X , then
λmax(A
∗A) s
s + t
(
t
s + t
) t
s
λ
t
s +1
max (Q ).
Proof. Since AQ = QA and AA∗ = A∗A, It follows from Lemma 2.5 and Remark 2.2 that there exist an
unitary matrix U and diagonal matrices T and Tˆ such that A = UTU∗ and Q = UTˆU∗. Combining with
AQ = QA, we have TTˆ = TˆT . Then TTˆ 12 = Tˆ 12 T , fromwhich it follows that AQ 12 = Q 12 A. Since AA∗ = A∗A,
λmax(A
∗A) = (ρ(A))2. According to Theorem 3.1, we conclude that λmax(A∗A) ss+t
(
t
s+t
) t
s
λ
t
s +1
max (Q ).
Theorem 3.2. If A is singular and Eq. (1.1) with the case AQ
1
2 = Q 12 A has a solution X , then
λmax(Q
− 1
2 XsQ−
1
2 ) = 1.
Proof. When AQ
1
2 = Q 12 A, Eq. (1.1) is equivalent to
Q−
1
2 XsQ−
1
2 + A∗Q− 12 X−tQ− 12 A = I. (3.4)
Since A is singular, according to Schur decomposition theorem, there exists an unitary matrix U such
that
A = U∗
(
A11 0
A21 0
)
U.
Then (3.4) turns into
UQ−
1
2 XsQ−
1
2U∗ +
(
A∗
11
A∗
21
0 0
)
UQ−
1
2 X−tQ−
1
2U∗
(
A11 0
A21 0
)
= I. (3.5)
Let
Y = UQ− 12 XsQ− 12U∗ =
(
Y11 Y12
Y21 Y22
)
,
and
UQ−
1
2 X−tQ−
1
2U∗ =
(
Z11 Z12
Z21 Z22
)
.
Then (3.5) reduces to(
Y11 + A∗11Z11A11 + A∗21Z21A11 + A∗11Z12A21 + A∗21Z22A21 Y12
Y21 Y22
)
= I
from which we get Y12 = Y21 = 0 and Y22 = I, i.e., Y =
(
Y11 0
0 I
)
. Then we have λmax(Q
− 1
2 XsQ−
1
2 ) =
λmax(Y) = max{λmax(Y11), 1} 1.
On the other hand, by (3.4), one can easily see that λmax
(
Q−
1
2 XsQ−
1
2
)
 1. Consequently, we have
λmax
(
Q−
1
2 XsQ−
1
2
)
= 1. 
Corollary 3.3. Under the hypothesis of Theorem 3.2, the following inequality holds:
λ
1
s
min
(Q ) λmax(X) λ
1
s
max(Q ). (3.6)
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Proof. From Theorem 3.2, we get
1 = λmax(Q− 12 XsQ− 12 ) λsmax(X)λmax(Q−1) =
λsmax(X)
λmin(Q )
,
which yields that λmax(X) λ
1
s
min
(Q ).
On the other hand, since Xs  Q , we have λsmax(X) λmax(Q ). Then λmax(X) λ
1
s
max(Q ). Therefore,
the inequality (3.6) holds. 
Corollary 3.4. If A is singular and X is a solution of Eq. (1.1) with Q = bI(b > 0), then λmax(X) = b 1s .
Theorem 3.3. Assume that AQ
1
2 = Q 12 A. Let λ(A) be any eigenvalue of A.
(i) If A is nonsingular, then
λtmin(X)(λmin(Q ) − λsmax(X)) |λ(A)|2  λtmax(X)(λmax(Q ) − λsmin(X)); (3.7)
(ii) If A is singular, then
0 |λ(A)|2  λtmax(X)(λmax(Q ) − λsmin(X)). (3.8)
Proof
(i) Let v be an eigenvector corresponding to λ(A) with ‖v‖2 = 1. Then by (3.2), we have
v∗Q−
1
2 XsQ−
1
2 v + |λ(A)|2v∗Q− 12 X−tQ− 12 v = 1,
which yields that
λs
min
(X)
λmax(Q )
+ |λ(A)|
2
λtmax(X)λmax(Q )
 1 λ
s
max(X)
λmin(Q )
+ |λ(A)|
2
λt
min
(X)λmin(Q )
.
From which it follows
λtmin(X)(λmin(Q ) − λsmax(X)) |λ(A)|2  λtmax(X)(λmax(Q ) − λsmin(X)).
(ii) Since A is singular and AQ
1
2 = Q 12 A, by Corollary 3.3, we see that left side of the inequality (3.7)
always holds. Then we get (3.8). 
Corollary 3.5 [10, Theorem 1]. If η and ξ are the smallest and the largest eigenvalues of a solution X of the
matrix equation X + A∗X−nA = I with A nonsingular, and λ is an eigenvalue of A, then
η
√
ηn−2(1 − ξ) |λ| ξ
√
ξn−2(1 − η). (3.9)
Proof. If A is nonsingular, then 0 < X < I. Hence 0 < η  ξ < 1. According to Theorem 3.3, we have
ηn(1 − ξ) |λ|2  ξn(1 − η). (3.10)
Since the both sides of (3.10) is positive, it follows that√
ηn(1 − ξ) |λ|
√
ξn(1 − η),
which is equivalent to (3.9). 
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4. Conclusions
In this paper, we investigate the existence and properties of Hermitian solutions of Eq. (1.1). Neces-
sary and sufﬁcient conditions for Eq. (1.1) to have a solution, a sufﬁcient condition for Eq. (1.1) to have
only two different ones and their formulas are derived. Particulary, we consider Eq. (1.1) with the case
AQ
1
2 = Q 12 A, which is a more general case than the one Q = I. We present a necessary condition on
the spectral radius of A for the existence of a solution and some new properties of the solutions. Thus
some existing results are deepened and extended.
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