Abstract -A microwave imaging algorithm based on the stochastic inverse of matrices is proposed. The prior knowledge required in the algorithm is obtained by the application of the Tikhonov regularization which enables us to find a good first approximation. As a consequence, the number of iterations in the proposed algorithm is considerably reduced. Example tests for two-dimensional structures show that this algorithm pro· vides an efficient means for reconstructing accurately lossy or lossless dielectric bodies of various contrasts even in the presence of noise in the scattered field data.
I. INTRODUCTION
Efficient numerical techniques for the reconstruction of the complex permittivity of lossy dielectric bodies from scattered near-field measurements are essential for many applications, such as nondestructive testing, geophysical exploration, remote sensing, medical imaging, and robotic vision. The reconstruction methods proposed so far fall into two main categories, namely the spectral domain methods [I], [2] and the spatial domain methods [3] - [5] (although some other techniques, such as maximum entropy (6] and simulated annealing [7] have also been attempted). In recent years, more research activity based on the spatial domain methods has been reported, since the spectral domain techniques are only valid for low contrast dielectric bodies and weak scatterers. In this paper, we present a new method for reconstructing dielectric bodies, based upon a stochastic inversion transformation. The stochastic treatment of ill-posed problems [8] has been successfully used in image processing and recognition techniques (9) , seismology studies [10), and synthetic aperture radar imaging [11] . Here, we apply the stochastic inversion of matrices to the area of microwave imaging of dielectric bodies and illustrate the efficiency of this new approach. A difficulty in this case is that appropriate initial guesses necessary in the associated iterative process are practically impossible to be made and inappropriate guesses can cause the algorithm to be slowly convergent or even divergent. We obtain the required prior knowledge by applying the Tikhonov regularization procedure [12] , which we have found to give very good first approximations. The proposed algorithm consists of three main steps. The nonlinear integral equation used for the reconstruction of the diManuscript received July 6, 1994 . This work was supported by the Natural Sciences and Engineering Research Council of Canada.
electric body is first linearized by introducing an equivalent current density. Secondly, the Tikhonov regularization is employed to obtain a good approximation to the a priori data required in the algorithm. Finally, the stochastic inverse is applied to compute the equivalent current distribution within the body. From the reconstructed current density one can simply derive the permittivity distribution which is used directly to develop the object images. The electromagnetic scattering of an incident transverse magnetic wave is described by where Es(r) is the scattered electric field intensity, k(r) and ko are the wave numbers inside and outside D, respectively, with the background of the investigation domain and the outside region considered to be a free space, for instance, and E!(r) is the total electric field intensity. By introducing an equivalent current density defined as
with w and µo being the angular frequency and the permeability of free space, respectively, and by using the Green function G(r, r') for an unbounded free space, (2) can be replaced by the equivalent integral equation
D
The equivalent current distribution within the investioation "' domain is to be determined by solving (4) in terms of the scattered field E 5 detected outside the investigation region. Once this is done, the permittivity distribution is derived 0018-9464195$04.00 © 1995 IEEE from (3), with the total electric field inside the object computed by integrating the current density,
where Ei(r) is the electric field intensity in the incident wave. If the background of the investigation domain or the outside region, or both, are not a free space, then the formulation must take into account the actual wave numbers.
Equation (4) can, in principle, be solved numerically by discretizing the investigation region and by using the corresponding matrix equation (6) where [Es] and [le] are column vectors, and [G] is a rectangular matrix representing the Green function. Unfortunately, in most cases this problem is ill-posed and the solution may not be unique. However, in practical situations, for the range of parameters considered, approximate solutions are sufficient for developing satisfactory images. Taking into account the errors and the noise in the scattered field, (6) is replaced by
with the column vector [N) indicating the errors and the noise in the scattered field. In this paper, we use a stochastic inversion method to solve this linear equation. The stochastic inversion algorithm is constructed based upon statistical considerations, with [le] and [N) in (7) simulated by stochastic or random vectors. The estimates [J~] of [le] are derived from the measured data [E1' r1 to minimize the expected Euclidean norm of the reconstruction error, II [l~] -[le] 11 · Under the assumption that the random variables [le] and [N) are uncorrelated, the expression which gives the best estimate [l~] to be employed in the reconstruction algorithm is [8] where [RJ] is the correlation matrix of where Ek and Ek stand for the values of the original permittivity in the k-th cell and of the reconstructed values, respectively, with the summations extended over all the cells in the investigation region. Fig. 3 shows the errors of reconstruction after four iterations as a function of the signal-tonoise ratio. Similar quantitative results are obtained for any location and orientation within the investigation region of the lossy object considered. The error in the permittivity reconstruction as a function of the number of iterations for two levels of noise is represented in Fig. 4 . In both cases a stable value is reached after the fourth iteration. In the 20dB case this value is approximately 16.0% , while in the 40dB case it drops to 1.6%. It should be noted that even for a level of noise of IO dB a practically constant value of a is obtained in only six iterations. • tive process or even its divergence. On the other hand, by applying the Tikhonov regularization, the algorithm will converge in only four iterations.
Another example of a lossy scatterer of complex permittivity Er= 5.5 -jl .2 is presented in a cross section in Fig. 6 . In this case we use 25 detectors for the same illumination as in the first example. The reconstructed average permittivities of the scatterer are Er = 5.49 -jl .20 with a = 0.02 for SIN = 40dB , after 5 iterations, and Er = 5.ll-jl.61 with a = 0.22 for SIN = 20dB, after 6 iterations.
N. CONCLUSION
A new numerical method for solving inverse problems regarding electromagnetic imaging has been proposed. It is based on the stochastic inversion of a linear system of equations. The prior knowledge required in the method is deter-1939 mined by employing the Tikhonov ~egularization to obtain a first approximation to the reconstructed values. Numerical simulations by the proposed method show that the dielectric permittivity distribution can be reconstructed accurately even in the presence of noise. In the examples considered for illustration in this paper only one illumination was used. Wh~n multiple illuminations are employed a substantially better accuracy is achieved. Compared with other iterative methods presented so far for dielectric body microwave imaging problems, the stochastic technique requires less computation time since the number of iterations is reduced by the application of the Tikhonov regularization for determining the initial guess; moreover, for each iteration it only needs one matrix inversion, while other iterative techniques require two matrix inversion operations per iteration. These features recommend the method presented for some special applications when a high resolution is required in the presence of noise, especially in defect detection and remote sensing .
