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List of Notations. 
Most of the following notation is standard in modern 
publications on group theory. All groups considered will be 
finite. Let G be a groups ... e G. If S^T are 
sets, S \ T denotes the set of elements of S which are not 
in T. S e T means that S is a proper subset of T. 
<x,y,...:...> the group generated by ... 
such that ... . 
S the number of elements in the set S, 
S# the non-identity elements in S. 
H < G H is a subgroup of G. 
H < G H is a proper subgroup of G. 
H G H is a normal subgroup of G. 
[G:H] the index of the subgroup H 
in G. 
0(G) the maximal odd order normal 
subgroup of G. 
$(G) the Frattini subgroup of G, the 
intersection of all the maximal 
subgroups of G. 
y "1 X y xy, where x,y € G. 
[x,y] X ^y ^xy = x ^x^, where x,y e G. 
[H,K] <[x,y] : X e H, y e K>, where 
H,K < G 
VI 
N,(S) 
Z(G) 
!\(G) 
Sylow p-subgroup of G 
Hall subgroup of G 
r (G) 
P 
SL(2,q) 
PSL(2,q) 
autG 
[GjG], the commutator subgroup of G. 
the centralizer of S in G. 
Often this will be written C(S), 
when there is no danger of confusion, 
the normalizer of S in G. Often 
this will be written N(S)j when 
there is no danger of confusion, 
the centre of G. 
the subgroup of the p-group G 
generated by elements of order p. 
a maximal p-subgroup of G. 
a subgroup of G whose order and 
index are coprime. 
the minimal number of generators of 
a Sylow p-subgroup of G. 
the group of 2 by 2 matrices of 
determinant one with coefficients 
in GF(q), the field of q elements^ 
where^ of course^ q is a prime power, 
the factor group SL(2,q)/Z(SL(2,q)). 
the automorphism group of G. 
A real element x of G is an element which is conjugate 
to its inver se. Thus there exists y £ G such that y xy — x 
VI1 
A group G has an ordered Sylow tower if G has a series 
of normal subgroups 
G = G - > G , > . . . > G = 1 0 1 n 
such that is a Sylov/ p^-subgroup of and 
Po' Pi " ••• < Pn-r 
By a character of G we will always mean a complex 
character of G. A linear character is a character of degree 1. 
A generalized character of G is a linear combination of 
characters of G with rational integral coefficients. A 
complex class function a on G is a function from G to 
the field of complex niambers such that a(y ^xy) = a(x) for 
all x,y e G. If are complex class functions on G, we 
define an inner product on the ring of complex class functions by 
= 2 a(x)P(x). 
'xeG 
For convenience we abbreviate <a^a> to ct . The G G 
subscript G will be dropped if there is no danger of 
confusion. The principal or trivial character of G is 
denoted by or sometimes just by if there is no danger 
of confusion. If a is a complex class function on H < G, 
G * 
then a (or a , if it is clear which group we are considering) 
denotes the induced class function on G. Thus 
a^(x) = a*(x) = 2 a(y ^xy). 
yeG 
Vlll 
where, of course, a(y ^xy) = 0 if y"^xy i H. 
If y e G , a a class function on H <i G , a ^ denotes 
the class function on H defined by 
a^(x) = a(y"^xy). 
If X is a character of G_, the kernel of X , written 
kerx, is the kernel of the representation which affords X. 
Thus kerX = <x : X ( x ) = X ( l ) > . 
INTRODUCTION. 
The structure of finite groups all of whose Sylow subgroups 
are cyclic has been known for some time [l]» In fact, Zassenhaus 
[21] has conpletely determined all such groups= Briefly, they are 
metacyclic i.e. they have a normal cyclic subgroup and the 
corresponding factor group induced by it is itself eye lieo In 
this thesis, we study a class of groups which is rather larger than 
this and which contains non-soluble groups» 
If a Sylow 2-subgroup S of a finite group G is cyclic, then 
G has a normal 2-conplemento For N(S)/C(S) is a subgroup of 
the automorphism group of S which has odd ordero Since the 
automorphism group of a cyclic 2-group is itself a cyclic 2-group, 
we see that N(S) = C(S) . But then G has a normal 2-conplement, 
by a well-known result of Burnside [6] p. 203 Thus any group 
with a non-trivial cyclic Sylow 2-subgroup is non-sinple and it 
follows from the Feit-Thonpson Theorem that it is even soluble. 
Hence we extend our study to groups whose Sylow 2-subgroups are 
non-cyclic, A definition is appropriate here. 
Definition^ We say that a group G is a Z-group if G 
is finite and if Sylow p-subgroups of G are cyclic for all 
odd primes p . 
There are three known classes of non-abelian sinple Z-groups. 
They are the linear fractional groups PSL(2sq) , for any prime 
2. 
^ m m q , the Suzuki simple groups [ll] volo 6 p^ 107, 
, n ^ 1 s and the Janko simple group, J [9] „ It 
would be pleasant to know that these are the only non-abelian simple 
Z-groupS5 but this problem seems to be very difficult. This 
difficulty lies in the fact that so much of the structure of 
a non-soluble group is dependent on that of its Sylow 2-subgroups, 
while the assumption of cyclicity on the odd Sylow-subgroup is not 
very clearly related to the structure of a Sylow 2-subgroup. 
However 9 if some concrete assumptions are made about a Sylow 
2-subgroup3 the restriction of cyclicity on the odd Sylow subgroups 
considerably sinplif ies the group's structure. For example, Suzuki 
.14] has determined the structure of Z-groups G with dihedral 
or generalized quaternion Sylow 2-subgroups. These results are 
given explicitly in Theorems 2o4, 2 . 5 , but briefly such groups have 
a normal subgroup H of index less than or equal to 2 and H 
has a metacyclic normal subgroup N such that H/N =PSL(25p) , 
where p is any prime > 3 . 
Here we find a classification of Z-groups whose Sylow 
2-subgroups are either abelian or semi-dihedral. A semi-dihedral 
Civile o^ 
group is a^non-abelian 2-group with a cyclic subgroup of index 2 . 
It is well-known [6] p. 187, that the class of all such groups includes 
the dihedral and generalized quaternion groups and just two other 
classes of groups: 
(i) (x,y) , where = y2 = ^ ^ y-'xy = , the 
so-called semi-dihedral groups, and 
(ii) , where x^ = y2 = i ^ y-^^^y = x^ 
It is known, [l8], that a group of type (ii) cannot be 
a Sylow 2-subgroup of a non-soluble group. 
C.-H. Sah studied Z-groups with abelian Sylow 2-subgroups in 
[12]. 
His classification failed to unearth the new simple group 
J , discovered by Janko [9]» In Chapter 1, we show that there are 
no other non-abelian simple groups whose Sylow 2-subgroups are 
abelian, apart from the linear fractional Z-groups PSL(2,p) , 
where p > 3 is any prime such that p = 1 3 (mod 8) , In fact, 
since Sah's induction is repairable unless G has a subgroup 
isomorphic to J , we show that, if G has such a subgroup, then 
G = J X K , where K is a soluble Z-group, such that (I Ji , IkI) = 2'' , n ^ 0 . 
The remainder of the thesis, Chapters 2 to 6, is devoted to 
a classification of Z-groups v^hose Sylow 2-subgroups are semi-
dihedral. It is shown that any such group is either soluble or, 
modulo an odd order normal subgroup, an extension of a copy of 
SL(2,p) 5 for some prime p > 3 , by a cyclic group of order 2 . 
This is acconplished in three steps. The first lists known 
results and superficial group theoretic properties of a minimal 
counter example G i^e. a smallest group that does not have the 
atove structure. The second is a prolonged group theoretic attack 
on C v.'hich brings to light certain deep i)roperties of G including 
the precise structure of the centralizer of an involution. The 
last step is character theoretic and the minimal counter example 
is finally contradicted by arithmetic arguments. 
Some elementary properties of groups all of vhose Sylow subgroups 
are cyclic may be assumed at times. Generators and relations are 
given in Theorem 2.1. It is clear from these that if G is such 
a group, G' is a cyclic hall subgroup of G and [G:G'] is a 
multiple of 1z(g)| . If E is any subgroup contained in a 
complement K of G' in G , then N(n) 0 G = C(H) n G . Also 
since G/G' suad G' are cyclic, we can find a chain of subgroups 
of G 
^ 1 m iil+i n 
such that G. ^ G for all i = 1,...,n and G./G is cyclic 
^ ^ i+i 
of prime order. Thus a metacyclic group is supersoluble in the 
sense of [8]. 
Ca^PTER 
Z-Groups with abelian Sylow 2-subqroups. 
Introductiono 
In this chapter5 we provide a complete classification of 
Z-groups with abelian Sylow 2-subgroupSo Only the proof of 
1-7 
Lemma S is not my own since it comes almost word for word from 
the paper of Sah [l2j and is included here only for completeness» 
Definition la. A Z-group G is called an AZ-group if a Sylow 
2-subgroup of G is abelian. 
Known examples of non-80^uble AZ-groups are the one 
dimensional linear fractional groups PSL(2,2") , n > 1 , and 
PSL(2,p) , where p > 3 is any prime such that p = + 3 (mod 8). 
Also in this class is the new simple group, henceforth referred to 
as J , discovered by Janko [9]. This group has order 
2 .3o5o7=llol9 and a Sylow 2-subgroup of J is elementary 
abelian of order 8 . 
Known results. 
Theorem l a (?ah[l2])o Let G be a non-soluble AZ-group 
such that J ^ G . Then G has a normal subgroup L isomorphic 
to either PSL(2,2") , n > l , or PSL(2,p) , where p > 3 
is any prime such that p = + 3 {mod 8) . Also G = (L X M)N , 
where C(L) = M and are soluble AZ-groups of order m , n 
6. 
respectively, (iii,iL|) , (n,|L|) = (m,n) = 1. 
Theorem 1 .2 (Janko-Thomson [10]). Let G be a finite group with 
the properties 
(i) G has an abelian Sylow 2-subgroup, 
(ii) G has no subgroups of index 2, and 
(iii) G has an element t of order 2 such that 
C(t) = (t) X F , vhere F = PSL(2,q) , q a prime 
power greater than 5 . 
Then G is a non-abelian simple group and q = ^sn+i ^ n ^ 1 , 
Theorem 1.3 (Janko [$]). Let G be a finite group which satisfies 
properties (i) and (ii) of Theorem 1.2 and the property 
(iii) ' G has an element t of order 2 such that 
C(t) = (t, X F , where F = PSL(2,5.) . 
Then G is isomorphic to the simple group J . 
Some further properties of J which may be found in [9] are 
as follows 
(a) J is complete, 
(b) if V is a Sylow 2-subgroup of J , N(V) has order 
(c) if R is a complement of V in N(V) , R is a non-cyclic 
group of order 21 which acts transitively on V . 
Theorem 1.4 (Sah [12]). Let G be a finite group with the 
properties 
7. 
(i) G = G' , 
(ii) G has an abelian Sylow 2-subgroup5 and 
(iii) G has a maximal subgroup M = L x H , where L is 
a linear fractional AZ-group and H is a 2-group. 
Then | H| G 2 . 
Some properties of soluble AZ-groups are collected in the 
next theorem, the contends of which may be found in [l2]o 
Theorem lo5. If H is a soluble AZ-group, then 
(a) H = H^H^HgH^ , where H^ is a SYlow 2-subgroup of H , and 
' ' possibly trivial characteristic Hall 
subgroups of H | H^HgH^ , HgH^ are groups and Hg = (H3H4)' . 
(b) H^ is the set of all real elements of odd order of H . 
(c) If P = (x) it a Sylow p-subgroup of H for p oddd, such 
that X is real, then H is p-closedo 
(d) If p is any odd prime dividing |H/H*| , H has a normal 
p-complemento 
Theorem 1.6 ([6] p. 204). Let G be a finite group with an 
abelian Sylow p-subgroup P . Suppose that P has a non-trivial 
intersection with the centre of I\I(P) , Z(N(P)) . Then G has 
a non-trivial p-factor groups 
Theorem 1.7 (Huppert [8]). If G is a finite super-soluble group, 
then G has an ordered Sylow towero 
8. 
Main Theorem. 
Theorem 1,8. If G is a non-soluble AZ-group^ G has a normal 
subgroup L and G = (L x M)N , where 
(a) L is isomorphic to either PSL(2 92'^ ) , n > 1 , or 
PSL(2,p) , where p > 3 is any prime such that p = + 3{mod 8) , 
or 
(b) L is isomorphic to J o 
The groups M ,INI are soluble AZ-groups and M = C(L) . 
If |l| = ^ , |m| = m , |n| = n , = , (-t^n) = (m,n) 
= 1 . (Uf course, since J is complete, N = 1 if L = J 0 
Proofs In view of Theorem 1 = 1, v^ e may assume that G contains 
a subgroup isomorphic to J » Thus there exists an involution 
t € G , which we select and fix for the rest of the proof, such 
that C(t) > (t) X F , where F = PSL(2,5) „ The possibility 
that C(t) = (t) xF is ruied out by Theorem^ 1 .5. 
Lemma 1.1. Let G be a non-soluble AZ-group whose non-abelian 
composition factors are either linear fractional groups PSL(2,q) 
d 
or J . Then G is of type predicated by Theorem 1.8. 
Proof. V^ e use induction on |G| . Let N be a minimal 
normal subgroup of G . Since N is characteristically simple, 
N is a direct product of isomorphic simple groups. Thus N 
is either a non-abelian sinple group or a cyclic group of prime 
order or an elementary abelian 2-groupo 
9o 
We show that there is no loss of generality in assuming 
N non-abelian. For if G ' < G , G ' is non-soluble and 
by induction G ' has a characteristic subgroup L which is a 
non-abelian simple groups Then L g G andj of course; L is 
minimal. VJe may therefore assume that G is perfectc If N 
is abelian, G/C(N) is either cyclic, if N is cyclic, or 
metacyclic of odd order, if N is a 2-group, since, in this 
case, C(IM)^ G contains a full Sylow 2-subgroup of G <> Since 
G is perfect, N g Z(G) » Now it is well known, and easy to 
prove (see Lemma p- 33 [llj vol. m) that any group H with an 
abelian Sylow p-subgroup P satisfies H ' n Z ( H ) n P = 1 <. 
Applying this to G we get a contradiction. Thus N is non-abelian, 
If N ^ J , N is complete and G = i\C(N) = N x C(N) . 
Since C(N) < G and has order prime to 3 , C(N) is soluble by 
a. 
induction and so G has the structure predicated ty Theorem lo8« 
If N ^ PSL(2,p) , G / C ( N ) is a subgroup of the automorphism 
group of N , which has order 2| i>J| (see [l3] Lemma 2 ) , and 
G / C ( N ) is clearly an AZ-group. But aut N has a non-abelian 
dihedral Sylow 2-subgroupo Thus G/C(N) = N „ Again G = NC(n} 
and C(N) is soluble (C(N) H N = i because N is simple^). 
If N ^ PSL (2 , 2 " ) , n > 1 , G/C(N) is a subgroup of aut N 
which is also an AZ-group. If z e G/C(N) = G has order q , a 
prime, and induces an outer automorphism on N = r\;c(N)/C(N) , 
10. 
then C(z) n N = PSL(2,2 ) , where mci = n , since the only outer 
automorphi sms of such 3. group are field autojnorphisms^ hy 
[ P- 97- Notice that the contragredient automorphism, which 
sends every matrix into the inverse of its transpose is an inner 
automorphism, if the field has characteristic 2 . For the 
element M has precisely this effect on any element of 
PSL(2,2^) by conjugation. Now C(z) n fj contains a full 
Sylow q-suDgroup of M only if q_ is pr'.me to 2^(2^^ - 1) 
For if 
- 1 ) ^ 0 (mod q) 
- 1) ^ pin(q-i) ^ ^ . 
- 1 ) 
= 0 (mod q) 
Thus G/NC(n) has order prime to NC(n) and so is soluble. 
Also G splits over NC(N) ^  G and so G is of known type 
(by a result of Schiur-Zassenhaus [6] p. 224). 
This completes the proof of the lemma. 
The next lemma is an extension of the Theorem 1.4 of Sah [12] 
to cover the occurrence of J . 
Lemma 1 .2 Let G be an AZ-group with the properties 
(i) G = G' 
(ii) G has a maximal subgroup M = L X K , where L = J 
and K is a 2-group. 
llo 
Then K = 1 , 
Remark, The result is still true if we merely assume that G 
has abelian Sylow 2-subgroups with no restriction on the odd 
Sylow p-subgroups= Howevt-r the proof of this more general 
result requires the Feit-Thompson Theorem and since it will be 
applied only to AZ-groups herej it has been stated in the 
weaker form. 
Proof o Suppose . Then if 1 < T ^  K is any subgroup 
of K 5 we have M = C(T) = N(T) . For M ^  C(T) ^  N(T) 
and if N(T) > M , N(T) = G since M is maxima But then 
C(T) ^ G and G/C(T) ^ having odd order5 is metacyclic. Since 
G' = G , G = C(T) and the result applied in Lemma 1.1 gives a 
contradiction. Therefore M = C(T) = N(T) and, in particular^ 
M contains a full Sylow 2-subgroup S of G and S = V x K , 
where V is a Sylow 2-subgroup of L . Now N(V) n L = VR has 
order 2 .3.7, by the remark following Theorem 1.43 and R, a 
conplement of V in , is a non-cyclic group of order 21. 
We thus have that C(S) ^  C(V) n C(K) ^  C(V) n M , by the 
first remark, and C(V) H M = S , since C(V) N L = V » Also 
N(S) = SX , where S H x = 1 and X has odd order. Further 
we may assume that R ^  X , since S is abelian and ail complements 
of S in N(S) are conjugate by a Theorem of Zassenhaus [2U] p. 132 
Suppose that U is a proper X-invariant subgroup of S 
such that U n V = 1 . Then if u = v k e V , v e V , k e K , 
12 o 
and if r s R then u = v k e b and so v v ^ e u n v = l 5 by 
supposition. Thus v = 1 and U ^ K s simply by choosing r 
suitably. Remember R acts transitively on V o But then 
X ^ N(U) = N(K) 5 by our first remark again, and so X = R , 
N(S) ^ M , and Z(N(S)) H S ^ K ^ 1 , a contradicition to 
Theorem 1.6 and the perfectness of G . Thus if U is any proper 
X-invariant subgroup of S , U n V ^ 1 . Let v e I) H V\l » 
Then since R acts transitively on the non-trivial elements of V 
and we have assumed that R ^ X , u n v = V o i\'ow $(5) is a 
characteristic subgroup of S and so is normalized by X . If we 
notice that V s a Sylow 2-subgroup of L = J , is elementary 
abelian, we see that <p(S) fl V = 1 . Thus $(S) = 1 and S is 
elementary. It follows that X acts irreducibly on S for if 
U < S is an X-invariant subspace of S , by a Theorem of 
Maschke [6j p. 253, there exists U^ ^ S which is also 
X-invariant and U n U^ = 1 . Therefore U^ 0 V = 1 , a 
contradiction. 
It is clear that X is represented faithfully on S because 
C(S) = S o Suppose that r2(K) > . Then if x e X , 
K n K^ 1 5 since K , K^ are subspaces of S of dimension 
greater than half that of S<, Let T e K H K^ be an involution. 
Then L , ^ C(T) = M and so L^ = L . Now K , K^ ^ C(L) N S 
artd so K = K . Thus K is X-invariantj and X does not act 
13. 
irreducibly on S , a contradiction. 
Therefore afe(K) g = 3 and X is isomorphic to a 
subgroup of GL(6,2) and so has odd order order dividing 
Since a Sylow 7-subgroup of GL(6s2) is elementary abelian and X 
is metacyclic, |x| divides By Theorem lo?^ X has a 
normal chain x = X^ > X^ = > -3 ^ > ^ 4 = 1 where 1X3!= 1 or 31 , 
= ^ ' = 1 or 5 and X ^ X ^ is a 3-subgroup. 
If X ^ ^ 1 5 Clifford's Theorem [2] p. 343 shows that the 
restriction of the irreducible representation of, X on S to that 
of X3 is a direct sum of conjugate irreducible representations. 
Therefore = ^ . But then X^ has order 7.31 and this 
IS impossible since there is no eieaent in ^ of this order. 
X , ^ 
Thus ^ = 1 „ Now X has a normal subgroup X^ of order 7 
which acts trivially on K . Again by Clifford's Theorem, the 
restriction of the representation of X on S to that of on 
S gives a direct sum of conjugate representations. Hence 
acts trivially on the whole of S 5 a contradiction^and the 
lemma is proved. 
Let G be a minimal counter example to Theorem 1.8. 
Lemma 1.3. The group G is a non-abelian simple group. 
Proof. This is an immediate consequence of Lftrnna 1,1 since G 
is minimal. 
Lemma 1.4. Let L < G be any subgroup of G isomorphic to 
PSL(2»q) , for suitable q , or to J . If p is any prime 
14 o 
dividing both [M(L) : ( N ( L ) ) ' ] and , then p = 2 . 
Proofo Since G is simple, N(L) < G and we may apply our 
inductive hypothesis to it . Thus M = l \ i ( L ) = LH and H is 
soluble. Let p be any odd prime dividing both [ N ( L ) : ( N ( L ) ) ' ' 
and |C(L)| and let x e C(L) of order p . Let P be a 
Sylow p-subgroup of G containing x and consider C(x) < G . 
Being of known type, C(x) = L^K , where L ^ L, , K is soluble 
and L, is a known non-abelian sicpie AZ-groupc Since P is 
cyclic, N(P) ^ N{ (x ) ) and if z e i M ( P ) , L^ g C(x) and 
L^ ^ L^ , Since L^ is characteristic in C ( x ) ^ ' N ( (x ) ) , 
z e M(Li)) . 
If L^ = PSL(2s2'^) 3 the groups L , L^ are already conjugate 
in L^ by [3] p« 286 , while if L = PSL(2 ,r) or J , where r 
is a prime, z cannot induce an outer automorphism of L^ 
( I f J , this is clear, since J is corrpleteo If L^ =PSL (2 , r ) 
we have verified this in Lemma 1 . 1 ) . Hence in any case L , L^ 
are conjugate in Lj and so there exists y e L^ ^ C(x) such 
that zy e M(L) = LK = 
Now iVi ^ L s H ' and so M* = LH' and p | [M ; M'] „ 
Since L H ' H / L H ' = H /H ' , p|;H/H'i' . By Theorem 1^5, K has a 
normal p-complement K if p is odd. Hence LK is a normal 
p-complement of LH = M o Thus r y P fl M) = P n M) and so 
X^ = x^y = x . Hence x e Z ( N ( P ) ) n p and G is non-simple 
by Theorem lob, a contradiction. The lemma is proved. 
15. 
Lemma 1.5. r^(G) and if L = J centralizes an involution 
in G , then ^ 5 . 
Proof. There exists a non-soiuble subgroup LH of G where L 
is either a linear group or the Janko group J and LH = C(T) for 
some involution r e G „ This is clear if L = J centralizes 
the involution T . Otherwise, put T = t , our fixed involution. 
Then C(t) is a proper non-soluble subgroup of G and has by 
induction the structure LH , where L = PSL(2 5(5) . 
Let V be a Sylow 2-subgroup of L and H^ a Sylow 
2-subgroup of H , T e H^ . Then 3 = V X H^ is a Sylow 
2-subgroup of G . If L is linear and r^(G) = 3 , r^{V) = 2 
and rg(H) = 1 , since TJV)^ 2 ^ r2{H) ^ 1 „ If L = J 
and r^(G) = 4 , then r^(H) = 1 , since r^(V) = 3 . Thus 
either of these conditions implies that r (H) = 1 and so a 
2 
Sylow 2-subgroup of H is eye lie 5 whence H is metacyclico 
Let X be a complement of S = VH^ in N(S) „ Then 
0(S) is a characteristic subgroup of S and so is normal in 
N(S) . But $(S) ^ H^ is cyclic and so X , which has odd 
order, centralizes it. Thus <f(S) ^ Z(N(S)) H S , aL-d so 
$(S) = 1 5 by Theorem I.&5 because G is sinple= l/e have thus 
proved that S is elementary. Therefore |H | = 2 ^ 
2 
Wow N(L) is of known type and since L is not 
isomorphic to PSL(2,2") , n ^ 3 , N(L) = L X K . Of course 
a Sylow 2-subgroup of K has order 2 and K is metacyclic. 
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But Lemma 1 .•^i shoT^ s that K/K] is a 2-group and so has order 2 . 
NOTV T e K and C(T) n K' = 1 , because otherwise C(T) P, K' is 
central in K and K/K' is not a 2-group. Notice that |K/K'| is 
a multiple of |Z(K)| . Tlierefore C('IJ - (T) X L , since 
C(T) g N(L) . 
If L = PSL(2^p) ^ for some prime p , Tlieorems 1.2, 1.3 
give a contradicticn. 
If L = J , N(S)/C(S) ^  XC(S)/C(S) is a subgroup of GL(h,2) . 
Also XC(S)/C(S) 
may be chosen to contain a non-cyclic group 
RC(S)/C(S) of order 21 , where R is a complement of V in 
N^CV) . Therefore XC(S)/C(S) is a metacyclic group of odd order 
containing a subgroup of order 21 , which is also an irreducible 
subgroup of GL(4,2) . Thus |xC(S)/C(S)i divides 3^.5.7 and so 
by Ttieorem 1 .7, XC(S)/C(S) has a normal subgroup PC(S)/C(S) of 
order 7 . Restriction of the representation of XC(S)/C(S) to that 
of PC(S)/C(S) gives a contradiction by Clifford's Theorem [2] 
p. 3^3^ since P centralizes H^ . The lemma is proved. 
Lemma 1 .6. Let L < G be such that either L = PSL(2,p) , where 
p > 5 is any prime such that p = + 3 (mod 8) or L = J . Then 
L cannot centralize an involution. 
Proof. Suppose that there exists an involution r e G such that 
C(T) = LH , where L = J or L = PSL(2,p) , for some prime p > 5 
and H is soluble. Then r^ (rl) ^  2 by I^ -^Tima 1.5. We have two 
cases. 
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Case 1, L = J . Then by induction i\I(L) = L x K is the 
unique maximal subgroup of G containing LH^ s where 
K is soluble and H^ is a Sylow 2-subgroup of H » 
C ^ s ^ o L = PSL(2 5p) . Then any subgroup M ^ LHg has the 
structure S^ x K , where S^ = L or 3^= J , since 
p > 5 , by [3] p. 286, Thus either N{L) is the unique 
maximal subgroup containing LH^ or we are in case 1, 
since r^CK) ^ 2 . 
Thus we may assume that N(L) = L X K is the unique maximal 
sul^oup of G containing LH^ and (K) ^ 2 . By Lemma 1»4, 
K/K' is a 2-group and if P is any Sylow p-subgroup of odd order 
in K s then P is real in K , by Theorem 1.5 (a). If the set 
of real non-trivial elements in K of odd order is enptyj then K 
is a 2-groupc But then Theorem 1.4 and Lemma 1,2 show that 
K| ^ 2 , a contradiction since r^CK) ^ 2 , 
Therefore there is at least one Sylow p^ subgroup P^ of 
K of odd order which is real in K . Let P ^ P^ have order p^  . 
By Theorem 1.5, P ^ l\l(L) = IvI . Because M is maximal in G ^ 
N(P) = M . If x £ N ( S ) , Hg ^ N(P^) , since S ^ M . Because 
r^CH^) ^ 2 we can find an involution a € H such that C(ct) ^ p^ , 
But C(a) ^ LH^ , since Sylow 2-subgroups of G are abelian and 
L ^ , Therefore C(ct) ^ M and P^ = P , Thus N(S) ^ 
N(P) = M , a contradiction and the lemma is proved. 
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Thus G has a subgroup LH containing a full Sylow 
2-subgroup of G , where L =PSL(2,2") , n > 1 , and 
r (H) = 1 o For consider C(t) > (t) X F 9 where t is our 
fixed involution in G o This group is non-soluble and contains 
a full Sylow 2-subgroup of G . It is ofvknown type LH , since 
C(t) < G o By Lemma l.&s L is not isomorphic either to J 
or PSL(2 3p) , p > 5 . It is clear that N(L) is the unique 
maximal subgroup of G containing LH^ . For if M = L^K 
is any subgroup containing LH^ , with L^ = PSL(2 52"') , m > n , 
then n^(H^) ^^  L^ / 1 . This is impossible because the centralizer 
of any involution in L^ is an elementary abelian 2-group by [3j p 
p. 286o Thus m = n and L^ = L o Of course both L^= P3L(2,p) 
p > 5 5 and L^ = J are inpossiblej because in this case, 
~ = 3 5 a contradiction to Lemma 
Lemma 1»7 (Sah [l2]). If M = w(L) = LH is the unique maximal 
subgroup of G containing LH^ s L =PSL(2,2'^), n ^ 2 , 
and TgCH) , then 
(i) ^ 2 , 
(ii) if X € H is real and of odd orders then x = 1 , and 
(iii) n = p s a prime. 
Proofo (i) Suppose that r2(H) = 1 . Let V be a Sylow 
2-subgroup of L and W =(1-) =fii(H2) . Then S = VHg is a 
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Sylow 2-subgroup of G and r^(V) = n ^ VW . Let R 
be a complement of V in N^(v) , Then R is cyclic of 
order 2 " - 1 by [3] p^ 286, and acts fixed point free on V » 
Thus R permutes the non-trivial elements of W in orbit of 
the form V^ , tV^ and t » Now i\I(S) has no fixed points 
on V17 , since Z(N(S)) fl S = 1 , and so t is mapped into 
either V^ or tV^ by some element in M(S) „ Since S is 
abelian and" the number of elements in an N(S) orbit is 
odd, all three orbits V^ , tV^ and t are fused in N(S) o 
Thus N(S) has a single class of involutions^ Let H = H^H^H^H^ , 
where H^  , H^H^ , ^i^V's possibly trivial characteristic 
Hall subgroups of H and H^  , H3 , H^ are cyclic. Also by 
Theorem"!.?, H^H^ is a metacyclic group such that H3 = (H3H J ' „ 
Consider V as a group of matrices of the form 
5 for all ^ € GF(2") and R as a group of matrices 
( Q ^-i) . where a e GF(2") \{0} . If H^ 1 , Lemma 1,4 
shows that H^ is represented faithfully as a group of outer 
automorphisms of L and these are, by [4j p. 97, field 
automorphisms. Thus H^ normalizes Rg. Also centralizes 
L since if x e H^ does not, H^(x) is a non-abelian group of 
oiater automorphisms of L , a contradiction. Choose a complement 
U of S in N(S) such that RHgH^^ U . V/e need hero the Theorem 
of Zassenhaus [2u] p. 132 again. uf course, U has odd order 
and so is metacyclic. Then [R.H 1 ^ R flu' . Since U' is 
4 J 
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a cyclic normal Hall subgroup of U ^ [RJH^] u . Because 
elements of R fix r , by Clifford's Theorem again^ [R.H^] fixes 
all of VVJ = Thus [R^H^] = 1 since R acts fixed point free 
on V » Hence H^ = 1 , H3 = 1 by Lemma 1.4, Now since 
N(S) has only one class of involutions^ | = 2 3 and then 
C(T) ^ (T> X L = LH^  . Thus C(T) ^ LH and C(T) = (T) X L , 
a contradiction to Theorems 1.2, 1.3. Thus r^CH) > 1 , 
(ii) Suppose that P is a subgroup of odd prime order in H 
which is realc Then M= N(P) = IM(L) . Let x E S . 
Then H^ ^ iM(P^ ) and since r^CH) > 1 , there exists an 
involution cr e h^ such that C(a) s pX ^ gj^ ^ ^ 
and so C(a) ^ N( L) , Thus P^ = P and N(S) ^ M , a 
contradiction. Therefore P = 1 . 
(iii) If Q ^ H^ is of prime order q > 2 s H^ is represented 
faithfully as a group of field automorphisms of L . Thus 
q|n and n - q^ „ Suppose that ^ > 1 . Th&n L^  = C(Q) n L 
is isomorphic to PSL(2,2'^) , t > 1 . Now N(L^) = L^  K , since 
L^  is non-soluble and < G ^ and we may assume that 
Hg ^ K^ , a Sylcw 2-subgroup of K . Then K^ ^ CCH^) N C(L^) 
and C(K^) ^ LH^ implies that C(H^) ^ N(L) . Since H^ ^ K^ 
^ C(L ) and C(L ) n L = 1 ^ we see that H = K . 1 1 2 2 
Since r^CH^) > 1 5 again a real subgroup Q^, of order 
q^  > 2 in K is contained in N(L) « For there exists an 
involution a e H^ such that C(a) ^ Q^  . Bat C( a) ^ LH^ and 
2 1 , 
-2 ' SO C(a) g N(L) . This subgroup Q, i s real in = Q,H, I 1 2 1 c 
a contradiction to ( i i ) = Therefore K has no real elements of 
odd order and ^ NiHg) = N(L) . Thus iJ(L^) = L^ H^HgH^ o 
Hence q divides [N(L-,) ; N(L^)'] and Q centralizes L^  , a 
contradiction to Lemma 1.4. The lerana i s conpletely proved. 
Theorem 1.8 is now proved because L = PSL(2j2'^) is a 
minimal sinple group by [3] p. 2869 i f q i s a prime, and 
F = PSL(2,5) i s a subgroup of L , Thus q = 2 . But novj H 
i s a 2-group by Lemmas 1.4 and 1.7 ( i i ) . Lemma 1.2 shows that 
K = 2 , a contradiction. 
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CHAPTER 2. 
Z-Groups with semi-dihedral Sylow 2-subgroups. 
Introduction. 
This and the next four chapters are concerned with the 
classification of Z-groups with semi-dihedral Sylow 2-subgroups. 
Known examples of non-soluble such groups are the unimodular 
groups^ i.e. the groups of all 2 x 2 matrices of determinant 
+ 1 with entries from the field GF(p) of p elements, if 
p - -l(mod 4). To obtain a group with a semi-dihedral Sylow 
2-subgroup when p = l(mod 4), we must extend a copy of SL(2,p) 
by an element ^ ^ , where p € GF(p^) is chosen so that 
p^ e GF(p) and p^ has order where p-1 = and q 
is odd. The main result of the thesis is that modulo odd order 
normal subgroups, these are the only non-soluble Z-groups whose 
Sylow 2-8ubgroups are semi-dihedral. In this chapter, we find 
some results about a group of smallest order that is not one 
of these groups. 
Familiarity with some of the more elementary properties 
of the group SL(2,p) will be assumed many times. The following 
properties may be easily verified or quickly deduced from 
Chapter 12[3]. 
(a) SL(2,p) has a unique element ^ ^^ of order 2. 
(b) SL(2,p) is generated by the elements 
0' (1 ? 
23. 
(c) |SL(2,p)| = p(p^-l). 
(d) SL(2,p) has just one class each of cyclic subgroups of 
orders (p+1), (p-1) respectively^ which are self 
centralizing and maximal with respect to this property. 
Their normalizers have order 2(p+l)j 2(p-1) respectively 
and if X = <x> is cyclic of order (p+1);, (p-1);, 
y e N(X)\X, then y = t = x", y xy = x , where 
n = (p-!-l)/2, (p-l)/2 respectively. 
(e) An immediate consequence of (a) and the non-solubility 
of SL(2,p) is that a Sylow 2-subgroup is generalized 
quaternion. 
Location of elements of order (p-1) is easy. For example, 
if a e GF(p) is a primitive (p-l)th root of unity, then 
X = 0 \ order (p-1). Also y = f ^ ^ ] normalizes 
\o a'y "y 
<x> in the stated manner. 
To find elements of order (p+1), we exploit the isomorphism 
of SL(2,p) and the special unitary 2 dimensional group, 
2 
SU2(p ), the group of 2 x 2 matrices of determinant 1 of 
the form 
\ a, 3eGF(p^). 
This isomorphism is most clearly seen by noticing that 
2 2 SU„(p ) = p(p -1) and the matrix 
1 / a l\ 
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where a e GF(p^) is such that = -1, conjugates 
generators , (^ J ^ of SL(2,p) into elements of 
SU^Cp^). Thus 
. g 0 \ X 
0 g P y 
6 SU^Cp iSe GF(p^), 
and X has order (p+1) if r^P'^D/^ = ^ g^ ^^ 
2' 
2 maximal self centralizing in SU.(p ). The element 
y = qJ € SU^Cp^) normalizes <x> in the required fashion 
The Frobenius reciprocity law will be used many times. 
Thus, if a is a complex class function on a subgroup H < G, 0 
a complex class function on G, then 
0 = <a, e|H 
Also if -x^j, Xj are irreducible characters of a group 
G, then 
Hence the irreducible characters of G form an orthonormal 
basis for the ring of complex class functions of G. These 
results may be found in [6] Chapter 16. 
Definition 2.1. S(p) will denote one of the following groups: 
(i) If p = -l(mod 4)J S(p) is isomorphic to the 
unimodular group i.e. the group of 2 x 2 matrices 
with coefficient in GF(p) and determinant +1. 
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(ii) If p = l(mod U), S(p) is isomorphic to the group 
generated by the follov/ing matrices 
/'l o"". / p 0 \ 
) 
2 2 
where A , |a € GF(p), p € GF(p ), p € GF(p) and 
2 a a 
p has order 2 , x^here p-1 = 2 q, q odd. 
Some knox-m results. 
Theorem 2.1. (Zassenhaus [6 1). If the Sylow subgroups of a 
finite group G of order g are all cyclic, then G is 
metacyclic (i.e. G has a normal cyclic subgroup N such that 
G/N is cyclic) and is generated by two elements a,b with 
defining relations 
m ,n -1 r 
a = b = I, b a b = a . 
mn = g, ((r-l)njm) = 1, r"^  = l(mod m) . 
Theorem 2.2. (Zassenhaus [21]). If G is a finite soluble 
group with a semi-dihedral Sylow 2-subgroup and cyclic Sylow 
p-subgroups for all odd primes p, then either 
(a) G has a normal subgroup of index U, or 
(b) G has a subgroup H of index 2 and a Sylow 
2-subgroup R of H is quaternion of order 8. Also 
H < N(R) and H/0(H) = SL(2,3). 
Remark. Theorem 2,2 cannot be found explicitly in [21]. 
Satz 7(E) purports to give a set of defining relations for such 
a group but these are obviously incorrect. For R e N(<A>) 
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2 and R = p implies that P € N(<A>) . But by 1(b) 
A ^PA = Q, a"^QA = PQ and this is a contradiction. My 
statement of Theorem 2.2 comes from the correct Satz 6 and 
the Be/merkung following it. The fact that S is a normal 
subgroup of H comes from the part 3 of the proof of Satz 7, 
Notice that a Sylow 2-subgroup of a soluble Z-group 
G with semi-dihedral Sylow 2-subgroups has order 16^ if 
G has no normal subgroups of index 4. 
Theorem 2.3 (Brauer-VJielandt [16]). Let T be a four 
group of automorphisms of a group K of odd order. Let 
t^^ i = denote the three involutions of T and 
K^ = C(t^)nK. If KQ = C(T)nK, we have 
K = K^K^K^ 
and 
2 K Kq — K^ . K^ . K^ 
Theorem 2.4 (Suzuki [14]). Let G be a finite non-soluble 
group with dihedral Sylow 2-subgroups and cyclic Sylow p-subgroups 
for all odd primes p. Then G has a normal subgroup G^ of 
index less than or equal to 1, and G^ = L x Z, where 
L = PSL(2,p)^ for some prime p > 3, and Z is a metacyclic 
group of order prime to L 
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Theorem 2.5 (Brauer-Suzuki [14]). Let G be a finite nai-
soluble group x/ith a generalized quaternion Sylow 2-subgroup 
and cyclic Sylow p-subgroups for all odd primes p. Then G 
has a normal subgroup G^ of index less than or equal to 2 
and G^ = S X Z, where S = SL(2^p) for some prime p > 3, 
and Z is a metacyclic group of order prime to S . 
Theorem 2.6 (Zassenhaus [19]). Let G be a finite group 
which admits a fixed point free automorphism a of order 2. 
Then xa = x for all x € G, and G is abelian. 
ht-r-fi-c^ 
Theorem 2.7 (Zassenhaus [21]). A ciinuylcti: group G with 
an abelian Sylow p-subgroup has no normal subgroup of order p. 
Theorem 2.8 (Wong [13]). Let G be a finite group with a 
semir.dihedrai Sylow 2-subgroup. 
(i) If G has 2 classes each of elements of orders 2 
and G has a normal 2-complement. 
(ii) (a) If G has no normal subgroups of index 2, 
G has just one class of involutions and one class 
of elements of order 4. 
(b) For any involution t e G^ C(t) has a normal 
subgroup of index 2 v/hich has no normal subgroups 
of index 2. If further C(t) has an abelian 
2-complement, then if G is simple, G = PSL(3,3) 
or M^^. 
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Here M^ ^^  is the quadruply transitive Mathieu simple 
permutation group on 11 symbols, see [17]. Also 
PSL(3j3) = SL(3,3) is the group of all 3 x 3 matrices of 
determinant 1 with coefficients from the field GF(3) of 
3 elements. 
Theorem 2.9 (Gorenstein-Walter [5]). Let G be a finite 
group with a dihedral Sylow 2-subgroup. Then one of the follcwing 
holds: 
(i) G contains no subgroup of index 2 and all involutions 
of G are conjugate, 
(ii) G contains a subgroup of index 2 which has no 
subgroups of index 2. Then G has 2 classes 
of involutions precisely, 
(iii) G contains a normal subgroup of index 4 and 
also a normal 2-complement. 
Main Theorem. 
Theorem 2.10. If G is a Z-group with semi-dihedral Sylow 
2-subgroups, then G is either soluble or G has a normal 
subgroup H of index 2 and H = S x Z_, where S = SL(2,p), 
for some prime p > 3, and Z is a metacyclic group of order 
prime to S . 
Remark. It is immediate that, if G > H = S Z, [G:H] = 2, 
then G splits over H. For both S = SL(2,p) and also SZ 
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have a unique element of order 2. Since a Sylow 2-subgroup 
^ j ^  
of G is semidihedral of order 2 ' and so contains 2^+1 
involutions^ there are non-central involutions of G which are 
not in H . Thus G = (S x Z)T where |t| = 2. Also in the 
course of the proof it will be shown that the structure of G^, 
if non-soluble, is completely determined. Thus the only groups 
G, which are non-soluble and have our property, are, modulo odd 
order normal subgroups, isomorphic to S(p), for some prime p. 
As a first step in the proof we study the structure of 
a minimal counter example to Theorem 2.10 and, for the rest of 
the proof, G will denote this fixed group. 
Lemma 2.1. The group G is a non-abelian simple group. 
Proof. Suppose that G' < G . Then if r is any odd prime 
dividing [G:G'], we let K be a normal subgroup of G of 
index r. Now K > G' is non-soluble since G' is, and has 
semi-dihedral Sylow 2-subgroups and cyclic Sylow p-subgroups for all odd 
primes p. Thus K has a subgroup H^, with [K:H^] = 2 
and H^ = S x Z^, where S = SL(2,p), for some prime p > 3, 
and Z^ is metacyclic. By the remark above, K = (S x 
where |t| = 2. Suppose T = <t^>. 
Now S is characteristic in K, being the terminal member 
of the derived series of K, and so S <i G . It follows that 
G/C(S) is a subgroup of the automorphism group of S which has 
2 order p(p -1), see for example [14]. But G/C(S) contains 
2 
STC(S)/C(S) which has order p(p -1). This is clear because T 
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acts non-trivially on S, (a Sylow 2-subgroup of ST is semi-
dihedral), and if st^ e C(s)nsr, for some s e S, t^ e T, 
(st^)^ € C(s)ns = Z(S). Therefore st^ is a 2-element and a 
Sylow 2-subgroup of ST is not semi-dihedral because the centre 
of a semi-dihedral group has order 2. This contradiction 
and the above remarks show that G = STC(S). Since STnc(S) = Z(S), 
C(S) has a Sylow 2-subgroup of order 2. Therefore C(S) is 
metacyclic and by Theorem 1.7, C(S) has a normal 2-complement 
Z. Thus G = (S X Z)T, a contradiction. 
We may therefore assume that G/G' is a 2-group and we 
choose K with [G:K] = 2. A Sylow 2-subgroup of K is 
either generalized quaternion or dihedral since K is non-soluble. 
For maximal subgroups of a semi-dihedral group are either cyclic, 
dihedral or generalized quaternion and if a Sylow 2-subgroup 
of K were cyclic, K would be metacyclic and of course soluble. 
If a Sylow 2-subgroup of K is generalized quaternion, 
by Theorem 2.5, K contains a normal subgroup K^ of index 
< 2 and K^ = S X Z, where S s SL(2,p) for some prime p, 
and Z is metacyclic. 
If K^ = K, then G has a normal subgroup S x Z of 
index 2 as predicted in the Theorem. If K < K, let 
2 
t^ € k\k^, with tj^  e S. Since Sylow 2-subgroups of both 
K and K^^ are generalized quaternion, t^ acts non-trivially 
on K^. Again S ^ G and G/C (S) > S<t^>C(S)/C(S) has order 2 a divisor of p(p -1). Since C(S)n s<t^> = Z(S), as before 
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G = S<t^>C(S) and a Sylow 2-subgroup of C(S) has order 4. 
If R is a Sylow 2-subgroup of S and R^ > R a Sylow 2-subgroup 
of G, C (R)n R^ ^ R^ a contradiction to the structure of R^ .^ 
If a Sylow 2-subgroup of K is dihedral^ by Theorem 2.4 
K contains a subgroup K^ of index < 2 such that K^^ = L x Z^  
where L = PSL(2,p)^ for some prime p, and Z is metacyclic. 
If K^ = K and t^^ e G L<t^> is isomorphic to the full 
automorphism group of L since t^ acts non-trivially on L^ 
and so L<t^> = PGL(2,p) by [14]^ a contradiction, since a 
Sylow 2-subgroup of PGL(2,p) is dihedral. If K^ < K, 
G/C(L) is a subgroup of the automorphism group of L which 
2 
has order p(p -1). Thus G = KC(L) since K = aut L = PGL(2,p), 
and so, since C(L)nL = I, we see that a Sylow 2-subgroup of 
C(L) has order 2. Now if R is a Sylow 2-subgroup of L, 
R^ > R a Sylow 2-subgroup of G, C(R)n R^ R, a contradiction 
to the structure of a Sylow 2-subgroup of G. 
Thus the assumption G' < G has led in every case to a 
contradiction. Therefore G' ^ G. Now if N <1 G, where |N 
is even, N contains all involutions of G, because by Theorem 
2.8 all involutions are conjugate. Thus a Sylow 2-subgroup of N 
a+1 a+2 
has order > 2 , where 2 is the order of a Sylow 2-subgroup 
of G. Therefore G/N has a Sylow 2-subgroup of order < 2 
and so is metacyclic. Therefore G' < G, a contradiction 
unless N = G. Therefore N has odd order and is metacyclic, and so has a characteristic subgroup of prime order. 
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But this is impossible in view of Theorem 2.7. The lemma is 
proved. 
We list now the possible structure of any subgroup H 
of G. 
1. H is soluble. 
2. H has a dihedral Sylow 2-subgroup and so has a normal 
subgroup H^ with [H:H^] < 1, and H^ = L x Z, 
where L = PSL(2,p) for some prime p > 3_, and Z 
is metacyclic of order prime to 
3. H has a quaternion Sylow 2-subgroup and so has a normal 
subgroup H2 with [HtH^] < 2 and H^ = S x Z, where 
S = SL(2,p)j for some prime p > 3^ and Z is 
metacyclic of order prime to 
4. H has a semi-dihedral Sylov? 2-subgroup and so has the 
structure predicted in the Theorem 2.10. Notice that 
H centralizes an involution. 
We nov7 study the structure of the centralizer of an 
involution t e G. By Theorem 2.8, C(t) has a normal subgroup 
of index 2 v/hich has no normal subgroups of index 2. Since 
G has just one class of involutions, C(t) contains a full 
Sylow 2-subgroup of G for any involution t. Choose some 
involution t € G and fix the notation for the remainder of 
the proof. 
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Lemma 2.2. The group C(t) is non-soluble. 
Proof. In view of the above remarks and Theorem 2.2, if C(t) 
is soluble, C(t) has a normal subgroup H of index 2 and 
H/0(H) = SL(2j3), where 0(H) is the maximal odd order normal 
subgroup of H. Also if R is a Sylow 2-subgroup of H, 
then N(R) >H. Let x e H/0(H) = H be an element of order 
3 whose inverse image x € H has 3-power order. Then if 
G = G/0(H), N(<^)riG > C ( < ^ X 1 G , for otherwise G has a 
normal 3-complement by Theorem 1.6. Then a Sylow 2-subgroup R^ 
of G, v/hich is semi-dihedral of order 16, admits a non-trivial 
automorphism of order 3, a contradiction. Thus there exists 
a 2-element y e G whose inverse image y 6 G is chosen to 
be of 2-power order, without loss of generality, and whose 
square centralizers <x>. Thus y"^xy = x'^ (mod 0(H)). 
It follows that y has order 2 or 4. Now a Sylow 2-subgroup 
of C(t) is semi-dihedral of order 16 and all elements of C(t) 
of order 4 are contained in H. Hence y has order 2. 
Consider now H^ = <y,x,0(H)>. Since <x,0(H)> has 
odd order, it is metacyclic. Also y normalizes <ic>0(H) 
and y has order 2. Thus H^ is itself metacyclic. Let 
Hj^  = H|K, where K is a cyclic group containing y. It is 
clear that x £ H|, because y acts non-trivially on <x>. 
Let P be any odd Sylow subgroup of K. Then N(P)nHj^ = C(P)nH^, 
since H^ is metacyclic. Also P < 0(H) and 0(H) < C(R). 
Therefore NC?) > <R,y>, a full Sylow 2-subgroup of G . NOT; 
C(t) = H^.R and N(P)nC(t) = C(P)nG(t), because R centralizes 
P. We show that N(P) < C(t). 
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First N(P) is a proper subgroup of G , containing a 
full Sylow 2-subgroup of G , if P t 1. If N(P) is non-
soluble^ by induction it centralizes an involution t'. But 
all involutions of G are conjugate and so C(t) would be non-
soluble if C(t') w e r e . This is not the case. Hence N(g) 
is soluble. 
Suppose N(P) has a normal subgroup M of index 4 . 
Then a Sylov; 2-subgroup of M is cyclic, because otherwise M 
would contain all involutions of N(P) and the |m| would 
be divisible by 8. Thus t e M and t" e M , for n € N(P), 
implies that t" = t™, for some m e M , since M is metacyclic 
and all elements of M of order 2 are conjugate. Hence 
-1 
t™" = t and N(P) = M C ( t ) . Then 
N ( P ) / M = MC(t)/M = C(t)/C(t)nM 
and C(t)nM is a normal subgroup of C(t) of index 4 , a 
contradiction. 
Thus V7e have proved that N(P) is contained in the 
centralizer of an involutionj by Theorem 2.2, and it is clear 
that N(P) < C(t). Hence N(P) = C(P), and P is a Sylow 
subgroup of G . By Theorem 1.6, G is not simple. 
Hence the existence of any odd prime dividing [H^:Hj] 
has led to a contradiction and so \<re have that Hj = <x,0(H)>. 
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But, by Theorem 2.1, is a cyclic group and C(t) has 
an abelian 2-complement. We may now apply Theorem 2.8 and 
get that G s PSL(3,3) or M^^. But these groups have non-
cyclic Sylow 3-subgroups, see [18], and the proof of Lemma 2.2 
is complete. 
There exists an involution t € G such that C(t) is 
non-soluble and we may apply our induction to C(t) to find 
that C(t) = (S X Z)T, where T = 2 , S s SL(2,p) for some 
prime p>3_, ( Z j , S ) = l . We determine the action of 
t, 6 T \l on S and also on Z, both of v;hich are normal sub-
groups of C(t). 
Lemma 2.3. The group Z is cyclic. If Z = <z>, then 
t-^zt^ = 
Proof. The group Z<t^> is metacyclic. Again let k be any 
odd prime dividing [Z<t^>: (Z<t^>)' ] and K a Sylow k-subgroup 
of Z<t^>. Then N(K)nz<t^> = C(K)nz<t^> and N(K) > S<t^>. 
Therefore N(K) is non-soluble and contains a full Sylow 2-subgroup 
of G. By induction, N(K) is contained in the centralizer 
of some involution and it is clear that N(K) < C(t). It 
follows that N(K) = C(K) and K is a Sylow k-subgroup of G. 
This contradicts the simplicity of G, by Theorem 1.6. Thus 
(Z<t^>)' = Z and Z is cyclic. 
Let Q be any Sylow q'-subgroup of C(t^)nz for some 
prime q'. Then N(Q) nz<t^> = C(Q)nz<t^> and N(Q) > S<t^>. 
As before N(v!) < C(t) and so N(Q) = C(Q) . Therefore Q 
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is a Sylov; q ' - subgroup of G and we have a contradiction 
to Theorem 1.3 and the simplicity of G. Therefore C(t^)nz = 1 
The Lemma now follows by Theorem 2.6. 
Consider now the group ST. It is clear that t^ 
cannot induce an inner automorphism on S. For if 
t^^m t^ = s ^m s, for all m € S and some fixed s e S, 
-1 -2 -2 -1 tj^ s € C(S) . Then m = t ^ m t ^ = s s m s s implies 
that s s e Z(S) . Thus s t^^ has order either 2 or A. 
Let R be a Sylow 2-subgroup of S. Then a Sylow 2-subgroup 
of G is given by R <stj^ > and this is not semi-dihedral since 
Z(R<st^>) has order greater than 2. 
Before determining the structure of ST in more detail 
we prove the following 
Lemma 2.4. " " ' ( r 5) 
any element of SL(2,p) 
of order n >2 dividing (p-f-l), then a is conjugate in 
GL(2^p) to a matrix of the form 
b - 1 
- -1 a ^ 
Proof. The matrix 
s ^ / 
with arbitrary S e GF(p) will provided, of course, that 
X is non-singular. This is the case if and only if 
+ (6-aX^r] - 4 0. 
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If S 0, choose -n = 0, g 0. If P = 0, a 
has order 1 , p or 2 p , a contradiction to the choice of a. 
The lemma is proved. 
Lemma 2.5. Suppose that p = -l(mcd 4). Then the group 
T = acts on S in the following manner 
t- - /"o fo 
t, m t, = ' _ m 1 1 V I O j v.! 0 
1 
, for all m € S. 
Here we assume that S = SL(2jp) is actually a group of 
2 x 2 matrices of determinant 1. 
Proof. Since the automorphism group of SL(2_,p) is isomorphic 
to PGL(2^p), the group of all substitutions z > ^^ ^ 
7z + o 
where a6 - 37 ^ 0, the action of t^ on S is determined 
modulo an inner automorphism of S. Thus 
-1 -1 / o A /^O lA 
t^ m t^ = s oj"* U o j ^^ for all m 6 S 
and some fixed s € S, Choose <x,y> to be a Sylow 2-subgroup 
of S in the following way: 
X = 
/ 0 l^ / a 
-1 T] ) ^ l^ ari+|3 - a 
Here we have used Lemma 2.4 and the fact that a Sylov^ 
2-subgroup of S is generalized quaternion. Such a y 
certainly exists with a^P e GF(p) chosen so that y has 
determinant 1. We show that we can choose a = 3. For this 
to be the case^ we must be able to solve in GF(p) the equation 
2 
-a (2+1^) = 1. Now -1 is a quadratic non-residue in GF(p)^ 
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if p = -1 (mod U), as is well knovm^ see [7], p.59. 
We claim that (2+r]) is also a quadratic non-residue in 
GF(p). For if not, consider 
/ o 1 \ 
Z = 
l^ -l -Jl-h] 
2 
We note that z has trace T] . Now the trace of a 2 x 2 
matrix of determinant 1 determines its order to a multiple of 
p. For suppose u e SL(2,p) has trace 6. Then the characteristic 2 
polynomial of u is x - ox -i- 1 = 0 and so the characteristic 
roots of u are determined as functions of 6. In some finite 
extension field of GF(p) \<fe may transform u into a matrix 
of type 
\ where 5 = o are the 
0 6,' 2 1 1 
characteristic roots of u. If the multiplicative order of 
is n, then u" is conjugate to a matrix of the form 
/ "N 
I I * \ 
j^ j . Thus the order of u is either n or pn and n 
is determined b)^  as claimed. 
Thus the order of z is either twice that of x or 
2p times it. Of course there are no elements in SL(2,p) 
a-'-l a _ of order 2 ' j where p+1 = 2 q, q odd,if p = -1 (mod 4)^ 
and we have a contradiction. 
Therefore 2 + r] is a non-residue and we may solve 
-a^(2-fn) = 1, for a e GF(p) . 
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Now suppose that t^^ was chosen as an involution in a 
Sylow 2-subgroup of ST containing <x^y>. Then t^^ being 
non-central^ inverts x, without loss of generality, if a 
Sylow 2-subgroup of ST is semi-dihedral. Then 
-1 -1 X = tj^  X t^ = s -1/0 /o 
\ 
~1 -1 = s X s . 
Hence s € C(x)ns and t^s"^ e N(<x>). 
Now t^^y t^ -1 / 0 
where y -a^ ' Therefore (t^s ^ = yx and 
0 A 
0 
-lv-1 
- 1 t^s e N(<y^x>). We have shown that 
s e N(<x,y»nsnc(x) 
and so s = x , for some i. This is most easily seen by 
noting that s induces an automorphism of 2-power order on 
<x.,y>f because s e C(x). Thus s e <Xjy> C(<x,y>) and it 
may be checked that C(<x,y>)ns < <x^y>. Therefore 
s e <x,y>nc(x) . 
* 2 Putting t^ = tj^ x , v/e have t^ = 1 and 
0 l^ 
1 Oy 
n /o m 
\ 0 for all m € S. 
Thus ST = <S,t^> = <S,t2> = S(p). 
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Lemma 2.6. If p = l(mod 4)^ ST = S(p). 
Proof. Again we know that if w g ST \S, the action of. w on S 
is determined up to an inner automorphism on S. Then "• c • ( : ' 
for all m € S and some fixed s 6 S. Here p e GF(p ) 
2 and p e GF(p) has order p-1 = q odd. Let 
p^ 0 \ / 0 I 
y = -2 V o p / v-i 
be generators of a Sylow 2-subgroup of S. Then since 
-1 -1 S W X WS = X 
W!S € C (x) . 
Choose w, without loss of generality^, lying in a Sylow 
2-subgroup of ST containing <x^y> such that 
2 w = X. 
Then w e C(x) and since s ^w ^yws = txy, where 
t = Q 1 / ^ central involution in S, we have 
ws € N«x,y>)nc(x). Thus s € N(<x,y>)nc(x)ns and so s = x^. 
Now ST = <S,w> = <S,wx^> and replacing wx^ by w, since 
wx^ has the same order as w, we have ST = S(p). 
41. 
We study now the group S(p) more closely. Suppose 
that <x> < SL(2,p) has order (p+1). Without loss of 
general! ty we may assume that x • have already 
noticed that 2 + ? is a quadratic non-residuej, because otherwise 
there is an element z e SL(2_,p) of order 2(p+l), a contradiction. 
Lemma 2.7. 2 - C is a quadratic non-residue if and only if 
p s -l(mod 4). 
Proof. Suppose that 2 - t is a residue and consider 
= 
1 " 
v^ -1 N/2- fey 
of 
2 2 Then x^ has trace and so trace x^ equals the trace 
/ n i\ M 0 = xt. Since the trace of such a matrix 
essentially determines its order, we see that if p = -l(mod 4), 
2 
x^ has order (p+1) and so x^ has order 2(p+l), a contradiction, 
If p = l(mod 4), X has order . 2 and we may 
write X = yt, where y has order (p+l)/2 and t is of order 
2. Since y is of odd order, y has a square root 
z € SL(2,p) and by Lemma 2.4, v;e may conjugate z into an 
element of the form 
, : , SeGF(p). 
2 2 2 Since z has trace(^-2), z = y implies that 
T 2 
^ -2 = -ii and ^ = 2-g is a residue. 
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Lemma 2.8. The group S(p) contains an element of order 
2(p-l) if and only if p = l(mod 4). 
/ pa 0 
Proof. If p = l(mod 4), the element ^ ^ 
Y 0 -p~ a 
where a e GF(p) is a primitive (p-l)th root of unity will 
suffice. 
If p - -l(mod 4), let y be an element of order 2(p-l). 
2 2 
Then y is of order (p-1) and we may assume that y is 
diagonal, i.e. y^ = ^ ^ , a e GF(p). 
V O a " y 
Now t^ = y e C(y^) implies that C(y^) > <y,t^>. 
2 2 
Thus tj^y € C(y )nS = <y > and so t^ € <y>. Since <y> has 
a unique element t of order 2, the central involution^ we 
have a contradiction. 
Lemma 2.9. The group S(p) contains an element of order 
2(p+l) if and only if p = -1(mod 4). 
Proof. If p - - K m o d 4), ] will suffice. vi j-'V 
Here -1 is a quadratic non-residue and Lemma 2.7 shows that 
2- J is also a non-residue. Therefore v 2 - i s evaluable in 
GF(p). If p = l(raod 4) we suppose that y e S(p), 
2 
is such that y has order (p+1). Without loss of 
2 , / O 
generality, we may suppose that y = x, where x g 
4 3 , 
and we have to solve for a, 5 
a 
7 
2 = |3 
3p 
2 
o 
Pp (2a-.^) 
0 6 - 3 7 
-p (a+pg) 
1 
1 . 
If a = the determinant condition shows that 
2 2 a p (2-1-5) = a contradiction. If a = -3, we have 
2 2 2 a p (2-0 = -1. But p is a non-residue in GF(p)^ while 
both -1 and (2-c^, by Leirana 2.7, are residues. Thus there 
is no solution for a in GF(p) and we have a contradiction. 
We nov/ determine that structure of the normalizer of 
an element of order p + e in SL(2,p), where p = e(mod 4) 
and e = 4-1 . 
Case 1. p = -l(mod 4). 
X = 
h = 
/ a 0 
\ 0 a'y 
.1 
. 0 1 
^ = U o j ' 
-1 
of order p-1. 
of order 2, t^ e C(x), 
-1 -1 and s e N ( < x , s xs = x , s t^s = tt^, s = t 
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Case 2. p s l(mod 4). 
Let X ? be of order (p+1). The element 
P 
~ 9 0 V centralizes x and 
2 2 t^ - 1. We remark that p is a non-residue, is a 
residue, 2 + 5 a non-residue, - 1 a residue. Now there is 
a matrix s e SL(2,p) which inverts x and further 
a {3\ 
2 -1 
It may be checked that s = t, s t^s = tt^ . 
We also determine the normalizer of an element of order 
2(P-£). 
Case 1. p = -l(mod 4). 
is inverted in SL(2,p) by an element s =( ) of 
order 4. It is easily checked that s also normalizes 
<y>. We have 
-1 ^ -1 s ys = ty 
Case 2. p = 1(mod 4). Then 
''pa 0 \ 
y i 
VP -p'^a'V 
is of order 2(p"l) and is 
normal /O A -1 -1 ized by s^ : s^ ys^ = ty 
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VJe have thus located the following subgroups of S(p): 
(a) cyclic groups of order 2(p-e) whose normalizers have 
order 4(p-s) . If y has order there exists 
an element s of order 4 such that s'^ys = ty"^. 
(b) cyclic groups of order p+e which are centralized by 
an involution t^. If x has order (p+s), then 
^(p+£)/2 _ ^^ <x,t^> is normalized by an element s 
2 
of order 4, where s = t, s xs = x , s t^s = tt^. 
The abelian groups of orders 2(p-e), 2(p+e) are both 
maximal abelian groups. 
It can be easily checked that v/e have the following 
conjugacy classes in S(p): 
1 class consisting of the identity alone ; 
2 classes of involutions consisting of t alone and 
p(p-e) elements conjugate to t^; 
2 
1 class of (p -1) elements of order p; 
2 
1 class of (p -1) elements of order 2p; 
(p-e-1) classes of p(p+e) non-central elements of order 
dividing 2(p-e); 
(p+e-2) classes of p(p-e) non-central elements of order 
dividing (p+£). 
If we count the elements above we see that the whole of 
S(p) is covered by these classes and so S(p) has exactly 
2(p+l) classes in all. 
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It t^ is any non-central involution in S(p)^ C(t^) 
has order precisely 2(p+l) and is a direct product of a 
cyclic group of order p+s and <t > of order 2. For if 
p = -Kmod 4), we may choose t^^ = and then any 
matrix which centralizes it is diagonal. If p = l(mod 4) 
we may choose t = P \ and then any matrix which 
/a b\ centralizes it, has the the form 2 I since 
2 2 - 2 , ^ ^Pp" '^ Z 
a - p p =1, there are at most 2p such matrices. But 
since the group C(t^)ns has a subgroup of order (p+1), 
is a multiple of (p+1) . Thus C(t^) = x <x> 
where x has order p+1. 
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CHAPTER 3. 
A group theoretic attack on G. 
Introduction. 
This chapter is concerned \7ith a detailed investigation 
of group theoretic properties of G. It leads to a complete 
determination of C(t) for some involution t e G, and also 
the structure of all 2-signalizers of G. It is proved that 
p = -e(mod 3) and if p = "l(mod 4), we v/ill completely 
determine the structure of a p-Sylow normalizer. 
Lemma 3.1. The prime p divides g = |G| to the first power 
only. Thus g = pg', where (p^g') = 1. 
Proof. Let P be a Sylox? p-subgroup of C(t) and consider 
itfcentralizer C(P). Since all Sylow p-subgroups of G are 
cyclic if p is odd^ C(P) contains a full Sylow p-subgroup 
of G. Now t € C(P). Let U be a Sylov? 2-subgroup of 
C(P) containing t and let u be an involution contained in 
the centre of U. Then C(u) > U,P and so PU is a subgroup 
of C(u). Since all involutions are conjugate in G and 
c(p)nc(t) = PZ<t>, we see that U = <t>. Thus C(P) is 
metacyclic. 
Now by the structure of metacyclic groups, we know that if 
H is metacyclic, [H:H'] is a multiple of lZ(H)|. Therefore 
noticing that P < Z(C(P)), we see that [C(P):C(d'] is a 
multiple of p and since C(P)' is a Hall subgroup of C(P), 
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the full power of p which divides g = |G| divides the 
order of a complement C of C(P)' in C(P). Because a metacyclic 
group has an ordered Sylow tower by Theorem 1.7, C has even 
order. Let P^ be a Sylow p-subgroup of C and t^ ^ any 
involution in C. Then C(t^) > C^ since C is cyclic, and 
so P^ < C(t^). 
But all involutions of G are conjugate and it is immediate 
that I Pj^  I = p and the lemma is proved. 
Definition 3.1. Let M be a maximal odd order subgroup of 
a finite group G whose normalizer N(M) contains a full 
Sylow 2-subgroup of G . Then M is called a 2-signalizer 
of G . 
We select in G^ or rather in C(t), a subgroup Q of 
Si 
order q, p-S = 2 q, q odd. The results of Chapter 2 show 
that Q is normalized by a full Sylow 2-subgroup of G . The 
cyclic group Z is similarly normalized by a Sylow 2-subgroup 
of G . 
Lemma 3.2. If M is any 2-signalizer of G, M < C(t' ) for 
some involution t' . Thus if M < C(t), M = QZ. Also if 
1 < Q^ < Q, N(Q^) = N(Q) < C(t). 
Proof. The proof relies heavily on the Theorem 2.3 of 
Brauer-Wielandt (16j. Suppose that M is a group of odd 
order normalized by a Sylow 2-subgroup R containing t e Z(R) 
without loss of generality. Then M is normalized by 
V = <t,t^> < R, a four group. Thus 
49. 
^^ " V ^ ^ ^ - and so M^ 
is cyclic of order dividing (p-fe)/2, because t^ inverts Z. 
But > C^(V) and C(t) > R, since t€Z(R). Therefore 
is a subgroup of C(t) of odd order containing a subgroup 
MQ of order dividing (p+e)/2 which is also normalized by R. 
This is a contradiction to the structure of C(t) unless M^ = 1. 
Now t^^ tt^, being non-central involutions of R are 
conjugate in , R, x^hence C^(t^), are conjugate under 
an element of R, because R < N(M). Thus = |c;^(tt^) 
If = 1, then M = C^(t) and so M < QZ. 
Maximality of M shows that M = QZ. 
If t then M being metacyclic implies that 
M' is cyclic. Now M' is a characteristic subgroup of M 
and so is normalized by R. Therefore 
and 
But C^i(V) = 1 and since M' is cyclic we must have 
Therefore M' = and since C^(t) >C^,(t) = M' 
we see that Cy (t) ^ M . It follows that ^^ ^^ (t) .Cj^(t^) and 
C^(t) .Cj^ (ttj^ ) are both normal subgroups of M and have the 
same order. 
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It is easy to see that normal subgroups of the same order of such 
a metacyclic group are identical. For suppose H,K<|M 
and H K Let H^, K^ be Sylow r-subgroups of H^K 
respectively. They are conjugate in M because they have 
the same order and because all Sylow r-subgroups of M are 
cyclic. Thus H^ = for some m € M and so 
Hj. < H^b ^Km = hHr, because K is normal in M. This is true 
for all primes r H Hence H < HOK and K = H. 
Thus = C^(t).C^(tt^) and 
But M 
whence G^(tt^) = 1. It follows that C^(t^) = 1 and M = C^(t). 
Thus M < C(t) and so M = QZ. 
Now if 1 < Qj^  < Q, consider N(Qj^ ) . This group contains 
R, a full Sylow 2-subgroup of G, and we let R = <y,t > 
2 -1 -1 where y = t^^ = 1, t^ yt^ = ty and t = y . Now y 
centralizes Q while t y inverts it, and t centralizers 
Q^ while t^ inverts it. Thus y , t cannot be conjugate 
to t^y, t^, respectively, in N(Q^) and it follows that N(Qj^ ) 
is a group with a semi-dihedral Sylow 2-subgroup which has two 
classes each of elements of orders 2 and 4. Therefore by 
Theorem 2.8, N(Qj^) has a normal 2-complement M^ > QZ. 
But by the first part of the lemma M^ = QZ and so N(Q^) = N(Q) < C(t) 
The lemma is proved. 
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We now proceed to study the structure of odd order groups 
containing D, a cyclic group of order (p+e)/2, which are 
normalized by^four groupjT. This investigation leads to the 
rather surprising fact that Z = 1. As stated in Chapter 2, 
C(t) contains such a subgroup D and N(D)nC(t) = (DZV)<6>, 
where V = <t,tj^ > is a four group and V < C(D), V<s> is a 
dihedral group of order 8, s € C(Z), t^ inverts Z, s inverts D. 
Let X be any subgroup of D and consider N(X), the 
normalizer of X in G. Let N^ be a Sylow 2-subgroup of 
N(X) containing V<s>. Then N^ is either dihedral or semi-
dihedral since the only other subgroups of a semi-dihedral group 
are either cyclic or quaternion and these do not contain,four 
group! as subgroups. Now t e Z(V<s>) implies that t e ZCN^), 
since the centralizer of any non-central involution of either 
a dihedral or a semi-dihedral group has order 4. It follows 
that N^ < C(t)nN(X) and so [N^ j = S^N^ = V<s>. 
The group V<s> has three classes of involutions, 
viz., those represented by t, t^ and st^ ^ » t^. Now t^ 
inverts X, while both centralize it and so it is not 
possible that t^ is conjugate to either t or t^ in N(X). 
Suppose first that t is not conjugate to t^^ in N(X), 
Theorem 2.9 shows that N(X) has a normal 2-complement K 
containing DZ and we show that if this is the case K, and 
so also N(X), are contained in C(t). 
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The group K is normalized by U = <t,t >_, a four 
group, whence K = C^(t) .C^ C^t^ ) .C^ C^tt^ ). Let % = C ^ W • 
Then KQ < C(t)nc(t2)nK and so has order dividing (p+e)/2. 
But K is metacyclic of odd order and K<s> is also a 
metacyclic group. Now s inverts D < K and so 
D < (K<s>)' . Therefore, since (K<s>)' is a cyclic Hall 
subgroup of K<s>, any subgroup of order dividing (p+e)/2 is 
contained in the unique subgroup D of order (p+e)/2. Hence 
KQ < D. But D is inverted by t^, whence K^ = 1. 
Therefore = = Cj^Ctt^nCj^Ct) =1. Now 
tt^ are conjugate in V<s>, which normalizes K', a 
characteristic subgroup of K, and it follows that 
CKiCtt^)] = (t2)! . Also 
K' = Cj^,(t).Cj^,(t2).Cj^,(tt2), and 
C^,(U) = 1. 
Since K' is cyclic, K' = C , (t). Hence C (t) <1 K. As iv K ~ 
before C (t).C (tt ) and C (t)C (t^) are normal subgroups K. K Z K K 2 
of K of the same order, whence they are identical. It 
follows that C^(tt-) = C^(t-) = 1 and K = C (t). K / K Z K 
We have therefore shown that if t is not conjugate to 
t^ in N(X), N(X) < C(t). This is not possible in view of 
the following remark. The group X is a subgroup of both 
C(t) and C(t^). Because all involutions of G are conjugate, 
there exists an element u e G such that u t^j^ " = t. 
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Therefore X, u'^Xu < = C(t). Since all subgroups 
of C(t) of order dividing (p+e)/2 are conjugate in C(t), 
there exists v e C(t) such that v"^u"^Xuv = X. Thus 
uv e N(X) < C(t), u e C(t), a contradiction. 
It follows that if 1 < X < D, N(X) ^ C(t) and also 
are conjugate in N(X). The fact that we can determine the 
structure of N(X) precisely has far-reaching consequences for 
what follows. Theorem 2.9 shows that N(X) has a normal 
subgroup H^ of index 2 and H^ ^ has no normal subgroups of 
index 2. Therefore all involutions of H^ ^ are conjugate in H^. 
Put H = Hp. 
If H is 0 non-soluble^ Theorem 2.4 shows that H = L X Y, 
where L s PSL(2,r), for some prime r, and Y is metacyclic 
of order prime to |L|. It is clear that because D < H, D < Y. 
(L is a non-abelian simple group.) But we know that 3 divides 
the order of any linear fractional group and so (3J|D|) = 1. 
But if W is a 3-cycle of L, since all 3-cycles of G are 
conjugate^ W is contained in the centralizer of some involution 
t'. But N(W) > D, and because (3,p+e) = 1, 3|(p-e). 
Thus we may suppose that W < Q', where Q' < C(t') is a group 
of order q analogous to Q < C(t) = C(t') in Lemma 3.2. 
However this lemma shows that N(W) = N(Q') has order 4(p-e) |Z 
Since ((p+e)/2, 4(p-E)|Z|) = we have a contradiction. 
If H is soluble, let H = H/0(H) and let N be a 
minimal normal subgroup of H. Clearly N has even order and 
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so is a 2-group. Since all involutions of H are conjugate 
in H^ |n1 = 4 . It follows that H = A^. We study the 
structure of N = 0(H). Of course N > D,Z. 
Since N' (cyclic) is characteristic in N, N' is 
also normalized by V = <t,t^> and we have 
Now t, t^, tt^ are conjugate in H and since N <I H^ 
S ^ ^ l ^ ' conjugate in H and have the same 
order. Similarly 
order^ and being subgroups of a cyclic group N' are identical. 
Thus N' = C^,(t) = = C^,(tt^). 
Therefore Cj^(t) > Cj^,(t) = N' and also Cj^(t^). 
are normal subgroups of N of the same order. Thus they are 
identical. 
Therefore N = C (t) = C„(t,) = c(t )nc(t, )nN. 
N N 1 1 
Because t^ inverts Z, N = D and Z = 1. 
Thus C(t) s S(p). 
We now prove that we can select a complement Y of V in H 
such that Y > D and Y is cyclic. For consider N^ = N(D)/D 
of order 24 and its normal subgroup H = A^. There exists an 
involution t^ = t^D which acts non-trivially on V = VD/D. 
Thus N^ is not a direct product of 
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may be represented as a permutation group on the four Sylow 
3-subgroups of H and H acts faithfully on them. Thus N^ 
has a homomorphic image as a subgroup of S^ containing A ^ . 
Either N^ s S^ or N^ has a normal subgroup M and N^/M S A ^ . 
This last case is not possible because then a Sylow 2-subgroup 
of N would be abelian of order 8, a contradiction. Thus 
N s s^. Select z e H such that z e H is of order 3 and 
is inverted by t^, i.e. z^ e D and t'^zt^ = z"^ (mod D) . 
Therefore D<z> is a complement of V in H which is normalized 
by t^ and C(t2)nD<z> = 1 because C(t2)nD = 1 and C(t2)nY/D = 1, 
where Y = D<z>. Therefore t^ acts fixed point free on Y 
and so by Theorem 2.6, Y is cyclic. 
Thus we have proved the following result. 
Lemma 3.3. If t is any involution in G, C(t) s s(p) 
for some prime p. If D is a subgroup of C(t) of order 
(p+e)/2, then N(D) has a normal subgroup H of index 2 and 
N(D)/D S S^, H = C(D). 
This last fact is immediate because C(D) < N(D) and 
C(D) > Y,V = H . 
Lemma 3.4, The case p-g = O(mod 3) cannot occur and so 3 
must divide p+£. It follows that N(D) does not split over 
D and a Sylow 3-subgroup is of order at least 3k, where k 
is the maximal power of 3 dividing (p+g). 
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Proof. If p-e= o(mod 3), then because a Sylow 3-subgroup 
of G is cyclic, it follows that a subgroup W of order 3 
contained in N(D) by Lemma 3.3, centralizes an involution, 
t' say. But all 3-cycles of G are conjugate and so we 
may assume that W < Q', where Q' < C(t') is a subgroup 
of order q isomorphic to the subgroup Q < C(t) occurring 
in Lemma 3.2. But N(W) > D since D centralizes W, where 
•|(p+e) . But Lemma 3.2 shows that N(W) = N(Q') has 
order A(p-e), a contradiction. 
The following result is an extension of Lemma 3.3. 
Lemma 3.5. If 1 < X < D, N(X) < N(D) . 
Proof. It is clear that H^ is soluble for all X < D, 
where H^ < N(X) has index 2 in N(X). .For, if not, by 
Theorem 2.4, H^ ^ = L^ ^  ^X ^X " PSL(2,r), for some prime 
r, and Y^ ^ is metacyclic of order prime to L„ . Now X 
V = <t,t^> < L^ and DHl^ centralizes V, because D < H^, 
a contradiction, see [3] p.286, unless DHL = 1. But then X 
a Sylow 3-subgroup of H^ is non-cyclic, using Lemma 3.4. 
Thus H^ is soluble and has a normal subgroup N^ and 
H^/N^ = A^, as before. The group N^ has odd order and is 
normalized by V = <t,t^> < N(X) . The proof of Lemma 3.3 shows 
that N^ < D, Since D < N(X), we have the assertion. 
We remark here that there are at least two known simple 
groups/ which do not have cyclic Sylow p-subgroups, but which, 
in fact, have involutions/ which are central in a Sylow 2-subgroup. 
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whose centralizers are isomorphic to S(5) and S(7), 
2 o respectively PSU(3,5 ) and PSL(3,7). Here PSU(3,5'^) 
denotes the projective special unitary 3-dimensional group 
2 9 over the field of 5 elements. The group SU(3,5 ) is 
the group of all 3 x 3 matrices A of determinant 1 such 
that AA* = I where if 
A = 
* A = 
^ 2 
^22 ^23 
V -
^32 
^ 1 1 ^21 
^12 ^22 
^23 "33/ 
1. . e GF(5 ), i, j = 1,2,3, 
2 2 Then the group PSU(3,5 ) is the factor group SU(3,5 ) modulo 
its centre^which has order 3. Of course, the group PSL(3,7) 
is the factor group modulo its centre of SL(3,7), the group 
of all 3 x 3 matrices of determinant 1 with entries from 
the field GF(7). 
Lemma 3.6. If p = -l(mod 4), N(P) < C(t), where P is a 
cyclic group of order p contained in C(t). If p = l(mod 4), 
N(P) = MU, where M is a cyclic group of odd order, P < M, 
M = (N(P))', and U is a cyclic group of order 2(p-l). 
Proof. If p = -l(mod 4), then N(P)nc(t) = PDV, where D 
is a cyclic group of order (p-l)/2, V = <t,t^> has order 4, 
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[D,V] = I, if we choose P suitably (as,of course^we can since 
all p-cycles of C(t) are conjugate). Now N(P)/C(P) is a 
cyclic group of order dividing (p-1) and N(P)/C(P) >DVC(P)/C(P) 
which has order precisely (p-1). Therefore N(P) = DVC(P), 
C(P)nDV = <t>. Thus we know that C(P) is metacyclic, since 
a Sylow 2-subgroup of C(P) has order 2. This has already 
been proved in Lemma 3.1. It follows that a Sylow 2-subgroup 
of N(P) is elementary abelian of order 4. 
Since t^ inverts P, t centralizes P, all involutions 
of N(P) cannot be conjugate in N(P). Thus if V = 
N(V)nN(P) = C(V)nN(P), because the factor group 
N(V)nN(P)/C(V)nN(P), being a subgroup of the automorphism 
group of V, has order a divisor of 3. If it has order 
precisely 3, all involutions of V are conjugate in N(P), 
a contradiction. Theorem 1.6 shows that N(P) has a normal 
2-complement M. We study the structure of M, which is 
normalized by V, a four group. Applying Theorem 2.6 we get 
Let M^ = C„(V) < c(t)nc(t,)nM. Then M^ has order U M ~ i 0 
dividing (p-l)/2, since C(t) s S(p), by Lemma 3.3. But 
M contains D, which has order (p-l)/2 and which is also 
centralized by <t,tj^>. Thus M^ = D. Now 
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The groups C^ = C^ = C^(t^), C3 " C^(ttj^) are groups 
of odd order i = which are contained in the 
centralizers of involutions, whose structure, of course, is 
known because all involutions are conjugate. Now odd order/ 
subgroups of S(p) are mapped isomorphically into odd order 
subgroups of PSL(2,p) if we factor out the centre of S(p) 
and so, by [3] p.285, we can read off the possible orders 
of C^, i = 1,2,3. We find that = 1 or p, i = 1,2,3, 
3 
and so |M divides p (p-l)/2. But Lemma 3.1 shows that 
p divides g to the first power only. Thus |M| = p(p-l)/2 
and M < C(t) . ' 
The case p = l(mod 4) is not amenable to the above 
argument since N(P)nc(t) = PU, where U is a cyclic group 
of order 2(p-l). Thus a Sylow 2-subgroup of N(P) is either 
cyclic or semi-dihedral since the full power of 2 which divides 
g divides 4(p-l). But Lemmas 3.2 and 3.3 show that the 
only groups of odd order normalized by a full Sylow 2-subgroup 
of G have order a divisor of q, where p-1 = 2 q, q odd. 
Therefore N(P) is metacyclic. 
Let N(P) = MN, where M = (N(P))'. Theorem 1.7 shows 
that N(P) has an ordered Sylow tower and so |N| is even. 
Then N < C(t), where t is an involution in N, because 
N is a cyclic group. We may even choose N to contain U, 
because U/<t> acts non-trivially on P, which is therefore 
contained in M. We need here the theorem of Schur-Zassenhaus 
[20] p.132. Thus |N| = 2(p-l). 
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Therefore M is a cyclic group of odd order containing 
P and the leirana is proved. 
61. 
CHAPTER 4. 
A character theoretic attack on G if p 5 -i(mod 4). 
Introduction, 
We know that G contains an involution t such that 
C(t) s s(p) and we assume for the rest of this chapter that 
p • -l(mod 4). In one place, however, a result, true for general 
p = e(mod 4), will be found. If p = -l(mod 4), S(p) is just 
the unimodular group of 2 x 2 matrices of determinant + 1 with 
coefficients in the field GF(p). We give here, for completeness, 
the basic results (Theorem 4.1) which will be used many times in 
this and later chapters. 
Suppose that G is a finite group, H a subgroup of G. 
Definition 4.1. We 
say that a C of conjugacy classes 
of elements of a subgroup H of a group G is "special" 
with respect to G if it satisfies the following two conditions: 
(a) if X € C, C(x) < H, and 
(b) if x,y e C are conjugate in G, they are already 
conjugate in H. 
A notion of closure of a 9«t of special classes is 
defined by requiring that if x e C, x^ € C for all r such 
that (r, |G|) = 1. Denote by Mjj(C), the module of generalized 
characters of H vanishing on H\C. The following result is 
fundamental. 
62. 
Theorem 4.1 (Suzuki [11]). Let C be a closed set of 
special classes of^subgroup H with respect to G and let 
I be a union of conjugacy classes of involutions in G. If 
Cp^^ i Xjj j = lj,...,n are all the irreducible 
ordinary characters of H, G respectively, and if G = Z a.cp. 
i ^ ^ 
is a generalized character of H vanishing on H 
e* = ^ = 2b . cp., then j J ^ 
(a) 0 = 
* I if X is conjugate to y € C, 
(b) 0 (x) = _ 
.0, if X is not conjugate to any element of C, 
(c) 
(d) 
If X is any generalized character of H such that 
= 0, for any 6 e ^(C), then X(x) = 0 for 
any x e C. 
1 ^ ^ ^ ^ N 
i. V _J I 
g j )Cj(l) 
1 ^ ^ i i : ^ 
h f ^.(1) 
Here g = |g|, h = |h|, J = lOH, X.(I) = 2 X.(x), 
J X€l J 
cp^(J) = 2cPj,(x). 
X€j 
We take as representatives of a closed set of special 
classes of C(t) with respect to G the following elements 
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(i) all elements y e C(t) such that y" = t^  for 
some integer n, 
(ii) an element z e C(t) of order p, and 
(iii) all elements y' e C(t) of odd order dividing (p+1). 
Any element y € C(t) such that y" = t satisfies 
C(y) < C(y") = C(t). Also if y^, y^ ^ C are roots of t which 
are conjugate in G, there exists an element x^ € G such that 
x^^y^x^ = 72' Then = xj^ t^x^  = y" = ^^  and so 
x^ € C(t). Lemma 3.6 shows that if z has order p, 
C(z) <C(t). If y' e C(t) has odd order dividing (p+1), 
it is conjugate in C(t) to y " e Q, where Q, of order q, 
is the subgroup occurring in Lemma 3.2. Then N(<y''>) = N(Q) < C(t), 
by Lemma 3.2, and so N(<y'>) < C(t). Therefore C(y') < C(t). 
If yj, y^ are two elements of C(t) which have odd order 
dividing (p+1), and which are conjugate in G, then there 
exists x^ 6 G such that x^^yjx^^ = y^. Since <y|>, 
<y^> have the same order, there exists an element u € C(t) 
such that u ^<yj>u = <y^>. Therefore = u ^<yj>u 
and x^u ^ e N(<y^>) < C(t), by the previous remark. Therefore 
x^ € C(t). The set C is obviously closed. 
Our non-special classes of C(t) are represented by the 
following elements: 1; t^, a non-central involution in C(t); 
x^, i = 1, ...,(p-3;/4, where D = <!C> has order (p-l)/2; 
t^ x"-, i = 1,..., (p-3)/4; tt^ x"-, i = 1, ...,(p-3)/4. By 
counting we see that we have 2 + 3(p-3)/4 non-special classes 
and 2p - 3(p-3)/4 special classes. 
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Since GL(2,p) is a direct product of S(p) and a cyclic 
group of order (p-l)/2, if p s -i(niod 4), we may write doxm 
the character table of S(p) directly from that of GL(2,p), 
which is known, see Steinberg [15] p.227. We give here only 
a partial character table of S(p) giving values of characters 
on non-special classes only. The notation has been changed 
slightly to make easier the task of writing a basis of generalized 
characters which vanish on our non-special classes. [15] has 
an error in that the characters notation, where 
2 
n = l,...,q -2^ n mult.(q+l), are not all distinct. In fact 
J. Y) ~ ^(q^l)^^^ where we read n modulo (q+1). Hence 
if 0 < „ - k(,«) < q, = If 
we remove the redundant characters, the table is correct. 
m 
vO 
M 
C 
Q) 
B OJ 1—I 
w 
Some v a l u e s o f C h a r a c t e r s of S ( p ) , p = -1(mod 4 ) 
I r r e d u c i b l e c h a r a c t e r s . 
( 
m = l , . , , , ( p - 3 ) / 4 m = l , . . . , ( p - 3 ) / 4 m = l , . . . , ( p - 3 ) / 4 m = l , . . . , ( p - 3 ) / 4 n = l , . . . f P ! 
^ m 
2 
^ m 
1 
x^n m 
A 
n 
1 1 1 P P p+1 p+1 p+1 p+1 p+1 p-1 
1 1 
X 1 1 1 1 ^Im^^-im ^im^^-im ^Im^.-im 2 0 
1 -1 
1 1 
1 -1 2 -2 0 0 0 0 
1 -1 1 -1 
^im^^-im ^im ^-im 0 0 
t t x^ 
^ 1 
1 -1 1 -1 0 0 
Here t^ i s a n o n - c e n t r a l i n v o l u t i o n i n S ( p ) , i = 1 , . . . , ( p - 3 ) 7 4 , 
<x> = D. A l s o ^ i s a p r i m i t i v e complex ( p - l ) / 2 t h r o o t o f u n i t y . 
N o n - f a i t h f u l c h a r a c t e r s , i . e . c h a r a c t e r s o f P G L ( 2 , p ) , a r e 
1 2 
^m'^ m^ " " 1 , . . . , ( p - 3 ) / 4 , n = 1 , . . . , ( p - 1 ) / 2 . 
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We find a basis for , the module of generalized 
characters of H = C(t) vanishing on H \ C , as follows. 
a 
P 
7 
9o + - ^ ^ 
^ - CP2 -
cPo - + 
(p-3)/4 , 
1 
6 = 2 
i=l 
(p+l)/2 
( \ + X.) + t - 2 A., 
i=l 
ct-. = X • i - 2^3,...,p, 
- + xj), i = I,...,(p-3)A. 
The vectors are obviously linearly independent 
since they progressively involve new and distinct irreducible 
characters of C(t). Suppose that & is not independent 
of the remaining vectors. Then 
o = aa + bP + c7 + 2a.a. + 2b.p.. 
i ^ ^ J J J 
Then (a-c)^^ = 0, 
-bcp^  = 0, 
acp3 = 0, 
and so a = b = c = 0. Obviously then a^ = b^ = 0 for all 
i = j = 1, .. ., ( p - 3 ) a contradiction. Then we 
have found 4 + (p-1) + (p-3)/4 = 2p - 3(p-3)/4 linearly 
independent generalized characters in Mjj(C). But consider 
the subspace ^ ( C ) of all complex valued class functions on 
H i.e. functions f : H — > C , where C is the complex 
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number fie}.d, such that f(u) = f(v"^uv) for all u,v e H, 
which vanish on H \ C . It is clear that AJJ(C) has a basis 
consisting of exactly 2p - 3(p-3)/4 class functions because 
this is the number of special classes in C and the functions 
f . : C . — > 6 . . , where • " /l, denote all the 
distinct classes of C, are linearly independent elements of 
Ajj(C). Since Mjj(C) < Aj^(C), the set of vectors (*) is 
a maximal linearly independent set. Thus the generalized 
characters in (*) form a basis of M (C). 
H 
We determine the decomposition of the induced characters 
* * * 
) p , 7 • in terms of irreducible characters of G. 
In order to simplify the notation we introduce the following 
definition. 
Definition 4.2. We say that a generalized character X of 
a finite group G is irreducible if ||x| = 1 . Thus an 
irreducible generalized character is either an irreducible 
character or its negative. 
The important Theorem 4.1 is seen to be valid if we 
replace the irreducible characters X^ of G by irreducible 
generalized characters = where S^ = + 1. In 
particular in (c), suppose that 6* = 2b .t., where \|; 
J J J 
are irreducible generalized characters. Then 6 = 2b £ Xo 
j ^ ^ 
where the Xj are irreducible characters. The left hand 
side of (c) becomes 
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g 
since e^ = + 1, 
, ( x,(i)) e.b. 
i 2 _ J 1_J 
X.(l) 
1 N 
g 
j 
e . ^ ( i ) 
1 (ii^.d)) b. 
= 1 2 —^ 1 
g j i^j(i) 
* 
Consider a . Since 
* 
a a = 3, by Theorem 4.1(a)^ 
* 
and^ by the Frobenius reciprocity law, <l_,a > = <l„^a> = !_, 
G G H 
a = + -
where are irreducible generalized characters of G. 
We will denote by capital Latin letters in this chapter 
irreducible generalized characters of G (except when they 
denote subgroups of G and then there will be no possibility of 
confusion). 
Since P II = 3 , we see that 3 = Y^ + Y2 + Y^, 
Now considering || a + P a + P = 4 , it follows that 
1 + X^ - X^ + Y^ + Y2 + Y3 4. 
It is thus impossible that the irreducible generalized 
characters Y^jY^^Y^ should be all distinct from 
(Notice that none of the Y^, i = 1,2,3, is the principal 
character of G . For by the Frobenius reciprocity law, 
<1 .P*> = <1„,P> = 0). Without loss of generality then, we 
G H 
suppose that Y» = -X^ and then we have 
P = -X^ + Y^ + Y^, 
where, of course, differently denoted characters are different. 
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A g a i n 
* 
7 
* 
= 3 and < 1 ^ , 7 > = < 1 ^ " ^ 
Hence 7 = + Z^ + Z ^ . Now 
G 
* * 7 - a 
Hhows t h a t 
7 - a = 4 
= 4 and so e i t h e r 
However <Z. = 0, f o r i , j = 1 , 2 , or Z^ = + X^^Z^ = + X ^ . 
we know t h a t a * ( l ) = 7 * ( l ) = 0, by Theorem 4 . 1 ( b ) , and so 
1 + Z ^ ( l ) + Z ^ C l ) = 0. 
T h u s 1 + X ^ ( l ) + X ^ C l ) = 0 
1 + X ^ ( l ) - X 2 ( l ) = 0. 
I t f o l l o w s t h a t e i t h e r X^ or X^ i s t h e n an i r r e d u c i b l e 
l i n e a r c h a r a c t e r or i t s n e g a t i v e and so we have found a n o n -
t r i v i a l l i n e a r c h a r a c t e r o f G, a c o n t r a d i c t i o n to the s i m p l i c i t y 
o f G. T h e r e f o r e = 0 f o r = 1 , 2 . But 
7 - 3 7 - 3| | = 4 and so || 1 + Z^ ^ + Z^ + X^ - Y^ - Y^ |i = 4, 
I t f o l l o w s t h a t < Z ^ , Y > =|= 0 f o r = 1 , 2 and we may suppose 
w i t h o u t l o s s o f g e n e r a l i t y t h a t Z^ = Y^ .^ 
T h u s 7 = 1 + Yj^  + Z ^ . 
Now 
* 
a . 
1 
* * 
a , - a . 
1 J 
a . 
1 
= 2 and so a^ = Z - Z ^ , i = 2 , . . . , p s i n c e 
a . - a . 
1 J 
= 2 , i f i f j . A l s o < Z ^ , Z > = 0 
i f i =1= j . We show t h a t a r e d i s t i n c t from 
i = 1,2; j = 2 , . . . , p . Because 
* * c a^ + a = 5 Z - Z^ + 1 + X^ - x^ 
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e i t h e r are d i f f e r e n t a s i r r e d u c i b l e g e n e r a l i z e d c h a r a c t e r s 
f r o m or Z = + » + X ^ or Z = + X ^ , Z i = + X^, for 
a l l i. T h i s c o n t r a d i c t s the fact that < Z ^ ^ Z . > = 0 if 
i =1= j a n d p > 7. T h e same a r g u m e n t shows that Z,Z are 
i 
d i f f e r e n t f r o m Y ^ ^ Y ^ for all i = W e m a y suppose 
t h a t Z = Z^, b e c a u s e || a ^ - y a^ - 7II = 3 for all 
Z - Z. - I - Y ^ - Z^ = 3. Since 
j, Z = Z^. 
i = ...,p, a n d so 
= 0 if i = 
F i n a l l y w e c o n s i d e r the d e c o m p o s i t i o n into i r r e d u c i b l e 
g e n e r a l i z e d c h a r a c t e r s of G of i = ...,(p-3)/4. 
W e s h o w t h a t there are just two p o s s i b i l i t i e s , n a m e l y that 
e i t h e r O ^ . X ^ = = 0 for j = 1,2; i = 1,..., (p-3) 
or = B^ + Y^ + X ^ + Xj^  for at m o s t one i = 1,..., (p-3)/4. 
F o r fi* = B.^ + B . 2 + B . 3 + B.^, since || = ||3j| = 4, 
and of c o u r s e =j= 2B, w h e r e B is a n i r r e d u c i b l e g e n e r a l i z e d 
c h a r a c t e r of G, b e c a u s e |3^(1) = P^(l) = 0. B e c a u s e 
* * + a 
= 7 = II Bii + B. 2 + B. 3 + B.^ 4- 1 + X^ - X ^ 
e i t h e r < B . . , X > = 0 for j = k = 1,2 or w i t h o u t 
1 j k 
loss of g e n e r a l i t y B ^ ^ = + X^^, B ^ ^ "" i 
II + p""!! = 7 = II B.^ + B.2 + Xj^ + X 2 - X^ + Y^ + Y2II shows 
t h a t B,„ = + Y, or B.„ = + Y„. 
i2 - 1 i2 - Z 
T h e c a s e B^2 ^ i i m p o s s i b l e b e c a u s e t h e n 
* * Pi + 7 P. + 7 = 7 = 
H h o w s t h a t B^^ = + Z^. T h e n 
Z - Z . + Z, + Y. + X, + X„ 
1 J 1 - 1 - 1 - 2 
B ^ , ± Y^ ± X^ ± X2 + 1 + Y^ + Z^ 
P. a . = & = g i v e s a 
c o n t r a d i c t i o n , 
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Thus B.^ = + Y^ and 3. = B,. ^  + Y, + X, + X.. Since 
* * e , + 
i2 - — -i "il - - -
j^ll ^ if ^ i the assertion that * * 
i cannot both have this decomposition if i =)= j 
has been proved. 
We show that, if = 0 for i = ..., (p-3)/4, and 
j = 1,2, it is also true that = 0 , for j = 1,2. 
For hi hi h3 ^  - ^ 
shows that otherwise B._ = + Y, and B., = + Y^. Then iJ - 1 i4 2 
I + 7 1 = 7 implies that 
* * p. = 6 = II B.^ 4. Zj ± Y^ ± Y^ + Z^ - Z^ Khows that 
B^ j^  = Z y But since this nrast be the case for all j = 2,...,p>7, 
we have Z. = Z, , j 4= k, a contradiction. J k ' 
This much of the decomposition of characters of G is 
sufficient for our purposes. We collect here for convenience 
the results proved so far 
a = 1 + X^ - X2 
(3* = -X^ + Y^ + Y^ 
7* = 1 + Y^ + Z^ 
a* = " i = 2,. 
and i = 1,...,(p-3)/4 are such that either 
= = 0, j = 1,2 or 
= B^ + Y2 + X^ + X^ , for exactly one i. 
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* 
Notice that in any case = 0, i = , .. ^  (p-3)/4. 
Consider now the generalized character of C(t) 
0 = C(t) +CP2 - S H-xJ 
i=l 
where m is the multiplicity > with which Y^ ^ 
* 
occurs in 6 . It may be quickly checked that Q is 
orthogonal to the basis vectors (*) of Mjj(C). For 
example^we prove that <G,a> = 0. 
<e,a> = CYj^ C(t),cx> + -
.1 . 2 . 1 . 2 , 
where f = 2 + + X ^  + X j^ ) • 
i=l 
Thus <e,a> = C(t),a> 
= ,a > . by the Frobenius reciprocity laviZj 
1 G 
= 0. 
It follows by Theorem 4.1(c), that 0(u) = 0 for all 
u 6 C. In particular, 
Y^(t) = -cp^Ct) = -p. 
1 2 
Notice that ^^^^ faithful characters of S(p) and 
1 2 
are non-faithful. Since 
7*(t) = 1 + Y^(t) + Z^(t) = 7(t), 
by Theorem 4.1(b), we have Z^(t) = (p-1). We may substitute 
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these values into the order formula of Theorem 4.1(d) and get 
g(l + - = 2 p ( p 2 - l ) ( ( p V l ) ' . ^ i E ^ l Y 
t I T l p 
Here f = Y^(l). We have used for I, the class of all 
2 
involutions of G, which are g/2p(p -1) in number. 
Consider now the equation 
g = 2p^p^-l)^p-e)f(f-6)/(f+p)^ (4.1) 
v/here £ = +1 and p = e(mod 4). 
Now the full power of 2 which divides g divides 
2 
2p(p -1) = C(t) , since all involutions of G are conjugate. 
Also if r is any odd prime dividing (p-S), R an r-cycle 
of G, we may assume R < Q, since all r-cycles of G are 
conjugate, and Q is a group of order q occurring in Lemma 3.2, 
This same Lemma shows that jN(R)| = 4(p-e) and since N(R) 
contains a full Sylow r-subgroup of G, the full power of r 
2 2 
dividing G divides 2p(p -1). Thus g/2p(p -1), an integer, 
since it is the index of C(t) in G, is prime to (p-e). 
2 2 
Thus (p-g) divides (f+p) . 
NOV7 Lemma 3.1 shows that the maximal power of p dividing 
2 2 
g is one and so p divides (f+p) . The Lemma 3.5 shows 
that if r^ is any prime dividing |D| = (p+E)/2, N(D) 
contains a full Sylow r^-subgroup of G. Therefore 
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is an integer and is prime to p(p^-l). 
Let f+p = p(p-e)n, where n is an integer. 
Then k = ^ = P-*^[(P-£)n-l)(p(D-F:)n-fp+F.U1 
2 IS an integer prime to p(p -1). Let d = (p+e,n), 
n = md, (p+e) = Hd, (m,Jl) = I, and suppose that d > 0. 
Then 
k = i l ((p-6)md-l)d(p(p-a)m-i) 
3 2 2 
m d 
L ((p-£)ind-l)(p(p-£)m-i) 
3 2 
m 
Now k is an integer and since (m^j?) = m = + 1. Also 
(k,p+e) = = 1. Therefore 
(|(±(P"e)d-l)(+p(p-£)-i),i) = 1. 
It follows that i = 3, n = d = (p+e)/3 
9 2 
g = 2.3p(p -l)(j:p(p-e) -3). 
Therefore g = 2p(p^-l)(p^-4)(p^-ep-3) (4.2) 
or g = 2p(p^-l)(p^+2)(p^-ep+3) (4.3) 
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Returning now to the case p 9 -l(inod if p is a 
Sylow p-subgroup of G, Lemma 3.6 shows that |N(P) = 2p(p-l). 
Since [G:N(P)] s l(mod p), by Sylow's Theorems, (4.2) and 
(4.3) give respectively 
(p+l)(p^-4)(p%~3) = 12 = Kmod p) 
or (p+l)(p^+2)(p%+3) = 6 = Kmod p). 
Thus p divides 11 or 5, a contradiction since p = -l(mod 4) 
and p = -e = l(mod 3) by Lemma 3.4. 
76. 
CHAPTER 5. 
Some values of characters of S(p)^ p = +1(mod 4). 
Introduction. 
In these last two chapters, a final contradiction to the 
existence of G is established. The methods involved will 
be largely similar to those used in Chapter 4. However we must 
first calculate some values of irreducible characters of S(p), 
for p = l(mod 4) and this is done in this chapter. We use 
here again the method of exceptional characters and the results of 
Theorem 4.1 will be used frequently. 
First character theoretic attack. 
We consider a four subgroup V = <t,t^> of S(p) and 
N = N(V). Then N has a normal subgroup H of index 2 and 
H = D X V == C(V) = C(D), where D is a cyclic group of order 
2 
(p+l)/2. Suppose that D = <5c>, s € N--^H;, s = t. Then 
s ' t^s = tt^, S xs = X . We may take as a E of 
special classes of N with respect to C(t) classes represented by 
x^, i = . . ( p - l ) / 4 ; t^. 
For the centralizer of any of these elements is certainly 
contained in N and they all represent distinct conjugacy 
classes in S(p). We thus have in all 4(p-l)/4 + 1 = p 
special classes. Of course, E is closed. The group N 
has the following characters with values given on non-special classes. 
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\ ^2 ^3 i=l , . . . , ( p-l)/2 V. 1 i=l,...,(p-l)/2 V 
1 1 1 1 1 2 2 2 
t 1 1 1 1 2 -2 -2 
s 1 -1 1 -1 0 0 0 
1 
1 
-1 -1 
I 
1 0 i 0 0 
These are obtained as follows. The group N has a normal 
subgroup D and N/D is dihedral of order 8. Thus N has four 
linear characters " ^ l ' n o n - l i n e a r character v of 
degree 2 with kernel containing D. Finally, if n^, i=l,2,...,(p+1)/2 
denotes all the characters of D, n^ :x —•> p^, where p is a 
complex (p+l)/2th root of unity, and ax, i = 0,1,2,3 denotes the 
characters of V, we suppose that cd^  = 1^, ker oij^  = <t>, 
ker cjo„ = <t >, ker m = <tt >. Then n.co are irreducible 
^ i- 3 1 1 j 
characters of DV and all irreducible characters of DV are 
obtained in this way. 
N N 
We see that > ^ i = 1,..., (p-1)/4, are distinct 
irreducible characters of N which we label where 
i = 1,.. ., (p-1)/2. Also (n^OD^)^, (it^ co^ )^ , i = 1,..., (p-1) A , 
are distinct irreducible characters of N which we label 
v^, i = 1,. ..,(p-1)/2. For example, using the Frobenius reciprocity 
,N N 
DV^DV 
law, it follows that 
= 0.. 
= o. . 
iJ 
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because (p+l)/2-jfi, if 1 < i, j < (p-l)/4, and s e N \ D V . 
A set of generalized characters of N vanishing on our 
non-special classes is 
= 
- -
0. 1 = - ^i+3^ ^ 
-fi 
= V -• v., i = 1 
These characters are obviously linearly independent and 
since the dimension of is at most p, we have found 
a basis of ^jj(E) consisting of generalized characters of N. 
As before, we calculate the decomposition of the induced 
C(t) C(t) C(t) 
characters ^ Ji •> $ ^ which we write 
* * * 
^i^ since there will be no possibility of confusion, 
into irreducible generalized characters of C(t). We get 
^ 1 k 
= ^c(t) ^ - ^ 
* 1 1 1 
I = + + ^ 
^i = ^ - " = ^^ 
= 0, if i =1= j. Now 
.,(p-l)/2, and 
* * 
0. + 1 1 5. + 1 1 
= 3, by Theorem A.1(a), 
- ^i+3 ^C(t) • ^ 
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and so we have either ^^ = -nj or = [x]^ , without loss 
of generality, and , = = 0, for i = 2,. 
But if M- = -M-^, 
* * - T 
1 
= 3, 
^i+3 " ^ 
1 1 
fi3 
a contradiction, if p > 5, while if p = 5 we have nj = -u 
without loss of generality. Thus either = \i] or p 
2 
5 and 
^2 = ^2 • ^ r 
* 1 1 
Also tj^  = ^ - i =1, .. (p-l)/2, and since 
* * 1 
+ $ = 5, either v , v^ are orthogonal to both 
.1 
1 1 1 T 1 1 T 1 ^ or V = + = + or v » + v^ = + . 
In either case we have a contradiction since <v},v^.> = 0, 
1 J 
if i == j . and since (p-l)/2 > 2, we can choose i =|= j. 
Similarly ^^^ distinct from 
* 1 1 
We now rule out the possibility that ~ ' ' 
First notice that the generalized characters 
N - V, 
N - v., i = l,...,(p--l)/2. 
are both orthogonal to . Thus by Theorem 4.1(c) 
V (u) = v(u) 
v|^(u) = v^(u)_, for all u € C(t) conjugate to 
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some element of E. In particular both vanish on 
t^. Since the value of any irreducible character % of C(t) 
on t^ can be found from our decomposition we see that only 
the characters can be non-zero on t^ 
with this last decomposition. Hox^ever^ [13] p. 136 shows 
that S(5) has six non-faithful characters which are non-zero 
in t^ and so we have a contradiction. Thus we have 
0 
* 
* 
i 
* 
* 
1 
1 J. 1 1 
^c(t) -
= - l^iVa^ i = 2,...,(p-l)/2, 
1 1 i 1 
v^ - v]^, i = l,...,(p-l)/2. 
We obtain immediately values of all irreducible characters 
of C(t) on our special classes E , up to a + sign. Hence 
the following generalized characters may be checked to be 
orthogonal to every element of M^(E). 
^ • ^ ^ 
i+3 ^ " ^i+3, i = l,...,(p-l)/2. 
1^ 3 N + 
N + 
N - V, 
N - v^, i = l,...,(p-l)/2. 
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The result of Theorem 4.1(c) now shows that 
^l^(u) = 
M^Cu) = -fi2(u), 
v^(u) = v(u), 
vJCu) = v.(u), i = l,...,(p-l)/2, 
for all u e C(t) conjugate to some element of E. Of course, 
if X is any other character of C(t)j X vanishes on all 
elements conjugate to an element of E. We have thus found 
the values of all irreducible characters of C(t) on elements 
of E, up to a + sign. Notice that the value of any 
irreducible character of C(t) on t^ ^ is either +1, +2 or 0. 
Also we know that v ^ i = ...,(p-1)/2, are 
irreducible characters of the same degree and ^ ~ •. . ^  (p-1)/2j 
all have the same degree, by Theorem 4.1(b). 
Now = " ^ ^ 
= ^c(t) -
Substitution into the order formula of Theorem 4.1(d) 
now gives 
2 9 9 2 9 9 
1 fP (P-1) + P (P-1) . V ( P - I ) ) 
V 1 • 1 1 / 
2p(p^-i) ^ i^hi) + 1 
^ ((p+3)^ + (p-1)^ - 8) 
4(p+l) 
£+1 
2 
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Here we have used as I, the class of all involutions of S(p) 
conjugate to t^. Then J = ION is represented by t^.st^. 
Thus, if nj(l) = f, (f-i)2 = (p+l)^f(f+l)/p(p_i). 
Solutions are f = -p or (p-l)/3p+l, which last is 
not integral. Thus ^^ is the negative of an irreducible 
character of C(t) of degree p. It follows that 
li];(l) = 1 + nj(l) 
= -(p-1) 
and so is also the negative of an irreducible character 
of C(t). Since ~ have found the values 
of (p-l)/2 irreducible characters of C(t) on E and 
"^i+S^ i = 1, . . ., ( p - 1 ) a r e all true negatives of irreducible 
characters of C(t). 
We calculate the degrees of the generalized characters 
1 1 1 
V as follows. We know that v (u) = v(u) for all u e E. 
Restricting v^ to the group we have a generalized 
character of and taking the inner product of v^ 
<x,t^> 
with the principal character of t^> we have 
v^(v) s o(mod p+1). 
V 6 <X)t^> 
v^(l) + 2 ( 2 ^ ) = O(mod p+1) 
v^(l) = 2(mod p+1). 
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Suppose now that v^ = ov^, where 6 = + 1 and vj 
is now an irreducible character of C(t). Then 
v ^ d ) = k(p+l) +2, 
Now a result of [2] p.365 shows that the degree of 
an irreducible character of a group H divides the index of 
any maximal abelian normal subgroup of H , while it is less 
than or equal to the index of any maximal abelian subgroup of 
H , [2] p.279. Thus v^(l) = k(p+l) + 2 divides p(p^-l) 
and VQ(1) < p(p-l). 
Suppose p|VQ(1) = k(p+l) + 2 
> (p+2)(p+l) + 2 
> P(P-I). 
since p divides k + 2. Therefore ^Q( I) = p ( p - l ) and 
we have found (p+l)/2 irreducible characters of C(t) of 
degree p(p-l). This is impossible since 
|-(p+l)p^(p-l) > 2p(p^-l). 
1 1 2 
Thus (p,VQ(1)) = 1 and so V ^ C D divides (p -1). 
If r divides (k(p+l) + 2, p+1), r divides 2. Hence 
v^(l) divides 2(p-l). The fact that v^(l) = + 2(mod p+1) 
shows that either v^Cl) = 2 or v^Cl) = (p-1) or p = 5 and 
vj(l) . 8. 
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Now, if VQ(1) = 1, since v^(x) = bv^(x) = ov(x), 
we see that v^Cx) = +2. But x has odd order and, under 
the representation which affords v^, cannot be mapped onto 
[ 0 -ij' ^ ^ ^^^ ^ ^ ^^^ ^^^^ 
- ^^ since S(p) has no normal subgroup containing 
<x> apart from S. Hence we have a contradiction, since v^ 
would then be an irreducible character of degree 2 of S(p)/S, 
which is cyclic of order 2. 
If VQ(1) = 8, p = 5, we have found (5+1)/2 = 3 
characters of degree 8, 2 characters of degree 4 and at 
least one character of degree 5. Then 
3.8^ + 2.4^ + 5 > 240 = |S(5)|. 
Therefore = P"! ^.Iso 
6VQ(1) = 2(mod p+1) 
5(p-l) = 2(mod p+1) 
5 = -1. 
Hence, vl^(l) = v^(l), for all i = 1, . .., (p-1)/2, 
shows that we have found (p+l)/2 irreducible generalized 
characters of S(p) which are true negatives of irreducible 
ordinary characters of S(p). 
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Substitution into the order formula of Theorem 4.1(d)^ 
using the following two generalized characters of N and S(p), 
respectively. 
= - • 
-i-* 1 ^ 1 ^ 1 
shows that fi^d) = p, ki^(l) = -1. 
We have then found 2 characters " 1^ 3 degree 
2 characters - of degree p, p characters 
"'^i+3-' ' ^ ^ 1,. . ., (p-1)/2 of degree p-1. As we 
have precisely 2p+2 distinct irreducible characters of S(p), 
we see that there are just (p-2) characters left. Some 
of these will be non-faithful and so will be characters of 
PGL(2,p). Thus some will have degree (p+1) by [13] and 
we show that in fact they all have this degree as follows. 
We will call an irreducible generalized character X 
of a group G, "H-exceptional", if % arises as a constituent 
of a generalized character of G induced from one of H, 
say G, where 6 € and E is a certain set of special 
classes of H. 
Second character theoretic attack. 
Consider now the exceptional characters of S(p) associated 
with a subgroup L of order 4(p-1), which is the normalizer 
86. 
of a cyclic group QR of order 2(p-l), where |Q| = q, 
|Rl = (p-1) = q odd. Let i = 
be all the irreducible characters of R = : y^ — > p^^ 
a+1 
and p^ is a complex 2 th root of unity. Let also t)^ , i=l,...,q, 
denote all the irreducible characters of Q = t]. : y^ —•> p^, 
where p^ is a complex qth root of unity. Then ^. t] 
a+1 ^ i = J j = are all the irreducible characters 
of QR and (^j^Hj)^ is an irreducible character of L if, 
for s e L\QR, ^ or t Hj • For 
by the QR QR' ^ 
Frobenius reciprocity law^ 
= + (Si^j) > 
g 
= if and only if T 
Thus (I.T).) are distinct irreducible characters of L, 
if i = j = while if i = 
distinct irreducible characters of L if j = 1,...,(q-1)/2, are 
Since 
(2^-l)q.4 + 2 ( ^ ) . 4 = 4(p-l) - 4, 
we have found all irreducible characters of L when we add the 
four linear characters q> 2 ' L / L ' . 
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Let O^, i = I , . . . ,(p-3) /2 be those characters (^.T].)^ 
which contain t in their kernels and T^,i = .,.^(p-1)/2. 
those d.T].)^ which do not. 
We take as a F of special classes of L with 
respect to S(p), F = Q R v < t > . it is easy to see that the 
centralizer of any u € F is contained in L, while if 
^ ^ conjugate in S(p), they are already conjugate 
in L. For if u^ = yjyj, u^ = y^y^, where Q = <y^>, 
R = it is immediate that_, if u^ is conjugate to u^ 
in S(p)j y^ is conjugate to y^ and also y^ is conjugate 
a , i k 
to y^ in S(p). But then a^e subgroups of 
the same order of Q and so are identical. Thus if 
-1 i k i 
s y^^s e <y^>j s e N(<y^> = L. A similar argument works if 
i = 0. Thus we have the following partial character table of 
Lf with values given on our non-special classes. 
\ a i i=l,...,(p-3)/2 i=l,...,(p-l)/2 
1 1 1 1 1 2 2 
t 1 1 1 1 2 -2 
1 -1 1 -1 0 0 
1 -1 -1 1 0 0 
A basis for the module Mj^(F) of generalized characters 
vanishing outside F is 
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Z = K^ + K^  - a. 
0 1 > 
As before are all linearly independent and since 
there are at most (p-2) linearly independent class functions 
from M to the complex field which vanish outside F, we have 
found a basis for M^(F). Exactly as before it follows that 
= ic(t) ^  4 -
* 1 1 1 0 ^ - ' ^ 3' 
= aj - a^^, i = 2,...,(p-3)/2, 
e^ = T^^ - tJ, i = 2,.,.,(p-l)/2. 
Here, of course, if p = 5, are non-existent. Since 
Z*(l) =0*(1) = 0, o\a) = a}(l), for all i = 2,...,(p-3)/2, 
and TJ(1) = i = 2, . . ., (p-1)/2 . We calculate the 
degree of the characters Q^ as follows. By Theorem A.1(b) 
we have 
1 + Kj(t^) = o^(t^) 
1 + /cj[(l) = 0^(1). 
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Now we know the values of any irreducible character of G 
up to a + sign on t^ by the previous work. Thus the only 
pos sibilities are: 
(a) = 1 oj(t^) = 2 
(b) = -2 aj(t^) = 1 
(c) iclit^) = 0 ajct^) = 1 
(d) = -1 oJ(tj) = 0. 
Solution into the order formula of Theorem 
[a^^(t^)] 
2 
1 
P 
Cases (a), (b) have no integral solutions for o|^(l). 
Case (c) shows that aj(l) = -p^ while case (d) gives 
C^l^d) = p+1. However J in case (c)^ we have found a character 
of degree p which takes the value -1 on t^ and so is 
N-exceptional. Since ol^(t^) = oj(t^) = -1, by Theorem 4.1(b) 
we have found (p-3)/2 N-exceptional irreducible characters 
of degree p and so we have a contradiction if p > 5. If 
p = 5, in either case we have found (p-3)/2 = 1 ireeducible 
character of degree p + namely or -1^. 
If the characters TI are "new"^ that is^ are distinct 
from those N and L-exceptional characters occurring so far^ 
V7e have found all the 2p + 2 characters of S(p) and we may 
calculate their degree I = t1^(1) = rj^a), as follows. 
2p(p2.i) = 2 + 2p^ + p(p-l)^ + (p-3)/2(p+l)^ +(p-l)/2:r 
i = ±(p+i). 
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1 We show that the characters tJ, i = ...,(p-l) 
are not N-exceptional. By way of contradiction suppose that 
J is N-exceptional, 1 < j < (p-l)/2. Now it can be quickly 1 T J 
checked that 
T . 
1 
L - T., i = l,...,(p-l)/2, 
is a generalized character of L which is orthogonal to 
Mj^(F). Thus 
tJ(s) = for all s = F, where 
i = l,...,(p-l)/2. 
Also^ if s e Fj s is not conjugate to any element of E, 
because elements of E and F have different orders. Thus 
if s € E^ s is non-special with respect to L. Select 
s e E so that """j^ ®) f This can be done if we consider 
the values taken by N-exceptional characters on E. Then 
since s is non-special with respect to L, 
TJ(s) = TJ(S) f 0. 
Thus T^ is N-exceptional. If s^^ e F 
1/ \ \ T^(s^) = T.(s^), 
because FflE = 0 . 
Hence 'rj^ (s^ ) = ^^^ s^ € F, a contradiction. 
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We calculate the following partial character table using 
the results so far. Since S(p)/Z(S(p)) = rcL(2,p) we 
can check our values of the non-faithful characters of S(p) 
from either [15] or [13]. The characters (pQ.cp^ .cp^ .cp^ , 
1 2 
^m'^m' ® • •(p-l)/4, are non-faithful and may be seen 
to correspond to the N-exceptional characters 
i = 1,..(p-l)/2, respectively. 
CM 
<y\ 
Some values of irreducible characters of S(p), p = l(mod 4). 
Irreducible characters. 
1 
! i 
i 
CP2 93 
l^<(p-l)/4 
m 
l^<(p-l)/4 
m 
l^<(p-l)/4 
m 
l<m<(p-l)/4 
A n 
i 1 1 P P (p-1) (p-1) (p-1) (P~l) (p-1) (p+1) 
z 1 0 0 -1 -1 -1 -1 -1 1 
i X 1 -1 -1 -2 0 
-1 1 -2 2 0 0 0 0 
0 L M 1 t^x 
j 1 
-1 -1 1 ^im^^-im 
1 
0 
ttj^ x^  1 1 -1 -1 -1 ^im^^-im 
1 
1 ^im ^-im 0 0 
M •U c 
Q; 
B (V 
r- t W 
Here 1 < i < (p-l)/2j D = <x> has order (p+l)/2, t^ has order 2, 
z has order p, ^ is a complex (p+l)/2th root of unity. 
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The only part of the character table on the previous page 
which has HO far not been determined is the values of the 
characters on an element of order p. These are found 
by means of the orthogonality relations of irreducible 
characters of a finite group. Thus we restrict any irreducible 
character ^ of S(p) to a subgroup P of order p, containing 
z, and we have 
X(l) + (p-l)X(z) ===0(mod p). 
Hence x(l) = X (z)(mod p). 
Now x(l) is an integer and so )C(z) is rational. 
Since yjiz) is also an algebraic integer, x(z) is a 
rational integer. Since |x(z) | < x(l) and x(z) f x d ) , 
since then z e ker x and x is linear, it is immediate that 
X(z) = -1 if X(l) = p-1. If X(l) = p+1, X(z) = 1 or 
-p+1. This last case is impossible in view of the following 
remarks: X(z) is a rational sum E' of complex pth roots 
of unity. If p^ is a complex pth root of unity occurring 
in because S' is invariant under any automorphism of 
the field of pth roots of unity over the rationals, then 
2 3 X 
P^jP^jP^^..•^p^ all occur in 2' and so 
2 1 
= P4 + P5 + P3 + P3 + + P3" . where p3,p4.p5 are 
complex pth roots of unity, 
= + P4 + P5 
> -3. 
Thus S' = -p+1 is impossible if p > 5. 
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CHAPTER 6 
Character theoretic attack on G if p s i(n,od 4). 
Introduction. 
We now begin the final onslaught on our minimal counter 
example G. The contradiction will be on arithmetic grounds 
as before. 
Part 1. 
We select a ^ of special classes of C(t) with 
respect to G as follows 
D^ = |x e C(t) : x" = t, for some integer n, 
m , ^ 1 or X = 1 , for some m > 1 dividing {>-1 j 
It may be seen that our s ^ D^ ^ of special classes differs 
from that of Chapter 4, because we have had to remove the class 
of elements of order p. This has arisen because of my 
inability to show that C(z) < C(t), if z e C(t) has order 
p. This complicates matters slightly. 
The set D^ ^ is special since the centralizer of any 
element of Dj^  is contained in C(t), using Lemma 3.2 and 
the considerations of Chapter 4. Also, exactly as before, if 
Xj^,X2 e D^ are conjugate in G, they are already conjugate 
in C(t). In all, we have p + (p-l)/4 classes in D^ .^ 
Values of irreducible characters of S(p) on non-special 
classes of C(t) with respect to G were found in Chapter 5. 
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A basis for the module of generalized characters of C(t) 
vanishing outside D^ ^ is as follows 
a = 
3 
7 
- + 
a. = 
.,(p-l)/4. 
These characters are clearly linearly 
independent. They are a maximal linearly independent set in 
because there are p + (p-l)/4 of them, and the 
set of all complex valued class functions of C(t) which vanish 
outside Dj^  has p + (p-l)/4 linearly independent elements, 
since there are exactly this many special classes. 
We calculate the decomposition of the induced characters 
* -* a of G into irreducible generalized characters as 
before. It is clear that 
a = 1 + X^ - X^. 
Notice that a a = 3 and > = <1QIC(t) 
= <1 . . \ = by the Frobenius reciprocity law. CvtJ CCt} 
Since 
as before it follows that 
= 3 and * a + P a + 3 = 4 , 
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Because now = 3 and < 1 , 7 > = 1, 
7 = 1 + Z^ + Z^. 
But 
* * 7 - a 
= 4 = II 1 + Z^ + Z^ - 1 - X^ + X^ and 
so either = 0 for all = 1,2, or without loss of 
generality, ^^ = + X^, Z^ = + X2. Then, using the fact that 
7 (1) = a (1) = 0, by Theorem 4.1(b), we have 
1 + Z^(l) + Z ^ d ) = 0, 
1 ± Xj^(l) ± X 2 ( 1 ) = 0, 
1 + X^(l) - x ^ d ) = 0. 
These two equations 
show that either X or X2 is 
an irreducible generalized character of degree 1, i.e. either 
X^(l) = + 1 or X ^ d ) = + 1. This means that G has a 
non-trivial linear character and this contradicts the simplicity 
of G. Therefore < Z ^ , X > = 0, i,j = 1,2. Since * 3 - 7 = 4 = II -X^ + Y^ + Y^ - 1 - Z^ - Z2 
it is impossible that < Z ^ , Y > = 0 for i,j = 1,2 and there 
is no loss of generality in assuming that Z^ ~ ^i* Thus 
* 
7 = 1 + Y^ + Z^. 
It is clear that a* = Z^ - Z^, i = 2 , . . . , ( p - 2 ) , because 
a. a. = 2 and 
* * 
a - (X, 
i J 
a, - a. 
i J 
2, i t j 
Hence a* = Z - Z., i = 2,...,p. Again 
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. V * L * a-, + a 1 
= 5 = II 1 + X^ - X^ + Z - Z. 
and either are orthogonal to both Xj^ X^^  or 
Z = = Tx^, or Z = tX^, Z. = In either 
of these last cases we have a contradiction to the fact that 
" j^ll = 2 if i f j. Similarly <Z.Y> = = 0 
for all i = j = 1,2. However since 
* * a. - 7 7 = 3 we have 
- 1 - Yj^  - Z^ + Z - Z^l = 3 for all i. 
Thus we must have Z = and 
= Z., i = 2,...,p-2. 
•TV Again we get a non-unique decomposition for P.. Now 
= 4 and obviously f for some irreducible 
generalized character B^, because 3^(1) = 3^(1) = 0. 
Suppose P* = B^ j^  + ®i3 consider 
* * + a + a|| = 7 . Then 
1 + X^ - X^ + B.^ H- B.2 + + B^^ = 7. 
Clearly either = 0 , for j = k = 1,2, 
or there is no loss of generality in supposing B^^ ^ - ®i4 
Now ||P* + P*|| = II + P|| = 7 shows that if = + X^, 
+ B.. + X, + X, - X + Y + Y. 
± 
we have 7 = B J-
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Thus we may assume that either B. = + Y or B = + Y 
iz — 1 12 ~ 2' 
Case 1. 
Then * 3. + y + 7|| = 7 and so 
Bil ± ± X^ ± X^ + 1 + Y^ + Zjl = 7. 
Thus B^ j^  ^ It follows from 3, + a = 6 
1 j 
that + ± "l ± Xj ± X^ + Zj - z. = o, which is clearly 
impossible. 
Therefore we may assume that we have the 
Case 2. B 
Since 
13 ± = ± "2-
+ Pjl = 8 if i f j, it is clear that for 
at most one i, f 0 and then P* = B^^ + Y^ + Xj^  + X^. 
We prove that it is also true that if = 0 for all 
i = 1,. .(p-l)/4, then = 0 for 1 < i < (p-DA. 
1 * For II + 3 7 implies that7=|| B^ ^^  + ®i4 " ' 
and if ={= 0 we must have without loss of generality, 
B i3 = + Y^, B.^ = + Then 
* * + 7 = 7 
shows that B,_ = + Z, • Now 
i2 1 
* * 6 = II 3. + 
and so B = + Z.. This is clearly impossible since 
il J 
j = 2,...,p-2 > 3 , and we may select k f and then 
3* + a* = 6 implies that Z. = Z , a contradiction, 
i k J 
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We collect our known decomposition here, for later convenience; 
= + + Y^, 
7* = 1 + Y^ + Z^, 
= - z., i = and 
either <3*,X > = 0 = <3* ,Yj> for all i = 1,2,..., (p-1)/4 
and j = 1,2 or f 0, for at most one i, and then 
Part 2. 
The generalized character Y^|C(t) - cp^  is easily checked 
to be orthogonal to every basis vector of (**) and so by 
Theorem 4.1(d), Yj^(u) = all u e G conjugate to 
some element of D^. In particular Yj^(t) = p. 
Then 
1 + + Z^(t) = 7*(t) = 7(t) 
by Theorem 4.1(b) and so 
Z^(t) = -A^(t) = -(p+1). 
Substitution into the formula of Theorem 4.1(c) yields 
- - = 2p(p^.i)((iV-P)^ ^ ^ ^ ^ 
- l E t u i ) 
p+i 
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Putting = -f we get 
g = 2p^(p^-l)^(p-l)f(f-l)/(f+p)2. 
This equation is seen to be identical with equation 4.1 
if e = 1 and this has already been considered. We find the 
following two solutions for g. 
g = 2p(p^-l)(p^-4)(p^-p-3) 
(6.1). 
or g = 2p(p^-l)(p^+2)(p^-p+3) 
Since we do not have the restriction in N(P) of Lemma 3.5 
now, we consider the other induced characters. In so doing 
we distinguish tv/o cases. 
Case 1. = = 0 for all i = 1 , . . ( p - l ) / 4 , 
j = 1,2. 
The generalized character 6 = X^|C(t) - i|f is orthogonal 
to all the basis elements of (**) and so G(u) = 0 for all 
u € Dj^, by Theorem 4.1(c). In particular, 
X^(t) = (p-1) and 
1 + X^(t) - X2(t) = a*(t) = a(t), by Theorem 4.1(b), 
= cpQ(t) - cp^(t) + i|/(t). 
X2(t) = p. 
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Substitution into the formula of Theorem 4.1(c) gives 
f2p(p2-l)f 
2p(p -1) P P-1 
where f^ = X^(l). 
Thus 
(fj^-p+l)^ 2 2 3 
8 = -l)(p-l) . 
Now p divides g to the first power only, by Lemma 3.1, 
2 and so p divides (f^^-p+l) . Thus f^^ + 1 s o(mod p). 
2 As before, by Lemma 3.2 and the fact that g/2p(p -1) is odd, 
3 2 we have (p-1) divides (f.-p+1) and so (p-1) divides 
(f^-p+1). Hence (p-1) divides f^^ and it follows that 
1 (p-1)^ divides (f.-p+l)^. Let 
2 
(fj^-p+1) = p(p-l) n, where n is an integer. 
2 Then since g/2p(p -1) is an integer, the index of C(t) in G, 
we see that 
2 n 
is an integer. Thus n divides 1 and n = + 1. If n = -1, 
2 g s o(mod p ), a contradiction to Lemma 3.1. Therefore n = 1 and then 
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g = 2p(p^-l)(p^»p+l)(p^-2p+2). (6.2). 
Combining this equation V'/ith (6.1) we get 
(p^+2)e(p) = (p^-p+l)(p^-2p+2), 
where e(p) is one of two integral polynomials in p arising 
from the two equations of (6.1). Thus (p^+2) divides 
2 2 9 2p(p -p+1) and since (p +2,2p) = 1, (p^+2) must divide 
2 2 (p -p+1). Thus p +2 divides p+1, a contradiction since 
p > 5. 
Case 2. f 0, 3* = B. + Y2 ± X^ + X^ for at most one i 
with 1 < i < (p-l)/4. 
The generalized character Q^ = X^|C(t) - + is 
orthogonal to every element of (**) and so by Theorem 4.1(c) 
©^^(u) = 0, for all u e D^. Thus 
X^(t) = i)r(t) + 
X^(t) = 0 or -2(p-l). 
Since 1 + Xj^(t) - X2(t) = a*(t) = a(t), by Theorem 4.1(b), 
= (p-1) - p + 1 
X2(t) = (2p-l) or 1. 
Case 2(a). X^(t) = 0, X2(t) = (2p-l). 
Theorem 4.1(d) gives 
2 
g(l . ) = 2p^p^-l)(p-l)^ where f^ = X2(l) 
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3 2 As before, both (p-1) and p divide f^ - (2p-l) . 
3 2 Let f^ = np(p-l) + (2p-l) . Then 
g = 2p(p^-l)(p(p-l)\ + (2p-l)^)/n. 
2 5 
Since g/2p(p -1) is integral, n divides (2p-l) . 
Also f^, being either the degree of an irreducible character of G 
or its negative, divides g. Therefore n divides 2p(p^-l). 
rs But since f^ - (2p-l)^ is divisible by p, f^ = l(mod p). 
Thus (f2>p) = 1 and so (n,p) = 1. Therefore n divides 
2 2 2 2(p -1). Now since n divides both (2p-l) and 2(p -1), 
n divides (4p-5). Let r be any prime dividing n, vjhich 
is odd since 4p-5 is. If r divides (p-1), r divides 
2p-l - 2p+2 = 1 and n = + 1. If r divides (p+1), 
r divides 2p-l - 2p-2 = -3 and so n is a power of 3. 
Lemma 3.4 shows that p s -l(mod 3) and so n divides (p+1). 
Thus n divides 4p-5 - 4p-4 and so n = + 1, + 3 or +3^. 
2 
If n ~ + l , + 3 , g/2p(p -1) has order prime to 3, a 
contradiction to Lemma 3.3. 
If n = + 9, 
Combining (6.3) with (6.1) we get 
(2p-l)^ + 9p(p-l)^ = 9(p^-4)(p^-p-3) (6.4) 
or (2p-l)^ + 9p(p-l)^ = 9(P^+2)(P^-P+3) (6.5). 
1D4. 
Reading (3.4) mod p we get 1 = 108(mod p) and so 
p divides 107. But 107 s -i(mod 4)^ a contradiction. 
2 Reading (3.5) mod p we get 
23p = 53(mod p^), 
or 5p 5 53 (mod p^) . 
Both these equations are not solvable for prime p. 
Case 2(b). X^(t) = -2(p-l), X2(t) = 1. 
Theorem 4.1(d) gives 
.. 4(p-l)^ 1 o 2, 2 ,,, ^ X^(l) " = 2p (p -l)(p-l) . 
Put Xj^(l) = f^. Then 
g = 2p^(p^-l)(p.l)^f^(f^+l)/f2 + 4(p-l)^(f^+l). 
3 2 2 As before, p(p-l) divides f^^ + 4(p-l) (f^+1) and so 
(p-1)^ divides f^. Therefore (p-1)^ divides f^ + 4(p-l)^(f^+l) 
2 2 4 and we put fj^  + 4(p-l) (f^+1) = p(p-l) n, where n is an 
integer. Solving this equation for f^, we get that if f^^ 
is integral, it is necessary that the discriminant 
= 4(p-l)^ - 4(p-l)^ + p(p-l)^n 
is a perfect square. It is immediate that n > 0, if f^ is 
2 2 
to be real, because p > 5. Thus 4(p-l) - 4 + p(p-l) n is 
a perfect square and so 
m = p(4p-8+(p-l)^n) 
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is a perfect square divisible by p. Hence p divides n-8. 
Also g/f^(f^+l) is integral, because fj^ f^^ +^l are either 
the degrees of irreducible characters of G or their negatives 
and = 1. Therefore n divides 2p(p+l). But 
(n,p) = 1, since f^+2 s O(mod p). Hence n divides 
2(p+l), n < 2(p+l). 
If n > n-8 is a multiple of p which is less than 
or equal to 2p-3. Thus n-8 = p, and p =|= 5. Notice that 
n =1= 8 since then 8 divides 2(p+l) and this contradicts 
p s l(mod 4). Now p+8 divides 2p + 16 - 14, whence p+8 
divides 14, a contradiction. 
If n < 8, the only possibility for which n-8 is a 
multiple of p s l(mod 4) is n = 3, p = 5. But then 
ZV = [4.4^ - 4 + 5.4^.3]/:^ 
2 2 2 
= 4 .2 .3.5 is not a perfect gquare. 
The Theorem 2.10 is completely proved. 
f-
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