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We present a scheme to express a bath correlation function (BCF) corresponding to a given
spectral density (SD) as a sum of damped harmonic oscillations. Such a representation is needed,
for example, in many open quantum system approaches. To this end we introduce a class of fit
functions that enables us to model ohmic as well as superohmic behavior. We show that these
functions allow for an analytic calculation of the BCF using pole expansions of the temperature
dependent hyperbolic cotangent. We demonstrate how to use these functions to fit spectral densities
exemplarily for cases encountered in the description of photosynthetic light harvesting complexes.
Finally, we compare absorption spectra obtained for different fits with exact spectra and show that
it is crucial to take properly into account the behavior at small frequencies when fitting a given SD.
I. INTRODUCTION
The influence of an environment on some relevant sys-
tem degrees of freedom is often treated using open quan-
tum system approaches [1–3]. In these open quantum
system models the environment is often modeled as an
infinite number of harmonic oscillators that couple lin-
early to some system degrees of freedom. It is conve-
nient to describe the influence of the environment on
the system using a spectral density (SD) [1–3], which
contains information about the spectrum of the environ-
ment as well as the frequency-dependent coupling. The
definition of the spectral density starting from a micro-
scopic system-environment model is briefly reviewed in
appendix A1. The basic quantity entering the open
quantum system approaches is the so-called bath cor-
relation function (BCF),
α(t) =
1
π
∫ ∞
0
dω J(ω)
(
coth
( ω
2T
)
cos(ωt)− i sin(ωt)
)
,
(1)
which contains the spectral density (SD) J(ω) as well as
the temperature T . We set ~ = 1 and kB = 1. Note
that sometimes j(ω) = J(ω)/ω2 is denoted as the SD
[41] (e.g. in Ref. [2]), which is more convenient for the
interpretation of optical properties. We will come back
to this point later in this work.
For many numerical methods (see e.g. Refs. [4–10])
that handle these open quantum systems, it is important
that the BCF can be (at least approximately) written as
a finite sum of exponentials
α(t) ≈
M∑
m=1
pme
iωmt, t ≥ 0 (2)
with time-independent complex prefactors pm and com-
plex “frequencies” ωm = Ωm+ iγm where Ωm and γm are
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real numbers. Although the BCF Eq. (1) is also defined
for negative times, it is usually sufficient to represent
the BCF at positive times, since one can always calcu-
late numerically the part for t < 0 from the symmetry
α(−t) = α∗(t).
Typically, the numerical cost to calculate properties of
the open quantum system grows rapidly with the num-
ber of exponentials in Eq. (2). Therefore, the number of
exponentials M should be as small as possible.
For a general BCF an exact decomposition with a fi-
nite number of terms typically cannot be achieved. Nev-
ertheless, one can use the function (2) as a fit function
to the BCF trying to obtain a good fit with as few terms
as possible. To this end one can use non-linear fit rou-
tines, which are availabe in many program packages, or
use methods designed particular for this task, such as
filter diagonalization [11, 12]. However, obtaining a di-
rect fit of the BCF is in general not trivial, because the
fitting routine might depend sensitively on the initial fit
parameters (see e.g. also the discussion in Ref. [13]). Fur-
thermore, it is often not easy to judge the quality of a fit
of the BCF, since for different quantities that one wants
to calculate in the end different properties of the fit are
important, as will be discussed below.
The Fourier transform of the BCF Eq. (1) contains
the same amount of information as the BCF itself and
is typically a function for which fitting is more intuitive.
We have used such a procedure e.g. in Ref. [14].
However, one still needs a set of useful fit functions.
Furthermore, often one encounters the situation that an
SD is given. Using the procedure described above, one
would, for a given temperature, first calculate the exact
BCF, which is then either fitted directly by the sum of ex-
ponentials, or one would fit its Fourier transform instead.
Besides the fact that direct fitting of these functions is
not easy this has to be done for every temperature. It is
therefore desireable to obtain the form (2) directly from
the SD in a simple and transparent way. Of course, as
before, one will in general not find an exact result and
one needs to approximate the SD (and the hyperbolic
cotangent in Eq. (1)) with suitable functions (some pos-
2sibilities are discussed e.g. in Refs. [4, 5, 7, 15]).
In this work we present a class of fit functions for the
SD, which allow on the one hand for an analytical calcu-
lation of the terms entering in Eq. (2) and on the other
hand for an inclusion of the relevant features of the SD
in a clear way. Our choice for the fit functions is moti-
vated by the fact that approximating the SD by a sum of
simple poles, together with a pole approximation of the
hyperbolic cotangent, leads to a form of Eq. (2). Such
pole expansions have been used in various contexts in the
literature (see e.g. Refs. [4, 6, 7, 16–20]). When fitting
the Fourier transform of the BCF with simple poles it
is (similar to the direct fitting with exponentials) usu-
ally difficult to obtain certain relevant behaviors of the
SD/BCF. Therefore, our fit functions are based on a rep-
resentation P (ω)/Q(ω), where P (ω) and Q(ω) are poly-
nomials in ω, and P (ω)/Q(ω) can be written as a sum of
simple poles.
Our approach generalizes that of Meier and Tannor [4].
Meier and Tannor parametrize an SD as a sum of anti-
symmetrized Lorentzians and take a few exact poles of
the hyperbolic cotangent into account, which then leads
to an exponential BCF. By anti-symmetrization of their
Lorentzian fit functions Meier and Tannor achieve a lin-
ear behavior of these functions at small frequencies. This
is the so-called ohmic case. The class of fit functions pre-
sented in this work allows us to go beyond the ohmic case
and enables us to model different low- and high-frequency
behavior of the original SD in a transparent way. In par-
ticular we are able to treat the important case of super-
ohmic SDs, which are relevant, for example, for light-
absorbing molecules (either from experiment [21, 22] or
theory [23–26]) or defect tunneling in solids [27]. It is
well known that there are qualitative differences between
ohmic and superohmic SDs for calculated open system
properties (see e.g. Refs. [28, 29]). We will discuss this
exemplarily for the case of linear absorption, where one
clearly sees that a proper fitting of the low-frequency part
of the SD is of great importance. Our fit functions allow
us to intuitively find good descriptions of fits that lead to
the correct behavior of the spectra. This would be hard
to achieve with fit functions that consist just of a sum
of arbitrarily weighted simple poles. In the context of
absorption spectra we will also see that for this situation
j(ω) = J(ω)/ω2 is the relevant function for which a good
fit has to be obtained.
The paper is organized as follows: In sections IIA and
II B we suggest a class of fit functions for a given SD and
introduce the expansion of the hyperbolic cotangent that
we consider. In section II C we state the analytical result
for the BCF in the form of Eq. (2) that we obtain from
our class of fit functions together with the expansion of
the hyperbolic cotangent. In section III we discuss the
application of our method. After a brief consideration of
the established ohmic case (section IIIA), we focus on
the situation of superohmic SDs in section III B. There
we show explicitly how our fit functions can be used,
exemplarily for several superohmic SDs. By considering
absorption spectra, we demonstrate in section III C the
importance of having a good representation of a given
SD for small frequencies. In section IV we conclude with
a summary and an outlook.
Calculations and useful considerations are given in sev-
eral appendices: In appendix A we briefly state the open
quantum system model and we define the SD. We also
specify the model system that we use to calculate absorp-
tion. In appendix B we provide analytical results for the
absorption spectrum for weak system-bath coupling and
low temperature. In appendix C we explain the basic
approach that we use to evaluate analytically the inte-
gral appearing in Eq. (1) using the residue theorem. In
appendix D we describe in detail how we treat the hyper-
bolic cotangent with a particular focus on the structure
in the complex plane. And in appendix E we discuss fit
functions with even power law scalings at low frequen-
cies, for which we could not find an exact exponential
representation.
II. REPRESENTATION OF THE SD, THE
HYPERBOLIC COTANGENT AND THE
RESULTING BCF
A. The spectral densities
As mentioned in the introduction, our aim is to use fit
functions for a given SD, that on the one hand allow us
to represent the corresponding BCF as a sum of expo-
nentials and on the other hand are in such a form that
one can use them in an intuitive manner. To this end we
consider functions of the form
J(ω) = ωn−1
∑
k
pk(Jk(ω)− Jk(−ω)) (3)
with n odd and pk being positive numbers and
Jk(ω) =
∏
jk
1
(ω − ωjk)(ω − ω∗jk)
(4)
with ωjk = Ωjk + iγjk , where Ωjk and γjk are positive
(> 0) real numbers [42]. Thus our fit functions contain
only simple poles that are not located on the imaginary
axis (see Fig. 1).
The prefactor ωn−1 in Eq. (3) determines the behav-
ior of J(ω) for small frequencies. The product structure
in Eq. (4) allows one to obtain different power law scal-
ings at high frequencies. Note that the summand Jk(ω)
with the smallest number of poles determines the large-
frequency behavior. For a given power law scaling n at
small frequencies, the power law scaling at large frequen-
cies is given by n−2κ−2, where κ denotes the number of
poles ωjk of this summand lying in the upper right part
of the complex plane (see Fig. 1). Thus we can easily
adjust the small- as well as the large-frequency behavior
of our fit functions.
3Figure 1: Sketch of the pole structure in the complex plane.
The crosses denote poles of our fit functions Eq. (3) and the
circles indicate poles of the hyperbolic cotangent (or of its
approximation). The depicted integration contour (red line) is
used to solve the integral in Eq. (1) using the residue theorem.
The calculation can be found in appendix C.
Later it will become clear why we restrict our fit func-
tions to odd n. (See in particular appendix E for a dis-
cussion of the case for even n.)
For each pole ωjk we have also included the correspond-
ing complex conjugate pole ω∗jk to ensure that for real
arguments our fit functions are real, too.
B. Expansions for the hyperbolic cotangent
The hyperbolic cotangent appearing in Eq. (1) has in-
finitely many poles on the imaginary axis—the so-called
Matsubara poles, which are located at νℓ = iπℓ with
integer ℓ. As emphasized before, we are interested in
a representation of the BCF with as few exponentials as
possible. Thus we are seeking for an appropriate approxi-
mation of the hyperbolic cotangent that can be combined
with the SDs of the previous subsection. We use
coth(x) ≈ 1
x
+
L∑
ℓ=1
ηℓ
( 1
x− ξℓ +
1
x− ξ∗ℓ
)
≡ C(x) (5)
with simple complex poles ξℓ and ξ
∗
ℓ with Im ξℓ > 0
and residues ηℓ. L denotes the number of expansion
terms. The pole at x = 0 plays a special role and will
be discussed later, see appendix C 3). In appendix D
we discuss various possibilities to obtain such an expan-
sion (Matsubara, Croy/Saalmann, Pade´). It turned out
[30, 31] that a Pade´ approximation has superior conver-
gence properties compared to the other two expansions
mentioned above.
Beside the form of Eq. (5), which is essentially an
expansion around small frequencies (or high temper-
atures), there exist also other very good approxima-
tions of the hyperbolic cotangent, which are based on
a high-frequency expansion and have a form coth(x) ≈
1 +
∑L
ℓ=1 2 exp(−2ℓx) + r(x), where r(x) is a function
that tries to take low frequencies into account. A partic-
ular appealing form has been suggested by Jang et al. in
Ref. [32], where L = 2 and r(x) = exp(−5x)/x. It thus
possesses only four simple terms and is able to approxi-
mate the hyperbolic cotangent very well on the real axis.
Unfortunately, we were only able to obtain a representa-
tion as a finite sum of exponentials according to Eq. (2)
for the case L = 0 and r(x) ≡ 0, as can be seen from the
calculations in appendix E. Nevertheless, in some cases
(e.g. when one is not interested in the low-frequency part
of the SD) it might be suffcient to consider only the case
L = 0 and r(x) ≡ 0, which amounts to approximat-
ing the hyperbolic cotangent (for positive arguments) as
coth(x) ≈ 1.
C. Analytical representation of the BCF for odd n
For the above defined functions Eq. (3) together with
the approximation Eq. (5) one can analytically obtain the
BCF as a sum of exponentials (see appendix C), which
we write as
α(t) =i
∑
k
∑
jk
(
p+kje
iωjk t + p−kje
−iω∗jk
t)
+ i
L∑
ℓ=1
J(wℓ)ηℓe
iwℓt
(6)
with ωℓ = 2Tξℓ and
p+kj =pk ω
n−1
jk
Rjk
(
coth
(ωjk
2T
)− 1), (7)
p−kj =− pk (ω∗jk)n−1R∗jk
(
coth
(−ω∗jk
2T
)− 1). (8)
Here,
Rjk =
1
(ωjk − ω∗jk)
∏
j 6=jk
1
(ωjk − ωj)(ωjk − ω∗j )
, (9)
where the product contains all the poles of Jk except ωjk .
III. EXAMPLES
In this section we discuss exemplarily for some SDs
how one can use the formalism described above.
First we discuss ohmic SDs often used in the literature.
Then we treat selected superohmic SDs.
Since the ohmic case has been discussed in the litera-
ture to quite some extent, we will not give much details
for this case but refer to the literature instead.
For the case of the superohmic SDs, we demonstrate
how our fit functions can be used. For all SDs considered,
we discuss fits to the SD and the quality of the resulting
BCF. In addition we also compare absorption spectra
obtained from the fit with exact ones. This illustrates
that on the level of the BCF it is difficult to judge whether
4a fit is suitable for the quantity one is actually interested
in. Here one also sees the strength of the fit functions
suggested by us.
A. Ohmic case (n = 1)
For n = 1 the fit functions Eq. (3) have a linear de-
pendence around ω = 0.
a. Simple (antisymmetrized) Lorentzian: A form of
Jk(ω) which has been particularly often used (for exam-
ple in Ref. [4]) is that of a simple Lorentzian
Jk(ω) =
1
(ω − Ωk)2 + γ2k
. (10)
The resulting SD J(ω) is
J(ω) =
∑
k
pk
4Ωω
(ω2 − Ω2)2 + 2(ω2 +Ω2)γ2 + γ4 , (11)
which falls off like 1/ω3 for large frequencies.
b. Drude-Lorentz spectral density: The Drude-
Lorentz SD is given by
JDL(ω) = 2πλω
γ
ω2 + γ2
, (12)
where λ and γ are real parameters. One can write
JDL(ω) = 2πλωγ(
1
(ω−iγ)(ω+iγ) ). Thus, it seems at first
sight that it is of the form of our SDs. However, it is
not since it cannot be brought into the form of Eq. (3).
We have previously used anti-symmetrized Lorentzians
Eq. (11) to approximate this Drude-Lorentz SD [33].
c. Exponential cutoff Another often used SD is the
ohmic SD with exponential cutoff
Johm(ω) = ηωe
−ω/Λ, (13)
where Λ is the cutoff frequency and η scales the overall
strength. In Ref. [4] it has been shown that one can
approximate it very well with three (antisymmetrized)
Lorentzians of the form of Eq. (11).
B. Superohmic case
We first turn our attention to the case where the spec-
tral density shows a cubic behavior at frequency zero.
Then we discuss a case where the frequency dependence
at zero can not be described by ωn with odd n.
This section also serves to demonstrate that it is in
general quite problematic to judge whether a fit of the
BCF is good or not for a specific quantity that one wants
to calculate for an open quantum system. To this end we
consider absorption spectra. The model Hamiltonian,
which is briefly reviewed in appendix A1, and the re-
lation between the BCF and the absorption spectrum
can be found in many publications (e.g. [2, 34]). We
will see, that in the presented examples a good fit to
j(ω) = J(ω)/ω2 is the relevant quantity.
In the following we will show for each situation the
SD J(ω) as well as j(ω) together with our fit. We will
also show the resulting BCFs (exact and our approxima-
tions) for three temperatures. Furthermore, we present
the absorption spectra corresponding to these BCFs.
In particular we consider three different SDs, which
will be discussed in detail in the following subsections.
These SDs are shown in the first row of Fig. 3 (a), (b),
(c). Figure 3 (a) represents a damped molecular vibra-
tion, discussed in subsection III B 1. In Fig. 3 (b) the
log-normal SD is shown, which has been suggested to de-
scribe the broad background observed in SDs of photo-
synthetic complexes, on top of which the damped vibra-
tions sit [29]. This SD is discussed in detail in subsection
III B 2. Finally, in Fig. 3 (c) the sum of the two pre-
vious SDs is shown, i.e. a damped molecular vibration
sitting on a broad background. Such a situation, with
more molecular vibrations is typical for the SD of light
harvesting systems [21, 22, 35].
In this Fig. 3 we show in the second row (i.e. pan-
els (d)-(f)) j(ω) = J(ω)/ω2 , the quantitiy that will be
of particular importance for the absorption spectra. In
the third to the fifth row we show the BCFs at different
temperatures, ranging from T = 4 K in panels (g)-(i),
to T = 77 K in panels (j)-(l) and T = 300 K in panels
(m)-(o).
Absorption spectra corresponding to the background
SD and the SD of the damped vibration are presented in
Figs. 5 and 6.
A brief description of our model system, which essen-
tially is a two-level molecule, is given in appendix A. For
such a model the absorption spectrum A(ω) is given by
[2]
A(ω) =
1
π
Re
∫ ∞
0
dt ei(ω−ω0)t e−g(t), (14)
where ω0 is related to the transition energy between the
two states and the so-called lineshape function g(t) is
given by
g(t) =
∫ t
0
dt′
∫ t′
0
dt′′ α(t′′) (15)
and therefore depends only on the BCF. With the re-
lation Eq. (1) between the BCF an the SD we can also
write
g(t) =
−1
π
∫ ∞
0
dω
J(ω)
ω2
(
coth
ω
2T
(
cosωt− 1)− i sinωt)
− iEλt
(16)
with the reorganization energy Eλ =
1
π
∫∞
0 dω J(ω)/ω.
The reorganization energy Eλ simply leads to a shift of
the whole spectrum and is conveniently combined with
ω0. For all spectra we show in the following, we set
5Figure 2: Sketch of a damped molecular vibration. In both
potential surfaces the vibration relaxes towards the potential
minimum. The damping is caused by the coupling of the
coordinate q of the mode to an environment. The potential
surfaces are given by Vg(q) =
1
2
Ω2q2 and Ve(q) =
1
2
Ω2(q −
∆q)2 +∆E.
the zero of the frequency axis to the position of the
zero phonon line (which can formally be achieved by
ω0 + Eλ ≡ 0). All presented absorption spectra are nor-
malized to an area of 2π. From Eq. (16) one can expect
that j(ω) = J(ω)/ω2 is indeed the relevant quantitiy for
the calculation of absorption. In fact, in the limit of small
overall coupling strength/reorganization energy and zero
temperature the absorption spectrum is given by a delta
peak (zero phonon line) and a phonon wing that has the
shape of J(ω)/ω2 (see appendix B).
Note that for our fit functions one can easily calculate
the lineshape function g(t) analytically, while in general
it involves integration over oscillating functions [43].
In all panels of the figures the exact SDs/BCFs are
shown together with the results of our fit.
In Table II we list the number of fit terms for the SDs
as well as for the hyperbolic cotangent for all the fits we
consider in this work. Additionally, we list the number of
resulting exponential terms in the BCFs that we obtain
from our fits for the different considered temperatures.
The explicit fit parameters can be found in the Support-
ing Information [36].
1. Damped molecular vibration
The first SD we consider is that of a vibrational mode
related to shifted harmonic potential surfaces (with fre-
quency Ω and Huang-Rhys factor X = (Ω∆q)2/2, where
∆q is the shift of the surfaces, see Fig. 2) that is cou-
pled to an ohmic bath with exponential cutoff Johm(ω) =
ηωe−ω/Λ. This model is discussed e.g. in Ref. [37], where
it is shown that it leads to a spectral density of the form
Jvib(ω) =
X ω2Johm(ω)
(ω − g˜(ω))2 + J2ohm(ω))
(17)
with g˜(ω) = Ω− ηΛ/π+ Johm(ω)Ei(ω/Λ)/π and Ei(z) =
− ∫∞
−z
dt e
−t
t . This SD has a cubic behavior at small ω
and falls off like e−ω/ω for large ω.
One example of such an SD is shown in Fig. 3 (a)
as solid blue line. The used parameters are η = 0.3,
Λ = 100 cm−1, Ω = 180 cm−1 and X = 0.03. They cor-
respond roughly to a low energy vibrational mode typical
for bacteriochlorophyll molecules [21, 22, 29, 35]. In ad-
dition to the original SD we show a fit with a function
of the form of our Eq. (3) (dashed, black). The parame-
ters used are given in Table I. The difference between the
original function and our fit is shown in the inset. One
sees that already with three poles one gets a very good
agreement.
As discussed in the introduction, often a different con-
vention for the SD is used which corresponds to j(ω) =
J(ω)/ω2 in our notation. We show this in the second row
(panel (d)).
In the rows 3-5 (panels (g), (j), (m)) we finally show
the corresponding BCFs at three different temperatures.
The imaginary part is plotted in red and the real part
in blue. With dashed/dotted lines the exponential fit
obtained from Eq. (6) using the Pade´ approximation is
displayed. For the case of 4 K we used eleven Pade´ terms.
For 77 K two and for 300 K one Pade´ term was used. For
all temperatures the exact curves and the exponential
approximation are in perfect agreement.
2. Log-normal
Another important case is a spectral density of log-
normal form
Jbg(ω) =
πSω√
2πσ
e−[ln(ω/ωc]
2/2σ2 . (18)
Such a spectral density has been suggested to describe
the broad background obtained when extracting exper-
imentally the spectral densities of bacteriochlorophyll
damped mode Log-normal combined
n 5 5 n 5
p1 1.27·10
4 2.42·105 p1 1.27·10
4
p2 — — p2 2.42·10
5
ω11 183+9.17 i 5.52+11.3 i ω11 183+9.17 i
ω12 67.6+178 i 15.4+34.4 i ω12 67.6+178 i
ω13 1.76+11.1 i 51.7+102 i ω13 1.76+11.1 i
— — ω21 5.52+11.3 i
— — ω22 15.4+34.4 i
— — ω23 51.7+102 i
Table I: Parameters used to fit the three SDs shown in Fig. 3
(panels (a), (b), (c)). The resulting parameters for the BCFs
shown in Fig. 3 can be found in the Supporting Informa-
tion [36].
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Figure 3: The three SDs discussed in section IIIB. Left column: SD corresponding to the damped mode, Eq. (17); middle
column: log-normal SD, Eq. (18); right column: sum of damped mode and log-normal SDs. The first row (panels (a)-(c))
shows the SD (blue solid line) together with a fit according to the parameters of table I (black, dashed). The insets show the
difference between the original SDs and the approximations. Second row (panels (d)-(f)): SD divided by ω2. Rows three to
five (panels (g)-(o)): Corresponding BCFs for the three temperatures T ∈ {4 K, 77 K, 300 K}. Blue and red correspond to the
exact real and imaginary parts, respectively. The gray dashed/dotted curves are the approximations obtained using the Pade´
approximation of the hyperbolic cotangent. In the insets the differences are shown. For details see main text.
molecules in pigment-protein complexes [29]. The sug-
gestion for the so-called Fenna-Matthews-Olson complex
is shown in Fig. 3 (b) as solid blue line. The numeri-
cal values for the parameters (taken from Ref. [29]) are
S = 0.3, σ = 0.7, ωc = 38 cm
−1. In addition we show
a fit with a function of the form of our Eq. (3) (dashed,
black). The parameters used for the fit are given in Table
I. The quality of the fit is again very good.
Note that SDs given by Eq. (18) have a non-algebraic
superohmic behavior at low frequencies. This we cannot
describe very well with a small number of poles. Never-
theless, when looking at the corresponding BCFs (pan-
els (h), (k), (n)) we see that the agreement between exact
calculations and our approximation is again nearly per-
fect. We used fifteen Pade´ terms for the low temperature
of 4 K, three terms for 77 K and one term for 300 K.
3. Background plus damped vibration
Typically the SD of pigments in an (protein) envi-
ronment consists of a broad background combined with
peaks belonging to molecular vibrations. An example is
shown in Fig. 3 (c). Here, the used spectral density is sim-
ply the sum J(ω) = Jvib(ω) + Jbg(ω), where Jvib(ω) and
Jbg(ω) are the SDs from Fig. 3 (a) and (b), respectively.
We approximate the resulting spectral density by the sum
of the fit functions used in Fig. 3 (a) and Fig. 3 (b). Also
7here the quality of the fit is very good. One can achieve a
similar level of accuracy for the fit through a direct fit of
the combined SD with only 5 terms (instead of 6). The
corresponding BCFs at the three different temperatures
are shown in panels (i), (l), (o). We used thirteen Pade´
terms for the low temperature of 4 K, three terms for
77 K and one term for 300 K.
C. Importance of the low-frequency behavior
In this section we discuss the relevance of a good fit
of the low-frequency behavior of a given SD for the cal-
culation of correct absorption spectra. To this end we
focus on the log-normal SD of the previous section. In
Fig. 4 (a)-(c) this SD is shown again (blue solid line) to-
gether with different fits (black dashed lines). In the first
column (i.e. Fig. 4 (a)) the fit was performed using ohmic
functions of the Meier/Tannor type (i.e. n = 1). In the
middle column (Fig. 4 (b)) the fit is done for n = 3 and
in the right column (Fig. 4 (c)) the case n = 5 is shown.
For n = 3 and n = 5 we take products with 3 poles ωjk
for each summand in Eq. (3) into account in order to
adjust the high-frequency behavior of our fit functions.
For n = 1 we take 2 poles for every summand. For the
cases n = 3 and n = 5 only one summand is necessary to
obtain the fits that are shown, whereas for n = 1 we use
4 summands (which amounts in total to 8 poles ωjk in
the upper right part of the complex plane for n = 1) in
order to enhance the agreement between the SD and our
fit for smaller frequencies. The resulting fit parameters
are given in the Supporting Information [36].
In Fig. 4 one sees that for J(ω) (first row, panels
(a)-(c)) all fits look ’reasonable’, although for n = 1
(panel (a)) there are deviations at low frequencies visible.
However, when considering J(ω)/ω2 (second row, panels
(d)-(f)) one clearly sees that there are quite large devi-
ations at small frequencies for n = 1 and n = 3. In the
corresponding BCFs shown in (Fig. 4 (g)-(o)), however,
the huge deviations between the approximations and the
exact results are hard to recognize, in particular for the
low temperature case T = 4 K (panels (g)-(i)). For n = 1
we used eleven Pade´ terms in the expansion for the hy-
perbolic cotangent for 4 K, two terms for 77 K and one
term for 300 K. For n = 3 we used fourteen, two and one
term, respectively and for n = 5 we used fifteen, three
and one term.
When considering the corresponding absorption spec-
tra (see Fig. 5), one notices huge deviations for the case
n = 1 (panels (a), (d), (g)). But also for n = 3 there
are considerable deviations (in particular for T = 77 K,
panel (e)).
The important point to note is that it is necessary
to properly approximate the low-frequency behavior of
j(ω) = J(ω)/ω2 in order to obtain correct absorption
spectra in the region of small frequency. Since for the
log-normal SD j(ω) starts off at frequency zero with van-
ishing slope, fits with n = 1 or n = 3 are not adequate.
For n = 1 every fit diverges at frequency zero when look-
ing at j(ω), and for n = 3 one always obtains a linear
slope.
One might think that for a SD like that of Fig. 3 (a),
where one has a spike at relatively large frequencies and
only a slow rise of the SD at low frequences, it is not so
important to use a sufficiently large n. That this con-
jecture is not correct is demonstrated in Fig. 6, where
the exact absorption spectra for the SD of Fig. 3 (a) are
plotted (solid, blue) together with the ones obtained from
fits with different power laws at small frequencies (red,
dashed). This SD has a low-frequency behavior propor-
tional to ω3, thus we expect that by using fit functions
with n = 3 we can obtain very good results. This is in-
deed the case for all temperatures considered (see Fig. 6,
panels (b), (e), (h)). Also with a larger power n = 5
the spectra are well reproduced (see Fig. 6, panels (c),
(f), (i)). However, for n = 1 there are appreciable devi-
ations from the exact spectrum (see Fig. 6, panels (a),
(d), (g)). These deviations become larger for increasing
temperatures.
We would like to point out that in order to enhance the
agreement of our fit of the log-normal SD for n = 1 we
already used more summands than for the cases n = 3
and n = 5 (8 instead of 3) in Eq. (3) (see Table II).
This allowed us to reduce the error of our fit for the
ohmic fit functions to some extent. One could, of course,
use even more ohmic terms to further narrow the region
of small frequencies, where the fit is bad. However, it
is not possible to remove the divergence at ω = 0 that
one obtains for J(ω)/ω2 with a finite number of ohmic
fit terms. Additionally, one also has to pay the price of
having a larger number of exponential terms for the BCF
in the end. Using our fit functions with larger n therefore
not only leads to a better approximation of the BCF in
those cases (considering absorption spectra), but can also
provide an exponential decomposition of the BCF with
less terms than for ohmic fit functions.
Finally, we also would like to note that in order to cor-
rectly obtain the absorption spectra one also needs more
Pade´ expansion terms than one might have expected from
looking only at the differences of the BCFs. If one does
not use enough expansion terms the absorption spectra
can show unphysical negative contributions, although the
BCFs look perfectly fine. This again stresses the fact that
one should not judge the quality of a fit to a given SD
together with an expansion for the hyperbolic cotangent
solely by looking at the BCF.
IV. CONCLUSIONS
We have introduced a class of simple functions that
are well suited for approximating many spectral densities
(SDs). A particular feature of our functions is that:
(i) they can exactly describe different algebraic behav-
iors at small and large frequencies, which allows the treat-
ment of ohmic and superohmic SDs that scale with ωn
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Figure 4: Log-normal SD, Eq. (18) and fits for different scaling parameters n in Eq. (3); left column n = 1, middle column
n = 3 and right column n = 5: The first row (panels (a)-(c)) shows the SD (blue solid line) together with a fit according to the
parameters given in the Supporting Information (black, dashed) [36]. The insets show the difference between the original SD
and the approximations. Second row (panels (d)-(f)): SD divided by ω2. Rows three to five (panels (g)-(o)): Corresponding
BCFs for the three temperatures T ∈ {4 K, 77 K, 300 K}. Blue and red correspond to the exact real and imaginary parts,
respectively. The gray dashed/dotted curves are the approximations obtained using the Pade´ approximation of the hyperbolic
cotangent. In the insets the differences are shown. For details see main text.
for small ω, where n is odd,
(ii) they lead to a representation of the BCF as a sum of
complex exponentials (which is highly desirable for many
methods to solve non-Markovian open quantum systems.
The parameters of these exponentials can be calculated
analytically.
The number of exponentials (which one wants to keep
as small as possible) is twice the number of poles ωjk
in the upper right part of the complex plane that are
needed to represent the SD plus the number of poles used
to approximate the hyperbolic cotangent which contains
the temperature. Due to the form of our functions one
typically needs products with at least (n−1)/2 poles ωjk
for every summand in Eq. (3) in order to guarantee that
the SD falls off to zero for ω →∞
For even and odd scaling parameters n we recognized
a crucial difference in the structure of the terms that
constitute the BCF. This we showed exemplarily for the
imaginary part of the BCF: For odd n different terms
than for even n cancel and we arrive at a sum of expo-
nentials, whereas for even n we are left with an expres-
sion that indicates that the BCF does not have simple
exponential form anymore.
Let us briefly comment on SDs for non harmonic en-
vironments. For harmonic environments, as discussed
in the present work, knowledge of the BCF Eq. (1) is
sufficient to fully characterize the influence of the en-
vironment. In addition the SD J(ω) is independent of
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Figure 5: Absorption spectra for the log-normal SD according to Eq. (18), which is shown in Fig. 3 (b). The solid blue curve
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Figure 6: Same as Fig. 5, but now for the SD of the “damped vibration” Eq. (17), which is shown in Fig. 3 (a). The parameters
used to fit the SD are given in the Supporting Information [36].
temperature. For non harmonic environments one can
still define a BCF according to Eq. (1), however, one
then needs in addition higher correlation functions for
the characterization of the influence of the environment.
Additionally, for non harmonic environments the SD be-
comes temperature dependent (see e.g. Ref. [1]). The
approach of the present paper can still be used to obtain
the BCF as a sum of exponentials, however, in general
one now has to perform the fitting of the SD for every
temperature.
In summary, the presented fit functions form a versa-
tile set of functions, that allow, in combination with the
10
SD damped mode log-normal combined
n 1 3 5 1 3 5 1 3 5
κ 2 2 3 8 3 3 10 5 6
T = 4 K 8 10 11 11 14 15 9 14 13
T = 77 K 1 2 2 2 2 3 2 2 3
T = 300 K 1 1 1 1 1 1 1 1 1
Table II: Number of fit terms used for the different fits
presented in this work. Second row: scaling parameters
n ∈ {1, 3, 5} of the different fits Eq. (3); Third row: num-
ber of poles in the upper right part of the complex plane κ
that we used to approximate the SDs for the different n. In
the last three rows we list the number of expansion terms L
for the hyperbolic cotangent in Eq. (5) used to calculate the
BCF for the respective n and temperature T (first column).
The total number M of exponentials used to represent the
BCF in Eq. (2) is then M = 2κ + L. Note that for the com-
bined SD we show only the case n = 5 in the paper. The other
cases are shown in the Supporting Information [36]. There,
also the values of the fit parameters can be found.
Pade´ expansion of the hyperbolic cotangent, an efficient
representation of bath correlation functions as sums of
exponentials. Since the spectral densities are given in
terms of simple poles, they are also well suited for ana-
lytical calculations.
Appendix A: Open quantum system and absorption
1. General Hamiltonian
Consider a total Hamiltonian of the form
Htot = Hsys +Hint +Henv, (A1)
that is, as a sum of the system part Hsys, the bath Henv,
and the interaction Hint between system and bath. The
bath
Henv =
∑
λ
ωλa
†
λaλ (A2)
is assumed to be a set of harmonic modes with frequencies
ωλ and annihilation (creation) operators aλ (a
†
λ). The
interaction between system and bath is taken as the sum
of products of bath (aλ, a
†
λ) and system (K) operators,
Hint =
∑
λ
(
κ∗λaλK
† + κλa
†
λK
)
, (A3)
with coupling constants κλ. The coupling to the bath
can be encoded in the bath spectral density
J(ω) = π
∑
λ
|κλ|2 δ(ω − ωλ), (A4)
which is taken to be a continuous function of the fre-
quency ω.
Note that sometimes j(ω) = J(ω)/ω2 is denoted as the
SD. In these two different conventions, the so-called re-
organization energy Eλ and the total Huang-Rhys factor
X are defined as
Eλ =
1
π
∫ ∞
0
dω
J(ω)
ω
=
1
π
∫ ∞
0
dω j(ω)ω,
X =
1
π
∫ ∞
0
dω
J(ω)
ω2
=
1
π
∫ ∞
0
dω j(ω).
(A5)
2. Absorption
For absorption we consider a two-level system with
ground state |g〉 and excited state |e〉 and Hamitonian
Hsys = ǫg |g〉 〈g|+ ǫe |e〉 〈e|, where ǫg and ǫe are the ener-
gies of the ground and excited state. For the interaction
of the two-level system with the bath we take the cou-
pling operator K in Eq. (A3) to be K = |e〉 〈e|. This
model for a molecule is discussed e.g. in Ref. [37]. We
consider absorption from the ground state via a dipole
transition characterized by the transition dipole opera-
tor µˆ = µ (|g〉 〈e|+ |e〉 〈g|).
The total initial state of system and bath prior to light
absorption is taken as
ρ0 = |g〉 〈g| ⊗ ρT , (A6)
where the system is in its ground state |g〉 and the
bath is in a thermal state at temperature T , i.e. ρT =
e−Henv/T /Z with Z = Trenv{e−Henv/T }. Here Trenv de-
notes the trace over the bath degrees of freedom. The
transition strength for linear optical spectra can be ob-
tained from the half-sided Fourier transform
A(ω) = Re
∫ ∞
0
dt eiωt c(t) (A7)
of the dipole correlation function
c(t) = Tr{µˆ(t)µˆ(0)ρT }. (A8)
Appendix B: Absorption Spectrum for T = 0 and
Weak System-Bath Coupling
For the temperature T = 0 the lineshape function g(t)
Eq. (16) reduces to
g(t) = − 1
π
∫ ∞
0
dω
J(ω)
ω2
(e−iωt − 1), (B1)
where we neglected the summand −iEλt, which simply
leads to a shift of the spectrum. We then Taylor expand
e−g(t) in Eq. (14) and obtain
e−g(t) =
∞∑
k=0
1
k!
( 1
π
∫ ∞
0
dω
J(ω)
ω2
(e−iωt − 1)
)k
. (B2)
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For weak system-bath coupling J(ω) has small magnitude
and we therefore truncate Eq. (B2) after k = 1 resulting
in
e−g(t) = 1 +
1
π
∫ ∞
0
dω
J(ω)
ω2
(e−iωt − 1). (B3)
For the absorption spectrum Eq. (14) we find (neglecting
the shift ω0)
A(ω) = (1−X)δ(ω) + 1
π
J(ω)
ω2
(B4)
with X = 1π
∫∞
0 dω
J(ω)
ω2 . We thus see, that the absorp-
tion spectrum for T = 0 and weak system-bath coupling
is given by a δ-shaped zero phonon line and a sideband
proportional to J(ω)/ω2.
Appendix C: Evaluation of the BCF decomposition
1. Application of the Residue theorem
For our fit functions J(ω) given by Eq. (3) the inte-
gral Eq. (1) can be solved analytically using the residue
theorem. One suitable integration contour to apply the
residue theorem is the half-circle over one of the complex
half-planes including the real axis (see Fig. 1). In order
to use this contour, we first extend the integral in Eq. (1)
over the whole real axis. Here we restrict ourselves to odd
scaling parameters n as in section IIA. The case of even
n is discussed in appendix E.
Since we chose n to be an odd number, our fit func-
tions Eq. (3) are antisymmetric in ω, i.e. they fulfill
J(−ω) = −J(ω). Therefore, the full integrand in Eq. (1)
is a symmetric function in ω, because the hyperbolic
cotangent and its approximations that we consider are
also anti-symmetric.
We now extend the integration to negative frequencies
and write
α(t) = a(t) + ib(t) (C1)
with the real part and the respective imaginary part of
the correlation function given by
a(t) =
1
2π
∫ ∞
−∞
dω J(ω) coth
( ω
2T
)
cos(ωt)
=
1
2π
∫ ∞
−∞
dω J(ω) coth
( ω
2T
)
eiωt,
(C2a)
b(t) = − 1
2π
∫ ∞
−∞
dω J(ω) sin(ωt)
= − 1
2πi
∫ ∞
−∞
dω J(ω)eiωt.
(C2b)
Here again the symmetry of the integrand was used to
introduce exponentials replacing the trigonometric func-
tions. These exponentials will simplify the following eval-
uation of the integrals Eqs. (C2a) and (C2b).
In order to apply the residue theorem to the Eqs. (C2a)
and (C2b) for a(t) and b(t) we need to know the poles
and residues of both our fit functions J(ω), for b(t), as
well as the product J(ω) coth ω2T , for a(t).
Let za denote those poles of J(ω) coth
ω
2T and zb those
of J(ω), that lie within the integration contour. Then
one has
a(t) = i
∑
{za}
Resza [J(ω) coth
ω
2T
]eizat, (C3)
b(t) = −
∑
{zb}
Reszb [J(ω)]e
izbt. (C4)
Here we have used that eiωt is an analytic function (i.e.
has no poles) and we used that J(ω) coth ω2T and J(ω)
have only poles of order one [44]. Note that Eqs. (C3)
and (C4) are of the desired form given by Eq. (2). For our
fit functions Eq. (3) the residues appearing in Eqs. (C3)
and (C4) can be evaluated analytically.
In order to obtain a finite number of poles for the first
expression Eq. (C3) we use an expansion of the hyper-
bolic cotangent given by Eq. (5). Different possibilities
for such an expansion are described in appendix D.
In the following subsections we evaluate the expres-
sions Eq. (C3) and Eq. (C4) for our fit functions Eq. (3).
We consider first b(t) and then the slightly more compli-
cated term a(t).
2. Evaluation of b(t)
Inserting the SD Eq. (3) into Eq. (C4) we see that the
relevant poles within the integration contour are ωjk for
Jk(ω) and −ω∗jk for Jk(−ω) (see Fig. 1). We abbreviate
Rjk ≡ Resωjk [Jk(ω)]. (C5)
We find [45] Rjk =
1
(ωjk−ω
∗
jk
)
∏
j 6=jk
1
(ωjk−ωj)(ωjk−ω
∗
j
) ,
where the product contains all the poles of Jk except ωjk .
Using the explicit form of Jk(ω) one can easily calculate
that
Res−ω∗
jk
[Jk(−ω)] = −R∗jk . (C6)
Thus we can write
b(t) = −
∑
k
pk
(∑
jk
ωn−1jk Rjke
iωjk t
−
∑
jk
(−ω∗jk)n−1(−R∗jk)ei(−ω
∗
jk
)t
) (C7)
which is already in the desired form of Eq. (2).
Using that n is taken to be odd we can write
b(t) =
∑
k
∑
jk
(b+jke
iωjk t + b−jke
−iω∗jk
t) (C8)
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with
b+jk = −pkωn−1jk Rjk , (C9)
b−jk = (b
+
jk
)∗, (C10)
which makes it also apparent that b(t) is indeed real, as
it should be.
Note that the number of exponentials is equal to the
number of poles in the upper half-plane used to charac-
terize the SD. This is 2×∑k∑jk 1.
3. Evaluation of a(t)
If the poles ωℓ ≡ 2Tξℓ of the expansion C(ω/2T ) for
the hyperbolic cotangent do not coincide with the poles
ωjk and −ω∗jk of J(ω), one can write
a(t) =i
∑
{y}
Resy[J(ω)] coth
y
2T
eiyt
+ i
L∑
ℓ=1
J(wℓ)Reswℓ [C
(
ω/2T
)
]eiwℓt.
(C11)
Here {y} denotes those poles of J(ω) which are inside
the integration contour. The pole 1/x of Eq. (5) does
not contribute for n ≥ 1, because for n ≥ 1 the product
J(ω) 1ω does not have a pole at ω = 0.
Equation (C11) is in the form Eq. (2). Similar to
b(t) we can rewrite this result: We first note that from
f(−z∗) = −f(z)∗ it follows Res−z∗
0
f = (Resz0 f)
∗. Be-
cause the approximationsC(z) that we consider also obey
the symmetry C(−z∗) = −(C(z))∗ of the exact hyper-
bolic cotangent, we can write
a(t) =
∑
k
∑
jk
(a+jke
iωjk t + a−jke
−iω∗jk
t)
+ i
L∑
ℓ=1
J(wℓ)Reswℓ [C
(
ω/2T
)
]eiwℓt
(C12)
with
a+jk = −ib+jk · coth
ωjk
2T
(C13)
a−jk = (a
+
jk
)∗. (C14)
For the approximations (5) of the hyperbolic cotangent
that are typically used the ωℓ are either purely imaginary
or symmetric with respect to the imaginary axis. For
purely imaginary ωℓ the residues are real, also the expo-
nent is real and J(wℓ) is purely imaginary. One then sees
explicitly that a(t) is a real function. Similar arguments
hold for symmetric poles.
Appendix D: Approximating the Hyperbolic
Cotangent
1. Low-frequency approximations
Several schemes have been proposed to obtain a suit-
able pole decomposition of the hyperbolic cotangent. The
most common one is the so-called Matsubara decomposi-
tion, where one simply takes a finite number of the exact
poles νℓ = iπℓ , ℓ = 0, . . . , L into account. While be-
ing straightforward, this Matsubara decomposition con-
verges very slowly against the exact result so that for low
temperatures (i.e. large ω/2T ) many poles are required.
To overcome this problem more advanced pole decom-
positions have been suggested. For example the partial
fraction decomposition suggested by Croy and Saalmann
[38] or the Pade´ decomposition of Hu et al. [30]. The
partial fraction decomposition converges faster than the
Matsubara decomposition, but it has an important draw-
back. Because the method is based on finding the roots
of a polynomial, which is an ill-conditioned problem in
general, one needs high-precision arithmetic to calculate
the poles of the approximation correctly. Although this
does not seem to be a problem for the approximation
of the hyperbolic cotangent with real arguments [39], it
can lead to severe deviations for the approximation of
the integral Eq. (C2a), when we numerically evaluate it
using the residue theorem. This is because the spectral
density J(ω) itself contains poles in the complex plane,
which then can come very close to the incorrectly eval-
uated poles of the hyperbolic cotangent leading to large
numerical errors when calculating products of J(ω) and
coth(ω/2T ).
In order to handle spectral densities with arbitrary
poles, it is therefore beneficial to have a pole decomposi-
tion of the coth function with only purely imaginary poles
(except from the pole at zero). Recently such an expan-
sion in simple poles lying on the imaginary axis has been
suggested [30]. It is based on Pade´ approximants and
shows very rapid convergence. We suggest using this ap-
proach for approximating the hyperbolic cotangent. For
completeness we state the final result of Ref. [30] in the
form appropriate for our problem. Following [30] one ob-
tains the parameters ηj and ξj occuring in the expansion
Eq. (5) by the following procedure. Consider the real
symmetric matrices Λ and Λ˜ whose elements are defined
as
Λjk =
δj,k±1√
(2j + 1)(2k + 1)
j, k = 1, . . . , 2L, (D1)
Λ˜jk =
δj,k±1√
(2j + 3)(2k + 3)
j, k = 1, . . . , 2L−1. (D2)
Then the ξj and auxiliary parameters ζj are given by
ξj =
i
EV+[Λ]
, ζj =
1
EV+[Λ˜]
(D3)
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Figure 7: Main plot: Comparison between coth(x) (black,
dashed), Matsubara (red), Croy/Saalmann (blue) and Pade´
expansion (green), all with L = 5 expansion terms (poles with
positive imaginary part). In the displayed x-range the Pade´
approximation and the exact coth(x) are indistinguishable.
The inset shows the same curves on a logarithmic scale and
in addition the cases of L = 10 (dashed) and L = 20 (dotted)
expansion terms.
with the symbol EV+[A] denoting the positive eigenval-
ues of matrix A. The parameters ηj are finally obtained
as
ηj =
1
2
L(2L+ 3)
∏
i(ζ
2
i + ξ
2
j )∏
i(−ξ2i + ξ2j )
.
2. Other approximations
Besides the approximations of the previous section
there are other schemes attempting to approximate the
hyperbolic cotangent also at high frequencies. This is
typically done by using a high frequency expansion of
the hyperbolic cotangent of the form
coth(x) ≈ 1 +
L∑
ℓ=1
2 exp(−2ℓx) + r(x), (D4)
where r(x) is typically a function that tries to take low
frequencies into account.
3. Comparison of different approximations of the
hyperbolic cotangent
For completeness we discuss briefly some properties of
the hyperbolic cotangent and its approximations.
a. Low-frequency approximations
In Fig. 7 we show a comparison of the exact hyperbolic
cotangent (black, dashed) with the Matsubara (red), the
Croy/Saalmann (blue) and the Pade´ expansion (green),
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Figure 8: Main plot: Comparison between coth(x) (black,
dashed) with the high-frequency (low-temperature) expan-
sion with r(x) ≡ 0 (cyan) and the approximation used by
Jang et al. in Ref. [32] (orange). For the high-frequency ap-
proximation with r(x) ≡ 0 we use L = 5 expansion terms.
In the displayed x-range the approximation of Jang et al. is
indistinguishable from the exact hyperbolic cotangent. In-
set (a) shows the curves from the main plot on a double-
logarithmic scale and in addition the cases L = 10 (dashed)
and L = 20 (dotted) for the high-frequency approximation
with r(x) ≡ 0. Inset (b) shows the absolute value of the dif-
ference between the approximations of inset (a) and the exact
hyperbolic cotangent.
all with L = 5 expansion terms (poles with positive imag-
inary part). In the displayed x-range the Pade´ approxi-
mation and the exact coth(x) function are indistinguish-
able. The inset shows the same curves on a logarithmic
scale and in addition the curves for L = 10 (dashed) and
L = 20 (dotted) expansion terms. One clearly sees the
superior behavior of the Pade´ approximation.
In Fig. 9 the hyperbolic cotangent and its approxima-
tions are shown in the complex plane. In subplot (a)
the exact hyperbolic cotangent is shown. In the subplots
(b), (c), (d) we show the Matsubara, Croy/Saalmann and
Pade´ expansion for the case of L = 5 terms (as in Fig. 7).
The phase is color-coded and the absolute value is indi-
cated as lightness and additionally with contour lines.
The intersection of these four plots with the (positive)
real axis corresponds to the curves displayed in Fig. 7.
In Fig. 9 (b)-(d) one sees that all three approximations
also obey the anti-symmetry coth(−x) = − coth(x) of
the exact hyperbolic cotangent, which we have used in
Eqs. (C2a) and (C2b), to extend the integral to nega-
tive arguments. However, they have quite different pole
structures. One clearly sees that the Pade´ approximation
is not only superior on the real axis, but approximates
the hyperbolic cotangent much better than the other ex-
pansions in the complex plane.
Note that in the case of the Croy/Saalmann decom-
position several poles have real parts different from zero.
Thus one has to be careful that these poles do not coin-
cide with or come close to the poles of the fit function
J(ω).
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Figure 9: Panels (a)-(d): Hyperbolic cotangent (a), Mat-
subara (b), Croy/Saalmann (c) and Pade´ approximation (d)
with L = 5 for complex arguments x. Panels (e)-(f): high-
frequency expansion with L = 5 and r(x) ≡ 0 (e) and the
approximation of Jang et al. (f) for complex arguments x.
The phase is color-coded (compare to left colorbar) and con-
tour lines indicate absolute values corresponding to 0.9 (light
gray), 0.7 (medium gray) and 0.5 (dark gray). The absolute
value of the functions is additionaly shown as the lightness of
the colors (compare to right colorbar). Note that the high-
temperature expansions (a)-(d) and the two other approxi-
mations are displayed on a different scale.
b. High-frequency-type approximations
As already noted in section II B a particular appeal-
ing approximation of the hyperbolic cotangent has been
suggested by Jang et al. [32], where L = 2 and r(x) =
exp(−5x)/x in Eq. (D4). It thus possesses only 4 simple
terms and is able to approximate the hyperbolic cotan-
gent very well on the real axis. This is shown in Fig. 8,
where the approximation of Jang et al. from Ref. [32] (or-
ange) is shown together with the exact hyperbolic cotan-
gent (black, dashed). In addition, we show results of a
simple high frequency expansion with r(x) ≡ 0 for L = 5
expansion terms. One sees that the approximation of
Jang et al. is nearly perfect over the whole range of ar-
guments. The high frequency expansion with r(x) ≡ 0
also does well for larger arguments, but it clearly de-
viates from the exact hyperbolic cotangent for smaller
arguments.
However, both functional forms, the approximation of
Jang et al. as well as the high frequency expansion with
r(x) ≡ 0, are expansions around positive infinity and di-
verge for arguments with negative real part (see Fig. 9,
panels (e), (f)). Thus, they do not preserve the anti-
symmetry of the hyperbolic cotangent so that the exten-
sion of the integral domain as in Eq. (C2a) fails and the
residue theorem cannot be used anymore [46].
We tried to solve the integral Eq. (1) with our fit func-
tions Eq. (3) and the approximation Eq. (D4) for the
hyperbolic cotangent, but we only succeeded in obtain-
ing the exponential form Eq. (2) for L = 0 and r(x) ≡ 0.
The reason for this seems to be that the exponentials in
Eq. (D4) contain arbitrary integer powers of x (i.e. even
and odd powers). The problems that arise in this case
can be seen from the integrals in appendix E.
Appendix E: Spectral Densities with Even
Parameter n
In section II C we considered only fit functions that
behave like ωn for small frequencies, where n is an odd
positive integer.
The reason for this restriction was the following: Our
method of evaluation relied on the use of the residue the-
orem and the integration contour shown in Fig. 1. To
this end we made use of the anti-symmetry of our fit
functions in ω (for n odd). For even n Eq. (3) is a sym-
metric function in ω and an anti-symmetrization thereof
results in a non-meromorphic function, where the residue
theorem cannot be applied.
In the following, we approach the question whether one
can find a similar decomposition of the bath correlation
function in terms of exponential functions also for even
n [47].
We now solve the integral Eq. (1) using Fourier trans-
formations. To keep the analysis as simple as possible
we now consider a fit function with only one contribution
Jk(ω) in Eq. (3) and one (first-order) pole ωjk (k = j = 1)
in Eq. (4) with
ωp ≡ ω11 = Ω + iγ,
where Ω and γ are both positive. (This structure of Jk(ω)
is the one that was used in Eq. (10) in section III.) Thus
the total fit function we now consider has the form
J(ω) = ωn−1p
(
1
(ω − ωp)(ω − ω∗p)
− 1
(ω + ωp)(ω + ω∗p)
)
.
(E1)
In the following, we consider only the imaginary part
b(t), defined in Eq. (C2b), since it already allows us to
see the differences that arise between even and odd scal-
ing parameters n. Because we evaluate b(t) using Fourier
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transforms it is convenient to write the sine funcion in ex-
ponential form and use a partial fraction decomposition
of the SD in Eq. (E1). One then obtains
b(t) =
1
2πi
p
ωp − ω∗p
(
Aωp −Aω∗p +A−ωp −A−ω∗p + c.c.
)
(E2)
with c.c. denoting complex conjugate terms and Az de-
fined through
Az =
∫ ∞
0
dω ωn−1
1
ω − z e
−iωt. (E3)
These integrals Eq. (E3) are now extended to negative
frequencies by introducing the Heaviside step function
Θ(ω). Replacing the multiplications with ωn−1 by deriva-
tives with respect to time gives
Az =
(
i
∂
∂t
)n−1 ∫ ∞
−∞
dωΘ(ω)
1
ω − z e
−iωt. (E4)
Using the convolution theorem we find
Az =
(
i
∂
∂t
)n−1 ∫ ∞
−∞
dt′
(∫ ∞
−∞
dωΘ(ω) e−iω(t−t
′)
× 1
2π
∫ ∞
−∞
dω′
1
ω′ − z e
−iω′t′
)
.
(E5)
After inserting the known Fourier transforms of Θ(ω) and
1/(ω − z) we obtain
Az =
(
i
∂
∂t
)n−1 ∫ 0
−∞
dt′f(t− t′)
{
+ie−izt
′
: Im[z] > 0
0 : otherwise
+
(
i
∂
∂t
)n−1 ∫ ∞
0
dt′ f(t− t′)
{
−ie−izt′ : Im[z] < 0
0 : otherwise
(E6)
with f(τ) = − iτ + πδ(τ).
Writing out all eight contributions in Eq. (E2) with
Eq. (E6) one sees that for odd numbers n the terms un-
der the integral proportional to 1/(t− t′) exactly cancel
and only the δ-terms survive. Thus the bath correlation
function b(t) for odd n is
b(t)
n odd
= − p
ωp − ω∗p
(
i
∂
∂t
)n−1
(eiΩt − e−iΩt)e−γ|t|, (E7)
which is — after calculating the contained derivative —
a (complex) exponential function in t and identical (for
t > 0) to the result Eq. (C8) obtained from the residue
theorem. For even numbers n now the δ-terms in the Az
cancel in Eq. (E2) and we are left with
b(t)
n even
= − 1
πi
p
ωp − ω∗p
(
i
∂
∂t
)n−1
×
∫ ∞
−∞
dt′
1
t− t′ (e
iΩt′ − e−iΩt′)e−γ|t′|.
(E8)
This integral written in terms of special functions reads
b(t)
n even, t>0
=
1
2πi
p
ωp − ω∗p
· 2
(
i
∂
∂t
)n−1
×
[ (
eiωpt Ei(−iωpt)− e−iω
∗
pt Ei(iω∗pt)
)
+
(
eiω
∗
pt Γ(0, iω∗pt)− e−iωpt Γ(0,−iωpt)
)]
.
(E9)
For the exponential integral Ei(z) and the incomplete
gamma function Γ(a, z) we use the definitions according
to Abramowitz and Stegun [40]. This result indicates
that for even n the imaginary part b(t) of the correlation
function does not have simple exponential form anymore.
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