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We determine the energy splitting of the conduction-band valleys in two-dimensional electrons
confined to low-disorder Si quantum wells. We probe the valley splitting dependence on both
perpendicular magnetic field B and Hall density by performing activation energy measurements in
the quantum Hall regime over a large range of filling factors. The mobility gap of the valley-split
levels increases linearly with B and is strikingly independent of Hall density. The data are consistent
with a transport model in which valley splitting depends on the incremental changes in density eB/h
across quantum Hall edge strips, rather than the bulk density. Based on these results, we estimate
that the valley splitting increases with density at a rate of 116 µeV/1011cm−2, consistent with
theoretical predictions for near-perfect quantum well top interfaces.
Silicon has proven to be a successful material platform
for obtaining high-fidelity electron spin-qubits in quan-
tum dots[1–3]. The advanced level of quantum control
in these qubits makes it possible to execute two-qubit
logic gates and rudimentary quantum algorithms[4–6].
In particular Si/SiGe heterostructures are promising for
scalable qubit tiles[7, 8] and the presence of low disor-
der has already made it possible to define a nine quan-
tum dot array[9]. However, spin qubits in silicon suf-
fer from a two-fold degeneracy of the conduction-band
valleys[10–12], complicating quantum operation. While
the valley splitting energy can be large in silicon metal-
oxide-semiconductor devices[13], even allowing for qubit
operation above one Kelvin[14, 15], atomic-scale disorder
in Si/SiGe heterostructures at the Si quantum well top-
interface typically yields a valley splitting energy that is
typically modest and poorly controlled, with values rang-
ing from 10 to 200 µeV in quantum dots[5, 16–24]. While
Si/SiGe heterostructures may provide a superior host for
scalable qubit arrays due to the low disorder, a key chal-
lenge is thus to increase the valley splitting energy for
scalable quantum information.
The dependence of valley splitting on quantum con-
finement yields information about the disorder realiza-
tion at the critical quantum well top-interface and hence
provides tools to improve the Si/SiGe platform. The
quantum confinement in a two-dimensional electron gas
(2DEG) can be controlled precisely via the external mag-
netic field. The electron is confined laterally by the per-
pendicular magnetic field B over the magnetic length
scale lB =
√
h¯e/B and is pulled against the quantum
well top-interface by the vertical electric field Ez, per-
pendicular to the plane of the 2DEG. According to the
conventional theory of valley splitting in a silicon quan-
tum well, the valley splitting energy is proportional to
Ez [25]. In turn, Ez is proxied by the two-dimensional
electron density n = Ez/e, which is easily measured in a
Hall bar geometry. However, valley splitting in Si/SiGe
2DEGs is usually probed by activation energy measure-
ments in the quantum Hall regime[26–29]. In this regime,
drawing the correct relationship between valley splitting
and electric field is challenging since the presence of quan-
tum Hall edge states adds complexity to the electrostat-
ics of the system compared to the simple electrostatics of
an infinite 2DEG. Furthermore, the dependence of valley
splitting upon both B and n requires activation energy
measurements over many filling factors ν because of the
quantum Hall relationship ν = hn/eB. This has chal-
lenged experiments so far, since measurements over many
filling factors are possible in heterostructure field effect
transistors (H-FETs) only if the mobility is high and the
critical density for establishing metallic conduction in the
channel (percolation density) is low.
In this Letter we overcome this hurdle and we study
valley splitting of 2D electrons as a function of both
magnetic field and density in Si/SiGe H-FETs. Bene-
fiting from the high mobility and low percolation density
achieved in industrially grown heterostructures[30], we
resolve Shubnikov–de Haas (SdH) oscillations at small
magnetic fields over a large range of densities and we
measure activation energies in the quantum Hall regime
over an unprecedented range of filling factors. We find
that valley splitting increases linearly with magnetic field
and is independent of Hall density. Such behavior is
inconsistent with bulk transport models; we therefore
present a model in which the valley splitting depends
on the incremental changes in density ∆n = eB/h across
quantum Hall edge strips. With this critical new insight,
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2the experimental dependence of valley splitting upon ∆n
is in agreement with previous calculations for a near-ideal
Si quantum well top-interface[25].
Figure 1 shows the basic structural and magnetotrans-
port characterization of the Si/SiGe H-FETs. The het-
erostructures were grown by reduced-pressure chemical
vapor deposition in an industrial manufacturing CMOS
fab on top of a 300 mm Si wafer. The layer sequence
[Fig. 1(a)] comprises a step-graded Si0.7Ge0.3 strain-
relaxed buffer, an 8 nm strained Si quantum well, a 34 nm
Si0.7Ge0.3 barrier, and a sacrificial 3 nm Si cap. Hall-bar
shaped H-FETs are fabricated with ion implanted ohmic
contacts and an Al2O3/Ti/Pt gate stack. Magnetotrans-
port characterization of the H-FETs is performed over a
temperature range T = 50–500 mK in a dilution refrigera-
tor using standard four-probe low-frequency lock-in tech-
niques. Positive bias applied to the gate induces a 2DEG
and controls n in the quantum well (see Ref. [30] for de-
tails of the heterostructure growth, device fabrication,
and magnetotransport characterization). Figure 1(b)
shows a cross-section image of the heterostructure ob-
tained by high angle annular dark field scanning trans-
mission electron microscopy (HAADF-STEM) to high-
light the different chemistry in the layers. By fitting
the HAADF-STEM intensity profile in Fig. 1(b) with
an error function[31], we infer that the transition be-
tween Si and SiGe at the top interface of the quantum
well is characterized by a distance λ ≈ 1 nm (see the
Supplemental Material). Figure 1(c) shows the density-
dependent mobility. At high density, the mobility is lim-
ited by short-range scattering from impurities within or
near the quantum well and reaches a maximum value of
4.2×105 cm2/Vs at n = 4.0×1011cm−2. A low percola-
tion density of 7.3×1011cm−2 is extracted by fitting the
density-dependent conductivity [Fig. 1(d)] to percolation
theory[32]. Overall, high mobilities are observed over a
wide range of densities, making these H-FETs well suited
for quantum Hall measurements over many filling factors.
Figure 1(e) shows typical temperature-dependent mea-
surements of the longitudinal resistivity (ρxx), plotted
for clarity against filling factor ν. These measurements
are performed at fixed n, by keeping the gate voltage
constant while sweeping the magnetic field. We observe
clear SdH oscillations that are related to the valley split-
ting Ev, the Zeeman splitting gµBB, and the cyclotron
gap h¯ωc [Fig. 1(f)]. The inset in Fig. 1(e) shows a typical
temperature dependence of the SdH oscillation minimum
for a valley-split level (ν = 5). We observe a thermally ac-
tivated dependence ρxx ∝ exp (−∆v/2kBT ), from which
the mobility gap ∆v is determined at a specific pair of
B and n values satisfying the quantum Hall relation-
ship ν = hn/eB when ν is an integer. As indicated
in Fig. 1(f), the mobility gap ∆v measures the valley
splitting Ev reduced by Γ, the Landau level broadening
induced by disorder.
Figure 2 shows ∆v as a function of B and n on a
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Figure 1. (a) Cross-section schematic of a Si/SiGe het-
erostructure field effect transistor. (b) High angle annular
dark field scanning transmission electron (HAADF-STEM)
image of the strained Si quantum well and nearby Si0.7Ge0.3
with superimposed HAADF-STEM intensity profile (blue
line). The heterostructure growth direction z is indicated by
a black arrow (c) Mobility µ and (d) conductivity σxx as a
function of density n at a temperature of 110 mK, measured
at the cold finger of the dilution refrigerator. The red line
in (d) is a fit to percolation theory. (e) Resistivity ρxx as
a function of filling factor ν measured at n = 4.0×1011cm−2.
Different colors correspond to different temperatures from 110
mK (dark blue) to 450 mK (orange). The inset reports the
Arrhenius plot and fit to extract ∆v for ν = 5. (f) Single
particle Landau level energy diagram. Valley split levels cor-
respond to odd integer filling factors ν, Zeeman split levels to
ν = (4k-2) (k = 1,2,3...), whereas spin and valley degenerate
Landau levels correspond to ν = 4k. The shaded areas rep-
resent the single-particle level broadening Γ due to disorder.
three-dimensional (3D) plot. The data points in this
graph are obtained by repeating temperature depen-
dent ρxx measurements at different n and by extract-
ing ∆v for the odd-numbered filling factors resolved at
each iteration. The 3D plot shows that ∆v increases
linearly with B and—at fixed B—is independent of n.
These observations are quantified by fitting the data in
Fig. 2 to the plane ∆v = cBB + cnn− Γ with coefficient
cB = 28.1 ± 1.2 µeV/T, cn = 0.1 ± 2.5 µeV/1011cm−2,
and Γ = 37.5± 10.2 µeV. Our main experimental result,
Ev(B,n) = cBB, follows by considering cn negligible and
correcting for Γ. This fitting form is justified theoret-
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Figure 2. Activation energy ∆v for odd-integer filling fac-
tors ν measured as a function of magnetic field B and
Hall density n (filled circles). The blue plane defined by
the equation ∆v = cBB + cnn− Γ with cB = 28.1 µeV/T,
cn = 0.1 µeV/10
11cm−2, and Γ = 37.5 µeV.
ically in the Supplemental Material. Under similar ex-
perimental conditions we measure g-factors in the range
of 1.8-2.3, compatible with the expected value of 2 (see
Supplemental Material). This observation indicates that
the measured quantum Hall gaps are only modestly ef-
fected by electron-electron interactions[29] and that they
represent the single particle valley splitting relevant for
silicon qubits.
The conventional theory of valley splitting in a sili-
con quantum well predicts that Ev depends on the pen-
etration of the electron wavefunction into the quantum
well barrier, with Ev ∝ Ez [25]. If we assume that the
2DEG screens out electric fields from the top gate, then
we should find Ez = 0 at the bottom of the 2DEG and
Ez = en/ at the top, so that Ev ∝ n, where n is
the locally varying electron density in the 2DEG. The
proportionality constant is obtained, self-consistently, in
Ref. [25]. It is therefore surprising that Ev does not ap-
pear to depend on n in the Hall data reported in Fig. 2.
Here we propose that activated processes near the
edges of the 2DEG give rise to the observed independence
of Ev on Hall density n. In the quantum Hall regime
there are alternating strips of compressible and incom-
pressible 2DEG [33], as sketched in Figs. 3(a) and 3(b).
When the overall electron density is on a Hall plateau, the
density in each incompressible (pink) strip is a constant,
integer multiple of nB = eB/h, where nB is the den-
sity corresponding to one completely filled Landau level.
The density in each incompressible strip rises to the value
nbulk = νbulknB in the bulk of the Hall bar, correspond-
ing to the density n measured by the Hall effect in the
experiments. Across each compressible (blue) strip, the
density increases monotonically, with the charge distribu-
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Figure 3. (a) Schematic representation of the charge density
profile on the left-hand side of a Hall bar shaped H-FET for
the case of ν = 3, in units of the density nB = eB/h corre-
sponding to one completely filled Landau level. The 2DEG
is divided into compressible (blue) and incompressible (pink)
strips. (b) Energy-level diagram, including valley and Zee-
man splittings. Landau-level splittings are not present for
the case of νbulk = 3 shown here, but would occur for larger
νbulk values. Valley splittings are assumed to be proportional
to the local value of n. Filled, partially filled, and empty en-
ergy levels are indicated by the black, gray, and white shad-
ing, respectively. Our model of activated transport incorpo-
rates activation and tunneling processes across the alternating
compressible and incompressible strips. The thick black ar-
row indicates the location where the valley splitting takes its
characteristic value, Ev0. The valley splitting increases by an
amount Ev0 in each of the compressible strips. (c) Agreement
between experimental (filled circles) and simulated (open cir-
cles) data points of valley splitting Ev as a function of density
nB = eB/h. The dashed line is the expected valley splitting
dependence on density for a disorder-free quantum well top-
interface as calculated in Ref. [25].
tion arranged to screen out electric fields parallel to the
plane of the 2DEG. Figure 3(b) is a sketch of the corre-
sponding energy levels, assuming that Ev is proportional
to the local value of n. Note that in the compressible
strips and in the bulk, the highest filled levels are pinned
4at the Fermi level EF [34].
To observe nonzero longitudinal resistance in our acti-
vation energy experiments, electrons must transit across
the transverse width of the Hall bar. However, since all
the states in the incompressible strip in the center of the
Hall bar are filled for integer filling factors, this requires
exciting electrons to a state above the Fermi level. Our
proposed model incorporates alternating activation and
tunneling processes across successive compressible strips.
Each of the activation steps involves climbing “uphill”
by an energy ∼ Ev0, which is the change in valley split-
ting associated with the density change ∆n = nB . The
tunneling process results in the occupation of two valley
states, as indicated, since the valley quantum number is
not preserved in the presence of atomic-scale roughness
at the quantum-well interface[35]. This process leads to
conduction across the bulk because the valley-state life-
times are long, so electrons can travel long distances be-
fore decaying. In this model, the characteristic energy
Ev0 is the valley splitting obtained at the position indi-
cated by a thick black arrow in Fig. 3(b).
In Fig. 3(c) we demonstrate the consistency of this
model with our experimental results and compare our
results with previous effective mass theories for valley
splitting in Si/SiGe[25]. Here, the experimental results
from Fig. 2 are reported as solid circles as a function
of density nB = eB/h. The data points lie on a single
line, irrespective of ν, as expected from the discussion of
Fig. 2. We also report theoretical results for the valley
splitting obtained from Thomas-Fermi simulations of the
Hall-bar H-FET (open circles, see Supplemental Mate-
rial). In each simulation, we adjust the top-gate voltage
to obtain the desired filling factor in the bulk region.
The values of n are chosen to match those used in the
experiments (see Fig. 2). Although magnetic field does
not enter the simulations explicitly, its value is deter-
mined from n and ν through the quantization relation
B = hnbulk/eν. We then evaluate Ez at the location of
the thick black arrow in Fig. 2(c). Valley splitting is as-
sumed to be proportional to Ez at the top interface of
the quantum well, as described above, and we use a single
fitting parameter β = 134.77 µeV·m/MV to match the
simulations with the experimental results, through the
relation Ev = βEz, correcting for the offset of the experi-
mental data at zero electric field due to Γ. The agreement
between the experimental and simulated data points in-
dicates that the proposed activation energy model agrees
very well with the experimental measurements of quan-
tum Hall gaps. Additionally, we report in Fig. 3(c) as
a dashed line the expected value of valley splitting in
Si/SiGe according to Eq. 48 of Ref. [25], which is valid
for a near-ideal Si quantum well top-interface. Again, the
experimental data matches the theoretical expectations.
This result suggests that the atomic-scale disorder asso-
ciated with the diffused SiGe barrier in Fig. 1(b) does not
significantly suppress valley splitting, at least over lateral
length scales less than the largest magnetic confinement
length for electrons ∼ 4lB = 70 nm in our experiments.
In summary, we have measured the valley splitting in
low-disorder silicon quantum wells over a large range of
odd-numbered filling factors in the quantum Hall regime.
Supported by a transport model that incorporates the
electrostatics of quantum Hall edge states, we demon-
strate that valley splitting depends linearly upon the
density eB/h rather than on the Hall density. We es-
timate the ratio Ev/Ez ∼ 135 µeV·m/MV, which can
be compared directly to valley splitting measurements in
quantum dots.
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ANALYSIS OF HIGH-ANGLE ANNULAR DARK
FIELD SCANNING TUNNELING ELECTRON
MICROSCOPY CONTRAST PROFILE
In Fig. S1 we show the intensity profile from the high
angle annular dark field scanning transmission electron
microscopy (HAADF-STEM) image presented in Fig.
1(b) of the main text along with a theoretical fit (red
solid line) to the function
λ =
1
2
(1 + erf(
d− d0√
2 λ
)) (1)
where erf is the error function, d is the distance in
z-direction, d0 is the center of the quantum well top-
interface, where the concentration is half the expected
value and λ is the characteristic distance. We extract
λ = 1.04 ± 0.03 nm from the fit.
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Figure S1. HAADF-STEM intensity profile (black line) along
the z-direction of the heterostructure. The red line is a the-
oretical fit of the top interface between the Si quantum well
and the SiGe barrier using the error function in equation 1.
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Figure S2. Evaluation of the effective g-factor (g∗) as a func-
tion of density at a temperature of T = 50 mK from the onset
of the SdH oscillations in magnetotransport. The thick black
line and the grey shaded area represent respectively the mean
value and standard deviation of g∗ for n > 2.3× 1011 cm−2.
We evaluate the effective g-factor (g∗) with two meth-
ods: 1) evaluation of the onset of SdH oscillations; 2)
activation energy measurements of the Zeeman mobility
gap. In the first method we evaluate from magnetore-
sistance curves at T = 50 mK the magnetic field values
corresponding to the onset of SdH oscillations (BL) and
Zeeman splitting (BZ). This condition occurs when the
Landau or the Zeeman energy overcome the Landau level
broadening Γ. Having in mind the schematics in Fig.
1(f), the following equation system needs to be solved
for g∗ and the Landau level broadening Γ:
h¯BL
m∗
− g∗µBBL/e− cBBL = Γ (2)
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2g∗µBBZ/e− cBBZ = Γ (3)
where h¯ is the Planck constant, m∗ = 0.2m0 is the
effective mass of an electron in silicon, µB is the Bohr
magneton, e is the electron charge, and cB = 28.1 µeV
T−1 is the proportionality factor relating valley splitting
and magnetic field, as derived in the main text. Note that
this system of equations extends the equations in Ref. [1]
by including Zeeman and valley splitting energies in the
evaluation of the Landau level energy (1) at the onset of
SdH oscillations.
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Figure S3. Activation energies obtained from 2n - 1 fillings
factors (∆v, red circles) and 4n - 2 filling factors (∆Z , blue
circles) in the QHE, corresponding to valley and Zeeman split
levels, respectively. The dashed lines are theoretical fits of to
the experimental data using the model described by equa-
tions (4) and (5). The solid lines are the predicted Zeeman
and valley gaps from the experimental data, using the model
described below.
In Fig. S2 we resolve Eq.2 and Eq.3 for g∗ at different
densities n. For n > 2.3 × 1011 cm−2, g∗ is scattered
around 2, with a mean value of g∗ = 1.98±0.06 in agree-
ment with the single particle value in silicon of 2. For
n < 2.3 × 1011 cm−2 g∗ increases, possibly enhanced by
electron electron interactions [2]. We also evaluate Γ =
44.5 ± 1.7 µeV, compatible with the value of 37.5 ± 10.2
µeV reported in the main text.
In the second method, we evaluate g∗ from thermal
activated measurement of the Zeeman energy gap, tak-
ing into account also the valley splitting. Fig. S3 shows
the mobility gaps for Zeeman splitting (∆Z) and valley
splitting (∆v), obtained from fitting the temperature de-
pendent magnetoresistance in the density range of 0.9 -
4 × 1011 cm−2 to an Arrhenius law, for spin (blue) and
valley (red) states, respectively. The fitting procedure
for each datapoint is the same as the one discussed in
Fig. 1e of the main text. Considering the Landau level
broadening (see Fig. 1f of the main text), ∆Z and ∆v
satisfy the following two equations:
∆Z = g
∗µBB − cBB − Γ (4)
∆v = cBB − Γ (5)
We fit the experimental points ∆Z and ∆v in Fig. S2
to Eq 4. and 5. using g∗, cB and Γ as fitting parameters.
We extract: g∗ = 1.8± 0.05, cB = 27.5± 0.9 µeV/T and
Γ = 35.3± 3.3 µeV. The obtained values of cB and Γ are
compatible with the analysis in the main text that does
not take in to account Zeeman splitting. The solid lines
correspond to the Zeeman energy gap EZ = g
∗µBB and
valley splitting energy Ev = cBB, taking into account
Γ. To summarize , we evaluate g∗ in the range of 1.8-2.3
using two different methodologies. This range is compat-
ible with the single particle value g = 2, indicating that
the measured quantum Hall gaps in the main text are
moderately affected by electron-electron interaction.
THEORETICAL METHODS
Figure 3 of the main text presents theoretical estimates
for the valley splitting as a function of the magnetic field,
B, and the two-dimensional electron density, n. This
Supplementary Section presents details of the calcula-
tions.
The final goal of the simulation procedure is to de-
termine the vertical electric field in the quantum Hall
edge states. As a first step, we calculate the energy of a
two-dimension electron gas (2DEG), which has two pre-
dominant contributions. The first is electrostatic, arising
from voltages applied to top-gates, and electron-electron
interactions in the 2DEG that yield screening. The sec-
ond is from vertical confinement of the 2DEG (perpendic-
ular to the 2DEG), caused by the quantum well and the
vertical electric field. In the quantum Hall regime, the
density of states in the 2DEG splits into highly degener-
ate quantized levels; however, these energy splittings are
significantly smaller than the electrostatic and vertical
confinement energies [3]. This separation of energy scales
allows the vertical and lateral confinement problems to
be solved independently, via the Born-Oppenheimer ap-
proximation, and it also allows us to apply Thomas-
Fermi quasiclassical methods to describe the electrostatic
screening [3]. Below, we combine the Born-Oppenheimer
and Thomas-Fermi methods in a single self-consistent
scheme.
3For a 2DEG, the Born-Oppenheimer approximation al-
lows us to treat the vertical (z) and lateral (x-y) con-
finement problems independently, beginning with the
former. The vertical confinement and the electrostat-
ics can be solved simultaneously and self-consistently
using the Hartree approximation [4]. The full three-
dimensional (3D) electron density takes the form n3D ≈
|ψ(z)|2n(x, y), where ψ is the vertical (one-dimensional)
wavefunction, and n is the usual 2D electron density.
Note that ψ(z) depends implicitly on x and y through
n, which is taken to be a constant in this calculation.
Since the electric fields used to accumulate electrons in
a 2DEG are quite large, we use the method described in
Ref. [5] to include important corrections arising from the
wavefunction penetration into the quantum well barrier.
At low temperatures, we find that electrons are confined
to the lowest quantum well subband with a confinement
energy given by
Esb =
5
16
(
33
2
)2/3 [
h¯2
2ml
(
e2n

)2 ]1/3
− 5
3
√
2
33
e2n

√
h¯2
ml∆Ec
, (6)
where ml ' 0.92m0 is the longitudinal effective mass
in silicon,  ' 11.40 is the dielectric constant in low-
temperature silicon, and ∆Ec is the conduction band
offset of the Si1−xGex/Si/Si1−xGex quantum well, which
we take to be ∆Ec = 0.15 eV for the x = 0.3 heterostruc-
tures used in this experiment. The first term in Eq. (6) is
the leading-order contribution from confinement in an ap-
proximately triangular quantum well. The second term
is the correction for the penetration of the electron wave-
function into the SiGe barrier.
Next we solve the full, 3D electrostatics, taking into
account the lateral variations of n(x, y). In this case, we
treat the 2DEG as strictly two-dimensional, in a plane
located 2 nm below the top of the quantum well. In the
Thomas-Fermi method, the electron density n(x, y) and
the electrostatic potential φ(x, y, z) are determined self-
consistently. Typically [6], n is determined by integrating
the density of states, from the lowest available electron
energy in the conduction band (−eφ) up to the Fermi
level, EF , which corresponds to the global chemical po-
tential. Here, we use the same method, but we replace
the lower limit of the integration with the full quasiclas-
sical energy, −eϕ + Esb. The resulting Thomas-Fermi
approximation for the 2DEG density is given by
n =
gSimt
2pih¯2
(EF + eϕ− Esb)Θ[EF + eϕ− Esb], (7)
where gSi = 4 is the band degeneracy factor for strained
silicon, including two spin and two valley degrees of free-
dom, mt ' 0.19m0 is the transverse effective mass, and
Θ[·] is the Heaviside step function.
Several of the terms in Eq. (7) depend on n. However,
the term originating from the first term in Eq. (6), which
is proportional to n2/3, is considerably larger than the
others. It is therefore convenient to adopt an approxi-
mation of the form
n ' 3n
1/3
t n
2/3
2
− nt
2
(8)
for the smaller, linear-in-n terms in Eq. (7), which is
valid for n ' nt, where nt is a typical value of the elec-
tron density. In practice, we find that Eq. (8) provides
accurate results over the entire experimental range of in-
terest when choosing nt = 2 × 1011 cm−2. Rearranging
terms, the improved Thomas-Fermi approximation can
be rewritten as
n
nt
=
 EF + eϕ
3pih¯2nt
4mt
− 5e2nt2
√
2h¯2
33ml∆Ec
+ 532
(
h¯2
ml
)1/3 (
33e2nt

)2/3

3/2
Θ [EF + eϕ] , (9)
where we have absorbed a global constant into the def-
inition of EF . For the parameters assumed here, this
simplifies to
n = 1.6× 1046(EF + eϕ)3/2Θ[EF + eϕ], (10)
where we have assumed SI units. It is interesting to note
that the scaling dependence n ∼ (EF + eϕ)3/2 observed
in Eq. (10) is consistent with the 3D Thomas-Fermi ap-
proximation. This is a natural outcome of accounting
for the confinement energy in Eq. (6), which arises from
the third spatial dimension, perpendicular to the 2DEG.
Since this confinement energy is relatively large, and de-
pends strongly on n, it suggests that the more conven-
tional 2D Thomas-Fermi approximation is likely to yield
inaccurate results.
The Fermi level EF appearing in Eq. (10) is constant
across the whole sample, and its value is chosen to yield
the desired electron density in the bulk region. For our
activation energy experiments, the bulk density is given
by nbulk = νbulknB , where nB = eB/h is the density of a
4single filled level [3], and νbulk is an integer. The values
of n reported in the figures in the main text correspond
to n = nbulk. However, the theoretical valley splittings
reported in the main text are obtained from the same
simulations by evaluating the vertical electric field Ez in
the outer edge channel, at the position where n = nB .
Finally, for completeness, we present the full energy
of a 2DEG in the quantum Hall regime, including lat-
eral quantization effects, although it is not used in our
simulations:
ε(n,B, nLL,ms,mv) = −eϕ(x, y) + Esb(x, y)
+ (nLL +
1
2
)
eh¯B
mt
+msg
∗µBB +mvEv. (11)
Here, nLL = 0, 1, 2, . . . is the Landau level index, ms =
±1/2 is the spin quantum number, g∗ is the Lande´ g-
factor, mv = ±1/2 is the valley quantum number, and
Ev is the valley splitting.
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