It has been argued that scene-selective areas in the human brain represent both the 3D structure of the local visual environment and low-level 2D features (such as spatial frequency) that provide cues for 3D structure. To evaluate the degree to which each of these hypotheses explains variance in scene-selective areas, we develop an encoding model of 3D scene structure and test it against a model of lowlevel 2D features. We fit the models to fMRI data recorded while subjects viewed visual scenes. The fit models reveal that scene-selective areas represent the distance to and orientation of large surfaces, at least partly independent of low-level features. Principal component analysis of the model weights reveals that the most important dimensions of 3D structure are distance and openness. Finally, reconstructions of the stimuli based on the model weights demonstrate that our model captures unprecedented detail about the local visual environment from scene-selective areas.
INTRODUCTION
Several scene-selective areas have been identified in the human brain, including the parahippocampal place area (PPA), the retrosplenial complex (RSC), and the occipital place area (OPA; also called the temporal occipital sulcus [TOS] ). These areas respond to visual images of rooms, buildings, and landscapes, but it is still unclear what specific scene-related features are represented in these areas. One popular hypothesis is that they represent the 3D structure of the local visual environment (Epstein and Kanwisher, 1998) . Various studies have reported that these areas might represent several different types of 3D structural features, such as the relative openness of a scene (Harel et al., 2013; Kravitz et al., 2011; Park et al., 2011) , the distance to objects or the overall size of a scene (Amit et al., 2012; Kravitz et al., 2011; Lescroart et al., 2015; Park et al., 2015) , or the arrangement of spatial boundaries, such as walls and other large, occluding surfaces (Epstein and Kanwisher, 1998; Ferrara and Park, 2016; Kamps et al., 2016; Kornblith et al., 2013) . However, these hypotheses have not yet been formulated as objectively computable models. Consequently, it is not clear how much variance each of these hypotheses explains in scene-selective areas. This leads to problems with reverse inference: if a voxel in a scene-selective area becomes active, how much of that activity should be attributed to each type of feature? Without more precise models, the answer is unclear, and the representation of 3D structure in scene-selective areas remains poorly characterized.
In this study, we attempt to resolve this issue by introducing two important innovations. First, we use quantitative encoding models to define the specific features of scenes that we hypothesize to be represented in blood-oxygen-level-dependent (BOLD) activity in scene-selective areas. Encoding models provide a consistent, objective way to define scene features from stimuli, even if the stimuli are from different experiments. Thus, encoding models provide a way to evaluate hypotheses from one experiment in data from another experiment and thereby to compare results across experiments. Second, we compare models that reflect low-level properties of images to models that reflect high-level scene-related properties. Natural scenes contain substantial correlations between low-level features (such as spatial frequency) and high-level features (such as the openness or size of a scene). Unless models reflecting low-level features are evaluated in tandem with high-level models, it is very difficult to ensure that selectivity for 3D structural features is not simply a confound of selectivity for low-level features. Indeed, several recent studies have suggested that many previous studies of scene-selective areas might suffer from this confound Nasr and Tootell, 2012; Nasr et al., 2014; Rajimehr et al., 2011; Watson et al., 2014) . Thus, this is the first fMRI study to establish a quantitative baseline for performance of 3D structural models relative to 2D models in terms of how much variance they predict in responses to naturalistic images.
To investigate the representation of scene structure in PPA, RSC, and OPA, we recorded BOLD fMRI signals evoked by computer-generated videos. The videos consisted of randomly selected objects inserted at random locations and sizes into 3D backgrounds. The resulting scenes contained semi-realistic variation in the categories of objects and scenes present, the expanse of the scenes and the positions of surfaces, and lowlevel features such as lighting, texture, color, and shadow. We analyzed responses to these stimuli using the voxelwise modeling framework developed in our laboratory Naselaris et al., 2009 Naselaris et al., , 2011 . We used metadata from the graphics software that generated the videos to quantify the distance to and orientation of surfaces in each frame of the videos. These features map the stimulus into a 3D structural feature space. In parallel, we used multiple different models to quantify low-level 2D image features (local spatial frequency and orientation) in the same videos. The 3D structural features and the 2D image features formalize different hypotheses about what information is represented in scene-selective areas, and each provides the basis for a different encoding model. We fit each of these models to the measured brain responses and compared models by estimating how much variance each model predicts in an independent dataset. Finally, we analyze the estimated weights of the best model to show how scene structure is represented at both the level of individual voxels and across all the voxels in scene-selective areas.
RESULTS
The broad goal of this study was to characterize the scene features that are represented in areas PPA, RSC, and OPA. We hypothesize that these areas represent 3D structure, and we seek to establish whether 3D structural features provide a better model of scene-selective areas than low-level 2D features. We present our results in five sections. First, we describe three feature spaces we used to quantify the 3D structure of the local visual environment, and we determine which of these feature spaces yields the best 3D structural model. Second, we test three models based on low-level 2D image features to determine which provides the best 2D model. Third, we verify that the best 3D structural model provides a better model than the best lowlevel 2D model. Fourth, we examine how voxels in scene-selective areas are tuned for surface orientation and distance by examining the weights of the 3D structural model. Finally, we generate reconstructions of scene backgrounds using measured brain activity and the weights from the 3D structural model. 
Selecting the Best 3D Structural Model
In the voxelwise modeling framework, hypotheses are tested by comparing the amounts of variance that models based each hypothesis explain. However, statistical power for model selection diminishes if many models are compared at once. To circumvent this issue, we split model selection into two steps. In the first step, we separately select the best 3D and 2D models. In the second step, we compare the best models in each domain to each other. To avoid overfitting, models were always estimated and tested based on independent data. Each model selection step uses a different subset of data for testing. The first (F) The best 2D and 3D models were identified by determining which model gave the most accurate predictions. (G and H) To validate and compare these models in independent data, the same subjects were shown a different set of 30 min of videos (G) while fMRI data were recorded (H). (I) To assess model accuracy, the best 3D structural model and the best 2D image feature model were both fit to the entire model estimation dataset and the fit models were used to predict responses in the withheld model validation dataset, and the predicted responses were correlated with the observed responses.
(J) The best 3D structural model and the best 2D image feature model were compared based on the accuracy of these predictions.
(K) Weights for the most accurate model were plotted and analyzed with principal component analysis to investigate tuning within the 3D structural feature space.
(L) To demonstrate the amount of information that the 3D structural model captured about spatial boundaries in the local visual environment, the fit models were used to create reconstructions of scene backgrounds that were present for each measurement in the validation data. For the whole chart, gray boxes indicate analysis steps performed on the model estimation data, and white boxes indicate steps performed on the model validation data.
step (selection of the best 3D and 2D models, described in this section and the next) uses held-out folds of the model estimation data for testing. The second step (comparison of the best 3D and 2D models, described below) uses a separate withheld validation dataset (see STAR Methods for details).
To test the hypothesis that scene-selective areas represent the 3D structure of the local visual environment, we developed three feature spaces to quantify different types of 3D scene structure. To quantify the range of distances and surface orientations present in each scene, we defined a distance feature (H) Distance feature space. Pixels in the distance map (C) are binned into logarithmically spaced bins. The redness of each square in the lower image indicates the fraction of pixels in each distance bin for the image in (B). The large square at the back stands for the sky feature channel. (I) Surface orientation feature space. Pixel-wise normals were binned into nine bins. Surface normal vectors for the center of each bin are shown in the inset. The red pixels in the upper image indicate the pixels that were binned into the rightward-facing bin. The lower visualization contains one square per feature in the model. The squares are arranged by the orientation of each bin center, with the sky bin indicated by the large square in the back. The redness of each square indicates the fraction of pixels in a given surface orientation bin for the image in (B). (J) Full 3D structural feature space. Each pixel in the image was placed in one of 91 bins; each bin was defined by a particular distance (same bin spacing as the distance feature space) and surface normal (same bin spacing as the surface orientation feature space). The redness of each square in the lower image indicates the fraction of pixels in a given orientation and distance bin for the image in (B). space based on pixelwise distance maps ( Figure 2F ) and a surface orientation feature space based on pixelwise surface normal maps ( Figure 2G ). To quantify variation in both distance and surface orientation, we created a feature space based on a conjunction of surface orientation and distance features, which we term the ''full 3D structural feature space'' ( Figure 2H ; see Figure 2 and STAR Methods for details of all feature spaces). We used a cross-validation procedure to evaluate each of these models for each voxel. For each of 10 cross-validation splits, nine-tenths of the model estimation data were used to fit model weights, and those weights were used to generate predictions for the remaining one-tenth of the data. We compared the predictions of the withheld data to the actual responses using Pearson correlation (r), and selected the model that gave the most accurate predictions across all folds. Figure 3A shows the average model predictions for the 3D structural models obtained in each of the three regions of interest (ROIs): PPA, RSC, and OPA. V1 and V3 are shown to provide a contrast of relative model performance in scene-selective and early visual areas. Predictions for all models are above chance in all these ROIs (p < 0.05, permutation test). In all ROIs, the full 3D structural model gives more accurate predictions than the distance model (p < 0.05, permutation test). In area RSC, the full 3D structural model also gives more accurate predictions than the surface orientation model (p < 0.05, permutation test). In areas PPA and OPA, the prediction accuracy of the full 3D structural model was higher than that of the distance model (p < 0.05, permutation test), but not significantly different from the prediction accuracy of the surface orientation model (p > 0.05, permutation test).
In sum, these data suggest that both surface orientation and distance are represented in scene-selective areas, though the evidence is stronger for surface orientation than for distance. To maintain sensitivity to detect representations of distance in the RSC (and potentially other areas), we use the full model for all subsequent analyses.
Selecting the Best 2D Image Feature Model
In natural images, high-level 3D structural features tend to be correlated with low-level 2D features such as orientation and Fourier power. It is therefore possible that apparent tuning for 3D structure could be at least partly confounded with tuning for low-level features. Indeed, a recent study from our lab showed that several previous fMRI studies of 3D structure have suffered from precisely this confound. Therefore, to assess the degree to which variance that the 3D structural model explains can also be explained by a simple 2D visual feature model, we also tested three models that parameterize 2D features: a model of Fourier power , a model of scene gist (Oliva and Torralba, 2001) , and a Gabor basis model (Kay et al., 2008; Naselaris et al., 2009 Naselaris et al., , 2012 Nishimoto et al., 2011; Stansbury et al., 2013) . Each of these models quantifies 2D orientation and spatial frequency in a slightly different way. This assures that the low-level model we ultimately choose is not simply a model of convenience or a straw man null hypothesis but the best possible model of lowlevel features among several reasonable alternatives. Figure 3B shows the average model predictions for the lowlevel 2D models in the same ROIs as for the 3D models. The Gabor model provided significantly better predictions than the other two models in all regions tested (p < 0.05, permutation test). The performance of the Fourier power model is rather poor here, worse than that reported previously . The gist model also performs poorly. This is likely due to the variance in global luminance contrast across the stimulus frames, which strongly affected the output of these two models. The luminance variation in the stimulus was introduced for precisely this reason: to reduce the correlations between low-level image contrast and 3D structural features. The Gabor model was less sensitive to this variation than the other low-level models, likely because of the local nature of the Gabor filters. Based on these results, we chose to use the Gabor model as the 2D feature model for all subsequent analyses.
Comparison of the Best 3D Structural Model with the Best Low-Level 2D Image Feature Model To compare the 3D structural model to the Gabor model, we first used ridge regression to fit both models to the full model In all three scene-selective areas, the full 3D structural model performs significantly better than the distance model. In the RSC, the full 3D structural model also performs better than the surface orientation model (p < 0.05, permutation test). This suggests that scene-selective areas represent both distance and orientation information in 3D scenes. Thus, the full 3D structural model was used for all subsequent analyses. (B) Same plot as in (A), but for low-level 2D models. In all regions, the Gabor model performs significantly better than the Fourier power and gist models (p < 0.05, permutation test). Most features in the Gabor model cover much smaller areas than the features in the other two models. Thus, the relative success of the Gabor model suggests that scene-selective areas represent combinations of local spatial frequency and orientation (versus global spatial frequency and orientation). The Gabor model was used as the low-level 2D model for all subsequent analyses. estimation dataset. We then used the fit models to predict responses for each voxel in the withheld validation data. Finally, we used Pearson correlation (r) to compare the predictions of each model to the observed responses in the validation data. If the Gabor model explains the same variance as the 3D structural model in scene-selective areas, then it should predict responses in those areas as well as or better than the 3D structural model. Figures 4A and 4B show the prediction accuracy of the Gabor model and the 3D structural model, respectively, projected onto the flattened cortical surface of one subject. The Gabor model Error bars represent the SEM across subjects. Asterisks indicate significant differences between models (p < 0.05, permutation test). Dashed lines across the bottom of the plot indicate the chance threshold (p = 0.05, permutation test) for the mean correlation for each ROI. The Gabor model makes more accurate predictions than the 3D structural model in V1 and V3, but the 3D structural model makes more accurate predictions in PPA, RSC, and OPA. See Figure S4 for individual subject plots. (D) Map of unique variance explained by each model. Format is the same as in (A). The Gabor model explains unique variance in early visual areas (V1-V3). The 3D structural model explains unique variance in PPA, RSC, and OPA and in some subjects, in some parts of the posterior parietal lobe. (E) Variance partitioning results by ROI. Format is the same as in (C). The 3D structural model explains a significant amount of unique variance in PPA, RSC, and OPA. There is also a significant amount of shared variance between the Gabor model and the 3D structural model in the scene-selective areas, but no unique variance is explained by the Gabor model. Taken together, these results show that although low-level features account for approximately half of the variation explained by 3D scene structure, the representation of surface orientation and distance in scene-selective areas cannot be completely explained by low-level 2D features. makes accurate predictions in V1 and other early visual areas. The 3D structural model makes accurate predictions in areas PPA, RSC, and OPA and in some regions in the posterior parietal lobe, as well as in some parts of early visual cortex (V1, V2, and V3). Figure 4C shows a direct comparison of the mean noiseceiling-normalized prediction accuracy for both models for each ROI. The 3D structural model predicts responses more accurately than the Gabor model in all three scene-selective areas. However, as expected, the 3D structural model is less accurate than the Gabor model in V1 and other early visual areas (p < 0.05, permutation test). These results suggest that the 3D structural model provides a better description than the Gabor model of the representation in scene-selective areas.
Raw measures of prediction accuracy provide a basis for selecting the best model for each visual area. However, they do not reveal whether different models quantify similar underlying sources of scene variation in different ways. For example, the 3D structural model encodes the presence of sky explicitly in one feature, but the Gabor model may also encode the sky implicitly by coding luminance contrast in the upper visual field. Indeed, this may be the reason that the 3D structural model makes accurate predictions in the parts of V1-V3 that represent the upper visual field, as shown in Figure 4B . This would also imply that some of the variance explained by the full 3D structural model in scene-selective areas could be equally well explained by the Gabor model.
To address this potential confound, we conducted a variance partitioning analysis (Ç ukur et al., 2016; Huth et al., 2016; Lescroart et al., 2015) . Variance partitioning determines whether two or more models predict unique or shared variance based on whether they can be combined for a gain in total variance explained. If so, then each model must explain a unique component of the response variance; if not, then the variance explained by the models must be shared (see STAR Methods for details).
The variance partitioning analysis reveals both shared and unique variance for the two models. We focus first on the unique variance explained by each model that cannot be explained by the other model. Figure 4D shows a map of the unique variance explained by the Gabor model and the full 3D structural model, projected onto the cortical surface of the same subject shown in Figure 4 . The only regions in the brain where the full 3D structural model explains unique variance are the PPA, RSC, OPA, and (in some subjects) parts of the posterior parietal lobe. Thus, the representation of the orientation and distance of 3D surfaces (independent of 2D features) largely coincides with previously reported selectivity for 3D spatial dimensions of scenes (Epstein and Kanwisher, 1998; Kravitz et al., 2011; Park et al., 2015) . Figure 4E shows the results of the variance partitioning analysis by ROI, averaged across subjects. This plot shows both shared and unique variance for all ROIs. The 3D structural model does share a significant amount variance with the Gabor model in scene-selective areas (mean ± SD in PPA, RSC, and OPA, respectively: 53% ± 13%, 55% ± 15%, and 51% ± 16% of the total variance the full model explained and 7.4% ± 1.6%, 7.9% ± 1.5%, and 4.8% ± 1.4% of the total potentially explainable variance; all p < 0.05, permutation test). This analysis agrees with a previous study from our lab showing that low-level features can account for some of the response variance in scene-selective areas . The shared variance is likely due to natural relationships between low-level 2D features and 3D structural features. For example, images of open landscapes with distant content often have high horizontal spatial frequency power due to the presence of a strong horizon line. However, such correlations between 2D and 3D features are not sufficient to explain the entire performance of the model; the 3D structural model also predicts significant unique variance in all three scene-selective areas (mean ± SD in the PPA, RSC, and OPA, respectively: 54% ± 8.7%, 45% ± 20%, and 52% ± 14% of the total variance the full model explained and 8.4% ± 3.6%, 7.0% ± 3.5%, and 5.1% ± 2.4% of the total potentially explainable variance; p < 0.05, permutation test). Thus, representation of 3D structural features in scene-selective areas cannot be fully accounted for by representation of 2D spatial frequency and orientation.
Voxelwise Tuning for Orientation and Distance
The results presented thus far demonstrate that the full 3D structural model explains unique response variance in scene-selective areas. Next, we investigated what information about 3D structure is captured in the estimated model weights in sceneselective areas. In this section, we examine tuning revealed by the feature weights in individual voxels. The following section describes tuning across the population of voxels in scene-selective areas. To visualize voxel tuning, we first plot the raw weights for individual voxels. This provides the most direct way to visualize which orientations and distances are associated with larger or smaller responses in each voxel (i.e., voxelwise tuning). However, individual feature weight estimates for any given voxel may be noisy, which can make plots of raw voxel weights difficult to interpret.
Thus, to generate a more interpretable visualization of tuning for each voxel, we conducted an in silico experiment, in which we used all the weights for each voxel to predict responses to a set of simple stimuli (shown in Figure 5D ). These stimuli were never shown to subjects; here, we refer to them as ''probe'' stimuli, since they are used to probe voxel tuning. The probe stimuli were designed to be similar to stimuli used in previous experiments (Epstein and Kanwisher, 1998; Harel et al., 2013; Kamps et al., 2016; Kornblith et al., 2013) . To the extent that the model is correct, the predicted responses to each of the probe stimuli provide an estimate of how each voxel would have responded to each of these images had the probe stimuli been shown in a real experiment. Each predicted response incorporates all the feature weights for a given voxel and so is less subject to noise in individual feature weights. This in silico analysis is highly interpretable but indirect. Thus, to describe tuning for each voxel, we show both the raw model weights (for transparency and completeness) and the predictions of responses to the probe stimulus set (to facilitate interpretation).
Figures 5A-5C show estimated model weights for three voxels from PPA, RSC, and OPA, respectively, plotted using the same conventions as in Figure 2H Figure 5E is more strongly tuned for indoor versus outdoor scenes than is the voxel in Figure 5F , and the voxel in Figure 5F is more tuned for a specific range of distances than are the voxels in Figure 5E . The tuning patterns observed in these and other voxels resemble tuning patterns found in single cells in the macaque homolog of PPA (Kornblith et al., 2013) . See Figure S7 for more examples of voxelwise tuning. We have also created an interactive demonstration (http://gallantlab.org/brainviewer/Lescroart2018) that shows tuning for all voxels in one subject. Population Tuning for Dimensions of 3D Structure Next, we sought to assess how tuning for 3D structural features varied across voxels in scene-selective areas and potentially elsewhere. Despite the differences in tuning observed in a few voxels ( Figure 5 ), a broader look at data from individual voxels suggests that many voxels showed similar patterns of tuning. For example, voxels that were tuned for upper corners of rooms were often tuned for both upper-left and upper-right corners (see Figures S7A, S7B , S7F, S7I, and S7J for examples), and voxels that were tuned for near distances were seldom also tuned for far distances and vice versa (see Figures S7A, S7F-S7I, and S7K for examples). These observations suggest that the weights on different 3D structural model features are not fully independent and therefore that tuning across voxels can be summarized in a low-dimensional space.
To find a low-dimensional space that captures the essential dimensions of 3D structural tuning across voxels, we performed principal component analysis (PCA) on the estimated weights of the 3D structural model. This analysis used voxels from multiple subjects pooled together (as in Huth et al., 2012 Huth et al., , 2016 . The voxels included in this analysis for each subject had to meet both of the following criteria. First, they had to demonstrate unique variance explained by the 3D structural model (p(r 2 unique ) < 0.05, uncorrected). This assures that the analysis focuses on aspects of 3D structural tuning that cannot be fully explained by low-level features. Second, they had to be located within scene-selective ROIs. This assures that an anatomically consistent set of voxels were selected for each subject, though this came at the cost of excluding some voxels with unique variance explained that fell outside scene-selective areas (see Figures 4 and S5). The same voxel-selection procedure was applied for each subject for each version of PCA performed.
The regularized regression analysis used to compute model weights complicates the interpretation of PCA performed on those weights. Regularization allows weights for features to be slightly biased toward the frequency of the features in the stimulus. Thus, the hierarchy of dimensions revealed by PCA might simply reflect the covariance of different features in the stimulus set. To assure that the dimensions recovered were not determined entirely by stimulus statistics, we compared the amount of variance explained by each principal component (PC) to the amount of variance explained by the PCs of the 3D structural feature space (see STAR Methods for details). To assure that the dimensions we estimated were consistent across subjects, we conducted a second PCA in which we used voxels from all but one subject to estimate a group PC space, with each subject left out in turn. We then determined how much variance the group PCs explained in the model weights of the left-out subject. We used the difference between the variance explained by the group PCs and the stimulus PCs to determine how many dimensions of the recovered PC space carried information about voxel tuning that generalized across subjects. Figure 6 shows the amount of variance in the model weights of each subject that are explained by the first ten group PCs. On average, across all six left-out subjects, the first and second group PCs explain 19% and 6.3% of the variance in the weights, respectively. PC 1 explains significantly more variance than the first stimulus (null) PC in every subject (blue lines in Figure 5 ; bootstrapped p < 0.05). PC 2 explains more variance than the second stimulus PC in four out of six subjects. These data indicate that at least one and likely two dimensions of tuning for 3D structure are reliably present across individual subjects in scene-selective areas. PCs estimated from all six subjects were used for all subsequent analyses.
To interpret the dimensions of 3D structural tuning revealed by PCA, we projected both the validation images and the probe images (shown in Figure 5D ) onto the first two PCs. Figure 6B shows the projections of a subset of these images onto the first PC. Figure 6C shows an alternative view of the projection of the simple probe scenes onto the first PC, in which the PC projections have been averaged over views and distances separately (as in Figures 5E-5G ). The scenes that project most positively onto this PC tend to be nearby, and the scenes that project negatively tend to be far away. This suggests that the first dimension of tuning for 3D structure in scene-selective areas reflects the distance to surfaces in a scene.
Figures 6C and 6D show the projections of the validation and probe images onto the second PC. The scenes that project positively onto the second PC tend to be closed, and the scenes that project negatively onto the second PC tend to be open. This suggests that the second dimension of tuning for 3D structure in scene-selective areas reflects the amount of enclosing structure present in a scene (or, conversely, the degree of openness).
These two dimensions (distance and openness) provide a concise description of the 3D structural information that is represented in each voxel. To investigate the distribution of tuning along these dimensions across the cortical surface, we projected the weights of each voxel in the brain onto the first two PCs (Figure 7 ). This analysis shows the extent to which each voxel in the brain is tuned for each of the dimensions identified by PCA. Note that although the PC space was estimated using only voxels from scene-selective areas, Figure 7 shows projections of weights for all voxels with adequate signal, including voxels outside of scene-selective areas. Figure 7A shows the projections of the weights of each voxel in the brain onto the first PC for one subject (see Figure S8 for the other subjects). The first PC reflects the difference between near and far scenes; red voxels are tuned for near scenes, and blue voxels are tuned for far scenes. Red and blue voxels do not appear to be systematically organized. Thus, our data provide no clear evidence that tuning for distance is mapped systematically across the cortical surface. Figure 7B shows the projections of the weights of each voxel of the same subject onto the second PC. The second PC reflects the difference between closed and open scenes; red voxels are tuned for closed scenes, and blue voxels are tuned for open scenes. Inspection of OPA reveals a gradient from red to blue voxels from posterior to anterior. This gradient is present in four of the six subjects and may be faintly present in a fifth (s02). Gradients for each subject are indicated by yellow arrows in Figure 7C . These data suggest that there is a map of scene openness across OPA. This map appears to abut, but not overlap, well-established retinotopic visual hemifield maps in this region (V3B and V7; Press et al., 2001; Tootell et al., 1998) . See Figure S8 for retinotopic maps of this area in all subjects. The discovery of this map of openness was serendipitous.
Thus, to avoid circularity, we present only qualitative data as we have observed them, and we leave quantitation and verification of this gradient to future work.
Several studies have suggested that PPA, RSC, and OPA represent different scene features (e.g., Bonner and Epstein, 2017; Dilks et al., 2011; Epstein and Higgins, 2007; Kamps et al., 2016; Robertson et al., 2016) , which suggests that different areas may be tuned to different features within the 3D structural feature space. To search for such differences in tuning, we plotted the projections of voxels in PPA, RSC, and OPA onto the first two PCs ( Figure 7E ). We used a 2D Kolmogorov-Smirnov test (Fasano and Franceschini, 1987; Peacock, 1983) to compare the distributions of projections onto the PCs between each pair of ROIs. By this metric, tuning in OPA is significantly different from tuning in PPA and RSC (both p < 0.05), but tuning in PPA is not reliably different from Blue lines show the variance explained in each subject's weights by PCs computed from the other five subjects (i.e., group PCs); gray lines show the variance explained in each subject's weights by PCs computed directly from the stimulus feature space (i.e., stimulus PCs). White dots indicate group PCs that explain significantly more variance than the stimulus PCs (p < 0.05, permutation test). Error bars reflect 99% confidence intervals across voxels in each subject. The first two group PCs explain reliably more variance in the model weights than the corresponding stimulus PCs (in all subjects for PC 1 and in four out of six subjects for PC 2; p < 0.05, permutation test). This suggests that there are at least two dimensions of tuning for 3D structure that are common across subjects. (B) Interpretation of PC 1. The graph shows projections of the images from the validation dataset (black borders) and from the probe stimulus set (orange borders) onto PC 1. (C) Alternative method for visualizing and interpreting PC 1. The images show projections of all images in the simple stimulus set projected onto PC 1 (conventions as in Figures 5E and 5F ). The dimension captured by this PC (and thus the first dimension of tuning for 3D scene structure in scene-selective areas) spans the difference between near and far scenes. 
Scene Background Reconstruction
The results presented thus far indicate that scene-selective areas contain information about the arrangement of large surfaces in visual scenes. If this is true, then it should be possible to reconstruct the 3D structure of the local visual environment-the background of each scene-based on brain activity and the model weights fit to each voxel. To test this possibility, we created a Bayesian decoder (Naselaris et al., 2009; Nishimoto et al., 2011; Thirion et al., 2006) based on the BOLD activity in scene-selective voxels and the weights for the 3D structural model. (This was done separately for each subject.) We used the probe stimuli that we previously used to interpret voxel tuning ( Figure 5D ) as a Bayesian prior. Our decoder estimated the probability that each of the simple scene stimuli elicited the observed response for each individual temporal measurement (i.e. each repetition time (TR)), and it selected the scene with the highest a posteriori probability as the reconstruction of the background for that TR (see STAR Methods for details). Figure 8A shows the background reconstruction results for one subject. These reconstructions are based only on voxels in scene-selective areas. In many cases, the reconstructions capture the coarse 3D arrangement of surfaces, including the presence or absence of sky and the presence and orientation of walls. To quantify decoding accuracy, we computed the correlation between the model feature values for the decoded stimulus and the true validation stimulus for each TR. Since the probe stimulus prior does not contain scenes with identical features to each validation stimulus, the feature correlations were biased downward. To counteract this, feature space correlations were normalized by dividing the feature correlation at each TR by the maximum possible feature correlation among the probe stimuli for that TR. Figure 8B shows the normalized accuracy of reconstructions based on scene-selective voxels and of reconstructions based on V1 voxels. These estimates of accuracy are averaged across all TRs. The scene-selective area reconstructions are significantly better than would be expected by chance (p < 0.05, permutation test) and significantly better than the reconstructions obtained from voxels in V1 (p < 0.05, permutation test). This analysis shows that the approximate 3D structure of scene backgrounds can be re-created based on brain activity measured only in scene-selected areas.
DISCUSSION
We used brain activity evoked by rendered videos of semi-realistic scenes to study the representation of 3D scene structure in scene-selective areas PPA, RSC, and OPA. We developed a model that quantifies the distance to and orientation of large surfaces in scenes. We found that this 3D structural model shares approximately half of the variance it explains with a model of low-level 2D image features. However, the 3D structural model also explains additional unique variance that cannot be explained by the low-level model. Thus, our findings reconcile previous conflicting reports of tuning for either low-level features or high-level features (Bryan et al., 2016; Nasr and Tootell, 2012; Watson et al., 2017) in these areas by assessing the degree to which each hypothesis is valid rather than committing to one model or another. We also found that individual voxels in PPA, RSC, and OPA are tuned for particular combinations of surface orientation and distance. A data-driven analysis of the estimated model weights in scene-selective areas revealed tuning for the dimensions of distance and openness. We also report for the first time that scene openness appears to be mapped in a gradient across OPA. Finally, we demonstrate that the fit 3D structural model weights can be used to reconstruct the background of stimulus scenes in held-out data.
Several other studies have found representation of openness (or expanse) and distance in scene-selective areas (Amit et al., 2012; Harel et al., 2013; Kravitz et al., 2011; Park et al., 2011 Park et al., , 2015 . For example, Kravitz et al. (2011) showed that open scenes elicit more similar patterns of responses in PPA than do closed scenes, and Park et al. (2011) used patterns of responses in PPA to decode open versus closed scenes. Despite substantial differences in experimental stimuli and data analysis, we find the same principal dimensions of tuning in scene-selective areas. This convergence of evidence provides strong support for the hypothesis that distance and openness are Each pair of panels shows the first frame of the stimulus for one of the validation TRs on the left (black border) and the background reconstruction for that TR on the right (orange border). These reconstructions are based on weights from sceneselective areas from a single subject; see Figure S8 for reconstruction results for the other subjects. White numbers indicate the TR (out of 88 reconstructed TRs). Only TRs for which the scene did not change mid-TR are shown. Some TRs (e.g., TRs 30 and 31) are obviously errors, but approximately two-thirds of the reconstructions do a qualitatively good job of capturing the local scene structure, including the approximate height of the horizon and the orientations of the walls. (B) Quantification of decoding accuracy. Bars show normalized correlation between the feature space of the reconstructed image and the feature space of the validation image, averaged over all TRs and all subjects. Error bars indicate the SEM across subjects. Reconstructions of scene backgrounds based on sceneselective area voxels were much more accurate than chance (p < 0.05, permutation test) and also more accurate than reconstructions based on V1 voxels (p < 0.05, permutation test).
represented in scene-selective areas. However, our ranking of the relative importance of these dimensions differs from one of these studies; we find that distance explains more variance in PPA, RSC, and OPA than openness does, where Kravitz et al. (2011) found the opposite. We believe that this difference reflects the fact that our analysis was based only on voxels in which 3D structural features explained unique variance. This reduced the confounding influence of low-level features on our results in a way that we argue is more rigorous than the methods used in previous studies.
Our results also add detail to the picture of 3D structural tuning in scene-selective areas. The tuning that we observe for surface orientation and distance at the single voxel level is likely to be the basis of other reports that open versus closed and near versus far scenes can be decoded from patterns of voxel activity in PPA (Harel et al., 2013; Kravitz et al., 2011; Park et al., 2011) . This suggests that neurons tuned for similar views of scenes (e.g., those demonstrated in Kornblith et al., 2013) or similar arrangements of surfaces (Vaziri and Connor, 2016; Vaziri et al., 2014) cluster together enough to affect the tuning measured in fMRI voxels.
The individual voxel tuning we observe suggests that scene openness is represented in a gradient that is mapped across OPA (Figure 7) . We have not quantified this gradient, since its discovery was serendipitous, and thus any quantification would be post hoc and run the risk of circularity. Instead, we describe the map qualitatively and leave confirmation and quantitation to future studies. This map has not been previously described and does not coincide with well-established visual field maps V3B or V7 (Figure 7) . However, one group has reported a cluster of visual field maps in approximately this area (V3A/B/C/D; Abdollahi et al., 2014) . This V3 A/B/C/D cluster was not evident in our localizer data, possibly because the cluster is reported to vary substantially across subjects (Abdollahi et al., 2014) or because of generally weak retinotopic tuning in this area. Still, the map of openness we observe may coincide with a retinotopic map with weak retinotopic tuning. This organization would make sense, because visual features related to scene openness are likely to occur in particular locations in the visual field. For example, visual features related to enclosing structures tend to appear in the upper visual field. Several previous studies have hypothesized that biases in visual receptive field locations can lead to differences in tuning properties between different visual areas (Hasson et al., 2002; Levy et al., 2001; Silson et al., 2015) . The map that we observe may be one more example of such an organizational principle.
Several recent studies have proposed another organizational principle for scene-selective areas: there may be posterior and anterior subdivisions PPA, RSC, and OPA (Arcaro et al., 2009; Baldassano et al., 2016; Ç ukur et al., 2016) . Ç ukur et al. (2016) suggest that the posterior subdivision of each area represents static stimuli, particularly manmade artifacts such as buildings, furniture, and devices, and that the anterior subdivision of each area represents dynamic stimuli, particularly moving vehicles and human actions related to locomotion or traversal of space. Another hypothesis is that the anterior part of each area has to do with memory of scenes rather than perception of scenes (Baldassano et al., 2016; Silson et al., 2016). Because our stimuli contained neither moving vehicles nor moving humans, and because the subjects did not perform a scene-recall task, our study does not provide direct support for either of these hypotheses. However, our data are nonetheless consistent with both hypotheses. If the anterior portion of each scene-selective ROI represents dynamic stimuli or is principally active during recall, then there should be only minimal responses in the anterior portion of each scene-selective ROI in our experiment. This is precisely what we observed (note the number of gray voxels, which indicate poor signal repeatability, in anterior parts of PPA, RSC, and OPA in Figures 3, 7, S5 , and S7.) Thus, our data appear to be consistent with at least two variants of the multiple subdivision hypothesis. The representation of 3D scene structure that we describe here likely pertains mainly to the posterior subdivision of each area.
Previous studies have suggested that other types of features besides openness and distance are represented in scene-selective areas. For example, some studies have suggested that properties of individual objects are represented in scene-selective areas, including the relevance of objects for navigation (Auger et al., 2012; Epstein, 2008; Janzen and van Turennout, 2004; Maguire, 2001) , the size of objects or the degree to which objects define the space around them (Konkle and Oliva, 2012; Troiani et al., 2014) , and the probability that objects co-occur with other objects in scenes (Stansbury et al., 2013) . Other work has suggested that intermediatelevel properties such as the locations of contours at surface junctions (Walther et al., 2011) are represented in scene-selective areas or that these areas represent navigational affordances of scenes (Bonner and Epstein, 2017) . Our 3D structural model does not explicitly incorporate any of these features, but some of these features may be correlated with features in our model. For example, the presence or absence of a fronto-parallel surface can constrain the navigational affordances of a scene.
We see two important directions for future research to build on the findings reported here. First, formal models of the features enumerated above should be created and tested against our 3D structural model. For example, variance partitioning of encoding models based on contour locations and our 3D structural features would reveal the degree to which contour properties explain unique variance not captured by the surface orientation and distance features used here. However, some models cannot be tested using the current dataset. For example, in the current stimulus set, the objects and people in each scene do not move independently from the background, and the subjects were not engaged in any scene-related tasks. Furthermore, the co-occurrence statistics of the objects in our experiment was random and so was unnatural. To the best of our knowledge, no extant synthetic stimulus set reflects all these sources of variation. Thus, to test hypotheses regarding these un-modeled features will require further experiments with new stimuli and task conditions.
A second important direction for future work will be to refine the current model of 3D structure. Our results suggest that scene-selective areas represent 3D structural features. However, our results do not establish how 3D features can be derived from pixels; all the features in our model were derived from perfect knowledge of the 3D world. One potential solution to this problem would be to use modern deep-learning algorithms that compute many different types of features directly from pixel data (Bonner and Epstein, 2018; Groen et al., 2018) .
The central contribution of the current work is that it establishes a quantitative baseline against which to compare future computational models. Previously, the hypothesis that sceneselective areas represent local 3D structure-arguably the dominant hypothesis regarding the function of scene-selective areas-was based on qualitative experiments in which variables were defined operationally. Our formal computational model, combined with the variance partitioning framework, provides a means for progressive quantitative refinement of hypotheses and integration of future work into an objective theory regarding the function of scene-selective areas.
STAR+METHODS
Detailed methods are provided in the online version of this paper and include the following: 
STAR+METHODS KEY RESOURCES TABLE CONTACT FOR REAGENT AND RESOURCE SHARING
For information regarding the data generated for this study, please contact Jack Gallant (gallant@berkeley.edu).
EXPERIMENTAL MODEL AND SUBJECT DETAILS
Functional data were collected from six human subjects (two female), aged 33, 32, 33, 27, 30, and 24. All subjects were cissexual. In this study, our focus was on collecting reliable measurements in individual subjects, not on investigating differences between groups. Thus we prioritized collection of substantial data per subject rather than collection of data for many subjects, and this decision resulted in an insufficiently large sample of subjects to investigate group differences. Nonetheless, we found that the results were highly consistent across individuals, and we observed no systematic gender differences that rose above the inevitable individual variability in signal quality. All subjects were healthy and had normal or corrected-to-normal vision. All aspects of the experimental protocol were approved by the Committee for the Protection of Human Subjects at University of California, Berkeley.
METHOD DETAILS fMRI data collection
All MRI data were collected on a Siemens TIM/Trio 3T with a 32-channel transmit/receive head coil. For functional scans, repetition time (TR) was 2004.5 ms, echo time (TE) was 35 ms, voxels were 2.3 3 2.3 3 2.5 mm with an 18% gap between slices. Matrix size was (100, 100, 30) (read [x] , phase [y], slice [z] ), the field of view was 230 3 230 mm in-plane. Flip angle was 70 , and a custom bipolar water excitation radio frequency (RF) pulse was used to reduce signal from subcutaneous fat. Slices were oriented axially, and covered the whole brain except the crown of the head. No scan acceleration was used.
Anatomical data for cortical surface reconstruction were collected using a T1-weighted magnetization-prepared rapid gradient echo (MP-RAGE) sequence. Cortical surfaces were automatically estimated using Freesurfer (Dale et al., 1999) 
Stimuli and Task
Our main experiment stimulus set consisted of 43 min of videos generated using Blender, an open source 3D graphics and animation program (https://www.blender.org), and custom python code (https://github.com/marklescroart/bvp). The videos consisted of 857 different scenes. Each scene was generated by selecting one of 33 different backgrounds and populating it with 2-4 objects. Each background had a different arrangements of walls and floors/ground surfaces. The final composed scenes varied in several dimensions that have been hypothesized to be represented in scene-selective areas. Scenes could be inside or outside, far or near. Scenes also varied in the textures, colors, and lighting present, as well as in the number, pose, position, and semantic category of objects in each scene. Variation in shadows and overall luminance was deliberately added to some scenes to reduce correlations between lowlevel image features and 3D structural features. This was done as an alternative to less naturalistic image manipulations which would accomplish a similar purpose-for example, spatially filtering of the stimulus images to change the spatial frequency content. Objects were randomly selected from a library of 448 objects. The object library included humans, animals, tools, toys, furniture, buildings, plants, vehicles, and abstract geometrical shapes. Objects were placed in random positions and at random sizes, with constraints to assure that objects were not too large or small to fit in each scene, and to prevent 3D inter-penetration with other objects or parts of the background.
A virtual camera was placed into each scene in a random location, and moved smoothly to another random location within each scene, with the constraints that the majority of the objects in each scene stay in the camera's viewing frustum and that any edges or back sides of the backgrounds stay out of view. Each scene lasted 3.0 ± 0.5 s (mean ± standard deviation), with no gap between scenes. No scene was shorter than 1.5 s or longer than 4.5 s.
The stimuli were split into model estimation and validation sections consisting of 40 min (798 different scenes) and 3 min (59 different scenes) respectively. The validation scenes were distinct from the estimation scenes, but composed of the same objects and backgrounds.
Stimuli were shown on a 24 x 24 projection screen. Each fMRI scan began and ended with 10 s of blank screen and fixation. For acquisition of the estimation data, the first 10 s of video for each model estimation run were the same as the last 10 s of the video in the previous estimation scan. For the first scan, the last 10 s of the last scan were shown. The first 10 and the last 5 TRs of each scan were discarded before concatenating the functional data for regression analysis.
Throughout the experiment subjects counted the foreground objects in each scene, and judged whether there were more, fewer, or the same number of objects compared to the previous scene. Subjects responded correctly on 72% of trials overall, and median reaction time for all trials was 1.24 s. Task performance was likely reduced by the low contrast of some of the scenes, which made it difficult to detect some of the smaller objects. (As is noted above, luminance was varied across the scenes in order to reduce correlations between low-level and high-level features). Nonetheless, subjects' performance was sufficiently high to indicate that they were attending to the foreground objects in each scene, which was the purpose of the task. Subjects maintained fixation on a small (0.16 ) square at the center of the screen throughout the experiment.
QUANTIFICATION AND STATISTICAL ANALYSIS fMRI preprocessing
Functional data were preprocessed using the fMRI Software Library (FSL) (Jenkinson et al., 2012; Smith et al., 2004 ; https://fsl.fmrib. ox.ac.uk/fsl/fslwiki/) and custom python code including pycortex (Gao et al., 2015;  https://github.com/gallantlab/pycortex). Each scan of functional data was temporally interpolated to align the data for each slice in time. Temporally interpolated data were motion corrected and averaged together into a single volume. For each scan, this average volume was aligned to the temporal average of the first functional run using the FMRIB Linear Image Registration Tool (FLIRT) in FSL. Transformations from motion correction and interrun alignment were concatenated, and the raw functional data were transformed and spatially resampled using trilinear interpolation. Transformed data were then temporally detrended with a median filter (kernel = 30 TRs) and z-scored before model fitting.
Definition of ROIs
Regions of interest (ROIs) were defined based on standard functional localizer scans (Hansen et al., 2007; Spiridon et al., 2006) collected in a separate scanning session. Retinotopic visual areas V1-V4, V3A/B, Lateral Occipital cortex (LO), and V7 were defined as in (Hansen et al., 2007) . Scene area localizer data were collected in six 4.5-minute scans consisting of 16 blocks, each 16 s long. During each block, 20 images of either places, faces, human body parts, household objects, or spatially scrambled household objects were displayed. Each image was displayed for 300 ms followed by a 500 ms blank. Subjects performed a one-back matching task during the localizer scan, responding to occasional repeated images with a button press. Scene-selective areas PPA, RSC, and OPA were all defined by a contrast of places > objects. Several other areas were defined only for reference on the cortical flatmaps.
The following areas were defined based on different contrasts in the same localizer data as the scene-selective areas: the Extrastriate Body Area (EBA) was defined by a contrast of bodies > objects, and the Fusiform Face Area (FFA) and Occipital Face Area (OFA) were defined by a contrast of faces > objects. motion-selective area hMT+ (also referred to as V5) was defined based on data from a separate localizer scan by a contrast of moving vs static dots. The boundaries of each area were hand drawn on the cortical surface at the locations at which the t statistic for the relevant contrast changed most rapidly. Finally, a ROI in the caudal Intra-Parietal Lobule (cIPL, decribed as PGPp in Caspers et al., 2006 Caspers et al., , 2008 was defined probabilistically based on a standard atlas (Eickhoff et al., 2005) . The atlas is available transformed to Montreal Neurological Institute (MNI) space in FSL. The atlas was further transformed to each individual subject via cortex-to-cortex registration implemented in Freesurfer (Fischl et al., 1999) . All areas were defined to be mutually exclusive (i.e., a single voxel was never assigned to two different ROIs). Note that this is not necessarily standard practice in defining OPA in particular. Most studies define OPA to include all voxels that satisfy a functional contrast of places > objects (Dilks et al., 2013; Kamps et al., 2016; Silson et al., 2015) . This is likely to incorporate many voxels in V3B, V7, and possibly V3A and LO as well. (For a review of the relationship between the expansive functional definition of OPA and neighboring retinotopic areas, see (Silson et al., 2016) ). We find it clearer to define OPA as comprised only of scene-selective voxels that fall outside other well-established visual areas, and to evaluate our models and the potential 3D scene selectivity of neighboring areas as a separate matter.
Feature spaces Distance
To formalize the hypothesis that scene-selective areas represent the range of distances present in a scene, we quantified distance in the stimulus videos by rendering a distance map for each video frame. The 3D scenes were constructed with approximately realistic dimensions (for the backgrounds, not the objects); thus, pixel values in the distance map reflect the distance in meters from the virtual camera to each object or surface in each scene. To quantify the range of distances present in each scene, we counted the fraction of pixels in each image that fell into each of nine distance bins. Bin boundaries were logarithmically spaced from 1 to 100 m. (Several previous studies have found tuning for log-spaced distances- Lescroart et al., 2015; Park et al., 2015.) A tenth bin contained all pixels greater than 100 m from the camera, and all pixels in the sky were counted separately in an eleventh bin. This resulted in a histogram of pixel-wise distance values for each video frame ( Figure 2F ). Each histogram bin was treated as a separate feature channel. For example, one feature channel quantified the number of pixels (and thus the visual fraction of the scene) that fell between 1 and 1.7 m from the camera. Pixel distances less than 1 m from the camera were excluded from the feature space to assure that no feature channel was completely dependent on the other channels. The resulting feature space contained 11 feature channels. Surface orientation To formalize the hypothesis that scene-selective areas represent the orientations of large surfaces, we quantified surface orientation in each scene by rendering a pixel-wise normal map for each frame. Pixel-wise surface normals are unit vectors perpendicular to the surface present at each pixel. To quantize the pixel-wise surface normals into histogram bins, we computed the angle between each pixel-wise normal value and nine basis vectors which defined the centroids of histogram bins ( Figure 2G (up-right [0.58,0.58,0.58], up-left [-0.58,0.58,0.58], down-right [0.58,-0.58,0.58] , and down-left [-0.58,-0.58,0.58] . All basis vectors are given in left-handed screen coordinates [x,y,z] , with +z pointing out of the screen.
Pixel-wise normals were soft-histogrammed between these bins, according to the equations:
q p,i is the projection of the surface normal (F) at a given pixel (p) onto the basis vector J i ; i indexes over normal basis vectors. s is the average width of the basis normal bins (bins are not exactly equal width). F is an array specifying the soft histogram value for each normal basis vector for each pixel. This equation specifies that if a given pixel has a normal partway between two bin centers, a portion of the weight for that pixel is assigned to each bin (instead of adding a value of 1 to the nearest bin only). Histogram values were summed across pixels in each image and divided by the L2 norm of the resulting vector of histogram values. Skies were assumed to have no normals, so sky pixels were excluded from this calculation. As in the distance feature space the number of pixels in the sky was included as an additional feature channel. In total, the resulting feature space contained 10 feature channels.
Note that this feature space does not segment surfaces at their boundaries. Each feature channel simply reflects the fraction of pixels (i.e., the visual fraction of the scene) that points in a given direction. For scenes with relatively simple layouts, each of these features can be loosely interpreted as the probability that there is a wall or other large, occluding surface facing a particular direction. Full 3D structural (surface orientation x distance) To formalize the hypothesis that scene-selective areas represent conjunctions of surface orientation and distance, we created a third feature space based on both surface orientation and distance features. For this feature space, each scene was first subdivided into distance bins exactly as in the distance feature space. The pixels within each distance bin were subdivided into surface orientation bins exactly as in the surface normal feature space. Thus, each feature in this feature space reflects the fraction of pixels within a particular range of distances with a surface oriented in a given direction. As in the other feature spaces, sky pixels were excluded from distance/normal feature computation, and the fraction of sky pixels across the entire image was computed as a separate feature. This feature space consisted of 91 feature channels: 9 orientations x 10 distances + 1 sky channel. Code to compute distance, orientation, and surface orientation x distance features is freely available on github (https://github.com/marklescroart/scenesurfaces). Gabor feature space To formalize the hypothesis that scene-selective areas represent low-level image features, we quantified local spatial frequency and orientation with a Gabor feature space. Values in each channel of this feature space were computed using a set of Gabor filters. Each filter is constructed by multiplying a two-dimensional sinusoid by a two-dimensional Gaussian envelope. Each filter had one of five spatial frequencies (0, 2, 4, 8, 16 and 32 cycles/image) and one of four orientations (0, 45, 90 and 135 degrees) . The size of each Gabor (the standard deviation of the Gaussian envelope of each filter) was determined by the spatial frequency of the sine wave component of that filter. Filters were positioned on a square grid that tiled the stimulus image. Grid spacing was determined separately for filters at each spatial frequency so that adjacent Gabor filters were separated by 3.5 standard deviations of the spatial Gaussian envelope for each Gabor filter. Two Gabor filters at two quadratic phases (0 and 90 degrees) were defined for each location, orientation, and spatial frequency. Values for these phases were squared and summed to produce one feature value per quadrature pair of filters. The resulting feature space consisted of a total of 1,425 Gabor feature channels. That this feature space is identical to the static Gabor feature space described in Nishimoto et al. (2011) . Code to compute these features is freely available on github (https://github.com/ gallantlab/motion_energy_matlab).
Gist feature space
To formalize a second way that scene-selective areas might represent low-level features, we computed scene gist features (Oliva and Torralba, 2001 ). These features also quantify spatial frequency and orientation, though at a coarser scale and with a different sampling of space than the Gabor features computed above. To compute each feature in this feature space, images were first pre-filtered to equalize luminance contrast. Then a Gabor filter at a particular spatial frequency and orientation was convolved with the image. The resulting image was then block-averaged over 16 non-overlapping square blocks. Thus, each feature reflects the total energy at a particular orientation and spatial frequency, averaged over a region of visual space. A total of four spatial frequencies and eight orientations were used, for a total of 512 feature channels in this model. For further details, see the publicly available code (http://people. csail.mit.edu/torralba/code/spatialenvelope/). This feature space is closely related to the Gabor feature space, but has been more broadly used to quantify low-level features in the scene perception literature (Andrews et al., 2015; Greene and Oliva, 2009; Watson et al., 2014) . Fourier power feature space To formalize a third way that scene-selective areas might represent low-level image features, we computed a Fourier power feature space as in . This feature space quantifies high and low spatial frequencies at different orientations, which have been shown to be represented in scene-selective areas (Nasr and Tootell, 2012; Rajimehr et al., 2011) . To compute these features, the Fourier amplitude spectrum for each frame was averaged over each of eight bins (high and low frequencies at each of four orientations). The orientations were 0 , 45 , 90 , and 180 , and the high/low frequency cutoff was set at five cycles per degree. A schematic of the Fourier domain bins overlain on Fourier space is shown in Figure 2E . To reduce correlations between Fourier power bins, each bin in each image was divided by the L2 norm of all bins for that image. The L2 norm itself was retained as a separate feature reflecting the overall spatial frequency energy in each image. Thus the feature space contained nine feature channels. Code to compute these features is freely available on github (https://github.com/marklescroart/FourierPower).
Feature space pre-and post-processing For each of the low-level 2D feature spaces, before any other processing the color images for each stimulus frame were converted to Commission Internationale de l'Eclairage L*A*B* color space, and the luminance layer was extracted. The following post-processing steps were applied to all feature spaces. To match the stimulus features' time course to the time course of the fMRI data, each feature channel was down-sampled from the frame rate of the stimulus videos (15 Hz) to the fMRI sampling rate (TR = 2.0045, or $0.5 Hz). To improve stability in the model estimation procedure all feature channels were normalized to have mean of zero and a standard deviation of one (z-scored). Three finite impulse response (FIR) predictors at lags of 2, 4, and 6 s were used to estimate the hemodynamic response for each voxel for each feature channel, as in (Ç ukur et al., 2013; Huth et al., 2012 Huth et al., , 2016 .
Model estimation
An L2-regularized (ridge) regression (Hoerl and Kennard, 1970) was used to estimate weights that map each feature space onto the BOLD fMRI data for each voxel in each subject. A 10-fold cross validation procedure was used to choose the regularization parameter (alpha). Nine tenths of the model estimation data were used to fit weights to each feature space using a range of alpha values. This yielded one set of weights per alpha value. Each of these sets of weights was used to predict responses in the withheld tenth of the data. This procedure was repeated 10 times, with a different (contiguous) tenth of the data held out each time. We chose the alpha value that yielded the highest accuracy across different splits of the data. A separate alpha value was chosen for each voxel in each subject. To keep the model weights and the predictions for each voxel on a similar scale, we used r 2 rather than r as a metric for model accuracy for each split of the data. Model selection among 3D and 2D models Before testing any 3D structural models against low-level 2D models, we sought to determine which of our alternative models in each domain provided the best description of the representation in scene-selective areas. Because we view this step as a model parameter selection step within 3D or 2D models, we used only the model estimation data for this analysis. We reserved the separate validation data to compare the best structural model to the best low-level model. An L2-regularized (ridge) regression was used on nine tenths of the model estimation data to estimate weights for each subject, for each voxel, and for each model independently. Each of these splits was further split into 10 sub-splits to select a regularization parameter (alpha), as described in Model Estimation above. Predictions of each fit voxelwise model were then computed on the remaining tenth of the data. This procedure was repeated ten times, with a different tenth of the data held out each time (ten-fold cross validation). The accuracy of each fit model was evaluated based on the Pearson correlation between the predicted and observed BOLD responses. Note that prediction accuracy for this analysis will be biased downward, because there are no repeats of the data used for validation. Without repeats there is no way to compensate for noise in the data-neither averaging multiple responses nor normalizing by an estimated a noise ceiling (see below) are possible. Significance of differences in model prediction accuracy was assessed by a permutation analysis (see model comparison below). Model comparison was performed separately on 3D models and on 2D models.
Noise ceiling estimation
Measurement noise presents a problem in fMRI data. Magnetic inhomogeneity, proximity to large blood vessels, and other artifacts can degrade fMRI signal, and are likely to affect signal differently in different voxels. Noise in the validation dataset in particular biases prediction accuracy downward, which makes raw prediction accuracy difficult to interpret: for any given voxel, imperfect predictions may be caused by a flawed model, measurement noise, or both. To correct this downward bias and to exclude noisy voxels from further analyses, we used the method of Hsu et al. (Hsu et al., 2004; Huth et al., 2012; Lescroart et al., 2015) to estimate a noise ceiling (g) for each voxel in our data. The noise ceiling is the amount of response variance in the validation data that could theoretically be predicted by the perfect model. The method described in Hsu, Borst, and Theunissen computes g as a ceiling on coherence of spike trains. This method can be generalized to compute a ceiling on correlations (and correspondingly, on variance explained) and approximated by computing the correlation between each pair of the BOLD responses to the different repeats of the validation stimulus, and then taking the mean of the pairwise correlations between repeats. For a given voxel,
Here, Y is the response of the voxel to each repeat of the validation stimulus, and c(i, j) is an index specifying the response to one repeat of the stimulus. c is a list of all possible pairs of repeated measures of the BOLD response to the validation stimulus. n is the total number of possible pairs of repeats. In this experiment, 10 choose 2 yields n=45 possible pairs of repeats. We note that this approximation to the g value of Hsu, Borst, and Theunissen breaks down at low numbers of repeats (< $5 repeats), but is nearly exact for 10 repeats. Estimated g values were used to select voxels for all analyses presented in this paper. Voxels with noise ceilings greater than g = 0.06 were retained, and all others were discarded before further analysis. This g value corresponds to approximately to p(g) < 0.01 (permutation test, uncorrected) for a single voxel. In auditory cortex, where the signal should not be strongly related to the stimuli in this experiment, this threshold retains approximately four to five percent of the voxels. Figure S1 shows the percent of voxels kept and the mean g value for each ROI for each subject.
Model comparison
To compare different models, we used the estimated model weights to compute predictions of brain responses in a withheld dataset, and compared the prediction accuracy of the models to each other. Pearson's correlation (r) was used as a metric for prediction accuracy. For comparisons between 3D structural models and between 2D low-level models, the withheld data were a held-out section of the model estimation data, and for comparisons between the best 3D structural model and the best 2D low-level model, the withheld data were the validation dataset reserved for this purpose. Comparisons between models were carried out at the level of pre-specified ROIs. We are principally interested in the scene-selective areas PPA, RSC, and OPA-other ROIs are only presented for context.
For each ROI, a permutation analysis was used to determine the significance of model prediction accuracy (versus chance), as well as the significance of differences between prediction accuracies for different models. For each feature space, the feature channels were shuffled in time in 5-TR blocks. This block shuffling preserves low-frequency structure in the data. Then the entire analysis pipeline was repeated (including fitting model b weights, predicting responses, normalizing voxel prediction correlations by the noise ceiling, Fisher z transforming normalized correlation estimates, averaging over ROIs, and computing the average difference in accuracy between each pair of models). This shuffling and re-analysis procedure was repeated 10,000 times.
This analysis yielded a distribution of 10,000 estimates of prediction accuracy for each model and for each ROI, under the null hypothesis that there is no systematic relationship between model predictions and fMRI responses. Statistical significance was defined as any prediction that exceeded 95% of all of the permuted predictions (p = 0.05), and was calculated separately for each model and ROI. Note that different numbers of voxels were included in each ROI, so different ROIs had slightly different significance cutoff values. Significance levels for differences in prediction accuracy between models were determined by taking the 2.5th and 97.5th percentiles of the distribution of differences in prediction accuracy between randomly permuted models (p = 0.05, two-tailed test).
Variance partitioning
Estimates of prediction accuracy can determine which of several models best describes BOLD response variance in a voxel or area. However, further analysis is required to determine whether two models each explain unique or shared variance in BOLD responses. For example, consider two hypothetical models A and B. Suppose that model A makes slightly more accurate predictions than does model B. The variance explained by model B may be a subset of the larger variance explained by model A. Alternatively, model B may explain a unique and complementary component of the response variance that is not explained by model A. Even if model B is worse overall it might make more accurate predictions than model A for some segments of the stimulus video.
A variance partitioning analysis was performed to determine the extent to which the 3D structural model and the Gabor model predict unique or shared components of the response variance in each scene-selective area. First, b weights were fit to each model independently using ridge regression, and the fit weights were used to predict responses in the validation dataset (as described in the Model Estimation and Model Comparison sections above). Then, model design matrices for both models were concatenated in the features dimension and the concatenated model was fit to the model estimation data using Tikhonov regression. Tikhonov regression is a generalization of ridge regression, in which the prior on the covariance of the regressors can take an arbitrary form (Tikhonov and Arsenin, 1977) . A simple prior was used that consisted of a diagonal matrix with two alpha parameters instead of one (one for each of the constituent models in the concatenated design matrix). Both alpha parameters were fit separately, such that the relative scales of the weights for the two models were determined independently for each voxel. Empirically, this method produces greater prediction accuracy for concatenated models compared to fitting a single alpha parameter to the combined model (data not shown).
The concatenated model was fit to the data for each voxel, and used to predict responses in the validation data. Prediction accuracy was converted to variance explained by squaring the prediction correlation while maintaining its sign. The unique and shared variance explained by each model or pair of models was computed according to the equations: Model weight principal component analysis To summarize voxel tuning in scene-selective areas, we performed principal component analysis (PCA) on the estimated model weights. To maximize the quality of the estimated PC space, we only used the voxels for each subject for which the scene structure model explained significant variance (p(r 2 unique ) > 0.05 uncorrected). To ensure that the PCs did not simply reflect mean offsets for the voxels from each subject, prior to computing PCA we subtracted the mean weight per feature from the selected voxels for each subject.
To determine whether the dimensions of variation that we discovered were shared across subjects, we conducted PCA on the model weights for voxels in scene-selective areas across multiple subjects. To avoid over-fitting, voxels from all but one of our subjects were used to estimate the PCs, with each subject left out in turn. We then determined how much variance the resulting group PCs explained in the model weights of the left-out subject. These group-level PCs were also compared to the distribution of null PCs.
Note that the order of the PCs estimated for different groups of subjects is not guaranteed to be the same. For example, the second PC for one group of subjects may be strongly correlated with the third PC of another subject, which would indicate that the same dimension is encoded in different PCs in different subjects. Mismatched PC order could be caused by noisy data (which is particularly likely if only a few voxels are used for the analysis), or by genuine inter-subject differences. We chose to re-order the PCs for each subject such that PCs of the same ordinal rank in each subject always reflected the same dimension of variance.
To determine the order of dimensions for each estimate of the PCs, we conducted PCA on the model weights for all scene-selective ROI voxels in all subjects concatenated together. Then, for each computation of PCA for a subset of the subjects, we matched the group PCs to the all-subject PCs using the Stable Marriage algorithm, which finds maximally stable pairings of two sets of vectors (Gale and Shapley, 1962 There is a chance that the low-dimensional PC space estimated from the model weights could be entirely determined by the statistics of the stimulus. This bias in the estimated weight PCs is due to the regularized regression procedure, which trades a small increase in bias for a large decrease in error (Hoerl and Kennard, 1970) . Thus in order to appropriately evaluate statistical significance of the estimated model weight PCs, we generated a null set of PCs to which to compare them. To create this null set of PCs, we generated a random set of data the same size as our training data, and used ridge regression to find weights that mapped the 3D structural feature space onto the random data. This yielded a set of weights that reflect the stimulus statistics (i.e., correlations between features), but not the brain data. We computed PCA on this set of weights to generate our null PC space. This analysis was repeated 10,000 times to generate a distribution of the amount of variance the null PCs explain. The statistical significance threshold for variance explained by the real PCs was defined as the 95 th percentile of the distribution of variance explained by the null PCs (p = 0.05). Methods used to visualize and interpret each PC and to map PCs onto the cortex are described in the Results section.
Decoding
To demonstrate how much information the 3D scene structure model captured about the local visual environment, we created reconstructions of the scene backgrounds for each TR of our validation dataset based on the model weights (computed from the estimation data) and the observed brain responses (in the withheld validation dataset). Due to the jittered duration of the scenes in the validation dataset, some TRs spanned a transition between scenes (e.g., half the TR was one scene, and the other half was another). For these TRs, the correct reconstruction would be ambiguous, so we only created background reconstruction images for TRs that did not span scene transitions (n = 36 TRs). Bayesian inference was used to perform the background reconstructions, as in (Naselaris et al., 2009; Nishimoto et al., 2011) . The simple scene stimuli shown in Figure 5D were used as a stick prior for our reconstructions-that is, each scene in the prior was assumed to have an equal probability of eliciting the observed response. Note that the 3D structural model does not specify the locations of objects in each scene, so the prior we use has no objects in it either. Thus our reconstructions should be considered background reconstructions, and not full scene reconstructions.
For each full-TR scene, we estimated the response to each simple scene in the prior, and computed the probability that each simple scene stimulus elicited the observed response according to the equation: pðR j SÞae ðRÀb RÞ P À1 ðRÀb RÞ
R is the observed response across all selected voxels, b R is the estimated response to each simple scene image, and S is the covariance of the residuals from the model estimation data. This procedure yielded a probability distribution over the simple scenes. To create our reconstruction, we selected the peak probability value (the maximum a posteriori reconstruction) for each TR.
DATA AND SOFTWARE AVAILABILITY
Anonymized fMRI data, rendered image stimuli, and feature values for each model are available on demand by emailing the Lead Contact and/or the first author (mlescroart@unr.edu). Code to generate stimuli and compute the model features (e.g., for other stimulus sets) is freely available on GitHub (see Key Resources Table) .
