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odemos dizer que dentre as atividades intelectuais humanas, as principais sa˜o a
cieˆncia e a filosofia. Dentre estas, as consideradas mais elevadas e mais antigas sa˜o
a matema´tica, a mu´sica, e a filosofia. A mu´sica e a matema´tica, alia´s, se separaram
em e´pocas relativamente recentes. A aritme´tica, a geometria, a trigonometria, a
a´lgebra e outros ramos da matema´tica esta˜o intrinsecamente ligados a` noc¸a˜o de
quantidade mas a natureza da matema´tica como cieˆncia e o foco de seu estudo esta˜o,
tambe´m, vinculados a` filosofia e a` histo´ria da matema´tica.
A mu´sica, por exemplo, seja ela de Bach, Beethoven, Jazz, Rock ou Bossa Nova na˜o
tem muito significado fora de seu contexto histo´rico. Em alguns casos, temos que
levar em considerac¸a˜o o contexto temporal e espacial. Por exemplo, podemos ate´
gostar da mu´sica de Tchaikovisky mas, certamente na˜o a percebemos como um russo
do se´culo XIX a perceberia. Sa˜o questo˜es vinculadas ao ethos cultural de tempo
e origem. Assim e´ a matema´tica. Postulados, conceitos e teoremas esta˜o em um
contexto histo´rico em que o homem, em seu desejo de aprender foi estabelecendo as
bases da matema´tica durante a construc¸a˜o de sua trajeto´ria rumo a` civilizac¸a˜o.
As civilizac¸o˜es eg´ıpcias, babiloˆnicas e, posteriormente, a grega cla´ssica criaram
os fundamentos da matema´tica que se estabeleceram para evolu´ırem ate´ os dias de
hoje. Durante sua evoluc¸a˜o histo´rica a matema´tica passou de um n´ıvel de simplicidade
aritme´tica para um n´ıvel de maior complexidade nas suas a´reas de domı´nio. Ou seja,
do simples ato de contar a`s integrais de contorno, aos diferenciais de Laplace, a`s
equac¸o˜es de Riemann, a` constante de Plank, aos princ´ıpios como o de Heisenberg,
aos teoremas de Go¨del ou mesmo aos operadores como os hamiltonianos da mecaˆnica
quaˆntica. Cada problema, soluc¸a˜o ou teorema esta˜o ligados a` histo´ria que deve ser
conceitualmente compreendida em relac¸a˜o ao tempo e espac¸o.
Na˜o temos como entender a computabilidade sem a sua perspectiva histo´rica. As pro-
vas de Alonso Church e Alan Turing vieram de conceitos anteriores como os conceitos
de recursividade de Cantor, da lo´gica combinato´ria de Scho¨nfinkel e do λ-Ca´lculo
com Haskell Curry. Hilbert, no in´ıcio do se´culo XX, propoˆs 23 problemas a serem
resolvidos no se´culo. Em 1910 apresentou 10 deles na confereˆncia de Paris, dos quais
apenas 4 foram resolvidos. Assim, liga-se a histo´ria ao tempo espac¸o dos problemas
e a histo´ria liga Hilbert com von Neumann, Heisenberg, Dirac, Schro¨dinger,
Niels Bohr e Albert Einstein, mostrando como as principais teorias da f´ısica
moderna foram criadas.
xviii Prefa´cio
A perspectiva histo´rica tambe´m e´ importante para compreender como Einstein
chegou a` relatividade e a sua busca pela teoria geral do universo, ou como Turing
usou a computabilidade para resolver o problema da ma´quina Enigma, ou, ainda,
como Heisenberg chegou ao princ´ıpio da incerteza buscando pela posic¸a˜o do ele´tron.
Como todos se relacionam? Se relacionam por meio da transformac¸a˜o histo´rica de
conceitos matema´ticos que va˜o se juntando como um enorme quebra-cabec¸a. So´
a histo´ria pode mostrar que a matema´tica que estudamos hoje foi gerada por um
processo constru´ıdo no tempo da jornada da humanidade. Uma jornada de milhares
de anos de teorias obtidas pela cieˆncia e experimento. A histo´ria, na verdade, e´ quem
molda teorias. A relatividade de Einstein nunca foi sua principal teoria. Um dos ma-
tema´ticos da teoria quaˆntica era von Neumann que propos o modelo da computac¸a˜o
determin´ıstica. Vejam que paradoxo! Um dos cientistas da teoria quaˆntica, nada
determin´ıstica, propo˜e um modelo de arquitetura de processador para o computador
como uma ma´quina de estado determin´ıstica.
Podemos dizer que a cieˆncia e´ investigativa mas grande parte nasce da criatividade,
da intuic¸a˜o e da interatividade humana, ou seja, do processo histo´rico. Portanto,
ha´ que se diferenciar entre o modelo investigativo da matema´tica e o modelo cog-
nitivo. Sendo a matema´tica uma cieˆncia com base em postulados toda validac¸a˜o
de resultados da matema´tica como modelo investigativo, e´ corroborado por ela
mesma como cieˆncia cognitiva. Desta forma podemos dizer que o contexto histo´rico e´
fundamental para a compreensa˜o do seu conteu´do. Certamente, a matema´tica atingiu,
hoje, uma importaˆncia crucial em todas as atividades humanas. Seja na economia,
na engenharia ou na sau´de, todos dependem de me´todos matema´ticos. Cada um dos
ramos da matema´tica agora se subdividem em a´reas com especificidades como as
especialidades da engenharia ou da medicina.
A matema´tica tem uma teia de relac¸o˜es com va´rias a´reas do conhecimento. As
relac¸o˜es da matema´tica com a astronomia, a f´ısica e outras cieˆncias podem ser
observadas desde ha´ muito tempo, em livros como os de Newton, Kepler, Pascal,
Descartes e outros mais modernos como Gauss, Hamilton, Boole, Cantor, Riemann,
entre outros. Assim forma-se a base para a um livro de suma importaˆncia. Um livro
que e´ fundamental para a compreensa˜o, pelo leitor, de como surgiram as ideias ma-
tema´ticas. Antes de deduzir e demonstrar os teoremas principais ou mais elaborados
da matema´tica, e´ importante mostrar ao leitor as bases a partir das quais foram
enunciados os problemas e como foi conduzida sua soluc¸a˜o com o alicerce matema´tico
existente. Mas o livro na˜o para por a´ı. Trata-se de uma leitura muito agrada´vel que
nos transporta a` visa˜o de problemas e soluc¸o˜es matema´ticas em seu tempo; na sua
origem; ou na sua fonte. Organizado, preferencialmente numa linha temporal, o livro
aborda as diversas teorias matema´ticas de uma maneira interdependente, mostrando
que os conceitos fundamentais se mante´m e se aplicam a`s descobertas matema´ticas
cada vez mais complexas.
Evitando a grande dificuldade de expor e demonstrar as modernas teorias rela-
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tiv´ısticas, quaˆnticas ou das cordas o livro compensa pela facilidade de expor as
ideias sobre elas e como foram elaboradas, questionadas e resolvidas. Torna-se mais
fa´cil entender e mais evidente de se constatar as relac¸o˜es conceituais do homem e
sua obra no contexto temporal da evoluc¸a˜o da matema´tica. E´ como compreender
de que maneira a matema´tica vai se revelando a si mesma e por si mesma. E´ a
histo´ria permitindo a formac¸a˜o do homem acostumado a` discussa˜o matema´tica e
ao pensamento matema´tico, mais do que um usua´rio habituado a formula´rios e
receitas como ferramentas de soluc¸o˜es de problemas. Resta-me apenas desejar uma
boa leitura.
Floriano´polis, Dezembro de 2015
Joa˜o Caˆndido Dovicchi
Departamento de Informa´tica e Estat´ıstica da UFSC

Prefa´cio B
A computac¸a˜o e´ uma cieˆncia moderna e muito nova, e cujo esta´gio atual de desen-
volvimento ja´ a inseriu no cotidiano das pessoas e ja´ a transformou em ferramenta
viabilizadora e indispensa´vel a um grande conjunto de atividades humanas em todo o
mundo. E´ a parte do que define nossa sociedade hoje. Tal esta´gio de desenvolvimento
e esse impacto social em n´ıvel global seriam impensa´veis ha´ apenas um u´nico se´culo.
O que tornou isso poss´ıvel e como se deu ta˜o importante processo?
Ao contra´rio do que os mais jovens hoje possam pensar, devido ao seu conv´ıvio
intenso com sistemas computacionais, os computadores na˜o existiram sempre. Pas-
mem, mas a humanidade ja´ sobreviveu por algumas dezenas de milhares de anos
sem computadores e sem telefones celulares, e esses equipamentos na˜o surgiram
sozinhos. A concepc¸a˜o da computac¸a˜o como cieˆncia e sua evoluc¸a˜o tecnolo´gica foram
viabilizadas atrave´s do tempo e de um grande conjunto de trabalhos independentes
de pessoas inovadoras, de visiona´rios e de cientistas, alguns famosos e muitos hero´is
desconhecidos, e de muitas a´reas, desde a matema´tica ate´ a tecelagem. Os trabalhos
e contribuic¸o˜es de cada uma desses “gigantes”, em seu devido contexto histo´rico e
social, se intersectaram e se aperfeic¸oaram numa rede histo´rica de acontecimentos e
de inovac¸o˜es que so´ pode ser considerada fanta´stica e empolgante pelos entusiastas
da a´rea de computac¸a˜o e de informa´tica, e por qualquer pessoa curiosa de forma geral.
Ale´m de fanta´stica e empolgante, essa rede histo´rica de desenvolvimentos tecnolo´gicos
e cient´ıficos constitui tambe´m um conhecimento muito importante aos profissionais
da a´rea de computac¸a˜o, possibilitando a eles ter um entendimento mais hol´ıstico
de sua a´rea de atuac¸a˜o e uma visa˜o mais clara “do queˆ”, “de quem” e “de como” a
cieˆncia da computac¸a˜o chegou a ser aquilo que e´ hoje. Embora a computac¸a˜o como a
conhecemos tenha menos de um se´culo e muitos nomes conhecidos pelos profissionais
da a´rea de computac¸a˜o sejam de pessoas do se´culo XX, algumas ainda vivas, outros
gigantes por tra´s delas desenvolveram seus trabalhos ha´ bem mais tempo e em outros
contextos, e sa˜o pouco reconhecidos.
Parte desse problema se deve a` falta de uma refereˆncia bibliogra´fica que agre-
gue tais informac¸o˜es, relacionado as pessoas e seus trabalhos num certo contexto
histo´rico com sua contribuic¸a˜o a uma a´rea espec´ıfica da computac¸a˜o, que pode ter
acontecido de´cadas depois. Alguns livros citam alguns desses trabalhos, outros livros
citam outros. De meu conhecimento, nenhum e´ razoavelmente completo. Em obras
introduto´rias a` cieˆncia da computac¸a˜o encontra-se sempre um histo´rico descrito num
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grau de detalhamento compat´ıvel a um cap´ıtulo de livro, mas na˜o muito mais que isso.
Informac¸o˜es mais aprofundadas podem ser encontradas dispersas em diferentes livros
espec´ıficos sobre determinada a´rea da computac¸a˜o, mas sa˜o informac¸o˜es espec´ıficas
daquela a´rea. Como profissional da computac¸a˜o, eu, ate´ agora, desconhecia uma obra
que fizesse uma revisa˜o ampla dos trabalhos desenvolvidos ao longo da histo´ria e
relacionasse sua contribuic¸a˜o a diferentes a´reas da cieˆncia computac¸a˜o, num n´ıvel de
detalhamento que na˜o e´ superficial, mas que tambe´m na˜o e´ massante e nem profundo
ao ponto de almejar ser uma refereˆncia daquela a´rea espec´ıfica. Foi isso o que o autor
deste livro fez.
Este livro traz uma rica colec¸a˜o de informac¸o˜es sobre trabalhos de diferentes vi-
siona´rios e cientistas, em ordem cronolo´gica, e descreve como esses trabalhos con-
tribu´ıram para o desenvolvimento de trabalhos posteriores e de a´reas e te´cnicas
espec´ıficas da computac¸a˜o, como a computabilidade em si, func¸o˜es, recursividade,
circuitos lo´gicos digitais, linguagens e paradigmas de programac¸a˜o, complexidade de
algoritmos, criptografia, comunicac¸a˜o de dados, grafos, ma´quinas de estados finitos,
tipos de dados, entre va´rias outras. Os nomes dos cientistas, que geralmente sa˜o
apenas citados nos livros e permanecem anoˆnimos, aqui sa˜o transformados em rostos
sempre que poss´ıvel, de modo que o leitor possa realmente ver e identificar as pessoas
que contribu´ıram com a histo´ria da computac¸a˜o. O autor tambe´m incluiu, ao longo
dos cap´ıtulos, um grande conjunto de curiosidades e de imagens de equipamentos,
de produtos e de lugares, e que tornam a leitura mais agrada´vel, e tambe´m costuma
fazer paralelos com os dias e tecnologias atuais, tornando a leitura e o aprendizado
mais pra´ticos.
Neste livro o leitor na˜o encontrara´ apenas uma descric¸a˜o superficial das a´reas
e te´cnicas associadas a`s contribuic¸o˜es histo´ricas apresentadas. Ao apresentar uma
a´rea ou te´cnica, como recursividade, grafos, ou complexidade de algoritmos, o autor
a descreve formalmente. Modelos matema´ticos e teoremas sa˜o apresentados, e o tema
e´ efetivamente abordado. Considero isso o´timo. Preenche uma lacuna que existia
em outras obras. O n´ıvel de profundidade em que o autor apresenta as informac¸o˜es
neste livro, as tornam, em minha opinia˜o, acess´ıveis aos estudantes de graduac¸a˜o
em computac¸a˜o e em a´reas afins, como engenharias, e mesmo acess´ıvel a pessoas
relativamente leigas, desde que sejam familiarizadas com algumas te´cnicas com-
putacionais e com notac¸a˜o matema´tica, e que possuam racioc´ınio lo´gico em certo
grau. Por outro lado, este livro tambe´m reu´ne em cada cap´ıtulo um conjunto de
hyperlinks e refereˆncias a outras obras onde o leitor mais avanc¸ado (ou que busca
informac¸o˜es mais profundas) pode continuar sua leitura. Portanto, considero que
esse livro (volume 2) e´ uma boa refereˆncia aos curiosos e entusiastas da computac¸a˜o,
sejam eles relativamente leigos ou mesmo ja´ conhecedores de alguns aspectos da
histo´ria da computac¸a˜o e de algumas a´reas da computac¸a˜o. Estou convencido que os
leitores interessados em computac¸a˜o tera˜o uma o´tima leitura.
Floriano´polis, Dezembro de 2015
Rapael Luiz Cancian
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envindo ao Volume II, da se´rie “Do Pensamento Matema´tico a` Cieˆncia da Com-
putac¸a˜o”. No Volume I foi abordado a histo´ria da Matema´tica e Lo´gica, para se
chegar a` Cieˆncia da Computac¸a˜o. Os cap´ıtulos enfatizaram desde os primo´rdios da
Matema´tica e da Lo´gica, ate´ finalmente abordar quais sa˜o os sistemas formais da
Cieˆncia da Computac¸a˜o. Sem proporcionar uma apresentac¸a˜o rigorosa, o Volume
I mostra informalmente e historicamente, as grandes ideias na Matema´tica e na
Lo´gica que redundaram na aparic¸a˜o da Cieˆncia da Computac¸a˜o. Neste Volume II,
a apresentac¸a˜o e´ histo´rica, mas um pouco mais formal, comec¸ando em Alonzo
Church e Alan Turing, passando pela teoria da computabilidade, mostrando a
histo´ria da pesquisa da teoria da complexidade, um cap´ıtulo sobre a visa˜o abstrata
de dados e chegando a` Computac¸a˜o Quaˆntica. Todos os cap´ıtulos enfatizam, o lado
humano dos cientistas da computac¸a˜o.
A partir da extensa˜o alcanc¸ada pela abrangeˆncia do assunto em um so´ livro, o
vasto conteu´do que se pode escrever sobre o assunto, fez com que se possa criar
va´rios volumes. Assim, para o tempo de 2014 e 2015, um segundo volume tambe´m
foi organizado. O volume II tambe´m foi organizado atrave´s das atividades do mesmo
projeto de pesquisa INE-UFSC 2013.1533, realizado no Departamento de Informa´tica
e Estat´ıstica da UFSC, que comportara´, enta˜o, primeiramente, estes dois volumes.
Os seus conteu´dos dizem respeito ao elo existente entre a Matema´tica, a Lo´gica e a
Cieˆncia da Computac¸a˜o e, destina-se a servir como material de apoio para o ensino
de matema´tica para alunos em Cieˆncia da Computac¸a˜o.
O conteu´do aqui exposto, tenta mostrar como a matema´tica contribuiu para o
surgimento da Cieˆncia da Computac¸a˜o, colocando do ponto de vista histo´rico os
diversos acontecimentos que surgiram de mentes geniais e que, no passado, redun-
daram diretamente na aparic¸a˜o da Cieˆncia da Computac¸a˜o. As pa´ginas deste livro
mostrara˜o que a Matema´tica proporcionou as ideias para as soluc¸o˜es dos problemas
teo´ricos e pra´ticos que fizeram surgir a Cieˆncia da Computac¸a˜o. O tema do livro
tem uma histo´ria bastante abrangente. Afinal, onde quer que olhemos a Cieˆncia da
Computac¸a˜o, a Matema´tica e a Lo´gica permeiam nos fundamentos desta cieˆncia.
Sem a Matema´tica e a Lo´gica como base, a Cieˆncia da Computac¸a˜o na˜o existiria.
Assim, os assuntos dos cap´ıtulos foram escolhidos para enfatizar como os con-
ceitos da Matema´tica foram utilizados na Cieˆncia da Computac¸a˜o. O livro deve
ser utilizado como complemento de estudo relativo a outros livros de Matema´tica
xxvi Prefa´cio
ou Cieˆncia da Computac¸a˜o teo´rica. O principal objetivo e´ mostrar as origens dos
fundamentos da Cieˆncia da Computac¸a˜o e de conceitos computacionais atuais. Os
seus capitulos mostram para que serve a matema´tica, quando se pensa em Cieˆncia
da Computac¸a˜o. O livro focaliza a matema´tica discreta, de maior utilizac¸a˜o para a
Cieˆncia da Computac¸a˜o, desde as ideias de Church e Turing, ate´ os anos 80-90 do
se´culo XX, quando surgiu a ideia dos tipos abstratos de dados na computac¸a˜o. Mas
finaliza lembrando que ja´ temos um futuro promissor para a cieˆncia da computac¸a˜o
atual: a computac¸a˜o quaˆntica.
Este livro tem a missa˜o de ajudar alunos de graduac¸a˜o de Cieˆncia da Computac¸a˜o,
ou mesmo os de n´ıveis mais avanc¸ados, a se conectarem com a matema´tica discreta
da computac¸a˜o. Toda a evoluc¸a˜o histo´rica deste segundo volume, e´ mostrada nos
cap´ıtulos apropriados, mostrando a participac¸a˜o de matema´ticos e lo´gicos famosos e
importantes, como Alonzo Church,Alan Turing, John von Neumann, Emil
Post, Claude Shannon e tantos outros nos primo´rdios da Cieˆncia da Computac¸a˜o.
O autor tenta enfatizar as ideias e os conceitos, sem entrar no me´rito das demons-
trac¸o˜es matema´ticas, que esta˜o em outros livros mais espec´ıficos sobre a teoria
matema´tica da computac¸a˜o. Este Volume II apresenta o lado humano das mentes
geniais, enaltecendo as realizac¸o˜es dos grandes matema´ticos e lo´gicos, no seu contexto
histo´rico, cujas ideias influiram na aparic¸a˜o da Cieˆncia da Computac¸a˜o.
Embora o Volume I na˜o seja uma exigeˆncia pre´via e indispensa´vel para o Volume II,
e´ recomendado que o leitor que na˜o conhec¸a as ra´ızes da Cieˆncia da Computac¸a˜o,
leia o Volume I, porque foram incluido to´picos que na˜o sa˜o aqui cobertos e o leitor
pode se habituar com a notac¸a˜o e terminologia matema´tica e lo´gica, usadas. Os
to´picos agora abordados esta˜o nos cap´ıtulos 1-15. Como no cap´ıtulo 1 do Volume I,
comec¸amos com aspectos hosto´ricos da Cieˆncia da Computac¸a˜o para introduzir o
restante deste livro.
Entre os princ´ıpios que nortearam o autor na apresentac¸a˜o do seu material no
volume II, destacam-se os seguintes: (1) Relacionar as tendeˆncias da matema´tica
aritme´tico-alge´brica e da lo´gica, ambas formalistas, em direc¸a˜o a` construc¸a˜o da
Cieˆncia da Computac¸a˜o. (3) Se a Matema´tica e a Lo´gica sa˜o uma grande aventura
nas ideias, as suas histo´rias refletem alguns dos mais nobres pensamentos de inu´meras
gerac¸o˜es. Como consequeˆncia, a Cieˆncia da Computac¸a˜o tambe´m comporta ideias
geniais de gerac¸o˜es mais recentes, mas sobretudo, numa evoluc¸a˜o muito mais ra´pida,
talvez pela grande contribuic¸a˜o dada pela Matema´tica, pela Lo´gica e pela aparic¸a˜o
da microeletroˆnica. Assim, o autor vislumbrou, a princ´ıpio, a organizac¸a˜o de dois
volumes, dividindo em duas partes, baseando a exposic¸a˜o do surgimento da Cieˆncia
da Computac¸a˜o, em termos das personalidades desta cieˆncia, as verdadeiras donas
das ideias, as vezes narrando fatos e suas ideias geniais, em vez de tratar especifica-
mente os assuntos. Os va´rios assuntos aqui abordados esta˜o, de forma muito mais
aprofundada, em outros livros mais espec´ıficos da Cieˆncia da Computac¸a˜o teo´rica.
Da´ı, o autor na˜o se preocupar com demonstrac¸o˜es matema´ticas que esta˜o em outros
livros, dando prefereˆncia aos conceitos chaves, tentados ser explicados de forma mais
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expl´ıcita.
Por vezes, uma refereˆncia bibliogra´fica substitui uma ana´lise histo´rica. A histo´ria da
Cieˆncia da Computac¸a˜o, como colocada aqui, comec¸ou nos tempos das calculadoras
mecaˆnicas, a pre´-histo´ria tecnolo´gica dos computadores. E em termos de lo´gica e
matema´tica, comec¸amos em Alonzo Church e Alan Turing, indo ate´ Claude
Shannon, mas acrescentando alguns cap´ıtulos para ressaltar os benef´ıcios da ma-
tema´tica, sobre modelagen em grafos e a visa˜o abstrata de dados em computac¸a˜o. A
selec¸a˜o do material foi baseada exclusivamente levando-se em conta os personagens
da lo´gica e da matema´tica, e ate´ na breve histo´ria das ideias que redundaram nos
primeiros computadores . Nem sempre foi possivel consultar todas as fontes em
primeira ma˜o. Algumas vezes, foram ulilizadas fontes de segunda. O autor reconhece
que e´ um bom princ´ıpio, conferir as afirmac¸o˜es tanto quanto possivel pelas fontes
originais. Entretanto, no tempo dispon´ıvel ao autor e com os recursos de que dispoˆs,
as citac¸o˜es decorreram, de va´rios livros de sua pro´pria biblioteca sobre matema´tica,
lo´gica e computac¸a˜o. Ale´m dos recursos pro´prios de bibliografia do autor, fiz uso
extensivo de diversos sites de Internet, em especial, www.wikipedia.org, e alguns
outros, pelo conteu´do interessante que apresentaram. Tambe´m, pelos recursos finan-
ceiros dispon´ıveis, nestes dois volumes, o editor e´ o pro´prio autor, conforme as regras
da Ageˆncia Brasileira do ISBN.
Floriano´polis, Dezembro de 2015
Joa˜o Bosco M. Sobral

CAPI´TULO 1
O Embria˜o da Cieˆncia da
Computac¸a˜o
V
imos no Volume I como a matema´tica e a lo´gica exerceram papel fundamental no
surgimento da Cieˆncia da Computac¸a˜o. A relevaˆncia da lo´gica se assemelha ao
que o ca´lculo representou para a f´ısicca e para a engenharia tradicional. A lo´gica pro-
porciona as ferramentas intelectuais para se estudar inteligeˆncia artificial, engenharia
de software, programac¸a˜o automa´tica para prova de teoremas, teoria dos bancos,
lo´gica de programac¸a˜o e teoria da computac¸a˜o. Do ponto de vista matema´tico,
as ideias de Dedekind, Go¨del, Hebrand, Kleene e Rosser, criaram as func¸o˜es
recursivas primitivas, direcionando os primeiros passos para a criac¸a˜o dos modelos
computacionais dos anos 30 em direc¸a˜o a` teoria da computabilidade.
A lo´gica foi incorporada na computabilidade de algoritmos executando as func¸o˜es de
(Turing) e, na de´cada seguinte, foi transformada em circuitos ele´tricos de (Shanonn).
A matema´tica da teoria dos grafos, surgida com Euler em 1736, pensada por Turing,
vislumbrada por Kleene em 1951 e desenvolvida nos u´ltimos anos de vida de John
von Neumann , evoluiu proporcionando o modelo dos autoˆmatos finitos, e as redes
de Carl Petri. Tais redes foram iniciadas em 1939, tornando a computabilidade
via´vel e verifica´vel. Na de´cada de 60, a teoria da computabilidade deu origem a` teoria
da complexidade e se formaram treˆs a´reas, hoje, tradicionalmente, centrais da teoria
da computac¸a˜o: autoˆmatos, computabilidade e complexidade, proporcionando as
capacidades fundamentais dos computadores atuais.
1.1 Da Matema´tica a` Cieˆncia da Computac¸a˜o
Como mostrado no Volume I, um marco inicial na histo´ria da computac¸a˜o foi o
Entscheidungsproblem (problema de decisa˜o) de David Hilbert. Ele acreditava que
todos os problemas poderiam ser resolvidos com algum procedimento efetivo, o qual
consistia em encontrar um procedimento para se resolver um problema matema´tico.
Em 1931, Kurt Go¨del, com o teorema da incompletude , demonstrou que, como
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propostos por Hilbert, certos problemas na˜o tinham como ter soluc¸a˜o nos sistemas
formais axioma´ticos como proposto por Hilbert. A classe de func¸o˜es usada por
Go¨del foi a das func¸o˜es primitivas recursivas definidas anteriormente por Dedekind
em 1888 e depois, propostas por Jacques Herbrand . Go¨del levou a discussa˜o a
frente, no sentido de identificar um formalismo para definir a noc¸a˜o de procedimento
efetivo.
A ideia de procedimentos recursivos ja´ era considerada valiosa, porque atrave´s
de procedimentos recursivos finitos poderia-se chegar a conjuntos de resultados
infinitos. No in´ıcio dos anos 30, Church fazia seu trabalho pensando em func¸o˜es.
Church usou dois formalismos para estudar o problema efetivamente computa´vel:
λ-calculus (Church, 1936) e as func¸o˜es recursivas (Kleene, 1936). Church definia
procedimentos efetivos como ”caracterizac¸o˜es ta˜o gerais da noc¸a˜o do efetivamente
computa´vel, quanto consistentes com o entendimento intuitivo usual”. A teoria da
recursa˜o foi, enta˜o, originada com o trabalho de Kurt Go¨del, Alonzo Church,
Stephen Kleene, John Barkley Rosser (1907-1989), Alan Turing e Emil Post
nos anos 30.
Turing ja´ imaginava o que poderia ser uma ma´quina programa´vel. Em 1936 Turing
propoˆs um formalismo para a representac¸a˜o de procedimentos efetivos. Esse foi o
primeiro trabalho a identificar procedimentos para uma ”ma´quina computacional
autoˆmata abstrata”, com as noc¸o˜es intuitivas de efetividade. Desde enta˜o, diversas
pesquisas foram desenvolvidas, outros formalismos foram propostos, com o intuito
de definir um modelo computacional suficientemente gene´rico, capaz de implementar
qualquer func¸a˜o computa´vel, os quais possuem o mesmo poder computacional que
as func¸o˜es recursivas.
Surgiu, enta˜o, a Cieˆncia da Computac¸a˜o , como o conhecimento sistematizado
relativo a` computac¸a˜o. A partir da´ı, Turing passou a imaginar a lo´gica computa-
cional para o funcionamento dessa ma´quina abstrata, e proporcionar o que seria
chamado de procedimento efetivo, a conceituac¸a˜o do que hoje chamamos algoritmo .
Assim, se comec¸ou a indagar o que poderia ser uma ma´quina programa´vel e de uso
geral. Tal ma´quina era idealizada considerando um modelo computacional. Neste
contexto surgiram os modelos computacionais da (a) ma´quina de Turing (1936); o
sistema canoˆnico de Post (1943); o modelo do algoritmo de Markov (1954); o modelo
das ma´quinas de registradores (1963) e o modelo Random Acess Stored Programs
(RASP) (1964). Um algoritmo e´, enta˜o, definido como sendo um procedimento efetivo,
que pode ser descrito usando qualquer destes formalismos equivalentes. Ou seja, sabe-
se hoje que, qualquer destes formalismos permitia descrever todos os procedimentos
poss´ıveis que podem ser executados em um computador.
Como qualquer modelo cient´ıfico, o computacional pode ser preciso em alguns
aspectos e, possivelmente, impreciso em outros. Assim, surgiram va´rios modelos
computacionais diferentes, e dependendo do que se desejasse focalizar, um ou outro e´
melhor para ser utilizado. Por exemplo, a pesquisa de Stephen Kleene era sobre a
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teoria de algoritmos e teoria de func¸o˜es recursivas, uma a´rea que ele desenvolveu. Ele
desenvolveu o campo da teoria da recursa˜o juntamente com Go¨del, Church, Ros-
ser, Turing, Post e outros da e´poca. O trabalho de Kleene na teoria da recursa˜o
ajudou a fornecer os fundamentos da Cieˆncia da Computac¸a˜o teo´rica. Ao propor-
cionar me´todos para determinar quais os problemas que sa˜o solu´veis, o trabalho
de Kleene levou ao estudo de func¸o˜es que poderiam ser computadas. A partir dos
desenhos de Turing, imaginando redes neurais nos anos 30, Kleene, no vera˜o de
1951, descobriu uma caracterizac¸a˜o importante de autoˆmatos finitos , e seu trabalho
tem sido muito influente para a Cieˆncia da Computac¸a˜o teo´rica.
A respeito do trabalho de Rosser, John Barkley Rosser (1907-1989) foi um
lo´gico estadunidense, estudante de Church contemporaˆneo de Kleene e Turing na
Princeton University, conhecido pela sua participac¸a˜o no teorema Church-Rosser e no
λ-calculus. Em 1936, ele provou o Rosser’s trick , uma versa˜o mais forte do teorema
da incompletude de Go¨del. Este me´todo foi introduzido como um melhoramento da
prova original de Go¨del em 1931. Rosser tambe´m participou da teoria dos nu´meros
primos tendo provado o Rosser’s theorem em 1938, que diz que, se pn e´ o n-e´simo
nu´mero primo, enta˜o, para qualquer n > 1, tem-se pn > n.ln n. O paradoxo de
Kleene-Rosser mostrou que o λ-ca´lculo original era inconsistente, o que fez com
que Church mudasse seu objetivo de ter um ca´lculo, passando a trabalhar com a
parte da descric¸a˜o de func¸o˜es que havia definido para o λ-ca´lculo original Zach (2006).
O conceito de ma´quina enta˜o passa a ser a interpretac¸a˜o dos algoritmos de acordo
com os dados fornecidos. Uma ma´quina seria capaz de interpretar um algoritmo,
desde que possuisse uma interpretac¸a˜o para cada operac¸a˜o ou teste que constituia o
algorimto. Uma computac¸a˜o seria um histo´rico do funcionamento da ma´quina para o
algoritmo, considerando um valor inicial. E o conceito de func¸a˜o computada seria
uma func¸a˜o (parcial), induzida a partir da ma´quina e dos dados, e definida sempre
que, para um dado valor de entrada, existisse uma computac¸a˜o finita (a ma´quina
pa´ra). Algoritmos e ma´quinas sa˜o, enta˜o, tratados como entidades distintas, mas
complementares e necessa´rias para a definic¸a˜o de computac¸a˜o Diverio e Menezes
(2011).
O estudo da teoria dos grafos engatinhou do se´culo XVIII (1736, quando surgiu
a ideia por Euler) ate´ o se´culo XX, quando anos 40 e 50 comec¸aram a surgir os
primeiros computadores digitais. Da´ı em diante, o estudo e a aplicac¸a˜o da teoria
dos grafos foi acelerado e praticamente tornou-se uma ferramenta para a soluc¸a˜o de
problemas, muito u´til para a Cieˆncia da Computac¸a˜o, como existem a teoria dos
autoˆmatos e a teoria das redes de Petri, iniciada em 1939, desenvolvida por Carl
Petri (1926-2010), um matema´tico alema˜o e cientista da computac¸a˜o.
A partir de Kleene (1951), John von Neumann passou uma parte considera´vel
dos u´ltimos anos de sua vida trabalhando a teoria de autoˆmatos, pensando em
definic¸o˜es e propriedades de modelos matema´ticos de computac¸a˜o. Envolvendo uma
mistura de matema´tica pura e aplicada, bem como outras cieˆncias, a teoria de
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autoˆmatos desempenha papel importante em diversas a´reas aplicadas da Cieˆncia da
Computac¸a˜o. A teoria e´ uma maneira excelente de se comec¸ar a estudar a base da
computac¸a˜o, ja´ que as teorias da computabilidade e da complexidade exigem uma
definic¸a˜o precisa de um computador.
Um dos modelos mais simples, baseados em grafos, sa˜o os autoˆmatos finitos, que
surgiu das ideias desenvolvidas por Turing, Kleene e John von Neumann. Os
autoˆmatos finitos sa˜o bons modelos para computadores com uma quantidade ex-
tremamente limitada de memo´ria. O que se pode fazer com um computador de
memo´ria ta˜o pequena? Nos dias atuais, interagimos com esses computadores o tempo
todo, pois eles residem embarcados em va´rios dispositivos eletromecaˆnicos atuais.
Um exemplo e´ o de um controlador de uma porta automa´tica. O projeto desses
dispositivos requer que se tenha em mente a teoria, a terminologia e a metodologia
dos autoˆmatos finitos Sipser (2011).
Como contrapartidas probabil´ısticas para os autoˆmatos finitos, existem as cadeias
de Markov que sa˜o modelos u´teis quando estamos interessados em tentar reconhecer
padro˜es em dados. Cadeias de Markov podem ser utilizadas para reconhecimento
de voz ou em outros tipos de reconhecimento o´ticos. Sa˜o usadas para fazer previsa˜o
de mudanc¸a de prec¸os no mercado financeiro Gallager (2014) e Coleman (1974).
1.2 A Necessidade das Linguagens
Se formos estudar a teoria dos autoˆmatos finitos de uma perspectiva matema´tica,
fazemos isso num n´ıvel abstrato, sem refereˆncia a qualquer aplicac¸a˜o espec´ıfica. Mas,
o que e´ importante na definic¸a˜o de um autoˆmato e´ a utilizac¸a˜o do alfabeto de uma
linguagem. Autoˆmatos devem prover a definic¸a˜o de uma computac¸a˜o e reconhecer
linguagens, constitu´ıdas de cadeias de s´ımbolos de um alfabeto em que se constro´i a
linguagem. Assim, foram criadas as , que sa˜o as que algum autoˆmato as reconhecem.
Mesmo do ponto de vista teo´rico, como autoˆmatos sa˜o constru´ıdos, nota-se que esses
autoˆmatos precisam ser ”alimentados”com cadeias de s´ımbolos de algum alfabeto de
alguma linguagem, como em Sudkamp (1988).
Das pequenas linguagens com alfabetos mı´nimos, a Cieˆncia da Computac¸a˜o, na
medida em que foram surgindo os grandes projetos de computadores, cada vez mais
surgia a necessidade do homem interagir com a ma´quina. Dos co´digos bina´rios iniciais
nascia tal necessidade da interac¸a˜o homem-ma´quina, mas imbuida da complexidade
em se ter que programar um computador atrave´s de seu co´digo nativo: a linguagem
bina´ria nativa conte´m somente dois s´ımbolos no seu alfabeto, mas apresenta dif´ıcil
entendimento do seu significado. Assim, nasceu a necessidade de se ter outros n´ıveis
de linguagens de comunicac¸a˜o com a ma´quina. Onde se precisa de comunicac¸a˜o entre
duas partes, surge uma linguagem essencial a` interac¸a˜o entre essas duas partes. Assim
foram concebidas as linguagens de programac¸a˜o de computadores. Na medida em que
o usua´rio do computador percebia sua dificuldade de interac¸a˜o, passava a trabalhar
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com linguagens de n´ıvel mais alto de abstrac¸a˜o. Entretanto, precisando traduzir da
linguagem de n´ıvel mais alto, para a de n´ıvel mais baixo, ja´ que e´ neste n´ıvel baixo
de abstrac¸a˜o que o computador foi constru´ıdo para funcionar. Por isso, em 1952,
Grace Hopper desenvolveu o primeiro tradutor de linguagem computacional, que
veio a ser chamado de compilador.
Decorrente do conhecimento sobre linguagens naturais, que sa˜o mantidas por uma
sintaxe e uma semaˆntica, surgidas das formas convencionais com que os povos se
comunicam entre si e entre povos, surgem as , alicerc¸adas por uma classificac¸a˜o criada
por Avram Noam Chomsky (1928) que numerou quatro famı´lias de grama´ticas
(e linguagens) que compreendem uma hierarquia. Chomsky pesquisou va´rios tipos
de procurando entender se poderiam ser capazes de capturar as propriedades-chave
das l´ınguas humanas e associa´-las ao uso por usua´rios de computador.
Figura 1 – Noam Chomsky - Quatro famı´lias de linguagens e grama´ticas.
Fonte: libraries.mit.edu.
A hierarquia de Chomsky divide as grama´ticas formais em classes com poder
expressivo crescente, por exemplo, cada classe sucessiva pode gerar um conjunto
mais amplo de linguagens formais que a classe imediatamente anterior. Ale´m de ser
relevante em lingu´ıstica, a hierarquia de Chomsky tambe´m tornou-se importante
em Cieˆncia da Computac¸a˜o, especialmente aplicada na teoria de autoˆmatos e na
construc¸a˜o de compiladores de linguagens.
Portanto, quando se pensa em linguagens e ma´quinas, acabamos por entrar no
campo da teoria da computac¸a˜o teo´rica, para abordar os me´todos formais de descre-
ver as linguagens atrave´s de suas grama´ticas (sintaxe). No que tange as semaˆnticas
de linguagens, a matema´tica e a lo´gica tambe´m contribuem com os me´todos da
semaˆntica operacional (baseado em computac¸o˜es), me´todo axioma´tico (baseado em
regras de infereˆncia do ca´lculo de uma lo´gica) e o me´todo da semaˆntica denotacional
(baseado na criac¸a˜o de func¸o˜es semaˆnticas). A matema´tica e a lo´gica dos me´todos
semaˆnticos de linguagens de computador, sera´ assunto de outro volume previsto pelo
autor.
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1.3 Para os Nossos Propo´sitos ...
Estamos no se´culo XX, nos anos 30. Neste volume II focalizaremos a esseˆncia da
Cieˆncia da Computac¸a˜o ja´ existindo. Ale´m deste cap´ıtulo inicial, comec¸amos mos-
trando as va´rias calculadoras mecaˆnicas do se´culo XIX, que motivaram o surgimento
no se´culo XX das ma´quinas programa´veis. Passamos da computac¸a˜o sem compu-
tador, abordando as func¸o˜es de Alonzo Church nos in´ıcio dos anos 30, e da ideia
genial de Alan Turing definido uma maquina abstrata e algoritmo, para o caminho
conduzindo a` teoria da computabilidade. Enfatizamos a contribuic¸a˜o de Emil Post
sobre a computabilidade e a lo´gica proposicional. Um cap´ıtulo esta´ organizado para
as func¸o˜es computa´veis µ-recursivas, e chegamos a Claude Shannon, trasformando
a a´lgebra de uma lo´gica em circuitos ele´tricos. Focalizamos o legado de John von
Neumann. Surgem os primeiros projetos de computadores digitais. Da teoria da
computabilidade dos anos 30, surgiu a teoria da complexidade, do final dos anos 50
ao in´ıcio dos anos 70 (o per´ıodo mai produtivo). A teoria dos grafos, a partir dos
anos 50, toma impulso e contribui com va´rios modelos de computac¸a˜o: os autoˆmatos
e as redes de Petri que estendem autoˆmatos.
E dos paradoxos da teoria dos conjuntos de Cantor, surge a teoria dos tipos de
Bertrand Russell e Martin Lo¨f, e, posteriormente, os tipos abstratos de dados.
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CAPI´TULO 2
Calculadoras Mecaˆnicas - a
Pre´-Histo´ria dos Computadores
E
ste cap´ıtulo destaca o surgimento das primeiras ma´quinas de calcular, inclindo a
ma´quina Antikythera (Anticythe`re) dos gregos no se´culo II a.C., a ma´quina de
Schickard, passando por Blaise Pascal , Leibniz , Charles Thomas , Charles
Babbage , W. T. Odhner e Baldwin. Aborda-se a primeira ide´ia de computador
de uso geral, a ma´quina anal´ıtica de Charles Babbage, as ideias deAda Lovelace
e a ma´quina de Willian S. Burroughs, este u´ltimo o fundador da Burroughs
Corporation no final do se´culo XIX. Muitas ma´quinas Burroughs foram vendidas no
Brasil. No cap´ıtulo tambe´m e´ abordada a ideia de Jacquard que programou um tear
com carto˜es perfurados e que deu origem a Herman Hollerith para uma ma´quina
de perfurar carto˜es, fundando a IBM (The International Business Machines), na
segunda de´cada do se´culo XX. Carto˜es perfurados eram o meio pelo qual usua´rios
de computadores programavam suas tarefas nos anos 1960-1970. Estes personagens
fizeram a pre´-histo´ria dos computadores de hoje.
2.1 A Ma´quina Antikythera (Anticythe`re)
Em Galvao (2007) e´ contada brevemente a histo´ria da ma´quina Antikythera (An-
ticythe`re). Como fizeram em tantos ramos do conhecimento, os gregos comec¸aram
a ideia de construir ma´quinas de computar. Constru´ıda no Se´culo II a.C. o meca-
nismo da Antikythera (Anticythe`re) era um computador astronoˆmico, mecaˆnico,
com muitas engrenagens, que permitia calcular as posic¸o˜es do sol e da lua, prever
eclipses. Este artefato que se acredita tratar-se de um antigo mecanismo para aux´ılio
a` navegac¸a˜o. Infelizmente essa tecnologia relativamente avanc¸ada para a e´poca foi
perdida. Parte desta histo´ria so´ comec¸ou a ser esclarecida em 1901, quando um
pescador encontrou por acaso um antigo naufra´gio perto da Ilha de Antikythera
(Anticythe`re), na Gre´cia. Entre outras coisas, foram descobertos os restos do que ficou
conhecido como a ma´quina de Antikythera (Anticythe`re). Os restos do artefato foram
resgatados, juntamente com va´rias esta´tuas e outros objetos, por mergulhadores, a`
10 Cap´ıtulo 2. Calculadoras Mecaˆnicas - a Pre´-Histo´ria dos Computadores
profundidade de aproximadamente 43 metros na costa da ilha grega de Antikythera
(Anticythe`re), entre a ilha de C´ıtera e a de Creta. O artefato parecia um relo´gio, mas
isso era pouco prova´vel porque se acreditava que relo´gios mecaˆnicos so´ passaram a
ser usados amplamente muito mais tarde.
O mecanismo original descoberto esta´ exposto na colec¸a˜o de bronze do Museu
Arqueolo´gico Nacional de Atenas, acompanhado de uma re´plica. Outra re´plica esta´
exposta no Museu Americano do Computador em Bozeman (Montana), nos Estados
Unidos da Ame´rica. Essa antiga ma´quina grega e muitos outros mecanismos de
ca´lculo inventados ate´ o seculo XVII tinham a limitac¸a˜o de que cada um servia so-
mente para realizar uma tarefa. Eram mecanismos dedicados a operac¸o˜es espec´ıficas.
O leitor pode tambe´m conhecer o dispositivo Antikythera (Anticythe`re) em Bolter
(1984).
Figura 2 – O mecanismo de Anticythe`re
Fonte: observatorio.ufmg.br.
Passaram-se muito se´culos antes do aparecimento de dispositivos mecaˆnicos com
sofisticac¸a˜o compara´vel. Como projetar uma ma´quina mais flex´ıvel o suficiente para
realizar outros tipos de tarefas? A resposta mesmo, so´ comec¸ou a ser obtida a partir
do se´culo XVII, como contado no que segue.
2.2 A Mecaˆnica das Calculadoras
Aproximadamente em 62 d.C., Herao Hierao Heron Hieron Alexandria (10
d.C-80 d.C), mais conhecido por Heron de Alexandria descreve duas ide´ias: (1) a
ligac¸a˜o de rodas dentadas de maneira a realizar a operac¸a˜o de vai um, e
(2) a utilizac¸a˜o de cilindros rotato´rios com pinos e cordas para controlar
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sequeˆncias de ac¸o˜es de outros mecanismos. Heron de Alexandria foi um sa´bio
matema´tico e mecaˆnico grego. E´ de sua autoria um tratado chamado Me´trica, que
versa sobre a medic¸a˜o de figuras simples de planos so´lidos, com prova das fo´rmulas
envolvidas no processo. Tratava da divisa˜o das figuras planas e so´lidas e conte´m a
fo´rmula de Hera˜o (embora esta talvez tenha sido descoberta por Arquimedes) para o
ca´lculo da a´rea de um triaˆngulo e um me´todo (ja´ antecipado pelos babiloˆnios) de
aproximac¸a˜o a uma raiz quadrada de nu´meros na˜o quadrados.
Sua mecaˆnica foi preservada pelos a´rabes e anuncia a regra do paralelogramo para a
composic¸a˜o de velocidades. Determina os centros simples de gravidade e discute as
engrenagens pelas quais uma pequena forc¸a pode ser usada para levantar grandes
pesos.
Figura 3 – Heron - Inventor, matema´tico, engenheiro e escritor grego, que realizou
excelentes trabalhos em Mecaˆnica.
Fonte: www.dec.ufcg.edu.br.
Ele escreveu um manual de poliorce´tica (o termo e´ utilizado na arquitetura militar,
como a arte de construir e aplicar ma´quinas be´licas para bater muros e expurgar
fortalezas), que foi usado com uma das fontes por um autor bizantino anoˆnimo, para
escrever o livro Parangelmata Poliorcetica (Instruc¸o˜es para a Guerra de Cerco).
Ficou conhecido por inventar um mecanismo para provar a pressa˜o do ar sobre
os corpos, que ficou para a histo´ria como o primeiro motor a vapor documentado, a
eol´ıpila (a ma´quina te´rmica de Heron, um aparelh para medir a forc¸a do vapor). E
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seu trabalho contribuiu valiosamente para o surgimento dos motores a` propulsa˜o que
temos hoje, movendo ve´ıculos terrestres. A ma´quina a` vapor deu origem aos sistemas
de propulsa˜o que ao longo dos tempos histo´ricos nos trouxeram o que temos hoje.
2.3 Logaritmos e os Primeiros Dispositivos Mecaˆnicos de Ca´lculo
John Napier (1550-1617), na Figura 4, foi um matema´tico, f´ısico, astroˆnomo,
astro´logo e teo´logo escoceˆs. E´ conhecido como o descodificador do logaritmo natural
e por ter popularizado o ponto decimal. Sua mais nota´vel realizac¸a˜o foi a descoberta
dos logaritmos, artif´ıcio que simplificou os ca´lculos aritme´ticos e assentou as bases
para a formulac¸a˜o de princ´ıpios fundamentais da ana´lise combinato´ria. Mas tambe´m
gastou grande parte de sua vida inventando instrumentos para ajudar no ca´lculo
aritme´tico, principalmente para o uso de sua primeira tabela de logaritmos. Na
decodificac¸a˜o dos logaritmos naturais, Napier usou uma constante que, embora na˜o
a tenha descrito, foi a primeira refereˆncia ao nota´vel nu´mero “e”, descrito quase
100 anos depois por Leonhard Euler, e que se tornou conhecido como nu´mero de
Euler ou nu´mero de Napier, a base dos logaritmos neperianos (logaritmos naturais).
O nu´mero “e” Maor (2003), Brasil (2007) na˜o foi inventado, mas descoberto como
fazendo parte da natureza. A discussa˜o de Napier sobre logaritmos aparece em
Mirifici logarithmorum canonis descrito em 1614. Dois anos mais tarde (1616), uma
traduc¸a˜o em ingleˆs do texto original em latim de Napier foi publicado. No prefa´cio
do livro, Napier explica seu pensamento por tra´s de sua grande descoberta.
Figura 4 – John Napier - O criador dos logaritmos naturais.
Fonte: www.thocp.net/biographies/napierjohn.html .
No in´ıcio do se´culo XVII, inventou um dispositivo chamado Ossos de Napier que sa˜o
tabelas de multiplicac¸a˜o gravadas em basta˜o, permitindo multiplicar e dividir de forma
automa´tica, o que evitava a memorizac¸a˜o da tabuada, e que trouxe grande aux´ılio
ao uso de logaritmos, em execuc¸a˜o de operac¸o˜es aritme´ticas como multiplicac¸o˜es
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e diviso˜es longas. Idealizou tambe´m um calculador com carto˜es que permitia a
realizac¸a˜o de multiplicac¸o˜es, que recebeu o nome de Estruturas de Napier.
A partir dos logaritmos de Napier surgiu uma outra grande invenc¸a˜o, desenvolvida
pelo brilhante matema´tico Willian Oughtred (1575-1660), um matema´tico ingleˆs,
e tornada pu´blica em 1630: a re´gua de ca´lculo. Ver Oughtred na Figura 5. Oughtred
foi autor de Clavis mathematicae, em que recapitulou todos os conhecimentos da
sua e´poca referentes a` a´lgebra e a` aritme´tica. Introduziu o s´ımbolo “×” para a
multiplicac¸a˜o e atribui-se-lhe tambe´m as re´guas de ca´lculoOughtred foi criador da
re´gua de ca´lculo, que ganhou sua forma atual por volta do ano de 1650 (de uma re´gua
que se move entre dois outros blocos fixos). Tendo sido esquecida por duzentos anos,
tornou-se no se´culo XX o grande s´ımbolo de avanc¸o tecnolo´gico, com uso bastante
difundido, ate´ ser definitivamente substitu´ıda pelas calculadoras eletroˆnicas.
Figura 5 – Willian Oughtred - O criador da re´gua de ca´lculo em 1622.
Fonte: pt.wikipedia.org.
Foi inventada pelo padre ingleˆs William Oughtred, em 1622, baseando-se na ta´bua
de logaritmos que foˆra criada por John Napier pouco antes, em 1614. A re´gua
de ca´lculo era um aparato de ca´lculo que se baseiava na sobreposic¸a˜o de escalas
logar´ıtmicas. Os ca´lculos eram realizados atrave´s de uma te´cnica mecaˆnica analo´gica
que permitia a elaborac¸a˜o dos ca´lculos por meio de guias deslizantes graduadas, ou
seja, re´guas logar´ıtmicas que deslizam umas sobre as outras, e os valores mostrados
em suas escalas sa˜o relacionados atrave´s da ligac¸a˜o por um cursor dotado de linhas
estrategicamente dispostas, que teˆm a func¸a˜o de correlacionar as diversas escalas da
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re´gua de ca´lculo.
Figura 6 – Uma t´ıpica re´gua de ca´lculo circular.
Fonte: https://pt.wikipedia.org/wiki/Re´gua de ca´lculo.
Apesar de todas elas se parecerem, existiam muitas variac¸o˜es de tipo de re´gua, quanto
a sua aplicac¸a˜o, diferenc¸a esta que fica por conta das escalas presentes na re´gua de
ca´lculo. Ale´m das diferentes disponibilidades de escalas, elas tambe´m podiam ser
circulares.
Figura 7 – Uma re´gua de ca´lculo do tipo mais convencional usada nos anos 1960,
com as escalas mais comuns.
Fonte: Fonte: https://pt.wikipedia.org/wiki/Re´gua de ca´lculo.
Na pra´tica, cada tipo de re´gua se destinava a uma aplicac¸a˜o espec´ıfica, em func¸a˜o de
suas escalas e de seu tipo, mas no mı´nimo as operac¸o˜es ba´sicas eram todas realiza´veis.
Em geral, operac¸o˜es de adic¸a˜o/subtrac¸a˜o feitas a ma˜o (com la´pis e papel) sa˜o
extremamente mais simples que todas as demais operac¸o˜es. Sa˜o nas outras operac¸o˜es
que as re´guas de ca´lculos entram para facilitar o trabalho, e elas fazem isso convertendo
para uma multiplicac¸a˜o numa soma, ou uma divisa˜o para uma simples subtrac¸a˜o.
Isso e´ feito levando-se em conta as seguintes propriedades logar´ıtmicas:
log(A× B) = log A + log B e log(A/B) = log A− log B
Como as escalas da re´gua sa˜o logar´ıtmicas quando se localiza na re´gua os ponto
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Figura 8 – O cursor de uma re´gua de ca´lculo nos anos 1960.
Fonte: https://pt.wikipedia.org/wiki/Re´gua de ca´lculo.
A e B, na verdade estamos localizando a distaˆncia logar´ıtmica em que este ponto
esta´ contando do comec¸o da re´gua. Quando se somam estas duas distaˆncias iremos
obter na pra´tica uma distaˆncia que e´ a distaˆncia do valor da multiplicac¸a˜o dos dois
valores (como a primeira expressa˜o acima prova). Se subtrairmos estas distaˆncias,
enta˜o estar´ıamos dividindo um valor pelo outro.
Apesar da semelhanc¸a com uma re´gua, e´ uma re´gua com propriedades logarit-
micas. A re´gua de ca´lculo e´ um dispositivo que na˜o tem nada a ver com medic¸a˜o
de pequenas distaˆncias ou trac¸agem de retas. A re´gua de ca´lculo e´ a ma˜e das calcu-
ladoras eletroˆnicas modernas, porque trabalha com logaritmos (ate´ mesmo porque
os engenheiros que criaram as calculadoras eletroˆnicas provavelmente fizeram isso
usando re´guas de ca´lculo nas suas func¸o˜es iniciais), tendo sido largamente usada ate´
a de´cada de 1960 (qualquer aluno de escola te´cnica, treˆs se´culos e meio depois de
inventada, no se´culo XX, nos anos 60, ainda possuia uma re´gua de ca´lculo), quando
enta˜o a versa˜o eletroˆnica foi largamente difundida, porque superou a re´gua de ca´lculo
e foi muito bem aceita, em func¸a˜o de sua simplicidade e precisa˜o.
2.4 Schickard em 1623
A pre´-histo´ria dos computadores remonta ao alema˜o Wilhelm Schickard (1592-
1635), professor de astronomia na Universidade de Tu¨bingen. Era contemporaˆneo e
amigo de Johannes Kepler (1571-1630) foi um astroˆnomo e matema´tico alema˜o,
considerado figura-chave da revoluc¸a˜o cient´ıfica do se´culo XVII, de Blaise Pascal
(1623-1662) e Leibniz. Mas, bem antes de Pascal e Leibniz, Schickard e´ conside-
rado como o primeiro a construir, em 1623, uma ma´quina de calcular mecaˆnica
(utilizada por Kepler), capaz de realizar as 4 operac¸o˜es ba´sicas com nu´meros de
seis d´ıgitos e indicar um overflow atrave´s do toque de um sino. Assim, a primeira
ma´quina de verdade foi constru´ıda por Wilhelm Schickard, sendo capaz de somar,
subtrair, multiplicar e dividir.
Durante muitos anos nada se soube sobre essa ma´quina, sendo que mais recen-
temente foi encontrada alguma documentac¸a˜o sobre ela. Foram encontradas algumas
cartas de Schickard, enviadas a seu a amigo Kepler em 1624, acompanhadas de
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va´rios esboc¸os, onde explica o desenho e o funcionamento de uma ma´quina que havia
constru´ıdo e que que chamou de relo´gio calculador. Explicava que havia mandado
construir um exemplar da ma´quina para ele, mas que fora destru´ıda em um misterioso
inceˆndio noturno ocorrido em sua casa, juntamente com alguns outros pertences.
Os esboc¸os do desenho estiveram perdidos ate´ o se´culo XIX. Por isso, atribui-se a
Blaise Pascal (1623-1662)a construc¸a˜o da primeira ma´quina calculadora, que fazia
apenas somas e subtrac¸o˜es.
Figura 9 – Schickard em 1623 - O pioneiro a construir uma ma´quina de calcular
mecaˆnica.
Fonte: history-computer.com.
Figura 10 – Schickard - Essa sim, e´ a primeira ma´quina de calcular.
Fonte: computermuseum.li.
2.5 Blaise Pascal em 1642
Embora a teoria dos logar´ıtmos de Napier passasse a ter aplicac¸a˜o permanente,
logo foram substitu´ıdos pela re´gua de ca´lculo e outros tipos de calculadoras - especi-
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almente por um pioneiro aparelho mecaˆnico criado por Blaise Pascal, brilhante sa´bio
franceˆs. Filho de um coletor regional de impostos, Blaise Pascal tinha somente 19
anos quando comec¸ou a construir sua calculadora, em 1642, inspirado nos enfadonhos
ca´lculos do trabalho de seu pai. Ao morrer, com 39 anos, havia passado para a
Histo´ria como grande matema´tico, f´ısico, escritor e filo´sofo.
A ma´quina de Pascal foi criada com objetivo de ajudar o pai de Pascal a computar
os impostos em Rouen, Franc¸a. A ma´quina de Pascal, a Pascaline, era uma caixa com
rodas e engrenagens da qual ele construiu mais de cinqu¨enta verso˜es ao longo de uma
de´cada. O operador introduzia os algarismos a serem somados, “discando-os” , numa
se´rie de rodas dentadas, com algarismos de zero a nove, impressos de modo que os
nu´meros a serem somados ficassem expostos num mostrador. Cada roda representava
uma determinada coluna decimal - unidades, dezenas, centenas, e assim por diante.
Uma roda, ao completar um giro, avanc¸ava em um d´ıgito a roda a` sua esquerda, de
ordem decimal mais alta. A ma´quina tambe´m executava outras operac¸o˜es por meio
de um sistema de adic¸o˜es repetitivas. Enfim, a ma´quina de Pascal so´ podia somar
e subtrair. A ma´quina de somar de Blaise Pascal adiciona ou subtrai quando as
rodas dentadas se engrenavam, ao serem giradas. Um giro leva um total superior a 9
para a coluna a` esquerda. O resultado aparece no mostrador: os nu´meros da extrema
direita para a adic¸a˜o e os da direita para a subtrac¸a˜o.
Figura 11 – Pascal - Contribuiu para a Matema´tica, F´ısica e a Filosofia de Ma-
tema´tica.
Fonte: brasilescola.uol.com.br.
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Figura 12 – La Pascaline - A primeira calculadora mecaˆnica do mundo, planejada
por Blaise Pascal em 1642.
Fonte: hestoriadopc.wordpress.com.
2.6 Leibniz em 1672
O mais se´rio inconveniente da Pascaline era seu me´todo convolutivo em aspiral, de
executar quaisquer outros tipos de ca´lculo ale´m da simples adic¸a˜o.
Trinta anos mais tarde, em 1672, durante uma temporada em Paris, o matema´tico
Leibniz tentou melhorar a ma´quina de Pascal com uma “calculadora de passos” que
tinha a capacidade de multiplicar e dividir comec¸ou a estudar com o matema´tico
e astroˆnomo holandeˆs Christian Huygens. A experieˆncia estimulou-o a procurar
descobrir um me´todo mecaˆnico de aliviar as intermina´veis tarefas de ca´lculo dos
astroˆnomos. Astroˆnomos perdiam horas e horas, em trabalhos de ca´lculo que pode-
riam, confiavelmente, ficar a cargo de qualquer pessoa, caso se usassem ma´quinas
de calcular. No ano seguinte, ficou pronta sua calculadora mecaˆnica, que se distin-
guia por possuir treˆs elementos significativos. A porc¸a˜o aditiva era, essencialmente,
ideˆntica a` da Pascaline, mas Leibniz incluiu um componente mo´vel (precursor do
carro mo´vel das calculadoras de mesa posteriores) e uma manivela manual, que ficava
ao lado e acionava uma roda dentada - ou, nas verso˜es posteriores, com cilindros
dentro da ma´quina.
Esse mecanismo funcionava (ma´quina 1 de Leibniz), com o componente mo´vel,
para acelerar as adic¸o˜es repetitivas envolvidas nas operac¸o˜es de multiplicac¸a˜o e di-
visa˜o. A pro´pria repetic¸a˜o tornava-se automatizada. A primeira ma´quina que efetuava
facilmente soma, subtrac¸a˜o, multiplicac¸a˜o e divisa˜o foi inventada por Leibniz em
1673. O projeto Pascaline de Pascal foi bastante aprimorado por Leibniz, originando
a primeira ma´quina de Leibniz.
A Figura 14 mostra a segunda ma´quina calculadora de Leibniz. Uma terceira calcu-
ladora foi criada por Leibniz. Ver na Figura 15.
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Figura 13 – A primeira ma´quina de calcular de Leibniz.
Fonte: prof-edigleyalexandre.com.
Figura 14 – A segunda ma´quina de calcular de Leibniz.
Fonte: guia.heu.mom.br.
Ao contra´rio de Pascal, Leibniz tinha habilidades teo´ricas e pra´ticas, Leibniz era
um teo´rico, sem colaboradores pra´ticos, e na˜o conseguiu produzir ma´quinas com
verso˜es operacionais confia´veis de seu mecanismo. Contudo, seu conceito principal,
conhecido como roda de Leibniz, influenciaria os projetos ate´ a e´poca de Charles
Babbage.
2.7 Joseph Jacquard em 1801 e a Ideia dos Carto˜es Perfurados
Joseph-Marie Jacquard (1752-1834), um mecaˆnico franceˆs, foi o inventor do tear
mecaˆnico. Curiosamente, ele era de um ramo que na˜o tinha nada a ver com nu´meros
e calculadoras. Mas, a tecelagem. Filho de tecelo˜es - e, ele mesmo, um aprendiz teˆxtil
desde os dez anos de idade, Jacquard sentiu-se incomodado com a mono´tona tarefa
que lhe fora confiada na adolesceˆncia: alimentar os teares com novelos de linhas
coloridas para formar os desenhos no pano que estava sendo fiado. Como toda a
operac¸a˜o era manual, a tarefa de Jacquard era intermina´vel: a cada segundo, ele
tinha que mudar o novelo, seguindo as determinac¸o˜es do contratante. Com o tempo,
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Figura 15 – A terceira ma´quina de calcular de Leibniz.
Fonte: guia.heu.mom.br.
Jacquard foi percebendo que as mudanc¸as eram sempre sequenciais. Jacquard foi o
inventor do tear mecaˆnico. Ele inventou um processo simples: atrave´s de carto˜es
perfurados, onde o contratante poderia registrar, ponto a ponto, a receita para
a confecc¸a˜o de um tecido. Esse tear era programado por uma se´rie de carto˜es
perfurados, cada um deles controlando um u´nico movimento da lanc¸adeira e capaz
de ler os carto˜es e executar as operac¸o˜es na sequencia programada. A primeira
demonstrac¸a˜o pra´tica do sistema aconteceu na virada do se´culo XIX, em 1801. Os
mesmos carto˜es perfurados de Jacquard, que mudaram a rotina da industria teˆxtil.
Em 1804, Jacquard construiu um tear inteiramente automatizado, que podia fazer
desenhos muito mais complicados. Poucos anos depois, uma decisiva influeˆncia no
ramo da computac¸a˜o. E, praticamente sem alterac¸o˜es, continuam a ser aplicados
ainda ate´ hoje.
2.8 Charles Thomas em 1820 - A Primeira Calculadora Comer-
cial
Charles Xavier Thomas, conhecido como Thomas de Colmar, (1785-1870) foi
um matema´tico e inventor franceˆs, mais conhecido por projetar e patentear uma
das primeiras calculadoras, o Arithmome`tre, em 1820, a primeira calculadora que
podia somar, subtrair e multiplicar, permitindo tambe´m dividir com alguma ajuda
do operador. Ele a projetou, basicamente, usando o desenho de Leibniz. Thomas
patenteou na Franc¸a em 1820 e manufaturou de 1851 a 1915. Era uma ma´quina,
ocupando todo o tampo de uma escrivaninha, media 70 cm de comprimento por
18 cm de largura e 10 cm de altura. Foi um passo importante para o avanc¸o das
calculadoras e primeiros computadores. A busca por uma soluc¸a˜o: 1820-1851. A
criac¸a˜o pela indu´stria: 1851-1887. O auge de mercado desta calculadora: 1887-1915.
A calculadora de Thomas evoluiu ate´ 1915, como esta´ na Figura 20.
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Figura 16 – Jacquard - A primeira ideia dos carto˜es perfurados.
Fonte: pt.wikipedia.org/wiki/Joseph Marie Jacquard.
Figura 17 – Jacquard - O tear de Jacquard no Muse´e des Arts et Me´tiers.
Fonte: pt.wikipedia.org/wiki/Joseph Marie Jacquard.
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Figura 18 – Charles Thomas - Ma´quina comercial capaz de efetuar as quatro
operac¸o˜es aritme´ticas ba´sicas: a Arithmometer.
Fonte: https://en.wikipedia.org/wiki/Arithmometer.
Figura 19 – Arithmometer - A calculadora mecaˆnica de Charles Thomas.
Fonte: https://en.wikipedia.org/wiki/Arithmometer.
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Usando princ´ıpios de calculadoras mecaˆnicas anteriores, o Arithmome`tre, Figura
20, era mais confia´vel e foi produzida por 90 anos pelo pro´prio inventor e seus
descendentes. Cerca de 5000 exemplares foram fabricados, a maioria entre 1851
e 1914. O Arithmome`tre foi a primeira ma´quina de calcular que obteve sucesso
comercial. Tinha reputac¸a˜o de confiabilidade e robustez e e´ considerada a primeira
ma´quina de escrito´rio, precursora das ma´quinas mecaˆnicas e eletroˆnicas do se´culo
seguinte.
Figura 20 – Arithmometer em 1848 - ma´quina comercial para efetuar as quatro
operac¸o˜es aritme´ticas ba´sicas.
Fonte: http://history-computer.com/MechanicalCalculators/19thCentury/Colmar.html.
2.9 Charles Babbage e Ada Lovelace - De 1822 a 1843
Dentre todos os pensadores e inventores que acrescentaram algo ao desenvolvimento
da computac¸a˜o, o u´nico que quase chegou a criar, efetivamente, um computador no
sentido da palavra, foi um ingleˆs chamado Charles Babbage (1791 - 1871), um
matema´tico ingleˆs e inventor que na University of Cambridge, lecionou matema´tica
(1828-1839).
Em 1822, Babbage descreveu, num artigo cient´ıfico, uma ma´quina que poderia
computar e imprimir extensas tabelas cient´ıficas. Babbage inventou a ma´quina
diferencial, como na Figura 22, pois estava preocupado com os erros contidos nas
tabelas matema´ticas de sua e´poca, assim, construiu um modelo para calcular tabelas
de func¸o˜es (logaritmos, func¸o˜es trigonome´tricas, e outras) sem a intervenc¸a˜o de um
operador humano. Ao operador caberia somente iniciar a cadeia de operac¸o˜es e, a
seguir, a ma´quina fazia os ca´lculos, bastante repetitivos, terminando totalmente a
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Figura 21 – Charles Babbage: o inventor da ma´quina anal´ıtica - um computador
mecaˆnico.
Fonte: Os Inovadores, p.18.
tabela prevista. Em 1832 - Babbage e Joseph Clement produzem uma porc¸a˜o da
Ma´quina de Diferenc¸as.
A ideia de Jacquard, os carto˜es perfurados, onde o contratante poderia re-
gistrar, ponto a ponto, a receita para a confecc¸a˜o de um tecido, foi desenvovida por
Charlie Babage, atrave´s de sua segunda ma´quina: a ma´quina anal´ıtica, como
na Figura 22. Em torno de 1833, Babbage resolveu deixar de lado seus planos da
Ma´quina de Diferencial. O insucesso, pore´m, na˜o o impediu de desenvolver ide´ias
para construir uma ma´quina ainda mais ambiciosa, e entre 1834-1835, Babbage
troca o enfoque de seus trabalhos para projetar a Ma´quina Anal´ıtica.
Figura 22 – Babage - Uma re´plica de parte do calculador diferencial e da anal´ıtica.
Fonte: Os Inovadores, p.34.
A Ma´quina Anal´ıtica, ao contra´rio de sua predecessora, foi concebida na˜o apenas
para solucionar um tipo de problema matema´tico, mas para executar uma ampla
gama de tarefas de ca´lculo, de acordo com instruc¸o˜es fornecidas por seu operador.
Seria uma ma´quina de natureza a mais geral poss´ıvel - com as ideias visando o pri-
meiro computador programa´vel para todos os fins. Seguindo Jacquard, as instruc¸o˜es
seriam introduzidas por meio de carto˜es perfurados.
Babbage foi ajudado por Augusta Ada Byron, condessa de Lovelace, sua con-
temporaˆnea, que dizia:
Podemos dizer mais convenientemente que a Ma´quina Anal´ıtica tecia padro˜es
alge´bricos, assim como o tear de Jacquard tecia flores e folhas.
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escreveu Ada Lovelace, uma das poucas pessoas que compreenderam o funciona-
mento da ma´quina e vislumbrou seu imenso potencial de aplicac¸a˜o. Esta ma´quina, ja´
continha muitas ideias ba´sicas usadas em qualquer computador automa´tico moderno:
podia acumular, fazer ca´lculos, podia ser controlada, mas nunca foi acabada. Mas
dado que as operac¸o˜es tinham de ser totalmente mecaˆnicas, somente com o advento
da eletroˆnica atual, as ideias de Babbage poderiam tornar-se pra´ticas.
Babbage e´ considerado com um dos pioneiros das ma´quinas de computac¸a˜o. Seu
invento, pore´m, exigia te´cnicas bastante avanc¸adas e caras na e´poca, e nunca foi cons-
tru´ıdo. A ma´quina anal´ıtica, deu um passo importante na histo´ria dos computadores,
como o projeto de um computador mecaˆnico de uso geral. Foi descrito pela primeira
vez em 1834. Babbage, em torno de 1840 planejou, mas foi incapaz para construir
uma ma´quina programa´vel na˜o-bina´ria, mas decimal. Babbage continuou a traba-
lhar no projeto ate´ sua morte, em 1871. Por causa de questo˜es te´cnicas, financeiras,
pol´ıticas e legais, a ma´quina nunca foi realmente constru´ıda. Computadores de uso
geral, logicamente compara´veis ao engenho anal´ıtico, so´ iriam surgir, de forma total-
mente independente da pesquisa de Charles Babbage, cerca de 100 anos mais tarde.
Alguns acreditam que as limitac¸o˜es tecnolo´gicas da e´poca constitu´ıam-se num
obsta´culo adicional para a construc¸a˜o da ma´quina. Em todo caso, a ma´quina seria
enorme e extremamente cara. Mais recentemente, entre 1985 e 1991, o Museu de
Cieˆncia de Londres construiu outra de suas invenc¸o˜es inacabadas, a ma´quina diferen-
cial, usando apenas te´cnicas dispon´ıveis na e´poca de Babbage. Charles Babbage
era matema´tico, mas na sua era tentou projetar um ma´quina de computar mecaˆnica.
Ironicamente, a Ma´quina de Diferenc¸as teve um destino um pouco melhor. Em-
bora o pro´prio Babbage nunca mais voltasse a ela, um inventor e tradutor sueco
chamado Pehr Georg Scheutz leu a respeito do dispositivo e construiu uma versa˜o
modificada, em 1854.
Augusta Ada King (Ada Lovelace) (1815-1852) foi uma matema´tica inglesa e
hoje e´ principalmente reconhecida por ter escrito o primeiro procedimento para ser
processado por uma ma´quina, a ma´quina anal´ıtica de Charles Babbage. Ale´m de
publicar uma colec¸a˜o de notas sobre a ma´quina anal´ıtica, durante o per´ıodo que
esteve envolvida com o projeto de Babbage, ela desenvolveu os procedimentos que
permitiriam a ma´quina computar os valores de func¸o˜es matema´ticas.
Figura 23 – A precursora de programac¸a˜o da ma´quina anal´ıtica
Fonte: Os Inovadores, p.18.
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Na juventude seus talentos matema´ticos levaram-a a uma relac¸a˜o de trabalho e de
amizade com o colega matema´tico britaˆnico Charles Babbage e, em particular, o
trabalho de Babbage sobre a ma´quina Anal´ıtica .
Em 1842, Charles Babbage foi convidado a ministrar um semina´rio na Universi-
dade de Turim sobre sua ma´quina anal´ıtica. A palestra de Babbage foi publicada
num artigo em franceˆs pelo engenheiro militar italiano Luigi Federico Menabrea e
esta transcric¸a˜o foi posteriormente publicada na Bibliothe`que Universelle de Gene`ve,
em 1842. Babbage pediu a Ada para traduzir o artigo para o ingleˆs, adicionando
depois a traduc¸a˜o com as anotac¸o˜es que ela mesma havia feito. Ada levou grande
parte do ano nesta tarefa. E entre 1842 e 1843, ela traduziu esse artigo sobre a
ma´quina anal´ıtica, e complementou com um conjunto de sua pro´pria autoria, que
ela chamou de Anotac¸o˜es. Essas notas, que sa˜o mais extensas que o artigo origi-
nal, foram enta˜o publicados no The Ladies’ Diary e no Memorial Cient´ıfico de Taylor.
Essas notas, conte´m um procedimento criado para ser processado por ma´quinas,
o que muitos consideram ser o primeiro “programa” de computador. Ela tambe´m
desenvolveu uma visa˜o sobre a capacidade dos computadores de irem ale´m do mero
ca´lculo ou processamento de nu´meros, enquanto outros, incluindo o pro´prio Bab-
bage, focavam apenas nessas capacidades. Sua mentalidade a levou a fazer perguntas
sobre a Ma´quina Anal´ıtica (como mostrado em suas notas) e a examinar como os
indiv´ıduos e a sociedade se relacionavam com a tecnologia como uma ferramenta de
colaborac¸a˜o.
As notas de Ada foram classificadas alfabeticamente de A a G. Na nota G ela
descreve um procedimento para a ma´quina anal´ıtica computar a Sequeˆncia de Ber-
noulli. Este procedimento e´, hoje, considerado o primeiro algoritmo especificamente
criado para ser implementado num computador, e Ada e´, por esta raza˜o, recorren-
temente citada como a primeira pessoa programadora da histo´ria da computac¸a˜o.
No entanto, a ma´quina na˜o foi constru´ıda durante o tempo de vida da Condessa de
Lovelace.
2.10 A Odhner Arithmometer em 1873
O Odhner Arithmometer era uma calculadora muito bem sucedido inventado na
Ru´ssia em 1873 por W. T. Odhner, um imigrante sueco. De 1892 a meados do se´culo
XX, as empresas independentes foram criadas em todo o mundo para fabricar clones
de Odhner e, na de´cada de 1960, milho˜es delas ja´ haviam sido vendidas, tornando-se
um dos tipos mais bem sucedidos de calculadora mecaˆnica ja´ projetado.
Odhner pensou em sua ma´quina em 1871 durante a reparac¸a˜o de uma “Thomas’s
Arithmometer” (que foi a u´nica calculadora mecaˆnica em produc¸a˜o na e´poca) e
decidiu substituir a pesada e volumoso cilindro de Leibniz, por um disco mais leve
menor. E´ por isso que as duas ma´quinas compartilham o mesmo nome. Odhner
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Figura 24 – O projeto original da Odhner-Arithmometer.
Fonte: www.en.wikipedia.org.
desenvolveu a primeira versa˜o de sua calculadora mecaˆnica em 1873, na oficina de
Odhner em Sa˜o Petersburgo. Em 1876, ele concordou em construir 14 ma´quinas para
Ludvig Nobel, o seu empregador, no que ele as entregou em 1877. Ele patenteou
sua ma´quina original em va´rios pa´ıses entre 1878-1879 e uma versa˜o melhorada dela
em 1890. A produc¸a˜o em se´rie comec¸ou com esta ma´quina melhorada em 1890.
Em 1891, Odhner abriu uma filial de sua fa´brica na Alemanha. Infelizmente, ele teve
que vendeˆ-lo em 1892 para Grimme, Natalis & Co. por causa da dificuldade de ter
duas instalac¸o˜es de fabricac¸a˜o distantes. Grimme, Natalis & Co. iniciou a produc¸a˜o
em Braunschweig e vendeu as suas ma´quinas com a marca Brunsviga (Brunsviga e´ o
nome latino da cidade de Braunschweig); eles se tornaram muito bem sucedidos por
conta pro´pria.
Apo´s a morte de Odhner, em 1905, seus filhos continuaram a produc¸a˜o e cerca
de 23.000 calculadoras foram feitas ate´ que a fa´brica foi nacionalizada durante a
Revoluc¸a˜o Russa de 1917, e foi forc¸ado a encerrar em 1918. Isso fez com que a Bruns-
viga arithmometer, com seu in´ıcio 1892, fosse o tipo de calculadora mais duradouro
de Odhner na produc¸a˜o. Mesmo sendo a ma´quina muito popular, a produc¸a˜o so´
durou 30 anos.
No final de 1917, a famı´lia Odhner voltou para a Sue´cia e reiniciou a produc¸a˜o de
sua calculadora sob o nome original Odhner. Em 1924, o governo russo mudou a
unidade de produc¸a˜o para Moscou e comercializou a calculadora sob o nome de Felix
Arithmometer que fou fabricada ate´ a de´cada de 1970.
Em 1950, com milho˜es de clones fabricados, a Arithmometer de Odhner foi uma
das mais populares tipos de calculadora mecaˆnica ja´ feito. O nu´mero de ma´quinas
produzidas aumentou constantemente ate´ que a aparic¸a˜o das calculadoras eletroˆnicas
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no in´ıcio de 1970. Por exemplo, a produc¸a˜o de um desses clones, o Arithmometer
Felix da Ru´ssia, atingiu em 1969 em torno de 300 mil ma´quinas fabricadas.
A Arithmometer de Odhner foi copiada, fabricada e vendida por muitas outras
empresas em todo o mundo. Na Alemanha existiu a Thales, a Triumphator, a
Walther e a Brunsviga. Na Inglaterra havia Britannic e Muldivo. Na Sue´cia, a Multo
e a Original Odhner. Na Ru´ssia, a Arithmometer Felix e no Japa˜o, Tiger e Busicom,
que ficou famosa porque a Intel criou o primeiro microprocessador, o Intel 4004, ao
projetar em uma de suas calculadoras eletroˆnicas em 1970.
2.11 A Baldwin Calculadora
Em 1875, Frank S. Baldwin de St. Louis, USA, patenteou uma ma´quina de calcular.
Ele fabricou algumas dessas ma´quinas, mas na˜o teve tanto sucesso em suas vendas.
Baldwin passou a trabalhar com uma se´rie de outras patentes.
Figura 25 – Frank S. Baldwin - Sem sucesso nas vendas de sua ma´quina de calcular.
Fonte: www.en.wikipedia.org.
Em 1900, ele patenteou a Baldwin Computing Engine, uma ma´quina pela qual
multiplicac¸a˜o ou divisa˜o foi realizada por um toque para cada d´ıgito. Em 1901, ele
se mudou para Newark, New Jersey, onde ele projetou uma ma´quina melhor. Ele
obteve uma patente no ano seguinte, Baldwin passou a inventar outras ma´quinas de
calcular, principalmente os fabricados pela Monroe Calculating Machine Company.
A calculadora de Baldwin foi comercializada entre 1903-1907. Em 1908, ele foi
premiado com uma patente sobre o Baldwin Record Calculator, que combinava uma
impressora com a calculadora. Em 1911, uma parceria com Jay R. Monroe, da
Western Electric Company em Nova York para criar a Monroe Calculadora Company.
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Figura 26 – Frank S. Baldwin - A sua ma´quina de calcular de 1875.
Fonte: retroplayerbrazil.wordpress.com.
Figura 27 – William Burroughs - Apresentou a primeira ma´quina de calcular com
teclado.
Fonte: en.wikipedia.org.
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2.12 A Calculadora Burroughs em 1890
Em 1886, a Burroughs Corporation foi fundada em 1886 sob o nome ”American
Arithmometer Company”em Saint Louis, Missouri, USA. William S. Bur-
roughs (1857-1898) patenteou uma ma´quina de calcular em 1888. E em 1890
apresentou a sua primeira ma´quina com teclado.
Figura 28 – Patente no. 388,116 da “Burroughs calculating machine” em 1888.
Fonte: https://en.wikipedia.org/wiki/Burroughs Corporation.
A empresa mudou-se para Detroit in 1904 e mudou seu nome para Burroughs
Adding Machine Company. A Burroughs Adding Machine Company evoluiu
para produzir ma´quinas eletroˆnicas de faturamento e mainframes e, posteriormente,
fundiu-se com a Sperry para formar a Unisys.
2.13 Fim do Se´culo XIX - Hollerith e sua Ma´quina de Perfurar
Carto˜es
Tambe´m muito importante para a histo´ria dos computadores, entre 1884 e 1890, o
americano Herman Hollerith (1860-1929), um funciona´rio do United States Census
Bureau - Escrito´rio de Recenseamento dos E.U.A - um estat´ıstico americano, que
trabalhou no recenseamento americano de 1890, foi o responsa´vel por uma grande
mudanc¸a na maneira de se processar os dados do censo da e´poca. Ele inventou uma
ma´quina capaz de processar dados, baseada na separac¸a˜o de carto˜es perfurados de
oito colunas, conforme o co´digo BCD (Binary Coded Decimal). Cada carta˜o era
usado um para cada pessoa. Pelos seus furos, cada posic¸a˜o dos furos representava
uma condic¸a˜o (profissa˜o, idade, escolaridade, entre outros dados de interesse do
censo).
A ma´quina de Hollerith foi utilizada no censo de 1890, reduzindo o tempo de
processamento de dados. Os dados do censo de 1880 (o anterior), manualmente
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Figura 29 – Burroughs - A primeira calculadora com teclado.
Fonte: https://en.wikipedia.org/wiki/Burroughs Corporation.
Figura 30 – Burroughs - O modelo desktop de 1910.
Fonte: https://en.wikipedia.org/wiki/Burroughs Corporation.
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Figura 31 – Hollerith - A mudanc¸a na maneira de se processar os dados.
Fonte: pt.wikipedia.org.
processados, levaram 7 anos e meio para serem compilados. Os do censo de 1890
foram processados em 2 anos e meio, com a ajuda de uma ma´quina de perfurar
carto˜es e ma´quinas de tabular e ordenar, criadas por Hollerith e sua equipe. Ela foi
tambe´m pioneira ao utilizar a eletricidade na separac¸a˜o, contagem e tabulac¸a˜o dos
carto˜es.
As informac¸o˜es sobre os indiv´ıduos eram armazenadas por meio de perfurac¸o˜es
em locais espec´ıficos do carta˜o. Nas ma´quinas de tabular, um pino passava pelo furo
e chegava a uma jarra de mercu´rio, fechando um circuito ele´trico e causando um
incremento de 1 em um contador mecaˆnico.
Figura 32 – O carta˜o perfurado aperfeic¸oado por Hollerith.
Fonte: wikiwand.com.
Assim, a primeira aplicac¸a˜o pra´tica da programac¸a˜o havia surgido. E os carto˜es
perfurados passaram a ser o meio de incluir comandos e dados nas ma´quinas.
Hollerith baseou-se na ide´ia de Charles Babbage, e aperfeic¸oou os carto˜es perfu-
rados (os utilizados por Jacquard)e inventou ma´quinas para manipula´-los (ou seja,
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tanto a ma´quina para perfurar carto˜es, como ma´quinas de tabular e ordenar).
Mais tarde, Hollerith fundou uma companhia para produzir ma´quinas de tabulac¸a˜o.
Anos depois, em 1924, essa companhia veio a se chamar International Business
Machines - IBM, como e´ hoje conhecida. A partir da´i, a IBM foi pioneira em muitas
invenc¸o˜es que influiram nas atividades da humanidade.
Importante e´ notar que durante a de´cada de 50 ate´ meados dos anos 70, os carto˜es
perfurados foram utilizados como o principal modo de entrada e armazenamento de
dados. E, dependente da aplicac¸a˜o, sa˜o usados ate´ os dias de hoje.
2.14 O Advento das Ma´quinas Programa´veis
Como visto, a invenc¸a˜o da mais moderna ma´quina de calcular mecaˆnica data do
final do se´culo XIX. Logo surgiram diversos fabricantes, como a alema˜ Brunsviga e
as americanas Burroughs, e posteriormente, a American Adding Machine.
Todas essas ma´quinas, pore´m, estavam longe de ser um computador de uso geral,
pois na˜o eram programa´veis. Isto quer dizer que a entrada era feita apenas de
nu´meros, mas na˜o de instruc¸o˜es, a respeito do que fazer com os nu´meros de entrada
na ma´quina.
Como projetar uma ma´quina suficientemente flex´ıvel para realizar qualquer tipo
de ca´lculo? A resposta so´ foi obtida no se´culo XX, originada na engenhosidade
mecaˆnica mostrada neste cap´ıtulo e como resultado da criatividade teo´rica dos
tempos de Leibniz, Boole, Cantor, Frege, Hilbert, Go¨del, Alonzo Church,
Alan Turing, Shannon, John von Neumann e tantos outros. A ideia era criar
uma ma´quina capaz de receber informac¸o˜es precisas sobre a tarefa a ser desempe-
nhada. Somente com o esforc¸o de guerra empreendido durante a Segunda Guerra
Mundial que a ideia de computadores programa´veis se tornou realidade. Konrad
Zuse (1910-1995) foi um engenheiro alema˜o e um pioneiro dos computadores. O seu
maior feito foi o projeto do primeiro computador de programa controlado por fita
perfurada, o Z3, com Helmut Schreyer em 1941, que se considera ser o primeiro
computador programa´vel, o primeiro computador eletromecaˆnico, constitu´ıdo de
rele´s (utilizava a tecnologia das centrais telefoˆnicas alema˜s da e´poca), que efetuava
ca´lculos e exibia os resultados em fita perfurada. Depois deste, surgiram outros
projetos de computadores importantes, na Inglaterra e nos Estados Unidos (ver no
capitulo 9), e a partir da´ı, a grande inovac¸a˜o foi passar das ma´quinas eletromecaˆnicas
para as ma´quinas programa´veis com a utilizac¸a˜o da eletroˆnica nos computadores.
Assim, ao inve´s de usarem engrenagens e discos mecaˆnicos para codificar e processar
informac¸o˜es, usavam va´lvulas a va´cuo.
Em 1947, com a invenc¸a˜o do transistor pelos engenheiros William Shockley,
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John Bardeen e Walter Brattain, todos do Bell Labs, foi dado o passo fun-
damental para o lanc¸amento em 1962 da Anita MkVIII, a primeira calculadora
eletroˆnica de mesa. A primeira calculadora eletroˆnica porta´til esta´ comemorando
53 anos (no tempo deste livro). Seu criador foi o engenheiro Jack St. Clair Kilby
(1923-2005), ganhador do Nobel de F´ısica de 2000 pela invenc¸a˜o do circuito integrado
em 1958, ao lado de Bob Noyce (1927-1990), um dos fundadores da Intel em 1968.
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lonzo Church (1903-1995), na University of Princeton e depois na University
of Califo´rnia, foi orientador de va´rios pesquisadores de renome, entre outros,
Martin Davis , Stephen Kleene , Michael Rabin , Dana Scott e Alan Turing
. Church foi um matema´tico e lo´gico estadunidense. Atuou principalmente nas a´reas
de lo´gica matema´tica, teoria da recursa˜o e teoria da computac¸a˜o. Entre suas melhores
contribuic¸o˜es, esta´ o λ-Ca´lculo, um sistema matema´tico formal que investiga func¸o˜es
e aplicac¸a˜o de func¸o˜es tidas, posteriormente por Turing, como func¸o˜es computa´veis.
Func¸o˜es computa´veis sa˜o os objetos ba´sicos de estudo na teoria da computabilidade.
Desde Herbrand-Go¨del , que func¸o˜es recursivas ja´ eram usadas para discutir
a computabilidade, no sentido da avaliac¸a˜o da func¸a˜o, mesmo sem se referir a
nenhum modelo de computac¸a˜o concreto, como, por exemplo, a ma´quina de Turing.
Church tambe´m contribuiu para uma tese, que veio a ficar conhecida como Tese
de Church-Turing.
As primeiras publicac¸o˜es de Church sobre o λ-Ca´lculo foram igualmente voltadas
para os problemas fundamentais em matema´tica: o objetivo declarado de Church
era desenvolver uma nova axiomatizac¸a˜o de lo´gica que evitasse os paradoxos, mas
de uma forma diferente da teoria de tipos de Russell, ou a teoria dos conjuntos
axioma´tica. Embora no´s podemos pensar, agora, sobre o λ-Ca´lculo (simples) como
um formalismo para expressar func¸o˜es computa´veis, Church, originalmente, na˜o o
concebeu dessa forma. Para ele, o sistema que evoluiu para o λ-Ca´lculo foi um forma-
lismo lo´gico que, ele esperava, ser capaz de uma formalizac¸a˜o da matema´tica, livre
de contradic¸a˜o. Infelizmente, o sistema original de Church provou ser inconsistente
(Kleene e Rosser, 1935). A prova de Kleene e Rosser , de que era inconsistente fez
uso essencial do me´todo de codificac¸a˜o usado por Go¨del, introduzido em (Go¨del,
1931). O desenvolvimento de Kleene da aritme´tica (1935) e da representatividade
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Figura 33 – Alonzo Church na University of Princeton: o orientador de Turing.
Fonte: quotationof.com.
das func¸o˜es recursivas dentro do λ-Ca´lculo foi motivada, em parte, pelo objetivo de
reproduzir o resultado da incompletude de Go¨del no contexto do λ-Ca´lculo, e seu
importante teorema da forma normal tambe´m contou com a codificac¸a˜o de Go¨del.
Foi neste contexto, em direc¸a˜o a`s investigac¸o˜es metamatema´ticas do λ-Ca´lculo, ao
longo do que Go¨del pensava (1931), que a noc¸a˜o de λ-definibilidade alcanc¸ou um
lugar de destaque no trabalho de Church, Kleene e Rosser.
Os resultados positivos obtidos por Kleene, no sentido de que um grande nu´mero de
func¸o˜es recursivas poderia ser formalizado no λ-Ca´lculo, levou Church a formular
o que agora veio a ser conhecido como Tese de Church, isto e´, que toda func¸a˜o
efetivamente computa´vel e´ λ-defin´ıvel. Novamente foi Go¨del, no tempo que estava
em Princeton (1934), quem conduziu Church e seus alunos a ter uma visa˜o mais
ampla. Seu ceticismo sobre a Tese de Church quando formulada pela primeira vez,
a respeito de λ-definibilidade, e sua proposta de que recursividade geral poderia ser
uma melhor candidata para uma caracterizac¸a˜o precisa da computabilidade efetiva,
levou Kleene a mostrar que as duas noc¸o˜es sa˜o co-extensivos: toda func¸a˜o λ-defin´ıvel
e´ geral recursiva e, contrariamente (Kleene, 1936b).
3.1 Sistema de Church e a Incompletude de Go¨del
Como em Zach (2006), nos anos 1929-1931, Church desenvolveu uma formulac¸a˜o
alternativa de lo´gica (Church, 1932, 1933), que ele esperava servir como uma nova
fundamentac¸a˜o da matema´tica, o que evitaria os paradoxos. Church ministrou
um curso sobre lo´gica no outono de 1931, onde Kleene, enta˜o um estudante de
po´s-graduac¸a˜o, tomou nota. Durante esse tempo, Church e Kleene foram introdu-
zidos primeiramente ao trabalho de Go¨del sobre a incompletude. A ocasia˜o foi uma
palestra de John von Neumann sobre o trabalho de Go¨del. Church e Kleene
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imediatamente estudaram o artigo em detalhe. Na e´poca, ainda na˜o era claro, como,
em geral, os resultados de Go¨del eram. Church acreditava que a incompletude do
sistema P de Go¨del (a formulac¸a˜o “type-theoretical” de alta ordem da aritme´tica
de Peano) baseiava-se essencialmente em alguma caracter´ıstica da teoria dos tipos,
e que o resultado de Go¨del na˜o seria aplica´vel ao sistema pro´prio de Church. No
entanto, parece que o problema se tornou uma questa˜o premente para Church, para
determinar em que medida os resultados e me´todos de Go¨del poderiam ser levados
a cabo no seu sistema. Ele colocou Kleene para trabalhar na tarefa de obter a
aritme´tica de Peano no sistema. Kleene conseguiu realizar isso no primeiro semestre
de 1932. Tratava-se, em particular, mostrar que va´rias “number-theoretic functi-
ons” eram λ-defin´ıvel. Em julho de 1932, Go¨del escreveu a Church, perguntando
se o sistema de Church poderia ser provado consistente em relac¸a˜o ao Principia
Mathematica de Russell e Whitehead. Church era ce´tico quanto a` utilidade de
tal prova relativa a` consisteˆncia. Ele respondeu:
Na verdade, a u´nica evideˆncia para ser livre de contradic¸a˜o, relativo a` Principia
Mathematica e´ a evideˆncia emp´ırica decorrente do fato de que o sistema tem sido
usado por algum tempo, muitas de suas consequeˆncias teˆm sido vistas, e ningue´m
encontrou uma contradic¸a˜o. Se meu sistema for realmente livre de contradic¸a˜o, enta˜o,
uma quantidade igual de trabalho em derivar as suas consequeˆncias devem fornecer
um peso igual de evideˆncia emp´ırica para a sua liberdade de contradic¸a˜o. [. . . ] Mas,
continua a ser escassamente poss´ıvel que uma prova da liberdade de contradic¸a˜o para
o meu sistema possa ser encontrada, um tanto na linha sugerida por Hilbert. Eu,
na verdade, tenho feito va´rias tentativas frustradas de fazer isso. Dr. von Neumann
chamou minha atenc¸a˜o para o seu artigo do u´ltimo outono, intitulado “Uber formal
unentscheidbare sa¨tze der Principia Mathematica”. Eu tenho sido incapaz, contudo,
que suas concluso˜es no 4 deste artigo, aplica-se ao meu sistema. Possivelmente,
seu argumento possa ser modificado, de modo a torna´-lo aplica´vel ao meu sistema,
mas eu na˜o tenho sido capaz para encontrar uma tal modificac¸a˜o de seu argumento.
(Church para Go¨del, July 27, 1932) Godel (2003).
A sec¸a˜o 4 de Godel (1931), que menciona Church, e´ a sec¸a˜o em que Go¨del esboc¸ou
o segundo teorema da incompletude. Desde que Go¨del na˜o forneceu uma prova
completa do teorema, de fato, a primeira prova completa na˜o apareceu ate´ Hilbert
e Bernays (1939) Hilbert e Bernays (1939). Church foi certamente justificado, sem
du´vida, que o resultado era aplica´vel ao seu sistema. Deixou-se em aberto a questa˜o,
se Church acreditou, naquele momento, que a construc¸a˜o do primeiro teorema da
incompletude passava por seu sistema.
Kleene e Rosser (1935) mostraram que o sistema de Church era inconsistente. O
fragmento do sistema de Church com os axiomas lo´gicos removidos e´ comprovada-
mente consistente. Esse fragmento e´ o λ-Ca´lculo simples (na˜o tipado), que pode ser
visto em Barendregt (1997), para o impacto do λ-Ca´lculo em Cieˆncia da Computac¸a˜o,
e em Seldin (2006) para uma histo´ria do λ-Ca´lculo.
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Figura 34 – Stephen Kleene - A classe das func¸o˜es computa´veis recursivas.
Fonte: en.wikipedia.org.
Church, enta˜o, acabou por estar correto. Conforme teorema da incompletude de
Go¨del , este na˜o se aplica ao seu sistema, porque o teorema somente e´ aplica´vel em
sistemas formais consistentes. No intuito de se obter este resultado, e muitos dos
resultados positivos devido a` Kleene, se proporcionaram os fundamentos para a
indecidibilidade dos resultados de Church, e um ano depois, os me´todos de Go¨del
foram de importaˆncia crucial, porque motivou uma determinada linha de investigac¸a˜o
e porque Kleene, Rosser e Church foram capazes de construir sobre eles.
Os me´todos introduzidos em Go¨del (1931) e utilizados por Kleene e Rosser para
mostrar que o sistema de Church era inconsistente, e tambe´m prevaleceram na
soluc¸a˜o negativa do problema de decisa˜o de Church. Church (1935, 1936b) (ver
refereˆncias no final do cap´ıtulo), primeiro demostrou que dada expressa˜o do λ-Ca´lculo
com forma normal, esta e´ na˜o recursiva.
Neste mesmo artigo, Church afirmou o que e´ hoje conhecido como Tese de Church,
por exemplo, que as func¸o˜es recursivas gerais (e, portanto, as λ-defin´ıveis) tambe´m sa˜o
exatamente as que sa˜o efetivamente “computa´veis”. O teorema e a tese combinam-se
para produzir o resultado, de que ter uma forma normal na˜o e´ uma propriedade
efetivamente decidable. A geˆnese de Tese de Church sera˜o apresentados no a pro´xima
sec¸a˜o. Aqui, e´ salientado apenas que o resultado em si, e com ela a soluc¸a˜o negativa
do problema de decisa˜o para a lo´gica de primeira ordem (Church, 1936a) fez uso
essencial do trabalho de Go¨del. O pro´prio Kleene (1987) enfatiza a importaˆncia
de Go¨del (1931) no trabalho que ele e Rosser realizaram em suas contribuic¸o˜es
seminais para a teoria de recursa˜o no in´ıcio de 1930.
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Go¨del (1931) teve uma influeˆncia duradoura sobre os pioneiros da recursa˜o te-
oria e o desenvolvimento do λ-Ca´lculo. Go¨del teve uma importaˆncia pessoal direta
na formac¸a˜o da Tese de Church. Ele visitou Princeton em no ano letivo de 1933/34
e deu uma se´rie de palestras entre fevereiro e maio de 1934, contando inclusive com a
presenc¸a Church, Kleene, e Rosser. Quanto ao trabalho de Kleene na definic¸a˜o
de va´rias “number-theoretical functions” (func¸o˜es definidas em N× . . .× N −→ N)
no λ-Ca´lculo (1935), primeiro Church solicitou a apresentar uma versa˜o proviso´ria
da tese no final de 1933 ou in´ıcio de 1934, sob a forma: “cada func¸a˜o efetivamente
calcula´vel e´ λ-defin´ıvel”. Mas, Go¨del expressava ceticismo sobre a tese.
Para uma discussa˜o histo´rica mais detalhada sobre a origem da Tese de Church e a
influeˆncia de Go¨del, ver Davis (1982) e Sieg (1997).
3.2 Resumindo a Computabilidade das Func¸o˜es Lambda
O λ-Ca´lculo foi apresentado por Alonzo Church na de´cada de 1930 como parte
da investigac¸a˜o dos fundamentos da matema´tica Church (1932) e Hindley (2006).
O sistema original de Church foi demonstrado ser logicamente inconsistente em
1935, quando Stephen Kleene e J. Barkley Rosser desenvolveram o paradoxo
Kleene-Rosser.
Em seguida, em 1936, Church isolou e publicou apenas a parte computacional
das func¸o˜es, e que depois ficou conhecida como o λ-Ca´lculo na˜o-tipado Church
Church (1936). Em 1940, ele tambe´m apresentou uma versa˜o computacionalmente
mais fraca, mas com um sistema lo´gico consistente, conhecido como λ-Ca´lculo sim-
plesmente tipado Church (1940).
No que se refere a teoria da computabilidade, na Cieˆncia da Computac¸a˜o, o λ-
Ca´lculo, e´ um sistema formal que estuda func¸o˜es recursivas computa´veis. O
λ-Ca´lculo e´ baseado em uma notac¸a˜o para func¸o˜es, com o intuito de capturar os
aspectos mais ba´sicos da maneira pela qual operadores ou func¸o˜es poderiam ser
combinados para formar outros operadores.
Por se um ca´lculo , e´ um sistema formal , e assim, possui uma linguagem
que no caso e´ extremamente simples, consistindo em somente algumas construc¸o˜es
sinta´ticas e de uma semaˆntica simples. A parte relevante do λ-Ca´lculo para com-
putac¸a˜o ficou conhecida como λ-Ca´lculo na˜o-tipado (sem a considerac¸a˜o de tipos
de dados). Mas, trata-se de uma linguagem expressiva, a qual e´ suficientemente
poderosa para expressar todos os programas funcionais e, por conseguinte, todas as
func¸o˜es computa´veis. O λ-Ca´lculo serviu de base para a criac¸a˜o de linguagens de
programac¸a˜o funcionais de alto n´ıvel, que surgiram nos anos 50. Isto significa que a
partir do λ-Ca´lculo pode-se implementar qualquer linguagem funcional atrave´s da
implementac¸a˜o de um compilador desta para o λ-Ca´lculo.
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No mesmo ano, 1936, Alonzo Church havia chegado a` mesma conclusa˜o de Tu-
ring , de forma totalmente independente, e por um caminho diferente trac¸ado por ele.
Assim, Turing e Church trabalharam a terceira questa˜o levantada por Hilbert.
Inicia-se uma nova era, onde problemas na˜o solucionados se confundem com proble-
mas na˜o soluciona´veis , e na˜o ha´ um procedimento efetivo que permita distinguir
um caso do outro.
Partindo em busca do que seria um procedimento efetivo ou mecaˆnico, procurado
por Hilbert (o que pode ser feito seguindo-se diretamente um conjunto de regra),
surgiram a sistematizac¸a˜o e desenvolvimento das “func¸o˜es recursivas”. O λ-Ca´lculo
de Alonzo Church, tornou pu´blica a possibilidade da definic¸a˜o bem elaborada de
procedimento efetivo.
Aplicado ao Ca´lculo dos Predicados criado por Frege em 1879, um teorema devotado
a Church consiste fundamentalmente na demonstrac¸a˜o de que na˜o existe proce-
dimento efetivo capaz de enumerar as expresso˜es na˜o va´lidas, de maneira que fica
exclu´ıdo a priori todo procedimento de decisa˜o para as expresso˜es do Ca´lculo de
Predicados . O teorema ficou conhecido como o Teorema de Church , e o problema
da validade para linguagens de primeira ordem e´ indecid´ıvel.
Church estava interessado no problema da indecidibilidade de Hilbert (Ents-
cheidungsproblem). Church tinha alcanc¸ado resultados, empregando o conceito de
λ-definibilidade (ao inve´s do computa´vel como definido por Turing), mostrando
assim que λ-definibilidade e´ equivalente ao conceito de recursividade de Go¨del-
Herbrand.
O λ-Ca´lculo, como sistema elaborado por Church para ajudar a fundamentar
a matema´tica era inconsistente, mas a parte do λ-Ca´lculo que tratava de func¸o˜es
recursivas estava correta e teve sucesso. Usando sua teoria, Church propoˆs uma
formalizac¸a˜o da noc¸a˜o de “efetivamente computa´vel“ , atrave´s do conceito de
λ-definibilidade. Desta forma mostrou depois, que λ-definibilidade viria a ser equi-
valente a` maquina de Turing.
Esses resultados levaram Sthephen Kleene (1952) a unir os dois nomes “Church’s
Thesis” e “Turing’s Thesis”. Atualmente, essas hipo´teses sa˜o consideradas como
uma u´nica hipo´tese, a Tese de Church-Turing , que afirma que qualquer func¸a˜o
que e´ computa´vel por um algoritmo e´ uma func¸a˜o computa´vel. Anterior-
mente, Go¨del tambe´m argumentou em favor dessa tese por volta de 1946.
O trabalho de Church e Turing fundamentalmente liga, como sera´ visto no cap´ıtulo
4, as ma´quinas de Turing com a ideia de uma ma´quina computa´vel que viria, pos-
teriormente, ser chamada de computador. Os limites das ma´quinas de Turing, de
acordo com a Tese de Church-Turing, tambe´m descreve os limites de todos os
computadores.
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Posteriormente, o λ-Ca´lculo influenciou na criac¸a˜o das linguagens de programac¸a˜o,
principalmente as primeiras linguagens funcionais, como em LISP (List Processing).
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Turing - A Computac¸a˜o sem
Computadores
A
pre´-histo´ria dos computadores atuais foi abordada no cap´ıtulo 2 e remonta aos
tempos das primeiras ma´quinas calculadoras mecaˆnicas, de Schickard (1623),
Blaise Pascal (1642), Leibniz (1673) e outros. Embora na˜o tendo o objetivo de
calcular, Joseph-Marie Jacquard em 1801, inventou o tear mecaˆnico automati-
zado e programado atrave´s de carto˜es perfurados que conduziu mais tarde a` ideia de
se usar numa ma´quina de calcular programa´vel.
A ideia de Jacquard foi desenvovida por Charlie Babbage, atrave´s de sua ma´quina
anal´ıtica (1834). Essa ma´quina, ja´ continha muitas ideias ba´sicas usadas em qualquer
computador automa´tico moderno: podia acumular, fazer ca´lculos, podia ser contro-
lada, pore´m nunca foi foi conclu´ıda, possivelmente pelas limitac¸o˜es teconolo´gicas
da e´poca. Babbage, em torno de 1840, ate´ planejou uma ma´quina programa´vel
na˜o-bina´ria, mas decimal.
A ma´quina de Babage deu um passo importante na histo´ria do que viria a ser
um computador, como o projeto de uma ma´quina mecaˆnica de uso geral. Contem-
poraˆnea de Babbage, o talento matema´tico de Ada Lovelace (1843) , colaborando
na ma´quina de Babbage , faz surgir um procedimento criado para ser processado
pela ma´quina, o que muitos consideram ser o primeiro “programa” de computador .
Outras ideias se sucederam como Frank S. Baldwin em 1885, a ma´quina de
William Seward Burroughs em 1886, e Herman Hollerith , entre 1884-1890,
que baseou-se na ide´ia de Charles Babbage e aperfeic¸oou a ideia dos carto˜es perfu-
rados de Jacquard. Das ideias da computac¸a˜o mecaˆnica no se´culo XIX surgiram as
primeiras concepc¸o˜es tecnolo´gicas do que poderia ser um de computador. Entretanto:
Todas essas ma´quinas estavam longe de ser um computador de uso geral, pois na˜o
eram programa´veis. Isto quer dizer que a entrada era feita apenas de nu´meros, mas
na˜o de instruc¸o˜es, a respeito do que fazer com os nu´meros de entrada na ma´quina.
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No se´culo XX, na de´cada de 30, Alonzo Church e Alan Turing, iniciaram a criac¸a˜o
da Cieˆncia da Computac¸a˜o , tendo a ideia de criar ma´quinas programa´veis nos
anos 30, antes mesmo, das ideias dos circuitos lo´gicos de Shannon, do projeto lo´gico
de John von Neumann e antecedendo ao advento dos va´rios projetos de computa-
dores nas de´cadas de 40 e 50.
Alonzo Church (1903-1995), na University of Princeton e depois na University
of Califo´rnia, foi orientador de va´rios pesquisadores de renome, entre esses, Alan
Turing. Foi um matema´tico e lo´gico estadunidense, atuou na a´rea da lo´gica ma-
tema´tica e contribuiu para a teoria da computac¸a˜o, desenvolvendo a teoria da
recursa˜o . O trabalho de Church com Turing sera´ focalizado no cap´ıtulo 3.
4.1 Alan Turing
Alan Mathison Turing nasceu em 23 de junho de 1912 em Londres. A revoluc¸a˜o do
computador comec¸ou efetivamente a realizar-se na primavera de 1935 na Inglaterra,
quando o estudante do King’s College, Cambridge, Alan Turing, durante um curso
ministrado pelo matema´tico Max Neumann, tomou conhecimento do trabalho
de Hilbert. Turing como aluno de mestrado em Kings College Cambridge, Reino
Unido , aceitou o desafio; ele tinha sido estimulado pelas palestras do lo´gico M. H.
A. Newman e aprendeu nestas, o trabalho de Go¨del e o Entscheidungsproblem
(problema de decisa˜o no idioma alema˜o). Newman usou a palavra “mecaˆnico“. Para
a pergunta “o que era um processo mecaˆnico?” Turing deu a resposta caracter´ıstica:
“algo que pode ser feito por uma ma´quina” e ele comec¸ou a se empenhar na tarefa de
analisar a noc¸a˜o geral de uma ma´quina de computac¸a˜o .
O trabalho de Hilbert ao findar o se´culo XIX e iniciar o se´culo XX, o teorema
da incompletude de Go¨del (1931) e seus demais resultados, sensibilizaram Alan
Turing, o enta˜o estudante de mestrado em Cambridge.
E´ atribu´ıdo a David Hilbert, a ideia de “problema de decisa˜o”. Na conferencia
apontada no cap´ıtulo 14 do Volume I, Hilbert colocou questo˜es bastante precisas.
Primeiro, se a matema´tica era completa ...? Segundo, se a matema´tica era consis-
tente ...? E por terceiro, se a matema´tica era decid´ıvel ...? Com isto, ele queria
dizer:
“existiria um me´todo definitivo que poderia, em princ´ıpio, ser aplicado a` qualquer
asserc¸a˜o, e que garantiria a resposta correta da decisa˜o, nos casos em que a
asserc¸a˜o fosse verdadeira?”
Depois de concluir o mestrado em King’s College (1935) e receber o Smith’s Prize
em 1936 com um trabalho sobre a Teoria das Probabilidades, Turing se enveredou
pela a´rea promissora da Cieˆncia da Computac¸a˜o.
De setembro de 1936 a julho de 1938, Turing realizou seu doutorado em Prin-
ceton, Nova Jersey, sob a orientac¸a˜o de Alonzo Church. La´, Turing conheceu
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Figura 35 – Alan Turing nos anos 30.
Fonte: www.historytoday.com.
John von Neumann em Princeton. Durante este per´ıodo, Turing tambe´m estudou
criptologia . Turing construiu uma ma´quina de cifras baseada em um multiplicador
bina´rio constru´ıdo utilizando rele´s eletromagne´ticos . Neste per´ıodo, a possibilidade
de uma guerra contra a Alemanha estava se desenhando e ja´ era bastante concreta.
Em 1936, em Princeton (USA), Alan Turing, ainda jovem, definiu um modelo
abstrato de uma ma´quina lo´gica, constru´ıda mentalmente, um modelo abstrato
de um computador, que se restringia apenas aos aspectos lo´gicos do seu funciona-
mento (memo´ria, estados e transic¸o˜es) e na˜o a sua implementac¸a˜o f´ısica, poss´ıvel
para resolver questo˜es tais como o problema de decisa˜o proposto por Hilbert no
seu problema nu´mero 10, e que foi chamada a ma´quina de Turing. Em 1936,
antes da existeˆncia de computadores, Alan Turing propoˆs o termo computa´vel.
Turing, definiu em seu trabalho, a ma´quina teo´rica, que ele chamou de “ma´quina
de computar”.
Robin Oliver Gandy (1919-1995) foi um aluno e ajudante de Alan Turing,
tendo sido orientado por Turing durante o seu doutorado na Universidade de Cam-
bridge, onde trabalharam juntos. Como tambe´m seu amigo ao longo da vida, trac¸a a
linhagem da noc¸a˜o de “ma´quina de calcular” ate´ a de Babbage (em cerca de 1834)
e propo˜e a “Tese de Babbage” :
Que o desenvolvimento e ana´lise de operac¸o˜es sa˜o agora capazes de serem
executados por ma´quinas.
A ana´lise de Robin Gandy , da ma´quina anal´ıtica de Babbage , descreve as seguintes
cinco operac¸o˜es:
1. As func¸o˜es aritme´ticas +, −, ., onde − indica subtrac¸a˜o apropriada x − y = 0,
se y ≥ x .
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2. Qualquer sequ¨eˆncia de operac¸o˜es e´ uma operac¸a˜o.
3. Iterac¸a˜o de uma operac¸a˜o (repetir n vezes uma operac¸a˜o P).
4. Iterac¸a˜o condicional (repetir n vezes uma operac¸a˜o P condicional sobre o
sucesso do teste T ).
5. Transfereˆncia condicional (i.e. a instruc¸a˜o condicional goto).
Robin Gandy afirmava que as func¸o˜es que podem ser calculadas por (1), (2), e
(4) sa˜o precisamente as que sa˜o Turing computa´veis . Ele cita outras propostas de
ma´quinas de calcular universais inclu´ıdas as de Percy Ludgate (1909), Leonardo
Torres y Quevedo (1914), Maurice d’Ocagne (1922), Louis Couffignal (1933),
Vannevar Bush (1936), Howard Aiken (1937). No entanto:
... A eˆnfase esta´ na programac¸a˜o de uma sequeˆncia fixa itera´vel de operac¸o˜es
aritme´ticas. A importaˆncia fundamental da iterac¸a˜o condicional e transfereˆncia
condicional para uma teoria geral da ma´quinas de calcular na˜o e´ reconhecida ...
A preocupac¸a˜o era saber o que, efetivamente, tal computac¸a˜o poderia fazer. As
respostas vieram sob a forma teo´rica, de sua ma´quina abstrata, que possuia uma
fita de tamanho infinito e um cabec¸ote para leitura e escrita, movendo-se pela fita
como na Figura 36. A ma´quina de Turing possibilitava calcular qualquer nu´mero e
func¸a˜o, de acordo com instruc¸o˜es apropriadas. Devido ao seu cara´ter infinito, tal
ma´quina na˜o podia ser constru´ıda, mas tal modelo podia simular a computac¸a˜o de
qualquer procedimento efetivo - sequeˆncias finita de passos para completar tarefas,
chamada, posteriormente, de algoritmo - que ele imaginava, poder ser executado em
um computador real, a ser constru´ıdo posteriormente. Isto e´, a palavra algoritmo
corresponde a procedimentos computa´veis.
Muito embora, procedimentos efetivos tenham tido uma longa histo´ria na ma-
tema´tica, a noc¸a˜o em si de algoritmo na˜o foi precisamente definida ate´ o se´culo XX.
Antes disso, os matema´ticos tinham uma noc¸a˜o intuitiva do que eram algoritmos, e se
baseavam naquela noc¸a˜o quando os usavam e descreviam. Mas, aquela noc¸a˜o intuitiva
era insuficiente para se chegar a um entendimento mais profundo do algoritmos. A
histo´ria de Hilbert com seu problema 10 relata como a definic¸a˜o precisa de algoritmo
foi crucial para esse problema matema´tico lanc¸ado por Hilbert em 1900. O de´cimo
problema de Hilbert era conceber um processo (como Hilbert chamava) que testasse
se um polinoˆmio tinha raizes inteiras Sipser (2011).
Ate´ enta˜o, os matema´ticos da e´poca tinham o conceito intuitivo do que fosse um
algoritmo, e como sabemos hoje, nenhum algoritmo existe para a tarefa do pro-
blema 10 de Hilbert. Era imposs´ıvel para os matema´ticos da e´poca chegarem a
esta conclusa˜o, com o conceito intuitivo de algoritmo. Este conceito intuitivo podia
ser adequado para se prover algoritmos direcionados determinadas tarefas, mas era
inu´til para provar que nenhum algoritmo existia para uma tarefa espec´ıfica. Deste
modo, o problema 10 de Hilbert teve que esperar por essa definic¸a˜o.
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4.2 Conceito Informal de Procedimento Efetivo
Os historiadores da palavra algoritmo encontraram a origem do termo no sobre-
nome, Al-Khwarizmi , do matema´tico do se´culo IX, cujas obras foram traduzidas
no ocidente no se´culo XII. Uma dessas obras recebeu o nome Algorithmi de numero
indorum, sobre os algoritmos usando o sistema de numerac¸a˜o decimal (hindu-ara´bico).
Outros autores, entretanto, defendem a origem da palavra em Al-goreten (raiz -
conceito que se pode aplicar aos ca´lculos).
O diciona´rio Vollsta¨ndiges Mathematisches Lexicon (Leipzig, 1747) refere a pa-
lavra “Algorithmus” . Nesta designac¸a˜o esta´ combinado as noc¸o˜es de quatro ca´lculos
aritme´ticos, nomeadamente a adic¸a˜o, multiplicac¸a˜o, subtrac¸a˜o e divisa˜o. Como uma
invenc¸a˜o de Leibniz, o termo “algorithmus infinitesimalis” foi utilizado para signifi-
car; “maneiras de calcular com quantidades infinite´simas”.
Desde a e´poca de Al-Khwarizmi (830), de onde surgiu a palavra algoritmo , pas-
sando pelos tempos de Charles Babage e Ada Lovelace (1840), quando surgiu a
ideia de se programar computadores, que baseou-se no conceito intuitivo do que vem
a ser um algoritmo: “os passos necessa´rios para realizar uma tarefa”.
Como imaginado na e´poca de Alan Turing, procedimento efetivo correspondia
a ideia de capturar a noc¸a˜o informal de uma especificac¸a˜o do que, hoje, chamamos
um programa de computador, este podendo ser colocado numa ma´quina que iria
executa´-lo.
Foi pensado como uma descric¸a˜o finita , na˜o amb´ıgua, de um conjunto de
operac¸o˜es, onde cada operac¸a˜o deveria ser efetiva, no sentido de que existiria um
procedimento efetivanente mecaˆnico para computa´-las. Tal descric¸a˜o deveria incluir
o procedimento de decisa˜o da ordem de execuc¸a˜o das operac¸o˜es, que tambe´m
deveria ser mecanicamente computa´vel.
A ideia era incluir todas as descric¸o˜es poss´ıveis que poderiam ser consideradas como
um procedimento efetivo. Tal definic¸a˜o, implicitamente, exige a possibilidade da
construc¸a˜o de um ma´quina capaz de executar as operac¸o˜es na ordem pre´-estabelecida
no procedimento. Com isso, o procedimento precisava ser interpretado por um usua´rio
da poss´ıvel ma´quina, e isto implicava que deveria existir uma linguagem usada para
codificar a descric¸a˜o do procedimento.
4.3 Formalizac¸a˜o do Conceito de Algoritmo
Em meados dos anos 30, Alan Turing e Alonzo Church chamavam tal sequeˆncia
de regras, de procedimento efetivo, como algo que se podia excutar mecanicamente.
Partindo em busca do que seria um procedimento efetivo ou mecaˆnico (o que pode
ser feito, seguindo-se diretamente um algoritmo ou conjunto de regras), surgiram a
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sistematizac¸a˜o e desenvolvimento das “func¸o˜es recursivas” . O λ-Ca´lculo de Alonzo
Church, tornou pu´blica a possibilidade da definic¸a˜o bem elaborada de um proce-
dimento efetivo recursivo. A grande vantagem da recursa˜o esta´ na possibilidade de
usar um procedimento efetivo finito para definir, analisar ou produzir um estoque
potencialmente infinito de sentenc¸as ou outros dados. Go¨del introduziu a noc¸a˜o de
func¸a˜o recursiva geral, baseada sobre uma sugesta˜o de Herbrand (1931). Quando
Go¨del visitou Princeton no ano letivo de 1933/34, ele deu uma se´rie de palestras la´
entre fevereiro e maio de 1934, que contou com a presenc¸a Church, Kleene, e Ros-
ser. Go¨del definiu as func¸o˜es recursivas gerais (1934) como aquelas que poderiam
ser avaliadas (computadas) usando um conjunto espec´ıfico de regras de substituic¸a˜o,
a partir de um conjunto de equac¸o˜es de definic¸a˜o, e para as quais o resultado da
avaliac¸a˜o (computac¸a˜o) era unicamente determinado.
Um procedimento efetivo era o procedimento para uma classe de problemas, sendo
um me´todo para o qual, cada passo podia ser descrito como uma operac¸a˜o mecaˆnica,
e que, se executadas rigorosamente resultava em:
• sempre dar alguma resposta, em vez de nunca dar nenhuma resposta;
• sempre dar a resposta certa e nunca dar uma resposta errada;
• sempre efetuada num nu´mero finito de passos, em vez de um nu´mero infinito;
• funcionar para todas as instaˆncias de problemas da classe .
Uma caracter´ıstica essencial de um procedimento efetivo e´ que ele na˜o requer qualquer
engenhosidade de qualquer pessoa ou ma´quina para executa´-lo.
Pode-se requerer, tambe´m, que um procedimento efetivo quando aplicado a um
problema fora de uma classe de problemas em questa˜o, para a qual e´ eficaz, possa
ser interrompido sem resultado ou continuar indefinidamente sem parar, mas na˜o
deve retornar um resultado como se fosse a resposta ao problema.
O conceito de um algoritmo foi formalizado, pela ma´quina de Alan Turing
e pelo λ-Ca´lculo de Alonzo Church, que formaram as primeiras bases da Cieˆncia
da Computac¸a˜o . A formalizac¸a˜o do que era chamado de procedimento efetivo, veio
nos artigos de 1936 de Church e Turing. Church usou um sistema notacional
denominado λ-Ca´lculo para definir func¸o˜es e executa´-las como algoritmos. Por outro
lado, Alan Turing conceituou algoritmo atrave´s de sua ideia de ma´quina abstrata
e, essas duas definic¸o˜es foram demonstradas equivalentes. E essa conexa˜o entre a
noc¸a˜o informal de algoritmo dos matema´ticos e a definic¸a˜o precisa veio a
ser chamada a Tese de Church-Turing.
A Tese de Church-Turing - Noc¸a˜o intuitiva de algoritmos (matema´ticos) e´
igual a algoritmos de ma´quina de Turing (computac¸a˜o).
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A Tese de Church-Turing proveˆ a definic¸a˜o de algoritmo necessa´rio para resolver
o de´cimo problema de Hilbert. Esse de´cimo problema era “conceber um processo
que testasse se um polinoˆmio tinha uma raiz inteira”. Hilbert na˜o usou o termo
algoritmo, mas sim, um processo com o qual o teste pudesse ser determinado por
um nu´mero finito de operac¸o˜es. O que Hilbert queria e´ que algum algoritmo fosse
constru´ıdo, assumindo que o mesmo ja´ exisita e precisa ser constru´ıdo.
Entretanto, em 1970, Yuri V. Matijacevic em Enumerable Sets are Diophan-
tine Matijacevic (1970), baseado notrabalho de Martin Davis , Hilary Putnam
e Julia Robinson , mostrou que nenhum algoritmo existe para se testar se um
polinoˆmio tem ra´ızes inteiras. Na realidade, sabe-se hoje que existem ra´ızes nos
nu´meros complexos. Existem te´cnicas que formam a base para se provar que esse
e outros problemas sa˜o algoritmicamente insolu´veis, como desenvolvido em Sipser
(2011). Um esboc¸o desta prova pode ser vista em Sipser (2011), Cap.3 p. 163.
Podemos continuar falando de ma´quinas de Turing , mas o foco mais interessante,
aqui, e´ abordar algoritmos.
4.4 O Que Seria um Procedimento Computa´vel
Um procedimento efetivo, como afirmado acima, seria um algoritmo , que quando
executado com qualquer entrada, sempre deveria terminar. Foi imaginado, que em-
bora um procedimento efetivo fosse sempre finito, ele poderia descrever uma tarefa
(processo) que nunca terminasse, ou seja um loop infinito .
O termo algoritmo tem sido muitas vezes utilizado no mesmo sentido que procedi-
mento efetivo acima. Entretanto, para os nossos propo´sitos, restringimos o conceito
de algoritmo para um procedimento efetivo que nunca entra em loop.
Uma ma´quina de Turing serve como um modelo preciso para a definic¸a˜o de algoritmo
e, assim podemos padronizar uma forma pela qual se pode descrever algoritmos
de ma´quinas de Turing. Logo, um algoritmo pode ser considerado uma sequeˆncia
de operac¸o˜es que podem ser simuladas por uma ma´quina de Turing.
Agora, a noc¸a˜o intuitiva de procedimentos efetivos, usada pelos matema´ticos, e´
igual a algoritmos de ma´quina de Turing, ou seja, a mesma coisa que procedi-
mentos computa´veis.
Sobre a computabilidade , pensada na e´poca, ocorria a Turing algumas questo˜es:
• O que e´ um problema computa´vel?
• Quais sa˜o os problemas computa´veis?
• O que pode ser efetuado pela ma´quina de computar?
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• Existem problemas que na˜o podem ser resolvidos pelo computador?
Estas questo˜es fizeram surgir a Teoria da Computabilidade . Esta teoria, tambe´m
chamada de Teoria da Recursa˜o , e´ um ramo da lo´gica matema´tica que foi origi-
nado na de´cada de 30 com o estudo das func¸o˜es computa´veis de Turing. A Teoria da
Recursa˜o foi originada com o trabalho de Kurt Godel, Alonzo Church, Alan
Turing, Stephen Kleene e Emil Post nos anos 30.
Na Teoria da Computabilidade, um modelo de computac¸a˜o e´ a definic¸a˜o de um
conjunto de operac¸o˜es que poderiam ser executadas numa computac¸a˜o. Somente
assumindo certo modelo de computac¸a˜o, e´ poss´ıvel discutir as limitac¸o˜es de algoritmos
ou computadores e, tambe´m analisar os recursos computacionais requeridos, como
tempo de execuc¸a˜o e espac¸o de armazenamento para um algoritmo. Isto fez
surgir a Teoria da Complexidade , que e´ hoje tratado numa disciplina sobre Ana´lise
de Algoritmos .
Entretanto, o estudo da computabilidade mostrou dois resultados negativos com
relac¸a˜o ao computador teo´rico. Pensava Turing:
• Nem tudo poderia ser resolvido com o interme´dio da ma´quina de computar
(Cantor,Go¨del).
• E´ imposs´ıvel apontar com precisa˜o a classe dos problemas computa´veis.
• Sabemos que existem problemas na˜o resolv´ıveis atrave´s dos computadores
atuais, mas na˜o sabemos exatamente quais sa˜o.
4.5 Formalmente Definindo uma Ma´quina de Turing
Como em Sudkamp (1988), formalmente, uma ma´quina de Turing padra˜o e´ uma
tupla de 5 componentes, M = (Q ,Σ,Γ, δ, q0), onde Q e´ um conjunto finito de estados,
Γ e´ um conjunto finito chamado alfabeto da fita, Γ conte´m um s´ımbolo especial
 que representa a cadeia vazia, Σ∗ e´ um subconjunto de Γ− {} chamado o alfa-
beto de entrada (o alfabeto todo Σ inclui a cadeia vazia ), δ e´ uma func¸a˜o parcial
de Q×Γ para Q×Γ×{L,R}, e q0 ∈ Q e´ um estado distinguido chamado estado inicial.
Um L indica um movimento de uma posic¸a˜o da fita a` esquerda, e R uma posic¸a˜o
a` direita. A fita de uma ma´quina de Turing se estende indefinidamente em uma
direc¸a˜o. Suponha de estender para a` direita da fita. A fita e´ numerada da posic¸a˜o 0,
em diante, sobre os nu´meros naturais.
Uma computac¸a˜o comec¸a com a cabec¸ote da fita na posic¸a˜o 0, no estado q0 na
posic¸a˜o mais a` esquerda (limite da fita e` esquerda). A entrada, um s´ımbolo de Σ∗ e´
escrita no in´ıcio da fita na posic¸a˜o 1. A posic¸a˜o 0 e o restante da fita sa˜o assumidos
ser o caracter branco (). O alfabeto da fita proveˆ s´ımbolos adicionais que podem ser
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Figura 36 – A ma´quina de Turing em 1936.
Fonte: pt.wikipedia.org.
usados durante uma computac¸a˜o.
Uma transic¸a˜o consiste de treˆs ac¸o˜es: mudanc¸a de estado, escrever um s´ımbolo
sobre uma posic¸a˜o da fita, e movimentar a cabec¸ote da fita. A direc¸a˜o do movimento
{L,R} e´ indicado no terceiro componente da transic¸a˜o.
A configurac¸a˜o de ma´quina, posic¸a˜o 2, contendo um s´ımbolo x , designando um
estado qi e a transic¸a˜o δ(qj , y ,L) combinam para produzir a nova configurac¸a˜o, o
s´ımbolo y escrito substituindo x (y sobreescreve x ) e a cabec¸a da fita e´ posicionada
a` esquerda, ou seja, na posic¸a˜o 1.
A habilidade da ma´quina se mover em ambas as direc¸o˜es e processar brancos
(equivalentes a` cadeia vazia ) introduz a possibilidade de uma computac¸a˜o continuar
indefinidamente.
Mas, a ma´quina de Turing pa´ra quando ela encontra um estado, um par de s´ımbolos
(q , x ) para o qual nenhuma transic¸a˜o e´ definida (lembre que δ e´ uma func¸a˜o parcial
de Q × Γ, e neste caso nenhum valor y existe em Q × Γ× {L,R}. Quando dizemos
que uma computac¸a˜o pa´ra, isto significa que essa termina em uma situac¸a˜o normal.
Uma transic¸a˜o da posic¸a˜o zero pode especificar um movimento da cabec¸a da fita
a` esquerda do limite da fita. Quando isto ocorre, a computac¸a˜o e´ dita terminar
anormalmente.
Como foi observado, a ma´quina de Turing pode ser interpretada como um al-
goritmo. Efetivamente toda ac¸a˜o de uma ma´quina algor´ıtmica , como o computador
pode ser considerada, se resume a calcular o valor de uma func¸a˜o com determinados
argumentos. Este fato e´ interessante, pois da´ uma maneira de se medir a capacidade
computacional de uma ma´quina. Uma ma´quina que compute mais func¸o˜es que outra
seria mais poderosa.
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4.6 Utilidades das Ma´quinas de Turing
Utilidades de ma´quinas de Turing sa˜o apontadas em Schechter (2015):
1. Estudar os limites do que pode ser resolvido algoritmicamente (func¸o˜es sa˜o
computa´veis).
2. Mostrar que existem (muitos) problemas sem soluc¸a˜o algor´ıtmica .
3. Estudar os requisitos de tempo e espac¸o (memo´ria) necessa´rios para resolver
algoritmicamente um dado problema.
4. Construc¸a˜o de uma hierarquia de complexidade para os problemas, que deu
origem a Teoria da Complexidade Computacional .
Tambe´m para tratar:
• Problemas Decid´ıveis × Indecid´ıveis.
• Teoria de Complexidade de Algoritmos.
• Hierarquia de Classes de Problemas (P, NP,. . . )
Como curiosidade, o leitor pode ver implementac¸o˜es de uma ma´quina de Turing
encontradas em:
(a) Veja em 〈http://aturingmachine.com/〉 uma implementac¸a˜o de uma ma´quina
reconhecivel como uma me´quina de Turing no estilo cla´ssico, como na Figura 37.
Uma demonstrac¸a˜o em video e´ mostrada no site The Turing Machine in the classic
style.
(b) Em 〈http://legoofdoom.blogspot.com〉 uma outra demonstrac¸a˜o em video pode
ser vista.
Figura 37 – Uma implementac¸a˜o reconhec´ıvel como a ma´quina de Turing.
Fonte: http://legoofdoom.blogspot.com.
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4.7 Crite´rios Gerais para Algoritmos
Se precisamos ter uma noc¸a˜o geral de algoritmo e, se quisermos mostrar que para
alguns problemas, na˜o existe soluc¸a˜o algor´ıtmica, alguns crite´rios gerais que propo˜em
definic¸o˜es para procedimentos computa´veis, devem ser conhecidos. Para este to´pico,
o leitor pode consultar Carnielli e Epstein (2005), Cap.7, sobre computabilidade,
p.96-100, sobre os to´picos:
1. Crite´rios de Mal’cev , de algoritmos e func¸o˜es recursivas.
2. Crite´rios de Hermes sobre Enumerac¸a˜o, Decidibilidade e Computabilidade: o
conceito de algoritmo, algoritmos como procedimentos gerais, realizac¸a˜o de
algoritmos e a enumerac¸a˜o de Go¨del.
4.8 Problemas de Decisa˜o
Na teoria da computabilidade e na teoria da complexidade computacional
um problema de decisa˜o e´ uma questa˜o sobre um sistema formal com uma
resposta do tipo sim-ou-na˜o. Os problemas de decisa˜o sa˜o problemas de decidir
se um determinado elemento de algum universo pertence ou na˜o a um determinado
conjunto. Ou equivalentemente, se satisfaz uma determinada propriedade. Me´todos
usados para resolver problemas de decisa˜o sa˜o chamados de procedimentos efe-
tivos ou algoritmos. Se existir um algoritmo que receba como entrada um
elemento x e retorne como sa´ıda ’sim’, caso x pertenc¸a a um conjunto C , ou ’na˜o’,
caso contra´rio, enta˜o diz-se que o problema de decisa˜o para o conjunto C e´ decid´ıvel.
Se na˜o existir um algoritmo capaz de fazer essa avaliac¸a˜o, enta˜o diz-se que o
problema de decisa˜o para o conjunto C e´ indecid´ıvel.
Por exemplo:
• Problema 1: Um exemplo cla´ssico de problema de decisa˜o e´ o conjunto dos
nu´meros primos . E´ poss´ıvel decidir, efetivamente, se um nu´mero natural e´
primo testando cada nu´mero poss´ıvel. Embora me´todos muito mais eficientes
para testar a primalidade de um nu´mero sejam conhecidos, a existeˆncia de
qualquer me´todo e´ suficiente para estabelecer a decidibilidade. Assim, este e´
um problema decid´ıvel.
• Problema 2: Verificar se uma determinada cadeia de caracteres pertence ou
na˜o a um conjunto de cadeias de caracteres de uma linguagem formal formal.
O conjunto conte´m exatamente as cadeias para as quais a resposta a pergunta
e´ ’sim’. Voltando ao exemplo dos nu´meros primos proposto anteriormente,
pode-se veˆ-lo tambe´m como a linguagem de todas as cadeias no alfabeto 0, 1,
2, ..., 9 tal que o inteiro correspondente a` cadeia e´ um nu´mero primo.
• Problema 3: “Dados dois nu´meros x e y , y e´ divis´ıvel por x?” Este e´ outro
problema de decisa˜o. Ou ainda: “Dado um nu´mero inteiro x , x e´ um nu´mero
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primo?”. A resposta para esses problemas pode ser ’sim’ ou ’na˜o’, e depende
dos valores que as varia´veis assumem em cada instaˆncia do problema. Para a
seguinte instaˆncia do segundo problema, “7 e´ um nu´mero primo?” a resposta e´
sim, ja´ para a instaˆncia “8 e´ um nu´mero primo?” a resposta e´ na˜o.
Problemas de decisa˜o esta˜o intimamente ligados com problemas de func¸a˜o,
que podem ter respostas mais complexas do que um simples “sim” ou “na˜o”.
Um t´ıpico prblema de func¸a˜o e´: “dado dois nu´meros x e y , para qual x , temos
que y e´ divis´ıvel por x?”. Esses tipos de problema esta˜o relacionados tambe´m com
os problemas de otimizac¸a˜o , os quais se preocupam em achar a melhor soluc¸a˜o
para um problema particular.
O campo da complexidade computacional classifica problemas de decisa˜o
decid´ıveis pelo grau de dificuldade em resolveˆ-los. Dificuldade, nesse sentido,
e´ descrito em termos de esforc¸o computacional necessa´rio para o algoritmo mais
eficiente para um determinado problema.
O campo da teoria da recursa˜o, entretanto, classifica problemas atrave´s do
grau de insolubilidade da Teoria da Computac¸a˜o e da Complexidade Computa-
cional (no ingleˆs, Turing degree), a qual e´ uma medida da na˜o-computabilidade
inerente a cada soluc¸a˜o.
Problemas de decisa˜o indecid´ıveis importantes incluem o chamado problema da
parada. Ou seja, um algoritmo para um determinado problema, pa´ra sua execuc¸a˜o
ou na˜o?
4.9 Problema da Parada
O mais famoso dos problemas indecid´ıveis esta´ relacionado com as pro´prias propri-
dades da ma´quina de Turing. Este problema pode ser formulado como segue:
“dada uma ma´quina de Turing M com alfabeto de entrada Σ e uma
cadeia (string) w ∈ Σ∗, a computac¸a˜o de M com a entrada w , pa´ra?”.
Nos cap´ıtulos sobre “Decidibilidade” (Decidability), de qualquer livro de Teoria da
Computac¸a˜o, e´ mostrado que, na˜o existe nenhum algoritmo que decida o “problema
da parada” . Isto significa que o problema da parada e´ indecid´ıvel. Este e´ um
resultado fundamental na teoria da Cieˆncia da Computac¸a˜o.
No que segue, consideraremos o conjunto de todos os procedimentos efetivos (al-
goritmos com tempo de execuc¸a˜o finito) em uma dada linguagem (PROGS). E
assim, podemos tirar concluso˜es importantes a respeito da existeˆncia de func¸o˜es
na˜o-computa´veis e problemas indecid´ıveis.
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4.10 Func¸a˜o Computa´vel
Uma func¸a˜o f e´ dita computa´vel (ou efetivamente computa´vel), se existir um
procedimento efetivo P que a computa.
No caso de uma func¸a˜o computa´vel na˜o ser total, a definic¸a˜o acima na˜o fica clara.
Veja a seguinte questa˜o: o que o procedimento efetivo deve fazer, quando a func¸a˜o e´
submetida a um elemento de E , que esta´ fora do domı´nio de f ?
Neste caso, e´ preciso estabelecer uma definic¸a˜o mais precisa. Assim, a seguinte
definic¸a˜o contemplara´ a questa˜o colocada.
Definic¸a˜o (Func¸a˜o Computa´vel)
Uma func¸a˜o f e´ dita ser computa´vel, se existir um procedimento efetivo P tal
que:
• ∀ x ∈ E = dom(f ), P termina e gera como sa´ıda f (x ).
• se x 6∈ E = dom(f ), P na˜o termina, ou seja P entra em um loop infinito.
Com estas explicac¸o˜es, o leitor pode pensar nas seguintes questo˜es:
1. Como se pode provar que uma func¸a˜o e´ computa´vel?
2. Como se pode provar que uma func¸a˜o e´ na˜o-computa´vel?
3. Qual o papel do loop infinito na computac¸a˜o de um procedimento efetivo?
4. Sera´ que e´ sempre possivel construir uma linguagem que garanta que os
procedimentos efetivos quando executados nunca entrem em loop infinito?
5. Sera´ uma tal linguagem preservara˜o o mesmo poder de computac¸a˜o de lingua-
gens reais como, por exemplo, C, C++ ou Java?
6. Sera´ que toda func¸a˜o e´ computa´vel por algum procedimento efetivo?
4.11 Func¸o˜es Na˜o-Computa´veis
A partir dos resultados de Cantor,Kurt Go¨del, Alan Turing e Church, pode-se
dizer que existem func¸o˜es para as quais na˜o existe uma sequeˆncia de passos que
determinem o seu valor com base nos seus argumentos.
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Dizendo-se de outra maneira, na˜o existem algoritmos para a soluc¸a˜o de determinadas
func¸o˜es. Sa˜o as chamadas func¸o˜es na˜o computa´veis. Isto significa que para tais
func¸o˜es na˜o ha´ nem havera´ capacidade computacional suficiente para resolveˆ-las, com
os computadores ainda atuais. Logo, descobrir as fronteiras entre func¸o˜es computa´veis
e na˜o computa´veis seria equivalente a descobrir os limites do computador em geral.
A tese de Church-Turing representava um importante passo nesse sentido. Eles
perceberam que o poder computacional das ma´quinas de Turing se resumia a qual-
quer processo algor´ıtmico, ou seja, todas as func¸o˜es computa´veis que pudessem ser
descritas por algoritmos. Isto foi a contribuic¸a˜o dada pelo trabalho de Turing e
Church. As func¸o˜es computa´veis sa˜o as mesmas func¸o˜es Turing-computa´veis.
A importaˆncia disso estava na possibilidade de se verificar o alcance e limites do
computador que se imaginava poder existir.
Um ce´lebre teorema de Alonzo Church demonstrado em 1936, diz que:
na˜o pode existir um procedimento geral de decisa˜o para todas as expresso˜es do
Ca´lculo de Predicados de primeira ordem, ainda que exista tal procedimento para
classes especiais de expresso˜es de tal ca´lculo.
Foi enta˜o que o conceito de um algoritmo foi formalizado em 1936 pela
Ma´quina de Turing de Alan Turing e pelo λ-Ca´lculo de Alonzo Church numa
abordagem usando func¸o˜es, que formaram as primeiras bases da Cieˆncia da Com-
putac¸a˜o.
4.12 Porque Computabilidade e´ Importante?
Ao depararmos com um problema computacional , a princ´ıpio de dif´ıcil soluc¸a˜o, as
seguintes questo˜es devem ser levantadas.
• Sera´ que este problema possui soluc¸a˜o para todas as entradas? Ou seja, e´ o
problema decid´ıvel?
• Pode-se construir um algoritmo que termine em tempo finito para o problema,
num tempo de execuc¸a˜o eficiente?
4.13 Nos Dias Atuais ...
• Todos os problemas que podem ser computados numa ma´quina de Turing, sa˜o
de alguma forma computados pelas ma´quinas que conhecemos nos dias de hoje.
• Embora ainda na˜o exista uma ma´quina concreta com maior poder computacio-
nal do que o proposto pela ma´quina de Turing, a ideia da computac¸a˜o quaˆntica
tem indicado que existem chances de que na˜o conhecemos todo o poder das
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ma´quinas. Mas, se imaginarmos o computador quaˆntico , possivelmente isto
venha a ser verdadeiro.
4.14 Turing, a Segunda Guerra Mundial e a Criptana´lise
De volta a Cambridge, Turing tentou construir uma ma´quina para calcular a func¸a˜o
Zeta de Riemann (seu objetivo era encontrar soluc¸o˜es fora do que ja´ era conhecido).
A partir de setembro de 1938, Turing comec¸ou a trabalhar para a divisa˜o do Governo
Britaˆnico responsa´vel pela quebra de co´digos . Em setembro de 1939, apo´s o Reino
Unido declarar guerra a` Alemanha, Turing se apresentou em Bletchley Park, o centro
das operac¸o˜es de criptana´lise durante a guerra, localizado em Bletchley (64 km ao
norte de Londres).
Figura 38 – Bletchley Park - o centro das operac¸o˜es de criptoana´lise.
Fonte: www.bletchleypark.org.uk.
A ma´quina Enigma era uma ma´quina desenvolvida pelos alema˜es para codificar
suas instruc¸o˜es militares. A cifra chamada Lorenz, implementada pela Enigma era
considerada inicialmente inquebra´vel. Entretanto, treˆs matema´ticos Poloneses conse-
guiram quebrar a cifra da ma´quina Enigma em um modo muito particular de operac¸a˜o.
A partir da´ı, as ideias de Turing permitiram generalizar este me´todo de maneira
que qualquer mensagem cifrada com a Enigma pudesse ser decifrada. Turing, enta˜o,
projetou uma ma´quina para automatizar o processo de decifrar as mensagens e surgiu
a ma´quina Bombe . Turing precisou desenvolver me´todos estat´ısticos sofisticados
para poder realizar esta tarefa.
Durante a Segunda Guerra Mundial, mais pro´ximo ao fim da guerra, a equipe
de Bletchley Park desenvolveu a ma´quina Colossus (1944), um computador ingleˆs
projetado pela equipe liderada por Alan Turing. A inovac¸a˜o no Colossus foi o uso
da eletroˆnica. O Colossus usava va´lvulas a` vacuo. Uma va´lvula era um pequeno bulbo
de vidro com eletrodos dentro. Seu principal objetivo era fazer a criptoana´lise de
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co´digos ultra-secretos utilizados pelos nazistas, crifrados com a ma´quina Lorenz SZ
40/42 . Utilizando s´ımbolos perfurados em fitas de papel, o equipamento processava
a uma velocidade de 25 mil caracteres por segundo, para decodificar a cifra Lorenz,
uma cifra utilizada pelo alto comando alema˜o.
Figura 39 – Ma´quina Enigma - versa˜o da Marinha, exposta em Bletchley Park.
Fonte: en.wikipedia.org.
Figura 40 – Colossus - decodificava a cifra Lorenz.
Fonte: en.wikipedia.org.
Os modelos estat´ısticos de Turing tambe´m foram fundamentais para a quebra da
cifra Lorenz. O Colossus foi a primeira aplicac¸a˜o com uso em larga escala de circuitos
eletroˆnicos digitais, possivelmente beneficiado com a importante contribuic¸a˜o de
Shannon.
Tambe´m neste per´ıodo, Turing estava se dedicando a` construc¸a˜o de uma ma´quina
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para a criptografar sinal de voz. Ele desenvolveu um proto´tipo, chamado Delilah ,
mas que na˜o foi utilizada. Turing recebeu a Ordem do Impe´rio Britaˆnico (OBE)
por sua contribuic¸a˜o durante a guerra. Essa contribuic¸a˜o permaneceu em segredo
ate´ depois de sua morte em 1954.
4.15 Concretizac¸a˜o da Ma´quina de Turing Universal
• Ma´quina de Turing = Algoritmo.
• Ma´quina de Turing Universal (MTU) = Computador Programa´vel.
• MTU era uma ma´quina capaz de realizar qualquer tarefa algor´ıtmica, desde
que o conjunto correto de instruc¸o˜es fosse armazenado nela.
• Ao final da 2a Guerra Mundial, Turing estava de posse de treˆs ideias funda-
mentais:
1. Seu pro´prio modelo de Ma´quina de Turing Universal de 1936.
2. A velocidade e confiabilidade da tecnologia eletroˆnica (conforme visto no
Colossus).
3. A ineficieˆncia de construir diferentes ma´quinas para diferentes propo´sitos.
Turing concluiu que era o momento apropriado para construir uma versa˜o concreta
de sua Ma´quina Universal, isto e´, construir um computador programa´vel, com memo´ria
interna, onde tanto instruc¸o˜es quanto conjuntos de dados , fossem armazenados com
a mesma representac¸a˜o, de tal forma que o computador fosse capaz de executar sobre
qualquer conjunto de dados, qualquer tarefa descrita corretamente pelas instruc¸o˜es.
Nenhuma das ma´quinas desenvolvidas ate´ o final da Guerra puderam ser consi-
deradas como “computadores”, que atendessem a todos os requisitos acima. Algumas
sa˜o ma´quinas de uso particular (como o Colossus, que tem como u´nica func¸a˜o decifrar
mensagens codificadas com a cifra Lorenz ). Outras eram ma´quinas de uso geral, mas
sem a capacidade de armazenamento interno das instruc¸o˜es.
Mais tarde, em 1945, em Manchester, na Inglaterra, Turing desenvolveria as suas
ideias para construir os primeiros projetos de computadores no Reino Unido, como:
Bombe, Colossus e o Delilah. A histo´ria de va´rios projetos dos primeiros computado-
res pode ser vista em 〈www.cryptomuseum.com〉.
Em 1945, John von Neumann , que conhecia o trabalho de Turing de 1936,
publicou o Report on the EDVAC, descrevendo (de forma incompleta) o projeto para
um computador com armazenamento interno de programas. A competic¸a˜o americana
pelo desenvolvimento do computador foi positiva para Turing no primeiro momento.
O National Physics Laboratory (NPL) contratou Turing para elaborar um projeto
de um computador com armazenamento interno de programas.
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Em fevereiro de 1946, Turing apresentou ao NPL um relato´rio te´cnico detalhado
do projeto para o ACE (Automatic Computing Engine). O ACE foi o primeiro
computador projetado no Reino Unido, uma realizac¸a˜o de Alan Turing em 1946. O
ACE previa o uso de uma linguagem de programac¸a˜o rudimentar para a escrita dos
programas. A ideia de Turing: no relato´rio do ACE, Turing propoˆs ate´ a possibi-
lidade de que usua´rios remotos utilizassem o ACE atrave´s de uma conexa˜o telefoˆnica.
Turing deu importaˆncia em seu projeto ao tamanho e a` velocidade de acesso
a` memo´ria interna do computador. O segredo das atividades de Turing durante a
Guerra fez com que as pessoas considerassem que ele na˜o tinha experieˆncia suficiente
para o projeto e que o projeto na˜o era realmente fact´ıvel. Sem conseguir construir
o ACE, Turing retornou para Cambridge para um ano saba´tico. As Universidades
de Cambridge e Manchester entraram na corrida pela construc¸a˜o do computador e
colocaram seus projetos em funcionamento antes do ACE. Uma versa˜o simplificada
do ACE, o Pilot Model ACE, acabou sendo constru´ıda no in´ıcio da de´cada de 1950,
depois da sa´ıda de Turing do National Physics Laboratory.
Figura 41 – ACE - o primeiro computador projetado no Reino Unido.
Fonte: www.pinterest.com.
4.16 Turing e o Surgimento das Redes Neurais
Em 1947, durante seu ano saba´tico em Cambridge, Turing se voltou para a questa˜o
de “ce´rebros artificiais”. Esses “ce´rebros” deveriam ser capazes de ser treinados
para a realizac¸a˜o de tarefas. Turing defendia a ideia de que um sistema mecaˆnico
suficientemente complexo poderia exibir habilidades de aprendizado . Esta pesquisa
foi submetida para o NPL como um relato´rio interno e nunca foi publicada durante sua
vida. Turing descrevia estruturas muito semelhantes ao que hoje conhecemos como
redes neurais . Ele descrevia graficamente, numa forma similar ao que conhecemos
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hoje, por autoˆmatos . Possivelmente, tenha tido as primeiras ideias de um autoˆmato,
porque a ma´quina de Turin se comporta como um autoˆmato. O que motivou John
von Neumann a desenvolver a Teoria dos Autoˆmatos. Um diagrama de uma rede
neural presente no relato´rio de textbfTuring e´ mostrado na Figura 42.
Figura 42 – Diagrama de uma Rede Neural presente no Relato´rio de Turing.
Fonte: streebgreebling.blogspot.com.
4.17 Turing e a Computac¸a˜o Cient´ıfica
No final de 1947, no artigo Rounding-off Errors in Matrix Processes, Turing inven-
tou a decomposic¸a˜o LU de matrizes, que ele chamou de decomposic¸a˜o triangular .
Nesta decomposic¸a˜o, uma matriz e´ vista como o produto de duas outras matrizes
caracterizadas, uma pelos seus elementos inferiores e da diagonal principal, e outra
pelos seus elementos superiores e da diagonal. O me´todo tornou-se u´til para resoluc¸a˜o
de sistemas lineares, ca´lculo de inverso de matrizes e ca´lculo de determinantes .
No artigo, Turing se preocupou com questo˜es a respeito da complexidade dos
ca´lculos propostos por ele (descritas em func¸a˜o do nu´mero de operac¸o˜es de adic¸a˜o e
multiplicac¸a˜o necessa´rias em func¸a˜o do tamanho da matriz de entrada) e a respeito
do condicionamento das matrizes, sugerindo abordagens para evitar o acu´mulo de
erros devido ao processamento de matrizes mal-condicionadas.
4.18 Turing e o Surgimento da Inteligeˆncia Artificial
Em 1948, Turing demitiu-se do NPL e aceitou uma posic¸a˜o na Universidade de
Manchester. La´, ele esteve em contato com a equipe que fabricou o computador
Ferranti Mark 1 , o primeiro computador de uso geral dispon´ıvel comercialmente.
Turing contribuiu na elaborac¸a˜o do manual de uso deste computador. Durante este
per´ıodo, Turing continuou refletindo a respeito dos “ce´rebros artificiais”, colocando
a seguinte pergunta:
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Quando podemos considerar que um sistema artificial tem realmente
inteligeˆncia?
Turing discute essas ideias no artigo Computing Machinery and Intelligence
de 1950. Neste artigo, ele propo˜e um poss´ıvel teste (batizado por ele de Jogo da
Imitac¸a˜o) que pode ser utilizado para responder a questa˜o acima. Este teste, posteri-
ormente, ficou conhecido como Teste de Turing . E o teste virou filme O Jogo da
Imitac¸a˜o, lanc¸ado nos cinemas do Reino Unido e dos EUA em novembro de 2014,
e posteriormetne nos cinemas do Brasil (Janeiro de 2015), e no qual o ator Traz
Benedict Cumberbatch faz o papel de Turing. O filme venceu o Oscar de melhor
roteiro adaptado, com o roteiro de Graham Moore baseado no livro Alan Turing: the
Enigma de Andrew Hodges.
Exemplificando o Teste de Turing:
1) Suponha que uma loja de come´rcio eletroˆnico utilize um servic¸o de atendimento
online atrave´s de um chat. 2) Suponha que, em princ´ıpio, os clientes sa˜o atendidos por
funciona´rios humanos, mas que, caso na˜o haja funciona˜rios dispon´ıveis no momento,
o cliente e´ enta˜o atendido por um software (chatter bot). 3) Dizemos que este software
utilizado no servic¸o de atendimento aos clientes passa no Teste de Turing se, em
geral, apo´s finalizarem seu atendimento, os clientes sa˜o incapazes de responder com
seguranc¸a maior do que a de um palpite aleato´rio, se foram atendidas por um humano
ou pelo software. O teste CAPTCHA, presente em diversos sites, pode ser pensado
como um Teste de Turing reverso.
4.19 Mais sobre a Tese de Church-Turing
Os resultados fundamentais que os pesquisadores obtiveram estabeleceram, posteri-
ormente, a computabilidade de Turing, como uma formalizac¸a˜o correta da ideia
informal do que seria um algoritmo ou procedimento efetivo.
Como explicado em Sudkamp (1988), a Tese de Church-Turing afirma que todo
problema de decisa˜o que se pode resolver, pode ser transformado em um problema
equivalente de ma´quina de Turing . Isto pode ser colocado como:
Tese de Church-Turing para Problemas de Decisa˜o - Existe um procedi-
mento efetivo para resolver um problema de decisa˜o P se, e somente se, existe uma
ma´quina de Turing aceitando uma linguagem recursiva que resolve o problema.
Neste caso, uma soluc¸a˜o para P requer a computac¸a˜o retornar uma resposta para
toda instaˆncia (entrada) do problema P .
Tese de Church-Turing estendida para Problemas de Decisa˜o - Um pro-
blema de decisa˜o P e´ parcialmente resolvido se, e somente se, existe uma ma´quina
de Turing que aceita precisamente os elementos de P cujas respostas e´ “sim”. Nesta
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caso, uma soluc¸a˜o parcial para P e´ uma resposta, na˜o necessariamente completa, isto
e´, o procedimento efetivo retorna uma resposta afirmativa para todo p pertencente a
P cuja resposta e´ “sim”. Entretanto, se a resposta e´ negativa, o procedimento pode
retornar “na˜o” ou falhar para produzir uma resposta.
Assim, como uma soluc¸a˜o para um problema de decisa˜o pode ser formulado aceitando
uma linguagem recursiva, uma soluc¸a˜o parcial para um problema de decisa˜o e´
equivalente a questa˜o de aceitar uma linguagem recursivamente enumera´vel .
Neste caso, temos um problema de decisa˜o parcialmente decid´ıvel.
4.20 Resumindo a Tese de Church-Turing
Tese de Church-Turing: um problema e´ decid´ıvel se, e somente se, ele e´ de-
cid´ıvel por uma ma´quina de Turing.
A tese pode ser refutada pela descoberta de um modelo de computac¸a˜o mais poderoso
do que as ma´quinas de Turing. Argumentos a favor da tese:
• (a) Ma´quinas de Turing na˜o podem ter seu poder computacional aumentado.
• (b) A computabilidade do λ-Ca´lculo de Alonzo Church.
• (c) A computabilidade das Func¸o˜es µ-recursivas.
• (d) Ma´quinas de registradores.
• (e) A tese e´ comumente aceita atualmente.
• (f) Curiosidade: mesmo os algoritmos quaˆnticos ja´ existentes, na˜o refutam a
Tese de Church-Turing.
Apo´s o final de seu doutorado, Turing retornou a Cambridge. Na mesma e´poca, na
University of Michigan, Claude E. Shannon, a partir da sua tese de mestrado em
1937, A Symbolic Analysis of Relay and Switching Circuits SHANONN (1937), foi
publicado na edic¸a˜o de 1938 da Transactions of the American Institute of Electrical
Engineers, onde fixava o formalismo lo´gico e os circuitos ele´tricos. Ver no cap´ıtulo 8.
4.21 Abordagens para Formalizar Computabilidade
Neste ponto, mencionamos os formalismos para noc¸a˜o de computabilidade. Aqui esta´
um breve survey de diferentes abordagens:
1. Representabilidade em um sistema formal (Church, 1933; Go¨del and Herbrand,
1934) - Nesta abordagem, sistema formal da aritme´tica (axiomas e regras de prova)
e´ considerado e uma func¸a˜o e´ declarada computa´vel, se para todo m e n, tal que
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f (m) = n, podemos provar f (m) = n no sistema. Ver na Parte III de Epstein (1989).
2. λ-Ca´lculo (Church, 1936) - Esta e´ a abordagem mais pro´xima de um sistema
formal. Church tomou um simples alfabeto e linguagem, junto com a noc¸a˜o de
derivabilidade (deduc¸a˜o) e ainda parece mais simples. Tudo e´ reduzido a manipulac¸a˜o
de s´ımbolos e f (m) = n, se podemos derivar esta no sistema. Ver em Rosser (1984).
3. Descric¸o˜es Aritme´ticas (Kleene, 1936) - Uma classe de func¸o˜es que inclui +
e . e´ fechada sob algumas regras simples, como a definic¸a˜o de induc¸a˜o . Isto acarreta
a classe das func¸o˜es µ-recursivas 6, que e´ o sistema formal mais simples para traba-
lhar. Ver em Epstein (1989) e Sudkamp (1988). Stephen Cole Kleene (1909-1994)
foi um matema´tico estadunidense. Um dos estudantes mais noto´rios de Alonzo
Church, Kleene e´ reconhecido junto com Alan Turing, Emil Post e outros como
um fundador da ramificac¸a˜o da lo´gica matema´tica conhecida por teoria da compu-
tabilidade. Seu trabalho fundamentou o estudo das func¸o˜es computa´veis. Diversos
conceitos matema´ticos teˆm seu nome, como a hierarquia de Kleene, a a´lgebra de
Kleene, o fecho de Kleene, o teorema da recursa˜o de Kleene e o teorema do ponto
fixo de Kleene (usado quando se estuda semaˆntica denotacional de linguagens de
programac¸a˜o ). Ele tambe´m e´ o inventor das expresso˜es regulares estudadas nas
disciplinas de Linguagens Formais .
O trabalho de Kleene na teoria da recursa˜o , ajudou a fornecer os fundamen-
tos da Cieˆncia da Computac¸a˜o teo´rica. Ao proporcionar me´todos para determinar
quais os problemas que sa˜o solu´veis, o trabalho de Kleene levou ao estudo de func¸o˜es
que podem ser computadas. No vera˜o de 1951, na RAND Corporation, ele descobriu
uma caracterizac¸a˜o importante de autoˆmatos finitos . Seu relato´rio para a RAND foi
muito influente para a Cieˆncia da Computac¸a˜o teo´rica.
A formulac¸a˜o de Kleene de func¸a˜o computa´vel e´ um dos mais u´teis, e seu tra-
balho anterior em func¸o˜es λ, desempenhou um papel importante no apoio a` Tese
de Church, verificando que as func¸o˜es λ coincidem com as func¸o˜es intuitivamente
computa´veis de Turing.
A partir de 1930, Kleene mais do que qualquer outro matema´tico, desenvolveu as
noc¸o˜es de computabilidade e a ideia de processo efetivo (como Hilbert denominava)
em todas as suas formas, tanto abstratas e concretas, tanto matema´ticas, quanto
filoso´ficas. Ele tendia a lanc¸ar as bases de uma a´rea e, em seguida, passar para a
pro´xima, ja´ que cada uma que se sucedia, florescia em uma a´rea importante de
investigac¸a˜o no seu objetivo.
Kleene desenvolveu um diversificado leque de to´picos sobre computabilidade: a
hierarquia aritme´tica, graus de computabilidade, ordinais computa´veis, autoˆmatos
finitos e conjuntos regulares com enormes consequeˆncias para a Cieˆncia da Com-
putac¸a˜o, com consequeˆncias para a filosofia e para a prova da correc¸a˜o de programas
em Cieˆncia da Computac¸a˜o.
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O livros mais conhecidos de Kleene sa˜o Introduc¸a˜o a` metamatema´tica (1952) e
Lo´gica Matema´tica (1967). Kleene escreve no primeiro deles:
“O objetivo deste livro e´ fornecer uma introduc¸a˜o ligada aos temas da lo´gica
matema´tica e func¸o˜es recursivas em particular, e para as investigac¸o˜es mais recentes
fundamentais em geral.”
4. Descric¸o˜es como ma´quinas - Existiram algumas tentativas (a maioria antes do
advento dos computadores). Cada uma tentou formalizar a noc¸a˜o intuitiva, por dar
uma descric¸a˜o de toda ma´quina poss´ıvel: (a) Ma´quinas de Turing, Turing (1936),
ver em Sudkamp (1988), Epstein (1989). (b) Markov Algorithms. (c) Ma´quinas de
Registros Ilimitados (Shepherdson and Sturgis, 1963). Este modelo e´ uma idealizac¸a˜o
de computadores com tempo ilimitado, memo´ria ilimitada e que fucione sem erros.
O que estas formalizac¸o˜es tem em comum e´ que elas sa˜o puramente sinta´ticas.
Sa˜o me´todos para manipular s´ımbolos.
Importante aqui e´ saber sobre a diferenc¸a entre os conceitos de computabilidade e
computac¸a˜o .
• computabilidade (computability) = e´ um conceito intuitivo, mas semaˆntico.
• computac¸a˜o (computation) = e´ um conceito formal, mas puramente sinta´tico.
Os trabalhos de Church e Turing fundamentalmente esta˜o ligados a` construc¸a˜o
dos computadores. Os limites das ma´quinas de Turing, de acordo com a tese de
Church-Turing, tambe´m descreve os limites de todos os computadores. Church
tinha alcanc¸ado resultados importantes, empregando o conceito de efetivamente
computa´vel ao inve´s do computa´vel por uma ma´quina de Turing. O conceito
de efetivamente computa´vel e´ equivalente ao conceito de recursividade de
Go¨del-Herbrand.
No sentido de formalizar matematicamente o conceito de computabilidade, como
apontado em Epstein (1989), nunca podemos nos livrar completamente do aspecto
semaˆntico deste conceito. O processo de computac¸a˜o e´ uma noc¸a˜o lingu´ıstica (pres-
supondo que nossa noc¸a˜o de linguagem e´ suficientemente geral); o que se pode fazer
e´ delimitar uma classe daquelas func¸o˜es (consideradas como objetos matema´ticos
abstratos), para a qual exista um correspondente objeto lingu´ıstico (um processo de
computac¸a˜o), ou seja um algoritmo.
4.22 Problemas de Decisa˜o - Decidibilidade
Uma ma´quina de Turing pode ser vista como um modelo de computador de propo´sito
geral, em que se pode definir a noc¸a˜o de algoritmo em termos de ma´quinas de Turing,
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por meio da Tese de Church-Turing. No entanto, existindo um algoritmo(s) para se
resolver algum problema, podemos pensar a investigar o poder de algoritmos para
resolver problemas. Existem certos problemas que podem ser resolvidos algoritmica-
mente, enquanto outros na˜o. Tais problemas sa˜o os chamados problemas de decisa˜o
: uma questa˜o sobre um conjunto com uma resposta do tipo sim-ou-na˜o. Desta
forma podemos classificar os problemas: decid´ıveis , parcialmente decid´ıveis e
indecid´ıveis . Neste ponto, o mais interessante e´ explorar os limites da solubilidade
de algoritmos.
Um problema e´ dec´ıdivel, se existe um algoritmo que dado um elemento po-
tencial de um conjunto, o algoritmo responde ’sim’ ou ’na˜o’, de acordo se o elemento
esta´ no conjunto ou na˜o.
Um problema e´ parcialmente decid´ıvel (o mesmo que recursivamente enumera´vel),
se existe um algoritmo que reconhece elementos do conjunto, por dizer ’sim’, mas
que pode na˜o terminar para elementos fora do conjunto.
Computadores parecem ser ta˜o poderosos que ate´ podemos acreditar que todos
os problemas sa˜o solu´veis por computador. Entretanto, existem problemas espec´ıficos
que sa˜o algoritmicamente insolu´veis. Na realidade, computadores sa˜o limitados e,
por isso, mesmo alguns problemas comuns que pessoas precisam resolver acontecem
de ser computacionalmente insolu´veis. Assim, podemos dizer que um problema e´
indecid´ıvel. Neste caso, um algorimo dado para resolver o problema, na˜o tem como
decidir sobre o problema.
4.23 Indecidibilidade
Neste ponto, e´ interessante mostrar o primeiro problema que e´ indecid´ıvel, como
provado na Teoria da Computac¸a˜o: o problema de se determinar se uma ma´quina de
Turing aceita uma dada cadeia de entrada. Chamamo-lo de PMT .
PMT = {〈M ,w〉} tal que M e´ uma MT e M aceita w .
Antes de tudo, pode-se observar que PMT e´ Turing-reconhec´ıvel.
Mas, prova-se como um teorema cla´ssico da Teoria da Computac¸a˜o, que PMT
e´ indecid´ıvel.
Vejamos o exemplo de Sipser (2011). Seja uma ma´quina de Turing U que reco-
nhece PMT .
U = Sobre a entrada 〈M ,w〉, onde M e´ uma MT e w e´ uma cadeia. A entrada de
ma´quinas de Turing e´ sempre uma cadeia de s´ımbolos.
1. Simule M sobre a entrada w .
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2. Se M em algum momento entra no seu estado de aceitac¸a˜o, aceite w ; Se M
em algum momento entra em seu estado de rejeic¸a˜o, rejeite.
Esta MT entra em loop sobre a entrada 〈M ,w〉, se M entra em loop sobre w e, e´
por isso que esta ma´quina MT na˜o decide sobre o problema PMT . Se o algoritmo
tivesse alguma forma de determinar que M na˜o iria parar sobre w , ele poderia
dizerrejeite w . PMT e´ conhecido como o problema da parada. Pode-se demonstrar
que um algoritmo na˜o tem como fazer essa determinac¸a˜o. Portanto, PMT e´ indecid´ıvel.
Tambe´m podemos enunciar: “o problema da parada e´ indecid´ıvel”.
Um programa de computador e´ essencialmente um algoritmo que diz ao computador
os passos espec´ıficos e em que ordem eles devem ser executados. A implementac¸a˜o
de algoritmos pode ser feita para um computador e, diferentes algoritmos podem
realizar a mesma tarefa usando um conjunto diferenciado de instruc¸o˜es em mais
ou menos tempo, espac¸o ou esforc¸o do que outros. Tal diferenc¸a pode ser reflexo
da complexidade computacional aplicada, que depende dos dados fornecidos ou de
estruturas de dados adequadas ao algoritmo.
Alguns autores restringem a definic¸a˜o de algoritmo para procedimentos que even-
tualmente terminam. Marvin Lee Minsky (1927) e´ um cientista cognitivo esta-
dunidense, e sua principal a´rea de atuac¸a˜o sa˜o estudos cognitivos no campo da
Inteligeˆncia Artificial. Minski e´ co-fundador do Laborato´rio de Inteligeˆncia Artificial
do Instituto de Tecnologia de Massachusetts (MIT) e autor sobre o tema e suas
implicac¸o˜es filoso´ficas. Sua principal contribuic¸a˜o para a Cieˆncia da Computac¸a˜o
sa˜o as redes neurais, que estabeleceu uma sub-a´rea da Inteligeˆncia Artificial , que ja´
haviam sido imaginadas nos tempos de Turing.
Figura 43 – Marvin Minsky - O desenvolvedor das redes neurais imaginadas por
Turing.
Fonte: www.edn.com.
Minsky constatou, que se o tamanho de um procedimento na˜o e´ conhecido de
antema˜o, tentar descobri-lo e´ um problema indecid´ıvel, ja´ que o procedimento pode
ser executado infinitamente, de forma que nunca se tera´ a resposta. Alan Turing
provou em 1936 que na˜o existe ma´quina de Turing para realizar tal ana´lise para
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todos os casos, logo na˜o ha´ algoritmo para realizar tal tarefa para todos os casos.
Tal condic¸a˜o e´ conhecida como o problema da parada.
4.24 Concluindo os Tempos de Turing
A encarnac¸a˜o moderna da Cieˆncia da Computac¸a˜o foi prenunciada pelo matema´tico
Alan Turing. Ele desenvolveu em detalhes uma noc¸a˜o abstrata do que se poderia
agora chamar de computador programa´vel, um modelo de computac¸a˜o conhecido
como ma´quina de Turing. Esse cientista demonstrou a existeˆncia da ma´quina de
Turing Universal que pode ser usada para simular qualquer outra ma´quina de Turing.
Ademais, ele afirmou que a ma´quina de Turing Universal captura completamente
o significado de se realizar uma tarefa por meios algor´ıtmicos. Isto e´, se existe um
algoritmo equivalente para uma ma´quina de Turing Universal, enta˜o, esse algoritmo
pode ser realizado em qualquer pec¸a de hardware, que realiza exatamente a mesma
tarefa que o algoritmo original. Esta declarac¸a˜o, conhecida como a tese de Church-
Turing, asserta a equivaleˆncia entre o conceito de que classes de algoritmos podem
ser executados em algum dispositivo f´ısico com o rigor matema´tico de uma ma´quina
de Turing Universal. A larga aceitac¸a˜o desta tese levou ao desenvolvimento de uma
rica teoria de Cieˆncia da Computac¸a˜o.
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CAPI´TULO 5
A Computabilidade de Emil Post
E
mil Leon Post (1897-1954) , nascido no Impe´rio Russo (atual Poloˆnia) e falecido
em Nova York, Estados Unidos, era um especialista em Lo´gica Matema´tica. Apo´s
a graduac¸a˜o como bacharel, Post iniciou a po´s-graduac¸a˜o na Columbia University.
Um evento significativo para a carreira de Post foi a publicac¸a˜o do Principia
Mathematica de Bertrand Russell e Alfred North Whitehead. O primeiro
volume do Principia Mathematica foi publicado em 1910, o segundo em 1912, e o
terceiro em 1913. Quando Post iniciou seus estudos de graduac¸a˜o, o projeto estava
em pleno desenvolvimento, e Post participou de um semina´rio em Columbia sobre
o Principia Mathematica. Post foi agraciado com o grau de Mestre em 1918 e de
Ph.D. em 1920. Sua tese de doutorado foi sobre lo´gica matema´tica.
Figura 44 – Post - O criador do me´todo da tabela-verdade na Lo´gica Proposicional.
Fonte: www.pucsp.br.
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5.1 A Conhecida Tese de Doutorado de Post
A tese de doutorado de Post e´ utilizada ate´ os dias atuais, na qual ele provou
a completude e a consisteˆncia do Ca´lculo Proposicional (o Ca´lculo da Lo´gica
Proposicional), descrito em Principia Mathematica atrave´s da introduc¸a˜o do me´todo
da tabela-verdade . Ele atribuiu este me´todo a seu professor em Columbia, C. J.
Keyser. Ele enta˜o generalizou este seu me´todo, que era baseado nos dois valores
“verdadeiro” e “falso”, para um me´todo que tinha um nu´mero finito arbitra´rio de
valores verdadeiros. O final, e talvez a mais marcante inovac¸a˜o de Post, foi a in-
troduc¸a˜o em sua tese do conceito de modelo para sistemas de lo´gica, como, por
exemplo, os sistemas de infereˆncia baseados em um processo finito de manipulac¸a˜o
de s´ımbolos. Assim, o sistema lo´gico proposto por Post produz, na terminologia
atual, um conjunto de palavras recursivelmente enumera´vel em um alfabeto finito .
A tese de Post marcou o nascimento da Teoria da Prova .
Depois de seu doutoramento, Post foi para a Universidade de Princeton (a quarta
mais rica do planeta), onde permaneceu por uma ano como supervisor assistente.
Neste tempo deve ter trabalhado com Alonzo Church, na Teoria da Computabi-
lidade, e ter definido sua ma´quina de Post , que veio a generalizar a ma´quina de
Turing .
5.2 Post e os Resultados de Go¨del
Na de´cada de 1920, Post provou resultados semelhantes aos que Go¨del, Church e
Turing descobriram mais tarde, mas ele na˜o os publicou. O motivo foi que Post
sentia que uma ana´lise completa era necessa´rio para ganhar aceitac¸a˜o. Ele escreveu:
- A corretude deste resultado e´ claramente, inteiramente, dependente da
confiabilidade da ana´lise levando a` generalizac¸a˜o acima ... e´ fundamentalmente fraco
em sua confianc¸a na lo´gica do Principia Mathematica ... para a generalidade
completa, uma ana´lise completa teria de ser dada de todas as maneiras poss´ıveis em
que a mente humana poderia configurar processos finitos para a gerar sequeˆncias.
(traduc¸a˜o do autor)
Quando Go¨del publicou seus teoremas da incompletude em 1931, Post percebeu
que tinha esperado muito tempo para publicar o que ele tinha provado e que agora
todo o cre´dito iria para Go¨del. Em um carta˜o postal escrito a Go¨del em 1938, logo
depois que eles se encontraram pela primeira vez, Post escreveu:
... - Por quinze anos eu carreguei o pensamento de surpreender o mundo matema´tico
com minhas ide´ias na˜o ortodoxas (heterodoxas) e encontrar o homem, o principal
responsa´vel pelo desaparecimento desse sonho, ... . Desde que voceˆ parecia interes-
sado na minha maneira de chegar a estes novos desenvolvimentos, talvez Church
pode mostrar-lhe uma longa carta que escrevi a ele sobre minhas ideias. Quanto a
quaisquer reclamac¸o˜es que eu poderia fazer, talvez, o melhor que eu posso dizer e´ que
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eu teria provado o teorema de Go¨del em 1921 - e eu teria sido Go¨del. (traduc¸a˜o do
autor)
5.3 Concorrendo com Turing
Como apontado em Torres (2000), em 1936, antes do aparecimento dos computadores,
Alan Turing e Emil Post publicaram, respectivamente, os artigos:
A. M. Turing. On Computable Numbers with an Application to the
Entscheidungs-Problem. Proc. London Math. Soc., 2, 1936, pp. 230265.
E. L. Post. Finite Combinatory Processes Formulation I. Journal of Symbolic Logic,
1, 1936, pp. 103105.
Estes dois trabalhos propuseram, de modo independente, o conceito rigoroso (ma-
tema´tico) de algoritmo, conceito este ta˜o importante que fornece, de forma abstrata,
os trac¸os fundamentais dos atuais computadores eletroˆnicos . O computador abstrato
(ou matema´tico) proposto por Post, e´ mais simples que o de Turing, no que respeita
instruc¸o˜es elementares e meios de armazenamento. Esta simplicidade tem um custo:
os algoritmos do computador matema´tico de Post exigem, em geral, mais memo´ria
e maior quantidade de passos do que os correspondentes algoritmos de Turing .
Este fato explica, em certa medida, porque as ideias de Turing sa˜o constantemente
usadas em Cieˆncia da Computac¸a˜o , e porque elas sa˜o ta˜o comuns na literatura de
investigac¸a˜o e de divulgac¸a˜o cient´ıfica, em detrimento das de Post. Este cap´ıtulo
e´ dedicado ao conceito de “computador matema´tico de Post”. Um bom exerc´ıcio
para iniciantes na teoria da computabilidade e´, usando uma notac¸a˜o adequada, que
permita de um modo completamente natural e intuitivo, usar o computador de Post
como um meta-computador.
Emil Post, em 1936, ele propoˆs o que agora e´ conhecido como uma ma´quina
Post, uma espe´cie de autoˆmato que antecede a noc¸a˜o de um programa que von
Neumann veio a estudar em 1946.
Em 1941, ele escreveu:
... pensamento matema´tico e´, e deve ser, essencialmente criativa ...
mas ele disse que ha´ limitac¸o˜es e lo´gica simbo´lica e´: -
... o indiscut´ıvel meio para revelar e desenvolver essas limitac¸o˜es.
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5.4 A Ma´quina de Post
Na teoria da computabilidade, uma ma´quina de Post, assim denominada em honra
a Emil Leon Post, e´ um autoˆmato determin´ıstico , baseado na estrutura de dados
do tipo fila com um s´ımbolo auxiliar. Post publicou este modelo computacional
em 1943, como uma forma simples de sistema canoˆnico de Post. Resumindo, e´
uma ma´quina de estados finita cuja fila (para entrada e sa´ıda) tem um tamanho
ilimitado, tal que em cada transic¸a˜o a ma´quina leˆ o s´ımbolo da cabec¸a da fila, remove
um nu´mero fixo de s´ımbolos da cabec¸a, e ao fim concatena uma palavra-s´ımbolo
pre´-definida ao s´ımbolo removido. O que parece ter sido a ideia original de como os
discos r´ıgidos atuais funcionam.
Uma ma´quina de Post e´ uma tripla M = (Σ,D ,#), onde Σ e´ um alfabeto fi-
nito de s´ımbolos, um dos quais e´ um s´ımbolo especial de parada. Cadeias finitas
(possivelmente vazias) em Σ sa˜o chamadas de palavras. D e´ um conjunto de regras
de produc¸a˜o, atribuindo uma palavra D(x ) (chamada de regra de produc¸a˜o) para
cada s´ımbolo em Σ. A produc¸a˜o (diga-se D(H)) atribu´ıda ao s´ımbolo de parada e´
vista abaixo e na˜o possui influeˆncia nas computac¸o˜es, mas por convenieˆncia usa-se
D(H ) = H (H de halt). E # e´ um inteiro positivo auxiliar, chamado de nu´mero de
delec¸a˜o.
5.4.1 Componentes elementares de um diagrama de fluxo
Os componentes elementares para representar uma ma´quina de Post podem ser
colocados na construc¸a˜o de um fluxograma, considerando-se as construc¸o˜es gra´ficas
elementares de um fluxograma tradicional, como: retaˆngulos curvos, retaˆngulos
comuns, losaˆngulos e setas ligando esas construc¸oes gra´ficas.
• (a) Partida: Existe somente uma instruc¸a˜o de in´ıcio em um programa.
• (b) Parada: Existem duas alternativas de instruc¸o˜es de parada em um pro-
grama, uma de aceitac¸a˜o e outra de rejeic¸a˜o.
• (c) Desvio (ou leitura com teste): X ←− ler(X)
– Denota o comando que leˆ o s´ımbolo mais a` esquerda da palavra armazenada
em X, retirando o primeiro s´ımbolo.
– E´ uma instruc¸a˜o composta de uma leitura do s´ımbolo a` esquerda (in´ıcio
da fila), excluindo-o da fila e desviando o fluxo do programa de acordo
com o s´ımbolo lido;
– Deve ser prevista a possibilidade de X conter a palavra vazia.
– Se o cardinal de Σ e´ n, enta˜o existem (n+2) arestas de desvios condicionais
, pois se deve incluir as possibilidades # e .
– Atribuic¸a˜o X←− Xs.
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– E´ uma instruc¸a˜o de concatenac¸a˜o, gravando o s´ımbolo indicado (perten-
cente a Σ ∪ {#}) a` direita da palavra armazenada na varia´vel X (fim da
fila).
– A operac¸a˜o de atribuic¸a˜o e´ representada num retaˆngulo de fluxograma
contendo X ← Xs , supondo que s ∈ Σ ∪ {#}.
5.5 Turing-completude de Ma´quinas de Post
Para cada # > 1, o conjunto de ma´quinas de Post-# e´ Turing completude; isto e´,
para cada # > 1, e deste modo para qualquer ma´quina de Turing T existe uma
ma´quina de Post-# que a simula T . Em particular, uma ma´quina de Post-2 pode
ser constru´ıda para simular a ma´quina de Turing Universal, como foi feito por Wang
(1963) e por Cocke & Minsky (1964).
Contrariamente, uma ma´quina de Turing pode ser mostrada ser universal, provando-
se que ela pode simular uma classe de Turing-completa de Ma´quinas de Post-#.
Por exemplo, Rogozhin (1996) provou a universalidade da classe das ma´quinas
de Post-2 com o alfabeto a1, ..., an, H e as correspondentes produc¸o˜es ananW1,
..., ananWn-1, anan, H, onde as Wk sa˜o palavras na˜o vazias; ele enta˜o provou a
universalidade de uma a´quina de Turing muito pequena (4 estados, 6 s´ımbolos)
mostrando que ela pode simular a classe das ma´quinas de Post.
5.6 Benef´ıcios de Post
O conceito de computador abstracto de Post e´ simples. As suas potencialidades
sa˜o vastas: o computador de Post permite formular tudo aquilo que e´ pass´ıvel de
ser computado (vide [5, 6]). Podemos estabelecer uma analogia com o computador
eletroˆnico, no qual, e na˜o obstante a sua complexidade, a ma´quina de Post pode
representa´-lo. Os conceitos matema´ticos de programac¸a˜o, algoritmo e computador
universal, podem ser ate´ introduzidos em cusos para alunos do ensino fundamental.
O pro´prio homem parece ser um exemplo de tal situac¸a˜o, em que a complexidade de
sua mate´ria pode ser abstra´ıda da simplicidade de um modelo de memo´ria artificial.
Sabe-se que o ce´rebro humano e´ composto por um nu´mero muito grande de neuroˆnios
, dez milhares de milh ees, ou mais, de acordo com algumas estimativas. E os estados
“ativo” ou “inativo” de cada neuroˆnio (0 ou 1, na linguagem do computador de Post
mostrado neste cap´ıtulo, formam a base dos processos do pensamento humano e que
e´ responsa´vel pelo nosso comportamento.
Um simulador da ma´quina de Post pode ser encontrado em 〈http://hdl.handle.
net/10183/99567〉.
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desenvolvimento de func¸o˜es recursivas vem desde suas origens no fim do se´culo XIX,
quando recursa˜o foi primeiro usada como um me´todo de definir func¸o˜es aritme´ticas
simples, ate´ o meado dos anos 30 no se´culo XX, quando a classe de func¸o˜es recursivas
gerais foi introduzida por Herbrand-Go¨del, formalizada por Kleene e usada por
Church no seu λ-Ca´lculo. Ma´quinas de Turing proporcionam uma abordagem para
computabilidade: as operac¸o˜es elementares de uma ma´quina de Turing definem um
procedimento efetivo para computar os valores de uma func¸a˜o. Agora, podemos
pensar na computabilidade apresentada a partir do ponto de vista das func¸o˜es. Ao
contra´rio do que focalizar operac¸o˜es elementares, os objetos fundamentais sa˜o, agora,
as pro´prias func¸o˜es. Duas famı´lias de func¸o˜es, as func¸o˜es recursivas primitivas
e as func¸o˜es µ-recursivas sa˜o aqui mostradas. A computabilidade das func¸o˜es
recursivas primitivas e das func¸o˜es µ-recursivas pode ser demonstrada atrave´s de um
me´todo efetivo para gerar os valores dessas func¸o˜es. Neste sentido, os argumentos
de uma func¸a˜o sa˜o referidos como entrada para a func¸a˜o, e a avaliac¸a˜o de uma
func¸a˜o como uma computac¸a˜o.
6.1 Func¸o˜es Recursivas Primitivas
Os anos 30 foram muito fe´rteis de ideias matema´ticas sobre a computac¸a˜o de func¸o˜es
recursivas (avaliac¸a˜o). Herbrand, Go¨del, Church, Kleene, Rosser, pensavam na
recursividade de func¸o˜es. Enquanto a mais convincente definic¸a˜o de procedimento
mecaˆnico era dado por meio da ideia das ma´quinas de Turing, o conceito equivalente
de func¸o˜es recursivas primitivas apareceu historicamente, completando as extenso˜es
das definic¸o˜es recursivas simples de adic¸a˜o e multiplicac¸a˜o.
Definic¸a˜o (Func¸o˜es Recursivas Primitivas)
Uma func¸a˜o e´ recursiva primitiva se ela pode ser constru´ıda a partir do zero,
uma func¸a˜o sucessor e func¸o˜es-projec¸a˜o por um nu´mero finito de aplicac¸o˜es de
composic¸a˜o e recursa˜o primitiva.
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Tabela 1 – Func¸o˜es Aritme´ticas Recursivas Primitivas.
Descric¸a˜o Func¸a˜o Definic¸a˜o
adic¸a˜o add(x + y) add(x , 0) = x
x + y add(x , y + 1) = add(x , y) + 1
multiplicac¸a˜o mult(x , y) mult(x , 0) = 0
x .y mult(x , y + 1) = mult(x , y) + x
predecessor pred(y) pred(0) = 0
pred(y + 1) = y
subtrac¸a˜o sub(x , y) sub(x , 0) = x
x − y sub(x , y + 1) = pred(sub(x , y))
exponenciac¸a˜o exp(x , y) exp(x , 0) = 1
x y exp(x , y + 1) = exp(x , y).x
Fonte: Languages and Machines, Thomas A. Sudkamp, Cap. 13, p.304, 1988.
Uma func¸a˜o projec¸a˜o P ki e´ definida para todos nu´meros naturais i , k , tal que
1 ≤ i ≤ k . P ki , f (x1, x2, ..., xk) = xi .
Algumas Func¸o˜es Recursivas Primitivas: Func¸o˜es Aritme´ticas Recursivas
Primitivas , vistas na tabela 1 e as Func¸o˜es-Predicado Recursivas Primitivas
mostradas na tabela 2.
A operac¸a˜o fundamental da divisa˜o, div , na˜o e´ um func¸a˜o total. A func¸a˜o div(x , y)
retorna o quociente, o inteiro parte de x/y , quando o argumento divisor y e´ diferente
de zero. A func¸a˜o e´ indefinida quando y e´ zero. Visto que todas as func¸a˜o recursivas
primitivas sa˜o totais, segue que div na˜o e´ uma func¸a˜o recursiva primitiva Sudkamp
(1988).
Um predicado e´ uma func¸a˜o que exibe a veracidade ou a falsidade de uma
proposic¸a˜o ou sentenc¸a, uma fo´rmula bem-formada da Lo´gica dos Predicados.
Um predicado recursivo primitivo e´ uma func¸a˜o recursiva primitiva que toma va-
lores no conjunto {0, 1}, os quais podem ser interpretados como falso ou verdadeiro.
Na tabela 2 seguinte, o predicado sinal especifica o sinal do argumento e a func¸a˜o sg
indica se o argumento e´ positivo.
Predicados sa˜o func¸o˜es recursivas primitivas mostrados na tabela 2.
O valor retornado por um predicado p designa se a entrada (argumento) satisfaz a
propriedade representada por p. Por exemplo, se p e´ o predicado p(n) definido como
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Tabela 2 – Func¸o˜es-Predicado Recursivas Primitivas.
Descric¸a˜o Predicado Definic¸a˜o
sinal sg(x) sg(0) = 0
sg(y+1) = 1
sinal complement cosg(x) cosg(0) = 1
cosg(y+1) = 0
igual a eq(x,y) cosg(lt(x,y) + gt(x,y))
menor que lt(x,y) sg(y¿x)
maior que gt(x,y) sg(x¿y)
na˜o igual ne(x,y) cosg(eq(x,y))
Fonte: Languages and Machines, Thomas A. Sudkamp, Cap. 13, p. 305, 1988.
n < 3, o valor retornado pode ser verdade se n for 0, 1 ou 2, mas para n ≥ 3, o
valor retornado sera´ sempre falso.
Em termos da computabilidade dessas func¸o˜es recursivas primitivas, existe um
teorema que garante:
Teorema (Computabilidade das func¸o˜es recursivas primitivas)
Toda func¸a˜o recursiva primitiva e´ Turing-computa´vel.
Uma demonstrac¸a˜o deste teorema pode ser vista em Sudkamp (1988), Cap. 13,
p. 303.
6.2 Func¸o˜es Mu-Recursivas
O enfoque de computabilidade formal de Kleene em 1936, sobre descric¸o˜es aritme´ticas
e´ baseado na generalizac¸a˜o da noc¸a˜o de definic¸a˜o por induc¸a˜o . Uma classe de func¸o˜es
que inclui as operac¸o˜es de “+” e “.” e´ fechada sob algumas regras simples, por
definic¸a˜o por induc¸a˜o. Isto produz a classe de func¸o˜es µ-recursivas que e´ um sistema
bem aceito para se trabalhar matematicamente. Este sistema esta´ desenvolvido em
Carnielli (2009), nos cap´ıtulos 10, 13-15.
A notac¸a˜o µ:
Genericamente, para valores fixados x1, ...,Xn , a notac¸a˜o µ z [p(x1, ...,Xn , z )] e´ de-
finida ser o nu´mero natural z , mı´nimo, tal que p(x1, ..., xn , z ) e´ verdadeiro. No
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exemplo p(n) = n < 3, z corresponde ao valor n = 0 e podemos escrever µ
z [p(x1, z )] = µ z [p(n, z )], onde z = 0.
A notac¸a˜o pode ser lida como o mı´nimo z satisfazendo p(x1, ...,Xn , z ). Esta cons-
truc¸a˜o e´ chamada minimalizac¸a˜o de p e µ z e´ chamado µ-operador.
Definic¸a˜o (Famı´lia de Func¸o˜es µ-Recursivas)
A famı´lia de func¸o˜es µ-recursivas e´ definida como segue:
1. As func¸o˜es sucessor, zero e projec¸a˜o sa˜o µ-recursivas.
2. Se h e´ uma func¸a˜o µ-recursiva de n varia´veis e g1, ...., gn sa˜o func¸o˜es µ-recursivas
de k varia´veis, enta˜o f = h ◦ (g1, ...., gn) e´ µ-recursiva.
3. Se g e h sa˜o func¸o˜es µ-recursivas de n e n + 2 varia´veis, enta˜o a func¸a˜o f
definida de g e h por recursa˜o primitiva e´ µ-recursiva.
4. Se p(x1, ..., xn , y) e´ um predicado µ-recursivo total, enta˜o f = µ z [p(x1, ...,Xn , z )]
e´ µ-recursiva.
5. Uma func¸a˜o e´ µ-recursiva, se e somente se pode ser obtida de (1) por um
nu´mero finito de aplicac¸o˜es das regras em (2), (3) e (4).
As condic¸o˜es (1), (2) e (3) implicam que todas as func¸o˜es recursivas primitivas sa˜o
µ-recursivas.
Uma func¸a˜o e´ Turing-computa´vel , se e somente se, existe uma ma´quina de
Turing que computa ela, e estabelecendo uma relac¸a˜o entre µ-recursivo e Turing-
computa´vel, existe um teorema que diz:
Teorema (Computabilidade das func¸o˜es µ-recursivas)
Toda func¸a˜o µ-recursiva e´ Turing-computa´vel.
O leitor pode encontrar a prova deste teorema em Sudkamp (1988), Cap.13, p.
323.
Em lo´gica matema´tica e na cieˆncia computacional, as func¸o˜es µ-recursivas constituem
uma classe de func¸o˜es parciais de nu´meros naturais para nu´meros naturais que sa˜o
computa´veis.
De fato, na teoria da computabilidade e´ mostrado que as func¸o˜es µ-recursivas
sa˜o precisamente as que podem ser computadas por ma´quinas de Turing. As func¸o˜es
µ-recursivas sa˜o intimamente relacionadas a`s func¸o˜es recursivas primitivas e
sua definic¸a˜o indutiva se baseia nestas func¸o˜es recursivas primitivas. No entanto,
nem toda func¸a˜o µ-recursiva e´ uma func¸a˜o primitiva recursiva. Um exemplo muito
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conhecido e´ a func¸a˜o de Ackermann.
Na teoria da computabilidade, a Func¸a˜o de Ackermann , de nome dado por
Wilhelm Ackermann e´ um dos exemplos mais simples, de uma func¸a˜o computa´vel
que na˜o e´ uma func¸a˜o recursiva primitiva. Todas as func¸o˜es recursivas primitivas sa˜o
totais e computa´veis, mas a Func¸a˜o de Ackermann mostra que nem toda func¸a˜o
total-computa´vel e´ recursiva primitiva.
Depois que Ackermann publicou sua func¸a˜o, que continha treˆs inteiros positi-
vos como argumentos, va´rios autores a modificaram para atender a va´rias finalidades.
Enta˜o, a func¸a˜o de Ackermann atual pode ser referenciada como uma de suas vari-
antes da func¸a˜o original. Uma das verso˜es mais comuns, a func¸a˜o de Ackermann-
Pe´ter (com dois argumentos), e´ definida a seguir para os inteiros na˜o negativos m e n:
A(m, n) =

n + 1, se m = 0
A(m − 1, 1), se m > 0, n = 0
A(m − 1,A(m, n − 1)), se m, n > 0
A func¸a˜o e´ caracterizada, seu valor cresce rapidamente, ate´ mesmo para peque-
nas entradas. Por exemplo, A(4, 2) resulta em um inteiro com 19729 d´ıgitos.
Agora, podemos afirmar, sem prova, o seguinte teorema que compara a taxa de
crescimento da func¸a˜o de Arckermann, com aquela das func¸o˜es recursivas primitivas.
Teorema (Comparando taxa de crescimento de func¸o˜es)
Para toda func¸a˜o recursiva primitiva de uma varia´vel, f , existe algum i ∈ N,
tal que f (i) < A(i , i), onde A e´ a func¸a˜o de Arckermann.
O leitor pode encontrar mais sobre a func¸a˜o de Arckermann em Sudkamp (1988),
Cap. 13, p. 320.
6.3 Func¸o˜es Parciais Computa´veis
As func¸o˜es recursivas primitivas foram definidas como uma famı´lia de func¸o˜es com-
puta´veis intuitivamente. No´s temos estabelecido que todas as func¸o˜es recursivas
primitivas sa˜o totais. Mas, contrariamente, sera´ que todas as func¸o˜es totais com-
puta´veis sa˜o recursivas primitivas? Ale´m disso, devemos restringir nossa ana´lise
de computabilidade a func¸o˜es totais? Agora, podemos nesta sec¸a˜o apresentarmos
argumentos para uma resposta negativa a ambas as questo˜es.
Teorema (Subconjunto de func¸o˜es nume´ricas teo´ricas)
O conjunto de func¸o˜es recursivas primitivas e´ um subconjunto pro´prio do con-
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junto de func¸o˜es nume´ricas teo´ricas totais computa´veis.
Uma func¸a˜o nume´rica teo´rica e´ uma func¸a˜o da forma N × N × N . . . × N → N,
onde o domı´nio consiste de n-tuplas de nu´meros naturais ou de nu´meros naturais,
somente. A demonstrac¸a˜o, o leitor encontrara´ em Sudkamp (1988), Cap. 13, p. 319.
6.4 A Tese de Church-Turing revisada
A tese de Church-Turing como ja´ mencionada no cap´ıtulo 4, afirmou que todo
problema de decisa˜o efetivamente resolv´ıvel (decid´ıvel), admite uma soluc¸a˜o por
ma´quina de Turing. Subsequentemente, pode-se projetar ma´quinas de Turing para
computar func¸o˜es nume´ricas teo´ricas. Nesta sua forma funcional, a tese de Church-
Turing associa a computac¸a˜o efetiva de func¸o˜es com a computabilidade de Turing.
Assim, a Tese de Church-Turing pode ser enunciada:
Tese de Church-Turing: Uma func¸a˜o parcial e´ computa´vel se, e somente se,
ela e´ µ-recursiva.
O leitor encontrara´ mais informac¸a˜o deste resultado em Sudkamp (1988), Cap.
13, sec¸a˜o 13.8, p. 329.
6.5 Contribuic¸o˜es
A Teoria da Computabilidade foi responsa´vel pela definic¸a˜o formal de computac¸a˜o
e computabilidade, e pela prova da existeˆncia de problemas insolu´veis computaci-
onalmente .
Mais tarde, tambe´m foi poss´ıvel a construc¸a˜o e formalizac¸a˜o do conceito de lingua-
gem de computador , sobretudo linguagem de programac¸a˜o , uma ferramenta para
a expressa˜o precisa da lo´gica computacional de programac¸a˜o, suficiente para ser
representada em um n´ıvel de abstrac¸a˜o voltada ao usua´rio do computador.
Para outros campos cient´ıficos e para a sociedade de forma geral, o surgimento
da Cieˆncia da Computac¸a˜o forneceu suporte para a Revoluc¸a˜o Digital, dando origem
a Era da Informac¸a˜o com Claude E. Shannon. Ver no cap´ıtulo 8.
Como exemplo, importante, de uso da Cieˆncia da Computac¸a˜o, a computac¸a˜o
cient´ıfica e´ uma a´rea da computac¸a˜o que permite o avanc¸o de estudos em grandes
projetos para a humanidade, como por exemplo, o mapeamento do genoma humano,
objetivo do Projeto Genoma Humano.
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CAPI´TULO 7
O Legado de von Neumann
C
ontemporaˆneo e aluno de Hilbert , John von Neumann (1903-1957) foi um
matema´tico Hu´ngaro de origem Judaica, naturalizado Estadunidense. Com ape-
nas 22 anos de idade (1925), publicou 5 artigos que influiram enormente o mundo
acadeˆmico. Treˆs deles criticando a f´ısica quaˆntica , um outro sobre a Teoria dos
Jogos e o quinto sobre Cieˆncia da Computac¸a˜o .
John von Neumann auxiliou Hilbert em Go¨ttingen (Alemanha) durante 1926-
1927. Nesta e´poca von Neumann tinha alcanc¸ado o status de celebridade. Von
Neumann realizou seu doutorado em matema´tica na Universidade de Budapeste,
tambe´m em 1926, com uma tese sobre teoria dos conjuntos . Ele publicou uma
definic¸a˜o de nu´meros ordinais e a definic¸a˜o e´ a usada hoje. Por seus vinte e poucos
anos, a fama de von Neumann tinha se espalhado em todo o mundo na comunidade
matema´tica . Em confereˆncias acadeˆmicas, ele iria encontrar-se apontado como um
jovem geˆnio.
7.1 von Neumann e os alicerces teo´ricos da computac¸a˜o
Dos cinco (5) artigos de von Neumann que influenciaram enormente o mundo
acadeˆmico, o u´ltimo teve grande repercussa˜o para a Cieˆncia da Computac¸a˜o. O traba-
lho abordou o relacionamento dos sistemas formais lo´gicos e os limites da matema´tica
.John von Neumann demonstrou a necessidade de se provar a consisteˆncia da
matema´tica (tudo o que e´ provado pela matema´tica seria verdadeiro). Este era um
passo importante e problema´tico, tendo em vista o estabelecimento dos alicerces
teo´ricos para Cieˆncia da Computac¸a˜o. Uma visa˜o que ningue´m tinha, na e´poca.
7.2 John von Neumann na Lo´gica
No in´ıcio do se´culo XX, a teoria dos conjuntos ainda na˜o tinha sido formalizada e
estava em crise devido ao paradoxo de Bertrand Russell, e a axiomatizac¸a˜o da ma-
tema´tica , sobre o modelo dos Elementos de Euclides , estava a atingir novos n´ıveis de
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Figura 45 – John von Neumann em 1928.
Fonte: Arquivo pessoal de Nicholas A. Vonneuman. Ver http://www.ime.usp.br/ yoshi/opus.html.
rigor, particularmente na aritme´tica e na geometria . Ernst Zermelo e Abraham
Fraenkel resolveram parcialmente este problema, formulando princ´ıpios que permi-
tiam a construc¸a˜o de todos os conjuntos usados na matema´tica, mas na˜o exclu´ıam a
possibilidade de existirem conjuntos que pertencessem a eles mesmos. Na sua tese de
doutoramento, apresentada em 1925, von Neumann demonstrou como era poss´ıvel
excluir esta possibilidade de duas maneiras complementares: a noc¸a˜o de classe e o
axioma da fundac¸a˜o (um dos axiomas da teoria dos conjuntos de Zermelo-Frankel).
Uma aproximac¸a˜o ao problema foi efetuado por mieo do uso da noc¸a˜o de classe:
define-se como conjunto uma classe que pertence a outras classes, enquanto uma
classe pro´pria e´ uma classe que na˜o pertence a nenhuma outra classe. De acordo
com os axiomas da teoria de Zermelo-Frankel, na˜o e´ poss´ıvel a construc¸a˜o de um
conjunto que contenha todos os conjuntos que na˜o pertencem a si mesmos. Pelo
contra´rio, usando a noc¸a˜o de classe, a classe de todos os conjuntos que na˜o pertencem
a si mesmos pode ser constru´ıda, na˜o sendo, no entanto, um conjunto, mas sim
uma classe pro´pria. Por exemplo, o substantivo “substantivo” pertence a` classe dos
substantivos, por contraste ao substantivo “adjetivo”, que na˜o pertence a esta classe.
A outra aproximac¸a˜o ao problema e´ conseguida pelo axioma da fundac¸a˜o , que
diz que todo o conjunto pode ser constru´ıdo a partir da base, numa sucessa˜o orde-
nada de passos, de tal modo que se um conjunto pertence a outro, enta˜o o primeiro
tem necessariamente de vir antes do segundo na sucessa˜o (o que exclui a possibili-
dade de um conjunto pertencer a si mesmo). Para demonstrar que este axioma na˜o
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estava em contradic¸a˜o com os outros, von Neumann criou um novo me´todo de
demonstrac¸a˜o que se tornou numa ferramenta fundamental na teoria dos conjuntos,
o me´todo dos modelos interiores .
Desta maneira, o sistema axioma´tico da teoria dos conjuntos tornou-se comple-
tamente satisfato´rio, e a pergunta que pairava era se esta axioma´tica era ou na˜o
definitiva, e se estava ou na˜o sujeita a melhoria. A resposta a esta questa˜o surgiu
em Setembro de 1930, no Congresso de Matema´tica de Ko¨ningsberg, no qual Go¨del
anunciou o seu primeiro teorema da incompletude (os sistemas axioma´ticos usuais sa˜o
incompletos, uma vez que na˜o podem provar todas as verdades que sejam expressas
na sua linguagem). Menos de um meˆs depois, von Neumann informou Go¨del de
uma consequeˆncia do seu teorema: os sistemas axioma´ticos usuais sa˜o incapazes
de demonstrar a sua pro´pria consisteˆncia. Contudo, Go¨del ja´ o tinha conclu´ıdo de
modo independente, pelo que este resultado e´ o chamado segundo teorema de Go¨del,
sem refereˆncia a von Neumann.
Von Neumann tinha uma grande admirac¸a˜o por Go¨del, e era frequente elogia´-lo
de maneira entusia´stica:
“O feito de Kurt Go¨del na lo´gica moderna e´ singular e monumental na verdade e´
mais do que um monumento, e´ um marco que se mantera´ vis´ıvel longe no espac¸o e
no tempo. ... O tema da lo´gica tem certamente mudado por completo a sua natureza
e possibilidades com o feito de Go¨del.”.
E quando lhe perguntaram porque na˜o se referia ao trabalho de Frank Plumpton
Ramsey (1903-1930), um matema´tico britaˆnico que fez importantes contribuic¸o˜es
para a matema´tica, filosofia e economia, que seria conhecido para algue´m que se
interessasse pelo campo da lo´gica, respondeu que depois de Go¨del ter publicado os
seus artigos sobre a indecidibilidade e incompletude da lo´gica, na˜o tinha lido mais
nenhum artigo sobre lo´gica simbo´lica . Noutra altura, numa entrevista intitulada
“The Mathematician”, disse, a respeito do trabalho de Go¨del:
“Isto aconteceu durante a nossa vida, e eu sei como os meus valores sobre a verdade
matema´tica absoluta mudaram, de maneira humilhantemente fa´cil, durante este
acontecimento, e como eles mudaram treˆs vezes em sucessa˜o!”
Devido a este fasc´ınio por Go¨del e pelo seu trabalho, afigura-se bastante natural
que tenha escolhido a lo´gica para tese de doutoramento. Tal como Ulam diz:
“No seu trabalho de juventude, estava preocupado na˜o so´ com a lo´gica matema´tica e
a axiomatizac¸a˜o da teoria dos conjuntos, mas, simultaneamente, com a substaˆncia
da teoria dos conjuntos, obtendo resultados na teoria da medida e na teoria das
varia´veis reais”.
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7.3 John von Neumann na F´ısica
John von Neumann tinha uma capacidade de explicar ideias complexas na F´ısica.
Em 1929, Osvald Veblen convidou von Neumann para Princeton (USA) para
uma palestra sobre quantum theory. Entre 1930 e 1933, von Neumann lecionou em
Princeton, mas este na˜o era um dos seus pontos fortes. Mesmo assim, ele se tornou
um dos seis professores de matema´tica, juntamente com (J. W. Alexander, A.
Einstein, M. Morse, O. Veblen, John von Neumann e H. Weyl), em 1933,
no rece´m-fundado Instituto de Estudos Avanc¸ados de Princeton, uma posic¸a˜o que
manteve durante o resto da vida dele.
Em 1933, von Neumann tornou-se co-editor da revista Annals of Mathematics
(〈annals.math.princeton.edu/〉) e, dois anos mais tarde, tornou-se co-editor de Com-
positio Mathematica (〈www.compositio.nl/compositio.html〉). Ele manteve, ambas,
as editorias ate´ sua morte.
Em 1935, von Neumann convidou Stanislaw Marcin Ulam (1909-1984), um
matema´tico Poloneˆs para visitar o Instituto de Estudos Avanc¸ados de Princeton por
alguns meses. Ulan foi quem resolveu o problema de iniciar a fusa˜o da bomba de
hidrogeˆnio, resume o trabalho de von Neumann:
Em sua obra, ele estava preocupado na˜o so´ com a lo´gica matema´tica e a axioma´tica
da teoria dos conjuntos , mas, simultaneamente, com a pro´pria substaˆncia da teoria
dos conjuntos, obtendo resultados interessantes na teoria da medida e a teoria das
varia´veis reais . Foi nesse per´ıodo tambe´m que ele comec¸ou seu trabalho cla´ssico
sobre teoria quaˆntica , a base matema´tica da teoria da medic¸a˜o e a nova mecaˆnica
estat´ıstica . (Mecaˆnica estat´ıstica modela um sistema em termos do comportamento
me´dio do grande nu´mero de a´tomos e mole´culas que constituem o sistema.)
Seu texto Mathematische Grundlagen der Quantenmechanik (1932) construiu uma
estrutura so´lida para a nova mecaˆnica quaˆntica. Van Hove escreveu:
A mecaˆnica quaˆntica foi muito afortunado certamente atrair, nos primeiros anos
apo´s a sua descoberta, em 1925, o interesse de um geˆnio matema´tico do quilate de
von Neumann. Como resultado, a estrutura matema´tica da teoria foi desenvolvida
e os aspectos das suas formas inteiramente novas regras de interpretac¸a˜o foram
analisados por um u´nico homem em dois anos (1927-1929).
A´lgebras de operadores lineares limitados em um espac¸o de Hilbert, fechado na topo-
logia operador fraco, foram introduzidos por von Neumann em 1929, em um artigo
em Mathematische Annalen. Seu interesse pela teoria ergo´dica , as representac¸o˜es do
grupo e mecaˆnica quaˆntica contribuiu significativamente para a realizac¸a˜o de von
Neumann que uma teoria de a´lgebras de operadores foi a pro´xima etapa importante
no desenvolvimento desta a´rea da matema´tica .
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Tais a´lgebras de operadores foram chamados “ane´is de operadores” por von Neu-
mann. J. Dixmier, em 1957, chamou-lhes a´lgebras de von Neumann em sua
monografia sobre A´lgebras de Operadores no espac¸o de Hilbert (a´lgebras de von
Neumann).
Na segunda metade da de´cada de 1930 e in´ıcio dos anos 1940, von Neumann,
trabalhando com seu colaborador F. J. Murray, lanc¸ou as bases para o estudo
das a´lgebras de von Neumann em uma se´rie de artigos. Em 1938, a American
Mathematical Society agraciou-o com o Boˆcher Prize a John von Neumann.
Em meados dos anos 30, von Neumamm era fascinado pelo problema da turbuleˆncia
hidrodinaˆmica . Foi enta˜o que ele se tornou ciente dos miste´rios subjacentes, objeto
das equac¸o˜es diferenciais parciais na˜o-lineares. Seu trabalho, desde os primo´rdios da
Segunda Guerra Mundial, diz respeito a um estudo das equac¸o˜es da hidrodinaˆmica
e da teoria dos choques . Os fenoˆmenos descritos por estas equac¸o˜es na˜o-lineares
sa˜o desconcertantes analiticamente e desafiam a percepc¸a˜o ainda qualitativa pelos
me´todos atuais. Esse trabalho matema´tico parecia-lhe a maneira mais promissora
para obter uma sensac¸a˜o para o comportamento de tais sistemas. Isso o levou a
estudar novas possibilidades de computac¸a˜o em ma´quinas eletroˆnicas .
No entanto, von Neumann participou de grande variedade de diferentes estudos
cient´ıficos. John von Neumann, gradualmente, expandiu seu trabalho na teoria
dos jogos , e com Oskar Morgenstern (co-autor), ele escreveu o texto cla´ssico
Teoria de Jogos e Comportamento Econoˆmico (1944).
Durante e apo´s a Segunda Guerra Mundial, von Neumann trabalhou como con-
sultor para as forc¸as armadas. Suas contribuic¸o˜es valiosas incluiu uma proposta do
me´todo de implosa˜o para a interposic¸a˜o de combust´ıvel nuclear para explosa˜o e sua
participac¸a˜o no desenvolvimento da bomba de hidrogeˆnio . A partir de 1940 ele era
um membro do Comiteˆ Cient´ıfico Consultivo dos Ballistic Research Laboratories em
Aberdeen Proving Ground, em Maryland (USA). Ele era um membro da Navy Bureau
of Ordnance (1941-1955), e um consultor do Los Alamos Scientific Laboratory de
1943 a 1955. De 1950 a 1955, ele era um membro do projeto das armas especiais das
forc¸as armadas em Washington.
7.4 Honras a von Neumann
Uma variedade de honras foram atribu´ıdas a von Neumann. O cientista foi eleito
para diversas academias cient´ıficas, incluindo a Academia Nacional de Cieˆncias Exac-
tas (Lima, Peru), Academia Nazionale dei Lincei (Rome, Italy), American Academy
of Arts and Sciences (USA), American Philosophical Society (USA), Instituto Lom-
bardo di Scienze e Lettere (Milan, Italy), National Academy of Sciences (USA) and
Royal Netherlands Academy of Sciences and Letters (Amsterdam, The Netherlands).
John von Neumann foi um cientista que trabalhou em va´rias a´reas da matema´tica,
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tanto pura como aplicada. O leitor pode conhecer mais sobre von Neumann em
〈http://www-history.mcs.st-and.ac.uk/Biographies/Von Neumann.html〉.
John von Neumann foi um dos pioneiros da Cieˆncia da Computac¸a˜o que fazem
contribuic¸o˜es significativas para o desenvolvimento do projeto lo´gico do computador
digital .
Figura 46 – John von Neumann - no Advanced Research Institute em Princeton
(USA) em 1952.
Fonte: Arquivo pessoal de Nicholas A. Vonneuman. Ver http://www.ime.usp.br/ yoshi/opus.html.
Claude E. Shannon, seu contemporaˆneo, escreveu sobre ele:
Von Neumann passou uma parte considera´vel dos u´ltimos anos de sua vida tra-
balhando a Teoria dos Autoˆmatos. Esta representou para ele uma s´ıntese de seu
interesse na lo´gica, na teoria da prova e seu trabalho mais tarde, durante a Segunda
Guerra Mundial, e depois, em computadores eletroˆnicos de grande porte. Envolvendo
uma mistura de matema´tica pura e aplicada, bem como outras cieˆncias. A teoria de
autoˆmatos era um campo ideal para o intelecto de von Neumann, que trouxe para
ele outras linhas de investigac¸a˜o.
7.5 A Teoria dos Autoˆmatos
Na Cieˆncia da Computac¸a˜o teo´rica, Teoria dos Autoˆmatos e´ o estudo de ma´quinas
abstratas ou autoˆmatos, e os problemas computacionais que podem ser resolvidos
usando essas ma´quinas. Autoˆmato vem do grego, que significa uma ac¸a˜o sem in-
flueˆncia externa, ou seja, automa´tico.
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Figura 47 – Jonh Von Neumann e Openheimer no Projeto Manhattan.
Fonte: http://www.jornaldoempreendedor.com.br/destaques/conheca-o-verdadeiro-dr-fantastico-
john-von-neumann/.
Um autoˆmato e´ uma ma´quina de estados finitos , consistindo de estados (representa-
dos graficamente por c´ırculos), e transic¸o˜es (representado a mudanc¸a de estados).
Quando o autoˆmato recebe um s´ımbolo de entrada, ele faz uma transic¸a˜o (ou salto)
para outro estado, de acordo com sua func¸a˜o de transic¸a˜o (que tem como entradas o
estado atual e o s´ımbolo recente).
Autoˆmatos desempenham um papel importante em teoria da computac¸a˜o , e em
muitos me´todos formais para especificac¸a˜o de sistemas de computac¸a˜o , funcionam
como um modelo-base, o qual e´ descrito de alguma forma, caraterizando o me´todo
formal, na linguagem em que esse for descrito. Ele desenvolveu a teoria de autoˆmatos
e defendeu a ideia do bit (royalties para Claude Shannon, contemporaˆneo de von
Naumann), como uma medida da memo´ria do computador.
As questo˜es a seguir sa˜o relacionadas a` teoria dos autoˆmatos :
• Qual classe de linguagens formais e´ reconhec´ıvel por algum tipo de autoˆmato?
(linguagens reconhec´ıveis).
• Qua˜o expressivo e´ um tipo de autoˆmato em termos de reconhecer classe de
linguagens formais? E, quanto ao poder relativo da expressividade de uma
linguagem?
A teoria dos autoˆmatos tambe´m estuda se existe algum procedimento efetivo ou na˜o,
para resolver problemas semelhantes a` seguinte lista:
• Um autoˆmato aceita alguma palavra de entrada?
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• E´ poss´ıvel transformar um dado autoˆmato na˜o-determin´ıstico em um autoˆmato
determin´ıstico sem mudar a linguagem reconhec´ıvel?
• Para uma dada linguagem formal, qual e´ o menor autoˆmato que a reconhece?
A teoria dos autoˆmatos tambe´m esta´ profundamente relacionada a` teoria das lingua-
gens formais . Um autoˆmato e´ uma representac¸a˜o finita de uma linguagem formal
que pode ser um conjunto infinito . Autoˆmatos sa˜o frequentemente classificados pela
classe das linguagens formais que sa˜o capazes de reconhecer.
O escopo de trabalho de John von Neumamm foi marcado por va´rias mani-
festac¸o˜es de interesses diversificados e multidisciplinares, sempre ultrapassando as
fronteiras da matema´tica, e levando-as a territo´rios desconhecidos. O seu escopo
inclui va´rias a´reas da matema´tica pura , matema´tica aplicada, f´ısica , meteorologia ,
economia e computac¸a˜o .
Como, por exemplo, no caso do computador IAS 1952, von Neumann introduziu
o sistema bina´rio , os programas armazenados na memo´ria e criou os fluxogra-
mas , isto e´, fazendo a separac¸a˜o do projeto da lo´gica , do projeto da engenharia
, descrito por ele, anteriormente, em um relato´rio sobre projeto e construc¸a˜o do
EDVAC (1944-1951), computador com programa armazenado na memo´ria, resultante
principalmente da colaborac¸a˜o de John von Neumann e outros colaboradores, e
incorporada pela primeira vez no IAS 1952 (1946-1952), projeto e construc¸a˜o do
computador do Instituto de Estudos Avanc¸ados (IAS) de Princeton por John von
Neumann.
Para uma grande parte dos praticantes da Computac¸a˜o, o nome de von Neu-
mann esta´ geralmente associado a` ide´ia de arquitetura de von Neumann, ou seja,
a` estrutura, hoje considerada cla´ssica, de computadores digitais com programa arma-
zenado na pro´pria memo´ria . John von Neumann teve contribuic¸o˜es importantes
nas a´reas de arquitetura de computadores , princ´ıpios de programac¸a˜o , ana´lise
de algoritmos , ana´lise nume´rica , computac¸a˜o cient´ıfica , teoria dos autoˆmatos ,
redes neurais , toleraˆncia a falhas , sendo o verdadeiro fundador de algumas de-
las. A obra e o legado de John von Neumann pode ser encontrada, tambe´m em
〈http://www.ime.usp.br/∼yoshi/opus.html〉.
Se algue´m mudou o seu mundo enquanto vivo, von Neumann e´ o candidato
ao nu´mero 1. Ele esta´ na base do pensamento moderno, na F´ısica, na Matema´tica,
na Lo´gica, na Economia, na Teoria dos Jogos. Virtualmente todos os computadores
hoje, de super-computadores de milho˜es de do´lares, ate´ pequenos chips para celulares
e brinquedos, todos tem uma coisa em comum: eles todos sa˜o “ma´quinas de Von
Neumann” , com variac¸o˜es de uma arquitetura ba´sica de computac¸a˜o que John
Von neumann, construiu sobre o trabalho de Alan Turing feito nos anos 40. Mas
durante a vida deste matema´tico Hu´ngaro que teve um dedo em tudo, desde a
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f´ısica quaˆntica ate´ nas pol´ıticas dos EUA durante a guerra fria, a ma´quina de Von
Neumann foi apenas uma de suas menores realizac¸o˜es.
7.6 Bibliografia e Fonte de Consulta
A Obra e o Legado de John von Neumann - Instituto de Matema´tica e Estat´ıstica,
USP - http://www.ime.usp.br/ yoshi/opus.html
John von Neumann - http://www-history.mcs.st-and.ac.uk/Biographies/Von Neuma-
n.html
Teoria dos Autoˆmatos - https://pt.wikipedia.org/wiki/Teoria dos automatos
Tomasz Kowaltowski - A OBRA E O LEGADO DE JOHN VON NEUMANN,
Von Neumann: suas contribuic¸o˜es a` Computac¸a˜o - http://www.scielo.br/pdf/ea/-
v10n26/v10n26a22.pdf
John von Neumann - https://pt.wikipedia.org/wiki/John von Neumann
O Mundo Fanta´stico de von Neumann - http://www.jornaldoempreendedor.com.br/des-
taques/conheca-o-verdadeiro-dr-fantastico-john-von-neumann/
7.7 Refereˆncias - Leitura Recomendada
Por Nicholas A. von Neumann - O Legado Filoso´fico de John von Neumann, Instituto
de Matema´tica e Estat´ıstica, Instituto de Estudos Avanc¸ados da USP, http://www.-
ime.usp.br/ yoshi/opus.html
Biografia de John von Neumann - http://www-history.mcs.st-and.ac.uk/Biographies/-
Von Neumann.html
Imre Simon, Von Neumann, o Cientista e a Figura Humana.
Ruy Exel, Von Neumann e a Teoria de A´lgebras de Operadores.
Chaim Samuel Ho¨nig, O Legado Cient´ıfico de John von Neumann: Teoria da Medida
e outras Contribuic¸o˜es.
Tomasz Kowaltowski, John von Neumann: suas Contribuic¸o˜es a` Computac¸a˜o.
Antonio Divino Moura, John von Neumann e a Previsa˜o Nume´rica de Tempo e Clima.




Shannon - Da A´lgebra de Boole a`
Matema´tica da Comunicac¸a˜o
D
epois de Alan Turing e Alonzo Church, surge no cena´rio da histo´ria da Cieˆncia
da Computac¸a˜o e da teoria da informac¸a˜o , Claude Elwood Shannon (1916-
2001). Claude Shannon revolucionou o mundo atrave´s do desenvolvimento de teoria
da informac¸a˜o, o que abriu caminho para a comunicac¸a˜o digital . Neste cap´ıtulo e´
abordado o legado de Shanonn, um engenheiro eletroˆnico, matema´tico e cripto´grafo,
que nos deu os princ´ıpios do computador digital que temos hoje, e e´ conhecido como
o criador da teoria matema´tica da comunicac¸a˜o (BIOGRAPHICAL MEMOIRS).
8.1 O que e´ informac¸a˜o
A resposta a` pergunta “O que e´ informac¸a˜o? na˜o e´ u´nica Capurro (2003). Existem
muitas repostas poss´ıveis. Ale´m disso, associadas a` questa˜o “O que e´ informac¸a˜o?”
existem outras questo˜es, tais como: Qual e´ o significado do conteu´do informacional?;
O que e´ cieˆncia da informac¸a˜o?; Para que serve a informac¸a˜o?; Para que serve a
cieˆncia da informac¸a˜o? Capurro (1991). Assim, deve-se ficar atento para que a dis-
cussa˜o do conceito de informac¸a˜o , juntamente com a identificac¸a˜o da necessidade de
interpretac¸a˜o da informac¸a˜o - ou o conteu´do informacional, na˜o leve a uma confusa˜o
entre o que e´ informac¸a˜o, qual e´ o significado da informac¸a˜o e qual e´ o papel da
cieˆncia da informac¸a˜o Matheus (2005).
Pense em s´ımbolos. O leitor vera´ que podemos juntar s´ımbolos do alfabeto de
uma linguagem , e formar cadeias de s´ımbolos da linguagem. Uma cadeia de
s´ımbolos e´ um conceito s´ınta´tico. Com cadeias de s´ımbolos podemos formar dados.
Um dado e´ uma sequ¨eˆncia de s´ımbolos , e´ algo totalmente sinta´tico. Pense no signifi-
cado dos dados, e enta˜o encontramos, na semaˆntica, o significado das coisas. O leitor
vera´ que dados na˜o envolve semaˆntica. Os dados sa˜o percebidos atrave´s dos sentidos
e acabam por gerar a informac¸a˜o necessa´ria para produzir o conhecimento . Existe
uma diferenc¸a entre dados e informac¸a˜o. Informac¸a˜o e´ um conceito primitivo. A
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informac¸a˜o e´ um fenoˆmeno que confere significado ou sentido a`s coisas, ja´ que atrave´s
de co´digos e de conjuntos de dados , forma os modelos do pensamento humano .
A informac¸a˜o e´ um conjunto organizado de dados, que constitui uma mensagem
sobre algum fato, um determinado fenoˆmeno ou certo evento. A informac¸a˜o permite
resolver problemas e tomar deciso˜es, tendo em conta que o seu uso racional e´ a base
do conhecimento . Para os estudiosos da cieˆncia da informac¸a˜o, o mais natural e´ que
uma mensagem seja eivada de significados.
8.2 A Cieˆncia e a Teoria da Informac¸a˜o
Uma definic¸a˜o cla´ssica da Cieˆncia da Informac¸a˜o diz que essa cieˆncia tem como
objeto a produc¸a˜o, selec¸a˜o, organizac¸a˜o, interpretac¸a˜o, armazenamento, recuperac¸a˜o,
disseminac¸a˜o, transformac¸a˜o e uso da informac¸a˜o (AMERICAN DOCUMENTA-
TION, 1968) (CAPURRO, 2003).
Entretanto, e´ bastante comum encontrar, na a´rea da Cieˆncia da Informac¸a˜o,
a indicac¸a˜o da importaˆncia da Teoria Matema´tica da Comunicac¸a˜o de Shan-
non e Weaver, apresentada em 1948 e publicada em 1949, a qual mencionamos
a seguir, como um prenu´ncio inauguradora do campo. Essa teoria e´ normalmente
conhecida como Teoria da Informac¸a˜o e tal denominac¸a˜o e´ que essa teoria, pela
primeira vez enunciou um conceito cient´ıfico de informac¸a˜o Arau´jo (2009).
A Teoria da Informac¸a˜o ou Teoria Matema´tica da Comunicac¸a˜o e´ um ramo
da teoria da probabilidade e da matema´tica estat´ıstica que lida com sistemas de
comunicac¸a˜o , transmissa˜o de dados , criptografia , codificac¸a˜o , teoria do ru´ıdo ,
correc¸a˜o de erros e compressa˜o de dados .
Antes de Shannon, a Teoria da Informac¸a˜o foi o resultado de trabalhos que
comec¸aram em 1910, com as pesquisas do matema´tico russo Andrei A. Markov
sobre a teoria das cadeias de s´ımbolos na literatura, prosseguiram com as hipo´teses
do norte-americano Ralph V.L. Hartley em 1927, que propo˜e a primeira medida
precisa de informac¸a˜o associada a` emissa˜o de s´ımbolos, o ancestral do bit (digit
binary) e da linguagem de numerac¸a˜o bina´ria (MATTELART, 1999).
A teoria de Shannon tambe´m foi precedida pelas pesquisas teo´ricas de Harry
Theodor Nyquist (1889-1976), como mencionamos no que segue. Este foi um
teo´rico da informac¸a˜o, Sueco, que se estableceu Estadunidense em 1907. Ele frequ¨en-
tou a Universidade de Dakota do Norte, Grand Forks, 1912-1915 e recebeu o B.S. e
M.S. graus em Engenharia Ele´trica em 1914 e 1915, respectivamente. Ele frequentou
a Universidade de Yale, em New Haven, 1915-1917, e foi premiado com o grau de
Ph.D. em 1917.
Entre de 1917-1934, Nyquist foi contratado pela American Telephone and Te-
legraph Company no Department of Development and Research Transmission, onde
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ele estava preocupado com os estudos sobre tele´grafo imagem e transmissa˜o de
voz . De 1934 a 1954, ele esteve com a Bell Telephone Laboratories, Inc., onde ele
continuou no trabalho de engenharia de comunicac¸o˜es , especialmente em engenharia
de transporte e engenharia de sistemas . No momento da sua aposentadoria da Bell
Telephone Laboratories em 1954, Nyquist foi diretor adjunto de estudos de sistemas.
Figura 48 – Nyquist - Pesquisa teo´ricas sobre a Teoria da Informac¸a˜o.
Fonte: e.wikipedia.org.
Nyquist foi contemporaˆneo do matema´tico britaˆnico Alan Turing, que, na e´poca
concebia, a partir de 1936, o esquema de uma ma´quina capaz de tratar essa in-
formac¸a˜o.
Durante seus 37 anos de servic¸o na Bell Systems, ele recebeu 138 patentes nos
EUA e publicou doze artigos te´cnicos. Seu trabalho variou de ru´ıdo te´rmico a` trans-
missa˜o do sinal . O teorema de amostragem de Nyquist postula que a taxa de
amostragem deve ser, pelo menos, duas vezes a frequeˆncia mais elevada na amostra,
a fim de reconstruir o sinal.
Sua explicac¸a˜o matema´tica do ru´ıdo te´rmico tambe´m manteve seu nome intimamente
ligado com o fenoˆmeno. Seu trabalho lanc¸ou as bases para a teoria da informac¸a˜o
moderna e transmissa˜o de dados , a invenc¸a˜o do sistema de transmissa˜o de bandas
de frequeˆncia, agora amplamente utilizado na radiodifusa˜o televisiva , e o diagrama
de Nyquist , bem conhecido para determinar a estabilidade dos feedback systems.
Apo´s sua aposentadoria, Nyquist foi contratado como engenheiro consultor em
tempo parcial em mate´ria de comunicac¸a˜o no Department of Defense dos Esta-
dos Unidos, na Stavid Engineering Inc., e na WL Maxson Corporation.
Antes de sua morte em 1976, Nyquist recebeu muitas honras por seu excelente
trabalho em comunicac¸o˜es . Ele foi a quarta pessoa a receber a medalha da National
Academy of Engineer’s Founder, em reconhecimento a suas muitas contribuic¸o˜es
fundamentais para a engenharia . Em 1960, ele recebeu a medalha do IRE Medal of
Honor, pela suas contribuic¸o˜es fundamentais para um conhecimento quantitativo
de ru´ıdo te´rmico , transmissa˜o de dados e feedback negativo. Nyquist tambe´m
foi premiado com o Stuart Ballantine, medalha do Franklin Institute em 1960, e o
preˆmio Mervin J. Kelly em 1961.
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No que segue esta˜o resumidos os mais importantes resultados de Nyquist.
• Em um canal livre de ru´ıdos, a u´nica limitac¸a˜o imposta a` taxa de transmissa˜o
de dados sera´ devida a` largura de banda do canal.
• A formulac¸a˜o para esta limitac¸a˜o e´ devida a` Nyquist e estabelece que, dada
uma largura de banda B, a maior taxa de sinal que podera´ ser suportada por
esta largura de banda sera´ 2B.
• Em um sinal bina´rio, a taxa de dados que pode ser suportada por B Hz sera´
2B bps.
• Um canal de voz de BW igual a 3100 Hz esta´ sendo utilizado via MODEM
para transmitir dados digitais. A capacidade do canal sera´, enta˜o, igual a 2B
= 6200 bps.
• O Teorema de Nyquist e´ de extrema importaˆncia no desenvolvimento de
codificadores de sinais analo´gicos para digitais porque estabelece o crite´rio
adequado para amostragem dos sinais.
• Nyquist provou que, se um sinal arbitra´rio e´ transmitido atrave´s de um canal de
largura de banda B Hz, o sinal resultante da filtragem podera´ ser completamente
reconstru´ıdo pelo receptor atrave´s da amostragem do sinal transmitido, a uma
frequ¨eˆncia igual a, no mı´nimo 2B vezes por segundo.
• Esta frequ¨eˆncia, denominada Frequ¨eˆncia de Nyquist , e´ a frequ¨eˆncia de amos-
tragem requerida para a reconstruc¸a˜o adequada do sinal.
8.3 Vannevar Bush
Vannevar Bush (1890-1974) foi um engenheiro Estadunidense, um cientista nota´vel
que, entre outras, ficou conhecido pela ideia do Memex, sistema visto com um con-
ceito pioneiro, o primeiro sistema de consulta de informac¸o˜es, a empregar o conceito
de hipertexto, precursor da World Wide Web.
Os primeiros computadores foram ma´quinas analo´gicas. Eram lentas e constitu´ıdas de
dispositivos mecaˆnicos de alta complexidade, mas funcionavam. Uma destas pioneiras
foi o “Analisador Diferencial”, concebido e montado no final dos anos vinte do se´culo
passado por Vannevar Bush.
O Analisador Diferencial era uma ma´quina capaz de resolver equac¸o˜es diferenciais de
segunda ordem. Na verdade, um dos primeiros computadores da era moderna, uma
ma´quina analo´gica fabricada usando componentes mecaˆnicos e ele´tricos baseados em
rele´s.
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Vannevar Bush, Figura 49, concebeu e fabricou sua ma´quina no MIT, o Ins-
tituto de Tecnologia de Massachusetts, onde Shannon, formado em engenharia pela
Universidade de Michigan, iniciou seu mestrado em engenharia em 1936. Vannevar
Bush foi o orientador de Shannon, e portanto, natural que o interesse de ambos
estivesse em torno do Analisador Diferencial. Mas, um detalhe em particular chamou
a atenc¸a˜o de Shannon: justamente a utilizac¸a˜o de rele´s na fabricac¸a˜o da ma´quina.
Figura 49 – Vannevar Bush - 1940-1944.
Fonte: en.wikipedia.org.
Um rele´ e´ um interruptor acionado eletricamente. Sua concepc¸a˜o e´ muito simples:
dois contatos ele´tricos, um dos quais conte´m um ima˜, esta˜o separados por uma mola.
Quando se aplica uma tensa˜o ele´trica a um terceiro contato, uma corrente ele´trica
atravessa uma bobina que induz um campo magne´tico que por sua vez atrai o ima˜
e fecha os dois primeiros contatos permitindo que uma corrente ele´trica flua entre eles.
Isto faz-nos lembrar alguma coisa relativa aos transistores. Pois, exceto pelo ta-
manho e uso do magnetismo para seu acionamento, um rele´ atua exatamente da
mesma forma que um transistor quando usado como chaveador de corrente, aplicando-
se uma tensa˜o ao terminal denominado Base, que permite que uma corrente ele´trica
flua entre seus terminais Emissor e Coletor de um transistor.
O trans´ıstor de sil´ıcio e germaˆnio foi inventado nos Laborato´rios da Bell Telephone
por John Bardeen e Walter Houser Brattain em 1947 e, inicialmente, demons-
trado em 23 de Dezembro de 1948 por John Bardeen. Walter Houser Brattain e
William Bradford Shockley foram laureados com o Nobel de F´ısica em 1956. Eles
pretendiam fabricar um transistor de efeito de campo (FET) idealizado por Julius
Edgar Lilienfeld antes de 1925, mas acabaram por descobrir uma amplificac¸a˜o
da corrente no ponto de contato do transistor. Isto evoluiu posteriormente para
converter-se no transistor de junc¸a˜o bipolar (BJT). O objetivo do projeto era criar
um dispositivo compacto e barato para substituir as va´lvulas termoioˆnicas usadas
nos sistemas telefoˆnicos da e´poca.
A grande vantagem dos transistores em relac¸a˜o a`s va´lvulas foi demonstrada
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em 1958, quando Jack Kilby, da Texas Instruments, desenvolveu o primeiro circuito
integrado, consistindo de um transistor, treˆs resistores e um capacitor, implemen-
tando um oscilador simples. A partir da´ı, via-se a possibilidade de criac¸a˜o de circuitos
mais complexos, utilizando integrac¸a˜o de componentes, como visualizado na Figura
50.
Figura 50 – Um desenho de um circuito integrado.
Fonte: Google, Imagens de Circuitos Integrados.
Isto marcou uma transic¸a˜o na histo´ria dos transistores, que deixaram de ser vistos
como substitutos das va´lvulas e passaram a ser encarados como dispositivos que
possibilitam a criac¸a˜o de circuitos complexos, integrados.
8.4 A contribuic¸a˜o de Shannon
Shannon nasceu em Petoskey, Michigan. Os primeiros 16 anos de Shannon foram
em Gaylord, Michigan, onde ele frequentou o ensino pu´blico, graduando-se no Gay-
lord High School em 1932. Shannon mostrou uma inclinac¸a˜o para coisas mecaˆnicas,
seus melhores talentos eram para a e matema´tica. Em 1932 Shannon comec¸ou a
cursar a Universidade de Michigan, formando-se em 1936 em duas graduac¸o˜es de
bacharelado em engenharia ele´trica e matema´tica. Posteriormente, comec¸ou seus
estudos de po´s-graduac¸a˜o no Instituto de Tecnologia de Massachusetts (MIT), onde
trabalhou com o analisador diferencial de Vannevar Bush.
Naquela e´poca, o sistema de numerac¸a˜o decimal estava na mente dos engenhei-
ros. Shannon, ale´m de provar a possibilidade de se construir um computador
totalmente eletroˆnico, foi o primeiro a entender que os respectivos circuitos ficavam
muito mais simples (e mais baratos) com o abandono do sistema decimal em favor
do sistema bina´rio.
A raza˜o era simples: diferentemente do sistema nume´rico decimal, o sistema nume´rico
bina´rio, exprime qualquer nu´mero usando apenas dois algarismos, o zero e o um.
Ora, um rele´ assume apenas dois estados: fechado (quando permite que uma corrente
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ele´trica flua entre seus dois terminais) e aberto (quando na˜o deixa passar corrente).
Enta˜o e´ poss´ıvel correlacionar um destes estados (em geral o primeiro) com o alga-
rismo “um” e o outro com o algarismo “zero”. E com isto, usando uma quantidade
suficiente de rele´s, exprimir qualquer nu´mero. Com isto, e´ muito mais fa´cil conceber
computadores que usem internamente o sistema nume´rico de base dois.
Shannon foi o primeiro a identificar este conceito, e ainda percebeu ainda que
todas as operac¸o˜es internas de processamento de dados poderiam ser efetuadas
usando combinac¸o˜es de rele´s que poderiam na˜o apenas tomar deciso˜es baseadas na
comparac¸a˜o de valores como tambe´m executar as operac¸o˜es matema´ticas elementares
que, por sua vez, poderiam ser combinadas para executar operac¸o˜es mais complexas.
Em outras palavras: os dois estados dos rele´s poderiam ser usados na˜o apenas para
representarem os algarismos “um” e “zero” do sistema nume´rico de base dois como
tambe´m os valores “Verdadeiro“ e “Falso” da lo´gica digital. Portanto, se com rele´s
interligados se poderia representar nu´meros, efetuar operac¸o˜es matema´ticas com estes
nu´meros e tomar deciso˜es baseadas nos resultados destas operac¸o˜es, seria poss´ıvel
conceber um computador cujos componentes ativos fossem exclusivamente rele´s: um
computador digital.
Figura 51 – Shannon: o precursor da Teoria da Comunicac¸a˜o de Dados.
Fonte: https://pt.wikipedia.org/wiki/ClaudeShannon.
O que faltava para Shannon era uma ferramenta teo´rica para formular e analisar
os circuitos baseados nestes componentes, circuitos que obedeciam a` lo´gica digital.
Esta ferramenta existia e ja´ estava pronta ha´ quase um se´culo, por George Boole ,
a espera de algue´m a descobrisse e desse a ela uma utilizac¸a˜o pra´tica.
Ao estudar os complexos circuitos do analisador diferencial, Shannon observou
que os conceitos de George Boole, inventor da a´lgebra booleana, poderia ser u´til
para va´rias coisas. Um documento elaborado a partir da sua tese de mestrado em
1937, A Symbolic Analysis of Relay and Switching Circuits SHANONN (1937), foi
publicado na edic¸a˜o de 1938 da Transactions of the American Institute of Electrical
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Tabela 3 – Equivaleˆncia entre A´lgebra Booleana e as Portas Lo´gicas.
A´lgebra Booleana Portas Lo´gicas
A ∧ B porta A e B
A ∨ B porta A ou B
¬A porta na˜o
¬(A ∧ B) na˜o (A ou B)
¬(A ∨ B) na˜o (A e B)
Fonte: Google, Imagens de Portas Lo´gicas.
Tabela 4 – Portas Lo´gica E em valores Bina´rios.
A B A e B Laˆmpada
1 0 0 apagada (F)
1 1 1 acesa (V)
0 0 0 apagada (F)
0 1 0 apagada (F)
Fonte: Google, Imagens de Portas Lo´gicas.
Tabela 5 – Portas Lo´gica OU em valores Bina´rios.
A B A e B Laˆmpada
1 0 1 acesa (V)
1 1 1 acesa (V)
0 0 0 apagada (F)
0 1 1 acesa (V)
Fonte: Google Images - Portas Lo´gicas.
Engineers, onde fixava o formalismo lo´gico e os circuitos ele´tricos, como tabelas
apresentadas.
Neste trabalho, Shannon provou que a a´lgebra booleana e a aritme´tica bina´ria pode-
riam ser utilizadas para simplificar o arranjo dos e enta˜o utilizados em comutadores
para roteamento em redes telefoˆnicas. Expandindo o conceito, ele tambe´m mostrou
que deveria ser poss´ıvel a utilizac¸a˜o de arranjos de rele´s para resolver problemas de
a´lgebra booleana. A explorac¸a˜o dessa propriedade de interruptores ele´tricos criou a
lo´gica e os conceitos mais ba´sico dos computadores digitais.
O trabalho de Shannon tornou-se o principal na a´rea de circuitos digitais quando se
Tabela 6 – Portas Lo´gica NA˜O em valores Bina´rios
A B Laˆmpada
1 0 apagada (F)
0 1 acesa (V)
Fonte: Google Images - Portas Lo´gicas.
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Figura 52 – Tabela das Portas Lo´gicas Ba´sicas.
Fonte: Google Images - Tabela das Portas Lo´gicas Ba´sicas.
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tornou amplamente conhecido entre a comunidade de engenharia ele´trica durante e
apo´s a segunda guerra mundial. O trabalho teo´rico rigoroso de Shannon substituiu
completamente os me´todos ad hoc que haviam prevalecido anteriormente.
Figura 53 – Shannon e a matema´tica no Bell Labs em 1955.
Fonte: www.corp.att.com.
Claude Shannon havia divisado a possibilidade de conceber um computador digital
baseado inteiramente no uso de chaveadores de corrente (rele´s, no caso) na˜o apenas
para representar nu´meros no sistema bina´rio, ou de base dois, como tambe´m para
efetuar operac¸o˜es matema´ticas e lo´gicas com estes nu´meros. O que lhe faltava era
uma ferramenta teo´rica para conceber e analisar os circuitos montados com os rele´s
que constituiriam o computador.
Foi enta˜o que ocorreu a Shannon recorrer ao trabalho de George Boole An
Investigation of the Laws of Thought on Which are Founded the Mathematical Theo-
ries of Logic and Probabilities publicado quase um se´culo antes.
Este trabalho que estabeleceu as bases de uma nova a´lgebra, a A´lgebra Boole-
ana, que quando foi publicado na˜o se tinha a menor ideia de sua poss´ıvel utilidade
nem se descortinara qualquer aplicac¸a˜o pra´tica na engenharia. Shannon na˜o apenas
percebeu que aquela era a ferramenta de que carecia como tambe´m devotou seu mes-
trado a demonstrar que ela podia ser usada para interpretar, conceber e analisar os
circuitos de rele´s que, por sua vez, combinados, poderiam materializar as expresso˜es
da A´lgebra Booleana. E, usando as propriedades bina´rias dos rele´s (ou de qualquer
outro chaveador ele´trico de corrente, como os trans´ıstores inventados dez anos mais
tarde) para executar func¸o˜es lo´gicas, estabeleceu os conceitos ba´sicos que norteiam o
projeto de todos os computadores digitais.
Por “ensinar” um rato ele´trico para encontrar o seu caminho atrave´s de um la-
birinto, Shannon ajudou a estimular os pesquisadores no Bell Labs, a pensar em
8.5. Histo´ria da Palavra BIT 109
novas maneiras de usar os poderes lo´gicos de computadores para outras operac¸o˜es
que na˜o fossem o ca´lculo nume´rico (Figura 54).
Figura 54 – Shannon e o experimento do rato ele´trico num labirinto.
Fonte: tecnologia.terra.com.br / www.kidscodecs.com.
8.5 Histo´ria da Palavra BIT
A palavra bit foi utilizada pela primeira vez na de´cada de 30, surpreendentemente,
para designar partes de informac¸a˜o (bits of information, em ingleˆs). Pore´m, a de-
finic¸a˜o de bit como ficou muito conhecida ate´ hoje foi empregada em 1948 pelo
engenheiro Claude Shannon. Naquele ano, Shannon elaborou o artigo A Mathe-
matical Theory of Communication e usou a palavra para designar o d´ıgito bina´rio.
Um bit - abreviac¸a˜o de Binary Digit (digito bina´rio) - e´ exatamente isso: uma
combinac¸a˜o de dois d´ıgitos que se junta com outros d´ıgitos do mesmo tipo para
construir a informac¸a˜o completa. Bits tambe´m sa˜o utilizados para a classificac¸a˜o de
cores de uma imagem. Por exemplo: uma imagem monocroma´tica tem 1 bit em cada
ponto, enquanto uma imagem de 8 bits suporta ate´ 256 cores.
Bit e´ a e a menor unidade de informac¸a˜o de um computador. Um bit tem so-
mente um valor (que pode ser 0 ou 1). Va´rios bits combinam entre si e da˜o origem a
outras unidades, como bytes, megabytes, gigabytes e terabytes atuais.
Todas as informac¸o˜es processadas por um computador sa˜o medidas e codificadas em
bits. Tamanhos de arquivos sa˜o medidos em bits, taxas de transfereˆncia sa˜o medidas
em bit, informac¸o˜es na linguagem do usua´rio sa˜o convertidas em bits para serem
preocessados por computador.
Certamente voceˆ ja´ ouviu falar em sistemas de 32 bits ou 64 bits. Este nu´mero
110 Cap´ıtulo 8. Shannon - Da A´lgebra de Boole a` Matema´tica da Comunicac¸a˜o
indica a capacidade que o computador tem de processar a quantidade de bits in-
dicada de uma so´ vez. Tambe´m pode significar o nu´mero de bits utilizados para
representar dados num barramento de enderec¸os de memo´ria.
Foi Claude Shannon quem cunhou o termo bit para se referir a` menor quan-
tidade de informac¸a˜o que pode ser transmitida.
8.6 Shannon e a Teoria Matema´tica da Comunicac¸a˜o
Segundo Shannon, o objetivo da comunicac¸a˜o seria reproduzir num ponto, de forma
exata, uma mensagem selecionada em outro ponto. Pore´m, toda transmissa˜o de
informac¸a˜o poderia chegar acarretada de interrupc¸o˜es e ru´ıdos. Shannon e Warren
Weaver apresentaram um modelo de comunicac¸a˜o conforme a Figura 55.
Figura 55 – Modelo de Comunicac¸a˜o Shannon.
Fonte: SHANNON (1948).
Mas sua maior contribuic¸a˜o para a cieˆncia das telecomunicac¸o˜es foi seu trabalho
A Mathematical Theory of Communication, publicado em 1948, e considerado a
maior contribuic¸a˜o do se´culo para a teoria das telecomunicac¸o˜es. Neste trabalho,
Shannon estabeleceu o conceito de “quantidade de comunicac¸a˜o” e demonstrou
que a capacidade de transmissa˜o de informac¸o˜es de um canal de comunicac¸a˜o, seja
ele de que tipo for (desde os fios meta´licos dos velhos tele´grafos ate´ as modernas
fibras o´ticas) e´ limitada por fatores que nada teˆm a ver com a natureza do canal mas
simplesmente com o logaritmo da relac¸a˜o sinal/ru´ıdo somada a` unidade, multiplicado
pela frequeˆncia da transmissa˜o, de acordo com a relac¸a˜o mostrada na Figura 56.
Esse teorema e´ conhecido como “Fo´rmula de Shannon” (onde Cmax e´ a taxa ma´xima
de transmissa˜o do canal em bits/s, B e´ a frequeˆncia da transmissa˜o em hertz, e S e
N sa˜o, respectivamente, as poteˆncias do sinal e do ru´ıdo em watts).
Os aspectos matema´ticos da informac¸a˜o foram, evidentemente, mais amplamente
abrac¸ados pela Cieˆncia da Computac¸a˜o do que pela Cieˆncia da Informac¸a˜o. O acesso
a` Internet via linha telefoˆnica, atrave´s de uma conexa˜o usando modem, e´ dado pela
Fo´rmula de Shannon que explica o limite ma´ximo que se dispo˜e em uma conexa˜o
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Figura 56 – A Fo´rmula de Shannon - a quantidade de informac¸a˜o num canal.
Fonte: www.techtudo.com.br.
em alta taxa (banda larga).
Seus trabalhos sobre criptografia sa˜o considerados de suma importaˆncia e foram suas
pesquisas conduzidas no Bell Labs que permitiram o uso de sistemas comutados
usando rele´s para conexa˜o telefoˆnica, que ate´ enta˜o eram feitas manualmente por
telefonistas.
Shannon desenvolveu e publicou diversos programas para jogar xadrez e em 1980
montou um computador especialmente para este fim, que ganhou o Campeonato
Internacional de Xadrez para computadores daquele ano.
Warren Weaver (1894-1978) foi um matema´tico Estadunidense, co-autor do livro
The Mathematical Theory of Communication, publicado em 1949 juntamente com
Claude Shannon. Por sua forma acess´ıvel tambe´m a na˜o especialistas, este livro
popularizou os conceitos de um artigo cient´ıfico de Shannon publicado no ano
anterior, intitulado A Mathematical Theory of Communication.
Figura 57 – Warren Weaver - The Mathematical Theory of Communication.
Fonte: blog.comshalom.org.
Vamos colocar as coisas em sua devida perspectiva. A tese de Shannon foi publi-
cada em 1938, quando ele tinha apenas 22 anos e uma de´cada antes da invenc¸a˜o
dos transistores. Por sua vez, o trabalho de Boole jazia semiesquecido por quase
um se´culo nas prateleiras das bibliotecas universita´rias, sem que ningue´m tivesse
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encontrado qualquer utilidade pra´tica para ele.
A possibilidade de usar chaveadores de corrente (no caso, rele´s), na˜o apenas para
representar nu´meros no sistema bina´rio, como tambe´m para materializar circuitos
que emulassem as equac¸o˜es da lo´gica digital jamais tinha sido divisada.
Segundo Robert Gallager, seu colega no MIT, “Ate´ hoje (1938), ningue´m ti-
nha sequer se aproximado dessa ideia. Foi um avanc¸o que, sem ele, teria demorado
muito a ser conseguido. Juntar estas pec¸as esparsas do conhecimento humano e, com
elas, gerar uma teoria que possibilitou o desenvolvimento dos computadores digitais
e revolucionou a sociedade a partir de enta˜o foi uma fac¸anha de geˆnio”.
Consta que Victor Shestakov, da Universidade de Moscou, propoˆs uma teoria de
comutadores ele´tricos baseada na a´lgebra booleana em 1935, dois anos antes de
Shannon iniciar sua tese de mestrado, mas sua primeira publicac¸a˜o sobre o tema
data de 1941. Treˆs anos depois da publicac¸a˜o da tese de Shannon.
Na˜o e´ a` toa que a tese de Shannon A Symbolic Analysis of Relay and Switching
Circuits foi considerada por Howard Gardner, da Universidade de Harvard, como,
possivelmente a mais importante tese de mestrado do se´culo XX. Tanto assim que
mereceu, dois anos apo´s sua publicac¸a˜o, o destacado Alfred Noble American Institute
of American Engineers Award.
A Figura 58 mostra uma foto da primeira pa´gina da tese de Shannon na edic¸a˜o 57
do Transactions of the American Institute of Electrical Engineers de 1938.
O progresso cient´ıfico e tecnolo´gico ocorre assim, aos saltos, promovido por mentes
geniais, cada uma deles se baseando no trabalho dos que os antecederam. Mas se
prestarmos atenc¸a˜o, perceberemos que o lac¸o entre Boole e Shannon e´ quase ma´gico.
Os dois trabalhos se encaixam ta˜o perfeitamente que parece que Boole criou sua
a´lgebra tendo em mente sua utilizac¸a˜o por Shannon quase um se´culo mais tarde. E
que este desenvolveu sua tese para dar uma utilizac¸a˜o pra´tica a` A´lgebra de Boole.
Mas o fato e´ que, embora tenha tido a percepc¸a˜o de sua importaˆncia ao afirmar que
gostaria de ser conhecido pela posteridade devido a ela, quando desenvolveu sua
A´lgebra Boole sequer poderia sonhar na utilizac¸a˜o pra´tica que Shannon deu a ela.
E quando Shannon comec¸ou suas pesquisas sobre o uso de rele´s sequer lembrava da
existeˆncia de uma ferramenta desenvolvida ha´ quase um se´culo como se o tivesse
sido especificamente para basear suas concluso˜es.
8.7 Shannon e a Teoria Matema´tica da Comunicac¸a˜o
Shannon comec¸ou a desenvolver uma descric¸a˜o da informac¸a˜o transmitida num
canal de comunicac¸a˜o entre duas partes, dando continuidade a um ramo de estudos
conhecido como Teoria da Informac¸a˜o, iniciada em 1910.
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Figura 58 – Claude E. Shannon - A tese de mestrado de Shannon.
Fonte: www.techtudo.com.br.
Em 1940, Shannon se tornou pesquisador do Instituto nacional de Estudos Avanc¸ados
em Princeton, Nova Jersey. Em Princeton, Shannon teve a oportunidade de discutir
suas ide´ias com cientistas e matema´ticos influentes como Hermann Weyl e John
von Neumann, ale´m de um encontro ocasional com Albert Einstein. Shannon
trabalhou livremente em todas as a´reas, e comec¸ou a moldar as ide´ias que se torna-
riam a teoria da informac¸a˜o GUIZZO (2003).
Em 1948, publicou o importante artigo cient´ıfico intitulado A Mathematical
Theory of Communication enfocando o problema de qual e´ a melhor forma para
codificar a informac¸a˜o que um emissor queira transmitir para um receptor. Neste
artigo, trabalhando inclusive com as ferramentas teo´ricas utilizadas por Norbert
Wiener, Claude Shannon propoˆs com sucesso uma medida de informac¸a˜o, pro´pria
para medir incerteza sobre espac¸os desordenados (mais tarde complementada por
Ronald Fisher, que criou uma medida alternativa de informac¸a˜o apropriada para
medir incerteza sobre espac¸os ordenados). Shannon e´ famoso por ter fundado a
teoria da informac¸a˜o.
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Em 1949, em co-autoria com o tambe´m matema´tico Estadunidense Warren Weaver
(1894-1978), publicou o livro The Mathematical Theory of Communication
(Teoria Matema´tica da Comunicac¸a˜o) SHANON-WARREN (1949) contendo reim-
presso˜es do seu artigo cient´ıfico de 1948 de forma acess´ıvel tambe´m a na˜o-especialistas
- isto popularizou seus conceitos.
Shannon tambe´m contribuiu para o campo da criptoana´lise durante a segunda
guerra mundial. Outro trabalho nota´vel, publicado em 1949, e´ a Communication
Theory of Secrecy Systems, uma versa˜o do seu trabalho em tempo de guerra sobre a
teoria matema´tica de criptografia, no qual ele provou que todas as cifras teoricamente
inquebra´veis deve ter os mesmos requisitos que a cifragem One-Time Pad - uma
cifra criada do ponto de vista da criptografia perfeita KAHN (1996).
Deu ainda importantes contribuic¸o˜es na a´rea da Inteligeˆncia Artificial.Uma contri-
buic¸a˜o fundamental da teoria da informac¸a˜o, para o processamento de linguagem
natural e lingu¨´ıstica computacional, foi ainda estabelecida em 1951, em seu ar-
tigo Previsa˜o e Entropia de Impresso Ingleˆs, mostrando limites superior e inferior
da entropia - uma medida de aleatoriedade - nas estat´ısticas da l´ıngua inglesa -
proporcionando uma base estat´ıstica para ana´lise da linguagem.
8.8 Shannon e a Ciberne´tica
A palavra ciberne´tica deriva de um termo grego que significa piloto. Ciberne´tica
e´ o estudo dos autocontroles encontrados em sistemas esta´veis, sejam eles mecaˆnicos,
ele´tricos ou biolo´gicos.
Entre 1946 e 1953, Claude Shannon tambe´m contribuiu para a consolidac¸a˜o
da teoria ciberne´tica junto com outros cientistas renomados no grupo reunido sob o
nome de Macy Conferences, contribuindo para a consolidac¸a˜o da teoria ciberne´tica
junto com outros cientistas renomados, como Norberto Wiener e John von Neu-
mann , entre outros.
Norberto Wiener (1894-1964) (Figura 59) foi um matema´tico Estadunidense,
conhecido como o fundador da ciberne´tica. A contribuic¸a˜o de Wiener para a Cieˆncia
da Computac¸a˜o veio mais tarde.
Foi Wiener quem visualizou que a informac¸a˜o, como uma quantidade, era ta˜o
importante quanto a energia ou a mate´ria. O fio de cobre, por exemplo, pode ser
estudado pela energia que ele e´ capaz de transmitir, ou pela informac¸a˜o que pode
comunicar. A revoluc¸a˜o trazida pelo computador e´ em parte baseada nessa ide´ia. A
contribuic¸a˜o de Wiener na˜o foi uma simples pec¸a de hardware, mas a criac¸a˜o de um
ambiente intelectual em que computadores e autoˆmatos (criac¸a˜o de John von
Neumann) pudessem ser desenvolvidos. Wiener percebeu que para os computado-
res serem desenvolvidos, teriam que se assemelhar a` habilidade dos seres humanos
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no controle de suas pro´prias atividades.
A Shannon, tambe´m e´ creditado a introduc¸a˜o da teoria da amostragem, que se
preocupa com o que representa um sinal de tempo cont´ınuo a partir de um conjunto
(uniforme) discreto de amostras. Essa teoria foi essencial para permitir a passagem
das telecomunicac¸o˜es dos sistemas analo´gicos para as comunicac¸o˜es dos sistemas
digitais no ano de 1960 e posteriores.
Figura 59 – Norbert Wiener - o criador da Ciberne´tica.
Fonte: history-computer.com.
A perspectiva introduzida por Shannon, com a teoria da comunicac¸a˜o e´ que toda a
revoluc¸a˜o digital comec¸ou com Claude Shanonn. Ele formou a base da revoluc¸a˜o
digital, que ocorreu nas de´cadas seguintes, visto que, cada dispositivo que conte´m um
microprocessador ou microcontrolador e´ um descendente conceitual das publicac¸o˜es
de Shannon.
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Breve Histo´ria dos Primeiros
Computadores
O
s grandes cientistas da Cieˆncia da Computac¸a˜o avanc¸aram no tempo, construindo
a cieˆncia que levou a` construc¸a˜o do computador digital e o desenvolvimento
desta cieˆncia. A evoluc¸a˜o da Cieˆncia da Computac¸a˜o, ocorreu promovida pelas
mentes privilegiadas de cientistas, cada uma deles se baseando no trabalho dos
que os antecederam. Se prestarmos atenc¸a˜o, perceberemos que o lac¸o entre certos
geˆnios, mesmo separados entre se´culos, e´ algo admira´vel. A matema´tica e a lo´gica
conduziram a` computabilidade e aos modelos de computac¸a˜o que temos hoje. As
ideias da matema´tica e da lo´gica, algumas que esta˜o a´ı a se´culos, impulsionaram
o desenvolvimento inicial da Cieˆncia da Computac¸a˜o, ate´ chegarmos aos primeiros
computadores como sa˜o apresentados neste cap´ıtulo.
9.1 As Grandes Inovac¸o˜es dos Computadores
Seguindo a histo´ria das grandes inovac¸o˜es, no se´culo XIX surgiram diversas ma´quinas,
mas sem poderem ser programadas. A criac¸a˜o em 1822, da ma´quina diferencial, por
Charles Babbage, que poderia computar e imprimir extensas tabelas cient´ıficas,
construindo um modelo para calcular tabelas de func¸o˜es ( logaritmos, func¸o˜es tri-
gonome´tricas, e outras) sem a intervenc¸a˜o de um operador humano. Em 1832 -
Babbage e Joseph Clement produzem uma parte da Ma´quina de Diferenc¸as. A
ideia de Jacquard, os carto˜es perfurados, onde o contratante poderia registrar,
ponto a ponto, a receita para a confecc¸a˜o de um tecido, foi desenvovida por Charles
Babage, atrave´s de sua segunda ma´quina: a ma´quina anal´ıtica.
Em torno de 1833, Babbage resolveu deixar de lado seus planos da Ma´quina de
Diferencial. O insucesso, pore´m, na˜o o impediu de desenvolver ide´ias para construir
uma ma´quina ainda mais ambiciosa, e entre 1834-1835, Babbage troca o enfoque de
seus trabalhos para projetar a sua Ma´quina Anal´ıtica. Neste tempo surge Ada Lo-
velace em 1843, publicando Notes sobre a Ma´quina Anal´ıtica de Babbage. Embora
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Babbage tenha dispendido muito de sua vida e de sua fortuna tentando construir
sua “ma´quina anal´ıtica”, ele jamais conseguiu por o seu projeto em funcionamento
porque era simplesmente um modelo matema´tico e a tecnologia da e´poca na˜o era
capaz de produzir rodas, engrenagens, dentes e outras partes mecaˆnicas para a alta
precisa˜o que necessitava. Desnecessa´rio se dizer que a ma´quina anal´ıtica na˜o teve
um sistema operacional.
Em 1854, George Boole aproximou a lo´gica de uma nova maneira, reduzindo-
a a um , incorporando a lo´gica a` matema´tica. Ele ressaltou a analogia entre os
s´ımbolos alge´bricos e aqueles que representam as formas lo´gicas. Ele comec¸ou a
a´lgebra da lo´gica booleana, que depois veio a ter aplicac¸o˜es na construc¸a˜o computador
digital atual. Em 1890, o censo nos USA e´ tabulado com as ma´quinas de carto˜es
perfurados de Hermann Hollerith.
9.1.1 Os Computadores Analo´gicos
No se´culo XX, na linha do tempo dos computadores analo´gicos, o mecanismo de
Antikythera (Anticythe`re) a ser vista no cap´ıtulo 2 e´ o computador analo´gico mais
antigo conhecido. Foi projetado para calcular posic¸o˜es astronoˆmicas. Foi descoberto
em 1901 na ilha grega de Antikythera (Anticythe`re), entre Kythera e Creta, e foi
datado para cerca de 100 a.C. Depois, Al-Biruni inventou o primeiro calenda´rio-
computador movido mecanicamente, cerca de 1000 d.C.
A re´gua de ca´lculo era um computador analo´gico operado manualmente para fazer
multiplicac¸o˜es e diviso˜es, inventada entre 1620-1630, logo apo´s a publicac¸a˜o do
conceito de logaritmo. Nos tempos de aluno na antiga Escola Te´cnica Nacional no
Rio de Janeiro, o autor usava re´gua de ca´lculo nas tarefas escolares.
Em 1931, Vannevar Bush inventa o Analisador Diferencial, um computador
analo´gico-mecaˆnico. Da primeira ideia da Ma´quina Diferencial de Charles Bab-
bage em 1822, o analisador diferencial evolui nas ma˜os de Vannevar Bush entre
as de´cadas de 1920 e 1930. Era um computador analo´gico mecaˆnico projetado para
resolver equac¸o˜es diferenciais por integrac¸a˜o, usando mecanismos de engrenagem
para realizar a integrac¸a˜o de func¸o˜es. As miras de bombas da segunda guerra mundial
(1939-1945) usavam computadores analo´gicos mecaˆnicos.
O computador MONIAC (Monetary National Income Analogue Computer), tambe´m
conhecida como Phillips Computer ou o Financephalograph, foi criado em 1949
pelo economista da Nova Zelaˆndia William Phillips para modelar os processos
econoˆmicos nacionais do Reino Unido, enquanto Phillips era um estudante na
London School of Economics (LSE). O MONIAC era um computador analo´gico, que
usou a lo´gica flu´ıdica para modelar o funcionamento de uma economia. O nome
MONIAC pode ter sido sugerida por uma associac¸a˜o de dinheiro e ENIAC, um
computador digital eletroˆnico constru´ıdo no in´ıcio da de´cada de 1950.
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Heathkit EC-1 era um outro computador analo´gico educacional constru´ıdo pela
Heath Company, EUA, por volta de 1960. Computadores analo´gicos foram utilizados
no Brasil, nos ambientes acadeˆmicos de universidades e o autor lembra, quando
estudante de mestrado na UFRJ-COPPE-Programa de Engenharia de Sistemas em
meados dos anos 70, que havia um computador analo´gico usado pelos pesquisadores
da a´rea de sistema de controle deste programa acadeˆmico.
Figura 60 – MONIAC - um computador analo´gico para modelar o funcionamento de
uma economia.
Fonte: pt.wikipedia.org/.
9.2 Os Cientistas da Computac¸a˜o em 1937
No se´culo XX, Alan Turing (1912-1954), em meados dos 30, enquanto imaginava
a sua ma´quina abstrata, pensando a computac¸a˜o sem computador, formalizava o
conceito de algoritmo como esseˆncia da Cieˆncia da Computac¸a˜o. Em 1937, Turing
publica On Computable Numbers, descrevendo um computador universal com a
ideia de vir a existir uma ma´quina computadora, pore´m programa´vel. Na e´poca
comec¸ava a ser esboc¸ada a ideia de uma ma´quina baseada em estados que eram
alterados por operac¸o˜es de um algoritmo submetido a` ma´quina. Ele esboc¸ou o que
veio a ser chamado de autoˆmato (automa´tico), desenvolvida posteriormente por
John von Neumann (1903-1957). Tambe´m em 1937, Claude Shannon descreve
como circuitos chaveadores (interruptores) podiam resolver experieˆncias de a´lgebra
booleana.
George Stibitz (1904-1995) foi um engenheiro eletroˆnico e inventor Estaduni-
dense. Trabalhou no Bell Labs, sendo que os seus trabalhos mais conhecidos foram
realizados nas de´cadas de 1930 e 1940 e eram sobre circuitos digitais baseados em
lo´gica booleana, usando relays electromecaˆnicos como comutadores. No ano de 1937,
George Stibitz constro´i no Bell Telephone Laboratories, a primeira calculadora
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bina´ria. No ano de 1940, ainda no Bell Telephone Laboratories, ele demonstrou o
Complex Number Calculator que deve ter sido o primeiro computador digital. E
tambe´m foi criado o primeiro terminal de computador.
Figura 61 – George Stibitz - A primeira calculadora usando o sistema bina´rio.
Fonte: alumnoebn.blogspot.com.
Figura 62 – George Stibitz (1937) - Sistemas digitais usando a lo´gica booleana.
Fonte: www.plimbi.com.
Em 1937, Howard Aiken, descobrindo partes da Ma´quina Diferencial de Charles
Babbage, propo˜e a construc¸a˜o de um grande computador digital em Harvard (USA).
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Figura 63 – Aiken - Propoˆs um projeto para a construc¸a˜o de um computador digital
em Harvard.
Fonte: www.computerhistory.org.
9.3 Surge a HP - Hewlett e Packard
Em 1938, numa garagem em Palo Alto (USA), William Hewlett e David Packard,
dois estudantes da Stanford University, criaram uma empresa, sendo o seu primeiro
produto que um oscilador de a´udio, um instrumento muito usado por engenheiros de
som para fazer testes. Um de seus primeiros clientes foi a Walt Disney Studios
que adquiriu, na e´poca, 8 destes osciladores para desenvolver e testar o som para o
filme de animac¸a˜o “Fantasia”, de 1943.
Figura 64 – Hewlett e Packard - o Surgimento da HP.
Fonte: www.flatstanley.com.
9.4 O Primeiro Computador Digital
John Vincent Atanasoff (1903-1995) foi um matema´tico Estadunidense de ori-
gem Bu´lgara. John Atanasoff junto com o seu aluno Clifford Berry foram os
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verdadeiros pioneiros dos computadores modernos. Em 1937, Atanasoff ja´ reunia
conceitos para serem usados na criac¸a˜o de um computador eletroˆnico. Em 1939, John
Atanasoff completa seu modelo de computador eletroˆnico com tambores mecaˆnicos
para armazenamento em memo´ria (as ideias de Heron de 62 d.C. sa˜o aplicadas).
Clifford Edward Berry (1918-1963) foi um cientista da computac¸a˜o estadunidense.
Em parceria com John Atanasoff criou, em 1939, o primeiro computador eletroˆnico,
o AtanasoffBerry Computer, o ABC Computer.
Figura 65 – Atanasoff - Conceitos para o computador eletroˆnico.
Fonte: www.slideshare.net.
O computador tinha va´lvulas eletroˆnicas, nu´meros bina´rios, capacitores e 1 quiloˆmetro
de fios. Foi desenvolvido como um calculador eletroˆnico bina´rio destinado a resolver sis-
temas de equac¸o˜es lineares. A memo´ria era constru´ıda com dois tambores magne´ticos
e a sincronizac¸a˜o dos ciclos era efetuada por um relo´gio mecaˆnico. Seu sistema de
armazenamento de resultados intermedia´rios era um sistema de escrita/leitura de
carto˜es perfurados, o que deixava o sistema na˜o-confia´vel. O projeto foi abandonado
em 1942 apo´s o rompimento de Atanasoff com a Iowa State College.
Tambe´m em 1939, Alan Turing chega em Bletchley Park para trabalhar no deci-
framento de co´digos alema˜es (ver no cap´ıtulo 4).
Em 1941, o engenheiro alema˜o Konrard Zuse completa o Z3, um computador
digital programa´vel eletromecaˆnico totalmente funcional. Konrad Zuse (1910-1995),
no periodo de 1935-1940, levara a ideia de ma´quina programa´vel de Turing a` frente.
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Figura 66 – John Atanasoff e Clifford Berry - o primeiro computador eletroˆnico.
Fonte: prezi.com.
Figura 67 – John Atanasoff e Clifford Berry - O primeiro computador a usar va´lvulas
termioˆnicas.
Fonte: mobile.gadzetomania.pl.
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A sua terceira versa˜o de ma´quina, o Z3, foi finalizado em 1941. Ela era baseada em
rele´s telefoˆnicos e funcionou satisfatoriamente. A troca do sistema decimal, mais
dif´ıcil de implementar (utilizado no projeto de Charles Babbage) pelo simples
sistema bina´rio tornou a ma´quina de Zuse mais fa´cil de construir e potencialmente
mais confia´vel, com a tecnologia dispon´ıvel naquele tempo. O Z3 passou a ser o
primeiro computador programa´vel funcionando. Em va´rios aspectos ele era muito
semelhante a`s ma´quinas modernas, sendo pioneiro em va´rios avanc¸os, como o uso de
aritme´tica bina´ria e nu´meros de ponto flutuante.
Os programas eram armazenados no Z3 em filmes perfurados. Desvios condicio-
nais na˜o existiam, mas o Z3 ainda era um computador universal (ignorando sua
limitac¸a˜o no seu espac¸o de armazenamento f´ısico). Em duas patentes de 1937, Kon-
rad Zuse antecipou que as instruc¸o˜es da ma´quina poderiam ser armazenadas no
mesmo espac¸o de armazenamento utilizado para os dados, a primeira ide´ia do que
viria a ser conhecida como a arquitetura de John Von Neumann e que seria im-
plementada no projeto do EDSAC britaˆnico (1949). Zuse ainda projetou a primeira
linguagem de alto n´ıvel, em 1945, chamada de Plankalku¨l.
Figura 68 – Konrad Zuse - O primeiro computador programa´vel com sistema bina´rio
e arquitetura de von Neumann.
Fonte: www.dsc.ufcg.edu.br.
9.5 O Projeto ENIAC
Tambe´m em 1941, John William Mauchly (1907-1980) visita Atanasoff em Iowa
(USA) e assiste a uma demonstrac¸a˜o do computador de Atanasoff. John Mauchly
foi um f´ısico Estadunidense, que junto com John Presper Eckert (1919-1995)
e engenheiros da Universidade da Pensilvaˆnia (USA), em parceria com o governo
federal dos Estados Unidos, constru´ıram o primeiro computador eletroˆnico, conhecido
como (Electronic Numerical Integrator and Computer).
.
9.5. O Projeto ENIAC 127
Figura 69 – Mauchly e Eckert - O primeiro computador eletroˆnico, conhecido como
ENIAC.
Fonte: images.google.com.
Figura 70 – ENIAC - O primeiro projeto de computador eletroˆnico.
Fonte: www.gettyimages.pt.
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Em 1942, John Atanasoff completa um computador parcialmente funcional com
trezentas va´lvulas termioˆnicas para servir a` marinha dos USA.
9.6 O Projeto Colossus
Em 1943, o Colossus, um computador a` va´lvula feito para decifrar co´digos alema˜es
na segunda guerra mundial, fica pronto em Bletchley Park.
Figura 71 – Va´lvula Termioˆnica - Os primeiros componentes eletroˆnicos dos primeiros
computadores.
Fonte: Imagens Google.
Figura 72 – Colossus - O decodificador dos co´digos alema˜es na II Guerra Mundial.
Fonte: Imagens Google.
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9.7 O Projeto Harvard Mark I
Em 1944, o ASCC (Automatic Sequence Controlled Calculator), chamado de Mark
I pela Universidade de Harvard, entra operac¸a˜o. Este foi o primeiro computador
eletromecaˆnico automa´tico de larga escala desenvolvido nos USA. O Mark I, mas este
era apenas eletromecaˆnico. Ele foi constru´ıdo num projeto da Universidade de Harvard
em conjunto com a IBM. Neste mesmo ano (1944) John von Neumann entra
para Universidade da Pensilvaˆnia para trabalhar no projeto do ENIAC (Electronic
Numerical Integrator and Computer), que foi o primeiro computador digital eletroˆnico
americano de grande escala.
Figura 73 – Harvard Mark I - O computador de Harvard. O primeiro computador
digital eletroˆnico de grande escala.
Fonte: www.computerhistory.org.
9.8 O Projeto EDVAC
Em 1945, o EDVAC (Electronic Discrete Variable Automatic Computer), diferente-
mente de seu predecessor ENIAC, foi um dos primeiros computadores eletroˆnicos
que utilizava o sistema bina´rio e possu´ıa arquitetura de von Neumann. A partir
do “First Draft of Report on the EDVAC ”, John von Neumann descreve este
computador com armazenamento de programas na memo´ria. Seis programadoras do
ENIAC sa˜o enviadas a Aberdeen a fim de realizar treinamento.
Neste mesmo ano, Vannevar Bush Vannevar Bush publica “As We May Think”,
texto em que descreve a ideia de um computador pessoal. Bush publica “Science the
Endless Frontier”, propondo financiamento governamental para pesquisa acadeˆmica
e industrial. A esta altura do tempo, o ENIAC ja´ esta´ em pleno funcionamento.
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Figura 74 – EDVAC - Sistema bina´rio e arquitetura de armazenamento de programas
na memo´ria.
Fonte: www.youtube.com.
9.9 Os Primeiros Sistemas Operacionais
Apo´s os esforc¸os sem sucesso de Babbage, pouco progresso se teve na construc¸a˜o de
computadores digitais ate´ a Segunda Guerra Mundial. Em torno de 1940, Howard
Aiken em Harvard, John Von Neumann no Advanced Research Institute em Prin-
ceton, John Presper Eckert e William Mauchley na Universidade de Pennsyl-
vania e Konrad Zuse na Alemanha, entre outros, tiveram sucesso na construc¸a˜o de
ma´quinas computadores usando va´lvulas. Essas ma´quinas eram enormes, ocupando
salas completas, com dezenas de milhares de va´lvulas, pore´m eram muito mais lentas
do que os mais simples computadores pessoais de hoje.
Naqueles tempos primitivos, um pequeno grupo de pessoas construiu, programou,
operou e deu manutenc¸a˜o a cada ma´quina. Toda a programac¸a˜o era feita em lingua-
gem de ma´quina, sempre se conectando fios com plugs em paine´is para controlar as
func¸o˜es ba´sicas da ma´quina. As linguagens de programac¸a˜o na˜o eram conhecidas
(nem a linguagem Assembly). Nem se ouvia falar em sistemas operacionais. O modo
usual de operac¸a˜o consistia no programador elaborar o programa numa folha e enta˜o
ir a` sala da ma´quina, inserir os plugs nos paine´is do computador e gastar as pro´ximas
horas apelando que nenhuma das 20.000 ou mais va´lvulas na˜o se queimasse durante
a execuc¸a˜o do programa. Na verdade, todos os problemas eram inerentemente sobre
ca´lculos nume´ricos tais como gerac¸o˜es de tabelas de nu´meros.
9.10 A Evoluc¸a˜o da Eletroˆnica I
Em 1947, a a´rea da eletroˆnica da´ um salto das va´lvulas para o transistor. Este u´ltimo
e´ inventado nos Laborato´rios Bell (USA) por William Bradford Shockley, (1910-
1989) Walter Houser Brattain (1902-1987) e John Bardeen (1908-1991). O
trans´ıstor (como no portugueˆs europeu) ou transistor (como no portugueˆs brasileiro)
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e´ um componente eletroˆnico que comec¸ou a popularizar-se na de´cada de 1950, tendo
sido o principal responsa´vel pela revoluc¸a˜o da eletroˆnica na de´cada de 1960. Sa˜o
utilizados principalmente como amplificadores e interruptores de sinais ele´tricos,
ale´m de retificadores ele´tricos em um circuito, podendo ter variadas func¸o˜es. O termo
prove´m do ingleˆs transfer resistor (resistor/resisteˆncia de transfereˆncia), como era
conhecido pelos seus inventores.
Figura 75 – O transistor - Os componentes eletroˆnicos que substituiram as va´lvulas
e diminuiram o tamanho dos computadores.
Fonte: Imagens Google.
Figura 76 – John Bardeen, Walter Houser Brattain e William Bradford Shockley.
Fonte: www.biography.com.
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9.11 O Manchester Mark I
Entre 1948 e 1949, o Manchester Mark I foi um dos primeiros computadores
eletroˆnicos desenvolvidos. Foi constru´ıdo pela University of de Manchester. Tambe´m
era chamado de MADM (Manchester Automatic Digital Machine). Ele foi desenvol-
vido a partir do SSEM (“The Baby Machine”), pelo Prof. F. C. Williams e pelo
Prof. Tom Kilburn (nesse caso o seu pro´totipo - O Manchester MARK I teve
importaˆncia histo´rica devido ao pioneirismo no uso de um tipo de registrador de
ı´ndice em sua arquitetura, ale´m de ter sido a plataforma na qual a Autocode, uma
das primeiras linguagens de programac¸a˜o de alto n´ıvel, foi desenvolvida.
O Manchester Mark I servia para calcular operac¸o˜es aritme´ticas, dispondo ainda de
sub-rotinas integradas que calculavam func¸o˜es logar´ıtmicas e trigonome´tricas; mesmo
assim o Manchester Mark I era um calculador lento demorando 3 a 5 segundos para
efetuar uma multiplicac¸a˜o, mas era totalmente automa´tico e podia realizar ca´lculos
extensos sem intervenc¸a˜o humana.
Figura 77 – O Manchester Mark I - Um dos primeiros computadores eletroˆnicos
desenvolvidos, constru´ıdo pela University of de Manchester.
Fonte: piano.dsi.uminho.pt.
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9.12 Na De´cada de 50
E em 1950, Turing publica um artigo que descreve um teste para inteligeˆncia artifi-
cial. Como o leitor podera´ saber, no cap´ıtulo 4 descreve-se que Alan Turing, em
sua e´poca, iniciou as primeiras pesquisas na a´rea da Inteligeˆncia Artificial para a
Cieˆncia da Computac¸a˜o.
Em 1952, trabalhando no projeto do computador Harvard Mark I, Grace Murray
Hopper (1906-1992) desenvolveu a ideia do primeiro compilador. Grace Hopper,
na Figura 78, foi uma analista de sistemas da Marinha dos Estados Unidos nas
de´cadas de 1940 e 1950. Foi ela quem criou a linguagem de programac¸a˜o Flow-Matic,
hoje extinta. Esta linguagem serviu como base para a criac¸a˜o da linguagem CO-
BOL, mantida no mercado corporativo pela IBM, nos anos 60-70, para aplicac¸o˜es
comerciais.
Figura 78 – Grace Hopper - a criadora do primeiro compilador de linguagem de
programac¸a˜o.
Fonte: www.shorpy.com.
O primeiro bug da histo´ria - A palavra bug (inseto em ingleˆs) e´ empregada atualmente
para designar um defeito, geralmente de software. Mas sua utilizac¸a˜o com este sentido
remonta a esta e´poca. Conta a histo´ria que um dia o computador apresentou defeito,
e ao serem investigadas as causas, verificou-se que um inseto havia prejudicado seu
funcionamento. A foto abaixo, supostamente, indica a presenc¸a do primeiro bug.
Em 1952, von Neumann completa um outro projeto de computador mais moderno
(para a e´poca) no Instituto de Estudos Avanc¸ados na University of Princeton, o
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Figura 79 – O primeiro bug documentado no relato´rio da foto.
Fonte: 〈http://producao.virtual.ufpb.br/books/camyle/introducao-a-computacao-livro/livro/
livro.chunked/ch01s02.html〉.
UNIVAC. Com o UNIVAC foi realizada a previsa˜o da eleic¸a˜o de Eisenhouwer nos
USA.
Figura 80 – UNIVAC - O primeiro computador comercial nos USA.
Fonte: pt.wikipedia.org.
O UNIVAC I (de UNIVersal Automatic Computer - Computador Automa´tico Uni-
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versal) foi o primeiro computador comercial fabricado e comercializado nos Estados
Unidos. Era programado ajustando-se cerca de 6.000 chaves e conectando-se cabos a
um painel. Foi projetado por J. Presper Eckert e John Mauchly, os inventores
do ENIAC, para uma empresa fundada por ambos, a Eckert-Mauchly Computer
Corporation. Pore´m so´ ficou pronto apo´s esta ser adquirida pela Remington e criar a
divisa˜o UNIVAC.
O primeiro UNIVAC foi entregue ao escrito´rio do censo dos Estados Unidos em 1951,
mas demorou para comec¸ar a funcionar, enta˜o o primeiro que entrou em operac¸a˜o
foi o segundo a ser fabricado, para o Penta´gono, a sede do departamento de Defesa
dos USA.
O UNIVAC usava 5.200 va´lvulas, pesava 13 toneladas e consumia 125 kW para fazer
1905 operac¸o˜es por segundo, com um clock de 2.25MHz. O sistema completo ocupava
mais de 35m2 de espac¸o no piso. Sua memo´ria de mil palavras era armazenada
num dispositivo chamado delay line memory, constru´ıdo com mercu´rio e cristais
piezoele´tricos. A entrada e sa´ıda de informac¸o˜es eram realizadas por uma fita meta´lica
de 1/2 polegada de largura e 400m de comprimento. Normalmente acompanhados
de um dispositivo impressor chamado Uniprinter, que, sozinho, consumia 14 kW.
Algumas unidades estiveram em servic¸o por muitos anos. A primeira unidade funcio-
nou ate´ 1963. Duas unidades da pro´pria Remington funcionaram ate´ 1968 e outra
unidade, de uma companhia de seguros do Tennessee, ate´ 1970, com mais de treze
anos de servic¸o.
9.13 Os Primo´rdios da Computac¸a˜o no Brasil
A presente sec¸a˜o resume o que esta´ em Cardi e Barreto (2002). Um marco importante
na Histo´ria da Computac¸a˜o ocorreu na de´cada de 30, onde Helmut Theodor Sch-
reyer (1912-1984), engenheiro eletricista alema˜o falecido no Rio de Janeiro, Brasil,
havia auxiliado Konrad Zuse no projeto de construc¸a˜o do primeiro computador
constitu´ıdo por componentes mecaˆnicos e eletromecaˆnicos.
Em 1934, foi constru´ıdo o Z1, ma´quina programa´vel com rele´s a trabalhar sob
o controle de um programa em fita perfurada, que possu´ıa um teclado onde era
introduzido os problemas, e o resultado faiscava num quadro com muitas laˆmpadas.
O Z1 foi modificado originando o Z2 que codificava as instruc¸o˜es perfurando uma
se´rie de orif´ıcios em filmes usados de 35 mm. A partir deste momento, Schreyer
e Zuse passaram a trabalhar separadamente. Schreyer iniciou enta˜o uma linha
de projetos baseados em va´lvulas eletroˆnicas, que ele mesmo projetou e que foram
fabricadas pela Telefunken.
Schreyer viveu no Brasil, Rio de Janeiro, e em sua chegada foi recebido pelo
Dr. Sauer, Professor de Ma´quinas Ele´tricas da Escola Te´cnica do Exe´rcito (ETE),
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hoje Instituto Militar de Engenharia (IME) que fica situado na Praia Vermelha, Rio
de Janeiro. Na e´poca, estavam inaugurando o Curso de Engenharia Eletroˆnica na
enta˜o Escola Te´cnica do Exe´rcito dirigida pelo General Dubois, que foi junto com
o Almirante A´lvaro Alberto, Lelio Gama, um matema´tico brasileiro, diretor
do Observato´rio Nacional por muitos anos, conhecido por seus trabalhos em mag-
netismo terrestre. Todos, membros fundadores do Conselho Nacional de Pesquisas
(o atual CNPq) criado em 1951. Este general empregou Schreyer fixando-o no Brasil.
Durante sua vida em terras brasileiras, Schreyer prestou outros importantes servic¸os
a` sociedade, tendo trabalhado nos Correios e Tele´grafos da e´poca e sido professor
da PUC (Pontif´ıcia Universidade Cato´lica), antiga Escola de Engenharia depois
transformada em Centro Tecnolo´gico. Em 1960 participou da direc¸a˜o do projeto de
fim de curso de eletroˆnica, que consistiu em um Computador, sendo a nosso conheci-
mento o primeiro computador projetado e constru´ıdo no Brasil. Em 1952, Schreyer
publicou no Rio de Janeiro, pela editora da ETE, um livro sobre “Computadores
Eletroˆnicos Digitais”, onde apresentou o projeto dos circuitos ba´sicos usados em um
computador digital. Em reconhecimento aos feitos de Schreyer, ha´ no Laborato´rio de
Te´cnica Digitais do IME, uma placa atida, com um resumo biogra´fico do pesquisador.
No Brasil, na de´cada de 50, os computadores eram raridade curiosa, quase ina-
cess´ıvel. Assim, a computac¸a˜o no Brasil iniciou-se, no decorrer do mandato de
Juscelino Kubitschek (1956-1961), que possu´ıa uma filosofia de governo baseada no
desenvolvimento econoˆmico planejado e destinada a tirar o pa´ıs do atraso. Neste
tempo, os computadores na˜o ficaram de fora da revoluc¸a˜o de modernidade, esta fase
inicial da informa´tica no Brasil, foi caracterizada pela importac¸a˜o de tecnologia de
pa´ıses com capitalismo avanc¸ado.
Em 1958, o economista Roberto de Oliveira Campos, secreta´rio-geral do Conse-
lho de Desenvolvimento Nacional, por sugesta˜o do Capita˜o de Corveta Geraldo Maia
(na e´poca rece´m po´s-graduado em engenharia eletroˆnica nos Estados Unidos), sugeriu
e o Governo autorizou, a criac¸a˜o de um “Grupo de Trabalho” com a finalidade
de analisar a utilizac¸a˜o de computadores eletroˆnicos nos ca´lculos orc¸amenta´rios e
no controle da distribuic¸a˜o das verbas governamentais. Este grupo apresentou um
relato´rio, em janeiro de 1959, que sugeria a criac¸a˜o de centros de processamento
de dados e o desenvolvimento de recursos humanos, ale´m da criac¸a˜o, na a´rea de
atividade do Conselho Nacional de Desenvolvimento, de um Grupo Executivo mais
ass´ıduo.
Assim, foi criado pelo Decreto no. 45.832, de 20 de abril de 1959, no Conselho
de Desenvolvimento, o GEACE - Grupo Executivo para Aplicac¸a˜o de Computadores
Eletroˆnicos, com a finalidade de incentivar a instalac¸a˜o de Centros de Processamento
de Dados, assim como a montagem e fabricac¸a˜o de computadores e seus componentes;
orientar a instalac¸a˜o de um Centro de Processamento de Dados a ser criado em
o´rga˜o oficial adequado; e promover intercaˆmbio e troca de informac¸o˜es com entidades
estrangeiras congeˆneres. Com a criac¸a˜o do GEACE, principiaram-se os processos de
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importac¸a˜o de computadores, tais como: o UNIVAC 1103 para o IBGE Instituto
Brasileiro de Geografia e Estat´ıstica, e o computador Gamma da Bull Machines,
para a empresa Listas Telefoˆnicas Brasileiras.
Conscientes da necessidade do pa´ıs em utilizar computador para auxiliar as pesquisas,
o GEACE e o CNPq deram in´ıcio ao processo de importac¸a˜o do computador, B-205
da Burroughs. Para a aquisic¸a˜o do equipamento, criaram um tipo de conso´rcio de
entidades e empresas para dividir as despesas, pois se depararam com inu´meras
adversidades tais como: custo alt´ıssimo da ma´quina (equivalente a 400 mil do´lares),
energia insta´vel e pessoas na˜o qualificadas. Participaram desse processo, o CNPq -
Conselho Nacional de Pesquisas que colaborou com grande parte do capital para a
compra; o Ministe´rio da Guerra com a colaborac¸a˜o te´cnica; a Comissa˜o Nacional de
Energia Nuclear, a Companhia Sideru´rgica Nacional e a PUC-RJ que cedeu uma
sala para instalac¸a˜o do computador.
Para o processo de negociac¸a˜o com os americanos foi composta uma comissa˜o
com mais de 10 pessoas, das quais apenas o Professor Major Haroldo Correa
de Mattos, da enta˜o Escola Te´cnica do Exe´rcito, viajou aos Estados Unidos para
participar na escolha da configurac¸a˜o da ma´quina a ser adquirida. Major Mattos era
engenheiro eletricista, po´sgraduado nos Estados Unidos em duas Universidades, e
ja´ tinha alguma experieˆncia no assunto. Registre-se que Major Mattos foi tambe´m
Ministro das Comunicac¸o˜es.
O B-205 era um computador completamente diferente dos que conhecemos hoje,
pois ocupava uma sala inteira. O chamado “ce´rebro eletroˆnico” era um Burroughs
Datatron 205, da primeira gerac¸a˜o de computadores a` va´lvulas (ele possu´ıa cerca de
4.600), efetuava uma adic¸a˜o em 0,1 milissegundos e a memo´ria era uma espe´cie de
tambor magne´tico com capacidade a cerca de 20K bytes. A entrada de dados era
feita atrave´s de carto˜es e fitas perfuradas, ale´m de teclado manual. Os dados eram
armazenados em fitas magne´ticas. A programac¸a˜o era efetuada em linguagem de
ma´quina absoluta, na˜o possu´ıa sistema operacional, sistema de arquivos, processador
de linguagem ou qualquer outro software de apoio. Trabalhava apenas em ponto fixo
e em consequeˆncia tinha uma laˆmpada “overflow” que significava ter de comec¸ar
fazendo nova escolha de escalas para as varia´veis (coisas que desapareceram com os
progressos dos programas). A “impressora” era um tipo de ma´quina de escrever fle-
xowriter com velocidade de dez caracteres por segundo. Posteriormente foi agregada
uma tabuladora IBM 407, que expandiu a velocidade de impressa˜o para 100 linhas
por minuto.
Finalmente, em 1960, foi inaugurado o primeiro computador da Ame´rica Latina
em Universidades e o primeiro do Brasil, no rece´m-criado Centro de Processamento
de Dados da PUC-RJ. O equipamento teve o me´rito de mostrar aos estudantes,
entre outras coisas, novas te´cnicas de ca´lculos cient´ıficos para aplicac¸a˜o em va´rias
a´reas de engenharia e pesquisa. A direc¸a˜o do Centro de Processamento de Dados
foi entregue ao Prof. Pierre Lucie do Departamento de F´ısica da PUC/RJ. Ele era
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imigrado da Franc¸a apo´s a guerra de 40-45 tendo sido membro da resisteˆncia francesa
contra a ditadura dos alema˜es. Muito atarefado com suas pesquisas e com a reforma
do ensino da F´ısica, passou a chefia para o Prof. Helio Drago Romano, Major
ex-professor do IME, popular na e´poca por seu conhecimento em s´ıntese de circuitos
para telecomunicac¸o˜es. Foi ele quem efetivamente colocou o Centro de Processamento
de Dados em regime de funcionamento, criando uma se´rie de cursos sobre computac¸a˜o
e correlatos. Depois de algum tempo, foi para a cidade de Campinas/SP integrar a
equipe que fundou a UNICAMP em Campinas.
O desenvolvimento da computac¸a˜o no Brasil comec¸ou a se estabilizar a partir
do desenvolvimento de computadores no Pa´ıs. Os primeiros proto´tipos surgiram nas
universidades nacionais como projeto de conclusa˜o dos cursos de Graduac¸a˜o em
engenharia. Foi com base nestes projetos que o desenvolvimento tecnolo´gico do pa´ıs
alavancou. A formac¸a˜o de pessoal qualificado ficou a cargo da Escola Te´cnica do
Exe´rcito, atual IME (Instituto Militar de Engenharia), por ter muitos professores
com po´s-graduac¸a˜o nos Estados Unidos e Franc¸a. No curso de eletroˆnica, do IME,
iniciou-se o projeto de computadores, efetivado a partir de 1958 (parte analo´gica),
combinando com o projeto de fim de curso da turma de 1960. Criaram um compu-
tador que ale´m da parte digital inclu´ıa circuitos analo´gicos capazes de simular, em
tempo real, sistema de equac¸o˜es diferenciais e com isto resolver problemas comple-
xos. Hoje, esta parte de circuitos analo´gicos seria implementada por programas de
simulac¸a˜o tais como ACSL (Analog Computer Simulation Language) ou o cla´ssico
CSMP (Continuous System Modeling Program).
O projeto contou com a orientac¸a˜o dos professores do curso de eletroˆnica: Antoˆnio
Maria Meira Chaves (Chefe do Curso de Eletroˆnica); Antoˆnio Jose´ Duffles
Amarante; Danilo Marcondes; Rubens T. Carrilho; Werther Aristides Ver-
vloet e Dr. Helmut Theodore Schreyer. E assim, em dezembro de 1960, os
alunos Jose´ Augusto Mariz de Mendonc¸a, Jorge Muniz Barreto, Herbert
Baptista Fiuza, Edison Dytz, Ma´rio de Moura Alencastro e Walter Mario
Lace, apresentaram dois computadores (um analo´gico e outro digital). Os dois
primeiros alunos (Mariz e Barreto) desenvolveram o digital e os outros quatro (Fiuza,
Dytz, Alencastro e Lace), o analo´gico. Apo´s a defesa do projeto a ma´quina foi
desmontada e transformada em placas para o estudo da Arquitetura de Computa-
dor, pec¸a usada ate´ os anos 70 no Laborato´rio de Circuitos Digitais. Este projeto
cumpriu sua finalidade e a Histo´ria da Computac¸a˜o no Brasil ganhou um novo marco.
No ano de 1961, os alunos do ITA- Instituto Tecnolo´gico da Aerona´utica, Alfred
Volkmer, Andras Gyorgy Vasarhelyi, Fernando Vieira de Souza e Jose´ Ellis Ripper
Filho, entusiasmados com uma visita que haviam feito a` Cie. de Machines Bull na
Franc¸a, onde vislumbraram detalhadamente as etapas do projeto e fabricac¸a˜o de
computadores, apresentaram como trabalho de conclusa˜o de curso, juntamente com
a Escola Polite´cnica da Universidade de Sa˜o Paulo (USP) e a Pontif´ıcia Universidade
Cato´lica do Rio de Janeiro (PUC/Rio), um equipamento dida´tico que mostrava como
a informac¸a˜o se processava dentro do computador. Esta ma´quina denominada ITA I,
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batizada como foi constru´ıda com transistores discretos, usando soquetes de va´lvulas
para demonstrac¸a˜o e uso em laborato´rio. Tinha dois metros de largura por um metro
e meio de altura.
Em julho de 1972, o Laborato´rio de Sistemas Digitais (LSD) do Departamento
de Engenharia da Eletricidade da Escola Polite´cnica da Universidade de Sa˜o Paulo
inaugurou outro projeto. O trabalho foi 100% desenvolvido com recursos da Escola
Polite´cnica, grac¸as ao apoio do Diretor Prof. Osvaldo Fadigas Fontes Torres, sem
ajuda de instituic¸o˜es externas, ainda um pouco ce´ticas em relac¸a˜o a` viabilidade do
projeto. O projeto alcanc¸ou com eˆxito seus objetivos, que eram de formar jovens com
a habilidade de projetar e implementar computadores. O computador era composto
de 450 pastilhas de circuitos integrados, contendo cerca de treˆs mil blocos lo´gicos,
distribu´ıdos em 45 placas de circuito impresso e cinco mil pinos interligados segundo
a te´cnica wire-wrap. A memo´ria principal tinha capacidade para 4.096 palavras de
oito bits.
Do in´ıcio da de´cada de 60 ate´ o comec¸o dos anos 70, era enorme a insatisfac¸a˜o
com a situac¸a˜o brasileira no setor tecnolo´gico. Nessa e´poca, todos os computadores
no pa´ıs era importados. No mesmo per´ıodo, a Marinha comprou fragatas inglesas
comandadas por computador. O almirantado espantou-se com o alto prec¸o dos
computadores em embarcac¸o˜es de combate com artilharia eletroˆnica. Um grupo de
oficiais conseguiram que parte do equipamento passasse a ser fabricado por empresas
brasileiras, reivindicando a criac¸a˜o de uma indu´stria de eletroˆnica digital.
Em 18 de julho de 1974, a E.E. Eletroˆnica, o BNDE e a inglesa Ferranti associaram-se
para formar a COBRA - Computadores e Sistemas Brasileiros Ltda, empresa cuja
histo´ria se liga estreitamente a` pol´ıtica de informa´tica no Brasil, foi a primeira
empresa a desenvolver, produzir e comercializar tecnologia genuinamente brasileira
na a´rea de informa´tica.
Atrave´s de parcerias com a inglesa Ferranti e a americana Sycor Inc. a COBRA acu-
mulou conhecimento te´cnico-industrial. Do in´ıcio, quando tudo era novo e precisava
ser desvendado, passou-se rapidamente ao desenvolvimento de tecnologia e gerac¸a˜o
de seus pro´prios produtos.
Nessa e´poca, quem atuavam como professores de cursos que visavam a` criac¸a˜o
da competeˆncia para desenvolver computadores, eram engenheiros de empresas es-
trangeiras: Glen Langdon (IBM), Jim Rudolph (HP) e dentre outros. Segundo
o Prof. Antoˆnio He´lio Guerra Vieira (USP), responsa´vel pelo projeto, apesar de o
projeto ser ambicioso, o computador era pequeno (porte do PDP8 Digital), com
arquitetura cla´ssica, CPU e administrac¸a˜o de alguns perife´ricos. O GTE (Grupo
de Trabalho Especial) encomendou um proto´tipo de computador ao Laborato´rio de
Sistemas Digitais da USP (que faria o hardware) e ao Departamento de Informa´tica
da PUC do Rio de Janeiro (que faria o software), que foi entregue em 1975. Tratava-se
de um proto´tipo industrial mais compacto, seguindo os recursos da e´poca, mais
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fa´cil de montar e com componentes perife´ricos, batizado de G-10, segundo Antonio
Vieira, o G-10 tinha as caracter´ısticas de um proto´tipo. Possu´ıa documentac¸a˜o com
desenhos e especificac¸o˜es, software e sistema operacional desenvolvido pela PUC-RJ.
Em setembro de 1977, no VII Secomu, realizado em Floriano´polis/SC, sob influeˆncias
da CAPRE (Comissa˜o de Coordenac¸a˜o das Atividades de Processamento Eletroˆnico)
e da FINEP (Financiadora de Estudos e Projetos) que estava financiando o projeto,
os executivos da empresa COBRA (Computadores Brasileiros) comprometeram-se a
tocar o projeto do G-10 de forma mais efetiva. A ma´quina foi reprojetada, passando
a ser designada de G-11. Multiusua´rio, mas ainda sem o efetivo comprometimento
da COBRA na sua industrializac¸a˜o. Pore´m, quando houve a decisa˜o da COBRA
em assegurar o projeto, a ma´quina foi novamente reprojetada, originando a linha
COBRA 500.
Percebendo a impossibilidade de competir com as gigantes estrangeiras na produc¸a˜o
de equipamentos de grande porte, a indu´stria nacional procurava um espac¸o que
permitisse seu desenvolvimento e auto-suficieˆncia. A escolha do setor de mı´nis e
micros prendia-se a uma raza˜o muito forte. Ao contra´rio dos grandes computadores,
o componente eletroˆnico principal desses equipamentos eram os chips, facilmente
comprados no exterior.
O COBRA 530, lanc¸ado no in´ıcio da de´cada de 80, foi o primeiro computador
totalmente projetado, desenvolvido e industrializado no Brasil. Nessa e´poca foram
lanc¸ados os modelos da mesma linha do C-530, como o C-520, C-540, C-480 e C-580,
ate´ chegar a linha X. Tambe´m foram lanc¸ados os primeiros microcomputadores de
8 bits - o COBRA 300, COBRA 305 e o COBRA 210, ale´m de terminais remotos.
Nessa fase, uma se´rie de sistemas operacionais como o SOM, SOD, SPM e SOX
(compat´ıvel com o Unix), e va´rias linguagens como LPS, LTD, Cobol e Mumps foram
criadas. Em 1987, a COBRA havia lanc¸ado o XPC, o seu compat´ıvel PC-XT.
Em 1984, a primeira lei sobre Informa´tica no Brasil, a Lei Federal no 7.232/84,
estabeleceu a reserva de mercado para este ramo de atividade, induzindo fortemente
o investimento do Governo e Setor Privado na formac¸a˜o e especializac¸a˜o de recursos
humanos voltados a` transfereˆncia e absorc¸a˜o de tecnologia em montagem microe-
letroˆnica, arquiteturas de hardware, desenvolvimento de software ba´sico e de suporte,
entre outros. A ideia de instituir uma reserva de mercado para fabricantes nacionais
de produtos de informa´tica comec¸ou a tomar forma na primeira metade da de´cada
de 1970, durante a vigeˆncia do Regime Militar. A justificativa e´ que, protegidas da
concorreˆncia com as multinacionais do setor (IBM, Burroughs, HP, Olivetti etc), os
fabricantes brasileiros poderiam desenvolver uma tecnologia genuinamente nacional e
estariam plenamente aptos para competir em pe´ de igualdade com suas concorrentes
estrangeiras quando a reserva de mercado terminasse.
Embora na˜o se possa negar a realizac¸a˜o de grandes investimentos internos, a Pol´ıtica
Nacional de Informa´tica, enta˜o, em vigor acabou por engessar o desenvolvimento
econoˆmico do pa´ıs e chegou a favorecer a pirataria de hardware e software, com o
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surgimento de diversas empresas nacionais que oficialmente fabricavam equipamentos
ou desenvolviam sistemas copiados de projetos estrangeiros, principalmente de origem
norte-americana.
A u´nica empresa estrangeira que pareceu ter obtido autorizac¸a˜o do governo brasileiro
para comercializar calculadoras eletoˆnicas no pa´ıs, nessa e´poca, foi a Hewlett-Packard,
com seu modelo HP85B. A u´nica restric¸a˜o colocada pelo Governo foi a de que a
ma´quina so´ poderia ser negociada para aplicac¸o˜es te´cnico-cient´ıficas, mas na˜o para
fins comerciais.
Na segunda metade da de´cada de 80, o controle de prec¸os e o aumento das despesas
com os sucessivos planos econoˆmicos descapitalizaram as empresas. Ale´m disso,
com o fim da reserva de mercado da informa´tica, as gigantes mundiais do setor de
informa´tica puderam se firmar no Brasil. Foi um per´ıodo em que muitas empresas
nacionais sucumbiram. A COBRA buscou novos caminhos e tornou-se integradora
de soluc¸o˜es tecnolo´gicas e prestadora de servic¸os.
O fim da reserva de mercado, pela Lei Federal no 8.248/91, incrementou o livre acesso
da ma˜o-de-obra especializada a recursos laboratoriais de ponta, ja´ consolidados,
testados e aprovados em economia de escala mundial e condicionou o investimento
em novos projetos como contrapartida das empresas que se beneficiavam de incentivos
fiscais concedidos ao desenvolvimento de produtos ou servic¸os com valor nacional
agregado.
No in´ıcio da de´cada de 90, a COBRA se afinou a` tendeˆncia mundial de parce-
rias, dentre as quais a Sun Microsystems, IBM, Cisco Systems, Microsoft, Oracle e
SCO. Por essa e´poca, o Banco do Brasil passou a acionista majorita´rio da COBRA e
no final dos anos 90, entrou firme e forte no mercado de servic¸os para a a´rea banca´ria,
fabricando terminais de auto-atendimento. Enfim, a tentativa da reserva mercado
dos governos militares da e´poca, acabou por ser relativamente frustrante.
9.14 Outros Acontecimentos Marcantes
Em 1957, Robert Noyce, Gordon Moore e outros fundam a Fairchild Semicon-
ductor. Em 1958, e´ anunciada a criac¸a˜o da Advanced Research Projects Agency -
ARPA. Jack Kilby demonstra o circuito integrado (microship). Em 1959, Noyce e
outros da Fairchild inventam o microship de maneira independente. Em 1960, Paul
Baran inventa a comutac¸a˜o de pacotes. Em 1963, Licklider, o diretor-fundador
do Information Processing Thecnical Office da ARPA, propo˜e uma “rede de com-
putadores intergala´tica”. Engelbart e Bill English inventam o . mouse. E, 1965,
Ted Nelson publica o primeiro artigo sobre o “hipertext”. A Lei de Moore preveˆ
que os microships ira˜o dobrar de poteˆncia aproximadamente a cada ano. Em 1966,
Bob Taylor convence o diretor da ARPA, Charles Herzfeld a fundar a Arpanet.
Donald Davis cunha o termo comutac¸a˜o de pacotes. Em 1967, as discusso˜es sobre
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o projeto Arpanet. Em 1968, Larry Roberts pede propostas para construir a Arpanet
nos USA. Robert Noyce e Gordon Moore criam a Intel e contratam Andy Grove.
Em 1969, a instalac¸a˜o dos primeiros nodos da Arpanet, o embria˜o da Internet.
Em 1971, e´ revelado o microprocessador Intel 4004. Ray Tomlinson inventa o email.
Em 1973, Alan Kay, Chuck Tracker e Butler Lampson criam o Xerox Alto, no
Xerox Park, que foi um minicomputador pioneiro e o primeiro a utilizar a meta´fora
da “mesa de trabalho” (desktop). XEROX Alto, o minicomputador ALTO, pioneiro
a usar uma “a´rea de trabalho”.
Figura 81 – XEROX Alto - O minicomputador desktop pioneiro.
Fonte: Imagens Google.
Tambe´m em 1973, Bob Metcalfe desenvolvia a Ethernet no Xerox Park em Palo
Alto, USA. Instalac¸a˜o de um terminal compartilhado em Berkeley. Vint Cerf e
Bob Kahn completam o projeto do protocolo TCP/IP para a Internet. Em 1974, o
lanc¸amento do microprocessador Intel 8080. Em 1975, surge o computador pessoal
Altair da MITS. Bill Gates e Paul Allen escrevem o Basic para o Altair e criam a
Microsoft. Steve Jobs e Steve Vosniak lanc¸am o Apple I. Em 1977, o lanc¸amento
do Apple II. Em 1978, primeiro Bulletin Board System para a Internet.
Em 1979, criac¸a˜o dos primeiros grupos de not´ıcias na Usenet. Steve Jobs vi-
sita o Xerox Park. Em 1980, a IBM encomenda a` Microsoft o desenvolvimento para
um sistema operacional para o computadores pessoais (PC). Em 1981, o modem
Hayes e´ comercializado para usua´rios dome´sticos. Em 1983, a Microsoft anuncia o
Windows. Richard Stallman comec¸a a desenvolver o GNU, um sistema operacional
livre. Em 1984, a Apple lanc¸a o Macintosh. Em 1985, a CVC lanc¸a o Q-Link que
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depois se tornaria a AOL (American on Line), o primeiro provedor de Internet. Em
1991, Linus Torval lanc¸a a primeira versa˜o do kernel do Linux, Tim Berners-Lee
anuncia a World Wide Web. Tim Berners-Lee, enta˜o no laborato´rio de f´ısica
CERN, em Genebra, Su´ıc¸a, criou a linguagem de marcac¸a˜o de hipertexto (HTML),
uma maneira simples de ligar informac¸o˜es entre sites da Internet. Isto, por sua vez,
gerou a World Wide Web (WWW), que apenas aguardava por um paginador gra´fico
para comec¸ar a crescer.
Em 1993, Marc Adreessen anuncia o navegador Mosaic (primeiro navegador
para Internet). Talvez a mudanc¸a mais importante destes u´ltimos anos tenha vindo
de um grupo de estudantes da Universidade de Illinois, pois foi la´ que, no in´ıcio de
1993, Marc Andreessen, Eric Bina e outros que trabalhavam para o National
Center for Supercomputing Applications (NCSA) apareceram com o Mosaic, uma
ferramenta que seria utilizada para paginar a Internet. A ideia de Internet ja´ existia
ha´ muitos anos, datando do in´ıcio dos anos 60, quando o o´rga˜o de Defesa de Projetos
de Pesquisa Avanc¸ada (DARPA) do Penta´gono estabeleceu as conexo˜es com com-
putadores de universidades. Enquanto a Internet crescia, o governo transferiu seu
controle para os sites individuais e comiteˆs te´cnicos. Apo´s o lanc¸amento do Mosaic ao
pu´blico, no final de 1993, repentinamente, a Internet, e em particular a Web, podiam
ser acessadas por qualquer pessoa que tivesse um computador pessoal, fato auxiliado,
em parte, nela possibilidade de transferir livremente a versa˜o mais recente de va´rios
paginadores diferentes. E, dentro de pouco tempo, parecia que todo o mundo estava
inaugurando seu site na Web.
Novas verso˜es de paginadores da Web tambe´m chegaram rapidamente. A Nets-
cape Corp. - uma nova companhia formada por Andreessen e Jim Clark, que
havia sido um dos fundadores da Silicon Graphics - logo comec¸ou a dominar o ramo
de paginadores Web. O Netscape Navigator acrescentou va´rios recursos, inclusive o
suporte a extenso˜es (o que, por sua vez, levou a diversas extenso˜es multimı´dia) e a`
ma´quina virtual Java (que permitia aos desenvolvedores elaborar aplicativos Java
que podiam ser executados dentro do paginador).
Tambe´m em 1993, a AOL, de Steve Case, oferece acesso direto a` Internet. Em
1994, Justin Hall lanc¸a umWweb log direto´rio. Sa˜o criadas as primeira editoras
importantes de revistas sobre a WWW. Em 1998, Larry Page e Sergey Brin
lanc¸am a Google. Em 1999, Ev Williams lanc¸a o Blogger. Em 2001, Jimmy Wales
e Larry Sanger lanc¸am a Wikipedia.
9.15 A Segunda Gerac¸a˜o - Transistores e Sistemas Batch (1955
- 1965)
A introduc¸a˜o do transistor em meados dos anos 50 mudou o quadro radicalmente.
Os computadores tornaram-se bastante confia´veis para que pudessem ser produzidos
e vendidos comercialmente na expectativa de que eles continuassem a funcionar por
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bastante tempo para realizar algumas tarefas usuais. A princ´ıpio havia uma clara
separac¸a˜o entre projetistas, construtores, operadores, programadores e o pessoal de
manutenc¸a˜o.
Essas ma´quinas eram alocadas em salas especialmente preparadas com refrigerac¸a˜o
e com apoio de operadores profissionais. Apenas grandes companhias, ageˆncias go-
vernamentais, ou universidades, dispunham de condic¸o˜es para pagar um prec¸o de
multimilho˜es de do´lares por essas ma´quinas. Para rodar um job (isto e´, um programa
ou um conjunto de programas), primeiro o programador escrevia o programa no
papel (em FORTRAN (FMS - Fortran Monitor System) ou na linguagem Assembly),
e enta˜o perfurava-o em carto˜es. Da´ı, ele levava o deck de carto˜es a` sala de recepc¸a˜o e
o entregava a um dos operadores.
Quando o computador encerrava a execuc¸a˜o de um job, um operador apanhava
a sa´ıda na impressora, a conduzia de volta a` sala de recepc¸a˜o onde o programador
poderia coleta´-lo posteriormente. Enta˜o ele tomava um dos decks de carto˜es que
tinha sido trazido da sala de recepc¸a˜o e produzia a sua leitura. Se o compilador
FORTRAN era necessa´rio, o operador tinha que pega´-lo de uma sala de arquivos e
produzir a sua leitura. Muito tempo de computador era desperdic¸ado enquanto os
operadores caminhavam pela sala da ma´quina para realizarem essas tarefas.
Devido ao alto custo do equipamento, era de se esperar que as pessoas tentas-
sem reduzir o tempo desperdic¸ado. A soluc¸a˜o geralmente adotada era o sistema em
“batch”. A ide´ia original era colecionar uma bandeja completa de jobs na sala de
recepc¸a˜o e enta˜o leˆ-los para uma fita magne´tica usando um computador pequeno e
relativamente barato, por exemplo o IBM 1401, que era muito bom na leitura de
carto˜es, na co´pia de fitas e na impressa˜o da sa´ıda, pore´m na˜o era ta˜o bom em ca´lculo
nume´rico. Outros computadores, ma´quinas mais caras, tais como o IBM 7094, eram
usados para a computac¸a˜o real. Essa situac¸a˜o e´ mostrada na Figura 82.
Figura 82 – Um sistem operacional bath - SO tipo lote.
Fonte: Operating Systems: Design And Implementation - Andrew S. Tanenbaum.
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Apo´s um tempo coletando um lote de jobs, a fita era rebobinada e levada para
a sala da ma´quina onde era montada numa unidade de fita. O operador enta˜o
carregava um programa especial (o antecessor do sistema operacional de hoje), que
lia o primeiro job da fita e o executava. A sa´ıda era escrita numa segunda fita, em
vez de ser impressa. Apo´s o fim da execuc¸a˜o de cada job, o sistema operacional
automaticamente lia o pro´ximo job da fita e comec¸ava a executa´-lo. Quando todo o
batch era feito, o operador removia as fitas de entrada e de sa´ıda, substituia a fita de
entrada pelo pro´ximo batch e levava a fita de sa´ıda para um IBM-1401 produzir a
impressa˜o off-line (isto e´, na˜o conectada ao computador principal).
A estrutura de um job (um programa de usua´rio) de entrada t´ıpico e´ mostrada na
Figura 83.
Figura 83 – Um deck de carto˜es perfurados organizando a estrutura de um job.
Fonte: Operating Systems: Design And Implementation - Andrew S. Tanenbaum.
9.16 A Terceira Gerac¸a˜o - CIs e Multiprogramac¸a˜o (1965-1980)
Nos anos 60, muitos fabricantes de computadores tinham duas linhas de produto
distintas e totalmente incompat´ıveis. Por um lado havia os computadores cient´ıficos,
em grande escala, orientado por palavras, tais como o 7094, que era usado para
ca´lculos nume´ricos em cieˆncia e engenharia. Por outro lado, havia os computadores
comerciais, orientados por caracter, tais como o 1401, que era vastamente usado para
classificac¸a˜o em fita e impressa˜o, por bancos e companhias de seguros.
O desenvolvimento e a manutenc¸a˜o de duas linhas de produto completamente
diferentes era uma proposta cara para os fabricantes. A IBM, no intuito de resolver
os problemas, introduziu o sistema 360. O 360 era uma se´rie de ma´quinas compat´ıveis
por software, variando de tamanho a partir do 1401 ate´ o mais potente 7094. As
ma´quinas diferiam apenas em prec¸o e performance (capacidade de memo´ria, velo-
cidade do processador, nu´mero de perife´ricos I/O permitidos, e assim por diante).
Ja´ que todas as ma´quinas tinham a mesma arquitetura e o mesmo conjunto de
instruc¸o˜es, pelo menos em teoria, programas escritos para uma ma´quina poderiam
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rodar em todas as outras. Ale´m disso, o 360 foi projetado para manusear tanto com-
putac¸a˜o comercial como . Assim, uma u´nica famı´lia de ma´quinas poderia satisfazer
a`s necessidades de todos os clientes. O 360 foi a primeira linha de computadores a
usar (em pequena escala) circuitos integrados (CIs), fornecendo uma maior vantagem
em prec¸o/desempenho sobre as ma´quinas da segunda gerac¸a˜o, que eram construe´das
de transistores individuais. Isso foi um sucesso imediato e a ide´ia de uma famı´lia
de computadores compat´ıveis foi logo adotada por todos os outros fabricantes. Nos
anos seguintes, a IBM apresentou os sucessores compat´ıveis com a linha 360, usando
uma tecnologia mais moderna, conhecidos como se´ries 370, 4300, 3080 e 3090. O
autor conheceu os IBMs 1130, 360, o 370 e o 4341.
Apesar dos sistemas operacionais da terceira gerac¸a˜o terem sido bem apropria-
dos para a execuc¸a˜o de programas envolvendo grandes ca´lculos cient´ıficos e de
processamento de dados comerciais compactos, eles eram ainda, basicamente, siste-
mas em “batch”.
A necessidade de se ter um tempo de resposta menor abriu espac¸o para “time-
sharing”, uma variante da multiprogramac¸a˜o, em que cada usua´rio tem um terminal
“on-line”. Embora a primeira se´rie de sistemas em time-sharing (CTSS) tenha sido
desenvolvida no MIT, num IBM 7094 especialmente modificado, ele na˜o se tornou
verdadeiramente popular ate´ que a necessidade de protec¸a˜o de hardware ficasse
mais difundida durante a terceira gerac¸a˜o. Apo´s o sucesso do sistema CTSS, o MIT,
o Laborato´rio Bell e a General Electric (enta˜o o maior fabricante de computado-
res) decidiram embarcar no desenvolvimento de um “computador utilita´rio”, uma
ma´quina que suportasse milhares de usua´rios em “time-sharing” simultaneamente.
Os projetistas desse sistema, conhecido como MULTICS (MULTiplexed Information
and Computing Service), tinham em mente uma grande ma´quina que fornecesse
servic¸o de computac¸a˜o para todos. Mas a ide´ia de um computador utilita´rio falhou.
Mesmo assim, o MULTICS teve uma enorme influeˆncia nos sistemas subsequentes.
Outro importante desenvolvimento durante a terceira gerac¸a˜o foi o de mini-computadores,
comec¸ando com o DEC PDP-1 em 1961. Para certos tipos de trabalhos na˜o-nume´ricos
era quase ta˜o ra´pido quanto o 7094 e fez surgir uma nova indu´stria. Foi rapidamente
seguido por uma se´rie de outros PDPs (que diferentes da famı´lia IBM, eram todos
incompat´ıveis) culminando com o PDP-11.
Um dos cientistas do Laborato´rio Bell que trabalhou no MULTICS, Ken Thompson
(ver na sec¸a˜o 9.18), logo depois encontrou um pequeno PDP-7 sem uso e comec¸ou a
escrever uma versa˜o simplificada mono-usua´rio do MULTICS. Brian Kernighan
apelidou esse sistema de UNICS (UNiplexed Information and Computing Service),
mas sua grafia foi mais tarde trocada para UNIX. Posteriormente foi levado para um
PDP-11/20, onde funcionou bem, o bastante para convencer o Laborato´rio Bell em
investir no PDP-11/45 para continuar o trabalho. Outro cientista do Laborato´rio Bell,
Dennis Ritchie, juntou-se a Thompson para reescrever o sistema numa linguagem
de alto n´ıvel chamada C, projetada e implementada por Ritchie. O Laboratorio
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Bell licensiava o UNIX para Universidades, quase gratuitamente e dentro de poucos
anos, centenas delas estavam usando-o. O UNIX logo estendeu-se para muitos outros
computadores, e logo ja´ era o mais aplicado para computadores do que qualquer
outro sistema operacional da histo´ria e seu uso esta´ ate´ os tempos atuais.
9.17 1968 - Programac¸a˜o Concorrente
O campo da programac¸a˜o concorrente iniciou uma explosiva expansa˜o no final dos
anos 60. Um programa ordina´rio consiste de declarac¸o˜es de dados e instruc¸o˜es
executa´veis em uma linguagem de programac¸a˜o. As instruc¸o˜es sa˜o executadas se-
quencialmente sobre um processador, o qual aloca memo´ria o co´digo e para os dados
do programa. Um programa concorrente e´ um conjunto de programas sequenciais
ordina´rios os quais sa˜o executados em uma abstrac¸a˜o de paralelismo. Usamos a
palavra processo para programas sequenciais e reservamos a palavra programa para
o conjunto de processos.
Um breve histo´rico da pesquisa em programac¸a˜o concorrente para os primeiros
computadores e´ agora contada. Em 1968, E. W. Dijkstra: Cooperando Processos
Sequ¨enciais. Em 1971, E. W. Dijkstra: Ordem hiera´rquica de processos sequ¨enciais.
Em 1973 C. L. Liu e J. W. Layland: Algoritmos de escalonamento para multipro-
gramac¸a˜o em ambiente de tempo real. Em 1974, C. A. R. Hoare: “Monitores, um
conceito para estruturar sistemas operacionais”. Em 1974, Leslie Lamport: “Uma
nova soluc¸a˜o para o problema da programac¸a˜o concorrente de Dijkstra”. Em 1976,
J. H. Howard: “Provando monitores”. Tambe´m em 1976, S. Owicki e D. Gries:
“Verificando propriedades de programas paralelos: uma abordagem axioma´tica”. Neste
caso, a lo´gica pode ser usada para expressar tais propriedade. Em 1977, P. Brinch
Hansen: “A arquitetura de programas concorrentes”.
Em 1978 C. A. R. Hoare (1934) fez o CSP (“Comunicating Sequential Proces-
ses”). Mais outras obras significativas foram nas seguintes a´reas: os algoritmos de
ordenac¸a˜o Quicksort e QuickSelect, a Lo´gica de Floyd-Hoare (um sistema formal
com um conjunto de regras lo´gicas para um racioc´ınio rigoroso sobre a corretude na
computac¸a˜o), a linguagem formal CSP (usada para especificar as interac¸o˜es entre
processos concorrentes), que serviu de inspirac¸a˜o para a linguagem de programac¸a˜o
Occam em ma´quinas de arquitetura paralela, a sincronizac¸a˜o entre processos concor-
rentes utilizando o conceito de monitor (conceito que usa a ideia da ocultac¸a˜o de
dados), a especificac¸a˜o axioma´tica de linguagens de programac¸a˜o,
Em 1978, E. W. Dijkstra(1930-2002), Leslie B. Lamport (1941-) e´ um cientista
da computac¸a˜o Estadunidense, que juntamente com A. J. Martin, C. S. Sholten
e E. F. M. Steffens criaram em cooperac¸a˜o o “garbage collection”, meio de se
coletar lixo em uma memo´ria de computador. E em 1980, E. W. Dijkstra e C. S.
Sholten estudaram sobre “Detecc¸a˜o de terminac¸a˜o”.
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Figura 84 – Charles A. R. Hoare - criou a ideia do monitor e a a´lgebra do CSP para
especificar e provar sistemas concorrentes.
Fonte: www.en.wikipedia.org/.
Edsger Wybe Dijkstra (1930-2002) foi um cientista da computac¸a˜o Holandeˆs
conhecido por suas contribuic¸o˜es nas a´reas de desenvolvimento de algoritmos e progra-
mas, linguagens de programac¸a˜o, sistemas operacionais e processamento distribu´ıdo.
Figura 85 – Edwin Dijkstra - A ideia dos sema´foros.
Fonte: cacm.acm.org.
Dijkstra foi um dos membros mais influentes da computac¸a˜o gerac¸a˜o fundadora da
cieˆncia. Entre os domı´nios em que suas contribuic¸o˜es cient´ıficas sa˜o fundamentais sa˜o
projeto de algoritmo, linguagens de programac¸a˜o, projeto de programas, sistemas
operacionais, processamento distribu´ıdo, especificac¸a˜o formal e verificac¸a˜o e, projeto
de argumentos matema´ticos. Ale´m disso, Dijkstra foi intensamente interessados
no ensino, e nas relac¸o˜es entre Cieˆncia Computac¸a˜o acadeˆmica e da indu´stria de
software. Durante seus mais de quarenta anos como um cientista de computac¸a˜o, que
incluiu posic¸o˜es na academia e da indu´stria, as contribuic¸o˜es de Dijkstra trouxe-lhe
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muitos pre´mios e distinc¸o˜es, incluindo maior honra da Cieˆncia de Computac¸a˜o, o
Preˆmio Turing ACM.
Figura 86 – Leslie Lamport - Introduziu novos conceitos na cieˆncia computacional,
tais como relo´gios lo´gicos.
Fonte: https://pt.wikipedia.org/wiki/Leslie Lamport.
Outros trabalhos relevantes - Em 1981, G. Ricart e A. Agrawala: “Um algoritmo
o´timo para exclusa˜o mu´tua distribu´ıda”. Tambe´m em 1981, G. L. Peterson: “O
problema da exclusa˜o mu´tua”. Ja´ em 1982, J. Misra e K. M. Chandy: “Detecc¸a˜o
de terminac¸a˜o em Communicating Sequencial Processes”. Em 1983, G. L. Peterson:
“Uma nova soluc¸a˜o para o prolema de programac¸a˜o concorrente de Lamport usando
varia´veis compartilhadas”. Tambe´m em 1983, o Department of Defense, USA, criou a
linguagem de programac¸a˜o Ada, para programar concorrentemente. Ja´ em 1985, D.
Gelernter criou a linguagem Linda, baseada num espac¸o de tuplas. Concorrente de
Hoare, Arthur John Robin Gorell Milner (1934-2010), conhecido por Robin
Milner, publicou CCS (Calculus of Communication Systems) e Communication and
Concurrency em 1990.
Um programa concorrente e´ executado por se compartilhar o poder de processa-
mento de um u´nico processador entre os processos desse programa. A unidade de
processamento concorrente e´ o processo. O paralelismo e´ abstrato porque na˜o re-
queremos que um processador f´ısico seja usado para executar cada processo, da´ı
chamar-se de pseudo-paralelismo. Sa˜o casos de concorreˆncia, a sobreposic¸a˜o de
I/O e processamento (Overlapped I/O and Computation), a multiprogramac¸a˜o
(multi-programming), a multi-tarefac¸a˜o (multitasking). No in´ıcio dos tempos dos
primeiros SOs, controlar I/O na˜o era feito concorrentemente com outra computac¸a˜o
sobre um u´nico processador. Mas a evoluc¸a˜o do SOs, fez surgir a concorreˆncia,
retirando da computac¸a˜o principal, alguns microsegundos necessa´rios para controlar
I/O. Entretanto, era mais simples programar os controladores de I/O como processos
separados, os quais sa˜o executados em paralelo com o processo de computac¸a˜o princi-
pal. Assim, era feito nos computadores de grande porte da e´poca. Uma generalizac¸a˜o
de sobreposic¸a˜o de I/O dentro de um u´nico programa e´ sobrepor a computac¸a˜o e
I/O de diversos programas.
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Figura 87 – Robin Milner - CCS, uma estrutura teo´rica para analisar sistemas
concorrentes.
Fonte: Google Images - www.britannica.com.
Multiprogramac¸a˜o veio a ser a execuc¸a˜o concorrente de diversos processos inde-
pendentes sobre um processador. Surgiram os sistemas time-slicing, compartilhando
o processador entre diversas computac¸o˜es de processos. Ao contra´rio do que um
processo esperar para o te´rmino de uma operac¸a˜o de I/O, o processador era ja´
compartilhado atrave´s de um hardware (timer) usado para interromper uma com-
putac¸a˜o de um processo em intervalos pre-determinados (time-slice). Para tal, foi
criada a ideia de um programa do SO chamado Scheduler, que ate´ hoje, e´ executado
para determinar qual processo deve ser permitido executar no pro´ximo intervalo.
Sistemas interativos com time-slicing usam multiprogramac¸a˜o com time-sliced, para
dar a um grupo de usua´rios a ilusa˜o que cada um tem acesso a um computador
dedicado. O Scheduler pode tambe´m levar em considerac¸a˜o, prioridades dos processos.
Por causa das poss´ıveis interac¸o˜es entre os processos que compreendem um programa
concorrente e´ dif´ıcil escrever um programa concorrente correto. Para interagirem,
processos precisam se sincronizar e se comunicar diretamente ou na˜o, o que chamado
de sincronizac¸a˜o de processos. Resolvendo um problema por decomposic¸a˜o em di-
versos processos concorrentes, a execuc¸a˜o de diversos aplicativos (programas) por um
u´nico usua´rio, eu uma ma´quina de um u´nico processador pode ser, por exemplo como:
N: Integer := 0;
Process P1 is begin
N := N + 1;
end P1;
Process P2 is begin
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N := N + 1;
end P2;
Se um compilador traduzir estas declarac¸o˜es de alto n´ıvel em instruc¸o˜es INC (in-
cremento), como na Figura 88, qualquer intercalac¸a˜o das sequeˆncias de instruc¸o˜es
dos dois processos dara˜o o mesmo valor. Este programa sendo implementado em
instruc¸o˜es INC de um linguagem “assembly” (montagem).
Se o mesmo programa for implementado usando os registradores de uma linguagem
Assembly, como na Figura 89, algumas intercalac¸o˜es da˜o resposta errada.
Figura 88 – Programando concorreˆncia com instruc¸o˜es INC.
Fonte: Ben-Ari, Principles of Concurrent Programming.
Figura 89 – Programando concorreˆncia com instruc¸o˜es de Assembly em registradores.
Fonte: Ben-Ari, Principles of Concurrent Programming.
Enta˜o, e´ extremamente importante definir exatamente quais instruc¸o˜es sa˜o para ser
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intercaladas, de forma de os programas concorrentes sejam corretos em sua execuc¸a˜o.
Programac¸a˜o concorrente pode expressar a concorreˆncia requerida, provendo
instruc¸o˜es de programac¸a˜o para a sincronizac¸a˜o e comunicac¸a˜o entre processos.
Se um sistema concorrente e´ muito extenso, um programador pode ser totalmente
confundido pelo comportamento que um programa concorrente pode exibir. Desta
forma, ferramentas sa˜o necessa´rias para especificar, programar e verificar propri-
edades desses programas. A programac¸a˜o concorrente, estuda a abstrac¸a˜o que e´
usada sobre as sequeˆncias de instruc¸o˜es atoˆmicas de execuc¸a˜o intercalada e define
o que significa um programa concorrente ser correto e introduz os me´todos usados
para provar correc¸a˜o. Portanto, o aluno de graduac¸a˜o precisa aprender as primitivas
e as estruturas de programac¸a˜o concorrente cla´ssicas, controladas por sema´foros,
monitores e Locks, para poder sincronizar processos ou threads, num ambiente
multithreading moderno.
Se dois processos rodam em ma´quinas distintas e eles devem ser comunicar para
cooperar um com o outro, esses dois processos precisam se comunicar remotamente,
em uma redes de computadores rede de computadores, atrave´s do mecanismo de
sockets existentes em cada um processos.
9.18 O Surgimento do UNIX
Em 1965 formou-se um grupo de programadores, incluindo Ken Thompson, Den-
nis Ritchie, Douglas McIlroy e Peter Weiner, num esforc¸o conjunto da AT&T
(Laborato´rios Bell), da General Electric (GE) e do MIT (Massachussets Institute of
Technology) para o desenvolvimento de um sistema operacional chamado Multics.
O Multics deveria ser um sistema de tempo compartilhado para uma grande co-
munidade de usua´rios. Entretanto, os recursos computacionais dispon´ıveis a` e´poca,
particularmente os do computador utilizado, um GE 645, revelaram-se insuficientes
para as pretenso˜es do projeto. Em 1969, a Bell retirou-se do projeto. Duas razo˜es
principais foram citadas para explicar a sua sa´ıda. (1) Treˆs instituic¸o˜es com objetivos
d´ıspares dificilmente alcanc¸ariam uma soluc¸a˜o satisfato´ria para cada uma delas (o
MIT fazia pesquisa, AT&T monopolizava os servic¸os de telefonia americanos e a
GE (Gneral Electric) queria vender computadores). (2) A segunda raza˜o e´ que os
participantes influenciados pelos projetos anteriores, queriam incluir no Multics tudo
que tinha sido exclu´ıdo dos sistemas experimentais ate´ enta˜o desenvolvidos.
Unix e´ um sistema operacional porta´vel, multitarefa e multiusua´rio, originalmente cri-
ado por Ken Thompson, Dennis Ritchie, Douglas McIlroy e Peter Weiner,
que trabalhavam nos Laborato´rios Bell (Bell Labs) da AT&T. A marca UNIX e´ uma
propriedade do The Open Group, um conso´rcio formado por empresas de Informa´tica.
Ainda em 1969, Ken Thompson, usando um computador PDP-7 ocioso, comec¸ou
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a reescrever o Multics, num conceito menos ambicioso, batizado de Unics, usando
linguagem de montagem (assembly). Mais tarde, Brian Kernighan rebatizou o
novo sistema de Unix.
Figura 90 – Dennys e Tom Tompson - A construc¸a˜o do sistema operacional UNIX
em 1969.
Fonte: ACM - Association Computing Machinery.
Um marco importante foi estabelecido em 1973, quando Dennis Ritchie e Ken
Thompson reescreveram o Unix, usando a linguagem C para um computador PDP-
11. A linguagem C havia sido desenvolvida por Ritchie para substituir e superar as
limitac¸o˜es da linguagem B, desenvolvida por Thompson. O seu uso e´ considerado
uma das principais razo˜es para a ra´pida difusa˜o do Unix. Finalmente, ao longo dos
anos 70 e 80 foram sendo desenvolvidas as primeiras distribuic¸o˜es de grande dimensa˜o
como os sistemas BSD (na Universidade de Berkeley na Califo´rnia) e os System III e
System V (na AT&T).
Em 1977, a AT&T comec¸ou a fornecer o Unix para instituic¸o˜es comerciais. A
abertura do mercado comercial para o Unix deve muito a Peter Weiner - cientista
de Yale e fundador da Interactive System Corporation. Weiner conseguiu da AT&T,
enta˜o ja´ desnudada de seu monopo´lio nas comunicac¸o˜es e liberada para atuac¸a˜o
no mercado de software, licenc¸a para transportar e comercializar o Unix para o
computador Interdata 8/32 para ambiente de automac¸a˜o de escrito´rio. O Unix sa´ıa da
linha das ma´quinas PDP, da Digital Equipament Corporation (DEC), demonstrando
a relativa facilidade de migrac¸a˜o (transporte) para outros computadores, e que, em
parte, deveu-se ao uso da linguagem C. O sucesso da Interactive de Weiner com seu
produto provou que o Unix era venda´vel e encorajou outros fabricantes a seguirem o
mesmo curso. Iniciava-se a abertura do chamado mercado Unix.
Com a crescente oferta de microcomputadores, outras empresas transportaram
o Unix para novas ma´quinas. Devido a` disponibilidade dos fontes do Unix e a` sua
simplicidade, muitos fabricantes alteraram o sistema, gerando variantes personaliza-
das a partir do Unix ba´sico licenciado pela AT&T. De 1977 a 1981, a AT&T integrou
muitas variantes no primeiro sistema Unix comercial chamado de System III. Em
1983, apo´s acrescentar va´rios melhoramentos ao System III, a AT&T apresentava
o novo Unix comercial, agora chamado de System V. Hoje, o Unix System V e´ o
padra˜o internacional de fato no mercado Unix, constando das licitac¸o˜es de compra
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de equipamentos de grandes clientes na Ame´rica, Europa e A´sia.
Atualmente, Unix e´ o nome dado a uma grande famı´lia de sistemas operacionais que
partilham muitos dos conceitos dos sistemas Unix originais (GNU/Linux, embora
compartilhe conceitos de sistemas da famı´lia Unix, na˜o faz parte desta famı´lia por na˜o
compartilhar de co´digo derivado de algum sistema da famı´lia Unix e na˜o possuir o
mesmo objetivo e filosofia no qual o Unix se originou e, em grande parte, mante´m ate´
hoje), sendo todos eles desenvolvidos em torno de padro˜es como o POSIX (Portable
Operating System Interface) e outros. Alguns dos sistemas operacionais derivados do
Unix sa˜o: a famı´lia BSD (FreeBSD, OpenBSD e NetBSD), o Solaris (anteriormente
conhecido por SunOS, criado pela ex-SUN), IRIX, AIX, HP-UX, Tru64, SCO, e ate´
o Mac OS X (baseado em um nu´cleo Mach BSD). Existem mais de quarenta sistemas
operacionais *nix, rodando desde celulares a supercomputadores, de relo´gios de pulso
a sistemas de grande porte.
9.19 Anos 70 - O Conceito de Relac¸a˜o e a Criac¸a˜o dos Bancos
de Dados Relacionais
Edgar Frank Codd (1923-2003) foi um matema´tico Britaˆnico, inventor do banco
de dados relacionais. Originado do conceito matema´tico do produto cartesiano
entre conjuntos e de relac¸a˜o entre conjuntos, Codd desenvolveu o modelo de banco
de dados relacional (baseado no conceito de relac¸a˜o), quando era pesquisador no
laborato´rio da IBM em San Jose´, USA. Em junho de 1970 publicou um artigo
chamado “Relational Model of Data for Large Shared Data Banks” que foi publicado
pela ACM (Association Computing Machinary). Este artigo (trabalho interno da
IBM publicado no ano anterior, demonstrou os fundamentos da teoria dos bancos de
dados relacionais, usando tabelas (“linhas” e “colunas”) e operac¸o˜es matema´ticas
para recupera´-las destas tabelas (UNION, SELECT, SUM, etc).
Devido ao interesse da IBM em preservar o faturamento trazido por produtos pre´-
relacionais, esta na˜o quis inicialmente implementar as ide´ias de Codd. Este enta˜o,
buscou grandes clientes da IBM para mostrar-lhes as novas potencialidades de uma
eventual implementac¸a˜o do modelo relacional. A pressa˜o desses clientes sobre a IBM
forc¸ou-a a incluir, em seu projeto FS, o subprojeto System R com sua linguagem
SEQUEL. Entretanto, a IBM entregou o projeto a um grupo de desenvolvedores que
na˜o “compreendera perfeitamente” as ide´ias de Codd, e isolou o mesmo do projeto.
Assim, o produto final do projeto System R foi o SQL, linguagem de programac¸a˜o
de dados que na˜o e´ relacional, embora seja suficientemente pro´xima do modelo de
Codd, teve va´rias vantagens sobre os sistemas pre´-relacionais da IBM, tendo, assim,
alcanc¸ado grande sucesso.
Em desgosto pela rejeic¸a˜o a suas ide´ias, Codd uniu-se a seu colega Christopher
J. Date (1941-) da IBM para deixar a mesma, fundando uma consultoria chamada
Codd & Date. Logo apo´s adoeceu e teve de encerrar sua carreira, vindo a falecer em
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Figura 91 – Edgar Codd - O modelo de banco de dados relacional.
Fonte: en.wikipedia.org.
Figura 92 – Christopher J. Date - An Introduction to Database Systems. O continu-
ador das ideias de Codd.
Fonte: Goolge Images - geekswithblogs.net.
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2003. Date continuou a obra de Codd, tornando-se autor de va´rios livros e co-autor,
com Hugh Darwen, da proposta de linguagem relacional Tutorial D. O modelo
relacional chegou a ser implementado ainda em vida de Codd, pela pro´pria IBM,
num sistema de uso restrito, e por verso˜es iniciais que implementavam a linguagem
QUEL, baseada numa proposta de linguagem relacional Alpha de autoria de Codd.
Mais recentemente, a linguagem quase-relacional D4 foi implementada, pela empresa
de Utah Alphora, a qual criou o Dataphor, e um pesquisador ingleˆs criou Rel, uma
implementac¸a˜o Java do Tutorial D.
A´lgebra Relacional e Linguagem de Consulta a Bancos de Dados Relacionais
A A´lgebra Relacional e´ um modo teo´rico de se manipular um banco de dados
relacional, de proporcionar uma linguagem de consulta procedural a usua´rios que es-
pecificam os dados necessa´rios e como obteˆ-los. Consiste de um conjunto de operac¸o˜es
de entrada: uma ou duas relac¸o˜es, e operac¸o˜es de sa´ıda: uma nova relac¸a˜o resultante.
Suas operac¸o˜es fundamentais tratam sobre: selec¸a˜o, projec¸a˜o, produto cartesiano,
renomeac¸a˜o, unia˜o e diferenc¸a de conjuntos. Operac¸o˜es adicionais tratam sobre a
intersecc¸a˜o de conjuntos, junc¸a˜o natural, divisa˜o e agregac¸a˜o.
9.20 Surge o Minix
O Minix e´ um sistema operacional, escrito em linguagem C e assembly. Ele e´ gratuito
e com o co´digo fonte dispon´ıvel. O Minix foi criado por Andrew S. Tanenbaum
na Vrije Universiteit em Amsterdam para explicar os princ´ıpios dos seu livro-texto,
“Operating Systems Design and Implementation” de (1987). Um abreviado das 12.000
linhas de co´digo do Kernel, gerenciador de memo´ria, e sistema de arquivo do MINIX
1.0 esta˜o no livro. A sua editora, Prentice-Hall, tambe´m liberou o co´digo fonte
MINIX em disquetes com um manual de refereˆncia. MINIX 1 possuia um sistema
de chamada compat´ıvel com a VII edic¸a˜o do UNIX. O Minix pode funcionar com
quantidades baixas de memo´ria e disco r´ıgido. O MINIX 3 pode ser usado com
apenas 16 MB de memo´ria RAM e 50 MB de disco r´ıgido, mas para instalac¸a˜o de
outros software o recomenda´vel e´ 600 MB de HD. E´ poss´ıvel testar pelo Live CD,
funcionando sem necessidade de instalac¸a˜o no HD.
O sistema operacional Unix foi concebido e implementado em 1969 pela AT&T Bell
Laboratories nos Estados Unidos por Ken Thompson, Dennis Ritchie, Douglas
McIlroy, e Joe Ossanna. Lanc¸ado pela primeira vez em 1971, o Unix foi escrito
inteiramente em linguagem assembly uma pra´tica comum para a e´poca. Mais tarde,
em uma abordagem pioneira em 1973, ele foi reescrito na linguagem de programac¸a˜o
C por Dennis Ritchie (com excec¸o˜es para o kernel e I/O). A disponibilidade de
uma implementac¸a˜o do Unix feita em linguagem de alto n´ıvel fez a sua portabilidade
para diferentes plataformas de computador se tornarem mais fa´cil. Na e´poca, a
maioria dos programas era escrita em carto˜es perfurados que tinham de ser inseridos
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Figura 93 – Andrew S. Tanenbaum - O idealizador do Minix.
Fonte: Google Images - commons.wikimedia.org.
em lotes em computadores mainframe.
Apesar de na˜o ser sido lanc¸ado ate´ 1992 devido a complicac¸o˜es legais, o desenvolvi-
mento de 386BSD, que veio a partir do NetBSD, OpenBSD e FreeBSD, antecedeu o
Linux. Linus Torvalds dizia que, se o 386BSD estivesse dispon´ıvel naquele momento,
ele provavelmente na˜o teria criado o Linux.
O nu´cleo Linux foi, originalmente, escrito por Linus Torvalds do Departamento de
Cieˆncia da Computac¸a˜o da Universidade de Helsinki, Finlaˆndia, com a ajuda de
va´rios programadores volunta´rios atrave´s da Usenet (uma espe´cie de sistema de listas
de discussa˜o existente desde os primo´rdios da Internet).
Linus Torvalds comec¸ou o desenvolvimento do nu´cleo como um projeto parti-
cular, inspirado pelo seu interesse no Minix, um pequeno sistema UNIX desenvolvido
por Andrew S. Tanenbaum. Ele limitou-se a criar, nas suas pro´prias palavras, “um
Minix melhor que o Minix” (“a better Minix than Minix”). E depois de algum tempo
de trabalho no projeto, sozinho, enviou a seguinte mensagem para comp.os.minix:
“Voceˆ suspira pelos bons tempos do Minix-1.1, quando os homens eram homens
e escreviam seus pro´prios “device drivers”? Voceˆ esta´ sem um bom projeto em ma˜os
e deseja trabalhar num S.O. que possa modificar de acordo com as suas necessidades?
Acha frustrante quando tudo funciona no Minix? Chega de noite ao computador para
conseguir que os programas funcionem? Enta˜o esta mensagem pode ser exatamente
para voceˆ. Como eu mencionei ha´ um meˆs atra´s, estou trabalhando numa versa˜o
independente de um S.O. similar ao Minix para computadores AT-386. Ele esta´,
finalmente, pro´ximo do estado em que podera´ ser utilizado (embora possa na˜o ser
o que voceˆ espera), e eu estou disposto a disponibilizar o co´digo-fonte para ampla
distribuic¸a˜o. Ele esta´ na versa˜o 0.02... contudo eu tive sucesso ao executar bash, gcc,
gnu-make, gnu-sed, compress etc. nele.”
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Curiosamente, o nome Linux foi criado por Ari Lemmke, administrador do site
ftp.funet.fi que deu esse nome ao direto´rio FTP onde o nu´cleo Linux estava inicial-
mente dispon´ıvel. Linus Torvalds inicialmente tinha-o batizado como “Freax”.
No dia 5 de outubro de 1991 Linus Torvalds anunciou a primeira versa˜o ofi-
cial do nu´cleo Linux, versa˜o 0.02. No ano de 1992, Linus Torvalds mudou a licenc¸a
do nu´cleo Linux, de uma licenc¸a pro´pria para uma licenc¸a livre compat´ıvel com a
GPL do projeto GNU.
Figura 94 – Linus Torvalds - O criador do LINUX.
Fonte: Google Images - www.somenek.com.br.
9.21 O Projeto GNU
Projeto GNU, em computac¸a˜o, e´ um projeto lanc¸ado em 27 de setembro de 1983 por
Richard Stallman e atualmente a FSF (Free Software Foundation) e´ a principal
organizac¸a˜o que patrocina o projeto. Ja´ na de´cada de 1980, quase todo o software
era proprieta´rio, o que significa que ele possu´ıa donos que proibiam e evitavam
a cooperac¸a˜o dos usua´rios. Isso tornou o Projeto GNU necessa´rio. O objetivo do
projeto e´ criar um sistema operacional, chamado GNU, baseado em software livre. O
nome “GNU” foi escolhido porque atende a alguns requisitos; em primeiro lugar, e´
um acroˆnimo recursivo para “GNU is Not Unix”, depois, porque e´ uma palavra real.
A palavra “livre” em “software livre” se refere a` liberdade, na˜o ao prec¸o. Voceˆ pode
ou na˜o pagar para obter software do projeto GNU. De qualquer forma, uma vez que
voceˆ tenha o software, voceˆ tem quatro liberdades espec´ıficas ao usa´-lo: a liberdade
de executar o programa como voceˆ desejar; a liberdade de copia´-lo e da´-lo a seus
amigos e colegas; a liberdade de modificar o programa como voceˆ desejar, por ter
acesso total ao co´digo-fonte; a liberdade de distribuir verso˜es melhoradas e, portanto,
ajudar a construir a comunidade. Se algue´m redistribuir software do projeto GNU,
voceˆ pode cobrar uma taxa pelo ato f´ısico de transferir uma co´pia, ou voceˆ pode
simplesmente dar co´pias de grac¸a.
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Devido a um caso antitruste que a proibia de entrada no nego´cio de computa-
dores, a AT&T foi obrigada a licenciar o co´digo fonte do sistema operacional para
quem quisesse. Com o resultado, o UNIX cresceu rapidamente e se tornou ampla-
mente adotado por instituic¸o˜es acadeˆmicas e diversas empresas. Em 1984, a AT&T
se desfez da Bell Labs; livres da obrigac¸a˜o legal exigindo o licenciamento do royalty,
a Bell Labs comec¸ou a vender o UNIX como um software proprieta´rio.
O Projeto GNU, iniciado em 1983 por Richard Stallman, teve o objetivo de
criar um “sistema de software completamente compat´ıvel com o Unix”, composto
inteiramente de software livre. O trabalho comec¸ou em 1984. Mais tarde, em 1985,
Stallman comec¸ou a Free Software Foundation e escreveu a Licenc¸a Pu´blica Geral
GNU (GNU GPL) em 1989. No in´ıcio da de´cada de 1990, muitos dos programas
necessa´rios em um sistema operacional (como bibliotecas, compiladores, editores
de texto, uma Unix shell, e um sistema de janelas) foram conclu´ıdos, embora os
elementos de baixo n´ıvel, como drivers de dispositivo, daemons e as do kernel foram
paralisadas e na˜o completadas.
Figura 95 – Richard Stallman - O criado do Projeto GNU.
Fonte: Google Images - www.thehindu.com.
9.22 A Quarta Gerac¸a˜o - Microprocessadores e Computadores
Pessoais (1977-1991)
Com o desenvolvimento de circuitos LSI (Large Scale Integration), chips contendo
milhares de transistores em um cent´ımetro quadrado de sil´ıcio, a era do computador
pessoal comec¸ava. Em termos de arquitetura, os computadores pessoais na˜o eram
diferentes dos minicomputadores da classe do PDP-11, mas em termos de prec¸o eles
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eram certamente bem diferentes. Enquanto o minicomputador tornou poss´ıvel um
departamento de uma companhia ou uma universidade ter o seu pro´prio computador,
os com micropocessador em chip, tornou poss´ıvel uma pessoa ter o seu pro´prio
computador.
A grande variedade de capacidade computacional dispon´ıvel, especialmente a capaci-
dade de computac¸a˜o altamente interativa com excelentes facilidades gra´ficas, fizeram
crescer a indu´stria de produc¸a˜o de software para computadores pessoais. Muitos
desses softwares eram “amiga´veis ao usua´rio”, significando que eles foram projetados
para usua´rios que na˜o tinham conhecimento algum sobre computadores e ale´m do
mais na˜o tinha outra intenc¸a˜o a na˜o ser a de orienta´-los no uso. Essa foi certamente
a maior mudanc¸a do OS/360, cujo JCL era ta˜o complexo que livros inteiros foram
escritos sobre ele.
Dois sistemas operacionais dominaram a utilizac¸a˜o do computador pessoal: o MS-
DOS, escrito pela Microsoft para o IBM PC e para outras ma´quinas que usavam a
CPU Intel 8088 e seus sucessores, e UNIX, que e´ predominante em ma´quinas que
usam a CPU da famı´lia Motorola 68000. Pode parecer iroˆnico que o descendente di-
reto do MULTICS, projetado para o gigante computador utilita´rio, ficou ta˜o popular
em computadores pessoais, mas principalmente mostra como foram boas as ide´ias
sobre o MULTICS e o UNIX. Apesar da primeira versa˜o do MS-DOS ser primitiva,
em verso˜es subsequentes foram incluidas diversas facilidades do UNIX.
Nos anos 80, com o surgimento dos computadores pessoais, houve grande investi-
mento por parte das corporac¸o˜es, nesses sistemas, em func¸a˜o das tarefas dos seus
desenvolvedores da e´poca. Entretando, em pouco tempo descobriu-se que o desem-
penho retornado pelos desevolvedores, na˜o estava sendo compat´ıvel com tal grau
de investimento. Este fato fez surgir as redes de computadores, para melhorar o
desempenho do desenvolvedor e dimnuir custos quanto ao compartilhamento dos
recursos computacionais. Desta forma, um interessante desenvolvimento que comec¸ou
em meados dos anos 80 foi o crescimento de redes de computadores rodando sistemas
operacionais para rede.
Num sistema operacional para rede, os usua´rios teˆm conscieˆncia da existeˆncia
de mu´ltiplos computadores e podem se conectar com ma´quinas remotas e copiar
arquivos de uma ma´quina para outra. Cada ma´quina roda o seu pro´prio sistema
operacional local e tem o seu pro´prio usua´rio (ou usua´rios). Os sistemas operacionais
em rede na˜o sa˜o fundamentalmente diferentes dos sistemas operacionais de um u´nico
processador. Eles obviamente necessitam de um controlador de interface de rede e de
algum software de alto n´ıvel para gerencia´-lo, bem como de programas para concluir
com eˆxito uma conexa˜o remota e o acesso a arquivos remotos, mas essas adic¸o˜es na˜o
mudam a estrutura essencial do sistema operacional.
Com as redes, a partir dos anos 80, os sistemas distribu´ıdos foram sendo desenvolvidos
e sistemas operacionais distribu´ıdos passaram a ser usados. Um sistema operacional
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distribu´ıdo, em contraste, aparece para o usua´rio como um sistema tradicional de
um u´nico processador, mesmo sendo composto realmente de mu´ltiplos processadores.
Num verdadeiro sistema distribu´ıdo, os usua´rios na˜o teˆm conscieˆncia de onde os
seus programas esta˜o sendo rodados ou onde seus arquivos esta˜o localizados; tudo
e´ manuseado automa´tica e eficientemente pelo sistema operacional. Os sistemas
operacionais distribu´ıdos requerem mais do que a adic¸a˜o de co´digos a um sistema
operacional de um processador, porque sistemas distribu´ıdos e centralizados diferem
em modos cr´ıticos. Sistemas distribu´ıdos, por exemplo, frequentemente admitem
rodar programas em va´rios processadores remotos, ao mesmo tempo, e da´ı exigem
algoritmos de escalonamento de processadores para otimimizar a quantidade de
paralelismo que deve ser conclu´ıdo com eˆxito. O atraso de comunicac¸a˜o em uma rede
frequentemente significa que o tempo em um sistema distribu´ıdo, na˜o seja conveniente
ser tratado como tempo f´ısico. Essa situac¸a˜o e´ radicalmente diferente de um sistema
de um u´nico processador no qual o sistema operacional tem a informac¸a˜o completa
sobre o estado do sistema. Toleraˆncia a falhas e´ uma outra a´rea em que os sistemas
distribuidos sa˜o diferentes. E´ comum para um sistema distribuido ser projetado
com a expectativa de que continuara´ rodando mesmo que parte do hardware deixe
de funcionar. Essa exigeˆncia adicional ao projeto tem enormes implicac¸o˜es para o
sistema operacional.
Em 1980, treˆs tendeˆncias convergiram: microcomputadores de alta performance,
redes de alta velocidade, e ferramentas padronizadas para computac¸a˜o distribu´ıda de
alto desempenho. Essas convergeˆncias foram fundamentais para o aprofundamento
nas te´cnicas de sistemas paralelos. A necessidade de alto poder de processamento,
seja para aplicac¸o˜es cient´ıficas ou para outras aplicac¸o˜es que exijam tal poder de
processamento. A implementac¸a˜o de tais aplicac¸o˜es, so´ foi poss´ıvel com a aquisic¸a˜o
dos supercomputadores. Estes ainda continuavam com prec¸os muito elevados. Com
a tecnologia de cluster obte´m-se alto poder de processamento com baixo custo.
No final de 1993, cientistas da NASA comec¸aram a planejar um sistema de processa-
mento distribu´ıdo com computadores Intel Desktop. Seu objetivo era fazer com que
esses computadores conectados em rede se assemelhassem ao processamento de um
supercomputador, e que teriam um menor custo. No in´ıcio de 1994, ja´ trabalhando
no CESDIS Center of Excellence in Space Data and Information Sciences, criaram
o projeto Beowulf. Com 16 computadores Intel 486 DX4 conectados em uma rede
Ethernet com sistema operacional Linux fizeram esse primeiro cluster chegar a um
desempenho de 60 Mflops. A partir da´ı o projeto Beowulf tornou-se de grandes
interesses pelos meios acadeˆmicos, pela NASA entre outros segmentos Tanembaum
(2010).
9.22.1 Anos 90 - Programac¸a˜o Orientada a Objeto
Nos sistemas operacionais antigos (como o UNIX original), o usua´rio so´ podia se
comunicar com a ma´quina, atrave´s de uma linha de comandos indicada por um prompt.
A partir dos anos 90, nos sistemas operacionais mais modernos, esses ja´ proporcionam
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uma interface gra´fica, pela qual apresenta ı´cones de programas utilita´rios, aplicativos
e arquivos. Nessas interfaces, o usua´rio instancia janelas e mais janelas, as vezes ate´
umas sobre as outras. Isto e´ poss´ıvel, se o sistema operacional tiver sua interface
com o usua´rio, utilizando o paradigma orientado a objetos. Oriunda da teoria dos
iipos, o paradigma orientado a objetos, e´ nos dias de hoje, muito utilizado para
a contruc¸a˜o de programas aplicativos, por parte das empresas de Tecnologias da
Informac¸a˜o (TI). Com este paradigma podemos criar va´rios objetos a partir de uma
definic¸a˜o de classe (que e´ um tipo). Um tipo suportado por todas as linguagens
orientadas a objeto. O que ocorre em termos de matema´tica, mais precisamente da
teoria dos tipos, e´ que janelas sa˜o objetos criados, que sa˜o objetos equivalentes,
formados (instanciados) a partir de uma mesma classe, formando assim, uma classe
de equivaleˆncia de objetos.
9.22.2 Programac¸a˜o Paralela e Distribu´ıda
O campo da programac¸a˜o paralela e distribu´ıda surgiu do campo da programac¸a˜o
concorrente. Com a evoluc¸a˜o dos microprocessadores em termos de rapidez, a ideia
de dividir mais ainda um programa concorrente, fez surgir processos constru´ıdos
por va´rias threads (linhas de execuc¸a˜o internas a processos). Agora, a unidade
de programac¸a˜o concorrente passa a ser a thread. As linguagens de programac¸a˜o
modernas passam a suportar o que se chama de multithreading, podendo-se enta˜o
programar paralelamente usando-se os nu´cleos internos aos processadores mais
modernos (multicore programming). Ale´m disso, para processamento paralelo pesado,
a programac¸a˜o paralela, hoje, passa por se usar para esse tipo de programac¸a˜o, placas
de hardware com diversos processadores paralelos (many-core programming) usadas
para programac¸a˜o paralela de aplicac¸o˜es gra´ficas (GPU), como os modernos jogos de
computador. Assim, numa placa GPU pode programar, comec¸ando-se com a unidade
de programac¸a˜o paralela proporcionada por uma thread, pode-se agrupar threads
em blocos de threads, e pode-se agrupar blocos de threads de do que se chama uma
grid de blocos de threads. Aplicac¸o˜es modernas que exigem alto desempenho, fazem
uso da programac¸a˜o paralela e, quando necessa´rio, pode ser distribuida na rede.
9.23 Os Projetos e os Fracassos da Quinta Gerac¸a˜o
Os computadores a va´lvulas foram chamados de computadores da primeira gerac¸a˜o.
Depois, com o aparecimento dos d´ıodos e trans´ıstores surge a segunda gerac¸a˜o, com o
circuito integrado nasce a terceira gerac¸a˜o e com o surgimento do microprocessador,
deu-se o nome de quarta gerac¸a˜o.
Visto que a anterior gerac¸a˜o de computadores (quarta gerac¸a˜o) tinha como ob-
jetivo o aumento do nu´mero de elementos lo´gicos num u´nico CPU, acreditava-se
plenamente que a quinta gerac¸a˜o iria alcanc¸ar completamente a utilizac¸a˜o de um
grande nu´meros de CPUs para um desempenho maior das ma´quinas.
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Atrave´s destas va´rias gerac¸o˜es, e a partir dos anos 50, o Japa˜o tinha sido ape-
nas mais um pa´ıs na retaguarda de outros, em termos de avanc¸os na tecnologia
da computac¸a˜o, construindo computadores seguindo os modelos americano e ingleˆs.
Entretanto, em meados dos anos 70, deu-se in´ıcio a uma visa˜o em pequena escala
para o futuro da computac¸a˜o. O Centro Japoneˆs para o Desenvolvimento do Pro-
cessamento da Informac¸a˜o deveria indicar os caminhos a seguir, e em 1979 ofereceu
um contrato de 3 anos, objetivando projetos conjuntos com a indu´stria e a aca-
demia. Foi durante este per´ıodo que o termo “quinta gerac¸a˜o” comec¸ou a ser utilizado.
A ideia de que a computac¸a˜o paralela seria o futuro dos ganhos de performance
estava ta˜o enraizada que o projeto da quinta gerac¸a˜o gerou uma grande apreensa˜o
no campo da computac¸a˜o. Apo´s o mundo ter visto o Japa˜o dominar a indu´stria
da eletroˆnica nos anos 70, na˜o tardou para que projetos de computac¸a˜o paralela
fossem implementados tambe´m em outros pa´ıses, como nos Estados Unidos, atrave´s
da empresa Microelectronics and Computer Technology Corporation (MCC), na
Inglaterra atrave´s da Alvey ou atrave´s do European Strategic Program of Research
in Information Technology (ESPRIT).
Nos dez anos seguintes, o projeto da quinta-gerac¸a˜o enfrentou dificuldades sobre
dificuldades. O primeiro problema era no fato da linguagem de programac¸a˜o esco-
lhida, Prolog, na˜o oferecer suporte para concorreˆncias. Outro problema foi o fato de
que a performance das CPUs existentes levaram o projeto a dificuldades inerente-
mente te´cnicas, e o valor da computac¸a˜o paralela caiu rapidamente. Para contornar
o problema, estac¸o˜es de trabalho com capacidades superiores foram idealizadas e
constru´ıdas ao longo da durac¸a˜o do projeto. A quinta-gerac¸a˜o acabaria por ficar
tambe´m no lado errado da evoluc¸a˜o de tecnologia do software.
Durante o per´ıodo de desenvolvimento do projeto da quinta gerac¸a˜o, a Apple
Computer introduziu o que e´ hoje, GUI (Interface Gra´fica do Usua´rio) atrave´s do
seu sistema operacional voltado amigavelmente ao usua´rio, como temos atualmente.
Por outro lado, a Internet (1992) fez com que as bases de dados armazenadas local-
mente comec¸acem a se tornar algo do passado e, ate´ mesmo melhores resultados
surgiram em termos atrave´s de buscas de dados, como prova o exemplo da Google e
o va´rios sistemas de busca de informac¸o˜es.
Finalmente o projeto chegou a` conclusa˜o de que as promessas baseadas na pro-
gramac¸a˜o lo´gica eram largamente uma ilusa˜o e rapidamente chegaram ao mesmo
tipo de limitac¸o˜es que os investigadores de inteligeˆncia artificial ja´ antes haviam
encontrado embora numa escala diferente.
De fato, pode-se dizer que o projeto se desnorteou como um todo. Foi durante
esta e´poca que a indu´stria informa´tica passou o seu foco principal do hardware para
o software. A quinta-gerac¸a˜o nunca chegou a fazer uma separac¸a˜o clara, ao acredi-
tar que, tal como se idealizava nos anos 70, o software e o hardware eram insepara´veis.
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No final do per´ıodo de dez anos haviam sido gastos muitos bilho˜es e o programa
terminou sem ter atingido as suas metas. As estac¸o˜es de trabalho na˜o tinham pro-
cura comercial num mercado onde os sistemas de uma u´nica CPU, facilmente, lhes
ultrapassavam em performance, e o conceito geral ficou completamente em desuso
com o amadurecimento e expansa˜o da Internet.
Aqui cabem duas observac¸o˜es: (1) o advento das redes locais (anos 80) evoluiu,
posteriormente, ao sistemas cliente-servidor locais, e a` construc¸a˜o dos clusters de
computadores visando computac¸a˜o paralela; (2) o advento da Internet (1992) fez
com que a computac¸a˜o evoluisse do sistema cliente-servidor ba´sico, passando pela
evoluc¸a˜o da Web inicial para o sistemas Web Services, que por sua vez evoluiu para
o provimento de servic¸os atrave´s de grids computacionais, as quais evoluiram para
os sistemas de computac¸a˜o em nuvem atuais; (3) do ponto de vista da computac¸a˜o
paralela, a partir de 2002, a evoluc¸a˜o do hardware passou das CPUs de poucos nu´cleos
para as tecnologias GPU (Graphics Processing Unit) - a computac¸a˜o com acelerac¸a˜o
de GPU e´ a utilizac¸a˜o de uma GPU em conjunto com uma CPU para acelerar
aplicativos - e FPGA (Field Programmable Gate Array) - um circuito integrado
projetado para ser configurado por um consumidor ou projetista apo´s a fabricac¸a˜o -
que surgiu enta˜o, como uma categoria nova de hardware reconfigura´vel, o qual teˆm as
suas funcionalidades definidas exclusivamente pelos usua´rios e na˜o pelos fabricantes.
CPUs trabalhando em conjunto com GPUs ou FPGAs, formam os ambientes de
programac¸a˜o paralela atuais.
9.24 Resumindo as gerac¸o˜es ...
Os u´ltimos 65 anos da Cieˆncia da Computac¸a˜o foram divididos em seis grandes
tendeˆncias: (1) a primeira gerac¸a˜o (1946-1954) caracterizada pelas va´vulas; (2)
a segunda gerac¸a˜o (1955-1964) caracterizada pelo transistores; (3) a terceira
gerac¸a˜o (1965-1977), com os circuitos integrados feitos de sil´ıcio nas escalas iniciais
SSI (Short Scale Integration), MSI (Medium Scale Integration), LSI (Large Scale
Integration) conhecidos como microchips integrando um grande nu´mero de transis-
tores, o que possibilitou a construc¸a˜o de equipamentos menores e mais baratos, e
a multiprogramac¸a˜o de tempo compartilhado nos mainframes com muitas pessoas
compartilhando um computador, quando enta˜o surgiu o teleprocessamento com
terminais remotos sem inteligeˆncia (9.16); (4) a quarta gerac¸a˜o (1977-1991), da
escala de integrac¸a˜o VLSI (Very Large Scale Integration), dos computadores pessoais
com um computador para cada usua´rio, e os sistemas operacionais como MS-DOS,
UNIX, Apples Macintosh, linguagens de programac¸a˜o orientadas a objeto como
C++ e Smalltalk, discos r´ıgidos utilizados como memo´ria secunda´ria, impressoras
matriciais, teclados com os layouts atuais, e quando surgiu a era das redes locais
e de longa distaˆncia; (5) a quinta gerac¸a˜o (1992 em diante), caracterizada pela
escala de integrac¸a˜o ULSI (Ultra Large Scale Integration), arquiteturas de 64 bits,
processadores que utilizam tecnologias RISC e CISC, a utilizac¸a˜o da inteligeˆncia
artificial (reconhecimento de voz, sistemas inteligentes, redes neurais, robo´tica, e a
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conectividade proporcionada pelas redes de alta velocidade; e a (6) sexta gerac¸a˜o, a
que estamos vivenciando, caracterizada pela nuvem computacional, ao mesmo tempo
com a computac¸a˜o mo´vel, pervasiva e ub´ıqua.
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CAPI´TULO 10
Sobre a Teoria da Complexidade
O
riunda da teoria da computabilidade (Turing, Church, Kleene, Post, ...),
surge a teoria da complexidade. Como em Sipser (2011) Cap.0 p.1, os proble-
mas computacionais vem em diferentes variedades: alguns sa˜o fa´ceis e outros dif´ıceis.
Quatro exemplos de problemas sa˜o mencionados a seguir:
1. (a) O problema da ordenac¸a˜o de nu´meros: dado como um problema fa´cil, pois
mesmo com um computador de pequeno porte, pode-se ordenar um miha˜o de
nu´meros de forma ra´pida, num tempo de execuc¸a˜o aceita´vel.
2. (b) O problema do escalonamento: como encontrar o escalonamento, quanto a
alocac¸a˜o de salas, para uma Universidade inteira, que satisfac¸a algumas res-
tric¸o˜es, como duas aulas na˜o poderem ter a mesma sala, ao mesmo tempo. Este
e´ muito mais dif´ıcil. Se tivermos 1000 aulas, encontrar o melhor escalonamento
pode requerer se´culos, ate´ mesmo com um supercomputador.
3. (c) Um outro exemplo muito dif´ıcil computacionalmente, e´ o problema da
fatorac¸a˜o de um nu´mero natural muito grande, decomposto em fatores de
nu´meros primos, usado em algoritmos de criptografia.
4. (d) Outro problema computacionalmente dif´ıcil e´ o do ca´lculo de logarimos
discretos, utilizado em algoritmos de criptografia.
“O que faz alguns problemas computacionalmente dif´ıceis e outros
fa´ceis?”
Esta e´ a questa˜o fundamental da teoria da complexidade. Embora, se tenha sido
bastante pesquisada nos u´ltimos 40 anos, ainda na˜o sabemos a resposta para esta
questa˜o. O que se conseguiu foi um modo de se classificar os problemas conforme sua
dificuldade computacional. Usando um esquema de classificac¸a˜o, pode-se demonstrar
um me´todo para dar evideˆncia da complexidade computacional, de que certos pro-
blemas sa˜o dif´ıceis, mesmo que sejamos incapazes de provar que eles sa˜o.
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A teoria da computabilidade e a teoria da complexidade esta˜o relacionadas. Na
teoria da computabilidade, o objetivo e´ classificar os problemas como solu´veis ou
na˜o sa˜o solu´veis. Ja´ na teoria da complexidade, o objetivo e´ classificar os problemas
como fa´ceis e dif´ıceis. Na maioria das a´reas um problema computacionalmente fa´cil
e´ prefer´ıvel. Mas, mesmo os problemas dif´ıceis tem espac¸o de uso em determinadas
a´reas, como, por exemplo, a a´rea antiga da criptografia, que requer especificamente
problemas computacionalmente dif´ıceis, porque mensagens cifradas (secretas) preci-
sam ser dif´ıceis de quebrar (chaves secretas). A teoria da complexidade acaba por
mostrar aos cripto´grafos, o caminho dos prolbemas computacionalmente dif´ıceis.
Assim, novos algoritmos criptogra´ficos podem ser projetados.
Para um texto mais completo, o leitor pode expandir seus conhecimentos lendo
a parte treˆs sobre a teoria da complexidade em Sipser (2011)(Parte 3, Cap.7-10)
ou Sudkamp (1988) (Parte IV, Decidability and Compputability, Cap.14 sobre
Computational Complexity).
10.1 Teoria da Complexidade - Histo´rico da Pesquisa
Comec¸amos relembrando, David Hilbert no final da de´cada dos anos 20 e Turing
em meados dos anos 30.
Em 1928, na confereˆncia international de matema´tica, David Hilbert propoˆs
treˆs questo˜es, que mais tarde tiveram importaˆncia no in´ıcio da pesquisa para a
computac¸a˜o. A terceira delas ficou conhecida como “O Problema de Decisa˜o de
Hilbert”.
Relembrando Go¨del, em 1931, ele publica o trabalho “On Formally Undecida-
ble Propositions of Principia Mathematica and Related Systems”. Go¨del prova que
em um sistema lo´gico formal existem afirmac¸o˜es verdadeiras que na˜o podem ser
provadas. Mesmo lidando com aritme´tica, o sistema axioma´tico que a inclui na˜o
pode ser simultaneamente completo e consistente. Isto significa que, se o sistema e´
consistente, enta˜o existira˜o proposic¸o˜es que na˜o podera˜o ser nem comprovadas nem
negadas por este sistema axioma´tico. Se o sistema for completo, enta˜o ele na˜o se
podera´ validar a si mesmo sendo, portanto, inconsistente.
Relembrando Turing (Cap´ıtulo 4), em 1936, ele propoˆs uma ma´quina, que passaria
a ser chamada na literatura de ma´quina de Turing, imaginada como um modelo
para a poss´ıvel ma´quina programa´vel a ser constru´ıda. Ate´ aquele momento, e´ a
formalizac¸a˜o mais convincente da noc¸a˜o de uma func¸a˜o computa´vel algoritmicamente,
como Turing e Church definiram . Com a ma´quina abstrata ja´ consolidada, em 1937,
Turing publicou o trabalho “On Computable Numbers with an Application to the
Entscheidungsproblem”, com o termo em alema˜o: Entscheidungsproblem significando
“problema de decisa˜o”. Como consequeˆncia, surgiram as provas de impossibilidade
relacionadas a` computac¸a˜o de determinadas tarefas.
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• Turing reformula os resultados obtidos por Go¨del no ce´lebre Entscheidungs-
problem: “qualquer ca´lculo que possa ser feito por um ser humano podera´ ser
feito por este tipo de ma´quina”.
• Turing prova que nenhum algoritmo pode decidir num nu´mero finito de passos,
se uma formula arbitra´ria do ca´lculo dos predicados e´ satisfat´ıvel.
• Ale´m disso, Turing prova que o “Problema da Parada” e´ indecid´ıvel, ou
seja, na˜o e´ poss´ıvel decidir algoritmicamente se a ma´quina de Turing ira´ parar
ou na˜o e, assim, provou-se que na˜o ha´ soluc¸a˜o para o Entscheidungsproblem.
Com a indecibilidade definida, dada a ma´quina de Turing, com um modelo compu-
tacional muito bem definido, e uma teoria associada para explicar que problemas
podem ou na˜o, serem resolvidos por ela, surge naturalmente a pro´xima questa˜o:
“Qual e´ a dificuldade computacional de computar func¸o˜es?”
Este e´ o tema fundamental da complexidade computacional.
Michael O. Rabin nasceu na Alemanha em 1931, e mudou-se com seus pais
para a Palestina em 1935. Aos 11 anos interessou-se por ler livros de matema´tica.
Rabin terminou o ensino me´dio com 16 anos. Como a maioria de seus colegas, ele
foi enta˜o convocado para o exe´rcito para lutar pela independeˆncia do enta˜o novo
Estado de Israel. Um dos livros que leu foi de Abraham Fraenkel, em Jerusale´m,
sobre teoria dos conjuntos, e Rabin tanto se interessou que escreveu para o autor.
Fraenkel, impressionado com a profundidade da correspondeˆncia, se reuniu com
Rabin, e mais tarde ele foi estudar na Universidade de Jerusale´m. Ele foi admitido
diretamente no programa de mestrado para estudar a´lgebra, e se formou em 1953.
Sua tese resolveu um problema em aberto, bastante significativo, que tinha sido
proposto pelo matema´tico alema˜o Emmy Noether. Com a importaˆncia da tese,
ele foi aceito em um programa de doutorado em Princeton, onde estudou sob a
orientac¸a˜o de Alonzo Church e se formou em 1957.
Depois que Rabin concluiu seu doutoramento, ele foi convidado pela IBM para
participar de um workshop de pesquisa para um grupo de jovens cientistas. Foi la´
que ele e Dana Stewart Scott (1932-) escreveram e colaboraram no famoso artigo
“Autoˆmatos Finitos e seus Problemas de Decisa˜o”, que o levou a receber o Preˆmio
Turing em 1976. Dana Stewart Scott e´ um matema´tico, lo´gico, informa´tico e
filo´sofo Estadunidense. Mais tarde, nos anos 1970-1982, Dana Scott trabalhou em
va´rios temas de pesquisa como lattices, teoria matema´tica da computac¸a˜o, tipos de
dados, λ-Ca´lculo, conjuntos ordenados e semaˆntica denotacional. Dana S. Scott
contribuiu, significativamente, para a teoria dos autoˆmatos, teoria dos modelos e
semaˆntica de linguagens de programac¸a˜o.
Rabin tambe´m e´ conhecido por seu trabalho em criptologia em conexa˜o com os
nu´meros primos e e no aˆmbito da teoria dos autoˆmatos. Sua filha Tal Rabin dirige o
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Grupo de Pesquisas sobre Criptologia e Privacidade no Centro de Pesquisas Thomas
J. Watson da IBM.
Figura 96 – Michael Rabin - Autoˆmatos Finitos e seus Problemas de Decisa˜o
Fonte: http://amturing.acm.org/award winners/rabin 9681074.cfm.
Figura 97 – Dana Scott - Teoria dos autoˆmatos, teoria dos modelos e semaˆntica de
linguagens.
Fonte: Google Images - www.heidelberg-laureate-forum.org.
Em 1959/1960, 22 anos depois de Turing levantar as primeiras questo˜es, Michael
O. Rabin publicou os trabalhos:
• (a) Speed of Computation and Classification of Recursive Sets.
• (b) Degree of Difficulty of Computing a Function and a Partial Ordering.
10.2 Go¨del e a Teoria da Complexidade
Como em Zach (2006), um outro trabalho de Go¨del, desempenhado um papel no
desenvolvimento e na aceitac¸a˜o gradual da Tese de Church (embora o pro´prio Go¨del
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aparentemente se convenceu da verdade da tese somente atrave´s de trabalho de Tu-
ring), foi um abstract sobre o comprimento de provas (Go¨del, 1936). Ao afirmar sua
tese, Church (1936b) introduziu a noc¸a˜o de func¸o˜es computa´veis em uma lo´gica S :
f e´ computa´vel em S , se houver algum termo φ, de modo que, para cada m numeral,
existe uma N numeral com S ` φ(m) = n se, e somente se f (m) = n (seguindo
Kleene 1952, tais func¸o˜es sa˜o tambe´m chamadas reckonable em S ). Em uma nota
acrescida a` prova, Go¨del (1936) observou que esta noc¸a˜o de computabilidade e´
absoluta, no sentido de que se uma e´ func¸a˜o calcula´vel em um sistema de ordem
superior S , ja´ e´ calcula´vel no da aritme´tica de primeira ordem, ou seja, as func¸o˜es
recursivas gerais sa˜o todas as func¸o˜es computa´veis em qualquer sistema consistente
S contendo aritme´tica. A raza˜o para isso e´, se o sistema e´ formal, no sentido de que
as suas provas sa˜o recursivamente enumera´veis, em seguida, a func¸a˜o e´ computa´vel
por pesquisar atrave´s de todas as provas ate´ encontrar um dos φ(m) = N , e este
processo e´ insens´ıvel para a expressividade da lo´gica da teoria S . Esse resultado
serviu tanto para Church, e mais tarde tambe´m para Go¨del, como evideˆncia para
a tese de Church-Turing (veja Go¨del 1946 e Sieg 1997, 2006).
A parte principal de (Go¨del, 1936), no entanto, na˜o estava preocupado com com-
putabilidade, tanto como, com a prova de complexidade. O resultado que Go¨del
anunciou relativo ao speed-up de provas (medida em nu´mero de s´ımbolos) entre a
ordem n-e´simo e (n + 1)-e´simo da aritme´tica. (Buss 1994 conte´m uma prova do
resultado) 20 anos depois, e Go¨del outra vez voltou-se novamente a pensar em prova
de complexidade. Em uma carta a John von Neumann, em 20 de Marc¸o 1956
(Go¨del, 2003b, 372-377), Go¨del discutia a complexidade de decidir por uma fo´rmula
A da lo´gica de primeira ordem, se A tivesse uma prova com s´ımbolos k ou menos.
Cook mostrou que este problema e´ NP-completo (ver Hartmanis 1989 e Buss 1995).
Ao contra´rio dos primeiros trabalhos de Go¨del, na carta a von Neumann, seus
pensamentos sobre prova de complexidade e a viabilidade computacional, na˜o teve
impacto sobre o histo´rico do desenvolvimento da teoria da computabilidade e com-
plexidade. No entanto, mostra que questo˜es sobre a natureza da computabilidade,
mesmo que essas na˜o estivessem na vanguarda do pensamento de Go¨del ou proe-
minentemente em suas publicac¸o˜es, isto ocupava Go¨del, ao longo de sua carreira
profissional.
Rabin foi um dos primeiros cientistas a tratar desta questa˜o explicitamente, da
seguinte forma:
“O que significa dizer que computar a func¸a˜o f e´ mais dif´ıcil que
computar a func¸a˜o g?”
Outro cientista importante neste contexto e´ o Venezuelano Manuel Blum (1938),
que prossegue a pesquisa sobre a teoria da complexidade, e neste sentido desenvolveu:
“A Machine Independent Theory of the Complexity of Recursive
Functions”
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Blum foi agraciado com o Preˆmio Turing de 1995, em reconhecimento a` sua contri-
buic¸a˜o aos fundamentos da complexidade computacional algor´ıtmica. Na teoria da
complexidade computacional, os axiomas de complexidade de Blum sa˜o axiomas
que especificam propriedades deseja´veis de medidas de complexidade no conjunto de
func¸o˜es computa´veis. Os axiomas foram inicialmente definidos por Manuel Blum
em 1967. Os axiomas de Blum podem ser usados para definir classes de complexidade
sem se referir a um modelo computacional concreto.
Figura 98 – Blum - Os fundamentos da complexidade computacional algor´ıtmica.
Fonte: Google Images - amturing.acm.org.
Juris Hartmanis (1928) e´ um cientista Estadunidense. Foi laureado com o Preˆmio
Turing de 1993, juntamente com Richard Stearns, por pesquisas na a´res de com-
plexidade computacional. Em 1965, Hartmanis & Stearns publicaram o trabalho
“On the Computational Complexity of Algorithms”
Este trabalho torna-se refereˆncia que da´ o nome a esta a´rea, e tambe´m, propo˜em
como medida de complexidade o tempo de computac¸a˜o em ma´quinas de Turing
multifita. Uma ma´quina de Turing multifita e´ uma ma´quina de Turing comum com
va´rias fitas. Inicialmente a entrada aparece na fita 1 e todas as outras vazias, como
cada fita tem sua pro´pria cabec¸a para ler e escrever, a func¸a˜o de transic¸a˜o pode ler,
escrever e mover as cabec¸as em algumas ou todas as fitas simultaneamente. Uma
definic¸a˜o formal pode ser encontrada na refereˆncia indicada no final do cap´ıtulo.
Em 1965, Alan Cobham publica o trabalho caracterizando a complexidade intr´ınseca:
“The Intrinsic Computational Difficulty of Functions”
Em 1967, Cobham enfatiza o termo “intr´ınseco”, i.e., ele estava interessado numa
teoria que fosse independente de uma ma´quina. A questa˜o colocada por Cobham,
era se a multiplicac¸a˜o e´ mais dif´ıcil que a adic¸a˜o e, acreditava que essa questa˜o na˜o
poderia ser resolvida ate´ que surgisse uma teoria mais adequada.
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Figura 99 – Juris Hartmanis - Propo˜e o tempo de execuc¸a˜o como medida de comple-
xidade.
Fonte: Google Images - library24.library.cornell.edu.
Figura 100 – Richard Stearns - Propo˜e com Hartmanis, o tempo de computac¸a˜oa
medida de complexidade.
Fonte: Google Images - en.wikipedia.org.
176 Cap´ıtulo 10. Sobre a Teoria da Complexidade
Figura 101 – Alan Cobham - A dificuldade computacional de func¸o˜es.
Fonte: Google Images -en.wikipedia.org.
Alan Cobham tambe´m definiu e caracterizou uma classe importante de func¸o˜es
que ele chamou de I, i.e., func¸o˜es nos nu´meros naturais computa´veis em tempo
limitado por um polinoˆmio no tamanho da entrada. A tese de Cobham diz que:
“problemas computacionais podem resolvidos em algum dispositivo com-
putacional, somente se eles podem ser computados em tempo polinomial;
isto e´, se eles se encontram na classe de complexidade P.”
Formalmente, ao dizer que um problema pode ser resolvido em tempo polinomial,
quer dizer que existe um algoritmo que, dada uma instaˆncia de n bits do problema
como entrada, pode produzir uma soluc¸a˜o em tempo O(nc), em que c e´ uma cons-
tante que depende do problema, mas na˜o o caso particular (instaˆncia) do problema.
Na e´poca, a questa˜o que passou a dominar:
“Qual e´ a medida de complexidade computacional correta/adequada?”
As escolhas mais naturais sa˜o: tempo e espac¸o.
Mas, na˜o havia um consenso que essas me´tricas fossem as corretas ou as u´nicas.
Enta˜o, Cobham sugeriu que “alguma medida relacionada a noc¸a˜o f´ısica de trabalho
computacional poderia conduzir a uma ana´lise mais satisfato´ria”.
Rabin propoˆs axiomas que uma medida de complexidade deveria satisfazer. Rabin
sugere um arcabouc¸o axioma´tico que define a base para a teoria de complexidade
abstrata desenvolvida por Blum e outros. Apo´s 56 anos depois dos primeiros traba-
lhos da a´rea, esta´ claro que tempo e espac¸o esta˜o certamente entre as me´tricas mais
10.3. Caracterizac¸a˜o das classes P e NP 177
importantes.
No entanto, existem outras me´tricas importantes para medir complexidade:
• Tempo e espac¸o para modelos computacionais paralelos.
• Tamanho do hardware (complexidade combinato´ria ou de circuitos booleanos):
suponha que uma func¸a˜o f receba como entrada strings finitos de bits e gere
tambe´m como sa´ıda strings finitos de bits e a complexidade C (n) de f seja o
tamanho do menor circuito booleano que computa f para todas as entradas de
tamanho n.
Cobham formaliza o conceito de classe de problemas que podem ser resolvidos em
uma quantidade de tempo limitada por um polinoˆmio do tamanho da entrada para
o algoritmo. Uma classe de complexidade e´ um conjunto de func¸o˜es que podem ser
computadas dentro de certos limites de recursos.
10.3 Caracterizac¸a˜o das classes P e NP
Na teoria da complexidade computacional, P e´ o acroˆnimo em ingleˆs para Tempo
polinomial determin´ıstico (Deterministic Polynomial time) que denota o conjunto
de problemas que podem ser resolvidos em tempo polinomial por uma ma´quina de
Turing determin´ıstica. Qualquer problema deste conjunto pode ser resolvido por
um algoritmo com a taxa de crescimento do tempo de execuc¸a˜o, polinomial.
Podemos ter a classe P como a classe de problemas que sa˜o solu´veis para um com-
putador real.
Na teoria da complexidade computacional, NP e´ o acroˆnimo em ingleˆs para Tempo
polinomial na˜o determin´ıstico (Non-Deterministic Polynomial time) que denota
o conjunto de problemas que sa˜o decid´ıveis em tempo polinomial por uma ma´quina
de Turing na˜o-determin´ıstica.
Por outro lado, existe, um pior caso, em que um conjunto de problemas tem taxa de
crescimento do tempo de execuc¸a˜o, exponencial. Para esses problemas podem
existir modos de simplifica´-los, isto e´, no lugar de se poder buscar a melhor soluc¸a˜o
(a soluc¸a˜o o´tima), podemos nos contentar com alguma soluc¸a˜o que na˜o e´ a o´tima,
mas que e´ aceita´vel. O que e´ importante salientar e´ que, nesses casos, na˜o existem,
computacionalmente, algoritmos eficientes, que possam ser implementados em
computador para resolver esses problemas.
A verdade e´ que existem muitas coisas na natureza que nunca conseguiremos sa-
ber atrave´s de me´todo cient´ıfico, isto e´, empiricamente, fazendo experieˆncias ou
criando-se modelos matema´ticos e fazendo simulac¸o˜es em computadores. Se tudo
fosse computa´vel todos os fenoˆmenos da natureza seriam perfeitamente descritos ou
totalmente indescrit´ıves Janos (2009).
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Com base nos trabalhos de Turing, Church, Kleene, Post, se decidiu definir
uma func¸a˜o computa´vel como aquelas que podem ser calculadas por uma ma´quina
de Turing, mesmo que para isso seja necessa´rio tempo e capacidade de memo´ria
infinita. Esta mesma ideia pode ser expressa dizendo que qualquer func¸a˜o dada por
um algoritmo e´ computa´vel. Mas, veremos que mesmo uma func¸a˜o computa´vel
pode na˜o ter soluc¸a˜o computacional.
Vejamos um exemplo. O leitor pode examinar o caso cla´ssico, do Problema do
Caixeiro Viajante, mostrado em va´rios livros, como apresentado em Janos (2009)
ou em livros sobre a Teoria dos Grafos. Este e´ o problema em que o caixeiro via-
jante devera´ procurar fazer um plano de viagem, sobre um determinado nu´mero de
cidades, o mais eficiente possivel, ou seja, aquele que ele percorrera´ a viagem de
menor custo, ou equivalentemente, encontrar o caminho de menor custo no grafo
das cidades e caminhos entre essas, em que o caixeiro sai de um ponto (uma cidade
origem) do gravo. Deve passar por todos os outros pontos e voltar ao ponto inicial.
Muito problemas reais sa˜o similares ao Problema do Caixeiro Viajante. Este e´
um problema t´ıpico de log´ıstica, como por exemplo uma empresa que transporta
e distribui produtos geograficamente, ou o caso de uma empresa automobil´ıstica
que precisa encontrar a melhor sequeˆncia de montagem numa linha de produc¸a˜o.
Para o problema do caixeiro viajante, estamos falando de um problema pra´tico real,
mas que na medida que o nu´meros de cidades cresce (sem contar a cidade inicial), o
ca´lculo torna-se impratica´vel em um computador, devido a ordem de grandeza do
nu´mero de cidades, o qual correspondera´ ao nu´mero de permutac¸o˜es do nu´mero de
cidades, que redundara´ no ca´lculo do fatorial do nu´mero de cidades, menos a cidade
de origem. Isto e´, fatorial de (n − 1) cidades.
Em muitas situac¸o˜es podemos nos defrontar com o fato de na˜o sabermos se existe
ou na˜o soluc¸a˜o para um problema. Ou seja:
... antes mesmo de procurar uma soluc¸a˜o, saber se ela pode existir ou
na˜o.
Se pudermos provar que uma soluc¸a˜o existe, na˜o significa que encontramos a
soluc¸a˜o, mas simplesmente que temos uma chance em potencial para encontra´-la.
Vejamos o Problema do Caixeiro Viajante. A medida que o nu´mero de cidades
cresce, o acre´scimo no tempo de processamento e´ brutal. O problema e´ facilmente
resolvido para um nu´mero pequeno de cidades, digamos 4. Caso, sejam 5, mesmo
sem um computador podemos encontrar o melhor caminho. Mas, quando o tempo
de processamento passa de um func¸a˜o polinomial para uma func¸a˜o exponencial, o
tempo de processamento que era, digamos, de milisegundos pode passar para anos.
Por isto, “na˜o e´ possivel, na pra´tica, resolver um problema em tempo
exponencial. Assim, temos um problema que e´ computa´vel, mas que na
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pra´tica, na˜o e´ possivel resolveˆ-lo com computadores”.
Uma expressa˜o e´ satisfat´ıvel se existe alguma atribuic¸a˜o de valores as varia´veis, que
faz toda a expressa˜o verdadeira.
Em 1971, Stephen Cook publica o primeiro problema NP-completo: o problema
da satisfabilidade booleana. Na teoria da complexidade computacional, o teorema de
Cook-Levin, tambe´m conhecido como teorema de Cook, afirma que o problema
de satisfatibilidade booleana e´ NP-completo. Isto quer dizer que, qualquer pro-
blema em NP pode ser reduzido em tempo polinomial por uma ma´quina de Turing
determin´ıstica para o problema de determinar se uma fo´rmula booleana e´ satisfat´ıvel.
Figura 102 – Stephen Cook - O primeiro problema NP-Completo.
Fonte: Google Images - amturing.acm.org.
Uma importante consequeˆncia desse teorema e´ que se existe um algoritmo de tempo
polinomial para resolver a satisfatibilidade, enta˜o existe um algoritmo de tempo
polinomial para resolver todos os problemas em NP (Nondeterministic Polinomial
Time). Crucialmente, o mesmo acontece para qualquer problema NP-completo.
A questa˜o, se tal algoritmo existe, e´ chamada de Problema P versus NP e
esse e´ amplamente considerado o mais importante problema sem soluc¸a˜o da teoria
da computac¸a˜o. O teorema e´ atribu´ıdo a Stephen Cook e Leonid Levin.
Richard Manning Karp (1935) e´ um cientista da computac¸a˜o e teo´rico com-
putacional da Universidade da California, Berkeley, reconhecido pela sua pesquisa
sobre teoria dos algoritmos, pelo qual recebeu um Preˆmio Turing em 1985, Me-
dalha Benjamin Franklin em Computac¸a˜o e Cieˆncia Cognitiva em 2004, e
o Preˆmio Kyoto em 2008.2
Em 1972, Karp propo˜e a notac¸a˜o usada em complexidade computacional. Em
particular, a classe de problemas P que podem ser resolvidos em tempo polinomial.
Karp fez a identificac¸a˜o da computabilidade em tempo polinomial com a noc¸a˜o
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intuitiva da eficieˆncia do algoritmo, e, mais nota´vel, contribuic¸o˜es para a teoria da
NP-completo. Karp introduziu a metodologia padra˜o atual para provar que pro-
blemas sa˜o NP-completos o que levou a` identificac¸a˜o de muitos outros problemas
pra´ticos e teo´ricos como sendo de dificuldade computacional.
Figura 103 – Richard Karp - A notac¸a˜o para a complexidade computacional.
Fonte: Google Images - www.nae.edu.
Em 1972, Karp tambe´m publica uma lista de 21 problemas NP-completo, mos-
trando a importaˆncia da a´rea. O conceito de NP-completo foi desenvolvido do
final dos anos 60 ao comec¸o dos anos 70 em pesquisas nos Estados Unidos e Unia˜o
Sovie´tica. Nos, EUA em 1971, Stephen Cook publicou o documento “The com-
plexity of theorem proving procedures”, na confereˆncia de procedimentos da rece´m
fundada ACM Symposium on Theory of Computing. O documento subsequente
de Richard Karp, “Reducibility among combinatorial problems”, gerou um novo
interesse no documento de Cook criando a lista dos 21 problemas NP-completos.
Stephen Cook e Richard Karp receberam um Preˆmio Turing por esse trabalho.
10.4 A Complexidade de Problemas
Problemas intrata´veis ou dif´ıceis sa˜o comuns na natureza e nas a´reas do conhecimento.
Problemas podem ser classificados em:
• “fa´ceis” (trata´veis): resolvidos por algoritmos polinomiais.
• “dif´ıceis”intrata´veis): os algoritmos conhecidos para resolveˆ-los sa˜o exponenci-
ais.
Complexidade de tempo da maioria dos problemas e´ polinomial ou exponen-
cial.
Caracterizando um problema:
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• Conjunto de paraˆmetros (definic¸a˜o das instaˆncias).
• Conjunto de propriedades (restric¸o˜es do problema).
Tamanho das instaˆncias - Quantidade de bits necessa´ria para representar as instaˆncias
em computadores digitais. A questa˜o e´:
“extbfQual o nu´mero de computac¸o˜es (operac¸o˜es em bits) necessa´rias para se obter a
melhor soluc¸a˜o (soluc¸a˜o o´tima)?”
10.5 A arte de programar de Donald Knuth
De formac¸a˜o matema´tica, vale a pena terminarmos este cap´ıtulo, enfatizando o
trabalho de Knuth. Donald Ervin Knuth (1938-) e´ um cientista computacional
de renome e professor eme´rito da Universidade de Stanford. E´ o autor do livro
The Art of Computer Programming, uma das principais refereˆncias da Cieˆncia da
Computac¸a˜o. Ele praticamente criou o campo ana´lise de algoritmos e fez muitas das
principais contribuic¸o˜es a va´rios ramos da teoria da computac¸a˜o. Ele tambe´m criou
o sistema tipogra´fico TEX, o sistema de criac¸a˜o de fontes METAFONT.
Donald E. Knuth na˜o e´ somente Professor Eme´rito de The Art of Computer
Programming na Universidade de Stanford, tambe´m e´ autor do multi-volume work-
in-progress The Art of Computer Programming, atualmente em quatro volumes,e´
membro da Academia Americana de Artes e Cieˆncias, da Academia Nacional de
Cieˆncias e da Academia Nacional de Engenharia. Ao contra´rio de muitos outros
portadores de um nu´mero semelhante de t´ıtulos de prest´ıgio e livros publicados, ele
e´, hoje, possivelmente a u´nica legenda viva entre os investigadores em Cieˆncia da
Computac¸a˜o.
Figura 104 – Knuth - The Art of Computer Programming.
Fonte: Google Images - www-cs-faculty.stanford.edu.
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Apesar da opinia˜o de alguns, software livre existia muito antes de Projeto GNU.
Ale´m disso, o atual software livre/aberto e´ amplamente baseado no que veio antes
dele. O Professor Donald Knuth e´ um dos maiores contribuintes para este conjunto
de conhecimentos. Ale´m disso, os programas livres sa˜o ta˜o bons, como os algoritmos
que eles esta˜o usando. E´ de se rejeitar que suas contribuic¸o˜es para o movimento do
software livre como irrelevantes como “combatente da liberdade de software profis-
sional”. Richard Stallman (ver Slashdot / 2nd Annual Fundac¸a˜o Software
Livre Awards) foi pelo menos desrespeitoso, esquecendo o fato de que TeX e´ um dos
mais importantes programas de software livre ja´ escrito. Tanto e´ verdade, que toda a
indu´stria tipogra´fica mundial acabou por adotar TeX, como a base para seus produtos.
Apesar da explosa˜o da informac¸a˜o em Cieˆncia da Computac¸a˜o, o Professor Knuth
ainda esta´ tentando terminar a sua monumental The Art of Computer Programming,
uma enciclope´dia escrita por um autor de algoritmos e Cieˆncia da Computac¸a˜o. Isso
realmente faz com que ele seja o u´ltimo homem do per´ıodo renascentista da Cieˆncia
da Computac¸a˜o. Ele e´ um dos poucos que conseguiu fazer contribuic¸o˜es para um
espectro muito diversificado de temas de Cieˆncia da Computac¸a˜o. Entre eles:
• Escreveu um dos primeiros compiladores Algol compactos com a idade de 22
anos (1960).
• Obteve 1271 d´ıgitos da constante de Euler, usando a soma de Euler-Maclaurin
(1962).
• Projetou a linguagem de simulac¸a˜o SOL.
• Sugeriu o nome “Backus-Naur Form” (a notac¸a˜o BNF para descrever grama´ticas)-
(1964).
• Introduziu e refinou o algoritmo de ana´lise sinta´tica LR (ver Knuth, DE 1965.
“Sobre a Traduc¸a˜o de L´ınguas da esquerda para a direita”, Information and
Control, Vol. 8, pp. 607-639. O primeiro trabalho sobre LR ana´lise.)
• Publicou o primeiro volume de The Art of Computer Programming com a idade
de 30 anos (1968). Seus treˆs volumes de The Art of Computer Programming
(1968, 1969 e 1973) desempenharam um papel importante no estabelecimento e
definic¸a˜o de Cieˆncia da Computac¸a˜o como uma disciplina rigorosa, intelectual.
• Publicou seu trabaho inovador “Um estudo emp´ırico dos programas de Fortran.”
(Software — pra´tica e experieˆncia, vol 1, pa´ginas 105-133, 1971), que lanc¸ou a
pedra fundamental de um estudo emp´ırico de linguagens de programac¸a˜o.
• Teve a contribuic¸a˜o crucial para o debate de programac¸a˜o sobre a “Programac¸a˜o
estruturada sem goto”, que foi um golpe decisivo para os fundamentalistas
de programac¸a˜o estruturada liderados por Edsger Dijkstra, publicando um
artigo com programac¸a˜o estruturada em ACM Computing Survey. 6 (4): 261-301
(1974).
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• Projetou e escreveu os sistemas de documentac¸a˜o TeX e Metafont (escrito
em WEB para Pascal). Knuth desenvolveu a primeira versa˜o do TeX em
1971-1978, a fim de evitar problemas com diagramac¸a˜o da segunda edic¸a˜o
de seus volumes TAOCP. O programa provou popular e ele produziu uma
segunda versa˜o (em 1982), que foi a base do que usamos hoje. Todo o texto do
programa foi publicado em seu livro O Livro Dida´tico (Addison-Wesley, 1984,
ISBN 0-201-13447-0, paperback ISBN 0-201-13448-9).
• Inventou va´rios algoritmos importantes, incluindo algoritmo LR ana´lise e o
algoritmo Knuth-Morris-Pratt de busca de strings (1977).
• Teve contribuic¸a˜o crucial para dissipar a mitologia sobre a “prova de correc¸a˜o”:
Here is his famous citation about correctness proofs : On March 22, 1977, as I
was drafting Section 7.1 of “The Art of Computer Programming”, I read four
papers by Peter van Emde Boas that turned out to be more appropriate for
Chapter 8 than Chapter 7. I wrote a five-page memo entitled “Notes on the van
Emde Boas construction of priority deques: An instructive use of recursion”
and sent it to Peter on March 29 (with copies also to Bob Tarjan and John
Hopcroft). The final sentence was this: “Beware of bugs in the above code;
I have only proved it correct, not tried it.”
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Modelos de Computac¸a˜o em
Grafos
E
ste cap´ıtulo tem por objetivo apresentar as estruturas matema´ticas mais impor-
tantes para modelar sistemas de computac¸a˜o. O cap´ıtulo da´ eˆnfase a`s estruturas
baseadas em grafos orientados e suas diversas variantes, tais como, um sistema de
transic¸a˜o rotulado, uma ma´quina de estados finito, os autoˆmatos finitos e as redes
de Petri. Estas estruturas sa˜o ba´sicas e u´teis para a construc¸a˜o de ferramentas de
computac¸a˜o e formam o modelo-base para determinados me´todos formais que tem
linguagens textuais, mas que descrevem exatamente como o modelo-base funciona.
O desenvolvimento de algoritmos para manipular grafos e´ um tema importante para
a Cieˆncia da Computac¸a˜o.
As seguintes abreviac¸o˜es sa˜o consideradas neste cap´ıtulo: Grafos orientados (G),
Ma´quinas de Estados Finito (MEF), Autoˆmatos Finito Determin´ısticos
(AFD), Autoˆmatos Finito Na˜o-Determin´ısticos (AFND), A´rvores (A) e Re-
des de Petri (RP). Todas estas estruturas sa˜o matema´ticas, muito importantes
para a Cieˆncia da Computac¸a˜o, e podem ser implementadas num computador
usando-se alguma linguagem de programac¸a˜o. Na realidade, um programa de compu-
tador e´ um autoˆmato finito, determin´ıstico ou na˜o-determin´ıstico. E existem algumas
boas ferramentas em sites (CPN Tools, PIPE2 Tool, etc) para se modelar, simular e
analisar sistemas concorrentes e paralelos atrave´s de Redes de Petri como mostradas
neste cap´ıtulo.
11.1 A Teoria dos Grafos
Como em Deo (1974), o problema da pontes de Ko¨nigsberg e´ talvez o exemplo
mais bem conhecido em teoria dos grafos. E´ um problema de londa data proposto
por Leonhard Euler, em 1736. Leonhard Paul Euler (1707-1783) foi um grande
matema´tico e f´ısico Su´ıc¸o de l´ıngua Alema˜ que passou a maior parte de sua vida na
Ru´ssia e na Alemanha. Euler e´ considerado um dos mais proeminentes matema´ticos
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do se´culo XVIII, e foi um dos mais prol´ıficos matema´ticos. Calcula-se que toda a
sua obra reunida teria entre 60 e 80 volumes.
Figura 105 – Leonhard Euler - O originador da teoria dos grafos em 1736.
Fonte: Graph Theory with Applications to Engineering and Computer Science, Deo (1974).
Euler, escreveu a primeira publicac¸a˜o em teoria dos grafos e assim tornou o originador
da teoria, bem como do restante da topologia. O problema e´ descrito na Figura 106.
Sa˜o duas ilhas C e D , formadas por Pregel River in Ko¨nigsberg (enta˜o, a capital da
East Prussia, agora renomeada Kaliningrad na West Russia) que foram conectadas e
as suas margens A e B com sete pontes, como mostrado na Figura 106. O problema
e´ iniciar em qualquer das 4 a´reas da cidade: A, B , C ou D , caminhar sobre cada das
sete pontes exatamente uma vez, e retornar ao ponto de partida (sem nada atrave´s
do rio).
Figura 106 – O problema das sete pontes de Ko¨nigsberg.
Fonte: Graph Theory with Applications to Engineering and Computer Science, Deo (1974).
Euler representou esta situac¸a˜o por meio de um grafo, como mostrado na Figura
107. Os ve´rtices representam as a´reas de terra e o arcos representam as pontes. Euler
provou que uma soluc¸a˜o para este problema, na˜o existe.
O problema das pontes de Ko¨nigsberg e´ o mesmo problema de desenhar figuras sem
tirar a caneta do papel e sem retrac¸ar uma linha.
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Figura 107 – O grafo do problema das sete pontes de Ko¨nigsberg.
Fonte: Graph Theory with Applications to Engineering and Computer Science, Deo (1974).
11.1.1 Grafos na˜o-orientados
Um grafo G = (V ,E ) consiste de um conjunto de objetos V = {v1, v2, . . .} chamados
ve´rtices, e um utro conjunto E = {e1, e2, . . .}, cujos elementos sa´o chamados arcos,
tais que cada arco ek e´ identificado com um par na˜o-ordenado (vi , vj ) de ve´rtices.
A mais comum representac¸a˜o de um grafo e´ por meio de um diagrama, no qual
os ve´rtices sa˜o representados por pontos e cada arco, como um segmento de linha
ligando ve´rtices. A Figura 108, por exemplo, e´ um grafo. Observe que esta definic¸a˜o
permite um arco ser associado com um par de ve´tices (vi , vi). Este caso e chamado
um “self-loop”, as vezes chamado um “loop”. Em aplicac¸o˜es da teoria de redes
ele´tricas, um “loop” tem significado diferente de “self-loop”, e para evitar confusa˜o,
neste contexto chamaremos de “self-loop”, como em Deo (1974).
Figura 108 – Exemplo de um grafo na˜o-orientado.
Fonte: Graph Theory with Applications to Engineering and Computer Science, Deo (1974).
Para mostrar a relac¸a˜o da estrutura de um grafo com a teoria da matrizes, observe a
matriz do grafo na Figura 109. A matriz e´ chamada de matriz de incideˆncia.
11.1.2 Grafos Orientados
Definic¸a˜o (Grafo Orientado) - Como em Deo (1974), um grafo orientado e´ uma
estrutura matema´tica consistindo de um conjunto de N e uma relac¸a˜o bina´ria A
sobre N . Os elementos de N sa˜o chamados nodos ou ve´rtices do grafo, e os membros
de A sa˜o chamados arcos. A e´ referida como uma relac¸a˜o adjacente e y e´ dito ser
adjacente a x quando [x , y ] ∈ A. Um exemplo esta´ na Figura 110 como em Sudkamp
(1988).
Em um grafo orientado, um caminho de comprimento n de um nodo x para um
nodo y e´ uma sequeˆncia de nodos x0, x1, ..., xn , satisfazendo:
1. xi e´ adjacente a xi−1, para i = 1, 2, ..., n
2. x = x0
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Figura 109 – Exemplo de matriz de um grafo orientado.
Fonte: Graph Theory with Applications to Engineering and Computer Science, Deo (1974).
3. y = xn
O nodo x e´ o nodo inicial do caminho e y e´ o nodo terminal. Existe um caminho de
comprimento zero de qualquer nodo para ele pro´prio, chamado de caminho nulo.
Um caminho de comprimento 1 ou mais, que comec¸a e finaliza no mesmo nodo e´
chamado de um ciclo. Um ciclo e´ simples se ele na˜o conte´m um subcaminho que
seja um ciclo.
Um grafo orientado contendo pelo menos um ciclo e dito ser um grafo c´ıclico.
Um grafo sem nenhum ciclo e´ dito ser ac´ıclico.
Figura 110 – Exemplo de um grafo orientado.
Fonte: Languages and Machines: An Introduction to Theory of Computer Science Sudkamp (1988).
Definic¸a˜o (Grafo Orientado Rotulado)
Um grafo orientado rotulado e´ uma estrutura G = (N ,L,A), onde L e´ o con-
junto dos ro´tulos e A e´ a relac¸a˜o sobre N ×N ×L. Um elemento [x , y , r ] pertencente
a A e´ um arco de x a y , rotulado por r . O ro´tulo de um arco especifica a relac¸a˜o
entre nodos adjacentes. Ro´tulos sobre um grafo G , correspondentes a arcos, podem
representar, distaˆncias, custos ou alguma grandeza importante para a utilizac¸a˜o do
grafo. A Figura 111 mostra um segundo exemplo de um grafo orientado, mas neste
caso, um grafo rotulado, como em Deo (1974).
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Figura 111 – Exemplo de um grafo orientado e rotulado.
Fonte: Graph Theory with Applications to Engineering and Computer Science, Deo (1974).
11.2 A´rvores Ordenadas
Uma outra estrutura matema´tica muito utilizada na Cieˆncia da Computac¸a˜o e´ uma
a´rvore ordenada, ou simplesmente uma a´rvore, um grafo orientado ac´ıclico no qual
cada nodo e´ conectado por um u´nico caminho, a partir de um nodo distinguido
chamado nodo raiz da a´rvore. Um nodo raiz tem grau-de-entrada zero e todos os
outros nodos tem grau-de-entrada 1.
Definic¸a˜o (A´rvore)
Uma a´rvore T e´ uma estrutura T = (N ,A, r), onde N e´ o conjunto de nodos,
A e´ a relac¸a˜o entre nodos adjacentes, e r , r ∈ N e´ o nodo raiz da a´rvore.
A Figura 112 representa uma a´rvore ordenada: uma a´rvore gerada a partir do
seu nodo-raiz, como em Sipser (2011).
Figura 112 – O exemplo de um grafo que e´ uma a´rvore.
Fonte: Introduc¸a˜o a` Teoria da Computac¸a˜o, Sipser (2011).
Um nodo y e´ chamado um filho de um nodo x , e x e´ pai do nodo y , se y e´ adjacente
a x . A relac¸a˜o de adjaceˆncia e´ uma ordem sobre o filho de qualquer nodo. Quando
uma a´rvore e´ desenhada, esta ordenac¸a˜o e´ geralmente indicada pela listagem dos
filhos de um nodo, em uma ordem da esquerda para a` direita. Na Figura 112, a
ordem dos filhos do nodo q1 em T e´ q1, q2 e q3.
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Um nodo com grau-de-sa´ıda zero e´ chamado folha (em ingleˆs, leaf ). Todos os
outros nodos, que na˜o sa˜o folhas, sa˜o referidos como nodos internos a` a´rvore.
A profundidade (em ingleˆs, depth) do nodo raiz e´ zero. A profundidade de qualquer
outro nodo e´ a profundidade de seu pai, mais 1. A profundidade de uma a´rvore e´ a
ma´ximo das profundidades dos nodos na a´rvore.
Um nodo y e´ chamado um descendente de um nodo x , e x um ancestral de y ,
se existe um caminho de x para y . Com esta definic¸a˜o, cada nodo e´ ancestral e des-
cendente dele pro´prio. Ancestral e descedeˆncia sa˜o relac¸o˜es que podem ser definidas
recursivamente, usando a relac¸a˜o de adjaceˆncia sobre N × N . O ancestral comum
mı´nimo de dois nodos x e y e´ um ancestral de ambos e um descendente de toso os
outros ancestrais. O ancestral comum mı´nimo de x10 e x11 e´ x5, de x10 e x6 e´ x2 e
de x10 e x14 e´ o nodo raiz x1.
Uma sub-a´rvore de um a´rvore T e´ um subgrafo de T que e´ uma a´rvore. O
conjunto de nodos descendentes de um nodo x e a restric¸a˜o da relac¸a˜o de adjaceˆncia
para este conjunto, formam uma su-a´rvore com raiz x .
A ordenac¸a˜o de nodos irma˜os (em ingleˆs, siblings) numa a´rvore T pode ser es-
tendida atrave´s da relac¸a˜o LEFTOF sobre N × N . A relac¸a˜o LEFTOF tenta
capturar a propriedade de um nodo estar a` esquerda de um outro, no diagrama da
a´rvore. Para dois nodos x e y , nenhum dos quais e´ ancestral do outro, a relac¸a˜o
LEFTOF e´ definida em termos das sub-a´rvores geradas pelo ancestral comum
mı´nimo dos nodos. Por exemplo, seja z um ancestral comum mı´nimo de dpois nodos
x e y . E sejam z1, z2, ..., zn ser os filhos de z em sua ordem correta. Enta˜o x esta´
na sub-a´rvore gerada por um dos filhos de z , chamado zi . Similarmente, y esta´ na
sub-a´rvore gerada por zj , para algum j . Visto que z e´ ancestral comum mı´nimo
de x e y , i 6= j . Se i < j , enta˜o LEFTOF (x , y), o que significa que x esta´ a` es-
querda de y . De outro modo, i > j , enta˜o LEFTOF (y , x ), o que significa que y e´ que
esta´ a` esquerda de x . Com esta definic¸a˜o, nenhum nodo e´ LEFTOF de seus ancentrais.
A relac¸a˜o LEFTOF pode ser usada para ordenar o conjuntos das folhas de uma
a´rvore. A fronteira (em ingleˆs, frontier)de um a´rvore e´ constru´ıda das folhas, na
ordem gerada pela relac¸a˜o LISTOF . Na Figura 112, a fronteira de T e´ a sequeˆncia
dos nodos q1, q3 e q4.
11.3 Sistemas de Transic¸o˜es Rotulados
Com um grafo orientado rotulado, pode-se definir um sistema de transic¸a˜o rotu-
lado LTS - Labelled Transition System - Milner (1989), como uma tripla:
LTS = (S ,T ,
{
t→: t ∈ T
}
)
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o qual consiste de um conjunto S de expresso˜es de comportamento, um conjunto
T de ro´tulos de transic¸o˜es e uma relac¸a˜o de transic¸a˜o
t→⊆ S × S para cada t ∈ T .
Neste sistema de transic¸a˜o rotulado, como em Milner (1989), tomamos S ser um
conjunto de expresso˜es de comportamento de agentes, T ser o conjunto Act das
ac¸o˜es (externas e internas) de um sistema computacional, e a definic¸a˜o de cada
transic¸a˜o
t→. Esta definic¸a˜o permite a estrutura de expresso˜es de comportamento, a
qual define as transic¸o˜es de cada agente composto, em termos das transic¸o˜es de seus
componentes, e e´ apropriada quando se trabalha com expresso˜es de comportamneto
externo de um sistema.
Nesta estrutura matema´tica de um LTS , expresso˜es de comportamento de agentes,
como em CCS (Calculus of Communicating System) de Robin Milner, sa˜o descri-
tas sobre um conjunto de expresso˜es de agentes (E ,F , ...) e operadores sobre essas
expresso˜es de agentes, tais como:
1. α.E , um prefixo (α ∈ Act).
2.
∑
i∈I Ei , operador + de escolha determin´ıstica, onde i e´ um ı´ndice num conjunto
de indexac¸a˜o I .
3. E1 | E2, uma composic¸a˜o paralela de expresso˜es de agentes, que tem a semaˆntica
da sincronizac¸a˜o dos agentes envolvidos.
4. E  L, uma restric¸a˜o, onde L e´ um subconjunto de ac¸o˜es externas e internas.
5. E [f ], uma expressa˜o de rerotulac¸a˜o de ac¸o˜es, onde f e´ uma func¸a˜o de rero-
tulac¸a˜o.
11.4 MEF - Ma´quina de Estados Finitos
Uma outra utilizac¸a˜o de um grafo orientado e´ na definic¸a˜o de uma Ma´quina
de Estados Finitos Sudkamp (1988), que e´ a definic¸a˜o formal de uma ma´quina,
abstraindo-se do hardware envolvido na operac¸a˜o de uma ma´quina, mas, ao contra´rio,
com a descric¸a˜o das operac¸o˜es internas, de como uma ma´quina processa suas entra-
das. Entradas correspondem aos eventos (ac¸o˜es) externos e eventos internos (ac¸o˜es
internas) provenientes dos usua´rios de uma ma´quina. Por exemplo, o que ocorre num
ma´quina de terminal eletroˆnico de um banco, que realiza as operac¸o˜es financeiras de
usua´rios do banco.
O projeto de uma ma´quina deve representar simbolicamente cada dos componentes
da ma´quina. A entrada para a ma´quina abstrata e´ uma cadeia de s´ımbolos (string). O
grafo orientado rotulado, conhecido como diagrama de estados e´ frequentemente
usado para representar as transformac¸o˜es do estado interno da ma´quina. Os nodos
do diagrama de estados sa˜o os estados da ma´quina. O estado da ma´quina no in´ıcio de
uma computac¸a˜o e´ designado por um estado inicial. A partir de um estado inicial,
uma sequeˆncia de estados, durante o processamento, definem uma computac¸a˜o
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da ma´quina, que termina num estado (final da computac¸a˜o) quando a ma´quina
pa´ra, ou volta ao seu estado inicial, como em muitos sistemas de computac¸a˜o atuais.
Ma´quinas de estados finitos (MEF) sa˜o os cidada˜os de primeira classe da teoria dos
autoˆmatos, que define um autoˆmato finito como um modelo matema´tico usado
para representar programas de computadores ou circuitos lo´gicos. Autoˆmatos finitos
podem ser determin´ısticos ou na˜o-determin´ısticos.
11.4.1 AFD - Autoˆmato Finito Determin´ıstico
A ana´lise de sistemas de computac¸a˜o reais, pode requerer separar os fundamentos
do projeto de uma ma´quina, dos detalhes de implementac¸a˜o. A descric¸a˜o indepen-
dente da implementac¸a˜o e´ frequentemente referida como um ma´quina abstrata.
Um grafo orientado pode introduzir uma classe de ma´quinas abstratas cujas
computac¸o˜es podem ser usadas para determinar a “aceitabilidade” de cadeias de
s´ımbolos (strings), que sa˜o entradas para a ma´quina abstrata. Assim, pode-se definir
o que e´ um Autoˆmato Finito, como em Sudkamp (1988).
Definic¸a˜o (Autoˆmato Finito Determin´ıstico)
Um Autoˆmato Finito Determin´ıstico (AFD) e´ uma qu´ıntupla M = (Q ,Σ, δ, q0,F ),
onde Q e´ um conjunto finito de estados, Σ e´ um conjunto finito chmado alfabeto,
q0 e´ estado distinguido conhecido como estado inicial, F e´ um subconjunto de Q
(F ⊆ Q) chamado de estados finais e δ e´ uma func¸a˜o total, δ : Q×Σ→ Q , conhecida
com uma func¸a˜o de transic¸a˜o de estados.
Um exemplo dado em Sipser (2011), de um AFD - Autoˆmato Finito Determin´ıstico
pode ser visto na Figura 113.
Figura 113 – AFD - Uma ma´quina de cinco estados.
Fonte: Introduc¸a˜o a` Teoria da Computac¸a˜o Sipser (2011).
No caso de um autoˆmato finito na˜o-determin´ıstico (AFND), na definic¸a˜o formal
de autoˆmato, a func¸a˜o de transic¸a˜o δ e´ uma func¸a˜o total, δ : Q × Σ→ P(Q). Um
exemplo de um AFND, dado em Sipser (2011), pode ser visto na Figura 114. Note
que no estado inicial, a cadia vazia  pode conduzir a execuc¸a˜o do autoˆmato para
dois estados distintos.
Ma´quinas de estado finito podem modelar um grande nu´mero de problemas, entre
os quais, em computac¸a˜o para descrever as grama´ticas das linguagens formais, em
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Figura 114 – AFND - Uma ma´quina na˜o-determin´ıstica.
Fonte: Introduc¸a˜o a` Teoria da Computac¸a˜o Sipser (2011).
automac¸a˜o, o projeto eletroˆnico de sistemas, o projeto de protocolos de comunicac¸a˜o,
a ana´lise e outras aplicac¸o˜es de engenharia. Autoˆmatos finitos sa˜o, por vezes, uti-
lizadas para descrever as grama´ticas das linguagens formais usadas na Cieˆncia da
Computac¸a˜o.
11.5 Te´cnicas de Modelagem Matema´tica de Sistemas
Diversas te´cnicas de modelagem matema´tica de sistemas de computac¸a˜o tem sido
propostas. O que essas te´cnicas tem em comum e´ que usam um modelo-base que
consiste de um dos tipos de grafo apresentados nas sec¸o˜es anteriores. Um modelo-base,
apresentado na forma gra´fica, pode ser descrito num estilo menos abstrato atrave´s
de uma linguagem gra´fica. Uma linguagem textual, que pode ser um linguagem
matema´tica, define o me´todo formal usado para especificar sistemas. Em Barroca
(1992) e´ apresentada uma classificac¸a˜o dessas te´cnicas.
1. Te´cnicas Baseadas em Modelos - Fornecem uma descric¸a˜o abstrata impl´ıcita,
textual, sobre estados e operac¸o˜es que transforma os estados. Por exemplo:
• Z Notation Spivey (1989) - Tendo um modelo-base como uma ma´quina
de estados finito, sem apresentar uma forma expl´ıcita para especificar
concorreˆncia.
• Object Z Smith (2000) Duke (2000)- Tendo um modelo-base como uma
ma´quina de estados finitos, apresenta uma forma expl´ıcita de especificar
concorreˆncia.
• Zag (Z with agents) Sobral (1996) - Tendo um modelo-base como uma
ma´quina de estados finitos, apresenta um forma expl´ıcita de especificar
concorreˆncia, baseada em CCS Milner (1989), Z Notation Spivey (1989) e
Lo´gica Temporal Vasconcelos (1989).
2. Te´cnicas Baseadas em A´lgebra de Processos - Tem como modelo-base um
sistema de transic¸a˜o rotulado e fornecem uma descric¸a˜o abstrata, textual,
usando expresso˜es de comportamento dos processos componentes da arquitetura
do sistema sendo especificado; apresentam forma expl´ıcita para especificar
concorreˆncia, como por exemplo: CSP Hoare (1985), CCS Milner (1989).
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3. Te´cnicas Baseadas em Lo´gicas - Tendo um modelo-base impl´ıcito de uma
ma´quina de estados finitos, que numa linguagem de uma lo´gica, especifica
propriedades de sistemas; uma variedade desta te´cnica tem sido propostas, onde
se analisam as relac¸o˜es entre estados impl´ıcitos, relac¸o˜es temporais ou relac¸o˜es
causais, como por exemplo, respectivamente, em Lo´gica dos Predicados, Lo´gica
Temporal ou Lo´gica Modal de Ac¸o˜es Goldbaltt (1982).
4. Te´cnicas Baseadas em Redes - Tendo um modelo-base impl´ıcito de uma ma´quina
de estados finitos, que numa linguagem gra´fica, modelam o fluxo da execuc¸a˜o
de um sistema, descrevendo a mudanc¸a de um conjunto de estados (um de-
terminado lugar) para outro conjunto de estados (outro lugar), atrave´s de
transic¸o˜es, podendo especificar explicitamente a concorreˆncia, como no caso
das Redes de Petri Peterson (1981).
11.6 Redes de Petri
Focalizaremos, agora, uma te´cnica que forma um rede explicitada como um grafo:
as Redes de Petri, Conforme MACIEL (1996), a teoria inicial foi, primeiramente,
apresentada por Carl Adam Petri em 1962, como sua tese de doutorado, da Faculdade
de Matema´tica e F´ısica da Universidade de Darmstadt, Alemanha Ocidental. A
partir da´ı, o trabalho de Petri atraiu a atenc¸a˜o de muitos outros pesquisadores que
desenvolveram a teoria matema´tica. Diversos trabalhos surgiram criando variantes
do modelo original, tais como, redes de Petri predicado-ac¸a˜o, rede de Petri predicado-
transic¸a˜o, redes de Petri temporizadas, redes de Petri estoca´sticas e redes de Petri
coloridas. Para todas estas variantes existem ferramentas implementadas, muito u´teis
quando se deseja analisar uma rede de Petri. Durante uma ana´lise, falas de sistemas
podem ser detectadas antes da implementac¸a˜o ser feita.
Redes de Petri e´ uma ferramenta para estudo de sistemas de computac¸a˜o. E´ conside-
rada um me´todo formal consolidado, que segue o estilo de linguagem gra´fica para
especificac¸a˜o e verificac¸a˜o de propriedades de sistemas concorrentes ou paralelos,
e, deste modo, validando uma especificac¸a˜o antes de uma implementac¸a˜o do sis-
tema. A teoria de Petri permite sistemas serem modelados como uma representac¸a˜o
matema´tica do sistema. Assim, podem revelar informac¸a˜o sobre a estrutura e com-
portamento dinaˆmico do sistema modelado. Essa informac¸a˜o pode ser usada para
avaliar o modelo do sistema e sugerir melhoramentos no modelo antes de imple-
menta´-lo. Desta forma, Redes de Petri se aplicam a` modelagem e projeto de sistemas
Peterson (1981). O formalismo e´ baseado na Bag Theory, uma extensa˜o da Teoria
dos Conjuntos (Set Theory), em que cada bag consiste de um conjunto com elemen-
tos repetidos, ao contra´rio do que e´ um conjunto, que na˜o tem repetic¸a˜o de elementos.
Definic¸a˜o (O que e´ uma Rede de Petri)
Uma estrutura de rede de Petri, C , e´ uma tupla, C = (P ,T , I ,O), onde P =
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{p1, p2, ...,Pn} e´ um conjunto finito de , n ≥ 0. T = {t1, t2, ..., tm} e´ um con-
junto finito de transic¸o˜es, m ≥ 0. O conjunto de lugares e trnasic¸o˜es sa˜o disjuntos,
P
⋂
T = φ. I : T → P∞ e´ a func¸a˜o-entrada, mapeando de transic¸o˜es para bag de
lugares. O : T → P∞ e´ a func¸a˜o-sa´ıda, um mapeamento de transic¸o˜es para bags de
lugares. Peterson (1981). A cardinalidade de P e´ n. E a cardinalidade de T e´ m. Um
elemento arbitra´rio de P (um lugar) e´ pi , i = 1, ..., n e um elemnto arbitra´rio de T e´
tj , j = 1, ...,m.
Como explicado em Peterson (1981), um lugar pi e´ um lugar de entrada de um
transic¸a˜o tj , se pi ∈ I (Tj ); pi e´ um lugar de sa´ıda, se pi ∈ O(tj ). As entradas e as
sa´ıdas de uma transic¸a˜o sa˜o bags de lugares. O uso de bags, ao contra´rio de conjuntos,
para entradas e sa´ıdas de uma transic¸a˜o permite um lugar ser de mu´ltipla entrada
e de mu´ltipla saida de uma transic¸a˜o. A multiplicidade de um lugar de entrada pi
para uma transic¸a˜o tj e´ o nu´mero de ocorreˆncias do lugar na bag de entrada da
transic¸a˜o, #(pi , I (tj )). Similarmente, a multiplicidade de um lugar de sapida pi para
uma transic¸a˜o tj e´ o nu´mero de ococrreˆncias do lugar na bag de sa´ıda da transic¸a˜o
tj , #(pi ,O(tj )), as func¸o˜es de entrada e sa´ıda sa˜o conjuntos (ao contra´rio do bags),
enta˜o a multiplicidade de cada lugar e´ zero ou 1.
As func¸o˜es de entrada e sa´ıda podem ser estendidas para mapear lugares em bags de
transic¸o˜es, em adic¸a˜o, a mapear transic¸o˜es em bags de lugares. Em Peterson (1981),
e´ definido uma transic¸a˜o tj ser uma entrada de um lugar pi , se pi e´ uma sa´ıda de tj .
E uma transic¸a˜o tj e´ uma sa´ıda de lugar pi , se pi e´ uma entrada de tj .
Definic¸a˜o (Estendida)
Estendemos a func¸a˜o de entrada I e a func¸a˜o de sa´ıda O , como em Peterson
(1981):
I : P → T∞ e O : P → T∞, de modo que:
#(tj , I (pi)) = #(pi ,O(tj )) e #(tj ,O(pi)) = #(pi , I (tj )).
Uma rede de Petri e´ um multigrafo, porque permite mu´ltiplos arcos de um nodo do
grafo para outro. Ale´m disso, visto que os arcos sa˜o orientados (dirigidos), uma rede
de Petri e´ um multigrafo orientado. Dado que o conjunto de nodos (ve´rtices) do grafo
pode ser particionado em dois conjuntos (lugares e transic¸o˜es), de modo que cada
arco e´ orientado de um elemento para um conjunto (lugar ou transic¸a˜o) para um
elemento de outro conjunto (transic¸a˜o ou lugar), este sera´ um multigrafo orientado
bipartite. Grafos para os exemplos dados, sa˜o desenhados logo a seguir cada exemplo.
No que segue, alguns exemplos de redes de Petri e seus respectivos grafos, sa˜o
mostrados como esta´ Peterson (1981).
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Exemplo 1 (Rede de Petri):
C = (P ,T , I ,O)
P = {p1, p2, p3, p4}
T = {t1, t2, t3, t4}
I (t1) = {p1} e O(t1) = {p2, p3, p5}
I (t2) = {p2, p3, p5} e O(t2) = {p5}
I (t3) = {p3} e O(t3) = {p4}
I (t4) = {p4} e O(t4) = {p2, p3}
Graficamente temos o seguinte grafo como na Figura 115:
Figura 115 – Rede de Petri equivalente a` estrutura do Exemplo 1.
Fonte: Petri Net Theory and The Modeling of Systems, Peterson (1981).
Exemplo 2 (Rede de Petri):
C = (P ,T , I ,O)
P = {p1, p2, p3, p4, p5, p6}
T = {t1, t2, t3, t4, t5}
I (t1) = {p1} e O(t1) = {p2, p3}
I (t2) = {p3} e O(t2) = {p3, p5, p5}
I (t3) = {p2, p3} e O(t3) = {p2, p4}
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I (t4) = {p4, p5, p5, p5} e O(t4) = {p4}
I (t5) = {p2} e O(t5) = {p6}
Graficamente, temos o seguinte grafo como na Figura 116:
Figura 116 – Rede de Petri equivalente a` estrutura do Exemplo 2.
Fonte: Petri Net Theory and The Modeling of Systems, Peterson (1981).
Exemplo 3 (Redes de Petri):
C = (P ,T , I ,O)
P = {p1, p2, p3, p4, p5, p6, p7, p8, p9}
T = {t1, t2, t3, t4, t5, t6}
I (t1) = {p1} e O(t1) = {p2, p3}
I (t2) = {p8} e O(t2) = {p1, p7}
I (t3) = {p2, p5} e O(t3) = {p6}
I (t4) = {p3} e O(t4) = {p4}
I (t5) = {p6, p7} e O(t5) = {p9}
I (t6) = {p4, p9} e O(t6) = {p5, p8}
Graficamente, teremos o seguinte grafo como na Figura 117:
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Figura 117 – Rede de Petri equivalente a` estrutura do Exemplo 3.
Fonte: Petri Net Theory and The Modeling of Systems, Peterson (1981).
11.6.1 Marcac¸a˜o nas Redes de Petri
Uma marcac¸a˜o µ e´ uma atribuic¸a˜o de tokens a lugares de uma rede de Petri. Assim,
como lugar e transic¸a˜o, o conceito de token e´ primitivo em Redes de Petri. Tokens
sa˜o atribu´ıdos e podem ser trazidos a residir em lugares de uma rede de Petri. O
nu´mero de tokens num determinado lugar pode variar durante a execuc¸a˜o de uma
rede. Tokens sa˜o usados para definir a execuc¸a˜o da rede.
Definic¸a˜o (Marcac¸a˜o)
Uma estrutura de rede de Petri, C , e´ uma tupla, C = (P ,T , I ,O), onde P =
{p1, p2, ...,Pn} e´ um conjunto finito de, n ≥ 0. T = {t1, t2, ..., tm} e´ um conjunto
finito de transic¸o˜es, m ≥ 0. O conjunto de lugares e transic¸o˜es sa˜o disjuntos,
P
⋂
T = φ. I : T → P∞ e´ a func¸a˜o-entrada, mapeando de transic¸o˜es para bag de
lugares. O : T → P∞ e´ a func¸a˜o-sa´ıda, um mapeamento de transic¸o˜es para bags de
lugares. Peterson (1981).
Uma marcac¸a˜o µ de uma rede de Petri C = (P ,T , I ,O) e´ uma func¸a˜o dos conjuntos
dos lugares para o conjunto dos inteiros na˜o-negativos, µ : P → N. Uma marcac¸a˜o
pode ser denotada por um vetor µ = (µ1, µ2, ..., µn), onde cada µi , i = 1, ...,n,
correspondente a nu´mero de tokens no lugar pi . As definic¸o˜es de uma marcac¸a˜o como
um func¸a˜o ou como um vetor sa˜o relacionadas por: µ(pi) = µi . Uma rede de Petri
marcada M = (C , µ) e´ uma estrutura C = (P ,T , I ,O) e uma marcac¸a˜o µ, como
pode ser denotado por M = (P ,T , I ,O , µ).
Sobre o grafo de uma rede de Petri, tokens sa˜o representados por • nos c´ıculos
que representam os lugares de uma rede. Dado que o nu´mero de tokens atribu´ıdo a
um lugar e´ ilimitado, existem infinitas marcac¸o˜es para uma rede de Petri. O conjunto
de todas as marcac¸o˜es de uma rede com n lugares e´ o conjunto de todos os n-vetores,
Nn . Este conjunto, embora seja infinito, mas e´ enumera´vel.
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Exemplo 4 (Um grafo marcado de uma rede de Petri)
Figura 118 – Rede de Petri marcada.
Fonte: Petri Net Theory and The Modeling of Systems, Peterson (1981).
11.6.2 Regras de Execuc¸a˜o
No exemplo da Figura 120, inicialmente, na primeira rede, as transic¸o˜es t1, t3 e t4
esta˜o habilitadas. Na segunda rede e´ mostrada a marcac¸a˜o resultante do disparo da
transic¸a˜o t4 na primeira rede. E na terceira rede, a marcac¸a˜o resultante da transic¸a˜o
t1 na segunda rede e´ mostrada.
Duas sequeˆncias resultam da execuc¸a˜o de uma rede de Petri: a sequeˆncia de marcac¸o˜es
(µ0, µ1, µ2, ...) e a sequeˆncia de transic¸o˜es que foram disparadas (tj0 , tj1 , tj2 , ...).
A execuc¸a˜o de uma rede de Petri e´ controlada pelo nu´mero e distribuic¸a˜o de tokens
na rede. Tokens controlam a execuc¸a˜o de transic¸o˜es. Uma rede e´ executada por
disparar transic¸o˜es. Uma transic¸a˜o dispara por remover tokens de seus lugares de
entrada, quantos forem os arcos de entrada em uma transic¸a˜o tj , e por criar novos
tokens que sa˜o distribu´ıdos em seus lugares de sa´ıda para tj , de acordo com o nu´mero
de arcos que saem da transic¸a˜o.
Definic¸a˜o (Transic¸a˜o Habilitada)
Uma transic¸a˜o pode disparar se ela estiver habilitada. Uma transic¸a˜o esta´ habi-
litada, se cada um dos seus lugares de entrada tem, ao menos, tantos tokens quantos
forem os arcos de entrada na transic¸a˜o. Formalmente:
Uma transic¸a˜o tj ∈ T em uma rede de Petri com marcac¸a˜o µ esta´ habilitada,
se ∀ pi ∈ P , µ(pi) ≥ #(pi , I (tj )).
Seja uma marcac¸a˜o µ. Disparando uma trasic¸a˜o habilitada tj , resulta em uma
nova marcac¸a˜o µ′ Formalmente:
µ′(pi) = µ(pi)−#(pi , I (tj )) + #(pi ,O(tj )).
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Figura 119 – Rede de Petri ilustrando as regras de disparos das transic¸o˜es.
Fonte: Petri Net Theory and The Modeling of Systems, Peterson (1981).
11.6.3 Espac¸o de Estados de uma rede de Petri
Pode relacionar uma rede de Petri com seus lugares e transic¸o˜es a um ma´quina de
estado finito (MEF). O estado de uma rede de Petri e´ definido por sua marcac¸a˜o. O
disparo de uma transic¸a˜o representa uma mudanc¸a˜ de estado da rede de Petri, por
mudar a marcac¸a˜o da rede. O espac¸o de estados de uma rede de Petri com n lugares
e´ o conjunto de todas as marcac¸o˜es. A mudanc¸a de estado, causada pelo disparo de
uma transic¸a˜o e´ definida pela func¸a˜o δ chamada func¸a˜o de pro´ximo estado. Quando
aplicada a uma marcac¸a˜o mu (estado), esta func¸a˜o acarreta a nova marcac¸a˜o (estado)
que resulta do disparo de uma transic¸a˜o tj na marcac¸a˜o mu. Visto que tj pode
disparar somente se ela estiver habilitada, δ(µ, tj ) fica na˜o-habilitada na marcac¸a˜o
µ. Se tj estuver habilitada, enta˜o δ(µ, tj ) = µ
′, onde µ′ e´ a marcac¸a˜o resultante,
de remover tokens dos lugares de entrada de tj , e adicionando tokens nos lugares
de sa´ıda de tj . Ale´m disso, pode-se ver que uma rede de Petri em que para cada
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transic¸a˜o somente exista um lugar de entrada e um lugar de sa´ıda, essa e´ equivalente
a uma ma´quina de estado MEF.
Definic¸a˜o (Func¸a˜o de pro´ximo estado)
A func¸a˜o pro´ximo estado δ : Nn×T −→ Nn para uma rede de Petri C = (P ,T , I ,O)
com marcac¸a˜o µ e transic¸a˜o tj ∈ T e´ definida se, e somente se, µ(pi) ≥ #(pi , I (tj ))
para todo pi ∈ P . Se δ(µ, tj ) esta´ definida , enta˜o δ(µ, tj ) = µ′, onde:
µ′(pi) = µ(pi)−#(pi , I (tj )) + #(pi ,O(tj )), para todo pi ∈ P .
Duas sequeˆncias resultam da execuc¸a˜o de uma rede de Petri:
• A sequeˆncia de marcac¸o˜es 〈µ0, µ1, µ2, . . .〉, onde µ0 e´ a marcac¸a˜o inicial.
• A sequeˆncia de transic¸o˜es que foram disparadas 〈t0j , t1j , t2j , . . .〉
Estas duas sequeˆncias esta˜o relacionadas pelo relacionamento δ(µk , tkj ) = µ
k+1), para
k = 0, 1, 2, . . .. Dado uma marcac¸a˜o µ0, podemos facilmente derivar a sequeˆncia de
marcac¸o˜es para a execuc¸a˜o da rede de Petri.
11.6.4 Estrutura das Redes de Petri
Redes de Petri sa˜o estruturas matema´ticas que modelam sistemas de computac¸a˜o.
Assim, representam bem a relac¸a˜o da matema´tica e da computac¸a˜o, como destinamos
neste livro. Existem treˆs formas de estruturas para redes de Petri: (a) Estrutura defi-
nida em Bag, (b) Estrutura definida em Matriz,(c) Estrutura definida por Relac¸o˜es.
Definic¸a˜o (Estrutura definida em Bag)
Define-se a estrutura de redes de Petri R, como uma qu´ıntupla R = (P ,T , I ,O ,K ),
onde P = {p1, p2, . . . , pn} e´ um conjunto finito na˜o-vazio de lugares, T = {t1, t2, . . . , tm}
e´ o conjunto finito na˜o vazio, I : T → P∞ e´ um conjunto de bags que representa o
mapeamento de transic¸o˜es para lugares de sa´ıda. K : P → N ⋃ {w}, e´ o conjunto das
capacidades associadas a cada lugar, podendo assumir um valo infinito. Utiliza-se a
notac¸a˜o {. . .} para conjuntos e a notac¸a˜o [. . .] para representar uma “bag” (o mesmo
que multiconjunto).
Esta e´ a estrutura matema´tica utilizada na definic¸a˜o de redes de Petri, aqui deste
texto. Uma bag e´ uma extensa˜o de um conjunto, como se fosse um conjunto contendo
elementos repetidos. Imagine uma bolsa contendo 5 bolas azuis iguais, 3 bolas ama-
relas iguais e 1 bola vermelha. Este e´ o caso de uma bag. Em um conjunto ter´ıamos
1 bola de cada cor.
Definic¸a˜o (Estrutura definida em Matriz )
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Figura 120 – Rede de Petri ilustrando as regras de disparos das transic¸o˜es.
Fonte: Petri Net Theory and The Modeling of Systems, Peterson (1981).
Dos resultados da a´lgebra matricial, pode-se utilizar matrizes para formalizar a teoria
de Petri, possibilitando a ana´lise de propriedades comportamentais e estruturais. A
estrutura de uma rede de Petri definida por matriz sera´ a tupla C = (P ,T , I ,O),
onde P e´ um conjunto finito de lugares, T e´ um conjunto finito de transic¸o˜es,
I : P × T → N e´ a matriz de pre´-condic¸o˜es, e O : P × T → N e´ a matriz
de po´s-condic¸o˜es, como todo grafo pode ser representado na sua forma matricial.
Enta˜o, algo que se mostra numa linguagem gra´fica, pode ser visualizado numa matriz,
seguindo a regra de formac¸a˜o de passagem do grafo para a matriz. A ana´lise de redes
de Petri, agora, e´ baseada sobre a visa˜o matricial de uma rede de Petri.
Uma alternativa a definic¸a˜o (P ,T , I ,O) e´ definir matrizes D− e D+ para repre-
sentar as func¸o˜es de entrada e sa´ıda. Cada matriz tem m linhas (uma para cada
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transic¸a˜o) por n colunas (uma para cada lugar). Define-se D−[j , i ] = #(pi , I (tj ))
e D+[j , i ] = #(pi ,O(tj )). D
− define as entradas para as transic¸o˜es e D+ define as
sa´ıdas. A definic¸a˜o matricial de uma rede de Petri (P ,T ,D−,D+) e´ equivalente a`
definic¸a˜o padra˜o.
Exemplo (Matriz de uma rede de Petri como na Figura 121)
Figura 121 – Rede de Petri para ilustrar a ana´lise da equac¸a˜o matricial.
Fonte: Petri Net Theory and The Modeling of Systems, Peterson (1981).
D− =
 1 1 1 00 0 0 1
0 0 1 0

D+ =
 1 0 0 00 2 1 0
0 0 0 1

E a matriz D = D+ − D− :
D =
 0 −1 −1 0−1 +2 +1 −1
+1 0 −1 +1

O desenvolvimento da Teoria de Petri com matrizes proveˆ uma ferramenta u´til para
estudar o problema da alcanc¸abilidade. Assume-se que uma marcac¸a˜o µ′ e´ alcanc¸a´vel
a partir de uma marcac¸a˜o. Enta˜o, existe uma sequeˆncia δ (possivelmente nula) de
disparos de transic¸o˜es que conduzira´ de µ para µ′. Isto significa que um vetor de
disparos e´ uma soluc¸a˜o, em inteiros na˜o-negativos, representado por x na seguinte
equac¸a˜o:
µ′ = µ+x .D
Se esta equac¸a˜o tem uma soluc¸a˜o x em inteiros na˜o-negativos, enta˜o µ′ e´ alcanc¸a´vel
de µ. Se na˜o tem nenhuma soluc¸a˜o enta˜o µ′ na˜o e´ alcanc¸a´vel de µ. Isto serve para
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Figura 122 – Rede de Petri para ilustrar a construc¸a˜o de uma a´rvore de al-
canc¸abilidade.
Fonte: Petri Net Theory and The Modeling of Systems, Peterson (1981).
Figura 123 – A´vore de alcanc¸abilidade para a rede da Figura 122.
Fonte: Petri Net Theory and The Modeling of Systems, Peterson (1981).
verificar se uma marcac¸a˜o e´ alcanc¸a´vel a partir de outra marcac¸a˜o, onde uma soluc¸a˜o
corresponde a uma sequeˆncia de transic¸o˜es. Ter ou na˜o soluc¸a˜o, indica a existeˆncia
ou na˜o de sequeˆncias de transic¸o˜es que podem disparar. E isto tem a ver com o
problema de verificar a existeˆncia de na˜o haver (tem soluc¸a˜o) ou haver deadlock
(na˜o te soluc¸a˜o), na rede de Petri que modela um sistema.
Definic¸a˜o (Estrutura definida por Relac¸o˜es)
Como em Maciel, Lins e Cunha (1996), define-se uma estrutura por uma qu´ıntupla
(P ,T ,A,V ,K ), onde T e´ o conjunto de transic¸o˜es, P o conjunto de lugares, A
e´ o conjunto de arcos, V o conjunto de valorac¸o˜es dos arcos e K o conjunto de
capacidades dos lugares. Os elementos de A sa˜o arcos arcos que concetam transic¸o˜es a
lugares ou lugares a transic¸o˜es (A ⊆ (P ×T )⋃(T ×P)). Podemos dividir o conjunto
A em dois subconjuntos - o conjunto das entradas das transic¸o˜es I = {(pi , tj )}e de
sa´ıda das transic¸o˜es O = {(tj , pi)}. Uma relac¸a˜o e´ um conceito alge´brico, definido
na Teoria dos Conjuntos de Cantor, que e´ aqui usada para definir redes de Petri.
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Figura 124 – A primeira etapa para construir uma a´rvore de alcanc¸abilidade.
Fonte: Petri Net Theory and The Modeling of Systems, Peterson (1981).
11.6.5 A´rvore de Alcanc¸abilidade
Quando se implementa uma rede de Petri em computador, a execuc¸a˜o da rede de
Petri constro´i a estrutura de uma a´rvore. Sobre a execuc¸a˜o da a´rvore, a ana´lise de uma
rede e´ realizada. A ana´lise de redes de Petri, em detalhes, pode ser encontrada nos
va´rios livros especializados em redes de Petri, desde aqueles que utilizam a linguagem
gra´fica, ate´ aqueles que se utilizam da abordagem matema´tica mais aprofundada.
Figura 125 – Duas etapas de construc¸a˜o da a´rvore de alcanc¸abilidade infinita.
Fonte: Petri Net Theory and The Modeling of Systems, Peterson (1981).
A evoluc¸a˜o da execuc¸a˜o das transic¸o˜es de um rede de Petri pode conduzir a visua-
lizac¸a˜o de uma a´rvore, chamada a´rvore de alcanc¸abilidade da rede de Petri: uma
a´rvore das marcac¸o˜es da execuc¸a˜o da rede. Considere a rede de Petri da Figura 122.
A marcac¸a˜o inicial e´ (1, 0, 0).
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Figura 126 – A´vore de alcanc¸abilidade para a rede de Petri ilustrada acima.
Fonte: Petri Net Theory and The Modeling of Systems, Peterson (1981).
Com esta marcac¸a˜o inical, duas transic¸o˜es sa˜o habilitadas: t1 e t2. Desejando-se
construir a a´rvore de alcanc¸abilidade inteira, define-se dois novos nodos na a´rvore
para as marcac¸o˜es alcanc¸a´veis que resultam dos disparos de novas transic¸o˜es. Isto
pode se visto na Figura 124. Estas sa˜o as marcac¸o˜es imediatamente alcanc¸a´veis a
partir da marcac¸a˜o inicial. A partir das marcac¸o˜es da Figura 124 podemos ter todas
as novas marcac¸o˜es. Cada um das figuras corresponde a uma etapa de construc¸a˜o
da a´rvore. Duas etapas esta˜o na Figura 125. Note que a marcac¸a˜o (0, 0, 1) morre
na Figura 125, porque nenhuma transic¸a˜o e´ habilitada apo´s a rede chegar nesta
marcac¸a˜o. Note tambe´m que a marcac¸a˜o produzida pelo disparo de t3 em (0, 2, 1) e´
(0, 1, 1) e esta marcac¸a˜o tambe´m foi originada diretamente da marcac¸a˜o (1, 0, 0)
pelo disparo de t2. Se este procedimento e´ repetido, toda marcac¸a˜o alcanc¸a´vel eventu-
almente (num tempo finito, mas na˜o especificado) sera´ produzida. E assim, a a´rvore
podera´ ser infinita. Para qualquer a´rvore com conjunto de alcanc¸abilidade infinito, a
a´rvore correspondente sera´ infinita. Mas, mesmo uma rede com um conjunto de
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alcanc¸abilidade finito podera´ ter uma a´rvore de alcanc¸abilidade infinita.
A a´rvore representa todas as poss´ıveis sequeˆncias de disparos de transic¸o˜es. Todo
caminho na a´rvore iniciando no nodo raiz, corresponde a um sequeˆncia legal de
transic¸o˜es. A ideia que foi colocada em pra´tica, usando-se a a´rvore, e´ que ela pode
ser utilizada para a contruc¸a˜o de ferramentas computadorizadas de ana´lise de redes
de Petri. As redes de Petri tem algumas propriedades que se satisfeitas, comprovam
uma rede de Petri sem os problemas que podem surgir no funcionamento da rede que,
no fundo, corresponde ao funcionamento de sistemas de computac¸a˜o. Por uma a´rvore
de alcanc¸abilidade pode comprovar redes de Petri, com as propriedades: limitada,
viva e reinicializa´vel.
Se a a´rvore e´ para ser uma ferramenta u´til de ana´lise, e esta pode ser infinita,
enta˜o deve ser encontrado um meio para limitar esta para um tamanho finito. Se a
representac¸a˜o de um conjunto infinito e´ finito, enta˜o um nu´mero infinito de marcac¸o˜es
da a´rvore deve ser mapeado sobre a mesma representac¸a˜o. Isto em geral, resulta
em perda de informac¸a˜o que significa que algumas propriedades da rede na˜o podem
ser determinadas, mas isto depende de como a representac¸a˜o e´ feita. Neste caso,
uma reduc¸a˜o para uma representac¸a˜o finita da a´rvore deve ser conseguida. Um
meio de limitar novas marcac¸o˜es, quando a a´rvore cresce, existe, criando-se nodos-
fronteira, introduzidos em cada etapa da construc¸a˜o da a´rvore. Isto e´ conseguido
pelas marcac¸o˜es mortas (aquelas que nenhuma transic¸a˜o e´ habilitada).
Outra classe de marcac¸o˜es na a´rvore de interesse para este caso, sa˜o aquelas marcac¸o˜es
duplicadas (nodos duplicados) e nenhum sucessor de nodos duplicados necessitam
ser considerados. No final, significa que estes nodos sa˜o usados para reduzir a a´rvore
de alcanc¸abilidade para uma representac¸a˜o finita. Portanto, o nu´mero infinito de
marcac¸o˜es, que resulta destse fatos, pode ser representado, usando-se um s´ımbolo
especial, w , que e´ pensado como infinito e representa o nu´mero de tokens que pode
ser feito arbitrariamente grande. Para se construir uma a´rvore finita, existe um
algoritmo, que classifica cada nodo tal como: nodo-fronteira, nodo-terminal, nodo
duplicado ou um nodo interno. Cada nodo i na a´rvore e´ associado com uma marcac¸a˜o
µ[i ]. A marcac¸a˜o e´ enta˜o estendida para permitir o nu´mero de tokens em um lugar
da rede para ser um inteiro na˜o-negativo ou um s´ımbolo w . Algumas operac¸o˜es sa˜o
definidas sobre o s´ımbolo w e o algoritmo, o leitor pode conhecer em Peterson (1981),
Cap. 4, pagina 94-95. Uma caracter´ıstica importante desse algoritmo para construir
a´rvore de alcanc¸abilidade e´ o fato de que ele termina. A prova esta´ em Peterson
(1981), Cap. 4, pagina 97. Um outro exemplo esta´ na Figura 126.
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CAPI´TULO 12
Se´culo XX - As Lo´gicas Cla´ssicas e
Na˜o-Cla´ssicas
E
ste cap´ıtulo e´ sobre as Lo´gicas cla´ssicas e na˜o-cla´ssicas. Como apontado no cap´ıtulo
sobre as Bases da Cieˆncia da Computac¸a˜o no volume I desta se´rie, a Cieˆncia da
Computac¸a˜o surgiu baseada na lo´gica, na estrada iniciada com Aristo´teles e trilhada
posteoriormente por Leibniz, George Boole, Frege, Go¨del, Russell e Whitehead, e os
demais contemporaˆneos destas ultimas de´cadas. Sem lo´gica, na˜o existiria a Cieˆncia
da Computac¸a˜o.
12.1 Lo´gicas cla´ssicas
Uma lo´gica cla´ssica identifica uma classe de Lo´gica matema´tica que teˆm sido mais
intensamente estudado e mais amplamente utilizado. A classe e´, por vezes, chamada
de lo´gica padra˜o. Elas sa˜o caracterizadas por um nu´mero de propriedades:
• Lei do terceiro exclu´ıdo e Dupla negac¸a˜o;
• Princ´ıpio da na˜o contradic¸a˜o, e o Princ´ıpio de explosa˜o;
• Monotonicidade de vinculac¸a˜o e Idempoteˆncia de vinculac¸a˜o;
• Comutatividade da conjunc¸a˜o;
• Teoremas de De Morgan: cada conectivo lo´gico e´ duplo a outro;
Enquanto na˜o implicar com as estas condic¸o˜es mencionadas, as discusso˜es contem-
poraˆneas da lo´gica cla´ssica normalmente incluem apenas Lo´gica Proposicional e a
Lo´gica de Primeira Ordem. A semaˆntica da lo´gica cla´ssica e´ bivalente, avaliando
ou interpretando-se em verdade ou falso.
Exemplos (Lo´gicas cla´ssicas)
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1. A reformulac¸a˜o alge´brica da lo´gica de George Boole, o seu sistema de A´lgebra
Booleana.
2. A lo´gica de primeira ordem encontrada em Gottlob Frege’s Begriffsschrift
(Lo´gica e o Ca´lculo dos Predicados).
Ale´m destas lo´gicas, existem outras tambe´m bem apropriadas para sistemas de
computac¸a˜o, que sa˜o baseadas nestes mesmos valores semaˆnticos de verdade e falso:
Lo´gica Temporal e a Lo´gica Modal. Ver nas pro´ximas sec¸o˜es.
12.2 Lo´gica Temporal
Lo´gica Temporal e´ qualquer sistema de regras e s´ımbolos para representar e disser-
tar, sobre proposic¸o˜es qualificadas em termos de tempo. Na˜o em termos espec´ıficos
de instantes de tempo, mas sobre o intervalo de tempo que transcorre durante a
execuc¸a˜o de um programa de computador. A lo´gica temporal e´ um subconjunto
da Lo´gica Modal (a ser explicada na pro´xima subsec¸a˜o) que possui como objetivo
permitir a variac¸a˜o da veracidade das asserc¸o˜es ao longo do tempo. Ou seja, uma
asserc¸a˜o pode ser verdadeira num tempo, mas ja´ na˜o o ser no tempo seguinte.
Se pensarmos no funcionamento de um sistema de computac¸a˜o, atrave´s de seus
estados,podemos especificar propriedades que sa˜o verdadeiras em todos os estados
do sistema e outras que sa˜o verdadeiras em determinados estados. O que mostra a
ultilidade de uma Lo´gica Temporal sobre a execuc¸a˜o de um sistema de computac¸a˜o.
Todo me´todo formal tem um modelo-base, e este, para a Lo´gica Temporal, e´ um
modelo impl´ıcito de estados e transic¸o˜es, dos quais se descreve as propriedades do
sistema sobre as suas trajeto´rias de execuc¸a˜o.
Em lo´gica temporal podemos, por exemplo, expressar sentenc¸as como “Eu estou
sempre com sede”, ou Eventualmente, “eu estarei com sede”, ou “Eu estarei com
sede ate´ que eu beba a´gua“. Subsequentemente, tem sido desenvolvida por cientistas
da computac¸a˜o como Amir Pnueli e outros lo´gicos. Amir Pnueli (1941-2009) foi
um cientista da da computac¸a˜o, israelense. Introduziu a lo´gica temporal na Cieˆncia
da Computac¸a˜o e contribuiu para a verificac¸a˜o formal de programas e sistemas
concorrentes e distribu´ıdos, recebendo por isto o Preˆmio Turing de 1996.
Lo´gica temporal encontrou uma importante aplicac¸a˜o em verificac¸a˜o formal das
propriedades de sistemas de computac¸a˜o concorrentes, onde e´ usada para decla-
rar requisitos de sistemas de hardware ou software. Por exemplo, algue´m pode
desejar dizer que sempre que uma solicitac¸a˜o e´ feita, o acesso ao recurso e´ eventu-
almente garantido, mas nunca sera´ garantido a dois solicitantes simultaneamente.
Uma declarac¸a˜o desse tipo pode ser expressada convenientemente em lo´gica temporal.
Zohar Manna (1939) e´ um cientista da computac¸a˜o, estadunidense. E´ profes-
sor da Universidade Stanford e autor de The Mathematical Theory of Computation,
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Figura 127 – Pnueli - A lo´gica temporal na Cieˆncia da Computac¸a˜o.
Fonte: www.nae.edu.
um dos primeiros livros a conter cobertura extensiva dos conceitos matema´ticos da
programac¸a˜o de computadores. Com Amir Pnueli foi coautor com Zohar Manna, de
uma colec¸a˜o de livros texto sobre lo´gica temporal e verificac¸a˜o de sistemas reativos:
The Temporal Logic of Reactive and Concurrent Systems: Specification, The Temporal
Logic of Reactive and Concurrent Systems: Safety e The Temporal Logic of Reactive
and Concurrent Systems: Progress.
Figura 128 – Manna - The Mathematical Theory of Computation.
Fonte: Goolge Images - theory.stanford.edu.
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12.2.1 Variantes da Lo´gica Temporal
Existem algumas variantes da Lo´gica Temporal, baseadas na proposicional ou na
predicativa de primeira ordem. A linha do tempo pode ser visto de forma linear
(LTL) ou (LTLPo) e ramificando o tempo (LTTR). Ale´m destas existe a Lo´gica
de Conhecimento e Crenc¸a (LCC) e a Lo´gica de Conhecimento, Crenc¸a e Tempo
(LTCC). Excetuando a LTLPo (que e´ provada ser apenas consistente), as demais sa˜o
consistentes e completas. Para entender os conceitos de consisteˆncia e completude,
ver o cap´ıtulo sobre Go¨del no volume I desta se´rie. Em Vasconcelos (1989), pode ser
visto um estudo completo sobre estas lo´gicas, mostrando exemplos de utilizac¸a˜o na
especificac¸a˜o formal de sistemas distribuidos
Lo´gica Temporal tem aplicac¸a˜o na especificac¸a˜o de sistemas concorrentes, paralelos
ou distribuidos de computac¸a˜o, visando a prova de correc¸a˜o da futura implementac¸a˜o
de um sistema. Tambe´m podem especificar propriedades de trajeto´rias de estados de
um programa de computador, em sistemas que tratam a mobilidade sobre trajeto´rias
de objetos mo´veis.
A utilizac¸a˜o da Lo´gica Temporal a` Cieˆncia da Computac¸a˜o, pode ser vista no
exemplo da especificac¸a˜o de uma sistema de computac¸a˜o cliente-servidor, atrave´s do
me´todo orientado a` propriedade, tambe´m chamado de me´todo axioma´tico.
12.2.2 Especificando Sistemas de Computac¸a˜o com Lo´gica Temporal
Nesta subsec¸a˜o e´ mostrado um exemplo de especificac¸a˜o Vasconcelos (1989), seguindo
um formalismo orientado a` propriedades. Um sistema distribu´ıdo cliente-servidor,
composto por treˆs processos P1, P2 e um servidor S , e mais um recurso a ser com-
partilhado em S pelos dois processos Pi , i = 1, 2. O sistema e´ especificado atrave´s de
suas propriedades que devem existir durante o funciomento do sistema, utilizando
uma Lo´gica Temporal Linear (LTL). O recurso deve ser utilizado de forma exclusiva
(exclusa˜o mu´tua) por cada dos processos. Tal recurso pode ser uma impressora, um
programa de computador, um arquivo ou mesmo um banco de dados acessado via o
servidor S . Para maiores detalhes sobre esta lo´gica temporal, o leitor pode consultar
Vasconcelos (1989).
Um exemplo mostrado em Vasconcelos (1989), descreve um esquema deste sis-
tema de computac¸a˜o cliente/servidor, onde os processos esta˜o representados por
c´ırculos e o recurso em um retaˆngulo. As retas orientadas representam os canais de
comunicac¸a˜o. Tambe´m e´ assumido que na˜o ha´ perdas de mensagens (como se os
canais fossem totalmente confia´veis) e, assim todas as mensagens enviadas sobre os
canais chegam ao destino.
O sistema funciona da seguinte maneira: o processo Pi manifesta seu desejo de
utilizar o recurso enviando um pedido para o processo S . O processo S recebe o
pedido e, se o recurso estiver dispon´ıvel, autoriza o processo Pi a utilizar o recurso.
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Esta autorizac¸a˜o e´ uma mesnagem enviada por S para Pi . Quando Pi recbe essa
autorizac¸a˜o, ele comec¸a a usar o recurso. O uso do recurso pelos processos Pi se
realiza em um tempo finito e assim, eventualmente (num tempo finito, mas na˜o
especificado) o processo liberara´ o recurso. Quando isto ocorrer o processo Pi envia
para S uma mensagem avisando que esta´ liberando o recurso.
Por questa˜o de simplicidade, na˜o ha´ nenhum tipo de bufferizac¸a˜o de mensagens -
estas sa˜o entregues a` medida que sa˜o enviadas. Por isso, quando um processo atinge
um comando de envio de mensagem (ou recebimento de mensagem), ele espera ate´
que o outro processo envolvido na comunicac¸a˜o atinja o comando de recebimento
(ou de envio). Isto caracteriza a comunicac¸a˜o s´ıncrona entre Pi e S .
12.2.3 Uma Especificac¸a˜o Formal em Lo´gica Temporal Linear
Seguindo ??), a especificac¸a˜o formal do sistema distribu´ıdo cliente-servidor (Pi , S ), i =
1, 2 sera´ feita apenas em func¸a˜o de mensagens enviadas/recebidas. Sera˜o usadas as
seguintes proposic¸o˜es com os significados seguintes:
• pi : o processo Pi enviou um pedido para S , manisfestando a sua necessidade
de usar o recurso S .
• ai : o processo S enviou uma autorizac¸a˜o para Pi , autorizando Pi a usar, de
modo exclusivo, o recurso.
• li : o processo Pi enviou uma mensagem informando que o recurso esta´ liberado.
Como a comunicac¸a˜o das mensagens e´ sincronizada, o envio e o recebimento de uma
mensagem pode ser visto como uma u´nica ac¸a˜o. Portanto, pi representa tanto o
envio, como o recebimento do pedido. O mesmo vale para ai e li .
No que segue, algumas propriedades que o sistema deve possuir:
Propriedade 1 - Como ha´ uma comunicac¸a˜o s´ıncrona, sempre e´ verdade que,
somente um dos fatos, pi , ai e li pode se verificar a cada vez. Isto e´, sempre e´
verdade que, se pi for verificado, enta˜o nem ai , nem li sa˜o verificados, o que pode ser
formalizado com a seguinte fo´rmula da Lo´gica Temporal Proposicional:
ψ1a : [pi ⊃∼ (ai ∨ li)]
Similarmente, sempre e´ verdade que, quando ai for verificado, nem pi , nem li
sa˜o verificados:
ψ1b : [ai ⊃∼ (pi ∨ li)]
Tambe´m, sempre e´ verdade que, quando li for verificado, nem pi , nem ai sa˜o
verificados:
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ψ1c : [li ⊃∼ (pi ∨ ai)]
Propriedade 2 - Sempre e´ verdade que, todo pedido feito deve eventualmente
ser autorizado. Isto e´ formalizado como segue:
ψ2 : (pi ⊃ 3ai)
Propriedade 3 - Assumiu-se que o tempo de uso do recurso pelos processos pi e´
finito. Logo, sempre e´ verdade que, apo´s, uma autorizac¸a˜o ser dada pelo servidor,
eventualmente, o processo pi que utiliza o recurso liberara´ o mesmo:
ψ3 : (ai ⊃ 3li)
Propriedade 4 - Sempre e´ o caso que, se dada uma autorizac¸a˜o ai a pi , enta˜o na˜o
pode ser dada uma autorizac¸a˜o a um pj , ate´ que pi libere o recurso:
ψ4 : [ai ⊃ (∼ ajU li)] para i , j ∈ {1, 2}, i 6= j
12.3 Lo´gicas Na˜o-cla´ssicas
Com o advento da lo´gica alge´brica tornou-se evidente que o ca´lculo proposicional
cla´ssico admitisse outras semaˆnticas. Elementos intermedia´rios da a´lgebra corres-
pondem a outros valores, exceto “verdadeiro” e “falso”. O princ´ıpio da bivaleˆncia
prende somente quando a a´lgebra booleana e´ considerado como sendo a a´lgebra de
dois elementos, o que na˜o tem elementos intermedia´rios.
Lo´gica na˜o cla´ssicas surgiram como sistemas que va˜o ale´m dessas duas distinc¸o˜es
(verdadeiro e falso) que sa˜o lo´gicas na˜o-aristote´licas, ou lo´gica de va´rios valores
ou ainda lo´gicas polivalentes. No in´ıcio do se´culo XX, Jan Lukasiewicz (1878-
1956)investigou a extensa˜o dos tradicionais valores verdadeiro/falso para incluir
um terceiro valor, “poss´ıvel”, ficou reconhecido pelo seu desenvolvimento da lo´gica
polivalente (lo´gica difusa) e seus estudos sobre a histo´ria da lo´gica, particularmente
sua interpretac¸a˜o da lo´gica aristote´lica. Lo´gicas como a lo´gica difusa foram enta˜o
desenvolvidas com um nu´mero infinito de “graus de verdade”, representados, por
exemplo, por um nu´mero real entre 0 e 1.
Lo´gicas na˜o-cla´ssicas e´ o nome dado aos sistemas formais que diferem de maneira
significativa dos sistemas lo´gicos padra˜o, que baseados na lo´gica proposicional e na
lo´gica dos predicados. Existem va´rias maneiras em que isto e´ feito, por meio de
extenso˜es e variantes. O objetivo e´ tornar poss´ıvel construir diferentes modelos de
consequeˆncia lo´gica e verdade lo´gica.
Exemplos (Lo´gicas na˜o-cla´ssicas)
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• Lo´gica computacional e´ uma teoria formal semanticamente constru´ıdo de
computabilidade, em oposic¸a˜o a` lo´gica cla´ssica, que e´ uma teoria formal da
verdade, que se integra e se estende a lo´gica cla´ssica, linear e lo´gica intuicionista.
• Lo´gica polivalente, incluindo a lo´gica fuzzy, que rejeita a lei do terceiro exclu´ıdo
e permite que um valor de verdade seja qualquer nu´mero real entre 0 e 1.
• Lo´gica intuicionista rejeita a lei do terceiro exclu´ıdo, a eliminac¸a˜o dupla
negativa, e as leis de a De Morgan;
• Lo´gica linear rejeita idempoteˆncia de vinculac¸a˜o;
• Lo´gica modal estende a lo´gica cla´ssica com operadores na˜o-verdade-funcionais
(“modal”);
• Lo´gica paraconsistente (por exemplo, dialete´ısmo e lo´gica da relevaˆncia) rejeita
a lei da na˜o-contradic¸a˜o;
12.4 Lo´gica Difusa
A Lo´gica Difusa (Fuzzy Logic) e´ uma extensa˜o da lo´gica booleana que admite valores
lo´gicos intermedia´rios entre o FALSO (0) e o VERDADEIRO (1); por exemplo o
valor me´dio ’TALVEZ’ entre 0 e 1 com um valor intermedia´rio de (0,5). Isto sig-
nifica que um valor lo´gico difuso e´ um valor qualquer no intervalo de valores entre 0 e 1.
A lo´gica difusa deve ser vista mais, como aplicada a uma famı´lia de modelos ma-
tema´ticos dedicados ao tratamento da incerteza, do que uma lo´gica propriamente dita.
Embora a Lo´gica Difusa tenha se consolidado ao longo do se´culo XX, suas ori-
gens remontam ate´ 2.500 anos. A este respeito, Aristo´teles acreditava que haviam
certos graus de verdade e falsidade. Plata˜o tambe´m tinha considerado graus de
pertineˆncia. O filo´sofo irlandeˆs do se´culo XVIII e bispo anglicano David Hume,
acreditava na lo´gica do bom senso, racioc´ınio baseada no conhecimento que as
pessoas normalmente adquirido atrave´s de experieˆncias no mundo. A corrente de
pragmatismo fundada no in´ıcio deste se´culo por Charles Sanders Peirce, foi o primeiro
a imprecisa˜o, ao inve´s de verdadeiro ou falso, como uma abordagem para o mundo e
para o racioc´ınio humano.
O filo´sofo e matema´tico britaˆnico Bertrand Russell, no in´ıcio do se´culo XX,
estudou a imprecisa˜o da, concluindo com precisa˜o que a imprecisa˜o e´ um grau. O
filo´sofo austr´ıaco Ludwig Wittgenstein estudou as maneiras em que uma palavra
poderia ser usada para muitas coisas que teˆm algo em comum.
A primeira lo´gica de imprecisa˜o foi desenvolvido em 1920 pelo filo´sofo Jan Lu-
kasiewicz, que visualizou os conjuntos com poss´ıveis graus de pertineˆncia de 0 e 1;
depois estendido para um nu´mero infinito de valores entre 0 e 1.
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No se´culo XX, in´ıcio dos anos 60, Lotfi Zadeh, um engenheiro ele´trico iraniano,
nacionalizado nos Estados Unidos, Professor de Engenharia Ele´trica da Universidade
da Califo´rnia, em Berkeley, e outras universidades americanas de prest´ıgio, Doutor
Honoris Causa de va´rias instituic¸o˜es acadeˆmicas, trouxe o fundamento teo´rico do
Fuzzy Logic, que combina os conceitos de lo´gica e dos conjuntos de Lukasiewicz,
mediante a definic¸a˜o dos graus de pertineˆncia. A motivac¸a˜o original foi lidar com os
aspectos imprecisos do mundo real, criando “um sistema que fornece um caminho
natural para tratar problemas em que a fonte de imprecisa˜o e´ a auseˆncia de crite´rios
claramente definidos”.
Lotfali Askar-Zadeh(1921) na Figura 129, e´ conhecido por introduzir em 1965 a
teoria de conjuntos difusos ou Lo´gica Difusa (em ingleˆs, Fuzzy Logic).
Figura 129 – Zadeh - o desenvolvedor da Lo´gica Difusa.
Fonte: www.cs.berkeley.edu, pt.wikipedia.org.
Esta e´ uma lo´gica bem aplicada na a´rea da Inteligeˆncia Computacional (IC) Goebel.
(1998). Por Inteligeˆncia Computacional (IC), queremos dizer sobre um conjunto
de metodologias computacionais e abordagens inspiradas na natureza para lidar
com problemas complexos do mundo real, nos quais as abordagens tradicionais
sa˜o ineficazes ou invia´veis. Nesta linha esta˜o a computac¸a˜o evoluciona´ria e os
algoritmos gene´ticos que sa˜o tratados nesta a´rea como em Lam HK; Ling (2012).
Por problemas complexos do mundo real se almeja problemas sem simpli-
ficac¸o˜es, ou pelo menos, com poucas simplificac¸o˜es. Enquanto, por abordagens
tradicionais envolvem metodologias desenvolvidas ha´ tempos, em alguns casos, para
separar dados, na˜o existe algoritmo. No controle inteligente, basicamente se propo˜e
formas que te´cnicas tradicionais da teoria de controle na˜o podem resolver ou resolvem
de forma ineficiente. Possivelmente, um exemplo pra´tico e importante, seja a situac¸a˜o
de um me´dico tratando um paciente com caˆncer. Note o grau de incerteza que
deve existir num tratamento complexo como o do caˆncer. Lo´gica Fuzzy permitiu o
desenvolvimento de aplicac¸o˜es pra´ticas.
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Em 1971, Zadeh publicou o artigo, Quantitative Fuzzy Semantics, que introduz os
elementos formais que compo˜em o corpo da Lo´gica Fuzzy e suas aplicac¸o˜es, como sa˜o
conhecidos actualmente. Em 1973, Zadeh apresenta a teoria ba´sica ddos controlado-
res nebulosos. A partir desta publicac¸a˜o, outros pesquisadores comec¸aram a aplicar
a lo´gica fuzzy para controlar va´rios processos, por exemplo, o britaˆnico Ebrahim
Mandani, que em 1974 desenvolveu o primeiro sistema pra´tico de Controle Fuzzy:
regulac¸a˜o de uma ma´quina a vapor.
A soluc¸a˜o implementada pela Mandani introduziu os conceitos necessa´rios para
a aplicac¸a˜o em a´reas industriais. Sua aplicac¸a˜o na a´rea de controle da base de
operadores humanos sa˜o capazes de realizar em muitos casos, um controle mais eficaz
do que controladores automa´ticos tradicionais, porque eles sa˜o capazes de tomar
deciso˜es corretas com base na informac¸a˜o lingu´ıstica imprecisa.
Em 1978 comec¸a a publicac¸a˜o da revista Fuzzy Sets and Systems, com uma ou
duas edic¸o˜es mensais, apoiando o desenvolvimento da teoria de conjuntos fuzzy
e sistemas e aplicac¸o˜es. Esta revista e´ publicada pela IFSA (International Fuzzy
Systems Association).
Tambe´m se pode ressaltar que em 1980, o desenvolvimento do primeiro sistema
comercial de controle difuso, ao aplicar-se esta te´cnica para o controle de fornos
rotativos, desenvolvido por engenheiros dinamarqueses Peter Lauritz Holmbland
e Jens-Jurgen Ostergaard.
No ocidente, assumiu-se uma relutaˆncia, principalmente por duas razo˜es: a pri-
meira, porque a palavra fuzzy sugeria algo confuso e sem forma, e segundo, porque
na˜o havia nenhuma maneira de provar analiticamente a teoria funcionando correta-
mente, uma vez que o controle fuzzy na˜o surgiu com base em modelos matema´ticos.
No entanto, surgiram alguns pesquisadores japoneses no campo da lo´gica fuzzy.
Em 1987, se inaugura no Japa˜o,o metroˆ de Sendai, um dos sistemas de controle fuzzy
mais espetaculares criados pelo homem. Desde enta˜o, o controlador inteligente tem
mantido os trens funcionando eficientemente.
12.4.1 Aplicac¸o˜es da Lo´gica Difusa
(1) Faixa Exclusiva de Oˆnibus em Tra´fego Metropolitano - Umas das aplicac¸o˜es
interessantes da Lo´gica Difusa esta´ no trabalho sobre Sistema de Controle de Tra´fego
Metropolitano em Rodovias Dotadas de Faixas Exclusivas para Oˆnibus Sousa (2005).
(2) Aplicac¸a˜o aos Bancos de Dados Relacionais - Uma aplicac¸a˜o muito in-
teressante da Lo´gica Difusa a` Cieˆncia da Computac¸a˜o esta´ em Biazin (2002). Este
trabalho apresenta a intergac¸a˜o de Lo´gica Fuzzy a` Bancos de Dados Convencionais,
expondo os me´todos e pra´ticas utilizadas para integrac¸a˜o das duas tecnologias.
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Atrave´s da inclusa˜o da uma ma´quina de infereˆncia fuzzy interna ao SGDB, permite
consultar dados em forma nebulosa. Este procedimento utiliza entradas e sa´ıdas
convencionais, e regras definidas no modelo, possibilitando que uma consulta seja
feita sem alterar os padro˜es estabelecidos na linguagem SQL. Os sistemas de banco
de dados atuais, na˜o contemplam a teoria dos conjuntos nebulosos, pore´m constan-
temente e´ necessa´ria sua utilizac¸a˜o. Por ser um sistema largamente utilizado em
diversas a´reas, essa dificuldade e´ maior percebida nos sistemas gerenciadores de
banco de dados relacionais. Portanto nem sempre os valores a serem manipulados
sa˜o valores exatos, como por exemplo: selecione todos os clientes que possuam uma
credibilidade de pagamento alta. A credibilidade do cliente depende de va´rios fatores
que devem ser levados em considerac¸a˜o, e na˜o somente se o cliente esta´ com d´ıvidas
ou na˜o. Mas, os sistemas financeiros so´ levam em conta se ha´ d´ıvidas ou na˜o.
(3) Aplicac¸a˜o a` Dozimetria da Pena - Uma outra aplicac¸a˜o computacional
e´ o sistema de apoio a` Dosimetria da Pena utilizando a Lo´gica Difusa, que esta´ em
Guimara˜es (2004). Das treˆs sucessivas fases que compo˜em a Dosimetria da Pena, a
primeira refere-se a`s Circunstaˆncias Judiciais e a segunda a`s Circunstaˆncias Legais
Agravantes e Atenuantes, previstas nos artigos 59, 61, 62, 65 e 66 do Co´digo Penal
Brasileiro. Sendo que as penas dos crimes previstos desde o art. 121 ao art. 359 esta˜o
definidas em um intervalo, e´ necessa´rio ao magistrado aplicar as circunstaˆncias e
extrair um valor exato de pena. Entretanto, para aplica´-las, o Co´digo Penal na˜o
preveˆ uma quantidade ou um quantum para cada uma delas. Esta situac¸a˜o gera um
fator de incerteza. Assim, os magistrados esta˜o involuntariamente sujeitos a aplicar
diferentes penas para crimes similares. Para tratamento de incertezas, a Lo´gica
Difusa ou Nebulosa e´ considerado uma excelente te´cnica, sendo usada em diferentes
a´reas de interesse. A implementac¸a˜o na Dosimetria da Pena inicia-se atribuindo
um valor de importaˆncia das circunstaˆncias em uma func¸a˜o matema´tica, chamada
func¸a˜o de pertineˆncia, e esta determinara´ o grau de pertineˆncia em subconjuntos
difusos. Um grupo de regras de controle tratara´ condicionalmente da equivaleˆncia das
circunstaˆncias em que e´ dividido o domı´nio total de variac¸a˜o dos valores atribu´ıdos
a`s circunstaˆncias. A ac¸a˜o das regras com os respectivos graus de pertineˆncia formam
o processo de Fuzzificac¸a˜o. O me´todo do Centro de Gravidade e´ utilizado no pro-
cesso de Defuzzificac¸a˜o, resultando um valor exato que representa o “quantum” de
agravac¸a˜o ou atenuac¸a˜o de pena referente as duas primeiras fases da Dosimetria da
Pena. Certamente, nos processos de julgamento do Supremo Tribunal Federal na˜o se
aplica ainda a dozimetria usando-se Lo´gica Fuzzy.
(4) Aplicac¸a˜o em Robo´tica - Em Hernandez (), Fuzzy Logic provou ser uma
ferramenta particularmente u´til no campo de robo´tica, caracterizado por Inteligentes
(2005):
• A indisponibilidade de um modelo matema´tico confia´vel de um ambiente real,
quando este atinge um n´ıvel mı´nimo de complexidade.
• A incerteza e imprecisa˜o dos dados fornecidos pelos sensores.
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• A necessidade de operar em tempo real.
• A presenc¸a de incerteza no conhecimento que temos do meio ambiente.
Nesta aplic¸a˜o, existem diferentes formas de incerteza. Enta˜o, se voceˆ diz que “o
roboˆ esta´ na loja” esta e´ uma informac¸a˜o imprecisa, porque na˜o fornece uma u´nica
posic¸a˜o do roboˆ. Se as informac¸o˜es fornecidas e´ que “o roboˆ esta´ aproximadamente
no centro da loja” esta informac¸a˜o e´ vaga porque a posic¸a˜o fornecida na˜o e´ preciso.
Por fim, a frase “o roboˆ estava ontem na posic¸a˜o (2, 3)” fornece uma informac¸a˜o
confia´vel, enquanto o roboˆ na˜o possa mais estar nessa posic¸a˜o. Em todos os treˆs
casos, a informac¸a˜o pode ser descrito como uma incerta, uma vez que na˜o e´ poss´ıvel
saber com precisa˜o a posic¸a˜o atual real do roboˆ.
Qualquer tentativa de controlar um sistema dinaˆmico precisa usar qualquer modelo
de sistema de conhecimento ou controle, para o sistema robo´tico que consiste no
pro´prio roboˆ e o ambiente em que opera. Embora geralmente voceˆ pode obter o
modelo de roboˆ, na˜o e´ verdade quando se considera o roboˆ localizado em um ambiente
desestruturado. Os ambientes sa˜o caracterizados por uma forte presenc¸a de incerteza,
devido, por exemplo, a existeˆncia de pessoas que se deslocam, os objetos podem
mudar de posic¸a˜o, novos obsta´culos podem aparecer,entre outros.
Ale´m disso, ha´ va´rios fatores que podem levar a um sistema robo´tico para um
estado errado durante a execuc¸a˜o de uma sequ¨eˆncia de tarefas: erros sensoriais
devido a fatores do ambiente de trabalho, processo de informac¸o˜es imprecisas, desin-
formac¸a˜o, entre outros. Neste sentido, o sistema Fuzzy Logic incorpora a capacidade
de recuperar de quaisquer erros, apresentando, assim, tanto robustez na detecc¸a˜o e
recuperac¸a˜o destas condic¸o˜es de erro.
O tratamento da incerteza permite representar, de forma aproximada, a geome-
tria do problema, ordenar as diferentes alternativas (subtarefas) em func¸a˜o da
pertineˆncia a estados anteriores, fazendo o tratamento de incerteza nas medic¸o˜es dos
sensores.
Uma das aplicac¸o˜es mais comuns de te´cnicas difusas e´ projetar comportamentos.
Comportamentos sa˜o tarefas tais como, por exemplo: evitar os obsta´culos fixos,
seguir um contorno, evitar obsta´culos em movimento, atravessar portas, seguir um
caminho, empurrar ou carregar um objeto. Essas tarefas sa˜o de complexidade muito
diferente. Os controladores fuzzy incorporam o conhecimento heur´ıstico em forma de
regras do tipo “se-enta˜o” e sa˜o uma alternativa adequada em caso de na˜o se poder
obter um modelo preciso do sistema a se controlar.
(5) Avaliac¸a˜o da Qualidade da A´gua - O trabalho em Avaliac¸a˜o. . . (2012)
aborda a avaliac¸a˜o da qualidade da a´gua utilizando a teoria da lo´gica fuzzy (difusa).
A qualidade da a´gua, atualmente, e´ tratada em todos os aˆmbitos da engenharia
sanita´ria, com vista a um desenvolvimento sustenta´vel do meio ambiente. Neste
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cena´rio, a avaliac¸a˜o da qualidade da a´gua e´ essencial e, neste trabalho, esta foi
realizada atrave´s do monitoramento dos paraˆmetros indicadores do n´ıvel tro´fico
do reservato´rio de a´gua Jacarecica I no Estado de Sergipe. Neste, foram realizadas
ana´lises f´ısico-qu´ımicas e constitu´ıda uma linguagem fuzzy para classificac¸a˜o dos
dados ambientais. A lo´gica fuzzy e´ uma te´cnica de inteligeˆncia artificial que se
baseia no conhecimento especialista do fenoˆmeno a ser tratado, para se ter uma
linguagem heur´ıstica traduzida numericamente. Para utilizac¸a˜o dessa teoria fuzzy,
foi calculado o ı´ndice tro´fico do reservato´rio atrave´s da correlac¸a˜o de Carlson, mo-
dificada e estabelecidos os limites para as varia´veis fuzzy. As varia´veis qu´ımicas
utilizadas foram a clorifila, o fosforo e o nitrogeˆnio total e, foram traduzidas em
quatro n´ıveis de eutrofizac¸a˜o do corpo h´ıdrico (Oligotro´fico, Mesotro´fico, Eutro´fico e
Hipereutro´fico). Dessa forma, os resultados mostraram que o n´ıvel de qualidade da
a´gua do reservato´rio esta´ entre oligotro´fico e eutro´fico e a utilizac¸a˜o da lo´gica fuzzy
foi aplicada de forma satisfato´ria para mostrar esses n´ıveis de eutrofizac¸a˜o.
(6) Problemas de Decisa˜o Multicrite´rio - Em Oliveira (2003b), o trabalho
de mestrado em Cieˆncia da Computac¸a˜o “Utilizando integrais fuzzy em tomada de
decisa˜o multicrite´rioos” aborda os me´todos tradicionais para avaliac¸a˜o de problemas
de decisa˜o multicrite´rio. Estes problemas, geralmente, sa˜o tratados por modelos
matema´ticos que agregam de forma aditiva os fatores submetidos a` uma avaliac¸a˜o,
como exemplo, a me´dia ponderada. Embora fa´ceis de se aplicar, as me´dias, muitas
vezes, na˜o contemplam os crite´rios de forma conjunta, especialmente quando as gran-
dezas a serem medidas na˜o sa˜o independentes e na˜o teˆm uma me´trica objetivamente
mensura´vel, ou seja, quando sa˜o de cara´ter subjetivo. Estimulados pelo seu desenvol-
vimento e pela praticidade de aplicac¸a˜o, as metodologias multicrite´rio veˆm sendo
amplamente aceitas para apresentar de forma inovadora os modelos de avaliac¸a˜o,
quando se propo˜em a trabalhar com mu´ltiplos crite´rios, onde define-se limites de
valores e graus de confianc¸a. Ao analisarmos o me´todo da Integral Fuzzy, conclu´ımos
que a te´cnica e´ capaz de auxiliar na busca de deciso˜es, quando participantes do
processo expo˜em suas prefereˆncias em variac¸o˜es de valores que sa˜o interpretados
e executados pelos modelos. Diante do contexto, este trabalho vem apresentar a
metodologia da Integral Fuzzy, aplicada em um problema multicrite´rio de tomada de
decisa˜o. Aponta tambe´m as vantagens da Integral Fuzzy modificada sob sua forma
original mostrando um exemplo da aplicac¸a˜o atrave´s de uma avaliac¸a˜o de fatores
poluentes do Rio Cuiaba´ (MT).
12.5 Lo´gica Paraconsistente
A Lo´gica Paraconsistente inclui-se entre as chamadas lo´gicas na˜o-cla´ssicas, por derro-
gar alguns dos princ´ıpios basilares da Lo´gica cla´ssica, como por exemplo, o princ´ıpio
da contradic¸a˜o. Segundo a Lo´gica Paraconsistente, uma sentenc¸a e a sua negac¸a˜o
podem ser ambas verdadeiras.
A Lo´gica Paraconsistente apresenta alternativas a`s proposic¸o˜es cla´ssicas, cuja con-
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clusa˜o pode ter valores ale´m de verdadeiro e falso - tais como indeterminado e
inconsistente. O termo paraconsistente significa “ale´m do consistente”, e foi cunhado
em 1976, pelo filo´sofo peruano Francisco Miro´ Quesada.
A motivac¸a˜o primordial para a lo´gica paraconsistente e´ a convicc¸a˜o de que deve ser
poss´ıvel raciocinar com informac¸o˜es inconsistentes de modo controlado.
Por exemplo, considere a afirmac¸a˜o “o homem e´ cego, mas veˆ”. Segundo a lo´gica
cla´ssica, a sentenc¸a e´ uma contradic¸a˜o; o indiv´ıduo que veˆ, que e´ um “na˜o-cego”, na˜o
pode ser cego; ja´ na Lo´gica Paraconsistente, ele pode ser cego para ver algumas coisas,
e na˜o-cego para ver outras coisas. Tal exemplo corresponde a um paradoxo e no
estudo da semaˆntica, a Lo´gica Paraconsistente aplica-se especialmente aos paradoxos.
No contexto deste livro, sua aplicac¸a˜o e´ relevante para as a´reas da matema´tica,
computac¸a˜o e inteligeˆncia artificial aplicada a` robo´tica. Sera´ que se a Lo´gica Para-
consistente existisse na e´poca de Georg Cantor, o paradoxos encontrados poderiam
ser evitados?
Um dos primeiros a desenvolver os sistemas formais da Lo´gica Paraconsistente
foi o brasileiro Newton Carneiro Affonso da Costa (Curitiba, 1929). Newton
da Costa, como e´ conhecido e´ um matema´tico, lo´gico e filo´sofo brasileiro, conhecido
por seus trabalhos em lo´gica.
Figura 130 – Newton da Costa - um dos criadores da Lo´gica Paraconsistente.
Fonte: pt.wikipedia.org.
12.5.1 Exemplo de Lo´gica Paraconsistente
Um conhecido sistema de lo´gica paraconsistente e´ o simples sistema conhecido como
LP (Logical Paradox), primeiro proposto pelo lo´gico argentino F. G. Asenjo em
1966 e depois popularizado por Priest e outros 9 . Um modo de apresentar a
sistema´tica para LP e´ substituir a usual valorac¸a˜o funcional por uma relacional 10 .
A relac¸a˜o bina´ria V relaciona uma fo´rmula a um valor verdade:
• V(A,1), significa que A, e´ verdadeiro.
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• V(A,0), significa A, e´ falso.
Uma fo´rmula deve ser associada pelo menos um valor verdade, mas na˜o existe reque-
rimento que sera´ associado no ma´ximo um valor verdade. A cla´usula da semaˆntica
para negac¸a˜o e disjunc¸a˜o sa˜o dados a seguir:
• V (¬A, 1)⇔ V (A, 0).
• V (¬A, 0)⇔ V (A, 1).
• V (A ∨ B , 1)⇔ V (A, 1) or V (B , 1).
• V (A ∨ B , 0)⇔ V (A, 0) and V (B , 0).
Outros conectivos lo´gicos sa˜o definidos em termos da negac¸a˜o e da disjunc¸a˜o usual.
Ou para colocar o mesmo ponto menos simbolicamente.
• na˜o A e´ verdadeiro, se e somente se, A e´ falso.
• na˜o A e´ falso, se e somente se, A e´ verdadeiro.
• A ou B e´ verdadeiro, se e somente se, A e´ verdadeiro ou B verdadeiro.
• A ou B e´ falso, se e somente se, A e´ falso e B e´ falso.
Quanto a semaˆntica, a consequeˆncia lo´gica e´ enta˜o definida como preservac¸a˜o da
verdade.
Γ  A, se e somente se, A e´ verdade quando todo elemento de Γ e´ verdadeiro.
Agora considere a valorac¸a˜o V tal que V (A, 1) e V (A, 0) mas na˜o e´ o caso que
V (B , 1) e´ fa´cil checar que o valor constitui um contra-exemplo para ambos, explosa˜o
e silogismo disjuntivo. Contudo, e´ tambe´m um contra-exemplo ao modus ponens
pelo material condicional de LP. Por esta raza˜o, proponentes de LP, usualmente,
defendem a expansa˜o do sistema que inclui um conectivo condicional mais forte que
na˜o e´ defin´ıvel em termos da negac¸a˜o e disjunc¸a˜o.
12.5.2 Aplicac¸o˜es da Lo´gica Paraconsistente
(1) Engenharia de Software - Lo´gica Paraconsistente tem sido aplicada, como
meio de lidar com inconsisteˆncias pervasivas entre a documentac¸a˜o, casos de uso e
co´digos de grandes sistemas de software ??).
(2) Semaˆntica de Linguagens - No sentido de Walter Carnielli, possivelmente,
a Lo´gica Paraconsistente aplicar-se-a´ a` semaˆntica de linguagens na Cieˆncia da Com-
putac¸a˜o.
(3) Eletroˆnica - Projeta rotineiramente uso de um lo´gica de quatro valores, atuando
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em papeis similares a “na˜o sei” e “ambos, verdadeiro e falso“ respectivamente,
adicionalmente a verdadeiro e falso.
(4) Construc¸a˜o de Painel Solar Auto-Orienta´vel - Uma interessante aplicac¸a˜o
da Lo´gica Paraconsistente e´ a que esta´ em Prado (2013), uma dissertac¸a˜o de mestrado
abordando a construc¸a˜o de um painel solar auto-orienta´vel, destinado a otimizar o
rendimento de um painel fotovoltaico para gerac¸a˜o de eletricidade, proporcionando
carga para um conjunto de baterias em localidades isoladas e desprovidas de energia
ele´trica, seguindo uma crescente tendeˆncia no sentido da busca por dispositivos
confia´veis, menos danosos ao meio ambiente e apresentando baixo consumo de re-
cursos em sua operac¸a˜o. Foi executada a implementac¸a˜o pra´tica de um proto´tipo,
baseada em uma placa controladora derivada da Arduino e de um motor de passo
para movimentar o painel solar, utilizando para fins de sensoreamento uma amostra-
gem dos pro´prios valores de tensa˜o oferecidos pelo mesmo.
(5) Tomada de Decisa˜o, Avaliac¸a˜o e Selec¸a˜o - Outra aplicac¸a˜o da Lo´gica
Paraconsistente, e´ tomada de decisa˜o, processos de avaliac¸a˜o e selec¸a˜o. Trata-se do
processo de tomada de decisa˜o de gestores utilizando-se de algoritmo analisador
baseado em lo´gicas na˜o-cla´ssicas: a lo´gica paraconsistente anotada (LPA). O me´todo
e´ apropriado ao tratamento de dados incertos, contradito´rios ou paracompletos;
consiste em estabelecer proposic¸o˜es e parametriza´-las para isolar os fatores de maior
influeˆncia nas deciso˜es. Especialistas sa˜o utilizados para obtenc¸a˜o de anotac¸o˜es sobre
esses fatores, atribuindo-lhes graus de crenc¸a e descrenc¸a. No caso analisado, utilizou-
se da Lo´gicaParaconsistente Anotada, como instrumento de apoio ao processo de
avaliac¸a˜o e selec¸a˜o de profissional a ser promovido a gerente, dentre cinco poss´ıveis,
em pequena empresa familiar. Os treˆs so´cios-gerentes da empresa constitu´ıram o
grupo de especialistas, na medida em que conhecem o valor profissional dos cinco
funciona´rios. A interpretac¸a˜o das avaliac¸o˜es realizadas pelos especialistas deu-se por
interme´dio dos baricentros (o baricentro e´ um ponto da a´rea de uma figura geome´trica
plana, como no quadrado, determinado pelo encontro das medianas dos lados e retas
partindo dos ve´rtices) no quadrado unita´rio do plano cartesiano (QUPC), que indicou
os graus de inconsisteˆncia ou de indeterminac¸a˜o dos dados utilizados.
(6) Distribuic¸a˜o do Fluxo de Ve´ıculos em Traˆnsito Cao´tico - Devido ao
traˆnsito cao´tico de ve´ıculos no capital de Sa˜o Paulo, observou-se que em muitos
sinais de traˆnsito, existe uma ma´ distribuic¸a˜o do fluxo de ve´ıculos. Dado este cena´rio,
o projeto teve como objetivo demonstrar a aplicac¸a˜o de Lo´gica Paraconsistente, para
o tratamento de incertezas com o apoio da engenharia de software e para aumentar
o fluxo em diferentes horas, em que principalmente apresenta um movimento maior.
Atrave´s de um estudo explorato´rio pesquisa, foi poss´ıvel observar, identificar e avaliar
questo˜es pertinentes para a questa˜o. Com base na extracc¸a˜o de conhecimento do
profissional de Companhia da Engenharia de Tra´fego (CET), caracteriza-se como
especialistas, foram levantadas fluxo caracter´ısticos do ve´ıculo em momentos cr´ıticos.
Apo´s a remoc¸a˜o dessas informac¸o˜es e envia´-lo para ana´lise, usando-se um aplicativo
de software, os resultados ao longo do tempo para mudar um sema´foro para outro,
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apoiando as deciso˜es sobre a possibilidade de otimizac¸a˜o, caso a caso.
12.6 Lo´gica Modal
Na evoluc¸a˜o da lo´gica como uma ferramenta de formalizac¸a˜o, pode-se observar
uma crescente habilidade na expressividade das lo´gicas. O Ca´lculo Proposicional foi
desenvolvido para expressar verdades absolutas ou constantes, afirmando fatos sobre
o universo de discurso da Lo´gica Proposicional. O arcabouc¸o proposicioal lida com a
questa˜o de como a verdade de uma sentenc¸a composta depende da verdade de seus
constintuintes.
A Lo´gica Modal foi desenvolvida a partir das limitac¸o˜es do conceito de implicac¸a˜o
lo´gica, como notado por Hugh MacColl no final do se´culo XIX. A Lo´gica Mo-
dal foi axiomatizada em 1912 por C. L. Lewis, utilizando o me´todo de Principia
Mathematica (1910) de Bertrand Russell e Whitehead. Segundo estes lo´gicos, a
Lo´gica e o Ca´lculo dos Predicados e´ suficiente para permitir a expressa˜o do conceito
de deduc¸a˜o, mas limitado na sua expressividade. Certas noc¸o˜es como necessidade
lo´gica e possibilidade lo´gica, dificilmente poderiam ser expressas atrave´s da Lo´gica e
do Ca´lculo dos Predicados.
A Lo´gica Modal se refere a qualquer sistema de lo´gica formal que procure lidar
com modalidades para tratar modos quanto a necessidade, possibilidade e probabili-
dade.
Na evoluc¸a˜o histo´rica da Lo´gica Modal, o fundador da lo´gica formal moderna,
Gottlob Frege, duvidava que a Lo´gica Modal fosse via´vel. E enta˜o, em 1933, Ru-
dolf Carnap e Kurt Go¨del comec¸aram a busca por uma estrutura matema´tica de
uma lo´gica que lidasse com as treˆs modalidades cla´ssicas (possibilidade, necessidade
e probabilidade). Em 1937, Robert Feyes, seguidor de Go¨del, propoˆs o sistema T
de lo´gica modal. Em 1951, Georg Henrik Von Wright propoˆs o sistema M , que
e´ elaborado sobre o sistema T . Tambe´m nos anos 50, C.I.Lewis construiu, sobre o
sistema M , seus conhecidos sistemas modais S1, S2, S3, S4 e S5 ??).
Em 1960 , Saul Aaron Kripke (1940) estabeleceu o sistema modal normal mı´nimo
K . Kripke e´ amplamente reconhecido como um dos filo´sofos vivos mais importantes.
Sua obra e´ muito influente em diversas a´reas, desde da lo´gica a` filosofia. Ele e´ profes-
sor eme´rito na University of Princeton e professor de filosofia na City University of
New York (CUNY). Em 2001, ele recebeu o Preˆmio Schock em Lo´gica e Filosofia.
Kripke e´ conhecido principalmente pela contribuic¸a˜o para uma semaˆntica para a
Lo´gica Modal e outras lo´gicas relacionadas, publicadas quando ele tinha menos de
vinte anos de idade.
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Figura 131 – A evoluc¸a˜o da lo´gica modal.
Fonte: www.cambridge.org.
Mas, o Ca´lculo Modal adiciona outra dimensa˜o a` variabilidade e a` descric¸a˜o
por predicados. Conceitualmente, se pensarmos em mundos, onde cada mundo
e´ materializado pelo seu universo de discurso. Considera-se, agora, um universo
de discurso maior, particionado pelos universos de discursos de cada mundo, de
estruturas semelhantes, mas de conteu´dos diferentes. Se contemplarmos as transic¸o˜es
entre os mundos, o Ca´lculo Modal propicia uma notac¸a˜o especial para descrever tais
transic¸o˜es entre esse mundos.
Um exemplo para se entender a ideia de mundos, considere o sistema planeta´rio,
envolvendo a Terra e Veˆnus. Sabe-se que qualquer racioc´ınio que seja va´lido no
planeta Terra, pode-se tornar inva´lido no planeta Veˆnus, porque conceitos ba´sicos
usados naturalmente na Terra, podem assumir significados completamente diferentes
em Veˆnus. Enta˜o, o que temos, a respeito de formalismos, e´ que a variabilidade
dentro de um mundo e´ manipulada variando-se os valores das varia´veis dos predi-
cados, enquanto as mudanc¸as (transic¸o˜es) entre mundos podem ser expressas pelo
formalismo modal.
Mas, se consideramos que ao inve´s de va´rios mundos, interpretarmos o conjunto de
mundos possiveis da Lo´gica Modal, como um mesmo mundo visto em instantes
diferentes, podemos visualizar neste mesmo mundo, um conjunto de instantes
numa escala temporal qualquer (segundos, minutos, dias, ...), onde cada instante
associado a um, e somente um, estado de um sistema computacional e imaginando-se
as transic¸o˜es entre esses estados. Assim, o Ca´lculo Modal poder ser aplicada a grafos,
atrave´s do Ca´lculo da Lo´gica Temporal. Toda lo´gica temporal e´ modal, a qual e´
uma forma apropriada para a descric¸a˜o e verificac¸a˜o de propriedades de sistemas
comunicantes concorrentes como em Benevides (2015) e Vasconcelos (1989).
Diversos provadores de teoremas, ferramentas para automatizar o uso da Lo´gica
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Modal, sa˜o providos em AiML.NET-Advances in Modal Logic (〈http://www.cs.man.
ac.uk/∼schmidt/tools/〉).
12.7 Sobre a Lo´gica Matema´tica
Lo´gica Matema´tica e´ uma extensa˜o da lo´gica simbo´lica em outras a´reas, em especial
para o estudo da teoria dos conjuntos, teoria da recursa˜o (relevantes para a Cieˆncia
da Computac¸a˜o) e tambe´m para a teoria dos modelos e teoria da demonstrac¸a˜o
(relevantes para a matema´tica). Lo´gica matema´tica e´ o uso da lo´gica formal para
estudar o racioc´ınio matema´tico, ou como propoˆs Alonzo Church Church (1996),
a “lo´gica tratada pelo me´todo matema´tico”.
No in´ıcio do se´culo XX, lo´gicos e filo´sofos tentaram provar que a matema´tica,
ou parte da matema´tica, poderia ser reduzida a` lo´gica. Gottlob Frege, por exemplo,
tentou reduzir a aritme´tica a` lo´gica; Bertrand Russell e A. N. Whitehead, no
cla´ssico Principia Mathematica (1910-1913), tentaram reduzir toda a matema´tica
enta˜o conhecida a` lo´gica, a chamada lo´gica de segunda ordem. Ha´ um certo consenso
que a reduc¸a˜o falhou, assim como ha´ um certo consenso que a lo´gica e´ uma maneira
precisa de representar o racioc´ınio matema´tico. Hilbert, que no seu livro sobre os
fundamentos da geometria (1899) reduziu a consisteˆncia dos axiomas da geometria
aos da aritme´tica, estava muito interessado na consisteˆncia dos axiomas da aritme´tica.
O final desta histo´ria e´ contada no cap´ıtulo sobre Fundamentos da Matema´tica, no
volume I desta se´rie.
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CAPI´TULO 13
A Visa˜o Abstrata de Dados
D
iante das a´reas da Matema´tica, da Lo´gica e da Cieˆncia da Computac¸a˜o, existem
dois mundos em que nos inserimos: o mundo matema´tico das abstrac¸o˜es e
o mundo concreto das soluc¸o˜es. Esses dois mundos precisam ser modelados e
existem duas formas de se modelar esses mundos, que se originam em conjuntos de
elementos e proporcionam a formac¸a˜o dos tipos de dados em computac¸a˜o. Assim a
teoria dos onjuntos e´ imprescind´ıvel para se construir tipos . Por outro lado, no
mundo computacional um outro paradigma, que mais reflete os problemas reais, no
qual objetos reais sa˜o projetados para a soluc¸a˜o dos problemas e´ o paradigma dos
objetos.
Em Cieˆncia da Computac¸a˜o, o conceito de objeto teve origem na linguagem de
programac¸a˜o Simula 67, que foi a primeira linguagem a implementar o conceito de
objeto. Esses objetos, num programa de computador, correspondem diretamente a
objetos reais, como, por exemplo, os componentes de uma ma´quina. De modo geral,
quaisquer que sejam os componentes de uma sistema de computac¸a˜o, esses podem ser
implementados e simulados atrave´s de objetos de alguma linguagem de programac¸a˜o
orientada a objeto. Simula 67 e´ uma linguagem de programac¸a˜o, extensa˜o da ALGOL
60, projetada para apoiar a simulac¸a˜o de eventos discretos, criadas entre 1962 e 1968
por Kristen Nygaard e Ole-Johan Dahl no Centro Noruegueˆs de Computac¸a˜o em
Oslo, Noruega. Simula 67 foi a primeira linguagem orientada a objetos, pore´m levou
tempo para se consolidar na comunidade acadeˆmica. Na verdade, a orientac¸a˜o a
objeto somente se consolidou pela criac¸a˜o da linguagem Smalltalk 80.
13.1 Conjuntos abstratos × Objetos computacionais
Conjuntos e objetos sa˜o duas formas de se modelar o mundo. O, enta˜o, que o mundo
dos conjuntos e o mundo dos objetos tem em comum ?
A resposta para esta pergunta passa por um conceito comum, tanto para a Te-
oria dos Conjuntos, como para o Paradigma dos Objetos. Trata-se do conceito
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matema´tico do que e´ chamado tipo, que em Cieˆncia da Computac¸a˜o, chama-se tipos
de dados.
O conceito de tipo veio da Teoria dos Tipos, e surgiu no sentido de se orga-
nizar o espac¸o de diversos elementos pertencentes a diversos conjuntos, os quais para
a Cieˆncia da Computac¸a˜o sa˜o chamados dados, separando-os ou classificando-os em
classes de dados, visando operac¸o˜es sobre determinadas classes formadas a partir de
elementos dos conjuntos de dados.
13.2 Teoria dos Tipos de Russell
A teoria dos tipos e´ o ramo da matema´tica que se preocupa com a classificac¸a˜o de
entidades (elementos de conjuntos) em conjuntos chamados tipos.
A teoria dos tipos moderna foi criada, em parte em resposta ao Paradoxo de Rus-
sell, publicado em Principia Mathematica, dos filo´sofos e matema´ticos britaˆnicos
Bertrand Arthur William Russell (1872-1970) e Alfred North Whitehead
(1861-1947). A resposta ao paradoxo veio do pro´prio Russell, com a introduc¸a˜o
de sua teoria dos tipos. Embora primeiro introduzido por Russell em 1903 nos
Princ´ıpios, sua teoria dos tipos encontra sua expressa˜o madura em seu artigo Mathe-
matical Logic como base na Teoria dos Tipos de 1908, e na obra monumental que
ele escreveu, chamada Principia Mathematica (1910 , 1912, 1913), com co-autoria
de Alfred North Whitehead (1861-1947). Sua ide´ia ba´sica era que a refereˆncia a
colec¸o˜es problema´ticas (como o conjunto de todos os conjuntos que na˜o sa˜o membros
de si mesmos que caracterizou o paradoxo sobre a teoria dos conjuntos de Cantor) po-
deriam ser evitados, organizando todas as sentenc¸as em uma hierarquia, comec¸ando
com frases sobre os membros no n´ıvel mais baixo, sentenc¸as sobre conjuntos de mem-
bros no pro´ximo n´ıvel mais baixo, sentenc¸as sobre conjuntos de conjuntos de membros
no pro´ximo n´ıvel mais baixo, e assim por diante. Deste ponto de vista, segue-se que e´
poss´ıvel, se referir a uma colec¸a˜o de objetos para os quais uma determinada condic¸a˜o
vale, se esses esta˜o todos ao mesmo n´ıvel ou do mesmo tipo. Surge enta˜o, a ideia de
tipos e a teoria dos tipos, que veio ser utilizada na Cieˆncia da Computac¸a˜o, no sentido
de se organizar espac¸o de dados em programas de computador. Neste capitulo, o
leitor vera´ que a teoria dos tipos deu origem a`s classes de objetos, e que se pode
programar um computador segundo o paradigma da orientac¸a˜o a objetos. Em teoria
dos conjuntos, uma colec¸a˜o (tambe´m chamada de classe) e´ “quase” um conjunto,
ou seja, classes tem va´rias propriedades em comum com conjuntos, mas na˜o sa˜o,
necessariamente, conjuntos. A ideia de uma colec¸a˜o tem a ver com a definic¸a˜o de um
multiconjunto (Bag Theory).
13.3 Teoria dos Tipos de Martin-Lo¨f
Per Erik Rutger Martin-Lo¨f (1942-) e´ um lo´gico, filo´sofo, estat´ıstico e ma-
tema´tico sueco, na Figura 132. E´ internacionalmente reconhecido por seu trabalho
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sobre os fundamentos da probabilidade, estat´ıstica, lo´gica matema´tica e Cieˆncia da
Computac¸a˜o.
Figura 132 – Martin Lo¨f - A teoria intuicionista dos tipos.
Fonte: Google Images - michaelt.github.io.
Os avanc¸os no construtivismo decorrentes do trabalho de Bishop permitiram que,
em 1971, o matema´tico Martin-Lo¨fdesenvolvesse a chamada teoria intuicionista dos
tipos. Entre as formas de construtivismo mostradas ate´ aqui, a teoria dos tipos e´ a
que deixa mais evidente a relac¸a˜o entre o construtivismo e a computac¸a˜o.
O objetivo desse to´pico sera´ limitado a fazer uma introduc¸a˜o simples do que significa
a teoria dos tipos e mostrar alguns dos seus usos na computac¸a˜o. Isso deve-se ao
fato que e´ uma teoria bastante complexa, seria necessa´rio um artigo inteiro para
explica´-la de forma satisfato´ria.
Para entender melhor a teoria dos tipos, pode-se pensar na teoria dos conjun-
tos. Na teoria dos conjuntos, o conceito principal e´ o conjunto e a partir dele, a teoria
vai sendo constru´ıda. De forma semelhante funciona a teoria dos tipos, mas sendo
o principal conceito os tipos. O pro´prio Martin-Lo¨f falou algumas palavras que
ajudam entender as ideias por tra´s dessa teoria. De acordo com ele, devemos pensar
acerca de objetos matema´ticos e construc¸o˜es. Todo objeto matema´tico seria de um
certo tipo e sempre seria dado junto comesse determinado tipo. O tipo e´ definido des-
crevendo o que deve-se fazer para construir umobjeto desse tipo. Assim, um tipo seria
bem-definido quando se sabe o que significa se ter um objeto desse tipo Bridges (2013).
Com essas palavras, Martin-lo¨f acaba definindo informalmente o que e´ um tipo .
Ale´m disso, ele vai mais ale´m, dando um exemplo. O exemplo e´ que o motivo das
func¸o˜es N −→ N serem um tipo, na˜o e´ porque e´ sabido a existeˆncia de alguma func¸a˜o
nume´rica em particular, como por exemplo, as func¸o˜es recursivas primitivas (soma,
multiplicac¸a˜o, ...), mas sim porque a noc¸a˜o de uma func¸a˜o nume´rica e´ bem entendida
em geral Bridges (2013). Nessa introduc¸a˜o abreviada das ideias de Martin-Lo¨f, ja´
fica evidente a relac¸a˜o entre a teoria dos tipos e a computac¸a˜o. A forma que essa
teoria interpreta os objetos matema´ticos e´ semelhante a muitas linguagens funcionais,
sendo um bom exemplo Haskell.
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Em Haskell, todos os dados sa˜o associados a um certo tipo. Pore´m, o que deixa essa
linguagem mais similar ainda, e´ que qualquer func¸a˜o ou expressa˜o da linguagem
tambe´m tem um tipo associado. Por causa dessas semelhanc¸as, algumas linguagens
funcionais mais recentes, como as linguagens Epigram e Agda, basearam-se direta-
mente na teoria de Martin-Lo¨f (teoria dos tipos com lo´gica intuicionista). Ale´m
disso, uma outra grande importaˆncia e´ a relac¸a˜o entre essa teoria e o isomorfismo
de Curry-Howard. De forma resumida, esse isomorfismo estabelece a equivaleˆncia
entre programas e provas matema´ticas. Isso e´ visto de forma bem clara na teoria de
Martin-Lo¨f, pois do jeito que ela foi desenvolvida, facilita a extrac¸a˜o de programas
a partir de provas Bridges (2013). E´ por isso que os conceitos da teoria dos tipos
sa˜o bastante usados para desenvolver programas que tem como objetivo servir de
assistente para provas.
Mais sobre sistemas de tipos , o leitor pode encontrar em Pimentel (2008). Neste
trabalho, a autora expo˜e sobre sistemas de tipos e a relac¸a˜o com a definic¸a˜o sinta´tica
de linguagens de programac¸a˜o. A ideia ba´sica desses sistemas formais e´ estabelecer
regras de formac¸a˜o das frases da linguagem, a partir de suas subfrases, levando em
conta propriedades das construc¸o˜es envolvidas na formac¸a˜o dessas frases. Como as
propriedades consideradas sa˜o, tipicamente, tipos de expresso˜es, tais sistemas sa˜o
denominados sistemas de tipos.
13.4 O que sa˜o sistemas de tipos
Com o surgimento de poderosos computadores programa´veis e o desenvolvimento
de linguagens de programac¸a˜o, a teoria dos tipos encontrou aplicac¸a˜o pra´tica no
desenvolvimento de sistemas de tipos de linguagens de programac¸a˜o.
Definic¸o˜es de sistemas de tipos no contexto de linguagens de programac¸a˜o variam,
mas a seguinte definic¸a˜o dada por Benjamin C. Pierce, professor no Department
of Computer and Information Science, University of Pennsylvania, na obra Types
and Programming Languages em Pierce (2002) - corresponde, aproximadamente, ao
consenso na comunidade de Teoria dos Tipos:
“Um sistema de tipos e´ um me´todo sinta´tico trata´vel para provar a isenc¸a˜o
de certos comportamentos em um programa, atrave´s da classificac¸a˜o de
frases de acordo com as espe´cies de valores que elas computam.”
Em outras palavras, um sistema de tipos organiza os valores (dados) de um programa
em conjuntos chamados tipos. Isto e´ o que e´ denominado uma atribuic¸a˜o de tipos,
e torna certos comportamentos do programa ilegais com base nos tipos que sa˜o
atribu´ıdos para um programa. Por exemplo, um sistema de tipos pode classificar
o valor “casa” como uma cadeia de caracteres e o valor 10 como um nu´mero, e
proibir o programador de tentar adicionar “casa” a 10, com base nesta atribuic¸a˜o de
tipos. Neste sistema de tipos, a instruc¸a˜o “casa + 10” seria ilegal. Assim, qualquer
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programa permitido pelo sistema de tipos seria livre de erros aos se tentar adicionar
cadeias de caracteres a nu´meros.
O projeto e a implantac¸a˜o de sistemas de tipos e´ um to´pico quase ta˜o vasto quanto
o das pro´prias linguagens de programac¸a˜o. De fato, os proponentes da teoria dos
tipos argumentam que o projeto de sistemas de tipos e´ a pro´pria esseˆncia do projeto
de linguagens de programac¸a˜o.
A teoria dos tipos e´ uma ferramenta na criac¸a˜o e pesquisa sobre novas lingua-
gens de programac¸a˜o. Ela e´ formada por um ama´lgama de matema´tica, lo´gica e
computac¸a˜o. Atrave´s dela, tornase poss´ıvel a implementac¸a˜o de compiladores eficien-
tes e co´digos ı´ntegros. Essa teoria e´ o estudo de sistemas de tipos , que e´ um conjunto
de regras sobre tipos de dados que previne as linguagens de erros decorrentes de
ma´s interpretac¸o˜es. Esses erros sa˜o comumente erros de tipos, erros de passagem
de paraˆmetro para func¸o˜es (em nu´mero e tipo), alterac¸o˜es do co´digo durante a
execuc¸a˜o. Geralmente esses sistemas sa˜o definidos atrave´s de julgamentos de tipos.
Estes julgamentos definem se uma expressa˜o foi bem digitada. Uma das func¸o˜es de
um sistema de tipos e´ prevenir erros de execuc¸a˜o. Um erro de tipo e´ uma expressa˜o
onde e na˜o resulta em um valor. Linguagens de programac¸a˜o podem ser definidas
por suas estruturas de tipos . Entre os benef´ıcios que isso traz, esta˜o e modularidade
com que a linguagem e´ apresentada, evitando confuso˜es.
Note que a teoria dos tipos , como descrita daqui para frente, se refere a tipa-
gem esta´tica, uma disciplina estabelecida pelo sistema de tipos da linguagem, que
corresponde a se atribuir tipos de dados antes do tempo de compilac¸a˜o do programa.
Isto corresponde a dizer ao compilador de um linguagem (neste caso estamos tratando
de linguagens compila´veis) quais tipos devera˜o ter as varia´veis de um programa, e
consequentemente, quanto de espac¸o de memo´ria, para cada das varia´veis, deve ser
previsto pelo compilador, para quando o programa for executado.
Uma outra forma de tipagem de dados e´ a dinaˆmica. Sistemas de programac¸a˜o
que aplicam tipagem dinaˆmica na˜o provam a priori que um programa usa valores
corretamente; ao inve´s disso, elas lanc¸am um erro em tempo de execuc¸a˜o quando o
programa tenta apresentar algum comportamento que use valores incorretamente.
13.5 O que e´ um Tipo
Podemos entender o que e´ um tipo, do ponto de vista matema´tico.
O conceito de tipo de dados simples e´ amplamente usado nas linguagens de pro-
gramac¸a˜o tipadas (ou fortemente tipadas). E´ o que o leitor comec¸ar a aprender logo
na sua primeira linguagem de programac¸a˜o. Para o caso de tipos de dados mais
complexos, existe o conceito matema´tico de tipo de dados chama-se Tipos Abstratos
de Dados que teve sua origem na matema´tica e norteia o conceito sinta´tico chamado
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classe, cujas as instaˆncias de classe correspondem aos objetos de uma classe no
paradigma de programac¸a˜o orientado a objeto. Objetos sa˜o, modernamente,
os que voceˆ aprendera´ para programar um computador, no estilo de linguagem
imperativa.
Definic¸a˜o: (Operac¸a˜o) - Chama-se operac¸a˜o sobre um conjunto E a toda aplicac¸a˜o
de E X E em E . Ou seja, uma operac¸a˜o e´ uma aplicac¸a˜o (func¸a˜o) a elementos de
um conjunto E , que tem como resultado, um outro elemento de E .
Pode-se generalizar a definic¸a˜o de operac¸a˜o, introduz-se o conceito de operac¸a˜o
no sentido amplo, isto e´, toda aplicac¸a˜o f de n conjuntos, isto e´:
f : E1 × E2 × ... × En−1 × En → F ,
onde Ei , para i = 1,n sa˜o conjuntos quaisquer. Diz-se, neste caso, que f esta´
definida em:
E1 × E2 × ... × En−1 × En e assume valores em F .
Definic¸a˜o: (Tipo)
Um tipo T e´ um conjunto de elementos, munido de um nu´mero determinado de
operac¸o˜es sobre os elementos desse conjunto.
Qualquer tipo T e´ dotado de um conjunto de operac¸o˜es, tanto faz ser um tipo
de dado simples ou um tipo abstrato de dados.
Pode-se generalizar esta definic¸a˜o, introduzindo-se o conceito de operac¸a˜o no sentido
amplo, isto e´, toda aplicac¸a˜o f de n conjuntos E1 × E2 × ... × En−1 × En em
F , onde Ei , para i = 1,n sa˜o conjuntos. Diz-se, neste caso, que f esta´ definida em
E1 × E2 × ... × En−1 × En e assume valores em F .
Exemplo: (tipo de dados inteiros, reais) - Inteiro ou real e´ o tipo de dado
que classificam nu´meros, e sa˜o os mais usados nos programas de computador, que o
leitor ira´ desenvolver na sua vida acadeˆmica ou profissional.
Exemplo: (tipo de dados caracters) - Podemos ter, tambe´m, o tipo chamado
caracter, o qual classifica num programa de computador, os dados alfa-nume´ricos.
Exemplo: (tipo de dados booleanos) - Tipo booleano e´ atribu´ıdo a varia´veis que
assumem os valores true (verdade) ou false (falso).
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13.6 O Surgimento das Liguagens de Programac¸a˜o Tipadas
O λ-Calculus Barendegt (1994) Ronchi e L. (2004) e´ um sistema formal que lida
com a teoria de func¸o˜es. Foi introduzido nos anos 1930 por Alonzo Church. Origi-
nalmente, Church tentou construir um sistema (que continha o λ-Calculus) para a
fundamentac¸a˜o da matema´tica. Mas esse sistema foi mostrado inconsistente (por
Rosser) por ser poss´ıvel simular o paradoxo de Russell dentro da teoria. Desta foma,
Church separou a parte do λ-Calculus e a usou para estudar a computabilidade.
O λ-Calculus e´ uma teoria que representa func¸o˜es como regras, ao inve´s da tradicional
abordagem de func¸o˜es como gra´ficos. Func¸o˜es como regras e´ a noc¸a˜o mais antiga de
func¸a˜o e refere-se ao processo de, a partir de um argumento para um valor, o processo
avalia o valor associado ao argumento, apenas por uma definic¸a˜o por certas regras.
Desta forma, e´ poss´ıvel estudar os apectos computacionais das func¸o˜es.
Tipos esta˜o presentes tanto em matema´tica quanto em computac¸a˜o. Na teoria
de conjuntos tradicional, o agrupamento de elementos em um conjunto independe da
natureza desses elementos. Quando passamos a trabalhar em aplicac¸o˜es espec´ıficas,
precisamos classificar os objetos em categorias, de acordo com o seu uso ou aplicac¸a˜o.
A noc¸a˜o de tipo origina-se dessa classificac¸a˜o: um tipo e´ uma colec¸a˜o de objetos
ou valores que possuem alguma propriedade em comum. Em geral, para cada tal
conjunto de valores, existe uma classe sinta´tica correspondente, qual seja, de termos
que representam esses valores, que tambe´m e´ chamada de tipo.
Em matema´tica, tipos impo˜em restric¸o˜es que evitam paradoxos. Universos na˜o
tipados, como o da teoria de conjuntos de Frege, apresentam inconsisteˆncias lo´gicas
(tais como o paradoxo de Russell encontrado na teoria ingeˆnua dos conjuntos de
Cantor).
Em computac¸a˜o, estudos sobre tipos em linguagens de programac¸a˜o sa˜o usu-
almente desenvolvidos sob o arcabouc¸o do λ-Calculus tipado. O λ-Calculus tipado
surgiu a partir do λ-Calculus na˜o tipado, ambos definidos por Church, na de´cada
de 30. O λ-Calculus (na˜o tipado) proveˆ um modelo muito simples de avaliac¸a˜o de
expresso˜es. Apesar dessa simplicidade, o λ-Calculus e´ um modelo “universal” de
computabilidade, no sentido de que qualquer func¸a˜o recursiva, assim como qualquer
func¸a˜o computa´vel por uma ma´quina de Turing, pode ser expressa como um termo
do λ-Calculus.
O λ-Calculus tipado simples, proposto por Church, considera apenas tipos ba´sicos
(por exemplo, Int, o tipo dos inteiros, e Bool, o tipo dos valores booleanos) e tipos
funcionais. O λ-Calculus tipado simples pode ser estendido de diversas maneiras,
introduzindo-se novos tipos ba´sicos ou novos construtores de tipos. Construtores de
tipos, comumente adicionados sa˜o construtores para os tipos produto e soma (unia˜o
disjunta) e tipos recursivos.
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13.7 Tipos em Linguagens Imperativas
FORTRAN (Formula Translation) foi a primeira linguagem de programac¸a˜o impera-
tiva criada com repercuc¸a˜o na comunidade da Cieˆncia da Computac¸a˜o e engenharia.
O primeiro compilador FORTRAN foi desenvolvido para o IBM 704 em 1957, por
uma equipe da IBM chefiada por John W. Backus. A linguagem introduziu o usos
dos tipos de dados simples tais como integer, real e character.
Na evoluc¸a˜o do FORTRAN, a primeira versa˜o padronizada da linguagem, conhecida
como FORTRAN IV (ANSI X3.9-1966) foi padronizada pela American Standard
Association (ASA). A linguagem foi largamente utilizada por cientistas para a escrita
de programas numericamente intensivos. A ampla disponibilidade de compiladores
para diferentes computadores, a simplicidade da linguagem, facilidade para ensina´-la
(mesmo que naquela e´poca na˜o houvesse programac¸a˜o estruturada), sua eficieˆncia e as
vantagens introduzidas pelo uso de subprogramas dos tipos func¸a˜o (retorna somente
um valor como resultante do processamento da func¸a˜o) e subrotina (pode retornar
mais de um valor como resposta do processamento desse subprograma). A com-
pilac¸a˜o do programa era independente dos subprogramas (precisava de um programa
chamado Link Editor) e mais a capacidade de lidar com nu´meros complexos, ajuda-
ram em sua ampla difusa˜o dentro da comunidade cient´ıfica. Depois do FORTRAN,
surgiram va´rias outras linguagens no paradigma imperativo, utilizando um sistema
de tipos simples, ate´ que a Teoria dos Tipos veio a contribuir, definitivamente, com
o surgimento da Programac¸a˜o Orientada a Objeto, na qual a linguagens tem como
componente principal a implementac¸a˜o de tipos abstratos de dados, materializados
como as classes deste paradigma de linguagens de programac¸a˜o.
13.8 Tipo Abstrato de Dado (TAD)
Informalmente, abstrato e´ tudo aquilo que que so´ existe na ideia, no conceito.
Resulta de uma abstrac¸a˜o , sendo abstrac¸a˜o a auseˆncia de detalhes. Tambe´m,
informalmente, e´ aquilo que e´ de dif´ıcil compreenc¸a˜o.
Em Cieˆncia da Computac¸a˜o, um Tipo Abstrato de Dados (TAD) e´ uma espe-
cificac¸a˜o de um conjunto de dados e operac¸o˜es que podem ser executadas sobre esses
dados. Com um TAD podemos nos abstrair das varia´veis envolvidas, em uma u´nica
entidade fechada, com operac¸o˜es pro´prias que podem manipular essas varia´veis, no
sentido de permitir a informac¸a˜o das varia´veis, restritas somente as essas operac¸o˜es,
requisitadas pelo ambiente externo ao TAD.
Um exemplo pra´tico e´ o caso de um funciona´rio de uma organizac¸a˜o. Antes da
Teoria de Tipos Abstratos de Dados, um funciona´rio seria representado por varia´veis
soltas (como seu nome, sua idade e sua matr´ıcula) que seriam operadas separa-
damente, sem ligac¸a˜o lo´gica entre elas, ale´m do conhecimento de quem produz o
programa de computador, de que a varia´vel corresponde ao nome da “entidade”
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funciona´rio.
Conceitualmente, na teoria TAD, passou-se a pensar que na˜o ha´ o nome, idade
e matr´ıcula do funciona´rio, mas simplesmente o tipo FUNCIONA´RIO. Este tipo,
como um tipo simples (inteiro ou string), deve ter operac¸o˜es pro´prias. Assim, o
FUNCIONA´RIO deve possuir operac¸o˜es deseja´veis a quem produz o programa, como,
por exemplo, validar sua matr´ıcula, verificar a idade, entre outras operac¸o˜es.
Na pra´tica, o TAD e´ especificado usando-se um tipo composto pelos valores perten-
centes ao TAD (nome, idade, matr´ıcula). E por func¸o˜es que operam esta estrutura.





Declara a assinatura do TAD.
TIPOS




Pesquisa sobre Tipos Abstratos de Dados
O trabalho precursor deve-se a Liskov e Zilles (1975) sobre te´cnicas de especi-
ficac¸a˜o para abstrac¸a˜o de dados. Depois, Guttag (1977) sobre tipos abstrados de
dados e o desenvolvimento de estruturas de dados. Em Guttag (1977), a especificac¸a˜o
alge´brica de um tipo abstrato de dados esta´ em Guttag J. V. e Horning (1978), e em
Guttag, Horowitz e Musser (1978) sobre o projeto de especificac¸a˜o de tipos de dados.
Tambe´m em Goguen, Thatcher e Wagner (1978) surge uma abordagem alge´brica
inicial para a especificac¸a˜o, correc¸a˜o e implementac¸a˜o de um tipo abstrato de dados.
Uma visa˜o alge´brica de um tipo abstrato de dados pode ser estudada em Veloso
(1987) e Sette (1988).
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13.9 Contribuic¸a˜o para a Computac¸a˜o - Projeto Orientado a
Objeto
Para mostrar a contribuic¸a˜o de tipos abstratos de dados a` Cieˆncia da Computac¸a˜o,
nos voltamos ao que existe de mais atual em termos de paradigma de programac¸a˜o
de computadores. A primeira definic¸a˜o do que vem a ser um projeto orientado a
objeto, e´ que este e´ o me´todo que conduz a arquiteturas de software base-
adas sobre os objetos de todo sistema ou que subsistemas manipulam.
Esta definic¸a˜o proveˆ a linha geral para projetar software no modo orientado a
objeto. Mas, a´ı surgem algumas questo˜es:
• Como descrever os objetos.
• Como descrever as relac¸o˜es e pontos em comum entre objetos.
• Como usar objetos para estruturar programas.
13.9.1 Descrevendo Objetos - Tipos Abstratos de Dados
Uma vez que se tenha estabelecido os tipos de objetos visando a decomposic¸a˜o do
sistema, a pro´xima questa˜o e´ como esses objetos devem ser descritos.
Quando falando sobre sistemas sendo organizados em torno de estruturas de dados,
estamos, claramente, mais interessados em classes de estruturas de dados, do
que em objetos individuais.
Em Meyer (1988), o conceito de classe , e´ sem du´vida, o termo te´cnico que sera´
aplicado em linguagens orientadas a objetos para descrever tais classes de estruturas
de dados, com seus atributos, caracterizadas por propriedades. Na˜o confundir classe e
objeto. A diferenc¸a e´ que classe diz respeito a um conjunto de itens, e um objeto e´
um elemento desse conjunto. Uma classe e´ um conceito sinta´tico, enquanto um objeto
e´ algo como um elemento que e´ instanciado de uma classe, mas que ira´ corresponder,
num ambiente de computac¸a˜o, a um co´digo executa´vel na memo´ria do computador
ou armazena´vel num dispositivo de memo´ria secunda´ria.
13.10 A necessidade de Tipos Abstratos de Dados
Descric¸o˜es formais de classes, como estruturas de dados completas, precisas, na˜o-
amb´ıguas e´ o que antecede a construc¸a˜o de software orientado a objeto. Mas, como
conseguir completude, precisa˜o e na˜o-ambiguidade ?
Segundo Meyer (1988), no contexto da construc¸a˜o de software orientado a objeto,
over specification pode ser entendida para significar redundaˆncia ou inconsisteˆncia; a
especificac¸a˜o tem mais informac¸a˜o mais precisa do que e´ requerida. Ao contra´rio,
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under specification significa que va´rios elementos das especificac¸o˜es sa˜o incompletas
ou insuficientemente precisas. Um crite´rio deve ser encontrado numa construc¸a˜o de
software orientado a objeto, para evitar a demasia ou insuficieˆncia de informac¸a˜o
numa especificac¸a˜o, e a resposta e´ a Teoria dos Tipos Abstratos de Dados.
Uma breve apresnetac¸a˜o de tipos abstratos de dados esta´ em Meyer (1988).
Genericamente, uma especificac¸a˜o de um tipo abstrato de dados descreve uma
classe de uma estrutura de dados, atrave´s da lista de servic¸os dispon´ıveis sobre a
estrutura de dados em questa˜o, e mais as propriedades formais desses servic¸os. As
palavras operac¸o˜es e features tambe´m sa˜o usadas ao inve´s de servic¸os.
13.11 Formalmente especificando TAD -Tipos de Dados Abs-
tratos
Duas maneiras formais podem ser utilizadas para especificar um TAD: (a) Tipo
abstrado de dados orientado a propriedades , usando-se func¸o˜es (que na˜o explicitam
estados) para a descric¸a˜o dos servicos; (b) Tipo abstrato de dados baseado em estado
, usando-se operac¸o˜es sobre as varia´veis de estado.
Um exemplo de um tipo abstrato de dados orientado a propriedades , pode ser
mostrado numa especificac¸a˜o formal completa de uma estutura de dados chamada
PILHA, como segue, muito utilizada em determinadas implementac¸o˜es de computa-
dor. Os curr´ıculos dos cursos de graduac¸a˜o em Cieˆncia da Computac¸a˜o tem como
disciplina ba´sica, as Estruturas de Dados, tais como listas, filas e dentre as quais, a
pilha e´ um outro exemplo.
Exemplo : (Tipo Abstrato de Dados PILHA - Orientado a Proprieda-
des)
O exemplo, em Meyer (1988), mostra a especificac¸a˜o de um tipo abstrato de
dados orientado a propriedades, chamado TAD (Tipo Abstrato de Dados),
como na Figura 13.11, com suas caracter´ısticas matema´ticas, cuja especificac¸a˜o
formal e´ mostrada a seguir, consistindo de quatro partes:
Neste exemplo as duas primeira partes expressam a sintaxe do tipo (suas proprie-
dades estruturais, definindo os servic¸os dispon´ıveis no tipo), enquanto as duas u´ltimas
partes expressam a semaˆntica do tipo (definindo as propriedades dos servic¸os).
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TAD
Tipo Abstrato de Dados PILHA, orientado a propriedades.
Declara a assinatura do TAD.
TIPOS
PILHA[X ]
Declara as func¸o˜es que descrevem os servic¸os sobre o tipo PILHA.
FUN C¸O˜ES
vazia: PILHA[X ] –> BOOLEAN
nova: –> PILHA[X ]
coloca: X X PILHA[X ] –> PILHA[X ]
retira: PILHA[X ] -/-> PILHA[X ]
topo: PILHA[X ] -/-> X
Declara as pre´-condic¸o˜es necessa´rias para as func¸o˜es-servic¸os.
PRECONDI C¸O˜ES
preretira (s :PILHA[X ] = (not vazia(s))
pretopo (s :PILHA[X ] = (not vazia(s))
Especifica as propriedades dos servic¸os.
AXIOMAS
Paratodox :X, s:PILHA[X ]
vazia(nova())
not vazia(coloca(x,s))
topo (coloca(x,s)) = x
retira (coloca(x,s)) = s
No exemplo acima e´ mostrada a especificac¸a˜o de uma estrutura de dados do tipo
PILHA (stack) vista como uma estrutura sobre a qual os servic¸os dispon´ıveis sa˜o
coloca (push) um novo elemento na PILHA, acessa o topo da PILHA (textitpop), o
qual retira um elemento do topo da pilha e testa se a PILHA e´ vazia. Estes servic¸os
devem observar a pol´ıtica last-in-first out (o u´ltimo que entra na pilha, e´ o primeiro
que sai) que caracteriza o comportamento de uma pilha.
Tipos abstratos de dados , orientado a propriedades herdaram da matema´tica,
as func¸o˜es, que descrevem as operac¸o˜es de um tipo . Essas func¸o˜es podem ser predica-
dos , que sa˜o func¸o˜es que tomam valores no conjunto chamado BOOL = {true, false}.
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Duas caracter´ısticas importantes de Tipos Abstratos de Dados devem ser enfa-
tizadas: a ocultac¸a˜o da informac¸a˜o e a instanciac¸a˜o de tipo .
A instanciac¸a˜o de um TAD, pode ser visualizada na construc¸a˜o do exemplo 13.11
do tipo abstrato de dados PILHA. Pode-se destacar em sua especifIcac¸a˜o formal, a
identificac¸a˜o do tipo sendo especificado, sua assinatura PILHA[X ], que conte´m
um paraˆmetro fict´ıcio X , representando uma estrutura gene´rica, o qual representa
um tipo arbitra´rio, que representa o tipo de elementos na PILHA. Portanto, pilhas
de va´rios tipos podem ser obtidos por prover um tipo para X . Cada pilha individual
e´ chamada de uma instaˆncia do tipo PILHA.
13.12 Ocultac¸a˜o da Informac¸a˜o num TAD
Em ingleˆs, o conceito e´ conhecido como Information Hiding. Como esta´ em Meyer
(1988), este e´ o princ´ıpio da ocultac¸a˜o da informac¸a˜o dentro de um tipo abstrato de
dados. O princ´ıpio Information Hiding pode ser explicado como segue:
“Toda informac¸a˜o sobre um mo´dulo TAD, deve ser privada ao mo´dulo
TAD, a menos que seja especificamente declarada pu´blica.”
A aplicac¸a˜o deste princ´ıpio assume que todo o mo´dulo TAD e´ conhecido ao mundo
externo, atrave´s de uma interface. A raza˜o fundamental por tra´s deste princ´ıpio e´
que se um mo´dulo TAD mudar, somente seus elementos privados mudam, sem afe-
tar sua interface que outros mo´dulos de um programa, chamados clientes a conhecem.
Em suma, um tipo abstrato de dados e´ uma classe de estruturas de dados
descrita por uma visa˜o externa: servic¸os dispon´ıveis e as propriedades desses
servic¸os. Note que, da definic¸a˜o do que seja um tipo (conceito alge´brico), passamos
a` definic¸a˜o de uma classe (conceito sinta´tico) de uma linguagem orientada a objeto.
Por isso, que nas linguagens orientadas a objetos, uma classe corresponde a um tipo
da linguagem.
Como em Meyer (1988), uma estrutura de dados e´, assim, vista como um con-
junto de servic¸os oferecidos ao mundo externo. Usando uma descric¸a˜o de um tipo
abstrato de dados, na˜o e´ preciso cuidar o que a estrutura e´; quais problemas ela
tem; o que ela pode oferecer para outros elementos de software. Esta e´ um visa˜o
utilita´ria, consistente com as restric¸o˜es do desenvolvimento de software em larga
escala: preservar a integridade do mo´dulo em um ambiente em constante mudanc¸a,
todo componente do software deve guardar sua pro´pria lo´gica. Componentes do
software devem somente acessar estruturas de dados, com base nas suas propriedades.
Isto esta´ em consonaˆncia com o princ´ıpio de Information Hiding - a ocultac¸a˜o da
informac¸a˜o, constante nos mo´dulos que definem um TAD.
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O conceito de Information Hiding e´ utilizado, em programac¸a˜o concorrente (pro-
cessos ou threads), na construc¸a˜o da estrutura de um monitor Ben-Ari (2014), como
e´ implementado na linguagem de programac¸a˜o Java Deitel e Deitel P (2005). O
monitor, enta˜o, funciona um mo´dulo que controla a sincronizac¸a˜o da execuc¸a˜o dos
processos (ou threads), dentro da execuc¸a˜o de um programa concorrente.
13.13 Tipos Abstratos de Dados Baseados em Estados
Func¸o˜es matema´ticas so´ explicitam seus argumentos de entrada e sua sa´ıda. Portanto,
na˜o explicitam estados. Os estados sa˜o varia´veis internas, dentro da “caixa” de
uma func¸a˜o. Entretanto, programas de computador, do ponto de vista da teoria
dos autoˆmatos finitos, explicitam os estados do programa e as transic¸o˜es entre
estados. Programas tem o seus estados iniciais, que sa˜o considerados os estados
iniciais nos autoˆmatos, e dependendo do programa, pode existir um estado final,
ou o programa pode ser reinicializado depois de alguns estados e transic¸o˜es ocorrerem.
Visto assim, podemos ter um tipo abstrato de dados baseado em estados,
o qual especifica uma classe, como explicado anteriormente. Uma classe tem seus
atributos (varia´veis de estado) e operac¸o˜es (que representam transic¸o˜es) que manipu-
lam essas varia´veis, provendo os servic¸os do TAD baseado em estado.
Desta forma, ao inve´s de func¸o˜es matema´ticas, descrevemos as operac¸o˜es que podem
representar transic¸o˜es que na˜o mudam de estado, ou mesmo, transic¸o˜es que mudam
o estado do programa. As as situac¸o˜es podem ser representadas, claramente, numa
especificac¸a˜o baseada na linguagem Z, como em Spivey (1989). A linguagem Z foi
criada usando a Teoria dos Conjuntos, a Lo´gica dos Predicados e o λ-Ca´lculo, e
tem a expressividade para descrever tudo o que estes formalismos que a compo˜em
expressam.
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No exemplo da especificac¸a˜o da PILHA em Duke e Rose (2000), usada no exemplo
anterior 13.11, podemos ilustrar o que vem a ser um TAD baseado em estados. Este
corresponde a um me´todo construtivo de se especificar programas de computa-
dor ou sistemas. Enquanto o me´todo que utiliza somente func¸o˜es, corresponde a
um me´todo axioma´tico (orientado a propriedades) de se especificar programas ou
sistemas. No sentido de se aproximar dos princ´ıpios do que e´ um projeto orientado a
objeto, mostramos o mesmo exemplo 13.11 do TAD PILHA, a estrutura sinta´tica
e a semaˆntica como na linguagem Object-Z Smith (2000). Esta linguagem estende
a linguagem Z, por adicionar construc¸o˜es da linguagem em direc¸a˜o ao paradigma
orientado a objetos, mais notadamente, sobre o uso de classes (que sa´o tipos) e
suas operac¸o˜es. Em Object-Z, outros conceitos tais como polimorfismo e heranc¸a
sa˜o tambe´m suportados. Object-Z recebeu significante atenc¸a˜o na comunidade de
me´todos formais e va´rias pesquisas no sentido de validar os aspectos da sua lin-
guagem existem, tornando-a uma linguagem h´ıbrida, que utiliza a linguagem Z,
mas tambe´m pode utilizar a Lo´gica Temporal, para descrever propriedades das
trajeto´rias de execuc¸a˜o sobre os estados de um programa de computac¸a˜o. Object-Z
Mahony B; Dong (2000) Dong e Duke R; Hao (2005) suporta ferramentas atrave´s
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da Community Z Tools project e tambe´m possui um ca´lculo para refinamentos de
especificac¸o˜es (Refinement Calculi) Derrick John; Boiten (2014).
O projeto CZT da comunidade de ferramentas Z (CZT) e´ um projeto para construir
um conjunto de ferramentas para a notac¸a˜o Z, um me´todo formal em engenha-
ria de software. As ferramentas incluem suporte para edic¸a˜o, verificac¸a˜o de tipo e
animac¸a˜o para especificac¸o˜es Z. Ha´ algum suporte para extenso˜es como Object-Z.
As ferramentas sa˜o constru´ıdas usando a linguagem de programac¸a˜o Java. CZT foi
proposta por Andrew Martin em 2001, para estabelecer um projeto de comunidade
baseada na Internet para construir uma estrutura para a integrac¸a˜o da ferramenta Z
e, finalmente, outras ferramentas plug-in para algum ambiente de desenvolvimento
de software Oxford University Computing Laboratory (2001).
Um exemplo de tipos abstratos de dados baseados em estados, utilizando a lin-
guagem de especificac¸a˜o chamada Object Z:
Exemplo (Service) - Um TAD chamado Service e´ mostrado. A classe Service
refere-se a uma parte da especificac¸a˜o de um metamodelo para descrever as carac-
ter´ısticas de modelos referentes a ambientes gene´ricos de computac¸a˜o pervasiva ou












identification ′ = identification?
description ′ = description?
created ′ = created?
Tipos abstratos de dados, baseados em estados, herdaram da matema´tica a Teoria
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dos Conjuntos, a Lo´gica dos Predicados e as func¸o˜es do λ-Ca´lculo. Da Lo´gica
dos Predicados temos que as func¸o˜es podem ser predicados, que sa˜o func¸o˜es que
tomam valores no conjunto chamado BOOL = {true, false}. A lo´gica pode expressar
propriedades dos estados, relacionando pre´-condic¸o˜es e po´s-condic¸o˜es, nas transic¸o˜es
de estados. Se a Lo´gica Temporal e´ usada, TADs baseados em estados tambe´m
podem comportar (ver em Object Z) a forma de se descrever as propriedades dos
caminhos sobre os estados (trajeto´rias) de execuc¸a˜o do programa de computador
implementado na classe.
13.14 Benef´ıcios dos Tipos para Linguagens
Em computac¸a˜o, existem diversas linguagens na˜o tipadas (ou seja, que possuem
apenas um tipo, que conte´m todos os valores) como, por exemplo: a linguagem do
λ-Calculus, Lisp (List Processing), Self (uma linguagem de programac¸a˜o orientada a
objeto dinaˆmica baseada em proto´tipo), Perl e Tcl (Tool Command Language). Essas
linguagens na˜o dispo˜em de nenhum mecanismo para a detec¸a˜o de falhas devidas a
operac¸o˜es aplicadas a argumentos impro´prios. A ocorreˆncia de um erro dessa natureza
na˜o interrompe a execuc¸a˜o do programa, sendo poss´ıvel que o erro seja detectado
somente apo´s uma sequeˆncia grande de operac¸o˜es subsequentes a` ocorreˆncia do
mesmo.
O tipo de uma expressa˜o determina em que contextos a ocorreˆncia dessa expressa˜o
e´ va´lida ou na˜o. Em outras palavras, o agrupamento de valores em tipos permite
que se verifique se expresso˜es que denotam tais valores, na˜o sa˜o usadas em contextos
em que na˜o fazem sentido. Essa verificac¸a˜o, comumente chamada de “checagem de
tipo”, pode ser feita em tempo de compilac¸a˜o ou em tempo de execuc¸a˜o de um
programa. Quando a verificac¸a˜o e´ feita em tempo de compilac¸a˜o, ale´m dos erros de
tipo serem detetados antecipadamente (um programa na˜o e´ executado caso contenha
erros de tipos), eles sa˜o sempre detetados, podendo ser enta˜o corrigidos. No caso de
verificac¸a˜o em tempo de execuc¸a˜o, um erro existente so´ sera´ detetado, se alguma
execuc¸a˜o do programa envolver, de fato, o ponto onde tal erro ocorre. Em outras
palavras, o erro so´ e´ detetado se a execuc¸a˜o do programa constitui um teste para o
caso correspondente ao erro de tipo.
Entretanto, existem formas de erro que na˜o sa˜o erros de tipo. No entanto, os
argumentos apresentados acima, sa˜o importantes devido a grande frequeˆncia de erros
de tipo, usualmente cometidos durante uma tarefa de programac¸a˜o. Em face dos
argumentos apresentados, o estudo de tipos em linguagens de programac¸a˜o tornou-se
de grande importaˆncia, no sentido de sua influeˆncia sobre o projeto e a definic¸a˜o de
linguagens de programac¸a˜o e, portanto, sobre o desenvolvimento de software em geral.
Apesar da similaridade entre as noc¸o˜es de tipo em matema´tica e em computac¸a˜o,
existem algumas diferenc¸as entre estes dois conceitos. Em primeiro lugar, a finalidade
e´ diferente. Em computac¸a˜o, a noc¸a˜o de tipos e´ motivada pelos fatores apresentados
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acima: estruturac¸a˜o, clareza e eficieˆncia de programas, e detecc¸a˜o de erros. Em
matema´tica, o propo´sito e´ o de evitar inconsisteˆncias lo´gicas.
Linguagens de especificac¸a˜o de sistemas ou de programac¸a˜o de computadores, utili-
zam tipos no sentido de organizar o espac¸o de dados de interesse para programas
de computador. A abstrac¸a˜o de informac¸o˜es atrave´s de um tipo abstrato de dados
permite a melhor compreensa˜o dos algoritmos e maior facilidade de como se progra-
mar um compuatador. Como consequeˆncia aumentou a complexidade dos programas,
tornando-se fundamental em qualquer projeto de software, a modelagem pre´via de
seus dados. Tipos abstratos de dados foram incorporados a` pro´pria linguagem de
especificac¸a˜o (como em LOTOS - Language Of Temporal Ordering Specification,
ISO) ou programac¸a˜o (Java pode definir um tio abstrato de dados), para o para-
digma do que e´ hoje a orientac¸a˜o a objetos. Isto permite o controle do acesso
a`s informac¸o˜es de um tipo (caracter´ıstica de information hiding), a aparic¸a˜o do
conceito de polimorfismo e, do conceito de heranc¸a de tipo (classe herdando de
outra classe), muito utilizado em linguagens de programac¸a˜o orientadas a objeto.
Com relac¸a˜o a LOTOS, esta e´ uma linguagem de especificac¸a˜o formal baseado em
ordenac¸a˜o temporal de eventos. LOTOS e´ usado para especificac¸a˜o do protocolo em
normas ISO. E´ uma linguagem alge´brica que consiste em duas partes: uma parte
para a descric¸a˜o de dados e operac¸o˜es, com base nos tipos de dados abstratos, e uma
parte para a descric¸a˜o de processos simultaˆneos, com base em ca´lculo processos. O
padra˜o foi conclu´ıda em 1988, e foi publicada como ISO 8807 em 1989.
Quanto ao impacto pra´tico da teoria dos tipos, linguagens de programac¸a˜o for-
temente tipadas podem ser constru´ıdas e existem va´rios exemplos dessas linguagens.
Tambe´m a ana´lise e a otimizac¸a˜o de programas orientados a tipos, como tambe´m os
mecanismos de verificac¸a˜o de seguranc¸a de tipos (como a verificac¸a˜o dos bytecodes do
Java), sa˜o partes de um projeto de linguagem que surgiram com impacto pra´tico da
teoria dos tipos. Outros to´picos dizem respeito a noc¸a˜o de tipos abstratos de dados,
atrave´s da definic¸a˜o formal envolvendo pre´ condic¸a˜o, po´s condic¸a˜o e invariantes, como
tambe´m, a relac¸a˜o entre tipo abstrato da dados baseado em estados e programac¸a˜o
orientada a objeto.
O termo polimorfismo e´ origina´rio do grego e significa “muitas formas”. Na pro-
gramac¸a˜o orientada a objetos, o conceito de polimorfismo permite que refereˆncias
de tipos de classes mais abstratas representem o comportamento das classes concretas
que a referenciam. Assim, e´ poss´ıvel tratar va´rios tipos de maneira homogeˆnea.
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CAPI´TULO 14
O Paradigma Computacional da
Computac¸a˜o Ub´ıqua
C
onforme Weiser e Brown (in “The Coming Age of Calm Thechnolgy”, 1996), a
computac¸a˜o eletroˆnica passou por duas grandes eras: o uso dos mainframes e o
uso do computador pessoal. No in´ıcio da era dos mainframes, perdurava a ideia dos
usua´rios irem ao computador. Este fato foi mudando para a ideia dos computadores
irem ao usua´rio, o que prevalece na era dos computadores pessoais. Desde 1984 o
nu´mero de pessoas usando computadores pessoais e´ maior que o nu´mero de pessoas
compartilhando computadores. Nos anos 90, a Internet e a computac¸a˜o distribu´ıda
tem sido a transic¸a˜o em direc¸a˜o a` computac¸a˜o ub´ıqua, para muitos computadores
compartilharem cada um de no´s. Se o objetivo e´ na˜o obrigar o usua´rio a ir ate´ ao
computador, uma sa´ıda poss´ıvel e´ ter os dispositivos para que possam ser facilmente,
embarcados ou carregados (“vestidos”) (Computac¸a˜o Pervasiva), enquanto o usua´rio
se movimenta livremente (Computac¸a˜o Mo´vel). A junc¸a˜o dessas tecnologias pode
ser chamado de Computac¸a˜o Ub´ıqua. E hoje, apo´s uma transic¸a˜o pelo per´ıodo da
Internet e da Computac¸a˜o Distribu´ıda, ja´ entramos na era da Computac¸a˜o Ub´ıqua,
com muitos computadores compartilhando cada um de no´s, com muitos computa-
dores embutidos em paredes, mo´veis, roupas, carros, avio˜es, navios e a chamada
computac¸a˜o veicular, compartilhando cada um de no´s. Alguns desses computadores
sera˜o centenas daqueles que as pessoas podem acessar durante alguns minutos de
consulta na Internet. A computac¸a˜o ub´ıqua e´ fundamentalmente caracterizada pela
conexa˜o das coisas existentes no mundo atrave´s da computac¸a˜o.
Para se entender e posicionar a Computac¸a˜o Ub´ıqua e´ necessa´rio ter em mente
alguns conceitos. Resumidamente a Computac¸a˜o Ub´ıqua esta´ posicionada entre
a Computac¸a˜o Mo´vel e a Computac¸a˜o Pervasiva. Computac¸a˜o Mo´vel e´ a capaci-
dade de um dispositivo computacional e os servic¸os associados ao mesmo serem
mo´veis, permitindo este ser carregado ou transportado mantendo-se conectado a
rede ou a Internet. Este conceito define que os meios de computac¸a˜o estara˜o dis-
tribu´ıdos no ambiente de trabalho dos usua´rios de forma percept´ıvel ou impercept´ıvel.
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Uma forma fa´cil de se situar a Computac¸a˜o Ub´ıqua beneficia-se dos avanc¸os tec-
nolo´gicos de ambos os ramos de pesquisa. Portanto, a Computac¸a˜o Ub´ıqua e´ a
integrac¸a˜o entre a mobilidade e os sistemas de presenc¸a distribu´ıda, em grande parte
impercept´ıvel, inteligente e altamente integrada dos computadores e suas aplicac¸o˜es
para o benef´ıcio dos usua´rios.
14.1 O In´ıcio da Computac¸a˜o Ub´ıqua
O termo computac¸a˜o ub´ıqua foi primeiramente sugerido por Mark Weiser em 1988
para descrever sua ide´ia de tornar os computadores onipresentes e invis´ıveis. Isto
corresponde a tentativa de tirar o computador do caminho entre o usua´rio e seu
trabalho. Seu objetivo e´ ir ale´m da “interface amiga´vel” e ir mais longe da realidade
virtual. O termo Computac¸a˜o Ub´ıqua, foi definido pela primeira vez pelo cientista
chefe do Centro de Pesquisa Xerox PARC, Mark Weiser, atrave´s de seu artigo
“The Computer for the 21st Century”. Mark D. Weiser (1952-1999) nasceu Illinois
nos Estados Unidos.
Figura 133 – O computador para o se´culo XXI.
Fonte: www.cs.umd.edu.
Weiser publicou este artigo no final dos anos 80, e ja´ naquela e´poca previa um
aumento nas funcionalidades e na disponibilidade de servic¸os de computac¸a˜o para os
usua´rios finais. Entretanto, a visibilidade destes servic¸os seria a menor poss´ıvel. Para
ele, a computac¸a˜o na˜o seria exclusividade de um computador, uma simples caixa
mesmo que de dimenso˜es reduzidas e, sim, diversos dispositivos conectados entre si.
Numa e´poca em que os usua´rios de computac¸a˜o ao executarem suas tarefas lanc¸avam
ma˜o de PCs (desktops), e detinham grande parte de sua atenc¸a˜o e conhecimento
na operac¸a˜o do computador em si. Weiser teorizou que no futuro o foco destes
usua´rios ficaria voltado para a tarefa, e na˜o para a ferramenta utilizada, utilizando-se
de computac¸a˜o sem perceber ou necessitar de conhecimentos te´cnicos da ma´quina
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utilizada: The world is not a desktop - Mark Weiser (Interactions - Janeiro de
1994 - pp 7-8). Atrave´s da evoluc¸a˜o dos Sistemas de Informac¸a˜o Distribu´ıdos (SID),
percebido inicialmente com o desenvolvimento da Internet, e a ampliac¸a˜o das opc¸o˜es
de conexo˜es, verifica-se que a Computac¸a˜o Ub´ıqua ja´ e´ realidade comprovado pelos
benef´ıcios que a Computac¸a˜o Mo´vel trouxe aos usua´rios. Celulares com acesso a`
Web, Laptops, Redes WIFI, Lousas Digitais, I-Pods e o maior expoente de todos, o
I-Phone, permitem ao mais leigo, sem perceber, a utilizac¸a˜o a qualquer momento e
em qualquer lugar de um sistema de computac¸a˜o, atrave´s de um software e/ou uma
interface.
14.2 O Pensamento de Mark Weiser
“Ubiquitous computing in this context does not just mean computers that can be
carried to the beach, jungle or airport. Even the most powerful notebook computer,
with access to a worldwide information network, still focuses attention on a single box.
By analogy to writing, carrying a super-laptop is like owning just one very important
book. Customizing this book, even writing millions of other books, does not begin to
capture the real power of literacy.”
A ide´ia e´ permitir que o usua´rio fac¸a seu trabalho com o aux´ılio de computadores, sem
nunca ter que se preocupar em trabalhar nos computadores. A computac¸a˜o ub´ıqua
surgiu em 1988 e desde este ano, o XEROX PARC (Centro de Pesquisa de Tecnologia
da Xerox Corp. em Palo Alto-CA-EUA) vem pesquisando e desenvolvendo soluc¸o˜es
de computac¸a˜o ub´ıqua, e a partir de 1990 alguns proto´tipos foram desenvolvidos e
comercializados. Nos laborato´rios do Palo Alto Research Center (PARC), da Xerox,
sendo os projetos la´ desenvolvidos concentrados em treˆs classes de dispositivos: pad,
liveboard, interfaces hands-free (reconhecimento de voz), computac¸a˜o desagregada
(por exemplo, a possibilidade de fazer sua apresentac¸a˜o mover-se para qualquer tela
da sala) e o dispositivo tab, precursor do tablet.
Ale´m da Computac¸a˜o Mo´vel (processamento + mobilidade + comunicac¸a˜o sem
fio) e a Computac¸a˜o Pervasiva (tecnologia embutida nos mais diversos dispositivos),
surgiram outros paradigmas de computac¸a˜o como a Computac¸a˜o Autonoˆmica (siste-
mas que gerenciam a si pro´prios de acordo com os objetivos do administrador e sem
a intervenc¸a˜o humana direta) e os Ambientes Inteligentes (redes de sensores sem
fio depositadas em ambientes com o objetivo de monitorar condic¸o˜es ambientais ou
f´ısicas).
Mark Weiser percebeu a predominaˆncia cada vez maior dos dispositivos de com-
putac¸a˜o, conduzindo a mudanc¸as revoluciona´rias no modo como os usua´rios usariam
os computadores.
• Primeira mudanc¸a que Weiser previu - “Cada pessoa no mundo utilizaria mui-
tos computadores”. A visa˜o de Weiser: “uma pessoa, muitos computadores”.
Em computac¸a˜o ub´ıqua, computadores aparecem em quase tudo, em forma
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e em func¸a˜o, na˜o apenas em nu´mero, para acomodar diferentes tarefas. Esse
cena´rio faz surgir questo˜es sobre usability (utilizac¸a˜o) e questo˜es econoˆmicas, e
toca sobre uma pequena parte de nossas vidas. Mas, nos da´ uma ide´ia do que
a “computac¸a˜o em todo lugar” poderia parecer.
• Segunda mudanc¸a que Weiser previu - Weiser previu que computadores
“desapareceriam”. Isto reflete a ide´ia de que computac¸a˜o tornar-se-ia embutida
(embarcada): ı´tens do dia-a-dia que, normalmente, na˜o pensamos ter capacidade
computacional, passara˜o a ter. Ma´quinas dome´sticas ou ve´ıculos seriam vistos
com ou como “dispositivos de computac¸a˜o”.
14.3 Computac¸a˜o com Reconhecimento de Contexto
Context-aware computing e´ uma suba´rea importante da Computac¸a˜o Ub´ıqua e
Mo´vel. Este e´ o caso, por exempolo, do cracha´ ativo, ou melhor, as reac¸o˜es de
outros dispositivos (um sensor) a` sua presenc¸a exemplifica a computac¸a˜o com
reconhecimento de contexto. Ale´m da interac¸a˜o expl´ıcita com o usua´rio, o ambiente
pode contar com sensores que detectem o que esta´ acontecendo e o que as pessoas
esta˜o fazendo de forma geral. Se esta informac¸a˜o for representada de algum modo e
disponibilizada para consulta por aplicativos, enta˜o estes aplicativos teˆm uma ide´ia de
o que esta´ acontecendo ao redor do usua´rio. Isto chama-se reconhecimento de contexto,
onde sistemas de computadores automaticamente adaptam seu comportamento de
acordo as circunstaˆncias f´ısicas. Tais circunstaˆncias f´ısicas podem ser, em princ´ıpio,
qualquer coisa fisicamente mensura´vel ou detecta´vel. Relacionado a` computac¸a˜o com
reconhecimento de contexto, quando um ambiente possui uma reapresentac¸a˜o de
contexto, pode tambe´m ter comportamentos automa´ticos ativados por determinados
acontecimentos, sem nenhuma instruc¸a˜o expl´ıcita do usua´rio. Isso pode ser chamado
de “Ambiente Inteligente”. Se a u´nica maneira de interagir com o ambiente for
atrave´s de tais comportamentos automa´ticos, isso pode ser chamado “computac¸a˜o
invis´ıvel”.
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O Futuro - A Computac¸a˜o
Quaˆntica
O
paradigma da computac¸a˜o quaˆntica e´ agora focalizado, como o futuro da cie¨ncia
da computac¸a˜o. Este e´ um capitulo de cara´ter dida´tico, direcionado ao leitor,
que na˜o necessariamente tenha conhecimentos pre´vios sobre mecaˆnica quaˆntica.
Como em Mattielo et al. (2012), sa˜o mostradas questo˜es fundamentais que mostram
pesquisas nesta a´rea da cieˆncia, bem como apresentamos as perspectivas de suas
aplicac¸o˜es. A computac¸a˜o quaˆntica e´ a cieˆncia que estuda as aplicac¸o˜es das teorias
e propriedades da mecaˆnica quaˆntica na Cieˆncia da Computac¸a˜o. Dessa forma
seu principal foco e´ o desenvolvimento do computador quaˆntico, possivelmente,
a tentativa de se ultrapassar as limitac¸o˜es dos computadores de hoje, previstas no
modelo abstrato da ma´quina de Turing.
15.1 As Limitac¸o˜es dos Computadores Atuais
Na arquitetura de von Neumann dos computadores de hoje, o computador e a
computac¸a˜o cla´ssica fazem a distinc¸a˜o clara entre os componentes de processamento
e de armazenamento de dados, isto e´, possui processador e memo´ria, separados,
comunicando-se por um barramento de comunicac¸a˜o, sendo seu processamento de
natureza sequencial, mas, tambe´m, podendo-se ter computadores com arquitetura
paralela nos moldes de von Neumann.
Contudo, os computadores atuais possuem limitac¸o˜es. Dessa forma surge a ne-
cessidade da criac¸a˜o de um computador diferente dos usuais que possa resolver
determinados problemas computacionais, invia´veis no computador usual, como por
exemplo, os problemas matema´ticos alge´bricos como a fatorac¸a˜o de nu´meros primos
muito grandes ou logaritmos discretos.
Apesar de haver um constante crescimento na velocidade de processamento dos
computadores, essa evoluc¸a˜o pode atingir um certo limite , a um ponto onde na˜o sera´
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poss´ıvel aumentar essa velocidade e, enta˜o se fez necessa´rio uma revoluc¸a˜o significa-
tiva na construc¸a˜o de computadores, onde uma nova ma´quina de computac¸a˜o possa
superar esse obsta´culo, quebrando, assim, as limitac¸o˜es dos computadores usuais. E
assim, os estudos em Computac¸a˜o Quaˆntica se tornaram muito importantes e a ne-
cessidade do desenvolvimento de uma ma´quina extremamente eficiente se torna maior.
Tudo o que venha a mudar as estruturas cla´ssicas de computac¸a˜o, vem das mudanc¸as
que a F´ısica Quaˆntica propo˜e e introduz. E, portanto, a computac¸a˜o quaˆntica pode
quebrar alguns paradigmas da computac¸a˜o cla´ssica.
15.2 A Lei de Moore
Ate´ meados de 1965 na˜o havia nenhuma previsa˜o real sobre o futuro do hardware
quando o enta˜o presidente da Intel, Gordon E. Moore (1929 - ...), engenheiro
estadunidense, fez sua profecia, na qual o nu´mero de transistores dos chips teria um
aumento de 100%, pelo mesmo custo, a cada per´ıodo de 18 meses. Essa profecia
tornou-se realidade e acabou ganhando o nome de Lei de Moore. A Lei de Moore
afirma que a velocidade de um computador e´ dobrada a cada 18 meses. Assim sempre
houve um crescimento constante na velocidade de processamento dos computadores.
Entretanto essa evoluc¸a˜o pode atingir um certo limite, um ponto onde na˜o mais
sera´ poss´ıvel aumentar essa velocidade e enta˜o se fez necessa´rio uma revoluc¸a˜o
significativa na computac¸a˜o para que este obsta´culo fosse quebrado. E assim os
estudos em Computac¸a˜o Quaˆntica se tornaram muito importantes e a necessidade do
desenvolvimento de uma ma´quina extremamente eficiente se torna maior a cada dia.
No in´ıcio de 2014 o departamento de pesquisa da IBM anunciou um teste de novos
chips de sil´ıcio com tecnologia de 7nm empurrando para novos limites o previsto fim
da Lei de Moore. Em Outubro de 2015 foi anunciada uma nova pesquisa da IBM
iniciando a caminhada para novos limites na produc¸a˜o de processadores utilizando
nano tubos de carbono, o que permitiria atingir escalas de 1.8nm.
15.3 Histo´ria da Computac¸a˜o Quaˆntica
A grande revoluc¸a˜o cientifica no se´culo XX teve in´ıcio, a partir de uma crise que a
F´ısica atravessava no fim do se´culo XIX, pois neste per´ıodo haviam alguns fenoˆmenos
naturais que na˜o eram explicados pelas teorias f´ısicas ate´ enta˜o existentes. Nesse
escopo, existe uma data precisa para o nascimento da F´ısica Quaˆntica, trata-se do
dia 14 de dezembro de 1900, quando o cientista Max Karl Ernst Ludwig Planck
(1858-1947) explica a emissa˜o de radiac¸a˜o do corpo negro. Na F´ısica, um corpo negro
e´ aquele que absorve toda a radiac¸a˜o eletromagne´tica que nele incide, nenhuma luz o
atravessa e nem e´ refletida. Um corpo com essa propriedade, em princ´ıpio, na˜o pode
ser visto , da´ı o nome corpo negro. A explicac¸a˜o elaborada por Planck foi baseada
na hipo´tese de que a radiac¸a˜o deveria ser quantizada. Max Planck (o substituto de
Gustav Kirchhoff na Universidade de Berlin) foi um f´ısico alema˜o. E´ considerado
o pai da f´ısica quaˆntica e um dos f´ısicos mais importantes do se´culo XX.
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Figura 134 – Gordon Earle Moore - E´ co-fundador da Intel Corporation, autor da
Lei de Moore.
Fonte: en.wikipedia.org.
Figura 135 – Mark Plank - Explicou a emissa˜o de radiac¸a˜o do corpo negro.
Fonte: Google Images - https://en.wikipedia.or/wiki/Mark plank.
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Em fins do se´culo XIX, uma das dificuldades da F´ısica consistia na interpretac¸a˜o das
leis que governam a emissa˜o de radiac¸a˜o por parte dos corpos negros. Tais corpos
sa˜o dotados de alto coeficiente de absorc¸a˜o de radiac¸o˜es. Por isso, parecem negros
para a visa˜o humana.
Em 1899, apo´s pesquisar as radiac¸o˜es eletromagne´ticas, descobriu uma nova constante
fundamental, batizada posteriormente em sua homenagem como Constante de Planck
Fazzio (2007). Um ano depois, descobriu a lei da radiac¸a˜o te´rmica, chamada Lei de
Planck da Radiac¸a˜o. Essa foi a base da teoria quaˆntica, que surgiu dez anos depois
com a colaborac¸a˜o de Albert Einstein e Niels Bohr. De 1905 a 1909, Planck
atuou como diretor-chefe da Deutsche Physikalische Gesellschaft (Sociedade Alema˜
de F´ısica). Em 1913 foi nomeado reitor da Universidade de Berlim. Planck foi laure-
ado com o Nobel de F´ısica de 1918, por suas contribuic¸o˜es na a´rea da F´ısica Quaˆntica.
Alguns anos mais tarde, em 1905, o renomado f´ısico alema˜o Albert Einstein
(1879-1955) elucida o Efeito Fotoele´trico, que era outro fenoˆmeno na˜o explicado
pela teoria ondulato´ria da luz. O efeito fotoele´trico consiste na emissa˜o de ele´trons
por uma superf´ıcie meta´lica bombardeada por um feixe de luz. Embora muitos de
no´s na˜o saibamos, tal efeito e´ bem familiar, pois esta´ presente em nosso cotidiano,
como por exemplo, como era o funcionamento dos tubos de raios cato´dicos (em
televisa˜o e v´ıdeos em computadores mais antigos) as portas que abrem e fecham
automaticamente teˆm o funcionamento baseado nesse fenoˆmeno. Einstein explicou
o efeito fotoele´trico admitindo a hipo´tese de que a luz e´ constitu´ıda por pacotes
concentrados de energia, que atualmente denominamos fo´tons, e assim, o fenoˆmeno
em questa˜o e´ facilmente explicado quando consideramos a colisa˜o entre os fo´tons da
radiac¸a˜o incidente e os dos metaisele´trons dos metais.
Figura 136 – Albert Einstein - Quem elucidou o Efeito Fotoele´trico.
Fonte: Google Images - https://en.wikipedia.or/wiki/Albert Einstein.
E´ importante notarmos que os trabalhos de Einstein e Planck sugeriam a quan-
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tizac¸a˜o, mas na˜o explicavam o porqueˆ. Um problema parecido surgiu quando o f´ısico
dinamarqueˆs Niels Bohr, em 1913, introduziu o seu modelo atoˆmico, no qual supoˆs
que o ele´tron poderia se mover somente em o´rbitas determinadas, onde na˜o emitia
radiac¸a˜o eletromagne´tica. A radiac¸a˜o era emitida somente quando o ele´tron “saltava”
de uma o´rbita para outra. Com esse modelo, Bohr solucionou a estabilidade atoˆmica
e explicou o espectro discreto de radiac¸a˜o para o a´tomo de hidrogeˆnio, pore´m, na˜o
ficou claro o motivo pelo qual o ele´tron na˜o poderia ocupar posic¸o˜es intermedia´rias
no espac¸o. Assim, por meio desses exemplos, percebemos que a teoria quaˆntica
desenvolvida ate´ o primeiro quarto do se´culo XX possu´ıa bases teo´ricas e conceituais
fra´geis (com uma rosa, as teorias eram fra´geis, mas na˜o fracas), pois os princ´ıpios
eram esparsos e os enunciados eram criados com a finalidade espec´ıfica de atender a
uma necessidade (ou problema) pontual. Nesse escopo, os f´ısicos ressentiam-se de
postulados auteˆnticos e princ´ıpios gerais dos quais poderiam formular uma teoria
consistente, eficiente e abrangente. Esse desejo dos f´ısicos se tornou realidade com o
surgimento da Mecaˆnica Quaˆntica Pires (2008), Griffiths (1995).
15.4 A Mecaˆnica Quaˆntica
A Mecaˆnica Quaˆntica e´ considerada uma teoria cient´ıfica muito bem sucedida da
histo´ria da cieˆncia. Esse fato se deve a sua infalibilidade, ate´ o momento, de suas
previso˜es serem constatadas mediante os experimentos. A Mecaˆnica Quaˆntica e´ a
teoria f´ısica utilizada para tratar as part´ıculas microsco´picas, de ordem de tamanho
atoˆmico ou molecular, pois se utilizarmos as leis de Newton para analisarmos o
comportamento de part´ıculas com essa ordem de tamanho, chegar´ıamos a resultados
incompat´ıveis com os experimentos. Sendo assim, a Mecaˆnica Quaˆntica constitui
a base da F´ısica Atoˆmica, da F´ısica Nuclear, da F´ısica do Estado So´lido e da Qu´ımica
Moderna, no sentido que um grande nu´mero de utens´ılios com valor tecnolo´gico
agregado tenham seus princ´ıpios de funcionamento embasados na Mecaˆnica Quaˆntica.
Para se ter uma ide´ia, desde o po´s-guerra, cerca de um terc¸o do produto interno
bruto dos Estados Unidos e´ oriundo da aplicac¸a˜o da Mecaˆnica Quaˆntica Fazzio (2007).
Dessa forma, quando observarmos, por exemplo, os modernos telefones celulares e
televisores, ale´m de diversos outros equipamentos eletroˆnicos, devemos nos lembrar
que sa˜o oriundos da vasta aplicabilidade da teoria quaˆntica. E ainda, ha´ projec¸o˜es que
indicam que a partir da segunda de´cada do se´culo corrente, boa parte dos empregos
em manufatura no mundo estara˜o ligados a` nanotecnologia, e para se trabalhar
nessa escala e´ indispensa´vel um conhecimento em Mecaˆnica Quaˆntica.
Deixemos a Mecaˆnica Quaˆntica um pouco de lado para focalizarmos fatos histo´rios
da Cieˆncia da Computac¸a˜o. De certa forma, podemos dizer que a cieˆncia da com-
putac¸a˜o nasceu com o nota´vel trabalho do matema´tico Alan Turing em 1936.
Naquele trabalho, Turing desenvolveu a noc¸a˜o abstrata do que conhecemos como
computador programa´vel, o que ficou conhecido como ma´quina de Turing. Este im-
portante artefato proposto por Turing operava com sequeˆncias lo´gicas de unidades
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de informac¸a˜o chamadas bits (binary digit), os quais podem adquirir os valores “0”
ou “1”.
A ide´ia de Turing foi ta˜o importante para o desenvolvimento da humanidade
que os computadores que utilizamos hoje, desde o simples computador, ate´ o mais
potente computador de um grande centro de pesquisa, certamente tratam de uma
realizac¸a˜o f´ısica da ma´quina de Turing. Assim, toda a informac¸a˜o fornecida a um
computador e´ lida, processada e retornada sob a forma de sequeˆncias de bits. Um
fato que revela o poder da ma´quina de Turing e´ decorrente da chamada tese de
Church-Turing, a qual estabelece que a ma´quina de Turing, apesar de simples, e´
capaz de resolver qualquer problema computacional solu´vel por qualquer outro tipo
de computador. Essa tese implica que se existir algum problema que seja insolu´vel
para a ma´quina de Turing, tal problema na˜o podera´ ser resolvido por nenhum outro
tipo de computador. A tese de Church-Turing diz que na˜o precisamos considerar
ma´quinas diferentes da ma´quina de Turing para saber se um problema e´ computa´vel
ou na˜o, mas a tese na˜o diz nada sobre o tempo necessa´rio para solucionar um problema
que possa ser computa´vel. Isso possibilitou que os computadores evolu´ıssem em ve-
locidade, mas sem perder o princ´ıpio fundamental de funcionamento baseado nos bits.
Nesse sentido, chegara´ um momento na evoluc¸a˜o dos computadores que sera´ inevita´vel.
Esse grande acontecimento abrira´ as portas para o que chamamos de Computac¸a˜o
Quaˆntica, que podera´ revolucionar a forma atual que a humanidade trata a in-
formac¸a˜o. Sendo assim, o objetivo deste trabalho e´ apresentar a Computac¸a˜o
Quaˆntica de uma forma pedago´gica, na perspectiva de sua introduc¸a˜o nos n´ıveis
iniciais de um curso de graduac¸a˜o, bem como na informac¸a˜o do pu´blico em geral.
15.5 A Pesquisa em Computac¸a˜o Quaˆntica
A pesquisa para o desenvolvimento da computac¸a˜o quaˆntica iniciou-se ja´ na de´cada
de 50 quando imaginaram em aplicar as leis da f´ısica e da mecaˆnica quaˆntica nos
computadores. Em 1981 em uma conferencia no MIT o f´ısico Richard Feynman
apresentou uma proposta para utilizac¸a˜o de sistemas quaˆnticos em computadores, que
teriam enta˜o uma capacidade de processamento superior aos computadores comuns.
Ja´ em 1985, David Deutsch, da Universidade de Oxford, descreveu o primeiro
computador quaˆntico, uma Ma´quina de Turing Quaˆntica, onde ele simularia
outro modelo de computador quaˆntico. Depois de Deutsch apenas em 1994 surgiram
novas not´ıcias da computac¸a˜o quaˆntica, quando em Nova Jersey, no Bell Labs da
AT&T, o professor de matema´tica aplicada Peter Shor desenvolveu o Algoritmo
de Shor, capaz de fatorar grandes nu´meros numa velocidade muito superior
a` dos computadores convencionais. Em 1996, Lov Grover, tambe´m da Bell
Labs, desenvolveu o Speedup, o primeiro algoritmo para pesquisa de base
de dados quaˆnticos. Nesse mesmo ano foi proposto um modelo para a correc¸a˜o
do erro quaˆntico. Em 1999 no MIT foram constru´ıdos os primeiros proto´tipos de
computadores quaˆnticos utilizando montagem te´rmica. No ano de 2007 surge o Orion,
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um processador quaˆntico de 16 q-bits que realiza tarefas praticas foi desenvolvido
pela empresa canadense D-Wave. Em 2011 a D-Wave lanc¸ou o primeiro computador
quaˆntico para comercializac¸a˜o, o D-Wave One, que possui um processador de 128
q-bits. Pore´m o D-Wave One ainda na˜o e´ totalmente independente, precisa ser
usado em conjunto com computadores convencionais.
15.6 As Propriedades dos q-bits
Podemos fazer uma representac¸a˜o bastante simplo´ria de um bit utilizando uma
moeda. Para esse fim, representaremos o resultado “cara” com o “0” e o resultado
“coroa” com o “1”. Conforme intu´ımos, a moedas sa˜o objetos macrosco´picos,
governados pela f´ısica cla´ssica, e por isso so´ obtemos um dos resultados (“0” ou
“1”) em cada jogada. No entanto, se as moedas se comportassem como os objetos
microsco´picos, que obedecem os princ´ıpios da mecaˆnica quaˆntica, ter´ıamos que as
faces, cara e coroa, poderiam ser vistas ao mesmo tempo, ou seja, no lanc¸amento de
uma moeda, o resultado cara e coroa coexistiriam. Esse resultado e´ poss´ıvel grac¸as
a uma das propriedades da mecaˆnica quaˆntica, denominada de superposic¸a˜o. Se
novamente supusermos que uma moeda e´ um objeto quaˆntico, os resultados “1” e
“0” sa˜o denominados de estados e sa˜o representados por | 0 > e | 1 > (pronuncia-se:
’ket 0’ and ’ket 1’). E neste modo, um q-bit (bit quaˆntico) e´ representado por meio
da expressa˜o abaixo, como em Mattielo et al. (2012).
| ϕ > = α | 0 > + β | 1 >
onde α e β sa˜o nu´meros complexos, que fornecem a probabilidade de se encontrar | 0 >
e | 1 >, respectivamente, no lanc¸amento de uma moeda como um objeto microsco´pico.
A superposic¸a˜o de estados, apesar de parecer um pouco estranha, pode ser en-
tendida mediante uma analogia conhecida como gato de Schroedinger. Com o
objetivo de explicar as minu´cias das soluc¸o˜es da equac¸a˜o fundamental da mecaˆnica
quaˆntica e do princ´ıpio da superposic¸a˜o, Schro¨edinger propoˆs o experimento ima-
gina´rio no qual utiliza um gato que supostamente pode estar vivo ou morto ao
mesmo tempo. Erwin Rudolf Josef Alexander Schro¨dinger (1887-1961) foi
um f´ısico teo´rico austr´ıaco, conhecido por suas contribuic¸o˜es a` mecaˆnica quaˆntica,
especialmente a equac¸a˜o de Schro¨dinger, pela qual recebeu o Nobel de F´ısica em
1933. Propoˆs o experimento mental conhecido como o Gato de Schro¨dinger.
Esse exemplo trata de uma forma simples de analisar o princ´ıpio da superposic¸a˜o
das soluc¸o˜es da equac¸a˜o de Schroedinger. Tal princ´ıpio afirma que se para um
determinado problema a equac¸a˜o de Schroedinger admitir duas soluc¸o˜es distintas e
, enta˜o o sistema pode ser descrito por meio da superposic¸a˜o das duas soluc¸o˜es, o que
e´ matematicamente escrito como esta´ em Eisberg e Resnick (1979), Cohen-Tannoudji,
Diu e Laloe (1992):
| ϕ > = | a > + | b >
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Figura 137 – Schro¨dinger em 1933 - Explicou o princ´ıpio da superposic¸a˜o de estados
da Mecaˆnica Quaˆntica.
Fonte: https://pt.wikipedia.org/wiki/Erwin Schrrdinger.
onde os estados quaˆnticos | a > e | b > existem simultaneamente. Contudo, quando
observarmos o sistema, ou seja, quando efetuarmos uma medic¸a˜o, um dos estados
entra em colapso (deixa de existir) e o outro e´ enta˜o detectado. Nesse sentido, o refe-
rido gato de Schroedinger faz alusa˜o a essa curiosa propriedade quaˆntica, conforme
explicitamos a seguir.
O gato de Schroedinger - Considere um gato preso numa caixa onde ha´ um
recipiente com material radioativo que tem 50% de chance de emitir uma part´ıcula
radioativa a cada hora, e um contador Geiger. O contador Geiger e´ um aparelho
utilizado para detectar radiac¸a˜o. Se o material liberar part´ıculas radioativas, o
contador percebe a sua presenc¸a e aciona um martelo, que, por sua vez, quebra
um frasco de veneno. Evidentemente, ao se passar uma hora so´ tera´ ocorrido um
dos dois casos poss´ıveis: o material radioativo emitiu uma part´ıcula radioativa ou
na˜o a emitiu (a probabilidade que ocorra um ou outro evento e´ a mesma). Como
resultado da interac¸a˜o, no interior da caixa o gato estara´ vivo ou morto. Pore´m,
isso na˜o poderemos saber a menos que se abra a caixa para comprovar as hipo´teses.
Se tentarmos descrever o que ocorreu no interior da caixa, servindo-nos das leis
da mecaˆnica quaˆntica, chegaremos a uma conclusa˜o muito estranha. O gato viria
descrito por uma func¸a˜o de onda extremamente complexa resultado da superposic¸a˜o
de dois estados, combinando 50% de “gato vivo” e 50% de “gato morto”. Ou seja,
aplicando-se o formalismo quaˆntico, o gato estaria por sua vez “vivo” e “morto”;
correspondente a dois estados indistingu´ıveis! Assim, o estado do gato seria dado
por:
| ϕ > = | vivo > + | morto >
A u´nica forma de averiguar o que “realmente” aconteceu com o gato sera´ abrir a
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caixa e olhar dentro. Em alguns casos encontraremos o gato vivo e em outros um gato
morto. Isso ocorre por que ao realizar a medida, o observador interage com o sistema
e o altera, rompendo a superposic¸a˜o dos dois estados, fazendo com o que o sistema
seja observado em um dos dois estados poss´ıveis. E isso e´ uma forma simplista de
explicar o que se passa na computac¸a˜o quaˆntica, que e´ uma caracter´ıstica inerente
ao processo de medic¸a˜o em mecaˆnica quaˆntica.
Nessa perspectiva, um q-bit pode existir num estado cont´ınuo entre | 0 > e | 1 > ate´
que ele seja observado. E enta˜o, quando um q-bit e´ medido, o resultado sera´ sempre
“0” ou “1”, probabilisticamente. Vale destacar que os q-bits sa˜o objetos matema´ticos
com certas propriedades espec´ıficas que podem ser implementados como objetos
f´ısicos reais.
O q-bit e´ descrito por um vetor de estados em um sistema quaˆntico de dois n´ıveis.
Usa-se a notac¸a˜o seguinte para representa´-los:










Assim, o estado de um q-bit pode ser representado por: | ϕ > = | 0 > + | 1 >, e o
conjunto {| 0 >, | 1 >} forma uma base no espac¸o de Hilbert de duas dimenso˜es
(que podera´ ser estudado em outro livro), chamada de base computacional. Este
conjunto forma uma base no espac¸o de Hilbert de duas dimenso˜es, chamada de
base computacional.
15.7 A Matema´tica da Mecaˆnica Quaˆntica
As formulac¸o˜es matema´ticas da mecaˆnica quaˆntica sa˜o os formalismos matema´ticos
que permitam uma descric¸a˜o rigorosa da mecaˆnica quaˆntica. Estas, por sua vez, se
distinguem do formalismo matema´tico da mecaˆnica cla´ssica, (antes do in´ıcio de 1900)
pelo uso de estruturas matema´ticas abstratas, tais como espac¸os de Hilbert de
dimensa˜o infinita e operadores sobre estes espac¸os. Muitas destas estruturas
sa˜o retiradas da ana´lise funcional, uma a´rea de pesquisa dentro matema´tica que foi
influenciada, em parte, pelas necessidades da mecaˆnica quaˆntica. Em resumo, os
valores f´ısicos observa´veis, tais como energia e momento ja´ na˜o eram considerados
como valores de func¸o˜es em espac¸o de fase, mas como autovalores, mais precisamente:
como valores espectrais de operadores lineares nos espac¸os de Hilbert como em
Byron e Fuller (1992). Mas esta matema´tica e´ assunto para um volume independente.
A Ana´lise Funcional e´ o ramo da matema´tica, e mais especificamente da Ana´lise
Matema´tica, que trata do estudo de espac¸os de func¸o˜es. Tem suas ra´ızes histo´ricas
no estudo de transformac¸o˜es, tais como a Transformada de Fourier, e no estudo de
equac¸o˜es diferenciais e equac¸o˜es integrais. A palavra funcional remonta ao Ca´lculo
de Variac¸o˜es, implicando uma func¸a˜o cujo argumento e´ uma func¸a˜o (ver em Oliveira
(2001)). Em matema´tica, em especial a´lgebra linear e ana´lise matema´tica, define-se
266 Cap´ıtulo 15. O Futuro - A Computac¸a˜o Quaˆntica
como um funcional, toda func¸a˜o cujo domı´nio e´ um espac¸o vetorial e a imagem e´ um
corpo de escalares. Intuitivamente, pode-se dizer que um funcional e´ uma ”func¸a˜o de
uma func¸a˜o”.
O Ca´lculo de Variac¸o˜es e´ um problema matema´tico que consiste em buscar ma´ximos
e mı´nimos (ou, mais geralmente, extremos relativos) de func¸o˜es cont´ınuas definidas
sobre algum espac¸o funcional. Constituem uma generalizac¸a˜o do ca´lculo elementar
de ma´ximos e mı´nimos de func¸o˜es reais de uma varia´vel. Ao contra´rio deste, o
ca´lculo das variac¸o˜es lida com os funcionais, enquanto o ca´lculo ordina´rio trata de
func¸o˜es. Funcionais podem, por exemplo, ser formados por integrais envolvendo uma
func¸a˜o inco´gnita e suas derivadas. O interesse esta´ em func¸o˜es extremas - aquelas
que fazem o funcional atingir um valor ma´ximo ou mı´nimo - ou de func¸o˜es fixas
- aquelas onde a taxa de variac¸a˜o do funcional e´ precisamente zero. Um grande
impulso para o avanc¸o da ana´lise funcional durante o se´culo XX foi a modelagem,
devida a John von Neumann, da mecaˆnica quaˆntica em espac¸os de Hilbert. O
leitor pode ler sobre John von Neumann (matema´tico, lo´gico e cieˆncia da comp-
putac¸a˜o) e David Hilbert (matema´tico, idealizador do que se chama formalismo),
nos cap´ıtulos referentes a eles no volume I (Dos Primo´rdios da Matema´tica aos Siste-
mas Formais), nesta mesma se´rie. Para entendimento destas a´reas da Matema´tica,
as disciplinas de Ca´lculos (I, II, III, IV) como sa˜o ensinadas em cursos de graduac¸a˜o,
sa˜o muito bem-vindas. Mas, como ressaltadas no Cap´ıtulo I do Volume I desta se´rie,
fazem parte da base matema´tica para se estudar os sistemas cont´ınuos, na˜o con-
siderados nestes volumes I e II, os quais tratam da matema´tica dos sistemas discretos.
Talvez a melhor contribuic¸a˜o para a matema´tica tenha sido os espac¸os de Hilbert.
Esses sa˜o uma generalizac¸a˜o do conceito de espac¸o euclidiano, mas que na˜o precisam
estar restrita a um nu´mero finito de dimenso˜es. E´ um espac¸o vetorial dotado de
produto interno, ou seja, com noc¸o˜es de distaˆncia e aˆngulos. Os espac¸os de Hil-
bert permitem que, de certa maneira, noc¸o˜es intuitivas sejam aplicadas em espac¸os
funcionais (de func¸o˜es). Os espac¸os de Hilbert sa˜o de importaˆncia crucial para a
Mecaˆnica Quaˆntica.
Os elementos do espac¸o de Hilbert abstrato sa˜o chamados vetores. Em aplicac¸o˜es,
eles sa˜o tipicamente sequeˆncias func¸o˜es. Espac¸os de Hilbert desempenham um
papel fundamental em toda a F´ısica Quaˆntica e em va´rias a´reas da Matema´tica. Em
Mecaˆnica Quaˆntica, por exemplo, um sistema f´ısico e´ descrito por um espac¸o de
Hilbert complexo (o corpo dos nu´meros complexos e´ usado) que conte´m os vetores
de estado, e todas as informac¸o˜es do sistema e suas complexidades. Por isto, forma
a base matema´tica de qualquer pesquisa em direc¸a˜o ao estudo da criptografia
quaˆntica, poosivelmente a a´rea da computac¸a˜o quaˆntica mais bem pesquisada e
desenvolvida. Para os pretendentes em criptografia quaˆntica, aqui esta´ a definic¸a˜o de
um espac¸o de Hilbert.
Um espac¸o de Hilbert e´ um espac¸o vetorial H sobre o corpo dos complexos
C e dotado de um produto escalar u, v ∈ H 7→ 〈hu〉 ∈ C. H e´ dito ser um espac¸o de
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Hilbert, se for completo em relac¸a˜o a` me´trica d definida por esse produto escalar:
d(u, v) = ‖u − v‖ = √〈u − v , u − v〉, onde u, v ∈ H.
Para a manipulac¸a˜o dos estados quaˆnticos utiliza-se o seguinte racioc´ınio: suponhamos
agora que temos dois q-bits. Se estive´ssemos trabalhando com a computac¸a˜o cla´ssica,
ter´ıamos quatro estados poss´ıveis: {00, 01, 10, 11}. Como consequeˆncia, temos que
um sistema de dois q-bits possui quatro estados na base computacional: | 00 >,| 01 >,
| 10 > e | 11 >. Contudo, de acordo com o princ´ıpio da superposic¸a˜o, exemplificado
por Schroedinger mediante o seu exemplo do gato, um par de q-bit tambe´m pode
existir em superposic¸o˜es desses estados, ou seja, temos o seguinte estado:
| ϕ > = α | 00 > + β | 01 > + χ | 10 > + δ | 11 >
onde os coeficientes α, β, χ e δ sa˜o nu´meros complexos, sendo u´teis nos ca´lculos de
probabilidades. Na esseˆncia, um computador quaˆntico manipula a informac¸a˜o, como
se os quatro estados de dois q-bits existissem ao mesmo tempo, e essa propriedade
tornaria poss´ıvel uma capacidade computacional muito ale´m da que temos acesso na
atualidade.
15.8 Relacionando q-bit × bit
Como, agora interpretar estados quaˆnticos como informac¸a˜o? Um bit cla´ssico pode
representar o estado de um trans´ıstor em um processador, a magnetizac¸a˜o de uma
superf´ıcie em um disco r´ıgido e a presenc¸a de uma corrente ele´trica num cabo, podem
ser usados para representar bits em um mesmo computador. Atrave´s da alocac¸a˜o de
ele´trons, um bit cla´ssico e´ capaz de assumir uma u´nica informac¸a˜o como positiva ou
negativa, ou ainda 0 ou 1. Toda a computac¸a˜o atual e´ constru´ıda em cima desta base
bina´ria na qual, em esseˆncia, toda informac¸a˜o assume apenas duas possibilidades
diferentes, de maneira independente.
Na computac¸a˜o quaˆntica, qualquer sistema de 2-n´ıveis pode ser usado como um q-bit.
Sistemas multin´ıvel podem tambe´m ser usados, conquanto possuam dois estados.
Muitas implementac¸o˜es f´ısicas que se aproximam de sistemas de 2-n´ıveis em va´rios
graus foram feitas com sucesso. Um computador quaˆntico pode vir a usar va´rias
combinac¸o˜es de q-bits em seus padro˜es.
Um computador quaˆntico e´ um dispositivo que executa ca´lculos fazendo uso di-
reto de propriedades da mecaˆnica quaˆntica, tais como sobreposic¸a˜o e interfereˆncia.
Teoricamente, computadores quaˆnticos podem ser implementados e o mais desenvol-
vido atualmente trabalha com poucos q-bits de informac¸a˜o (ver a Tabla 7).
Um bit quaˆntico, ou q-bit (a`s vezes q-bit) e´ a menor unidade de informac¸a˜o quaˆntica.
Esta informac¸a˜o e´ descrita por um vetor de estado em um sistema de mecaˆnica
quaˆntica de dois n´ıveis o qual e´ normalmente equivalente a um vetor de espac¸o
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bidimensional sobre nu´meros complexos. Benjamin Schumacher descobriu uma
maneira de interpretar estados quaˆnticos como informac¸a˜o. Ele apresentou uma
forma de comprimir a informac¸a˜o num estado, e armazenar esta num nu´mero menor
de estados, o que e´ agora conhecido por compressa˜o Schumacher.
Figura 138 – Benjamin Schumacher - Ele descobriu uma maneira de interpretar
estados quaˆnticos como informac¸a˜o.
Fonte: www.thegreatcourses.com.
Um bit e´ a base da informac¸a˜o computacional cla´ssica. Independente de suas re-
presentac¸o˜es f´ısicas, ele sempre e´ lido como 0 ou 1. Por outro lado, um q-bit (bit
quaˆntico) possui algumas similaridades com o bit cla´ssico, mas e´ bem diferente no
geral. Como o bit, um q-bit pode ter dois poss´ıveis valores - normalmente um 0 ou
um 1. A diferenc¸a e´ que, enquanto um bit deve ser 0 ou 1, um q-bit pode ser 0, 1,
ou uma superposic¸a˜o/sobreposic¸a˜o de ambos.
Na representac¸a˜o q-bit, os estados em que um q-bit pode ser medido sa˜o co-
nhecidos como estados ba´sicos. Para qualquer estado quaˆntico usa-se a notac¸a˜o para
representar dois estados ba´sicos computacionais, convencionalmente escritos como
| 0 > e | 1 >. Na Tabela 7 e´ mostrado a correspondeˆncia teo´rica que se sabe que se
podera´ existir num computador quaˆntico, em relac¸a˜o aos computadores bina´rios.
Logo, 1 bit equivale (equivale, na˜o e´ igual) a 1 q-bit e armazena uma u´nica informac¸a˜o.
Mas, enquanto 2 bits juntos armazenam apenas duas informac¸o˜es, 2 q-bits armazenam
4 informac¸o˜es diferentes, do mesmo modo que 3 bits armazenam 3 informac¸o˜es contra
8 informac¸o˜es armazenadas por 3 q-bits. Enquanto a informac¸a˜o total armazenadas
pelos bits e´ igual a` soma direta deles (1 + 1 + 1 + ... = n), a informac¸a˜o armazenada
por um conjunto de q-bits cresce exponencialmente (2 × 2 × 2... = 2n). Cada bit
adiciona uma u´nica informac¸a˜o ao conjunto, ja´ um u´nico q-bit dobra a capacidade
de informac¸o˜es do mesmo. De uma forma geral, na computac¸a˜o quaˆntica temos:
n q-bits = 2n bits.
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Tabela 7 – Correpondeˆncia entre q-bit e bit
q-bits bits
2 q-bits 4 bits
3 q-bits 8 bits = 1 byte
4 q-bits 16 bits
5 q-bits 32 bits
6 q-bits 64 bits
7 q-bits 128 bits
8 q-bits 256 bits
9 q-bits 512 bits
10 q-bits 1.024 bits = 1 Kilobyte = 1 Kb
20 q-bits 1.048.576 bits
30 q-bits 1.073.741.824 bits
40 q-bits 1.099.511.627.776 bits
41 q-bits 2.199.023.255.552 bits
42 q-bits 4.398.046.511.104 bits
43 q-bits 8.796.093.022.208 bits = 1 Terabyte
Fonte: http://www.tecmundo.com.br/.
Um computador quaˆntico na˜o possui qualquer limite teo´rico para sua capacidade.
Um bit comum armazena informac¸a˜o de forma bem menos complexa, do que um
q-bit (bit quaˆntico) que pode armazenar informac¸o˜es de forma infinitamente mais
complexas em seu n´ıvel quaˆntico. Desde que operac¸o˜es sobre os q-bits se tornem
suficientemente eficazes, computadores podera˜o ser extremamente mais ra´pidos do
que a mais ra´pida das ma´quinas de hoje.
15.8.1 Propriedades da Computac¸a˜o Quaˆntica
Registrador Quaˆntico
Um nu´mero de q-bits entrelac¸ados tomados juntos, forma um registrador quaˆntico.
Computadores quaˆnticos realizam ca´lculos atrave´s da manipulac¸a˜o dos q-bits dentro
de um registrador quaˆntico.
Entrelac¸amento Quaˆntico
Uma importante diferenc¸a entre o q-bit e o bit cla´ssico e´ que va´rios q-bits po-
dem exibir entrelac¸amento quaˆntico. Entrelac¸amento e´ uma propriedade que
permite que um conjunto de q-bits consiga uma correlac¸a˜o maior (possivelmente,
no sentido de proporcionar significado com relac¸a˜o a` informac¸a˜o) do que o esperado
em sistemas cla´ssicos.
Exemplo (Comunicac¸a˜o q-bit entre Alice e Bob)
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Considere que estes dois q-bits entrelac¸ados sejam separados, e sejam dados um para
Alice e outro para Bob. Alice faz uma medida do q-bit dela, obtendo com igual
probabilidade | 0 > ou | 1 >. Por causa do entrelac¸amento dos q-bits, Bob deve
agora conseguir a mesma medida que Alice, isto e´, se ela mediu | 0 >, Bob deve
medir o mesmo, uma vez que e´ o u´nico estado onde o q-bit de Alice e´ | 0 >.
Diferentemente dos bits cla´ssicos que podem apenas ter um valor de cada vez,
e poder manter dois estados 0 e 1. O entrelac¸amento tambe´m permite outros
estados serem estabelecidos simultaneamente. O conceito de entrelac¸amento e´ um
ingrediente chave para a computac¸a˜o quaˆntica. Entrelac¸amento na˜o pode ser
feito em um computador cla´ssico. A ideia da computac¸a˜o e comunicac¸a˜o quaˆntica
fazem uso do entrelac¸amento, sugerindo que o entrelac¸amento e´ imprescind´ıvel
para a computac¸a˜o quaˆntica.
15.9 Algoritmos Quaˆnticos
Qualquer pessoa que tenha algum conhecimento sobre computac¸a˜o, sabe que para
um computador desenvolver determinada tarefa e´ necessa´rio programa´-lo. E, antes
disso, e´ imprescind´ıvel elaborar um bom algoritmo, que por sua vez, sa˜o implementa-
dos transformando-se em programas de computador. Contudo, com o advento da
computac¸a˜o quaˆntica, esses programas ficara˜o obsoletos. Ou melhor, na˜o somente
esses programas, mas a teoria utilizada para elabora´-los ficara´ obsoleta. Dessa forma,
quando essa nova revoluc¸a˜o ocorrer, os programas devera˜o ser constru´ıdos a partir de
algoritmos quaˆnticos. E´ justamente neste ponto que aparece um novo desafio, pois
com esse novo paradigma, os futuros programadores devera˜o conhecer bem a forma
como a informac¸a˜o deve ser tratada na perspectiva quaˆntica, de forma que deter
conhecimento sobre mecaˆnica quaˆntica deixara´ de ser um privile´gio restrito aos f´ısicos.
Atualmente, ja´ existem alguns algoritmos quaˆnticos propostos, que de certa forma
apresentam considera´vel vantagem sobre os algoritmos cla´ssicos. Um desses algorit-
mos quaˆnticos foi desenvolvido por Peter Shor em 1993.
Peter Williston Shor (1959- ...) e´ um matema´tico estadunidense. E´ professor
de matema´tica aplicada no Instituto de Tecnologia de Massachusetts, Departamento
de Matema´tica (MIT). E´ conhecido por seu trabalho em computac¸a˜o quaˆntica,
em particular pela elaborac¸a˜o do algoritmo de Shor, um algoritmo quaˆntico para
fatorar exponencialmente mais ra´pido que o melhor algoritmo conhecido atualmente
rodando em um computador cla´ssico. O trabalho de Shor, equivale nos tempos de
hoje, ao trabalho de Turing que, na de´cada de 30, pensava em computac¸a˜o sem
computador. Shor pensa em computac¸a˜o quaˆntica sem computador quaˆntico.
Com um computador digital creˆ-se ser capaz de simular qualquer dispositivo de
computac¸a˜o f´ısica com um aumento no tempo de ca´lculo de um fator de, no ma´ximo,
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Figura 139 – Peter Shor - O algoritmo quaˆntico de fatorac¸a˜o de nu´meros primos
grandes.
Fonte: en.wikipedia.org.
polinomial. Isso na˜o pode ser verdade quando a mecaˆnica quaˆntica e´ levado em consi-
derac¸a˜o. O trabalho de Peter Shor em (〈http://arxiv.org/abs/quant-ph/9508027〉)
considera fatorar inteiros e encontrar logaritmos discretos, dois problemas que sa˜o
geralmente dificeis em um computador cla´ssico e teˆm sido usados como a base de
va´rios sistemas criptogra´ficos propostas (ver Terada (2008)). Algoritmos aleato´rios
eficientes sa˜o dadas para estes dois problemas em um computador quaˆntico hipote´tico.
Estes algoritmos tomam uma se´rie de etapas e e´ polinomial no tamanho da entrada,
por exemplo, o nu´mero de d´ıgitos do nu´mero inteiro a ser fatorado.
Quando propoˆs o algoritmo, Shor trabalhava na empresa AT&T e desenvolvia pes-
quisas que apontavam vantagens dos computadores quaˆnticos em relac¸a˜o a` ma´quina
de Turing. Nesse panorama, Shor formulou um algoritmo quaˆntico que permitia
decompor um nu´mero com muitos algarismos em seus fatores primos. O detalhe
fundamental e´ que o algoritmo de Shor realiza essa tarefa em tempos muitos meno-
res do que os gastos por algoritmos cla´ssicos. O problema da fatorac¸a˜o e´ essencial
para os sistemas criptogra´ficos atuais, mas que na˜o trairiam vantagens quanto a
inviabilidade computacional u´til na criptografia convencial. Notamos, ainda que, os
sistemas criptogra´ficos de seguranc¸a baseados em chave pu´blica ficara˜o totalmente
obsoletos a partir do momento em que o primeiro computador quaˆntico iniciar
o seu funcionamento. E´ conhecido do ponto de vita teo´rico, o elevado potencial
computacional dos sistemas quaˆnticos.
Um outro algoritmo quaˆntico que merece destaque foi proposto pelo indiano Lov
Grover (1961- ...) e´ um cientista indiano-americano, originador do algoritmo de
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busca em bancos de dados usado em computac¸a˜o quaˆntica. Enquanto trabalhava
nos laborato´rios de pesquisa Bell, nos Estados Unidos. Grover, em 1996, propoˆs um
algoritmo de busca, o qual, como o pro´prio nome ja´ sugere, realiza a tarefa de buscar
numa base de dados, encontrando itens que tenham certas propriedades desejadas.
Estamos acostumados a utilizar algumas espe´cies de sistemas como esses quando
usamos a Internet. Assim como o algoritmo de Shor, a vantagem computacional
apresentada pelo algoritmo de Grover foi estupenda, pois em geral, numa deter-
minada tarefa onde classicamente precisamos fazer n buscas, quanticamente sa˜o
necessa´rias
√
n, que e´ um nu´mero muito menor.
Figura 140 – Lov Grover - O inventor do algoritmo de busca em um banco de dados
quaˆntico.
Fonte: Google Images - www.kennislink.nl.
A t´ıtulo de ilustrac¸a˜o, considere uma tarefa na qual classicamente necessitar´ıamos
10000 buscas; dessa maneira, quanticamente seriam necessa´rias apenas 100 buscas.
O algoritmo de Grover pode ser aplicado com sucesso em problemas pra´ticos da
biologia molecular e engenharia gene´tica. Assim, mediante esses dois exemplos de
algoritmos quaˆnticos, percebemos que computadores quaˆnticos podera˜o, de fato,
revolucionar a forma como tratamos a informac¸a˜o, sendo necessa´rio, para isso, que
novos algoritmos quaˆnticos sejam elaborados. Este e´ um grande desafio para o futuro
da cieˆncia da computac¸a˜o Nielsen e Chuang (2000).
15.10 Experieˆncias de Computadores Quaˆnticos
Como em Mattielo et al. (2012), a computac¸a˜o quaˆntica experimental esta´ en-
frentando atualmente um panorama muito parecido ao que a computac¸a˜o cla´ssica
encontrou na de´cada dos anos 30, pois na˜o se sabia qual seria a melhor tecnologia
para computadores Silva e Martins (1996), Oliveira (2003a). De forma ana´loga,
diversas alternativas pra´ticas esta˜o sendo testadas para simular os q-bits da com-
putac¸a˜o quaˆntica, dentre as quais podemos citar: pontos quaˆnticos, ressonaˆncia
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nuclear magne´tica em l´ıquidos, armadilha de ı´ons, supercondutores, dentre outros
sistemas. Assim, va´rios proto´tipos de computadores quaˆnticos, que utilizam pouco
mais de uma dezena de q-bits, ja´ foram testados com sucesso em laborato´rios. Esses
testes demonstraram o funcionamento dos algoritmos quaˆnticos descobertos ate´
agora. O grande desafio atual e´ o aumento do nu´mero de q-bits de forma controlada,
e, certamente, as pesquisas pertinentes a esse tema se apoiara˜o na nanotecnologia.
A nanotecnologia ou e´ o estudo de manipulac¸a˜o da mate´ria numa escala atoˆmica e
molecular. Geralmente lida com estruturas com medidas entre 1 a 100 nanoˆmetros (1
nanoˆmetro = 1× 10−9 metro), e inclu´ı o desenvolvimento de materiais ou componen-
tes associados a diversas a´reas (medicina, eletroˆnica, cieˆncia da computac¸a˜o, f´ısica,
qu´ımica, biologia e engenharia dos materiais) de pesquisa e produc¸a˜o na escala nano
(escala atoˆmica).
Nesse caminho, mesmo na˜o se sabendo qual seria a melhor tecnologia para o desen-
volvimento dos computadores quaˆnticos, ja´ conhecemos os quatro requisitos ba´sicos
para a implementac¸a˜o experimental da computac¸a˜o quaˆntica. Esses requisitos sa˜o os
seguintes: (1) a representac¸a˜o dos q-bits; (2) preparac¸a˜o de estados iniciais de q-its;
(3) medida do estado final dos q-bits e (4) a evoluc¸a˜o unita´ria controla´vel, quanto ao
aumento dos q-bits. No contexto desses requisitos ba´sicos aparece uma dificuldade
adicional na implementac¸a˜o dos computadores quaˆnticos: ler os dados durante a
execuc¸a˜o do programa sem perder todo o processamento. Essa grande difi-
culdade emerge de um dos princ´ıpios da mecaˆnica quaˆntica que torna a computac¸a˜o
quaˆntica interessante, pois segundo a mecaˆnica quaˆntica, na˜o e´ poss´ıvel medir ou
observar um sistema quaˆntico sem destruir a superposic¸a˜o de estados. Pore´m, isso
foi conseguido mediante a utilizac¸a˜o de uma te´cnica apropriada, a qual permite
a correc¸a˜o de erros sem comprometer o sistema. Para esse fim, a te´cnica utiliza
a observac¸a˜o indireta para efetuar a correc¸a˜o de erros e manter a coereˆncia do sistema.
Nesse panorama de implementac¸a˜o f´ısica de computadores quaˆnticos, merece des-
taque o trabalho realizado em dezembro de 2001 por um grupo de cientistas do
Centro de Pesquisas da IBM, localizado em Almaden, San Jose, Califo´rnia, USA.
Eles constru´ıram um computador quaˆntico de 7 q-bits e o utilizaram para fatorar o
nu´mero 15. Apesar da simplicidade da experieˆncia realizada, a ma´quina constru´ıda
poˆde comprovar a viabilidade da computac¸a˜o quaˆntica, onde ficou evidente que as
principais dificuldades encontradas ate´ o momento sa˜o mais tecnolo´gicas do que
teo´ricas. O computador quaˆntico da IBM foi implementado atrave´s de uma mole´cula
com 7 spins, no sentido que o nu´cleo da mole´cula era constitu´ıdo por 5 a´tomos
de fluorina e 2 a´tomos de carbono. Do ponto de vista funcional, a programac¸a˜o
do computador e´ realizada atrave´s de pulsos de ra´dio-frequeˆncia e a leitura dos
dados e´ feita mediante o uso de te´cnicas de ressonaˆncia magne´tica nuclear (RMN).
A operac¸a˜o desse computador quaˆntico requer temperaturas baixas, a fim de reduzir
a incideˆncia de erros. O computador quaˆntico da IBM, por enquanto, e´ apenas um
instrumento de pesquisa. Mesmo assim, a aplicac¸a˜o desse tipo de ma´quina na soluc¸a˜o
de problemas criptogra´ficos ja´ despertou o interesse no departamento de defesa de
diversos pa´ıses Mattielo et al. (2012).
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Ja´ existem equipamentos que manipulam informac¸o˜es quaˆnticas em laborato´rios de
pesquisa, mas que na˜o sa˜o capazes de lidar com mais do que alguns poucos q-bits
simultaneamente. Ale´m do evidente aumento da quantidade de armazenamento e
velocidade, sob o ponto de vista quaˆntico, outro grande desafio a ser superado e´ a
reduc¸a˜o das dimenso˜es para que o equipamento possa se tornar acess´ıvel e via´vel
economicamente. Um computador quaˆntico que depende ainda do funcionamento
do computador atual na˜o e´ via´vel computacionalmente e comercialmente. O que
e´ animador e´ a mate´ria prima do sil´ıcio, que tera´ a mesma utilidade que tem nos
computadores atuais. Apo´s se estudar o comportamento de materiais muito mais
caros em pequena escala, o sil´ıcio demonstrou se comportar muito bem a natureza
exigida para a manipulac¸a˜o quaˆntica e provavelmente continuara´ sendo o material
empregado na gerac¸a˜o dos computadores quaˆnticos.
15.11 Redes Neurais e Computac¸a˜o Quaˆntica
Uma aplicac¸a˜o bastante interessante dos conceitos de computac¸a˜o quaˆntica sa˜o as
redes neurais. O modelo de redes neurais foi constru´ıdo baseado no ce´rebro humano,
pois este processa informac¸o˜es de uma maneira completamente diferente de um
computador digital convencional. O ce´rebro pode ser considerado um computador
altamente complexo, na˜o-linear e paralelo, que por meio de seus constituintes chama-
dos neuroˆnios realiza processamentos, como percepc¸a˜o e controle motor, muito mais
rapidamente do que qualquer moderno computador digital. Em seu livro, Haykin
Haykin (1999) diz que o ce´rebro humano no momento do nascimento tem uma grande
estrutura e a habilidade de desenvolver suas pro´prias regras atrave´s do que usual-
mente denominamos “experieˆncia”. Esta vai sendo acumulada com o tempo, sendo
que o mais drama´tico desenvolvimento acontece durante os dois primeiros anos de
vida e continua muito ale´m desse esta´gio. Assim, um neuroˆnio em “desenvolvimento”
e´ sinoˆnimo de um ce´rebro pla´stico em que a plasticidade permite que o sistema
nervoso em desenvolvimento se adapte ao meio ambiente.
A plasticidade e´ fundamental para o funcionamento dos neuroˆnios como unida-
des de processamento de informac¸a˜o do ce´rebro humano e tambe´m ela o e´ para a
formac¸a˜o das redes neurais constru´ıdas com neuroˆnios artificiais. Segundo Haykin
Haykin (1999) uma rede neural, em sua forma mais geral, e´ uma ma´quina que e´
projetada para modelar a maneira como o ce´rebro realiza uma tarefa particular ou
func¸a˜o de interesse; a rede e´ normalmente constru´ıda utilizando-se componentes
eletroˆnicos ou e´ simulada por programac¸a˜o em um computador digital.
Pode-se definir uma rede neural como uma ma´quina adaptativa da seguinte forma:
“Uma rede neural e´ um processador macic¸amente paralelamente distribu´ıdo, cons-
titu´ıdo de unidades de processamento simples, que teˆm a propensa˜o natural para
armazenar conhecimento experimental e torna´-lo dispon´ıvel para o uso. Ela se asse-
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melha ao ce´rebro em dois aspectos: O conhecimento e´ adquirido pela rede a partir
de seu ambiente atrave´s de um processo de aprendizagem. Forc¸as de conexa˜o entre
neuroˆnios, conhecidos como pesos sina´pticos, sa˜o utilizados para armazenar o conhe-
cimento adquirido.”
O procedimento voltado ao processo de treinamento de aprendizado da rede e´
chamado de algoritmo de aprendizagem, cuja func¸a˜o e´ modificar os pesos sina´pticos
da rede de uma forma ordenada para alcanc¸ar um objetivo do projeto desejado. E´
poss´ıvel tambe´m para uma rede neural modificar sua pro´pria topologia, o que e´
motivado pelo fato dos neuroˆnios do ce´rebro humano poderem morrer e que as novas
conexo˜es sina´pticas possam crescer.
Benef´ıcios de uma rede neural
Dois benef´ıcios se destacam quando se fala em utilizar o me´todo de redes neu-
rais. (1) O primeiro diz respeito a sua estrutura macic¸amente paralela e distribu´ıda, e
o segundo (2) e´ a sua habilidade de aprender e, portanto, generalizar. A generalizac¸a˜o
se refere ao fato de a rede neural procurar sa´ıdas adequadas para entradas que na˜o
estavam presentes durante o treinamento (aprendizagem). Estas duas capacidades
de processamento de informac¸a˜o possibilitam a`s redes neurais resolverem problemas
complexos e muitas vezes intrata´veis.
Embora o me´todo de redes neurais possa resolver uma gama considera´vel de proble-
mas, como em Andrade et al. (2005), existem limitac¸o˜es que impedem a resoluc¸a˜o
acurada de muitos desses problemas. Esses autores citam como exemplo o tempo
de treinamento das redes neurais, que, dependendo do algoritmo de aprendizagem
(Backpropagation, na maioria dos casos) tende a ser muito longo. Em alguns casos
sa˜o necessa´rios milhares de ciclos para se chegar a n´ıveis de erros aceita´veis, prin-
cipalmente se o algoritmo estiver sendo simulado em computadores que realizem
operac¸o˜es de forma sequencial, ja´ que o processador deve calcular as func¸o˜es para
cada unidade e suas conexo˜es separadamente, o que pode ser problema´tico em redes
muito grandes, ou com grande quantidade de dados.
A natureza multidisciplinar e as limitac¸o˜es de Redes Neurais Artificiais associa-
das a` hipo´tese de que as sinapses - conexo˜es - entre neuroˆnios poderiam ser tratadas
por fenoˆmenos quaˆnticos Penrose (1994), motivaram o interesse de pesquisas em
Redes Neurais que incorporassem conceitos de F´ısica Quaˆntica. Assim, o estudo de
Redes Neurais Quaˆnticas mostrou-se um ramo bastante inovador no campo da Com-
putac¸a˜o Quaˆntica embora seja uma a´rea ainda incipiente (Altaisky (2004), Gupta e
Zia (2001)). O trabalho realizado por em Andrade et al. (2005) traz em seu bojo
uma proposta de um modelo de neuroˆnio quaˆntico e descreve o seu funcionamento. O
artigo tambe´m faz uma descric¸a˜o dos princ´ıpios da computac¸a˜o quaˆntica e circuitos
quaˆnticos. Segundo os autores o modelo proposto foi simulado utilizando o simulador
de circuitos quaˆnticos Zeno Cabral, Lula e Lima (2005) desenvolvido na Universidade
Federal de Campina Grande. Em Herbster et al. (2004) no seu trabalho: O Estado da
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Arte em Redes Neurais Artificiais Quaˆnticas relata que as Redes Neurais Quaˆnticas
surgiram como uma nova abordagem no campo da Computac¸a˜o Quaˆntica, possuindo
propriedades que permitem resolver os paradigmas encontrados nas Redes Neurais
Cla´ssicas.
Na literatura e´ poss´ıvel encontrar trabalhos Shor (1997), Deutsch (1989), Feyn-
man (1982), Nielsen e Chuang (2000) que evidenciam a importaˆncia da utilizac¸a˜o
de conceitos quaˆnticos para mitigar ou ate´ mesmo eliminar problemas inerentes aos
me´todos de computac¸a˜o cla´ssica, uma vez que a computac¸a˜o quaˆntica tem como
principais caracter´ısticas o processamento e a transmissa˜o de dados armazenados
em estados quaˆnticos de uma forma muito mais eficiente que os modelos de com-
putac¸a˜o convencionais. Esses trabalhos fortalecem a ideia de que o advento da F´ısica
Quaˆntica promoveu uma verdadeira revoluc¸a˜o em todos os campos da tecnologia e
em particular na computac¸a˜o.
15.12 Perspectivas da Computac¸a˜o Quaˆntica
Este cap´ıtulo uma revisa˜o bibliogra´fica ba´sica sobre a computac¸a˜o quaˆntica e´ apre-
sentada. Esta promissora a´rea da cieˆncia propo˜e a fusa˜o entre as ide´ias da mecaˆnica
quaˆntica e da cieˆncia da computac¸a˜o. Apesar da incipieˆncia de projetos para a cons-
truc¸a˜o de computadores quaˆnticos, muitos desenvolvimentos mostraram-se poss´ıveis
e aplica´veis, imaginando-se recursos computacionais como na computac¸a˜o cla´ssica.
Percebemos tambe´m que a adoc¸a˜o do paradigma quaˆntico na computac¸a˜o trata-se
de um trajeto natural, pois caminha concomitante com a diminuic¸a˜o dos dispositivos
eletroˆnicos presentes no computador, como ja´ previa a Lei de Moore.
Segundo (MATTIELO et al., 2012), a computac¸a˜o cla´ssica na˜o se esgotara´, mas
o que o futuro nos reserva e´ trata-se de um novo paradigma de computac¸a˜o, que
pode ter profundas consequeˆncias, na˜o so´ para a tecnologia, mas tambe´m para a
teoria da informac¸a˜o, para a Cieˆncia da Computac¸a˜o, e para a cieˆncia em geral.
Imaginamos que da mesma forma que a computac¸a˜o iniciada no se´culo passado
trouxe inu´meras aplicac¸o˜es que contribu´ıram para o desenvolvimento da humanidade
nas mais variadas a´reas, a computac¸a˜o quaˆntica tambe´m propiciara´ aplicac¸o˜es que
alcancem a melhor qualidade de vida das pessoas. E´ esperado que cada vez mais
pessoas conhec¸am esse novo campo da cieˆncia e, que alguns mais aptos, desenvolvam
aptida˜o por pesquisar sobre esse amplo tema.
Entretanto da mesma maneira que a superposic¸a˜o de estados permite a criac¸a˜o
do computador quaˆntico e´ essa mesma propriedade que tornou dif´ıcil, ate´ o momento,
a criac¸a˜o deles. A superposic¸a˜o e´ muito sens´ıvel a qualquer microru´ıdo eletromagne´tico
que pode alterar o estado do q-bit, fazendo com que a informac¸a˜o que ele contenha
ainda seja perdida. Outro fato em questa˜o e´ o superaquecimento dessas ma´quinas.
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S É R I E   P E N S A M E N T O  M A T E M Á T I C O  @  C I Ê N C I A  C O M P U T A Ç Ã O
Vo lume  I I :  Da  Computab i l i dade  Forma l  às  
Máqu inas  Programáve is
A  p a r t i r  d a s  m á q u i n a s  c a l c u l a d o r a s  m e c â n i c a s  n ã o  p r o g r a m á v e i s  d o  s é c u l o  X I X  e  d a s  p r i m e i r a s  i d e i a s  d e  
a v a l i a r  f u n ç õ e s  n o  i n í c i o  d o s  a n o s  3 0 ,  n o  s é c u l o  X X ,  s u r g e  a  i d e i a  d a  c o m p u t a b i l i d a d e  f o r m a l  p a r a  m á q u i n a s  
p r o g r a m á v e i s .  D a s  i d e i a s  d a s  f u n ç õ e s  r e c u r s i v a s  p o r  H e r b r a n d  e  G ö d e l ,  p a s s a n d o  p o r  A l o n z o  C h u r c h  e  s e u s  
f a m o s o s  e s t u d a n t e s  K l e e n e  e  T u r i n g ,  m e s m o  s e m  c o m p u t a d o r ,  c o n s t i t u í r a m - s e  i m p o r t a n t e s  c o n t r i b u i ç õ e s  
p a r a  a s  t e o r i a s  d o s  a l g o r i t m o s  e  c o m p u t a b i l i d a d e ,   c o n d u z i n d o   p a r a  f u n d a m e n t a r  a  C i ê n c i a  d a  C o m p u t a ç ã o .   
A  e s t r a d a  d a  L ó g i c a ,  i n i c i a d a  e m  A r i s t ó t e l e s ,  s i s t e m a t i z a d a  p o r  L e i b n i z ,  p a s s a n d o  p o r  B o o l e  e  F r e g e ,  c h e g o u  
a  C h u r c h ,  K l e e n e ,  R o s s e r ,  T u r i n g ,  P o s t  e ,  p o s t e r i o r m e n t e  a  S h a n n o n ,  J o h n  v o n  N e u m a n n  e  a  e n g e n h a r i a  d e  
K o n r a r d  Z u s e  e  o u t r o s ,  f a z e n d o  s u r g i r  o  c o m p u t a d o r  d i g i t a l  p r o g r a m á v e l .  D a  i d e i a  d a  c o m p u t a b i l i d a d e  
p a s s o u - s e  à  c o m p l e x i d a d e  c o m p u t a c i o n a l ,  e  t e m o s  h o j e ,  o  d e s e n v o l v i m e n t o  f a n t á s t i c o  d a  C i ê n c i a  d a  
C o m p u t a ç ã o .
E s t e  l i v r o  p r e t e n d e  s e r v i r  d e  m a t e r i a l  d e  a p o i o  à s  d i s c i p l i n a s  d a  c i ê n c i a  d a  c o m p u t a ç ã o  t e ó r i c a ,  e m  c u r s o s  
d e  g r a d u a ç ã o ,  e  s e u  t e x t o ,  s e g u i n d o  o  m a i s   q u e  p o s s í v e l  a  o r d e m  c r o n o l ó g i c a  d o  s u r g i m e n t o  d a s  g r a n d e s  
i d e i a s ,  t e n t a  m o s t r a r  a o  e s t u d a n t e ,  d o  p o n t o  d e  v i s t a  h i s t ó r i c o ,  c o m o  d e t e r m i n a d a s  i d e i a s  g e n i a i s ,  s e r v i r a m  
p a r a  a  c o n s t r u ç ã o  d a  m á q u i n a  p r o g r a m á v e l  q u e  h o j e  é  o  c o m p u t a d o r  d i g i t a l .  O  m a t e r i a l  a q u i  e x p o s t o ,  f a z  a  
p a r t e  d a  o r g a n i z a ç ã o  d o  s e g u n d o  v o l u m e  d a  s é r i e  P e n s a m e n t o  M a t e m á t i c o  @  C i ê n c i a  d a  C o m p u t a ç ã o ,  
b a s e a n d o - s e  n a  e x p o s i ç ã o  d a s  i d e i a s  d o s  g r a n d e s  p e r s o n a g e n s ,  o s  v e r d a d e i r o s  d o n o s  d a s  i d e i a s ,  a s  v e z e s  
n a r r a n d o  f a t o s  e  s u a s  i d e i a s  g e n i a i s .  É  u m a  t e n t a t i v a  d e  p r o p o r c i o n a r  e s t e  c o n h e c i m e n t o  h i s t ó r i c o  s o b r e  a s  
r a í z e s  d a  C i ê n c i a  d a  C o m p u t a ç ã o ,  p r o p o r c i o n a n d o  u m a  v i s ã o  q u e  o u t r o s  l i v r o s ,  q u e  t r a t a m  d e  t e m a s  
e s p e c í f i c o s ,  n ã o  c o n t e m p l a m  d o  p o n t o  d e  v i s t a  h i s t ó r i c o  e  c o n c e i t u a l .
S o b r e  o  a u t o r :
J o ã o  B o s c o  M .  S o b r a l  é  B a c h a r e l  e m  M a t e m á t i c a  p e l o  I n s t i t u t o  d e  M a t e m á t i c a  d a  U F R J  e m  1 9 7 3 ,  M . S c .  p e l o  P r o g r a m a  d e  
S i s t e m a s  e  C o m p u t a ç ã o  d a  C O P P E - U F R J  e m  1 9 7 7 ,  e  r e a l i z o u  s e u  d o u t o r a d o  n o  P r o g r a m a  d e  E n g e n h a r i a  E l é t r i c a  d a  C O P P E -
U F R J  e m  1 9 9 6 .   C o m o  d o c e n t e  d u r a n t e  q u a s e  q u a t r o  d é c a d a s  n a  c i ê n c i a  d a  c o m p u t a ç ã o  d a  U F S C ,  a o  p a r t i c i p a r  n a s  
d i s c i p l i n a s  e m  c u r s o s  d e  g r a d u a ç ã o  e  m e s t r a d o  e m  c o m p u t a ç ã o ,  t e v e  a  o p o r t u n i d a d e  d e  e n t e n d e r  e  v i v e n c i a r  o  e l o  
e x i s t e n t e  e n t r e  a  M a t e m á t i c a ,  a  L ó g i c a ,  e   a  C i ê n c i a  d a  C o m p u t a ç ã o .  A g o r a ,  t e n t a  d i s s e m i n a r  o  q u e  a p r e n d e u  s o b r e  o  
e l o  f a s c i n a n t e  d e s t a s  c i ê n c i a s ,  n o  s e n t i d o  d e  m o t i v a r  o  l e i t o r  a  f i c a r  c o n e c t a d o   c o m  o  m u n d o  d a  M a t e m á t i c a  e  d a  L ó g i c a ,  
c o m o  c i ê n c i a s  c o n s t r u t o r a s  d a  C i ê n c i a  d a  C o m p u t a ç ã o  p a s s a d a  e  f u t u r a .
