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ANY NETWORK CODES COMES FROM AN ALGEBRAIC
CURVE TAKING OSCULATING SPACES
EDOARDO BALLICO
Abstract. In this note we prove that every network code over Fq may be
realized taking some of the osculating spaces of a smooth projective curve.
1. Introduction
In linear network coding informations go from one or more sources to one of
more targets in terms of a basis of a possible altered vector space ([9], [2], [7], [13]
and references therein). It is well-known that every linear code may be seen as a
Goppa code over a high genus curve ([10]). In this paper we prove that the same is
true for network codes. We may also fix the curve C with the only condition that
♯(C(Fq)) is at least the number of subspaces of our network code. We need to say
what is the equivalent of a Goppa code in the set-up of network coding. We use the
osculating codes introduced by J. Hansen in [3] and [4]. We do not need to restrict
to constant dimension network coding.
Warning: in this paper we prove an existence theorem. We don’t claim that it
may be useful for the construction of network codes with good parameters.
Fix a finite field Fq and an integer n > 0. Let P(Fnq ) denote the set of all linear
subspaces of the Fq-vector space F
n
q . A network code is just a non-empty subset
S ⊆ P(Fnq ).
For any vector space W let P(W ) denote the projective space of all lines of W
through 0. In this note we prove the following result.
Theorem 1. Let S ⊆ P(Fnq ) \ {0}, n ≥ 3, be any network code. Let C be a smooth
and geometrically connected curve defined over Fq and such that ♯(C(Fq)) ≥ ♯(S).
Fix A ⊆ C(Fq) such that ♯(A) = ♯(S) and fix a bijection u : A → S. For every
W ∈ S fix QW ∈ P(W ) ⊆ P(Fnq ). Then there exists a morphism f : C → P
n−1
defined over Fq such that f(P ) = Qu(P ) for every P ∈ A, f has invertible differential
at each point of A and u(P ) is the vector space whose associated projective space is
the osculating space of dimension dim(u(P ))− 1 to (C, u) at Qu(P ).
See section 2 for the definition of osculating spaces to a curve. We also gives
another property of the map f , which is related to the definition of osculating space
(see Remark 2).
Remark 1. The map u|A is injective if and only if Qa 6= Qb for all a 6= b. By Hall’s
marriage theorem ([1], page 6) we may find a set {Qs}s∈S , with Qs ∈ Us for all s and
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Qa 6= Qb for all a 6= b if and only if for all S′ ⊆ S we have ♯(∪s∈S′Us(Fq)) ≥ ♯(S′).
This condition is satisfied for any S which may be interesting for network coding.
We don’t know if (in the case n ≥ 4 and when the condition of Remark 1 is
satisfied) we may take as f an embedding. Another promising tool would be to
use Poonen’s Bertini’s theorem over a finite field. However, we certainly cannot
prescribe the curve C using Bertini’s theorem. As far as we know no statement in
the literature would give that S comes from an embedding of a smooth curve. Two
statements in [11], i.e. [11], Theorem 1.2 and Corollary 3.4, are very interesting,
but not enough (as far as we see) to prove that any network code for which the
condition of Remark 1 is satisfied arises as osculating spaces of a smooth curve.
2. The proof
For any subset E of a projective space, let 〈E〉 denote its linear span.
Let C be a smooth and connected curve defined over an algebraically closed field
K. We recall the notion of osculating spaces to a curve in the algebraic set-up ([8],
[5], Ch. 7). Fix a morphism u : C → Pr defined over K, an integer x > 0 and
P ∈ C(K). Assume a := dim(〈C(K)〉) > x. The completion ÔC,P of the local ring
OC,P is the ring K[[t]] of power series in one variable over K. We fix a homogenous
system of coordinates x0, . . . , xr on P
r such that u(P ) = (1 : 0 : · · · : 0) and
〈C(K)〉 = {xi = 0 for all i > a}. Hence u induces r power series f1(t), . . . , fr(t)
with fi(0) = 0 for all i, fi 6= 0 for all i ≤ a and fi ≡ 0 for all i > a. We may
find a linear change of coordinates such that f1(t), . . . , fa(t) are power series with
increasing order of zero. In this new coordinate system (call it w0, . . . , wr, but
notice that it depends from P ) the x-dimensional osculating space to (C, u) at P is
the x-dimensional linear subspace {wx+1 = · · · = wr = 0}. Write fx(t) = cte + g(t)
with c 6= 0 and each term in the power series g(t) of order ≥ e + 1. The definition
of osculating space implies e ≥ x + 1. We say that (C, u) has an ordinary x-
osculation at P if e = x + 1. In our construction we may often obtain ordinary
(dP − 1)-osculation at each P ∈ A (see Remark 2).
Lemma 1. Fix linear subspaces Ai ⊂ Pr, Bi ⊂ Pr, 1 ≤ i ≤ e, such that dim(Ai) =
dim(Bi) for all i and dim(A1 + · · ·+Ae) = dim(B1 + · · ·+Be) = dim(A1) + · · ·+
dim(Ae) + e − 1. Fix Oi ∈ Ai and O′i ∈ Bi. Then there is an automorphism
h : Pr → Pr such that h(Ai) = Bi and h(Oi) = O′i for all i. If all Ai,, Bi, Oi and
O′i are defined over Fq, then we may find h defined over Fq.
Proof. The condition “ dim(A1+ · · ·+Ae) = dim(A1)+ · · ·+dim(Ae)+e−1 ” says
that Ai 6= Aj for all i 6= j and that all these subspaces are linearly independent. The
same condition holds for the linear subspaces Bi, 1 ≤ i ≤ e. Hence the existence
of h such that h(Ai) = Bi just says that any linear independent subset of a finite-
dimensional vector space V may be completed to a basis and that any two basis of
V differ by a linear automorphism of V . To get also the condition h(Oi) = O
′
i for
all i it is sufficient to take Oi (resp. O
′
i) as one of the elements of a minimal subset
of Ai (resp. Bi) spanning Ai (resp. Bi). 
For any linear subspaceW ( Pr let ℓW : P
r \A→ Pr−dim(W )−1 denote the linear
projection from W .
Lemma 2. Let Ui ⊂ Pn−1, 1 ≤ i ≤ e, be finitely many non-empty linear subspaces
(we allow the case in which Ui ⊆ Uj or Ui = Uj for some i 6= j). Let U ⊆ P
n−1 be
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the linear span of ∪ei=1Ui. Set k := dim(U), N :=
∑e
i=1 dim(Ui) + e − 1 and take
any integer r ≥ max{N, k}. Fix Qi ∈ Ui, 1 ≤ i ≤ e. Let Ai ⊂ Pr, 1 ≤ i ≤ e, be
linear subspaces such that dim(Ai) = dim(Ai) for all i and dim(A1+ · · ·+Ae) = N .
Fix Oi ∈ Ai. Then there is a linear subspace W ⊂ U such that W ∩ Ai = ∅ for all
i, dim(W ) = r − k − 1, ℓW (Ai) = Ui and ℓW (Oi) = Qi for all i. If all Ui, Ai, Qi
and Oi are defined over Fq, then W is defined over Fq.
Proof. Let E := V1⊔· · ·⊔Ve be the algebraic scheme with e connected components
V1, . . . , Ve with Vi = Ui as an abstract scheme. The inclusion ∪Ui ⊂ P
r−1 induces a
morphism v : E → U with v(Vi) = Ui for all i and v|Vi : Vi → Ui an isomorphism.
Let Q′i ∈ Vi be the only point such that v(Q
′
i) = Qi. Set L := v
∗(OU (1)). Since
each Ui is a linear subspace of U and Vi ∩ Vj = ∅ for all i 6= j, L is a very ample
line bundle on E and h0(E,L) = N + 1. Let w : E →֒ PN be the embedding of E
induced by the complete linear system |L|. Up to an automorphism of Pr we may
assume that Ai = w(Vi) and Oi = w(Q
′
i) for all i (Lemma 1). Since v is induced by
a subspace of |L|, there is a linear subspace W ⊂ Pr such that dim(W ) = r− k− 1
and v = ℓA ◦ w, i.e. Ui = ℓA(Ai) for all i. Since dim(Ui) = dim(Vi), we have
W ∩ Ui = ∅ for all i. Since w(Q
′
i) = Oi and v(Q
′
i) = Qi, we have ℓW (Oi) = Qi. If
all linear spaces Ui and Ai are defined over a field K, Qi ∈ Ui(K) and Oi ∈ Ai(K),
then the construction works over K and hence W is defined over K. 
Lemma 3. Let g ≥ 0 be the genus of C. For any P ∈ A set dP := dim(u(P )) + 1.
Set δ :=
∑
P∈A dP . Fix any line bundle L on C defined over Fq and such that
deg(L) ≥ max{2g+1, 2g−1+δ}. Let w : C →֒ Pr, r := deg(L)−1, be the embedding
induced by the complete linear system |L|. Each degree dP divisor dPw(P ) ⊂ w(C)
spans a linear subspace AP defined over Fq, dim(AP ) = dP − 1 for all P and
〈∪P∈AAP 〉 is a linear subspace of dimension δ.
Proof. L is very ample, because deg(L) ≥ 2g + 1. Fix an effective divisor D ⊂ C
such that deg(D) ≤ δ. Since deg(L(−D)) ≥ 2g − 1, we have h1(C,L(−D)) =
0. Riemann-Roch gives h0(C,L(−D)) = h0(C,L) − deg(D), i.e. dim(〈w(D)〉) =
deg(D)−1. Apply this observation first to each divisor dPP and then to the divisor∑
P∈A dPP . 
Proof of Theorem 1. For each P ∈ A set ηP := max{dP , 2}. Set η :=∑
P∈A ηP . Let L be a line bundle of degree ≥ max{2g+1, 2g− 1+ η} defined over
Fq. Let w : C → Pr, r := deg(L) − g, denote the map associated to the complete
linear system |L|. Lemma 2 gives that w is an embedding, that each linear space
AP := 〈dPw(P )〉 has dimension dP − 1 and that the suspaces Ap, P ∈ A, are
linearly independent. Lemma 1 gives the existence of a linear subspace W ⊂ Pr
such that dim(W ) = r − k − 1, W ∩ AP = ∅ for all P and u(P ) = ℓW (AP ) for all
P . Since dim(Ap) = dP − 1, AP is the osculating space of dimension dP − 1 to
w(C) at w(P ). Take s = u(P ) ∈ S such that dim(Us) > 0. Since AP contains the
tangent line to w(C) at w(P ) and W ∩AP = ∅, ℓW induces an embedding of w(C)
into Pn−1 in a neighborhood of w(P ), i.e. we are computing the osculating space
with respect to a smooth branch of u(C). This is not necessarily true at the points
s = u(P ) such that dim(Us) = 0. We do not need any smoothness to compute
u(P ), but in the statement of Theorem 1 we claimed that we may find u which is
unramified at each point of A, i.e. that the differential of u is invertible at each
point of A. Set S′ := {s ∈ S : dim(Us) > 0}. For each s ∈ S \ S
′ choose any line
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U˜s ⊂ Pn−1 defined over Fq and containing the point Us. Set S′′ := S′ ∪
⋃
s∈S\S′ U˜s
in which each line U˜s has the point Us as its prescribed u(P ) = Qs (i.e. we use ηP
instead of dP and η instead of δ). If U˜s = Ua for some s ∈ S \ S′ and some a ∈ S′
or if U˜a = U˜b for some a 6= b, then we count twice or more the linear space U˜a
(indeed, in Lemma 2 we allowed that some of the subspaces coincide). We chose
Qs as the point of U˜s. With this convention the new map u is unramified at each
point of A. 
Remark 2. Assume dim(Us) ≤ n − 3 for all s ∈ S. For each s ∈ S take a
linear subspace Us ⊆ Fnq such that Us ⊃ Us and dim(Us) = dim(Us) + 1. Write
δ := δ + ♯(S), i.e. write δ :=
∑
s∈S(dim(Us) + 1). Take Qs as the prescribed point
of Us. Let S be the family of linear subspaces of F
n
q counting them several times
if we take Ua = U b for some a 6= b. Do the construction used to prove Theorem 1
using the family S with the points {Qs}s∈S . If s = u(P ), then Us is associated to
the divisor dPP , while Us is associated to the divisor (dP + 1)P . Since Us ( Us,
we get that (C, u) has an ordinary (dP − 1)-ramification at each P ∈ A.
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