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Abstract
In this paper, we introduce a special class of B$uchi automata called unambiguous. In these
automata, any in-nite word labels exactly one path going in-nitely often through -nal states.
The word is recognized by the automaton if this path starts in an initial state. The main result
of the paper is that any rational set of in-nite words is recognized by such an automaton. We
give two proofs of this result. We also provide several related results.
c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
Automata on in-nite words have been introduced by B$uchi [4] in order to prove
the decidability of the monadic second-order logic of the ordering the natural numbers.
Since then, automata on in-nite objects have often been used to prove the decidability
of numerous problems. From a more practical point of view, they also lead to e9cient
decision procedures as for temporal logic [17]. Therefore, automata of in-nite words
or in-nite trees are one of the most important ingredients in model checking tools
[20]. The complementation of automata is then an important issue since the systems
are usually modeled by logical formulas which involve the negation operator.
There are several kinds of automata that recognize sets of in-nite words. In 1962,
B$uchi [4] introduced automata on in-nite words, now referred to as B+uchi automata.
These automata have initial and -nal states and a path is successful if it starts at an
initial state and goes in-nitely often through -nal states. However, not all rational sets
of in-nite words are recognized by a deterministic B$uchi automaton [7]. Therefore,
complementation is a rather di9cult operation on B$uchi automata [17].
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In 1963, Muller [12] introduced automata, now referred to as Muller automata,
whose accepting condition is a family of accepting subsets of states. A path is then suc-
cessful if it starts at the unique initial state and if the set of states which occurs in-nitely
in the path is accepting. A deep result of McNaughton [8] shows that any rational set
of in-nite words is recognized by a deterministic Muller automaton. A deterministic au-
tomaton is unambiguous in the following sense. With each word is associated a canoni-
cal path which is the unique path starting at the initial state. A word is then accepted iD
its canonical path is successful. In a deterministic Muller automaton, the unambiguity
is due to the uniqueness of the initial state and to the determinism of the transitions. In-
dependently, the acceptance condition determines if a path is successful or not. The un-
ambiguity of a deterministic Muller automaton makes it easy to complement. It su9ces
to exchange accepting and non-accepting subsets of states. However, the main draw-
back of using deterministic Muller automata is that the acceptance condition is much
more complicated. It is a family of subsets of states instead of a simple set of -nal
states. There are other kinds of deterministic automata recognizing all rational sets of
in-nite words like Rabin automata [16], Street automata or parity automata [11]. In all
these automata, the acceptance condition is more complicated than a simple set of -nal
states.
In this paper, we introduce a class of B$uchi automata in which any in-nite word
labels exactly one path going in-nitely often through -nal states. A canonical path can
then be associated with each in-nite word and we call these automata unambiguous.
In these automata, the unambiguity is due to the transitions and to the -nal states
whereas the initial states determine if a path is successful. An in-nite word is then
accepted iD its canonical path starts at an initial state. The main result of the paper is
that any rational set of in-nite words is recognized by such an automaton. It is proved
in [1] that any rational set of in-nite words can be described by an unambiguous
rational expression. However, an unambiguous automaton cannot be deduced from an
unambiguous rational expression. It turns out that these unambiguous B$uchi automata
are codeterministic, i.e., reverse deterministic. Therefore, the main result is thus the
counterpart of McNaughton’s result for codeterministic automata. It has already been
proved independently in [10] and [2] that any rational set of in-nite words is recognized
by a codeterministic automaton but the construction given in [2] does not provide
unambiguous automata.
These unambiguous automata are well suited for boolean operations and especially
complementation. Indeed, if the set of initial states of an unambiguous automaton
is complemented, the automaton recognizes then the complement of the set of in-
-nite words. Therefore, our construction which yields an unambiguous B$uchi au-
tomaton can be used for complementation. Furthermore, from a B$uchi automaton
with n states, our construction provides an unambiguous automaton which has at
most (12n)n states. It has already been proved that in the worst case, the comple-
mentation of a B$uchi automaton needs 2O(n ln n) states [9]. Our construction is thus
optimal.
The unambiguous automata introduced in the paper recognize right-in-nite words.
However, the construction can be adapted to bi-in-nite words. Two unambiguous
automata on in-nite words can be joined to make an unambiguous automaton on
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bi-in-nite words. This leads to an extension of McNaughton’s result to the realm
of bi-in-nite words.
The main result of this paper has been -rst obtained by the second author and his
proof has circulated as a hand-written manuscript among a bunch of people. It was
however never published. Later, the -rst author found a diDerent proof of the same
result based on algebraic constructions on semigroups. Both authors have decided to
publish their whole work on this subject together.
The paper is organized as follows. Section 2 is devoted to general notation and
basic de-nitions. Background on automata is recalled in this section. In Section 3,
unambiguous B$uchi automata are de-ned. The main result (Theorem 7) is stated there.
The -rst properties of these automata are proved in Section 4. Boolean operations are
studied in Section 5. The two proofs of the main result are postponed to Section 6.
2. Preliminaries
The de-nitions of notions which appear at several places of the paper are gathered in
this section. The main purpose of this section is to -x some notation and terminology.
2.1. General notation
Through the paper, the set of integers, the set of positive integers and the set of
relative integers are, respectively, denoted by N, N∗ and Z. The set N∪{∞} is denoted
by HN. The usual order on integers is extended to HN by setting n¡∞ for any integer
n. For an integer n, the -nite sets {0; : : : ; n} and {1; : : : ; n} are, respectively, denoted
by Nn and N∗n whereas the sets Nn ∪{∞} and N∗n ∪{∞} are naturally denoted by
HNn and HN
∗
n .
We recall here some notation about preorders and equivalence relations. A preorder
is a relation which is reIexive and transitive but not necessarily antisymmetric. Let
≺ be a preorder on a set E. If the relation x≺y holds, x is said to be smaller than
y. It is said to be strictly smaller than y if the relation x≺y holds but the relation
y≺ x does not hold. An element x of E is said to be minimal (respectively maximal)
in a subset X of E iD x belongs to X and no element of X is strictly smaller than
x (respectively no element is strictly bigger than x). With a preorder ≺ is associated
a canonical equivalence relation ∼ de-ned by x∼y⇔ x≺y and y≺ x for any x and
y in E. The preorder induces an order on the equivalence classes of ∼. This order is
also denoted by ≺. A preorder ≺ on a set E is said to compatible with a function f
de-ned on E if for any x; y∈E,
f(x) = f(y) ⇔ x ≺ y and y ≺ x:
If the preorder ≺ is compatible with f, the function f naturally de-nes a function
which maps any equivalence class to the value by f of any element of this class. This
function is also denoted by f.
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We point out that an equivalence relation is a preorder which is equal to its asso-
ciated equivalence relation. Everything that has been said for preorders also applies to
equivalence relations.
2.2. Automata
We recall here some elements of the theory of rational sets of -nite and in-nite
words. For further details on automata and rational sets of -nite words, see [13] and
for background on automata and rational sets of in-nite words, see [18]. Let A be a
set called an alphabet and usually assumed to be -nite. We respectively denote by
A∗ and A+ the set of -nite words and the set of nonempty -nite words. The set of
right-in-nite words, also called !-words, is denoted by A!.
A B+uchi automaton A=(Q; A; E; I; F) is a non-deterministic automaton with a set
Q of states, subsets I; F ⊂Q of initial and 8nal states and a set E⊂Q×A×Q of
transitions. A transition (p; a; q) of A is denoted p a→ q. A path in A is an in-nite
sequence
 : q0
a0→ q1 a1→ q2 · · ·
of consecutive transitions. The starting state of the path is q0 and the in-nite word
()= a0a1 : : : is called the label of . A path is said to be initial if its starting state
is initial. It is said to be 8nal if it visits in-nitely often a -nal state. It is said to be
successful if it is initial and -nal.
As usual, an in-nite word is accepted by the automaton if it is the label of a
successful path. The set of accepted in-nite words is said to be recognized by the
automaton and is denoted by L(A). It is well known that a set of in-nite words is
rational iD it is recognized by some automaton.
A state of a B$uchi automaton A is said to be coaccessible if it is the starting state
of a -nal path. A B$uchi automaton is said to be trim if all states are coaccessible.
Any state which occurs in a -nal path is coaccessible and thus non-coaccessible states
of an automaton can be removed. In the sequel, automata are usually assumed to be
trim.
An automaton A=(Q; A; E; I; F) is said to be codeterministic if for any pair
(a; q)∈A×Q, there is at most one state p∈Q such that p a→ q is a transition of A.
This unique state p is denoted by a · q. This de-nes a partial left action of A∗ on Q.
Since a letter a and a state q uniquely determine the transition a · q a→ q, we denote
this transition by a . q. Likewise, for a word w= a1 : : : an and a state q, we denote by
w . q the -nite path
w · q a1→ · · · an−2→ an−1an · q an−1→ an · q an→ q
which is the unique -nite path labeled by w which ends in q.
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3. Unambiguous automata
In this section, we introduce the concept of unambiguous B$uchi automata. We -rst
give the de-nition and we state one basic property of these automata. We then establish
a characterization of these automata. We give some examples and we state the main
result.
Denition 1. A B$uchi automaton A is said to be unambiguous (respectively complete)
iD any in-nite word labels at most (respectively, at least) one -nal path in A. When
A is unambiguous, this unique path is denoted by (x).
The set of -nal paths is only determined by the transitions and the -nal states of
A. Thus, the property of being unambiguous or complete does not depend on the
set of initial states of A. In the sequel, we will freely say that an automaton A is
unambiguous or complete without specifying its set of initial states.
The de-nition of the word “complete” we give in this paper is not exactly the
usual one. First of all, we should have used the word “cocomplete” since we deal
with codeterministic automata and not deterministic ones but we prefer “complete”
for simplicity. Next, an automaton is usually said to be complete (i.e., cocomplete)
if no transition is missing. Here, we say that an automaton is complete if any word
is the label of a -nal path. For -nite words, both notions are equivalent. Any -nite
word labels a path ending in a -nal state in a codeterministic automaton iD for any
pair (a; q)∈A×Q, there is at least one state p∈Q such that p a→ q is a transition.
However, both notions do not coincide anymore for in-nite words as it is shown in
Example 6. Our de-nition is actually stronger than the usual one as it will be seen in
Proposition 3. In any case, our de-nition is what is really needed.
In the sequel, we write UBA for unambiguous B$uchi automaton and CUBA for com-
plete unambiguous B$uchi automaton. The following example is the simplest
CUBA.
Example 2. The automaton ({q}; A; E; I; {q}) with E= {q a→ q | a∈A} is obviously a
CUBA. It recognizes the set A! of all in-nite words if q is initial and recognizes the
empty set otherwise. It is called the trivial CUBA.
The following proposition states that an UBA must be codeterministic. Such an
automaton can be seen as a deterministic automaton which reads in-nite words from
right to left. It starts at in-nity and ends at the beginning of the word. Codeterministic
automata on in-nite words have already been considered in [10] and [2] where is proved
in that paper that any rational set of in-nite words is recognized by a codeterministic
automata. Our main theorem generalizes this results. It states that any rational set of
in-nite words is recognized by a CUBA.
Proposition 3. Let A=(Q; A; E; I; F) be a trim B+uchi automaton. If A is unambigu-
ous, then A is codeterministic. If A is complete, then for any pair (a; q)∈A×Q,
there is at least one state p ∈ Q such that p a→ q is a transition of A.
42 O. Carton, M. Michel / Theoretical Computer Science 297 (2003) 37–81
Proof. We -rst prove that the automaton A is codeterministic. Suppose that there are
two transitions p a→ q and p′ a→ q. Since the automaton is assumed to be trim, the state
q is the starting state of a -nal path  labeled by x. Since both paths p and p′ are
two -nal paths labeled by ax, we have p=p′ and the automaton is codeterministic.
We now prove that the automaton A is complete. Let q be a state of A and a be a
letter. Since the automaton A is assumed to be trim, there is a -nal path  starting at
q labeled by some in-nite word x. If the automaton is complete, the in-nite word ax
labels a -nal path ′= q0q1q2 : : : in A. Since both paths  and ”= q1q2q3 : : : are -nal
paths labeled by x, the states q and q1 are equal. There is then a transition q0
a→ q and
the automaton A is complete.
If the automaton A is unambiguous, the transitions de-ne a left action of A∗ on Q.
Furthermore, if A is also complete, this action is completely de-ned. The converse
does not hold. It is not true that if for any pair (a; q)∈A×Q there is exactly one
transition p a→ q, then the automaton is unambiguous and complete. This will be shown
in Example 6. Proposition 8 provides some additional condition on the automaton to
ensure that it is unambiguous and complete.
Before giving some other examples of CUBA, we provide a simple characterization
of CUBA which makes it easy to verify that an automaton is unambiguous and com-
plete. This proposition also shows that it can be eDectively checked whether a given
automaton is unambiguous or complete.
Let A=(Q; A; E; I; F) be a B$uchi automaton and let q be a state of A. We denote
by Aq=(Q; A; E; {q}F) the new automaton obtained by taking the singleton {q} as
set of initial states. The set L(Aq) is then the set of in-nite words labeling a -nal
path starting at state q.
Proposition 4. Let A=(Q; A; E; I; F) be a B+uchi automaton. The automaton A is
unambiguous i: the sets L(Aq) are pairwise disjoint. The automaton A is complete
i: A!=
⋃
q∈Q L(Aq).
If the automaton A is trim, each set L(Aq) is nonempty. Therefore, the automaton
A is unambiguous and complete iD the family of sets L(Aq) for q∈Q is a partition
of A!.
The previous characterization can be used as follows to check whether a given
automaton is unambiguous or complete. Given two distinct states q and q′ of A, it
can be eDectively checked whether the two sets recognized by the automata Aq and
Aq′ are disjoint. Furthermore, this test can be performed in polynomial time. The set⋃
q∈Q L(Aq) is recognized by the automaton AQ =(Q; A; E; Q; F) all of which states
are initial. The inclusion A!⊂ ⋃q∈Q L(Aq) holds iD this automaton recognizes A!.
This can be checked but it does not seem it can be performed in polynomial time.
Proof. We -rst prove that the automaton A is unambiguous iD the sets L(Aq) are
pairwise disjoint. It is clear that if A is unambiguous, then the sets L(Aq) are pairwise
disjoint. Conversely, suppose that the in-nite word x labels two diDerent -nal paths
= q0q1q2 : : : and ′= q′0q
′
1q
′
2 : : : of A. Let n be the least integer such that qn = q′n.
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Fig. 1. CUBA of Example 5.
Fig. 2. CUBA of Example 6.
The in-nite word x′= anan+1an+2 : : : belongs to both L(Aqn) and L(Aq′n) and this is
a contradiction.
We now prove that the automaton A is complete iD the inclusion A!⊂ ⋃q∈Q L(Aq)
holds. If A is complete, any in-nite word labels at least one -nal path and the inclusion
obviously holds. Conversely, if the inclusion holds, any in-nite word belongs to L(Aq)
for some q and labels a -nal path starting at q.
We now come to examples. We use Proposition 4 to verify that the following two
automata are unambiguous and complete. In the -gures, a transition p a→ q of an au-
tomaton is represented by an arrow labeled by a from p to q. Initial states have a
small incoming arrow whereas -nal states are marked by a double circle. A complete
but ambiguous B$uchi automaton will be given in Example 9.
Example 5. Let A be the alphabet A= {a; b} and let A be the automaton pictured in
Fig. 1. This automaton is unambiguous and complete since we have L(A0)= aA! and
L(A1)= bA!. It recognizes the set aA! of in-nite words beginning with an a.
The following example shows that a CUBA may have several connected compo-
nents.
Example 6. Let A be the alphabet A= {a; b} and let A be the automaton pictured in
Fig. 2. It is unambiguous and complete since we have L(A0)=A∗ba!, L(A1)= a!,
L(A2)= a(A∗b)! and L(A3)= b(A∗b)!. It recognizes the set (A∗b)! of words having
an in-nite number of b.
The automaton of the previous example has two connected components. Since it
is unambiguous and complete any in-nite word labels exactly one -nal path in this
automaton. This -nal path lies in the -rst component if the in-nite word has -nitely
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many b and it lies in the second component otherwise. This automaton shows that our
de-nition of completeness for an unambiguous B$uchi automaton is slightly diDerent
from the usual one. Any connected component is complete in the usual sense if it is
considered as a whole automaton. For any letter a and any state q of this component
there exists exactly one state p∈Q such that p a→ q is a transition. However, each
component is not complete according to our de-nition since not any in-nite word
labels a -nal path in this component.
In the realm of -nite words, an automaton is usually made unambiguous by the
usual subsets construction [5, p. 22]. This construction associates with an automaton
A an equivalent deterministic automaton whose states are subsets of states of A. Since
left and right are symmetric for -nite words, this construction can be reversed to get
a codeterministic automaton which is also equivalent to A. In the case of in-nite
words, the result of McNaughton [8] states that any B$uchi automaton is equivalent
to a Muller automaton which is deterministic. However, this construction cannot be
reversed since in-nite words are right-in-nite. We have seen in Proposition 3 that a
CUBA is codeterministic. The following theorem is the main result of the paper. It
states that any rational set of in-nite words is recognized by a CUBA. This theorem is
thus the counterpart of McNaughton’s result for codeterministic automata. Like Muller
automata, CUBAs make the complementation very easy to do. This will be shown in
Section 5. Thus Theorem 7 leads to a new proof that the class of rational sets of
in-nite words is closed under complementation.
Theorem 7. Any rational set of in8nite words is recognized by a complete unambigu-
ous B+uchi automaton.
We give two proofs of Theorem 7. However, both proofs are rather long and involve
elaborate arguments. They are postponed to Section 6.
4. Properties and characterizations
In this section, we present some additional properties of CUBA. We -rst give another
characterization of CUBA which involves loops going through -nal states. We present
some consequences of this characterization. The characterization of CUBA given in
Proposition 4 uses sets of in-nite words. The family of sets of in-nite words labeling
a -nal path starting in the diDerent states must be a partition of the set A! of all
in-nite words. The following proposition only uses sets of -nite words to characterize
UBAs and CUBAs.
Let A=(Q; A; E; I; F) be a B$uchi automaton such that for any pair (a; q) there
exists exactly one transition p a→ q. Let Sq be the set of nonempty -nite words w such
that w · q= q and such that the path w . q contains a -nal state. We have then the
following proposition.
Proposition 8. The automaton A is unambiguous i: the sets Sq are pairwise disjoint.
The automaton A is unambiguous and complete i: the family of sets Sq for q∈Q is
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Fig. 3. Automaton of Example 9.
a partition of A+ (up to the fact that some of them might be empty). In this case,
the 8nal path labeled by the periodic in8nite word w! is the path
q w→ q w→ q · · · ;
where q is the unique state such that w∈Sq.
The second statement of the proposition says that if the automaton A is supposed to
be unambiguous, it is complete iD the inclusion A+⊂ ⋃q∈Q Sq holds. The assumption
that the automaton is unambiguous is necessary. As the following example shows, it
is not true in general that the automaton is complete iD the inclusion holds.
Example 9. The automaton pictured in Fig. 3 is ambiguous since the in-nite word b!
labels two -nal paths. Since this automaton is deterministic and all states are -nal,
it is complete. However, it is not true that A+⊂ ⋃q∈Q Sq. Indeed, no loop in this
automaton is labeled by the -nite word a.
We now come to the proof of Proposition 8.
Proof. We -rst prove that A is unambiguous iD the sets Sq are pairwise disjoint. If
the -nite word w belongs to Sq for some state q, the path
q w→ q w→ q · · ·
is a -nal path labeled by w!. This proves that if A is unambiguous, the sets Sq must
be pairwise disjoint. We now suppose that these sets are pairwise disjoint. It is clear
that if w belongs to Sq, then wn belongs to Sq for any integer n. We claim that if the
sets Sq are pairwise disjoint, the converse also holds. If wn belongs to Sq for some
integer n, then w belongs to Sq. Indeed, if wn belongs to Sq, there exists a -nite path
q w→ q1 w→ · · · w→ qn−1 w→ q;
which contains a -nal state. Furthermore wn also belongs to Sqk for 16k6n−1. Thus,
qk is equal to q for 16k6n− 1 and w belongs to Sq. If the two rational sets L(Aq)
and L(Aq′) contain a common in-nite word x, it may be assumed that x is ultimately
periodic and that x is equal to uw! for two -nite words u and w. Let  and ′
 : q u→ q1 w→ q2 w→ q3 · · ·
′ : q′ u→ q′1 w→ q′2 w→ q′3 · · ·
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the two -nal path labeled by x starting in q and q′. Since the number of state is -nite,
there exists a state p which appears in-nitely often in . In particular, there are two
integers i¡j such that p= qi = qj and such that the path wj−i . p contains a -nal state.
Thus, wj−i belongs to Sp and w belongs also to Sp by the previous remark. Finally,
we obtain qn= q for any positive integer and q=w ·p. By symmetry, there exists a
state p′ such that q′n= q for any positive integer and q
′=w ·p′. Since w belongs to
Sp and to Sp′ , we have p=p′ and q= q′. The automaton A is thus unambiguous by
Proposition 4.
We suppose thatA is unambiguous and we prove thatA is complete iD the inclusion
A+⊂ ⋃q∈Q Sq holds. If the inclusion holds, any ultimately periodic word uw! has a
-nal path which is the path
p u→ q w→ q w→ q · · · ;
where q is a state such that w ∈ Sq and p=w · q. The rational set
⋃
q∈Q L(Aq) con-
tains all the ultimately periodic in-nite words and is then equal to A!. By Proposition 4,
the automaton A is complete. We now suppose that the automaton is complete and
we prove the inclusion A+⊂ ⋃q∈Q Sq. Since the automaton is complete, the in-nite
word w! labels a -nal path
 : q0
w→ q1 w→ q2 · · · :
Since the number of state is -nite, there are two integers i¡j such that qi = qj = q
and such that the path wj−i . q contains a -nal state. Thus, wj−i belongs to Sq and w
belongs also to Sq. Thus, any -nite word w belong to at least one of the Sq.
Proposition 8 gives another method to check whether a given B$uchi automaton is
unambiguous and complete. It must be -rst veri-ed that for any pair (a; q) there exists
exactly one transition p a→ q. Then, it must be checked whether the family of sets
Sq for q∈Q forms a partition of A+. The sets Sq are rational and a codeterministic
automaton recognizing Sq can be easily deduced from the automaton A. It is then
straightforward to verify that the sets Sq form a partition of A+.
The last statement of Proposition 8 says that the -nal path labeled by a periodic
word is also periodic. It is worth mentioning that the same result does not hold for
deterministic automata. Indeed, we have the following proposition.
Proposition 10. The only deterministic CUBA is the trivial CUBA (see Example 2)
with only one state q and the transitions de8ned by q a→ q for any letter a of A.
Proof. If a CUBA A is deterministic, it is then a permutation automaton in the sense
that for any letter a, the transitions labeled by a induce a permutation of the states. It
means that for each letter a of A, the left action of a is a permutation of the states.
The semigroup generated by the actions of the letter is a -nite group, and there is an
integer n such that wn · q= q for any word w and any state q. In particular, we have
an · q= q for any letter a. We claim that the automaton A has one -nal state. Suppose
that both states q and q′ are -nal. If q is diDerent from q′, there are two diDerent -nal
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paths labeled by a!. There is then a unique state q0 which is -nal and for any letter
a, we have a · q0 = q0. All other states are then non-coaccessible and the automaton A
is the trivial one.
5. Boolean combinations
There are standard methods to construct B$uchi automata recognizing the union X ∪Y
and the intersection X ∩Y from two B$uchi automata recognizing X and Y . If they
are applied to complete and unambiguous automata, the resulting automata are neither
complete nor unambiguous. However, they can be slightly modi-ed in order to preserve
the unambiguity and the completeness of the automata. In this section, we show how
to construct complete and unambiguous automata recognizing the union X ∪Y and the
intersection X ∩Y from two complete and unambiguous B$uchi automata recognizing X
and Y . We also show that if a complete and unambiguous B$uchi automaton recognizes
a set X , it su9ces to change the initial states in order to recognize the complement
of X .
5.1. Complement
We begin with complementation which turns out to be a very easy operation for
CUBAs. Indeed, it su9ces to change the initial states of the automaton to recognize
the complement. For a subset J of a set Q, we denote by Q\J , the complement of J
in Q.
Proposition 11. Let A=(Q; A; E; I; F) be a CUBA recognizing a set X of in8nite
words. The automaton A′=(Q; A; E; Q\I; F) is unambiguous and complete. It recog-
nizes the complement of X.
It must be pointed out that it is really necessary for the automaton A to be unam-
biguous and complete. Indeed, if A is ambiguous, it may happen that an in-nite word
x of X labels a -nal path starting at an initial state and another -nal path starting at a
non initial state. In this case, the in-nite word x is also recognized by the automaton
A′. If A is not complete, some in-nite word x does not label any -nal path. This
in-nite word which does not belong to X is not recognized by the automaton A′.
Proof. Since the property of being unambiguous or complete does not depend on
the initial states of an automaton, the automaton A′ is obviously unambiguous and
complete. Furthermore, for any in-nite word x, the respective -nal paths (x) and
′(x) in A and A′ are equal. Since a state of Q is initial in A iD it is not initial in
A′, the path (x) is successful in A iD the path ′(x) is not successful in A′. The
automaton A′ recognizes the complement of X .
By the previous result, the proof of Theorem 7 also provides a new proof of the
fact that the family of rational sets of in-nite words is closed under complementation.
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5.2. Union and intersection
In this section, we show how CUBAs recognizing the union X1 ∪X2 and the inter-
section X1 ∩X2 can be obtained from CUBAs recognizing X1 and X2.
We suppose that the sets X1 and X2 are, respectively, recognized by the CUBA
A1 = (Q1; A; E1; I1; F1) and A2 = (Q2; A; E2; I2; F2). We will construct two CUBA
U=(Q; A; E; IU; F) and I=(Q; A; E; II; F), respectively, recognizing the union X1 ∪X2
and the intersection X1 ∩X2. Both automata U and I share the same states set Q, the
same transitions set E and the same set F of -nal states.
We -rst describe the states and the transitions of both automata U and I. These
automata are based on the product of the automata A1 and A2 but a third component
is added. The -nal states may not appear at the same time in A1 and A2. The third
component synchronizes the two automata by indicating in which of the two automata
comes the -rst -nal state. The set Q of states is Q=Q1×Q2×{1; 2}. Each state is
then a triple (q1; q2; ) where q1 is a state of A1, q2 is a state of A2 and  is 1 or 2.
We de-ne the set E of transitions by giving the left action of a letter a on a state
(q1; q2; ) of Q. We de-ne a · (q1; q2; )= (a · q1; a · q2; ′) where a · q1 and a · q2 are the
respective left actions de-ned by E1 and E2 and where ′ is de-ned as follows:
′ =


1 if q1 ∈ F1;
2 if q1 ∈ F1 and q2 ∈ F2;
 otherwise:
This de-nition is not completely symmetric. When both q1 and q2 are -nal states, we
choose to set ′=1. We now de-ne the set F of -nal states as
F = {(q1; q2; ) | q2 ∈ F2 and  = 1}:
This de-nition is also nonsymmetric. The following lemma states the key property of
-nal states.
Lemma 12. Let q=(q1; q2; 1) be a 8nal state and let w be a 8nite word such that
w · q= q. The path w . q, which is a loop around q, contains a state q′=(q′1; q′2; ′)
such that q′1∈F1.
Proof. Assume that w . q is the path
q0 a1→ q1 a2→ · · · an→ qn;
where q0 = qn= q and where each state qi∈Q is the triple (qi1; qi2; i) for 06i6n. Let
k the greatest integer strictly smaller than n such that k =1. Such an integer k exists
since 0 = 1. We claim that q′= qk+1 is such that q′2∈F2.
• Suppose -rst that k = n − 1. Since q is a -nal state, the state q2 satis-es q2∈F2.
This ensures that q1∈F1. Otherwise, the integer k would have been equal to 2.
• Suppose now that k¡n−1. By de-nition of k, we have k+1 =2. Since k is diDerent
from k+1 and k =1, we have qk+11 ∈F1.
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Each loop containing a -nal state contains then two states q and q′, possibly equal,
such that q1∈F1 and q′2∈F2. We claim that, for any set I of initial states, the automaton
A=(Q; A; E; I; F) is a CUBA. By de-nition of the transitions, the automaton A is
codeterministic. In order to prove that this automaton is unambiguous and complete,
we de-ne a function  which maps a in-nite path  in A labeled by an in-nite word
x into a pair (1; 2) of paths in A1 and A2 labeled by x. We then prove that the
function  is one to one from the set of -nal paths in A to the sets of pairs of -nal
paths in A1 and A2. Let  be the path
 : q0
a0→ q1 a1→ q2 · · · ;
where each state qi∈Q is the triple (qi1; qi2; i) for i¿0. The de-ne ()= (1; 2) where
the paths 1 and 2 are de-ned by
1 : q01
a0→ q11 a1→ q21 · · ·
2 : q02
a0→ q12 a1→ q22 · · ·
The following lemma states the main property of the function .
Lemma 13. The function  is one to one from the set of 8nal paths in A to the sets
of pairs of 8nal paths in A1 and A2.
Proof. We -rst prove that if  is a -nal path, then both 1 and 2 are respectively
-nal paths in A1 and A2. Assume that  goes in-nitely often through a -nal state
q=(q1; q2; 1). The fact q2∈F2 ensures that 2 is a -nal path. The path  can be
factorized
 : q0
w0→ q w1→ q · · · :
Since for any integer i ¿ 0, we have wi · q= q, the path wi . q contains, by Lemma 12,
a state q′ such that q′1∈F1. The path 1 is also -nal.
We now prove that for any pair (1; 2), there exists a unique -nal path such that 
such that ()= (1; 2). Assume that 1 and 2 are the paths
1 : q01
a0→ q11 a1→ q21 · · · ;
2 : q02
a0→ q12 a1→ q22 · · · :
By de-nition of , a path  such that ()= (1; 2) must be equal to a path of the
form
 : q0
a0→ q1 a1→ q2 · · · ;
where each state qi∈Q is the triple (qi1; qi2; i) for i¿0. For any integer i, let j the
least integer strictly greater than i such that qj1∈F1 or qj2∈F2. This integer always
exists since 1 and 2 are -nal paths. By de-nition of the left action, the integer i is
equal to 1 if qj1∈F1 and is equal to 2 otherwise. This proves that there exists at most
one path  such that ()= (1; 2).
50 O. Carton, M. Michel / Theoretical Computer Science 297 (2003) 37–81
We now claim that the path  de-ned as above is -nal. Since the path 2 is -nal,
there is an in-nite sequence k1; k2; : : : of integers such that q
ki
2 ∈F2 for i¿0. Since the
path 2 is also -nal, there is an in-nite number of integers ki such that there is an
integer ki¡li6ki+1 such that q
li
1 ∈F1. For all these integers ki, we have ki =1. The
path  is then -nal.
We -nally prove that the automaton A=(Q; A; E; I; F) is unambiguous and com-
plete. Let x be an in-nite word and let 1 and 2 be the -nal paths labeled by x in A1
and A2. By Lemma 13, there is a -nal path  labeled by x in A. Suppose now that
there are two paths  and ′ labeled by x in A. By Lemma 13, both pairs () and
(′) are formed of -nal paths in A1 and A2. Since both automata A1 and A2 are
unambiguous, we get ()= (′). By Lemma 13, the function  is one to one and
= ′. This proves that the automaton A is unambiguous.
Let x be an in-nite word and let ; 1 and 2 the respective -nal paths labeled by x
in A, A1 and A2. We have proved that ()= (1; 2). If q1 and q2 are the respective
starting states of 1 and 2, the starting state of  is then equal to (q1; q2; ) with
∈{1; 2}. We thus de-ne the sets IU and II of initial states of the automata U and I
as follows:
IU = {(q1; q2; ) | (q1 ∈ I1 or q2 ∈ I2) and  ∈ {1; 2}};
II = {(q1; q2; ) | q1 ∈ I1 and q2 ∈ I2 and  ∈ {1; 2}}:
From these de-nitions, it is clear that both automata U and I are unambiguous and
complete and that they, respectively, recognize X1 ∪X2 and X1 ∩X2.
6. Proofs
In this section, we give two proofs of the main theorem which states that any
rational set of in-nite words is recognized by a CUBA. Although the two proofs share
a common part, they are of diDerent nature. The -rst proof uses graphs whereas the
second one uses semigroups. Both proofs are constructive. They can be used to compute
a CUBA recognizing a given rational set X . However, both proofs do not need the
same input. The -rst one needs a B$uchi automaton recognizing the set X whereas
the second one needs a morphism from A+ into a -nite semigroups which recognizes
the set X .
The proofs are organized as follows. A -rst part is devoted to a reduction of the
problem. We introduce a generalization of B$uchi automata called generalized B+uchi au-
tomata. These automata are more convenient for constructing unambiguous automata.
However, we show that these automata are equivalent to usual B$uchi automata. From
an unambiguous and complete generalized B$uchi automaton can be deduced an un-
ambiguous and complete usual B$uchi automaton. In a second part, we use graphs to
construct a complete and unambiguous generalized B$uchi automaton recognizing a set
of in-nite words. In a third part, we use semigroups to construct a complete and
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unambiguous generalized B$uchi automaton recognizing a set of in-nite words. Thus,
the second and third parts are independent from one another but both use the -rst part.
6.1. Generalized B+uchi automata
In a B$uchi automaton, the set of -nal paths is the set of paths which go in-nitely
often through -nal states. In a generalized B$uchi automaton, the set of -nal paths is
given by a family of subsets of transitions.
Denition 14. A generalized B+uchi automaton A=(Q; A; E; I;F) is an automaton
where F= {F1; : : : ; Fm} is a family of subsets of transitions. A path  is said to be
-nal if for any Fk in F, there is a transition of Fk which appears in-nitely often in .
The automaton A is said to be unambiguous (respectively complete) iD any in-nite
word labels at most (respectively at least) one -nal path in A.
In the sequel, we write GBA for generalized B$uchi automaton. We respectively
write UGBA and CUGBA instead of unambiguous GBA and complete unambiguous
GBA.
We point out that usual B$uchi automata are a particular case of GBA. Indeed, any
B$uchi automaton A=(Q; A; E; I; F) is equivalent to the generalized B$uchi automaton
(Q; A; E; I;F) where the family F only contains one set F1 of transitions. This set F1
is equal to the set of transitions p a→ q such that p is -nal.
It is well known that any generalized B$uchi automaton can be eDectively transformed
into an equivalent B$uchi automaton. However, the standard constructions do not pre-
serve the unambiguity and the completeness of the automaton. Therefore, we present
another construction.
Proposition 15. Let A=(Q; A; E; I;F) be a generalized B+uchi automaton such that
|Q|= n and |F|=m. There is an equivalent B+uchi automaton A′=(Q′; A; E′; I ′; F ′)
such that |Q′|62mn. Furthermore, if A is unambiguous (respectively complete), then
A′ is also unambiguous (respectively complete).
The standard methods to transform a generalized B$uchi automaton into a B$uchi
automaton usually yield an automaton with mn states instead of 2mn. However, this
exponential blow up cannot be avoided if the unambiguity and the completeness are
preserved as it is shown in Proposition 18.
The proof of the previous proposition is based on the following two lemmas. The
-rst lemma states that any generalized B$uchi automaton is equivalent to another one
which has one less subset of transitions in the acceptance condition. The second lemma
states that for any generalized B$uchi automaton with only one set of transitions in
its acceptance condition, there is an equivalent B$uchi automaton. Both constructions
preserve the unambiguity and the completeness of the automaton.
Lemma 16. Let A=(Q; A; E; I;F) be a generalized B+uchi automaton such that |Q|
= n and |F|=m¿2. There is an equivalent generalized B+uchi automaton A′=(Q′;
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A; E′; I ′;F′) such that |Q′|62n and |F|=m− 1. Furthermore, if A is unambiguous
(respectively complete), then A′ is also unambiguous (respectively complete).
Proof. We describe here the construction. Let F be the family {F1; : : : ; Fm}. The gen-
eral idea is to add some memory to the states which allows us to replace the two
sets F1 and F2 of transitions by a single set F ′2. The generalized B$uchi automaton
A′=(Q′; A; E′; I ′;F′) where F′= {F ′2; : : : ; F ′m} is de-ned as follows. The state set
of A′ is Q×{1; 2} and the set I ′ of initial states is I ×{1; 2}. There is a transition
(q; ) a→ (q′; ′) if there is a transition q a→ q′ in A and if  and ′ satisfy
 =


1 if q a→ q′ ∈ F1;
2 if q a→ q′ ∈ F2 \ F1;
′ otherwise:
The set F ′k of transitions are then de-ned by
F ′2 = {(q; ) a→(q′; ′) | q a→ q′ ∈ F2 and ′ = 1};
F ′k = {(q; ) a→ (q′; ′) | q a→ q′ ∈ Fk} for k¿3:
Lemma 17. Let A=(Q; A; E; I;F) be a generalized B+uchi automaton such that |Q|
= n and F= {F}. There is an equivalent B+uchi automaton A′=(Q′; A; E′; I ′; F ′) such
that |Q′|62n. Furthermore, if A is unambiguous (respectively complete), then A′ is
also unambiguous (respectively complete).
Proof. Let F be the family {F} where F is a subset of transitions of A. The B$uchi
automatonA′=(Q′; A; E′; I ′; F ′) is de-ned as follows. The state set ofA′ is Q×{0; 1}
and the set I ′ of initial states is I ×{0; 1}. There is a transition (q; ) a→ (q′; ′) if there
is a transition q a→ q′ in A. The boolean value  is equal to 1 iD the transition q a→ q′
belongs to F and to 0 otherwise. The set F ′ of -nal states is Q×{1}.
The following proposition shows that the exponential blow up of the number of
states cannot be avoided.
Proposition 18. Let An be the alphabet {a0; : : : ; an} and let Xn be the set (A∗a1A∗ : : : A∗
an)!. For any integer n, the set Xn is recognized by a generalized B+uchi automaton
with one state but any UBA recognizing the set Xn has at least ( nn=2 )
1=2 states.
By Stirling’s formula, ( 2nn )
1=2 is equivalent to 2n(n)−1=4 and grows exponentially
with n. It may be remarked that the set Xn can be recognized by a deterministic Muller
automaton with n states whereas any unambiguous B$uchi automaton recognizing Xn has
approximately 2n states. The proof of the proposition is based on the following lemma.
This lemma is interesting by itself. It is quite general and can be used in several cases
to lower bound the number of states of an UBA.
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Lemma 19. Let A be an UBA with m states recognizing a set X. Suppose that the
n pairs (vk ; wk) of 8nite words are such that the in8nite word (vkwl)! belongs to X
i: k = l. Then the number m of states of A satis8es m2¿n.
Proof. Since the automaton A is unambiguous, the -nal path labeled by (vkwk)! is,
by Proposition 8, periodic. For any k, the word vkwk labels a loop
pk
vk→ qk wk→ pk
which contains a -nal state. We claim that if k is diDerent from l then the pair (pk; qk)
is diDerent from the pair (pl; ql). Indeed, if pk =pl and qk = ql, we have another loop
pk
vl→ qk wl→ pk
which also contains a -nal state. By symmetry, we can suppose that the -nite path
pk
vl→ qk contains a -nal state. We consider the loop
pk
vl→ qk wk→ pk
which contains a -nal states. Since the in-nite word (vkwk)! belongs to X , the state
pk is initial. The in-nite word (vkwl)! belongs also to X and this is a contradiction.
This proves that if k is diDerent from l then the pair (pk; qk) is diDerent from the pair
(pl; ql). The inequality n6m2 follows easily.
Actually, it can be seen that pk = qk for any k. Thus, we get the slightly better
inequality n6m(m− 1). We now prove the proposition using the previous lemma.
Proof. Let P be a subset of N2n containing n elements. Let {i1; : : : ; in} be the elements
of P and let {j1; : : : ; jn} be the elements of the complement of P. We de-ne the words
vP and wP by vP = ai1 : : : ain and wP = aj1 : : : ajn . The number of subsets P of size n is
( 2nn ). Furthermore, the in-nite word (vPwP′)
! belongs to X2n iD P=P′. Applying the
previous lemma, we get the result.
6.2. Proof with graphs
In this section, we give a -rst proof of Theorem 7. This proof is elementary and
needs no particular background. From a B$uchi automaton A recognizing a set X , this
proof constructs a CUGBA Aˆ recognizing X . Using the result of Section 6.1, this
automaton can be transformed into a CUBA recognizing X .
This proof is organized as follows. In Section 6.2.1, we de-ne two operators on
graphs. The two operators are used in Section 6.2.2 to de-ne a particular function h
associated with a graph. The automaton Aˆ is described in Section 6.2.3. We prove in
Section 6.2.4 that if A has m states, then Aˆ has at most (3m)m states.
6.2.1. Operators int and att
In this section, we consider oriented graphs and we introduce notions that will be
useful here. An oriented graph is a pair (V; E) where V is the set of vertices and the
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set E of edges is a subset of V ×V . The notion of path we have already de-ned for
automata is of course valid for graphs. We use the same notation for edges in a graph
as for transitions in an automaton. We write x→y to mean that (x; y) is an edge. A
path in a graph is a sequence of consecutive edges. A path  of length n is thus a
sequence of n edges
x0 → x1 → · · · → xn:
In this case, we write x0→n xn and we often identify the path with the sequence
x0; : : : ; xn of vertices appearing along the path. In this framework, an automaton is
considered as a labeled graph. The set of transitions of the automaton is then seen as
a family { a→ | a∈A} of relations indexed by the letters of the alphabet.
Let G=(V; E) be a graph. For a subset X of vertices and any integer n, we denote
by sn(X ) the set of vertices that can be reached from a vertex x of X by a path of
length n. More formally, we have sn(X )= {y | ∃x∈X x→n y}. We respectively denote
by s∗(X ) and s+(X ) the sets
⋃
n¿0 s
n(X ) and
⋃
n¿1 s
n(X ). For a vertex x, we write
sn(x) instead of sn({x}). An element of s∗(x) is called a successor of x whereas an
element of s(x) is called an immediate successor of x.
We de-ne the notions we need in a general framework since almost everything holds
without any particular assumptions. However, we always suppose that for any vertex
x of the graph, the set s(x) of immediate successors of x is -nite. This assumption is
not always necessary but it is often needed.
We now de-ne two operators int and att which map subsets of vertices to subsets of
vertices. These two operators are idempotent and increasing. For a set X of vertices,
we de-ne the interior of X as follows.
Denition 20. Let G=(V; E) be a graph and let X be a subset of vertices. The interior
of X is int(X )= {x | s∗(x)⊂X }.
The interior of X is the set of vertices x such that all its successors belong to X .
If x belongs to the interior of X , all path starting in x remain in X . A subset X of
vertices is called a trap iD int(X )=X .
Example 21. Let G be the graph G=( HN; E) where E= {0→ 0}∪ {n+1→ n | n∈N}∪
{∞→ n | n∈N}. This graph is pictured in Fig. 4. If X is the subset N\{1}, then
int(X )= {0}.
Fig. 4. Graph of Example 21.
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The following properties of the operator int are straightforward. We just mention
them without proof.
Proposition 22. The operator int satis8es the following properties:
1. int(X )⊂X ;
2. X ⊂Y implies int(X )⊂ int(Y );
3. X = int(X )⇔ (x∈X ⇒ s(x)⊂X );
4. int(int(X ))= int(X ) and int(X ) is the biggest trap contained in X.
We now give a de-nition of the operator att. This de-nition may seem a bit com-
plicated. In the sequel, we will only be interested in att(X ) when the set X is a trap.
In this case, we will give a simpler de-nition in Proposition 26. However, we de-ne
att(X ) in the general case since all properties remain valid.
Denition 23. Let G=(V; E) be a graph and let X be a subset of vertices. The at-
tractor of X is att(X )=
⋃
n¿0 Xn where X0 =X and Xn+1 =Xn ∪{x | s(x)⊂Xn}.
A vertex x belongs to Xn iD any path of length n and starting in x meets X . Therefore,
a vertex x belongs to att(X ) if there is an integer n such that any path of length n
and starting in x meets X . This implies that any in-nite path starting in x meets X . A
subset X of vertices is called an attractor iD att(X )=X . The following properties of
the operator att are elementary and are given without proof.
Proposition 24. The operator att satis8es the following properties:
(1) X ⊂ att(X );
(2) X ⊂Y implies att(X )⊂ att(Y );
(3) X =att(X )⇔ (s(x)⊂X ⇒ x∈X );
(4) att(att(X ))= att(X ) and att(X ) is the smallest attractor containing X .
It must be pointed out that the operator att is not idempotent if it is not assumed
that the number of immediate successors of any vertex is -nite. The following example
shows that this hypothesis is really necessary.
Example 25. Consider again the graph of Example 21. Let X be the subset {0}. We
have Xn= {0; : : : ; n} and att(X )=N. However, we have att(att(X ))= HN.
The following propositions gives a simpler de-nition of att(X ) when the set X is a
trap.
Proposition 26. Let G=(V; E) be a graph and let X be a subset of vertices. If X is
a trap, then att(X ) is equal to {x | ∃n sn(x)⊂X } and att(X ) is also a trap.
Proof. Since X is a trap, the inclusion sn(x)⊂X for some integer n implies the in-
clusion sm(x)⊂X for any integer m¿n. The attractor att(X ) is equal to ⋃n¿0 Xn. An
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induction on n shows that Xn= {x | sn(x)⊂X } and this proves that att(X )= {x | ∃n sn(x)
⊂X }.
If x∈att(X ), then sn(x)⊂X for some integer n. For any y∈s(x), we have sn−1(y)⊂
sn(x)⊂X . This proves that s(x)⊂ att(X ) and that att(X ) is a trap by Proposition 22(3).
It is also true that if X is an attractor, then int(X ) is also an attractor but this result
is not needed in the sequel. However, the two operators int and att do not commute.
Some relationship between logic and the operators we have just de-ned should be
enlightened. The interior of X is equal to the set {x | s∗(x)⊂X } which can be written
{x | ∀n sn(x)⊂X }. If the set X is a trap, the attractor of X is equal to {x | ∃n sn(x)⊂X }.
Therefore, the operator int is a kind of “universal” operator whereas the operator att
is a kind of “existential” operator.
6.2.2. Function h
In this section, we consider graphs with a subset F of distinguished vertices. The
vertices of F are called 8nal. Through this section, the complement of F is denoted
by HF . Given a graph and a -xed subset F of -nal vertices, we de-ne a function h
from V to HN canonically associated with F .
Denition 27. Let G=(V; E) be a graph and F be the subset of -nal vertices. We
de-ne the sets (Xk)k¿−1 of vertices by X−1 = ∅ and
Xk =
{
att(Xk−1) if k is odd;
int(Xk−1 ∪ HF) if k is even:
The function h is de-ned by h(x)= min{k¿0 | x∈Xk} if x belongs to Xk for some k
and h(x)=∞ otherwise.
The de-nition of the sets Xk uses alternately the operators int and att like an alter-
nation of quanti-ers. We illustrate this de-nition with the following examples. In the
-gure, the -nal vertices are, as -nal states of automata, marked by a double circle.
Example 28. If no vertex is -nal, i.e. F = ∅, then h(x) is equal to 0 for any vertex x.
Indeed, the set X0 = int( HF) is equal to V .
Example 29. If all vertices are -nal, i.e. F =V , then h(x) is either equal to 1 or to
∞. Indeed, the set X0 is empty and for any positive integer k, the set Xk is equal
to X1.
Example 30. Let G be the graph G=( HN; E) where E= {n+1→ n | n∈N}∪ {n→ n | n
∈2N}∪ {∞→∞}. This graph is pictured in Fig. 5. Let F =2N+1∪{∞} be the set
containing the odd integers and ∞. For any integer k, the set Xk is equal to {0; : : : ; k}.
Thus, for any vertex x∈ HN, we have h(x)= x.
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Fig. 5. Graph of Example 30.
Before characterizing the function h, we need some notation and de-nitions. If f is
a function from the set V of vertices of a graph to HN, we de-ne a function f˜ from
V to HN by f˜(x)= max{f(y) | x→y} if s(x) is nonempty and by f˜(x)= 0 otherwise.
The notation f˜ suggests that f˜(x) is equal to the maximal value of f(y) for x→y.
When a function f from V to HN is -xed, we de-ne for any vertex x and any k∈ HN the
set snk(x) as s
n(x)∩f−1(k). A vertex y belongs to snk(x) if y can be reached from x
by a path of length n and if f(y)= k. This notation is naturally extended to s∗k (x) and
s+k (x) which, respectively, denote s
∗(x)∩f−1(k) and s+(x)∩f−1(k). We now de-ne
a relation between functions from V to HN.
Denition 31. Let G=(V; E) be a graph and F be the subset of -nal vertices. For two
functions f and f′ from V to HN, we write f′→f if for any vertex x
f′(x) =
{
f˜(x) + 1 if f˜(x) is even and x∈F;
f˜(x) otherwise:
This relation is denoted by the symbol → to enlighten that it depends on the edges
of the graphs. Furthermore, it will be used later to de-ne transitions in an automaton.
The relation f′→f is de-ned for a speci-c subset F of -nal vertices although it is
omitted in the notation. It will be always clear from the context which subset F is
referenced. It should be noticed that for a given function f, there always exists exactly
one function f′ such that f′→f as it is suggested by the notation. Thus, the relation
→ can be seen as an operator which maps f to f′.
We now de-ne a family of relations. For each integer n, we de-ne a relation en
between a vertex and two functions f and f′ from V to HN. This relation will be
mainly useful when the relation f′→f holds but this is not needed for the de-nition.
Denition 32. Let G=(V; E) be a graph and F be the subset of -nal vertices. Let f
and f′ be two functions from V to HN and let x be a vertex. For any integer n we
de-ne a relation en as follows:
en(f′; x; f) always holds if f′(x) = 0;
en(f′; x; f) def⇔ sn(x) ∩ f−1(f′(x)) = ∅ if f′(x) is odd
en(f′; x; f) def⇔ sn(x) ∩ f−1(f′(x)− 1) = ∅ if f′(x) is even and f′(x)¿ 2;
en(f′; x; f) def⇔ sn(x) ∩ f−1(f′(x)) ∩ F = ∅ if f′(x) =∞:
When f′=f, we write en(f; x) instead of en(f′; x; f).
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The relation en(f′; x; f) holds if some special event happens for the successors of
x. This event depends on the parity of f′(x). If f′(x) is odd, all successors y∈sn(x)
must satisfy f(y) =f′(x). If f′(x) is even, at least one successor y∈sn(x) must satisfy
f(y)=f′(x)−1. If f′(x)=∞, at least one successor y∈sn(x) must be -nal and must
satisfy f(y)=f′(x). We point out that if f′(x) is odd, the event is “universal” in the
sense that all the successor of sn(x) must satisfy some property. On the contrary, if
f′(x) is even or if f′(x)=∞, the event is “existential” in the sense that one successor
of sn(x) must satisfy some property.
It has always been supposed that in the graph the number of immediate successors
of any vertex x is -nite. The characterization of the function h we give in the following
theorem needs a stronger property of the graph that we now introduce.
Denition 33 (Bounded graph). A graph G=(V; E) is said to be bounded by M if
for any vertex x and any integer n the number of vertices in sn(x) is bounded by M .
A graph is said to be bounded if it is bounded by M for some constant M .
For instance, the graph of Example 30 is not bounded. The following theorem pro-
vides a characterization of the function h associated with the subset of a graph, when
the graph is bounded.
Theorem 34. Let G=(V; E) be a graph and F be the subset of 8nal vertices. The
function h canonically associated with F satis8es
h→ h: (1)
If the graph G is bounded, the function h is the only function from V to HN satisfying
Eq. (1) such that for any vertex x there exists a positive integer n such that en(h; x)
holds.
Eq. (1) is a local property since it gives a relation between the value of h for x and
the values of h for the immediate successors of x. The value of h(x) only depends on
the values of h(y) for y∈s(x) and on the membership of x to the set F . Since function
h satis-es Eq. (1), it is clear that h(y)6h(x) for any y∈s(x). This immediately implies
that h(y)6h(x) for any y∈s∗(x). This means that the value of h decreases along paths.
Eq. (1) does not fully characterizes the function h canonically associated with F .
There may exist other functions satisfying this equation as we will see in Example 35.
An additional property is needed to completely characterize the function h. For any
vertex, the relation en(f; x) must hold for some integer n. In the sequel, we say that
a function f satis-es the property PO (respectively PE and PI) if for any vertex such
that f(x) is Odd (respectively Even and equal to In-nity) there exists an integer n
such that en(f; x).
Before proceeding to the proof of Theorem 34, the following example shows that
the additional property is really necessary.
Example 35. Let G be the graph G=({0}; {0→ 0}) pictured in Fig. 6. If the vertex
is not -nal, any function f from {0} to HN satis-es Eq. (1). If the vertex is -nal, a
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Fig. 6. Graph of Example 35.
function f satis-es Eq. (1) if f(0) is odd or equal to ∞. In both cases, the function
h is not the only function satisfying Eq. (1).
We now come to the proof of Theorem 34. The proof is divided into several lemmas.
The proof of the theorem is organized as follows. We -rst verify that the function h
satis-es Eq. (1) and properties PO, PE and PI. Then we prove that any function g also
satisfying these properties is equal to h.
Lemma 36. Let G=(V; E) be a graph and F be the subset of 8nal vertices. The
function h canonically associated with F satis8es Eq. (1).
Proof. We claim that, for any integer k, the set Xk introduced in De-nition 27 is a trap
and that Xk ⊂Xk+1. If k is even, Xk = int(Xk−1 ∪ HF) is a trap by Proposition 22(4). If k
is odd, Xk =att(Xk−1) is a trap by Proposition 26. The inclusion Xk−1⊂Xk follows di-
rectly from Proposition 24(1). If k is even, we have Xk−1 = int(Xk−1)⊂ int(Xk−1 ∪ HF)=
Xk by Proposition 22(2). Since each Xk is a trap, the inequality h˜(x)6h(x) holds.
If s(x) is empty, the vertex x belongs to X0 if x =∈F and to X1 otherwise. Eq. (1)
holds since h˜(x)= 0.
We now suppose that s(x) is nonempty. If h˜(x)=∞, the equality h(x)= h˜(x) holds
and Eq. (1) is satis-ed. We now suppose that k = h˜(x) is an integer. If k is odd, then
Xk is an attractor and x belongs to Xk since s(x)⊂Xk . Thus, we have h(x)= k. We
now suppose that k is even and that Xk = int(Xk−1 ∪ HF). If x does not belong to F , then
x belongs to Xk by de-nition of int and h(x)= h˜(x). It remains the case when x∈F .
Since Xk−1⊂Xk ⊂Xk−1 ∪ HF , x cannot belong to Xk but it belongs to Xk+1 = att(Xk)
since s(x)⊂Xk . In this case, we have h(x)= h˜(x) + 1. Finally, Eq. (1) is always
satis-ed.
The following lemma states that if a function f satis-es Eq. (1), the image by f
of a -nal vertex cannot be even. This is in particular true for the function h but this
lemma will be also applied to other functions in the proof that h is the unique function
satisfying Eq. (1) and the additional property.
Lemma 37. Let G=(V; E) be a graph and F be the subset of 8nal vertices. If a
function f from V to HN satis8es Eq. (1), the sets {x |f(x) is even} and F are disjoint.
Proof. If f˜(x) is odd, one necessarily has f(x)= f˜(x) and f(x) is odd. If f˜(x) is
even and x∈F , one has f(x)= 1 + f˜(x) and f(x) is also odd. Thus, if f(x) is even,
we have x =∈F and the claim is proved.
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We now prove that the function h satis-es properties PO and PE.
Lemma 38. Let G=(V; E) be a graph and F be the subset of 8nal vertices. The
function h canonically associated with F satis8es properties PO and PE.
Proof. If k = h(x) is odd, x belongs to Xk =att(Xk−1). Since Xk−1 is a trap, there
exists, by Proposition 26, an integer n such that sn(x)⊂Xk−1. Thus, the set snh(x)(x) is
empty and property PO is satis-ed.
If k = h(x) is even and greater than 2, x belongs to Xk = int(Xk−1 ∪ HF) and one
has s∗(x)⊂Xk−1 ∪ HF . If there does exist any y∈s+(x) such that h(y)= k − 1, one
has s∗(x)⊂Xk−2 ∪ HF . Since k is even, one has the inclusion Xk−2 ∪ HF ⊂Xk−3 ∪ HF by
Lemma 37. Finally one gets s∗(x)⊂Xk−3 ∪ HF and x belongs to Xk−2 = int(Xk−3 ∪ HF).
This is a contradiction and we have proved that there exists y∈s+(x) such that
h(y)= k − 1. Thus, the set s+h(x)−1(x) is nonempty and property PE is satis-ed.
The following lemma states that Eq. (1) and properties PO and PE implies that a
vertex has successors y such that f(y)= k for any 16k6f(x). It actually gives a
result which is slightly more precise. The result holds for the function h since we have
already proved that it satis-es Eq. (1) and properties PO and PE.
Lemma 39. Let G=(V; E) be a graph and F be the subset of 8nal vertices. Let
f be a function satisfying Eq. (1) and properties PO and PE. Let x be a vertex
such that f(x) is 8nite. For any integer 16k6f(x), s∗k (x) = ∅. More precisely, if
16k6f(x) − 1 is odd, snk(x)∩F = ∅ for an in8nite number of integers n and if
26k6f(x) is even, snk(x) = ∅ for almost any integer n.
Proof. We -rst prove that if f(x) is odd, the set s∗f(x)(x)∩F is nonempty and if
furthermore f(x)¿3, the set s∗f(x)−1(x) is also nonempty. By property PO, there exists
a least integer n such that the set snf(x) is empty. By de-nition of n, there is a vertex
y∈sn−1(x) such that f(y)=f(x). We claim that y belongs to F . Since s(y)⊂ sn(x),
the set sf(y)(y) is also empty and the inequality f(y)¿f˜(y) holds. Eq. (1) then implies
that f(y)= 1+ f˜(y) and that y∈F . Thus, y belongs to s∗f(x)(x)∩F . If f(x) ≥ 3, the
set s(y) cannot be empty and the set sf(y)−1(y) is nonempty. The inclusion s(y)⊂ s∗(x)
implies that s∗f(x)−1(x) is nonempty.
We now prove that s∗k (x) is nonempty for any integer 16k6f(x). The proof is by
induction on the diDerence f(x)−k. If k =f(x), it is clear that s∗k (x) is nonempty since
x∈s∗(x). We now assume that k¿2 and that y∈s∗k (x) and we claim that s∗k−1(x) is
nonempty. If k is odd, the set s∗f(y)−1(y) is nonempty and the inclusion s
∗(y)⊂ s∗(x)
implies that s∗k−1(x) is nonempty. If k is even, the set s
∗
f(y)−1(y) is nonempty by
property PE and s∗k−1(x) is also nonempty.
We now prove that if k is even, the set snk(x) is non empty for almost any integer n.
Since the set s∗k (x) is nonempty, it su9ces to prove the result when k =f(x). We claim
that if f(x) is even, snf(x)(x) is nonempty for any integer n. The proof is by induction
on the integer n. The result obviously holds when n=0. Let y be a vertex of sn(x)
such that f(y)=f(x). Since the function f satis-es Eq. (1) and since f(y) is even,
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one has f˜(y)=f(y). Thus, there exists a vertex z∈s(y) such that f(z)=f(x). Thus,
the set sn+1f(x)(x) is nonempty.
We -nally prove that if k is odd and 16k6f(x)−1, the set snk(x)∩F is nonempty
for in-nitely many integers n. Since the set snk+1(x) is nonempty for almost any integer
n, the set snk(x) is, by property PE, nonempty for in-nitely many integers n. It has
already been proved that if f(y) is odd, the set s∗f(y)(y)∩F is nonempty. Thus, the
set snk(x)∩F is also nonempty for in-nitely many integers n.
Up to now, the hypothesis that the graph is bounded has not been used. The following
lemma states that if the underlying graph is bounded, any function satisfying Eq. (1)
is also bounded.
Lemma 40. Let G=(V; E) be a graph bounded by M and F be the subset of 8nal
vertices. Let f be a function satisfying Eq. (1) and properties PO and PE. Either
f(x)=∞ or f(x)62M − 1.
Proof. Let x be a vertex such that f(x) is -nite. By Lemma 39, there exists an
integer m such that for any even integer 26k6f(x), and any integer n larger than
m, the set snk(x) is nonempty. Furthermore, since s
m
2 (x) is nonempty, the set s
n
1(x) is,
by Lemma 39, nonempty for some integer n greater than m. Finally, the set sn(x)
contains at least f(x)=2 + 1 elements. Since the graph is bounded by M , one has
f(x)=26M − 1 and f(x)62M − 1.
We are now able to prove that the function h canonically associated with F satis-es
Property PI when the underlying graph is bounded.
Lemma 41. Let G=(V; E) be a bounded graph and let F be the subset of 8nal
vertices. The function h canonically associated with F satis8es property PI.
Proof. Let x be a vertex such that h(x)=∞. By Lemma 40, for any vertex y∈s+(x),
one has either h(y)=∞ or h(y)62M − 1. If s+(x)⊂X2M−1 ∪ HF then any immediate
successor y of x belongs to X2M = int(X2M−1 ∪ HF) and x belongs to X2M+1 = att(X2M ).
This is a contradiction with h(x)=∞. There exists y∈s+(x) such that h(y)=∞ and
y∈F . Thus, s+∞(x)∩F is nonempty and property PI is satis-ed.
The following example shows that the assumption that the graph is bounded is
necessary.
Example 42. Let G be the graph (Z; E) where E= {n→ n−1 | n∈Z∗}∪ {−n→ n | n∈
N∗}∪ {n→ n | n∈2N}. This graph is pictured in Fig. 7. It may be easily veri-ed that
this graph is not bounded. Let F be the subset F =2N+1 of odd positive integers. It
can be veri-ed that h(n)= n if n¿0 and that h(n)=∞ if n¡0. Although h(−1)=∞,
there does not exist y∈s∗(−1) such that h(y)=∞ and y∈F . Thus, property PI is not
satis-ed by the function h.
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Fig. 7. Graph of Example 42.
The following lemma gives a characterization of the vertices x such that f(x)= 0
for a function f satisfying Eq. (1) and properties PO, PE and PI. This characterization
is independent of the function f.
Lemma 43. Let G=(V; E) be a graph and F be the subset of 8nal vertices. Let f
be a function satisfying Eq. (1) and properties PO, PE and PI. For any vertex x,
f(x)= 0 holds if and only if s∗(x)∩F = ∅.
Proof. If f(x)= 0, Eq. (1) implies that f(y)= 0 for any y∈s∗(x). By Lemma 37,
the equality s∗(x)∩F = ∅ holds.
If f(x)=∞, the set s+∞(x)∩F is nonempty by property PI and the equality s∗(x)∩F
= ∅ does not hold.
If 16f(x)¡∞, the set s∗1 (x)∩F is nonempty by Lemma 39 is nonempty and the
equality s∗(x)∩F = ∅ does not hold.
The following lemma gives a characterization of the vertices x such that f(x)=∞
for a function f satisfying Eq. (1) and properties PO, PE and PI. This characterization
is independent of the function f.
Lemma 44. Let G=(V; E) be a bounded graph and let F be the subset of 8nal
vertices. Let f be a function satisfying Eq. (1) and properties PO, PE and PI. A
vertex x satis8es f(x)=∞ if and only if x is the starting vertex of a path going
in8nitely often through F.
Proof. Since h satis-es the property PI, it is clear that any vertex x satisfying f(x)=∞
is the starting vertex of a path going in-nitely often through F .
Conversely, we claim that almost all vertices of a path starting at a vertex x such
that h(x) is -nite are in HF . The proof is by induction on f(x). If f(x)= 0, one also has
f(y)= 0 for any vertex y∈s∗(x) since the function h satis-es Eq. (1). By Lemma 37,
all vertices of a path starting at x are in HF .
If f(x) is odd, there exists, by property PO, an integer n such that snf(x)(x)= ∅.
Thus, any path of length greater than n has a vertex y such that f(y)¡f(x). By the
induction hypothesis almost all vertices of the path are in HF .
Suppose that f(x) is even. If  is a path starting at x, either there exists a vertex
y of  such that f(y)¡f(x) or all vertices y of  satisfy f(y)=f(x). In the former
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case, the induction hypothesis applies and the result is true. In the latter case, Lemma
37 implies that all vertices of the path are in HF .
Up to now, we have proved that the function h satis-es Eq. (1) and Properties PO,
PE and PI. The following lemma states that the function h is actually the only function
from V to HN satisfying these properties. It completes the proof of Theorem 34.
Lemma 45. Let G=(V; E) be a bounded graph and let F be the subset of 8nal
vertices. The function h canonically associated with F is the unique function satisfying
Eq. (1) and properties PO, PE and PI.
Proof. By Lemmas 36, 38 and 41, the function h canonically associated with F satis-es
Eq. (1) and properties PO, PE and PI.
We now prove that h is the only function satisfying these properties. Let f and g
be two functions from V to HN satisfying Eq. (1) and properties PO, PE and PI. We
claim that f= g.
By Lemma 44, both sets f−1(∞) and g−1(∞) are equal to the sets of vertices x
such that a path going in-nitely often through F starts at x. Thus, one has f(x)=∞
if and only if g(x)=∞.
We now prove that if f(x) or g(x) is -nite, the equality f(x)= g(x) holds. The
proof is by induction on min(f(x); g(x)). By Lemma 43, one has f(x)= 0 if and only
if g(x)= 0.
We now assume that if f(x)¡m or g(x)¡m, the equality f(x)= g(x) holds and we
prove that it also holds if min(f(x); g(x))=m. By symmetry, it can be assumed that
f(x)6g(x) and that f(x)=m.
If f(x) is odd, there exists, by property PO, an integer n such that for any y∈sn(x),
one has f(y)¡f(x). If f(x)¡g(x), there exists, by Lemma 39, another integer n′¿n
such that, there exists y′∈sn′(x) such that g(y′)= h(x) + 1. Since n′¿n, one has
f(y′)¡m and this is a contradiction with the induction hypothesis, since f(y′)¡m¡
g(y′).
We now suppose that f(x) is even. Since f(x)+1 is odd and since f(x)+16g(x),
there exists, by Lemma 39, y∈s∗(x)∩F such that g(y)=f(x)+1. Since y belongs to
s∗(x), one has f(y)6f(x) and since x∈F , one has f(y)¡f(x). This is a contradiction
with the induction hypothesis, since f(y)¡m¡g(y).
For a function f, we de-ne a preorder ≺f which compares vertices according to
the number of steps n needed such that en(f; x).
Denition 46. Let G=(V; E) be a graph and F be the subset of -nal vertices. Let f be
a function from V to HN. For any vertices x and y, the preorder ≺f on V is de-ned by
x ≺f y def⇔ f(x)=f(y) and fˆ(x)6 fˆ(y):
where fˆ(x) is the least positive integer n such that en(f; x) if such an integer exists
and fˆ(x)=∞ otherwise.
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The preorder ≺f may not be an order since it may happen that f(x)=f(y) and fˆ(x)
= fˆ(y) for two distinct vertices x and y. By de-nition, the preorder ≺f is compatible
with the function f.
Denition 47. Let G=(V; E) be a graph and F be the subset of -nal vertices. Let
f and f′ be two functions from V to HN such that f′→f and let ≺ be a preorder
compatible with f. For a vertex x, we denote by x˜ the class of a maximal (respectively
minimal) element of the set {y | x→y and f(y)=f′(x)} if f′(x) is odd (respectively
f′(x) is even or equal to ∞).
It may happen that the set {y | x→y and f(y)=f′(x)} is empty and the class x˜ is
then unde-ned. However, this set is notempty if e(f′; x; f) does not hold. It will be
always the case in the sequel. Since the preorder ≺ is compatible with f, the class
of an element y is always contained in the set {z |f(z)=f(y)}. Thus, the class x˜ is
always contained in the set {y |f(y)=f′(x)}.
Denition 48. Let G=(V; E) be a graph and F be the subset of -nal vertices. Let f
and f′ be two functions from V to HN and let ≺ and ≺ ′ be two preorders respectively
compatible with f and f′. We write (f′; ≺ ′)→ (f; ≺ ) iD f′→f and if for any
vertices x and y such that f′(x)=f′(y)
x ≺′ y ⇔ e(f′; x; f) ∨ (¬e(f′; x; f) ∧ ¬e(f′; y; f) ∧ x˜ ≺ y˜)
Since f′(x)=f′(y) both classes x˜ and y˜ are contained in the set {z |f(z)=f′(x)}.
These classes are then comparable for the preorder ≺ which is compatible with f.
The preorder ≺′ can be described in the following way. Since it is compatible with
f′, it su9ces to describe its restriction to f′−1(k) for any k∈ HN. Let k be a -xed
element of HN. Any element x∈f′−1(k) such that e(f′; x; f) is smaller than any other
element. Thus, if at least one element satis-es e(f′; x; f), the smallest class of f′−1(k)
is formed of the elements such that e(f′; x; f). Other elements are compared with
respect to their class x˜. If x and y are equivalent for ≺′, then either both relations
e(f′; x; f) and e(f′; y; f) hold or none of them holds. In the latter case, the classes x˜
and y˜ are equal.
It should be noticed that for a given pair (f; ≺ ), there always is exactly one pair
(f′; ≺ ′) such that (f′; ≺ ′)→ (f; ≺ ). Indeed, it has already been mentioned that there
is exactly one function f′ such that f′→f and the additional condition on ≺ ′ deter-
mines it.
Theorem 49. Let G=(V; E) be a graph and F be the subset of 8nal vertices. Let h
be the function canonically associated with F. We then have
(h;≺h)→ (h;≺h):
The proof of the theorem is based on the following technical lemma. This lemma
states that if a function f satis-es Eq. (1), the function fˆ also satis-es some local
properties.
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Lemma 50. If the function f satis8es f→f, the function fˆ used in the De8nition 46
satis8es the following property. For any vertex x, if e(f; x) holds then fˆ(x)= 1 and
otherwise fˆ(x) equals
1 + max{fˆ(y) | x → y and f(y) = f(x)} if f(x) is odd;
1 + min{fˆ(y) | x → y and f(y) = f(x)} if f(x) is even or f(x) =∞:
It may be remarked that the relation satis-ed by fˆ involves a maximum if f(x) is
odd and a minimum if f(x) is even or f(x)=∞. This is due to the fact that en(f; x)
is a universal event in the former case whereas it is an existential one in the latter
case.
Proof. We -rst suppose that k =f(x) is odd. If fˆ(x)¿1, the set sk(x) is nonempty
and the set sn+1k (x) is equal to s
n
k(sk(x)) and it is empty iD s
n
k(y) is empty for any
y∈sk(x). The two other cases when f(x) is even or f(x)=∞ are very similar.
We now complete the proof of Theorem 49.
Proof. Theorem 34 already states that the function h associated with F satis-es h→ h.
It remains to show that the preorders ≺ and ≺′ ful-ll the additional conditions.
The rest of the proof follows easily from Lemma 50 and from the de-nitions of ≺h
and x˜.
6.2.3. Automaton Aˆ
In this section, we describe the CUGBA Aˆ associated with a B$uchi automaton A.
This section is organized as follows. We -rst de-ne a family of graphs GA(x). We
use these graphs and the notions introduced in Section 6.2.2 to describe the automaton
Aˆ. We -nally prove that this automaton is really unambiguous and complete and that
it recognizes the same set as A.
Let A be a B$uchi automaton with m states. With any in-nite word x, we associate
a graph GA(x). This graph is an unfolding of the automaton A and summarizes all
the paths labeled by x in A.
Denition 51. Let A=(Q; A; E; I; F) be a B$uchi automaton and x= a0a1a2 : : : be an
in-nite word over A. The graph GA(x) is the graph (V; E′) where the set of vertices
is V =Q×N and the set of edges is
E′ = {(p; n)→ (q; n+ 1) | n ∈ N and p an→ q in A}:
The set of -nal vertices of GA(x) is F ×N.
The set of vertices of GA(x) is Q×N and the subset of -nal vertices is equal to
F ×N. Both sets do not depend on x. A vertex (q; n) is -nal if the state q is a -nal
state of A. We illustrate this de-nition with the following example.
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Fig. 8. Automaton A and graph GA(babba!).
Example 52. 52 Let A be the B$uchi automaton ({0; 1}; A; E; {0}; {1}) and let x be the
ultimately periodic in-nite word babba!. The automaton A and the graph GA(x) are
pictured in Fig. 8.
The edges of GA(x) depend on the in-nite word x. The edges of the graph GA(x)
are de-ned in such a way that there is correspondence between in-nite paths in GA(x)
and paths in A labeled by su9xes of x. Any in-nite path  of GA(x) starting in some
vertex (q0; l) is of the form (q0; l)(q1; l+1)(q2; l+2) : : : where qn
al+n→ qn+1 is a transition
of A for any integer n. Thus, the path q0q1q2 : : : is a path of A labeled by the su9x
xl= alal+1al+2 : : : of x. Conversely, any path q0q1q2 : : : labeled by some su9x xl of x
gives the path (q0; l)(q1; l + 1)(q2; l + 2) : : : in GA(x). Furthermore, since the set of
-nal vertices is F ×N, the path q0q1q2 : : : is a -nal path of A iD the corresponding
path in GA(x) goes in-nitely often through -nal vertices.
The graph GA(x) is bounded by the number m of states of A. Indeed, for any vertex
x=(q; l), the set sn(x) is a subset of Q×{l+n} and contains at most m elements. For
an in-nite word x, we denote by hx the function from V to HN given by De-nition 27
and we denote by ≺x the preorder ≺hx given by De-nition 46. Since the graph GA(x)
is bounded, Theorem 34 is relevant for the function hx. Furthermore, by Lemma 40,
the function hx is actually a function from V to HN2m−1.
Since the set of vertices of GA(x) is V =Q×N, any function h from V to HN canon-
ically de-nes a sequence (hn)n¿0 of functions from Q to HN given by hn(q)= h(q; n).
Likewise, any preorder ≺ on V de-nes a sequence (≺n)n¿0 of preorders on Q given
by q≺n q′⇔ (q; n)≺ (q′; n). Furthermore, if the preorder ≺ is compatible with the
function h, each preorder ≺n is compatible with the function hn. Furthermore, the
function h satis-es h→ h iD hn an→ hn+1 holds for any integer n. Indeed, the immediate
successors of the states of Q×{n} belong to Q×{n+ 1}. If the pair (h; ≺) satis-es
(h; ≺)→ (h; ≺), then (hn; ≺n) an→ (hn+1; ≺n+1) holds for any integer n. Since the pre-
orders ≺n do not fully determine the preorder ≺, the converse does not necessarily
hold but this does not matter for our concern.
In particular, the function hx de-nes a sequence of pairs (hx; n; ≺x; n ) where each
hx; n is a function from Q to HN2m−1 and ≺x; n is a preorder on Q compatible with hx; n.
Furthermore, by Theorem 49, the relation (hx; n; ≺x; n) an→ (hx; n+1; ≺x; n+1) holds for any
integer n.
In the sequel we use the pairs (h; ≺) as states of the automaton Aˆ. We now come
to the de-nition of an automaton Aˆ constructed from an automaton A. Let A be a
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B$uchi automaton (Q; A; E; I; F) with m states. We de-ne a general B$uchi automaton
Aˆ=(Qˆ; A; Eˆ; Iˆ ;F).
The states set Qˆ of A is the set of pairs (h; ≺) where h is a function from Q to
HN2m−1 and ≺ is a preorder on Q compatible with h. The set Iˆ of initial states is the
set of pairs (h; ≺) such that h(q)=∞ for some initial state q∈I of A.
We now describe the transitions of the automaton Aˆ. Let p=(h; ≺) and p′=(h′; ≺′)
be two states of Aˆ. Then p′ a→p is a transition of Aˆ iD
(h′;≺′) a→ (h;≺):
The family F contains 2m subsets of transitions called F1; : : : ; F2m−1 and F∞.
A transition 3=(h′; ≺′) a→ (h; ≺) belongs to the set Fk for k∈ HN∗2m−1 if h′−1(k) does
not contain a state q such that e(h′; q; h) does not hold and such that the class q˜ is the
maximal class of h−1(k). We also point out that if the set h′−1(k) is empty, then 3
belongs to Fk .
We illustrate the construction with the two following examples. In the previous
construction, some pairs (h; ≺) are not coaccessible states and can be thus removed
without changing the behavior of the automaton. In the Figs. 10 and 12, only the
coaccessible states are shown. If the automaton A has one state, i.e. Q= {1}, preorder
on Q must be trivial. It su9ces to label a state of Aˆ by the value h(1). If the
automaton A has two states, i.e. Q= {1; 2}, either h(1) = h(2) or h(1)= h(2). In the
former case, the preorder ≺ must be trivial and it su9ces to label a state of Aˆ by
the values h(1); h(2). In the latter case, either the states 1 and 2 are equivalent or
1≺ 2 or 1 2. A state of Aˆ is then labeled by the values h(1); h(2) with an additional
symbol from {∼; ≺; } in between the two values h(1) and h(2). In Figs. 10 and 12,
a transition 3=(h′; ≺′) a→ (h; ≺) is drown by an arrow from (h′; ≺′) to (h; ≺). This
arrow is labeled by a=k1 : : : kr where k1; : : : ; kr are the elements of HN
∗
2m−1 such that the
transition (h′; ≺ ′) a→ (h; ≺) belongs to Fkj .
Example 53. Let A be the B$uchi automaton pictured in Fig. 9 over the alphabet {a; b}.
This automaton recognizes the set a!. It is unambiguous but not complete. The in-nite
word a! is the only word labeling a -nal path in A. The automaton Aˆ is shown
in Fig. 10. Since all states of A are -nal, hx(q) is either equal to 1 or to ∞ (see
Example 29).
Example 54. Let A be the automaton pictured in Fig. 11 over the alphabet {a; b}.
This automaton recognizes the set A∗b! of in-nite words having -nitely many a. It
is neither unambiguous nor complete. The in-nite word b! labels several -nal paths
Fig. 9. Automaton A of Example 53.
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Fig. 10. Automaton ˆA of Example 53.
Fig. 11. Automaton A of Example 54.
Fig. 12. Automaton ˆA of Example 54.
whereas the in-nite word a! labels no -nal path in A. The automaton Aˆ is shown
in Fig. 12. A state of Aˆ is a pair (h; ≺) where h is a function from {1; 2} to HN1.
Each state is labeled by the values h(1); h(2). If h(1)= h(2), we write ∼, ≺ or  in
between h(1) and h(2) to describe the preorder ≺.
The link between the automata A and Aˆ is the following. For any in-nite word
x, the graph GA(x), is bounded by the number m of states of A. By Lemma 40, the
function h associated with GA(x) by De-nition 27 is actually a function from V to
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HN2m−1. Thus, the sequence of pairs (hn; ≺n) de-ned by the function h associated with
GA(x) and its preorder ≺h, gives a sequence of states of the automaton Aˆ.
Theorem 55. For any B+uchi automaton A, the automaton Aˆ recognizes the same
set as A and it is unambiguous and complete. For any in8nite word x, the 8nal path
of Aˆ labeled by x is the path
x = (hx; 0;≺x; 0)(hx; 1;≺x; 1)(hx; 2;≺x; 2) : : : :
Proof. Let x= a0a1a2 : : : be an in-nite word. We -rst prove that x is actually a -nal
path of Aˆ labeled by x. Since the pair (hx; ≺x) satis-es (hx; ≺x)→ (hx; ≺x), it is clear
that for any integer n
3x; n = (hx; n;≺x; n) an→ (hx; n+1 ≺x; n+1)
is a transition of Aˆ. Thus, x is a path in Aˆ. It remains to show that this path is really
-nal. We claim that for any k∈ HN∗2m−1, the transition 3x; n belongs to Fk for an in-nite
number of integers n. Let k be a -xed element of HN∗2m−1. Let g be the function from
N to N de-ned by g(n)= max{hˆx; n(q) | hx; n(q)= k} if the set h−1x; n(k) is nonempty and
g(n)= 1 otherwise. By Lemma 50, the inequality g(n)6g(n + 1) + 1 holds for any
integer n. We claim that if 3x; n does not belong to Fk , the equality g(n)= g(n+1)+1
holds. This implies that 3x; n must belong to Fk for an in-nite number of integers n.
Otherwise, the equality g(n + 1)= g(n) − 1 holds for any integer greater than some
-xed integer n0 and g cannot be a function from N to N. If 3x; n does not belong to
Fk , there exists a state q such that e(hx; n; q; hx; n+1) does not hold and such that q˜ is
maximal with respect to ≺x; n+1. Thus, hˆx; n+1(q˜) is equal to g(n + 1) and by Lemma
50, hˆx; n(q)= hˆx; n+1(q˜) + 1. We -nally get g(n)= g(n+ 1) + 1.
It remains to prove that x is actually the unique -nal path in Aˆ labeled by x. For
this purpose, we need the following technical lemma. For any element q of Q, we
denote by up≺(q) the number of equivalence classes greater with respect to ≺ than
the equivalence class of q. We have then the following result.
Lemma 56. Let 3=(h′; ≺ ′) a→ (h; ≺) be a transition of Aˆ. Let q be a state of Q
such that e(h′; q; h) does not hold and k = h(q). We then have
up≺′(q) + 46 up≺(q˜);
where 4 equals 1 if k∈5(3) and 0 otherwise.
Proof. Since e(h′; q; h) does not hold, the relation e(h′; q′; h) does not hold for any state
q′ such that q≺ ′q′. Let m=up≺′(q). There exists then m states q1; : : : ; qm such that
q≺ ′q1, qi≺ ′qi+1 but qi+1 ≺ ′qi. It is straightforward to verify that q˜≺ q˜1,
q˜i≺ q˜i+1 but q˜i+1 ≺ q˜i. Thus, the inequality up≺′(q)6up≺(q˜) holds. Furthermore, if
3 belongs to Fk , then q˜i is not the maximal class of h
−1(k) for any i. There is then
one more class greater than the class of q˜. Finally, the inequality up≺′(q)+46up≺(q˜)
holds.
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We now prove that x is the unique -nal path in Aˆ labeled by x. Let =(h0; ≺0)
(h1;≺1)(h2; ≺2) : : : be a -nal path labeled by x. Let h be the function from V to
HN de-ned by h(q; n)= hn(q). We claim that h= hx. Since hn→ hn+1 for any integer
n, the function h satis-es h→ h. By Theorem 34, it is su9cient to prove that for
any vertex v=(q; n) of GA(x), there exists an integer p such that ep(h; v; h) holds.
Let k be hn(q). We de-ne a sequence (cn)n¿0 of classes of states in the following
way. The class c0 is the class of q with respect to ≺n and cl+1 = c˜l with respect to
the transition (hn+l; ≺n+l) an+l→ (hn+l+1; ≺n+l+1). By Lemma 56, the integer up≺n+l(cl)
increases in-nitely often with l unless there exists an integer p such that e(h; cp; h).
Thus, We have ep(h; q; h) and h= hx. It is also straightforward to show that q≺nq′ iD
q≺ x; nq′. We -nally have proved that = x.
6.2.4. Number of states of Aˆ
In this section, we study the size of the automaton Aˆ. Since this automaton is
codeterministic, the number of transitions is equal to the number of states multiplied
by the cardinality of the alphabet A. It is then su9cient to upper bound the number of
states. We have the following proposition.
Proposition 57. If the automaton A has m states, the automaton Aˆ has at most
(3m)m states.
The proof of the proposition is based on the following lemma.
Lemma 58. Let Q be a 8nite set with m elements. The number of pairs (f; ≺) where
f is a function from Q to Nn and ≺ is a preorder on Q compatible with f is less
than (m+ n)m.
Proof. We de-ne a one to one mapping which maps any pair (f; ≺) to a function
gf;≺ from Q to Nm+n−1. We denote by ¡ the preorder on Q de-ned by
q¡q′ def⇔ f(q)¡f(q′) or (f(q) = f(q′) and q ≺ q′):
It is straightforward to check that the relation ¡ is a total preorder on Q. This preorder
induces then a total order on its equivalence classes. For q∈Q, we denote by do¡(q)
the number of equivalence classes of ¡ which are strictly smaller than the class of q.
Since every equivalence class contains at least an element, the integer do¡(q) satis-es
do¡(q)6m− 1. The function gf;≺ is then de-ned by
gf;≺(q) = f(q) + do¡(q):
Since do¡(q)6m − 1, the function gf;≺ is really a function from Q to Nm+n−1. We
claim that the mapping which maps (f;≺) to gf;≺ is one to one. It can be veri-ed
that
f(q) = |{k¡gf;≺(q) | g−1f;≺(k) = ∅}|;
q ≺ q′ ⇔ f(q) = f(q′) and gf;≺(q)6gf;≺(q′):
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Thus, the function gf;≺ determines the pair (f;≺). Since the number of functions from
Q to Nn+m−1 is (m+ n)m, the number of pairs (f;≺) is less than (m+ n)m.
The states of the automaton Aˆ are pairs (f;≺) where f is a function from Q to
HN2m−1 and ≺ is a preorder compatible with f. The number of such states is equal to
the number of pairs (f;≺) where f is a function from Q to N2m and ≺ is a preorder
compatible with f. By the previous lemma, this number is less than (3m)m.
The acceptance condition of the generalized B$uchi automaton Aˆ contains 2m subsets
of transitions. By Proposition 15, this generalized B$uchi automaton can be transformed
into a CUBA with at most (3m)m22m=(12m)m states.
6.3. Proof with semigroups
In this section, we give a second proof of Theorem 7 using semigroups. No deep
result on semigroups is involved but it is assumed that the reader is familiar with usual
de-nitions like Green’s relations. From a semigroup S recognizing a set X of in-nite
words, we construct a CUGBA AS recognizing X . The acceptance condition of this
CUGBA contains one subset of transitions. By Proposition 15, this CUGBA AS can
be easily transformed into a CUBA recognizing X .
This proof is organized as follows. In Section 6.3.1, is recalled how semigroups can
be used to recognize sets of in-nite words. The chains expansion of a semigroup is
detailed in Section 6.3.2. Finally, the construction of the automaton AS is described in
Section 6.3.3
6.3.1. Recognition of sets of in8nite words by semigroups
In this section, we recall some needed material on the connections between rational
sets of in-nite words and semigroups. For further details, see [14]. We assume some
familiarity with the basic notions of semigroup theory. We use the notation of [6] for
all unde-ned notions in semigroup theory.
The following theorem is special case of Ramsey’s theorem.
Theorem 59 (Ramsey). Let ’ : A+→ S be a morphism from A+ into a 8nite semi-
group S. For every in8nite word x∈A! there is a pair (s; e) of elements of S such that
s= se and e2 = e, and a factorization x= x0x1x2 : : : of 8nite words such that ’(x0)= s
and ’(xn)= e for n¿0.
This motivates the following de-nition. A linked pair of a -nite semigroup S is a
pair (s; e) of elements of S such that s= se and e2 = e. A factorization x= x0x1x2 : : :
such that ’(x0)= s and ’(xn)= e for n¿0 for a linked pair (s; e) is called a Ramseyan
factorization with respect to the morphism ’ and the linked pair is said to be associated
with the factorization. For a given in-nite word x, there may be several linked pairs
(s; e) associated with diDerent factorizations. Two linked pairs (s1; e1) and (s2; e2) are
conjugate if there exists x1; x2∈S1 such that s1x1 = s2, x1x2 = e1 and x2x1 = e2. The
de-nition also implies s2x2 = s1x1x2 = s1 and the relation is therefore symmetrical. We
have the following result (see [14]).
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Proposition 60. Conjugacy is an equivalence relation among linked pairs of a semi-
group S. Moreover, if ’ : A+→ S is a semigroup morphism from A+ onto S, two
linked pairs (s1; e1) and (s2; e2) are conjugate i:
’−1(s1)’−1(e1)! ∩ ’−1(s2)’−1(e2)! = ∅:
In the sequel, the conjugacy class of the linked pair (s; e) is denoted by [s; e] and
the set of conjugacy classes of linked pairs of the semigroup S is denoted by S˜. Any
morphism ’ : A+→ S from A+ into a -nite semigroup S can be extended to a map from
A! to S˜. This extension is also denoted by ’ and is de-ned by ’(x)= [s; e] where (s; e)
is any linked pair associated with a ramseyan factorization of x with respect to ’. This
de-nition is consistent since if two linked pairs (s1; e1) and (s2; e2) are associated with
two factorizations of x, there are conjugate and the equality [s1; e1]= [s2; e2] therefore
holds.
The de-nition of conjugacy implies that two conjugate linked pairs (s1; e1) and
(s2; e2) satisfy s1R s2 and e1D e2. This is then consistent to de-ne the R-class and the
D-class of [s; e] as the R-class of s and the D-class of e.
The following two examples present two semigroups S1 and S2 and give their respec-
tive linked pairs. We will use later these two semigroups to illustrate several notions.
Example 61. Let S1 be the two-elements semigroup {e; f} where the product is given
by the equation xy= x for x; y∈S1. The semigroup S1 is said to be left-zero and is
often called B(2; 1) in the literature. Any pair of this semigroup is linked. It may be
easily veri-ed that [e; f] = [e; e] and [f; e] = [f;f] and that the two pairs (e; e) and
(f;f) are not conjugate. Thus, the set S˜1 is equal to {[e; e]; [f;f]}.
Example 62. Let S2 be the two-elements semigroup {0; 1} with the usual multiplication
of integers. This semigroup is usually called U1 in the literature. The linked pairs of
this semigroup are (1; 1), (0; 1) and (0; 0). No linked pair is conjugate with another
one. Thus, the set S˜2 is equal to {[1; 1]; [0; 1]; [0; 0]}.
The following theorem states that any rational set of in-nite words is recognized by
a morphism into a -nite semigroup.
Theorem 63. Let X ⊂A! be a rational set of in8nite words. There exists a mor-
phism ’ : A+→ S from A+ into a 8nite semigroup S and a subset P⊂ S˜ such that
X =’−1(P).
For a proof, see [14]. There is natural left action of A∗ on S˜ de-ned for any a∈A
and [s; e]∈ S˜ by
a · [s; e] = [’(a)s; e]:
An easy veri-cation shows that if the linked pairs (s1; e1) and (s2; e2) are conjugate,
then the linked pairs (ts1; e1) and (ts2; e2) are also conjugate for any t∈S. The left
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action is thus well de-ned. Furthermore, this left action is compatible with the concept
of extension of morphism in the following sense.
Proposition 64. Let ’ : A+→ S be a morphism from A+ into a 8nite semigroup S.
For any word u and any in8nite word x,
u ·’(x) = ’(ux):
We now examine more closely the linked pairs of a D-class. We have the following
lemma which characterizes the conjugacy relation for the linked pairs of a D-class.
Lemma 65. Let D be a D-class of a 8nite semigroup S and let (s1; e1) and (s2; e2)
be two linked pairs such that s1; e1; s2; e2∈D. The linked pairs (s1; e1) and (s2; e2) are
conjugate i: s1R s2.
Proof. We already have pointed out that the de-nition of conjugacy implies that
s1R s2. Suppose conversely that s1R s2. Since the idempotent e1 belongs to D, this
D-class is regular and the R-class of s1 and s2 contains an idempotent e. We claim that
[s1; e1]= [s2; e2]= [e; e]. Since s1e1 = s1, the relation s1L e1 holds. Since s1 belongs to
Re ∩Le1 , there is an element t1∈Re1 ∩Le such that s1t1 = e and t1s1 = e1. This proves
the equality [s1; e1]= [e; e]. In the same way, we have [s2; e2]= [e; e].
The set of conjugacy classes of linked pairs of a D-class D can be then identi-ed
with the set of R-classes of D.
6.3.2. Chains expansion
In this section, we describe a construction which is close to the Rhodes expansion of
a semigroup. For further details on semigroup theory, the reader is referred to [6,15].
Concerning the Rhodes expansion, see [19,3]. We warn the reader that the Rhodes
expansion is usually constructed with the L-order when we construct it with the R-
order. This is due to the fact that in-nite words are right-in-nite.
A -nite sequence (s1; : : : ; sn) of elements of a semigroup S such is called an R-
chain if it is decreasing for the R-order, i.e. s1¿R · · ·¿R sn. An R-chain is said to
be strict if it is strictly decreasing for the R-order, i.e. s1¿R · · ·¿R sn. The set of
strict R-chains of a semigroup S is denoted by Sˆ. If the semigroup is -nite, this set is
-nite since the length of a strict R-chain is less than the cardinality of the semigroup.
In the sequel, we write chain instead of R-chain.
Let ’ : A+→ S be a morphism from A+ into a -nite semigroup S. Our aim is to
associate a strict chain of Sˆ with any in-nite word. We start by associating a strict
chain of Sˆ with any -nite word and we then extend this concept to in-nite words.
Let w= a1 : : : an be a word of A+ and let wi = a1 : : : ai be its pre-x of length i for
16i6n. Let si =’(wi) be the image of the pre-x wi by ’. The sequence (s1; : : : ; sn)
is then a chain of S. However, this chain might not be strict. In order to associate
with w a strict chain, we de-ne a reduction = which maps any chain to a strict
chain obtained by suppressing some elements. This reduction is inductively de-ned as
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Fig. 13. An R-chain of length 8.
follows:
=(s1) = (s1);
=(s1; : : : ; sn) =
{
=(s1; : : : ; sn−1) if snR sn−1;
(=(s1; : : : ; sn−1); sn) if sn¿R sn−1:
It may be easily checked that =(s1; : : : ; sn) is a strict chain and that this chain is
in fact a subsequence of the sequence (s1; : : : ; sn). There are integers i0; : : : ; ik such
that =(s1; : : : ; sn)= (si0 ; : : : ; sik ). Furthermore, the integer i0 is equal to 1 whereas the
integers i1; : : : ; ik are the positions where the chain (s1; : : : ; sn) is strictly decreasing.
Indeed, it can be checked that the set {i1; : : : ; ik} is exactly the set of integers i
such that si−1¿R si. The reduction = removes from the chain any element which is
R-equivalent to its left neighbor. The -rst element of the chains always remains in the
reduction whereas the last element may disappear if it is R-equivalent to the last but
one. Our reduction diDers from the one usually used for the Rhodes expansion of a
semigroup. The usual Rhodes expansion removes any element which is R-equivalent
to its right neighbor and the result would be (si1−1; : : : ; sik−1; sn).
With any -nite word w= a1 : : : an, we associate the strict chain ’ˆ(w)= =(s1; : : : ; sn)
where si =’(a1 : : : ai) for 16i6n. We point out that the map ’ˆ is not a morphism.
The reduction = is illustrated in the following example.
Example 66. In Fig. 13 is pictured an R-chain of length 8. The set I is equal to
{3; 4; 7} and the reduced chain =(s1; : : : ; s8) is (s1; s3; s4; s7). These elements are marked
in black in the -gure.
The following two examples give the set of strict chains of the semigroups S1 and
S2 already presented in Examples 61 and 62.
Example 67. The semigroup S1 of Example 61 has only one L-class which is
R-trivial. The only R-chains are the sequences on length 1. Thus, the set Sˆ1 is equal
to {(e); (f)}.
Example 68. The strict R-chains of the semigroup S2 of Example 62 are the sequences
(1), (0) and (1; 0).
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We de-ne a left action of A∗ on Sˆ by
a · (s1; : : : ; sn) = =(’(a); ’(a)s1; : : : ; ’(a)sn):
The map ’ˆ is not a morphism but the left action of A∗ on Sˆ is compatible with ’ˆ
in the following sense.
Proposition 69. Let ’ : A+→ S be a morphism from A+ into a 8nite semigroup S.
For any words u and w of A+, we have
u · ’ˆ(w) = ’ˆ(uw):
Proof. We only prove the result when the word u is a single letter. The whole result
follows by induction on the length of u. Assume the word u is the letter a. Let
w= a1 : : : an and let wi = a1 : : : ai be its pre-x of length i for 16i6n. Let si =’(wi)
be the image of the pre-x wi by ’. We note s′0 =’(a) and s
′
i =’(a)si for 16i6n.
The elements (s′0; : : : ; s
′
n) are thus the images of the pre-xes of the word aw. Assume
’ˆ(w)= (si0 ; : : : ; sik ) where i0 = 1. Since sjR sik for ik6j6ik+1−1, we have s′jR s′ik for
ik6j6ik+1 − 1. We then have
a · ’ˆ(w) = =(s′0; s′i0 ; : : : ; s′ik )
= =(s′0; s
′
1; : : : ; s
′
n)
= ’ˆ(aw):
We now distinguish some of the transitions a . (s1; : : : ; sn) de-ned by this left action.
These transitions will play an important role in the de-nition of the automaton AS .
We note s′0 =’(a) and s
′
i =’(a)si for 16i6n. The transition a . (s1; : : : ; sn) is said to
be cutting iD s′n−1R s
′
n. In this case, the strict chain =(s
′
0; : : : ; s
′
n) is, by de-nition of =,
equal to =(s′0; : : : ; s
′
n−1) and the last element s
′
n of the chain is cut oD. The following
proposition states the key property of cutting transitions.
Proposition 70. Let w∈A+ be a 8nite word and let (s1; : : : ; sn) be any strict chain of
Sˆ. If the path w . (s1; : : : ; sn) contains more than n cutting transitions, the strict chain
w · (s1; : : : ; sn) is then equal to ’ˆ(w).
Proof. We claim that, for any word u, if the chain u · (s1; : : : ; sn) is equal to (t1; : : : ; tm),
there is an integer 16k6m such that the chain (t1; : : : ; tk) is equal to ’ˆ(u). Further-
more, if this integer k is strictly smaller than m, the diDerence m−k is bounded by the
diDerence n− c where c is the number of cutting transitions in the path u . (s1; : : : ; sn).
If we prove this assumption, we prove the result. Indeed, when the number c of cutting
transitions is greater than n, the integer k must be equal to m and ’ˆ(w) is equal to
w · (s1; : : : ; sn).
We prove the assumption by induction on the length of u. Let a be a letter. Assume
that the path u . (s1; : : : ; sn) contains c cutting transitions and that u · (s1; : : : ; sn) is equal
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to (t1; : : : ; tm). Assume also that ’ˆ(u) is equal to (t1; : : : ; tk) where the integer k is such
that k =m or m− k is bounded by n− c.
If k =m, the chain (t1; : : : ; tm) equals ’ˆ(u) and by Proposition 69, the chain a · (t1; : : : ;
tm)= au · (s1; : : : ; sn) equals ’ˆ(au).
We now suppose that k¡m. We note t′0 =’(a) and t
′
i =’(a)ti for 16i6m. By
de-nition of the left action, we have
a · (t1; : : : ; tm) = =(t′0; t′1; : : : ; t′k ; : : : ; t′m):
Since ’ˆ(u)= (t1; : : : ; tk), we have ’ˆ(au)= =(t′0; t
′
1; : : : ; t
′
k) by Proposition 69. Assume
that =(t′0; t
′
1; : : : ; t
′
k) is equal to the chain (t
′
i1 ; : : : ; t
′
ik′ ) where i1 = 0. The -rst k
′
elements of the chain =(t′0; t
′
1; : : : ; t
′
k ; : : : ; t
′
m) are then (t
′
i1 ; : : : ; t
′
ik′ ). We can then write
=(t′0; t
′
1; : : : ; t
′
k ; : : : ; t
′
m)= (t
′
i1 ; : : : ; t
′
ik′ ; : : : ; t
′
im′ ). The other elements (t
′
ik′+1
; : : : ; t′im′ ) come
from the reduction of the chain (t′k+1; : : : ; t
′
m) This ensures that m
′ − k ′6m − k. If
the transition a . (t1; : : : ; tm) is not cutting, the number c′ of cutting transitions in the
whole path au . (s1; : : : ; sn) is equal to c and we have m′− k ′6n− c′. If this transition
is cutting, we have c′= c+ 1. In this case, we have t′m−1R t
′
m and the last element t
′
m
is cut oD by the reduction. This ensures that m′ − k ′6m− k − 16n− c′.
We already have de-ned the strict sequence ’ˆ(w) for a -nite word w∈A+. We now
explain how this concept can be extended to in-nite words. Let x= a1a2a3 : : : be an
in-nite word and let xn= a1 : : : an be its pre-x of length n. We de-ne the sequence
si of S by si =’(xi). Since the semigroup S is -nite the sequence si cannot decrease
in-nitely often for the R-order. There is then an integer n0 such that siR sj for i; j¿n0.
We have then ’ˆ(xi)= ’ˆ(xj) for i; j¿n0. We de-ne ’ˆ(x) as ’ˆ(xi) for any i¿n0.
The result of Proposition 69 can be extended to in-nite words.
Proposition 71. Let ’ : A+→ S be a morphism from A+ into a 8nite semigroup S.
For any word u of A+ and any in8nite word x of A!, we have
u · ’ˆ(x) = ’ˆ(ux):
Proof. It su9ces to apply Proposition 69 to a long enough pre-x of x.
6.3.3. Automaton AS
In this section, we describe a CUGBA recognizing a set X . Let X be a set of in-nite
words and let ’ : A+→ S be a morphism from A+ into a -nite semigroup S such that
X =’−1(P) where P is a subset of S˜.
We now construct the GBA AS =(Q; A; E; I;F). The set Q of states is a subset of
S˜ × Sˆ de-ned by
Q = {([s; e]; (s1; : : : ; sn)) | sR sn}:
The set I of initial states is de-ned by
I = {([s; e]; (s1; : : : ; sn)) ∈ Q | [s; e] ∈ P}:
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Fig. 14. Automaton AS1 of Example 72.
Fig. 15. Automaton AS2 of Example 73.
The set E of transitions of the automaton A is naturally de-ned by the actions of
A∗ on S˜ and Sˆ.
E = {(a · [s; e]; a · (s1; : : : ; sn)) a→ ([s; e]; (s1; : : : ; sn))}:
The automaton A is then codeterministic and complete. The family F actually contains
one set F of -nal transitions. This set F is the set of transitions such that ’(a)sD e
and such that
a · (s1; : : : ; sn) a→ (s1; : : : ; sn)
is cutting. We illustrate the construction with the two following examples.
Example 72. Let A= {a; b} be the alphabet. The set X = aA! of in-nite words
beginning with an a is recognized by the morphism ’ : A+→ S1 de-ned by ’(a)= e
and ’(b)=f. See Example 61 for the linked pairs of S1 and see also Example 67
for the R-chains of this semigroup. The automaton AS1 is pictured in Fig. 14. All its
transitions are -nal.
Example 73. Let A be the alphabet {a; b}. The set X =(A∗b)! of in-nite words having
an in-nite number of b is recognized by the morphism ’ : A+→ S2 de-ned by ’(a)= 1
and ’(b)= 0. See Example 62 for the linked pairs of S2 and see also Example 68 for
the R-chains of this semigroup. The automaton AS2 is pictured in Fig. 15. The -nal
transitions are drawn with a wider line.
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We now prove that the automaton AS we have de-ned is really a CUGBA recog-
nizing the set X . We -rst prove that any in-nite words labels at least one -nal path
in AS . Then we prove that any in-nite word labels at most one -nal path in AS .
Let x= a0a1a2 : : : be an in-nite word. Let xi = aiai+1ai+2 be the su9x of x starting
at ai. Let qi be the pair (’(xi); ’ˆ(xi)). Propositions 64 and 71 ensure that the path 
 : q0
a0→ q1 a1→ q2 · · ·
is a path in the automaton AS .
Lemma 74. The path  is 8nal.
Proof. Let x= u0u1u2 : : : be a ramseyan factorization associated with a linked pair
(s; e). Then for each i¿0, ’(uiui+1 : : :)= [e; e]. Fix some i¿2 and let ni be the length
of the word u0u1 : : : ui. The state qni is equal to ([s; e]; (s1; : : : ; sn)) where (s1; : : : ; sn)= ’ˆ
(ui+1ui+2 : : :). In particular, snR e and hence esn= sn. Suppose -rst that n¿2. Then
’(ui)sn−1 = esn−1 and the relation ’(ui)sn−1¿R ’(ui)sn does not hold. If n=1,
the same argument works by replacing sn−1 by 1. It follows that the path of label
ui from qni−1 to qni contains a cutting transition. Furthermore, for any j greater than
the length of u0, the state qj is a state ([s′; e′]; (s′1; : : : ; s
′
m)) with s
′
mR sn and e
′D e.
Therefore, the path from qni−1 to qni contains a -nal transition. This proves that the
path  is -nal.
We now claim that the -nal path labeled by an in-nite word is unique. The fol-
lowing lemma states that the starting state of a -nal path labeled by a given word
x is completely determined by x. By Proposition 4, this proves that the automaton is
unambiguous. By de-nition of the set I of initial states, it also proves that it recognizes
the set X .
Lemma 75. If the in8nite word x is the label of 8nal path in AS , this 8nal path
starts at state (’(x); ’ˆ(x)).
Proof. Let  be a -nal path labeled by x. We prove that the starting state of this path
 must be the pair (’(x); ’ˆ(x)). Since the path  is -nal, some -nal transition occurs
in-nitely often along this path. The in-nite word x can be then factorized x= u0u1u2 : : :
such that the -rst transition of the -nite path labeled by ui is a transition q
a→p which
is -nal. Let q be the state ([s; e]; (s1; : : : ; sn)) and let x′ be the su9x u1u2u3 : : : of x. By
Propositions 64 and 71, it su9ces to prove that ’(x′)= [s; e] and ’ˆ(x′)= (s1; : : : ; sn)
in order to prove the result for x.
For i greater than n, the -nite path u1 : : : ui . q contains more than n cutting tran-
sitions. By Proposition 70, this ensures that ’ˆ(u1 : : : ui)= (s1; : : : ; sn). Since ’ˆ(x′) is
equal to ’ˆ(u) for any long enough pre-x u of x′, ’ˆ(x′) is also equal to (s1; : : : ; sn).
We now prove that ’(x′)= [s; e]. By de-nition of the -nal transitions, we have sD e.
Let D be the common D-class of s, sn and e. Suppose that ’(x1)= [s′; e′]. Since ’ˆ(x′)
equals (s1; : : : ; sn), we have s′R sn and s′R s. Since each path ui . q contains more
than n cutting transitions, this ensures that ’ˆ(ui)= (s1; : : : ; sn) and that ’(ui)R sn. The
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idempotent e′ is then J-below the D-class D. Conversely, the in-nite word x′ cannot
have a factor w such that ’(w) is strictly J-below the D-class D since ’(u1 : : : ui)s= s
and s∈D. This proves that e′∈D and by Lemma 65, we have [s; e] = [s′; e′].
By the two previous lemmas, the automaton AS based on a semigroup S is unam-
biguous and complete and it recognizes the set X of in-nite words. We now analyze
how the size of the automaton depends on the size of the semigroup S. We then give an
upper bound of the size of the automaton AS and we show, by the study of particular
cases, that this upper bound is tight.
Proposition 76. Let n be the cardinality of a semigroup S. The number of states of
the automaton AS is bounded by n22n.
Proof. The number of linked pairs of S is clearly bounded by n2. Thus, the cardinality
of the set S˜ is less than n2. A chain (s1; : : : ; sk) of S is uniquely determined by the
subset {s1; : : : ; sk} of S. The size of Sˆ is then bounded by the number 2n of subsets
of S. Combining both results, we obtain that the number of states of the constructed
automaton is bounded by n22n.
Actually, this upper bound could be slightly improved. It can be proved that the
cardinality of the set S˜ is bounded by n(n + 1)=2. However, the exponential blow up
cannot be avoided. By proposition 15, the automaton AS can be transformed into a
CUBA with n22n+1 states recognizing X .
The following family of examples shows that this upper bound is tight. For any
integer n, there exists a semigroup Sn of size n such that the automaton ASn has at
least (n− 1)2n states.
Example 77. Let Sn be the semigroup {e1; : : : ; en} with the product de-ned by eiej =
emax(i; j). A pair (ek ; el) is linked iD k¿l and [ek ; el] = [ek′ ; el′ ] iD k = k ′ and l= l′.
A sequence (ei1 ; : : : ; eim) is a strict R-chain iD i1¿ · · ·¿im. The set of states of the
automaton ASn is
Qn = {([ek ; el]; (ei1 ; : : : ; eim)) | k = im and k ¿ l and i1¿ · · ·¿im}:
and its cardinality is
∑n
k=1 k2
k−1 = (n−1)2n+1. Indeed, for each integer k, the integer
l can have k diDerent values and there are 2k−1 diDerent strict chains such that im= k.
7. Conclusion
As a conclusion, we discuss some applications of unambiguous B$uchi automata and
we mention some open problems. This paper deals with right-in-nite but the main
result also applies to left-in-nite words. Two-sided in-nite words, that is, words of
AZ can also be considered. Using simultaneously two unambiguous automata for right-
in-nite words and for left-in-nite words, one gets an unambiguous automaton for
two-sided in-nite words. This leads to a McNaughton’s like theorem for two-sided
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in-nite words. Since unambiguous B$uchi automata are codeterministic, they naturally
de-ne right-sequential functions if their transitions are equipped with output. A well-
known theorem states that any rational function of -nite words is the composition of
a left-sequential and a right-sequential function. Adapting the -rst proof of the main
result, an analogous theorem can be proved for in-nite words. Since this paper is
already rather long, these two applications will be developed in forthcoming papers.
Propositions 4 and 8 give two characterizations of complete unambiguous B$uchi
automata. Furthermore, they shows that it can be eDectively checked whether a given
automaton is unambiguous and complete. However, it is not clear whether this test can
be performed in polynomial time.
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