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Abstract
An important task in neuroscience is stimulus reconstruction: given activity
in the brain, what stimulus could have caused it? We build on previous
literaturewhichusesneural codes to approach this problemmathematically.
A neural code is a collection of binary vectors that record concurrent firing
of neurons in the brain. We consider neural codes arising from place cells,
which are neurons that track an animal’s position in space. We examine
algebraic objects associated to neural codes, and completely characterize
a certain class of maps between these objects. Furthermore, we show that
suchmapshavenatural geometric implications related to the receptivefields
of place cells. Lastly we describe several purely geometric results related to
neural codes.
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Chapter 1
Introduction and Preliminaries
In 1971 O’Keefe and Dostrovsky (1971) described spatial information en-
coded in the hippocampus of rats. The authors found that certain cells fired
only in particular regions of a rat’s environment, and that together these
cells encoded a “spatial map” of the rat’s surroundings. These neurons,
known as place cells, play an important role in an animal’s perception of
space.
A critical problem that arises in the study of place cells is that of stimulus
reconstruction. If we observe a collection of place cells firing in the brain,
what can we infer about the spatial stimulus that caused this activity? In
Curto and Itskov (2008) the authors addressed this questionmathematically
by considering combinatorial neural codes. A combinatorial neural code
is a collection of binary vectors which encode concurrent firing behavior
among neurons. The authors found that topological features of an animal’s
environment can be extracted directly from these codes. Recent work has
sought to understand these codes and their associated stimuli from many
perspectives, including algebraic geometry, topology, and combinatorics.
These codes can be used to understand the behavior of place cells as well as
other types of neurons. There exist other types of neural codes, but in this
thesis we will consider only combinatorial neural codes.
For a given code we will assume that its associated stimulus come from
a Euclidean topological spaceX ⊆ Rd . We associate each place cell to the set
of points inXwhere it fires, and our general task is stimulus reconstruction.
Given a neural code, we want to associate each neuron to a set in X so that
we obtain the original code as a response to the space. In the remainder
of this chapter we will introduce and make precise the terminology used
throughout.
2 Introduction and Preliminaries
1.1 Neural Codes and Realizations
Neural codes serve as a combinatorial representation of spatial information
stored in the brain. Asmentioned previously, these codes arise according to
the firing patterns of neurons (specifically place cells). There is no inherent
restriction onwhich codes are neural codes. Indeed, any collection of binary
vectors with the same number of bits can be thought of as arising from the
firing of neurons.
Definition 1.1 (Curto et al. (2013)). A code or neural code is a set C ⊆ {0, 1}n
of binary vectors. The vectors in C are called codewords.
Each vector in the code indicates a set of neurons that fire concurrently.
For example, if a code C contains a codeword whose third and fourth bits
are both 1 while all other bits are 0, this indicates that the third and fourth
neuron fired concurrently while no other neurons were active. Each neuron
can be associated naturally to the set of points in the stimulus space where
it fires. Conversely, given a collection of sets one can associate each set to a
neuron, and analyze the resulting code structure.
Definition 1.2 (Curto et al. (2013)). LetU  {U1 , . . . ,Un} be a collection of
sets in a topological space X. The code ofU is the neural code defined by
C(U) :
c ∈ {0, 1}n

*.,
⋂
ci1
Ui
+/- \
*.,
⋃
c j0
U j
+/- , ∅
 .
By convention, the empty intersection is the entire space X, while the
empty union is the empty set. This means that if the sets inU do not cover
X, we will include 00 · · · 0 in the code since X \⋃ j∈[n]U j will be nonempty.
Often U will be a collection of open sets, but this is not always the
case. It is sometimes informative to let the sets be closed, or place other
constraints on them. As mentioned before, we will always assume that the
spaceX can be embedded in Euclidean space of some dimension, soX ⊆ Rd
for some d. Translating from a collection of sets to a code is at first opaque,
and so considering an example is appropriate.
Figure 1.1 shows 5 open sets in R2. Note that since these sets do not
cover all of R2, we include 00000 in our code. We can see that codewords
in C(U) are naturally associated to the different regions of intersection
between the sets in U . For example, 00110 is associated to the region
(U3 ∩ U4) \ (U1 ∪ U2 ∪ U5). This observation motivates the definition of a
codeword region.
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Figure 1.1 A collection U  {U1 ,U2 ,U3 ,U4 ,U5} of sets in R2 with
several codeword regions labeled. The full code of these sets is C(U) 
{00000, 10000, 01000, 00010, 11000, 10010, 01010, 00110, 00011, 10110, 01110}.
Definition 1.3 (Jeffs et al. (2015)). Let U  {U1 , . . . ,Un} be a collection of
sets and v ∈ {0, 1}n be a binary vector. Then the codeword region of v inU
is the set
U(v) :
⋂
vi1
Ui \
⋃
v j0
U j .
Note that although codeword regions are defined in Jeffs et al. (2015) and
discussed in Curto et al. (2013), our notation differs from previous literature
slightly. The notation for the codeword region in Jeffs et al. (2015) is Vc for
a vector c. Here we have chosen to write U(v) to make it clear that the
codeword region can vary depending on the realizationU . This definition
of a codeword region allows us to rewrite Definition 1.2 more compactly as
C(U)  {c ∈ {0, 1}n | U(c) , ∅}.
It is straightforward to write down the code of a collection of sets U ,
but can we go the other direction? Given a code, can we find a collection of
sets that produce this code? We call such a collection of sets a realization.
Definition 1.4 (Curto et al. (2013)). Let C be a code. If C  C(U) for some
collection of setsU in a space X, then we say thatU is a realization of C in
X.
As it turns out, all codes have a realization in some spaceX ⊆ Rd for any
positive integer d. The following proposition proves this claim for d  1,
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and the same strategy works for any positive d.
Proposition 1.5 (Curto et al. (2013)). Let C be a code. Then there exists a space
X ⊆ R1 in which C has a realization.
Proof. Index the codewords in C as {c1 , . . . , cm} and let B1 , . . . , Bm be dis-
joint open intervals in R1. Set Ui 
⋃
i∈supp(ck) Bk , and X 
⋃m
j1 B j . By
construction, the collectionU  {U1 , . . . ,Um} is a realization of C in X. 
Whenweplace restrictions on the spaceX and the sets inU , the question
of which codes have realizations becomes more interesting. Constraints
on our space can model biological phenomena realistically, giving insight
into which codes arise in natural settings. It is therefore important to
classify how codes and their realizations behave under certain restrictions.
Determining which codes have realizations consisting of convex open sets
is one of the fundamental questions in the study of neural codes. The
following section introduces these notions in more detail.
1.2 Convex Codes
Since neural codes arise biologically, it is natural to examine the firing
regions of neurons in reality. As evidenced by Proposition 1.5, all codes
have a realization in some subspace of Rd . However, such realizations are
not a realistic model of biological data. In fact, biological data suggests that
the firing regions of place cells are typically convex, and at a minimum are
connected.
Intuitively, a convex set is a subset of Euclidean space inwhich any point
can be “seen” from any other point.
Definition 1.6. A convex set is a set A ⊆ Rd such that for any p , q ∈ A, the
line segment from p to q is in A. More precisely, A is convex if and only if
{(1 − t)p + tq | 0 ≤ t ≤ 1}
is a subset of A for all p , q ∈ A.
Figure 1.2 gives an example of a convex set and a nonconvex set.
Figure 1.2 A convex setA and a nonconvex
set B.
Definition 1.7. Let C be a code. If C
has a realization consisting of open
convex sets in a convex space X ⊆
Rd then C is called a convex code.
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Convex codes realisticallymodel
manykinds of neural data, and clas-
sifying them precisely is difficult.
Not all codes are convex, and theob-
structions to convexity are numer-
ous and varied. As a first example, the following proposition presents a
code on three neurons which is never convex in any dimension.
Proposition 1.8 (Curto et al. (2013)). Not all codes are convex. In particular,
C  {0, 1}3 \ {111, 100} does not have a realization consisting of convex open sets
in any convex subspace of Rd .
Proof. Suppose that C did have some convex realizationU  {U1 ,U2 ,U3}
in a convex space X ⊆ Rd . Since 110 is in the code, there exists a point
p ∈ U1 ∩ U2 but not in U3. Likewise, since 101 is in the code there exists a
point q ∈ U1 ∩ U3 but not in U2. Now consider a line segment between p
and q. Since both p and q are in U1 and U1 is convex, this line segment is
contained entirely in U1.
There are two cases: either U2 and U3 cover this line segment, or they
do not. If the sets do not cover the line then there is some point on the line
which is in only U1. Then C must contain 100, a contradiction. Otherwise,
U2 and U3 form an open cover of the line segment, which is a connected
space. Thus U2 and U3 overlap at some point on the line. This point is
then in U1 ∩ U2 ∩ U3, and the code C must contain 111. Again this is a
contradiction, and we conclude that C is not a convex code. 
Note that the code given in Figure 1.1 is a convex code with a realization
in R2.
1.3 Combinatorial and Geometric Tools
So far we have treated codes simply as collections of binary vectors, but
they can also be thought of as collections of subsets of [n]. In particular, we
can associate each vector to the set of indices on which it is nonzero. This
association provides a combinatorial perspective fromwhich to view codes
and makes certain characterizations more natural and elegant.
Definition 1.9 (Jeffs et al. (2015)). The support of a vector v ∈ {0, 1}n is the
set supp(v) : {i | vi , 0} of indices at which the bits in v are nonzero. The
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support of a code C is the collection containing the support of each vector in
C:
supp(C) : supp(c) | c ∈ C	 .
Since a code and its support encode the same information we will use
the two interchangeably when it does not give rise to ambiguity. Likewise,
we will often avoid distinguishing between vectors on n bits and subsets of
[n]. In some cases it can be useful to restrict a code to a smaller number of
indices by “zeroing out” all other indices.
Definition 1.10. LetC be a code on n bits and let σ ⊆ [n]. Then the restriction
of C to σ, denoted C |σ, is the code on n bits obtained by setting bits whose
indices are not in σ to zero. Equivalently,
C |σ : {σ ∩ τ | τ ∈ C}.
Restriction is the result of forgetting the behavior of all neurons except
those in σ. The resulting code is still on n bits, but any realization of this
code will necessarily have empty sets for all neurons not in σ. Hence the
resulting code has at most |σ| nontrivial bits.
Closely related to supports of codes are simplicial complexes, which are
combinatorial objects with slightly more structure than the support of a
code. Simplicial complexes have geometric properties which can often be
used to infer information about a code.
Definition 1.11 (Curto et al. (2013)). A simplicial complex is a set ∆ ⊆ 2[n]
which is closed under taking subsets. That is, if σ ∈ ∆ and τ ⊆ σ then τ ∈ ∆.
The sets in ∆ are called faces. A facet of ∆ is a face which is not properly
contained in any other face of ∆. If ∆ has a unique facet then we say that it
is a simplex.
Observe that a simplicial complex is uniquely determined by its facets.
The property that a simplicial complex is closed under taking subsets is
sometimes referred to as being “downclosed.” Given any collection S of
subsets of [n] we can downclose S to form a minimal simplicial complex
containing S.
Definition 1.12 (Curto et al. (2013)). Let S ⊆ 2[n]. Then the simplicial complex
or downclosure of S is the set
∆(S) : {τ ⊆ [n] | τ ⊆ σ for some σ ∈ S}.
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One can verify that ∆(S) is indeed a simplicial complex, and that in fact
it is the smallest simplicial complex containing S as a subset. When S is
supp(C) for some code C we will write ∆(C) for the simplicial complex
of the support. Returning to the code given in Figure 1.1, we can write
C  C(U) in terms of its support as follows:
C  {00000, 10000, 01000, 00010, 11000, 10010, 01010, 00110, 00011, 10110, 01110}
 {∅, 1, 2, 4, 12, 14, 24, 34, 45, 134, 234}.
In the expression above we have omitted brackets and commas from sets in
the support to avoid clutter. Taking the downclosure of C, we have that
∆(C)  {∅, 1, 2, 3, 4, 5, 12, 13, 14, 23, 24, 34, 45, 134, 234}.
The facets of this simplicial complex are 12, 45, 134, and 234. Note that these
correspond to the regions of highest order intersection in Figure 1.1. In this
case we had to add several sets to C to obtain a simplicial complex, but this
is not always the case since some codes have supports which are already
simplicial complexes.
An important notion in simplicial complexes is the link of a face. Intu-
itively, the link of a face σ ∈ ∆ is the result of localizing to sets containing
σ. One can generalize the concept of a link to arbitrary codes. We provide
both definitions below.
Definition 1.13. Let ∆ be a simplicial complex and let σ ∈ ∆ be a face of ∆.
Then the link of σ in ∆ is the simplicial complex
Lkσ(∆) : {τ ⊆ [n] | σ ∩ τ  ∅ and σ ∪ τ ∈ ∆}.
Definition 1.14. Let C be a code on n bits and let σ ⊆ [n] be any set. The
link of σ in C is a code on n bits given by
Lkσ(C) : {τ ⊆ [n] | σ ∩ τ  ∅ and σ ∪ τ ∈ C}.
Notice that these definitions are compatible in the sense that if C is a
simplicial complex then the link of any face σ in C as a code is the same
as its link in C as a simplicial complex. It is also worth noting that Lkσ(C)
need not be a subset of C (e.g., if σ is a subset of all sets in C).
One can think of the link as the result of collecting all sets inC containing
σ, and removing σ from each set. This observation yields an intuitive
characterization of the link, given below. It is also useful to observe that if
C is a simplicial complex then so is any link in C.
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Lemma 1.15. Let C be a code on n bits and σ ⊆ [n]. Then
(i) τ ∈ Lkσ(C) if and only if τ  γ \ σ for some γ ∈ C, and
(ii) If C is a simplicial complex then so is Lkσ(C).
Proof. To see that the forward direction of (i) holds, let γ  σ∪ τ. Then note
that γ is in C by the definition of the link, and since σ and τ are disjoint,
we have that τ  γ \ σ. The reverse direction follows from the fact that if
τ  γ \ σ for γ ∈ C, then τ is necessarily disjoint from σ and σ ∪ τ  γ is in
C.
For (ii), let τ be in Lkσ(C) and let τ′ be any subset of τ. Clearly τ′ is
disjoint from σ, and furthermore τ′ ∪ σ is a subset of τ ∪ σ, which is a face
of C. Since C is downclosed, τ′∪ σmust also be in C, and so τ′ is in Lkσ(C).
Thus Lkσ(C) is downclosed as desired. 
Links provide a method of localizing within a code while preserving
important structural properties. Furthermore, linking plays nicely with
operations such as downclosing, union, and intersection, as illustrated by
the following lemmas.
Lemma 1.16. Linking commutes with downclosure. That is, Lkσ(∆(C)) 
∆(Lkσ(C)) for any code C on n bits and σ ⊆ [n].
Proof. We can apply the definitions of linking and downclosure straightfor-
wardly to compute that
Lkσ(∆(C))  {τ ⊆ [n] | σ ∩ τ  ∅ and σ ∪ τ ∈ ∆(C)}
 {τ ⊆ [n] | σ ∩ τ  ∅ and σ ∪ τ ⊆ γ for some γ ∈ C}
 {τ ⊆ [n] | τ ⊆ (γ \ σ) for some γ ∈ C}
 {τ ⊆ [n] | τ ⊆ γ′ for some γ′ ∈ Lkσ(C)}
 ∆(Lkσ(C)).
Note that the second to last equality follows from (i) of Lemma 1.15. This
proves the desired result. 
Lemma 1.17. Let ∆ be a simplicial complex on n vertices and let σ1 , σ2 ⊆ [n].
Then
(i) Lkσ1∪σ2(∆) ⊆ Lkσ1(∆) ∩ Lkσ2(∆), and
(ii) Lkσ1(∆) ∪ Lkσ2(∆) ⊆ Lkσ1∩σ2(∆).
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Proof. For (i), suppose that τ ∈ Lkσ1∪σ2(∆). Then necessarily τ is disjoint
from both σ1 and σ2, since it is disjoint from their union. Furthermore,
τ ∪ σ1 and τ ∪ σ2 are both faces in ∆ since τ ∪ σ1 ∪ σ2 is a face of ∆ and ∆ is
downclosed. Thus τ is in both Lkσ1(∆) and Lkσ2(∆).
To see that (ii) holds, let τ be inLkσ1(∆)∪Lkσ2(∆). Since τ is disjoint from
at least one of σ1 and σ2 it is disjoint from their intersection. If τ ∈ Lkσ1(∆)
then τ∪σ1 is a face of∆, and since∆ is downclosed, so must be τ∪ (σ1∩σ2).
By symmetric reasoning, if τ ∈ Lkσ2(∆) then τ ∪ (σ1 ∩ σ2) is again a face of
∆. Thus τ ∈ Lkσ1∩σ2(∆). 
1.4 Classes of Codes
The problem of determiningwhether an arbitrary neural code is convex has
proven to be difficult, and remains an open problem Curto et al. (2015). As
a result it is natural to consider codes which satisfy certain mathematical
constraints. These restricted classes of codes can be easier to analyze for
convexity, while still providing useful results. In this section we briefly
mention several important classes of codes and provide an overview of the
literature regarding them.
Definition 1.18 (Jeffs et al. (2015)). A code C is k-sparse if |σ| ≤ k for every
σ ∈ C. Equivalently, if the dimension of ∆(C) is no larger than k − 1.
Biologically, a k-sparse code is one in which nomore than k neurons fire
simultaneously. Conveniently, most biological data is relatively sparse in
nature. In Jeffs et al. (2015) the authors classified all 2-sparse codes which
have convex realizations in R3.
Since simplicial complexes are well understood, one might hope for the
support of a code to be a simplicial complex.
Definition 1.19 (Curto et al. (2013)). A code C is a simplicial complex code if
supp(C) is a simplicial complex.
A slightly weaker condition than downclosure is that of being closed
under intersection. Codeswhose supports are closed under intersection are
called intersection complete, and form a larger class of codes than simplicial
complex codes.
Definition 1.20 (Curto et al. (2015)). A code C is intersection complete if it
is closed under intersection. That is, if σ ∩ τ ∈ C for all σ, τ ∈ C.
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As discussed in Curto et al. (2015), it is known that any intersection
complete code is convex. Since simplicial complexes are closed under in-
tersection this immediately implies that simplicial complex codes are also
convex. Classifying codes by certain properties such as sparsity and in-
tersection completeness is a useful avenue to understanding convex codes.
Although the general problem of determining when a code is convex has
proven difficult, these special cases help classify existing neural data con-
cretely.
Chapter 2
An Algebraic Approach to
Understanding Codes
In this chapter we approach codes from an algebraic perspective. By asso-
ciating algebraic objects to codes we are able to understand their structure
in new and revealing ways. We are also able to leverage traditional tools
from fields such as algebraic geometry. We begin with an overview of some
existing algebraic techniques in the study of neural codes, and discuss in
particular the neural ideal of a code. In section 2.4 we consider algebraic
maps between polynomial rings and their effects on codes, drawing a cor-
respondence between these maps and “transformations” of codes. We will
see in Chapter 3 that some of these transformations have natural geometric
meanings.
2.1 Ideals and Varieties
In algebraic geometry two objects of concern are ideals and varieties. Vari-
eties are zero sets of polynomials in a space. For example {(x , x2) | x ∈ R}
is a variety in R2 since it is the zero set of the polynomial y − x2. Varieties
are associated to the ideal in a polynomial ring consisting of all polynomials
which vanish on the variety. This allows for translation between the worlds
of algebra and geometry. To analyze codes we will consider the space F n2
of all binary vectors on n bits. Our polynomials will come from the ring
F2[n] : F2[x1 , . . . , xn].
Definition 2.1 (Curto et al. (2013)). Let C ⊆ F n2 be a code on n bits. The ideal
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of C, denoted IC , is the set
IC : { f ∈ F2[n] | f (c)  0 for all c ∈ C}.
Proposition 2.2 (Curto et al. (2013)). IC is an ideal in F[n].
Proof. Notice that IC is never empty since it always contains the zero poly-
nomial. Then let f , g ∈ IC . Clearly f − g ∈ IC since for any c ∈ C we have
( f − g)(c)  f (c) − g(c)  0 − 0  0. Similarly, f g ∈ IC since we will have
( f g)(c)  f (c)g(c)  0 ·0  0. Thus IC is a subring of F[n]. Letting h ∈ F2[n]
we see that IC is an ideal since (h f )(c)  h(c) f (c)  h(c) · 0  0. 
Definition 2.3 (Curto et al. (2013)). Let I ⊆ F2[n] be an ideal. Then the
variety of I, denoted V(I), is the set
V(I) : {v ∈ F n2 | f (v)  0 for all f ∈ I}.
Note that the variety of an ideal may be empty, for example in the case
that I  F2[n]. For ideals IC we have thatV(IC)  C, and ideals IC and codes
C are in 1-to-1 correspondence via this relationship. The IC can be used to
infer properties of C and its realizations, as the following example hints.
Example 2.4. Suppose that we are given an ideal IC ⊆ F2[3] which contains
the polynomial f  x1(1 − x2). Then C cannot contain either 100 or 101,
since f does not vanish on these vectors.
There are some nonzero polynomials which are in IC for every code C.
In particular, the polynomial xi(1 − xi) vanishes on every binary vector for
any i. These polynomials are referred to as Boolean. Their presence in IC is
a product of the fact that we are working over a finite field, and they do not
encode any useful information about our code. This motivates the content
of the following section, which seeks to remedy the fact that IC contains
these trivial relations.
2.2 Neural Ideals
Instead of associating each code C to the ideal IC , we seek to construct a
neural ideal for a code, which captures only nontrivial information about
the code. To do this we first examine pseudomonomials. We will see
that pseudomonomials can be used to encode effectively all interesting
information about a code.
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Definition 2.5 (Curto et al. (2013)). A pseudomonomial is a polynomial f ∈
F2[n] which is the product of independent linear factors in single variables.
That is, we have that
f 
∏
i∈σ
xi
∏
j∈τ
(1 − x j).
where σ, τ ⊆ [n] and σ ∩ τ  ∅.
In the definition above we adopt the usual convention that the empty
product is 1. Notice that Boolean relations xi(1 − xi) are not pseudomono-
mials since they have σ  τ  {i}. For convenience we will write xσ for∏
i∈σ xi and xτ for
∏
j∈τ(1− x j) for the expressions in Definition 2.5, so that
pseudomonomials are expressed as
f  xσxτ .
Pseudomonomials have an important relationship to vectors in F n2 . In par-
ticular, we can uniquely associate each vector a degree n pseudomonomial
which evaluates to zero on all other binary vectors.
Definition 2.6 (Curto et al. (2013)). Let v ∈ F n2 . Then the indicator for v is
the pseudomonomial
ρv :
∏
vi1
xi
∏
v j0
(1 − x j).
Notice that ρv(w)  1 if and only if w  v, and otherwise ρv(w)  0.
Also observe that every degree n pseudomonomial is an indicator polyno-
mial for some vector: since we have n factors and cannot repeat variables
we must have exactly one factor xi or x i for each i. It also worth noting
that no pseudomonomial can have degree larger than n, again since each
variable appears in at most one linear factor. Thus indicator polynomials
are precisely the set of maximal pseudomonomials in F2[n] with respect to
division.
We are now prepared to establish a more precise translation between
codes in F n2 and ideals in F2[n] by defining the neural ideal and neural ring
of a code. Introduced in Curto et al. (2013), the neural ideal and ring are
defined as follows.
Definition 2.7 (Curto et al. (2013)). Let C ⊆ F n2 be a code on n bits. Then
the neural ideal of C, denoted JC , is the ideal
JC : 〈ρv | v < C〉.
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Here we adopt the convention that the ideal generated by the empty set is
the zero ideal. Then neural ring of C is the quotient ring
RC : F2[n]/IC .
This ring can be thought of as the ring of functions C → {0, 1}.
Notice that because JC is generated by indicators for vectors not in C we
have immediately that JC ⊆ IC . In fact, Curto et al. (2013) showed that the
only difference between JC and IC is that IC contains the Boolean relations
while JC need not. This allows us to decompose IC neatly.
Definition 2.8 (Curto et al. (2013)). The Boolean ideal is the ideal B : 〈xix i |
i ∈ [n]〉 generated by all possible Boolean relations.
Lemma 2.9 (Curto et al. (2013)). Let C be a code. Then IC  JC + B.
One can verify that V(JC)  C. The following example provides some
initial evidence that JC is useful in determining the properties of codes and
their realizations.
Example 2.10. Let C  {000, 100, 010, 110, 001}. The only codewords not in
C are 111, 101, and 011. Thus the neural ideal of C is
JC  〈ρ111 , ρ101 , ρ011〉  〈x1x2x3 , x1(1 − x2)x3 , x(1 − x1)x2x3〉.
However, there are more pseudomonomials in JC than just the three in-
dicators above. In particular, we can notice that ρ111 + ρ101  x1x3, and
ρ111 + ρ011  x2x3. Because x1x3 is in JC , it must be the case that no code-
word in C is of the form 1 ∗ 1 where ∗ ∈ {0, 1}, since x1x3 evaluates to 1
on such a codeword. But this means that in any realization of C we must
have U1 ∩ U3  ∅. Similar logic tells us that since x2x3 ∈ JC , we must have
U2∩U3  ∅ in any realization of C. From this we see that the polynomials in
JC can encode important information about relationships between the sets
in a realization of C.
In order to characterize the structure of neural ideals we return to pseu-
domonomials. Every neural ideal is generated by a collection of pseu-
domonomials (in particular, indicator polynomials) and so understanding
howpseudomonomials behave is an important step towards understanding
neural ideals. A natural first step in investigating pseudomonomials is to
consider the ideals that they generate in F2[n].
Neural Ideals 15
Definition 2.11. An ideal I in F2[x1 , . . . , xn] is called a pseudomonomial ideal
if it has a generating set consisting of pseudomonomials.
Our main result in this section will be the following:
Theorem 2.1. An ideal I ⊆ F2[n] is a neural ideal if and only if it is a pseu-
domonomial ideal.
In order to arrive at this resultwe first develop some general tools related
to pseudomonomials.
Lemma 2.12. Let f  xσxτ be a pseudomonomial. Then f (v)  1 if and only if
f divides ρv .
Proof. Suppose that f (v)  1. To show that f divides ρv it suffices to show
that each linear term of f is present in ρv . If a linear term in f is of the form
xi , then clearly i ∈ supp(v) since otherwise f would vanish on v. Since
i ∈ supp(v) we know that xi is a factor of ρv . This leaves linear terms of
the form (1 − x j). In this case j cannot be in supp(v), and so (1 − x j) is also
a factor of ρv . Since each linear factor of f divides ρv and no factors are
repeated, we conclude that f divides ρv . To show the converse suppose
that f divides ρv . Clearly f (v) cannot be zero since ρv(v) is nonzero, and
so we conclude that f (v)  1. 
Definition 2.13. Let f  xσxτ be a pseudomonomial. Then the canopy of f
is the collection of all indicator polynomials that f divides, denoted
can( f ) : {ρv | f divides ρv}.
Lemma 2.14. Let f  xσxτ be a pseudomonomial. Then f is the sum of all
polynomials in can( f ). That is, f is the sum of all indicator polynomials in F2[n]
that it divides.
Proof. Wewill proceed by induction on n−deg( f ). We observed earlier that
pseudomonomials always have degree no larger than n, and so we begin
with the base case that n  deg( f ). In this case f is an indicator polynomial,
and can( f )  { f }. Thus it is trivially the sum of all elements in its canopy.
Next let k ≥ 0, and suppose that the lemma holds for pseudomonomials
of degree n − k. Let f be a pseudomonomial of degree n − k − 1. Since
f has degree strictly smaller than n, there must be some variable xi that f
does not depend on. Then xi f and (1 − xi) f are both pseudomonomials,
which by the inductive hypothesis can be represented as the sum of all
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elements in can(xi f ) and can((1 − xi) f ) respectively. Notice that can(xi f )
and can((1− xi) f ) partition can( f ), since every indicator that f divides has
a factor of either xi or (1 − xi) but not both. We then compute directly that
f  xi f + (1 − xi) f

*.,
∑
ρv∈can(xi f )
ρv
+/- +
*.,
∑
ρv∈can((1−xi) f )
ρv
+/-

∑
ρv∈can( f )
ρv .
Thus f is the sum of all indicator polynomials that it divides. By induction,
any pseudomonomial can bewritten as the sumof all elements of its canopy.

Corollary 2.15. The sum of all indicator polynomials in F2[n] is 1.
Corollary 2.16. Every pseudomonomial in a neural ideal JC can be written as the
sum of indicators for vectors not in C.
Proof. If f is a pseudomonomial in JC then can( f ) ⊆ JC since JC is an ideal.
Each indicator in the canopy of f thus must indicate a vector not in C. 
We can naturally extend the definition of a canopy to any ideal gener-
ated by pseudomonomials. Canopies of pseudomonomial ideals will be a
significant tool in proving Theorem 2.1.
Definition 2.17. Let I be a pseudomonomial ideal. Then the canopy of I,
denoted can(I), is the set of all indicator polynomials in I.
By Lemma 2.14, the canopy of a neural ideal will always form a gener-
ating set for the ideal. Furthermore, the canopy can be extracted from any
generating set of pseudomonomials for a neural ideal.
Lemma 2.18. Let I be a pseudomonomial ideal and let { f1 , . . . , fk} be a generating
set for I consisting of pseudomonomials. Then
can(I) 
⋃
1≤i≤k
can( fi)
and can(I) is a generating set for I.
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Proof. First let ρv be in the canopy of I. Then there must exist some fi
which does not vanish when evaluated on the codeword v, since ρv does
not vanish on v. But then by Lemma 2.12 fi divides ρv and so ρv is in
can( fi). Conversely, any indicator polynomial that is a multiple of some fi
is necessarily in the ideal, and therefore in its canopy.
To see that can(I) is a generating set, recall from Lemma 2.14 that each
fi is the sum of all polynomials in its canopy. The canopy of each fi is
contained in can(I), and so clearly each fi can be generated from can(I).
Thus 〈can(I)〉 contains I. The reverse inclusion is immediate since can(I) is
a subset of I. Therefore the canopy of a pseudomonomial ideal generates
the ideal. 
Lemma 2.19. Let I and J be pseudomonomial ideals. Then I ⊆ J if and only if
can(I) ⊆ can(J).
Proof. If I ⊆ J then every indicator polynomial in I is an indicator polyno-
mial in J, and so can(I) ⊆ can(J). Conversely, since can(I) and can(J) are
generating sets for I and J respectively we have that
I  〈can(I)〉 ⊆ 〈can(J)〉  J.
This proves the desired result. 
With these tools we now prove Theorem 2.1. In fact we show a slightly
stronger result: each pseudomonomial ideal is the neural ideal of its variety.
Proof of Theorem 2.1. It is clear that neural ideals are pseudomonomial ideals
since by Definition 2.7 the neural ideal is generated by indicator polynomi-
als, which are themselves pseudomonomials. To prove the converse let
I  〈 f1 , . . . , fk〉 be an ideal in F2[n] with each fi a pseudomonomial. Let
C  V(I) be the variety of I. We will show that I  JC .
Since JC and I arebothpseudomonomial idealsweknowfromLemma2.19
that they are equal if and only if their canopies are equal. Let ρv be in the
canopy of I. Clearly v < C since all functions in I must vanish on all of C.
But then ρv is in the canopy of JC . To prove the reverse inclusion let ρu be
in the canopy of JC . Then u < C  V(I). In particular, there must be some
fi for which fi(u)  1, since otherwise all functions in I would vanish at u
and we would have u ∈ C. But by Lemma 2.12 we know that fi divides ρu .
In particular, ρu is in I and therefore in the canopy of I. This shows that the
canopies of I and JC are equal, and so I  JC , proving the desired result. 
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Henceforth we will not distinguish between neural ideals and pseu-
domonomial ideals. We conclude with a final observation regarding pseu-
domonomials which will prove useful in the following sections.
Lemma 2.20. Let f  xσ
∏
i∈τ(1 − xi) be a pseudomonomial. Then f is the sum
of all monomials xγ with σ ⊆ γ ⊆ σ ∪ τ. In particular, f is a sum of exactly 2|τ|
squarefree monomials.
Proof. Since we are working over F2, we can replace the subtraction in each
linear term of f with an addition. Doing so and expanding, we have that
f  xσ
∏
i∈τ
(1 + xi)
 xσ *,
∑
τ′⊆τ
xτ′+-

∑
τ′⊆τ
xτ′∪σ

∑
σ⊆γ⊆σ∪τ
xγ .
Notice that there are 2|τ| ways to choose a set between σ and σ ∪ τ, and so
this sum has exactly 2|τ| terms. This proves the desired result. 
2.3 The Canonical Form of a Neural Ideal
We saw in Example 2.10 that the presence of certain polynomials in the
neural ideal JC can yield information about C and its realizations. One of
the most useful tools for extracting this information is the canonical form of
a neural ideal.
Definition 2.21 (Curto et al. (2013)). Let C be a code and let JC be its
neural ideal. The canonical form of JC , denoted CF(JC), is the set of minimal
pseudmonomials in JC with respect to division. That is,
CF(JC) : { f ∈ JC | f is a pseudmonomial and no proper divisor of f is in JC}.
The canonical form will always be a generating set for JC , since JC is
generated by indicators which are each necessarily the multiple of some
pseudomonomial in CF(JC). One might expect CF(JC) to be a minimal
generating set with respect to size, but this is not always the case, as the
following example illustrates.
Algebraic Transformations of Codes 19
Example 2.22 (Curto et al. (2013)). Consider the pseudmonomial ideal
JC  〈x1(1 − x2), x2(1 − x3)〉 ⊂ F2[3] (we know by Theorem 2.1 that this
is the neural ideal for some code C.) Notice that this ideal cannot contain
any proper divisors of x1(1 − x2) and x2(1 − x3), since these pseudmono-
mials do not generate such proper divisors. Thus x1(1 − x2) and x2(1 − x3)
are both in CF(JC). However, the canonical form contains an additional
pseudomonomial, x1(1 − x3), since
(1 − x3) x1(1 − x2) + x1 x2(1 − x3)  x1(1 − x3) 1 − x2 + x2
 x1(1 − x3).
This is in fact the only other pseudomonomial in the canonical form, and so
in this case CF(JC)  {x1(1 − x2), x2(1 − x3), x1(1 − x3)}. Thus the canonical
form need not be a minimal generating set in the usual sense of minimal.
2.4 Algebraic Transformations of Codes
There are many ways one might want to modify a code to obtain a new
code. For example, one could restrict a code to a certain set of indices (cf.
Definition 1.10), or take the link of a set in a code (cf. Definition 1.14), or
permute the labeling of neurons. One way to operationalize the process
of modifying codes is to consider a map T which takes a code as input
and returns a modified code as output. In general, T can be thought of
as an algorithm that modifies codes in some way. Given a code C and its
canonical form CF(JC), we want to find a way of describing CF(JT (C)). Of
course we can always compute CF(JT (C)) directly from T (C), but we hope
that if T is well-behaved then the canonical form of T (C) can be computed
more quickly and easily from CF(JC). Another potential task of interest is
to characterize certain maps T which send convex codes to convex codes.
In this section we present several classes of maps T which can be described
in terms of ring homomorphisms F2[n] → F2[m]. In Chapter 3 we will
characterize certain maps that preserve convexity of codes.
2.4.1 Previous work
Some previous work has been done regarding transformations of codes and
related effects on neural ideals. In Curto and Youngs (2015) the authors
examine homomorphisms of neural rings. Recall that the neural ring of a
code is the ring RC : R[n]/JC , consisting of functions f : C → {0, 1}. The
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authors found that any function q : C → D between two codes naturally
induced a ring homomorphism q∗ : RD → RC defined by q∗( f )  f ◦ q. To
obtain more structure the authors considered neural rings as modules over
R[n], and characterized a limited class of homomorphisms between neural
rings. These homomorphisms corresponded to functions between codes
which were compositions of the following types of functions:
• Permutation of labels
• Adding a codeword (inclusion)
• Deleting the last neuron
• Duplicating a neuron
• Adding a trivial neuron
The authors also examined the canonical forms of codes and how they
changed as a result of these maps. Several algorithms were provided for
modifying the canonical form of an existing code to obtain the canonical
form of the resulting code when one of these maps was applied.
2.4.2 Homomorphisms preserving neural ideals
In this section we consider ring homomorphisms φ : F2[n]→ F2[m] which
map neural ideals to neural ideals. This differs from the work of Curto and
Youngs (2015) since we are no longer considering maps between the neural
rings themselves. We will see that these transformations have a natural
meaning in terms of codes, and prove to be a useful tool in transforming
canonical forms.
Definition 2.23. Let φ : F2[n] → F2[m] be a homomorphism of rings. We
say that φ respects neural ideals if the image of any neural ideal under φ is a
neural ideal. That is, for every code C ⊆ {0, 1}n there is a codeD ⊆ {0, 1}m
so that
φ(JC)  JD .
It is straightforward to observe that the identity map on F2[n] respects
neural ideals, and furthermore that compositions of maps that respect neu-
ral ideals will still respect neural ideals. This suggests that we can consider
polynomial rings over F2 together with maps respecting neural ideals as a
category. For themoment, we need not examine this perspective too closely,
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but it will become relevant when we consider the effects of these maps on
codes. For now, we focus on answering the following question:
Question 2.24. Which maps φ : F2[n]→ F2[m] respect neural ideals?
Since neural ideals are generated by pseudomonomials, it is natural to
expect that any map respecting them should map pseudomonomials to
pseudomonomials. It turns out that this is essentially the case, except that
such a map may send some pseudomonomials to zero.
Lemma 2.25. Let φ : F2[n] → F2[m] be a homomorphism. Then φ respects
neural ideals if and only if φ is surjective and the image of any pseudomonomial
under f is either a pseudomonomial or zero.
Proof. Recall fromTheorem2.1 that neural ideals arepreciselypseudomono-
mial ideals. Thus it suffices to prove that φ respects pseudomonomial ideals
if and only if the image of any pseudomonomial under f is either a pseu-
domonomial or zero.
(⇒) First suppose that φ is not surjective. Notice that the pseudomono-
mial ideal 〈1〉  F2[n] is not mapped to a pseudomonomial ideal. In par-
ticular, φ(F2[n]) contains the unit φ(1)  1 but is not the whole ring F2[m].
Therefore φ(F2[n]) is not an ideal. This shows that φ must be surjective.
Next let f  xσxτ be a pseudomonomial in F2[n], and consider φ( f ).
If φ( f ) is not a pseudomonomial then no multiple of φ( f ) can be a pseu-
domonomial. Indeed, if φ( f )g  xσxτ for some function g ∈ F2[m] then
we know that each xi and x j dividing the right hand side divide exactly
one of φ( f ) and g since xi and x j are irreducible and F2[m] is a unique
factorization domain. As a result, if φ( f ) is not a pseudmonomial then
〈φ( f )〉 is an ideal of F2[m] which contains no pseudomonomials. But the
only pseudomonomial ideal containing no pseudomonomials is the zero
ideal. Therefore φ( f )  0. Thus any homomorphism φ respecting neural
ideals must map pseudomonomials to pseudomonomials or zero.
(⇐) Let JC be a neural ideal in F2[n] with a generating set of pseu-
domonomials { f1 , . . . , fk}. Since φ is a surjective homomorphism φ(JC) is
an ideal in F2[m]. Furthermore, the set {φ( f1), . . . , φ( fk)} \ {0} is a gener-
ating set for φ(JC) and consists of pseudomonomials since φ maps pseu-
domonomials to pseudomonomials or zero. We conclude that φ respects
neural ideals. 
Corollary 2.26. Let φ : F2[n]→ F2[m] be a homomorphism that respects neural
ideals. Then m ≤ n.
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Proof. Any homomorphism φ : F2[n] → F2[m] is uniquely defined by its
action on each variable xi , since the set {xi | i ∈ [n]} is an algebraically
independent setwhichgenerates F2[n] as an algebra over F2. Ifφ is surjective
then the image of this set must generate F2[m], and in particular it must
generate the set {xi | i ∈ [m]}. But then we cannot have m > n since
there is no way for a set of n objects to generate a larger set of algebraically
independent objects. 
Example 2.27. Let m ≤ n and consider the map φ : F2[n] → F2[m] which
sends xi 7→ 0 whenever i > m and fixes all other variables. This is a
homomorphism which respects neural ideals. One can use Lemma 2.25
and verify that the image of any pseudomonomial under this map is either
a pseudomonomial or zero. This follows from the fact that each linear factor
in a pseudomonomial is either fixed under this map, or is mapped to 0 or
1. The fact that φ is surjective is a result of the fact that φ(xi)  xi for all
i ≤ m.
Intuitively, the abovemap is getting rid of extra variableswhenver n > m
by mapping them to zero. In fact we can generalize the above example by
sending extra variables to either 0 or 1 as we choose. As we will see
later, such maps correspond to restricting our code to a particular set of
“consistent” codewords.
We now give some key examples of maps which respect neural ideals.
The three types of maps described in what follows will serve as a basis for
classifying all maps that respect neural ideals.
Definition 2.28. Let 1 ≤ m ≤ m′ ≤ n and define a map ω : F2[n] → F2[m]
so that
ω(xi) 

xi i ≤ m
0 m < i ≤ m′
1 m′ < i ≤ n
Such a map is called a restriction map from F2[n] to F2[m]. When the param-
eters m and m′ are not clear we will denote such a map ωm ,m′.
Such amap divides the numbers 1 through n up onto three sections: the
first m are fixed, the next m′ − m are sent to 0, and the remaining variables
are sent to 1.
Lemma 2.29. Restriction maps respect neural ideals.
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Proof. Let m ≤ m′ ≤ n and define ω : F2[n]→ F2[m] to be a restriction map
as inDefinition 2.28. Themapω is a homomorphism since it is an evaluation
map between polynomial rings. Thus by Lemma 2.25 it suffices to show
that ω is surjective and maps pseudomonomials to pseudomonomials or
zero. Note that ω is surjective since it must map identity to identity and
every variable xi ∈ F2[m] has a preimage under ω, namely itself.
To see that ω maps pseudomonomials to pseudomonomials or zero, let
f  xσxτ be a pseudomonomial and notice that
ω( f ) 
∏
i∈σ
ω(xi)
∏
j∈τ
(1 − ω(x j)).
Every term ω(xi) is either 0, 1, or xi while every term (1 − ω(x j)) is either
0, 1, or (1 − x j). We therefore see that ω( f ) is either zero or a product of
independent linear factors and hence a pseudomonomial. Thus ω sends
pseudomonomials to pseudomonomials or zero, and must respect neural
ideals. 
Definition 2.30. For any i ∈ [n] the bit flipping map at index i is the function
δi : F2[n]→ F2[n] defined by
δi(x j) 
x j j , i1 − x j j  i.
extended algebraically to all of F2[n]. We will call any composition of these
maps a bit flipping map.
Lemma 2.31. Any bit flipping map is an involution and respects neural ideals.
Proof. It suffices to show that any δi is an involution repsecting neural
ideals since the indexed maps commute with one another. To see that δi
is a homomorphism notice that we define it only on variables (and 1) and
extend algebraically. The set of variables is an algebraically independent set
which generates F2[n] as an algebra and so extending δi from this set must
yield a homomorphism.
To prove that δi respects neural ideals, first observe it affects only xi and
fixes all other variables. In particular, δi replaces xi with 1 − xi . We can
infer that δi maps pseudomonomials to pseudomonomials since any linear
factor not depending on xi remains fixed while linear factors depending on
xi “flip”:
δi(xi)  1 − xi ,
δi(1 − xi)  δi(1) − δi(xi)  1 − (1 − xi)  xi .
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The linear factors of any pseudomonomial therefore remain linear and in-
dependent under δi .
Finally, δi is surjective since the image of all variables under δi is the set
{1 − xi} ∪ {x j | j ∈ [n] and j , i}
which generates F2[n] as an algebra. By Lemma 2.25 we conclude that δi is
a homomorphism that respects neural ideals.
Since δi is a surjective homomorphism from F2[n] to F2[n] it must be an
automorphism. It is also clear that δi is an involution since its action on any
x j twice yields x j . When j , i this is clear since δi fixes x j . When j  i we
have that δi(xi)  1 − xi and so
δi(δi(xi))  δi(1 − xi)  1 − δ(xi)  1 − (1 − xi)  xi .
Therefore δi is an involution as desired. 
Definition 2.32. Let λ be a permutation of [n]. Then the map which sends
xi 7→ xλ(i) is called a permutation map of F2[n].
Proposition 2.33. Permutation maps respect neural ideals.
Theproposition above is relatively immediate, sincepermutationmerely
relabels our variables, and does nothing to change the structure of polyno-
mials in F2[n]. Thus a permutation map must send pseudomonomials
to pseudomonomials, and must be bĳective since permutations of [n] are
necessarily bĳective.
So far we have constructed three types of maps that respect neural
ideals: restrictions, bit flipping maps, and permutations. The remainder of
this section will be dedicated to proving that, up to composition, these are
the only maps that respect neural ideals.
Theorem 2.2. Let φ : F2[n]→ F2[m] be a map respecting neural ideals. Then φ
can be expressed as a composition of the following types of maps:
• Restriction (Definition 2.28),
• Bit flipping (Definition 2.30), and
• Permutation (Definition 2.32).
In particular, we can write φ  ω ◦ δ ◦λ where ω is a restriction, δ is a bit flipping
map, and λ is a permutation.
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To arrive at this result we first establish several lemmas.
Lemma 2.34. Let φ : F2[n] → F2[m] be a map respecting neural ideals. Then
φ(xi) is either a constant or a linear polynomial. In particular, φ(xi) ∈ {0, 1, x j , 1−
x j}.
Proof. First notice that the set
{1} ∪ {xi | i ∈ [n]}
generates F2[n] as an algebra. That is, every element of F2[n] can be written
as an algebraic combination of elements of this set. Since φ is surjective by
Lemma 2.25 and φ(1)  1 it must be the case that
{1} ∪ {φ(xi) | i ∈ [n]}
generates F2[m] as an algebra. In particular, this set must contain at least m
nonconstant polynomials. Then the collection of indices
α  {i ∈ [n] | φ(xi) is not a constant }
has at least m elements. Since φ respects neural ideals we also know from
Lemma 2.25 that the image of the (pseudo)monomial xα will also be a
pseudomonomial. Now notice that
φ(xα)  φ *,
∏
i∈α
xi+- 
∏
i∈α
φ(xi).
Since none of the φ(xi) are constant, this pseudomonomial has degree
at least |α| ≥ m. Since φ(xα) is a pseudomonomial in F2[m] it cannot
have degree larger than m and we conclude that each φ(xi) must be linear.
Therefore φ(xi) is either a constant or linear for all i ∈ [n]. The only
constants in F2[m] are 0 and 1, and the only linear pseudomonomials are
of the form x j and 1 − x j . Therefore φ(xi) ∈ {0, 1, x j , 1 − x j} for each i as
desired. 
We can strengthen this result slightly by showing that each linear factor
in F2[m] has a unique preimage under any homomorphism that respects
neural ideals.
Lemma 2.35. Let φ : F2[n]→ F2[m] be a map respecting neural ideals. Then for
each j ∈ [m] there exists a unique i ∈ [n] so that φ(xi) ∈ {x j , 1 − x j}.
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Proof. We showed in Lemma 2.34 that if φ(xi) is not a constant then it must
be either x j or 1 − x j for some j ∈ [m]. Since φ respects neural ideals it
is surjective by Lemma 2.25, and so there must exist some i so that φ(xi)
depends on x j . It remains to show that such an i is unique.
Suppose for contradiction that for i , k we have φ(xi) and φ(xk) are
both in {x j , x j}. Then notice that since i , k the monomial xixk is a
pseudomonomial in F2[n]. But then
φ(xixk)  φ(xi)φ(xk)
is a product of dependent linear factors in F2[m], and therefore not a pseu-
domonomial. Thus φ does not respect neural ideals by Lemma 2.25, a
contradiction. Therefore for every j ∈ [m] the map φ must send precisely
one variable xi to a linear pseudomonomial depending on x j . 
With these tools established we can return to our main result. The
following proof is constructive, in that it provides an explicit process for
decomposing any map that respects neural ideals into a composition of a
permutation, bit flipping maps, and restrictions.
Proof of Theorem 2.2. Let φ : F2[n] → F2[m] be a homomorphism that re-
spects neural ideals. Wewill decomposeφ directly as follows. First partition
[n] into four sets:
α0  {i ∈ [n] | φ(xi)  x j}
α1  {i ∈ [n] | φ(xi)  1 − x j}
β0  {i ∈ [n] | φ(xi)  0},
β1  {i ∈ [n] | φ(xi)  1}.
Recall from Corollary 2.26 that we must have m ≤ n, and define a permu-
tation λ of [n] so that
λ(i) 

j such that φ(xi) ∈ {x j , 1 − x j} whenever i ∈ α0 ∪ α1
m + j if i is the j-th number in β0
m + |β0 | + j if i is the j-th number in β1
This is indeed a permutation since by Lemma 2.35 each i ∈ α0 ∪ α1 is
uniquely associated to some j ∈ [m], and the behaviour of λ on the re-
maining indices is necessarily bĳective since no two indices can both be in
the j-th position in β0 or β1. Then define δ to be the composition of all bit
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flipping maps δi for all i ∈ λ(α1). Finally, define ω : F2[n] → F2[m] to be a
restriction map so that
ω(xi) 

xi i ≤ m
0 m < i ≤ n + |β0 | (That is, whenever i  λ( j) for some j ∈ β0)
1 m + |β0 | < i (That is, whenever i  λ( j) for some j ∈ β1).
We now claim that φ  ω ◦ δ ◦ λ, or equivalently that the following
diagram commutes:
F2[n] F2[n] F2[n]
F2[m]
δ
ω
φ
λ
To prove this it suffices to show that the image of any xi under ω ◦ δ ◦ λ
is the same as under φ. We consider the four cases which arise from our
original partition of [n].
Case 1: i ∈ α0 In this case δ will not affect λ(xi) since λ(i) < λ(α1). Thus
we need only consider ω(λ(xi)). Since i ∈ α0 we know that λ(xi)  x j for
some j ≤ m, and from the definition of ωwe see that ω(λ(xi))  ω(x j)  x j .
From the definition of λ we know that φ(xi)  x j , and so our composition
of maps is consistent with φ in this case.
Case 2: i ∈ α1 Here λ(i) ∈ λ(α1), and so δ will flip our variable. In
particular, ω(δ(λ(xi)))  ω(δ(xλ(i)))  ω(1− xλ(i))  1−ω(λ(xi)). A similar
argument to the previous case tells us that, by construction, 1 − ω(λ(xi)) 
1 − x j  φ(xi). Thus φ(xi)  ω(δ(λ(xi))) in this case as well, as desired.
Case 3: i ∈ β0 As in the first case δ will have no effect. The map λ will
send xi to x j for some m < j ≤ m + |β0 |, and so ω(δ(λ(xi)))  ω(λ(xi)) 
ω(x j)  0  φ(xi).
Case 4: i ∈ β1 As in the previous case δ will not flip xλ(i). However, λ
will now map xi to x j where m + |β0 | < j. Then by the definition of ω we
see that ω(δ(λ(xi)))  ω(λ(xi))  ω(x j)  1  φ(xi).
We conclude that the map ω ◦ δ ◦ λ is consistent with φ on all xi . Since
both are homomorphisms and the set of variables {xi | i ∈ [n]} generates
F2[n] as an algebra, we conclude that these maps are equal. 
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Corollary 2.36. Suppose that φ : F2[n] → F2[m] is a map respecting neural
ideals. Then for every pseudomonomial f ∈ F2[m] there exists a pseudomonomial
fˆ ∈ F2[n] so that φ( fˆ )  f .
Proof. By the Theorem 2.2 it suffices to show that f has a pseudomonomial
in its preimage under each of the three types of maps. For bit flipping and
permutation this is clear since they have inverses which respect neural ide-
als, and hence map f to some pseudomonomial. For the case of restriction,
we can let fˆ  f . 
Corollary 2.37. Suppose that φ : F2[n] → F2[m] is a map respecting neural
ideals. Then for every neural ideal JD in F2[m] there exists a neural ideal JC in
F2[n] so that φ(JC)  JD .
Proof. For every indicator ρv in the canopy of JD we can choose some
pseudomonomial ρˆv in F2[n] whose image is ρv . This can be done because
the preimage of any pseudmonomial under permutation and bit flipping
maps is a pseudomonomial, and restriction maps from F2[n] to F2[m] fix
pseudomonomials in F2[m]. The ideal generated by all ρˆv is a neural ideal
in F2[n] whose image under φ is precisely JD . 
It is worth seeing an example of the decomposition described in Theo-
rem 2.2. The given proof makes the maps δ, λ and ω very explicit, but not
entirely concrete. One way to view this decomposition is by considering
their action on the variables in F2[n] visually.
Example 2.38. Consider the map φ : F2[6]→ F2[3] defined by
x1 7→ 0 x4 7→ x1
x2 7→ x3 x5 7→ 1
x3 7→ 1 x6 7→ x2
We can draw this map and its decomposition by considering the action of
φ on variables. This illustration is provided in Figure 2.1, where black lines
indicate quantities which map according to the labels (for example x1 7→ x4
or x6 7→ 1) while red indicates mappings of the form xi 7→ x j .
It is worth noting that the three types of maps we have described do
not commute with one another. Permutations, for example, change the
labelling on variables and restriction and bit-flipping depend heavily on
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Figure2.1 Thehomomorphismφwrittenas the compositionof permutation,
bit flipping, and restriction maps. Red lines indicate places where xi 7→ x j .
these variables. Thus it is relatively straightforward to see that permutation
does not commute with bit flipping or restriction. Of course bit flipping
cannot commute with restriction whenever the variable being “flipped” is
eliminated by the restriction, since after applying the restrictionmapwe can
no longer flip the eliminated bit. On the other hand, restrictionfixes all other
variables, and so flipping a variable that is not eliminated does commute
with restriction. These features indicate thatwe cannotdecompose ageneral
homomorphism in anywaywe please, though the decomposition provided
in Theorem 2.2 is far from unique.
Having characterized all homomorphisms φ : F2[n] → F2[m] which
respect neural ideals, the question still remains: how do these homomor-
phisms affect codes? In particular, if φ(JC)  JD , then what can we say
about the code D based on the code C? We will provide a satisfactory an-
swer to this question in Section 2.4.4, but first we broaden our perspective
slightly. So far we have considered only maps between the ambient polyno-
mial rings F2[n]. It turns out that most of the information we care about in
neural ideals is preserved if instead we consider them in rings of the form
F2[n]/B. Working in such rings can allow for greater freedom, and allows
us to broaden the class of homomorphisms that respect neural ideals. The
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following section deals in detail with this approach.
2.4.3 Homomorphisms modulo the Boolean relations
Recall that we are using the notation of Curto and Youngs (2015), in which
R[n]  F2[n]/B. To begin, we show that we can think of neural ideals as
living in R[n] instead of F2[n] without any loss of generality. In particular,
pseudomonomials are unaffected by projectionmoduloB, and so the image
of a neural ideal under projectionmodB still encodes the full combinatorial
information of a code.
When we speak of a neural ideal in R[n] we are generalizing Defini-
tion 2.7, and considering these ideals as generated by a set of indicator
pseudomonomials. Notice that indicator polynomials (in fact any pseu-
domonomials) are nonzero mod B since they contain no factors of the form
xix i . From this we have that neural ideals in R[n] are always the projection
mod B of a neural ideal in F2[n]. Our first order of business is to observe
that this projection is bĳective.
Proposition 2.39. Let piB : F2[n] → R[n] be projection mod B. Then every
neural ideal in R[n] is of the form piB(JC) for some unique neural ideal JC ⊆ F2[n].
This follows immediately from the observation that piB maps pseu-
domonomials in F2[n] to pseudomonomials in R[n] bĳectively. Henceforth
we will write JC for neural ideals in R[n], with projection mod B implicit.
As in the previous section, we say that a map φ : R[n] → R[m] respects
neural ideals if the image of any neural ideal under φ is again a neural ideal.
We can pose the question from the previous section in this new context.
Question 2.40. Which maps φ : R[n]→ R[m] respect neural ideals?
It is not immediately obvious that the answer will be any different than
in the previous section. Indeed, our starting point will be a lemma directly
analogous to Lemma 2.25.
Lemma 2.41. Let φ : R[n]→ R[m] be a homomorphism. Then φ respects neural
ideals if and only if φ is surjective and the image of any pseudomonomial under f
is either a pseudomonomial or zero.
Proof. Observe that Theorem 2.1 still applies to neural ideals in R[n], pre-
cisely because pseudomonomials are unaffected by projectionmodB. Then
the arguments given in the proof of Lemma 2.25 can be used word for word
toprove this lemma. Theonly small subtlety is that xi and x i are still nonzero
and irreducible in R[n], and R[n] is a unique factorization domain. 
Algebraic Transformations of Codes 31
Recall in our proof of Lemma 2.35 that we used the fact that products of
dependent factors could not be pseudomonomials in F2[n]. When working
mod B we no longer have this restriction. In fact, we have by definition
that xi(1 − xi)  0 when we take the quotient of F2[n] by B, which implies
x2i  xi . This also allows us to write
(1 − xi)2  1 − 2xi + x2i  1 + xi  1 − xi .
So, while x2i and (1 − xi)2 were not pseudomonomials in F2[n], they reduce
to pseudomonomials when we project mod B. In particular, we have just
proven that x2i  xi and x
2
i  x i in R[n]. This difference in behavior allows
us to prove the following lemma, which will serve as a basis for completely
characterizing homomorphisms between rings R[n] and R[m] which re-
spect neural ideals. This lemma gives us a more concrete characterization
than that of Lemma 2.41.
Lemma 2.42. Let φ : R[n]→ R[m] be a homomorphism. Then φ respects neural
ideals if and only if φ is surjective and φ(xi) ∈ {0, 1, x j , 1 − x j} for all i ∈ [n].
Proof. (⇒)We know from Lemma 2.41 that φmust map pseudomonomials
to pseudomonomials or 0. In particular, we know that φ(xi) and φ(1− xi) 
1 − φ(xi) are both pseudomonomials or 0. If φ(xi) is zero, then it is clearly
in {0, 1, x j , 1 − x j}. If 1 − φ(xi) is zero then φ(xi)  1, and again φ(xi) is of
the desired form.
This leaves the case that φ(xi) and 1 − φ(xi) are both nonzero. In this
case we know they are both pseudomonomials, and so by Lemma 2.20 there
exist integers k and k′ so that φ(xi) is the sum of 2k squarefree monomials
and 1 − φ(xi) is the sum of 2k′ squarefree monomials. But then 2k  2k′ ± 1,
depending onwhether 1 is one of the pseudomonomials in the sumdefining
φ(xi). The only powers of 2 that differ by 1 are 1 and 2. Thus φ(xi) is the
sum of a single monomial or two monomials. The only pseudomonomials
satisfying this are {1, x j , 1 − x j}. This proves that φ(xi) ∈ {0, 1, x j , 1 − x j}
for any variable xi . Finally, it is automatic from Lemma 2.41 that φ must
also be surjective.
(⇐) By Lemma 2.41 it suffices to show that φ sends pseudomonomials
to pseudomonomials or zero, since φ is surjective by hypothesis. To this
end, notice that under φ the linear factors making up any pseudomonomial
are mapped either to linear factors, zero, or one. In particular, we have that
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φ(xi) ∈ {0, 1, x j , 1 − x j} and
φ(1 − xi)  1 − φ(xi)
∈ {1 − 0, 1 − 1, 1 − x j , 1 − (1 − x j)}
 {0, 1, x j , 1 − x j}.
Now consider the image of any pseudomonomial under φ. Each linear
term remains linear, but they may be dependent on one another. We have
seen that x2i  xi and x
2
i  x i in R[n], and so repeated linear factors do not
cause any issues. If we obtain xix i as a factor however, the pseudomonomial
vanishesunderφ since xi(1−xi)  0 inR[n]. Thus everypseudomonomial is
mapped to either another pseudomonomial or 0 under φ, and we conclude
the desired result by Lemma 2.41. 
As a result of this lemma we can observe that all the maps respecting
neural ideals that were described in the previous section also respect neural
idealswhen translated toR[n]. Wedefined thesemaps by their action on the
set of variables xi , and these definitions naturally apply in rings R[n] since
the set of variables is still an algebraically independent set that generates all
of R[n].
Corollary 2.43. All of the following types of maps from R[n] to R[m] are homo-
morphisms that respect neural ideals:
• Restriction (Definition 2.28)
• Bit flipping (Definition 2.30)
• Permutation (Definition 2.32).
Proof. Eachof thesemaps is surjectiveby construction, andφ(xi) ∈ {0, 1, x j , 1−
x j} for each type of map as well. 
Corollary 2.44. Any map φ : F2[n] → F2[m] respecting neural ideals naturally
induces a map φ′ : R[n]→ R[m] respecting neural ideals.
Notice, however, that in Lemma 2.42 we no longer require there to
be a unique i for which φ(xi) ∈ {x j , 1 − x j} for all j. This will allow
for homomorphisms respecting neural ideals where there are “collisions”
between variables. For example, we could let φ(x1)  φ(x2)  x1, or let
φ(x1)  x1 and φ(x2)  1 − x1. This extra degree of freedom is precisely
captured by the notion of an “identification” of variables.
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Definition 2.45. Let η : [n]→ [m] be a surjective function. Then the identi-
fication map induced by η is a map from R[n] to R[m] for which xi 7→ xη(i).
Similar to permutations, we will abuse notation and write identification
maps as η : R[n]→ R[m] since the action of η on R[n] is unambiguous.
Remark 2.46. Any permutation is an identification map, since a permuta-
tion is a surjective function from [n] to [n].
Notice that identification maps are homomorphisms that respect neural
ideals by Lemma 2.41. Also notice that our only allowed identifications are
those of the form φ(xi)  φ(x j)  xk for i , j. To obtain identifications of
the form φ(xi)  xk and φ(x j)  1 − xk or φ(xi)  φ(x j)  1 − xk we need
only compose identification maps with bit flips. With these maps we can
now prove the following analog of Theorem 2.2.
Theorem 2.3. Let φ : R[n] → R[m] be a map respecting neural ideals. Then
φ can be expressed as φ  η ◦ φ′ where η is an indentification map and φ′ is a
map induced by some homomorphism between F2[n] and F2[m] respecting neural
ideals.
Proof. Let φ : R[n] → R[m] be a map respecting neural ideals. Similar to
the proof of Theorem 2.2 we will partition [n] into four sets:
α0  {i ∈ [n] | φ(xi)  x j}
α1  {i ∈ [n] | φ(xi)  1 − x j}
β0  {i ∈ [n] | φ(xi)  0},
β1  {i ∈ [n] | φ(xi)  1}.
Let α  α0 ∪ α1 be the set of indices whose variables are mapped to non-
constant polynomials, and define n′  |α|. Let λ be a permutation of [n] so
that λ(α)  [n′] (i.e., λ puts the indices in α before all others). Now define
a map φ′ : R[n]→ R[n′] so that
φ′(xi) 

xλ(i) i ∈ α0
1 − xλ(i) i ∈ α1
0 i ∈ β0
1 i ∈ β1.
Notice that for every index in j ∈ [n′] there is a unique xi so that φ′(xi) ∈
{x j , 1 − x j}. Furthermore φ′ maps each variable to either a linear pseu-
domonomial or a constant. Thus φ′ is the induced map of some homo-
morphism F2[n] → F2[n′] respecting neural ideals. To deal with possible
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identification behavior of our map φ we define an indentification map
η : R[n′]→ R[m] as follows:
η(xλ(i))  x j where φ(xi) ∈ {x j , 1 − x j}.
We then claim that φ  η ◦ φ′, or equivalently that the following diagram
commutes:
R[n] R[n′]
R[m]
η
φ
φ′
If we can show that φ  η ◦ φ′ then we are done, since η is an identifica-
tion map and φ′ is the induced map of a homomorphism F2[n] → F2[n′]
respecting neural ideals. As in the proof of Theorem 2.2, it suffices to show
that φ and η ◦ φ′ agree on each variable. We consider two cases.
Case 1: i ∈ α0 or ß ∈ α1: Let j be the index so that φ(xi) ∈ {x j , 1− x j}. If
i ∈ α0 then we can compute that η(φ′(xi))  η(xλ(i))  x j  φ(xi). Similarly,
if i ∈ α1 we have that η(φ′(xi))  η(1 − xλ(i))  1 − η(xλ(i))  1 − x j  φ(xi).
In either case we see that φ and η ◦ φ′ agree.
Case 2: i ∈ β0 or i ∈ β1 In either of these cases that φ′(xi) is constant,
and so we have that η(φ′(xi))  φ′(xi)  φ(xi) since φ′ and φ agree on
variables that get mapped to constants. Thus the maps φ and η ◦ φ′ agree
in this case as well. We conclude that φ  η ◦ φ′ as desired. 
Corollary 2.47. Suppose that φ : R[n]→ R[m] is a map respecting neural ideals.
Then φ  η ◦ ω ◦ δ ◦ λ where η is an indentification map, ω is a restriction map,
δ is a bit flipping map, and λ is a permutation.
Corollary 2.48. Suppose that φ : R[n] → R[m] is a map respecting neural
ideals. Then for every pseudomonomial f ∈ R[m] there exists a pseudomonomial
fˆ ∈ R[n] so that φ( fˆ )  f .
Proof. As in the proof of Corollary 2.36 it suffices to show that f is mapped
to by some pseudomonomial under indentificationmaps, permutations, bit
flipping maps, and restrictions. The latter three were discussed in Corol-
lary 2.36 and so we consider only identification maps. Since f is a pseu-
domonomial we can write it as f  xσxτ for disjoint sets σ and τ. But then
we can just let fˆ  xη−1(σ)xη−1(τ). This is indeed a pseudomonomial since
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disjointness of σ and τ implies disjointness of their preimages under η. It is
clear that η((ˆ f ))  f in this case since η(η−1(σ))  σ and η(η−1(τ))  τ. 
Corollary 2.49. Suppose that φ : R[n]→ R[m] is a map respecting neural ideals.
Then for every neural ideal JD in R[m] there exists a neural ideal JC in R[n] so
that φ(JC)  JD .
Proof. This is exactly the same as the proof of Corollary 2.37 with F2[n] and
F2[m] replaced by R[n] and R[m]. 
Theorem 2.3 shows us that we obtain slightlymore freedomwhenwork-
ing in R[n]. We have established in Proposition 2.39 that working in R[n]
preserves all relevant information contained in neural ideals, and so this
extra freedom comes at no extra cost or loss of generality. In fact, compu-
tations in R[n] are generally much easier since R[n] is finite. The following
sections make use of this fact, and return to the question of how these maps
correspond to modifications of codes as described at the beginning of the
chapter.
We conclude with an example of decomposing one of these maps.
Example 2.50. Letφ : R[8]→ R[3] be a homomorphism that respects neural
ideals defined so that
x1 7→ 0 x5 7→ 1
x2 7→ x3 x6 7→ x2
x3 7→ 1 x7 7→ x3
x4 7→ x1 x8 7→ x1
Notice that this is effectively an extension of the map defined in Exam-
ple 2.1 which now includes identification behavior. We will write out its
full decomposition into a permutation, bit flipping map, restriction, and
identification map. This is illustrated below. As in Example 2.1 black lines
indicate quantities which map according to the labels in the figure, while
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red indicates mapping xi to x j .
2.4.4 Induced Code Transformations
Recall from Theorem 2.3 that every homomorphism φ : R[n] → R[m] re-
specting neural ideals can be expressed as the composition of identification
maps, bit flipping maps, restrictions, and permutations. We now seek to
answer the question of how these ring homomorphisms change the under-
lying codes. In particular we want to answer the following question.
Question 2.51. If φ(JC)  JD for some homomorphism φ respecting neural
ideals, then how are C andD related?
Recall in Definition 2.45 that we used a surjective function η : [n]→ [m]
to define a map between the polynomial rings R[n] → R[m] by apply-
ing η to the indices on each variable. We can likewise use η to define a
transformation of codes on n bits to codes on m bits.
Definition 2.52. Let η : [n] → [m] be a surjective function. The code
identification map induced by η is a function η′ mapping codes C ⊆ F n2 to
codesD ⊆ Fm2 defined so that
η′(C) : {v ∈ Fm2 | η−1(supp(v))  supp(c) for some c ∈ C}.
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Notice that when n  m this has the effect of simply permuting indices
in C according to η. It is important to note that this map sends codes to
codes, but is not a well defined function on the individual codewords. At
first this definition may seem strange, so it is worth considering a small
example.
Example 2.53. Let η : [4]→ [3] be the function so that 4 7→ 3, 3 7→ 3, 2 7→ 2
and 1 7→ 1. Let C be the code on four bits defined as
C 
0000, 1000, 0010, 1010,1100, 1011, 1110, 1111
 .
Then
η′(C) 
000, 100, 101,110, 111
 .
Above we have highlighted in red the codewords in C which are preim-
ages under η of codewords in D. Note that the last two bits in all of the
highlighted codewords must agree since η(3)  η(4)  3.
As one would hope, identification maps between the polynomial rings
and identification maps between codes are related naturally. To establish
this relationship we must first prove the following lemma.
Lemma 2.54. Let ρv ∈ R[m] be an indicator polynomial, let η : [n] → [m] be a
surjective function, and let u ∈ F n2 be such that supp(u)  η−1(supp(v)). Then
ρu is the unique indicator polynomial for which ρv  η(ρu).
Proof. Let u be any vector in F n2 . Then we have directly that
η
 
ρu

 η *.,
∏
i∈supp(u)
xi
∏
j∈[n]\supp(u)
(1 − x j)+/-

∏
i∈supp(u)
xη(i)
∏
j∈[n]\supp(u)
(1 − xη( j))

∏
i∈η(supp(u))
xi
∏
j∈η([n]\supp(u))
(1 − x j).
If supp(u)  η−1(supp(v)) then we have η(supp(u))  supp(v) and η([n] \
supp(u))  [m] \ supp(v), and so η(ρu)  ρv .
To see that this is the unique case where η(ρu)  ρv , suppose that
supp(u) , η−1(supp(v)). Then either η(supp(u)) , supp(v), in which case
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η(ρu) is not divisible by the correct variables, or η(supp(u))  supp(v), but
η([n] \ supp(u)) contains some k ∈ supp(v). Then η(ρu) is divisible by
xk(1 − xk)  0, and must be zero itself. We conclude that η(ρu)  ρv if and
only if supp(u)  η−1(supp(v)). 
With this lemma established we can completely classify the correspon-
dence between identification maps of polynomial rings and identification
maps between collections of codes.
Lemma 2.55. Let η : R[n] → R[m] be an identification map induced by the
surjective function η : [n] → [m], and let η′ be the code identification map
induced by η. Then
η(JC)  Jη′(C)
for any code C ⊆ F n2 .
Proof. Wehave observed previously that η is amap respecting neural ideals,
so η(JC) is the neural ideal of some code. We aim to show that this code is
precisely η′(C). To prove this it suffices to show that an indicator polynomial
ρv is in η(JC) if and only if it vanishes on η′(C), or equivalently if and only
if v < η′(C).
First suppose that ρv is in η(JC), and let u be such that supp(u) 
η−1(supp(v)). We know by Lemma 2.54 that ρu must be in JC , and in
particular u < C. But then v < η′(C) by definition of η′. For the converse,
suppose v < η′(C). Then clearly u < C, and so ρu ∈ JC . Since η(ρu)  ρv we
have ρv ∈ η(JC) as desired. This proves the result. 
We next turn to bit flipping maps, and obtain a similar result. In the
definition below, the vector e(i) is the i-th standard basis vector for F n2 , which
has a 1 in index i and zeroes elsewhere.
Definition 2.56. Let i be any index in [n]. The i-th bit flipping code transfor-
mation is a function δi mapping codes on n bits to codes on n bits defined
by
δi(C)  {c + e(i) | c ∈ C}.
Recall that the i-th bit flipping map δi is defined between polynomial
rings by sending xi 7→ 1 − xi (cf. Definition 2.30). As one would hope, this
algebraic map and the transformation between codes are compatible. The
lemma below makes this correspondence precise.
Lemma 2.57. Let C ⊆ F n2 be a code, and letD  δi(C). Then δi(JC)  JD .
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Proof. We know that δi respects neural ideals, and so δi(JC) will be the
neural ideal of some code. To show that this code isD it suffices to show that
ρv ∈ δi(JC) if and only if v < D. Let ρv be an indicator in δi(JC). Notice that
δi(ρv+e(i))  ρv and since δi is an automorphism we must have ρv+e(i) ∈ JC .
In particular, ρv ∈ δi(JC) if and only if ρv+e(i) ∈ JC . Equivalently, ρv ∈ δi(JC)
if and only if v + e(i) < C. But v + e(i) < C precisely when v + 2e(i)  v < D,
since if v were inD then v+ e(i) would be in C. We conclude that ρv ∈ δi(C)
if and only if v < D as desired. 
Notice that adding e(i) to the vectors in C has the effect of “flipping” the
i-th bit in every vector: since we are working over F2 any vector with a 1 in
index i will become the same vector but with a 0 in index i when we add
e(i). Likewise, any vector with a 0 in index i becomes the same vector with
a 1 in that index.
Finally, we turn our attention to restriction maps ω : R[n] → R[m]. To
characterize the effect of these maps on codes we introduce the notion of
“restricting” a code to codewords satisfying certain conditions.
Definition 2.58. Let C ⊆ F n2 be a code, let m and m′ be integers so that
1 ≤ m ≤ m′ ≤ n, and let σ  [n] \ [m′]. Then the restriction of C to (m ,m′)
is the code
rest(C ,m ,m′) : {τ ⊆ [m] | τ ∪ σ ∈ C} ⊆ Fm2 .
In the definition above we describe the codewords in rest(C ,m ,m′) in
terms of their supports. Intuitively, the restriction is the result of collecting
all codewords in C which have 0 in the indices between m and m′, and 1 in
the indices between m′ and n, and then “forgetting” all indices except those
between 1 and m. This process warrants a concrete example.
Example 2.59. Consider the code on 8 bits given below. We give its restric-
tion with m  3 and m′  6. The resulting code is on 5 bits, and comes from
the “compatible” codewords highlighted in red. These codewords have 0
in indices 4,5, and 6, and 1 in the indices 7 and 8, as dictated by our choice
of m and m′. To obtain the restriction we forget the last five indices in the
highlighted codewords, since these indices are fixed and do not contain any
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interesting information.
C 

00000000
00100011
01011100
11111101
10100011
10010011
10011011
11100011
01100011

rest(C , 3, 6) 

001
101
111
011

In the lemmas below we complete characterize the induced map of any
restriction homomorphism in terms of restrictions of codes.
Lemma 2.60. Let f be a pseudomonomial and let g be any polynomial in R[n].
Then g f  g′ f where g′ is a polynomial that does not depend on any variables
present in f .
Proof. Write f  xσxτ and write g as a sum of monomials:
g 
∑
xγ .
Then notice that for any γ we either have xγ f  0 (when γ ∩ τ , ∅)
or xγ f  xγ′ f where γ′ is disjoint from σ and τ, since x2i  xi in R[n].
Distributing f into each term of g, we have
g f 
∑
xγxσxτ 
∑
xγ′xσxτ 
(∑
xγ′
)
f  g′ f .
Clearly g′ cannot depend on variables present in f since each γ′ is disjoint
from σ and τ.

Lemma 2.61. Let 1 ≤ m ≤ m′ ≤ n and let ωm ,m′ : R[n]→ R[m] be a restriction
map as in Definition 2.28. Then
ωm ,m′(JC)  Jrest(C ,m ,m′).
Proof. For the sake of avoiding clutter we will drop the subscript on the
homomorphism andwriteω forωm ,m′. We know thatω(JC) is a neural ideal
since ω respects neural ideals. It thus suffices to show that the canopies
of ω(JC) and Jrest(C ,m ,m′) are equal. First, let σ  {m′ + 1,m′ + 2, . . . , n}
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and let τ  {m + 1,m + 2, . . . ,m′}. The indices i ∈ σ are those for which
ω(xi)  1 and the indices j ∈ τ are those for which ω(x j)  0. Then define
a pseudomonomial f  xσxτ and notice that ω( f )  1. Let ρv be any
indicator in the canopy of ω(JC), and let fˆ ∈ JC be any polynomial such that
ω( fˆ )  ρv . Now notice that f fˆ ∈ JC and furthermore that
ω( f fˆ )  ω( f )ω( fˆ )  ω( f )  ρv .
By Lemma 2.60 we can write f fˆ  f ′ fˆ where f ′ does not depend on any
variable in σ or τ. Then ω( f ′)  ρv . But all variables that f ′ depends on are
fixed by ω, so we actually have f ′  ω( f ′)  ρv . As a result we conclude
that ρv ∈ JC . Letting α  supp(v) and β  [m] \ supp(v) we can write
ρv  xαxβ, and we see that the indicator polynomial
f ρv  xσ∪αxτ∪β
is in JC . This is the indicator for the vector which results from “padding” v
by m′ − m zeros and then n − m′ ones. We then conclude that an indicator
ρv is in ω(JC) if and only if f ρv is in JC .
By the above results it suffices to show that for any v ∈ Fm2 , the indicator
f ρv is in JC if and only if v < Jrest(C ,m ,m′). The indicator f ρv is in JC if and
only if the vector with support supp(v) ∪ σ is not in C. By the definition of
the restriction this occurs if and only if v < rest(C ,m ,m′). This proves the
desired result. 
We thus see that applying restriction maps corresponds to restricting
our code to a certain set of compatible codewords. We have now described
the effects of all possible homomorphisms respecting neural ideals on codes.
The following diagram summarizes the correspondence between maps re-
specting neural ideals and the transformations that these maps induce on
codes. This correspondence is bĳective, since any map respecting neural
ideals induces a unique transformation of codes. Although permutations
are redundant to identification maps we include them in our summary
since they are natural and relatively simple. In the diagram below algebraic
transformations are on the left and the effects on codes are given on the
right.
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Permutations
xi 7→ xλ(i) for a
permutation λ
←−−−−−−−−→
Permutation of
indices in code
C 7→ λ(C)
Identification maps
xi 7→ xη(i) for a
surjective function
η : [n]→ [m]
←−−−−−−−−→ Identification given byC 7→ η′(C)
Bit flipping maps
xi 7→ 1 − xi ←−−−−−−−−→
Adding e(i) to all
vectors in code
Restriction maps ωm ,m′ ←−−−−−−−−→ Restriction given byC 7→ rest(C ,m ,m′)
By Theorem 2.3 every map respecting neural ideals can be expressed as
a composition of the maps on the left, and so we have described the effect
of any map respecting neural ideals on the codes corresponding to those
ideals. In particular, we have answered Question 2.51.
These maps have several immediately natural uses. Permutation can be
used to rearrange the bits in a code to a more convenient or easily readable
manner without changing the fundamental structure of the code, and bit
flipping corresponds to negating the behavior of a particular neuron. More
surprisingly, restriction can be used to compute neural ideals for links of
a code. Recall from Definition 1.14 that for any code we can compute the
link of a set σ ⊆ [n] in C. The link can encode important information about
the code it is derived from, and serves as a tool in classifying the convexity
of some codes, as in Curto et al. (2015). We will examine these properties
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in depth later, but for now we show that the link is in fact a special case
of permutation maps composed with restriction maps. This allows us to
determine the structure of the neural ideal of the link simply by applying a
homomorphism to a generating set for JC .
Lemma 2.62. Let C ⊆ F n2 be a code, let m ∈ [n], and let σ  {i ∈ [n] | m < i ≤
n}. Then Lkσ(C)  rest(C ,m ,m).
Proof. Let τ ∈ Fm2 be a vector as defined by its support. Then τ ∈ Lkσ(C)
if and only if τ ∪ σ is in C. But σ  {m + 1,m + 2, . . . , n} and so τ is in
rest(C ,m ,m) under precisely the same conditions. 
This provides a convenient computational tool for determining the
canonical form of the link of a code. To compute the canonical form of
Lkσ(C) for any σ ⊆ [n]we need only compose a restriction with a permuta-
tionwhich sends σ to the last indices in [n], and then undo the permutation.
More generally, the results of this section demonstrate that maps pre-
serving neural ideals can help us understand relationships between canon-
ical forms of related codes. In the next section we consider a slightly more
general class of maps: F2 linear transformations of R[n] which preserve
neural ideals. Although these maps do not preserve the ring structure of
R[n] in general, we will see that they still have some interesting properties
related to neural ideals.
2.4.5 Linear transformations preserving neural ideals
So far we have considered only the ring structure of R[n]. However, one
can also treat this as an F2-vector space. One natural basis for this space is
the collection of squarefree monomials in R[n]. However, Lemma 2.14 tells
us that each of these monomials can be obtained as the sum of all indicator
polynomials it divides. As a result, another basis for R[n] over F2 is the
collection of all indicator polynomials. We have seen that each neural ideal
can be uniquely associated to a collection of indicator polynomials, and so
this basis serves as a natural starting point for analyzing neural ideals from
a linear algebraic perspective.
It is not obvious that a linear algebraic approach will yield any infor-
mation about neural ideals, since neural ideals are associated to the ring
structure of R[n]. However, the properties of pseudomonomials discussed
in Section 2.2 allow us to draw some useful correspondences. In particu-
lar, the following lemma shows that, for indicator polynomials, spanning a
subspace is the same as generating it as an ideal.
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Lemma 2.63. Let v1 , v2 , . . . , vk be vectors in F n2 . Then
〈ρv1 , ρv2 , . . . , ρvk 〉R[n]  spanF2
 
ρv1 , ρv2 , . . . , ρvk

.
Proof. The inclusion 〈ρv1 , ρv2 , . . . , ρvk 〉R[n] ⊇ spanF2
 
ρv1 , ρv2 , . . . , ρvk

is im-
mediate since F2 ⊂ R[n]. We must then show that any polynomial f in the
ideal 〈ρv1 , ρv2 , . . . , ρvk 〉 can be obtained as an F2-linear combination (i.e.,
sum) of the various ρvi . It suffices to show that for any indicator ρvi , all
multiples of ρvi are in spanF2
 
ρv1 , ρv2 , . . . , ρvk

.
To prove this, first let σ  supp(vi) and τ  [n] \ supp(vi). We know
that ρvi  xσxτ. Then let xγ for γ ⊆ [n] be any squarefree monomial. If
γ ∩ τ is nonempty, then xγρvi has a factor of x jx j for some j, and is zero.
Otherwise, γ ⊆ σ and we have that
xγρvi  xγxσxτ
 (xγ)2xσ\γxτ
 xγxσ\γxτ Since x2j  x j in R[n].
 xσxτ
 ρvi .
Now, any polynomial in R[n] can be written as the sum of squarefree
monomials. By distributivity, the product of any polynomial with ρvi will
just be the sum of ρvi with itself and zero some number of times. This is
clearly in spanF2
 
ρv1 , ρv2 , . . . , ρvk

. We conclude that any polynomial in the
ideal generated by the various ρvi is spanned by the ρvi over F2, proving the
desired result. 
Corollary 2.64. Neural ideals in R[n] are precisely the F2-subspaces of R[n] with
a basis consisting of indicator polynomials.
This somewhat surprising fact allows us to study neural ideals from a
purely linear algebraic perspective. On the one hand, this perspective is
extremely simplistic and forgets a great deal of information, since vector
spaces over F2 are not rich in structure. On the other hand, this simplicity
can be of use in computing and understanding neural ideals. We will say
that a linear transformation respects neural ideals if T(JC) is a neural ideal
for any code C.
Lemma 2.65. A linear map T : R[n] → R[m] respects neural ideals if and only
if it maps indicator polynomials to indicator polynomials or zero.
Algebraic Transformations of Codes 45
Proof. (⇒) For any vector v ∈ F n2 consider the neural ideal 〈ρv〉. By Corol-
lary 2.64 this ideal is precisely the set {ρv , 0}. The image of this ideal under
T is then either {0} or a neural ideal consisting of two elements. If the
image under T is zero then clearly T(ρv)  0. Otherwise T(ρv) must be an
indicator, since otherwise {T(ρv), 0} would not be a neural ideal in R[m].
Thus T maps each indicator to either zero or some other indicator.
(⇐) By Corollary 2.64 we have that any neural ideal JC is spanned over
F2 by a set of indicators {ρv1 , ρv2 , . . . , ρvk }. The image of such a neural
ideal under T will be spanned by {T(ρv1), T(ρv2), . . . , T(ρvk )}. Each T(ρvi )
is either zero or an indicator, and so T(JC) is spanned by a set of indicators.
Again by Corollary 2.64 this implies that T(JC) is a neural ideal, proving the
desired result. 
A natural hope is that linear transformations preserve neural ideals in
similar ways to ring homomorphisms, or perhaps that they can be useful in
determining the canonical forms of related codes. The following definition
makes this notion more precise.
Definition 2.66. Let T : R[n] → R[m] be a linear transformation that re-
spects neural ideals. Then T preserves canonical forms if for every code C we
have
T(CF(JC))  CF(T(JC)).
That is, if T commutes with taking the canonical form.
Unfortunately, linear transformations are too general of a structure to
always preserve the canonical form in a convenient way. The next lemma
shows that linear transformations that preserve canonical form must come
from graph homomorphisms of hypercubes. For the following lemma,
recall that we can treat F n2 as an n-dimensional hypercube graph by letting
two vectors u and v be adjacent if they differ in one index.
Theorem 2.4. Let T : R[n] → R[m] be a linear transformation that respects
neural ideals and which does not map any indicator to zero. If T preserves canonical
forms then it induces a graph homomorphism φ : F n2 → Fm2 so that T(ρv)  ρφ(v).
Proof. Suppose that T respects neural ideals and preserves canonical forms,
and does not map any indicator to zero. Then T maps indicators to indica-
tors by Lemma 2.65, and so T induces amap φ : F n2 → Fm2 given by φ(v)  u
where T(ρv)  ρu .
We aim to show that φ is a graph homomorphism. Let v and u be vectors
that differ in exactly one bit, and hence are adjacent in F n2 considered as a
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graph. We know that ρv + ρu  f is a pseudmonomial, consisting of factors
for all the bits which are the same in v and u. Furthermore, the neural ideal
〈ρv , ρu〉 has canonical form exactly { f }. Now consider T applied to this
ideal. We obtain a new neural ideal 〈T(ρv), T(ρu)〉. By assumption, {T( f )}
is the canonical form of this ideal. But elements of the canonical form are
always obtained as sums of the indicators in the ideal, in this case T(ρv) and
T(ρu). Since T does not send either ρu or ρv to zero it must be the case that
the sum of these two indicators is a pseudomonomial. This happens only
if T(ρv) and T(ρu) are indicators for vectors that differ in a single bit. That
is, if φ(v) and φ(u) are adjacent in Fm2 . Thus φ is a graph homomorphism.

Linearmaps induced by graph homomorphisms are not an immediately
natural notion in the context of neural codes, and this lemma suggests that
perhaps we have strayed too far in choosing to forget the ring structure of
R[n]. Nevertheless, linear transformations are relatively simple to work
with computationally, and so perhaps future work in this direction could
be useful.
Notice that throughout this section we have not spoken of the effects of
these linear transformations on the codes themselves. When we considered
homomorphisms that respect neural ideals, we were able to draw a nice
correspondence between homomorphisms and transformations of codes.
In the case of linear transformations that respect neural ideals, the code
transformations induced do not have natural properties or descriptions.
In part, this arises from the fact that we consider the action of the linear
transformation on indicators, and these indicators correspond to the com-
plement of a code, not the code itself. Furthermore, these transformations
can send indicators to any other indicator. This level of freedom in the linear
transformations makes it difficult to guarantee any nice structure regarding
the codes themselves.
2.5 AlgebraicTransformations and theCanonical Form
In the previous sections we have examined homomorphisms between poly-
nomial rings F2[n], and their relationship to codes via neural ideals. In
Section 2.4.2 we completely classified all homomorphisms which respect
neural ideals and in Section 2.4.3 we expanded this classification to homo-
morphisms modulo the Boolean relations xix i . Finally, in Section 2.4.4 we
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characterized the effects of these algebraic maps on codes via the corre-
spondence between neural ideals and codes. At the end of this discussion
we considered linear maps, and their relationship to the canonical form (cf.
Definition 2.21). This section will focus on understanding how the canoni-
cal form changes under the homomorphisms described in Section 2.4.2 and
Section 2.4.3.
For any homomorphism φ respecting neural ideals, we aim to compute
CF(φ(JC)) from CF(JC) and knowledge of φ. We will begin by consider-
ing the homomorphisms φ : F2[n] → F2[m], which we discussed in Sec-
tion 2.4.2. We will see later that these behave much better with respect
to the canonical form than homomorphisms modulo Boolean relations.
A first hope is that we can simply apply our homomorphism φ to each
polynomial in CF(JC) to obtain CF(φ(JC)). That is, we would hope that
φ(CF(JC))  CF(φ(JC)). However this is unfortunately not the case, as
demonstrated by the following example.
Example 2.67. Consider theneural ideal JC  〈x1x2 , x1x3〉 and the restriction
homomorphism φ : F2[3]→ F2[2] which sends x3 7→ 1. The canonical form
of J is just {x1x2 , x1x3} and its image under φ is {x1x2 , x1}. This is clearly
not the canonical form of φ(JC) since x1 divides x1x2, and hence x1x2 is not
minimal in φ(JC).
In the above example, applying the homomorphism φ to CF(JC) intro-
duces redundancy in the form of x1x2 and x1 both being present. We will
see that this effectively the only thing that can go wrong when we con-
sider homomorphisms without modding out by Boolean relations. First,
we formalize the notion of redundancy.
Definition 2.68. Let C ⊆ F2[n] be a set of pseudomonomials. We say that C
is redundancy free if it does not contain any pseudomonomials which divide
one another. Otherwise, we say that C is redundant.
Note that the canonical form is always redundancy free. On the other
hand, a redundancy free set of pseudomonomials need not be a canonical
form (recall Example 2.22). As we saw in Example 2.67, the image of a
canonical form under a homomorphism respecting neural ideals can be
redundant. The following lemma show that things can get no worse than
this.
Lemma 2.69. Let φ : F2[n] → F2[m] be a homomorphism respecting neural
ideals and let JC be a neural ideal. Then CF(φ(JC)) ⊆ φ(CF(JC)). Equivalently, if
f ∈ CF(φ(JC)) then there exists a pseudomonomial fˆ ∈ CF(JC) so that φ( fˆ )  f .
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Proof. By Theorem 2.2, every homomorphism respecting neural ideals can
be written as the composition of a bit flipping map, permutation, and
restriction. We will show that the lemma is true for these three classes, and
it will follow that it holds for any general homomorphism respecting neural
ideals. Permutation is obvious since it only changes the labels on variables,
and cannot affect minimality of pseudmonomials with respect to division.
Indeed, we have more strongly that for any permutation λ and code C,
λ(CF(JC))  CF(λ(JC)).
The case of bit flipping maps is similar. Suppose that f ∈ CF(δi(JC)). Then
since δi is an involution we know that δi( f ) ∈ JC . Furthermore, if g , δi( f )
divides δi( f ) for a pseudomonomial g ∈ JC , then δi(g) , f divides f , and
hence would be in CF(δi(JC)). We conclude that fˆ  δi( f ) is in CF(JC), and
since δi( fˆ )  f the desired result holds.
This leaves the case that our homomorphism is a restriction ω : F2[n]→
F2[m]. Let f ∈ CF(φ(JC)). We aim to find a pseudomonomial in CF(JC)
whose image is f . First we prove that JC contains a pseudomonomial that
maps to f . We know there exists some polynomial in JC mapping to f , say
g. Since g ∈ JC we can write it as
g 
∑
gvρv
where the sum above is over some collection of vectors not in C, and each
gv is simply a polynomial in F2[n]. From this sum, we will remove any
sub-sum which is in the kernel of φ. This yields a polynomial g′ whose
image under φ is clearly still f , and which can be expressed as
g′ 
∑
g′vρv .
Since none of the terms in the above sum combine to a polynomial in the
kernel of φ, we must have φ(g′v)  1 for all g′v : otherwise, the image of g′
under φ would have degree larger than n. Hence, we obtain a polynomial
g′′ 
∑
ρv
where φ(g′′)  f . Note that g′′ ∈ JC since each ρv is in JC . We now claim
that g′′ is a pseudomonomial. Since φ respects neural ideals and φ(g′′)  f
we have that ∑
φ(ρv)  φ(g′′)  f 
∑
f |ρu
ρu
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where abovewehave leveraged the fact that f is the sumof all pseudomono-
mials in its canopy. Since pseudomonomials form a linearly independent
set over F2 these sums must be equal term by term, and hence each ρv is a
preimage of a pseudomonomial in the canopy of f .
We next use the fact that f is a projection to completely describe the ρv
which sum to g. Since φ is a restriction, we can define the following sets of
indices:
a0  {i ∈ [n] | φ(xi)  0}, and
a1  {i ∈ [n] | φ(xi)  1}.
We know that if i is an index not in either of these sets, then φ(xi)  xi . We
can also notice that, of the pseudmonomials whose variables are indexed
by a0 and a1 there is exactly one which is not in the kernel of φ, namely
xa0xa1 .
Call this pseudomonomial h, and notice that every ρv must have it as a
factor, since otherwise some factor in ρv would vanish. Also notice that
φ(h)  1, and φ(ρv)  ρu where ρu is one of the terms in the sum making
up f . That is, we can write ρv  hρu for all ρv . Hence we have
g′′ 
∑
ρv 
∑
hρu  h
∑
ρu  h f .
Since h and f are pseudomonomials depending on different indices, their
product is clearly a pseudomonomial. We conclude that g′′ ∈ JC is a
pseudomonomial which maps to f under φ.
Now, consider the set of all pseudomonomials in JC which map to f
under φ. Let fˆ be such a pseudomonomial which is minimal with respect
to division. We know such a fˆ exists since we have just shown that there
is at least one pseudomonomial in JC mapping to f . We now claim that
fˆ ∈ CF(JC). Suppose towards a contradiction that this were not true. Then
there would exist some gˆ properly dividing fˆ in JC . Since gˆ divides fˆ it
is clear that φ( gˆ) divides φ( fˆ )  f . But f is minimal in φ(JC) and hence
φ( gˆ)  f . This implies that gˆ is in the collection of pseudomonomials in JC
mapping to f , contradicting the minimality of fˆ in this set. Therefore fˆ is
in CF(JC) are desired. 
This lemma tells us that, to compute the canonical formofφ(JC), weneed
only apply φ to every polynomial inCF(JC) and remove redundant elements
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with respect to division. Note that we have relied on the fact that we are not
working mod the Boolean relations by specifically considering the different
cases that can occur. We will see in a later example that working mod the
Boolean relations changes things significantly. In Algorithm 1 we provide
a straightforward method of removing redundancy from a collection of
pseudomonomials.
Algorithm 1 Algorithm to remove redundancy from a set of pseudomono-
mials C
1: procedure RemoveRedundancy(C)
2: Let C′ be an empty set
3: for each pseudomonomial f in C do
4: for each pseudomonomial f ′ in C′ do
5: If f ′ is a multiple of f , delete it from C′
6: If f is a multiple of f ′, set f : f ′
7: Add f to C′ if it is not already present.
8: Return C′
Note immediately that Algorithm 1 returns a set which generates the
same ideal as C, since it simply returns the collection of minimal elements
in C with respect to division.
We next turn our attention to the more general case of homomorphisms
φ : R[n]→ R[m]which preserve neural ideals. Our work above completely
described how bit flipping, permutation, and restriction affect canonical
forms. The same arguments given before hold modulo the Boolean rela-
tions, and so our main task is to deal with the fourth possiblity described in
Theorem 2.3: identification maps. To begin with, we will show that identi-
fication does not behave as nicely as the other maps, in that it can introduce
more than just redundancy.
Example 2.70. Let JC be the ideal whose canonical form is 〈x1x2 , x3x4〉, and
let φ : R[4] → R[2] be the identification map which sends x3 7→ x1 and
x4 7→ x2 while keeping x1 and x2 fixed. Then clearly
φ(CF(JC))  {φ(x1x2), φ(x3x4)}  {x1x2 , x1x2}.
Notice that this set is redundancy free, but cannot be a canonical form since
the sumof x1x2 and x1x2 is x1, and hence neither of thesewould beminimial
in an ideal generated by the two.
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The example above tells us that we cannot simply consider the image
of a canonical form under an arbitrary homomorphism φ : R[n] → R[m]
respecting neural ideals and remove redundancy to obtain a new canonical
form. However, observe that if
JC  〈 f1 , . . . , fk〉
in R[n] then
φ(JC)  〈φ( f1), . . . , φ( fk)〉.
Indeed, any surjective homomorphism will preserve generating sets for
ideals. As such, we will describe a general algorithm for computing the
canonical form from a generating set of pseudmonomials. This will al-
low for the following approach to computing CF(φ(JC)) for an arbitrary
homomorphism respecting neural ideals φ : R[n]→ R[m]:
Start with CF(JC) −→
Compute the
generating set
φ(CF(JC)) for φ(JC)
−→ Use this generating setto compute CF(φ(JC))
Before describing the algorithm for the final step abovewedevelop some
further notation related to pseudomonomials. Throughout this section
we will consider pseudomonomials as partially ordered with respect to
division. When we speak of a “minimal” pseudomonomial in a set we will
always mean that no divisor of it is in the set.
Definition 2.71. Let f , g ∈ F2[n] be pseudomonomials. We say that f and
g are compatible if there exists a unique i so that xi divides f and x i divides
g, or so that x i divides f and xi divides g.
Compatibility gives us a way to combine pseudomonomials to create
new pseudomonomials, and this combination process will be used heavily
in our algorithm.
Definition 2.72. Let f , g ∈ F2[n] be compatible pseudomonomials so that
xi divides f and x i divides g. We define the composite of f and g to be the
product of all factors other than xi and x i which appear in at least one of f
and g. The composite is denoted f ⊕ g.
Example 2.73. Consider the pseudomonomials x1x2x3 and x1x3x4x5, which
are compatible since they disagree only in their x3 term. The composite of
these pseudomonomials will be x1x2x4x5.
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Lemma 2.74. Let f , g ∈ F2[n] be compatible pseudomonomials. Then the pseu-
domonomial f ⊕ g is in 〈 f , g〉.
Proof. Without loss of generality suppose that xi divides f and x i divides
g, but the same is not true of any other variable. Let h  f ⊕ g and notice
that xih is a multiple of f and x ih is a multiple of g. That is, there exist f ′
and g′ so that f f ′  xih and gg′  x ih. Then we have that
h  (xi + x i)h  xih + x ih  f f ′ + gg′ ∈ 〈 f , g〉
proving the desired result. 
Next we present an algorithm for computing the canonical form of
a neural ideal from a generating set of pseudomonomials. Recall from
Theorem 2.1 that neural ideals are precisely those which have a generating
set consisting of pseudomonomials. Given the utility of the canonical form,
we seek to easily compute the canonical form from any generating set of
pseudomonomials (for example, a set of indicator pseudomonomials as
described in Definition 2.7, or the image of a canonical form under some
homomorphism). In Algorithm 2 we describe exactly such a procedure.
Algorithm 2 Algorithm to convert a generating set to the canonical form
1: procedure ComputeCF(C)
2: Set C : RemoveRedundancy(C)
3: Let C′ be an empty set
4: while C′ , C do
5: Set C′  C
6: for each pair of pseudomonomials f , g ∈ C do
7: If f and g are compatible, compute h  f ⊕ g
8: Add h to C
9: Set C : RemoveRedundancy(C)
10: Return C
The remainder of this section will be devoted to proving the correctness
of this algorithm. To prove this we introduce the concept of “distance”
between a generating set and the canonical form.
Definition 2.75. Let JC be a neural ideal generated by a set of pseudomono-
mials C  { f1 , . . . fk}. The distance of C in JC is the number of pseudomono-
mials in JC that are not multiples of any fi , and is denoted D(C).
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Notice thatD(C) is always finite since there are only finitely many pseu-
domonomials, and also that D(C)  0 if and only if CF(JC) ⊆ C. In particu-
lar, the only redundancy free set of pseudomonomials with D(C)  0 is the
canonical form itself. To prove the correctness of Algorithm 2 we will show
that D(C) strictly decreases during each iteration of the outer while loop.
Proof of correctness of Algorithm 2. For convience, let JC be the neural ideal
generated by the pseudomonomials in C. Observe that removing redun-
dancy from a set of pseudomonomials does not change its distance. Then
let d  D(C) be the distance of C at the beginning of an iteration of the
while loop in Algorithm 2. If d  0 then at the end of the loop we will
obtain a redundancy free generating set of distance zero, which must be
the canonical form. At this point further iterations will not change C since
these operations include only the addition of pseudomonomials to C and
their subsequent removal due to redundancy. Hence we will have C  C′
and break out of the loop, returning C, which will be the canonical form
since it is a generating set with distance zero and no redundancy.
If d > 0 then we hope to show that D(C) strictly decreases as a result
of the operations performed in the loop. Since d > 0 there is a nonzero
number of pseudomonomials in JC which are not multiples of elements
of C. Among these, choose a pseudomonomial h which is maximal with
respect to division. That is, h is not a multiple of any element of C, but any
multiple of it will be. Notice that h cannot be of degree n, since can(C)must
be all of the degree n pseudomonomials in JC (cf. Lemma 2.19 and related
discussion in Section 2.2). Thus there must exist some xi so that neither xi
nor x i is a factor of h.
Now notice that xih and x ih are each pseudomonomials, and must be
multiples of pseudomonomials in C, say f and g respectively. Observe that
we cannot have f  g since then h would be a multiple of f ∈ C. Also note
that xi divides f and x i divides g, but both must agree on all other factors,
namely those in f . That is, f and g are compatible pseudomonomials in C.
Hence during the while loop in Algorithm 2 we will compute f ⊕ g, which
is a divisor of h since f ⊕ g does not contain a factor depending on xi and
agrees with h on all factors present. With f ⊕ g in C the pseudomonomials
h will no longer contribute toD(C) and soD(C) strictly decreases by at least
1 for every iteration of the while loop.
This implies that we eventually reach a situation in which D(C)  0,
whichwe have already argued results in returning the canonical form. Also
note that we cannot break out of the loop sooner than when D(C)  0 since
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if d > 0 we change C during the loop so it is not equal to C′. This proves that
the algorithm terminates and returns the canonical form of JC  〈C〉. 
2.6 Summary
In this chapter our goal has been to understand codes by associating alge-
braic structures to them. The neural ideal of a code, alongwith its associated
canonical form, were our primary objects of concern. We saw that these
two objects can be associated uniquely to any code, and that their structure
reveals important information about the code and its potential realizations.
In Section 2.4 we examined a correspondence between transformations
of codes and algebraic maps between polynomial rings. We began by char-
acterizing all homomorphisms φ : F2[n] → F2[m] which respect (or pre-
serve) neural ideals. We then broadened our perspective by considering
homomorphisms modulo the Boolean relations. We found that such ho-
momorphisms were slightly more general, since we could map multiple
variables to the same variable. As described in Theorem 2.3, we are always
able to write these homomorphisms as a composition of three fundamental
types of maps: indentification, bit flipping, and restriction. To relate these
algebraic maps to codes, we described a correspondence between the fun-
damental maps and transformations of codes. We found that each type of
map induced some transformation of codes, and that the link was a special
case of these transformations.
We also considered an extremely general class algebraic transforma-
tions: F2-linear transformations from R[n] to R[m]. We discovered that
these transformations can in fact preserve neural ideals, and even canoni-
cal forms. Somewhat surprisingly, the F2-linear maps preserving canonical
forms necessarily arise from hypercube homomorphisms.
Finally, we described how homomorphisms respecting neural ideals af-
fect the canonical form. We showed that when we are not working modulo
the Boolean relations, the canonical form remains relatively unaffected un-
der such homomorphisms: applying one of these homomorphisms yields
a set of pseudomonomials which is at worst redundant with respect to
divisibility. When working mod the Boolean relations things are much
less straightforward, and to ameliorate this we described an algorithm for
computing the canonical form of a neural ideal from any generating set of
pseudomonomials.
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This chapter has described a number of algebraic approaches to under-
standing codes. In the following chapters wewill focus on classifying when
codes have certain realizations, particularly realizations consisting of con-
vex open sets. To approach this problem we will employ the algebraic tools
we have developed here, as well as more purely geometric constructions.

Chapter 3
Geometric Effects of Code
Transformations
In the previous chapter we examined algebraic transformations of neural
ideals and the effects of these transformations on codes. In this chapter we
will attempt to translate these results into the geometric world of realiza-
tions. Recall that a realization of a code C is a collection of sets U in a
topological space X so that C(U)  C (cf. Definition 1.4).
3.1 The Geometric Action of Code Transformations
We found previously that every transformation of a code induced by a
homomorphism respecting neural ideals could be expressed by composing
maps of three fundamental types:
• Identification (Definition 2.52)
• Bit flipping (Definition 2.56)
• Restriction (Definition 2.58)
Recall that permutations are a special case of identification maps. Given
the natural action of these algebraic maps on codes, we aim to take a further
step and translate these transformations of codes into transformations of
their associated realizations. In particular, if we are given a code transfor-
mation T , a code C, and a realization U  {U1 , . . . ,Un} of C, we seek to
modify U to obtain a realization of T (C). Our hope is that in modifying
U we can maintain certain properties of the sets in U such as convexity
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and openness. This is not always the case, but we will see that in some
important cases these properties are maintained. In this section we will not
consider identification maps in their full generality, since they do not have
a natural geometric interpretation. Instead we characterize the relatively
straightforward special case of permutations.
Lemma 3.1. Let C be a code with a realizationU  {U1 , . . . ,Un} and let λ be a
permutation of [n]. Then the setV  {Uλ(1) , . . . ,Uλ(n)} is a realization of λ(C).
Proof. It suffices to show thatU(v) is nonempty precisely whenV(λ(v)) is
nonempty for all v ∈ {0, 1}n . We will show in fact thatU(v) V(λ(v)). To
see this notice that
U(v) 
⋂
vi1
Ui \
⋃
v j0
U j

⋂
λ(v)i1
Uλ(i) \
⋃
λ(v) j0
Uλ( j)
V(λ(v)).
Thus the codes of U and V are the same up to applying the permutation
λ, as desired. 
Corollary 3.2. Let C be a code and λ be a permutation of [n]. Then C is convex
if and only if λ(C) is convex.
Proof. This is immediate since permuting the indices of a collection of sets
does not affect the convexity of those sets. 
Next we characterize bit flipping maps. Bit flipping maps function as
their name suggests, by “flipping” the i-th bit in each codeword from 0 to 1
or vice versa. Their geometric action is to complement the set Ui .
Lemma 3.3. Let C be a code with a realizationU  {U1 , . . . ,Un} in a space X.
Then the collection of sets
V  {U1 , . . . , (X \Ui), . . . ,Un}
is a realization of δi(C).
Proof. We must show that the codeword regions in V that are nonempty
are precisely those corresponding to elements of δi(C). To do this we write
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each vector in {0, 1}n as v ⊕ v i and consider V(v ⊕ v i). We consider two
cases: either vi  0 or vi  1. If vi  0 then we can writeV(v ⊕ v i) as
V(v ⊕ vi)  *.,
⋂
v j1
U j \
⋃
vk0,k,i
Uk
+/- ∩ (X \Ui)

⋂
v j1
U j \
⋃
vk0
Uk
U(v).
Similarly, when vi  1 we have that the i-th bit of v ⊕ vi is 0, and so
V(v ⊕ vi)  *.,
⋂
v j1, j,i
U j \
⋃
vk0
Uk
+/- \ (X \Ui)

⋂
v j1
U j \
⋃
vk0,k,i
Uk
U(v).
In both cases we see thatV(v ⊕ v i)  U(v) and soV(v ⊕ v i) is nonempty
precisely when v ∈ C. Thus C(V)  δi(C) which proves the desired
result. 
Example 3.4. Figure 3.1 shows a convex code C on 3 neurons, along with
a realization of it in R2. To its right we have the code δ2(C), with a (non-
convex) realization corresponding to taking the complement of U2. Clearly
flipping bits need not preserve the convexity of a code in general, since tak-
ing the complement of a set does not preserve convexity (or even openness).
Definition 3.5. LetU  {U1 , . . . ,Un} be a collection of sets and let σ and τ
be disjoint subsets of [n]. The compatible region of (σ, τ) inU is the set
*,
⋂
i∈σ
Ui+- \ *.,
⋃
j∈τ
U j
+/- .
The notion of a compatible region generalizes that of a codeword region:
it simply includes the points where a particular set of neurons fires while
another set is inactive. Note in particular that whenever σ ∪ τ  [n] the
compatible region is just the codeword region for the vector whose support
is σ.
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Figure 3.1 A code, its image under the bit flippingmap δ2, and realizations of
each inR2.
Lemma3.6. LetC be a codewith a realizationU  {U1 , . . . ,Un} in a spaceX and
letm andm′ be integers so that 1 ≤ m ≤ m′ ≤ n. Let τ  {m+1,m+2, . . . ,m′}
and σ  {m′ + 1,m′ + 2, . . . , n} and let X′ be the compatible region of (σ, τ) in
U . Then the collection of sets
V  {Ui ∩ X′ | i ∈ [m]}
is a realization of rest(C ,m ,m′) in the toplogical space X′.
Proof. Let γ ⊆ [m] be any vector (as defined by its support) and for each
i ∈ [m] let Vi  Ui ∩ X′ be the i-th set inV as described above. We aim to
show thatV(γ) is nonempty exactly when γ ∈ rest(C ,m ,m′). To prove this
we compute directly that
V(γ) 
⋂
i∈γ
Vi \
⋃
j∈[m]\γ
Vj Definition of code-
word regionV(γ).

⋂
i∈γ
(Ui ∩ X′) \
⋃
j∈[m]\γ
(U j ∩ X′) Definition of Vi .
 X′ ∩ *.,
⋂
i∈γ
Ui \
⋃
j∈[m]\γ
U j
+/- (A ∩ X′) \ (B ∩ X′) X′ ∩ (A \ B).
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 *,
⋂
k∈σ
Uk \
⋃
l∈τ
Ul+- ∩ *.,
⋂
i∈γ
Ui \
⋃
j∈[m]\γ
U j
+/- X′ is the compatibleregion of (σ, τ).

⋂
k∈σ∪γ
Uk \
⋃
l∈τ∪([m]\γ)
Ul (A \ B) ∩ (C \ D) 
(A ∩ C) \ (B ∪ D).

⋂
k∈σ∪γ
Uk \
⋃
l∈[n]\(σ∪γ)
Ul τ ∪ ([m] \ γ)  [n] \(σ ∪ γ).
U(σ ∪ γ). Definition of code-
word region U(σ ∪
γ).
Thus γ ∈ C(V) if and only if σ ∪ γ is in C(U)  C. But γ ∈ rest(C ,m ,m′)
under precisely the same conditions by Definition 2.58. Thus C(V) 
rest(C ,m ,m′), proving the desired result.

Corollary 3.7. Let C ⊆ F n2 be a code with a convex realization in Rd . Then
Lkσ(C) is a convex code for any σ ⊆ [n] and has a realization in Rd .
Proof. Let U be a convex realization of C. Recall from Lemma 2.62 that,
up to permutation, the link of a code is just a special case of restriction
with m  m′. If we apply the lemma proven above then we see that the
compatible region X will be a convex open set, since it is the intersection of
convex open sets. Likewise, each Vi is a convex open set, and so we obtain
a realization of Lkσ(C) consisting of convex open sets in a convex subspace
of Rd . Thus Lkσ(C) is always convex when C is convex. 
Example 3.8. The following example shows how convexity is preserved by
linking, as in Corollary 3.7. Taking a link is the same as looking inside a
convex “window” in a realization determined by the intersection of sets
in the realization. In the example below this “window” is the intersection
U3 ∩ U4, which becomes the space for our realization of the link. In the
figure U3 and U4 are striped to make the sets easier to discern.
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3.2 Obstructions to Convexity
The following lemma generalizes the idea of a “local obstruction” presented
in Curto et al. (2015). Whereas Curto et al. (2015) considers links only in
the simplicial complex of a code, we can also consider links more generally,
as described in Definition 1.14. However, this result is also slightly more
difficult to work with practically, since it does not reduce the problem of
determining convexity to simplicial homology.
Lemma 3.9. Let C be a code. If there exists σ ⊆ [n] so that Lkσ(C) is not convex
in Rd , then C is not convex in Rd .
Proof. This is the contrapositive of Corollary 3.7. 
In order to work with this result practically, we hope that the codes
Lkσ(C) will be simpler than C itself. Indeed, if σ is nonempty then the link
of σ is simpler in the following two ways.
Proposition 3.10. Let C be a k-sparse code and let σ ⊆ [n]. Then Lkσ(C) is a
code on no more n − |σ| bits and has sparsity no more than k − |σ|.
Proof. Since every set in Lkσ(C) is disjoint from σ it is clear that the link has
no more than n − |σ| bits which take nonzero values. Thus the link can be
thought of as a code on n − |σ| bits. Similarly, no set in the link can have
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more than n − |σ| elements since its union with σ must be a set in C, which
is k-sparse. 
The above proposition immediately suggests an algorithm for testing
convexity: if we are given a code C then we can recursively take links in
the code to obtain codes which are sparse enough to analyze for convexity
easily. In Jeffs et al. (2015) the authors characterize the convexity of all 2-
sparse codes, and this result could be used by the algorithm to detect some
limited obstructions to convexity in codes. However, no such algorithmwill
be able to detect all obstructions to convexity. The authors in Lienkaemper
et al. (2015) describe a code C which is not convex in any dimension, but
for which Lkσ(C) is convex for all σ. Nevertheless, such an algorithmic
approach is useful, especially given the connectionswehave drawnbetween
the link and algebraic transformations of neural ideals.

Chapter 4
Geometric Constructions
In this chapter we approach the problem of convex codes from a purely
geometric perspective. In previous chapters we worked with algebraic
objects associated to codes such as the neural ideal, but here we diverge
from this perspective by working directly with the realizations associated
to a code.
4.1 Path connected realizations
Recall from Proposition 1.5 that all codes have a realization in some space.
To address this, and to better answer the biological problem of stimulus
reconstruction, we generally restrict ourselves to realizations which consist
of convex open sets. However, there are many other sensible restrictions
to place on sets in a realization. In this section we discuss some possible
alternatives to convexity. A much weaker condition than convexity is path
connectivity.
Definition 4.1. AsetU ⊆ Rd is path connected if for every twopoints p , q ∈ U
there is a path between p and qwhich stays inU. More precisely, if for every
p , q ∈ U there exists a continuous map f : [0, 1] → U so that f (0)  p and
f (1)  q.
Path connected realizations are natural to consider since neural codes
arise from spatial stimulus occuring as an animal walks along a path
through its environment. In this section we will completely character-
ize when a code has a realization consisting of path connected open sets.
Throughoutwewill adopt the simplifying assumption that all codes contain
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the codeword 00 · · · 0. Recall that the presence of this codeword indicates
an “outside space” in the environment where no neurons fire.
Our primary tool in characterizing these codes will be the poset of a
code and the link. The poset associated to a code is simply the collection of
its codewords orderedwith respect to inclusion. Recall fromDefinition 1.14
that the link of some σ ⊆ [n] in a code C is the result of collecting all sets in
C containing σ and then removing σ from all these sets. Our result for this
section is the following:
Theorem 4.1. Let C be a code. Then C has a realization consisting of open path
connected sets in R3 if and only if the underlying graph of the poset of Lk{i}(C) is
connected for all i.
We establish this result with the following lemmas. In Lemma 4.4 we
will see a slight generalization of the above theorem. In particular, we will
see that if C has a realization consisting of open path connected sets and
the underlying graph of its poset is planar, then C has a realization in R2
consisting of path connected open sets. In the lemma below, recall that
Uσ is the intersection of all Ui with i ∈ σ. Also recall that our convention
is to have the empty intersection be the entire space X in which we are
attempting to realize the code.
Lemma 4.2. Let C be a code with a realizationU  {U1 , . . . ,Un} consisting of
open sets in a space X ⊆ Rd . Let Σi be the collection of minimal elements in the
poset of Lk{i}(C) for some index i. Then the set
Σi(U) : {Ui ∩Uτ |τ ∈ Σi}
is an open cover of Ui .
Proof. Recall that Ui is the union of all codeword regionsU(σ) with σ ∈ C
and i ∈ σ. We know that U(σ) ⊆ Uσ since U(σ) is obtained from Uσ
by potentially removing points. Also observe that Uσ ⊆ Uτ if and only if
τ ⊆ σ. Finally, we know from the definition of the link that τ ∈ Lk{i}(C) if
and only if τ ∪ {i} ∈ C and i < τ. With this information we can compute
straightforwardly that
Ui 
⋃
i∈σ∈C
U(σ)
⊆
⋃
i∈σ∈C
Uσ SinceU(σ) ⊆ Uσ.
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
⋃
τ∈Lk{i}(C)
U{i}∪τ By definition of the link.
⊆
⋃
τ∈Σi
U{i}∪τ Since Uτ ⊆ Uτ′ ⇔ τ′ ⊆ τ.

⋃
τ∈Σi
Ui ∩Uτ

⋃
U∈Σi(U)
U.
Thus the collection of sets Σi(U) covers Ui , as desired. Clearly each set in
the collection is open since it is the intersection of open sets. 
Lemma 4.3. Let C be a code with a realization consisting of path connected open
sets. Then the underlying graph of the poset of Lk{i}(C) is connected for all i.
Proof. We proceed by contrapositive. Let U  {U1 , . . . ,Un} be any real-
ization of C consisting of open sets, and suppose without loss of generality
that the underlying graph of the poset of Lk{1}(C) is not connected. Let
Σ
(1)
1 ,Σ
(2)
1 , . . . ,Σ
(k)
1 be the collection of minimal elements in each connected
component of the underlying graph of the poset of Lk{1}(C). Notice that
the various Σ(i)1 partition Σ1. Also notice that none of these can contain the
empty set, since otherwise the poset would have a unique minimal element
and be connected.
For each i ∈ [k] define
Vi 
⋃
τ∈Σ(i)1
U1 ∩Uτ .
Notice that each Vi is a union of sets in Σ1(U) since each set is U1 ∩Uτ for
someminimal element τ of the poset of Lk{1}(C). Moreover, any setU1∩Uτ
in Σ1(U) is contained in some Vi , namely the Vi for which τ ∈ Σ(i)1 . Thus
the collection of Vi forms an open cover of U1.
We now aim to show thatVi andVj are disjoint whenever i , j. Suppose
that therewere somepoint of intersection betweenVi andVj , corresponding
to a codeword γ ∈ C. Then γmust contain some τi ∈ Σ(i)1 and some τ j ∈ Σ( j)1 .
But clearly τi and τ j are in the same connected component of Lk{1}(C) since
there is a path from each of them to γ. This implies that i  j, and in
particular Vi and Vj are disjoint whenever i , j.
68 Geometric Constructions
Now since we have at least two connected components in Lk{1}(C) we
have at least two distinct Vi . Thus the collection of Vi is an open cover of
U1 consisting of disjoint sets, and we conclude that U1 is not connected.
Thus C has a realization consisting of path connected open sets only if the
underlying graph of the poset of Lk{i}(C) is connected for all i. 
Lemma 4.4. Let C be a code and suppose that the underlying graph of the poset
of Lk{i}(C) is connected for all i. Let G be the underlying graph of the poset of
C \ {∅}. If G has an embedding inRd then C has a realization inRd consisting of
path connected open sets.
The proof below is constructive but also heavy in notation. For a con-
crete example of the construction given in the proof one can skip ahead to
Example 4.5.
Proof. Consider an embedding of the graph G in Rd . Let 1 > 0 be suf-
ficiently small so that no two vertices in the embedding are within 31
distance of one another, and no line in the embedding passes within 21
distance of a vertex unless it leads to that vertex. Then for each σ ∈ C \ {∅}
let Bσ be an open ball of radius  around the vertex corresponding to the
codeword σ. By construction none of these balls intersect, nor do they fully
cover any line between vertices in the embedding.
For any line between vertices σ and σ′, define lσ′σ to be the collection of
points on the line that are not in Bσ or Bσ′. To keep this labelling consistent
we will always assume σ ⊂ σ′. Notice that none of these are empty since
the open balls Bσ do not cover any line fully. Also notice that all of the
lσ
′
σ are disjoint, closed, bounded sets. Thus all of these sets have positive
distance between them pairwise. Let 2 be one third of the minimum of
these distances. We then associate each of these line segments to an open
set containing it. In particular, we define
Lσ
′
σ 
⋃
p∈lσ′σ
N(p , 2)
where N(p , 2) is the open ball of radius 2 centered at p. Clearly each of
these sets is open, contains lσ′σ , and no two of them intersect by our choice
of 2.
To construct our realization we define
Ui  *,
⋃
i∈σ
Bσ+- ∪ *,
⋃
i∈σ⊂σ′
Lσ
′
σ
+- .
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We claim that the collectionU  {U1 , . . . ,Un} is a realization of C consist-
ing of path connected open sets. Each Ui is open because it is the union of
open sets. Each Ui is path connected since Lk{i}(C) is connected for all i.
In particular, Ui consists of path connected sets (the Bσ and Lσ
′
σ ) which to-
gether cover the embedding of the graph of Lk{i}(C). Since this embedding
is connected this cover itself is connected.
It remains to show that U is a realization of C. First notice that C(U)
contains the empty set since the various Ui do not cover all of Rd . Then let
σ be any nonempty codeword in C. The set Bσ will yield σ in C(U) since,
by construction, Bσ ⊆ Ui if and only if i ∈ σ. Finally, let γ ⊆ [n] be any set
which is not in C. We must show that γ < C(U). In particular, we want to
show thatU(γ)  ∅. To do this it suffices to show that no Bσ or Lσ′σ contains
points in U(γ). First notice that each Bσ ⊆ U(σ) and since γ < C each Bσ
is disjoint fromU(γ). Furthermore, points in Lσ′σ that are not in Bσ′ will be
inU(σ), since these points are covered precisely by the Ui for which i ∈ σ.
Again since γ < C we have that these points are not inU(γ). ThusU(γ) is
disjoint from all Ui , and is therefore empty. This proves that γ < C(U) as
desired. 
In the example below we use the construction described in this proof to
create a path connected realization of a code in R2.
Example 4.5. Consider the codeC  2[3]\{13}  {∅, 1, 2, 3, 12, 13, 123}. The
underlying graph of the poset of C \ ∅ is planar. In particular, the following
is an embedding of this graph:
We have drawn the embedding using straight lines, but one need not do
so in general. Proceding as in the proof of Lemma 4.4 we construct open
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balls around each vertex in this graph. We then take the line segments not
covered by these balls and inflate them slightly to obtain open sets. This
gives us the following collection of sets:
We have left off the labels Bσ and Lσ
′
σ described in the proof of Lemma 4.4 in
order to avoid clutter. To finish constructing our realization, we form each
Ui by taking the union of the lines and balls which involve the index i. This
yields a realization of C in R2 using open path connected sets.
In the figure above each set U1, U2, and U3 is patterned with lines in a
particular direction. Regions in the figure where there are grids correspond
to overlap between the sets.
With these tools developed we can return to our overall result.
Proof of Theorem 4.1. The forwarddirection follows immediately fromLemma4.3.
In particular, the assumption that C has a realization consisting of path con-
nected open sets inR3 is stronger than the hypothesis in Lemma 4.3, which
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places no restrictions on the space in which C has a path connected realiza-
tion.
For the reverse direction, we use the fact that any graph has an embed-
ding in R3. In particular, the underlying graph of the poset of C \ {∅} has
an embedding in R3. Furthermore, we have by hypothesis that Lk{i}(C)
is connected for all i, and so by Lemma 4.4 we know that C has a path
connected realization in R3. 
This theorem provides a bound on the dimension necessary to realize
a code using path connected sets which does not depend on the code. We
know that if we can realize a code then we can always do so in R3, and it is
natural to askwhenwe can go toR2 or evenR1. The bound ofR3 is sharp in
the sense that there exist codeswhich have path connected realizations inR3
and not R2. One class of counterexamples can be obtained by subdividing
planar graphs, as in Jeffs et al. (2015). As of yet there is no characterization
of which codes have path connected realizations in R3 but not R2.
In the construction described in Lemma 4.4 the sets we obtain are not
necessarily simply connected. For instance in Example 4.5 the set U2 has
nontrivial fundamental group. Simply connected sets are a reasonable in-
termediary between path connected sets and convex sets, since convex sets
are always simply connected. A potentially interesting question is whether
codes with path connected realizations will always have simply connected
realizations. Investigating which codes do have realizations consisting of
simply connected sets may also have the potential to shed light on which
codes have convex realizations.

Chapter 5
Conclusion
We have approached neural codes from several angles. First, we examined
existing algebraic objects such as the neural ideal and the canonical form
in Chapter 2. We saw that, as described in Curto et al. (2013), these objects
yielduseful informationabout the code and its realizations. Inparticular the
canonical form compactly encodesminimal relationships among sets in any
realization of the associated code. Given the useful nature of these objects,
we sought to understand thembetter by examining their algebraic structure.
We completely classified all homomorphisms that map neural ideals to
neural ideals, and we also briefly investigated F2-linear transformations
with the same properties. Our classification yielded a decomposition of
any homomorphism respecting neural ideals into a composition of four
natural types of homomorphisms.
This classification also gave us a natural way to describe how these ho-
momorphisms act on the underlying codes. In Section 2.4.4 we found that,
up to composition, we can describe the effects on codes in terms of permut-
ing indices, flipping bits, restricting to sets of “compatible” codewords, and
identification maps. The last of these turns out to be valid only when we
work modulo the Boolean relations, and it is in some sense it is less natural
than the other classes of maps.
We also investigated whether these homomorphisms could be used to
compute the canonical forms of related codes easily. We found that homo-
morphisms φ : F2[n]→ F2[m] that respect neural ideals do have some use:
one can obtain the canonical form of φ(JC) by applying φ to the canonical
form of JC and removing pseudomonomials that are redundant to one an-
other. This method of computing the canonical form is somewhat simpler
than computing the canonical form directly from a code. We saw that this
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relationship does not hold when we work modulo the Boolean relations.
Finally, we described an algorithm for computing the canonical form from
any generating set for the neural ideal consisting of pseudomonomials.
In Chapter 3 we sought to understand transformations of codes geo-
metrically. We characterized certain relationships between realizations of
codes and realizations of transformed codes. Importantly, we showed that
some code transformations, such as taking a link, preserve the convexity of
a code. Since these transformations may reduce the complexity of a code,
they can serve as a coarse test for nonconvexity: given a code, we simplify
it and then test for nonconvexity. If the resulting code is not convex, then
the original code could not have been convex. Unfortunately, these tests are
rarely complete since they do not detect all nonconvex codes. Nevertheless,
when coupled with the algebraic understanding developed in Chapter 2,
these tests can serve as an efficient first check for nonconvexity. Conceptu-
ally, the content of Chapter 3 is a direct bridge between realizations of codes
and the algebraic world of their neural ideals. Previous work has shown
correspondences of a similar style: for example Curto et al. (2013) described
how relationships between sets in realizations appear in the canonical form.
The work in Chapter 3 is novel in that it focuses on transformations of the
objects of concern, namely neural ideals and realizations of their underlying
codes. The direct correspondence between these transformations is some-
what surprising, since there is no reason a priori to expect that geometric
operations would be associated to with algebraic transformations, or vice
versa.
In Chapter 4 we took a concrete geometric approach, providing a char-
acterization of codes which have realizations consisting of path connected
open sets. We noticed that these realizations can always be achieved in R3,
but that bounding the dimension more precisely was a difficult task. We
also briefly considered simply connected realizations as an intermediary
between path connected sets and convex sets.
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