A simple systematic way of obtaining analytically solvable Hamiltonians for quantum two-level systems is presented. In this method, a time-dependent Hamiltonian and the resulting unitary evolution operator are connected through an arbitrary function of time, furnishing us with new analytically solvable cases. The method is surprisingly simple, direct, and transparent and is applicable to a wide class of two-level Hamiltonians with no involved constraint on the input function. A few examples illustrate how the method leads to simple solvable Hamiltonians and dynamics.
Introduction
Investigating the quantum dynamics of a spin-1/2 particle subjected to an arbitrary timedependent classical magnetic field is the updated version of old seminal problems. One example is that of a periodically driven two-level system exactly treated by Rabi [1] in the theory of nuclear magnetic resonance. Another example concerns the physical behavior of a quantum system around an avoided crossing region, analyzed with no approximation by Landau [2] and Zener [3] for a two-level system. The evergreen attractiveness of the problem under scrutiny is traceable back to the underlying Hamiltonian model, whose language is universal enough to describe scenarios of basic and applicative importance in many different physical contexts such as, in addition to those previously mentioned, superconductivity [4] , quantum optics [5] , quantum control [6] , quantum information, and quantum computing [7] .
It is, moreover, worth noting that mathematical results advancing our understanding of the solution of the general problem are useful to highlight aspects of the dynamics of a classical gyroscope under the action of the time-dependent magnetic field [8] . They are also useful to suggest new tricky ideas to provide a protocol to construct a class of exact solutions of a linear and homogeneous system of two coupled differential equations with time-dependent coefficients.
Unfortunately, only a few examples of analytically solvable two-level evolutions have been reported up to now, generally confined to very specific classes of time-dependent field configurations: mainly periodic [9] or pulse shaped [10] . Generally speaking, however, the physical behavior of a two-level system against the wide variety of the time-dependent magnetic fields acting upon it is very rich, exhibiting, for instance, intriguing resonance phenomena like the dynamical stabilization [11] (i.e., the tendency to occupy a fixed state during a finite period of time) or the coherent destruction of tunneling [12] (i.e., a remarkable diminution of the initial tunneling frequency).
It is thus remarkable that Barnes and Das Sarma [13] pointed out that if the problem is approached from a different direction, one could reach an unlimited number of solvable cases which could not otherwise be reached by the ordinary strategy. They considered a class of two-level Hamiltonians that are characterized by a time-dependent control field along the z direction and a constant one along the x direction. They succeeded in connecting the control field in the Hamiltonian and the ensuing evolution operator in terms of a free input function. Such a parametric connection is implicit; however, it really presents us with new solvable models.
In this paper, a systematic way of generating solvable Hamiltonians of quantum twolevel systems is presented. Though the essential idea is the same as in [13] , i.e., to connect analytically the Hamiltonian and the resulting evolution operator in terms of an arbitrary parametric input function, the method here is much simpler and transparent, and the connection is direct, thus allowing us to have explicit expressions for both the Hamiltonian and the evolution operator. Furthermore, our approach enlarges the range of applicability of [13] , allowing us to consider the most general form of Hamiltonian [14] . At the same time, since our approach automatically guarantees unitarity, the input function is free from any involved constraint that was necessary in [13, 14] . It should be stressed that different parametrizations are possible, and the ones used in this paper give rise to solvable time-dependent problems not contained in the set stemming from the parametrization of [13, 14] . Thus the treatment and solutions here presented will turn out to be a useful further resource complementary to those previously obtained.
New strategy to generate solvable Hamiltonians
Consider a quantum two-level system described by a general time-dependent Hamiltonian
where Ω (ω) is a real (generally complex) function of t. This is the most general form of the hermitian two-by-two operator (besides an additive time-dependent term proportional to the unit operator , which would trivially result in a time-dependent overall phase factor in the evolution operator). The unitary evolution operator generated by this Hamiltonian is an element of SU(2), which is always representable in terms of two complex functions, a and b, as
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Since the evolution operator has to satisfy = U HU i˙or, equivalently, =  H UU i˙ †, the functions in equations (1) and (2) are related to each other as follows
Observe first that the second equation is solved to express b in terms of a and ω
where the initial condition 
where the function X is constrained to satisfy
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Usually one tries to find the evolution operator U (equivalently, the functions a and b) in terms of the entries Ω and ω in (1). Unfortunately, it is in general difficult to find exactly solvable cases other than the well-known ones. If, however, we limit this general target searching for any longitudinal Ω t ( ) (transverse ω t ( )), possible forms of ω t ( ) (Ω t ( )) by which the dynamical problem is exactly solvable, we disclose the existence of physical scenarios wherein the dynamical behavior of the two-level systems may be fully investigated with no approximation.
It is proposed here to view the above equation (6) and the constraint (7) as those prescribing a and ω once the functions X and Ω have been given. Notice that the complex function X(t) is completely arbitrary, provided it satisfies the initial condition
, the integro-differential equation (6) for a becomes a differential equation which is solved to yield
Once a has been determined, the remaining functions are obtained from the relations
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The result means that if the transverse field ω t ( ) is given by this relation for an arbitrarily chosen X(t) and an arbitrary longitudinal field Ω t ( ), the resulting unitary evolution operator is exactly given by the parameter a(t) in (9) and b(t) in (10) . The relations are exact, and no approximation is involved. We emphasize that the introduction of the function X(t) as given by (6) is indeed the mathematical trick originating t-dependent Hamiltonian models for which simultaneous explicit calculation of the evolution operator is straightforward. Such an auxiliary function X(t) allows us indeed to link implicitly the two entries of H with those of U, right in view of (9) and (10) expressing a b , , and ω in terms of X and Ω. It would be worth stressing that an approach different from the ordinary strategy can result in establishing an exact relationship between the Hamiltonian and the dynamics, even though the derivation itself is straightforward and simple. In this approach, a single complex function X plays the key role, and no other function is required, while in [13] several functions were introduced to establish the connection. Furthermore, the unitarity of the evolution operator, expressed as (7), has been taken into account when the parameter a is solved in (9) , and thus no further constraints are necessary. Recall again that we consider the most general form of H, i.e., (1) (apart from a term proportional to the identity operator, which would result in an additional overall phase factor), so that the method is applicable to any two-level system scenario.
Selective examples
A few examples would be helpful to understand how the method works as well as its usefulness in practice.
Example 1: a real function X
When one chooses a real function X, = X X * and specifies the transverse field as 
The consistency requires that the integrand in the brackets should be a real function, which implies that the interaction Hamiltonian in the interaction picture commutes at different times; that is, this case corresponds to a well-known solvable case [15] .
Example 2: a complex function X
Consider a complex function X(t) parametrized by a real function ϕ t ( ) and a real constant parameter c as
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The general formula tells us that when the transverse field is prescribed as Observe that equation (15) requires that ( > c 0 and ϕ > 0 are assumed for simplicity) 
we are led to exact solutions. This certainly enlarges the domain of solvability, since if we take the = ∞ c limit while keeping finite = X 0 and ω = | | 0 to nullify the right-hand side of (17), we obtain the case where the interaction Hamiltonian in the interaction picture is commutable at different times, leading to a known exact solution [15] . Now we understand that there are more solvable cases. Indeed it is not difficult to express ϕ in terms of ω This means that, given arbitrary functions Ω and ω | |, we control the phase ϕ ω as We stress here that this simple case is to be added as a new category of solvable Hamiltonians to the well-known cases where the interaction Hamiltonian in the interaction picture is commutable at different times. Notice that in this case the input function X(t) can be eliminated, and the relationship between the parameters in the Hamiltonian, Ω t ( ) and ω t ( ), and those characterizing the evolution operator U(t), a(t), and b(t), has become explicit. That is, this case really presents us with analytically solvable Hamiltonians in the ordinary sense.
An arbitrary complex function X
In the above examples, one of the two degrees of freedom of X has been suppressed or eliminated, leading to simple expressions of parameters ω a , , and b. To treat the most general form of X, we keep both degrees of freedom and introduce polar variables = and therefore Observe that we have to put Θ = sin (0) 0 if we want to keep parameters well behaved. These variables are constrained to satisfy (26), the resulting dynamics is exactly given by this parameter a, and
, where the real function Θ can be chosen as we wish and A and ϕ have already been given as functions of ω and Θ (see (23) and (24)).
These exact expressions could present us with interesting solutions that otherwise could never be found. On the mathematical side we claim that any successful application based on the protocol here reported also provides direct tools to find straightforwardly exact, closed, and explicit solutions of the otherwise generally intractable homogeneous system of the two linear differential equations, corresponding to the time-dependent Schrödinger equation associated to H in (1). In what follows, we consider the cases in which the transverse field is constant, ω ϕ = = ω | | const .,˙0. These are the cases just considered in [13] ; however, all the expressions here, which have never been obtained before, are rather simple and instructive, and the evolution operator can be expressed in terms of elementary analytical functions.
3.4.1. Monotonically decreasing aj j . We may put
In this case, we can choose entails a unitary evolution that is characterized by its diagonal and off-diagonal matrix elements
and, for γ ≫ = with a specific relative weight without adjusting the evolution time: one just needs to wait for a long time. 
where ϵ is a sign function ϵ θ θ = − − x x x ( ) ( ) ( ), θ x ( ) being the Heaviside function. We can halt the oscillating behavior of a | | at = t T 1 for a finite duration < < T t T In order to realize this behavior, we have to control the longitudinal field as
It is interesting to see exactly that the otherwise oscillating behavior of the unitary evolution operator can be stopped by the application of an impulsive longitudinal field; then the magnitude of its matrix elements can be kept constant for a finite time duration. This mechanism would bring us a new possibility of controlling the dynamics at our disposal. Of course, the appearance of the delta functions in Ω is due to our choice of ideal, i.e., instantaneous switching for Θ. We may introduce a finite switching time and, accordingly, the relevant quantities would have to be modified. We underline that the essential feature, that is, the fact that the oscillating behavior of the unitary evolution stemming from the constant transverse field can be halted by the application of an engineered impulsive longitudinal one, would not be changed even after this kind of realistic modification.
Discussions and conclusions
The examples presented above clearly show how simply and easily the present method can provide us with novel analytically solvable Hamiltonians and their dynamics that can be expressed directly and explicitly in terms of elementary functions. Notice that to obtain solvable Hamiltonians (in a broader sense) for two-level systems practically means to establish an analytical relationship between three input parameters and three output parameters. So far we have tried to express the three parameters in the unitary evolution operator a(t) and b(t) with the constraint
in terms of those in the Hamiltonian
It is well known that this strategy works when
, which constitutes the solvable case in the ordinary sense. Now we know that there are other strategies (in the broader sense), and we may choose different combinations of three parameters as inputs. Here we consider essentially the following two alternative strategies: (1) given the transverse field ω and one parameter Θ, to find the unitary operator under the engineered longitudinal field Ω, and (2) given the longitudinal field Ω and a complex parameter X, to find the evolution operator under the engineered transverse field ω. The previous studies [13, 14] are along the line of strategy (1), while the present method applies to both (1) and (2) . Actually, we have started with (2) and moved to (1) in this paper.
Consider strategy (1) first. The input parameters in [14] are denoted as β, φ, and χ, while the complex ω and real Θ are the three input parameters in the present method. It is not difficult to find the following correspondence between them, i.e., β ω φ
. It is clear that χ has to satisfy the constraint χ β − ⩾ 1˙0 2 2 , while the parameter Θ is free from it. We understand that the present parametrization is much more suitable and tractable, since to find an appropriate χ seems quite nontrivial and difficult.
Strategy (2) is not considered in [13, 14] and is the basis of the present method, where the longitudinal field Ω and a complex function X are the input parameters that one can take at oneʼs will. In this respect, the new solvable case found in example 2 is unique and deserved to be stressed. Actually, this case has revealed the fact for the first time that the dynamics can be solved analytically in the ordinary sense, even if the commutativity of the interaction Hamiltonian in the interaction picture at different times is not met, provided the parameters in the Hamiltonian satisfy the relation (19).
The present method would open a new door to find analytically solvable Hamiltonians in two-level quantum systems and to control such systems where the dynamics can be predicted analytically. It is, of course, possible to consider a different input function X or Θ to apply the method in different contexts, which will be presented elsewhere.
