The so called peer methods for the numerical solution of Initial Value Problems (IVP) in ordinary differential systems were introduced and later applied to different types of problems by R. The aim of this paper is to propose an alternative procedure to construct families of explicit two step peer methods in which the available parameters appear in a transparent way. This allows us to obtain families of fixed stepsize s stage methods with stage order 2s−1, which provide dense output without extra cost, depending on some free parameters that can be selected taking into account the stability properties and leading error terms. A study of the extension of these methods to variable stepsize is also carried out. Optimal s stage methods with s = 2, 3 are derived.
Introduction
We consider the numerical solution of (non stiff) IVPs for a differential system d d t y(t) = f (t, y(t)),
where f : R × R m → R m is assumed to be sufficiently smooth so that for all y 0 there is a unique smooth solution to the right of t 0 .
To introduce the s-stage two-step peer methods, let c j , j = 1, . . . , s be a given admissible set of nodes, i.e. |c i − c j | ∈ {0, 1} for all i = j.
We assume that for any given step size h > 0 there is a starting procedure that allows us to obtain (sufficiently accurate) approximations Y 0,j y(t 0,j ), f 0,j = f (t 0,j , Y 0,j ), j = 1, . . . , s
to the solution of (1) and to the vector field at the internal grid points t 0,j = t 0 + c j h, j = 1, . . . s in the first step interval [t 0 , t 1 = t 0 +h]. Then an s-stage explicit two-step peer method is an algorithm that computes new approximations Y 1,j y(t 1,j ), f 1,j = f (t 1,j , Y 1,j ), j = 1, . . . , s
to the solution of (1) and the vector field at the internal grid points t 1,j = t 1 + c j h, j = 1, . . . s of the next step [t 1 , t 2 = t 1 + h] by means of the equations
r jk f 1,k , j = 1, . . . , s
where A = (a jk ), B = (b jk ), R = (r jk ) ∈ R s×s are given matrices that define the method. A and B are full matrices and R is strictly lower triangular.
It must be noticed that integration methods that combine information about the solution in two consecutive steps have been considered for a long time as can be seen in the earlier publications [2] , [7] , [8] and [16] . In particular, the General Linear Methods introduced by J.C. Butcher in [2] as a generalization of linear multistep (multivalue) methods and Runge-Kutta (multistage) methods also contain the explicit peer two-step methods.
Weiner and Schmitt and co-workers have provided for some special A-matrix methods of type (3) of different orders [10] , [17] , [18] that are competitive with the standard integrators in use.
Putting e = (1, . . . , 1) T ∈ R s , c = (c 1 , . . . , c s ) T and
. . .
equations (3) can be written in the matrix form where ⊗ denotes the standard Kronecker product and I m is the unit matrix of order m. For our studies of order and stability it will be sufficient to consider the scalar case (m = 1) in which (5) becomes Y 1 = A Y 0 + h B f (t 0 e + hc, Y 0 ) + h R f (t 1 e + hc, Y 1 ).
As it has been pointed out in [11] , [18] the method (5) is zero-stable if and only if the matrix A has an eigenvalue λ 1 (A) = 1 and the remaining eigenvalues λ j (A), j = 2, . . . , s have modulus ≤ 1 and those of modulus one correspond to simple elementary divisors. Hence, a safe stability requirement is to choose A so that λ 1 (A) = 1, λ j (A) = 0, j = 2, . . . , s,
because these conditions ensure the zero stability ( [6] , pp. 293). Remark that λ 1 (A) = 1 is a consequence of the preconsistency condition Ae = e. Thus, Weiner and coworkers take in [18] a constant matrix A of the form A = e e T s + QW Q −1 where W, Q are some special matrices such that Ae = e and A has eigenvalues 1 (simple) and 0 and e i = (0, . . . , 1, . . . , 0)
T is the i-th unit vector of the canonical basis of R s . Here we will choose an alternative family of matrices A of the form
with lower triangular constant P and upper triangular constant A given by
that clearly satisfy (7) . Note that the preconsistency condition Ae = e implies that P e = e 1 .
The main reason to take A with the form (8), (9) is that equations (6) can be written as
with B = P BP −1 and R = P RP −1 where R is lower triangular. Now for a given admissible set of nodes and a constant matrix P with P e = e 1 the number of available parameters in the vector equation (10) is 
for the second stage those of the second row and the same for the remaining stages. Because of this, in our order studies we may consider independently the order conditions of each stage of the transformed method (10) . This simplifies considerably the derivation of particular explicit methods.
Note that if A has the above spectrum (7) there exists a non singular real matrix S that transforms A to the Jordan canonical form i.e.
with α j either 0 or else 1. Now if S possesses a LU decomposition without pivoting, S = LU , with unit diagonal elements in L, then A can be written in the form
and it can be checked that the matrix U JU −1 has the same zeroes as A of (9). Hence, even though not all matrices A satisfying the spectral assumption (7) can be written in the form (8), (9) , those for which the corresponding S admits a LU decomposition without pivoting can.
For our (absolute) stability studies of the methods (6) we apply them to the scalar test equation y = λ y, where λ is a complex constant. Putting z = λ h, (6) becomes
Then the stability region S is the set of all z ∈ C such that all eigenvalues of M (z) satisfy |λ j (M (z))| ≤ 1 and those with |λ j (M (z))| = 1 correspond to simple divisors in Jordan's canonical form.
Order conditions
In standard explicit RK methods the difference y(t n + h) − y n+1 defines the order of accuracy. Here, none of the c i needs to be 1, and moreover we must take into account the order of accuracy of all stages y(t 1 e + hc) − Y 1 , i.e. the so called stage order of the method. This is the motivation of the following definition of stage order:
For the method (6) with the matrix A given by (8) , (9) we introduce the
with Y(t) = y(te + hc) ≡ (y(t + c 1 h), . . . , y(t + c s h)) T .
Definition 1 (Stage Order). For a given admissible set of nodes the method (6), (8) , (9) has stage order p if
for all y(t) sufficiently smooth.
Note that the preconsistency condition Ae = e is equivalent to L[1; h] = 0 and the method has order p and error constant C p+1 iff the s-dim vector linear operator L defined by (12) satisfies (12) is a linear operator of y(t) the Taylor series expansion at t will have the form
with some s-valued constants C j = C j (A, B, R, c 1 , . . . , c s ) and if the method has order p then C j = 0, j = 0, 1, . . . , p and C p+1 = 0. Because of this linear dependence on y(t), both the order and the error constant C p+1 are independent of the time t of expansion. This implies that by choosing e.g. the time expansion at t
T depends only on the differences c j − c 1 , the coefficients of the Taylor's expansion
. . , c s − c 1 ) depend only on the relative differences to the first node c 1 , and similarly for any other node. Thus, by fixing a given node c k , the order conditions as well as the error constant depend only on (12) it can be written as
and because of (10), condition
Denoting by Z(t) = (z j (t)) (14) can be written equivalently as
and the method has order p if the right hand side of (15) is O(h p+1 ). To introduce a further simplification in the study of the order conditions, we define a new scaled time τ so that t = τ h and a new function u(τ ) = y(hτ ). Then Z(t) = P y(te+hc) = P u(τ e+c), and putting ξ[u(τ )] = P u(τ e+c) ∈ R s , the method (6), (8) , (9) has order p iff
holds for all u(τ ) ∈ Π p (τ ) (the set of polynomials in τ with degree ≤ p), where the dot denotes the derivative with respect to τ . Further by the linear dependence of ξ on u(τ ), it is enough to check (16) for τ = 0.
Next we will show that, for a given admissible set of nodes, under some minor restrictions on the components of P the equations of (16) possess a unique solution in the free parameters of A, B and R with stage order 2s − 1. As a first step to establish the existence of s-stage methods with stage order 2 s − 1 we prove the following Lemma 1. For a given admissible set of nodes c i , i = 1, . . . , s and arbitrary constants p ij , 1 ≤ j < i ≤ s, consider the construction of a method of order p = 2 s − 1.
• The first stage order equation of (16) 
• The last stage order equation of (16) possesses a unique solution in the unknowns of the last row of (11) i.e.
Proof. Since the first stage order equation is a linear equation in the unknowns (17) it will be enough to show that the corresponding homogeneous equation of (16) possesses only the trivial solution, i.e., that if for any polynomial u(τ ) ∈ Π 2s−1 (τ ) we have
then a 1j = 0, j = 2, . . . , s and b 1j = 0, j = 1, . . . , s.
By choosing for u(τ ) the polynomial
we have
and therefore
and by substituting into (19) we get b 1s = 0. Next repeating the process with the polynomial
we arrive to b 1s−1 = 0. And following in this way we obtain that all b 1j = 0.
After that, with the polynomials
we derive successively the vanishing of the coefficients a 1s , a 1,s−1 , . . . , a 11 of (19). The proof for the last stage order equation follows a similar pattern. We need to show that if
holds for all polynomials u(τ ) of degree ≤ 2s − 1 then all b sj and r sj must be zeroes. Taking a polynomial u(τ ) = τ 0 v(τ ) ∈ Π 2s−1 (τ ) with (remark that we consider an admissible set {c i |i = 1, . . . , s})
,
we obtain that r s,s−1 = 0. In this way we derive successively r s,s−2 = 0, . . . , r s1 = 0 and then
For the order equations corresponding to the stages k = 2, . . . , s − 1 the existence of a unique solution of the k-th component of the vector equation (16) in the unknowns a k,k+1 , . . . , a ks , b k1 , . . . , b ks , r k1 , . . . , r k,k−1 requires an additional relation between the nodes and the elements of P at each stage. In fact, the k-th stage order equation of (16) is given by
where u(τ ) ∈ Π 2s−1 (τ ). Note that for u(τ ) = 1, ξ[u(τ )] = P e = e 1 anḋ ξ[u(τ )] = P 0 = 0 and then (21) is clearly satisfied. Hence it is enough to require (21) for the remaining elements of a basis of Π 2s−1 (τ ). Taking u(τ ) = τ m , m = 1, . . . , 2s − 1 this condition becomes
Condition (22) can be expressed in a simpler way in terms of the determinant of a matrix with dimension s − k − 1. Let us consider for example the order conditions of the second stage (k = 2) for the case of four stages (s = 4). According to (21) there will be a unique solution if and only if (24) for all u(τ ) ∈ Π 7 (τ ) implies that all involved a 2j , b 2j and r 21 coefficients are zero.
Taking the polynomials u 6 (τ ) ∈ Π 6 (τ ) = Π 2s−2 (τ ) and u 7 (τ ) ∈ Π 7 (τ ) = Π 2s−1 (τ ) such thatu and, due to the consistency condition P e = e 1 ,
for m = 6 and m = 7. Suppose we rewrite both equations as a 23 α 6 + a 24 β 6 = 0 , a 23 α 7 + a 24 β 7 = 0 , then it is clear that this interpolation problem has a unique solution unless its coefficient matrix is singular, that is, when α 6 β 7 = α 7 β 6 , which gives us a condition on coefficients p ij and nodes c i .
In general, for stage k with 1 < k < s, let P (k) be the (s − k) × s matrix that is obtained from P after deleting the first k rows, and let Q (k) be the s × (s − k) matrix with
and c s+j = 1 + c j . Then in order to have a unique solution, the square matrices
To prove that there is a unique solution for the b kq and r kq coefficients of stage equation k, we can follow the same procedure as the one used for the last stage. We may therefore state the following Theorem 2. For all s ≥ 2 there is a family of s-stage, fixed stepsize, two step peer methods (6) , (8), (9) with order 2s−1 that depends on the s+(s−2)(s−1)/2 parameters (the s non confluent nodes c i and the (s − 2)(s − 1)/2 elements of P with P e = e 1 ) with the s − 2 relations (26). The coefficients A, B, R are uniquely determined by (16) 
Remark 2. According to Remark 1, for a method with s stages and order 2s − 1, the available parameters in A, B, R depend only on the s − 1 differences c k −c l , k = l to a fixed node c l . This allows us to choose a pivot node. Assuming c 1 < . . . < c s , the choice c s = 1 (used for example in [18] ) provides the numerical solution at grid points but, if some c j < 0, the method uses information of the back step and requires a special starting procedure. On the other hand, if c 1 = 0 and some c j > 1, the final step must be taken so that the last stage gives the approximation to the solution at the end point of the integration interval.
In the case of two-step methods with variable stepsize, let us suppose that we advance the numerical solution from the known stages Y 0,j corresponding to the points t 0,j = t 0 + c j h, obtained with stepsize h and we want to modify the size of the next step by a factor σ, so that the new Y 1,k y(t 1 + σh) = y(t 0 + h + σh) are given by
With the notations (4), for a scalar case they can be written in the vector form
where now the matrices A(σ), B(σ) and R(σ) can depend on the stepsize ratio σ.
To ensure the zero-stability, we are considering methods with
with P constant, lower triangular, satisfying the condition P e = e 1 and A = A(σ) as in (9) so that A has the eigenvalue unity (simple) and the remaining eigenvalues are zero. It is well known that the zero-stability is guaranteed if any product of consecutive matrices
is uniformly bounded for all k, r. Note that the stability depends on the sequence of step sizes {h 0 , h 1 , . . .}. Weiner and co-workers choose the matrix A constant with all the eigenvalues equal to zero except one, simple, equal to one. In this way, the method is zero-stable for any sequence of step sizes {h j }. In our case, since P is constant, the stability is equivalent to the uniform boundedness of the product of matrices
and this is ensured if the coefficients a ij (that can depend on the step size ratios σ n ) are uniformly bounded.
Theorem 3. The variable stepsize two-step peer method (27) with matrix A satisfying (8), (9) and A = A(σ) is zero-stable for any step size sequence such that the coefficients of the matrix A are uniformly bounded.
Proof. To prove (29) we will see that for all fixed r and k ≥ s − 2
Decomposing the matrix A = A(σ) in blocks
and taking into account that T (σ) is strictly upper triangular matrix of dimension s − 1, it is easy to see that
Consequently, the product of s consecutive matrices is a matrix with only the first row non zero, and with the first element of this row unity. From here, it is clear that (29) holds.
Then, if a ij (σ n ) are uniformly bounded for the σ n ratios, the matrices A(σ n ) are also uniformly bounded, A(σ n ) ≤ K, where K ≥ 1 since Ae = e. Therefore, for any product of consecutive matrices we have the bound
Let us remark that with the above choice of the transition matrix A = A(σ) = P −1 A(σ)P the calculation of coefficients for variable step size is very similar to the case of fixed step size. To find the expressions for the coefficients of the matrices, we only have to take into account that the interpolation points are now given by {c 1 , c 2 . . . , c s , 1 + σ n c 1 , . .
By introducing the linear operator corresponding to (15)
where now the two-arguments vector function Y(t 1 , h 1 ) is defined by
the method (27) has order p iff the operator
To simplify the derivation of the order conditions we introduce again a new time τ by t = hτ and u(τ ) = y(t) = y(hτ ). Then defining the s-valued vector functions
. The variable stepsize method (27) has order p if and only if
holds for all polynomial u(τ ) ∈ Π p (τ ), where dots denote derivative with respect to τ . The point we want to address now is under which conditions on the stepsize ratios σ n a method obtained with fixed stepsize and order p can be extended to a zero-stable, pth order, variable step size method, according to equations (33).
Let us suppose that for some fixed admissible nodes c i and matrix P we have a fixed stepsize method of order p = 2s − 1. Equations (33) are continuous on σ and have solution for σ = 1, therefore they define a unique solution A(σ), B(σ), R(σ) for some neighborhood around σ = 1. Moreover, since for u(τ ) ∈ Π p (τ ) the equations (33) are polynomic on σ, the coefficients of the solution matrices A(σ), B(σ), R(σ) will be rational on σ. Hence, the coefficients of the variable stepsize method will be defined for all σ except for at most a finite number of values of the stepsize ratio σ. Let us suppose, without loss of generality, that there is only one such singular value of σ, σ * 1 . For any small value ε 1 > 0, the method with fixed stepsize can be extended to variable stepsize for all σ ∈ J σ = [0, σ max ]\(σ * 1 − ε 1 , σ * 1 + ε 1 ). In practice, if a stepsize ratio σ ∈ (σ * 1 − ε 1 , σ * 1 + ε 1 ) is selected by the stepsize control algorithm, the value σ = σ * 1 − ε 1 can be taken instead to guarantee the existence of the method yet maintaining the local truncation error under the prescribed error tolerance. The zero-stability is guaranteed because J σ is a compact set and the coefficients of A(σ) are continuous.
Note that the construction of suitable peer methods will require the selection of the free parameters c i and p ij such that the method has maximum order (for example p = 2s − 1), maximum stability domain and minimum forbidden stepsize ratios σ * 1 , σ * 2 , . . . In addition, for the valid stepsize ratios σ the corresponding coefficients of the matrices A(σ), B(σ), R(σ) should not be too large, and ε 1 , ε 2 , . . . should be as small as possible.
Peer methods with s = 2
From the previous section, it follows that a two-stage peer method of order three can be obtained for any choice of c 1 and c 2 for which (c 1 −c 2 ) (1−c 1 −c 2 ) = 0. Indeed, solving the order conditions (16) leads to : 
so that no method with s = 2 can be found of order 4. It is even impossible to impose that one stage has order 4, while the other remains of order 3.
The matrix P , given in (9), reads P = 1 0 −1 1 , which means that
The characteristic equation of M (z) is given by
whereby
Given a value for d, stability along the imaginary axis is then obtained for those values of z for which the spectral radius ρ(M ) < 1. This study can be carried out by means of the Routh-Hurwitz criterion [5, pp. 194] , that allows to check whether or not all the roots of a polynomial q(µ) with real coefficients have a negative real part. Before doing so, it is necessary to use the mapping λ → µ defined by
which transforms the interior of the unit disk of the λ-plane in the left half of the µ-plane. This leads to
The Routh-Hurwitz criterion shows that the roots will belong to C − iff E 1 , E 2 and E 3 have the same sign. A detailed analysis gives the following result, shown in the left part in Figure 1 : the stability interval along the negative real axis as a function of d ∈ [−2, 2] is given by [ρ, 0] whereby 
This holds for all c 1 , c 2 , c 3 such that (c 1 − c 2 ) (c 1 − c 3 ) (c 2 − c 3 ) = 0, i.e.
The coefficient a 12 is polynomic in σ. Consequently, the matrices A(σ) and A(σ) are uniformly bounded for any bounded set J σ . The other coefficients are rational functions of σ. Remark that the factor d in r 21 can be eliminated, since c 3 − c 4 = σ (c 1 − c 2 ). This means that B(σ) and R(σ) cannot be bounded for any choice of J σ , but they will be for carefully chosen J σ . For the above method, c 2 − c 1 = d max and the forbidden stepsize ratios will depend on the selection of the node c 1 . Thus, taking c 1 = 0, c 2 = d max , which is a natural selection, the method can be extended to variable stepsize for all bounded σ. More specifically, taking for example J = [0, 3], it is easy to see that max i,j≤2 (|a i,j (σ)|) = 0.920 for all σ, 
In both cases, the method can be extended to variable stepsize for practical sequences of the stepsize.
Peer methods with s = 3
With 3 stages, we can construct methods of order 2s − 1 = 5, expressed in terms of the parameters p 32 , d 2 = c 2 − c 1 and d 3 = c 3 − c 1 . According to Lemma (1) the first and last rows of A, B and R are uniquely defined in terms of the free parameters. On the other hand, for the second stage, the matrices Q (2) and P (2) from (25) are
According to Theorem 2, the second row of A, B and R is uniquely determined in terms of the free parameters whenever
. After extensive numerical search (see e.g. Figure 3 ) where we take into account the length of the stability intervals along the real and imaginary axes and also the value of the error constants, we have found that for p 32 = −0.522, 
With this selection of the coefficients, the stepsize control algorithm must avoid the values of σ n close to σ 1 , which correspond to strong reductions of the stepsize, taking σ n = 0.15 when this happens. With this selection of the coefficients, the stepsize control algorithm must avoid the values of σ close to σ 1 = 1.16808, which correspond to reasonable increasing of the stepsize, limiting it to σ = 1.16 unless it is larger than 1.18. In any case, this is not a dramatic limitation.
Numerical experiments
To show the performance of the peer methods above developed we present here the results obtained with the following two problems:
• Kepler's problem
with initial conditions
where 0 ≤ e < 1 is the eccentricity of the orbit. It is well known that its solution is periodic with period T = 2π. We have taken e = 0.5 and [0, 4 T ] as integration interval.
• The Euler equations that describe the motion of a free rigid body
where ω We have selected in our experiments two peer methods:
• The two-stage third order formula with optimal stability region, given in (37) with c 1 = 0.
• The three-stage fifth order formula given in Table 1 , with c 1 = 0.
In all the cases we have used a fixed stepsize, taking h = T /N for N = m 2 i , i = 0, 1, . . ., with m depending on the order of the method and the problem being integrated, in such a way that for h = T /m the global error is smaller than, but not far from 1. For example, for the Kepler problem integrated with the fifth order formulas we have taken m = 20. To start the integration, the stages corresponding to the first step were defined as the exact solution, that is,
T . For each integration we have computed at each step the global error, measured in the Euclidean norm, and we have obtained the maximum of these values, GE. We have also computed the number of function evaluations required NFCN at each integration.
First in order to verify numerically the order of the methods we plot the values of the global errors versus the stepsizes used, in double logarithmic scale. In Figure 5 we can see clearly that the numerical order agrees with the theoretical one for both methods. Next, to test the efficiency of the methods we have compared them with standard RK methods of the same order. On one side we have considered the Bogacki and Shampine RK method of order 3 [1] , whose (2-norm of the) coefficient of the leading term of the local error is 0.0418111 and its stability interval is [−2.51, 0]. On the other side, we have considered the well known Dormand and Prince RK method [4] , that has an error coefficient 0.399080·10 −3 and [−3.31, 0] as stability interval. Both RK methods have been used in the ODE suit [14] in MATLAB.
In Figure 6 we display the efficiency plots, log 10 (GE) versus log 10 NFCN, corresponding to the Kepler problem. It can be observed that the peer methods are slightly more efficient than the RK methods in both cases.
In Figure 7 we display the efficiency plots corresponding to the Euler equations. It can be observed that the peer method of order three has a behaviour similar to the one of Bogacki-Shampine formula, whereas the peer method of order five seems to be slightly more efficient than DOPRI. In order to analyse these results, we must take into account that, in the case of the third order methods, the peer formula requires two stages per step whereas the RK formula requires three. Thus, if we want to compare them at equal computational cost, we must scale the error coefficient of the peer method by the factor (2/3) 4 and its stability interval by 3/2. This gives us 0.028 and [−3.6, 0] for the peer versus 0.0418111 and [−2.51, 0] for the RK. This can explain why the performance is slightly better for the peer method.
Regarding the fifth order methods, the DOPRI formula needs six function evaluations per step, whereas the peer method requires only 3. Then we must scale the error coefficient of the peer method by 1/2 6 and its stability interval by a factor of 2. This gives us 0.569136 · 10 
Conclusions
We have shown that fixed stepsize stable explicit two step peer methods with s stages can attain order 2s − 1 and we have studied the extension of these methods to variable stepsize. We have also obtained particular methods with s = 2, 3 and orders 3 and 5 respectively. We have finally presented some numerical experiments, showing that peer methods with optimal order can be competitive with standard RK formulas with the same order. Further research on variable stepsize implementations of these methods is in progress.
