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はじめに格子系を定義しよう。k = 1, 2, ...d, i = 1, 2, ..., N について x(k)i ∈ Zであるような d次元の




i , ..., x
(d)
i )を格子点とする。ただし、i ̸= j ならば xi ̸= xj を満たす。その集合
を Λとする。次に、ボンド（格子点間の結合）を Λの元のペア {x, y}で定義する。そして、ボンドの集
合を B とする。格子系とはこの２つの集合の組 (Λ, B)のことである。










































確率変数 σ を v ∈ Λ1,h ∈ Λ2 に分け、それぞれの間の結合を wxy で表している。機械学習の言葉ではこ








現する確率をそれぞれ p(v; t), p(h; t)としたときの制限ボルツマンマシンのマルコフ連鎖を以下のように
定義する。
第 1章 序論 4
定義 2. 以下のようなコルモゴロフの先進方程式に従って時間発展するマルコフ連鎖を定義する。









ここで T (v|h), T (h|v)は遷移行列と呼ばれる条件付き確率で、











定義 3 (詳細釣り合い). 遷移行列 Tij について、等式
TijΠj = TjiΠi (1.6)
が成り立つとき、このマルコフ連鎖は詳細釣り合いの条件を満たすという。
詳細釣り合いの条件が満たされるとき、マルコフ連鎖は t → ∞で確率分布 Πi に収束する。上で定義
したマルコフ連鎖は詳細釣り合いの条件を満たす。これを示すために、補題としてベイズの定理を紹介す
る。
定理 4 (ベイズ). 条件付き確率 P (A|B)について以下の等式が成り立つ。




p(v; t+ 1) =
∑
v′∈Ω1,h′∈Ω2
T (v|h′)T (h′|v′)p(v′; t) (1.8)




























T (v′|h′)T (h′|v) Π(v)
Π(v′)
= T (v′|v) Π(v)
Π(v′)
(1.10)
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となる。p(h; t)も同様に計算できる。以上より、マルコフ連鎖（1.4）は詳細釣り合いの条件を満たす。
ブロック化ギブスサンプリングではマルコフ連鎖（1.4）が生成する確率分布から v と hのサンプリン
グを交互に行い、その時間平均を計算する。しかし、ブロック化ギブスサンプリングによって得られる終






































シェルから一様ランダムに選んだ状態 |ψ⟩に対する力学変数 Âの量子力学的期待値 ⟨ψ|Â|ψ⟩が、通常の
ミクロカノニカル分布で得られる力学変数の平衡値 ⟨Â⟩MCE,N を 1に近い確率で十分良く近似する、という
性質によって定義されている [3, 4, 5]。この概念は統計力学の“典型性”によって正当化される。典型性
とはマクロな量子系の平衡状態における仮定で、次のようなステートメントである；ある平衡状態に対応
する状態たちのうち、大多数の状態はほとんど区別できない。要するに、膨大な数の対応する量子状態







N サイトの量子スピン系を用意する。この系のハミルトニアンが生成するヒルベルト空間を H と
し、エネルギー E をもつ固有ベクトルが張る H の部分空間を HE とする（ミクロカノニカルエナジー
シェル）。
以下のようなステートメントで熱的量子純粋状態を定義する。
定義 6 (熱的量子純粋状態). 状態 |ψ⟩をエネルギー E のミクロカノニカルエナジーシェルの中から一様
乱数で選ぶとき、任意の正数 ϵについて、全ての力学変数 Âに対して
P(⟨ψ|Â|ψ⟩ − ⟨Â⟩MCE,N | ≥ ϵ) ≤ ηϵ(N)
を満たすとする。このときの |ψ⟩ を熱的量子純粋状態と呼ぶ。ここで P(x) は事象 x が起こる確率を表
し、⟨·⟩MCE,N はエネルギー E、システムサイズN のミクロカノニカル分布によるアンサンブル平均を表す。
また右辺の ηϵ(N)は N → ∞で 0になる関数である。
1.2.2 カノニカル分布の導出
全系がシステムと環境からなる格子点上で定義された量子スピン系を考える。それぞれのヒルベルト
空間を HS ,HB と書く。全系のハミルトニアンを Ĥ = ĤS + ĤB + λĤint で定義し、ĤS , ĤB の固有ベ
クトルを {|Φn⟩}(n=1,2,...), {|Ψm⟩}(m=1,2,...) とする。すると全ヒルベルト空間 H = HS ⊗HB の任意の
ベクトルは、複素数 cn,m を用いて、|ψ⟩ =
∑
n,m cn,m|Φn⟩|Ψm⟩のように表される。






























D(u) = exp[S(u)] (1.16)
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のように表せる。そして、このエネルギーの期待値と分散について、























る。また、DB(u)は環境系のエントロピーをボルツマンの公式に用いて、DB(u) = eSB(u) と書ける (B
は Bath、つまり熱浴のことを表す)。次に被積分関数を En だけ右にシフトする。その後で、被積分関数
にD(u)/D(u)を掛け算する。ここで現れたDB(u−En)/D(u)という因子は、ボルツマンの公式により
eSB(u−En)−S(u) と書き表せる。これらの操作により、得られた計算結果は結局、










































いて、S(E) = SS(E) + SB(E) と分解できる。SS(E) の方は En に依存しないので分母にいれておく。




{βU − F (β)} (1.23)
この式を用いれば、SB(E −En)− SB(E) = −βEn であることがわかる。ここで β は上のルジャンドル











































































サンプリングの手法を記しておく。vx, hy がそれぞれ ±1をとる場合を考える。条件付き確率では、h
の値が決められた状態で v のサイコロをふる。ボルツマンマシンのハミルトニアン（1.1）を見るとわか
るように、ある hが決まった場合、異なる vx は独立に計算できる。これをボルツマンマシンの条件付き
独立性と呼ぶ。
ソースコード 2.1 ブロック化ギブスサンプリング
1 s = -ones(Float64, Const.dimS)
2 prob = 1.0 ./ (1.0 .+ exp.(-2.0 * z))
3 pup = rand(Float64, Const.dimS)
4 for ix in 1:Const.dimS
5 if pup[ix] < prob[ix]





























= ⟨Ĥ∂θ⋆ Ŝ⋆⟩ − ⟨Ĥ⟩⟨∂θ⋆ Ŝ⋆⟩
(2.5)
よって誤差関数の微分は






1 wmoment = 0.9 * wmoment - lr * dweight


























y′ ] = 0 (y ̸= y
′)
{b̂y, b̂†y} = {b̂y, b̂†y} = 0 {b̂y, b̂†y} = 1
(2.8)


















と等価である。ここで Ŝ(i)y はスピン 1/2の角運動量演算子である。この XY模型は厳密に解け、以下の
ような自由エネルギーを持つ。
F (T ) = −T
∑
k








図 2.1 ハードコアボソンに対するエネルギーと温度の関係。系が基底エネルギーをとるとき温度は 0
になる。また、全ての状態が一様ランダムに出現するとき温度は∞に発散する。
2.2.5 初期化





h(Wv+W⋆v′) ∼ δv,v′ になるようにとる。実際には以下のようなコードで重みの初期化を
行った。
ソースコード 2.3 Initialization
1 weight = ones(Complex{Float64}, Const.dimB, Const.dimS) * 10.0^(-3)
2 for n in 1:Int64(Const.dimB/Const.dimS)-1
3 weight[Const.dimS*n+1:(n+1)*Const.dimS, :] +=

























ここで b̂y, b̂†y は (2.8)の交換関係・反交換関係を満たすハードコアボソンの生成消滅演算子で、Ŝ
(i)
x はス










第 3章 数値シミュレーションの結果 13























[1] G. Carleo and M. Troyer, Science 355, 602(2017).
[2] H. Saito and M. Kato, J. Phys. Soc. Jpn. 87, 014001(2018).
[3] P. Bocchieri and A. Loinger, Phys. Rev. 114, 948 (1959).
[4] A. Hams and H. D. Raedt, Phys. Rev. E 62, 4365 (2000).
[5] S. Popescu, A. J. Short, and A. Winter, Nat. Phys. 2, 754 (2006).
[6] S. Sugiura and A. Shimizu, Phys. Rev. Lett. 108, 240401 (2012).
[7] D. Ceperley, G. V. Chester, and M. H. Kalos, Phys. Rev. B 16, 3081 (1977).
[8] H. Yokoyama and H. Shiba: J. Phys. Soc. Jpn. 59, 3669 (1990).
[9] 瀧 雅人（2017）『機械学習スタートアップシリーズ　これならわかる深層学習入門』 講談社
[10] 田中 章詞・富谷 昭夫・橋本 幸士 （2019）『ディープラーニングと物理学　原理がわかる、応用がで
きる』講談社
[11] 橋本 幸士 編 （2019）『物理学者，機械学習を使う ―機械学習・深層学習の物理学への応用―』 朝
倉書店
[12] 田崎 晴明 （2000）『熱力学―現代的な視点から (新物理学シリーズ)』培風館
[13] 清水 明 （2007）『熱力学の基礎』 東京大学出版会
[14] 田崎 晴明 （2008）『統計力学〈1〉 (新物理学シリーズ)』培風館
[15] 田崎 晴明 （2008）『統計力学〈2〉 (新物理学シリーズ)』培風館
[16] 小口武彦 （1970）『磁性体の統計理論』裳華房
[17] 田崎 晴明 『数学 物理を学び楽しむために』
16
謝辞
この論文を手掛ける上で多くのアドバイスを頂いた指導教官の森弘之先生には大変感謝している。ま
た、この研究について有意義な議論をしてくださった電気通信大学情報理工学研究科基盤理工学専攻教
授斎藤弘樹先生にはこの場で感謝の意を表する。最後に、一緒に議論をしてもらった研究室のメンバー、
生活面で私を支えてくれた家族、そして精神的な面で私を支えてくれた鈴木美葉氏には心から感謝して
いる。
