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POINCARE´ AND MEAN VALUE INEQUALITIES FOR HYPERSURFACES
IN RIEMANNIAN MANIFOLDS AND APPLICATIONS
HILA´RIO ALENCAR AND GREGO´RIO SILVA NETO
Abstract. In the first part of this paper we prove some new Poincare´ inequalities, with explicit
constants, for domains of any hypersurface of a Riemannian manifold with sectional curvatures
bounded from above. This inequalities involve the first and the second symmetric functions of
the eigenvalues of the second fundamental form of such hypersurface. We apply these inequalities
to derive some isoperimetric inequalities and to estimate the volume of domains enclosed by
compact self-shrinkers in terms of its scalar curvature. In the second part of the paper we prove
some mean value inequalities and as consequences we derive some monotonicity results involving
the integral of the mean curvature.
1. Introduction and main results
The classical Poincare´ inequality states that if Ω ⊂ Rn is a bounded, connected, open subset
of Rn and 1 ≤ p <∞, then there is a constant C(p,Ω) depending on p and Ω such that for all
non-negative f ∈W 1,p0 (Ω) the following inequality holds
(1.1)
(ˆ
Ω
fpdx
) 1
p
≤ C(p,Ω)
(ˆ
Ω
|∇f |pdx
) 1
p
,
where dx denotes the Lebesgue measure of Rm. If Ω = Br(x0) is the open ball of Rm with center
x0 ∈ Rm and radius r, then there is a constant C(p) depending only on p such thatˆ
Br(x0)
fpdx ≤ C(p)r
ˆ
Br(x0)
|∇f |pdx,
see [16, pp. 289-290]. The Poincare´ inequality (1.1) also holds for functions f ∈ W 1,p(Ω)
provided
´
Ω fdx = 0, where Ω ⊂ Rn is a bounded, connected open subset of Rn with Lipschitz
boundary ∂Ω and for all 1 ≤ p ≤ ∞, i.e., there is a constant C(p,Ω) depending on p and Ω such
that
(1.2)
(ˆ
Ω
|f |pdx
) 1
p
≤ C(p,Ω)
(ˆ
Ω
|∇f |pdx
) 1
p
.
This is the Poincare´-Wirtinger inequality. An interesting question about these inequalities is
to know the dependence of the Poincare´ constant C(p,Ω) on the geometry of the domain Ω or
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to find the best constant C(p,Ω) for a given domain and a given p, 1 ≤ p ≤ ∞. For convex
domains Ω ⊂ Rn, Payne-Weinberger showed in [27] that, for p = 2, the best Poincare´ constant
in inequality (1.2) is C(2,Ω) =
1
pi
(diam Ω), and Acosta-Duran showed in [1, Thm. 3.2] that,
for p = 1, the best Poincare´ constant is C(1,Ω) =
1
2
(diam Ω), where here (diam Ω) denotes the
diameter of Ω in Rn. Moreover, they showed that, for any value of p, 1 ≤ p ≤ ∞, the Poincare´
constant for convex domains Ω ⊂ Rn depends only on the diameter of Ω. These Poincare´ type
inequalities can be extended to domains in Riemannian manifolds. For instance, the following
result of P. Li and R. Schoen:
Theorem 1.1 ([22], Thm. 1.1, p. 282). Let M be a compact Riemannian m-manifold with
boundary ∂M, possibly empty, and with Ricci curvature RicM ≥ −(m − 1)k for a constant
k ≥ 0. Let x0 ∈M and r > 0. If ∂M = ∅ assume that the diameter of M is greater than or equal
to 2r. If ∂M 6= 0, assume that the distance from x0 to ∂M is at least 5r. For every Lipschitz
function f on Br(x0) which vanishes on ∂Br(x0) we have the Poincare´ inequalityˆ
Br(x0)
|f |dM ≤ r(1 +
√
kr)−1e2m(1+
√
kr)
ˆ
Br(x0)
|∇f |dM.
Poincare´ inequalities on domains of Riemannian manifolds has been studied extensively by
many authors and it plays an important role in Geometry and Analysis, see [7], [20], [21], [23],
[24] and [26] for few examples.
Before to state the results of this paper, let us introduce some definitions and notations.
Let Mm, m ≥ 2, be a m−dimensional hypersurface with boundary ∂M, possibly empty, of a
Riemannian (m+ 1)−manifold Mm+1. Let k1, k2, . . . , km be the principal curvatures of M. We
define the first and the second symmetric functions associated to the principal curvatures of M
by
(1.3) S1 =
m∑
i=1
ki e S2 =
m∑
i<j
kikj .
These functions have natural geometric meaning. In fact, S1 = mH, where H denotes the mean
curvature of M. If M
m+1
has constant sectional curvature κ, then 2S2 = m(m − 1)(R − κ),
where R is the scalar curvature of M.
If KM = KM (x,Πx) denotes the sectional curvature of M in x ∈ M relative to the 2−
dimensional subspace Πx ⊂ TxM, we define
κ0(x) = inf
Πx⊂TxM
KM (x,Πx).
Let i(M) be the injectivity radius of M and let us denote by (diam Ω) the diameter of smallest
extrinsic ball which contains Ω ⊂M.
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In this paper we will address Poincare´ type inequalities, with explicit constants, on domains
of any hypersurface of a Riemannian manifold with sectional curvatures bounded from above.
Theorem 1.2 (Poincare´ type inequality). Let M
m+1
be a Riemannian (m + 1)−manifold,
m ≥ 2, with sectional curvatures bounded from above by a constant κ. Let M be a hypersurface
of M
m+1
, with boundary ∂M, possibly empty, such that S1 > 0 and S2 ≥ 0. Let Ω ⊂ M
be a connected and open domain with compact closure. If ∂M 6= ∅, assume in addition that
Ω∩∂M = ∅. If (diam Ω) < 2i(M) then, for every non-negative C1-function f : M → R, compactly
supported in Ω, we have
(1.4)
ˆ
Ω
fS1dM ≤ C(Ω)
ˆ
Ω
[
|∇f |S1 +
(
m(κ− κ0)
4
+ S2
)
f
]
dM,
where
C(Ω) = C(1,Ω) =

1
m− 1(diam Ω) if κ ≤ 0;
2√
κ(m− 1) tan
(√
κ
2 (diam Ω)
)
, if κ > 0;
and we assume (diam Ω) < pi√
κ
for κ > 0. Moreover, if M = Sm(r) is the Euclidean sphere of
radius r, M = Rm+1, and f is a constant function, then the equality holds.
Remark 1.1. If κ ≤ 0 and M is complete and simply connected, then i(M) = ∞. If κ > 0
and the sectional curvatures of M are pinched between 14κ and κ, then i(M) ≥ pi√κ , see for
example [13], p.276. For these situations the assumption (diam Ω) ≤ 2i(M) in Theorem 1.2 is
automatically satisfied.
Remark 1.2. Results in the direction of the Theorem 1.2 for mean curvature are known, see
[28, Theorem 3.1 and Theorem 3.3, p. 531-532].
In the particular case when M
m+1
is one of the space forms Rm+1, Hm+1(κ), or Sm+1(κ),
namely, the Euclidean space, the hyperbolic space of curvature κ < 0, and the Euclidean sphere
of curvature κ > 0, respectively, we have
Corollary 1.1. Let M be a hypersurface with boundary ∂M, possibly empty, of Rm+1, Hm+1(κ)
or Sm+1(κ), m ≥ 2, with mean curvature H > 0 and scalar curvature R ≥ κ. Let Ω ⊂ M
be a connected and open domain with compact closure. If ∂M 6= ∅, assume in addition that
Ω ∩ ∂M = ∅. Then, for every non-negative C1-function f : M → R, compactly supported in Ω,
we have
(1.5)
ˆ
Ω
fHdM ≤ C(Ω)
ˆ
Ω
[
|∇f |H + (m− 1)
2
(R− κ)f
]
dM.
Moreover, if M = Sm(r) is the Euclidean sphere of radius r in Rm+1 and f is a constant
function, then the equality holds.
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Theorem 1.2 has various immediate consequences that we will present below. The next result
should be compared with [5, Theorem 28.2.5, p. 210] which states that
If Mm is a compact submanifold with angles of Rn, n > m, with boundary ∂M, possibly
empty, then
m vol(M) ≤ RM
[
vol(∂M) +m
ˆ
M
|H|dM
]
,
where RM is the radius of the smallest ball of Rn which contains M.
As a consequence of Theorem 1.2 we have
Corollary 1.2. Let M
m+1
be a Riemannian (m+1)−manifold, m ≥ 2, with sectional curvatures
bounded from above by a constant κ. Let M be a hypersurface of M
m+1
, with boundary ∂M,
possibly empty, such that S1 > 0 and S2 ≥ 0. Let Ω ⊂M be a connected and open domain with
compact closure. If ∂M 6= ∅, assume in addition that Ω ∩ ∂M = ∅. If (diam Ω) < 2i(M) and,
for κ > 0, assuming also (diam Ω) < pi√
κ
, then
ˆ
Ω
S1dM ≤ C(Ω)
[ˆ
∂Ω
S1dSΩ +
ˆ
Ω
(
m(κ− κ0)
4
+ S2
)
dM
]
,
where dSΩ denotes the (m− 1)−dimensional measure of ∂Ω. Moreover, if M is compact without
boundary, then ˆ
M
S1dM ≤ C(Ω)
ˆ
M
(
m(κ− κ0)
4
+ S2
)
dM.
In particular, if M has constant sectional curvature κ, then
ˆ
Ω
HdM ≤ C(Ω)
[ˆ
∂Ω
HdSΩ +
m− 1
2
ˆ
Ω
(R− κ)dM
]
.
If M is a compact, without boundary, hypersurface of Rm+1, Hm+1(κ) or Sm+1(κ), the Corol-
lary 1.2 becomes
Corollary 1.3. Let M be a compact, without boundary, hypersurface of Rm+1, Hm+1(κ) and
Sm+1(κ) with mean curvature H > 0 and scalar curvature R ≥ κ.
(i) If M ⊂ Rm+1 or M ⊂ Hm+1(κ), thenˆ
M
HdM ≤ 1
2
(diamM)
ˆ
M
(R− κ)dM
and
diamM ≥ 2 minH
maxR− κ.
In particular, if m = 2 and M2 ⊂ R3, thenˆ
M
HdM ≤ 2pi(diamM).
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(ii) If M ⊂ Sm+1(κ) and (diamM) ≤ pi√
κ
, then
ˆ
M
HdM ≤ 1√
κ
tan
(√
κ
2
(diamM)
) ˆ
M
(R− κ)dM.
Remark 1.3. If M = Sm(r), the round spheres of radius r in the Euclidean space Rm+1, then
the inequalities of the item (i) of Corollary 1.3 become equality.
Remark 1.4. The proof of the item (i) of the Corollary 1.2 follows taking the compactly
supported Lipschitz function fε : M → R, given by
fε(x) =

1 if x ∈ Ω, dist(x, ∂Ω) ≥ ε;
dist(x, ∂Ω)
ε
if x ∈ Ω, dist(x, ∂Ω) ≤ ε;
0 if x 6∈ Ω;
into the Poincare´ inequality (1.4) of Theorem 1.2 and by taking ε→ 0, where dist(x, ∂Ω) denotes
the intrinsic distance of M of the point x ∈M to the boundary ∂M of M.
A hypersurface M ⊂ Rm+1 is called a self-shrinker if its mean curvature H satisfies H =
− 12m〈X, η〉, where X is the position vector of Rm+1 and η is the normal vector field of M .
Self-shrinkers play an important role in the study of mean curvature flow and they have been
extensively studied in recent years, see [6], [11], and [12]. Another consequence of our version of
Poincare´ inequality is the following result.
Corollary 1.4. Let M be a compact, without boundary, self-shrinker of Rm+1, m ≥ 2, with
mean curvature H > 0 and scalar curvature R ≥ 0. Let K ⊂ Rm+1 be the compact domain such
that M = ∂K. Then
(1.6) vol(K) ≤ m
m+ 1
(diamM)
ˆ
M
RdM.
Moreover, if M = Sm(
√
2m) is the Euclidean sphere of radius
√
2m, then the equality holds.
The proof follows observing that using divergence theorem,ˆ
M
HdM =
ˆ
∂K
1
2m
〈X,−η〉dM = 1
2m
ˆ
K
divRm+1 XdV =
m+ 1
2m
vol(K)
and then replacing the identity above into the item (ii) of Corollary 1.2, for κ = κ0 = 0 and
2S2 = m(m−1)R. The Corollary 1.4 can be compared with Corollary 1.2, p. 4718 of [17], which
proves an estimate of the volume of a convex domain in the Euclidean space by the integral of
the curvatures of its boundary.
Let M
m+1
be a Hadamard manifold, i.e., a complete and simply connected Riemannian
manifold with non-positive sectional curvatures. By the Remark 1.1, i(M) = ∞. If M is a
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compact hypersurface of M
m+1
, without boundary, then using the well known D. Hoffman and
J. Spruck’s Sobolev inequality, see [19, Thm. 2.1, p. 716], we obtain an estimate for the volume
of M .
Corollary 1.5. Let M
m+1
,m ≥ 2, be a Hadamard manifold with sectional curvatures bounded
from above by a constant κ ≤ 0. Let M be a compact hypersurface of Mm+1, without boundary,
such that S1 > 0 and S2 ≥ 0. Then
(1.7) vol(M)
m−1
m ≤ 2
m−1(m+ 1)1+1/m
m(m− 1)2ω1/mm
(diamM)
ˆ
M
(
m(κ− κ0)
4
+ S2
)
dM,
where ωm denotes the volume of the Euclidean unit sphere.
In fact, by using the Hoffman-Spruck-Sobolev inequality[ˆ
M
f
m
m−1dM
] m
m−1
≤ 2
m−2(m+ 1)1+1/m
(m− 1)ω1/mm
ˆ
M
[|∇f |+ f |H|]dM
for f ≡ 1, in addition with the Corollary 1.2, we have
vol(M)
m
m−1 ≤ 2
m−2(m+ 1)1+1/m
m(m− 1)ω1/mm
ˆ
M
S1dM
≤ 2
m−1(m+ 1)1+1/m
m(m− 1)2ω1/mm
(diamM)
ˆ
M
(
m(κ− κ0)
4
+ S2
)
dM.
1.1. Mean value inequalities. The techniques used in the proof of the Poincare´ inequalities
can be extended to prove some mean value inequalities involving both S1 and S2. Results in this
direction are known for hypersurfaces of the Euclidean space. In this case, holds
Theorem 1.3 ([8], Lemma 1.18). Let M ⊂ Rm+1 be a properly immersed hypersurface with
mean curvature H and f is a non-negative function on M, then for s < t,
(1.8)
1
tm
ˆ
M∩Bt
fdM − 1
sm
ˆ
M∩Bs
fdM ≥
ˆ t
s
1
rm+1
ˆ
M∩Br
〈X,∇f + fHη〉dMdr,
where X is the position vector of Rm+1 and η is the normal vector field of M.
In the same spirit of inequality (1.8), we obtain
Theorem 1.4 (Mean Value Inequalities). Let M
m+1
, m ≥ 2, be a Riemannian (m+1)−manifold
with sectional curvatures bounded from above by a constant κ. Let M be a proper hypersurface of
M with S1 > 0 and S2 ≥ 0. Let x0 be a point of Mm+1, ρ(x) = ρ(x0, x) be the extrinsic distance
function starting at x0 to x ∈M, and Br = Br(x0) be the extrinsic ball of center x0 and radius r.
If ∂M 6= 0, assume that Br∩∂M = ∅. Then, for any non-negative, locally integrable, C1-function
f : M → R and for any 0 < s < t < i(M), we have
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(i) for κ ≤ 0,
1
t
m−1
2
ˆ
M∩Bt
fS1dM − 1
s
m−1
2
ˆ
M∩Bs
fS1dM
≥ 1
2
ˆ t
s
1
r
m+1
2
ˆ
M∩Br
ρ
[〈∇ρ, (S1I −A) (∇f) + 2S2fη〉+ f RicM (∇ρ, η)] dMdr;
(ii) for κ > 0,
1
(sin
√
κt)
m−1
2
ˆ
M∩Bt
fS1dM − 1
(sin
√
κs)
m−1
2
ˆ
M∩Bs
fS1dM
≥ 1
2
ˆ t
s
1
(sin
√
κr)
m+1
2
ˆ
M∩Br
(sin
√
κρ)
[〈∇ρ, (S1I −A)(∇f) + 2S2fη〉+ f RicM (∇ρ, η)] dMdr,
provided t <
pi
2
√
κ
.
Here RicM denotes the Ricci tensor of M, A : TM → TM denotes the linear operator
associated with the second fundamental form of M , defined in the tangent bundle TM of M, and
I : TM → TM denotes the identity operator.
We apply the mean value inequalities of the Theorem 1.4 to obtain some monotonicity results
involving the integral of the mean curvature. Monotonicity results appear in several branches
of Analysis and Riemannian Geometry in the study to determine the variational behaviour of
geometric quantities, see for example [4], [8], [9], [10], [14], [15], [18], [25], [29], and [30].
Corollary 1.6 (Monotonicity). Let M
m+1
, m ≥ 2, be a Riemannian (m + 1)−manifold with
sectional curvatures bounded from above by a constant κ. Let M be a proper hypersurface of M
with S1 > 0 and S2 ≥ 0. If there exists 0 < α ≤ 1, Λ ≥ 0 and 0 < R0 < i(M) such that
(1.9) α−1
ˆ
M∩Br
(
m(κ− κ0)
4
+ S2
)
dM ≤ Λ
(
r
R0
)α−1 ˆ
M∩Br
S1dM,
for all r ∈ (0, R0), then
(i) for κ ≤ 0, the function h : (0, R0)→ R defined by
h(r) =
exp(ΛR1−α0 r
α)
r
m−1
2
ˆ
M∩Br
S1dM
is monotone non-decreasing;
(ii) for κ > 0 and κR20 ≤ pi2, the function h : (0, R0)→ R defined by
h(r) =
exp(ΛR1−α0 r
α)
(sin
√
κr)
m−1
2
ˆ
M∩Br
S1dM
is monotone non-decreasing.
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In particular, if M = Rm+1 or Sm+1(κ) we have, taking α = 1 in the Corollary 1.6, the
following result.
Corollary 1.7 (Monotonicity). Let M be a proper hypersurface of Rm+1 or Sm+1(κ), m ≥ 2,
with mean curvature H > 0 and scalar curvature R ≥ κ. If there exists Λ ≥ 0 such that
(1.10) κ ≤ R ≤ Λ
2
H + κ,
then
(i) for Mm ⊂ Rm+1, the function ϕ : (0,∞) ⊂ R→ R, defined by
ϕ(r) =
e
Λ
2
r
r
m−1
2
ˆ
M∩Br
HdM
is monotone non-decreasing;
(ii) for Mm ⊂ Sm+1(κ), the function ϕ :
(
0, pi
2
√
κ
)
→ R defined by
ϕ(r) =
e
Λ
2
r
(sin
√
κr)
m−1
2
ˆ
M∩Br
HdM
is monotone non-decreasing.
Remark 1.5. For the case when M = Hm+1(κ), results were obtained in [3].
In the next application of the mean value inequalities we study the behaviour of the integral
of the mean curvature when we assume Lp bounds for the scalar curvature.
Corollary 1.8. Let M
m+1
, m ≥ 2, be a Riemannian (m+1)−manifold with sectional curvatures
bounded from above by a constant κ. Let M be a proper hypersurface of M with S1 ≥ c for some
constant c > 0 and S2 ≥ 0. If there exists 0 < R0 < i(M),Λ > 0 and p > 1 such that
(1.11)
[ˆ
M∩BR0
(
m(κ− κ0)
4
+ S2
)p
dM
]1/p
≤ Λ,
then for every 0 < s < t < R0, we have
(i) for κ ≤ 0,(
1
s
m−1
2
ˆ
M∩Bs
S1dM
)1/p
≤
(
1
t
m−1
2
ˆ
M∩Bt
S1dM
)1/p
+
2Λ
c1−1/p(m− 1− 2p)
ˆ t
s
1
r
m−1
2p
dr;
(ii) for κ > 0 and R0 ≤ pi
2
√
κ
,
(
1
(sin
√
κs)
m−1
2
ˆ
M∩Bs
S1dM
)1/p
≤
(
1
(sin
√
κt)
m−1
2
ˆ
M∩Bt
S1dM
)1/p
+
Λ(m− 1)
c1−1/p(m− 1− 2p)
ˆ t
s
1
(sin
√
κr)
m−1
2p
dr.
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We conclude the applications of the mean value inequalities with the following monotonicity
result for self-shrinkers.
Corollary 1.9. Let M be a proper self-shrinker of Rm+1, m ≥ 2, with mean curvature H > 0
and scalar curvature 0 ≤ R ≤ Λ for some constant Λ ≥ 0. Then the function ϕ : (0,∞) → R
defined by
ϕ(r) =
1
r(m−1)(
1
2
−mΛ)
ˆ
M∩Br
HdM
is monotone non-decreasing. Moreover, if M is complete, non-compact and the scalar curvature
satisfies 0 ≤ R ≤ Λ < 12m , then
ˆ
M
HdM =∞.
This paper is organized in four sections as follows. In the section 2 we present some preliminary
results which give basis to establish the argument used in this paper, including Proposition 2.1
and Lemma 2.2. In section 3, we prove the Poincare´ type inequalities and, in section 4, we prove
the mean value inequalities and its consequences.
Acknowledgements: The authors are grateful to Detang Zhou and Grego´rio Pacelli Bessa
for their suggestions.
2. Preliminary results
Let M be a m−dimensional hypersurface of a Riemannian (m + 1)−manifold M, m ≥ 2.
Denote by ∇ and ∇ the connections of M and M, respectively. Let X : M → TM be a vector
field and write X = XT + XN , where XT ∈ TM and XN ∈ TM⊥. Let Y,Z ∈ TM be vector
fields, and denote by 〈·, ·〉 the metric of M. Then
〈∇YX,Z〉 = 〈∇YXT +∇YXN , Z〉
= 〈∇YXT , Z〉+ 〈∇YXN , Z〉
= 〈∇YXT , Z〉 − 〈XN ,∇Y Z〉
= 〈∇YXT , Z〉 − 〈XN , B(Y,Z)〉,
where B(Y, Z) = ∇Y Z−∇Y Z denotes the bilinear form associated with the second fundamental
form of M . If η denotes the unit normal vector field of M , then XN = 〈X, η〉η. It implies
〈∇YX,Z〉 = 〈∇YXT , Z〉 − 〈X, η〉〈η,B(Y,Z)〉
= 〈∇YXT , Z〉 − 〈X, η〉〈A(Y ), Z〉,
(2.1)
where A : TM → TM is the linear operator defined by
(2.2) 〈A(V ),W 〉 = 〈η,B(V,W )〉, V,W ∈ TM.
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Definition 2.1. Let A : TM → TM be defined by (2.2) the linear operator associated to the
second fundamental form of M . The first Newton transformation P1 : TM → TM is defined by
P1 = S1I −A,
where S1 = trM A, trM denotes the trace in M, and I : TM → TM is the identity map.
Remark 2.1. Notice that, since A is self-adjoint, then P1 is also a self-adjoint linear operator.
Denote by k1, k2, . . . , km the eigenvalues of the linear operator A, also called principal curvatures
of M . Since P1 is a self-adjoint operator, we can consider its eigenvalues θ1, θ2, . . . , θm given by
θi = S1 − ki, i = 1, 2, . . . ,m.
Remark 2.2. If S1 > 0 and S2 ≥ 0, then P1 is positive semidefinite. This fact is known, and can
be found in [2, Remark 2.1, p. 552], however, we present a proof here for the sake of completeness.
If S2 ≥ 0, then S21 = |A|2+2S2 ≥ k2i , for all i = 1, 2, . . . ,m. Thus, 0 ≤ S21−k2i = (S1−ki)(S1+ki)
which implies that all eigenvalues of P1 are non-negative, provided S1 > 0, i.e., P1 is positive
semidefinite.
The following result is known and we include a proof here for the sake of completeness.
Lemma 2.1. If (divM P1)(V ) = trM (E 7→ (∇EP1)(V )), where (∇EP1)(V ) = ∇E(P1(V )) −
P1(∇EV ), then
(divM P1)(V ) = RicM (V, η)
for every V ∈ TM, where η denotes the unitary normal vector field of M and RicM denotes the
Ricci tensor of M. In particular, if M
m+1
has constant sectional curvature or is an Einstein
manifold, then divM P1 = 0.
Proof. Let {e1, e2, . . . , em} be an orthonormal referential in TM which is geodesic at p ∈M. By
using the Codazzi equation
〈(∇VA)(Y ), Z〉 − 〈(∇YA)(V ), Z〉 = 〈R(Y, V )Z, η〉
for Y = Z = ei and summing over i from 1 to m, we have
m∑
i=1
〈(∇VA)(ei), ei〉 − 〈(∇eiA)(V ), ei〉 = 〈R(ei, V )ei, η〉,
i.e.,
m∑
i=1
〈(∇VA)(ei), ei〉 − (divM A)(V ) = RicM (V, η).
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Observing that
m∑
i=1
〈(∇VA)(ei), ei〉 =
m∑
i=1
V 〈A(ei), ei〉 = V (S1) = divM (S1I)(V ),
where I : TM → TM is the identity operator, we conclude that
divM (S1I −A)(V ) = RicM (V, η).
In particular, if M has constant sectional curvature κ, then RicM (V, η) = mκ〈V, η〉 = 0, which
implies divM P1 = 0. Also, if M is an Einstein manifold with Einstein constant λ, we have
RicM (V, η) = λ〈V, η〉 = 0, . Therefore (divM P1) = 0. 
The next result is an important tool in the proof of the Theorem 1.2.
Proposition 2.1. If Mm,m ≥ 2, is an hypersurface of a Riemannian (m+1)−manifold Mm+1
and X : M → TM is a vector field, then
(2.3) divM (P1(X
T )) = trM
(
E 7−→ P1
((∇EX)T))+ RicM (XT , η) + 2S2〈X, η〉,
where RicM denotes the Ricci tensor of M and X
T = X − 〈X, η〉η is the tangent part of X.
Proof. Let {e1, e2, . . . , em} be an orthonormal referential in TM. First, since P1 is self-adjoint,
we have
trM
(
E 7−→ P1
((∇EX)T)) = m∑
i=1
〈
P1
((∇eiX)T) , ei〉 = m∑
i=1
〈∇eiX,P1(ei)〉.(2.4)
By using (2.1), p.9, and the self-adjointness of A, we obtain
m∑
i=1
〈∇eiX,P1(ei)〉 =
m∑
i=1
〈∇eiXT , P1(ei)〉 −
(
m∑
i=1
〈A(ei), P1(ei)〉
)
〈X, η〉
=
m∑
i=1
〈∇eiXT , P1(ei)〉 −
(
m∑
i=1
〈(A ◦ P1)(ei), ei〉
)
〈X, η〉
=
m∑
i=1
〈∇eiXT , P1(ei)〉 − trM (A ◦ P1)〈X, η〉.
Thus,
m∑
i=1
〈∇eiXT , P1(ei)〉 = trM
(
E 7−→ P1
((∇EX)T))+ trM (A ◦ P1)〈X, η〉.
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On the other hand, the self-adjointness of P1 implies
m∑
i=1
〈∇eiXT , P1(ei)〉 =
m∑
i=1
〈∇eiXT +B(ei, XT ), P1(ei)〉 =
m∑
i=1
〈∇eiXT , P1(ei)〉
=
m∑
i=1
〈P1(∇eiXT ), ei〉 =
m∑
i=1
〈∇ei(P1(XT )), ei〉 −
m∑
i=1
〈(∇eiP1)(XT ), ei〉
= divM (P1(X
T ))− trM (E → (∇EP1)(XT ))
= divM (P1(X
T ))− (divM P1)(XT ).
Therefore,
divM (P1(X
T )) = trM
(
E 7−→ P1
((∇EX)T))+ (divM P1)(XT ) + trM (A ◦ P1)〈X, η〉.
The result follows using the Lemma 2.1 and the fact
trM (A ◦ P1) = trM (A ◦ (S1I −A)) = S1 trM (A)− trM (A2) = S21 − |A|2 = 2S2.

Remark 2.3. If the sectional curvatures KM of M
m+1
satisfy
κ0 ≤ KM ≤ κ
for real numbers κ0 e κ, then
(2.5) |RicM (V ,W )| ≤
m(κ− κ0)
2
for any orthogonal pair of vectors V , W ∈ TM such that |V | ≤ 1, |W | ≤ 1. In fact, considering
the orthonormal referential {e1, e2, . . . , em, em+1} tangent to M, we have
RicM (V , V ) =
m+1∑
i=1
〈R(V , ei)V , ei〉 =
m+1∑
i=1
KM (V , ei)(|V |2 − 〈V , ei〉2)
≤ κ
m+1∑
i=1
(|V |2 − 〈V , ei〉2) = κ[(m+ 1)|V |2 − |V |2]
= mκ|V |2.
Analogously,
RicM (V , V ) ≥ mκ0|V |2.
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Now, since RicM is a symmetric and bilinear form, we have
RicM (V ,W ) =
1
4
[RicM (V +W,V +W )− RicM (V −W,V −W )],
≤ 1
4
[mκ|V +W |2 −mκ0|V −W |2]
=
1
4
[mκ(|V |2 + 2〈V ,W 〉+ |W |2)−mκ0(|V |2 − 2〈V ,W 〉+ |W |2)]
=
1
4
m(κ− κ0)(|V |2 + |W |2)
≤ m(κ− κ0)
2
.
Analogously,
RicM (V ,W ) ≥ −
m(κ− κ0)
2
.
Therefore,
−m(κ− κ0)
2
≤ RicM (V ,W ) ≤
m(κ− κ0)
2
.
This concludes the proof of the estimate (2.5).
In the next lemma we will estimate trM
(
E 7−→ P1
((∇EX)T)) in terms of S1, the distance
function of M an the upper bound κ of the sectional curvatures of M.
Lemma 2.2. Let M
m+1
, m ≥ 2, be a Riemannian (m+ 1)−manifold with sectional curvatures
bounded from above by a constant κ, M be a hypersurface of M
m+1
such that S1 > 0 and S2 ≥ 0,
and ρ(x) = ρ(p, x) be the geodesic distance of M starting at a point x0 ∈M. If x ∈M satisfies
ρ(x) < i(M), then
(i) for κ ≤ 0 and X = ρ∇ρ,
trM
(
E 7−→ P1
((∇EX)T)) (x) ≥ (m− 1)S1(x);
(ii) for κ > 0, ρ(x) < pi
2
√
κ
and X =
1√
κ
(sin
√
κρ)∇ρ,
trM
(
E 7−→ P1
((∇EX)T)) (x) ≥ (m− 1)S1(x)(cos√κρ(x)).
Proof. Let γ : [0, ρ(x)]→M defined by γ(t) = expx0(tu), u ∈ Tx0M, be the unit speed geodesic
such that γ(0) = x0 e γ(ρ(x)) = x. Let {e1(x), e2(x), . . . , em(x)} be an orthonormal basis of
TxM composed by eigenvectors of P1 in x ∈M, i.e.,
P1(ei(x)) = θi(x)ei(x), i = 1, 2, . . . ,m,
see Remark 2.1, p.10. Let Yi, i = 1, 2, . . . ,m, be the unitary projections of ei(x) over γ
′(ρ(x))⊥ ⊂
TxM, namely,
Yi =
ei(x)− 〈ei(x), γ′(ρ(x))〉γ′(ρ(x))
‖ei(x)− 〈ei(x), γ′(ρ(x))〉γ′(ρ(x))‖ , i = 1, 2, . . . ,m.
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Thus,
ei(x) = biYi + ciγ
′(ρ(x)),
where bi = ‖ei(x) − 〈ei(x), γ′(ρ(x))〉γ′(ρ(x))‖ and ci = 〈ei(x), γ′(ρ(x))〉 satisfy b2i + c2i = 1 and
Yi ⊥ γ′ for all i = 1, 2, . . . ,m. Since the sectional curvatures of M satisfy KM ≤ κ and, in the
case we assume κ > 0, we have ρ(x) < pi
2
√
κ
, then do not exist conjugate points to x0 along γ.
Then
trM
(
E 7−→ P1
((∇EX)T)) = m∑
i=1
〈∇eiX,P1(ei)〉 =
m∑
i=1
θi〈∇eiX, ei〉
=
m∑
i=1
θi〈∇biYi+ciγ′X, biYi + ciγ′〉
=
m∑
i=1
θib
2
i 〈∇YiX,Yi〉+
m∑
i=1
θic
2
i 〈∇γ′X, γ′〉
+
m∑
i=1
θibici
[〈∇YiX, γ′〉+ 〈∇γ′X,Yi〉] .
In order to unify the proof, let us denote by
G(ρ) =
 ρ, if κ ≤ 0;1√
κ
(sin
√
κρ), if κ > 0.
Since X(t) = G(ρ(t))∇ρ(t) = G(ρ(t))γ′(t) and ∇γ′γ′ = 0, we have
〈∇γ′X, γ′〉 = 〈∇γ′(G(ρ)γ′), γ′〉 = 〈G′(ρ)〈∇ρ, γ′〉γ′ +G(ρ)∇γ′γ′, γ′〉
= G′(ρ)〈∇ρ, γ′〉〈γ′, γ′〉 = G′(ρ),
〈∇YiX, γ′〉 = 〈∇Yi(G(ρ)γ′), γ′〉 = 〈G′(ρ)〈Yi,∇ρ〉γ′ +G(ρ)∇Yiγ′, γ′〉
= G′(ρ)〈Yi, γ′〉+G(ρ)〈∇Yiγ′, γ′〉
=
G(ρ)
2
Yi〈γ′, γ′〉 = 0,
〈∇γ′X,Yi〉 = 〈∇γ′(G(ρ)γ′), Yi〉 = 〈G′(ρ)〈γ′,∇ρ〉γ′ +G(ρ)∇γ′γ′, Yi〉 = 0.
Thus,
trM
(
E 7−→ P1
((∇EX)T)) = m∑
i=1
θib
2
i 〈∇YiX,Yi〉+
m∑
i=1
θic
2
i .
On the other hand, is well known that
〈∇U∇ρ, V 〉 = G
′(ρ)
G(ρ)
[〈U, V 〉 − 〈U,∇ρ〉〈V,∇ρ〉],
POINCARE´ AND MEAN VALUE INEQUALITIES FOR HYPERSURFACES 15
for Rm+1 and Sm+1(κ). Since
〈∇YiX,Yi〉 = 〈∇Yi(G(ρ)∇ρ), Yi〉
= 〈G′(ρ)〈Yi,∇ρ〉∇ρ+G(ρ)∇Yi∇ρ, Yi〉
= G(ρ)〈∇Yi∇ρ, Yi〉,
using Hessian comparison theorem for M and the model spaces Rm+1 for κ ≤ 0 and Sm+1(κ)
for κ > 0, we have
〈∇YiX,Yi〉 = G(ρ)〈∇Yi∇ρ, Yi〉
≥ G′(ρ)[|Yi|2 − 〈Yi,∇ρ〉2]
= G′(ρ).
Therefore,
trM
(
E 7−→ P1
((∇EX)T)) = m∑
i=1
θib
2
i 〈∇YiX,Yi〉+
m∑
i=1
θic
2
i
= G′(ρ)
m∑
i=1
θib
2
i +
m∑
i=1
θic
2
i
≥ G′(ρ)
m∑
i=1
θi(b
2
i + c
2
i ) = G
′(ρ)
m∑
i=1
θi
= (m− 1)S1G′(ρ).
Since G′(ρ) = 1 for κ ≤ 0 and G′(ρ) = (cos√κρ) ≤ 1 for κ > 0, we have the result. 
We conclude this section with the following
Lemma 2.3. Let M be a hypersurface of a Riemannian (m + 1)−manifold Mm+1 such that
S1 > 0 and S2 ≥ 0. Let P1 = S1I − A, where A : TM → TM denotes the linear operator
associated to the second fundamental form of M and I : TM → TM denotes the identity
operator. Then
|〈P1(U), V 〉| ≤ 2S1|U ||V |
for all U, V ∈ TM.
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Proof. Let θi, i = 1, 2, . . . ,m, be the eigenvalues of P1. Since θi = S1 − ki, where ki are the
eigenvalues of the second fundamental form A, we have
θi = S1 − ki ≤ S1 + |ki|
≤ S1 +
√
k21 + k
2
2 + · · ·+ k2m
= S1 + |A| = S1 +
√
S21 − 2S2
≤ 2S1.
(2.6)
By using that P1 is positive semidefinite, the Cauchy-Schwarz inequality, and the estimate (2.6),
we obtain
|〈P1(U), V 〉| = |〈
√
P1(U),
√
P1(V )〉|
≤ |
√
P1(U)||
√
P1(V )|
= 〈P1(U), U〉1/2〈P1(V ), V 〉1/2
≤ (2S1)1/2|U |(2S1)1/2|V |
= 2S1|U ||V |.
(2.7)

3. Proof of the Poincare´ inequality
Proof of Theorem 1.2. Case κ ≤ 0. Initially, since (diam Ω) < 2i(M), we can consider Br(x0),
x0 ∈M, the smallest extrinsic ball containing Ω, and ρ(x) = ρ(x0, x) the extrinsic distance from
x0 to x ∈M. Since Ω ⊂ Br(x0), then, for all x ∈ Ω,
(3.1) ρ(x) ≤ r = (diam Ω)
2
.
Multiplying by f the expression (2.3) in the Proposition 2.1, p. 11, for the vector field X = ρ∇ρ
and using item (i) of Lemma 2.2, p. 13, we have
(3.2) f divM (P1(ρ∇ρ)) ≥ (m− 1)fS1 + f RicM (ρ∇ρ, η) + 2S2f〈ρ∇ρ, η〉.
This implies
divM (fP1(ρ∇ρ)) = f divM (P1(ρ∇ρ)) + 〈∇f, P1(ρ∇ρ)〉
≥ (m− 1)fS1 + f RicM (ρ∇ρ, η) + 2S2f〈ρ∇ρ, η〉+ 〈∇f, P1(ρ∇ρ)〉.
Integrating expression above over Ω, using divergence theorem, we have
0 ≥ (m− 1)
ˆ
Ω
fS1dM +
ˆ
Ω
f RicM (ρ∇ρ, η)dM + 2
ˆ
Ω
S2f〈ρ∇ρ, η〉dM +
ˆ
Ω
〈∇f, P1(ρ∇ρ)〉dM,
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for every function f compactly supported on Ω, i.e.,
ˆ
Ω
fS1dM ≤ 1
m− 1
[ˆ
Ω
〈∇f, P1(−ρ∇ρ)〉dM +
ˆ
Ω
f RicM (−ρ∇ρ, η)dM
+2
ˆ
Ω
S2f〈−ρ∇ρ, η〉dM
]
.
(3.3)
By using Lemma 2.3 for U = −ρ∇ρ and V = ∇f, we have
|〈∇f, P1(−ρ∇ρ)〉| ≤ 2S1ρ|∇f |,
and the estimate (2.5), p. 12, gives
RicM (−∇ρ, η) ≤
m(κ− κ0)
2
.
Replacing these inequalities in (3.3) we obtain
ˆ
Ω
fS1dM ≤ 2
m− 1
ˆ
Ω
ρ
[
|∇f |S1 +
(
m(κ− κ0)
4
+ S2
)
f
]
dM.
Therefore, using (3.1),
ˆ
Ω
fS1dM ≤ 1
m− 1(diam Ω)
ˆ
Ω
[
|∇f |S1 +
(
m(κ− κ0)
4
+ S2
)
f
]
dM.
Case κ > 0. Again, since (diam Ω) < 2i(M) and (diam Ω) < pi√
κ
, we can considerBr(x0), x0 ∈
M
m+1
, the smallest extrinsic ball containing Ω, and ρ(x) = ρ(x0, x) the extrinsic distance from
x0 to x ∈M. Since Ω ⊂ Br(x0), then
(3.4) ρ(x) ≤ r = (diam Ω)
2
,
for all x ∈ Ω. By using the Proposition 2.1 for X = 1√
κ
(sin
√
κρ)∇ρ and using the Lemma 2.2,
item (ii), we have
f divM
(
P1
(
(sin
√
κρ)√
κ
∇ρ
))
≥ (m− 1)fS1(cos
√
κρ) +
(sin
√
κρ)√
κ
f RicM (∇ρ, η)
+ 2S2f
(sin
√
κρ)√
κ
〈∇ρ, η〉.
This implies that
divM (fP1((sin
√
κρ)∇ρ)) = f divM (P1((sin
√
κρ)∇ρ)) + (sin√κρ)〈∇f, P1(∇ρ)〉
≥ (m− 1)fS1
√
κ(cos
√
κρ) + (sin
√
κρ)f RicM (∇ρ, η)
+ 2S2f(sin
√
κρ)〈∇ρ, η〉+ (sin√κρ)〈∇f, P1(∇ρ)〉.
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Integrating the expression above over Ω and applying divergence theorem, we obtain
0 ≥ (m− 1)√κ
ˆ
Ω
fS1(cos
√
κρ)dM +
ˆ
Ω
(sin
√
κρ)f RicM (∇ρ, η)dM
+
ˆ
Ω
2S2f(sin
√
κρ)〈∇ρ, η〉dM +
ˆ
Ω
(sin
√
κρ)〈∇f, P1(∇ρ)〉dM,
(3.5)
since f is compactly supported in Ω. By using the Lemma 2.3, p. 15, for U = −∇ρ and V = ∇f,
we have
|〈∇f, P1(−∇ρ)〉| ≤ 2S1|∇f |.
Replacing this estimate in (3.5), and using the estimate (2.5), p. 12, we obtain
ˆ
Ω
fS1(cos
√
κρ)dM ≤ 1
(m− 1)√κ
ˆ
Ω
(sin
√
κρ)
[〈∇f, P1(∇ρ)〉+ f RicM (∇ρ, η) + 2S2f] dM
≤ 2
(m− 1)√κ
ˆ
Ω
(sin
√
κρ)
[
|∇f |S1 +
(
m(κ− κ0)
4
+ S2
)
f
]
dM.
Since ρ(x) ≤ r < pi
2
√
κ
for all x ∈ Ω, (cos√κρ) is a decreasing function and (sin√κρ) is an
increasing function for ρ ∈
(
0, pi
2
√
κ
)
, we have
(cos
√
κr)
ˆ
Ω
fS1dM ≤
ˆ
Ω
fS1(cos
√
κρ)dM
≤ 2
(m− 1)√κ
ˆ
Ω
(sin
√
κρ)
[
|∇f |S1 +
(
m(κ− κ0)
4
+ S2
)
f
]
dM
≤ 2
(m− 1)√κ(sin
√
κr)
ˆ
Ω
[
|∇f |S1 +
(
m(κ− κ0)
4
+ S2
)
f
]
dM.
i.e., ˆ
Ω
fS1dM ≤ 2(tan
√
κr)√
κ(m− 1)
ˆ
Ω
[
|∇f |S1 +
(
m(κ− κ0)
4
+ S2
)
f
]
dM.
Therefore, using (3.4),
ˆ
Ω
fS1dM ≤
2 tan
(√
κ
2 (diam Ω)
)
√
κ(m− 1)
ˆ
Ω
[
|∇f |S1 +
(
m(κ− κ0)
4
+ S2
)
f
]
dM,
for (diam Ω) <
pi√
κ
. 
4. Proof of the mean value inequalities and its applications
From now on, we will let Br = Br(x0) be the extrinsic open ball with center x0 ∈Mm+1 and
radius r. If ∂M 6= ∅, assume in addition that Br(x0) ∩ ∂M = ∅.
Proof of Theorem 1.4. Let X be a vector field on the ambient space. Since
divM (P1(fX
T )) = 〈∇f, P1(XT )〉+ f divM (P1(XT )),
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using the Proposition 2.1, p. 11, we have
divM (P1(fX
T )) = 〈∇f, P1(XT )〉+ f trM
(
E 7→ P1((∇EX)T )
)
+ f RicM (X
T , η) + 2S2f〈X, η〉.
By using integration, the divergence theorem, Lemma 2.3, and the co-area formula, we haveˆ
M∩Br
divM (P1(fX
T ))dM =
ˆ
∂(M∩Br)
〈P1(fXT ), ν〉dSM
≤ 2
ˆ
∂(M∩Br)
fS1|XT |dSM
≤ 2 sup
∂(M∩Br)
|XT |
ˆ
∂(M∩Br)
fS1|∇ρ|−1dSM
= 2 sup
∂(M∩Br)
|XT | d
dr
(ˆ
M∩Br
fS1dM
)
,
where ν is the outer conormal vector field of ∂(M ∩ Br) and dSM is the volume element of
∂(M ∩Br). This implies
2 sup
∂(M∩Br)
|XT | d
dr
(ˆ
M∩Br
fS1dM
)
≥
ˆ
M∩Br
〈∇f, P1(XT )〉dM
+
ˆ
M∩Br
f trM
(
E 7→ P1((∇EX)T )
)
dM +
ˆ
M∩Br
f RicM (X
T , η)dM
+ 2
ˆ
M∩Br
S2f〈X, η〉dM.
Case κ ≤ 0. Taking X = ρ∇ρ, we have sup∂(M∩Br) |XT | = r and, using Lemma 2.2, p. 13, we
have
2r
d
dr
(ˆ
M∩Br
fS1dM
)
≥
ˆ
M∩Br
〈∇f, P1(ρ∇ρ)〉dM + (m− 1)
ˆ
M∩Br
fS1dM
+
ˆ
M∩Br
f RicM (ρ∇ρ, η)dM + 2
ˆ
M∩Br
S2f〈ρ∇ρ, η〉dM,
i.e.,
r
d
dr
(ˆ
M∩Br
fS1dM
)
− m− 1
2
ˆ
M∩Br
fS1dM
≥ 1
2
ˆ
M∩Br
[〈ρ∇ρ, P1(∇f) + 2S2fη〉+ f RicM (ρ∇ρ, η)] dM.
Since
r
d
dr
(ˆ
M∩Br
fS1dM
)
− m− 1
2
ˆ
M∩Br
fS1dM = r
m+1
2
d
dr
(
1
r
m−1
2
ˆ
M∩Br
fS1dM
)
,
we have, dividing by r
m+1
2 ,
(4.1)
d
dr
(
1
r
m−1
2
ˆ
M∩Br
fS1dM
)
≥ 1
2r
m+1
2
ˆ
M∩Br
[〈ρ∇ρ, P1(∇f) + 2S2fη〉+ f RicM (ρ∇ρ, η)] dM.
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Integrating the inequality (4.1) from s to t, we have the result for the case κ ≤ 0.
Case κ > 0. Consider X = 1√
κ
(sin
√
κρ)∇ρ. Since we are assuming ρ < pi
2
√
κ
, we have
sup
∂(M∩Br)
|XT | = 1√
κ
(sin
√
κr)
and, using Lemma 2.2, we obtain
2√
κ
(sin
√
κr)
d
dr
(ˆ
M∩Br
fS1dM
)
≥
ˆ
M∩Br
1√
κ
(sin
√
κρ)〈∇ρ, P1(∇f)〉dM
+ (m− 1)
ˆ
M∩Br
(cos
√
κρ)fS1dM +
ˆ
M∩Br
(sin
√
κρ)√
κ
f RicM (∇ρ, η)dM
+ 2
ˆ
M∩Br
(sin
√
κρ)√
κ
S2f〈∇ρ, η〉dM.
Since (cos
√
κρ) is a decreasing function for ρ ≤ pi
2
√
κ
, we have
ˆ
M∩Br
(cos
√
κρ)fS1dM ≥ (cos
√
κr)
ˆ
M∩Br
fS1dM,
and thus, dividing by 2√
κ
(sin
√
κr) we obtain
d
dr
(ˆ
M∩Br
fS1dM
)
− m− 1
2
√
κ(cot
√
κr)
ˆ
M∩Br
fS1dM
≥ 1
2(sin
√
κr)
ˆ
M∩Br
(sin
√
κρ)
[〈∇ρ, P1(∇f) + 2S2fη〉+ f RicM (∇ρ, η)] dM.
Since
d
dr
(ˆ
M∩Br
fS1dM
)
− m− 1
2
√
κ(cot
√
κr)
ˆ
M∩Br
fS1dM
= (sin
√
κr)
m−1
2
d
dr
(
1
(sin
√
κr)
m−1
2
ˆ
M∩Br
fS1dM
)
,
we have
d
dr
(
1
(sin
√
κr)
m−1
2
ˆ
M∩Br
fS1dM
)
≥ 1
2(sin
√
κr)
m+1
2
ˆ
M∩Br
(sin
√
κρ)
[〈∇ρ, P1(∇f) + 2S2fη〉+ f RicM (∇ρ, η)] dM.
(4.2)
Integrating the inequality (4.2) from s to t, we have the result for the case κ > 0. 
Remark 4.1. If A ≥ 0, then we can estimate the eigenvalues of P1 by θi = S1− ki ≤ S1 in the
place of θi ≤ 2S1 in the proof of the Lemma 2.3, p. 15. In this case, the exponents of the mean
value inequalities become (m− 1) in the place of m−12 and the mean value inequalities become:
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(i) for κ ≤ 0,
1
tm−1
ˆ
M∩Bt
fS1dM − 1
sm−1
ˆ
M∩Bs
fS1dM
≥
ˆ t
s
1
rm
ˆ
M∩Br
[
〈
ρ∇ρ, P1(∇f) + 2S2fη
〉
+ f RicM (ρ∇ρ, η)]dMdr;
(ii) for κ > 0 and t <
pi
2
√
κ
,
1
(sin
√
κt)m−1
ˆ
M∩Bt
fS1dM − 1
(sin
√
κs)m−1
ˆ
M∩Bs
fS1dM
≥
ˆ t
s
1
(sin
√
κr)m
ˆ
M∩Br
(sin
√
κρ)[〈∇ρ, P1(∇f) + 2S2fη〉+ f RicM (∇ρ, η)]dMdr.
Now will prove the corollaries stated in the introduction of this paper.
Proof of Corollary 1.6. Let us prove the case κ > 0. The case κ ≤ 0 is entirely analogous.
Applying the mean value inequality of Theorem 1.4, p. 6, item (ii), for f ≡ 1, we have
1
(sin
√
κt)
m−1
2
ˆ
M∩Bt
S1dM − 1
(sin
√
κs)
m−1
2
ˆ
M∩Bs
S1dM
≥
ˆ t
s
1
(sin
√
κr)
m+1
2
ˆ
M∩Br
(sin
√
κρ)[2S2〈∇ρ, η〉+ RicM (∇ρ, η)]dMdr.
Since
ˆ
M∩Br
(sin
√
κρ)
[
2S2〈∇ρ, η〉+ RicM (∇ρ, η)
]
dM ≥ −2(sin√κr)
ˆ
M∩Br
(
m(κ− κ0)
4
+ S2
)
dM,
and using the hypothesis (1.9), p. 7, we have, for 0 < s < t < R0,
1
(sin
√
κt)
m−1
2
ˆ
M∩Bt
S1dM − 1
(sin
√
κs)
m−1
2
ˆ
M∩Bs
S1dM
≥ −
ˆ t
s
(sin
√
κr)−
m−1
2
ˆ
M∩Br
(
m(κ− κ0)
4
+ S2
)
dMdr
≥ −αΛ
ˆ t
s
(sin
√
κr)−
m−1
2
(
r
R0
)α−1 ˆ
M∩Br
S1dMdr.
Letting g(r) =
1
(sin
√
κr)
m−1
2
ˆ
M∩Br
S1dM and dividing by t− s, inequality above becomes
g(t)− g(s)
t− s ≥ −
1
t− s
ˆ t
s
αΛ
(
r
R0
)α−1
g(r)dr
= − 1
t− s
[ˆ t
ε
αΛ
(
r
R0
)α−1
g(r)dr −
ˆ s
ε
αΛ
(
r
R0
)α−1
g(r)dr
]
,
for every ε > 0 sufficiently small.
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Since r 7→
ˆ
M∩Br
S1dM is a monotone non-decreasing function, a classical theorem of Lebesgue
guarantee that this function is differentiable almost everywhere with respect to Lebesgue mea-
sure of R. Consequently, the same holds for g(r). Considering the points s such that g is
differentiable and taking t→ s, the left hand side goes to g′(s) and the right hand side goes to
αΛ
(
s
R0
)α−1
g(s). Thus, g satisfies
g′(r) + αΛ
(
r
R0
)α−1
g(r) ≥ 0.
Since
d
dr
(
exp(ΛR1−α0 r
α)g(r)
)
= exp(ΛR1−α0 r
α)
(
αΛ
(
r
R0
)α−1
g(r) + g′(r)
)
≥ 0,
we conclude that h(r) = exp(ΛR1−α0 r
α)g(r) is monotone non-decreasing for every r ∈ (0, R0).

Proof of Corollary 1.8. Again, we prove the case κ > 0. The case κ ≤ 0 is entirely analogous.
Applying inequality (4.2) to f ≡ 1 and using that (sin√κρ) is a increasing function, we have
d
dr
(
1
(sin
√
κr)
m−1
2
ˆ
M∩Br
S1dM
)
≥ 1
2(sin
√
κr)
m+1
2
ˆ
M∩Br
(sin
√
κρ)
[
2S2〈∇ρ, η〉+ RicM (∇ρ, η)
]
dM.
≥ − 1
(sin
√
κr)
m−1
2
ˆ
M∩Br
(
m(κ− κ0)
4
+ S2
)
dM.
By using Ho¨lder inequality and the hypothesis, we obtain
ˆ
M∩Br
(
m(κ− κ0)
4
+ S2
)
dM ≤
(ˆ
M∩Br
(
m(κ− κ0)
4
+ S2
)p
dM
) 1
p
(ˆ
M∩Br
dM
)1− 1
p
≤ 1
c
1− 1
p
(ˆ
M∩BR0
(
m(κ− κ0)
4
+ S2
)p
dM
) 1
p (ˆ
M∩Br
S1dM
)1− 1
p
≤ Λ
c
1− 1
p
(ˆ
M∩Br
S1dM
)1− 1
p
dM.
This implies
d
dr
(
1
(sin
√
κr)
m−1
2
ˆ
M∩Br
S1dM
)
≥ − Λ
c1−1/p
1
(sin
√
κr)
m−1
2
(ˆ
M∩Br
S1dM
)1− 1
p
.
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Thus,
d
dr
( 1
(sin
√
κr)
m−1
2
ˆ
M∩Br
S1dM
) 1
p
 = 1
p
(
1
(sin
√
κr)
m−1
2
ˆ
M∩Br
S1dM
) 1
p
−1
× d
dr
(
1
(sin
√
κr)
m−1
2
ˆ
M∩Br
S1dM
)
≥ −1
p
(
1
(sin
√
κr)
m−1
2
ˆ
M∩Br
S1dM
) 1
p
−1
× Λ
c1−1/p
1
(sin
√
κr)
m−1
2
(ˆ
M∩Br
S1dM
)1− 1
p
= − Λ
pc1−1/p
1
(sin
√
κr)
m−1
2p
.
Integrating inequality above from s to t, we have(
1
(sin
√
κt)
m−1
2
ˆ
M∩Bt
S1dM
) 1
p
−
(
1
(sin
√
κs)
m−1
2
ˆ
M∩Bs
S1dM
) 1
p
≥ − Λ
pc1−1/p
ˆ t
s
1
(sin
√
κr)
m−1
2p
dr.

We conclude this paper proving Corollary 1.9, p. 9.
Proof of Corollary 1.9. Taking f ≡ 1 in the inequality (4.1), p. 19, for M = Rm+1, using that
M is a self-shrinker and the hypothesis 0 ≤ R ≤ Λ, we have
d
dr
(
1
r
m−1
2
ˆ
M∩Br
HdM
)
≥ m− 1
r
m+1
2
ˆ
M∩Br
R
(
1
2
〈ρ∇ρ, η〉
)
dM
= −m(m− 1)
r
m+1
2
ˆ
M∩Br
RHdM
≥ −Λm(m− 1)
r
m+1
2
ˆ
M∩Br
HdM.
(4.3)
Denoting by f(r) =
1
r
m−1
2
ˆ
M∩Br
HdM, the inequality (4.3) becomes
f ′(r) ≥ −Λm(m− 1)
r
f(r),
which is equivalent to
d
dr
(
ln
(
rΛm(m−1)f(r)
))
≥ 0.
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This implies that ln
(
rΛm(m−1)f(r)
)
. Therefore rΛm(m−1)f(r) is monotone non-decreasing, i.e.,
ϕ(r) =
1
r(m−1)(
1
2
−Λm)
ˆ
M∩Br
HdM
is monotone non-decreasing. The monotonicity of the function ϕ impliesˆ
M∩Br
HdM ≥ r(m−1)( 12−Λm) 1
r
(m−1)( 1
2
−Λm)
0
ˆ
M∩r0
HdM
for r ≥ r0. Therefore, in the case that 0 ≤ R ≤ Λ < 12m , taking r →∞ we obtain
ˆ
M
HdM =∞.

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