Abstract-Emergent pattern recognition is crucially needed for a real-time monitoring network to recognize emerging behavior of a physical system from sensor measurement data.
This paper focuses on two methods: model-based clustering and finding the knee of an evaluation graph using L method. The working principle of these two methods and their application for the classification of structural damage for a benchmark structure proposed by IASC-ASCE (International Association for Structural Control -American Society of Civil Engineers) SHM (Structural Health Monitoring) task group [9] are presented. The rest of the paper is organized as follows. Section II discusses the automatic determination of the number of clusters using evaluation graph and L method. Section III introduces the model-based clustering. Section IV presents the application of model-based clustering and L method for structural damage classification. Section V concludes the presented work.
II. EVALUATION GRAPH AND L METHOD
Hierarchical clustering is a cluster analysis method which builds a hierarchy of clusters. The relationship between the clusterings can be represented in a tree structure called a dendrogram [10] . For input data shown in Fig. I , the corresponding dendrogram is shown in Fig. 2 . The dendrogram can be broken at different levels to yield different number of data patterns. The hierarchical clustering algorithm itself doesn't determine the best number of clusters for the classification. Various methods for the choice of the best number of clusters are discussed in [8, [11] [12] [13] [14] [15] . In this paper, we discuss two methods: model-based clustering and L method, for the determination of the number of clusters.
A. Evaluation graph
Evaluation graph is one of the evaluation methods aimed to determine an appropriate number of clusters for a given data set by evaluating the cluster quality at different number of clusters. An evaluation graph is a two-dimensional plot where the x-axis values are the possible number of clusters, and the y-axis values are dissimilarity measures of a clustering consisting of x number of clusters. The evaluation metrics used to compute the y-axis values could be dissimilarity (distance) or similarity. These metrics can be computed globally or greedily [8] . Global measure computes the evaluation metric based on the entire data clustering, while the greedy method computes the evaluation metric by evaluating only two emerging (splitting) clusters. The metric used in the evaluation graph should be the same as the metric used in the clustering algorithm.
First principal component Memory ceil 10 To determine the best number of clusters for the data in Fig. I , an evaluation graph is generated, as shown in Fig. 3 , using a greedy approach. The y-axis values are the distances between two emerging clusters found by the hierarchical clustering algorithm. The evaluation graph shows that the change of cluster distances is small when the number of clusters is large. However, the cluster distances increase rapidly when the number of clusters is small, which means that very dissimilar clusters are being merged. As a result, a reasonable number of clusters should be in the region of curved area between the left and right regions of the evaluation graph, or the "knee" of the graph.
The evaluation graph of the data in Fig. I. 
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B. Determine the number of clusters using L method
The evaluation graph in Fig. 3 suggests that the knee of the graph is the best choice of the number of clusters for a given data set. To find the knee of an evaluation graph, the L method introduced in [8] is employed. The L method is based on the shape of an evaluation graph. As shown in Fig. 4 , the right and left regions of the graph presents linear characteristic, as a result, two straight lines can be used to fit to data points in these two regions. The intersection of these two lines is located in the region of the knee, and is an approximation of the knee. The x-axis value closest to the knee is then be used as the best number of clusters.
For a dataset with K element, the number of clusters can vary from I to K. When the number of the clusters is one, the whole data set is considered as one cluster. To find the best number of clusters, we evaluate the cluster quality with various numbers of clusters from 2 to K. The x-axis values in the evaluation graph are partitioned into two subsets. The points with x-values from 2 to s form the first subset, denoted by Sf . . The remaining points form the second subset, denoted by S R . Two lines are sought to fit these two subsets, respectively. The best-fit line pairs can be found using various evaluation measurements. One of possible measures could be the total least mean square error shown below.
where g(SJ (g(S 11)) is the root mean squared error of the fit line for the points in Sf. (S R ). The value of s * , such that
is the location of the knee ( x = s· ), and is used as the number of clusters.
(5 Number of clusters 
III. MODEL-BASED CLUSTERING
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In model-based clustering, given data x with independent multivariate observation XW " x,,, the likelihood for these data to be modeled as a mixture model with K clusters is described by (3) .
where g k (Xi I ()k ) is a probability distribution with parameters ()k ' and Tk is the probability that an observation belongs to the kth cluster. UsuaIJy, gk is a multivariate normal distribution parameterized by the means fl k and covariances Ik :
where ¢ is the multivariate normal (Gaussian) density and
. Note that the class labels, parameters and proportions are unknown. The Expectation-Maximization (EM) algorithm is used to calculate the model parameters by maximizing the likelihood. EM consists of E-step and M-step [16] . The E-step is to estimate the conditional probability. Given an initial guess for the cluster means fl k ' covariances Ik, and proportions Tk for all clusters, one can calculate the conditional probability that object i belongs to cluster k :
The M-step is to estimate the parameters fl , I, and T from the data given the conditional probabilities Yi k [17] . These two steps are iterated until convergence, after which an observation is assigned to the cluster corresponding to the highest conditional probability.
The initialization of parameters fl k ' Ik and Tk are very important which will lead to different convergence values since the likelihood surface usually has multiple local maxima. For the initialization, the fast hierarchical model-based clustering algorithm is applied [18] . The covariance matrix for the kth cluster can be expressed in the form (6) where Ak describes the volume of the cluster, Dk is the matrix of eigenvectors, governing the orientation of the cluster, and Ak is a diagonal matrix, proportional to the eigenvalues, which determines the shape of the cluster. Depending on the different combination of constraints based on the decomposition (6), different models are defined [17, 19] . For example, in VEV model [20] , all clusters have the same shape, but the clusters volumes and orientation vary. Each set of constraints corresponds to a different clustering criterion.
In order to select the optimal clustering model and the number of the clusters, the Bayesian Information Criterion (BIC) [21] is used. The BIC has the form
where log lik M (x, () By averaging over the uncertainty of aIJ objects, the uncertainty of the complete clustering is estimated.
IV. ApPLICATION OF MODEL-BASED CLUSTERING AND L
METHOD FOR STRUCTURAL DAMAGE CLASSIFICA nON
The model-based clustering algorithm and L method are verified using the benchmark structure proposed by IASC-ASCE SHM Task Group. The benchmark structure is a 2x2 bay, four story steel structure [9] .
A.
Test data generation
The structural data used in our study are the experimental data of the benchmark structure. In the experimental setup, a variety of damage cases were simulated by removing braces in the test structure. The details of the damage patterns used in the validation are listed in Table I . In the experimental benchmark study, a total of 15 accelerometers were used to measure the acceleration data of the structure, three accelerometers for each level. The acceleration data for each damage pattern or the normal pattern were recorded in a data file. Six damage patterns (No. 2-7) and the normal pattern (No. 1) were selected to validate the algorithms. To generate feature vectors for each data pattern, first 3000 data points in each data file are dropped, and the following 12,000 data points are used to form 54 of 4000-point time series by advancing 150 points each time [22] . For example, if there are 12,300 data points in one data file, the data points 1 � 3000 are dropped, data points 3001 � 7000 form the first time series, data points 3151 � 7150 form the second time series, and so on. Time series data from 15 accelerometers were compressed to one time series using the Principal Component Analysis (PCA) method. The Auto-Regression (AR) models are used to fit to 54 time series of acceleration data for each pattern. The AR order is selected to be 20. The coefficients of the AR models are used to form the feature vectors. Since each pattern has 54 feature vectors, a total number of 54*7=378 feature vectors were generated for six damage patterns and the normal pattern. These feature vectors are high-dimensional vectors. To visualize feature vectors, the 20-dimensional feature vectors are reduced to two dimensions using PCA dimensionality reduction method. Fig. 5 shows the feature vectors in two dimensional space of damage pattern 1, 4 and 5 listed in Table 1 .
B. Performance of Model-based clustering
In this subsection, the performance of the model-based clustering algorithm is tested. The software toolbox developed by Fraley [20] is employed. In order to test the algorithm under different conditions, five tests are conducted. Each test consists of different damage patterns. Table II shows the five tests and the damage patterns used in each test.
The symbol "...j " means the corresponding damage pattern is included in the test indicated by the leftmost column. For example, test 1 consists of damage patterns 1, 4, and 5 as shown in Fig. 5 . . § 0 .2 
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Each test is testified and the successful rate is calculated. In order to find the best suitable model and number of clusters, the BIC value is calculated for each test. The model and the number of clusters corresponding to the greatest BIC value are selected. In this paper, the models Ell, EEl, EVI, EEE, VEV, VII, VEl, VVI, EEV, and VVV [20] are considered.
F or test 1 which consists of three damage patterns 1, 4 and 5, Fig. 6 shows its BIC values corresponding to various models and different number of clusters. When the model is VEV and the number of clusters is 9, the BIC reaches its maximum value. So the model VEV is selected, and the cluster number is set to 9. Fig. 7 shows the classification results of test 1. In this case, the misclassification rate is 56.2%, so the classification rate is 100%-56.2%=43.8%. For test 3 which consists of five damage patterns 1, 2, 4, 5, and 7, Fig. 8 shows the corresponding BIC values. Fig. 9 shows the classification results. For this case the model VVV is selected and the cluster number is selected to be 5. The misclassification rate is 0% and the success rate is 100%. Table III shows the details of the classification results for five tests. When the number of clusters in the original data is from 4 to 6, the model-based classification approach performs well. When the number of clusters is small or too big, the classification errors present. 
iilx Classification results for test 1. C. Performance of L method
In this subsection, the performance of L method is investigated. The data used is the test 1 data. The hierarchical algorithm in MA TLAB toolbox is employed to generate a hierarchical clustering. An evaluation graph is calculated and the L method is applied to find the best number of clusters. Fig. 10 shows the calculated evaluation graph and two curve fitting lines used in the L method. The best number of clusters is determined to be 10 by the L method since these two fitting lines intersect at 10. This decision does not match 273 to the right number of clusters in test 1. The correct number of clusters is 3.
0.05 ,--,--,--,--,--,--.,--.,--,--, To test the L method with different number of data points, the artificial immune network [23] model is employed to reduce the number of feature vectors and generate representative feature vectors for data patterns in test 1. The resulted feature vectors for three patterns are shown in Fig. 1 . Re-apply hierarchical clustering algorithm and the L method to these feature vectors, the best number of clusters is found to be 3 as shown in Fig. 4 . This is the same as the number of clusters in original dataset in test 1. Similar tests are conducted for data in test 2 to test 5 shown in Table II . The best numbers of clusters found by L method are listed in Table IV . For comparison purpose, the results of the model-based clustering algorithm are also listed in the table. 
V. CONCLUSION
This paper studies the performance of the L method and the model-based clustering for the determination of the number of clusters in the classification problems. Our test shows that the L method performs well when the number of data points is small, while it performs poor when the number of data points is large. Various curving fitting methods and evaluation measurements for the best fitting need to be investigated to improve the performance of the L method for a large number of data points. The performance of the model-based clustering varies for different number of clusters. In our application, the classification success rate is excellent when the number of clusters is not too small or too big. However, the classification success rate drops when the number of clusters is very small or large. When the number of clusters is large, the classification success rate for both methods decreases.
