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Abstract
By using the Φ-entropy inequality derived in [14, 3] for Poisson measures, the same type of
inequality is established for a class of stochastic differential equations driven by purely jump
Le´vy processes. The semigroup Φ-entropy inequality for SDEs driven by Poisson point processes
as well as a sharp result on the existence of invariant probability measures are also presented.
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1 Introduction
Let Φ ∈ C([0,∞)) ∩ C2((0,∞)) be convex such that Φ(0) = 0 and the function
ΨΦ(u, v) := Φ(u)− Φ(v)− Φ′(v)(u− v), u, v ≥ 0
is non-negative and convex. Typical examples of Φ include Φ(u) = u log u and Φ(u) = up for
p ∈ [1, 2].
Let (E ,D(E )) be a Dirichlet form on L2(µ) for a probability measure µ. The Φ-entropy in-
equality considered in [3] is of type
(1.1) EntΦµ (f) := µ(Φ(f))− Φ(µ(f)) ≤ CE (Φ′(f), f), f,Φ′(f) ∈ D(E ), f ≥ 0
for some constant C > 0. This inequality is equivalent to (see [3, Corollary 1.1])
(1.2) EntΦµ (Ptf) ≤ e−t/CEntΦµ (f), t ≥ 0, f ∈ B+b ,
where Pt is the associated Markov semigroup and B
+
b is the set of all bounded positive elements
in L2(µ). When Φ(u) = u log u, the inequality (1.1) reduces to the modified log-Sobolev inequality
studied in [14, 15].
∗Supported in part by NNSFC(11131003), SRFDP, the Fundamental Research Funds for the Central Universities.
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In this paper, we investigate the Φ-entropy inequality for the following stochastic differential
equation (SDE) on Rd:
(1.3) dXt = b(Xt)dt+ σdLt,
where b : Rd → Rd is C1-smooth with bounded ∇b, σ is an invertible d × d-matrix, and Lt is a
purely jump Le´vy process on Rd with Le´vy measure ν, i.e. Lt is generated by
(1.4) L0f :=
∫
Rd
[
f(·+ z)− f − 〈∇f, z〉1{|z|≤1}
]
ν(dz), f ∈ C2b (Rd).
Since b is Lipschitz continuous, for any initial data x ∈ Rd the equation (1.3) has a unique solution
Xt(x) for t ∈ [0,∞). Let Pt be the associated Markov semigroup, i.e.
Ptf(x) := Ef(Xt(x)), t ≥ 0, f ∈ Bb(Rd), x ∈ Rd,
where Bb(R
d) is the set of all bounded measurable functions on Rd.
When Pt has an invariant probability measure µ, we consider the corresponding (possibly non-
sectorial) form
(1.5) E (f, g) := −
∫
Rd
fL g dµ, f, g ∈ C20 (Rd),
where L is the generator of Pt, i.e.
(1.6) L f = 〈∇f, b〉+
∫
Rd
[
f(·+ σz)− f − 〈∇f, σz〉1{|z|≤1}
]
ν(dz).
Let
ΓΦ,ν(f)(x) =
∫
Rd
ΨΦ
(
f(x+ σz), f(x)
)
ν(dz), f ∈ B+b (Rd),
where B+b (R
d) is the set of all positive elements in Bb(R
d). Let C2c,+(R
d) be the set of any C2
positive function on Rd which is constant outside a compact set. Then for any f ∈ C2c,+(Rd) we
have
∫
Rd
LΦ(f)dµ = 0, so that (1.6) yields
E (Φ′(f), f) := −
∫
Rd
Φ′(f)L f dµ
=
∫
Rd
dµ
∫
Rd
ΨΦ
(
f(·+ σz), f)ν(dz)−
∫
Rd
LΦ(f)dµ
=
∫
Rd
ΓΦ,ν(f)dµ.
(1.7)
Thus, for the present model, the Φ-entropy inequality (1.1) reduces to
(1.8) EntΦµ (f) ≤ C
∫
Rd
ΓΦ,ν(f)dµ, f ∈ B+b (Rd).
Theorem 1.1. Assume that κ1
|z|d+α
≤ ν(dz)dz ≤ κ2|z|d+α for some constants κ1, κ2 > 0 and α ∈ (0, 2).
Let λ1, λ2 ∈ R such that
(1.9) λ1|v|2 ≤ 〈σ−1(∇b(x))σv, v〉 ≤ λ2|v|2, x, v ∈ Rd.
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(1) For any T > 0 and f ∈ B+b (Rd),
EntΦPT (f) := PTΦ(f)− Φ(PT f) ≤
κ2
(
exp[λ2(d+ α)T − λ1Td]− 1
)
κ1
(
λ2(d+ α)− λ1d
) PTΓΦ,ν(f).
(2) If λ2(d+ α) < λ1d, then Pt has a unique invariant probability measure µ and (1.8) holds for
C := κ2κ1(λ1d−λ2(d+α)) .
The following result partly extends Theorem 1.1 to the case where the Le´vy process Lt merely
has large (e.g. ρ = 1[1,∞)) or small (e.g. ρ = 1(0,1]) jumps. In particular, (1.10) holds in the
situation of Theorem 1.1(2).
Theorem 1.2. Let κ1ρ(|z|)
|z|d+α
≤ ν(dz)dz ≤ κ2ρ(|z|)|z|d+α for some constants κ1, κ2 > 0 and some non-negative
measurable function ρ on (0,∞). Assume that (1.9) holds.
(I) If λ2 ≤ 0 and ρ is decreasing, then assertions (1) and (2) in Theorem 1.1 hold. In particular,
if λ2(d+ α) < λ1d then Pt has a unique invariant probability measure µ such that
(1.10) EntΦµ (Ptf) ≤ exp
[
− κ1(λ1d− λ2(d+ α))
κ2
t
]
EntΦµ (f), t ≥ 0, f ∈ B+b (Rd).
(II) If λ1 ≥ 0 and ρ is increasing, then the assertion (1) in Theorem 1.1 holds.
Remark 1.1. (1) We would like to mention a nice entropy inequality derived recently in [13] for
non-local Dirichlet forms. Let µ(dx) := e−V (x)dx be a probability measure on Rd and let ρ be a
positive function on (0,∞) such that
(1.11) c := inf
x,y∈Rd
ρ(|x− y|){eV (x) + eV (y)} > 0,
then
Entµ(f) := µ(f log f)− µ(f) log µ(f)
≤ 1
c
∫
Rd
µ(dx)
∫
Rd
{
(f(x+ z)− f(z)) log f(x+ z)
f(x)
}
ρ(|z|)dz, f ∈ B+b (Rd).
Since Ψlog(u, v) ≤ (u − v) log uv for u, v > 0, this inequality follows from the corresponding Φ-
entropy inequality with Φ(r) = r log r. But, in general this result is incomparable with ours for
Φ(r) = r log r. In our case the invariant probability measure of Pt (if exists) is not explicitly known,
so that the condition (3.1) is hard to verify. Moreover, condition (3.1) implies that ν(dz) := ρ(|z|)dz
has full support on Rd which does not apply to the situations of Theorem 1.2 if ρ is not strictly
positive on (0,∞).
(2) When b(x) = −x and ν(dz) = N(z)dz for N ≥ 0 satisfying
∫ ∞
1
N(sz)sd−sds ≤ CN(z)
for some constant C > 0, the Φ-entropy inequality (1.8) was proved in [6]. This condition is satisfied
for ν given in Theorem 1.1 but fails in the situation of Theorem 1.2(1) for e.g. ρ(s) = 1{s≤1}.
Moreover, as shown in (d) in the proof of Theorem 1.2, to deduce the exponential convergence
from (1.8) an approximation argument should be included in the proof of [6, Theorem 1], since
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the formula in [6, Lemma 1] only makes sense for functions w1, w2 such that w1Lw2 ∈ L1(u∞dx).
In general, the form (E , C20 (R
d)) given in (1.5) does not provide a Dirichlet form, so that the
equivalence between (1.1) and (1.2) for Dirichlet forms does not apply.
Next, partly for the proof of Theorem 1.1(2), we consider the existence of invariant probability
measures for the following more general SDE:
(1.12) dXt = b(Xt)dt+ σ1(Xt)dWt + σ2(Xt−)dLt,
where b : Rd → Rd and σ1, σ2 : Rd → Rd ⊗ Rd are locally Lipschitz continuous, Lt is the Le´vy
process in (1.3), and Wt is a d-dimensional Brownian motion independent of Lt. Then (1.12) has
a unique solution up to the life time.
Although the existence of invariant probability measures for SDEs with jumps has been investi-
gated in the literature, we did not find any existing result which directly applies to the framework
in Theorem 1.1. For instance, in [2, Theorem 4.5] it is assumed that
∫
Rd
|z|2ν(dz) <∞, while in [1]
the Le´vy process is assumed to be the α-stable process and b(x) is a perturbation by −γx for some
constant γ > 0, see also [7, 8] for the study of semilinear SPDEs with jump. We aim to present a
new result which is sharp in terms of the Le´vy measure and, in particular, implies the existence of
invariant probability measure in the situation of Theorem 1.1(2).
Theorem 1.3. Let B ∈ C1([0,∞)) be strictly positive. For any ε > 0 let
B˜ε(x) = sup
{B(r)− rB′(r)
2B(r)2(1 + r)
: r ≥ 0, |r − |x|| ≤ ε‖σ2(x)‖
}
, x ∈ Rd.
If there exists ε ∈ (0, 1] such that either
Aε := lim sup
|x|→∞
{〈b(x), x〉 +Tr(σ1σ∗1)(x)
B(|x|)(|x|+ 1) +
‖σ2(x)‖
∫
{ε<|z|≤1} |z|ν(dz)
B(|x|)
− |σ
∗
1(x)x|2B′(|x|)
B(|x|)2(1 + |x|)|x| +
∫
{|z|>ε}
ν(dz)
∫ |x|+‖σ2(x)‖·|z|
|x|
ds
B(s)
+ ‖σ2(x)‖2B˜ε(x)
∫
{|z|≤ε}
|z|2ν(dz)
}
= −∞,
(1.13)
or
(1.14) Aε < 0 and
∫ ∞
0
ds
B(s)
=∞,
then the solution to (1.12) is non-explosive and the associated Markov semigroup has an invariant
probability.
The following is a consequence of Theorem 1.3, which provides some more explicit sufficient
conditions for the existence of invariant probability measures.
Corollary 1.4. Assume that for some θ ∈ R
(1.15) D := lim sup
|x|→∞
{〈b(x), x〉 +Tr(σ1σ∗1)(x)
(1 + |x|)1+θ −
θ|σ∗1(x)x|2
|x|(1 + |x|)θ+2
}
< 0,
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and that
Θ := lim sup
|x|→∞
‖σ2(x)‖
|x| <∞.
Then the solution to (1.12) is non-explosive and the associated Markov semigroup has an invariant
probability measure in each of the following three situations:
(1) θ > 1.
(2) θ = 1,
∫
{|z|≥1} log(1 + |z|)ν(dz) <∞, and there exists ε ∈ (0,Θ−1) ∩ (0, 1] such that
(1.16)
ε2Θ2
∫
{|z|≤ε} |z|2ν(dz)
2(1− εΘ)2 +Θ
∫
{ε<|z|≤1}
|z|ν(dz) +
∫
{|z|>ε}
log(1 + εΘ|z|)ν(dz) < −D.
(3) θ ∈ (0, 1), ‖σ2‖ is bounded, and
∫
{|z|≥1} |z|1−θν(dz) <∞.
(4) θ ∈ (−∞, 1), ∫{|z|≥1} |z|1+θ−ν(dz) <∞, and
(1.17) lim sup
|x|→∞
‖σ2(x)‖
|x|θ
∫
{|z|>1}
|z| ν(dz) < −D.
Note that when (1.15) holds with θ = 1 and lim|x|→∞
‖σ2(x)‖
|x| = 0, Corollary 1.4 implies the
existence of the invariant probability measure provided
(1.18)
∫
{|z|≥1}
log(1 + |z|)ν(dz) <∞.
According to [10, Theorems 17.5 and 17.11], (1.18) is sharp (i.e. sufficient and necessary) for
the purely jump Ornstein-Uhlenbeck process (i.e. σ1 = 0, σ2 = I, b(x) = −x) to have invariant
probability measure. When θ ∈ (0, 1), σ1 = 0, σ2 = I and b(x) = −x|x|θ−1, we would believe that
the condition
∫
{|z|≥1} |z|1−θν(dz) < ∞ in case (3) is also sharp for the existence of the invariant
probability measure. However, in this case the distribution of the solution is no longer infinitely
divisible, so that the proof of [10, Theorem 17.11] does not apply.
The remainder of the paper is organized as follows. In Section 2, by using the Φ-entropy
inequality derived in [14] and [3] for Poisson measures, we prove a result on the semigroup Φ-
entropy inequality for SDEs driven by Poisson point processes. In Section 3 we prove Theorem 1.3
and Corollary 1.4. Finally, proofs of Theorems 1.1 and 1.2 are presented in Section 4.
2 The semigroup Φ-entropy inequality
Let N(dt,dz) be a Poisson point process on Rd with compensator dt ν(dz), where ν is a σ-finite
measure on Rd. Then for any T > 0, 1[0,T ](t)N(dt, dz) is a random variable on the configuration
space
ΓT :=
{
γ =
n∑
i=1
δ(si,zi) : n ∈ Z+ ∪ {∞}, (si, zi) ∈ [0, T ]× Rd
}
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equipped with the σ-field induced by {γ 7→ γ(A) : A ∈ B([0, T ] × Rd)}, where B([0, T ] × Rd)
is the Borel σ-field on [0, T ] × Rd and δ(si,xi) stands for the Dirac measure at point (si, xi). The
distribution of 1[0,T ](t)N(dt, dz) is the Poisson measure with intensity dt ν(dz) on [0, T ] × Rd.
Let
a : [0,∞)× Rd → Rd
be measurable such that for every s ≥ 0, as is invertible and
(2.1)
∫
[0,t]×Rd
(1 ∧ |as(z)|2)dsν(dz) <∞, t ≥ 0.
Let
Nˇa(dt,dz) = N(dt,dz)− 1{|at(z)|≤1}dtν(dz).
Then the stochastic integral ∫
[0,t]×Rd
as(z)1{|as(z)|≤1}Nˇ(ds,dz), t ≥ 0
is well defined (see e.g. [12, page 36-37]). Moreover, since (2.1) implies that P-a.s.,
1{s∈[0,t],|as(z)|>1}N(ds,dz) ∈ Γ0t :=
{
γ ∈ Γt : γ([0, t] × Rd) <∞
}
,
the stochastic integral ∫
[0,t]×Rd
as(z)Nˇa(ds,dz), t ≥ 0
is well defined as well.
Now, consider the following equation on Rd:
(2.2) dXt = bt(Xt)dt+
∫
Rd
at(z)Nˇa(dt,dz), t ≥ 0,
where b : [0,∞) × Rd → Rd is measurable such that bt is Lipschitz continuous for every t ≥ 0 and
the Lipschitz constant is locally bounded in t. It is standard that for any x ∈ Rd, this equation has
a unique solution Xt(x) with X0 = x, see e.g. [12, Theorem 17].
Let
Ptf(x) = Ef(Xt(x)), t ≥ 0, x ∈ Rd, f ∈ Bb(Rd).
We aim to establish the Φ-entropy inequality for PT . To state our main result, we introduce the
following equation driven by Nˇa + δ(s,z) for (s, z) ∈ (0,∞) × Rd:
(2.3) Xs,xt (z) = x+
∫ t
0
br(X
s,x
r (z))dr +
∫
[0,t]×Rd
ar(y){Nˇa + δ(s,z)}(dr,dy), t ≥ 0.
Theorem 2.1. For fixed T > 0 and x ∈ Rd, let
ψs(z) = a
−1
s
(
X
s,x
T (z)−XT (x)
)
, s ∈ (0, T ], z ∈ Rd.
If ν ◦ ψ−1s is absolutely continuous w.r.t. ν such that
(2.4) ξs := essP×ν
dν ◦ ψ−1s
dν
<∞, s ∈ (0, T ],
then
EntΦPT (f)(x) ≤ E
∫ T
0
ξtdt
∫
Rd
ΨΦ
(
f(XT (x) + at(z)), f(XT (x))
)
ν(dz), x ∈ Rd, f ∈ B+b (Rd).
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Throughout this section, we fix T > 0 and x ∈ Rd, and simply denote
NT := 1[0,T ](t)N(ds,dz).
To prove Theorem 2.1, we shall use the following Φ-entropy inequality for the Poisson point process
on [0, T ] ×Rd:
E(Φ ◦ F (NT ))− Φ(EF (NT ))
≤ E
∫
[0,t]×Rd
ΨΦ
(
F (NT + δ(s,z)), F (NT )
)
dsν(dz), F ∈ B+b (ΓT ).
(2.5)
This inequality was first proved by Wu [14] for Φ(u) = u log u, and as explained in [3, §5.1] that
Wu’s proof also applies to general Φ considered in the paper.
According to the inequality (2.5), to prove Theorem 2.1 we need to formulate XT (x) + at(z)
using NT + δ(τ,ξ) for some ξ ∈ Rd and τ ∈ [0, T ]. To this end, we let F : [0, T ] × ΓT → Rd be
measurable such that Xt(x) = Ft(NT ), t ∈ [0, T ]. Then we would suggest that Yt := Ft(NT + δ(τ,ξ))
solves the equation
Yt = x+
∫ t
0
bs(Ys)ds+
∫
[0,t]×Rd
as(z){Nˇa + δ(τ,ξ)}(ds,dz), t ∈ [0, T ].
Thus, taking ξ and τ such that at(z) = YT −XT (x), we obtain
XT (x) + at(z) = FT (NT + δ(τ,ξ)).
However, since X·(x) = F·(NT ) holds on [0, T ] merely P-a.s., to make this argument rigorous we
need to verify the quasi-invariance for the transform NT → NT + δ(τ,ξ), which is ensured by the
following Girsanov type theorem, see [11] for a similar result for Le´vy processes.
Lemma 2.2. Let g be a strictly positive function on [0, T ]×Rd such that νg(ds,dz) := g(s, z)dsν(dz)
is a probability measure on [0, T ]× Rd. Let
NT (g) =
∫
[0,T ]×Rd
g(s, z)N(ds,dz).
Moreover, let (τ, ξ) be a random variable independent of NT and with distribution ν
g. Then
R :=
1
g(τ, ξ) +NT (g)
is a strictly positive probability density w.r.t. P such that the distribution of NT + δ(τ,ξ) under
dQ := RdP coincides with that of NT under P.
Proof. Let pi be the Poisson measure with intensity dsν(dz) on [0, T ] × Rd. Then pi × νg is the
distribution of (NT , τ, ξ). By the Mecke formula for the Poisson measure (see (3.1) in [9]), for any
F ∈ B+b (γT ) we have
E
{
RF (NT + δ(τ,ξ))} =
∫
γ×[0,T ]×Rd
F (γ + δ(s,z))g(s, z)
(γ + δ(s,z))(g)
pi(dγ)dsν(dz)
=
∫
Γ
F (γ)γ(g)
γ(g)
pi(dγ) = pi(F ).
Therefore, Q := RdP is a probability measure, and the distribution of NT +δ(τ,ξ) under Q coincides
with that of NT under P.
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Proof of Theorem 2.1. Let F : ΓT → Rd be measurable such that XT (x) = F (NT ). We intend to
prove
(2.6) Xs,xT (z) = F (NT + δ(s,z)), P× ds× ν(dz)-a.e.
To this end, for g ∈ B+([0, T ] × Rd) in Lemma 2.2, consider the product probability space:
Ω¯ = Ω× [0, T ] × Rd, P¯(dω,ds,dz) = g(s, z)P(dω)dsν(dz).
Let N¯ = (N, τ, ξ) be defined by
N(ω, s, z) = N(ω), ξ(ω, s, z) = z, τ(ω, s, z) = s, (ω, s, z) ∈ Ω¯.
Then under P¯ the random variable (τ, ξ) is independent of NT and has distribution ν
g(ds,dz) :=
g(s, z)dsν(dz). Let R be in Lemma 2.2. Then the distribution of NT + δ(τ,ξ) under Q coincides
with that of NT under P¯ (equivalently, under P). Thus, by the weak uniqueness of solutions to
(2.2), the distribution of (NT + δ(τ,ξ), YT ) under Q coincides with that of (NT ,XT (x)) under P. In
particular, the distribution of YT − F (NT + δ(τ,ξ)) under Q coincides with that of XT (x)− F (NT )
under P. Since XT (x) = F (NT ) P-a.s., this implies that
YT = F (NT + δ(τ,ξ)), Q-a.s.
As Q is equivalent to P¯, it also holds P¯-a.s. Then (2.6) follows by noting that YT = X
τ,x
T (ξ) and
g > 0 such that P¯ is equivalent to P× ds× ν(dz).
Now, by (2.5) and (2.6), for any f ∈ B+b (Rd) we have
EntΦPT (f) ≤ E
∫
[0,T ]×Rd
ΨΦ
(
f ◦ F (NT + δ(s,z)), f ◦ F (NT )
)
dsν(dz)
= E
∫
[0,T ]×Rd
ΨΦ
(
f(Xs,xT (z)), f(XT (x))
)
dsν(dz).
(2.7)
Noting that Xs,xT (z) = XT (x) + as ◦ ψs(z), it follows from (2.4) that
E
∫
Rd
ΨΦ
(
f(Xs,xT (z)), f(XT (x))
)
ν(dz)
= E
∫
Rd
ΨΦ
(
f(XT (x) + as(z)), f(XT (x))
)
(ν ◦ ψ−1s )(dz)
≤ E
∫ T
0
ξsds
∫
Rd
ΨΦ
(
f(XT (x) + as(z)), f(XT (x))
)
ν(dz), s ∈ (0, T ].
Combining this with (2.7) we finish the proof.
3 Proofs of Theorem 1.3 and Corollary 1.4
Proof of Theorem 1.3. Take W (x) = ϕ(|x|), where ϕ(r) := ∫ r0 s(1+s)B(s)ds, r ≥ 0. Then W ∈
C2(Rd). Let L be the generator of the solution Xt to (1.12). By the Itoˆ formula we have
LW (x) =〈b(x),∇W (x)〉+Tr[(σ1σ∗1∇2W )(x)]
+
∫
Rd
[
W (x+ σ2(x)z)−W (x)− 〈∇W (x), σ2(x)z〉1{|z|≤1}
]
ν(dz)
(3.1)
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if the integral in the right hand side exists. We observe that it suffices to prove that LW is a well
defined locally bounded function with
LW (x) ≤〈b(x), x〉 +Tr(σ1σ
∗
1)(x)
B(|x|)(|x| + 1) +
‖σ2(x)‖
∫
{ε<|z|≤1} |z|ν(dz)
B(|x|)
− |σ
∗
1(x)x|2B′(|x|)
B(|x|)2(1 + |x|)|x| +
∫
{|z|>ε}
ν(dz)
∫ |x|+‖σ2(x)‖·|z|
|x|
ds
B(s)
+ ‖σ2(x)‖2B˜ε(x)
∫
{|z|≤ε}
|z|2ν(dz).
(3.2)
In fact, by this and Aε = −∞ we see that −LW is a compact function (i.e. {−LW ≤ r} is
relatively compact for r > 0). Therefore, by the Itoˆ formula we see that the solution is non-
explosive with
lim sup
t→∞
1
t
∫ t
0
E(−LW )(Xs)ds <∞,
which implies the existence of the invariant probability measure by a standard tightness argument.
Moreover, if
∫∞
0
ds
B(s) = ∞ and A < 0, then W is a compact function and by the Itoˆ formula the
solution is non-explosive with EW (Xt) < ∞, t ≥ 0. Thus, according to [4, Theorem 4.1], A < 0
also implies that the associated Markov semigroup has an invariant probability measure. Below we
prove that LW is locally bounded such that (3.2) holds.
(a) It is easy to see that
{〈b,∇W 〉+Tr(σ1σ∗1∇2W )}(x)−
∫
{ε<|z|≤1}
〈∇W (x), σ2(x)z〉ν(dz)
≤ ϕ′(|x|)
( 〈b(x), x〉 +Tr(σ1σ∗1)(x)
|x| −
|σ∗1(x)x|2
|x|3 + ‖σ2(x)‖
∫
{ε<|z|≤1}
|z|ν(dz)
)
+ ϕ′′(|x|) |σ
∗
1(x)x|2
|x|2
≤ 〈b(x), x〉 +Tr(σ1σ
∗
1)(x)
B(|x|)(1 + |x|) +
‖σ2(x)‖
∫
{ε<|z|≤1} |z|ν(dz)
B(|x|)
− |σ
∗
1(x)x|2B′(|x|)
B(|x|)2(1 + |x|)|x| , x ∈ R
d.
(b) Since
∫
{|z|≤ε} |z|2ν(dz) <∞,
∫
{|z|≤ε}
∣∣W (x+ σ2(x)z) −W (x)− 〈∇W (x), σ2(x)z〉∣∣ν(dz)
≤ 1
2
sup
|y|≤|x|+‖σ2(x)‖
‖∇2W (y)‖
∫
{|z|≤ε}
|σ2(x)z|2ν(dz)
is locally bounded in x ∈ Rd. Noting that
∇2W (x)(v, v) = ϕ′(|x|)
( |v|2
|x| −
〈x, v〉2
|x|3
)
+ ϕ′′(|x|)〈x, v〉
2
|x|2 ≤
|v|2(B(|x|)− |x|B′(|x|)
B(|x|)2(1 + |x|) ,
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we obtain ∫
{|z|≤ε}
[
W (x+ σ2(x)z) −W (x)− 〈∇W (x), σ2(x)z〉
]
ν(dz)
≤ ‖σ2(x)‖2B˜ε(x)
∫
{|z|≤ε}
|z|2ν(dz).
(c) We have
inf
Rd
W −W (x) ≤W (x+ σ2(x)z) −W (x)
≤ ϕ(|x+ σ2(x)z|) − ϕ(|x|) ≤
∫ |x|+‖σ2(x)‖·|z|
|x|
ds
B(s)
.
Since ν({|z| > ε}) <∞ and Aε < 0, this implies that∫
{|z|>ε}
[W (x+ σ2(x)z)−W (x)]ν(dz)
is locally bounded and
∫
{|z|>ε}
[
W (x+ σ2(x)z)−W (x)
]
ν(dz) ≤
∫
{|z|>ε}
ν(dz)
∫ |x|+‖σ2(x)‖·|z|
|x|
ds
B(s)
.
By combining (3.1) with (a)-(c), we conclude that LW is locally bounded satisfying (3.2).
Proof of Corollary 1.4. By Theorem 1.3, for each situations it suffices to choose B such that one
of (1.13) and (1.14) holds for some ε ∈ (0,Θ−1).
Case (1). We take B(r) = (1 + r)δ for some δ ∈ (1, θ) ∩ (0, 1]. Then ∫∞0 dsB(s) <∞ such that
lim sup
|x|→∞
(‖σ2(x)‖
B(|x|) +
∫
{|z|>ε}
ν(dz)
∫ ∞
|x|
ds
B(s)
)
= 0.
Next, since δ > 1, for any ε ∈ (0,Θ−1) we have
lim sup
|x|→∞
B˜ε(x)‖σ2(x)‖2 ≤ lim sup
|x|→∞
‖σ2(x)‖2
(1− εΘ)1+δ|x|1+δ = 0.
Therefore, (1.15) implies (1.13).
Case (2). We take B(r) = 1 + r. Then
∫∞
0
ds
B(s) =∞ and by (1.16),
lim sup
|x|→∞
{
‖σ2(x)‖2B˜ε(x)
∫
{|z|≤ε}
|z|2ν(dz) +
‖σ2(x)‖
∫
{ε<|z|≤1} |z|ν(dz)
B(|x|)
+
∫
{|z|>ε}
ν(dz)
∫ |x|+‖σ2(x)‖·|z|
|x|
ds
B(s)
}
≤
ε2Θ2
∫
{|z|≤ε} |z|2ν(dz)
2(1− εΘ)2 +Θ
∫
{ε<|z|≤1}
|z|ν(dz) +
∫
{|z|>ε}
log(1 + εΘ|z|)ν(dz) < −D.
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Thus, (1.14) follows from (1.15).
Case (3). We take B(r) = (1 + r)θ. Since ‖σ2‖ is bounded and θ ∈ (0, 1), we have Θ = 0,∫∞
0
ds
B(s) =∞ and
(3.3) lim
|x|→∞
‖σ2(x)‖2B˜ε(x) = 0.
Moreover,
(3.4)
∫ |x|+‖σ2(x)‖·|z|
|x|
ds
B(s)
≤ min
{‖σ2(x)‖ · |z|
(1 + |x|)θ ,
‖σ2(x)‖1−θ|z|1−θ
1− θ
}
.
Since ‖σ2‖ is bounded and
∫
{|z|≥1} |z|1−θν(dz) < ∞, by (3.4) and the dominated convergence
theorem we obtain
lim sup
|x|→∞
∫
{|z|≥1}
ν(dz)
∫ |x|+‖σ2(x)‖·|z|
|x|
ds
B(s)
= 0.
Then (1.14) with ε = 1 follows from (1.15).
Case (4). We first observe that (1.17) implies
(3.5) lim sup
|x|→∞
∫
{|z|>1}
|z| · ‖σ2(x)‖
|x|θ ∧ (|x|+ ‖σ2(x)‖ · |z|)θ ν(dz) < −D.
Since when θ ≥ 0 (1.17) is equivalent to (3.5), we only consider θ < 0. In this case, for any s > 1
there exists a constant C(s) > 0 such that
(|x|+ ‖σ2(x)‖ · |z|)−θ ≤ s|x|−θ + C(s)(‖σ2(x)‖ · |z|)−θ.
Moreover, by (1.17) and
∫
{|z|>1} |z|1−θν(dz) <∞, we have ‖σ2(x)‖1−θ → 0 as |x| → ∞ so that
lim sup
|x|→∞
∫
{|z|>1}
|z| · ‖σ2(x)‖
(|x|+ ‖σ2(x)‖ · |z|)θ ν(dz)
≤ lim sup
|x|→∞
(
s‖σ2(x)‖
|x|θ
∫
{|z|>1}
|z|ν(dz) + C(s)‖σ2(x)‖1−θ
∫
{|z|>1}
|z|1−θν(dz)
)
= lim sup
|x|→∞
s‖σ2(x)‖
|x|θ
∫
{|z|>1}
|z|ν(dz), s > 1.
Since s > 1 is arbitrary, we conclude that (1.17) implies (3.5).
Now, we take B(r) = (1+ r)θ. Then
∫∞
0
ds
B(s) =∞, B˜ε(x) = O((1+ |x|)−(1+θ)) for large |x|, and
by (1.17) we have Θ = 0. So, combining (3.5) with (3.3) and (3.4), we obtain
lim
|x|→∞
{
‖σ2(x)‖2B˜ε(x)
∫
{|z|≤1}
|z|2ν(dz) +
∫
{|z|>1}
ν(dz)
∫ |x|+‖σ2(x)‖·|z|
|x|
ds
B(s)
}
≤ lim sup
|x|→∞
∫
{|z|>1}
|z| · ‖σ2(x)‖
|x|θ ∧ (|x|+ ‖σ2(x)‖ · |z|)θ ν(dz) < −D.
Then (1.15) implies (1.14) with ε = 1.
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4 Proofs of Theorems 1.1 and 1.2
To apply Theorem 2.1, we take bt = b and at(z) = σz such that (2.2) reduces back to (1.3). In this
case we have
ψs(z) = σ
−1(Xs,xT (z) −XT (x))
and for s ∈ (0, T ]
d∇Xs,xt = {∇b(Xs,xt )}∇Xs,xt dt+ σδs(dt), ∇Xs,x0 = 0.
Thus, ∇ψs(z) = σ−1∇Xs,xT and for t ≥ s,
d(σ−1∇Xs,xt ) =
{
σ−1∇b(Xs,xt )σ
}
σ−1∇Xs,xt dt, σ−1∇Xs,xs = I.
Combining this with (1.9) we obtain
(4.1) |det(∇ψs)−1| = 1|det(∇ψs)| ≤ e
−λ1(T−s)d,
and
(4.2) sup
z∈Rd\{0}
|z|
|ψ−1s (z)|
= sup
z∈Rd\{0}
|ψs(z)|
|z| ≤ supz∈Rd\{0}
∫ 1
0 |∇zψs(rz)|dr
|z| ≤ e
λ2(T−s).
Proof of Theorem 1.1. Let κ1
|z|d+α
≤ ν(dz)dz ≤ κ2|z|d+α . Then by (4.1) and (4.2) we obtain
(ν ◦ ψ−1s )(dz) ≤
κ2|det∇ψ−1s |(z)
|ψ−1s (z)|d+α
dz =
κ2|det(∇ψs)−1|(ψ−1s (z))
|ψ−1s (z)|d+α
dz
≤ κ2e
λ2(T−s)(d+α)−λ1(T−s)d
|z|d+α dz ≤
κ2
κ1
eλ2(T−s)(d+α)−λ1(T−s)dν(dz).
By Theorem 2.1, this proves Theorem 1.1(1).
Next, to prove the existence of invariant probability measure using Corollary 1.4, we take
σ1(x) = 0 and σ2(x) = σ. It is easy to see that Θ = 0 and
∫
{|z|≥1} log(1 + |z|)ν(dz) < ∞. Since
λ2(d + α)− λ1d < 0 implies λ2 < 0, (1.15) and (1.16) hold for θ = 1. Then according to Corollary
1.4 for θ = 1, Pt has an invariant probability measure µ. Moreover, since λ2 < 0 implies
lim
t→∞
|Xt(x)−Xt(y)| ≤ lim
t→∞
|x− y|eλ2t = 0, x, y ∈ Rd,
we conclude that Ptf → µ(f) as t → ∞ holds for all f ∈ Cb(Rd). Thus, µ is the unique invariant
probability measure of Pt. Since Φ ∈ C2((0,∞)), for f ∈ C2b (Rd) with inf f > 0 we have ΓΦ,ν(f) ∈
Cb(R
d). By letting t→∞ in the semigroup Φ-entropy inequality in Theorem 1.1(1), we prove (1.8)
for the desired constant C and positive f ∈ C2b (Rd) with inf f > 0. By a simple approximation
argument, (1.8) holds for all f ∈ B+b (Rd).
Proof of Theorem 1.2. (a) Let λ2 ≤ 0 and ρ be decreasing. By (4.2) we have |z| ≤ |ψ−1s (z)|, so that
(4.3) ρ(|ψ−1s (z)|) ≤ ρ(|z|).
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Combining this with (4.1) and (4.2) we obtain
(ν ◦ ψ−1s )(dz) ≤
κ2|det(∇ψs)−1|(z)ρ(|ψ−1s (z)|)
|ψ−1s (z)|d+α
dz ≤ eλ2(T−s)(d+α)−λ1(T−s)dν(dz).
According to the proof of Theorem 1.1, this proves the first assertion in (I).
(b) By an approximation argument, for (1.10) we may assume that f ∈ C2c,+(Rd). We first
consider the case that b ∈ C2(Rd;Rd) with bounded ∇2b and ν(1{|·|>1}| · |) < ∞. Then by the
boundedness of ∇b (due to (1.9)) and ∇2b, we see that ‖∇Xt‖∞ and ‖∇2Xt‖∞ are locally bounded
in t ≥ 0, since for any u, v ∈ Rd,
d∇uXt = ∇b(Xt)∇uXtdt, ∇uX0 = u,
d∇u∇vXt =
{∇2b(Xt)(∇uXt,∇vXt) +∇b(Xt)∇u∇vXt}dt, ∇u∇vX0 = 0.
This implies that PtC
2
b (R
d) ⊂ C2b (Rd) for any t ≥ 0 with ‖∇Ptf‖∞ and ‖∇2Ptf‖∞ locally bounded
in t. Next, by (1.9) and ν(| · |1{|·|≥1}) <∞, it is easy to see that W (x) :=
√
|x|2 + 1 satisfies
(4.4) LW (x) ≤ C1 − C2|x|, x ∈ Rd
for some constants C1, C2 > 0. Thus, the invariant probability measure µ satisfies µ(| · |) < ∞.
Moreover, by the boundedness of ∇b, for any f ∈ C2b (Rd) there exists a constant C3 > 0 such that
L f(x) ≤ C3(1 + |x|). So, by (4.4) and | · | ≤W ,
|Ptf − f |
t
≤ C3
t
∫ t
0
(1 + E|Xs|)ds ≤ C3(1 +W + C1), t ∈ (0, 1].
Since the upper bound is integrable with respect to µ, by the dominated convergence theorem we
obtain ∫
Rd
L fdµ =
∫
Rd
lim
t→0
Ptf − f
t
dµ = lim
t→∞
1
t
∫
Rd
(Ptf − f)dµ = 0, f ∈ C2b (Rd).
Since PtC
2
b (R
d) ⊂ C2b (Rd), for any f ∈ C2c,+(Rd) we have Φ(Ptf) ∈ C2b (Rd), so that∫
Rd
LΦ(Ptf)dµ = 0.
Hence, (1.7) holds for Ptf in place of f . Therefore, it follows from (1.8) that
d
dt
EntΦµ (Ptf) = −E (Φ′(Ptf), Ptf) = −
∫
Rd
ΓΦ,ν(Ptf)dµ ≤ − 1
C
EntΦµ (Ptf), t ≥ 0.
This implies (1.10) for f ∈ C2c,+(Rd) since according to the first assertion (1.8) holds for C =
κ2
κ2(λ1d−λ2(d+α))
.
(c) Assume that ν(1{|·|>1}| · |) <∞. To apply the assertion proved in (b), we make a standard
regularization of b as follows:
bε(x) =
1
(piε)d/2
∫
Rd
b(y)e−|x−y|
2/εdy, x ∈ Rd, ε ∈ (0, 1).
Since (1.9) is equivalent to the dissipative property of b(x)− λ2x and λ1x− b(x), according to [5,
Theorem 9.19] we conclude that for every ε ∈ (0, 1), bε ∈ C2(Rd;Rd) with bounded ∇2bε and (1.9)
holds for bε in place of b. Then by (b), we have
(4.5) EntΦµε(P
ε
t f) ≤ e−t/CEntΦµε(f), f ∈ B+b (Rd), t ≥ 0,
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where C = κ2κ2(λ1d−λ2(d+α)) , P
ε
t and µε are the semigroup and invariant probability measure for the
equation
dXεt = b(X
ε
t )dt+ σdLt, X
ε
0 = X0.
Moreover, by the boundedness of ∇b,
|bε(x)− b(x)| ≤ ‖∇b‖∞
(piε)d/2
∫
Rd
|x− y|e−|x−y|2/εdy ≤ c√ε, x ∈ Rd, ε ∈ (0, 1)
holds for some constant c > 0. Combining this with (1.9) we obtain
d|Xt −Xεt | =
〈Xt −Xεt , b(Xt)− b(Xεt )〉+ 〈Xt −Xεt , b(Xεt )− bε(Xεt )〉
|Xt −Xεt |
dt
≤ {λ2|Xt −Xεt |+ c√ε}dt.
Since λ2 < 0, this implies
|Xt −Xεt | ≤
c
√
ε
−λ2 =: c
′√ε, t ≥ 0, ε ∈ (0, 1).
Then for any f ∈ C1b (Rd),
(4.6) ‖P εt f − Ptf‖∞ ≤ ‖∇f‖∞c′
√
ε, t ≥ 0, ε ∈ (0, 1).
Hence,
(4.7) |µε(f)− µ(f)| = lim
t→∞
|P εt f(0)− Ptf(0)| ≤ ‖∇f‖∞c′
√
ε, f ∈ C1b (Rd), ε ∈ (0, 1).
Combining (4.6) and (4.7), for any f ∈ C1b (Rd) with inf f > 0 we obtain
lim sup
∣∣µε(Φ(P εt f))− µ(Φ(Ptf))∣∣
≤ lim sup{|µε(Φ(Ptf))− µ(Φ(Ptf))|+ ‖Φ(Ptf)− Φ(P εt f)‖∞} = 0, t ≥ 0.
Therefore, letting ε ↓ 0 in (4.5), we prove (1.10) for f ∈ C1b (Rd) with inf f > 0, and thus also for
f ∈ B+b (Rd) by an approximation argument.
(d) In general, for any n ≥ 1 let νn(dz) = 1{|z|≤n}ν(dz) and ν˜n = ν − νn. Write Lt = Lnt + L˜nt ,
where Lnt and L˜
n
t are Le´vy processes with Le´vy measures νn and ν˜n respectively. Consider the
equation
dXnt = b(X
n
t )dt+ σdL
n
t , X
n
0 = X0,
and let Pnt and µn be the associate semigroup and invariant probability measure respectively. Then
by (c), we have
(4.8) EntΦµn(P
n
t f) ≤ e−t/CEntΦµn(f), t ≥ 0, n ≥ 1, f ∈ B+b (Rd).
Noting that
d(Xt −Xnt ) = (b(Xt)− b(Xnt ))dt+ σdL˜nt , X0 −Xn0 = 0,
by (1.9) with λ2 < 0 we may find a constant λ > 0 such that such that
d|Xt −Xnt |ε ≤
(∫
{|z|>n}
(|Xt −Xnt + σz|ε − |Xt −Xnt |ε)ν(dz)− λ|Xt −Xnt |ε
)
dt+Mt
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holds for some local martingale Mt. Since∫
{|z|>n}
(|Xt −Xnt + σz|ε − |Xt −Xnt |ε)ν(dz) ≤
∫
{|z|>n}
|σz|εν(dz) =: δn ↓ 0 as n ↑ ∞,
we obtain
E|Xt −Xnt |ε ≤
δn
λ
, t ≥ 0.
Thus,
|Pnt f − Ptf | ≤ (‖∇f‖∞ + 2‖f‖∞)E(1 ∧ |Xt −Xnt |) ≤
δn
λ
(‖∇f‖∞ + 2‖f‖∞), f ∈ C1b (Rd).
Then, according to the argument in the end of (c) using this estimate to replace (4.6), we prove
(1.10) by letting n→∞ in (4.8).
(e) Let λ1 ≥ 0, θ1 ≥ 1 and ρ be increasing. Then |z| ≥ |ψ−1s (z)|, so that (4.3) holds and the
remainder of the proof is similar to (a).
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