We study symmetric divergences on Hermitian positive definite matrices generated by functions closely related to Pick-Nevanlinna functions. Our main result proves that the square root of these divergences is a distance metric. As a corollary we obtain the metric property for Quantum Jensen-Shannon-Tsallis divergences (parameterized by α ∈ [0, 2]), which in turn (for α = 1) yields a proof of the metric property conjectured by Briët and Harremoës a decade ago (Properties of classical and quantum Jensen-Shannon divergence, Phy. Rev. A, 79, 052311 (2009)). A somewhat more intricate argument also establishes metric properties of Jensen-Renyí divergences (for α ∈ (0, 1)), and outlines a techniques for proving this property for symmetric divergences involving completely monotonic functions.
Introduction
Motivated by quantum information theory, we study divergence measures on P d , the set of d × d hermitian positive definite (hpd) matrices. The most widely used such divergences are generated by the von Neumann, Tsallis, and Renyí entropies, defined respectively by (1.1), (1. Note that, lim α→1 + S α (X) = S(X); moreover it is easy to verify that S α is concave on positive definite matrices, while H α is concave for α ∈ (0, 1).
For these entropies, the corresponding relative-entropies have been well-studied (see e.g., [2, Ch. 4] , [11] ). However, these relative entropies (divergences) are typically asymmetric, which has led numerous researchers to consider symmetrized divergences-see e.g., [3-5, 7, 9, 10, 13] . Corresponding to (1.1)-(1.3) the symmetrized Jensen divergences are given by
Lamberti et al. [8] introduced (1.4) for studying distances between quantum states, and showed that it is the square of a metric for pure states. Shortly thereafter, Briët and Harremoës [3] showed that (1.5) is the square of a Hilbertian metric for qubits and pure states of any dimension. However, for general quantum states no results are known and Briët and Harremoës [3] made the following conjecture: Conjecture 1.1 (Briët and Harremoës (2008) [3] ). QJSD 1/2 is a metric on P d .
In this paper, we not only provide a proof of Conjecture 1.1, but in fact prove the metric property for a much richer class of divergences that includes QJSD α (α ∈ [0, 2]) as a special case. We subsequently also prove the harder result that QJRD α is the square of a metric (see Theorem 4.3) for α ∈ (0, 1).
Metric Properties of QJSD α and more
In this section we study symmetric divergence whose square roots are metrics; the technique developed implies that QJSD 1/2 α is a metric, and thus also yields a proof of Conjecture 1.1 (which corresponds to α = 1).
Specifically, consider a function f that admits the following representation on (0, ∞):
where a, b ∈ R, c ≥ 0, h(t) > 0, and µ is a nonnegative measure. This function is concave, so using it we define the quantum Jensen-Shannon divergence (on hpd matrices):
2)
Our first main result is Theorem 2.1.
Crucial to our proof is the S-Divergence [13] , which is the (quantum) Jensen-Shannon divergence generated by log det(·) ≡ ℓd(·); formally, the S-Divergence is defined as
In particular, we will make use of the following key result:
Theorem 2.2 (Sra (2016) [13] ). δ S given by (2.3) is a metric.
Proof of Theorem 2.1. The only non-trivial part is to prove the triangle inequality for ∆ 1/2 f . Using representation (2.1) and noting that tr log(X) = ℓd(X) we can express ∆ f as
which may be written as
Since c ≥ 0, it follows from (2.4 ) that ∆ f is simply a non-negatively weighted sum of squared distances, therefore ∆ 1/2 f satisfies the triangle inequality, completing the proof.
Proof. For 0 < α < 1 and x > 0, we use the following representation (that was also exploited in [14] ):
5)
which is an instance of (2.1). Now, using Theorem 2.1 we immediately obtain the corollary.
While Corollary 2.3 captures the case α ∈ (0, 1), we need a slight modification to handle the case α ∈ (1, 2). To that end, we recall the integral representation (for 1 < α < 2)
which was noted by [14] ; notice that this representation is not captured by (2.1). Using representation (2.6) and following an argument similar to Theorem 2.1, we readily obtain: ∈ (1, 2) . Then, QJSD 1/2 α is a metric.
Observing that lim α→1 + QJSD α = QJSD, we obtain a proof for Conjecture 1.1.
The reader has perhaps already realized that the above argument also holds for convex functions on (0, ∞) that can be written as
where a, b ∈ R, c ≥ 0, and µ is a nonnegative measure on (0, ∞). For such f , the following result holds. Theorem 2.6. Let f (x) be given by (2.7), and define
(2.8)
Then, ∆ 1/2 is a distance function on P d .
Divergences and Pick functions
We briefly remark below on the deeper connection that motivated our choice (2.1). This connection also provides a valuable converse, namely, conditions on when such a representation holds for a given function.
In particular, in [12, Theorem 2.1] it was shown that if xf ′ (x) has an analytic extension whose restriction to the upper half plane is a Pick function [6] and xf ′ (x) is bounded, then f admits the representation (valid for x > 0):
with a, c ∈ R, b, d ≥ 0, and the nonengative measure µ satisfies
this form is what motivates our slightly more general choice (2.1).
Quantum Jensen-Renyí Divergence
Recall the Quantum Renyí Entropy is defined as
Observe that (4.1) is concave for α ∈ (0, 1)-for such α we can define the Quantum Jensen-Renyí Divergence (QJRD):
Proving that QJRD α is the square of a metric (Theorem 4.3) turns out to be harder. Indeed, it is not directly amenable to the Pick function technique developed above for QJSD α , and requires a more intricate argument that invokes two more ingredients: complete monotonicity and the relation between conditionally negative definite matrices and metrics.
Definition 4.1 (Complete monotonicity). A function
Bernstein's theorem (see e.g., [15, Thm. 6.13] ) shows that F can be written as
for a nonnegative measure ν on [0, ∞).
Theorem 4.3. QJRD 1/2 α is a metric on HPD matrices for α ∈ (0, 1).
Proof. Without loss of generality we may assume that tr(X) = 1. Introduce now the shorthand d xy = tr X+Y 
is cnd. It is also known that (see e.g., [1, Thm. 4 Since d x = tr(X α ) is concave, it follows that 1/(t+d x ) is convex, whereby 1 2 1 t+dx + 1 t+dy − 1 t+dxy ≥ 0. Thus, we can invoke Theorem A.1 again to conclude that
where δ t is a distance metric.
Next, we recall the following useful integral representation
which can be obtained for instance by first writing (log x) 2 using the representation (3.1) and then differentiating [12] . Using representation (4.7) on (4.6) we can finally write
which proves that QJRD 1/2 α is a metric.
Extensions
The above proof actually also shows that if d x,y = h X+Y 2 where h(X) is concave and
, is the square of a metric. Indeed, if h is concave, then e −th is convex for t ≥ 0. Thus, for a completely monotone F , the map F (h(X)) is convex, whence ∆ F (X, Y ) ≥ 0. The triangle inequality follows from a construction analogous to (4.5). We omit details for brevity.
A Distances and 3 × 3 cnd matrices
In this section, we summarize the equivalence between 3 × 3 cnd matrices and corresponding distance metrics. This material is classical, but we include our own proofs for completeness. Indeed, squared distances are intimately related with cnd matrices. The following theorem summarizes this connection.
That is, to break the cnd property of M we need to have α + β − 2 αβ ≥ γ, which contradicts (A.7).
Case (b).
If st > 0, then from (A.4) it follows that (α + β − γ)st ≥ −2st αβ = −2 s 2 αt 2 β ≥ −s 2 α − t 2 β.
But this inequality can not contradict the cnd property, as it is just inequality (A.6) analyzed above. Thus, in both cases, we obtain that M must be cnd, completing the proof.
