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Recently a method which employs computing of fluctuations in a measure of nonlinear similarity based on
local recurrence properties in a univariate time series, was introduced to identify distinct dynamical regimes and
transitions between them in a short time series [1]. Here we present the details of the analytical relationships
between the newly introduced measure and the well known concepts of attractor dimensions and Lyapunov
exponents. We show that the new measure has linear dependence on the effective dimension of the attractor
and it measures the variations in the sum of the Lyapunov spectrum. To illustrate the practical usefulness of the
method, we employ it to identify various types of dynamical transitions in different nonlinear models. Also, we
present testbed examples for the new method’s robustness against the presence of noise and missing values in
the time series. Furthermore, we use this method to analyze time series from the field of social dynamics, where
we present an analysis of the US crime record’s time series from the year 1975 to 1993. Using this method, we
have found that dynamical complexity in robberies was influenced by the unemployment rate till late 1980’s.
We have also observed a dynamical transition in homicide and robbery rates in the late 1980’s and early 1990’s,
leading to increase in the dynamical complexity of these rates.
I. INTRODUCTION
One of the central challenges in nonlinear time series analy-
sis has been to develop methodologies to identify and predict
dynamical transitions, i.e., time points where the dynamics
show a qualitative change [1–12]. Application of such meth-
ods is widespread in a variety of areas of science and society
[13]. For instance, in medical sciences such approaches could
be useful in identifying pathological activities of vital organs
such as the heart and the brain from ECG and EEG data sets
[14–16]. Similarly, in earth sciences one can use these meth-
ods to identify tipping elements from modern and paleocli-
mate data sets [2, 7, 9–11, 17]. Also, in the analysis of finan-
cial data these methods can be used to better comprehend the
behaviour of markets and their vulnerabilities [18–20]. Apart
from these applications, such methods could also be used in
the analysis of the evolution of social and economic indictors
to understand the well being of a society and to predict proba-
ble future changes and also in physics to study the response of
an interacting many-body system to an external perturbation
[13, 18–21].
What makes this challenge hard is that in a dynamical sys-
tem there are a variety of reasons which can lead to differ-
ent levels of qualitative changes in the dynamics of the sys-
tem [3–5, 22–24]. Some of the most common reasons are the
evolving control parameters of the system passing through a
bifurcation point, rate of change of these control parameters,
internal feedbacks, and noise induced effects [3–5, 22, 24]. In
many natural systems it has been suggested that dynamic bi-
furcations lead to critical transitions in their dynamical state
[24–26]. In some cases these transitions are visually more ap-
parent and can be identified with little effort but in some other
cases these transitions are much more subtle, especially where
transition occurs from one chaotic regime to other complex
chaotic regime. For example, in palaeoclimate Dansgaard-
Oeschger events on millennial time scales are visible in ice
records to the naked eye and have been hypothesised to be
caused by a noise induced transition [27–29]. In contrast, on
similar time scales we do not observe such visibly apparent
transitions in many other components of climate, such as the
Indian summer monsoon, though it has also gone through dy-
namical transitions between distinct chaotic regimes due to
variations of Milankovitch cycles [1, 30, 31]. In this case
we need more careful analysis. Similarly in neuroscience,
certain brain states like sleep cycling or epileptic seizure are
easily detectable from EEG data sets but gamma rhythms or
the ultra-slow BOLD rhythms are harder to detect. Again,
we need to employ more sophisticated mathematical tools to
identify such dynamical states [32]. In our understanding, the
intricacies and diversities involved in the origin of dynamical
transitions makes it difficult to develop one single method to
identify and quantify all possible types of transitions. Rather
we need to have a toolbox consisting of several methodolo-
gies and approaches inspired from the paradigm of nonlinear
dynamics to solve such problems. The case we will be mostly
interested in here is the one where the changes in one single
control parameter takes the system from a regime of one dy-
namical complexity to other dynamics of less or higher com-
plexity, with an important constraint that time series available
for the analysis are relatively short (ranging between several
hundred to few thousand time points).
Most widely used methods for some of the above men-
tioned problems are linear such as auto correlation func-
tion and detrended fluctuation analysis etc. [8, 11, 33–35].
But certain methods for the analysis of time series using the
paradigm of nonlinear dynamics have also shown tremen-
dous promise. Significant among them are the recurrence plot
based methodologies such as the recurrence quantification
analysis and the recurrence network analysis [2, 7, 9, 10, 36–
41]. The method discussed here is called FLUS (FLUctua-
2tion of Similarity) in short, and it is based on the concept of
nonlinear similarity between two time points. It was recently
introduced in order to study short paleoclimatic time series of
the Indian summer monsoon [1]. This new method is compu-
tationally simple, more automatized, and yet extremely robust
in distinguishing distinct dynamical regimes and in identify-
ing time points where transitions occur between these distinct
dynamical regimes, even in the case where available time se-
ries is short. This method also tends to work well in the pres-
ence of noise and missing values. In this paper we present an-
alytical findings which relates the new measure to more clas-
sical concepts in nonlinear time series analysis such as attrac-
tor dimensions and Lyapunov exponents. To demonstrate the
strengths of this method in distinguishing dynamical regimes
and in identifying transitions between them, we present a new
set of challenging numerical tests and examples of dynami-
cal transition in different nonlinear models. We also include
tests for the new method’s robustness against noise and miss-
ing values.
This paper is organized as follows: first we describe the
method and some of the analytical results on it with support-
ing numerics. Then we illustrate the strengths and practical
usefulness of this method using several different numerical
cases of dynamical transitions in nonlinear systems. Also, we
test the method’s robustness against the presence of noise and
missing values in a pragmatic nonlinear model. This is fol-
lowed by an application in social dynamics, where we attempt
to understand the role of unemployment in the crimes related
to robberies and homicides in the US over the period 1975-
1993.
II. METHOD
Let xj represent the j-th vector of a delay embedded time
series of length N . The embedding dimensionm and time de-
lay L are estimated respectively by fixed nearest neighbours
and mutual information, as often done in nonlinear time series
analysis [3–5, 42, 43]. In this reconstructed phase space we
denote the neighbourhood of any point xj as U(xj) contain-
ing k nearest neighbors, namely U(xj) = {xl : ‖xj − xl‖ <
ǫj}, where the set l contains indices of the k nearest neigh-
bours and ‖·‖ is a norm. A fixed number of k close-neighbours
is chosen for a point xj , hence ǫj varies with the change in the
values of k i.e., ǫj = ǫj(k). In the text k will be expressed as
percentage of total number of pointsN . We use Euclidean dis-
tance if not mentioned otherwise. The point-wise closeness of
xj to its k neighbours is obtained as the mean distance
d(xj) =
1
k
∑
l
‖xj − xl‖. (1)
Next we analyze the evolution of the neighbourhood of xj .
At a later time j + τ , the neighbourhood of xj+τ is generally
different. But we are mainly interested in the evolution of
U(xj), i.e., the neighbourhood of xj .Therefore, we calculate
the closeness of xj+τ to the neighbourhood of xj by means
of a conditional distance, defined as
d(xj+τ |xj) =
1
k
∑
l∈U(xj)
‖xj+τ − xl+τ‖. (2)
The dynamical similarity of xj conditioned to xj+τ can then
be defined by
Sj|j+τ =
d(xj)
d(xj+τ |xj)
. (3)
Larger values of Sj|j+τ indicate higher similarities in the
signal (i.e., a periodic trajectory with period T , xj = xj+nT
yields a periodic variation of Sj|j+τ ). It is easy to see
that Sj|j+τ is time dependent, relying on the initial condi-
tions. The distribution of inter-spike interval of Sj|j+τ reflects
the associated recurrent period information, which shows
unique properties for different dynamics (i.e., quasiperiodic or
chaotic [44]). In a full analogy, Sj+τ |j characterising the sim-
ilarity of xj+τ conditioned to xj can be calculated, which of-
ten yields Sj+τ |j 6= Sj|j+τ since d(xj+τ |xj) 6= d(xj |xj+τ ).
Previously a similar measure has been used to estimate the
nonlinear interdependency between two time series i.e., for
bivariate studies [45], where the conditional distance was cal-
culated between time points coming from two separate time
series.
Sj|j+τ is a local measure and indicates local properties of
the attractor and also it is computationally cumbersome to cal-
culate all the possible Sj|j+τ for a complete time series. Next,
we devise a strategy to obtain a measure from Sj|j+τ which is
not only computationally simpler, but also has a dependence
on the global properties of the attractor and hence, it will be
sensitive to dynamical transitions. To achieve this task, we
first need to understand what could be recognized as a dy-
namical transition. Let say determinism exists between two
consecutive time points i.e., there exists a smooth mapping ϕ
such that
xj+1 = ϕ(xj). (4)
In the case of a dynamical transition, this determinism breaks
down and then we must not have any such ϕ. If we fix τ = 1
and if there is no dynamical transition between j and j + 1.
Then we expect for a finite time series Sj|j+1 to fluctuate close
to a constant value specific to the mapping ϕ. This particular
feature of Sj|j+1 will be explained in some detail in the next
section (also see Fig. 1, it gives a schematic representation of
the above introduced measures and concepts). If a dynamical
transition occurs between j and j + 1, then this leads to sub-
stantially large and sharp fluctuations in Sj|j+1. Which in turn
could be quantified by the variance of Sj|j+1 over a window
of n points and given as
σ2S =
〈
(Sj|j+1 − µS)
2
〉
, (5)
where µS =
〈
Sj|j+1
〉
, and 〈·〉 denotes an average over n
points. We call σS as the fluctuation of similarity. Our numer-
ical experimentation with a variety of nonlinear models with
3FIG. 1: (Color online) Schematic representation of the ǫj(k) ball
neighbourhood U(xj) of xj corresponding to k-close neighbours of
xj and its deformation into an ellipsoid due to the application of
mapping ϕ on it in a case of xj+1 = ϕ(xj) (see region within the
red boundary). The neighbourhood of xj+1 corresponding to its k-
nearest neighbours is usually different. Locally at xj the mapping ϕ
can be approximated to be a linear transformation, any expansion in
the ball U(xj) by inclusion of more points will lead to rescaling of
the size of ϕ(U(xj) by stretching or contraction in different direc-
tions. Hence, their radii will scale by the same exponent.
different kinds of transition has shown that σS is a robust mea-
sure to identify distinct dynamical regimes and corresponding
transitions. It shows even more subtle transitions comparing
to the standard measure of Lyapunov exponent, and its po-
tential has been demonstrated using chaotic transitions in the
logistic map [1]. Here we will be analysing several other non-
linear models by using this measure.
In the next section we will attempt to establish the relation-
ship between σS and the dimension of the attractor as a first
order approximation. We will also be providing some numer-
ical results to support our analytical arguments. This will be
followed up with a discussion on the relationship between the
above introduced measures and the Lyapunov spectrum of the
system.
III. RELATIONSHIP WITH ATTRACTOR DIMENSIONS
The method presented above relies on comparing dynam-
ical similarity of two consecutive time points in the embed-
ded space, namely we only need to calculate Sj|j+1 for in-
tended application. To get detailed insights into the properties
of Sj|j+1, we make use of scaling laws that exist for d(xj)
(the mean distance of point xj to its k nearest neighbours)
and d(xj+1|xj) (the mean distance of xj+1 to the k near-
est neighbours defined by the neighbourhood of xj), in case
model/map (4) is true [45]. Suppose that a vector xj in phase
space has k nearest neighbours then for k ≪ N , we will have
the following scaling law (for further extensive analytical de-
tails cf. [45–50]):
d(xj)
d(xj)
= aj(k/N)
αj , (6)
where N is the length of the time series, aj is a scaling coef-
ficient and d(xj) is the mean density of the whole point cloud
around xj, i.e., d(xj) = 1N
∑N
k=1 ‖xj − xk‖. For N → ∞,
αj = DF , where 1/DF is the effective dimension of the at-
tractor. DF was first introduced in [46] and it has been con-
jectured in [49, 50] that DF is related to the qth order Renyi
dimension Dq by the following implicit relationship
1 = (q − 1)Dq :
1
DF
= Dq. (7)
For a stochastic time series 1/DF = m where m is the em-
bedding dimension.
As the conditional distance between xj and xj+1, namely
d(xj+1|xj) also has a similar geometric formulation as the
distance d(xj), hence conditional distance d(xj+1|xj) also
scales with the ratio k/N , and we can write
d(xj+1|xj)
d(xj+1|xj)
= bj(k/N)
βj , (8)
where bj is a scaling coefficient. In Fig. 2(a-d) we have
numerically demonstrated the above stated scaling laws for
d(xj) and d(xj+1|xj), by employing two different nonlinear
systems. The first one is the Ro¨ssler system described by the
following set of equations
x˙ = −y − z; y˙ = x+ ay; z˙ = 0.3x− 4.5z + xz (9)
where parameter a = 0.39 corresponds to screw type chaos
(see Fig. 2(a-b) for scaling behaviour). The second one is the
logistic map described by
xi+1=4xi(1− xi) (10)
and corresponding scaling behaviour is plotted in Fig. 2(c-d).
Generally such scaling laws require extremely large amount
of data points [3, 4, 39, 51–54], but here we have attempted to
obtain them using smaller amount of data points, namely with
a time series of length N = 4500. In Fig. 2 we can clearly
observe that scaling laws introduced in Eq. (6) and Eq. (8)
hold even for short time series, though there are fluctuations
in the values of the exponents. Therefore, in case of short time
series we assume that αj = DF+δj , where δj are fluctuations
due to the shortness of the time series and numerical errors.
Our attempt here is to provide the relationship between DF
and σS under the constraint that we are only considering short
time series, i.e., for finite value of N .
Since the definition of the similarity between two consec-
utive time points is Sj|j+1 =
d(xj)
d(xj+1|xj)
, we write the scaling
law for similarity by taking into account Eqs. (6, 8) in the
following form
Sj|j+1 = Sj|j+1Aj(k/N)
γj , (11)
where γj = αj − βj , Sj|j+1 =
d(xj)
d(xj+1|xj)
and Aj = ajbj . The
dynamical similarities between two consecutive time points
xj and xj+1 will be determined by the relationship between
the exponents αj and βj . If no abrupt transition has occurred
at the time point j then determinism should exist between time
points j and j+1, i.e., a mapping of the kind ϕ exists and Eq.
(4) holds. Then we expect γj ≈ 0, i.e., βj ≈ αj if N is in-
finity. In other words d(xj) and d(xj+1|xj) are expected to
4FIG. 2: (Color online) (a) and (b) Scaling laws for Ro¨ssler system for two different randomly chosen time points taken over a short time series
of length N = 4500. See Eq. (6) for red lines and Eq. (8) for blue lines. Note that βj
αj
→ 1 as we have not inserted dynamical transitions into
the model. The embedding parameters used were m = 10 and L = 15. (c) and (d) Scaling laws in the logistic map for two different randomly
chosen time points over a short time series of length N = 4500. See Eq. (6) for red lines and Eq. (8) for blue lines. Note that again βj
αj
→ 1
as there are no dynamical transitions. The embedding parameters used were m = 3 and L = 2. Also, observe the fluctuations in the values of
exponents α and β, caused by the shortness of series and numerical inaccuracies.
scale by the same exponent. We provide an intuitive explana-
tion of this in the sketch in Fig. 1. Locally at xj the mapping
ϕ can be approximated to be a linear transformation, which
means that the neighbourhood U(xj) will be deformed into
an ellipsoid due to the application of mapping ϕ. Any expan-
sion in the ball U(xj) by inclusion of more points will lead
to rescaling of the size of ϕ(U(xj) by stretching or contrac-
tion in different directions. Hence, we will observe scaling of
radii of these balls with the same exponent. We also expect
in Eq. (11) that Sj|j+1Aj → const. if N → ∞. Hence, we
could also say that Sj|j+1 → const. forN →∞. For rigorous
mathematical expression for d(xj)/d(xj+1|xj) c.f. [47–50].
The important point to note is that all these scalings are only
asymptotically valid. In the practical case of time series of
finite length, we observe fluctuating deviations of the expo-
nents of the scaling, similar to what we have observed in our
numerical examples in Fig. 2. Next we will attempt to study
the influence of these fluctuations on our method and find an
approximate expression for σS , the measure used for identify-
ing transitions. For convenience, lets define a variable rj such
that rγjj = Sj|j+1Aj . Then Eq. (11) can be written as
Sj|j+1 = (rjk/N)
γj . (12)
In the considered examples we did not introduce any dynami-
cal transitions hence determinism holds between two consec-
utive time points, and we do observe βj ≈ αj in Figs. 2. For
both cases of Ro¨ssler system and logistic map we obtained
βj
αj
→ 1 as expected. Further we can write γj = (1 − βjαj )αj ,
defining ∆j = 1 − βjαj . Therefore, for the case when deter-
minism holds then ∆j → 0 for N tending to infinity. As
mentioned above that αj = DF + δj , therefore we can write
γj = ∆jDF +∆jδj . Substituting this form of γj in Eq. (12)
we get
Sj|j+1 = (rjk/N)
∆jDF+∆jδj . (13)
As ∆j and δj are small terms, we can neglect their product.
Then we log transform Eq. (13) to finally yield
Sj|j+1 = exp (DF ln(rjk/N)∆j). (14)
Expanding the right hand side of Eq. (14) in terms of expo-
nential series and neglecting the higher order terms in ∆, we
get
Sj|j+1 = 1 +DF ln(rjk/N)∆j .
Writing ∆′j = ∆j(
ln rj
ln(k/N) + 1), the above expression be-
comes
Sj|j+1 = 1 +DF ln(k/N)∆
′
j .
Therefore the average of Sj|j+1 taken over a window of size
n is,
µS =
〈
Sj|j+1
〉
= 1 +DF ln(k/N)
〈
∆′j
〉
.
Finally, for the standard deviation we obtain the following ex-
pression,
σ2S = (DF ln(k/N))
2
σ2∆′
j
. (15)
Equation (15) shows the explicit dependence of σS on the di-
mension DF of the attractor (commonly 1/DF is referred as
the effective dimension of the attractor [45]), since the term
ln k/N is kept constant over the whole length of the time se-
ries. Consequently, changes in the structure of the attractor
will lead to changes in the value of σS .
The law of large numbers must lead σ2∆′
j
to converge, as
the two constituents of ∆′j , i.e. rj and ∆j are themselves
expected to converge to constant values for large N . If the
fluctuation term σ2∆′
j
converges for a large enough window
size, then σS will also converge to a value which is a multiple
of the attractor dimension. Let us next put this argument to
a numerical test, in order to answer the question whether an
increase in the number of observations in calculation of σS
5FIG. 3: (Color online) Convergence of σS . σ˜S is the median over
10, 000 bootstrap realizations of σS and ǫ gives the corresponding
standard error in the estimation of the median over these realizations.
n is the window size over which σS has been calculated. (a) Logistic
map (b) Ro¨ssler system (in both cases, the total length of time series
is N = 4500.)
leads to convergence (Fig. 3) ? In Fig. 3 we show this conver-
gence of σS . In Fig. 3(a) we consider the logistic map time
series of length N = 4500. We calculate σS with increas-
ing window size n i.e., including increasing number of time
points in the calculation of σS . The median of σS i.e., σ˜S is
calculated for window size n taking 10, 000 realisation of σS
by boot strapping. The value of σ˜S quickly converges as n the
window size is increased. The standard error ǫ in calculation
of σS also show a continuous drop before saturating to small
value around 0.0002. A similar conclusion was reached for
the Ro¨ssler system in Fig. 3(b). This also supports the useful-
ness of the windowing technique we have used in this work.
Our extensive numerical experimentation has demonstrated
that σS is extremely sensitive to changes in the dynamics. The
reason for this seems to be that any dynamical transition will
lead to the breakdown of determinism between consecutive
time points, i.e., Eq. (4) will not be valid anymore. This sim-
ply means that γj 9 0 (or βjαj 9 0), which in turn will pro-
duce a large fluctuation in the values of Sj|j+1. These fluc-
tuations will be captured by σS . The statistically most sig-
nificant fluctuations indicate dynamical transitions, and could
be identified by means of statistical significance tests as de-
scribed later in Sec.V. We will continue this discussion about
the analytical properties of Sj|j+1 and its average and vari-
ance in the Section IV. Next we present a numerical example
to demonstrate, that σS is sensitive to changes in the dimen-
sion or complexity of the attractor.
The strange non-chaotic attractors (SNA) appear in various
quasi-periodically driven dissipative dynamical systems [55–
57]. The transition between chaos and SNA are quite sub-
tle and identifying them is a challenging numerical problem
[58, 59]. Here, we apply the presented method for identifying
dynamical transitions to and from SNA. We will attempt to
identify transitions in a coupled map of the form:
xi+1 = (xi + 2πω) mod (2π), (16)
yi+1 =
1
2π
(a cos(xi) + b) sin(2πyi).
The two types of Lyapunov exponents namely, the largest
FIG. 4: (Color online) (a,b) Transition from Chaos to SNA high-
lighted by gray vertical band and (c,d) transition from SNA to chaos.
(a,c) Largest transverse Lyapunov exponent ΛT and Largest Lya-
punov exponent Λy (b) σS shows sharp drop in its value as the SNA
appears. similarly in (d) σS show a sharp drop as SNA disappears
into chaos.
transverse Lyapunov exponent ΛT and the largest Lyapunov
exponent Λy of the subsystem y, are given by the following
set of equations [56, 57]
ΛT = lim
n→∞
1
n
n∑
j=1
ln |a cos(xj) + b|, (17)
Λy = lim
n→∞
1
n
n∑
j=1
ln |a cos(xj) + b cos(2πyj)|.
It is known that in the case of ΛT > 0 and Λy < 0 we have
SNA while for ΛT > 0 and Λy > 0 we have a chaotic regime.
In Fig. 4 (a, b) the grey band represents the transition to SNA
from chaos. This transition known to occur via on-off inter-
mittency. Whereas the grey band in Fig. 4 (c, d) highlights the
transition from SNA to chaos.
We generate a short time series of length N = 4500 at 100
different values of a separated by 0.002. Then we calculate
σS using embedding parameters m = 5 and L = 2. In Fig. 4
we have plotted σS with the ΛT and Λy. An abrupt change
in the values of σS would indicate a transition. Comparing
Fig. 4 (a, b) we observe that as Λy starts to decrease and be-
comes negative, the values of σS show a simultaneous drop,
signifying the dependence of σS on the complexity or quali-
tative features of the dynamics. We observe lower values of
σS for SNA than for chaos. A similar change is observed
if we reverse this transitions i.e., going from SNA to chaos
(Fig.4 (c, d)). As the values of Λy increase to positive values
there is again a sharp drop in the values of σS . This example
demonstrates that σS is able to capture even a subtle change
in dynamics, like the ones that occur in transitions between
the SNA and the chaos. In [1] we have shown that σS can
uncover all the transitions that are induced by the variation of
the parameter in a logistic map like period-chaos transitions,
intermittency, chaos-chaos transitions, etc..
6FIG. 5: (Color online) Evolution of the ǫ(k) neighbourhood of the
time point xj into an ellipsoid by the application of the smooth map-
ping ϕ such that xj+1 = ϕ(xj). The expansion or contraction in any
direction i is a multiple of exp(λji ), where λ
j
i are the eigenvalues of
Dϕ at j.
IV. RELATIONSHIP WITH LYAPUNOV SPECTRUM
Lyapunov exponents λi are the most extensively used mea-
sures for a quantitative characterization of nonlinear dynamics
[3–5, 23, 48]. Several dynamical invariants are conjectured
in terms of them such as Lyapunov dimension. However, a
reliable numerical method to estimate λi from short time se-
ries remains to be a challenging problem [48, 60, 61], which
we frequently encounter in various real time systems. The
main objective of this section is to understand the new mea-
sure Sj|j+1, its mean µS and variance σS in terms of these
well known dynamical measures of Lyapunov exponents.
Suppose that Eq. (4) holds and λj1, λj2, . . . , λjm are the
eigenvalues of the Jacobian matrix Dϕ(xj). Then the defor-
mation of the infinitesimal ǫj(k) ball neighbourhood of xj
in any direction i will be multiple of exp(λji ) (see Fig. 5).
Defining Λji = exp(λ
j
i ), where Λ
j
i are called the Lyapunov
numbers. The local Lyapunov exponents, λi are given by
λi(n) =
1
n
n∑
j=1
λji . (18)
The global Lyapunov exponent Li corresponding to the direc-
tion i is the asymptotic value of λi
Li = lim
n→∞
1
n
n∑
j=1
λji . (19)
If the distance metric used for calculation of d(xj) is the Eu-
clidean then a simple geometrical consideration yields
d(xj+1|xj) =
(
1
m
m∑
i=1
Λji
2
) 1
2
d(xj),
which directly leads to
Sj|j+1 =
(
1
m
m∑
i=1
Λji
2
)− 1
2
. (20)
Hence, Sj|j+1 measures the total deformation of the ǫj(k) ball
neighbourhood of point xj when a mapping ϕ is applied on it.
From Eq. 20, we find that the average of Sj|j+1 taken over
a window of size n is,
µs =
1
n
n∑
j=1


(
1
m
m∑
i=1
Λji
2
) 1
2

 . (21)
Comparing, Eq. (21) with Eq. (18) and Eq. (19) we can con-
clude thatµS will be structurally the same as the sum of the lo-
cal Lyapunov exponents, while µS over large n will be struc-
turally the same as the sum of the global Lyapunov exponents.
This is shown numerically for the Logistic map in Fig. 6. In
case of a chaotic system we always have a direction i such that
the λji > 0 i.e., Λ
j
i > 1, representing the expansion in the di-
rection i. In other directions we will either have contraction,
λji < 0, i.e., Λ
j
i < 1 or λ
j
i = 0, i.e., Λ
j
i = 1. Therefore,
in a chaotic system with few degrees of freedom the most
dominant contribution to Sj|j+1 in Eq. (20) comes from the
largest positive eigenvalue corresponding to the expansion.
Hence, for such a systems µS will be structurally similar to
the Lyapunov exponent. In Fig. 6 we observe a structural cor-
respondence between µS and the Lyapunov exponent of the
logistic map in form of an anti-phase relationship. We know
the sum of the largest Lyapunov exponents is proven for cer-
tain systems to be related with dynamical invariants such as
Lyapunov dimension, topological entropy, and information di-
mension (due to Kaplan-Yorke conjecture) [22, 23, 62, 63].
Therefore, we may think that µS could also be used in quanti-
fying dynamics but our numerical analysis has shown that µS
is not well suited for detecting dynamical transitions in the
series because it is less sensitive in quantifying and capturing
large fluctuations in Sj|j+1. It will be better to use σS for
this purpose, also σS is better suited to quantify variation in
parameters of a dynamical system and corresponding changes
in the dynamics, because any variation in the parameters of a
dynamical system will lead to variation in the Lyapunov spec-
trum too. Transitions lead to large deformations of the ǫj(k)
neighbourhood, leading to large fluctuations in the magnitude
of Sj|j+1, which are then captured by σS . A point to note is
that the global Lyapunov exponents Li are not defined for a
time series with a transition, due to the constraints imposed
by ergodicity.
In order to get further insights into the properties of mea-
sure σS we take a look at the distribution of S (dropping sub-
script for simplicity) over window size n of vectors, P (S, n).
λji are in a sense random numbers for chaotic systems. The
expression of S, Eq. (20) consists of a summation over Λji =
exp(λji ), therefore, the central limit theorem implies that S
follows a Gaussian distribution at least asymptotically. Fol-
lowing [22], we find that asymptotically P (S, n) has the fol-
lowing general analytical form,
P (S, n) ∼
1√
2πnΦn(S)
exp (−nΦ(S)), (22)
where Φ(S) is a convex quadratic function with minimum
zero, occurring at S = µS i.e., Φ(µS) = 0 also, Φ′(µS) = 0,
7FIG. 6: (Color online) Correspondence between µS (blue line in (b))
and the Lyapunov exponent λ (black line in (a)) for the logistic map.
The parameters used for this figure are the same as used for Fig. 2.
Φ′′(µS) > 0. Expanding Φ(S) around µS and neglecting
higher order terms, we write Eq. (22) as,
P (S, n) ∼
1√
2πnΦ′′(S)
exp (−nΦ′′(S)
(S − µS)
2
2
), (23)
which gives a familiar looking form of a Gaussian distribu-
tion. Then
σS = (nΦ
′′(S))−1/2. (24)
A similar expression for distribution and variance could also
be written for the local Lyapunov exponents [22], where
Φ(λi) is known as the spectrum of the local Lyapunov expo-
nents and can be used for characterising the dynamics of the
system [64–66]. So as an analogy we propose that Φ(S) can
also be used to characterise the dynamics. The distribution
of S for different types of dynamics may follow a Gaussian
distribution of the type P (S, n) asymptotically but each type
of dynamics must correspond to unique µS and σS . This is
because of the fact that each type of dynamics has a unique
ϕ (see Eq. (4)) and hence unique eigenvalues and the corre-
sponding deformations and values of S should also be unique.
In future research we intend to develop a method based on
estimation of Φ(S) to classify distinct dynamics.
V. DYNAMICAL TRANSITION INDUCED BY
CO-EVOLVING PARAMETERS
In the numerical example above values of σS could distin-
guish between two distinct chaotic regimes and SNA, demon-
strating that σS can be used to distinguish different types of
dynamics. A similar conclusion about the capability of σS in
identifying distinct dynamics could be made from an example
of logistic map presented in [1], where σS was used to uncover
all the transitions that are induced by the variation of the pa-
rameter in a logistic map like period-chaos transitions, inter-
mittency, chaos-chaos transitions, etc.. One important point is
that in these examples we had one whole time series at each
value of the parameter. In many realistic systems we do not
have the luxury of a whole time series being available at a
single value of the control parameter. Rather, the most com-
mon real situation is when control parameter also co-evolves
with the dynamics [13, 24–26]. We only have very few points
available at a particular value of the control parameter. For ex-
ample, in palaeoclimate we have few observation of a climatic
variable via proxies,while parameters which drive climate like
solar insolation co-evolve with these climatic variable at time
leading to transitions in the dynamics [1, 11, 17, 26, 30]. An-
other example of this situation is observed in social dynamics,
where we have very few observation of social indices while
the parameters driving social dynamics, like the economic and
political situations, coevolve with it [13, 18–20]. A further ex-
ample of this situation is in neuroscience, where event-related
potentials (ERP) measured by EEG show several distinct dy-
namical behaviours as a response to changing stimuli [67, 68].
One possible conceptual model for such transitions could be:
y˙ = f(y, ζ(t)), (25)
where y is a set of variables of a dynamical system, with ζ(t)
being a parameter evolving with time. Rate of change of ζ(t),
or passing of ζ(t) through the bifurcation point of the system
can lead to a variety of qualitative changes in the dynamics
of the system, including the more subtle one of shifting of
the system from regime of one complex chaotic dynamics to
other chaotic dynamics of higher or lower complexity[3, 17,
24–26]. In the numerical examples following this section, we
let the parameter simultaneously evolve with variables of the
system. This would provide us more realistic model examples
to test our method for its practical usefulness.
We have also introduced a statistical test for assisting a
more automatized identification of dynamical transitions in
[1]. For convenience we describe it here again : We have used
the temporal evolution of σS to identify the changes in dynam-
ics. To test the relative statistical significance of two values of
σS to belong to distinct or same dynamics, we use a boot-
strapping procedure, where we randomly draw n values with
replacement from the series of Sj|j+1, where n is the win-
dow size used in calculation of σS . Repeating this procedure
several thousand times we generate an ensemble of values of
σS . Then we interpret 0.05 and 0.95 percent quantiles of this
ensemble as the 90% confidence bounds. The values of σS
outside this bound are less probable to occur. Hence, we can
classify these points as belonging to dynamics of two distinct
complexity with 90% confidence. The time band over which
the crossover between the two levels occurs contains the point
of dynamical transition. The points with lower values of σS
may be regarded as belonging to dynamical regimes which are
relatively more stable and lower in dynamical complexity.
A. Identifying drift in the dynamics (nonstationarity)
One of the challenging problems could be identifying a con-
tinuous drift in the dynamics of a time series. For this purpose
we use the generalized Baker’s map [69] and generated a time
series following the same procedure as described in [6].
if vi ≤ α : ui+1 = βui, vi+1 = vi/α,
if vi > α : ui+1 = 0.5 + βui, vi+1 =
(vi − α)
(1− α)
. (26)
8FIG. 7: (Color online) Identifying drift in the dynamics of the
Baker’s map with continuously changing parameter β: According
to Eq. (27), λ1 is constant; λ2 is equal to ln β, so it varies continu-
ously in a nonlinear way. We observe σS changing from significantly
higher values to significantly lower values as the time progress. A
quadratic fit describes this evolution (red curve), indicating the non-
linear change of parameter of the system.
The Lyapunov exponents for the above set of equations are
λ1 = α ln
1
α
+ (1− α) ln
1
1− α
, (27)
λ2 = lnβ. (28)
Now we introduce a drift in the parameter β as done in
[6], namely, by generating a time series of length 15, 000 by
varying β in each iteration by β = i/15, 000 and fixing the
value ofα = 0.4. This creates a nonstationary time series with
drift in dynamics, while the maximal Lyapunov exponent λ1
is constant α = 0.4 (Eq. 27). The trend from the time series
is removed by taking
xi =
wi − 〈w〉k√
〈(wi − 〈w〉k)
2〉k
,
where wi = ui + vi and we took k = 50. We consider only a
short section of the time series by taking points from i = 1000
to i = 7000, which means we have considered only 6000
time points. However, in the original work of [6], 40, 000 data
points were used. We use the embedding parameters m = 5
and L = 2. The result is shown in Fig. 7, where we observe
that values of σS go from significantly higher values to signif-
icantly lower ones, which is representative of the dynamical
drift that has taken over the time points.
B. Transition between transient chaos and Lorenz’s attractor
Another example somewhat similar to the above one, but in
case of a time continuous system, is the formation of Lorenz’s
attractor from transient chaos :
x˙ = a(y − x),
y˙ = x(γ − z)− y, (29)
z˙ = xy − bz.
The chaotic Lorenz’s attractor exists for γ > 24.74, whereas
transient chaos exists for γ < 24.06. For the transition zone
FIG. 8: (Color online) Formation of Lorenz’s attractor, when param-
eter γ is varied from 23.5 to 25.25 (see Eq. (30)). When γ < 24.06,
transient chaos exist whereas 24.06 < γ < 24.74 is a transition zone
where multiple attractors coexist and for γ > 24.746 only Lorenz’s
attractor exists. The σS distinguishes between these three regions,
for γ < 24.06 only green open squares points exist indicating low
complexity dynamics, for γ > 24.74 only orange dots exist indi-
cating higher complexity dynamics. In between these two regions
we have a state where multiple attractors coexist, this is indicated by
jumps in the values of σS below and above the significance bands
(red dotted horizontal lines). The thick black vertical lines are drawn
at the times points when γ ≈ 24.06 (crisis) and γ ≈ 24.74 (subcrit-
ical Hopf bifurcation)
24.06 < γ < 24.74, there is a coexistence of three attrac-
tors: two being steady states and one a chaotic attractor [70].
The transient chaos disappears due to a crisis at γ ≈ 24.06 and
Lorenz’s attractor emerges as the only possible stable attractor
due to a subcritical Hopf bifurcation at γ ≈ 24.74. We gen-
erate a time series of the x variable by solving Eq. (30), using
a Runge-Kutta fourth order procedure at time step resolution
of 10−3, while sampling a point after 103 time steps. We have
sampled 6, 000 time points and varied γ linearly between 23.5
to 25.25. So, we can substitute γ = γ◦ + ∆T t in Eq. (30),
where γ◦ = 23.5 and ∆T is a small increment of the order
of 10−7. This variation leads the system to pass through the
transient chaos to a transition zone (crisis and subcritical Hopf
transitions) to the formation of Lorenz’s attractor (Fig. 8).
To calculate σS we have used m = 10, L = 10 and a win-
dow size of 300 with 90% overlap. A detailed explanation for
our choice of rather higher values of embedding parameters is
provided in Sec. V E. The calculated values of σS are shown
in the lowest panel of Fig. 8, with color of markers standing
the same as in previous example. We observe lower values of
σS (green open squares) below the confidence bound for tran-
sient chaos and higher values (orange dots) above the confi-
dence bound for Lorenz’s attractor, hence distinguishing both
dynamical regimes in this time series. The transition zone
(grey shaded region) not only contains multiple transition but
also multiple attractors which is also reflected in the values
of σS , while it jumps between green open squares and orange
dots few times. Due to the fact that the formation of an attrac-
tor is temporally delayed [71], and we also loose few initial
points due to windowing and embedding, the transitions are
usually rightward shifted.
9C. Tolerance of the measure against observational noise
To test the influence of observational noise on the above
introduced measure, we consider the example of the Ro¨ssler
model Eq. (9). In this system two topologically distinct at-
tractors exist, namely spiral type chaos for 0.32 ≤ a < 0.39
and screw type chaos for a ≥ 0.39 [72, 73]. The transition
behaviour occurs via the formation of a homoclinic orbit at
a ≈ 0.39 [72]. We generate a test time series for our method
by varying the control parameter a and by defining its tem-
poral evolution as a(t) = 0.32 + 0.07| sin(π∆t)| at every six
hundredth integration step. ∆t is the step size for the fourth
order Runge-Kutta integrator (∆t = 0.001). Then we sample
6, 000 points of the x-component at the rate of 200∆t. This
leads a to cross the transition point four times (see Fig. 9 (c)).
This example was also discussed in [1]. Here we discuss it in
the context of presence of observational noise in this section
and missing values in the next section.
To add white noise into the time series we generate nor-
mally distributed random variable ξ with its mean 〈ξ〉 = 0
and its standard deviation σ(ξ) = ησ(x), where σ(x) is the
standard deviation of the whole time series. Then we simply
add a ξ to each value of x in the time series (see Fig. 9 (b)).
We can vary the strength of noise by varying η, for instance
when η = 0.01 we have 1% noise level or 20dB noise in
the signal. We test the tolerance of the measure against three
different noise levels here, viz. 1%, 5%, and 7% (see Fig. 9
(d-f)). The error bars on the values of σS are obtained by gen-
erating 1, 000 different realizations of noise at each level. We
have replaced the significance levels from dotted red lines to
solid red lines, as these are the mean of the significance lev-
els for all the different realizations of the noise. In Fig. 9(d-
f) we observe that all the transitions seems to remain intact
for all the different levels of noise. This is a clear indica-
tion that this method is robust against nominal levels of noise.
We have also attempted the above numerical experiment with
some other models, and the results of those experiments also
demonstrate similar robustness of this method against nomi-
nal levels of noise. The embedding parameters used for every
level of noise are exactly the same, we had set m = 10 and
L = 15 and window size of 300 with 90% overlap. These
parameters are also the same as used in [1], while discussing
this example in noise free case.
D. Strategy for treatment of missing values
Apart from shortness of the data, another central problem
which surrounds data analysis is irregular sampling or miss-
ing values [74–76]. This is a common problem in fields such
as astronomy, medical, earth, and social sciences [74–79]. We
here propose a strategy to deal with missing values while us-
ing the fluctuation of similarity method. To generate a test
time series, we consider the same Ro¨ssler model as introduced
in the previous section and randomly remove some of the val-
ues in the time series. The amount of time points removed
from the time series are given in terms of percentage of miss-
ing values. A straightforward application of the fluctuation
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FIG. 9: (Color online) Test the effect of presence of observational
noise on the method: (a) xj are values of x variable of Eq.9 sampled
at time step j, (b) shows the effect of adding white noise to xj . (c)
shows the variation of control parameter a, note the crossing of four
grey bands by the parameter a. These grey band represent the four
dynamical transition that take place when a crosses the value of 0.39.
(d-f) shows the variation of σS with three different levels of noise
added to the signal. For 1% we see the smallest error bars and all the
four transitions are clearly visible, i.e., crossing of significane band
by values of σS right between the grey bands. In higher noise levels
the transitions are still intact but with increasing error bars.
of similarity method will not work in such a case, due to the
incompatibility of embedding a time series in delayed coordi-
nates with missing values. The first step of our strategy for
dealing with treatment of missing values involves replacing
the missing values with a flag (e.g. a NaN character). Then
we continue to embed the time series in time delayed coordi-
nates, with some of the coordinates just being the flags. But
this would make the numerical calculation of a distance met-
ric impossible, to get over this issue we recommend to use the
Chebyshev distance, rather then euclidean distance as done all
throughout this work. Chebyshev distance between two vec-
tors xj and xl is given by ‖xj−xl‖ = max
i
{|xij−x
i
l |}, where
xij is the ith component of the vector xj . It ignores the non-
numerical flags and maximum is only calculated over the nu-
merical values. Thus, it returns non-numerical values only in
the rare case when all the components of both the vectors are
non-numerical flags. Whereas euclidean distance cannot be
calculated even if there is a single non-numerical flag present,
which is the most common occurrence when we have missing
values. Therefore, we prefer using Chebyshev distance over
euclidean distance. Using the same delay and embedding di-
mensions as in the previous section, we present the result at
different amounts of missing values in Fig. 10 (c-e). The error
bar on the values of σS were obtained from 1000 different re-
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FIG. 10: (Color online) Test the effect of missing values on the
method: (a) Red points represent the time points missing from the
dynamics (black points) of the Ro¨ssler system at the level of 5%
missing values. The transition highlighted by grey band are intro-
duced by changing the parameter a in Eq. 9 as described above in
Sec. V C. (c-e) show the variation of σS at different levels of missing
values, in all the three we observe the transitions to remain intact. A
important point note is that even on using Chebyshev distance, there
is no structural change in evolution of σS compared to previous ex-
ample (See Fig. 9).
alizations of missing values. The solid horizontal red lines are
again the mean significance levels for different realizations of
missing values. In Fig. 10 we observe that the above strategy
seems to work to certain amount of missing values in the data.
The embedding parameter used in this case were exactly the
same as used in previous example.
E. A note about embedding parameters and window size
In the examples above, we have used a rather high em-
bedding dimension, which is due to the fact that the systems
we are considering have one of its parameters varying with
time (such as Bakers’ map and Lorenz system with a drift and
Ro¨ssler system with nonlinear transitions). This converts the
systems into non-autonomous systems. Taken’s theorem is not
valid for such a system. Hence, we cannot take the embedding
dimension 2m+1 as prescribed by the Taken’s theorem (m is
the known dimension of the system) [43, 80]. Though, there is
no specific embedding theorem for such systems but heuristic
arguments in [81] state that a proper choice for the embedding
dimension should be larger than 2(m + P ) where P is the
number of time varying parameters of the system. It has been
suggested that this technique of “overembedding” a time se-
ries helps in overcoming both nonstationarity and noise effects
[81, 82]. We will continue using high embedding dimension
in the next section, where we would be applying our method in
the analysis of crime record’s time series, as these time series
have originated from a system (society) which is not only high
dimensional but also a large parameter space. So, 2(m + P )
must be a large number. In the crime record’s time series used
below, apart from visible non-stationarity the time series also
has a high amount of noise which is also visible by eye and
via its power spectrum. Hence, a high embedding dimension
is an appropriate choice.
In Fig. 3 we have shown a quick convergence of σS on tak-
ing large enough window sizes, which in turn gives the mea-
sure dependence on the structure of the attractor through the
effective dimension DF . By taking overlapping windows, we
avoid reducing the amount of data appreciably. The presented
method differs in one very basic aspect from other methods,
in particular those based on recurrence properties. In many
of them one first takes a window over the data (or embedded
vectors) and then calculate some measure based on the recur-
rence property [2, 7, 9, 10, 83]. This brings the relationship
between windowing, dimension and delay. In our method we
follow a different approach, first of all the recurrence distances
of a point over the whole time series are calculated and, then,
by comparing each consecutive time point, we calculate the
measure Sj|j+1 for each point. Till this step we have no win-
dowing. In the next step we calculate the fluctuations in this
measure by taking windows. The way we have defined the
significance test, the window size now helps in resolving time
scales on which we wish to see the transitions. The real task
of windowing is to give control over resolving time scales for
transitions.
VI. APPLICATION TO SOCIAL DYNAMICS
Now we present an application of our method to an ob-
served time series in social dynamics. Crime rates in soci-
ety might be interpreted as following some nonlinear dynam-
ics and affected by political, economic, and social situations
[84]. Analytic methods of time series analysis and agent based
modeling have been used to predict and quantify the evolution
of crime rates in different settings and societies [85–89]. Var-
ious methods from the rich paradigm of nonlinear time series
analysis do not appear to have been applied to available data
sets of crime records. We here analyze time series of rob-
beries and homicides in the United States from 1975 to 1993
with monthly resolution. With this analysis we attempt to un-
derstand the nature of relationship if any between unemploy-
ment and robberies, and unemployment and homicides over
this period [86, 90, 91].
A. Data source
The source of data studies here on monthly robberies and
monthly homicides is ICPSR (Inter-university Consortium for
Political and Social Research) study 6792 (Uniform Crime
Reports: Monthly Weapon-Specific Crime and Arrest Time
Series, 1975-1993). The source of unemployment data is the
US Bureau of Labour Statistics (http://www.bls.gov/data/),
using the monthly levels of unemployment for the whole US
for the period 1975-1993. In Fig. 11 (a) and Fig. 12 (a), black
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FIG. 11: (Color online) (a) Black line indicates the monthly rob-
beries in the US between 1975 to 1993, whereas the blue dotted line
is the monthly unemployment rate between the same period. (b) Val-
ues of σS calculated for monthly robberies time series, represented
by green open squares, black + signs and orange dots. The blue
dotted line is the average values of monthly unemployment rate, cal-
culated exactly with the same window sizes as used for σS . Note the
change in the values of σS from green open squares to orange dots,
representing a transition from one dynamical regime to other, as also
highlighted with the grey Colored band. (c) Continuous color varia-
tion shows running windowed linear cross-correlation ρ between av-
erage values of monthly unemployment rate and values σS . Observe
the high correlation between the two until 1987.
lines correspond to monthly robberies and monthly homicides
respectively and blue dotted lines represent the unemployment
rate over the same period. We have removed the linear trend
from monthly robberies and monthly homicides time series by
subtracting a linear least squares fit to the data.
B. Results
The calculation of σS for monthly robberies and homicides
time series was done using a window size of 20 months with
90% overlap, embedding dimension 12, and delay of 3, plot-
ted in Fig. 11(b) and Fig. 12(b). As emphasised in the discus-
sion above, higher values of σS correspond greater variability
or complexity in the dynamics; while low values correspond
to low complexity in the dynamics. For monthly robberies
time series in Fig. 11(b) we observe low values of σS un-
til 1982 (green open squares). Between 1983-1985 we also
observe lower values of σS but in a statistically insignificant
regime (black plus signs). Then close to 1987 there is a signif-
icant increase in the values of σS (orange dots) and the values
cross the significance band during a transition between the pe-
riod 1987–1990 (highlighted by a grey band). We uncover a
similar transition in Fig. 12(b) occurring close to 1987 (see the
grey band in both figures covering the period between 1987–
1990.)
If we closely observe the original time series of robberies
and homicides, then it is visible even to the naked eye that
there are higher variabilities and larger fluctuations after this
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FIG. 12: (Color online) (a) Black line indicates the monthly homi-
cides in the US between 1975 to 1993, whereas the blue dotted line is
the monthly unemployment rate between the same period. (b) Values
of σS calculated for monthly homicides time series, represented by
green open squares, black + signs and orange dots. The blue dotted
line is the average values of monthly unemployment rate, calculated
exactly with the same window sizes as used for σS . Note the change
in the values of σS from green open squares to orange dots, repre-
senting a transition from one dynamical regime to other, as also high-
lighted with the grey Colored band. (c) Continuous color variation
shows running windowed linear cross-correlation ρ between average
values of monthly unemployment rate and values σS . Observe the
low correlation between the two for almost over the whole of time
period.
period. A fact to be noted here is that crimes in the US across
all the categories of crime started to drop in the 1990’s and
this drop has continued since [92–95]. Several reasons have
been hypothesized for this decrease, including increased in-
carceration [96], more police [97], the decline of crack use
[98], legalized abortion [92], improvement in the quantity and
quality of security [94] and changing demographics [95]. Our
time series analysis above only brings forward the point that
some fundamental change in the dynamics of crime in the US
occurred in the late 1980’s and early 1990’s, leading to con-
tinuous drop in the crime rate in the following decades.
In Fig. 11 (c) and Fig. 12 (c), the continuous color variation
gives the cross correlation ρ between σS and unemployment
rate averaged over exactly the same time windows as σS . The
blue curves in the middle panels of Fig. 11 and Fig. 12 corre-
spond to this averaged unemployment rate. In the case of un-
employment and robberies, we observe high positive values
of cross correlation (ρ ∼ 1.0) between the two curves from
1979 to 1989 and then an abrupt breakdown of this correla-
tion, indicating some fundamental shift in the crimes related
to robberies around this time. In our second case of homi-
cides, however we do not observe any such relation between
unemployment and homicides: the values of cross correla-
tion between σS and average unemployment are rather low
and fluctuating between negative and positive values. That is,
the signals of unemployment rate driving variability and com-
plexity in dynamics of robberies before the 1990’s are quite
apparent but they do not seem to play any significant role in
12
FIG. 13: (Color online) (a) Scatter plot between the level of un-
employment and the monthly robberies. (b) Scatter plot between the
level of unemployment and the monthly homicides. ρ is the cross-
correlation between the plotted variables and the red color line is the
linear fit. Note the low correlations between the plotted variables in
both (a) and (b).
homicides.
Sociologists have pointed out that the relationship between
unemployment and robberies is a rather complex one: increas-
ing unemployment increases the criminal motivation (unem-
ployed individuals are more motivated to indulge in robbery
for their financial needs and survival) but it also decreases
the criminal opportunity (more men start to stay at home, so
less opportunity for criminals to break into homes), creating
a counter balancing effect [99]. Hence, we cannot expect a
linear relationship between both. We have also not observed a
strong linear correlation (see Fig. 13) or a Granger causal re-
lationship between these two variables. What our above anal-
ysis shows is that unemployment may have been driving the
complexity or variability in the dynamics of robberies prior to
the late 1980’s and early 1990’s. The breakdown in this re-
lationship corresponds to a time period when the crime rate
in the US started to steadily drop, due to several reasons dis-
cussed in detail in the references [92–98].
An important perspective in criminology has been conflict
theory, where it is considered that economic deprivations in-
fluence crime rates [87], but there does not exist a conclu-
sive empirical support for this relationship [90, 91, 100]. In
our analysis, if we treat the unemployment rate as being one
of the economic indicators then we observe an episodic rela-
tionship between robberies and unemployment but the same
cannot be said for homicides. Undoubtedly multiple inter-
connected factors including economic indicators drive crime
rates. To accept or reject the economic deprivations perspec-
tive of crime, one would need to do extensive analysis of
different social and economic indicators. As demonstrated
above, our method could be useful in such analyzes and in
other endeavours where similar questions could arise.
VII. CONCLUSION
Developing a set of methods that can be used to distinguish
distinct dynamical regimes and transitions between them in a
given time series has been a challenge in nonlinear time se-
ries analysis with wide applicability in a variety of fields. We
have recently proposed a new method, based on computation
of nonlinear similarities between time points of a univariate
time series [1]. The method is robust, automatized, and com-
putationally simple and can be used even in cases with shorter
time series, or missing values, or observational noise. Here
we have presented some new analytical findings, where we
have related this measure to some classical concepts in non-
linear dynamics such as attractor dimensions and Lyapunov
exponents. We have shown that the new measure has linear
dependence on the variation of change in dimensionality or
complexity of the attractor. Also, it measures the variance
of the sum of the Lyapunov spectrum. One of the problems
we have studied in detail with this method is identification of
transitions in dynamics when the parameters of the system are
also evolving with dynamics. The proposed method is able to
identify these most subtle of transitions, even including those
where such evolution of parameter induces only a drift or non-
stationarity in the dynamics. Also, employing a wide variety
of prototypical model systems we have demonstrated the prac-
tical usefulness of this method.
Furthermore, we have used this method to analyze a time
series from social dynamics, studying time series of US crime
from 1975 to 1993. In doing so we have attempted to under-
stand the nature of the relationship between crime rates (rob-
bery and homicides) and unemployment levels during this pe-
riod. We have found a dynamical transition in the late 1980’s
in both homicide and robbery rates and also found the dynam-
ical complexity in robbery rates was driven by unemployment
before this transition in 1990’s.
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