Abstract. One considers representation of cubic polynomials in several variables as the sum of values of univariate polynomials taken at linear combinations of the variables.
In the first paper of this series [6] we have defined for a field K the number M (n, We have shown that M (n, d, K) < ∞ if char K = 0 or char K > d and studied the cases d = 2 and n = 2. In this paper we study the next simplest case d = 3 and prove two theorems.
Theorem 1. For every field K of characteristic different from 2, 3 we have
Theorem 2. For every algebraically closed field K of characteristic different from 2, 3 we have M (3, 3, K) = 5.
An analogue of Theorem 1 for forms and K = C was proved by B. Reznick [3] . Equality (1) for generic cubic forms F over C has been studied by B. Reichstein [2] , but his interesting results have no bearing on our theorems.
The proof of Theorem 1 is based on [67]
Proof. We proceed by induction on n. For n = 1 the lemma is obviously true. Assume that it is true for all quadratic forms over K in less than n variables.
If rank F = r < n, then there exist linearly independent vectors β 1 , . . . , β r ∈ K n and a form G ∈ K[y 1 , . . . , y r ] such that
Since F ∈ K[x 2 , . . . , x n ] we may assume that β 11 = 0. Let
We have
where
, γ µ are linearly independent and γ µ1 = 0. It follows that
Let us put
. . .
Since the matrix (γ µ̺ ) µ≤r ̺≤r is non-singular of order r and the rank of the
is r, the rank of the matrix (α µν ) µ≤r ν≤n is r and there exist
is of rank n. We have, by (3), α µ1 = γ µ1 β 11 = 0 for µ ≤ r. Adding, if necessary, the first row of A to rows r + 1, . . . , n we achieve that α µ1 = 0 for all µ ≤ n and (2) is satisfied with a µ = c µ for µ ≤ r, a µ = 0 for µ > r.
a ij x i x j , where a ij = a ji .
If a ii = 0 for at least one i > 1, then we consider the form
This form is of rank n − 1 and it does not depend on
and by the inductive assumption
If a i1 = 0, then we choose c ∈ K, c 2 = 0, ±a ii /b n−1 , which is possible unless K = F 5 , a ii = ±b n−1 , and infer from (4), (5) that
Hence (2) is satisfied with
By the choice of c we have α µ1 = 0. Also the α µ are linearly independent, since otherwise F would be of rank less than n.
In the remaining case K = F 5 , a ii = εb n−1 (ε = ±1) it suffices to take
If a ii = 0 for all i > 1, but a ij = 0 for some i > 1, j > 1 then we make the linear transformation
j and reduce this case to the former.
There remains the case where a ij = 0 for all i, j > 1. Then 1 < n = rank F ≤ 2, so n = rank F = 2 and we have
where c in K is chosen so that c 2 = 0, ±a 11 . Such a choice is possible unless K = F 5 , a 11 = ±1. In that case
Proof of Theorem 1. We proceed by induction on n. For n = 1 the theorem is obviously true. Assume that M (n − 1, 3, K) ≤ n 2 and consider a polynomial F ∈ K[x 1 , . . . , x n ] of degree 3. Let F 0 be its leading form.
Since card K ≥ 4, by Lemma 1 of [6] , or by Lemma 4.4.1 of [7] , there exists β 1 ∈ K n such that F 0 (β 1 ) = 0 and thus
. . , β n ) = 0, we can replace in our argument F (x) by F 1 (y) := F (β 1 y, . . . , β n y), where y = [y 1 , . . . , y n ] and where the coefficient of y [3] ). Hence we may assume without loss of generality that
Then by Lemma 1,
and the α µ are linearly independent. By the last condition there exist
Consider now the polynomial
By (6)- (8) we have
The decomposition (1) follows now from (8) with
The proof of Theorem 1 is complete. The idea this proof is taken from the paper of Rosanes [4] , §6.
The proof of Theorem 2 is based on four lemmas.
Proof. See Salmon [5] , Section 221. 
Proof. See Gordan [1] . Gordan gives 10 types of forms, but two of them, x respectively. Indeed,
Lemma 4. For ν = 2, 3, 4 we have for some
where α 1 , α 2 , α 3 are linearly independent, rank A ν < 4 and , for any . . . α
Proof. We have, with ̺ 3 = 1, ̺ = 1,
Clearly rank A 2 < 4 and by adding the first three columns of B 2 = B 2 (m) to the fourth we obtain
where 
or m = 0 and
and the assertion follows. Finally, we have 
Clearly rank A 4 < 4 and rank B 4 = rank C 4 + 2, where
If rank C 4 < 3, then α 1 α 2 = α 1 α 3 = 0, hence if α 1 = 0, then Proof. We have If rank C 5 < 3 then −48α
Proof of Theorem 2. We shall show first that
Indeed, suppose that (11) 3x
Since the left hand side is homogeneous we may assume that the f µ are monomials, and since K is algebraically closed, that f µ = z 3 (1 ≤ µ ≤ 4). Then for each µ ≤ 4,
is the sum of three cubes of linear forms and by Lemma 2 we have S(G µ ) = 0. However by the same lemma and a tedious computation
hence α µ2 = 0 for all µ ≤ 4. This contradicts (11), since the left hand side depends on x 2 , while the right does not.
We shall now show that
be a polynomial of degree 3 with the highest homogeneous part F 0 . Since the statement of the theorem is invariant with respect to non-singular linear transformations we may assume by virtue of Lemma 3 that F 0 (x) = F ν (x), where 1 ≤ ν ≤ 6. Also we may assume that F (0) = 0, since a constant can be added to any polynomial f µ . If ν = 1 we have
. On the other hand, by Theorem 3 of [6] ,
hence (1) holds with M = 5 and
If 1 < ν ≤ 5 we have, by Lemmas 4 and 5,
and let
If ν ≤ 4, in view of the condition rank A ν = 0 we have c 11 = 0, hence the equation 
we have rank B ν = 5. It follows by KroneckerCapelli's theorem that the system of linear equations
which together with (12) gives (1) with There remains the most difficult case ν = 6. Here, as the proof of M (3, 3, K) ≥ 5 shows, the above approach is impossible and we argue as follows.
Let again (13) 
and verify that (12)- (13) and (15)- (17) Then we choose α µ3 as 5 distinct roots of the equation
where d is chosen so that the equation has distinct roots. It follows that cα µ3 + 1 = 0 and we take 
