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Asymptotic structure of free Araki-Woods factors
by Cyril Houdayer1 and Sven Raum2
Abstract
The purpose of this paper is to investigate the structure of Shlyakhtenko’s free Araki-Woods
factors using the framework of ultraproduct von Neumann algebras. We first prove that all the
free Araki-Woods factors Γ(HR,Ut)′′ are ω-solid in the following sense: for every von Neumann
subalgebra Q ⊂ Γ(HR,Ut)′′ that is the range of a faithful normal conditional expectation and
such that the relative commutant Q′ ∩Mω is diffuse, we have that Q is amenable. Next, we
prove that the continuous cores of the free Araki-Woods factors Γ(HR,Ut)′′ associated with
mixing orthogonal representations U ∶ R → O(HR) are ω-solid type II∞ factors. Finally, when
the orthogonal representation U ∶ R→ O(HR) is weakly mixing, we prove a dichotomy result for
all the von Neumann subalgebras Q ⊂ Γ(HR,Ut)′′ that are globally invariant under the modular
automorphism group (σϕUt ) of the free quasi-free state ϕU .
1 Introduction and statement of the main results
Free Araki-Woods factors were introduced by Shlyakhtenko in [Shl97]. In the context of Voiculescu’s
free probability theory, these factors can be regarded as the analogues of the hyperfinite factors
coming from the canonical anticommutation relations (CAR) functor. Alternatively, they can also
be regarded as the analogues of the free group factors in the setting of type III factors.
Following [Shl97], to any orthogonal representation U ∶ R → O(HR) on a separable real Hilbert
space, one associates a von Neumann algebra denoted by Γ(HR ,Ut)′′, called the free Araki-Woods
von Neumann algebra. The von Neumann algebra Γ(HR ,Ut)′′ comes equipped with a unique free
quasi-free state ϕU that is always normal and faithful (see Subsection 2.2 for a detailed construction).
We have Γ(HR , id)′′ ≅ L(Fdim(H
R
)) when U ∶ R→ O(HR) is the trivial representation and Γ(HR ,Ut)′′
is a full type III factor when U ∶ R →O(HR) is not the trivial representation.
Free Araki-Woods factors were first studied using the framework of Voiculescu’s free probability
theory. A complete description of their type classification as well as fullness and computation
of their Connes’s τ and Sd invariants was obtained in [Shl97, Shl98, Shl99] (see also the survey
[Vae06]). More recently, free Araki-Woods factors were studied using the framework of Popa’s
Deformation/Rigidity theory [Pop06a]. This new approach allowed to obtain various indecom-
posability results in [Hou08] and complete metric approximation property and absence of Cartan
subalgebra in [HR10]. Because of their rich structure, free Araki-Woods factors form one of the
most prominent classes of type III factors.
The purpose of this paper is to investigate the asymptotic structure of free Araki-Woods factors
using the framework of ultraproduct von Neumann algebras. Before stating our main results, we
first introduce some terminology.
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We will say that a von Neumann subalgebra Q ⊂ M is with expectation if there exists a faithful
normal conditional expectation EQ ∶M → Q. We will say that a diffuse von Neumann algebra M
is solid if for every von Neumann subalgebra Q ⊂ M with expectation whose relative commutant
Q′ ∩M is diffuse, we have that Q is amenable [Oza04]. The first class of solid von Neumann
algebras was discovered by Ozawa in [Oza04]. He showed that every Gromov-word hyperbolic
group G gives rise to a solid von Neumann algebra L(G). More conceptually, Ozawa showed that
every finite diffuse von Neumann algebra satisfying the Akemann-Ostrand property (abbreviated
property (AO) hereafter, see Subsection 2.4) is solid. It was observed in [VV05] that in fact every
diffuse von Neumann algebra satisfying property (AO) is solid.
Let now ω ∈ β(N)∖N be a non-principal ultrafilter. We refer to Subsection 2.3 for the construction of
the ultraproduct von Neumann algebra Mω. We will say that a von Neumann algebra M is ω-solid
if for every von Neumann subalgebra Q ⊂M with expectation whose relative commutant Q′ ∩Mω
is diffuse, we have that Q is amenable. Since M sits in Mω as a von Neumann subalgebra with
expectation, any ω-solid von Neumann is obviously solid. As of today, the converse implication is
an open problem3. Ozawa proved in [Oza10] that any finite diffuse von Neumann algebra satisfying
property (AO) is ω-solid. Our first result generalises Ozawa’s result [Oza10] to arbitrary diffuse
von Neumann algebras with separable predual satisfying property (AO).
Theorem A. Any von Neumann algebra with separable predual satisfying property (AO) is ω-solid.
In particular, any free Araki-Woods factor Γ(HR ,Ut)′′ associated with an orthogonal representation
U ∶ R→ O(HR) on a separable real Hilbert space is ω-solid.
The proof of Theorem A combines Ozawa’s original argument [Oza04] together with several tech-
niques from [AH12] on the structure of ultraproduct von Neumann algebras. The proof of Theo-
rem A is carried out in Section 3. The fact that all free Araki-Woods factors satisfy property (AO)
was proven in [Hou07, Chapter 4]. It follows from Theorem A that any von Neumann subal-
gebra with expectation and with property Gamma of any free Araki-Woods factor is necessarily
amenable. We also show in Proposition 3.3 that for every ω-solid von Neumann algebra M and
every von Neumann subalgebra Q ⊂ M with expectation and with no amenable direct summand,
the relative commutant Q′∩Mω is necessarily discrete and hence equal to Q′∩M (see Theorem 2.3).
An interesting motivation for studying ω-solidity in the setting of type III factors is the fact that
Connes’s τ -invariant [Con74] is computable for all the ω-solid type III1 factors that possess faithful
normal states with non-amenable centralizer. More precisely, we show in Proposition 3.10 that for
every ω-solid factor M and for every faithful normal state ϕ ∈M∗ such that the centralizer Mϕ is
a non-amenable II1 factor, Connes’s invariant τ(M) is the weakest topology on R that makes the
map R → Aut(M) ∶ t↦ σϕt continuous.
Extending [Hou08, Theorem 1.2], we next show that the continuous cores of the free Araki-Woods
factors associated with mixing orthogonal representations U ∶ R → O(HR) are ω-solid and so are
their finite corners.
Theorem B. Let U ∶ R→ O(HR) be any orthogonal representation on a separable real Hilbert space
that is the direct sum of a mixing representation and a representation of dimension less than or
3The proof of [Oza04, Proposition 7] requires N0 =M and only shows that any finite diffuse von Neumann algebra
that is solid and that has property Gamma is amenable.
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equal to 1. Let M = Γ(HR ,Ut)′′ be the associated free Araki-Woods factor. Then its continuous core
c(M) is an ω-solid type II∞ factor.
For the proof of Theorem B, we can no longer rely on property (AO). Instead, we work within
the framework of Popa’s Deformation/Rigidity theory [Pop06a] and we apply Popa’s spectral gap
rigidity [Pop06b] to the free malleable deformation of the free Araki-Woods factors arising from
second quantisation (see Subsection 2.2 for details). The proof of Theorem B is carried out in
Section 3.
When dealing with weakly mixing orthogonal representations U ∶ R→O(HR), we obtain a dichotomy
result for all von Neumann subalgebras of the free Araki-Woods factors Γ(HR ,Ut)′′ that are globally
invariant under the modular automorphism group of the free quasi-free state. This result constitutes
a new feature in the structure theory of type III factors.
Theorem C. Let U ∶ R → O(HR) be any weakly mixing orthogonal representation on a separable
real Hilbert space and (M,ϕ) = (Γ(HR ,Ut)′′, ϕU ) the associated free Araki-Woods factor. Let Q ⊂M
be any von Neumann subalgebra that is globally invariant under the modular automorphism group
(σϕt ) of the free quasi-free state ϕ. Then either Q = C1 or Q is a full non-amenable type III1 factor
such that Q′ ∩Mω = C1.
Theorem C shows in particular that any amenable von Neumann subalgebra of M that is globally
invariant under the modular automorphism group (σϕt ) is necessarily trivial. Note that if the
orthogonal representation U ∶ R → O(HR) is not weakly mixing then the centralizer Mϕ is not
trivial. This shows that the assumption of U ∶ R → O(HR) being weakly mixing is necessary
in Theorem C. The proof of Theorem C is based on the recent work of the first named author
[Hou12a, Hou12b, Hou14] and uses in a novel fashion Popa’s asymptotic orthogonality property
[Pop83] in the framework of ultraproduct von Neumann algebras. The proof of Theorem C is
carried out in Section 4.
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2 Preliminaries
For a von Neumann algebra M , we will denote by Z(M) the centre of M , by U(M) the group of
unitaries in M and by Ball(M) the unit ball of M with respect to the uniform norm ∥ ⋅ ∥∞.
Let now M be any σ-finite von Neumann algebra and ϕ ∈ M∗ any faithful normal state. We
denote by L2(M,ϕ) (or simply L2(M) when no confusion is possible) the GNS L2-completion of
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M with respect to the inner product defined by ⟨x, y⟩ϕ = ϕ(y∗x) for all x, y ∈ M . We denote by
Λϕ ∶M → L2(M) ∶ x ↦ Λϕ(x) the canonical embedding and by Jϕ ∶ L2(M)→ L2(M) the canonical
conjugation. We have xΛϕ(y) = Λϕ(xy) for all x, y ∈M .
We will write ∥x∥ϕ = ϕ(x∗x)1/2 and ∥x∥#ϕ = ϕ(x∗x + xx∗)1/2 for all x ∈M . Recall that on Ball(M),
the topology given by ∥ ⋅ ∥ϕ (resp. ∥ ⋅ ∥#ϕ ) coincides with the strong (resp. ∗-strong) topology. When
ϕ = τ is a faithful normal tracial state, we will simply write ∥x∥2 = τ(x∗x)1/2 for all x ∈M . We will
say that a von Neumann algebra M is tracial if it is endowed with a faithful normal tracial state τ .
2.1 The continuous core of a σ-finite von Neumann algebra
Let (M,ϕ) be any σ-finite von Neumann algebra endowed with a faithful normal state. We denote
by (σϕt ) the modular automorphism group with respect to the state ϕ. The centraliser Mϕ of
the state ϕ is by definition the fixed point algebra of (M, (σϕt )). The continuous core of M with
respect to ϕ, denoted by cϕ(M), is the crossed product von Neumann algebraM ⋊σϕ R. The natural
inclusion πϕ ∶ M → cϕ(M) and the unitary representation λϕ ∶ R → cϕ(M) satisfy the covariance
relation
λϕ(s)πϕ(x)λϕ(s)∗ = πϕ(σϕs (x)) for all x ∈M and all s ∈ R .
There is a unique faithful normal conditional expectation Eϕ ∶ cϕ(M) → Lϕ(R) satisfying
Eϕ(xλϕ(s)) = ϕ(x)λϕ(s). The semifinite faithful normal trace f ↦ ∫R exp(−t)f(t) on L∞(R) gives
rise to a semifinite faithful normal trace Trϕ on Lϕ(R) via the Fourier transform. The formula
Trϕ = Trϕ ○Eϕ extends it to a semifinite faithful normal trace on cϕ(M).
Because of Connes’s Radon-Nikodym cocycle theorem [Con73, Théorème 1.2.1] (see also [Tak03,
Theorem VIII.3.3]), the semifinite von Neumann algebra cϕ(M) together with its trace Trϕ does
not depend on the choice of ϕ in the following precise sense. If ψ is another faithful normal state on
M , there is a canonical surjective ∗-isomorphism Πψ,ϕ ∶ cϕ(M) → cψ(M) such that Πψ,ϕ ○ πϕ = πψ
and Trψ ○Πψ,ϕ = Trϕ. Note however that Πψ,ϕ does not map the subalgebra Lϕ(R) ⊂ cϕ(M) onto
the subalgebra Lψ(R) ⊂ cψ(M).
2.2 Free Araki-Woods factors
Let U ∶ R→ O(HR) be any orthogonal representation on a separable real Hilbert space. Denote by
H =HR ⊗R C the complexified Hilbert space of HR and by U ∶ R → U(H) the corresponding unitary
representation. Let A be the positive selfadjoint closed operator defined on H satisfying Ait = Ut
for all t ∈ R. Then there is an isometric embedding of HR into H given by
HR →H ∶ ξ ↦ ( 21 +A−1 )
1/2
ξ,
whose image we denote by KR . One can check that KR ∩ iKR = {0} and KR + iKR is dense in H. We
denote by J the canonical conjugation on H =HR ⊕ iHR and by I = JA−1/2. Then I is an invertible
anti-linear closed operator on H satisfying I = I−1. Oserve that KR = {ξ ∈ dom(T ) ∶ Iξ = ξ}. From
now on, we will simply write I ∶ ξ + iη ↦ ξ + iη = ξ − iη for all ξ, η ∈KR .
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The full Fock space of H is given by
F(H) = CΩ⊕ ∞⊕
n=1
H⊗n.
We call the vector Ω ∈ F(H) the vacuum vector. For all ξ ∈ H, the left creation operator ℓ(ξ) ∈
B(F(H)) is given by the formulae
ℓ(ξ)Ω = ξ and ℓ(ξ)(ξ1 ⊗⋯⊗ ξn) = ξ ⊗ ξ1 ⊗⋯⊗ ξn.
Note that ∥ℓ(ξ)∥ = ∥ξ∥ and ℓ(ξ) is an isometry if ∥ξ∥ = 1. Put W (ξ) = ℓ(ξ) + ℓ(ξ)∗ for all ξ ∈ KR .
Following [Shl97], we define the free Araki-Woods factor associated with U ∶ R →O(HR) by
Γ(HR ,Ut)′′ = {W (ξ) ∣ ξ ∈KR}′′.
The vector state ϕU (x) = ⟨xΩ,Ω⟩ on Γ(HR ,Ut)′′ is called the free quasi-free state. It is faithful and
one can show that the modular automorphism group of ϕU is given by σ
ϕU
t = Ad(F(Ut)) for all
t ∈ R, where F(Ut) = 1⊕⊕n≥1U⊗nt . In particular, we have σϕUt (W (ξ)) =W (Utξ) for all ξ ∈KR .
The GNS-representation of Γ(HR ,Ut)′′ with respect to ϕU is isomorphic with its representation on
F(H) with cyclic vector Ω. It is easy to check that for all n ≥ 1 and all ξ1, . . . , ξn ∈KR + iKR there
is a unique element W (ξ1⊗⋯⊗ ξn) ∈ Γ(HR ,Ut)′′ such that W (ξ1⊗⋯⊗ ξn)Ω = ξ1⊗⋯⊗ ξn. We have
W (ξ) = ℓ(ξ) + ℓ(ξ)∗ for all ξ ∈ KR + iKR . The following proposition describes a Wick-type formula
for such elements.
Proposition 2.1 ([Hou12a, Hou12b, HR10]). Let ξj , ηk ∈ KR + iKR , for j, k ≥ 1. The following
statements are true:
(i) The Wick formula W (ξ1 ⊗⋯⊗ ξn) = n∑
k=0
ℓ(ξ1)⋯ℓ(ξk)ℓ(ξk+1)∗⋯ℓ(ξn)∗ holds.
(ii) The product W (ξ1 ⊗⋯⊗ ξr)W (η1 ⊗⋯⊗ ηs) equals
W (ξ1 ⊗⋯⊗ ξr ⊗ η1 ⊗⋯⊗ ηs) + ⟨ξr, η1⟩W (ξ1 ⊗⋯⊗ ξr−1)W (η2 ⊗⋯⊗ ηs) .
(iii) We have W (ξ1 ⊗⋯⊗ ξn)∗ =W (ξn ⊗⋯⊗ ξ1).
(iv) The linear span of {1,W (ξ1 ⊗⋯⊗ ξn) ∶ n ≥ 1, ξi ∈ KR + iKR} forms a unital σ-strongly dense
∗-subalgebra of Γ(HR ,Ut)′′.
Proof. The proof of (i) is borrowed from [HR10, Lemma 3.2]. We prove the formula by induction
on n. For n ∈ {0,1}, we have W (Ω) = 1 and we already observed that W (ξi) = ℓ(ξi) + ℓ(ξi)∗.
Next, for ξ0 ∈KR + iKR , we have
W (ξ0)W (ξ1 ⊗⋯⊗ ξn)Ω =W (ξ0)(ξ1 ⊗⋯⊗ ξn)
= (ℓ(ξ0) + ℓ(ξ0)∗)ξ1 ⊗⋯⊗ ξn
= ξ0 ⊗ ξ1 ⊗⋯⊗ ξn + ⟨ξ0, ξ1⟩ ξ2 ⊗⋯⊗ ξn.
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So, we obtain
W (ξ0 ⊗⋯⊗ ξn) =W (ξ0)W (ξ1 ⊗⋯⊗ ξn) − ⟨ξ0, ξ1⟩W (ξ2 ⊗⋯⊗ ξn)
= ℓ(ξ0)∗W (ξ1 ⊗⋯⊗ ξn) − ⟨ξ0, ξ1⟩W (ξ2 ⊗⋯⊗ ξn) + ℓ(ξ0)W (ξ1 ⊗⋯⊗ ξn).
Using the assumption for n and n − 1 and the relation ℓ(ξ0)∗ℓ(ξ1) = ⟨ξ0, ξ1⟩, we obtain
ℓ(ξ0)∗W (ξ1 ⊗⋯⊗ ξn) = ⟨ξ0, ξ1⟩W (ξ2 ⊗⋯⊗ ξn) + ℓ(ξ0)∗ℓ(ξ1)∗⋯ℓ(ξn)∗ .
Since ℓ(ξ0)W (ξ1 ⊗ ⋯ ⊗ ξn) gives the last n + 1 terms in the Wick formula at order n + 1 and
ℓ(ξ0)∗ℓ(ξ1)∗⋯ℓ(ξn)∗ gives the first term, we are done.
We now prove (ii). By the Wick formula, we have that W (ξ1 ⊗⋯⊗ ξr)W (η1 ⊗⋯⊗ ηs) is equal to
∑
0≤j≤r,0≤k≤s
ℓ(ξ1)⋯ℓ(ξj)ℓ(ξj+1)∗⋯ℓ(ξr)∗ℓ(η1)⋯ℓ(ηk)ℓ(ηk+1)∗⋯ℓ(ηs)∗ .
Recall that we have ℓ(ξr)∗ℓ(η1) = ⟨ξr, η1⟩. Therefore the above sum equals
( ∑
0≤j≤r−1
ℓ(ξ1)⋯ℓ(ξj)ℓ(ξj+1)∗⋯ℓ(ξr)∗ℓ(η1)∗⋯ℓ(ηs)∗
+ ∑
0≤k≤s
ℓ(ξ1)⋯ℓ(ξr)ℓ(η1)⋯ℓ(ηk)ℓ(ηk+1)∗⋯ℓ(ηs)∗)
+ ⟨ξr, η1⟩ ∑
0≤j≤r−1,1≤k≤s
ℓ(ξ1)⋯ℓ(ξj)ℓ(ξj+1)∗⋯ℓ(ξr−1)∗ℓ(η2)⋯ℓ(ηk)ℓ(ηk+1)∗⋯ℓ(ηs)∗ .
Therefore W (ξ1 ⊗⋯⊗ ξr)W (η1 ⊗⋯⊗ ηs) is equal to
W (ξ1 ⊗⋯⊗ ξr ⊗ η1 ⊗⋯⊗ ηs) + ⟨ξr, η1⟩W (ξ1 ⊗⋯⊗ ξr−1)W (η2 ⊗⋯⊗ ηs).
It is now clear that (i) ⇒ (iii). Moreover, (iv) follows from (iii) using an induction procedure.
2.3 Ultraproduct von Neumann algebras
Fix a non-principal ultrafilter ω ∈ β(N) ∖N. Let M be any σ-finite von Neumann algebra. Define
Iω(M) = {(xn)n ∈ ℓ∞(N,M) ∣xn → 0 ∗ -strongly as n→ ω}
Mω(M) = {(xn)n ∈ ℓ∞(N,M) ∣ (xn)n Iω(M) ⊂ Iω(M) and Iω(M) (xn)n ⊂ Iω(M)} .
The multiplier algebra Mω(M) is a C∗-algebra and Iω(M) ⊂Mω(M) is a norm closed two-sided
ideal. Following [Ocn85, Chapter 5], we define the ultraproduct von Neumann algebra Mω by
Mω =Mω(M)/Iω(M). We denote the image of (xn)n ∈Mω(M) by (xn)ω ∈Mω.
For all x ∈M , the constant sequence (x)n lies in the multiplier algebra Mω(M). We will identify
M with (M + Iω(M))/Iω(M) and regard M ⊂ Mω as a von Neumann subalgebra. The map
Eω ∶ Mω →M ∶ (xn)ω ↦ σ-weak limn→ω xn is a faithful normal conditional expectation. For every
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faithful normal state ϕ ∈ M∗, the formula ϕω = ϕ ○ Eω defines a faithful normal state on Mω.
Observe that ϕω((xn)ω) = limn→ω ϕ(xn) for all (xn)ω ∈Mω.
Put H = L2(M,ϕ). The ultraproduct Hilbert space Hω is defined to be the quotient of ℓ∞(N,H)
by the subspace consisting in sequences (ξn)n satisfying limn→ω ∥ξn∥H = 0. We denote the image
of (ξn)n ∈ ℓ∞(N,H) by (ξn)ω ∈ Hω. The inner product space structure on the Hilbert space Hω
is defined by ⟨(ξn)ω, (ηn)ω⟩Hω = limn→ω⟨ξn, ηn⟩H. The GNS Hilbert space L2(Mω, ϕω) can be
embedded into Hω as a closed subspace by Λϕω((xn)ω)↦ (Λϕ(xn))ω.
Put xϕ = ϕ(⋅x) and ϕx = ϕ(x ⋅) for all x ∈ M and all ϕ ∈ M∗. We will be using the following
well-known proposition.
Proposition 2.2. Let (M,ϕ) be any σ-finite von Neumann algebra endowed with a faithful normal
state.
(i) For every λ > 0 and every (xn)n ∈ ℓ∞(N,M) satisfying limn→ω ∥xnϕ − λϕxn∥ = 0, we have(xn)n ∈Mω(M) and (xn)ωϕω = λϕω(xn)ω.
(ii) For every projection e ∈ Mω, there exists a sequence of projections (en)n ∈ Mω(M) such
that e = (en)ω. If M is moreover diffuse, the projections en ∈ M may be chosen such that
ϕ(en) = ϕω(e) for all n ∈ N.
Proof. (i) Let (xn)n ∈ ℓ∞(N,M) such that limn→ω ∥xnϕ − λϕxn∥ = 0. Let (bn)n ∈ Iω(M). We may
assume that max{∥xn∥∞, ∥bn∥∞ ∶ n ∈ N} ≤ 1. Using the Cauchy-Schwarz inequality, for all n ∈ N, we
have
(∥xnbn∥#ϕ )2 = ϕ(b∗n x∗nxnbn) + ϕ(xn bnb∗nx∗n)
≤ ∥bn∥ϕ ∥x∗nxnbn∥ϕ + λ−1∣(xnϕ − λϕxn)(bnb∗nx∗n)∣ + λ−1∣ϕ(bn b∗nx∗nxn)∣
≤ ∥bn∥ϕ + λ−1∥xnϕ − λϕxn∥ ∥bnb∗nx∗n∥∞ + λ−1∥b∗n∥ϕ ∥b∗nx∗nxn∥ϕ
≤ ∥bn∥ϕ + λ−1∥xnϕ − λϕxn∥ + λ−1∥b∗n∥ϕ.
Therefore, we obtain limn→ω ∥xnbn∥#ϕ = 0 and so (xnbn)n ∈ Iω(M). Likewise, for all n ∈ N, we have
(∥bnxn∥#ϕ )2 = ϕ(x∗n b∗nbnxn) + ϕ(bn xnx∗nb∗n)
≤ ∣(λx∗nϕ − ϕx∗n)(b∗nbnxn)∣ + λ∣ϕ(b∗n bnxnx∗n)∣ + ∥b∗n∥ϕ ∥xnx∗nb∗n∥ϕ
≤ ∥λx∗nϕ − ϕx∗n∥ ∥b∗nbnxn∥∞ + λ∥bn∥ϕ ∥bnxnx∗n∥ϕ + ∥b∗n∥ϕ
≤ ∥xnϕ − λϕxn∥ + λ∥bn∥ϕ + ∥b∗n∥ϕ.
Therefore, we obtain limn→ω ∥bnxn∥#ϕ = 0 and so (bnxn)n ∈ Iω(M). This shows that (xn)n ∈
Mω(M). Moreover, (xn)ωϕω = λϕω(xn)ω by [AH12, Lemma 4.36].
For the first part of the proof of (ii), see the proof of [Hou14, Proposition 2.4 (3)]. It remains to prove
the moreover part of (ii) when M is diffuse. Let p ∈ Mω be any projection and (pn)n ∈ Mω(M)
a sequence of projections such that p = (pn)ω. Let n ≥ 1. Assume that ϕ(pn) ≥ ϕω(p). Since
pnMpn is diffuse, we may choose a projection rn ∈ pnMpn such that ϕ(rn) = ϕω(p). Assume that
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ϕ(pn) ≤ ϕω(p). Since (1−pn)M(1−pn) is diffuse, we may choose a projection sn ∈ (1−pn)M(1−pn)
such that ϕ(sn) = ϕω(p) −ϕ(pn). Put rn = pn + sn.
We obtain limn→ω ∥pn−rn∥2ϕ = limn→ω ∣ϕ(pn−rn)∣ = 0 and hence (pn−rn)n ∈ Iω(M). Thus, we have
p = (rn)ω and ϕ(rn) = ϕω(p) for all n ∈ N.
The next theorem will be very useful to prove Theorem A. It is a generalization of [Ioa12, Lemma 2.7]
to arbitrary von Neumann algebras.
Theorem 2.3. Let Q ⊂M be an inclusion of von Neumann algebras with faithful normal conditional
expectation EQ ∶ M → Q. Assume that Q has separable predual. Denote by z ∈ Z(Q′ ∩Mω) the
unique maximal central projection such that (Q′ ∩Mω)z is discrete. Then
• z ∈ Z(Q′ ∩Mω) ∩Z(Q′ ∩M),
• (Q′ ∩ (Mω)ϕω)(1− z) is diffuse for all faithful normal states ϕ ∈M∗ such that ϕ ○EQ = ϕ and
• (Q′ ∩Mω)z = (Q′ ∩M)z.
We start by proving the following two lemmas.
Lemma 2.4. Let Q ⊂M be an inclusion of von Neumann algebras with faithful normal conditional
expectation EQ ∶M → Q. Assume that Q has separable predual. Let ϕ ∈M∗ be any faithful normal
state such that ϕ ○ EQ = ϕ. Denote by e ∈ Z(Q′ ∩ (Mω)ϕω) the unique maximal central projection
such that (Q′ ∩ (Mω)ϕω)e is discrete. Then
• e ∈ Z(Q′ ∩ (Mω)ϕω) ∩Z(Q′ ∩Mϕ) and
• (Q′ ∩ (Mω)ϕω)e = (Q′ ∩Mϕ)e.
Proof. The proof is a generalisation of [Ioa12, Lemma 2.7] (see also the proof of [Hou14, Proposi-
tion 2.5]). Put Q = Q′ ∩ (Mω)ϕω and denote by e ∈ Z(Q) the unique maximal central projection in
Q such that Qe is discrete. Choose a sequence of projections (en)n ∈Mω(M) such that e = (en)ω.
Let a = σ-weak limn→ω en ∈ Z(Q′ ∩Mϕ).
Next, we construct by induction a sequence of projections (fm)m≥1 in Q such that
(2.1) ϕω(efi) = ϕ(a2), ϕω(efia) = ϕ(a3) and ϕω(efifj) = ϕω(efia),∀1 ≤ i < j.
Indeed, assume that f1, . . . , fm ∈ Q have been constructed. For every 1 ≤ j ≤m, choose a sequence
of projections (fj,n)n ∈ Mω(M) such that fj = (fj,n)ω. Let (xi)i∈N be a ∥ ⋅ ∥#ϕ -dense sequence in
Ball(Q). Since e = (en)ω ∈ (Mω)ϕω , limn→ω ∥enxi − xien∥#ϕ = 0 for all i ∈ N and en → a σ-weakly as
n→ ω, we can find an increasing sequence (kn)n in N such that for every n ≥ 1, we have
(P1) ∥eknϕ −ϕekn∥ ≤ 1n ,
(P2) ∥eknxi − xiekn∥#ϕ ≤ 1n for all 1 ≤ i ≤ n,
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(P3) ∣ϕ(enekn) −ϕ(ena)∣ ≤ 1n ,
(P4) ∣ϕ(enekna) −ϕ(ena2)∣ ≤ 1n and
(P5) ∣ϕ(enfj,nekn) − ϕ(enfj,na)∣ ≤ 1n for all 1 ≤ j ≤m.
Properties (P1) and (P2) together with Proposition 2.2 imply that (ekn)n ∈ Mω(M) and f =(ekn)ω ∈ Q′ ∩ (Mω)ϕω . Property (P3) implies that ϕω(ef) = ϕω(ea) = ϕ(a2), Property (P4) implies
that ϕω(efa) = ϕω(ea2) = ϕ(a3) and Property (P5) implies that ϕω(efjf) = ϕω(efja) for all
1 ≤ j ≤m. We can now put fm+1 = f . This finishes the proof of the induction.
Define pm = fme which is a projection in Qe. We have ϕω(pj) = ϕ(a2) and ϕω(pjpm) = ϕ(a3)
for all 1 ≤ j < m. Observe that since Qe is a discrete tracial von Neumann algebra and hence a
countable direct sum of finite dimensional factors, Ball(Qe) is ∥⋅∥ϕω -compact. Thus, we may choose
a subsequence (pmk)k≥1 that is ∥ ⋅ ∥ϕω -convergent in Ball(Qe). By the Cauchy-Schwarz inequality,
for all 1 ≤ j < k, we have
∣ϕω(pmjpmk) − ϕω(pmj)∣ = ∣ϕω(pmj(pmk − pmj))∣ ≤ ∥pmj − pmk∥ϕω .
Taking the limit as (j, k) → ∞ and using (2.1), we obtain ϕ(a2) = ϕ(a3) and so 0 ≤ a ≤ 1 is a
projection in Q′ ∩Mϕ. Thus we have ∥en − a∥2ϕ = ϕ(en) + ϕ(a) − 2ϕ(ena) → 0 as n → ω and so
e = (en)ω = a ∈ Z(Q′ ∩ (Mω)ϕω) ∩Z(Q′ ∩Mϕ).
It remains to prove that (Q′ ∩ (Mω)ϕω)e = (Q′ ∩Mϕ)e. Assume by contradiction that this is
not the case and choose a nonzero projection f ∈ (Q′ ∩ (Mω)ϕω)e such that f ∉ (Q′ ∩Mϕ)e. Let
ϕe be the faithful normal state on eMe defined by ϕe =
ϕ(e⋅e)
ϕ(e) . Recall that e ∈ M
ϕ. Denote
by EeMe ∶ (eMe)ω → eMe the canonical faithful normal conditional expectation. Recall that
ϕe○EeMe = ϕωe . Since f ∉ (Q′∩Mϕ)e, we have ∥f −EeMe(f)∥ϕωe > 0. Moreover, for all y ∈ Ball(eMe),
we have ∥f − y∥ϕωe ≥ ∥f −EeMe(f)∥ϕωe > 0 .
Put ε = 1
2
∥f−EeMe(f)∥ϕωe and f1 = f ∈ Qe. Next, we construct by induction a sequence of projections
fm ∈ Qe such that ∥fp − fq∥ϕωe ≥ ε for all p, q ≥ 1 such that p ≠ q. Assume that f1, . . . , fm ∈ Qe
have been constructed. For every 1 ≤ j ≤ m, choose a sequence of projections (fj,n)n ∈Mω(eMe)
such that fj = (fj,n)ω. Let (xi)i∈N be a ∥ ⋅ ∥#ϕe-dense sequence in Ball(Qe). Since f = f1 = (f1,n)ω ∈((eMe)ω)ϕωe , limk→ω ∥f1,kxi − xif1,k∥#ϕe = 0 for all i ∈ N and limk→ω ∥f1,k − fj,n∥ϕe = ∥f − fj,n∥ϕωe ≥ 2ε
for all 1 ≤ j ≤ m and all n ∈ N, we can find an increasing sequence (kn)n in N such that for every
n ≥ 1, we have
(P1) ∥f1,knϕe −ϕef1,kn∥ ≤ 1n ,
(P2) ∥f1,knxi − xif1,kn∥#ϕe ≤ 1n for all 1 ≤ i ≤ n and
(P3) ∥f1,kn − fj,n∥ϕe ≥ ε for all 1 ≤ j ≤m.
By the same reasoning as before, Properties (P1) and (P2) together with Proposition 2.2 imply that(f1,kn)n ∈ Mω(eMe) and (f1,kn)ω ∈ (Qe)′ ∩ ((eMe)ω)ϕωe = Qe. Moreover, Property (P3) implies
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that ∥(f1,kn)ω −fj∥ϕωe ≥ ε for all 1 ≤ j ≤m. We can now put fm+1 = (f1,kn)ω. This finishes the proof
of the induction.
So, we have constructed a sequence of projections fm ∈ Qe such that ∥fp − fq∥ϕωe ≥ ε for all p, q ≥ 1
such that p ≠ q. This however contradicts the fact that Ball(Qe) is ∥ ⋅ ∥ϕωe -compact and finishes the
proof Lemma 2.4.
Lemma 2.5. Let Q ⊂M be an inclusion of von Neumann algebras with faithful normal conditional
expectation EQ ∶M → Q. Assume that Q has separable predual. Let ϕ ∈M∗ be any faithful normal
state such that ϕ ○EQ = ϕ. If Q′ ∩ (Mω)ϕω = C then Q′ ∩Mω = C.
Proof. The proof is a straightforward generalisation of [AH12, Theorem 5.2] and so we will only
sketch it.
Assume that Q′ ∩ (Mω)ϕω = C. Since (Q′ ∩Mω)ϕω = Q′ ∩ (Mω)ϕω = C, [AH12, Lemma 5.3] shows
that Q′ ∩Mω = C or Q′ ∩Mω is a type III1 factor. By contradiction, assume that Q′ ∩Mω is a
type III1 factor. Choose (ai)i∈N a ∥ ⋅ ∥#ϕ -dense sequence in Ball(Q). Proceeding as in the proof of
[AH12, Theorem 5.2], for all n ∈ N and all i, j ∈ {1,2}, we find elements f (n)ij ∈ M that satisfy the
conditions of [AH12, Theorem 5.2, Claim 1] with respect to the sequence (ai)i∈N in Ball(Q). As in
[AH12, Theorem 5.2, Claim 2], we obtain that (f (n)ij )n ∈Mω(M) for all i, j ∈ {1,2}. Finally, we
obtain a projection g11 ∈ Q′ ∩ (Mω)ϕω such that ϕω(g11) ≠ 0,1. This is a contradiction and finishes
the proof of Lemma 2.5.
Proof of Theorem 2.3. Let Q ⊂ M be an inclusion of von Neumann algebras and fix a faithful
normal state ϕ ∈M∗ such that ϕ ○EQ = ϕ. By Lemma 2.4, the unique maximal central projection
e ∈ Z(Q′∩(Mω)ϕω) such that (Q′∩(Mω)ϕω)e is discrete satisfies e ∈ Z(Q′∩(Mω)ϕω)∩Z(Q′∩Mϕ)
and (Q′∩ (Mω)ϕω)e = (Q′ ∩Mϕ)e. Observe that the projection e may a priori depend on the state
ϕ. However, we will prove that this is not the case and show that the projection e satisfies the
conclusion of Theorem 2.3.
Since (Q′∩(Mω)ϕω)e is discrete, choose a family (pi)i∈I of pairwise orthogonal minimal projections
in (Q′∩ (Mω)ϕω)e such that ∑i∈I pi = e. We have pi ∈ (Q′∩Mϕ)e and (Qpi)′∩ ((piMpi)ω)ϕωpi = Cpi
where ϕpi =
ϕ(pi⋅pi)
ϕ(pi) . Lemma 2.5 applied to the inclusion Qpi ⊂ piMpi implies that
pi(Q′ ∩Mω)pi = (Qpi)′ ∩ (piMpi)ω = Cpi
and hence pi is a minimal projection in e(Q′ ∩Mω)e. Since ∑i∈I pi = e, we have that e(Q′ ∩Mω)e
is discrete. Denote by z(e) the central support of the projection e in Q′ ∩Mω. We obtain that(Q′ ∩Mω)z(e) is still discrete. Since z(e) ∈ Z(Q′ ∩Mω) and Q′ ∩Mω is globally invariant under
the modular automorphism group (σϕωt ), we have z(e) ∈ Z(Q′ ∩ (Mω)ϕω) and (Q′ ∩ (Mω)ϕω)z(e)
is discrete. By Lemma 2.4 and since e ≤ z(e), we obtain e = z(e) ∈ Z(Q′ ∩Mω) ∩Z(Q′ ∩M) and(Q′ ∩Mω)e is discrete. Observe that (Q′ ∩Mω)(1 − e) is diffuse since (Q′ ∩ (Mω)ϕω)(1 − e) is a
diffuse subalgebra with expectation. Therefore, e ∈ Z(Q′∩Mω)∩Z(Q′∩M) is the unique projection
such that (Q′ ∩Mω)e is discrete and (Q′ ∩Mω)(1 − e) is diffuse and hence e does not depend on
the choice of the faithful normal state ϕ ∈M∗ satisfying ϕ = ϕ ○EQ. Thus, the above proof shows
that (Q′ ∩ (Mω)ψω)(1 − e) is diffuse for all faithful normal states ψ ∈M∗ satisfying ψ = ψ ○EQ.
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It remains to prove that (Q′∩Mω)e = (Q′∩M)e. Recall that there exists a family (pi)i∈I of pairwise
orthogonal minimal projections in (Q′∩Mω)e such that ∑i∈I pi = e and pi ∈ (Q′∩Mϕ)e for all i ∈ I.
In order to show that (Q′∩Mω)e = (Q′∩M)e, it suffices to prove that eF(Q′∩Mω)eF = eF(Q′∩M)eF
for all finite subsets F ⊂ I, with eF = ∑i∈F pi ∈ (Q′ ∩Mϕ)e.
Assume by contradiction that (Q′∩Mω)e ≠ (Q′∩M)e. Hence there exists a finite subset F ⊂ I such
that eF(Q′ ∩Mω)eF ≠ eF(Q′ ∩M)eF . For notational convenience, put q = eF and Q = Q′ ∩Mω.
Observe that qQq is discrete and finite. Let ϕq be the faithful normal state on qMq defined by
ϕq =
ϕ(q⋅q)
ϕ(q) . Recall that q ∈ Q
′∩Mϕ. Denote by EqMq ∶ (qMq)ω → qMq the canonical faithful normal
conditional expectation. Recall that ϕq ○EqMq = ϕωq . Since qQq = (Qq)′ ∩ (qMq)ω is discrete, finite
and hence of type I, the faithful normal state ϕωq restricted to qQq is diagonalizable. For every
eigenvalue λ > 0, we will denote by
Eλ = {(xn)ω ∈ qQq ∣ (xn)ωϕωq = λϕωq (xn)ω}
the spectral subspace of (qQq,ϕωq ) corresponding to the eigenvalue λ. Since qQq ≠ q(Q′ ∩M)q, we
may choose an eigenvalue λ > 0 and a nonzero element f ∈ Ball(Eλ) such that f ∉ q(Q′∩M)q. Since
f ∉ q(Q′ ∩M)q, we have ∥f −EqMq(f)∥ϕωq > 0. Moreover, for all y ∈ Ball(qMq), we have
∥f − y∥ϕωq ≥ ∥f −EqMq(f)∥ϕωq > 0 .
Put ε = 1
2
∥f − EqMq(f)∥ϕωq and f1 = f ∈ Ball(Eλ). Next, we construct by induction a sequence
of elements fm ∈ Ball(Eλ) such that ∥fm − fp∥ϕωq ≥ ε for all m,p ≥ 1 such that m ≠ p. As-
sume that f1, . . . , fm ∈ Ball(Eλ) have been constructed. For every 1 ≤ j ≤ m, choose a sequence(fj,n)n ∈Mω(qMq) such that fj,n ∈ Ball(qMq) for all n ∈ N and fj = (fj,n)ω. Let (xi)i∈N be a∥ ⋅ ∥#ϕq -dense sequence in Ball(Qq). Since f = f1 = (f1,n)ω ∈ Eλ, limk→ω ∥f1,kxi − xif1,k∥#ϕq = 0 for all
i ∈ N and limk→ω ∥f1,k − fj,n∥ϕq = ∥f − fj,n∥ϕωq ≥ 2ε for all 1 ≤ j ≤ m and all n ∈ N, we can find an
increasing sequence (kn)n in N such that for every n ≥ 1, we have
(P1) ∥f1,knϕq − λϕqf1,kn∥ ≤ 1n ,
(P2) ∥f1,knxi − xif1,kn∥#ϕq ≤ 1n for all 1 ≤ i ≤ n and
(P3) ∥f1,kn − fj,n∥ϕq ≥ ε for all 1 ≤ j ≤m.
By the same reasoning as before, Properties (P1) and (P2) together with Proposition 2.2 imply that(f1,kn)n ∈ Mω(qMq) and (f1,kn)ω ∈ Ball(Eλ). Moreover, Property (P3) implies that ∥(f1,kn)ω −
fj∥ϕωe ≥ ε for all 1 ≤ j ≤m. We can now put fm+1 = (f1,kn)ω. This finishes the proof of the induction.
So, we have constructed a sequence of elements fm ∈ Ball(Eλ) such that ∥fm−fp∥ϕωq ≥ ε for allm,p ≥ 1
such that m ≠ p. However, since qQq is discrete and finite and hence a countable direct sum of
finite dimensional factors, Ball(Eλ) is ∥ ⋅ ∥ϕωq -compact and hence we have obtained a contradiction.
This finishes the proof of Theorem 2.3.
Following [Con74], we define the asymptotic centraliser Mω of the von Neumann algebra M by
Mω = {(xn)n ∈ ℓ∞(N,M) ∣∀ψ ∈M∗, lim
n→ω
∥xnψ − ψxn∥ = 0}/Iω(M) .
By [Con74, Proposition 2.8], we have Mω = (M ′ ∩Mω)ϕω for every faithful normal state ϕ ∈M∗.
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Corollary 2.6. Let M be any factor with separable predual such that M ′ ∩Mω ≠ C1. Then Mω is
diffuse.
Proof. Let ϕ ∈M∗ be any faithful normal state. We have Mω = (M ′∩Mω)ϕω =M ′∩(Mω)ϕω . Since
Mω ≠ C1 and since M ′∩M = C1, the projection z obtained in Theorem 2.3 satisfies z = 0 and hence
Mω is diffuse.
2.4 The Akemann-Ostrand property (AO)
The Akemann-Ostrand property for von Neumann algebras arises from the work of
Akemann-Ostrand [AO75] and was introduced by Ozawa in [Oza04]. A von Neumann algebra
M ⊂ B(H) has property (AO) if there are unital σ-weakly dense C∗-subalgebras B ⊂M and C ⊂M ′
such that B is locally reflexive and such that the map
B ⊗alg C → B(H)/K(H) ∶ x⊗ y ↦ xy
is continuous with respect to the minimal tensor C∗-norm. We recall the following well-known
result. For a proof, we refer the reader to [Hou07, Chapter 4].
Proposition 2.7. Any free Araki-Woods factor satisfies property (AO).
2.5 Intertwining-by-bimodules techniques
Popa introduced his powerful intertwining-by-bimodule techniques in [Pop02, Pop03, Pop04]. We
first recall the intertwining-by-bimodule criterion in the case of finite von Neumann algebras. Let(M,τ) be any tracial von Neumann algebra together with von Neumann subalgebras A ⊂ 1AM1A
and B ⊂ 1BM1B . Denote by EB ∶ 1BM1B → B the unique trace preserving faithful normal
conditional expectation. Then the following statements are equivalent (see [Pop03, Lemma 2.1 and
Corollary 2.3]):
• There is n ≥ 1, a nonzero partial isometry v ∈ M1,n(1AM1B) and a possibly non-unital normal
∗-homomorphism π ∶ A → Mn(B) such that av = vπ(a) for all a ∈ A.
• There is no net of unitaries (wi)i in U(A) such that EB(x∗wiy) → 0 ∗-strongly as i →∞ for
all x, y ∈ 1AM1B .
We will say that A embeds into B inside M and write A ⪯M B if one of the above equivalent
conditions is satisfied.
Let (M,Tr) be any semifinite von Neumann algebra endowed with a semifinite faithful normal
trace. Let B ⊂ M be any von Neumann subalgebra such that Tr ∣B is semifinite. Denote by
EB ∶M → B the unique trace preserving faithful normal conditional expectation. Let p ∈ M be
any nonzero finite trace projection and A ⊂ pMp any von Neumann subalgebra. Let q ∈ B be any
nonzero finite trace projection. Observe that p ∨ q is a nonzero finite trace projection in M. We
will say that A embeds into qBq inside M and write A ⪯M qBq if A ⪯(p∨q)M(p∨q) qBq in the usual
sense for finite von Neumann algebras.
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We will need the following useful intertwining-by-bimodule criterion for semifinite von Neumann
algebras (see [HR10, Lemma 2.2] or [BHR14, Lemma 2.3]).
Lemma 2.8. Let (M,Tr) be any semifinite von Neumann algebra endowed with a semifinite faithful
normal trace. Let B ⊂M be any von Neumann subalgebra such that Tr ∣B is semifinite. Denote by
EB ∶M→ B the unique trace preserving faithful normal conditional expectation.
Let p ∈M be any nonzero finite trace projection and A ⊂ pMp any von Neumann subalgebra. The
following conditions are equivalent:
(i) For every nonzero finite trace projection q ∈ B, we have A ⪯̸M qBq.
(ii) There exists an increasing sequence of nonzero finite trace projections qn ∈ B such that qn → 1
strongly and A ⪯̸M qnBqn for all n ∈ N.
(iii) There exists a net of unitaries (wi) in U(A) such that limk ∥EB(x∗wiy)∥2,Tr = 0 for all x, y ∈
pM.
2.6 Deformation/Rigidity theory for free Araki-Woods factors
We introduce the s-malleable deformation of free Araki-Woods factors. It is an analogue of the
malleable deformations considered in [Pop01, IPP05].
Let U ∶ R→ O(HR) be any orthogonal representation on a separable real Hilbert space. Denote by(M,ϕ) = (Γ(HR ,Ut)′′, ϕU ) the associated free Araki-Woods factor together with its free quasi-free
state ϕ. PutM = cϕ(M) and simply denote by Tr the canonical semifinite faithful normal trace on
M. Furthermore, we write (M̃ , ϕ̃) = (Γ(HR ⊕HR ,Ut ⊕ Ut)′′, ϕU⊕U ) and M̃ = cϕ̃(M̃). By [Shl97],
there are ∗-isomorphisms (M̃, ϕ̃) ≅ (M,ϕ) ∗ (M,ϕ) and M̃ ≅ M ∗Lϕ(R) M. We will identify M
with its first copy in M̃ and M with its first copy in M̃.
The orthogonal representation V ∶ R →O(HR ⊕HR) given by
Vs = (cos(π2 s) − sin(π2 s)sin(π
2
s) cos(π
2
s) )
commutes with the orthogonal representation U ⊕ U ∶ R → O(HR ⊕ HR). Hence the associated
transformation Γ(Vs) on the free Fock space of HR ⊕HR induces a ∗-automorphism αs of M̃ . It
satisfies α1(x ∗ 1) = 1 ∗ x for all x ∈M .
Since Γ(Vs) fixes the vacuum vector, it preserves the free quasi-free state ϕ̃ on M̃ . Hence it induces
a trace preserving ∗-automorphism of M̃ that we still denote by αs. Likewise, the orthogonal
transformation
(1 0
0 −1
)
induces a trace preserving ∗-automorphism β of M̃ which moreover satisfies β2 = id
M̃
, β∣M = idM
and βαs = α−sβ for all s ∈ R. Therefore, the deformation (αs, β)s∈R is s-malleable in the sense of
Popa [Pop03] and satisfies the following transversality property.
Proposition 2.9 (See [HR10, Proposition 4.2] and [Pop06b, Lemma 2.1]).
∥x −α2s(x)∥2 ≤√2 ∥αs(x) − (EM ○αs)(x)∥2 for all x ∈ L2(M,Tr) and all s ∈ R.
13
3 Proofs of Theorems A and B
3.1 Preliminaries on ω-solidity
Definition 3.1. Let ω ∈ β(N) ∖ N be a non-principal ultrafilter. We will say that a diffuse von
Neumann algebraM is ω-solid if for every von Neumann subalgebra Q ⊂M with expectation whose
relative commutant Q′ ∩Mω is diffuse, we have that Q is amenable.
We first show that ω-solidity is stable under amplifications.
Proposition 3.2. Let M be any diffuse ω-solid von Neumann algebra. Then p(M ⊗ B(ℓ2))p is
ω-solid for every nonzero projection p ∈M ⊗B(ℓ2).
Proof. If M is a diffuse ω-solid von Neumann algebra, then pMp is ω-solid for every nonzero
projection p ∈M . Indeed, let Q ⊂ pMp be any von Neumann subalgebra such that Q′ ∩ (pMp)ω is
diffuse. Put Q = Q⊕C(1 − p). Then Q′ ∩Mω ⊃ Q′ ∩ (pMp)ω ⊕ (1 − p)Mω(1 − p) is diffuse. Thus Q
is amenable and so is Q.
It remains to prove that if M is a diffuse ω-solid von Neumann algebra, then M ⊗B(ℓ2) is ω-solid.
We may assume thatM is not amenable. Observe that ifM is properly infinite, thenM⊗B(ℓ2) ≅M .
Since any von Neumann algebra is the direct sum of a finite von Neumann algebra and a properly
infinite von Neumann algebra, after cutting down by a central projection, we may assume that M
is a diffuse ω-solid finite von Neumann algebra. SinceM is the direct sum of a diffuse amenable von
Neumann algebra and at most countably many non-amenable ω-solid II1 factors, after cutting down
by a central projection, we may further assume without loss of generality thatM is a non-amenable
ω-solid II1 factor.
We first prove that M t is ω-solid for all t > 0. Using the first paragraph of the proof, it suffices to
prove that M ⊗Mn(C) is ω-solid for all n ≥ 1. Let Q ⊂M ⊗Mn(C) be any von Neumann subalgebra
such that Q′ ∩ (M ⊗ Mn(C))ω is diffuse. Assume by contradiction that Q is not amenable. We
may choose a projection q ∈ Q such that qQq is not amenable and (τ ⊗Trn)(q) ≤ 1/n. Note that(qQq)′ ∩ (q(M ⊗ Mn(C))q)ω = (Q′ ∩ (M ⊗ Mn(C))ω)q is diffuse. Regarding q(M ⊗ Mn(C))q as a
corner of M , we obtain that M is not ω-solid. This is a contradiction.
We now prove that M =M ⊗ B(ℓ2) is ω-solid. Let Q ⊂M be any von Neumann subalgebra with
faithful normal conditional expectation EQ ∶M→ Q and such that Q′ ∩Mω is diffuse. Denote by
Eω ∶Mω →M the canonical faithful normal conditional expectation. Let ϕ ∈M∗ be any faithful
normal state such that ϕ○EQ = ϕ. By Theorem 2.3, the relative commutant Q′∩(Mω)ϕω is diffuse
as well.
Fix a tracial faithful normal semifinite weight Tr on M. By [AH12, Lemma 4.26], Trω = Tr ○Eω is
a tracial faithful normal semifinite weight on Mω. Denote by T ∈ L1(M,Tr)+ the unique positive
selfadjoint operator affiliated with M satisfying ϕ = Tr(T ⋅). By [Con73, Lemme 1.2.3 (b) and
Lemme 1.4.4], we have ϕω = Trω(T ⋅).
Denote by B ⊂M the von Neumann subalgebra generated by all the spectral projections of T . Put
Q = Q ∨B. Since ϕω = Trω(T ⋅), we have Mϕω = B′ ∩Mω and hence
Q′ ∩Mω = Q′ ∩B′ ∩Mω = Q′ ∩ (Mω)ϕω
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is diffuse. Observe that Q is globally invariant under the modular automorphism group (σϕt ).
Since T ∈ L1(M,Tr), we may choose a sequence of finite trace projections pk ∈ B ⊂ Q such that
pk → 1 strongly. Since pkMpk is an ω-solid II1 factor by the first part of the proof and since(pkQpk)′∩(pkMpk)ω = (Q′∩Mω)pk = (Q′∩(Mω)ϕω)pk is diffuse, we have that pkQpk is amenable.
Since amenability is stable under direct limits, we finally obtain that Q is amenable. Since Q ⊂ Q
is a von Neumann subalgebra with expectation, Q is also amenable. This finishes the proof of
Proposition 3.2.
Next, we prove a useful characterisation of ω-solidity.
Proposition 3.3. Let M be any von Neumann algebra with separable predual that has no amenable
direct summand. The following conditions are equivalent.
(i) For every von Neumann subalgebra Q ⊂M with expectation, if Q′ ∩Mω is diffuse then Q is
amenable.
(ii) For every von Neumann subalgebra Q ⊂ M with expectation that has no amenable direct
summand, the relative commutant Q′ ∩Mω is discrete.
Proof. (i) ⇒ (ii). Let Q ⊂ M be any von Neumann subalgebra with expectation that has no
amenable direct summand. By Theorem 2.3, there is a unique central projection z ∈ Z(Q′ ∩Mω)∩
Z(Q′∩M) such that (Q′∩Mω)z is diffuse and (Q′ ∩Mω)(1−z) is discrete. Put Q = Qz⊕C(1−z).
Since Q′ ∩Mω ⊃ (Q′ ∩Mω)z ⊕ (1 − z)Mω(1 − z) is diffuse, we have that Q is amenable. Thus z = 0
and Q′ ∩Mω is discrete.
(ii) ⇒ (i). Let Q ⊂ M be any von Neumann subalgebra with expectation such that Q′ ∩Mω is
diffuse. Denote by z ∈ Z(Q) the unique central projection such that Qz has no amenable direct
summand and Q(1 − z) is amenable. Since (1 − z)M(1 − z) has no amenable direct summand,
Q = Qz ⊕ (1 − z)M(1 − z) has no amenable direct summand either. Then Q′ ∩Mω is discrete and
so is (Q′ ∩Mω)z = (Q′ ∩Mω)z. Thus z = 0 and Q is amenable.
3.2 Proof of Theorem A
Proof of Theorem A. Let M be any von Neumann algebra with separable predual that satisfies
property (AO). Denote by Eω ∶Mω →M the canonical faithful normal conditional expectation. Let
Q ⊂M be any von Neumann subalgebra with faithful normal conditional expectation EQ ∶M → Q
and such that Q′ ∩Mω is diffuse. Fix a faithful normal state ϕ ∈ M∗ satisfying ϕ ○ EQ = ϕ. By
Theorem 2.3, Q′∩(Mω)ϕω is diffuse and hence there is a sequence of unitaries Uk in U(Q′∩(Mω)ϕω)
such that Uk → 0 weakly as k →∞. Choose a sequence (ukm)m ∈Mω(M) such that ukm ∈ Ball(M)
for all m ∈ N and Uk = (ukm)ω. Let (xi)i≥1 be a ∥ ⋅ ∥#ϕ -dense sequence in Ball(Q) and (ψj)j≥1 be a∥ ⋅ ∥-dense sequence in M∗.
There exists an increasing sequence (kn)n in N such that for every n ∈ N, we have limm→ω ∣ψj(uknm )∣ =∣(ψj ○ Eω)(Ukn)∣ < 1n for all 1 ≤ j ≤ n. Therefore, there exists an increasing sequence (mn)n in N
such that for every n ∈ N, the element un = uknmn ∈ Ball(M) satisfies
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(P1) ∥unϕ − ϕun∥ ≤ 1n ,
(P2) ∥1 − u∗nun∥#ϕ ≤ 1n and ∥1 − unu∗n∥#ϕ ≤ 1n
(P3) ∥unxi − xiun∥#ϕ ≤ 1n for all 1 ≤ i ≤ n and
(P4) ∣ψj(un)∣ ≤ 1n for all 1 ≤ j ≤ n.
Property (P1) and Proposition 2.2 show that (un)n ∈Mω(M) and together with Properties (P2)
and (P3) they show that U = (un)ω ∈ U(Q′ ∩ (Mω)ϕω). Finally, Property (P4) shows that un → 0
weakly as n→∞.
Regard M ⊂ B(H) where the Hilbert space H is given by property (AO). Define the unital
completely positive map Θ ∶ B(H) → B(H) by Θ(T ) = σ-weak limn→ω unTu∗n. Observe that
Θ(x) = Eω(UxU∗) ∈ M for all x ∈ M and hence Θ∣M is normal. Next, define the unital com-
pletely positive maps
Ψk =
1
k
k
∑
j=1
Θ○j ∶ B(H)→ B(H)
and let Ψ be the pointwise σ-weak limit of (Ψk)k, as k → ω. Since Θ(M) ⊂M , we have Ψk(M) ⊂M
for all k ≥ 1 and hence Ψ(M) ⊂M . Note that since Θ∣M is normal, we have Ψ∣M = Θ ○Ψ∣M . Since
U ∈ U((Mω)ϕω), we also have ϕ ○Θ∣M = ϕ. This implies that ϕ ○Ψk∣M = ϕ for all k ≥ 1 and hence
ϕ ○Ψ∣M = ϕ.
Put Q = {U,U∗}′∩M . Observe that Q ⊂ Q ⊂M and that Q is globally invariant under the modular
automorphism group (σϕt ). Let x ∈ M and put y = Ψ(x) ∈ M . We have y = Ψ(x) = Θ(Ψ(x)) =
Θ(y) = Eω(UyU∗). Since U ∈ U((Mω)ϕω) and since ∥y∥ϕω = ∥y∥ϕ, we obtain ∥UyU∗∥ϕω = ∥y∥ϕ and
hence
∥y −UyU∗∥2ϕω = ∥y∥2ϕω + ∥UyU∗∥2ϕω − 2Reϕω(Uy∗U∗y)
= 2∥y∥2ϕ − 2Reϕ(Eω(Uy∗U∗y))
= 2∥y∥2ϕ − 2Reϕ(Eω(Uy∗U∗)y)
= 2∥y∥2ϕ − 2Reϕ(y∗y) = 0 .
Therefore, we have y = UyU∗ and hence Ψ(x) = y ∈ Q. Combining this with the fact that Θ(x) = x
for all x ∈ Q, we see that Ψ∣M is a norm one projection onto Q. We already saw that Ψ∣M is
ϕ-preserving and hence we infer that Ψ∣M = EQ ∶ M → Q is the unique ϕ-preserving conditional
expectation from M onto Q.
Define ΦQ ∶M ⊗algM ′ → B(H) ∶ ∑nj=1 bi ⊗ ci ↦∑nj=1EQ(bi) ci. By definition of Ψ, we have Ψ(c) = c
for all c ∈M ′. Therefore [Cho74, Theorem 3.1] implies that for all n ≥ 1, all bi ∈M and all ci ∈M ′,
we have
Ψ( n∑
j=1
bi ci) = n∑
j=1
Ψ(bi) ci = n∑
j=1
EQ(bi) ci = ΦQ( n∑
j=1
bi ⊗ ci) .
The fact that un → 0 σ-weakly as n → ω implies that Θ(T ) = σ-weak limn→ω unTu∗n = 0 for all
T ∈ K(H). This shows that Ψ(T ) = 0 for all T ∈ K(H). Hence K(H) ⊂ kerΨ. Denote by
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π ∶ B(H)→ B(H)/K(H) the canonical quotient map. Then there exists a unital completely positive
map Ψ̃ ∶ B(H)/K(H)→ B(H) such that Ψ = Ψ̃ ○ π.
By property (AO) of M , there is a unital σ-weakly dense locally reflexive C∗-subalgebra B ⊂ M
and a unital σ-weakly dense C∗-subalgebra C ⊂M ′ together with a ∗-homomorphism
ν ∶ B ⊗alg C → B(H)/K(H) ∶ n∑
j=1
bi ⊗ ci ↦ π( n∑
j=1
bi ci)
that is continuous with respect to the minimal tensor norm on B ⊗alg C. Therefore ΦQ = Ψ̃ ○ ν is
continuous with respect to the minimal tensor norm on B ⊗alg C. Applying [Oza04, Lemma 5], we
obtain that Q is amenable and so is Q.
3.3 Proof of Theorem B
The next theorem is a generalisation of [Hou08, Theorem 3.4] regarding the position of the rel-
ative commutant of large subalgebras of the continuous core of free Araki-Woods factors in the
ultraproduct framework.
Theorem 3.4. Let U ∶ R → O(HR) be any orthogonal representation on a separable real Hilbert
space. Denote by (M,ϕ) = (Γ(HR ,Ut)′′, ϕU ) the corresponding free Araki-Woods factor together with
its free quasi-free state and by M = cϕ(M) the continuous core associated with the free quasi-free
state ϕ.
Then for every nonzero finite trace projection p ∈ Lϕ(R) ⊂M and every von Neumann subalgebra
Q ⊂ pMp that has no amenable direct summand, there exists a nonzero finite trace projection
q ∈ Lϕ(R) such that
Q′ ∩ pMωp ⪯Mω Lϕ(R)ωq .
Proof of Theorem 3.4. The proof is very much inspired by [Pet09, Theorems 4.3 and 4.5] (see
also [Hou12b, Theorem D]). Let αt ∶ M̃ → M̃ be the trace preserving s-malleable deformation
introduced in Subsection 2.6. Write M̃ =M ∗Lϕ(R) α1(M). Observe that if (xn)n ∈ Iω(M̃), then
also (αt(xn))n ∈ Iω(M̃) for all t ∈ R. It follows that (αt) extends to a one-parameter family of
trace preserving ∗-automorphisms of the ultraproduct von Neumann algebra M̃ω that we denote
by (αωt ). We emphasise however that t↦ αt(x) need not be continuous when x ∈ M̃ω.
Step 1: Uniform convergence in ∥ ⋅ ∥2 of (αωt ) on Ball(Q′ ∩ pMωp). Assume by contradiction
that (αωt ) does not converge uniformly in ∥ ⋅ ∥2 on Ball(Q′ ∩ pMωp). Thus there exist c > 0, a
sequence (tk)k of positive reals such that limk tk = 0 and a sequence (Xk)k in Ball(Q′ ∩ pMωp)
such that ∥Xk −αω2tk(Xk)∥2 ≥ 2c for all k ∈ N. Write Xk = (xk,n)ω with xk,n ∈ Ball(pMp) satisfying
limn→ω ∥yxk,n − xk,ny∥2 = 0 and ∥Xk −αω2tk(Xk)∥2 = limn→ω ∥xk,n − α2tk(xk,n)∥2 for all k ∈ N and all
y ∈ Q.
Denote by I the directed set of all pairs (F , ε) with ε > 0 and F ⊂ Ball(Q) finite subset. Let
i = (F , ε) ∈ I. Choose k ∈ N large enough so that ∥a − αtk(a)∥2 ≤ ε/3 for all a ∈ F . Then choose
n ∈ N large enough so that ∥xk,n − α2tk(xk,n)∥2 ≥ c and ∥axk,n − xk,na∥2 ≤ ε/3 for all a ∈ F .
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Put ξi = αtk(xk,n) −EpMp(αtk(xk,n)) ∈ L2(pM̃p)⊖ L2(pMp). By Proposition 2.9, we have
∥ξi∥2 ≥ 1√
2
∥xk,n −α2tk(xk,n)∥2 ≥ c√2 .
For all x ∈ pMp, we have
∥xξi∥2 = ∥(1 −EpMp)(xαtk(xk,n))∥2 ≤ ∥xαtk(xk,n)∥2 ≤ ∥x∥2 .
By Popa’s spectral gap argument [Pop06b], for all a ∈ F , we have
∥aξi − ξia∥2 = ∥(1 −EpMp)(aαtk(xk,n) − αtk(xk,n)a)∥2 ≤ ∥aαtk(xk,n) − αtk(xk,n)a∥2
≤ 2∥a −αtk(a)∥2 + ∥axk,n − xk,na∥2 ≤ ε.
Hence ξi ∈ L2(pM̃p)⊖L2(pMp) is a net of vectors satisfying lim supi ∥xξi∥2 ≤ ∥x∥2 for all x ∈ pMp,
lim infi ∥ξi∥2 ≥ c√
2
and limi ∥aξi−ξia∥2 = 0 for all a ∈ Q. Since the pMp-pMp-bimodule L2(pM̃p)⊖
L2(pMp) is weakly contained in the coarse pMp-pMp-bimodule L2(pMp)⊗L2(pMp) (see [HR10,
Lemma 5.1]), it follows that Q has an amenable direct summand by Connes’ characterisation of
amenability [Con76]. This is a contradiction and hence (αωt ) does converge uniformly in ∥ ⋅ ∥2 on
Ball(Q′ ∩ pMωp).
We now proceed by contradiction and assume that Q′∩pMωp ⪯̸Mω Lϕ(R)ωq for every nonzero finite
trace projection q ∈ Lϕ(R). By Lemma 2.8, there exists a net (Uk)k of unitaries in U(Q′ ∩ pMωp)
such that limk ∥ELϕ(R)ω(X∗UkY )∥2 = 0 for all X,Y ∈ pMω.
Step 2: Uniform convergence in ∥ ⋅ ∥2 of (αt) on Ball(Q). Take ε > 0. Since (αωt ) converges
uniformly in ∥ ⋅ ∥2 on Ball(Q′ ∩ pMωp), there is some t0 > 0 such that for all t ∈ [0, t0], we have
∥αωt (X)−X∥2 < ε2/4 for all X ∈ Ball(Q′∩pMωp). We show that for all t ∈ [0, t0] and all x ∈ Ball(Q),
we have ∥αt(x) − x∥2 < ε.
Take t ∈ [0, t0] and x ∈ Ball(Q). Let (yi)i be a ∥ ⋅ ∥2-dense sequence in Ball(pM). There is an
increasing sequence (kn)n such that for every n ≥ 1, the unitary Ukn ∈ U(Q′ ∩ pMωp) satisfies
∥ELϕ(R)ω(y∗i Uknyj)∥2 < 1/n for all i, j ∈ {1, . . . , n}. Write Ukn = (uknm )ω with uknm ∈ Ball(pMp) for
all m ∈ N. There exists an increasing sequence (mn)n in N such that for every n ≥ 1, the element
vn = uknmn ∈ Ball(pMp) satisfies
• ∥vnxv∗n − x∥2 ≤ 1/n,
• ∥ELϕ(R)(y∗i vnyj)∥2 ≤ 1/n for all i, j ∈ {1, . . . , n}, and
• ∥αt(vn) − vn∥2 ≤ ε2/4.
Since (yi)i is ∥ ⋅ ∥2-dense in Ball(pM), the second condition implies that ∥ELϕ(R)(a∗vnb)∥2 → 0 for
all a, b ∈ pM. Writing now δt(x) = αt(x) −EpMp(αt(x)) ∈ pM̃p⊖ pMp, we obtain
∥δt(x)∥22 = ⟨δt(x), δt(x)⟩
≤ ∣⟨δt(vnxv∗n), δt(x)⟩∣ + ∥vnxv∗n − x∥2
≤ ∣⟨vnδt(x)v∗n, δt(x)⟩∣ + ∥vnxv∗n − x∥2 + 2∥vn −αt(vn)∥2
≤ ∣⟨vnδt(x)v∗n, δt(x)⟩∣ + 1/n + ε2/2 .
18
Observe moreover that by Cauchy-Schwarz inequality, we have
∣⟨vnδt(x)v∗n, δt(x)⟩∣ = ∣Tr(δt(x)∗vnδt(x)v∗n)∣
= ∣Tr(EpMp(δt(x)∗vnδt(x))v∗n)∣
≤ ∥EpMp(δt(x)∗vnδt(x))∥2.
Since δt(x) ∈ p(M̃⊖M) and since limn ∥ELϕ(R)(a∗vnb)∥2 = 0 for all a, b ∈ pM, by [BHR14, Theorem
2.5, Claim], it follows that limn ∥EpMp(δt(x)∗vnδt(x))∥2 = 0 and hence limn ∣⟨vnδt(x)v∗n, δt(x)⟩∣ = 0.
Hence, the transversality property of Proposition 2.9 now yields ∥x − α2t(x)∥2 ≤
√
2 ∥δt(x)∥2 ≤ ε.
Thus, (αt) converges uniformly in ∥ ⋅ ∥2 on Ball(Q).
Step 3: Deducing a contradiction. Since (αt) converges uniformly in ∥ ⋅ ∥2 on Ball(Q),
[HR10, Theorem 4.3] implies that there exists a nonzero finite trace projection r ∈ Lϕ(R) such that
Q ⪯M Lϕ(R)r. Since Lϕ(R)r is amenable, it follows that Q has an amenable direct summand, con-
tradicting our assumption that it does not. It follows that the assumption Q′∩pMωp ⪯̸Mω Lϕ(R)ωq
for every nonzero finite trace projection q ∈ Lϕ(R) of the previous step is wrong. This finishes the
proof of the theorem.
Before we can proceed to the proof of Theorem B, we need a few basic results regarding mixing
inclusions in semifinite amalgamated free products. Recall that an inclusion of tracial von Neumann
algebras B ⊂ (M,τ) is mixing if for every uniformly bounded net (wk)k of elements in B that goes
to 0 weakly, we have
lim
k
∥EB(xwky)∥2 = 0, ∀x, y ∈M ⊖B .
Let now (M,Tr) be any semifinite von Neumann algebra endowed with a semifinite faithful normal
trace. Let B ⊂ M be any von Neumann subalgebra such that Tr ∣B is semifinite. Denote by
EB ∶M→ B the unique trace preserving faithful normal conditional expectation.
Definition 3.5. Keep the same notation. We will say that the inclusion B ⊂M is mixing if for
every nonzero finite trace projection q ∈ B and for every uniformly bounded net (wk)k in qBq that
goes to 0 weakly, we have
lim
k
∥EB(x∗wky)∥2 = 0, ∀x, y ∈ q(M⊖B) .
We prove a useful characterisation of mixing inclusions of semifinite von Neumann algebras.
Lemma 3.6. Keep the same notation. The following conditions are equivalent.
(i) The inclusion B ⊂M is mixing.
(ii) For every nonzero finite trace projection q ∈ B, the inclusion of tracial von Neumann algebras
qBq ⊂ qMq is mixing.
(iii) There exists an increasing sequence of nonzero finite trace projections qn ∈ B such that the
inclusion of tracial von Neumann algebras qnBqn ⊂ qnMqn is mixing for all n ∈ N.
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Proof. (i) ⇒ (ii) ⇒ (iii) are obvious. For (iii) ⇒ (i), let q ∈ B be a nonzero finite trace projection,
(wk)k a net of elements in Ball(qBq) that goes to 0 weakly and x, y ∈ Ball(M) ∩ q(M⊖B).
Take ε > 0. Since Tr(q) <∞ and qn → 1 strongly, there exists n ∈ N such that
(3.1) ∥q − qnq∥2 + ∥q − qqn∥2 + ∥x∗q − qnx∗q∥2 + ∥qy − qyqn∥2 ≤ ε4 .
This implies in particular that for all k, we have
(3.2) ∥wk − qnwkqn∥2 ≤ ∥wk − qnwk∥2 + ∥qn(wk −wkqn)∥2 ≤ ε4 .
Since the inclusion of tracial von Neumann algebras qnBqn ⊂ qnMqn is mixing, since
qnqyqn, qnx
∗qqn ∈ qnMqn ⊖ qnBqn and since qnwkqn → 0 weakly as k → ∞, there exists k0 such
that for all k ≥ k0, we have
(3.3) ∥EB(qnx∗qqn qnwkqn qnqyqn)∥2 = Tr(qn)1/2 ∥EqnBqn(qnx∗qqn qnwkqn qnqyqn)∥2,τqnMqn ≤
ε
2
.
Combining (3.1), (3.2) and (3.3), we obtain
∥EB(x∗wky)∥2 ≤ ∥EB(qnx∗q wk qyqn)∥2 + ε4
≤ ∥EB(qnx∗q qnwkqn qyqn)∥2 + ε2
≤ ε.
An interesting class of mixing inclusions of semifinite von Neumann algebras arises from modular
automorphism groups.
Proposition 3.7. Let (M,ϕ) be any von Neumann algebra together with a faithful normal state
such that the modular automorphism group (σϕt ) is mixing, that is, for all x, y ∈ M , we have
lim∣t∣→∞ϕ(σϕt (x)y) = ϕ(x)ϕ(y). Denote by cϕ(M) the continuous core associated with ϕ. Then the
inclusion Lϕ(R) ⊂ cϕ(M) is mixing.
Proof. By Fourier transform, identify Lϕ(R) with L∞(R). The proof of [Hou08, Theorem 3.7]
shows that the inclusion of tracial von Neumann algebras Lϕ(R)q ⊂ qcϕ(M)q is mixing for all
nonzero projections q corresponding to the bounded intervals of the form [−T,T ] with T > 0. Then
Lemma 3.6 shows that the inclusion Lϕ(R) ⊂ cϕ(M) is mixing.
For all i ∈ {1,2}, let B ⊂ Mi be an inclusion of von Neumann algebras with faithful normal
conditional expectation Ei ∶Mi → B. Assume that B is semifinite with faithful normal semifinite
tracial weight Tr. Assume moreover that Tr ○Ei is still a semifinite trace on Mi. Consider the
amalgamated free product von Neumann algebra (M,E) = (M1,E1)∗B (M2,E2) and observe that
Tr ○E is still a faithful normal semifinite trace on M (see [BHR14, Section 2.2]). We say in that
case that M =M1 ∗BM2 is a semifinite amalgamated free product von Neumann algebra.
We prove the analogue of [Hou12a, Proposition 4.7] in the setting of semifinite amalgamated free
product von Neumann algebras.
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Proposition 3.8. Let M = M1 ∗B M2 be a semifinite amalgamated free product von Neumann
algebra. Assume that the inclusion B ⊂M2 is mixing. Then the inclusion M1 ⊂M is mixing.
Proof. Denote by EM1 ∶ M → M1 the unique trace preserving faithful normal conditional ex-
pectation. To prove that the inclusion M1 ⊂ M is mixing, using Kaplansky’s density theo-
rem and Lemma 3.6, it suffices to show that for all nonzero finite trace projections q ∈ B, all
nets (wk)k of elements in Ball(qM1q) that go to 0 weakly and all elements x, y ∈ q(M ⊖M1)
of the form x = qx1⋯x2m+1 and y = qy1⋯y2n+1 with m,n ≥ 1, x1, x2m+1, y1, y2n+1 ∈ Ball(M1),
x2, . . . , x2m, y2, . . . , y2n ∈ Ball(M2)∩(M2⊖B) and x3, . . . , x2m−1, y3, . . . , y2n−1 ∈ Ball(M1)∩(M1⊖B),
we have
lim
k
∥EM1(x∗wky)∥2 = 0 .
Using the property of freeness with amalgamation over B, we have
EM1(x∗wky) = EM1(x∗2m+1⋯x∗2 x∗1qwkqy1 y2⋯y2n+1)
= EM1(x∗2m+1⋯x∗2 EB(x∗1wky1)y2⋯y2n+1)
= EM1(x∗2m+1⋯x∗3 EB(x∗2 EB(x∗1wky1)y2)y3⋯y2n+1) .
Take ε > 0. Since Tr(q) < +∞, we may choose a large enough finite trace projection p ∈ B such that
∥qy1 − qy1p∥2 + ∥x∗1q − px∗1q∥2 ≤ ε .
We infer that ∥EB(x∗1wky1) −EB(px∗1q wk qy1p)∥2 ≤ ε for all k and hence
lim sup
k
∥EM1(x∗wky) −EM1(x∗2m+1⋯x∗3 EB(x∗2 EB(px∗1q wk qy1p)y2)y3⋯y2n+1)∥2 ≤ ε .
Since the inclusion B ⊂M2 is mixing, since (EB(px∗1q wk qy1p))k is a net in Ball(pBp) that goes to 0
weakly and since px2, py2 ∈ p(M2 ⊖ B), it follows that limk ∥EB(x∗2pEB(px∗1q wk qy1p)py2)∥2 = 0
and hence
lim
k
∥EM1(x∗2m+1⋯x∗3 EB(x∗2 EB(px∗1q wk qy1p)y2)y3⋯y2n+1)∥2 = 0 .
This implies that lim supk ∥EM1(x∗wky)∥2 ≤ ε. Since ε > 0 is arbitrary, we deduce that
limk ∥EM1(x∗wky)∥2 = 0.
Proof of Theorem B. By Proposition 3.2, it suffices to prove that finite corners of continuous cores
of free Araki-Woods factors are ω-solid.
Let U ∶ R → O(HR) be any orthogonal representation on a separable real Hilbert space that is the
direct sum of a mixing representation and a representation of dimension less than or equal to 1.
Denote by (M,ϕ) = (Γ(HR ,Ut)′′, ϕU ) the associated free Araki-Woods factor together with its free
quasi-free state and M = cϕ(M) its continuous core with respect to the free quasi-free state ϕ.
Observe that M is a type III1 factor and hence M is a type II∞ factor. Let p ∈ Lϕ(R) be any
nonzero finite trace projection and Q ⊂ pMp any von Neumann subalgebra such that Q′ ∩ (pMp)ω
is diffuse.
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Assume by contradiction that Q is not amenable. Let z ∈ Z(Q) be a nonzero central projection
such that Qz has no amenable direct summand. Since pMp is a II1 factor and since Lϕ(R)p is
diffuse, there exists u ∈ U(pMp) and q ∈ Lϕ(R)p such that uzu∗ = q. So up to conjugating by a
unitary and taking a smaller projection in Lϕ(R)p, we may assume without loss of generality that
Q ⊂ pMp has no amenable direct summand and that Q′ ∩ (pMp)ω is diffuse.
By Theorem 3.4, we know that there exists a nonzero finite trace projection q ∈ Lϕ(R) such that
Q′ ∩ (pMp)ω ⪯Mω (Lϕ(R)q)ω. Up to replacing q by p ∨ q ∈ Lϕ(R), we may assume that p ≤ q.
If (Ut) is mixing, then [Hou08, Proposition 2.4] and Proposition 3.7 show that the inclusion Lϕ(R) ⊂
M is mixing. Applying [Ioa12, Lemma 9.5], we obtain that Q ⪯qMq Lϕ(R)q.
If (Ut) is the direct sum of a mixing orthogonal representation with an orthogonal representation
of dimension one, then M = N ∗ L(Z), where N is the Araki-Woods factor associated with the
mixing part of (Ut). Writing N = cϕ∣N (N), we obtain M ≅ N ∗Lϕ(R) (L(Z) ⊗ Lϕ(R)). Hence
Proposition 3.8 shows that the inclusion L(Z) ⊗ Lϕ(R) ⊂ M is mixing. Moreover, we know that
Q′ ∩ (pMp)ω ⪯(qMq)ω (Lϕ(R)q)ω and hence Q′ ∩ (pMp)ω ⪯(qMq)ω ((L(Z) ⊗ Lϕ(R))q)ω . Applying
[Ioa12, Lemma 9.5], we obtain that Q ⪯qMq (L(Z)⊗ Lϕ(R))q.
However, in both cases, this contradicts the fact that Q has no amenable direct summand.
3.4 Computation of Connes’s τ-invariant for ω-solid factors
Let M be any von Neumann algebra with separable predual. We endow Aut(M) with the topology
of pointwise convergence in M∗, that is,
αn → id in Aut(M) as n→∞ if and only if lim
n→∞
∥ϕ ○αn − ϕ∥ = 0 for all ϕ ∈M∗ .
Endowed with this topology, Aut(M) becomes a Polish group.
Recall from [Con74] that when M is a factor, we have that M is full if and only if the subgroup
Inn(M) of inner automorphisms is closed in Aut(M). Equivalently, we have Mω = C1 for some (or
any) ω ∈ β(N) ∖ N. In that case, the quotient group Out(M) = Aut(M)/Inn(M) endowed with
the quotient topology is a Polish group. We will denote by π ∶ Aut(M)→ Out(M) the quotient
homomorphism.
By Connes’s Radon-Nikodym cocycle theorem [Con73, Théorème 1.2.1] (see also [Tak03, Theorem
VIII.3.3]), the homomorphism δ ∶ R → Out(M) ∶ t ↦ π(σϕt ) is well-defined and does not depend on
the choice of a particular state on M .
Definition 3.9 ([Con74]). Let M be a full factor of type III1 with separable predual. We define
τ(M) to be the weakest topology that makes the map δ ∶ R → Out(M) continuous.
It is typically difficult to calculate Connes’s τ -invariant for arbitrary type III1 factors. In the
case of the free Araki-Woods factors M = Γ(HR ,Ut)′′, using a 14ε-type argument, it is proven in
[Shl97, Vae06] that τ(M) is the weakest topology that makes the map R →O(HR) ∶ t↦ Ut strongly
continuous.
In the next proposition, we show that Connes’s τ -invariant is computable for a fairly large class
of ω-solid type III1 factors. Our proof no longer relies on a 14ε-type argument and works in great
generality.
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Proposition 3.10. Let M be any ω-solid factor of type III1 with separable predual and ϕ ∈M∗ any
faithful normal state whose centralizer is a non-amenable II1 factor. Then M is a full factor and
τ(M) is the weakest topology on R that makes the map R→ Aut(M) ∶ t↦ σϕt continuous.
Proof. LetM be any ω-solid factor of type III1 with separable predual and ϕ ∈M∗ a faithful normal
state whose centralizer is a non-amenable II1 factor. Since M is a non-amenable ω-solid factor,
M ′ ∩Mω is discrete by Proposition 3.3 and hence M ′ ∩Mω = C1 by Corollary 2.6. This implies
that M is a full factor. We next have to show that if (tn)n is a sequence in R that converges to 0
with respect to τ(M), then σϕtn → id in Aut(M).
By Theorem A and Proposition 3.3, the relative commutant (Mϕ)′ ∩Mω is discrete. Applying
Theorem 2.3, we have that (Mϕ)′ ∩Mω = (Mϕ)′ ∩M . Since ((Mϕ)′ ∩M)ϕ = (Mϕ)′ ∩Mϕ = C1,
[AH12, Lemma 5.3] implies that (Mϕ)′ ∩M = C1 or (Mϕ)′ ∩M is a factor of type III1. Since
(Mϕ)′ ∩Mω = (Mϕ)′ ∩M is discrete, we obtain that (Mϕ)′ ∩Mω = C1. Observe that this implies
that (Mϕ)′ ∩Mω = C1 for all non-principal ultrafilter ω ∈ β(N) ∖N.
Now take a sequence (tn)n in R that converges to 0 with respect to τ(M). Then there is a
sequence of unitaries (un)n in M such that (Adun) ○ σϕtn → id in Aut(M). Fix ω ∈ β(N) ∖ N a
non-principal ultrafilter. As in the proof of [Ued11, Proposition 3.1], we have that (un)n ∈Mω(M)
and (un)ω ∈ (Mϕ)′ ∩Mω. Indeed, for all n ∈ N, we have
∥u∗nϕ −ϕu∗n∥ = ∥ϕ ○ (Adun) − ϕ∥ = ∥ϕ ○ (Adun) ○ σϕtn − ϕ ○ σ
ϕ
tn
∥ = ∥ϕ ○ (Adun) ○ σϕtn − ϕ∥.
Since limn→∞ ∥ϕ ○ (Adun) ○ σϕtn − ϕ∥ = 0, we have limn→ω ∥ϕ ○ (Adun) ○ σ
ϕ
tn
− ϕ∥ = 0 and hence
limn→ω ∥u∗nϕ − ϕu∗n∥ = 0. Therefore (un)n ∈ Mω(M) and (un)ω ∈ (Mω)ϕ
ω
by Proposition 2.2.
We moreover have (Adun) ○ σϕtn(x) → x strongly as n → ∞ for all x ∈ Mϕ. This implies that
limn→ω ∥unxu∗n − x∥ϕ = 0 for all x ∈ Mϕ. Since (un)n ∈ Mω(M) and (un)ω ∈ (Mω)ϕ
ω
, we finally
obtain (un)ω ∈ (Mϕ)′ ∩Mω.
Since (Mϕ)′ ∩Mω = C1, we have limn→ω ∥un −ϕ(un)1∥ϕ = ∥(un)ω −ϕω((un)ω)∥ϕω = 0. Since this is
true for every ω ∈ β(N) ∖N, we obtain limn→∞ ∥un −ϕ(un)1∥ϕ = 0.
Proceeding now exactly as in the proof of [Con74, Theorem 5.2], we conclude that σϕtn → id in
Aut(M).
4 Proof of Theorem C
We first recall a basic fact on ε-orthogonality.
Definition 4.1. LetH be a complex Hilbert space and ε ≥ 0. Two (not necessarily closed) subspaces
K,L ⊂H are called ε-orthogonal if ∣⟨ξ, η⟩∣ ≤ ε∥ξ∥∥η∥ for all ξ ∈K and all η ∈ L. In that case, we will
denote K ⊥ε L.
Proposition 4.2 ([Hou12a, Proposition 2.3]). There is a continuous function δ ∶ [0,1/2) → R≥0
satisfying δ(0) = 0 and the following property. If k ≥ 1 and 0 ≤ ε < 1/2 are such that δ○(k−1)(ε) < 1/2,
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then for all projections pi ∈ B(H), i ∈ {1, . . . ,2k}, satisfying piH ⊥ε pjH for all i, j ∈ {1, . . . ,2k},
i ≠ j, we have
2k
∑
i=1
∥piξ∥2 ≤
k−1
∏
j=0
(1 + δ○j(ε))2∥Pξ∥2 ,
where P = ⋁2
k
i=1 pi is the projection onto the closed linear span span⋃
2k
i=1 piH.
The main result of this section is the following asymptotic orthogonality result in the framework of
ultraproducts of free Araki-Woods factors and is inspired by [Pop83, Lemma 2.1].
Theorem 4.3. Let U ∶ R→ O(HR) be any weakly mixing orthogonal representation on a separable
real Hilbert space and (M,ϕ) = (Γ(HR ,Ut)′′, ϕU ) the associated free Araki-Woods factor. Then for
all x, y ∈ (Mω)ϕω ⊖C1 and all a, b ∈M ⊖C1, we have ϕω(b∗y∗ax) = 0.
Proof. Let H =HR ⊕ iHR and denote by H = F(H) the full Fock space. We view KR + iKR ⊂H as
a dense subspace of H. Put κt = id⊕⊕n≥1U⊗nt ∈ U(H). For every x ∈M , we have
σ
ϕ
t (x)Ω = κt(xΩ) .
Since the linear span of 1 and of all the reduced wordsW (ξ1⊗⋯⊗ξm) with m ≥ 1 and ξj ∈KR + iKR
is a unital σ-strongly dense ∗-subalgebra ofM , it suffices to prove the result when a =W (ξ1⊗⋯⊗ξk)
and b = W (η1 ⊗ ⋯ ⊗ ηℓ) are reduced words with ξ1, . . . , ξk, η1, . . . , ηℓ ∈ KR + iKR . Approximating
ηj ∈KR + iKR by 1[λ−1,λ](A)(ηj) ∈KR + iKR for all 1 ≤ j ≤ ℓ and for λ > 1 sufficiently large, we may
further assume that ηj = 1[λ−1,λ](A)(ηj) for all 1 ≤ j ≤ ℓ. It follows that the map R → KR + iKR ∶
t ↦ Utηj can be extended to an entire analytic function which takes values in KR + iKR for all
1 ≤ j ≤ ℓ. This implies that the map R → M ∶ t ↦ W (Utηℓ ⊗ ⋯ ⊗ Utη1) can be extended to an
M -valued entire analytic function. Since σϕt (W (ηℓ ⊗⋯⊗ η1)) = W (Utηℓ ⊗⋯⊗ Utη1) for all t ∈ R,
we obtain that W (ηℓ ⊗⋯⊗ η1) is analytic for the modular automorphism group (σϕt ) and we have
σ
ϕ
z (W (ηℓ ⊗⋯⊗ η1)) =W (Aizηℓ ⊗⋯⊗Aizη1) for all z ∈ C.
From now on and for the rest of the proof, define L = span(ξk, ξk, η1, η1) ⊂ KR + iKR . We will use
the following notation:
• X1 ⊂H is the closed subspace generated by the linear span of all the reduced words e1⊗⋯⊗en
with n ≥ 1 and such that e1 ∈ L.
• X2 ⊂H is the closed subspace generated by the linear span of all the reduced words e1⊗⋯⊗en
with n ≥ 1 and such that en ∈ L.
• Y ⊂ H is the closed subspace generated by the linear span of all the reduced words e1⊗⋯⊗en
with n ≥ 1 and such that e1, en ∈ (KR + iKR) ∩L⊥.
Observe that we have
CΩ⊕ (X1 +X2)
∥⋅∥ϕ
⊕ Y = H .
Claim 1. Let ε ≥ 0 and t ∈ R be such that Ut(L) ⊥ε/dim(L) L. Then for all i ∈ {1,2}, we have
κt(Xi) ⊥ε Xi .
24
Choose an orthonormal basis (ζ1, . . . , ζdim(L)) of L. We first prove the claim for X1. We will identify
X1 with L⊗H using the following unitary defined by
V1 ∶ H ⊗H ∋ ζ ⊗ (e1 ⊗⋯⊗ en)↦ ζ ⊗ e1 ⊗⋯⊗ en ∈H ,
for all n ≥ 1 and all ζ, e1, . . . , en ∈ H. Observe that κtV1 = V1(Ut ⊗ κt) for all t ∈ R. Let ξ, η ∈ X1
be such that ξ = ∑dim(L)i=1 ζi ⊗ µi and η = ∑
dim(L)
j=1 ζj ⊗ νj with µi, νj ∈ H. Further observe that
∥ξ∥2 = ∑dim(L)i=1 ∥µi∥2 and ∥η∥2 = ∑dim(L)j=1 ∥νj∥2. We have κtξ = ∑dim(L)i=1 Utζi ⊗ κtµi and hence
∣⟨κtξ, η⟩∣ ≤
dim(L)
∑
i,j=1
∣⟨Utζi, ζj⟩∣∥µi∥∥νj∥ .
Since ∣⟨Utζi, ζj⟩∣ ≤ ε/dim(L), we obtain ∣⟨κtξ, η⟩∣ ≤ ε∥ξ∥∥η∥ by the Cauchy-Schwarz inequality.
Next, we prove the claim for X2. We identify X2 with H⊗L using the unitary defined by
V2 ∶H⊗H ∋ (e1 ⊗⋯⊗ en)⊗ ζ ↦ e1 ⊗⋯⊗ en ⊗ ζ ∈H ,
for all n ≥ 1 and all ζ, e1, . . . , en ∈ H. Observe that κtV2 = V2(κt ⊗ Ut) for all t ∈ R. Let ξ, η ∈ X2
be such that ξ = ∑dim(L)i=1 µi ⊗ ζi and η = ∑
dim(L)
j=1 νj ⊗ ζj with µi, νj ∈ H. Further observe that
∥ξ∥2 = ∑dim(L)i=1 ∥µi∥2 and ∥η∥2 = ∑dim(L)j=1 ∥νj∥2. We have κtξ = ∑dim(L)i=1 κtµi ⊗Utζi and hence
∣⟨κtξ, η⟩∣ ≤
dim(L)
∑
i,j=1
∣⟨Utζi, ζj⟩∣∥µi∥∥νj∥ .
Since ∣⟨Utζi, ζj⟩∣ ≤ ε/dim(L), we obtain ∣⟨κtξ, η⟩∣ ≤ ε∥ξ∥∥η∥ by the Cauchy-Schwarz inequality. This
finishes the proof of the claim.
Claim 2. For every x = (xn)ω ∈ (Mω)ϕω , we have
lim
n→ω
∥PX1(xnΩ)∥ϕ = 0 and lim
n→ω
∥PX2(xnΩ)∥ϕ = 0 .
Let x ∈ (Mω)ϕω . We may assume that x ∈ Ball((Mω)ϕω) and then choose a sequence (xn)n ∈
Mω(M) such that xn ∈ Ball(M) for all n ∈ N and x = (xn)ω. For all i ∈ {1,2}, all t ∈ R and all
n ∈ N, we have
∥PXi(xnΩ)∥2ϕ = ∥κtPXi(xnΩ)∥2ϕ
≤ 2∥κtPXi(xnΩ) − Pκt(Xi)(xnΩ)∥2ϕ + 2∥Pκt(Xi)(xnΩ)∥2ϕ
= 2∥Pκt(Xi)(κt(xnΩ) − xnΩ)∥2ϕ + 2∥Pκt(Xi)(xnΩ)∥2ϕ
≤ 2∥σϕt (xn) − xn∥2ϕ + 2∥Pκt(Xi)(xnΩ)∥2ϕ.
Furthermore, [AH12, Theorem 4.1] says that for all t ∈ R
(xn)ω = x = σϕ
ω
t (x) = (σϕt (xn))ω
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holds. This implies that limn→ω ∥xn − σϕt (xn)∥#ϕ = 0 for all t ∈ R.
Fix p ≥ 1. Choose ε > 0 very small according to Proposition 4.2 so that ∏p−1j=0(1+ δ○j(ε))2 ≤ 2. Since
U ∶ R → O(HR) is weakly mixing and since L is finite dimensional, with ε′ = ε/dim(L), we can
choose inductively t1, . . . , t2p ∈ R such that
Utj(L) ⊥ε′ Uti(L),∀1 ≤ i < j ≤ 2p .
Using Claim 1, this implies that
κtj (X1) ⊥ε κti(X1) and κtj (X2) ⊥ε κti(X2),∀1 ≤ i < j ≤ 2p .
Thus, using the above inequalities and Proposition 4.2, we obtain
lim
n→ω
2p∥PXi(xnΩ)∥2ϕ = lim
n→ω
2p
∑
j=1
∥κtjPXi(xnΩ)∥2ϕ
≤ lim
n→ω
2p
∑
j=1
2∥σϕtj (xn) − xn∥2ϕ + limn→ω
2p
∑
j=1
2∥Pκtj (Xi)(xnΩ)∥
2
ϕ
≤ lim
n→ω
4∥xn∥2ϕ .
We conclude that limn→ω ∥PXi(xnΩ)∥2ϕ ≤ 22−p for all p ≥ 1. Thus, we have limn→ω ∥PXi(xnΩ)∥ϕ = 0.
This finishes the proof of the claim.
Claim 3. The subspaces W (ξ1⊗⋯⊗ ξk)Y and Jϕσϕ
−i/2
(W (ηℓ ⊗⋯⊗ η1))Jϕ Y are orthogonal in H.
Let m,n ≥ 1 and e1, . . . , em, f1 . . . , fn ∈ KR + iKR . Assume moreover that e1, em, f1, fn ∈ L
⊥ so that
e1 ⊗⋯⊗ em ∈ Y and f1 ⊗⋯⊗ fn ∈ Y. Then by Proposition 2.1 (ii) and since ξk, η1 ∈ L, we have
W (ξ1 ⊗⋯⊗ ξk) (e1 ⊗⋯⊗ em) =W (ξ1 ⊗⋯⊗ ξk)W (e1 ⊗⋯⊗ em)Ω
=W (ξ1 ⊗⋯⊗ ξk ⊗ e1 ⊗⋯⊗ em)Ω
= ξ1 ⊗⋯⊗ ξk ⊗ e1 ⊗⋯⊗ em ,
Jϕσ
ϕ
−i/2
(W (ηℓ ⊗⋯⊗ η1))Jϕ (f1 ⊗⋯⊗ fn) =W (f1 ⊗⋯⊗ fn)W (η1 ⊗⋯⊗ ηℓ)Ω
=W (f1 ⊗⋯⊗ fn ⊗ η1 ⊗⋯⊗ ηℓ)Ω
= f1 ⊗⋯⊗ fn ⊗ η1 ⊗⋯⊗ ηℓ.
Since ⟨ξ1, f1⟩ = 0, we see that the vectors
W (ξ1 ⊗⋯⊗ ξk) (e1 ⊗⋯⊗ em) and Jϕσϕ−i/2(W (ηℓ ⊗⋯⊗ η1))Jϕ (f1 ⊗⋯⊗ fn)
are orthogonal in H. Finally, using the density of the linear span of the words e1 ⊗ ⋯ ⊗ em and
f1 ⊗⋯⊗ fn in Y finishes the proof of the claim.
We are now ready to finish the proof of Theorem 4.3. Let x, y ∈ (Mω)ϕω ⊖C1. Using Claim 2 and
the fact that limn→ω ∥PCΩ(xnΩ)∥ϕ = 0, we have
Λϕω(ax) = (W (ξ1 ⊗⋯⊗ ξk)xnΩ)ω
= (W (ξ1 ⊗⋯⊗ ξk)PY(xnΩ))ω ,
Λϕω(yb) = (Jϕσϕ
−i/2
(W (ηℓ ⊗⋯⊗ η1))Jϕ ynΩ)ω
= (Jϕσϕ
−i/2
(W (ηℓ ⊗⋯⊗ η1))Jϕ PY(ynΩ))ω .
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By Claim 3, we know that
W (ξ1 ⊗⋯⊗ ξk)PY(xnΩ) ⊥ Jϕσϕ−i/2(W (ηℓ ⊗⋯⊗ η1))Jϕ PY(ynΩ) ,
for all n ∈ N. Hence Λϕω(ax) ⊥ Λϕω(yb) in Hω, which implies that ϕω(b∗y∗ax) = 0.
Theorem 4.4. Let U ∶ R→ O(HR) be any weakly mixing orthogonal representation on a separable
real Hilbert space and (M,ϕ) = (Γ(HR ,Ut)′′, ϕU ) the associated free Araki-Woods factor. Let Q ⊂M
be any von Neumann subalgebra such that Q′ ∩ (Mω)ϕω ≠ C1. Then Q = C1.
Proof. Assume that Q′ ∩ (Mω)ϕω ≠ C1. Choose a projection e ∈ Q′ ∩ (Mω)ϕω such that e ∉ {0,1}.
Then choose a sequence of projections (en)n ∈ Mω(M) such that e = (en)ω and limn→ω ∥σϕt (en) −
en∥#ϕ = 0 for all t ∈ R. Put a = σ-weak limn→ω en ∈ Q′ ∩Mϕ. Since Mϕ = C1, we obtain a = ϕ(a)1.
Since e ∉ {0,1}, we have ϕ(a) ∉ {0,1}.
Let y ∈ Q⊖C1. By Theorem 4.3, we have
∥(e − ϕ(a)1)y∥2ϕω = ϕω(y∗(e −ϕ(a)1)∗(e −ϕ(a)1)y) = ϕω(y∗(e − ϕ(a)1)∗y(e −ϕ(a)1)) = 0
Moreover,
∥(e−ϕ(a)1)y∥2ϕω = lim
n→ω
∥(en−ϕ(a)1)y∥2ϕ = lim
n→ω
⟨(en−2ϕ(a)en+ϕ(a)21)yΩ, yΩ⟩ϕ = (ϕ(a)−ϕ(a)2)∥y∥2ϕ .
Since ϕ(a) ∉ {0,1}, it follows that y = 0 and hence Q = C1.
Proof of Theorem C. Let Q ⊂M be any von Neumann subalgebra that is globally invariant under
the modular automorphism group (σϕt ). There is a unique ϕ-preserving faithful normal conditional
expectation EQ ∶M → Q. Assume that Q′ ∩Mω ≠ C1. Then we have Q′ ∩ (Mω)ϕω ≠ C1 by Lemma
2.5. Therefore, we obtain Q = C1 by Theorem 4.4.
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