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INTRODUCTION GÉNÉRALE
Grâce au développement très rapide du domaine de la micro-électronique, ces dernières
années ont été marquées par un grand progrès des techniques des réseaux de capteurs
sans fil. Ces petits dispositifs compacts, appelés aussi des nœuds intelligents, peuvent
être programmés et déployés dans une zone d’intérêt pour mesurer des grandeurs phy-
siques. Ils sont équipés des technologies de communication sans fil qui leur permettent
de communiquer entre eux pour former automatiquement des réseaux et envoyer des
données collectées.
Le nœud intelligent, qui fait partie du domaine de l’électronique, est en effet un nouveau
venu du monde informatique. La nécessité d’une couche logicielle a fait intervenir des
informaticiens qui essaient de mettre en œuvre tous les moyens possibles pour perfec-
tionner son fonctionnement et diversifier ses fonctionnalités.
Aujourd’hui, suite à l’essor des systèmes embarqués et l’arrivée de l’Internet des objets,
ce genre de dispositifs sont de plus en plus présents partout dans notre vie quotidienne.
Cependant, le déploiement et l’interconnexion massifs des nœuds ont aussi relevés de
grands défis technologiques qui ont intéressé de nombreux chercheurs. Ainsi, de nou-
velles thématiques de recherche ont été créées par la communauté scientifique pour
répondre aux exigences de plusieurs domaines d’application, comme la surveillance des
catastrophes naturelles, la protection de l’environnement et le suivi des traitements des
patients [2, 112].
Comme les réseaux traditionnels, les réseaux de capteurs subissent aussi de nom-
breuses attaques, qui consistent à espionner et perturber les communications entre les
nœuds. Depuis des siècles, la sécurité d’informations est toujours un des sujets les plus
discutés, et l’évolution de la société humaine a aussi renforcé son importance, notamment
dans les domaines militaires et industriels. C’est aussi la raison pour laquelle d’impor-
tants moyens financiers sont mis en place par les états ou les grandes entreprises pour
s’assurer de la confidentialité de leurs informations ou pour contourner ces sécurités et
récupérer des informations cruciales.
Dans le monde informatique, l’augmentation impressionnante de la puissance de cal-
cul des processeurs permet de déchiffrer un message dans un temps de plus en plus
court. De ce fait, afin d’augmenter la sécurité d’un système, la solution la plus adaptée
est d’augmenter la taille des clés de chiffrement pour augmenter le temps nécessaire à
déchiffrer un message [65].
Dans les réseaux numériques, la cryptographie est toujours considérée comme une des
solutions dominantes pour assurer la confidentialité des informations. La nature de cette
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solution permet de rendre un message illisible en utilisant un ensemble de méthodes ma-
thématiques, qui sont conçues pour réaliser une telle transformation en leur fournissant
une clé de chiffrement. Hormis le chiffrement, elle utilise des méthodes complémentaires,
qui nous offrent une protection plus sûre en assurant l’authenticité et l’intégrité.
L’utilisation de la cryptographie implique souvent des calculs compliqués et intensifs, qui
ne posent pas de problèmes sérieux pour les systèmes sans contrainte de ressources.
La plupart de cryptosystèmes peuvent montrer une performance satisfaisante sur les
processeurs modernes, qui possèdent une puissance de calcul suffisamment élevée pour
gérer ce genre de calculs. Cependant l’application de la cryptographie dans les réseaux
de capteurs reste encore un challenge à relever.
La plupart des nœuds intelligents utilisent des micro-contrôleurs comme unité de trai-
tement, qui est aussi considérée comme le composant le plus important. Un micro-
contrôleur est chargé de la coordination de toutes les opérations qu’un nœud peut ef-
fectuer, c’est un circuit intégré programmable qui rassemble tous les éléments essentiels
d’un ordinateur, comme le processeur, la mémoire et les interfaces entrée/sortie. Il pos-
sède souvent une puissance de calcul et une mémoire très limitée, son processeur est
censé exécuter de petits programmes qui effectuent des opérations simple. Sans optimi-
sation extrême et technique spéciale, un micro-contrôleur n’est pas capable de gérer des
calculs mathématiques très compliqués.
Il existe 2 types de cryptographie principales, symétrique et asymétrique. La cryptogra-
phie symétrique offre une performance de calcul plus intéressante sans utiliser une clé
extrêmement longue. Cependant, comme on partage la même clé pour le chiffrement et
le déchiffrement, au sein d’un réseau de capteurs contenant un grand nombre de nœuds,
la mise en place d’une distribution sûre des clés devient donc un problème urgent et sé-
rieux.
Contrairement à la cryptographie symétrique, la cryptographie asymétrique offre des pro-
tocoles sophistiqués pour la génération de clés, et elle nous permet aussi de signer des
messages. Cependant, l’application de cette solution nécessite l’utilisation des clés beau-
coup plus longues et des calculs plus complexes. Aujourd’hui, RSA (Ron - Shamir - Ad-
leman) est toujours le cryptosystème asymétrique le plus utilisé, mais pour pouvoir avoir
une sécurité assez robuste, il faut utiliser une clé dont la longueur est comprise entre
1024 et 2048. Par rapport à RSA, ECC (Cryptographie sur les Courbes Elliptiques) est
un autre cryptosystème asymétrique qui a récemment attiré l’attention des chercheurs,
car elle peut offrir la même robustesse que RSA avec une clé beaucoup plus courte, et
il existe aussi des méthodes mathématiques qui nous permettent d’améliorer sa perfor-
mance. Certains chercheurs pensent que ECC deviendra le remplaçant de RSA, notam-
ment dans le domaine des systèmes embarqués.
C’est pourquoi pendant nos travaux de cherche, nous avons étudié la possibilité d’appli-
quer l’ECC dans les réseaux de capteurs d’une manière efficace, car les opérations sur
les courbes elliptiques sont encore très compliquées pour les micro-contrôleurs, notam-
ment la multiplication de point, appelée aussi la multiplication scalaire, qui est considérée
comme l’opération la plus coûteuse sur les courbes.
Dans cette thèse, nous cherchons à accélérer le calcul des multiplications scalaires en
utilisant la technique de parallélisation qui consiste à découper le calcul en plusieurs
tâches indépendantes qui peuvent être traitées simultanément par des nœuds différents.
L’intérêt principal d’un déploiement massif des nœuds est d’avoir beaucoup de nœuds
3disponibles qui peuvent coopérer étroitement pour réaliser un objectif commun. De plus,
comme les nœuds sont des dispositifs fragiles qui risquent de tomber en panne pendant
le traitement des tâches, dans cette thèse, nous proposons également une technique de
tolérance aux pannes pour rendre la procédure du calcul parallèle plus stable.
PLAN DE LA THÈSE
Cette thèse est composées de 5 chapitres :
Le premier chapitre introduit le terme de réseaux de capteurs sans fil en présentant l’ar-
chitecture des nœuds et les domaines d’application. Ensuite nous présentons les spéci-
ficités inhérentes aux réseaux de capteurs, comme la consommation d’énergie, la puis-
sance de calcul etc. La partie la plus importante dans ce chapitre est une taxonomie des
attaques qui peuvent sérieusement menacer la sécurité d’informations dans ce genre de
réseau. Pour terminer, nous donnons une liste de solutions qui sont fréquemment utili-
sées dans la littérature pour protéger les réseaux.
Dans le chapitre 3, nous présentons un état de l’art de la cryptographie sur les courbes
elliptiques. Nous commençons par des concepts mathématiques qui sont indispensables
pour comprendre le fonctionnement d’ECC. Ensuite nous donnons la définition de courbe
elliptique, les opérations élémentaires, ainsi que le problème du logarithme discret sur
lequel se base le cryptosystème. Dans les sections suivantes, nous présentons un en-
semble de méthodes mathématiques qui nous permettent d’accélérer les calculs sur les
courbes elliptiques, et les protocoles cryptographiques principaux qui sont basés sur
ECC. La dernière partie du chapitre est une comparaison entre ECC et RSA, l’autre
cryptosystème asymétrique qui est largement utilisé en pratique.
Afin d’accélérer le calcul des multiplications scalaires sur les courbes elliptiques, dans le
chapitre 4, nous proposons d’appliquer le parallélisme au sein des réseaux de capteurs.
Avant de donner notre solution, nous présentons d’abord les facteurs qu’il faut prendre en
considération lors du déploiement d’un système de calcul parallèle, ensuite les spécifici-
tés des réseaux de capteurs dont il faut tenir compte quand on essaie d’implanter cette
architecture dans ce genre de réseau. Puis nous présentons notre technique de paral-
lélisation avec l’ensemble d’algorithmes et de protocoles que nous avons utilisé pour
l’implémentation. Enfin, nous validons notre solution avec un test de performance qui
montre que la parallélisation peut donner une accélération de calcul importante malgré
une augmentation de consommation d’énergie.
Le calcul parallèle est une procédure complexe qui risque d’être interrompu par des
pannes éventuelles. En outre, les nœuds sont très fragiles face aux environnements dif-
ficiles dans lesquels ils sont déployés. C’est pourquoi nous nous intéressons dans le
chapitre 5 au problème de tolérance aux pannes. Nous commençons par l’identification
des objectifs principaux des mécanismes de tolérance aux pannes, ensuite nous pré-
sentons les méthodes de diagnostic qui existent dans la littérature, et puis nous nous
rendons compte que la solution la plus efficace et facile à mettre en place est la redon-
dance. Nous étudions donc les différentes techniques qui sont basées sur la redondance
que nous pouvons mettre en place pour restaurer les fonctionnalités des réseaux en cas
de pannes.
Nous avons identifié 3 types de panne qui peuvent éventuellement survenir pendant le
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calcul parallèle des multiplications scalaires : résultat perdu, résultat erroné et nœud
maître défectueux. Pour que le réseau puisse détecter les pannes et restaurer le cal-
cul parallèle, nous présentons dans le chapitre 6 la solution de tolérance aux pannes
que nous avons proposée. Afin de tester ses performances, nous avons développé un
simulateur qui peut exécuter la procédure de calcul parallèle en prenant en compte les
mécanismes de tolérance aux pannes proposés. Les résultats ont montré que notre so-
lution peut restaurer le calcul parallèle en cas des pannes sans avoir un impact négatif
important.
Nous concluons cette thèse dans le dernier chapitre en rappelant les avantages et les
inconvénients des solutions proposées, ensuite nous donnons également des perspec-
tives des travaux de recherche en vue d’améliorer leurs performances dans les réseaux
de capteurs.
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2.1/ LES RÉSEAUX DE CAPTEURS SANS FIL
2.1.1/ DÉFINITION D’UN CAPTEUR
Un capteur est un petit dispositif électronique qui peut transformer une mesure physique
en une mesure électronique, qui sera ensuite traduite en données binaires compréhen-
sibles pour des systèmes informatiques. Aujourd’hui il existe différents capteurs qui sont
conçus pour mesurer des valeurs diverses, par exemple la température, l’humidité, la
luminosité, les mouvements, la pression etc.
Généralement, les premiers capteurs ne pouvaient lire qu’un seul type de mesure, alors
que maintenant plusieurs capteurs sont installés sur un seul nœud pour lire des valeurs
diverses.
Grâce aux progrès récents du domaine des systèmes micro-électroniques, les nouvelles
technologies de la communication sans fil et de l’électronique numérique ont été in-
tégrées dans les nœuds modernes. Hormis la fonctionnalité de base, c’est-à-dire l’ac-
quisition des données ambiantes, les nouveaux nœuds détiennent encore des modules
de transmission, d’alimentation, de stockage et de traitement de données, qui leur per-
mettent d’envoyer, stocker et traiter les données collectées.
Un autre terme qui est largement utilisé dans la littérature est nœud intelligent, qui dé-
signe particulièrement les nœuds programmables. Le développement des technologies
des systèmes embarqués a donné la possibilité d’utiliser le même modèle de nœud pour
des applications différentes. Les nœuds du même modèle peuvent être déployés pour
assurer des missions complètement différentes, et il suffit de changer le programme ins-
tallé. Par ailleurs, l’apparition des systèmes d’exploitation pour les nœuds a encore facilité
la création des applications en divisant la procédure en 2 parties indépendantes : le dé-
veloppement des programmes et la conception de la plate-forme matérielle.
2.1.2/ ARCHITECTURE DES CAPTEURS
L’architecture des capteurs a beaucoup évolué depuis les années 90. Les capteurs de
la première génération ont une architecture très simple, qui ne possède qu’une unité de
capture et une unité d’alimentation. Comme les détecteurs de fumée qui sont encore
beaucoup utilisés dans les immeubles. Ils sont souvent alimentés par des piles, et la
seule fonctionnalité est de déclencher un alarme sonore en présence de fumée.
Sur les capteurs un peu plus évolués, on a commencé à intégrer de nouvelles techno-
logies, comme la communication sans fil. Par exemple ; les bouchons de valve de pneu,
qui sont utilisés pour mesurer les pressions des pneus et sont aussi alimentés par des
piles. De plus, ils peuvent envoyer les valeurs au récepteur qui est installé à l’intérieur de
la voiture.
L’architecture des nœuds actuels est devenue beaucoup plus complexe après l’ajout des
fonctionnalités complémentaires, comme le traitement et le stockage de données. La
figure 2.1 illustre une architecture générale des nœuds intelligents actuels. Nous pouvons
constater qu’elle est constituée de 4 unités principales.
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FIGURE 2.1 – Architecture d’un nœud sans fil actuel
– Unité de traitement : C’est l’unité la plus importante d’un nœud intelligent, comme
les autres systèmes embarqués, on utilise généralement un micro-contrôleur qui ras-
semble tous les éléments essentiels d’un ordinateur, le processeur, la mémoire et les
interfaces entrées-sorties.
– Unité de capture : C’est l’ensemble de composants matériels qui sont utilisés pour
mesurer des grandeurs physiques et générer des signaux analogiques, ils sont couplés
d’un ADC 1 qui transforme les signaux analogiques en données numériques pour l’unité
de traitement.
– Unité de communication : Elle désigne généralement l’antenne radio du nœud, qui est
chargée de l’émission et de la réception des signaux radiofréquence. Dans la littérature
elle s’appelle aussi transceiver, qui est en effet une contraction des mots anglophones
transmitter et receiver. À l’aide de cette unité, on peut construire des réseaux de cap-
teurs en reliant les nœuds qui sont déployés dans la même zone.
– Unité d’alimentation : Une unité cruciale pour toute l’architecture, car c’est elle qui four-
nit l’énergie à toutes les autres unités. elle correspond souvent à une pile et une batte-
rie qui s’épuise graduellement au fil du temps. À cause de la limitation des ressources
des nœuds, la consommation d’énergie est devenu un facteur critique dans quasiment
toutes les applications de capteurs. La réalisation récente d’unité d’alimentation tend à
résoudre le problème en utilisant des panneaux solaires [61, 106].
Sur les nœuds d’usages particuliers, on peut encore ajouter d’autres unités, telle qu’une
unité de localisation, comme le GPS, ou une unité de mobilité pour des nœuds qui ont
besoin de se déplacer.
2.1.3/ RÉSEAUX DE CAPTEURS
Un réseau de capteurs est constitué généralement d’un grand nombre de nœuds pré-
sentés dans la section précédente. Ils sont déployés aléatoirement dans une zone pour
surveiller et étudier des phénomènes divers. Les nœuds communiquent entre eux via des
connexions sans fil pour le partage et le traitement coopératif des données collectées.
Après le déploiement, les nœuds lancent une procédure d’auto-configuration qui leur
permet de construire des chemins de routage, sans lesquels on ne peut pas envoyer
des données à un nœud spécifique. À cause d’un manque d’infrastructure de réseau et
d’une limitation des ressources des nœuds, la transmission de données est souvent réa-
lisée avec un mode de communication particulier qui s’appelle multi-saut. Les données
1. Analog-to-Digital Converter
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passent d’un nœud à un autre, pas à pas, jusqu’à la destination.
FIGURE 2.2 – Exemple de réseaux de capteurs sans fil
Dans la figure 2.2 nous avons un exemple de réseaux de capteurs. Les nœuds sont
déployés aléatoirement dans une zone d’intérêt et la station de base se situe à distance.
En faisant des multi-sauts, les données remontent progressivement jusqu’à la station de
base, qui les met à disposition aux utilisateurs finaux.
Il existe principalement 2 types de réseaux de capteurs :
– Les réseaux actifs, dans lesquels les nœuds envoient périodiquement des données
collectées à la station de base. Ce genre de fonctionnement est préférable pour les
applications de surveillance à long terme, car il nous permet d’avoir un accès à toutes
les historiques des données collectées et de mieux étudier les phénomènes surveillés.
– Les réseaux passifs, qui n’envoient aucune donnée tant qu’aucun événement impor-
tant n’est détecté. On peut trouver ce genre d’application dans des systèmes de pré-
alarme qui doivent signaler immédiatement l’arrivée éventuelle d’incidents importants,
comme la détection des catastrophes naturelles.
2.1.4/ DOMAINES D’APPLICATION
Idéalement les réseaux de capteurs sont censés être construits en utilisant des nœuds
à faible coût qui sont déployés en masse. Aujourd’hui ils ne sont pas encore largement
utilisés dans notre vie quotidienne, le coût de fabrication des nœuds est toujours très
élevé, certaines techniques sont aussi loin d’être matures et fiables. Cependant on peut
déjà trouver beaucoup d’applications, dont certaines sont encore expérimentales, dans
des domaines divers.
2.1.4.1/ APPLICATIONS MILITAIRES
Les caractéristiques attendues des réseaux de capteurs, comme le faible coût, l’auto-
organisation, la sécurité et la tolérance aux pannes, ont donné naissance à son utilisation
dans les domaines militaires, c’est aussi le domaine dans lequel on trouve souvent les
technologies les plus avancées.
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Comme le projet DSN (Distributed Sensor Network) du DARPA (Defense Advanced Re-
search Project Agency) [16], qui était un des premiers projets dans les année 80 à avoir
utilisé les réseaux de capteurs. Les nœuds peuvent être déployés rapidement dans un
champ de bataille pour assurer, d’une manière discrète, des missions confidentielles,
comme la collecte de renseignements, la surveillance des forces ennemies et la détec-
tion des attaques biochimiques.
2.1.4.2/ APPLICATIONS ENVIRONNEMENTALES
L’industrialisation et l’expansion humaine ont causé des problèmes environnementaux
sévères, comme la pollution d’air et d’eau, la disparition des forêts etc. Notamment dans
les pays en développement dont les gouvernements font rarement attention aux soucis
écologiques. L’utilisation des réseaux de capteurs pour la protection de l’environnement
a été beaucoup encouragée par la communauté scientifique. Un déploiement approprié
des nœuds nous permet non seulement de collecter précisément des paramètres envi-
ronnementaux, mais aussi de faciliter la surveillance de la zone d’intérêt et d’économiser
l’investissement à long terme. Les nœuds peuvent aussi être déployés dans des zones
difficilement accessibles et hostiles, une fois mis en place, ils peuvent fonctionner d’une
manière autonome.
FIGURE 2.3 – Capteurs déployés pour la protection d’environnement
Dans la figure 2.3, nous avons des nœuds qui sont déployés pour surveiller des forêts et
l’air. En pratique, les nœuds qui sont utilisés dans ce genre d’applications sont souvent
équipés d’une protection physique solide, et afin d’avoir une durée de vie plus longue
et rentable, ils sont généralement bien alimentés avec soit un accès aux réseaux élec-
triques, soit des panneaux solaires. A cause d’une augmentation du coût d’installation,
on ne peut pas effectuer un véritable déploiement à grande échelle.
2.1.4.3/ APPLICATIONS MÉDICALES
Dans le domaine de la médecine, les nœuds sont souvent utilisés pour assurer une sur-
veillance permanente d’un patient ou d’une personne âgée. Ils peuvent être soit attachés
au bras du patient, soit implantés directement sous la peau pour mesurer des paramètres
physiologiques, comme la tension artérielle et le battement de cœur (voir figure 2.4).
Les nœuds peuvent communiquer avec les autres nœuds fixes installés dans l’immeuble
pour récupérer les données collectées, qui sont ensuite stockées dans une base de don-
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FIGURE 2.4 – Mesure de la tension artérielle et le battement de cœur avec des capteurs
nées, avec laquelle on peut avoir un suivi du patient [41]. En outre, dans certaines appli-
cations, le patient porte une unité de transmission de données (DTU 2) ou un téléphone
mobile qui récupère les données mesurées et les renvoie au serveur à distance via les
réseaux mobiles.
2.1.4.4/ DOMOTIQUE
L’idée est d’intégrer des capteurs dans les appareils électroménagers, tels que le clima-
tiseur, la chauffage, les volets électriques, les thermomètres numériques etc. Ces sys-
tèmes embarqués peuvent communiquer entre eux via des connexions sans fil, exacte-
ment comme les réseaux de capteurs. Une centrale de contrôle est mise en place pour
envoyer des requêtes aux appareils et recevoir des informations. La centrale dispose en-
core d’un accès internet qui permet aux utilisateurs de contrôler des appareils à distance
et de consulter les informations concernant son domicile [78].
Maintenant on utilise le terme Smart Home pour désigner l’ensemble de technologies
qui permettent d’automatiser et de faciliter la gestion des immeubles avec les systèmes
embarqués [99, 33, 88]. L’objectif est d’apporter aux utilisateurs un confort plus élevé en
assurant une vie plus simple et écologique [59, 88]. Par exemple pendant la journée, si les
capteurs détectent une forte luminosité, ils vont démarrer le moteur pour ouvrir le volet.
Si les capteurs de lumière et de température trouvent que le soleil est suffisamment fort
pour chauffer la chambre, ils vont couper la chauffage pour économiser la consommation
d’énergie. Suite à l’essor des smartphones, les utilisateurs peuvent envoyer des requêtes
depuis leurs téléphones pour contrôler des appareils chez eux.
2.2/ SPÉCIFICITÉS DES RÉSEAUX DE CAPTEURS
Un réseau de capteurs est une sorte de réseau ad-hoc, les nœuds déployés commu-
niquent entre elles via des communications sans fil pour former un réseau et créer des
chemins de routage. Le réseau ne détient aucune infrastructure, chaque nœud commu-
nique directement avec ses voisins, et les données sont envoyées en utilisant la mode de
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communication multi-sauts, elles sont transmises d’un nœud à l’autre jusqu’à ce qu’elles
arrivent à destination.
Hormis les caractéristiques basiques des réseaux ad-hoc, les réseaux de capteurs pos-
sèdent encore d’autres spécificités qu’il faut prendre en compte lors de la conception des
applications.
2.2.1/ ÉNERGIE
Nous commençons par la consommation d’énergie dans les réseaux de capteurs, car
elle est considérée comme un des facteurs les plus cruciaux. Idéalement les réseaux
de capteurs sont censés être constitués des nœuds à faible coût, qui peuvent être dé-
ployés facilement en masse sans se soucier de l’organisation et de la configuration. Une
fois réveillés, les nœuds peuvent fonctionner d’une manière autonome sans intervention
humaine. Comme il y a des chances que les réseaux soient déployés dans des zones
hostiles, il faut qu’ils permettent un minimum de tolérance aux pannes pour endurer les
environnements difficiles.
Pour l’instant, la seule source d’énergie des nœuds est la pile dont la durée de vie peut
varier entre des heures et des jours en fonction de l’intensité des opérations à effectuer.
C’est aussi le seul mode d’alimentation qui donne la possibilité d’effectuer un déploiement
aléatoire. Cependant un tel déploiement rend la maintenance manuelle des nœuds très
difficile. Il est très coûteux et quasiment impossible de localiser un nœud dont la pile est
épuisée.
Pour une raison de coût de fabrication et de maintenance, au lieu de chercher à rem-
placer des piles épuisées ou installer des piles de grande capacité, on préfère plutôt
minimiser la consommation d’énergie pendant le fonctionnement des réseaux. Sachant
que la plupart de l’énergie est consommée pendant des communications sans fil et que
la consommation des autres composants est presque négligeable par rapport à celle de
l’antenne radio, quand on conçoit une application, on essaie toujours de limiter le nombre
de communications et d’éteindre la radio quand ce n’est pas nécessaire.
2.2.2/ PUISSANCE DE CALCUL
Toujours pour une raison de coût, on choisit souvent des micro-contrôleurs comme unité
de traitement pour les capteurs [18, 19], comme la plate-forme Telosb de Crossbow qui
est équipée d’un micro-contrôleur MSP 430 à 8 MHz. Ils sont petits, moins chers, et pro-
grammables. Grâce à ces caractéristiques techniques, les micro-contrôleurs deviennent
un choix idéal pour les systèmes embarqués.
Un défaut important des micro-contrôleurs est le manque de puissance de calcul. Malgré
les progrès récents dans le domaine de l’électronique et de l’informatique industrielle, il
y a toujours très peu de micro-contrôleurs puissants qui sont développés et commerciali-
sés. Généralement cela est considéré comme un choix du marché, car aujourd’hui dans
la plupart de projets, les micro-contrôleurs n’ont pas besoin d’être puissants. Ils sont ini-
tialement inventés et mis en place pour effectuer des tâches simples, comme la coupure
et la remise de courant dans les circuits intégrés.
Cependant dans les réseaux de capteurs, les fonctionnalités à assurer sont plus com-
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pliquées. Dans un vrai réseau, les nœuds doivent mesurer des valeurs environnemen-
tales, agréger et compresser les données collectées, même appliquer des mécanismes
de sécurité contenant des calculs cryptographiques très complexes. Afin de réaliser une
fabrication et un déploiement en grand nombre, il faut que l’unité de traitement soit petite
et ait un coût et une consommation d’énergie faibles, mais en même temps, il faut qu’elle
puisse gérer beaucoup de tâches différentes dans le réseau.
Pour contourner le problème, maintenant dans les applications existantes, on demande
aux nœuds de coopérer entre eux pour atteindre un objectif collectif. Le nœud du même
modèle peuvent jouer des rôles différents, ou le même nœud peut assurer plusieurs
fonctionnalités pendant des périodes différentes.
2.2.3/ SÉCURITÉ
Comme tous les réseaux informatiques, les réseaux de capteurs font aussi l’objet de diffé-
rentes attaques. La seule solution est de mettre en place des mécanismes de sécurité qui
nous permettent de protéger des informations circulant dans le réseau sans consommer
trop de ressources. Les techniques appliquées doivent répondre aux exigences princi-
pales suivantes :
– Confidentialité : les informations ne doivent jamais circuler entre les nœuds en claire,
notamment dans les applications militaires et de surveillance. Il faut s’assurer que
les informations ne sont pas directement interprétables et compréhensibles aux at-
taquants.
– Intégrité : les données ne doivent pas être altérées pendant la transmission, et il faut
que le récepteur puisse vérifier si les données ont subi des altérations.
– Fraîcheur : il s’agit d’un test qui vérifie si les informations reçues sont récentes. Parfois,
l’attaquant peut tromper les nœuds en renvoyant des commandes qu’il a intercepté
auparavant. Par la fraîcheur de données, le récepteur peut tester si la commande reçue
a été réutilisée.
– Authentification : elle nous permet de protégé le réseau contre des attaques de vol
d’identité en vérifiant si l’identité déclarée par un nœud est bien celle du nœud déclaré.
Il existe déjà des techniques matures qui peuvent atteindre les objectifs listés ci-dessus,
mais la plupart entre elles sont initialement conçues et testées pour les systèmes sans
contrainte de ressources. Comme nous avons vu précédemment, les nœuds ne sont
pas assez puissants pour gérer des algorithmes et des protocoles très lourds. Il faut les
optimiser et modifier pour s’adapter aux réseaux de capteurs.
2.2.4/ TOLÉRANCE AUX PANNES
Les nœuds sont des dispositifs électroniques, qui peuvent tomber en panne pendant leur
fonctionnement. Le manque de protection solide et de puissance de calcul rendent les
nœuds très fragiles et sensibles face aux dysfonctionnements causés principalement par
des attaques physiques, des phénomènes climatiques et géologiques.
Par exemple un glissement de terre peut détruire, enterrer et déplacer des nœuds dé-
ployés, et changer complètement la topologie du réseau. Si les nœuds assurant des
fonctionnalités particulières sont endommagés, comme les nœuds de passerelle, une
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partie du réseau deviendra isolé et inaccessible. L’objectif des techniques de tolérance
aux pannes est donc de détecter des anomalies et de restaurer, même partiellement, les
fonctionnalités pour que le réseau puisse continuer à fonctionner.
Une solution qui est largement utilisée est la redondance. L’idée est d’avoir plusieurs
composants prêts pour assurer la même fonctionnalité. Quant aux réseaux de capteurs,
le principe reste le même, on peut attribuer la même tâche à plusieurs nœuds. Lorsqu’un
nœud tombe en panne, un nœud de secours va prendre le relais et continuer à travailler
sur la tâche. Par exemple, lorsque la pile d’un nœud est épuisée, au lieu de se rendre
sur place pour le localiser et le changer, il est plus efficace et moins coûteux de laisser
le nœud épuisé et en choisir un autre qui peut reprendre son travail. Les techniques de
tolérance aux pannes dans les réseaux de capteurs sont présentées en détail dans le
chapitre 5.
2.3/ PROBLÈMES DE SÉCURITÉ DANS LES RÉSEAUX DE CAPTEURS
Les spécificités des réseaux de capteurs sans fil citées précédemment exposent les
nœuds à de nombreuses menaces. Il existe principalement 2 types d’attaques, qui sont
l’attaque passive et active. Dans le premier cas, si le réseau ne chiffre pas ses données,
l’attaquant pourra récupérer les informations qui circulent entre les nœuds en se mettant
discrètement dans le réseau et écoutant les communications radio. Dans le cas d’attaque
active, l’attaquant est beaucoup plus offensif, au lieu d’espionner discrètement les don-
nées, il cherche à perturber le réseau en modifiant les informations ou en endommageant
directement les nœuds.
Dans cette section, nous allons voir d’abord une taxonomie des attaques principales
au sein des réseaux de capteurs [65], ensuite des mécanismes de sécurité que nous
pouvons mettre en place pour les protéger.
2.3.1/ ÉCOUTE PASSIVE
Il s’agit de l’interception et de la collection des données qui circulent dans les réseaux.
L’attaquant peut obtenir l’accès à l’ensemble d’informations échangées entre les nœuds,
si elles ne sont pas correctement chiffrées. L’objectif de l’écoute passive est l’espionnage
des données sensibles sans interférer le fonctionnement du réseau. Par sa nature passif,
ce genre d’attaque est très difficile à détecter.
2.3.2/ ANALYSE DU TRAFIC
L’analyse du trafic est une attaque qui est basée sur l’écoute passive, mais au lieu d’es-
pionner directement des données, elle s’intéresse plutôt aux destinations des paquets
envoyés. En analysant les chemins empruntés par les paquets, l’attaquant peut étudier
la topologie du réseau et identifier les nœuds les plus importants. Ces informations per-
mettent à l’attaquant de préparer des attaques plus précises qui peuvent gravement me-
nacer les communications dans le réseau.
Comme dans le jeu du chasseur de panda [76], les nœuds sont déployés pour tracer la
position du panda, et les paquets contenant les informations de localisation sont chiffrées.
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Sans accès direct aux données communiquées, l’attaquant peut toujours localiser la zone
où se trouve le panda en analysant les chemins de routage des paquets.
Généralement dans un réseau de capteurs, les communications intensives se trouvent
souvent soit vers la destinations des paquets, soit près de la source d’événement impor-
tant. Une analyse du trafic permet à l’attaquant de localiser des point d’intérêt au sein
d’un réseau, comme la station de base, les nœuds de passerelles etc.
2.3.3/ BROUILLAGE RADIO
On utilise souvent le terme anglophone radio jamming pour désigner ce genre d’attaque.
L’attaquant peut saturer le réseau en diffusant des ondes ayant exactement la même
fréquence que celle utilisée par le réseau de capteurs [109]. Les nœuds utilisent l’air
commemédium de communication, qui est en effet accessible à tout le monde, l’attaquant
peut brouiller le réseau en plaçant simplement quelques nœuds malicieux dans la zone.
2.3.4/ INONDATION
L’idée est de saturer ou de perturber le réseau en diffusant massivement des messages
inutiles. Les protocoles de routage permettent souvent au réseau d’ajouter de nouveaux
nœuds après le déploiement. Quand un nouveau nœud est déployé et réveillé, il envoie
périodiquement des message HELLO pour que les autres nœuds qui se situent dans sa
portée radio puissent le détecter.
L’attaquant peut déployer des nœuds particuliers ayant une puissance d’émission très
forte, qui diffusent constamment des messages HELLO dans le réseau. Lorsqu’un nœud
reçoit un HELLO d’un nouvel arrivant, il est obligé de lui renvoyer un message d’ac-
cueil qui leur permet de lancer la procédure d’intégration. Si le nœud malicieux répète
sans arrêt le message HELLO avec une puissance d’émission assez forte, les autres
nœuds dans sa portée radio vont continuer à lui retourner des messages d’accueil (voir
figure 2.5).
Par conséquent, ces nœuds deviennent indisponibles, car ils sont occupés pour accueillir
le nœud malicieux. En plus, la communication radio consomme beaucoup d’énergie, l’at-
taquant peut vider les piles des nœuds trompés en leur demandant des messages d’ac-
cueil.
2.3.5/ TROU NOIR
Les nœuds malicieux s’intègrent dans le réseau, et essaient de tromper les autre nœuds
en leur faisant croire qu’ils ont découvert un chemin plus fiable. Dans les protocoles
de routage, les nœuds évaluent souvent les connexions sans fil avec la puissance des
signaux, les nœuds sans protection d’authentification vont abandonner leurs chemins
de routage actuels et envoyer les données aux nœuds malicieux qui disposent d’une
puissance d’émission plus élevée [42]. De ce fait, les données n’arriveront jamais à la
destination prévue (voir figure 2.6).
2.3. PROBLÈMES DE SÉCURITÉ DANS LES RÉSEAUX DE CAPTEURS 15
FIGURE 2.5 – Attaque d’inondation de message HELLO
FIGURE 2.6 – Attaque de trou noir
2.3.6/ RÉPLICATION DES DONNÉES
L’attaquant peut réutiliser ultérieurement des paquets qu’il a capturé et enregistré pour
tromper le réseau. Même les paquets sont chiffrés et protégés par des mécanismes
d’authentification, et l’attaquant n’a aucun accès aux données qu’ils contiennent, on peut
toujours deviner l’usage des paquets en observant le comportement des récepteurs.
Par exemple, si l’attaquant s’aperçoit que les nœuds coupent les communications sans
fil après la réception d’un paquet, même il ne peut pas lire son contenu, il pourra tout de
même déduire que c’est le paquet contenant la commande pour éteindre l’antenne radio.
Ensuite l’attaquant peut répliquer et rediffuser le paquet à tous les nœuds autour de lui
pour les passer au silence radio [96].
Cette attaque est réalisable si le réseau ne dispose d’aucun mécanisme assurant la fraî-
cheur des données, ou l’attaquant peut déchiffrer et modifier les contenus des paquets.
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2.3.7/ VOL D’IDENTITÉ
Dans les réseaux de capteurs, le vol d’identité s’appelle aussi une attaque sybile [73]. Les
nœuds malicieux se déguisent en nœuds légitimes du réseau en utilisant leurs identités.
Quand le nœud malicieux est considéré comme un membre du réseau, il est autorisé à
participer à toutes les opérations, pendant lesquelles il peut ensuite soit espionner les
données, soit éventuellement perturber le réseau.
Un nœud malicieux déguisé peut sévèrement menacer la sécurité du réseau, notamment
quand on lui attribue un rôle important, comme le nœud de passerelle qui s’occupe de la
communication entre des sous réseaux, ou le cluster-head qui est chargé de la communi-
cation inter-cluster. Si le nœud obtient une telle priorité, il pourra prendre des actions qui
peuvent gravement interférer le fonctionnement du réseau, comme le refus de routage et
la modification de données.
2.3.8/ ATTAQUE PHYSIQUE
L’attaquant se rend physiquement dans la zone où les nœuds sont déployés pour les
détruire ou les capturer. Dans les réseaux de capteurs, les nœuds sont déployés aléatoi-
rement pour découvrir uniformément une zone d’intérêt, et il est très difficile de surveiller
simultanément chacun des nœuds. La plupart des mécanismes de sécurité sont conçus
et appliqués pour protéger les données et leur circulation contre des intrusions et des
espionnages, comme le chiffrement de données, l’authentification, le test d’intégrité etc.
Cependant les nœuds eux-même restent toujours très fragiles face aux attaques phy-
siques.
Si l’attaquant effectue une analyse du trafic avant de lancer l’attaque, il va pouvoir viser les
nœuds les plus importants dans le réseau. Par exemple si l’attaquant réussit à identifier
et détruire les nœuds passerelle, le réseau deviendra complètement inaccessible ou sera
coupé en plusieurs sous réseaux qui ne peuvent pas communiquer entre eux.
L’attaquant peut aussi capturer et compromettre des nœuds. Un nœud compromis re-
présente une menace très grave pour la sécurité du réseau. L’attaquant peut retrouver
des informations sensibles dans la mémoire du nœud capturé, comme les clés crypto-
graphiques, ou modifier carrément le programme installé. Une fois le nœud compromis,
l’attaquant le remet dans le réseau pour espionner les données ou interférer les commu-
nications [108].
2.3.9/ VARIATIONS DES ATTAQUES
Il existe encore d’autres attaques qui sont en effet des variantes des attaques mention-
nées précédemment. On peut faire évoluer leurs fonctionnements ou les combiner en-
semble pour en créer une nouvelle. Le but d’une telle variation est de rendre les attaques
plus puissantes et précises.
Par exemple l’attaque de trou gris, est basée sur l’attaque de trou noir, qui consiste à
tromper les autres nœuds du réseau avec une puissance d’émission élevée. Les données
attirées et récupérées par le nœud malicieux sont simplement supprimées et n’arriveront
jamais à la destination.
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Contrairement au trou noir, un trou gris cherche plutôt à censurer les informations. Les
données sont sélectionnées et modifiées avant être renvoyées, ou le nœud malicieux ne
laisse passer que des informations moins importantes. Le trou gris peut rendre le réseau
beaucoup moins efficace, car les informations importantes sont perdues. Par ailleurs,
un trou gris est plus difficile à détecter, car il se comporte comme un nœud normal du
réseau.
Parfois l’attaquant peut utiliser en même temps plusieurs techniques d’attaquant diffé-
rentes. Par exemple, il lance d’abord une analyse du trafic qui lui permet d’identifier les
chemins de routage, ainsi que les nœuds de routage qui sont chargés de la transmis-
sion de données. Ensuite, il effectue une attaque sybile en déployant des nœuds qui se
déguisent en nœud de routage. Au lieu d’envoyer les données vers la station de base,
les nœuds malicieux créent une boucle infinie en renvoyant les données vers le début du
chemin de routage. Cette attaque peut non seulement perturber le routage des données,
mais aussi augmenter considérablement la consommation d’énergie des nœuds qui se
situent sur le chemin de routage.
2.4/ MÉCANISMES DE SÉCURITÉ
L’ensemble d’attaques présentées dans la section précédente nous a montré la nécessité
de mettre en place des mécanismes de sécurité pour protéger les données et les com-
munications sans fil au sein d’un réseau de capteurs. Néanmoins, à cause de la diversité
des attaques et le manque de ressources des nœuds, il est très difficile de proposer
une solution qui résolve tous les problèmes. La partie suivante présente des solutions
de sécurité répandues en prenant en compte les spécificités des réseaux de capteurs,
notamment la consommation d’énergie et la puissance de calcul.
2.4.1/ CLÉ D’AUTHENTIFICATION DYNAMIQUE
Le principe de cette solution est de demander à la station de base de générer et distribuer
périodiquement de nouvelles clés d’authentification [6]. A chaque période, la station de
base génère une clé qui est ensuite envoyée à l’ensemble du réseau. Les nœuds utilisent
cette clé pour prouver leur appartenance au réseau, et un nœud qui ne possède pas la
bonne clé n’est pas autorisé à communiquer avec les autres nœuds.
Cette solution offre une protection efficace contre les nœuds malicieux qui essaient de se
déguiser en nœuds légitimes, car elle ne demande ni calcul coûteux, ni échange fréquent
de données. Même si l’attaquant réussit à capturer et compromettre des nœuds, les
nœuds compromis ne pourront toujours pas rentrer dans le réseau, car la nouvelle clé
utilisée ne sera plus la même.
Cependant cette solution nécessite une distribution de clés sécurisée et fiable, il ne faut
pas qu’un attaquant puisse intercepter et interpréter la nouvelle clé utilisée. D’ailleurs, le
réseau est indisponible lors de la distribution de nouvelles clés, car les nœuds ne peuvent
pas communiquer entre eux tant que la distribution de clés n’est pas terminée. Un autre
inconvénient est qu’elle n’autorise pas l’ajout de nouveaux nœuds, car on ne peut pas
connaître à priori la prochaine clé d’authentification à utiliser.
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2.4.2/ RÉSEAUX DE CONFIANCE
Cette solution est principalement basée sur l’évaluation de la réputation de chaque nœud.
Les nœuds donnent à chacun de leurs voisins une indice de réputation qui peut varier
en fonction de son comportement [6, 111, 75, 86, 17, 113]. Pendant les communications
sans fil, chaque nœud du réseau surveille les réactions de ses voisins, si un voisin réagit
comme il faut, le nœud va incrémenter son indice de réputation. Cependant, s’il détecte
des comportements suspects du voisin, comme l’absence ou le retard de réponse, alors
le nœud va diminuer l’indice du voisin. Les comportements suspects peuvent être dus à
plusieurs causes possibles, par exemple pile épuisée, connexion instable, ou éventuelle-
ment nœud malicieux.
Les nœuds du réseau stockent en mémoire un tableau contenant les indices de réputa-
tion de tous les voisins, ils choisissent toujours les voisins ayant de meilleures réputations
lors du routage de données. Car ils sont considérés comme les voisins les plus sûrs qui
peuvent construire un chemin de routage assez fiable.
Cependant, l’utilisation toute seule de cette solution n’est pas suffisante pour protéger
le réseau, car elle ne peut pas détecter des attaques passives, comme l’espionnage de
données, le nœud réagit correctement comme un nœud légitime, mais toutes les données
qui sont passées par lui sont enregistrées localement et accessibles à l’attaquant.
2.4.3/ STÉGANOGRAPHIE
La stéganographie est une solution très simple qui peut être mise en place aisément. Au
lieu de rendre le message illisible comme la cryptographie, la stéganographie cherche
plutôt à cacher les informations sensibles dans les paquets de contrôle ou les données.
Généralement, dans les paquets, notamment la partie d’entête, il existe toujours quelques
octets qui ne sont pas utilisés, on peut donc les utiliser pour stocker les données [66].
L’attaquant ne peut pas détecter leur existence tant qu’il ne sait pas la technique exacte
utilisée.
La fiabilité de la stéganographie est en effet un pari sur le fait que l’attaquant ne sait
pas où se sont cachées les données. Cependant, une fois la technique utilisée dévoilée,
l’attaquant pourra accéder à toutes les données cachées. D’ailleurs, le nombre d’octets
non utilisés dans des paquets est très limité, on ne peut pas y stocker des informations
très volumineuses.
2.4.4/ CRYPTOGRAPHIE
La cryptographie est une solution de sécurité qui est relativement beaucoup plus sûre.
L’idée de base est d’utiliser des méthodes mathématiques pour transformer le message
original à une suite de données qui ne peuvent pas être directement interprétées par une
tierce partie. Elle comprend un ensemble de techniques qui sont fréquemment utilisées
dans le monde informatique pour assurer la confidentialité, l’intégrité et l’authenticité des
données.
L’application de la cryptographie implique souvent des calculs intensifs et la gestion des
données volumineuses, qui ne posent aucun problème pour des plate-formes possédant
une puissance de calcul suffisante et un accès de mémoire rapide. Quant à la plupart des
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réseaux de capteurs, aucune des conditions n’est satisfaite. La limitation des ressources
des nœuds est considérée comme un obstacle principal qui empêche l’utilisation des
cryptosystèmes robustes dans les réseaux de capteurs.
La communauté scientifique est toujours à la recherche de solutions qui nous permettent
d’optimiser et d’adapter des algorithmes et des protocoles cryptographiques pour les
réseaux de capteurs. Le temps de calcul, la consommation de mémoire et d’énergie sont
donc devenus des facteurs critiques pour évaluer des solutions proposées.
Il existe principalement 2 catégories de cryptographie, qui sont respectivement la cryp-
tographie symétrique et la cryptographie asymétrique. Cette section est consacrée à la
présentation et la comparaison des 2 types de cryptographie, ainsi que leurs avantages
et inconvénients.
2.4.4.1/ CRYPTOGRAPHIE SYMÉTRIQUE
La cryptographie symétrique utilise une seule clé pour le chiffrement et le déchiffrement
des données, elle est considérée comme une solution moins coûteuse et plus facile à
implémenter. Par exemple, la longueur de clé recommandée pour l’algorithme DES est
56 bits, et celle de l’algorithme AES est 128 bits. On suppose que M est le message
à chiffrer et k est la clé secrète partagée par l’envoyeur et le récepteur du message.
L’envoyeur utilise la fonction de cryptage E() et la clé k pour générer un message chiffré
E(M, k) = M′. Après la réception du message chiffré, le récepteur utilise une fonction de
décryptage D() et la même clé k pour déchiffrer le message D(M′, k) = M. On a montré
dans [52] que l’application des algorithmes de cryptographie symétrique est faisable dans
les réseaux de capteurs.
Cependant cette solution possède aussi des inconvénients inhérents. Pour que 2 nœuds
puissent communiquer entre eux, il faut qu’ils utilisent exactement la même clé, et la
distribution de clés est devenue un défi inévitable. Il existe dans la littérature 4 types de
distribution :
– Clé globale : Une seule clé est partagée par tous les nœuds du réseau. C’est la solution
la plus facile à mettre en place, et elle offre un minimum de protection contre l’espion-
nage de données. Cependant, si l’attaque réussit à compromettre un seul nœud, tout
le mécanisme de sécurité va échouer.
– Clé partagée par paire de nœuds : Chaque nœud possède une clé unique pour chacun
de ses voisins. Une telle gestion de clés peut augmenter considérablement le niveau de
sécurité du réseau, car chaque pair de nœuds utilise une clé distincte pour sécuriser la
communication entre eux. Si un nœud possède n voisins, il faudra qu’il stocke en mé-
moire n clés. Premièrement, cette distribution de clés peut engendrer éventuellement
des communications radio très fréquentes qui peuvent vider rapidement les piles des
nœuds. Deuxièmement, le stockage des clés cause une consommation de mémoire
importante.
– Clé individuelle : Chaque nœud détient une clé qui est partagée par lui-même et la
station de base, mais cette distribution sécurise seulement la communication entre les
nœuds et la station de base. Les nœuds ne peuvent pas communiquer entre eux, car
ils ne possèdent pas de clé partagée.
– Clé partagée par groupes de nœuds. Une clé est partagée entre un groupe de nœuds,
par exemple, dans un cluster, le cluster-head est chargé de la génération et de la
distribution de clé, et la communication intérieure du cluster est sécurisée avec ces
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clés partagées. C’est une solution qui a atteint un compromis entre la consommation
des ressources et la sécurité.
D’ailleurs, la cryptographie symétrique n’offre pas la signature numérique, sans laquelle
les nœuds ne peuvent pas authentifier les messages reçus, et sont vulnérables aux at-
taques de vol d’identité.
2.4.4.2/ CRYPTOGRAPHIE ASYMÉTRIQUE
La cryptographie asymétrique, appelée aussi cryptographie à clé publique, utilise 2 clés
différentes respectivement pour le chiffrement et le déchiffrement. Avant l’envoi du mes-
sage M, on le chiffre avec la clé publique du destinataire kp, qui est diffusée librement
dans l’ensemble du réseau, E(M, kp) = M′ où E() est la fonction de cryptage et M′ est
le message chiffré. Après la réception du M′, le destinataire utilise sa clé privée ks, qui
est gardée secrète, pour déchiffrer le message, D(M′, ks) = M où D() est la fonction de
décryptage.
La cryptographie asymétrique donne aussi la possibilité de signer des messages chiffrés.
On suppose que A veut envoyer un message M chiffré et signé à B. A calcule d’abord
le condensat du M avec une fonction de hachage H(M), ensuite A génère la signature
S M en chiffrant le condensat avec sa clé privée S M = E(ksA , H(M)). Enfin, A chiffre la
signature S M et le message original M avec la clé publique de B, M′ = E(kpB , (S M, M)).
Quand B reçoit le message chiffré et signé, il déchiffre d’abord M′ avec sa clé privée
D(ksB , M
′) = (S M, M), ensuite pour vérifier la signature, il déchiffre S M avec la clé publique
de A, DS M = D(kpA , S M) et calcule le condensat de M avec la même fonction de hachage
H(M). Enfin, il teste si DS M = H(M). Si l’authentification échoue, c’est-à-dire DS M , H(H),
le message M′ sera rejeté.
La signature donne une protection complémentaire au réseau, mais les algorithmes de
cryptographie asymétrique sont généralement beaucoup plus coûteux que ceux de cryp-
tographie symétrique, et les clés à manipuler sont plus longues aussi. En pratique, on
utilise souvent les 2 solutions en même temps. Par exemple, on utilise la cryptographie
asymétrique pour la signature et la génération de clé partagée (voir section 3.4.1 du
chapitre 3), ensuite pour le chiffrement et le déchiffrement de données, on utilise la cryp-
tographie symétrique qui offre une rapidité de calcul intéressante.
Concernant l’application de la cryptographie asymétrique dans les réseaux de capteurs,
il est évident que les nœuds ne sont pas assez puissants pour gérer directement les al-
gorithmes de cryptographie asymétrique. Les travaux de recherche récents ont montré
qu’en faisant des optimisations, il est possible d’implémenter des algorithmes de crypto-
graphie asymétrique pour les réseaux de capteurs [107, 62].
2.5/ CONCLUSION
La cryptographie est la solution la plus utilisée pour sécuriser les communications dans
les réseaux. Idéalement, il est préférable d’utiliser la cryptographie asymétrique pour pro-
téger les réseaux de capteurs. Hormis son usage basique, le chiffrement de données,
la cryptographie asymétrique offre encore la signature numérique et la génération de clé
partagée, qui constituent une protection plus complète.
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Néanmoins, par rapport à la cryptographie symétrique, la sécurité basée sur la crypto-
graphie asymétrique implique des calculs beaucoup plus complexes, qui sont dans la
plupart des cas très coûteux pour les nœuds. Il existe 2 cryptosystèmes asymétriques
principaux, RSA et ECC, dont le premier est le cryptosystème asymétrique le plus utilisé,
tandis que le deuxième fait partie des cryptosystèmes asymétriques les plus attractifs.
ECC est un cryptosystème asymétrique basé sur le problème de logarithme discret sur
les courbes elliptiques. Il peut offrir le même niveau de sécurité que RSA en utilisant des
clés beaucoup plus courtes, et ses spécificités ont encouragé les chercheurs à essayer
de l’appliquer dans les réseaux de capteur. Une présentation détaillée de ECC se trouve
dans le chapitre 3.
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La cryptographie sur les courbes elliptiques, elliptic curve cryptography (ECC) en Anglais,
est proposée indépendamment par Koblitz [44] et Miller [69] dans les années 80. Elle
comprend un ensemble de techniques qui nous permettent de sécuriser des données en
consommant moins de ressources. Elle attire récemment de plus en plus d’attention des
chercheurs du monde entier, notamment pour le domaine de systèmes embarqués dans
lequel les dispositifs électroniques ne possèdent qu’une puissance de calcul très limitée.
L’avantage le plus important d’ECC par rapport aux autres algorithmes de cryptographie
asymétrique, par exemple RSA [89], est que l’on peut avoir un bon niveau de sécurité en
utilisant une clé beaucoup plus courte. Les tests de performance de Gura et al. [32] ont
montré que pour avoir le même niveau de sécurité qu’une clé RSA de 1024 bits, avec
ECC, il suffit d’utiliser une clé de 160 bits. D’ailleurs, l’utilisation d’une clé plus courte
implique aussi une consommation de mémoire et d’énergie moins importante et un calcul
plus rapide.
Pour expliquer le fonctionnement d’ECC, dans ce chapitre nous étudions d’abord les
concepts mathématiques fondamentaux de la courbe elliptique, ainsi que l’opération la
plus importante sur les courbes, la multiplication scalaire. Ensuite nous présentons l’en-
semble d’algorithmes et de techniques proposés dans la littérature qui visent à améliorer
la performance de calculs sur les courbes. Enfin nous présentons l’ensemble des proto-
coles cryptographiques qui sont basés sur les courbes elliptiques.
3.1/ GÉNÉRALITÉS
Avant de présenter les courbes elliptiques, nous étudions d’abord les notions mathéma-
tiques dont nous avons besoin pour comprendre son fonctionnement.
3.1.1/ GROUPE
En mathématique, un groupe est un couple (E, ·) où E est un ensemble et · est une loi
de composition interne qui combine deux éléments a et b de E pour obtenir un troisième
élément a · b. Il faut que la loi satisfasse les quatre axiomes ci-dessous.
– Fermeture : ∀(a, b) ∈ E | a · b ∈ E
– Associativité : ∀(a, b) ∈ E | (a · b) · c = a · (b · c)
– Élément neutre : ∃e ∈ E | a · e = e · a = a
– Symétrique : ∀a ∈ E,∃b ∈ E | a · b = b · a = e
3.1.2/ GROUPE ABÉLIEN
Un groupe abélien, ou un groupe commutatif, est un groupe dont la loi de composition
interne est commutative. Un ensemble E est un groupe commutatif lorsque
∀(a, b) ∈ E | a · b = b · a
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3.1.3/ GROUPE CYCLIQUE
Un groupe fini G est cyclique si tout élément du groupe peut s’exprime sous forme d’une
puissance ou d’un multiple d’un élément particulier g, appelé le générateur du groupe,
c’est-à-dire G = 〈g〉 = {gn | n ∈ Z∗}. Par exemple si G = {g0, g1, g2, g3, g4, g5} et g6 = g0, alors
G est un groupe cyclique. Tout groupe cyclique est abélien car gngm = gn+m = gm+n = gmgn.
L’ordre d’un élément e d’un groupe cyclique est le nombre entier n positif le plus petit
tel que ne = 0 (en notation additive) ou en = 1 (en notation multiplicative). Reprenons le
même groupe G du paragraphe précédent, par exemple l’ordre de l’élément g2 est 3 car
l’élément neutre du groupe est g0 = 1 et (g2)3 = g6 = 1.
3.1.4/ ANNEAU UNITAIRE ET ANNEAU COMMUTATIF
Un anneau unitaire, ou simplement anneau, est un ensemble E muni de deux lois de
composition, notées + (addition) et · (multiplication). E est un anneau, si
– (E,+) est un groupe commutatif
– La loi · est associative et distributive par rapport à la loi +.
– La loi · possède un élément neutre.
Il existe un élément neutre de la loi de composition +, noté 0 tel que ∀a ∈ E | a+0 = 0+a = a
et ∀a ∈ E,∃b ∈ E | a + b = 0. Il existe un autre élément neutre pour la loi de composition ·,
noté 1 tel que ∀a ∈ E | a · 1 = 1 · a = a.
Un anneau commutatif est un anneau dont la loi de composition · est commutative, c’est-
à-dire ∀(a, b) ∈ E | a · b = b · a.
3.1.5/ CORPS
Un corps est un ensemble E muni de deux lois de composition, notée respectivement +
et ·. Il faut que les deux lois satisfassent les conditions suivantes :
– Le couple (E,+) forme un groupe abélien, il existe un élément neutre, noté 0, tel que
∀a ∈ E | a + 0 = 0 + a = a.
– Le couple (E\{0}, ·) forme aussi un groupe abélien dont l’élément neutre est 1, ∀a ∈ E |
a · 1 = 1 · a = a.
– La multiplication · est distributif pour l’addition, c’est-à-dire ∀(a, b, c) ∈ E | a · (b + c) =
a · b + a · c et (b + c) · a = b · a + c · a.
Autrement dit, un corps est un anneau dont les éléments non nuls forment un groupe
abélien pour la multiplication.
3.1.6/ CORPS FINI
Un corps fini F est un corps dont le nombre d’éléments est fini. Le nombre d’éléments est
l’ordre du corps, noté q, qui peut être représenté par la puissance d’un nombre premier
q = pn, où p est un nombre premier, appelé la caractéristique du corps, et n ∈ Z+. Pour
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étudier la cryptographie sur les courbes elliptiques, il faut que nous comprenions les deux
types de corps ci-dessous.
3.1.6.1/ CORPS PREMIER
Un corps est un corps premier, noté Fp lorsque l’ordre du corps q = pn et p est un nombre
premier. Le corps est constitué des nombres entiers {0, 1, 2, ..., p − 1}, et ∀a ∈ Z, a mod p
donne le reste unique r qui est compris entre [0, p − 1].
3.1.6.2/ CORPS BINAIRE
Un corps fini de l’ordre 2n est un corps binaire, noté F2n , qui peut être construit en utilisant
une représentation polynomiale. Les éléments du corps sont des polynômes binaires dont
les coefficients ai ∈ {0, 1} et les degrés sont inférieurs à n. C’est-à-dire F2n = {an−1zn−1 +
an−2z
n−2
+ ... + a1z + a0 : ai ∈ {0, 1}}.
3.2/ PRÉSENTATION DE LA COURBE ELLIPTIQUE
Après la présentation des notions mathématiques nécessaires, nous allons passer, dans
cette section, à la définition des courbes elliptiques avec l’ensemble d’opérations que
nous pouvons effectuer sur elles.
3.2.1/ DÉFINITION DE COURBE ELLIPTIQUE
La courbe elliptique E est une courbe algébrique qui peut être représentée par l’équation
Weierstrass (formule 3.1).




+ a4x + a6 (3.1)
On suppose que la courbe est définie dans un corps K et les paramètres a1, a2, a3, a4, a6 ∈
K. Pour que la courbe soit lisse et ne contienne aucun point de rebroussement, il faut
que le discriminant de la courbe ∆ , 0. La définition complète de ∆ se trouve dans la
formule 3.2.





















La forme de la courbe peut varier en fonction des paramètres choisis, dans la figure 3.1
nous avons 2 exemples de courbe elliptique.
Dans le domaine cryptographique, nous utilisons les courbes elliptiques qui sont définies
dans un corps fini dont l’ordre q = pn. Ce corps peut être soit premier, soit binaire, et le
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y2 = x3 − x y2 = x3 − x + 2
FIGURE 3.1 – Exemples de courbe elliptique
choix de corps n’a pas une influence importante sur la performance du cryptosystème.
Dans la littérature, il existe différents algorithmes et techniques qui nous permettent d’op-
timiser les performances de calcul sur les courbes qui sont définies sur les 2 types de
corps [87]. Cependant pour une raison de simplicité d’implémentation et de présentation,
durant les travaux de recherche de cette thèse, nous n’avons utilisé que des courbes qui
sont définies sur un corps premier.
L’équation Weierstrass d’une courbe elliptique peut être simplifiée, si la courbe est définie
sur un corps premier Fp dont la caractéristique est différente de 2 et de 3. Nous pouvons
transformer la formule 3.1 à l’équation de Weierstrass simplifiée (formule 3.3).
y2 = x3 + ax + b (3.3)
où a, b ∈ Fp. Le discriminant de la courbe ∆ = −16(4a3 + 27b2), et ∆ , 0. C’est aussi la
forme de courbe que nous utilisons dans la suite de cette thèse.
3.2.2/ LOI DE COMPOSITION SUR LES COURBES ELLIPTIQUES
Nous supposons qu’une courbe elliptique E est définie dans un corps premier Fp, l’en-
semble de points sur la courbe avec le point à l’infini, noté ∞, forment un groupe abélien
G dont la loi de composition est l’addition de point satisfaisant les conditions suivantes :
– Fermeture : ∀(P1, P2) ∈ G | P1 + P2 ∈ G.
– Commutativité : ∀(P1, P2) ∈ G | P1 + P2 = P2 + P1.
– Associativité : ∀(P1, P2, P3) ∈ G | (P1 + P2) + P3 = P1 + (P2 + P3).
– Élément neutre ∞ : ∀P ∈ G | P +∞ = ∞ + P = ∞.
– Élément symétrique : ∀P ∈ G,∃Q ∈ G | P + Q = Q + P = ∞.
Pour obtenir le point symétrique de P, il suffit de changer le signe de sa coordonnée y, si
P = (x, y), alors −P = (x,−y) et P + (−P) = ∞.
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Le calcul de l’addition de point est montré dans les formules 3.4 et 3.5. Supposons que




)2 − x1 − x2 et y3 = (
y2 − y1
x2 − x1
)(x1 − x3) − y1 (3.4)




)2 − 2x1 et y3 = (
3x21 + a
2y1
)(x1 − x3) − y1 (3.5)
Une représentation géométrique est donnée dans la figure 3.2. Pour additionner les
points P et Q, nous traçons une droite qui passe par ces 2 points, le résultat de l’ad-
dition est le point symétrique par rapport à l’axe abscisse du 3e point d’intersection avec
la courbe. Pour doubler le point P, c’est-à-dire 2P, il suffit de trouver la tangente à la
courbe au point P, et le résultat du doublement est le point symétrique par rapport à l’axe
abscisse du 2e point d’intersection avec la courbe.
Addition : P + Q = R Doublement : P + P = R
FIGURE 3.2 – Addition de points sur les courbes elliptiques
3.2.3/ MULTIPLICATION DE POINT
En se basant sur l’addition de point, nous pouvons encore effectuer la multiplication de
point, notée Q = kP sur une courbe elliptique E où k ∈ Z+ et (P, Q) ∈ E. Cette opération est
appelée aussi lamultiplication scalaire, qui est considérée comme l’opération la plus coû-
teuse et importante sur les courbes elliptiques. Nous allons voir dans la section 3.4 que
c’est une opération cruciale dans les protocoles cryptographiques basés sur les courbes
elliptiques.
Une multiplication de point peut être considérée comme une suite d’additions de point
consécutives :
Q = kP = P + P + · · · + P︸             ︷︷             ︸
k fois P
(3.6)
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Nous pouvons voir dans les formules 3.4 et 3.5 que le calcul de l’addition de point est
compliqué, notamment quand la courbe est définie dans un corps premier, le temps de
calcul de l’inverse modulaire (voir section 3.2.4) n’est pas négligeable non plus. Il est
donc inefficace de répéter successivement l’addition de point.
La méthode de base pour accélérer la multiplication scalaire est d’utiliser l’algorithme
doublement-et-addition (voir algorithme 1). Supposons que P est un point sur une courbe
elliptique qui est définie sur un corps premier, notée E(Fp), pour calculer kP où k est un




ensuite nous parcourons k du bit de poids faible au bit de poids fort.
Algorithme 1 : Algorithme doublement-et-addition pour calculer Q = kP
Données : k =
∑l−1
i=0 ki2
i et P ∈ E(Fp)
Résultat : Q = kP
1 Q ← ∞;
2 pour i de 0 à l − 1 faire
3 si ki = 1 alors
4 Q ← Q + P
5 fin
6 P ← 2P
7 fin
8 retourner Q
3.2.4/ ALGORITHME D’EUCLIDE ÉTENDU
Nous travaillons avec des courbes qui sont définies dans un corps premier Fp, les cal-
culs modulaires sont donc indispensables pour limiter les coordonnées des points dans
l’intervalle [0, p − 1]. Les formules de l’addition de point peuvent être transformées sous




)2 − x1 − x2 (mod p) y3 ≡ (
y2 − y1
x2 − x1





)2 − 2x1 (mod p) y3 ≡ (
3x21 + a
2y1
)(x1 − x3) − y1 (mod p) (3.8)
pour le doublement.
Nous constatons que dans les formules 3.7 et 3.8 nous avons besoin d’effectuer des cal-
culs de l’inverse modulaire m ≡ x−1 (mod p) dans un corps premier, noté Z/pZ. L’inverse
modulaire existe si et seulement si le Plus Grand Commun Diviseur PGCD(x, p) = 1. Nous
pouvons aussi représenter cette condition en utilisant le théorème de Bézout
ux + vp = PGCD(x, p) = 1 (3.9)
où u est l’inverse multiplicatif de x modulo p, et u, v sont les coefficients de Bézout.
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Afin de calculer l’inverse modulaire, nous pouvons utiliser l’algorithme d’Euclide étendu
(voir l’algorithme 2) qui est en effet une variante de l’algorithme d’Euclide, et qui permet
non seulement de calculer le PGCD de x et p, mais aussi de déterminer les coefficients de
Bézout u et v. Un exemple est donné dans l’annexe .4 pour vous montrer le déroulement
de l’algorithme.
Le calcul de l’inverse modulaire est l’opération la plus coûteuse durant des multiplications
scalaires. Dans un véritable cryptosystème d’ECC, la longueur des nombres entiers ma-
nipulés peut atteindre facilement quelques centaines de bits, et nous pouvons constater
dans l’algorithme 1 que durant une multiplication scalaire, nous avons besoin de calculer
au moins 2 inverses modulaires par itération. Nous allons voir dans la section 3.3 des
solutions qui nous permettent d’éviter de répéter le calcul de l’inverse modulaire pendant
les multiplications scalaires.
Algorithme 2 : Algorithme d’Euclide étendu
Données : (x, p) ∈ Z
Résultat : x−1 (mod p)
1 (r1, r2, u1, u2, q, rs, us) ∈ Z;
2 r1 ← x;
3 r2 ← p;
4 u1 ← 1;
5 u2 ← 0;





8 rs ← r1;
9 us ← u1;
10 r1 ← r2;
11 u1 ← u2;
12 r2 ← rs − q × r1;
13 u2 ← us − q × u1;
14 fin
15 si r1 , 1 alors




3.2.5/ PROBLÈME DU LOGARITHME DISCRET SUR LES COURBES ELLIPTIQUES
Nous avons vu les différentes opérations que nous pouvons effectuer sur les courbes
elliptiques, notamment la multiplication scalaire qui est utilisée fréquemment pendant les
calculs cryptographiques. Dans cette section, nous expliquons la raison pour laquelle la
multiplication scalaire est la clé pour assurer la sécurité d’un cryptosystème d’ECC.
Le niveau de sécurité d’ECC dépend fortement de la difficulté pour résoudre le problème
de logarithme discret sur les courbes elliptiques. Nous supposons que g est le généra-
teur d’un groupe cyclique G de l’ordre n, si la loi de composition du groupe est multipli-
cative, tout élément e peut être écrit sous forme e = gk où k ∈ Z. En outre deux entiers
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quelconques e et k satisfaisant cette équation sont nécessairement congrus modulo n,
c’est-à-dire e ≡ k (mod n). Le problème du logarithme discret est en effet une application
réciproque de gk (voir la formule 3.10), qui a pour objectif de trouver le plus petit nombre
entier naturel k vérifiant cette propriété.
logg : G → Zn (3.10)
Nous choisissons, sur une courbe elliptique définie dans un corps premier fini E(Fp), un
point P de l’ordre n comme le générateur du groupe cyclique 〈P〉, un autre point Q ∈ 〈P〉.
Le problème du logarithme discret sur les courbes elliptiques (ECDLP en Anglais) est de
trouver l ∈ [0, n − 1] satisfaisant Q = kP.
La solution la plus naïve pour résoudre ce problème est de calculer exhaustivement
1P, 2P, 3P . . . jusqu’à ce que nous trouvions Q, mais le calcul peut devenir extrêmement
long si la valeur de k est suffisamment grande (voir tableau 3.1). Il est donc énormément
difficile de retrouver la valeur de k à partir de Q et P. Il n’y a pas de preuve mathématique
qui peut démontrer que le ECDLP est insoluble, mais la résolution d’un tel problème est
toujours considéré comme infaisable en prenant compte de l’état actuel des technologies
informatiques [34].
Paramètre de courbe Valeur recommandée
a = −3
b = 0x 64210519 E59C80E7 0FA7E9AB 72243049 FEB8DEEC C146B9B1
p = 2192 − 264 − 1
xG = 0x 188DA80E B03090F6 7CBF20EB 43A18800 F4FF0AFD 82FF1012
yG = 0x 07192B95 FFC8DA78 631011ED 6B24CDD5 73F977A1 1E794811
n = 0x FFFFFFFF FFFFFFFF FFFFFFFF 99DEF836 146BC9B1 B4D22831
TABLE 3.1 – Courbe E(Fp) : y2 = x3 + ax + b avec un générateur G(xG, yG) de l’ordre n
3.3/ OPTIMISATION DE LA PERFORMANCE DE MULTIPLICATION
SCALAIRE
Un des avantages d’ECC est la rapidité de calcul car nous utilisons des clés plus courtes.
ECC est souvent un choix adapté pour les matériels qui ne disposent que d’une mémoire
et d’une puissance de calcul limitées (carte à puce, micro-contrôleur etc.). Comme nous
avons vu dans les sections précédentes que l’opération la plus complexe sur les courbes
elliptiques est la multiplication scalaire, elle est aussi fréquemment utilisée dans les pro-
tocoles cryptographiques (voir section 3.4). La performance de la multiplication scalaire
a une forte influence sur la performance de l’ensemble de cryptosystème.
Dans cette section nous allons voir de différentes techniques mathématiques et algorith-
miques qui nous permettent d’accélérer le calcul de multiplication scalaire.
3.3.1/ MÉTHODE NAF
Comme nous avons déjà précisé, dans cette thèse, nous travaillons avec des courbes el-
liptiques E(Fp) qui sont définies dans un corps premier fini dont le caractère est supérieur
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à 3. Si P = (x, y) est un point sur E(Fp), alors −P = (x,−y). Ainsi, la soustraction de point
est autant efficace que l’addition.
Nous pouvons voir dans l’algorithme 1 que le temps de calcul dépend principalement du
nombre de bits non-nuls dans k. Si nous pouvons réduire le nombre de bits non-nuls,
nous pourrons accélérer le calcul.
La première méthode est d’utiliser la forme non adjacente (NAF) qui consiste à représen-




i où ki ∈ {0,±1} et kl−1 , 0. En outre, nous ne pouvons pas trouver deux ki
non-nuls consécutifs.
La représentation NAF d’un nombre k dispose des propriétés suivantes :
– k a une représentation unique de NAF, notée NAF(k).
– NAF(k) a moins de bits non-nuls par rapport à toute autre représentation utilisant des
chiffres binaires signés.
– La longueur maximale de NAF(k) est l + 1 bits.
– Si la longueur de NAF(k) = l, alors 2
l
3 < k <
2l+1
3 .
– Par rapport à la représentation binaire de k, le nombre de bits non-nuls est réduit de l2
à l3 .
NAF(k) peut être calculé efficacement avec l’algorithme 3.
Algorithme 3 : Calcul de la forme NAF d’un nombre entier positif
Données : k =
∑l−1
i=0 ki2
i et k ∈ Z+
Résultat : NAF(k)
1 i ← 0;
2 tant que k ≥ 1 faire
3 si k est impair alors
4 ki ← 2 − (k mod 4);
5 k ← k − ki;
6 sinon
7 ki ← 0;
8 fin
9 k ← k2 ;
10 i ← i + 1;
11 fin
12 retourner (ki−1, ki−2, . . . , k1, k0)
L’algorithme 1 doit aussi être modifié (voir algorithme 4) pour pouvoir prendre en charge
des nombres entiers représentés en forme NAF.
3.3.2/ MÉTHODE DE LA FENÊTRE
Si nous disposons de mémoire suffisante, nous pouvons encore optimiser la performance
de l’algorithme 4 en utilisant la méthode de la fenêtre.




i où chaque chiffre ki non-nul est impair, |ki| < 2w−1 et kl−1 , 0. Il y
a au plus un chiffre sur w chiffres est non-nul.
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Algorithme 4 : Méthode NAF pour le calcul de multiplication scalaire
Données : NAF(k) où k ∈ Z+, et P ∈ E(Fp)
Résultat : k.P
1 Q ← ∞;
2 pour i de l − 1 à 0 faire
3 Q ← 2.Q;
4 si ki = 1 alors
5 Q ← Q + P;
6 fin
7 si ki = −1 alors




La forme NAFw(k) doit satisfaire des conditions suivantes :
– Un nombre entier k a une représentation unique de NAFw(k).
– NAF2(k) = NAF(k).
– La longueur maximale de NAFw(k) est l + 1.
– Le nombre moyen de bits non-nuls est l
w+1 .
Le calcul de la forme NAFw(k) est montré dans l’algorithme 5.
Algorithme 5 : Calcul de la forme NAFw(k) d’un nombre entier positif
Données : k,w
Résultat : NAFw(k)
1 i ← 0;
2 tant que k ≥ 1 faire
3 si k est impair alors
4 ki ← k mod 2w;
5 k ← k − ki;
6 sinon
7 ki ← 0;
8 fin
9 k ← k2 ;
10 i ← i + 1;
11 fin
12 retourner (ki−1, ki−2, . . . , k1, k0)
Le calcul de multiplication scalaire en utilisant la méthode de la fenêtre est donné dans
l’algorithme 6.
Nous pouvons constater qu’avant de lancer la boucle pour parcourir les ki, il faut d’abord
calculer et stocker en mémoire Pi = i.P où i ∈ {1, 3, 5, . . . 2w−1 − 1}. Donc cette méthode
est applicable si et seulement si le système possède assez de mémoire pour stocker
temporairement l’ensemble de Pi précalculés.
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Algorithme 6 : Méthode NAFw(k) pour le calcul de multiplication scalaire
Données : NAFw(k), P ∈ E(Fp)
Résultat : k.P
1 Calculer Pi = i.P où i ∈ {1, 3, 5, . . . 2w−1 − 1};
2 Q ← ∞;
3 pour i de l − 1 à 0 faire
4 Q ← 2Q;
5 si ki , 0 alors
6 si ki > 0 alors
7 Q ← Q + Pki ;
8 sinon





3.3.3/ SYSTÈME DE COORDONNÉES PROJECTIVES
Le calcul dont nous avons besoin pour additionner 2 points en coordonnées affines est
détaillé dans les formules 3.4 et 3.5. Nous pouvons remarquer que dans les 2 formules,
nous avons besoin d’effectuer des calculs de l’inverse modulaire, qui demande beaucoup
plus de calculs supplémentaires (voir algorithme 2). Afin d’éviter la répétition du calcul de
l’inverse modulaire, il est plus avantageux d’utiliser des coordonnées projectives.
Avec le système de coordonnées projectives, un point est représenté par 3 coordonnées










Dans un système de coordonnées projectives standards, c = 1 et d = 1, mais nous
travaillons souvent avec un cas particulier, le système de coordonnées jacobiennes dans
lequel c = 2 et d = 3, et l’équation Weierstrass simplifiée (voir formule 3.3) d’une courbe
elliptique peut être transformée en
Y2 = X3 + aXZ4 + bZ6 (3.11)
Le point à l’infini est (1, 1, 0), et la négation d’un point (X,Y,Z) est (X,−Y,Z).
3.3.3.1/ DOUBLEMENT DE POINT
Nous supposons que P = (X1,Y1,Z1) ∈ E et P , −P. Il nous suffit de réutiliser la for-
mule 3.5 pour calculer 2P = (X′3,Y
′












, et nous obtenons :

























































3, 1), car dans un
système de coordonnées projectives, (X1,Y1,Z1) est équivalent à (X2,Y2,Z2), si X1 = λcX2,
X1 = λ
dY2 et Z1 = λZ2. Les nouvelles coordonnées sont données dans la formule 3.14 :













Nous pouvons remarquer que si le paramètre de la courbe a = −3, (3X21 − 3Z
4
1) peut être
factorisée sous la forme suivante :
3X21 − 3Z
4





qui peut être calculée beaucoup plus efficacement. C’est aussi la raison pour laquelle
dans les configurations recommandées de courbes elliptiques, on choisit toujours la va-
leur −3 pour le paramètre a.
3.3.3.2/ ADDITION DE POINT
Nous avons deux points P = (X1,Y1,Z1) ∈ E où Z1 , 0, et Q = (X2,Y2, 1). Afin de sim-
plifier l’implémentation de l’algorithme, la coordonnée Z du point Q est toujours égale à
1. Nous supposons que P , ±Q, et nous appliquons la même technique pour le double-





) en coordonnée affine, il nous suffit de






, et nous obtenons donc
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Comme dans le calcul de l’addition, pour éliminer les dénominateurs, nous devons cal-
culer le point équivalent du (X′3,Y
′









Z3 = (X2Z21 − X1)Z1, nous obtenons ensuite les formules des nouvelles coordonnées :
X3 = (Y2Z31 − Y1)
2 − (X2Z21 − X1)
2(X1 + X2Z21)
Y3 = (Y2Z31 − Y1)(X1(X2Z
2
1 − X1)
2 − X3) − Y1(X2Z21 − X1)
3
Z3 = (X2Z21 − X1)Z1
 (3.18)
Dans le tableau 3.2, nous avons une liste de nombres d’opérations nécessaires pour cal-
culer une addition et un doublement sur les courbes elliptiques. Nous pouvons voir que
le système de coordonnées jacobiennes offre une meilleure performance pour le double-
ment de point, et une addition utilisant des systèmes de coordonnées mixtes (Jacobienne
+ Affine) demande moins d’opérations.
Nous considérons que le calcul de l’inversion modulaire est une opération beaucoup
plus coûteuse que les autres. Cependant, si nous utilisons les systèmes de coordonnées
projectives, nous pourrons éviter de répéter le calcul de l’inverse modulaire durant la mul-
tiplication scalaire. Il nous suffit de l’appliquer une seule fois à la fin de de la multiplication
pour convertir le résultat final en coordonnées affines.
Doublement Addition Addition mixte
2A → A 1I, 2M, 2S A + A → A 1I, 2M, 1S J + A → J 8M, 3S
2P → P 7M, 3S P + P → P 12M, 2S
2J → J 4M, 4S J + J → J 12M, 4S
TABLE 3.2 – Nombre d’opérations pour calculer une addition et un doublement sur y2 =
x3 − 3x + b. A : Affine, P : Projective standard, J : Jacobienne, I : Inversion modulaire, M :
Multiplication, S : Carré
3.3.4/ RÉDUCTION DE SCALAIRE
Selon l’algorithme 1, lorsque l’on effectue la multiplication scalaire kP, on doit parcourir
les bits du scalaire k. Le nombre d’itération dépend du nombre de digits dans la repré-
sentation binaire du scalaire. Autrement dit, si on peut trouver un scalaire équivalent plus
petit, il sera possible d’accélérer le calcul de multiplication scalaire en substituant la valeur
du scalaire par la nouvelle.
Dans [26], Faye et al. ont proposé une méthode qui permet de remplacer la multiplication
kP par une représentation équivalente dP, où P est le point de générateur dont ord(P) = n,
k > d et k, d ∈ [⌊n/2⌋ + 1, n − 1]. On peut obtenir la valeur de d en suivant les règles ci-
dessous :

∀k > n, ∃d = (k − ⌊k/2⌋n), kP = dP
∀k ∈]⌊n/2⌋, n − 1], ∃d = k − n, kP = dP
∀k ∈]0, ⌊n/2⌋], ∃d = k, kP = dP
∀k ∈ {−n, 0, n}, kP = ∞
∀k ∈ [−(n − 1),−⌊n/2⌋[, ∃d = (n + k), kP = dP
∀k ∈ [−⌊n/2⌋, 0[, ∃d = k, kP = dP
∀k < −n, ∃d = k + n⌊|k|/2⌋, kP = dP
(3.19)
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En cryptographie, la valeur de k est souvent choisie dans l’intevalle ]0, n − 1], donc la
formule 3.19 peut être simplifiée de la manière suivante :
{
∀k ∈]⌊n/2⌋, n − 1], ∃d = k − n, kP = dP
∀k ∈]0, ⌊n/2⌋], ∃d = k, kP = dP
(3.20)
Prenons un exemple, E : y2 = x3 + x + 1 est une courbe elliptique définie dans un corps
premier fini dont le caractéristique p = 23, notée E(F23). P(0, 1) est le point générateur,
et les représentations équivalentes des multiplications scalaires sont illustrées dans la
figure 3.3.
FIGURE 3.3 – Exemples des multiplications scalaires équivalentes
Nous pouvons constater que −34P, −6P, 22P et 50P sont équivalentes, si nous voulons
calculer le point 50P, il suffira de calculer 6P et changer le signe de sa coordonnée en
ordonnée. Les tests de performance ont montré que cette technique peut réduire le temps
de calcul, notamment quand la valeur de k est proche de la borne n − 1.
3.3.5/ MULTIPLICATION SCALAIRE PARALLÈLE
Une autre technique qui nous permet d’accélérer le calcul des multiplications scalaires
est le calcul parallèle. Le principe est découper le calcul en plusieurs sous tâches indé-
pendantes qui peut être effectuée séparément par des processeurs différents. Le calcul
parallèle des multiplications scalaires est un sujet de recherche très actif dans le do-
maine de cryptographie, différentes solutions ont été proposées, mais beaucoup entre
elles sont conçues pour des implémentations matérielles basées sur les architectures
multi-processeurs ou FPGA [80, 77].
Il existe principalement 2 types d’implémentation logicielle, le premier est basé sur la
décomposition de scalaire. Nous voulons calculer Q = kP, et nous décomposons d’abord
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le scalaire k en plusieurs parties, chacune représente une sous tâche de calcul. Elles
sont ensuite distribués aux processeurs différents, qui les traitent simultanément.
Dans [8], Brickell et al. ont proposé une méthode d’exponentiation rapide basée sur le
tableau précalculé. Par exemple, nous voulons calculer gn où g est un élément de Z/pZ
et n est un nombre entier positif de longueur l. Nous pouvons représenter l’exposant n en




aixi où 0 ≤ ai ≤ h − 1 et 0 ≤ i < l (3.21)









Le calcul de gn est constitué de trois étapes principales :
1. Déterminer la représentation de n =
∑l−1
i=0 aixi en base h.










Cette méthode peut être appliquée aux multiplications scalaires sur les courbes ellip-
tiques en calculant des points 21P, 22P, . . . , 2l−1P.
Les étapes 2 et 3 peuvent être parallélisée. Par exemple, si nous possédons h − 1 pro-
cesseurs, alors nous pouvons paralléliser la 2e étape, et chaque processeur calcule sa
propre valeur de cd. Idem pour l’étape 3, si nous avons d processeurs disponibles, chacun
peut calculer cd
d
pour une valeur de d particulière.
Lim and Lee ont proposé dans [60] une autre méthode d’exponentiation rapide. Afin de
calculer gR, où R est un nombre entier positif de longueur n, on divise R en h parties Ri
de longueur ⌊n/h⌋. Ensuite chaque Ri est encore divisé en v segments Ri, j de longueur
⌊b = a/v⌋ (voir la formule 3.23).








Nous supposons que g0 = g, ainsi gi = g2
a
i−1 = g
2ia où 0 < i < h. En utilisant la formule 3.23,
















Si la représentation binaire de Ri est Ri = ei,a−1ei,a−2 . . . ei,0 et celle de Ri, j est Ri, j =
ei, jb+b−1ei, jb+b−2 . . . ei, jb+1ei, jb, alors la formule 3.24 peut être transformée à la forme sui-
vante



















h−2 . . . g
e0
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où I j,k = eh−1,b j+keh−2,b j+k . . . e1,b j+ke0,b j+k et j ∈ [0, b[. Ainsi, le calcul de gR peut être paral-
lélisé un utilisant les valeurs précalculées.
Une autre méthode basée sur des valeurs précalculés est proposée dans [71]. Nous
supposons que nous voulons calculer Q = kP où Q et P sont 2 points représentés en
coordonnées jacobiennes sur une courbe elliptique, et k est un nombre entier positif de
longueur 160.














parallèle de kP en utilisant des points précalculés est montré dans l’algorithme 7.
Algorithme 7 : Multiplication scalaire parallèle basée sur des points précalculés





1 pour 0 ≤ j ≤ 15 faire









5 A[0] = ∞;
6 B[0] = ∞;
7 T = ∞;
8 pour i de 15 à 0 faire
9 T ← 2T ;
10 T ← T + A[ui] + B[vi];
11 fin
12 return T ;
Comme cette méthode est basée sur des points précalculés aussi, une fois les points
prêts, le calcul qui se situe à l’intérieur de la boucle peut être effectué par des processeurs
différents.
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Le deuxième type d’implémentation logicielle de multiplication scalaire parallèle est basé
sur la décomposition d’opération. C’est-à-dire que chaque processeur s’occupe d’un type
d’opération spécifique. Cependant, ce genre d’implémentation nécessite souvent une
mémoire partagée entre les processeurs.
Dans [4], une architecture de double-processeur est proposée (voir la figure 3.4) pour
paralléliser le calcul des multiplications scalaires Q = kP, où Q et P sont 2 points sur une
courbe elliptique, et k est un nombre entier positif de longueur n, qui peut être représenté




FIGURE 3.4 – Architecture double-processeur pour l’algorithme de calcul parallèle pro-
posé
Le calcul est basé sur l’algorithme 1. Les 2 processeurs partagent une mémoire et un
compteur, le premier processeur, noté ECDBL, charge le point P et lit les ki. Après la
lecture de chaque bit, le processeur met à jour le compteur et effectue un double de point
2P. S’il s’agit d’un bit non nul, il stocke le point 2iP dans la mémoire (voir l’algorithme 8).
Algorithme 8 : Partie ECADD de la multiplication scalaire parallèle




Résultat : 2iP, stocké dans la mémoire
1 i ← 0;
2 Q ← P;
3 tant que i < n faire
4 si ki = 1 alors
5 si Mémoire est pleine alors
6 Attendre;
7 sinon
8 Stocker Q dans la mémoire;
9 fin
10 fin
11 Q ← 2Q;
12 i ← i + 1;
13 Compteur ← i;
14 fin
Le deuxième processeur, noté ECADD, récupère le point 2iP depuis la mémoire et effec-
tue l’addition Q = Q + 2iP. Le calcul est terminé quand tous les bits ki sont scannés et il
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n’y a plus de points en mémoire partagée (voir l’algorithme 9).
Algorithme 9 : Partie ECDBL de la multiplication scalaire parallèle
Données : 2iP, lu depuis la mémoire
Résultat : Q = kP
1 Q ← ∞;
2 i ← Compteur;
3 tant que i < n faire
4 si Mémoire n’est pas pleine alors
5 Lire 2iP depuis la mémoire;
6 Q ← Q + 2iP;
7 Effacer 2iP dans la mémoire;
8 fin
9 i ← Compteur;
10 fin
11 retourner Q
3.4/ PROTOCOLES CRYPTOGRAPHIQUES BASÉS SUR ECC
Grâce au problème de logarithme discret, plusieurs protocoles cryptographiques ont été
proposés. Dans cette section, nous présentons les protocoles principaux (échange de
clés, chiffrement et signature numérique) qui existent dans la littérature [55].
3.4.1/ ELGAMAL
Dans [24], ElGamal propose un protocole de chiffrement et de signature numérique basé
sur le protocole d’échange de clé Diffie-Hellman [22]. Dans le protocole Diffie-Hellman,
A et B veulent partager un secret entre eux, et chacun détient une clé privée appelé
respectivement xA et xB, p est un grand nombre premier, et α est la racine primitive
modulo p (le générateur). A calcule yA ≡ αxA (mod p) et l’envoie à B, et dans l’autre sens,
B calcule yB ≡ αxB (mod p) et l’envoie à A (voir figure 3.5). Le secret partagé KAB est donc
KAB ≡ α










Grâce à la difficulté pour résoudre le problème du logarithme discret, A et B peuvent
s’envoyer yA et yB sans risque, car il est extrêmement difficile de calculer les valeurs xA et
xB. Une fois le secret partagé établi entre A et B, ils peuvent sécuriser la communication
entre eux avec un algorithme de cryptographie symétrique qui est moins lourd à gérer.
3.4.1.1/ CHIFFREMENT ET DÉCHIFFREMENT
Un algorithme de chiffrement et déchiffrement à clé public est aussi proposé dans [24].
Si A veut envoyer un message m à B où m ∈ [0, p − 1]. A choisit d’abord un nombre entier







xA xB (mod p)
FIGURE 3.5 – Échange de clés Diffie-Hellman
k ∈ [0, p − 1] et on calcule
K ≡ ykB (mod p) (3.30)
où yB ≡ αxB (mod p) est en effet la clé publique de B. Pour chiffrer le message, A calcule
c1 ≡ α
k (mod p) c2 ≡ Km (mod p) (3.31)
et envoie c1 et c2 à B. Pour déchiffrer le message, B calcule dans un premier temps la
valeur de K ≡ (αk)xB ≡ cxB1 (mod p), car xB est la clé privée de B, ensuite B divise c2 par
K pour récupérer le message m. Le déroulement du protocole est illustré graphiquement











FIGURE 3.6 – Protocole de chiffrement d’Elgamal
Cet algorithme peut aussi être appliquer sur les courbes elliptiques. Supposons que G
soit le point générateur sur une courbe définie dans un corps premier fini, notée E(Fp). A
et B disposent chacun d’une clé privée, xA et xB avec lesquelles ils peuvent calculer leurs
clés publiques PA et PB.
PA = xA.G et PB = xB.G (3.32)
Lorsque A veut envoyer un message m à B, il convertit d’abord m en un point, noté M, sur
la courbe E(Fp, et prendre un nombre entier aléatoire k ∈ [0, p − 1], ensuite il commence
à chiffrer le message en calculant
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M1 = k.G M2 = M + k.PB (3.33)
Enfin le couple (M1, M2) est envoyé à B qui peut déchiffrer le message de la manière
suivante.
M = M2 − xB.M1 = M + k.PB − xB.k.G = M + (k.PB − k.PB) (3.34)
3.4.1.2/ SIGNATURE NUMÉRIQUE
L’objectif de la signature numérique est de garantir l’intégrité d’un document et d’authenti-
fier l’auteur. En vérifiant la signature, le récepteur du document peut identifier le signataire
du document et détecter si le document a été modifié pendant la transmission.
Pour signer un document, le signataire doit trouver une solution qui lui permette de signer
le document un utilisant sa clé privée, et les autres personnes peuvent vérifier la signature
avec la clé publique du signataire.
Dans la proposition de ElGamal, la signature d’un document m ∈ [0, p − 1] est un couple
(r, s) tel que
αm ≡ yrrs (mod p) (3.35)
où y ≡ αx (mod p) est la clé publique du signataire, et x est sa clé privée.
Avant de lancer la procédure de signature, le signataire trouve un nombre entier k ∈
[0, p − 1] tel que PGCD(k, p − 1) = 1. Ensuite il calcule
r ≡ αk (mod p) (3.36)
et la formule 3.35 peut être transformée à
αm ≡ αxrαks (mod p) (3.37)
à partir de laquelle nous pouvons calculer s en utilisant l’équation
m ≡ xr + ks (mod p − 1) (3.38)
Une fois que le document est arrivé chez destinataire, il suffit que le récepteur calcule les
deux côtés de l’équation 3.35 pour voir s’ils sont égaux.
Cet algorithme doit être légèrement modifié avant de pouvoir être utilisé avec les courbes
elliptiques [81]. Afin de sécuriser la communication entre eux, utilisateurs A et B choi-
sissent la même courbe E(Fp) dont le point de générateur est G. Avant d’envoyer le
message M à B, il faut qu’il soit signé par A. Supposons que la clé privée de A soit xA,
et avec laquelle on peut calculer facilement sa clé publique PA = xAG. La procédure de
signature est constituée de 5 étapes.
1. Choisir d’abord un nombre entier aléatoire k ∈ [0, p − 1].
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2. Calculer R = kG = (xR, yR) et r ≡ xR (mod p). Si r = 0, répéter l’étape précédente.
3. Calculer e = h(M) où h est une fonction de hachage.
4. Calculer s ≡ k−1(e + rxA) (mod p). Si s = 0, recommencer depuis l’étape 1.
5. Envoyer (R, s) à utilisateur B.
Après la réception de (R, s), afin de vérifier la signature du document, B calcule V1 = sR
et V2 = h(M)G + rPA. La signature est valide si V1 = V2 (voir figure 3.7).
V1 = k
−1(e + rxA)kG = G(h(M) + rxA)




k ∈ [0, p − 1]
R = k · G = (xR, yR)
r ≡ xR (mod p)
e = h(M)
s ≡ k−1(e + r · xA) (mod p)
V1 = s · R
V2 = h(M) · G + r · PA
PA = xA · G
(R, s)
FIGURE 3.7 – Protocole de signature numérique d’Elgamal
3.4.2/ ELLIPTIC CURVE INTEGRATED ENCRYPTION SCHEME (ECIES)
Le protocole d’Elgamal est rarement utilisé directement avec les courbes elliptiques.
Avant de chiffrer un message, il faut d’abord le convertir à un point sur la courbe el-
liptique utilisée. Il y a différentes techniques qui existent, mais la conversion nécessite
plus de calcul.
Généralement on utilise les courbes elliptiques pour établir une clé partagée entre les 2
parties d’une conversation [22], ensuite nous pouvons utiliser un algorithme de crypto-
graphie symétrique pour sécuriser la communication entre elles.
Le protocole ECIES est en effet une variante d’Elgamal standardisée. Supposons qu’Alice
désire envoyer un message M à Bob d’une manière sécurisée, ils doivent d’abord dispo-
ser de toutes les informations suivantes :
– KDF (Key Derivation Function) : Une fonction de dérivation de clé qui permet de géné-
rer plusieurs clés à partir d’une valeur secrète de référence.
– MAC (Message Authentication Code) : Code transmis avec les données dans le but
d’assurer l’intégrité de ces dernières.
– S Y M : Algorithme de chiffrement symétrique.
– E(Fp) : La courbe elliptique utilisée avec le point de générateur G dont ordp(G) = n.
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– KB : La clé publique de Bob KB = kB.G où kB ∈ [1, n − 1] est sa clé privée.
Pour chiffrer le message M, Alice doit effectuer des opérations suivantes :
1. Choisir un nombre entier k ∈ [1, n − 1] et calculer R = k.G.
2. Calculer Z = k.KB.
3. Générer les clés (k1, k2) = KDF(abscisse(Z),R).
4. Chiffrer le message C = S Y M(k1, M).
5. Générer le code MAC t = MAC(k2,C).
6. Envoyer (R,C, t) à Bob.
Pour déchiffrer le message (R,C, t), Bob doit effectuer des calculs ci-dessous :
1. Rejeter le message si R < E(Fp).
2. Calculer Z = kB.R = kB.k.G = k.KB.
3. Générer les clés (k1, k2) = KDF(abscisse(Z),R).
4. Générer le code MAC t′ = MAC(k2,C).
5. Rejeter le message si t′ , t.
6. Déchiffrer le message M = S Y M−1(k1,C).
Dans ce protocole, la valeur critique est k avec laquelle Bob peut calculer Z = k.KB, et
générer le couple (k1, k2) qui est utilisé pour déchiffrer et authentifier le message. Grâce
à la difficulté pour résoudre le problème de logarithme discret, Alice peut envoyer R = k.G
sans problème. Une représentation graphique du protocole est illustrée dans la figure 3.8,
et une description plus détaillée est donnée dans [9] avec les paramètres recommandés
dans [87].
A B
k ∈ [0, p − 1]
R = k · G
Z = k · KB = (xZ , yZ)
(k1, k2) = KDF(xZ ,R)
C = S Y M(k1, M)
t = MAC(k2,C)
Z = kB · R = (xZ , yZ)
(k1, k2) = KDF(xZ ,R)
M = S Y M−1(k1,C)
KB = kB · G
(R,C, t)
FIGURE 3.8 – Protocole de chiffrement ECIES
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3.4.3/ ELLIPTIC CURVE DIGITAL SIGNATURE ALGORITHM (ECDSA)
Le protocole ECDSA est proposé par Johnson et al. dans [40], il est une variante de
DSA qui utilise les techniques de cryptographie sur les courbes elliptiques. Le protocole
DSA signifie Digital Signature Algorithm en Anglais, c’est un algorithme de signature
numérique standardisé par le NIST aux États-Unis [20].
Le protocole est basé sur l’idée du protocole de signature d’Elgamal. Nous supposons
qu’Alice et Bob utilisent la même courbe elliptique E(Fp) pour sécuriser la communication
entre eux. Nous supposons que la clé publique d’Alice est KA = kA.G où kA est sa clé
privée et G est le point de générateur de l’ordre n.
Pour signer un message M, Alice doit suivre les opérations suivantes :
1. Choisir un nombre aléatoire k ∈ [1, n − 1].
2. Calculer R = k.G.
3. Calculer r ≡ abscisse(R) (mod n). Si r = 0, retourner à l’étape 1.
4. Calculer s ≡ k−1(H(M) + kAr) (mod n) où H est une fonction de hachage. Si s = 0,
retourner à l’étape 1.
5. Envoyer (r, s) à Bob.
Après avoir reçu le message signé, Bob vérifie la signature du message :
1. Vérifier si KA , ∞ (point à l’infini) et KA ∈ E(Fp).
2. Vérifier si n.KA = ∞ car n.KA = n.kA.G et ordp(G) = n.
3. Vérifier si (r, s) ∈ [1, n − 1].
4. Calculer R = (H(M)s−1 mod n)G + (rs−1 mod n)KA (voir la formule 3.40).
5. Vérifier si r ≡ abscisse(R) (mod n).
R = (H(M)s−1)G + (rs−1)KA (mod n)
= (H(M)s−1)G + (rs−1)kAG (mod n)
= s−1G(H(M) + rkA) (mod n)
= k(H(M) + kAr)−1G(H(M) + rkA) (mod n)
= kG
(3.40)
Le déroulement du protocole est montré dans la figure 3.9.
3.4.4/ ELLIPTIC CURVE MENEZES QU VANSTONE (ECMQV)
ECMQV est un protocole d’échange de clés authentifié proposé dans [51], car en utilisant
Diffie-Hellman, nous ne pouvons pas assurer l’authentification des participants
Nous supposons que R(xR, yR) est un point sur une courbe elliptique, et P est le point de
générateur dont ord(P) = n. Nous calculons R¯ = (xR mod 2L) + 2L où L = ⌈
⌊log2 n⌋+1
2 ⌉, alors
R¯ est en effet les premier L bits de la coordonnée abscisse de R. En outre, (qA, QA) et
(qB, QB) sont respectivement la clé privée et la clé publique de Alice et Bob.
La procédure d’échange de clés commence par une génération de clés temporaire chez
Alice :
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A B
k ∈ [1, n − 1]
R = k · G = (xR, yR)
r ≡ xR (mod n)
s ≡ k−1(H(M) + kAr)
R = (H(M)s−1 mod n) · G + (r · s−1 mod n) · KA
(r, s)
FIGURE 3.9 – Protocole de signature numérique ECDSA
– Choisir en nombre entier kA ∈ [1, n − 1] et calculer RA = kA.P.
– Envoyer RA à Bob.
Après la réception de RA, Bob effectue des opérations suivantes :
– Choisir un nombre entier aléatoire kB ∈ [1, n − 1] et calculer RB = kB.P.
– Calculer sB ≡ (kB + R¯BqB) (mod n) (Bob signe sa clé temporaire).
– Calculer Z = sB(RA + R¯AQA).
– Génération de clés (k1, k2) = KDF(abscisse(Z)) où KDF est une fonction de dérivation
de clés.
– Génération de MAC tB = MAC(k1, 2, B, A,RB,RA) où 2 est un nonce cryptographique.
– Envoyer (RB, tB) à Alice.
Alice reçoit (RB, tB) et vérifie l’identité de Bob en faisant :
– Calculer sA ≡ (kA + R¯AqA) (mod n) (Alice signe sa clé temporaire).
– Calculer Z′ = sA(RB + R¯BQB) (voir la formule 3.41).
– Génération de clés (k1, k2) = KDF(abscisse(Z′)).
– Vérifier si tB = MAC(k1, 2, B, A,RB,RA).
– Génération de MAC tA = MAC(k1, 3, A, B,RA,RB).
– Envoyer tA à Bob.
Bob vérifie l’identité d’Alice :
– Vérifier si tA = MAC(k1, 3, A, B,RA,RB).
Z = sB(RA + R¯AQA)
= (kB + R¯BqB)(RA + R¯AQA)
= (kB + R¯BqB)(kA + R¯AqA)P
Z′ = sA(RB + R¯BQB)
= (kA + R¯AqA)(RB + R¯BQB)
= (kA + R¯AqA)(kB + R¯BqB)P
(3.41)
Le secret partagé k2 entre les 2 participants de la communication, et contrairement au
protocole de Diffie-Hellman, la clé de session n’est jamais la même. Seulement Alice et
Bob peuvent calculer Z, et ils utilisent leurs clés temporaires kA et kB pour prouver leurs
identités. Le schéma qui représente l’établissement de la clé de session est donné dans
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la figure 3.10.
A B
kA ∈ [1, n − 1]
RA = kA · P
sA ≡ (kA + R¯AqA) (mod n)
Z′ = sA · (RB + R¯BQB) = (xZ′ , yZ′)
(k1, k2) = KDF(xZ′)
tA = MAC(k1, 3, A, B,RA,RB)
kB ∈ [1, n − 1]
RB = kB · P
sB ≡ (kB + R¯BqB) (mod n)
Z = sB · (RA + R¯A · QA) = (xZ , yZ)
(k1, k2) = KDF(xZ)
tB = MAC(k1, 2, B, A,RB,RA)




FIGURE 3.10 – Protocole d’échange de clés ECMQV
3.4.5/ ELLIPTIC CURVE MASSEY-OMURA (EC MASSEY-OMURA)
En cryptographie, le protocole à trois passes, permet à Alice d’envoyer un message chif-
fré à Bob sans avoir besoin d’échanger ou de distribuer des clés. Le premier protocole à
trois passes était celui développé par Shamir en 1980. Il est aussi appelé Shamir No-Key
Protocol, car l’émetteur et le récepteur n’ont pas besoin d’échanger des clés. Le protocole
nécessite néanmoins deux clés privées pour crypter et décrypter les messages.
James Masey et Jim K. Omura ont proposé une amélioration du protocole de Shamir en
1982 [67]. La méthode de Massey-Omura utilise l’exponentiation dans le corps de Galois
GF(2n). Le message chiffré est Me et le message déchiffré est Md. Les calculs sont
effectués dans le corps de Galois. Quelque soit le nombre entier e utilisé pour chiffrer
le message avec 0 < e < 2n − 1 et PGCD(e, 2b − 1) = 1, le nombre entier d permettant
de déchiffrer le message est tel que de ≡ 1 (mod 2n − 1). Comme le groupe multiplicatif
associé au corps de Galois GF(2n) est de l’ordre 2n−1, le théorème de Lagrange implique
que mde = m pour tout m dans GF(2n)∗.
La Théorème de Lagrange montre que pour un groupe G fini et pour tout sous-groupe H
de G, l’ordre de H divise l’ordre de G. Dans notre cas, le groupe considéré est le groupe
abélien associé à notre courbe elliptique E. Soit N le nombre de points sur la courbe
E(Fp), ce nombre est public. Alice et Bob choisissent leur clé secrète : deux nombres
entiers aléatoires eA et eB tel que PGCD(eA, n) = 1 et PGCD(eB, n) = 1. Ils calculent dA ≡ e−1A
(mod N) et dB ≡ e−1B (mod N) en utilisant l’algorithme d’Euclide. Si Alice veut envoyer le
message M à Bob, elle envoie d’abord eAM. Toutefois, Bob ne peut pas le déchiffrer, il
renvoie eBeAM ) Alice. Alice renvoie alors dAeBeAM à Bob, et comme dAeA ≡ 1 (mod N),
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nous avons daeBeAM = eBM et donc Bob peut déchiffrer le message.
3.5/ COMPARAISON DE PERFORMANCE ENTRE ECC ET RSA
RSA fait partie des premiers cryptosystèmes asymétriques qui sont largement appliqués,
et aujourd’hui, il est toujours considéré comme le cryptosystème asymétrique le plus
utilisé, notamment pour échanger des données confidentielles sur internet. Il est proposé
en 1977 par Ron Rivest, Adi Shamir et Leonard Adleman [89]. L’algorithme est basé sur
l’hypothèse qu’il est extrêmement difficile d’effectuer la factorisation d’un nombre entier
en facteurs premiers. Certes, la factorisation n’est pas la seule méthode pour casser
RSA, mais pour l’instant, il n’existe pas d’autre attaque qui soit suffisamment efficace.
RSA est proposé avec 3 algorithmes qui sont conçus respectivement pour la génération
de clés, la signature numérique et la vérification de signature.
3.5.1/ GÉNÉRATION DE CLÉS
Avec RSA, la clé publique et la clé privée du système peuvent être générées de la ma-
nière suivante :
– Choisir 2 nombres premiers aléatoires p et q ayant approximativement la même lon-
gueur en nombre de bits.
– Calculer n = p · q.
– Calculer φ(n) = (p − 1) · (q − 1).
– Choisir un nombre entier e ∈]1, φ(n)[ tel que gcd(e, φ(n)) = 1.
– Calculer d tel que e · d ≡ 1 (mod n).
– (n, e) est la clé publique et d est la clé privée.
3.5.2/ SIGNATURE NUMÉRIQUE
La signature numérique permet au destinataire d’assurer l’intégrité du message et d’au-
thentifier son auteur. Afin de signer le message m avec RSA, il suffit de chiffrer le message
avec la clé privée.
s ≡ hash(m)d (mod n) (3.42)
hash est une fonction de hachage, et généralement nous utilisons la fonction SHA-1.
Une fois le message est signé, le signataire envoie le message m avec sa signature au
destinataire.
3.5.3/ VÉRIFICATION DE SIGNATURE
Pour vérifier la signature reçue, le destinataire doit déchiffrer le message avec la clé
publique du signataire.
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h ≡ se ≡ (hash(m)d)e ≡ hash(m) (mod n) (3.43)
Pour authentifier l’auteur du message, le destinataire applique la même fonction de ha-
chage au m et tester si le résultat est égal à h.
3.5.4/ COMPARAISON DE PERFORMANCE
Afin d’évaluer et de comparer la performance de RSA et ECC, 2 implémentations utilisant
respectivement ces 2 cryptosystèmes sont testés dans [39]. Comme nous avons présenté
au début du chapitre, ECC peut avoir le même niveau de sécurité que RSA avec une clé
beaucoup plus courte. Les longueurs de clé utilisées sont suggérées dans [54] (voir le
tableau 3.3), et les longueurs qui se situent dans la même colonne sont censées pouvoir
fournir le même niveau de robustesse. D’ailleurs, l’algorithme de signature utilisé pour
ECC est ECDSA, une variante de DSA conçue pour les courbes elliptiques, et un texte
de longueur 100 Ko est utilisé pour tester la signature.
Algorithme Longueur de clé (bit)
ECC 163 233 283 409 571
RSA 1024 2240 3072 7680 15360
TABLE 3.3 – Longueur de clé en bit
Les résultats de test sont donnés dans les tableaux 3.4, 3.5 et 3.6. Nous pouvons consta-
ter que pour atteindre le même niveau de sécurité, premièrement, la consommation de
mémoire est beaucoup moins importante avec ECC, car nous utilisons des clés plus
courtes. Deuxièmement, les calculs de la génération de clé et de la signature de mes-
sage sont plus rapide avec ECC. La vérification de signature est plus rapide avec RSA,
car il suffit d’effectuer une exponentiation modulaire.
Longueur de clé Temps de calcul (s)
ECC RSA ECC RSA
163 1024 0.08 0.16
233 2240 0.18 7.47
283 3072 0.27 9.80
409 7680 0.64 133.90
571 15360 1.44 679.06
TABLE 3.4 – Temps d’exécution pour la génération de clés
Le même type de test a été effectué dans [32, 43], les résultats de test ont aussi prouvé
que ECC était plus avantageux en terme de consommation de mémoire et vitesse de
calcul.C’est la raison principale pour laquelle ECC devient de plus en plus le choix préféré
pour les systèmes embarqués qui disposent d’une mémoire et d’une puissance de calcul
très limitée.
Actuellement RSA demeure toujours le cryptosystème asymétrique le plus largement
utilisé, car il est sorti beaucoup plus tôt par rapport à ECC. RSA est publié en 1978 [89]
et standardisé en 1993 [49], tandis que ECC est proposé dans les années 80 [44, 69] et
standardisé vers la fin des années 90. Les 2 cryptosystèmes sont initialement protégés
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Longueur de clé Temps de calcul (s)
ECC RSA ECC RSA
163 1024 0.15 0.01
233 2240 0.34 0.15
283 3072 0.59 0.21
409 7680 1.18 1.53
571 15360 3.07 9.20
TABLE 3.5 – Temps d’exécution pour la signature numérique
Longueur de clé Temps de calcul (s)
ECC RSA ECC RSA
163 1024 0.23 0.01
233 2240 0.51 0.01
283 3072 0.86 0.01
409 7680 1.80 0.01
571 15360 4.53 0.03
TABLE 3.6 – Temps d’exécution pour la vérification de signature
par des brevets. Du fait que le brevet de RSA a expiré depuis 2000, il peut être utilisé
librement par tout le monde, mais celui de ECC est toujours valable [14].
Une autre raison qui limite l’utilisation de ECC est que mathématiquement RSA est re-
lativement plus simple. De nombreuse spécifications de ECC existent [74], mais les im-
plémentations sont souvent incomplètes, c’est-à-dire que seulement quelques courbes
décrites dans les spécifications sont implémentées.
3.6/ ATTAQUES DES CRYPTOSYSTÈMES EMBARQUÉS BASÉS SUR
ECC
Du point de vue mathématique, les cryptosystèmes embarqués basés sur les courbes
elliptiques sont censés être suffisamment sûrs. Cependant, ils peuvent toujours faire l’ob-
jet d’attaques matérielles. Il existe 3 types d’attaques selon leur nature : non-invasives,
semi-invasive et invasive [28].
Une attaque non-invasive peut être, soit une observation de certains caractéristiques d’un
cryptosystème durant la manipulation de sa clé secrète, soit une injection de fautes pour
perturber les calculs. Le premier cas s’appelle aussi l’attaque par canaux cachés.
Le premier document officiel relatant une utilisation d’un canal caché date de 1956 [110],
le service de renseignement britannique a cassé une machine de chiffrement de l’am-
bassade égyptienne en observant les « clic » produits par des rotors (voir la figure 3.11).
Pour les systèmes embarqués modernes, les différences de tension engendrées par les
transistors durant un cycle d’horloge dépendent des instructions exécutées et des valeurs
utilisées. L’examen de la consommation d’énergie permet de trouver des informations sur
la clé secrète [45] (voir la figure 3.12). Une autre possibilité est d’analyser les signaux
engendrés par le rayonnement électromagnétique pendant la circulation d’un courant.
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FIGURE 3.11 – Machine de chiffrement à rotor
Les résultats permettent aussi de récupérer les informations sur les opérations effectuées
par le cryptosystème, ainsi que les variables manipulées [104].
FIGURE 3.12 – Attaque par analyse de la consommation électrique
Le deuxième type d’attaque non-invasive est d’alterer le fonctionnement du cryptosys-
tème en modifiant l’environnement, e.g. modification de température, injection des pics
de tension etc. Ce genre d’attaque est censé être paramétrable pour ne pas endommager
le circuit, et lorsque l’attaque cesse, le circuit peut retrouver son état initial.
Les attaques semi-invasives sont similaires aux attaques non-invasives. Nous observons
les caractéristiques d’un cryptosystème, sauf qu’avec l’attaque semi-invasive, nous de-
vons décapsuler le package pour être plus près possible du circuit. Ainsi, l’attaquant peut
altérer le fonctionnement du cryptosystème en créant des circuits additifs ou émettant
des ondes électromagnétiques pour perturber temporairement le circuit [94].
Contrairement à l’attaque non-invasive et l’attaque semi-invasive, avec l’attaque invasive,
la modification et la perturbation du cryptosystème sont permanentes.
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3.7/ CONCLUSION
Dans ce chapitre, nous avons présenté la cryptographie sur les courbes elliptiques, ainsi
que l’ensemble de termes mathématiques indispensables pour comprendre son fonction-
nement. En faisant des comparaisons de performance avec l’autre cryptosystème large-
ment utilisé, RSA, nous pouvons remarquer que ECC est un cryptosystème plus attractif,
notamment pour les systèmes embarqués, comme les capteurs sans fil.
Afin d’atteindre un niveau de sécurité suffisant avec RSA, il faut utiliser des clés de lon-
gueurs 1024 minimum, et la mémoire du système risque d’être saturée facilement durant
les calculs. Cependant avec ECC, une clé de longueur 160 est déjà capable de fournir
le même niveau de sécurité. Une autre raison pour laquelle ECC est préférable pour les
systèmes embarqués est qu’il existe beaucoup de méthodes mathématiques qui nous
permettent d’accélérer les calculs sur les courbes.
Les capteurs sans fil ne détiennent qu’une mémoire et une puissance de calcul limitée, et
les calculs cryptographiques avec ECC restent toujours très lourds, malgré ses avantages
par rapport à RSA. Dans une application de réseaux de capteurs sans fil, les capteurs
fonctionnent rarement individuellement, car ils sont censés être déployés en masse et
coopérer entre eux. Dans le chapitre suivant, nous présentons notre méthode qui nous
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4.1/ INTRODUCTION
Dans le chapitre 3, nous avons présenté la cryptographie sur les courbes elliptiques,
ainsi que l’ensemble de techniques qui nous permettent d’accélérer le calcul des multi-
plications scalaires, qui est considérée comme l’opération la plus importante et coûteuse
sur les courbes elliptiques. Après une étude des protocoles cryptographiques qui sont
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basés sur ECC, nous pouvons constater que la sécurité de ECC dépend principalement
de la difficulté pour résoudre le problème du logarithme discret.
Un des avantages de ECC par rapport à RSA est la rapidité de calcul, et beaucoup de
méthodes mathématiques sont proposées dans la littérature pour améliorer sa perfor-
mance au niveau de la vitesse de calcul. D’ailleurs, une autre caractéristique de ECC
très importante, notamment pour les plate-formes embarqués disposant d’une mémoire
très limitée, est qu’afin d’atteindre le même niveau de robustesse que RSA, il nous suffit
d’utiliser une clé beaucoup plus courte.
Un réseau de capteurs sans fil est constitué d’un grand nombre de capteurs sans fil,
appelés aussi des nœuds, qui sont très limités en termes de puissance de calcul et
de mémoire disponible. Ces dispositifs ne sont pas censés être capables de gérer des
calculs très complexes, dans les réseaux de capteurs sans fil, les nœuds sont déployés
en masse, car il faut qu’ils coopèrent étroitement entre eux pour accomplir un objectif
collectif.
Revenons sur le sujet du calcul cryptographique. Donc ECC est un choix optimal pour
les réseaux de capteurs. C’est un cryptosystème asymétrique qui donne la possibilité
de gérer plus facilement les clés, car les clés publiques peuvent être distribuées libre-
ment entre les nœuds sans compromettre la sécurité du réseau. En outre, idéalement
les nœuds sont censés être déployés aléatoirement dans une zone, si nous utilisons sim-
plement un cryptosystème symétrique, la solution la plus naïve pour gérer des clés sera
de générer et de stocker une clé secrète pour chaque paire de nœuds, car nous ne pou-
vons pas savoir à priori les nœuds voisins qui vont se trouver à la proximité d’un nœud
spécifique.
Un inconvénient principal des cryptosystèmes asymétriques est qu’ils sont souvent plus
coûteux en calcul. Généralement les processeurs modernes sont capables de gérer ai-
sément ce genre de calculs, mais la plupart des capteurs sans fil sont équipés des micro-
contrôleurs qui tournent à une fréquence très faible [72, 19, 18]. Du fait de leur faiblesse
en puissance, il est déconseillé d’appliquer la cryptographie sur les courbes elliptiques,
telle quelle, dans les réseaux de capteurs malgré de nombreuses méthodes mathéma-
tiques existantes qui sont conçues pour l’optimisation de sa performance. Les nœuds
risquent d’être figés durant des calculs à cause d’un épuisement de mémoire ou d’une
surcharge de processeur.
Afin d’équilibrer la charge entre des nœuds et d’accélérer les calculs sur les courbes el-
liptiques, dans ce chapitre, nous proposons de paralléliser le calcul des multiplications
scalaires entre plusieurs nœuds d’un cluster [36, 35]. En prenant en compte le fonc-
tionnement des réseaux de capteurs, nous avons décidé de décomposer le calcul des
multiplications scalaires, l’opération la plus importante sur les courbes elliptiques, en plu-
sieurs tâches complètement indépendantes qui peuvent être traitées simultanément par
les membres de cluster. Une fois terminés, les résultats seront renvoyés au cluster-head
qui les combinera ensemble pour obtenir le résultat final. Ce dernier peut être ensuite
réutilisé dans de différentes phases de calcul des protocoles cryptographiques. Nos tra-
vaux de recherche se focalisent principalement sur la parallélisation de la multiplication
scalaire.
Dans les sections suivantes, nous allons présenter les bases théoriques de la multiplica-
tion scalaire parallèle dans les réseaux de capteurs, ainsi que le protocole utilisé. Pour
tester la performance de notre méthode, nous l’avons implémentée sur PC et sur les
nœuds Telosb [29, 79, 18], les résultats d’expérimentation ont montré que le calcul paral-
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lèle peut permettre une accélération de calcul très importante.
4.2/ CALCUL PARALLÈLE
En informatique, le calcul parallèle consiste à utiliser des architectures permettant de trai-
ter des informations simultanément. Cette technique est initialement mise en place pour
gérer des tâches complexes et volumineuses qui doivent être réalisées dans un délai le
plus court possible. D’un point de vue de la conception de processeurs, pour accélérer le
traitement d’informations, la solution la plus simple est d’augmenter sa fréquence d’hor-
loge, c’est-à-dire le nombre d’opérations qu’il peut effectuer en une seconde. Cependant
ce dernier est devenu le goulot d’étranglement à cause des limites physiques, notamment
dans les domaines du Calcul Haute Performance[1]. Récemment avec l’arrivée des pro-
cesseurs multi-cœurs qui sont capables de traiter plusieurs instructions en même temps,
le calcul parallèle est devenu un paradigme dominant pour tous les ordinateurs.
4.2.1/ TAXONOMIE
Selon la taxonomie de Michael J. Flynn [27], les programmes et ordinateurs peuvent être
classés 4 catégories suivantes (voir le tableau 4.1) :
Un seule instruction Plusieurs instructions
Donnée unique SISD MISD
Plusieurs données SIMD MIMD
TABLE 4.1 – Taxonomie de Flynn
– SISD (Single Instruction, Single Data) : C’est l’architecture la plus simple, chaque fois
le système ne traite qu’une seule donnée, les instructions sont exécutées l’une après
l’autre, d’une manière séquentielle.
– SIMD (Single Instruction, Multiple Data) : C’est le cas où les différentes données sont
envoyées aux processeurs qui les traitent en répétant les mêmes opérations.
– MISD (Multiple Instruction, Single Data) : Plusieurs opérations sont effectuées sur la
même donnée, cette architecture est parfois utilisée pour la tolérance aux pannes.
– MIMD (Multiple Instruction, Multiple Data) : Plusieurs données sont traitées par des
processeurs différents, les systèmes distribués sont généralement considérés comme
des architectures MIMD.
2 types de calcul parallèle sont montrés dans cette classification, la parallélisation d’ins-
tructions, où plusieurs instructions différentes sont exécutées simultanément par de diffé-
rents processeurs (MIMD). Le deuxième est la parallélisation de données, où les mêmes
opérations sont effectuées sur de différentes données (SIMD).
En fonction de ce que nous devons paralléliser durant les calculs, il est aussi possible de
classifier les calculs parallèles en 3 catégories :
– Parallélisation de mots : C’est un type de calcul parallèle basé sur l’augmentation de la
longueur du mot des processeurs. Par exemple, un processeur de 8-bit n’est pas ca-
pable de gérer des données de 16-bit, pour additionner 2 nombres entiers de 16 bits, le
processeur doit additionner d’abord les 8 bits de poids faibles, ensuite additionner les 8
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bits de poids forts avec la retenue. Il faut donc 2 opérations pour effectuer une addition,
mais un processeur de 16-bit peut terminer le calcul en une seule opération. Une autre
solution est d’avoir 2 processeurs de 8-bit reliés, et additionnent simultanément les bits
de poids faibles et de poids forts.
– Parallélisation de données : Une grande quantité de données est découpée et distri-
buée à plusieurs processeurs exécutant les mêmes instructions. Il s’agit d’un calcul pa-
rallèle du type SIMD. Par exemple nous disposons d’une base de données contenant d
lignes (enregistrements), et de 2 processeurs qui exécutent exactement le même pro-
gramme. Nous supposons que chaque ligne peut être traitée indépendamment, nous




– Parallélisation de tâches : Contrairement à la parallélisation des données, au lieu de
distribuer des portions de données, la parallélisation des tâches distribue carrément
des procédures ou des threads aux différents processeurs qui les exécutent parallèle-
ment.
4.2.2/ ACCÈS AUX DONNÉES
Dans le cadre de calcul parallèle, la mémoire contenant les données qui circulent entre
les processeurs peut être soit partagée, soit distribuée.
Dans le premier cas, les processeurs sont censés pouvoir accéder aux données avec la
même latence et bande passante. Tous les processeurs participant aux calculs parallèles
peuvent y déposer et lire des données, et c’est une configuration idéale qui permet au
système d’améliorer considérablement ses performances (voir figure 4.1). Car généra-
lement la mémoire partagée peut offrir un accès aux données plus rapide et fiable, la
synchronisation entre les processeurs est relativement plus facile à réaliser.
FIGURE 4.1 – Accès aux données avec la mémoire partagée
En revanche, dans le cas de mémoire distribuée, chaque processeur possède sa propre
mémoire locale, et durant des calculs, seulement des données locales sont accessibles.
Si un processeur a besoin des données qui se situent chez un autre processeur, il faudra
qu’il communique avec ce dernier pour les récupérer (voir figure 4.2).
Dans une architecture utilisant la mémoire distribuée, les processeurs doivent souvent
communiquer entre eux pour échanger des informations, et un tel accès aux données
peut engendrer une baisse de performance importante. D’ailleurs, avant de pouvoir de-
mander des données aux autres, il faut que le processeur connaître la localisation des
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données dont il a besoin, car parfois il est possible que les données en question soient
hébergées sur des processeurs différents, et la diffusion des requêtes peut aussi ralentir
le calcul.
FIGURE 4.2 – Accès aux données avec la mémoire distribuée
4.2.3/ SYNCHRONISATION
Des processus peuvent s’exécuter sur des processeurs différents, lorsqu’il existe des
interdépendances sur les données partagées entre des processus, des problèmes de
synchronisation peuvent donc être relevés. Lorsqu’un processus effectue une mise à jour
des données en mémoire, l’objectif de la synchronisation est de la rendre visible aux
autres processus.
Par exemple, le processus p1 a besoin de la valeur v fournie par le processus p2 pour
continuer son calcul, et en même temps, p2 veut effectuer une mis à jour la valeur v en
mémoire. Pour que les 2 opérations soient synchronisées, il faut que l’accès à la valeur
soit atomique, c’est-à-dire que la lecture de v et la mise à jour de v ne doivent pas se
chevaucher. Soit p1 lit v après sa mise à jour, soit p2 met v à jour après la lecture, mais
jamais les 2 en même temps (voir figure 4.3).
Chaque opération peut correspondre à plusieurs instructions du processeur, si les ins-
tructions des 2 opérations sont exécutées simultanément sur la même donnée, les pro-
cessus risquent de rencontrer des erreurs imprévisibles. Ainsi, lorsque p1 détecte que le
bloc mémoire contenant v est momentanément occupées par p2, il est impératif que p1
attend jusqu’à ce que p2 finisse son opération courante.
Le mécanisme de gestion de synchronisation à mettre en place peut être différent en
fonction du type de mémoire utilisée. Pour une architecture utilisant une mémoire par-
tagée, l’accès à la mémoire est plus facile à surveiller et contrôler, et nous pouvons
avoir plus aisément un accès aux données bien synchronisé et cohérent. Cependant,
si l’architecture utilise la mémoire distribuée, les processeurs devront donc échanger des
messages entre eux pour demander des données.
En faisant la comparaison ci-dessus, il est évident que le calcul parallèle utilisant la mé-
moire partagée est plus avantageux en termes de performance, car il permet au système




Mise à jour de v
FIGURE 4.3 – Synchronisation d’accès aux données
d’avoir un accès aux données plus efficace et cohérent.
4.2.4/ TOLÉRANCE AUX PANNES
La tolérance aux pannes est en effet un ensemble de techniques qui permettent à un
système de continuer à fonctionner en cas de panne. Au lieu de tomber complètement
en panne, le composant peut continuer à délivrer, éventuellement de manière réduite, les
services initialement prévus [84].
Cette technique n’est pas utilisée uniquement en informatique, mais aussi dans beau-
coup d’autres domaines industriels. Prenons un exemple de l’industrie automobile, les
fabricants installent souvent 2 capteurs de pédale, dans le cas où la pédale d’accéléra-
teur soit bloqué (enfoncée), le conducteur peut toujours arrêter la voiture en appuyant sur
la pédale de frein. Cependant certains fabricants, pour une raison du coût de fabrication,
n’installent qu’un seul capteur, lorsque le capteur est tombé en panne, le conducteur est
obligé de trouver d’autres moyens pour arrêter la voiture, car la pédale de frein ne peut
plus fonctionner non plus.
Idem pour le calcul parallèle, lorsque nous distribuons les tâches aux processeurs, nous
n’avons aucune garantie que les processeurs peuvent forcément mener les calculs jus-
qu’au bout, et que les résultats renvoyés sont toujours corrects. Différents types de
pannes pourraient survenir durant le traitement des tâches, coupure de courant, panne
matérielle, bogue de programme etc. Particulièrement les architectures distribuées dans
lesquelles les processeurs doivent échanger des données pour effectuer les calculs, si
des mécanismes de tolérance aux pannes ne sont pas présents, il suffit d’avoir une simple
défaillance de réseaux pour interrompre le calcul. D’ailleurs, il faut que le système puisse
non seulement détecter des problèmes, mais aussi se restaurer en cas de pannes sé-
vères.
Pour les plate-formes mobiles et embarquées, les techniques de tolérance aux pannes
sont dispensables, car pour minimiser la consommation d’énergie et étendre la durée de
vie des réseaux, les nœuds utilisent souvent des antennes radio de faible puissance, qui
utilisent les ondes comme le médium de transmission. Ce genre de connexion souffre
souvent de l’interférence radio et de conflit d’accès au médium qui rendent la communi-
cation moins fiable, et les expérimentations ont montré que lorsque le niveau de batterie
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d’un nœud est très faible, son antenne risque d’envoyer des données erronées [12].
Généralement il existe 2 approches pour implémenter les mécanismes de tolérance aux
pannes. La première est d’utiliser des composants qui sont tolérants aux pannes. En
cas d’anomalie, le composant peut continuer à fonctionner en ignorant les dysfonction-
nements. le système reste toujours opérationnel car l’opération courante n’est pas inter-
rompue malgré la présence des pannes. Cette méthode est déconseillée pour des com-
posants importants, car nous mettons en place des techniques de tolérance aux pannes
pour assurer le bon fonctionnement du système, mais pas simplement la continuité des
processus.
La deuxième méthode est la redondance, plusieurs composants sont utilisés pour une
seule tâche, lorsque le premier composant tombe en panne, un deuxième composant
prend automatiquement le relais et continue à traiter la tâche (voir figure 4.4).
FIGURE 4.4 – Tolérance aux pannes avec la redondance de composants
La redondance peut aussi être utilisée pour la détection de fautes et la correction des
données erronées. Prenons l’exemple des réseaux de capteurs sans fil, les données
risquent d’être perdues ou corrompues pendant la transmission, lorsqu’un nœud renvoie
un résultat de calcul, nous ne pouvons pas tester son intégrité, car généralement le calcul
de hachage est très coûteux pour les nœuds. Néanmoins, et nous ne pouvons pas tester
si le résultat de calcul est correct non plus, car nous n’en avons qu’une seule copie.
Cependant si plusieurs nœuds sont mis en place pour le même calcul, nous pouvons
effectuer une vérification en faisant une simple comparaison. Si les résultats ne sont pas
identiques, seul la valeur la plus présente est retenue (voir figure 4.5).
FIGURE 4.5 – Tolérance aux pannes avec la redondance de résultats
Un inconvénient de la redondance est l’augmentation de coût. Pour que le système soit
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résistant aux différentes pannes, beaucoup de composants redondants doivent être mis
en place. C’est la raison principale pour laquelle la redondance est appliquée seulement
aux composants ayant une importance cruciale.
4.3/ CALCUL PARALLÈLE DANS LES RÉSEAUX DE CAPTEURS
Généralement, un réseau de capteurs est constitué d’un grand nombre de nœuds ayant
des ressources (puissance de calcul, mémoire, énergie) très limitées, et reliés entre eux
via une connexion sans fil de faible puissance. Certaines caractéristiques d’un tel réseau
doivent être soulignées avant d’étudier la faisabilité du calcul parallèle.
4.3.1/ ACCÈS AUX DONNÉES
Comme nous avons déjà présenté, les réseaux de capteurs sont constitués des nœuds
qui sont physiquement séparés, c’est-à-dire qu’il n’existe pas de mémoires partagés entre
les nœuds. Si nous voulons appliquer le calcul parallèle dans les réseaux de capteurs, il
faudra que chaque nœud ait en sa mémoire locale toutes les données nécessaires pour
la tâche qui lui est assignée. En outre, il faut que ces données soient distribuées aux
nœuds participant au calcul parallèle au moment du lancement du calcul, toute échange
ultérieure ou distribution séquentielle de données sont très coûteuses en termes d’éner-
gie. Donc les types de parallélisation possibles dans les réseaux de capteurs sont SISD
et MISD.
4.3.2/ CONSOMMATION D’ÉNERGIE
Les nœuds sont conçus pour être déployés en masse dans des zones hostiles où l’inter-
vention humaine n’est pas toujours possible. Ils sont souvent alimentés par des piles, et
une fois déployés, nous ne sommes pas censés retrouver et maintenir les nœuds dont
les piles sont épuisées.
Selon les résultats expérimentaux [112, 2], la plupart d’énergie d’un nœud est consom-
mée pendant la communication de radio, la consommation du processeur est presque
négligeable par rapport à celle de l’antenne. Ainsi, tout protocole doit être soigneuse-
ment élaboré pour minimiser la communication sans fil.
Idem pour le calcul parallèle, qui fait face au problème de consommation d’énergie depuis
son invention. Afin d’alimenter une architecture effectuant des calculs parallèles sur plu-
sieurs processeurs, qui doivent éventuellement communiquer entre eux durant le traite-
ment des tâches, il faut évidemment leur fournir assez d’énergie. Cependant ce problème
dévient encore plus crucial dans les réseaux de capteurs où les nœuds ne disposent pas
du tout de mémoire partagée, car ils sont obligés de s’envoyer des messages via la
connexion sans fil qui peut vider leurs piles très vite. Dans quasiment toutes les applica-
tion de réseaux de capteurs, les protocoles de communication utilisés sont spécialement
élaborés pour minimiser le nombre de messages à envoyer, généralement les nœuds ne
communiquent que dans les cas nécessaires.
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4.3.3/ CONNEXION SANS FIL
Dans un réseau de capteurs, les nœuds utilisent des technologies de communication
sans fil pour maintenir une connexion en consommant la moins d’énergie possible. Par
exemple Zigbee [3] qui est basé sur le standard IEEE 802.15.4 [38].
Caractéristique technique Bluetooth Wifi Zigbee
IEEE Spécification 802.15.1 802.11 a/b/g 802.15.4
Besoin de mémoire 250 Ko 1 Mo 4-32 Ko
Débit maximal 1 Mo/s 54 Mo/s 250 Ko/s
Portée théorique 10 m 100 m 10-100 m
Nombre de nœuds max. 7 32 65000+
TABLE 4.2 – Comparaison techniques des connexions sans fil
En faisant une comparaison technique de quelques protocoles sans fil [53, 92] (voir ta-
bleau 4.2), nous pouvons remarquer que Zigbee est un choix adéquat pour les réseaux
de capteurs, car il peut supporter un très grand nombre de nœuds en consommant moins
de ressources. Néanmoins, Zigbee n’est pas conçu pour créer un réseau de haut débit.
La portée ratio théorique peut aller jusqu’à 100 mètres, mais en réalité, elle est restreinte
à une dizaine de mètre pour des raisons de consommation et de durée de vie du réseau.
Quant à l’application du calcul parallèle dans les réseaux de capteurs, il faut prendre
conscience qu’une telle connexion sans fil de faible puissance est loin d’être fiable. Elle
souffre souvent de l’interférence qui peut causer des pertes et des corruptions de don-
nées. En outre, généralement la portée radio d’un nœud n’est pas assez longue pour
couvrir entièrement le réseau, le calcul parallèle ne peut s’effectuer qu’entre des nœuds
proches.
4.3.4/ TOLÉRANCE AUX PANNES
Comme pour beaucoup de systèmes informatiques, dans les réseaux de capteurs, la
tolérance aux pannes doit aussi être prise en compte durant la conception des applica-
tions. En effet, elle permet au système d’effectuer des diagnostics automatiques et de se
restaurer en cas de pannes sévères.
Un réseau de capteurs peut contenir un grand nombre de nœuds qui sont programmés
pour travailler ensemble et atteindre un objectif commun. Les nœuds sont déployés aléa-
toirement et fonctionnent d’une manière autonome, lorsqu’un nœud tombe en panne,
nous ne sommes pas censés nous rendre physiquement sur place pour le localiser et
réparer. Il faut que les autres nœuds puissent détecter automatiquement des anomalies
et exclure le nœud défectueux du réseau.
Un solution efficace et économique pour appliquer des mécanismes de tolérance aux
pannes dans les réseaux de capteur est la redondance. Les nœuds déployés sont sou-
vent très nombreux pour couvrir une zone la plus vaste possible. En outre, pour mini-
miser la consommation d’énergie et prolonger la durée de vie du réseau, les nœuds
fonctionnent principalement d’une manière passive, c’est-à-dire qu’ils restent en mode
inactive tant qu’ils ne détectent pas d’événement important. C’est la raison pour laquelle
dans un tel réseau, il existe plein de nœuds libres pendant la plupart de leur durée de vie.
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Il est donc possible d’utiliser plusieurs nœuds pour assurer une seule tâche. Lorsqu’ils
détectent que le nœud détenant la tâche ne peut pas terminer son travail correctement,
ils vont en choisir automatiquement un autre parmi eux qui va reprendre immédiatement
le travail du nœud défectueux et continuer à travailler dessus (voir figure 4.6).






FIGURE 4.6 – Tolérance aux pannes avec la redondance de nœuds
La tolérance aux pannes est particulièrement indispensable pour le calcul parallèle et la
sécurité, car ce dernier est une procédure qui demande une coopération cohérente et
des échanges de données fiables entre les nœuds. Une moindre erreur durant le calcul
et la transmission de données peut causer un échec complet du calcul. Par exemple, la
pile du nœud est déchargée pendant le calcul, ou le nœud n’a pas assez d’énergie pour
envoyer le résultat de calcul etc. Il faut prendre en considération toutes ces possibilité lors
de la conception de l’application, et il faut que le système soit suffisamment robuste pour
résister aux pannes éventuelles et réussir la mission dans un délai raisonnable.
4.4/ PARALLÉLISATION DES MULTIPLICATIONS SCALAIRES
Dans cette section, nous présentons notre méthode de calcul parallèle pour accélérer le
calcul des multiplications scalaires dans les réseaux de capteurs.
Comme nous avons expliqué précédemment, les nœuds d’un réseau de capteurs ne
possèdent aucune mémoire partagée. Tout échange de données doit passer par la com-
munication radio qui est considérée comme étant la source principale de consommation
d’énergie. D’ailleurs, les nœuds sont programmés avant le déploiement, et ils sont cen-
sés être déployés d’une manière aléatoire. Généralement les nœuds exécutent le même
programme, et à cause de la limite de mémoire disponible, il est déconseillé d’instal-
ler des programmes volumineux qui prennent en considération toutes les circonstances
possibles. Ainsi, pour paralléliser les multiplications scalaires, il faut mettre en place un
algorithme unique qui demande très peu d’échange de données entre les nœuds partici-
pant au calcul parallèle, c’est-à-dire une parallélisation du type SISD (voir tableau 4.1).
Après la présentation des protocoles cryptographiques basés sur ECC, nous nous aper-
cevons que la multiplication scalaire est l’opération la plus cruciale dont la complexité
est un élément clé de la robustesse du cryptosystème. Elle est considérée comme une
opération très coûteuse pour les systèmes embarqués malgré de nombreuse méthodes
d’optimisation existantes. Sachant que les processeurs des capteurs sont souvent des
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micro-contrôleurs de 8 ou 16 bits, alors que les nombres entiers à manipuler durant des
calculs cryptographiques peuvent atteindre facilement quelques centaines de bits, il est
donc indispensable d’implémenter en supplément des algorithmes d’arithmétique multi-
précision, qui engendre une consommation de ressources très importante.
4.4.1/ DÉCOMPOSITION DES DONNÉES
L’objectif du calcul parallèle est de décomposer une tâche en plusieurs parties qui
peuvent être traitées indépendamment et simultanément. Nous ne pouvons pas paral-
léliser des opérations comme dans [4], car il n’y a pas de mémoire partagée dans un
réseau de capteurs. Le choix pertinent est donc la parallélisation des données, c’est-à-
dire que les données sont décomposées en plusieurs portions qui sont distribuées aux
nœuds exécutant un programme unique.
Notre méthode est conçue pour des applications événementielles dans lesquelles les
nœuds demeurent inactifs pendant la plupart du temps pour minimiser la consommation
d’énergie. Néanmoins, lorsqu’un événement crucial est survenu et détecté, il faut que le
réseau le signale immédiatement à la station de base d’une manière sécurisée et sûre,
même au détriment de la consommation d’énergie.
L’idée de la parallélisation est principalement basée sur [60], qui offre une décomposition
de données efficace sans nécessiter de mémoire de partagée. L’objectif est de réduire le
temps de calcul des multiplications scalaires en impliquant les nœuds de proximité dans
le calcul. Nous supposons que la courbe elliptique est chargée sur les nœuds avant le
déploiement, et le point de générateur G ne change pas durant toute la durée de vie du
réseau.
Pour paralléliser une multiplication scalaire Q = kG où G est le point générateur d’une
courbe définie dans un corps premier fini, dénotée E(Fp), et k est un nombre entier de






Le nœud qui décompose et distribue des données est le nœud maître, et les autres
nœuds participant au calcul parallèle sont des nœuds esclaves.
Dans un premier temps, le maître décompose le nombre entier k en n segments S i de
longueur b = ⌈l/n⌉ où n est le nombre de nœuds esclaves, et S i peut être représenté en






Sachant que le point générateur G est choisi à priori, et il ne change pas pendant la durée
de vie du réseau, le calcul des points Gi = 2ibG est donc possible. Le calcul de kG peut
être décomposé comme suit :
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
Q0 = S 0G
Q1 = S 12bG
. . . . . .
Qn−1 S n−12b(n−1)G
(4.3)
Puis le résultat final Q = Q0+Q1+. . . Qn−1, et chaque Qi peut être calculé indépendamment
par un esclave.
Par exemple nous avons k = kl−1kl−2 . . . k2k1k0 où ki ∈ {1, 0}, et il y a n − 1 esclaves dispo-
nibles dans la portée radio du maître, le scalaire k est donc décomposé en n segments
(voir la formule 4.4).
S 0 = kb−1kb−2kb−3 . . . k2k1k0
S 1 = k2b−1k2b−2k2b−3 . . . kb+2kb+1kb
. . . . . .
S n−1 = knb−1knb−2knb−3 . . . k((n−1)b+2)k((n−1)b+1)k(n−1)b
(4.4)
Le maître en laisse une en sa mémoire locale, et les autres n−1 segments sont distribuées
aux esclaves. Tous les nœuds préparent et stockent localement un ensemble de points
G0 = G
G1 = 2bG
. . . . . .
Gn−1 = 2(n−1)G
(4.5)
Après la réception des données, les esclaves calculent chacun un Qi en utilisant la for-
mule 4.3. Une fois terminé, ils renvoient des Qi au maître, qui va les combiner avec son
propre résultat local pour obtenir le résultat final Q = S 0G+S 12bG+S 222bG . . . S n−12(n−1)G.
Cette méthode de décomposition de scalaire nous permet de découper le scalaire en
n parties qui peut être traitée indépendamment, aucune échange de données n’est né-
cessaire entre esclaves. En outre, selon les paramètres recommandés [87], la taille du
corps Fp dans lequel la courbe est définie est souvent comprise entre 112 et 521 bits, et
il est possible de diffuser l’ensemble de S i aux esclaves en une seule fois. Cependant,
pour qu’un nœud puisse effectuer le calcul, il faut qu’il stocke en mémoire locale tous les
points Gi précalculés, car il ne peut pas prévoir l’indice i du S i qui lui sera affecté.
4.4.2/ PARALLÉLISATION SANS POINTS PRÉCALCULÉS
La méthode que nous avons présenté dans la section précédente nous permet de paral-
léliser le calcul des multiplications scalaires sur les courbes elliptiques, mais les nœuds
participant doivent stocker en mémoire locale un ensemble de points précalculés pour
pouvoir traiter indépendamment les tâches. Dans cette section, nous présentons une
autre méthode qui peut paralléliser le calcul sans points précalculés.
Pour pouvoir paralléliser le calcul de Q = kG, le scalaire k est découpé en n segments S i,
et chacun doit être multiplié avec un point correspondant, noté Gi = 2ibG où i est l’indice
du segment et b est sa longueur.
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Néanmoins, cette méthode engendre une consommation de mémoire non négligeable
et souffre de manque de flexibilité. Par exemple, les nœuds utilisent une courbe ellip-
tique qui est définie dans un corps de taille 160, s’ils veulent paralléliser le calcul entre
4 nœuds, il faudra que tous les nœuds aient les points 240G, 280G et 2120G préparés et
stockés en mémoire. Cependant s’il n’y a que 3 nœuds disponibles, il faudra donc avoir
2 nœuds qui traitent chacun une tâche de longueur 53, et le 3e nœud traite une tâche de
longueur 54, et les points à préparer sont respectivement 253G et 2106G. Nous pouvons
constater qu’il est difficile de définir et préparer un ensemble de points satisfaisant toutes
les circonstances.
Nous proposons donc une méthode alternative qui peut préparer rapidement en temps
réel les points nécessaire[30, 93]. La préparation d’un point 2xG est aussi une multiplica-
tion scalaire qui peut être calculée en utilisant l’algorithme Doublement-et-Addition (voir
algorithme 1). D’ailleurs, nous pouvons remarquer que
– L’algorithme Doublement-et-Addition ne fait que répéter le doublement de point tant
qu’il n’y a pas de bit non-zéro ;
– Le même algorithme ne peut lire qu’un seul bit à chaque itération ;
– Le scalaire 2x du point à préparer ne détient qu’un seul bit non-zéro qui est aussi le bit
le plus significatif dans sa représentation binaire ;
– Le scalaire 2x est plus court que la taille du corps dans lequel la courbe utilisée est
définie.
Afin d’accélérer la préparation du point 2xG, nous proposons d’utiliser l’algorithme de
quadruplement (voir algorithme 10 où a est le paramètre de la courbe utilisée) qui nous
permet de parcourir 2 bits à chaque itération, et l’algorithme 11 qui peut calculer directe-
ment le point 2xG en donnant le paramètre x.
Algorithme 10 : Algorithme de quadruplement en coordonnées Jacobiennes
Données : G′(X1,Y1,Z1)
Résultat : 22G′(X4,Y4,Z4)
1 α = 3X21 + aZ
4
1 ;
2 β = α2 − 8X1Y21 ;








5 X4 = −8βγ2 + ω2;
6 Y4 = −8γ4 + ω(12βγ2 − ω2);
7 Z4 = 4Y1Z1γ;
Les 2 algorithmes sont conçus pour le système de coordonnées Jacobiennes, avant de
les utiliser, il faut d’abord convertir le point affine G(X,Y) en point Jacobien G′(X,Y, 1).
Ces algorithmes nous permettent de préparer en temps réel les points nécessaires en
fonction du nombre de tâches, et les nœuds n’ont plus besoin de stocker en mémoire
l’ensemble de points précalculés.
Nous supposons que la courbe utilisée est définie dans un corps de 160 bits, pour pou-
voir paralléliser le calcul entre 2, 3 et 4 nœuds, il faut stocker dans chaque nœud 6 points
précalculés : 2120G, 280G, 254G, 253G, 240G et G. Si chaque point est représenté par 2 coor-
données affines, il faudra donc (160 × 2 × 6)/8 = 240 octets pour les stocker.
Sachant que généralement les systèmes embarqués ne détiennent qu’une mémoire de
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Algorithme 11 : Algorithme de 2xG′ en coordonnées Jacobiennes
Données : G′(X1,Y1,Z1), x ∈ Z+
Résultat : 2xG′(X2x ,Y2x ,Z2x)
1 α1 = X1;
2 β1 = 3X21 + a;
3 γ1 = −Y1;
4 pour i ∈ [2, x] faire














9 ωx = 12αxγ2x − β
2
x;





11 Y2x = 8γ4x − βxωx;
12 Z2x = 2x
∏x
i=1 γi;
quelques dizaines de kilo octets, la quantité de mémoire requise pour le stockage de
points précalculés est donc non négligeable. Pour évaluer leur aptitude à l’utilisation, les
résultats de test de performance sont donnés dans la section 4.6, car il faut que les
algorithmes soient assez efficaces pour ne pas ralentir la procédure du calcul parallèle.
4.4.3/ PROTOCOLE
Nous avons déjà présenté les algorithmes qui nous permettent de décomposer les tâches
de calcul, et dans cette section, nous présentons donc le protocole qui est chargé de la
coordination de la communication entre les nœuds.
Nous supposons que de déploiement de capteurs est basé sur les clusters (voir fi-
gure 4.7), car une telle topologie est prouvée plus efficace en termes de consomma-
tion d’énergie [36, 35]. D’ailleurs, un algorithme de cryptographie symétrique peut être
appliqué pour sécuriser la distribution et la récupération des données. Nous avons déjà
expliqué dans la section 2.4.4.1 que la gestion de clés dans un cluster peut être un choix
adéquat pour la cryptographie symétrique.
Chaque cluster dispose au maximum d’un cluster-head qui est élu par les autres
membres du cluster. Les membres d’un cluster ne sont pas censés communiquer direc-
tement avec les membres des autres clusters, ils ne dialoguent qu’avec leur cluster-head,
qui est chargé de la communication inter-cluster. Comme la plupart des communications
passent par le cluster-head, le cluster doit changer périodiquement le cluster-head pour
équilibrer la consommation d’énergie intérieure.
Nous supposons que dans une application de surveillance, les nœuds sont déployés et
regroupés dans des clusters. Les membres sont programmés pour collecter et envoyer
périodiquement des données au cluster-head, qui les agrège, compresse, chiffre et en-
voie à la station de base (voir figure 4.8).
Lorsque le cluster-head détecte des données révélant un évènement critique, qui doit
être signalé immédiatement à la station de base d’une manière sécurisée, nous pou-
vons demander aux autres membres disponibles du même cluster de participer au calcul
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FIGURE 4.7 – Clusters dans un réseau de capteurs
FIGURE 4.8 – Collection de données dans un réseau de capteurs
cryptographique pour accélérer la procédure de chiffrement, qui est représentée graphi-
quement dans la figure 4.9 dont les explications sont données ci-dessous :
1. Les membres du cluster envoient périodiquement des données collectées au
cluster-head qui est chargé de traitement d’informations (agrégation, compression,
chiffrement etc.) ;
2. Le cluster-head détecte un événement important, et il veut utiliser le parallélisme
pour accélérer le chiffrement des informations sensibles. Pour demander de l’aide
aux autres membres, il leur diffuse une demande de participation pour identifier les
nœuds disponibles dans le cluster ;
3. Après la réception de la demande, un membre retourne une réponse {i, a} où i est
son identifiant et r est une valeur booléenne représentant sa disponibilité ;
4. Le cluster-head sélectionne, parmi les membres disponibles, les nœuds qui vont
participer au calcul parallèle. Les nœuds sélectionnés deviennent les nœuds es-
claves, alors que le cluster-head devient le nœud maître. Le maître décompose
d’abord le calcul en n parties indépendantes, ensuite il diffuse aux eslaves les
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Membre cluster Cluster-head
1 : Données
2 : Demande de participation
3 : Disponibilité : {i, a}
4 : Tâche de calcul : {i, t}
5 : Résultat : {r}
Calcul Calcul
FIGURE 4.9 – Procédure de multiplication scalaire parallèle
tâches de calcul {{i1, t1}, {i2, t2}, . . . , {in−1, tn−1}} où ti représente les tâches confiées
et n est le nombre de nœuds sélectionnés.
5. Les nœuds disposent maintenant les informations nécessaires pour effectuer
le traitement des tâches, une fois terminé, les esclaves renvoient les résultats
{r1, r2, . . . , rn−1} à leur maître. Ce dernier combine l’ensemble de ri pour obtenir le
résultat final de la multiplication scalaire R, qui peut ensuite être utilisé pour chiffrer
ou signer le message à envoyer.
Après l’étude du protocole, nous pouvons remarquer que les nœuds doivent s’envoyer un
certain nombre de messages pour procéder au calcul parallèle. La gestion des communi-
cations sans fil dans les réseaux de capteurs est une procédure compliquée qui implique
l’utilisation des autres protocoles, e.g. le protocole de gestion d’accès au médium qui
a pour objectif d’éviter des collisions durant les transmissions des paquets. Cependant,
pendant nos travaux de recherche, nous nous centralisons uniquement sur le protocole
de la couche application.
4.5/ ARITHMÉTIQUE MULTIPRÉCISION
Selon les paramètres recommandés [87], les courbes elliptiques utilisées doivent être
définies dans un corps fini dont la taille est comprise entre 112 et 521 bits, il faut donc que
les nœuds puissent gérer l’arithmétique modulaire et des nombres entiers de très grande
taille. Cependant, les systèmes embarqués sont souvent équipés des processeurs de
8 et 16-bit, qui ne peuvent pas gérer directement de grandes valeurs dont la longueur
dépasse largement leur capacité. Des algorithmes particuliers sont donc indispensables
pour implémenter les protocoles cryptographiques [34].
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4.5.1/ ADDITION ET SOUSTRACTION
Nous supposons la longueur de mot de notre processeur est W. υ est un grand nombre
entier quelconque, et υ ∈ [2W ,∞[. Sa longueur en nombre de bits est m = ⌈log2 υ⌉, et celle
en nombre de mots est t = ⌈m/W⌉. Ainsi, pour stocker υ en mémoire, il faut utiliser un
tableau A[i] où i ∈ [0, t − 1] et la longueur totale m = Wt bits. L’affectation de valeur d’un
élément peut s’écrire sous forme d’un couple (ε, z) ← ω dont
z ← ω mod 2W
ε ← 0 si ω ∈ [0, 2W[, sinon ε ← 1
(4.6)
Les algorithmes 12 et 13 montrent les opérations à effectuer pour additionner et sous-
traire 2 grands nombres entiers A et B qui sont représentés de la manière ci-dessus. Nous
supposons que A, B ∈ [0, 2Wt − 1] et leurs longueurs en nombre de mots t sont identique.
Le bit de retenue ε = 1 lorsque le résultat C < [0, 2Wt − 1].
Algorithme 12 : Addition multiprécision A + B (mod 2Wt)
Données : A, B ∈ [0, 2Wt[
Résultat : (ε,C) où C = A + B mod 2Wt et ε est le bit de retenue
1 (ε,C[0]) ← A[0] + B[0];
2 pour i ← 1 a (t − 1) faire
3 (ε,C[i]) ← A[i] + B[I] + ε;
4 fin
5 retourner (ε,C)
Algorithme 13 : Soustraction multiprécision A − B (mod 2Wt)
Données : A, B ∈ [0, 2Wt[
Résultat : (ε,C) où C = A − B mod 2Wt et ε
1 (ε,C[0]) ← A[0] − B[0];
2 pour i ← 1 a (t − 1) faire
3 (ε,C[i]) ← A[i] − B[i] − ε
4 fin
5 retourner (ε,C)
Pendant nos travaux de recherche, nous avons choisi des courbes qui sont définies dans
un corps premier fini, noté Fp, et toute les valeurs à gérer sont donc comprises entre
0 et p − 1. Le calcul de l’addition et de la soustraction dans Fp est détaillé dans les
algorithmes 15 et 16.
Nous pouvons constater qu’ils sont basés sur les 2 premiers algorithmes, à l’issue de
l’exécution, nous devons tester si la valeur C ∈ [0, p − 1]. Si C < 0, alors C = C + p, mais
C = C − p si C ≥ p.
4.5.2/ MULTIPLICATION
La multiplication multiprécision est un peu plus compliquée (voir algorithme 17), mais le
principe arithmétique reste le même, au lieu de parcourir les chiffres des 2 opérandes,
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Algorithme 15 : Addition multiprécision A + B (mod p)
Données : p et A, B ∈ [0, p − 1]
Résultat : C = A + B (mod p)
1 (ε,C) ← Algorithme 12 où C = A + B (mod 2Wt);
2 si ε = 1 alors
3 C ← C − p;
4 sinon si C ≥ p alors
5 C ← C − p;
6 retourner C
Algorithme 16 : Soustraction multiprécision A − B (mod p)
Données : p et A, B ∈ [0, p − 1]
Résultat : C = A − B (mod p)
1 (ε,C) ← Algorithme 13 où C = A − B (mod 2Wt);
2 si ε = 1 alors
3 C ← C + p;
4 retourner C
nous parcourons les éléments des 2 tableaux A[i], B[i] où i ∈ [0, t − 1]. La longueur du
résultatC[i] peut aller jusqu’à 2t. (UV) est une nombre de longueur 2W, car c’est le produit
de 2 opérandes de longueur W (voir ligne 7 de l’algorithme 17), mais seulement les W
bits de poids fort sont stockés dans U.
Algorithme 17 : Multiplication multiprécision C = A · B où A, B ∈ [0, p − 1]
Données : A, B ∈ [0, p − 1]
Résultat : C = A · B
1 pour tous les i ∈ [0, t − 1] faire
2 C[i] ← 0;
3 fin
4 pour tous les i ∈ [0, t − 1] faire
5 U ← 0;
6 pour tous les j ∈ [0, t − 1] faire
7 (UV) ← C[i + j] + A[i] · B[ j] + U;
8 C[i + j] ← V;
9 fin
10 C[i + t] ← U;
11 fin
12 retourner C
Après la multiplication, le résultatC doit encore passer à la réduction modulo p dont l’algo-
rithme utilisé est présenté dans plus bas dans la section suivante. L’algorithme de division
n’est pas donné, car dans les cryptosystèmes qui sont basés sur les courbes elliptiques,
nous choisissons les systèmes de coordonnées permettant d’éviter l’inverse modulaire
(voir algorithme 2) qui est considéré comme une opération extrêmement coûteuse.
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4.5.3/ RÉDUCTION MODULO
Comme les courbes elliptiques utilisées sont définies dans un corps premier fini Fp, nous
devons donc effectuer des opérations r ≡ z (mod p) tout au long du calcul des multi-
plications scalaires. Nous avons choisi l’algorithme de réduction Barrett [5] qui permet
d’estimer le quotient de ⌊z/p⌋ avec des opérations moins coûteuses.
L’idée de la réduction barrett est très simple. Nous supposons que tous les nombres sont
représenté en base b, k = ⌊logb p⌋ + 1 est le plus petit nombre tel que b
k > p, puis z mod p
peut être calculé en utilisant l’algorithme 18.
Algorithme 18 : Réduction Barrett
Données : p, b ≥ 3, z ∈ [0, b2k − 1], µ = ⌊b2k/p⌋
Résultat : z mod p
1 qˆ ← ⌊⌊z/bk−1⌋ · µ/bb+1⌋;
2 r ← (z mod bk+1) − (qˆ · p mod bb+1);
3 si r < 0 alors
4 r ← r + bb+1;
5 fin
6 tant que r ≥ p faire
7 r ← r − p;
8 fin
9 retourner r
Quelques caractéristiques de l’algorithme qui nous permettent d’accélérer le calcul de
modulo p sont listées ci-dessous :
– Généralement la taille p du corps dans lequel la courbe est définie et la base b ne
changent pas pendant toute la durée de vie du système, donc nous pouvons stocker
et réutiliser la valeur de µ = ⌊b2k/p⌋ ;
– La base choisie b = 2L où L est souvent la longueur de mot du processeur, par exemple,
si nous essayons d’implémenter l’algorithme sur un processeur de 16-bit, alors L = 16 ;
– Les calculs de ⌊z/bk−1⌋ et de ⌊µ/bk+1⌋ peuvent être réalisés en faisant simplement un
décalage de bits vers la droite. Par exemple, pour calculer 10110101112/10002, il suffit
que 10110101112 décale 3 bits vers la droite, et le résultat de la division est 10110102.
Une autre méthode qui nous permet de calculer encore plus efficacement le modulo p
est proposée dans [10]. L’idée est basée sur les paramètres recommandés de NIST 1 qui
propose un ensemble de paramètres pour configurer proprement les courbes elliptiques
utilisées dans de cryptosystèmes.
p192 = 2192 − 264 − 1
p224 = 2224 − 296 + 1
p256 = 2256 − 2224 + 2192 + 296 − 1
p384 = 2384 − 2128 − 296 + 232 − 1
p521 = 2521 − 1
(4.7)
5 corps premier fini sont donnés (voir formule 4.7), et à part celui de p521, les exposants
1. National Institute of Standards and Technology
74 CHAPITRE 4. MULTIPLICATION SCALAIRE PARALLÈLE
dans les autre polynômes sont des multiples de 16, et cette propriété rend l’algorithme
de réduction modulo extrêmement efficace sur des processeurs de 16-bit.
Par exemple, nous voulons calculer c mod p où p = p192 = 2192−264−1 et c ∈ [0, p2−1]. Le
nombre c peut être écrit sous forme d’un polynôme en base 32, comme la formule 4.8.
c = c112352 + c102320 + c92288 + c82256 + c72224 + c62192+
c52160 + c42128 + c3296 + c2264 + c1232 + c0
(4.8)
Nous pouvons calculer le modulo p des puissances de 2 dont les exposants sont supé-
rieurs à 192 avec la congruence (voir formule 4.9).
2192 ≡ 264 + 1 (mod p)
2224 ≡ 296 + 232 (mod p)
2256 ≡ 2128 + 264 (mod p)
2288 ≡ 2160 + 296 (mod p)
2320 ≡ 2128 + 264 + 1 (mod p)
2352 ≡ 2160 + 296 + 232 (mod p)
(4.9)
Ainsi, le calcul de c mod p192 peut être réécrit comme la formule 4.10, et les coefficients
du polynôme sont aussi donnés dans le tableau 4.3.







c5 c4 c3 c2 c1 c0
TABLE 4.3 – Répartition des coefficients du polynôme c mod p192
c ≡ c112160 + c11296 + c11232





+c52160 + c42128 + c3296 + c2264 + c1232 + c0 (mod p)
(4.10)
La procédure de calcul est présentée dans l’algorithme 19. Nous pouvons constater que
pour calculer c mod p192 où c ∈ [0, p2192−1], nous découpons d’abord c en 12 segments de
32 bits ci, i ∈ [0, 11], qui peuvent reconstituer ensuite 8 nombres de 192 bits s j, j ∈ [0, 7].
Enfin, pour terminer, il suffit d’additionner tous ces nombre
∑7
j=1 s j. Après chaque addi-
tion, nous comparons la somme temporaire stmp avec p192, si stmp > p192, nous devrons
faire stmp − p192 avant de passer à l’addition suivante.
Nous nous apercevons que cette méthode ne nécessite aucun calcul complexe, il suf-
fit d’effectuer quelques opérations bit-à-bit et un certain nombre de soustractions pour
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Algorithme 19 : Réduction rapide de modulo p192 = 2192 − 264 − 1
Données : c = (c11, c10, . . . , c1, c0) en base 32, et c ∈ [0, p2 − 1]
Résultat : c mod p192
1 Définir un ensemble de nombres entiers de longueur 192 : ;
2 s1 = (c11, 0, c11, 0, c11, 0);
3 s2 = (0, c10, 0, c10, 0, c10);
4 s3 = (c9, 0, c9, 0, 0, 0);
5 s4 = (0, c8, 0, c8, 0, 0);
6 s5 = (0, 0, c7, 0, c7, 0);
7 s6 = (0, 0, 0, c6, 0, c6);
8 s7 = (c5, c4, c3, c2, c1, c0);
9 retourner (
∑7
i=1 si mod p192)
calculer le modulo dans un corps premier de 192-bit. Cependant cette méthode ne fonc-
tionne qu’avec les corps proposés par NIST, et ne permet pas de calculer le modulo dans
un corps premier fini quelconque.
4.6/ EVALUATION DE PERFORMANCE
Afin d’évaluer la performance de notre méthode de parallélisme, nous l’avons implémen-
tée sur des capteurs Telosb (voir figure 4.10), un modèle conçu par Crossbow Technology
pour des usages de recherche, et les caractéristiques techniques principales de la plate-
forme sont données dans le tableau 4.4.
FIGURE 4.10 – Plate-forme Telosb de Crossbow Technology
Nous pouvons constater qu’elles correspondent bien aux nœuds dont nous parlons dans
la littérature : une puissance de calcul relativement faible, accompagnée d’une mémoire
très limitée.
Processeur : 8 MHz MSP 430 16-bit MCU
Antenne Radio : CC2420 (802.15.4/Zigbee)
ROM : 48 Ko
RAM : 10 Ko
TABLE 4.4 – Caractéristiques techniques de plate-forme Telosb
Nous avons choisi nesC [29] comme langage de programmation, qui signifie network
embedded system C en Anglais, c’est un langage spécifiquement créé pour la pro-
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grammation événementielle, c’est aussi le langage de développement par défaut sous
Tinyos [57]. Un des avantages d’un tel programme est que son exécution est entière-
ment pilotée par des événements, tant qu’il n’y a pas d’événement important, l’exécution
est automatiquement mis en pause, et cette propriété permet au nœud de minimiser la
consommation d’énergie, qui est considérée comme un des facteurs cruciaux pendant la
conception d’une application pour les réseaux de capteurs.
Tinyos est un système d’exploitation développé et maintenu par l’Université de Berke-
ley, l’objectif du projet est d’insérer une couche de virtuelle pour faciliter la communica-
tion entre la couche matérielle et la couche application. Certes, nous pouvons créer des
applications en assembleur et en C qui manipulent directement des composants maté-
riels. Cependant, premièrement, elles sont souvent difficile à maintenir, car il faut que le
développeur dispose non seulement des compétences en informatique, mais aussi des
connaissances fondamentales en électronique. Deuxièmement, ce genre de programmes
est moins portable. L’avantage principale de Tinyos est que les programmes ne sont pas
censés accéder directement aux composants matériels, toute communication doit passer
par des interfaces fournies par Tinyos, qui est chargé de l’association entre le programme
et le pilote correspondant en fonction de la plate-forme utilisée. Prenons l’exemple du lan-
gage Java, les programmes sont compilés pour générer des bytecodes, qui peuvent être
ensuite interprétés par des machines virtuelles différentes.
Comme le but de nos travaux de recherche est d’accélérer le calcul des multiplications
scalaires sur les courbes elliptiques, notre programme essaie donc de paralléliser la tâche
de calcul Q = kG entre plusieurs nœuds voisins, le temps de calcul et la consommation
d’énergie sont respectivement mesurés et estimée. Afin d’avoir une réduction modulo
efficace, les nœuds utilisent la même courbe qui est définie dans le corps premier fini
NIS T192 [10] dont les paramètres recommandés sont donnés dans le tableau 4.5. a et
b sont les paramètres de la forme de Weierstrass simplifiée (voir formule 3.3), (xG, yG)
est le point de générateur dont l’ordre est n. Le scalaire k utilisé est un nombre entier de
longueur 160, qui est censé pouvoir fournir le même niveau de sécurité qu’une clé de
1024 bits avec RSA.
Paramètre Valeur recommandée
p 2192 − 264 − 1
a −3
b 0x 6421 0519 e59c 80e7 0fa7 e9ab 7224 3049 feb8 deec c146 b9b1
xG 0x 188d a80e b030 90f6 7cbf 20eb 43a1 8800 f4ff 0afd 82ff 1012
yG 0x 0719 2b95 ffc8 da78 6310 11ed 6b24 cdd5 73f9 77a1 1e79 4811
n 0x ffff ffff ffff ffff ffff ffff 99de f836 146b c9b1 b4d2 2831
TABLE 4.5 – Paramètres recommandés du standard NIS T192
Les nœuds sont déployés dans une zone de 10m × 10m pour former un cluster dont le
cluster-head est connecté directement à un PC (voir figure 4.11), une fois allumé, les
nœuds continuent à répéter des multiplications scalaires parallèles avec des valeurs de
k aléatoires. La communication à l’intérieur du cluster, comme la distribution de tâches et
la récupération des résultats sont sécurisées avec Trivium [21], un algorithme de crypto-
graphie symétrique très léger qui est capable de chiffrer et déchiffrer des messages en
moins de 1 ms.
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FIGURE 4.11 – Déploiement des nœuds pour le test de performance
4.6.1/ PARALLÉLISATION AVEC POINTS PRÉCALCULÉS
La première partie du test consiste à évaluer la performance de notre méthode de paral-
lélisme avec des points précalculés et stockés en mémoire locale. Les temps de calcul en
millisecondes avec et sans calcul parallèle sont donnés dans le tableau 4.6. Il est difficile
de comparer les valeurs absolues des résultats avec celles des autres implémentations à
cause des différences de technique utilisé et de scénario de test. Nous nous intéressons
seulement aux gains obtenus.
Nombre de nœuds Affine Gain Jacobien Gain
1 2307.27 1003.55
2 1189.96 48.43% 549.71 45.22%
3 861.48 62.66% 424.60 57.69%
4 665.68 71.15% 342.51 65.87%
5 583.29 74.72% 309.93 69.12%
6 581.32 74.80% 311.87 68.92%
TABLE 4.6 – Temps de calcul (ms) de notre méthode de parallélisme
Nous pouvons voir dans la figure 4.12 que le temps de calcul diminue progressivement
lorsque plus de nœuds participent au calcul parallèle. Nous supposons que le temps de
calcul avec p nœuds est Tp, nous pouvons encore évaluer la performance de notre mé-
thode avec son speedup S p qui est défini dans la formule 4.11, et les résultats de speedup
sont donnés dans le tableau 4.7 et représentés graphiquement dans la figure 4.13.
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Nombre de nœuds : 1 2 3 4 5 6
Affine : 1.00 1.94 2.68 3.47 3.96 3.97
Jacobien : 1.00 1.83 2.36 2.93 3.24 3.22
TABLE 4.7 – Speedup de notre méthode de parallélisme
FIGURE 4.13 – Speedup S p =
T1
Tp
de notre méthode de parallélisme
Nous pouvons remarquer une baisse d’accélération importante dès que nous utilisons
plus de 5 nœuds. Car le cluster-head a besoin de temps supplémentaire, nommé surcoût,
pour coordonner les communications radio, combiner les résultats reçus et calculer le
résultat final. Les surcoûts mesurés durant notre expérimentation sont présentés dans
le tableau 4.8 et la figure 4.14. Nous nous apercevons qu’à partir du moment où nous
utilisons plus de 5 nœuds, il y a une augmentation significative de surcoût. Ainsi, nous
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pouvons donc en conclure que le nombre de nœuds participant au calcul parallèle doit
être limité à moins de 5.
Nombre de nœuds : 1 2 3 4 5 6
Surcoût moyen : 0.00 36.33 92.39 88.86 121.84 196.78
TABLE 4.8 – Surcoût (ms) moyen de notre méthode de parallélisme
FIGURE 4.14 – Surcoût (ms) de notre méthode de parallélisme
Pendant notre test, la courbe elliptique utilisée est définie dans un corps de 192-bit, et
les points précalculés et stockés sont représentés en coordonnées Affines (x, y) qui nous
permettent de minimiser la consommation de mémoire, car chaque point est représenté
par 2 nombres entiers de 192-bit, et il peut être transformé facilement à un point en
coordonnées Jacobiennes (x, y) → (x, y, 1) qui offre généralement un calcul plus efficace.
Nombre de nœuds : 1 2 3 4 5 6
Mémoire : 0 48 96 144 192 240
TABLE 4.9 – Mémoire nécessaire (octet) pour stocker des points précalculés
La mémoire nécessaire pour stocker des points précalculés sont donnée dans le ta-
bleau 4.9. Les plate-formes Telosb [18] et Micaz [19] disposent respectivement d’une
mémoire de données de 48 Ko et 128 Ko, qui est largement suffisante pour stoker les
points.
Un des inconvénients principaux du parallélisme est la consommation d’énergie, et ce
problème devient plus crucial pour les réseaux de capteurs, car les piles des nœuds ne
peuvent pas être changées après le déploiement, et nous accélérons le traitement de
tâches en détriment de la durée de vie du système. Nous avons déjà présenté précé-
demment que durant le calcul parallèle, plus de nœuds sont impliqués dans le calcul,
et par conséquent, plus d’énergie est consommée car les nœuds doivent échanger des
données entre eux.
Il est difficile de mesurer précisément la consommation d’énergie de chaque nœud, géné-
ralement dans la littérature, nous utilisons des simulateurs pour estimer la consommation
d’énergie. Avrora [102] est un simulateur qui est largement utilisé dans la communauté de
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recherche. Il est développé pour simuler le comportement des plate-formes de la famille
Mica, e.g. Mica1, Mica2 et MicaZ. Nous l’avons utilisé pour évaluer la consommation
d’énergie de notre méthode, c’est vrai qu’il n’est pas initialement conçu pour la plate-
forme Telosb, mais les résultats produits (voir tableau 4.10) sont déjà suffisants pour
étudier l’impact de notre méthode sur le réseau.
Nombre de nœuds : 1 2 3 4 5 6
Énergie : 0.889 2.125 3.156 4.192 5.225 6.256
TABLE 4.10 – Consommation d’énergie (Joule) de notre méthode de parallélisme
FIGURE 4.15 – Consommation d’énergie (Joule) de notre méthode de parallélisme
Dans la figure 4.15, nous pouvons constater que lorsque le calcul est effectué sur un
seul nœud, très peu d’énergie est consommée. Cependant, quand le calcul parallèle est
utilisé, comme les esclaves doivent recevoir des tâches de leur maître et lui renvoyer des
résultats, il y a une augmentation importante de la consommation d’énergie.
Pour conclure la première partie de notre test, nous avons parallélisé le calcul des mul-
tiplications scalaires en utilisant jusqu’à 6 nœuds, et nous avons obtenu un gain maxi-
mal de 74.8%. Néanmoins, les résultats de simulation ont montré que le calcul parallèle
consomme trop d’énergie par rapport au calcul local. Ainsi, une utilisation abusive d’une
telle technique risque de réduire la durée de vie du réseau, et nous proposons donc
de n’utiliser le calcul parallèle que dans des cas urgents, par exemple, la détection d’un
événement crucial.
4.6.2/ PARALLÉLISATION SANS POINTS PRÉCALCULÉS
La deuxième partie consiste à tester la performance de la méthode qui nous permet
de préparer en temps réel les points 2xG dont nous avons besoin le calcul parallèle et
de ne pas les stocker en permanence. L’idée est d’utiliser des algorithmes qui peuvent
théoriquement calculer plus rapidement que Doublement-et-Addition les points pour le
traitement de tâche. La configuration de la courbe elliptique est exactement la même que
la première partie (voir tableau 4.5).
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Nombre de nœuds : 2 3 4 5
Point calculé : 280G 253G 240G 232G
Algorithme de 2xG : 1293 654 421 301
Algorithme de 22G : 465 297 228 182
TABLE 4.11 – Temps de calcul (ms) pour préparer des points 2xG
Les temps de calcul utilisant l’algorithme de 2xG (11) et l’algorithme de 22G (10) sont
donnés dans le tableau 4.11. Par exemple, nous voulons paralléliser le calcul de kG entre
2 nœuds où k est un nombre entier de 160 bits qui est décomposé en 2 segments s1
et s2, et k = 280s1 + s2. Chaque nœud doit traiter une tâche de 80 bits, et le calcul peut
être réécrit comme suit kG = s1280G + s2G. Comme le point 280G n’est pas précalculé
et stocké en mémoire, avant de passer au traitement de la tâche, un des 2 nœuds doit
d’abord passer 465 ms pour préparer le point. D’ailleurs, nous pouvons remarquer que
l’algorithme de 2xG n’est pas assez efficace, il lui faut 1293 pour préparer le point 280G,
ce n’est donc pas un choix adéquat pour notre méthode de parallélisme.
Nombre de nœuds : 1 2 3 4 5
Temps de calcul : 1003.55 1011.04 719.93 659.51 491.26
Gain : -0.75% 28.26% 34.28% 51.05 %
TABLE 4.12 – Temps de calcul (ms) avec le parallélisme sans points précalculés
Les temps de calcul utilisant le parallélisme sans points précalculés sont donnés dans
le tableau 4.12. Les résultats ont montré que quand nous parallélisons le calcul entre 2
nœuds, il n’y a aucune accélération, le calcul a même été ralenti. Nous commençons à
avoir un gain positif lorsque plus de 3 nœuds participent au calcul, si nous comparons
avec les résultats dans le tableau 4.6, nous pourrons remarquer qu’il y a une baisse de
performance de presque 50%.
4.7/ CONCLUSION
Pour conclure la deuxième partie du test, les résultats ont montré que les algorithmes de
2xG et de 22G ne sont pas aussi efficaces que prévus, notamment celui de 2XG. En outre,
l’algorithme de 22G est créé pour parcourir 2 bits à la fois, mais la vitesse de calcul n’est
clairement pas doublée. Certes, le calcul parallèle avec cet algorithme peut accélérer le
calcul des multiplications scalaires sans stocker les points précalculés, il offre un gain
positif lorsque plus de 2 nœuds sont impliqués dans le calcul, mais la préparation en
temps réel du point engendre une baisse de performance importante. Sachant que nous
sacrifions l’énergie du réseau pour essayer d’atteindre une accélération la plus élevée
possible, lors que le parallélisme sans points précalculés offre un gain beaucoup moins
intéressant. Donc l’utilisation de cette méthode en pratique doit être soigneusement étu-
diée, nous conseillons de l’utiliser quand la consommation de mémoire est considérée
comme un facteur important. Par exemple une application dans laquelle les nœuds n’ont
pas assez de mémoire disponible pour stocker des points précalculés.
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La tolérance aux pannes est un ensemble de techniques qui sont conçues et mises
en place pour pallier aux différents dysfonctionnements dans un système informatique.
Concrètement, un mécanisme de tolérance aux pannes peut être représenté sous dif-
férentes formes, que ce soit un programme, un protocole ou un composant matériel, il
permet au système de continuer à fonctionner même en présence d’anomalies.
Suite au développement des technologies informatiques, d’une part, les systèmes de-
viennent de plus en plus puissants pour offrir de meilleurs services aux utilisateurs.
D’autre part, la complexité des fonctionnalités fournies rendent en même temps les sys-
tèmes plus fragiles face aux différentes pannes inattendues. Parfois un système sans
protection risque d’être complètement suspendu à cause d’une petite erreur pendant son
fonctionnement. Ainsi, aujourd’hui la tolérance aux pannes est devenue une partie incon-
tournable durant la conception de tout système informatique moderne.
Par rapport aux systèmes qui fonctionnement totalement en local, la tolérance aux
pannes dans des architectures distribuées est un problème beaucoup plus difficile. No-
tamment dans les réseaux de capteurs, qui sont constitués d’un grand nombre de nœuds
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ayant une puissance de calcul faible et des ressources très limitées. D’ailleurs, dans un tel
réseau, toute échange de données doit passer par des connexions sans fil, qui ne sont
généralement pas suffisamment fiables et souffrent des interférences et des attaques
extérieures.
Des mécanismes traditionnels de tolérance aux pannes ne sont pas directement ap-
plicables aux réseaux de capteurs. Comme nous l’avons présenté précédemment, les
nœuds ne sont pas assez puissants pour gérer des algorithmes et des protocoles très
complexes. En outre, les réseaux de capteurs sont initialement conçus pour être dé-
ployés dans des zones où l’intervention humaine n’est pas toujours possible, et il n’y a
aucun intérêt à construire un tel réseau, s’il n’est pas assez robuste pour endurer des
environnements inconnus et potentiellement hostiles. Il est donc important de dévelop-
per spécifiquement de nouvelles techniques moins coûteuses pour assurer la fiabilité des
réseaux de capteurs.
Une autre raison pour laquelle la tolérance aux pannes est une technique indispensable
est que les réseaux de capteurs sans fil sont un domaine de recherche et d’ingénierie
relativement récent. Certaines applications développées pour ce domaine ne sont pas
encore matures et stables, et beaucoup de problèmes sont encore en discussion pour
trouver la meilleure solution [46].
Dans ce chapitre, nous présentons d’abord les objectifs de la tolérance aux pannes et
les sources possibles des pannes, ensuite nous donnons un état de l’art de l’ensemble
de techniques existantes qui nous permettent de détecter des pannes et de restaurer le
bon fonctionnement du système dans les réseaux de capteurs.
5.1/ OBJECTIF DE LA TOLÉRANCE AUX PANNES
L’objectif de la tolérance aux pannes est constitué principalement de 2 parties, qui est
respectivement la détection de pannes et la restauration de fonctionnalité. Avant de don-
ner des explications détaillées, il faut d’abord comprendre la différence entre faute, erreur
et faillite [105]. En effet, les pannes dans les réseaux de capteurs peuvent être classifiées
en 3 niveaux :
– Faute : il s’agit d’une sorte de dysfonctionnement matériel ou logiciel qui peut causer
des erreurs, par exemple, un défaut matériel ou un bogue de programme.
– Erreur : une erreur représente un état anormal du système qui peut éventuellement
conduire le système à une faillite totale.
– Faillite : la manifestation des erreurs qui se produit lorsque le système a dévié de sa
spécification et ne peut plus livrer des fonctionnalités prévues.
5.1.1/ DÉTECTION DE FAUTES
Théoriquement, il est impossible d’éviter complètement des fautes, et les anomalies qui
surviennent durant le fonctionnement du réseau ne sont pas toujours prévisibles. Par
contre, il est possible de capturer un état erroné du système et de faire le nécessaire
pour qu’il puisse continuer à fonctionner, même d’une manière réduite.
Après le déploiement et le mise en service d’un réseau, les nœuds doivent effectuer pé-
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riodiquement des opérations diagnostiques pendant la transmission et traitement de don-
nées. Lorsqu’une erreur est détectée, ils la signalent immédiatement aux autres nœuds
qui s’en occupent pour réagir le plus vite possible.
Plusieurs techniques sont proposées pour gérer efficacement la procédure de diagnostic,
une présentation plus détaillées sur la détection d’erreurs est donnée dans la section 5.3.
5.1.2/ RESTAURATION DE FONCTIONNALITÉS
Une fois l’erreur détectée et localisée, il faut que le réseau réagisse rapidement, il peut
soit isoler la partie en panne, soit essayer de la réparer. Le but est de laisser le ré-
seau continuer de fonctionner. Une méthode qui est largement utilisée est la redondance.
C’est-à-dire que les composants qui sont essentiels pour le bon fonctionnement du sys-
tème sont répliqués pour augmenter sa fiabilité en cas de pannes sévères. Dans un
réseau de capteur, les composants à répliquer sont souvent des nœuds assurant des
services particuliers, par exemple les nœuds passerelles dans des protocoles de rou-
tage.
Les nœuds ne sont pas capables de gérer des mécanismes très complexes, c’est aussi
la raison pour laquelle les nœuds sont censés être déployés en masse, car nous pou-
vons souvent trouver un grand nombre de nœuds qui sont disponibles. Nous pouvons les
utiliser pour soit substituer les nœuds en panne, soit assurer simultanément une seule
fonctionnalité.
5.2/ SOURCES DE PANNES
Nous donnons dans cette section une liste de sources principales des différentes pannes
dans les réseaux de capteurs [70] avec une expérimentation réalisée sur capteurs SAW.
5.2.1/ NŒUD DÉFECTUEUX
Un nœud est composé de différents composants matériels et piloté par des logiciels, qui
subit éventuellement des pannes tout au long de son fonctionnement. Par exemple le
boitier du nœud risque d’être cassé suite à des impacts physiques, qui peuvent endom-
mager des matériels encapsulés dedans [64, 100, 98]. Dans [50], durant le déploiement
des nœuds dans un champs de pommes de terre, les chercheurs ont trouvé que les
antennes des nœuds sont tellement fragiles qu’elles émettent de temps en temps des
signaux erronés. En outre, lorsque le niveau de pile d’un nœud devient faible, il y a des
chances que ses composants ne puissent plus fonctionner correctement.
Dans [103], les nœuds sont déployés dans une forêt pour mesurer la température. Pen-
dant les expérimentations, les chercheurs ont détecté beaucoup de données incohé-
rentes. Certains nœuds ne produisent aucune donnée correcte pendant tout le test, les
autres peuvent fonctionner au début du test, mais produisent aussi des données erronées
avant l’épuisement de pile. On peut donc en déduire que la génération des données er-
ronées est fortement corrélée à l’épuisement de la pile. Dans cette application, les cher-
cheurs ont trouvé que lorsque le voltage de la pile n’est pas compris entre 3 et 2.4 volts,
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le nœud commence à produire des données incohérentes. Certains nœuds envoient des
températures de plus de 150 degrés quand le voltage est en dessous de 2.4 volts.
Dans notre projet européen INTERREG MainPreSi [68], on a installé des capteurs dans
une machine pour aider l’entreprise TORNOS à mieux gérer son outil de production. On
a utilisé 2 types de dispositif (voir figure 5.1) :
– Capteur SAW 1 qui fonctionne d’une manière passive, sans alimentation, et il peut être
interrogé par des ondes radiofréquence à distance pour mesurer la température, la
pression et les vibrations.
– Interrogateur qui émet des requêtes aux capteurs passifs et reçoit des données. Il est
équipé d’un micro-contrôleur STM32, et il communique avec le capteur passif et les
autres interrogateurs par la technique de multi-saut.
Interrogateur Capteur SAW
FIGURE 5.1 – Dispositifs utilisés dans le projet MainPreSi
Pendant les tests, on a constaté aussi des valeurs de température aberrantes. Après
l’analyse des données générées, on a trouvé que les données erronées sont dues à une
irrégularité des puissances des ondes qui interrogent les capteurs SAW. Pour que le cap-
teur lise correctement la température, il faut que PRX > 800 pour les capteurs mobiles, et
PT X ≤ 31∧PRX = 3000 pour les capteurs fixes, où PT X représente la puissance d’émission
et PRX est celle de réception.
Des pannes matérielles peuvent causer aussi des anomalies du logiciel installé. Par
exemple, dans une application de collection de données, le programme ne peut pas ef-
fectuer correctement des traitements, si les composants de capture ne renvoient pas de
données correctes. Une autre possibilité est le bogue, si le programme utilisé n’est pas
strictement débogué avant l’installation, et il est installé sur les nœuds avec des bogues
cachés, il y a des chances que le réseau tombe en panne bout d’un certain temps.
5.2.2/ PERTURBATION DE RÉSEAUX
Le routage est une fonctionnalité essentielle des réseaux de capteurs, c’est une tech-
nique fondamentale dont nous avons besoin pour la transmission de données. Des dys-
1. Surface Acoustic Wave
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fonctionnements au niveau de routage peuvent engendrer des pertes et le retard de mes-
sages.
Généralement, dans un réseau de capteurs, les connexions entre les nœuds ne sont pas
considérées comme très fiables, et le taux de délivrance des messages varie fortement
selon les conditions ambiantes. L’expérimentation effectuée dans un champ agricole [101]
montre aussi qu’il y a une baisse du taux de délivrance lorsque les plantes commencent
à pousser.
Dans [97], les chercheurs ont construit un réseau de capteurs pour surveiller l’habitat
des goélands. L’expérimentation a duré 115 jours avec 650,000 lectures effectuées par
98 nœuds déployés. Les fichiers de log ont montré un taux de délivrance des paquets
très faible et une instabilité des connexions sans fil. Pendant le premier jour, les nœuds
qui se situaient à un saut de la station de base ont assuré un taux de délivrance de 70%,
alors que celui des nœuds à multi-sauts était seulement 58%. Pendant les jours restants,
presque un quart des nœuds ont fonctionné avec un taux de délivrance de 35%. Le
protocole de routage utilisé est considéré comme la cause principale de cette inefficacité
du réseau, car il demande aux nœuds de choisir toujours le chemin le plus sûr. De ce
fait, 80% des paquets sont passés par les 20% des chemins disponibles. Les piles des
nœuds qui se situe sur ces chemins ont été épuisées au bout d’un jour et demi.
Il existe encore beaucoup d’autres causes possibles, par exemple la collision, comme
les nœuds partagent le même médium pour la transmission de données, des collisions
peuvent se produire lorsque plusieurs nœuds essayent d’émettre des signaux en même
temps [98].
5.2.3/ DYSFONCTIONNEMENT DE LA STATION DE BASE
Toujours dans une application de collection de données, afin de faciliter et fluidifier la
communication radio, l’ensemble d’informations collectées est agrégée au fur et à mesure
durant leur transmission. Elles se propagent d’un nœud à l’autre pour aller jusqu’à leur
destination finale, la station de base. Cette dernière peut aussi être victime des attaques
extérieures et vulnérable aux différentes pannes.
Si aucun mécanisme de protection n’est appliqué, le réseau risque d’être complètement
isolé. La station de base est la seule interface entre les nœuds et les utilisateurs, lors-
qu’elle tombe en panne, les utilisateurs ne pourront plus accéder aux services fournis
par le réseau, et dans l’autre sens, les nœuds ne pourront plus à envoyer données ou
recevoir des commandes des utilisateurs.
Comme celles des nœuds déployés à distance, les pannes au niveau de la station de
base peuvent aussi être causées par des dysfonctionnements matériels, ou des bogues
qui se cachent dans le programme exécuté.
5.3/ TECHNIQUES DE DÉTECTION DE PANNES
La détection de pannes est une procédure cruciale, sans laquelle le système ne peut
pas choisir et prendre la réaction adaptée pour minimiser les impacts, et les services
qu’il fournit risque d’être suspendus. Il s’agit généralement d’un diagnostic du fonctionne-
ment d’un composant spécifique, parfois, nous essayons aussi d’avoir une prédiction de
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pannes, c’est-à-dire une analyse des symptômes observés.
Dans un réseau de capteurs, les nœuds sont censés être déployés en masse, et une
maintenance manuelle n’est pas intéressante du tout, car trop coûteuse et compliquée.
Dans cette section, nous présentons un ensemble de techniques qui nous permettent
d’automatiser la procédure de détection de pannes dans les réseaux de capteurs.
5.3.1/ DIAGNOSTIC LOCAL
Dans certains cas, un nœud est capable de détecter des erreurs en faisant un diagnostic
local. Afin de tester les connexions avec ses voisins, une table de routage contenant les
identifiants des voisins est crée en mémoire locale, le nœud diffuse périodiquement des
paquets de test aux voisins et attend des réponses. Le nœud est soupçonné d’être isolé,
si aucun voisin ne lui répond, ou ils répondent, mais avec une puissance de signal très
faible.
Un autre paramètre important qui peut être testé en local est le niveau de pile. Un nœud
peut prévoir des pannes en mesurant régulièrement le voltage de la pile [7, 83]. Il existe
des algorithmes qui permettent d’estimer la durée de vie d’un nœuds en analysant la
courbe de décharge de la pile et son taux de décharge, comme sur les téléphones mo-
biles, le système peut afficher à l’utilisateur le niveau de batterie actuel. Lorsqu’un nœud
détecte que sa pile est bientôt épuisée, il peut diffuser un message d’avertissement à
ses voisins qui effectuent ensuite un ensemble d’opérations nécessaires pour l’exclure
du réseau.
Dans certains cas, les données aberrantes peuvent être corrigées immédiatement après
la détection. Comme dans [103], on sait que le composant de capture fonctionne correc-
tement si le voltage de pile v ∈ [2.4, 3.0]. On peut donc demander aux nœuds de lire des
données en parallèle avec le voltage, si v < [2.4, 3.0], la donnée sera éliminée et la lecture
sera refaite. Idem dans [68], on a les intervalles des puissances PT X et PRX, dans lesquels
les capteurs peuvent fonctionner correctement, durant la réception des données, celles
qui sont mesurées avec des puissances inappropriées sont éliminées.
5.3.2/ DIAGNOSTIC EN GROUPE
Il est aussi possible de détecter des erreurs du système causées par des valeurs erro-
nées, si les nœuds disposent d’une valeur de référence. Une application qui est large-
ment utilisée est la collection de données, nous supposons que les nœuds qui se trouvent
dans la même zone sont censés capturer des valeurs similaires. Si nous trouvons une
valeur qui possède une grande différence par rapport aux autres, cela est souvent consi-
déré comme un symptôme d’erreur. Des algorithmes sont proposés dans [23, 48], ils
peuvent calculer la probabilité qu’un nœud soit défectueux en se basant sur les données
collectées.
Dans [82], les auteurs proposent de détecter des erreurs en testant l’incohérence des
données collectées. Par exemple nous déployons des nœuds dans une chambre pour
mesure la température ambiante. Un nœud est soupçonné être en panne, s’il renvoie
des valeurs extrêmement élevées, tandis que les autres retournent des valeurs similaires
et normales.
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Nous supposons qu’un ensemble de nœuds S = {s1, s2, . . . , sn} est déployé sous forme
d’un arbre (voir figure 5.2), et à chaque intervalle temporel ∆k, un nœud si crée un vecteur
xi
k




: j = 1 . . . d}. Après m lecture, le nœud
crée une collection de données Xi = {xik : k = 1 . . .m}, qui est envoyée à son nœud
parent s j. Ce dernier fusionne Xi avec sa propre collection X j, et continue à envoyer la
nouvelle collection à son parent. Ainsi, la collection remonte dans l’arbre d’un nœud à
l’autre jusqu’à la station de base.
FIGURE 5.2 – Exemple de la topologie d’arbre
Deux approches sont proposées pour la détection d’erreurs. Dans le cas de détection
centralisée, après la réception de la collection, la station de base applique un algorithme
de clustering [25] à l’ensemble de données reçues. L’objectif est de représenter les don-
nées par des points dans un système de coordonnées cartésiennes, et de regrouper les
points dans des clusters. 2 points sont placés dans le même cluster, si la distance eucli-
dienne entre eux est inférieure au seuil choisi. Les points qui se situent en dehors des
clusters représentent des données probablement corrompues, et elles sont donc igno-
rées. En traçant l’origine de ces données, la station de base peut identifier les nœuds
défectueux.
L’inconvénient de cette approche est le coût de transmission, car il faut mobiliser en-
tièrement le réseau pour effectuer un diagnostic. La 2e approche utilise une détection
distribuée, c’est-à-dire l’algorithme de clustering est appliqué au fur et à mesure durant
la transmission des données. Cette méthode nous permet de détecter des erreurs plus
vite, et comme les données erronées sont ignorées après le clustering, la quantité de
données à transmettre peut être considérablement réduite.
Dans certains cas, les nœuds sont programmés pour renvoyer des valeurs identiques, par
exemple, les nœuds qui sont affectés délibérément à la même tâche. La récupération des
résultats peut être considérée comme une sorte de vote, si un nœud renvoie une valeur
qui est différente des autres, alors soit la valeur est corrompue durant la transmission,
soit le nœud est défectueux.
Il est aussi possible de détecter des pannes en surveillance les réactions des nœuds [63].
Si les nœuds sont programmés pour recevoir des requêtes des autres et fournir des ser-
vices demandés, nous pouvons vérifier si les requêtes sont correctement reçues par un
nœud spécifique en observant son comportement. Si le nœud en question ne réagit pas
comme il faut, soit il est défectueux, soit la connexion entre les 2 nœuds est perturbée.
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5.3.3/ DIAGNOSTIC HYBRIDE
C’est en effet la combinaison des 2 modes de diagnostic présentées ci-dessus. C’est-à-
dire que les nœuds effectuent d’abord chacun un diagnostic local, mais il y a toujours des
chances que les résultats ne soient pas assez précis. Ensuite les nœuds échangent les
résultats du diagnostic local pour faire un diagnostic de groupe.
Dans [15], Chen et al. proposent d’utiliser en même temps les diagnostics locaux et
en groupe. Les nœuds sont déployés aléatoirement dans une zone, et nous supposons
que chaque nœud possède au moins 3 voisins. Généralement, un réseau de capteurs
contient un grand nombre de nœuds, et cette condition peut souvent être satisfaite faci-
lement.
Après le déploiement d’un ensemble de nœuds S , et |S | = n, un nœud quelconque S i dis-
pose d’un certain nombre de voisins N(S i), et |N(S i)| = k. Le nœud est programmé pour
collecter périodiquement des données ambiantes xi, et il peut comparer ses données
collectées avec celles de ses voisins. dt
i j
représente la différente d’une donnée collectée
au moment t entre S i et son voisin S j, et ∆d∆ti j signifie la différence d’une donnée entre
S i et S j pendant la période ∆t. Un paramètre Ti ∈ {LG, LF,GD, FT } est utilisé pour re-
présenter l’état de fonctionnement d’un nœud, où les valeurs signifient respectivement
probablement bon, probablement défectueux, bon et défectueux.
Algorithme 20 : Algorithme de diagnostic local
1 pour tous les S i ∈ S faire
2 pour tous les S j ∈ N(S i) faire
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Lorsque le diagnostic est lancé, dans un premier temps, les nœuds appliquent locale-
ment l’algorithme 20, où θ1 et θ2 sont 2 seuils prédéfinis, et ci j ∈ {0, 1} est le résultat du
diagnostic, ci j = 0 si les états de fonctionnements des 2 nœuds sont identiques, sinon
ci j = 1. L’idée de l’algorithme est toujours basée sur la supposition que les nœuds qui sont
près l’un de l’autre sont censés avoir des données similaires. Si la différence de donnée
dépasse θ1 (ou θ2 pour une période ∆t), les 2 nœuds ont des états de fonctionnements
différents, par exemple, un des 2 nœuds est défectueux.
Après le diagnostic local, le nœud essaie de déterminer son état possible à l’aide de
l’algorithme 21 qui analyse les résultats ci j. Le nœud S i est probablement en bon état, si
son état de fonctionnement est identique que ceux de la plupart de voisins.
Pour rendre le résultat de diagnostic plus précis, il faut que le nœud S i passe ensuite au
diagnostic en groupe (voir algorithme 22). Si S i et plus de 3/4 de ses voisins possèdent
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Algorithme 21 : Détermination de l’état de fonctionnement possible
1 si
∑
S j∈N(S i) ci j < ⌈|N(S i)|/2⌉ alors
2 Ti ← LG;
3 sinon
4 Ti ← LF;
5 fin
6 Diffuser Ti aux voisins;
Algorithme 22 : Algorithme de diagnostic mutuel
1 si
∑
S j∈N(S i) et T j=LG(1 − 2ci j) ≥ ⌈|N(S i)|/2⌉ alors
2 Ti ← GD;
3 fin
4 Diffuser Ti aux voisins;
l’état de fonctionnement LG, alors S i est considéré comme en bon état.
Algorithme 23 : Détermination de l’état de fonctionnement
1 pour i ← 1 a n faire
2 si Ti ∈ {LG, LF} alors
3 si T j = GD,∀S j ∈ N(S i) alors
4 si ci j = 0 alors
5 Ti ← GD;
6 sinon





Ensuite pour les nœuds restant, nous utilisons l’algorithme 23 qui peut parcourir tous les
nœuds. Si tous les voisins de S i sont en bon état, et celui de S i est identique que ceux
de ses voisins, alors S i est en bon état aussi, sinon, S i est défectueux.
Cette approche divise la procédure de diagnostic en 2 parties, elle demande d’abord
aux nœuds d’effectuer un diagnostic local qui renvoie un résultat représentant l’état de
fonctionnement d’un nœud. Ensuite les nœuds échangent les résultats de diagnostic
local avec leurs voisins, et en se basant sur les résultats reçus, ils peuvent calculer un
deuxième résultat de diagnostic qui est plus précis.
Néanmoins, cette méthode ne permet pas d’effectuer un diagnostic partiel du réseau,
car le résultat d’un nœud dépend tout le temps ceux de ses voisins, et pour tester les
voisins, il faut mobiliser encore plus de nœuds. Ce genre de fonctionnement engendre
une consommation de ressource assez importante, et la méthode n’est pas applicable
dans les cas où nous voulons tester seulement quelques nœuds qui sont déployés dans
une zone particulière.
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5.3.4/ DIAGNOSTIC HIÉRARCHIQUE
La détection hiérarchique utilise la topologie du réseau pour la détection de pannes [90].
Nous supposons que les nœuds forment un arbre dans lequel chaque nœud peut avoir
un ou plusieurs nœuds enfant, et chaque enfant ne possède qu’un seul nœud parent (voir
figure 5.2).
Chaque nœud effectue périodiquement un diagnostic local qui génère un ensemble de
données représentant son état de fonctionnement. Ensuite ces données sont envoyées
directement à son nœud parent, qui les agrège en ajoutant ses propres données de
diagnostic, et renvoie à son parent. Ainsi, les données remontent d’un nœud à l’autre,
jusqu’à ce qu’elles arrivent à la station de base. A la fin de la procédure, la station de
base dispose d’une base de données contenant toutes les informations nécessaires qui
représentent l’état de fonctionnement de tout le réseau.
L’avantage d’un tel mécanisme est qu’il s’adapte parfaitement à la taille du réseau, quel
que soit le nombre de nœuds déployés, la station de base peut toujours avoir une sur-
veillance globale du réseau en diffusant une requête qui descend des nœuds parent aux
nœuds enfant. Néanmoins, il faut mobiliser tous les nœuds pour effectuer un seul diag-
nostic, la transmission des données engendre une consommation de ressources très
importante.
Une autre méthode alternative est d’utiliser seulement un sous-ensemble de nœuds et la
station de base pour la détection de pannes [95]. Une fois les nœuds déployés, chacun
envoie ses données de topologie (voisins, coût de connexion etc.) à la station de base
qui peut construire chez elle la topologie entière de tout le réseau. Quand les nœuds
détectent un nœud silencieux, c’est-à-dire un nœud qui ne répond plus aux requêtes, ils
envoient des données nécessaires à la station de base pour que cette dernière puisse
faire une mise à jour de topologie. Idem dans le sens descendant, si la station de base
veut effectuer un changement de route, elle n’envoie la commande qu’aux nœuds concer-
nés.
Cependant ce mécanisme n’est pas applicable aux applications événementielles dans
lesquelles les nœuds ne communiquent qu’en cas de détection d’un événement impor-
tant prédéfini, et la station de base ne peut pas avoir une vision globale du réseau en
temps réel.
Une autre approche basée sur les clusters est présentée dans [91]. Chaque cluster-head
est chargé de la surveillance de ses membres, et les cluster-heads sont directement
surveillés par la station de base. Pour effectuer un diagnostic, la station de base et les
cluster-heads effectuent des commandes ping vers les nœuds qui sont sous leur super-
vision directe. S’ils détectent un nœud qui ne répond pas à la commande ping, alors il
sera considéré comme défectueux et sera éventuellement exclu du réseau.
5.4/ TECHNIQUES DE RESTAURATION
Les techniques de restauration sont souvent mises en place pour augmenter la fiabilité
et la sûreté d’un système, car elles lui permettent de continuer à fonctionner malgré la
présence des pannes. Beaucoup de méthodes sont proposées dans la littérature, alors
que la plupart est basée sur la réplication des composants qui sont essentiels pour le
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bon fonctionnement du système. La redondance peut être considérée comme une mé-
thode adéquate pour les réseaux de capteurs, car les nœuds sont déployés en masse, et
il existe souvent des nœuds disponibles pendant la durée de vie du réseau. Cependant
comme de nombreux nœuds sont impliqués dans le fonctionnement du réseau, le sys-
tème consomme plus de ressources. Dans cette section, nous présentons un ensemble
de techniques de tolérance aux pannes qui sont basées sur la redondance.
5.4.1/ RÉPLICATION ACTIVE
L’idée est de déployer délibérément plusieurs nœuds pour assurer la même fonctionna-
lité. Par exemple, nous déployons plusieurs nœuds dans une zone pour effectuer une
collection de données ambiantes. Lorsqu’un nœud tombe en panne, les autres qui se
situent dans la même zone peuvent continuer à envoyer des données à la station de
base.
5.4.1.1/ REDONDANCE DE CHEMIN DE ROUTAGE
Durant la conception d’un protocole de routage, il faut prendre en compte le fait que les
nœuds qui se situent proche de la station de base sont relativement plus chargés pour la
transmission de données, et leurs piles risquent d’être épuisées beaucoup plus vite par
rapport aux autres. Pour que le réseau soit tolérant aux pannes, il ne faut pas que tout le
réseau soit hors service à cause du dysfonctionnement de seulement quelques nœuds.
Dans un réseau tolérant aux pannes, les nœuds doivent être k-connecté, c’est-à-dire que
chaque nœud doit posséder k connexions avec le reste du réseau, même s’il perd k − 1
connexions, le nœud restera tout de même connecté [58].
[13] propose une topologie tolérante aux pannes pour les réseaux de capteurs hété-
rogènes. 2 types de nœuds sont utilisés, les nœuds de capture sont moins coûteux,
mais très limités en ressources, ils sont déployés aléatoirement en grand nombre pour
la collection des données ambiantes. Les nœuds de passerelle sont beaucoup moins
nombreux, mais ils sont plus puissants, et leurs antennes peuvent avoir une portée plus
étendue. Les nœuds de passerelle sont déployés pour récupérer des données collectées
par des nœuds de capture, et transmettre ces données à la station de base. Une telle
architecture est prouvée plus avantageuse en termes de performance et de durée de vie
(voir figure 5.3).
Les nœuds de capture doivent être k-connectés, c’est-à-dire que chaque nœud de cap-
ture doit posséder k chemins distincts pour rejoindre un des nœuds de passerelle. Même
un nœud de capture perd les autres k−1 connexions, il reste tout de même connecté avec
les nœuds passerelles, et les données qu’il collecte peuvent toujours être renvoyées à la
station de base. Par exemple, dans la figure 5.4, nous avons un réseau 3-connecté, dans
lequel les nœuds de capture peuvent résister jusqu’à 2 chemins perturbés.
5.4.1.2/ REDONDANCE DE DONNÉES COLLECTÉES
Afin d’assurer la collection de données dans une zone, nous pouvons y déployer plusieurs
nœuds, car les valeurs ambiantes capturées sont censées être similaires. Généralement
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FIGURE 5.3 – Déploiement d’un réseau de capteurs hétérogène
FIGURE 5.4 – Exemple d’un réseau hétérogène 3-connecté
les données capturées sont ensuite envoyées à un autre nœud qui est chargé de l’agré-
gation et de la transmission vers la station de base. Même si quelques nœuds tombent
en panne, tant qu’il reste encore des nœuds opérationnels dans la zone, nous pouvons
continuer à surveiller la zone malgré une perte de précision envisageable.
5.4.2/ RÉPLICATION PASSIVE
Quant à la réplication passive, nous mettons en place plusieurs nœuds aussi pour assurer
la même fonctionnalité, mais seul le nœud principal est utilisé pour la réception et le
traitement de tâches. Les données sont synchronisées entre le nœud principal et les
nœuds de secours, c’est-à-dire que les nœuds de secours reçoivent aussi les tâches,
mais ils restent inactifs tant que le nœud principal est encore opérationnel.
Lorsque le nœud principal tombe en panne, nous devons en choisir un parmi les nœuds
de secours pour prendre le relais. La réplication passive est souvent considérée comme
le choix optimal pour les réseaux de capteurs, car les nœuds de secours ne consomment
pas beaucoup de ressource tant qu’aucune panne n’est détectée. L’application de la ré-
plication passive est réalisée selon 3 phases, qui sont respectivement la détection de
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pannes, la sélection du nœud principal et la distribution de service. La première phase
est déjà discutée dans la section 5.3, et les 2 autres sont présentées ci-dessous.
5.4.2.1/ SÉLECTION DE NŒUD PRINCIPAL
Les nœuds sont programmés et déployés pour fournir des services, lorsqu’un nœud est
en panne, il faut que nous trouvions un autre qui peut le remplacer, et le nœud sélec-
tionné devient le nouveau fournisseur de services. Il existe plusieurs approches dans la
littérature :
5.4.2.2/ SÉLECTION EN GROUPE
Comme la plupart des protocoles de routage basés sur le clustering [36, 35], le cluster-
head est chargé de la récupération et la transmission des données collectées par les
autre nœuds qui se situent dans le même cluster, et il est logique que le cluster-head
consomme plus de ressources et sa pile se vide plus vite par rapport aux autres membres
du cluster, notamment dans des réseaux homogènes, les cluster-heads ne détiennent
pas plus de ressources que les autre membres. Lorsque le niveau d’énergie restante
du cluster-head est très faible, il faut que les autres nœuds lancent un vote en prenant
compte les paramètres cruciaux (énergie, distance, connexion etc.) pour choisir un nou-
veau cluster-head.
5.4.2.3/ RÉAFFECTATION DE MEMBRES
À partir d’un réseau de capteurs hétérogène dont les nœuds sont regroupés en clus-
ters, et où les cluster-heads déployés sont plus puissants que les membres ordinaires,
nous ne changeons pas de cluster-head. Chaque membre d’un cluster doit stocker non
seulement l’identifiant de leur cluster-head actuel, mais aussi celui de son cluster-head
de secours. Normalement le cluster-head de secours est le cluster-head d’un autre clus-
ter qui se trouve à proximité. Quand le cluster-head actuel ne peut plus fonctionner, le
membre envoie une demande à son cluster-head de secours pour être réaffecté au nou-
veau cluster [31].
5.4.3/ DISTRIBUTION DE SERVICES
Une fois le nouveau nœud sélectionné, il faut qu’il soit immédiatement activé, et qu’il
détienne toutes les informations nécessaires pour continuer le traitement de tâches. Dans
certaines applications, les nœuds déployés utilisent le même code, et les données sont
synchronisées entre le nouveau et l’ancien nœud principal, il suffit alors de donner un
simple message au nouveau nœud pour lui signaler le changement de rôle. Dans les
autres cas, par exemple lorsque les nœuds n’ont pas assez de mémoire pour stocker le
code de tout type de service, il faut donc que le code manquant soit distribué au nouveau
nœud principal, et qu’il soit reprogrammé pour s’adapter à la nouvelle fonctionnalité.
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5.4.3.1/ DISTRIBUTION DE CODES
Il s’agit de la dissémination des morceaux de code dans le réseau. Dans [56], un inter-
préteur de bytecode pour Tinyos est développé et installé sur des nœuds, et les pro-
grammes sont décomposés en morceaux de 24 instructions. Lorsqu’une mise à jour de
code est demandée, les morceaux de code du nouveau programme sont envoyés et ins-
tallés sur le nœud qui les exécute avec l’interpréteur. Cependant cette méthode demande
une connexion assez fiable, car il faut que le programme à installer soit entièrement ache-
miné chez son destinataire. Le nœud ne peut pas se lancer tant que le programme utilisé
n’est pas correctement mis à jour.
5.4.3.2/ DISTRIBUTION DE TÂCHES
Les programmes installés sur les nœuds sont identiques et seules les données représen-
tant les tâches à effectuer sont envoyées au nouveau nœud sélectionné.
Les nœuds utilisent toujours le même programme qui peut être configuré en fonction
de différents besoins. Pour modifier les fonctionnalités d’un nœud, il suffit de lui fournir
l’ensemble des informations de configuration pour les nouvelle tâches.
Deluge [37] est une architecture spécifiquement conçue pour la dissémination de don-
nées. Les données sont représentées par des objets, qui sont sérialisés et divisés en
pages de taille identique, et chacune est encore constituée d’un certain nombre de pa-
quets (voir figure 5.5). Le paquet est l’unité la plus petite utilisée dans Deluge, et chacun
est numéroté avec un nombre représentant la version des données qu’il contient.
FIGURE 5.5 – Structures de données utilisées dans Deluge
Dans Deluge, après chaque mise à jour de données, un nœud S diffuse périodiquement
aux voisins qui se situent dans sa portée radio la version la plus récente des données qu’il
détient. Un voisin R qui reçoit le message lui demande une liste complète des objets avec
les numéros de version correspondants. Avec cette liste, R peut identifier les objets locaux
qui nécessitent aussi une mise à jour. Pour une raison de performance, les messages
redondants sont rejetés pendant les communications. Par exemple si 2 nœuds se situent
l’un à côté de l’autre, une seule demande de données est envoyée.
L’architecture elle-même utilise aussi des mécanismes qui lui offrent un minimum de sû-
reté. Après la réception d’une demande de données, le nœud S commence à envoyer à R
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des paquets contenant des données demandées. Pour assurer la fiabilité de transmission
de données, le contrôle de redondance cyclique (CRC) est appliqué à tous les paquets
envoyés. Un paquet devra être renvoyé à nouveau, si le contrôle échoue. D’ailleurs, si le
voisin perd la connexion durant la transmission de données, il va réessayer de demander
les données manquantes. S’il n’arrive toujours pas à rétablir la connexion au bout d’un
certain nombre d’essais, il va choisir à un autre nœud qui possède les données dont il a
besoin.
5.5/ CONCLUSION
Dans ce chapitre nous avons présenté les techniques de tolérance aux pannes et leur
application dans les réseaux de capteurs. A cause de la limitation des ressources et
de la puissance de calcul, les réseaux de capteurs sont généralement très vulnérables
aux différentes pannes, et parfois le réseau risque d’être entièrement bloqué à cause
d’un simple dysfonctionnement. C’est la raison principale pour laquelle aujourd’hui les
mécanismes de tolérance aux pannes sont considérés comme une partie indispensable
pour les réseaux de capteurs.
Son objectif est principalement constitué de 2 parties, la détection des pannes et la res-
tauration des fonctionnalités endommagées. Les algorithmes complexes sont à éviter,
à cause des faibles ressources dont disposent les nœuds sans fil. Une approche effi-
cace est d’utiliser les nœuds disponibles pour la détection de données erronées et la
substitution de nœuds défectueux. Certaines valeurs peuvent être mesurées et évaluées
localement, comme le niveau d’énergie restante, la puissance du signal des nœuds voi-
sins etc. En effet, il ne faut pas que la méthode appliquée ait un impact négatif sur la
performance du système.
Dans le chapitre suivant, nous présentons notre propre méthode de tolérance aux pannes
conçue spécifiquement pour notre application de multiplication scalaire parallèle dans les
réseaux de capteurs. Comme la tâche de calcul est décomposée en plusieurs parties
qui sont traitées simultanément, il faut que la distribution de tâches et la récupération
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Dans le chapitre 4, nous avons présenté notre méthode de parallélisme qui nous permet
d’accélérer le calcul des multiplications scalaires sur les courbes elliptiques en décom-
posant la tâche de calcul en plusieurs parties indépendantes qui sont ensuite traitées
simultanément par des nœuds différents.
En tant qu’architecture de parallélisation sans mémoire partagée, les nœuds participant
aux calculs parallèles doivent échanger des données via la connexion sans fil qui est
souvent considérée comme un moyen de communication non fiable. S’il y a des données
perdues ou corrompues pendant la transmission, le nœud maître ne va pas pouvoir ter-
miner correctement le calcul. Le résultat du calcul est ensuite utilisé par les protocoles
cryptographiques, et si les calculs sont basés sur des valeurs incorrectes, l’ensemble des
mécanismes de sécurité du système va échouer.
Dans ce chapitre nous présentons des techniques qui nous permettent d’augmenter
considérablement la fiabilité et la sûreté du réseau pendant le calcul parallèle. Comme
nous l’avons dit précédemment, il est déconseillé de mettre en place des mécanismes de
tolérance aux pannes très complexes dans les réseaux de capteurs, car les nœuds ne
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sont pas assez puissants. Ainsi, notre méthode est principalement basée sur la redon-
dance.
Nous commençons par l’identification des pannes possibles dans notre architecture de
parallélisme. Afin de contourner ces problèmes, notre solution est présentée dans la
section 6.2. Pour évaluer sa performance, nous avons développé un simulateur et les
résultats de simulation sont présentés et discutés dans la section 6.3.
6.1/ ERREURS POSSIBLES DURANT LE CALCUL PARALLÈLE
En règle générale, un réseau de capteurs est constitué d’un grand nombre de nœuds à
faible coût et puissance, qui sont souvent considérés très fragiles et vulnérables en face
des différentes pannes et attaques [2, 112].
Il existe beaucoup de pannes différentes qui peuvent survenir durant le fonctionnement
du réseau, et il est extrêmement difficile de développer une technique qui puisse ré-
soudre tous les problèmes possibles. Généralement nous essayons d’abord d’identifier
les pannes les plus importantes, c’est-à-dire les pannes qui peuvent avoir des effets dé-
sastreux sur notre système. Ensuite il faut trouver des méthodes qui peuvent renforcer
notre réseau.
La procédure du calcul parallèle est présentée graphiquement dans la figure 4.9, nous
pouvons voir que le nœud maître doit distribuer les tâches de calcul et récupérer le résul-
tat de chaque esclave après le traitement de tâche. Tout échange de données se fait via
la communication sans fil. Les erreurs qui peuvent avoir lieu durant le calcul sont listées
ci-dessous :
6.1.1/ PERTE DE RÉSULTAT
Nous supposons qu’il y a n nœuds disponibles si, i ∈ [1, 4] dans le cluster, ils sont convo-
qués en tant qu’esclaves par le maître, qui s’occupe de la génération et de la distribution
des tâches Qi qui est définie dans la formule 6.1, où l est la longueur du scalaire, n est le





j · 2bG où b = ⌈l/n⌉ (6.1)
Il faut que le nœud maître reçoive tous les résultats des esclaves pour calculer le résultat
final de la multiplication scalaire. Lorsqu’il y a des résultats perdus, le maître ne peut plus
terminer son travail correctement. Une telle erreur peut être due aux différentes pannes
ci-dessous :
– Épuisement de pile : Quand un des esclaves n’a plus d’énergie, il s’éteint automatique-
ment, et toute opération en cours s’arrête aussi.
– Connexion perdue : Une connexion sans fil devient beaucoup plus instable lorsque le
niveau de pile du nœud est faible ou des interférences radio sont présentes dans la
zone. Un résultat est perdu, si l’esclave correspondant ne reçoit pas de tâche, ou il
n’arrive pas à renvoyer le résultat au maître à cause d’une mauvaise connexion.
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– Attaque extérieure : Les nœuds déployés dans des environnements extrêmes font sou-
vent l’objet des attaques délibérées ou accidentelles. Un nœud ne peut pas survivre à
une telle attaque si ce petit dispositif électronique ne détient pas une protection solide.
6.1.2/ DONNÉES CORROMPUES
Comme tout message circulant dans un réseau de capteurs, les résultats renvoyés par
des esclaves risquent d’être corrompus durant la transmission radio. Il existe des mé-
thodes mathématiques qui peuvent tester l’intégrité d’un message, e.g. la fonction de
hachage, mais généralement il est préférable de ne pas appliquer des calculs très com-
pliqués qui peuvent parfois rendre les nœuds figés. En outre, l’objectif du calcul parallèle
est d’accélérer le calcul de la multiplication scalaire, même si nous arrivons à intégrer le
test d’intégrité dans le calcul parallèle, il peut y avoir une baisse de performance impor-
tante.
Si le maître ne peut pas détecter une telle erreur et continue à calculer le résultat final
avec des valeurs incorrectes, les autres calculs suivants vont forcément échouer aussi.
La corruption de données peut être principalement causée par :
– Épuisement de pile : Il est déjà prouvé que les composants électroniques ne peuvent
pas fonctionner correctement lorsque le niveau de pile est très faible [12]. Si l’antenne
du nœud n’est pas suffisamment alimentée, les signaux qu’elle émet risquent d’être
biaisés.
– Interférence radio : Les interférences peuvent causer des difficultés de propagation
des ondes radio, et parfois une mauvaise interprétation des signaux lors de la réception
de données. Elle est souvent utilisée aussi comme un moyen d’attaque pour bloquer
complètement la communication dans un réseau.
– Bogue de programme : Des résultats incorrects peuvent aussi être causés par des
bogues du programme installé, qui peuvent être déclenchés par certaines conditions.
C’est la raison pour laquelle les programmes doivent souvent passer plusieurs procé-
dures de simulation stricte avant d’être installés sur des nœuds.
6.1.3/ NŒUD MAÎTRE DÉFECTUEUX
Dans notre architecture de calcul parallèle, c’est le cluster-head qui joue le rôle du maître.
Il est chargé de la distribution des tâches et de la récupération de résultats. Un maître
défectueux peut causer un abandon complet de la procédure du calcul parallèle.
Dans les protocoles de routage qui sont basés sur le clustering, les membres doivent
choisir périodiquement un nouveau cluster-head [36, 35]. Ce mécanisme est particu-
lièrement important pour les réseaux homogènes, dans lesquels les cluster-heads ne
détiennent pas plus de ressources que les autres membres. Le changement périodique
du maître permet aux nœuds d’équilibrer la charge et de prolonger la durée de vie du
réseau.
Si un cluster-head tombe accidentellement en panne, et les autres membres vont détecter
la perte de connexion avec leur cluster-head, et une procédure d’élection sera lancée
immédiatement pour choisir un nouveau cluster-head.
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Si le réseau est capable de détecter les erreurs ci-dessus et de restaurer les fonction-
nalités, il sera plus robuste pour endurer des environnements difficiles et résister aux
différentes pannes inattendues. Maintenant il faut trouver des méthodes efficaces qui
nous permettent d’atteindre ces objectifs.
6.2/ CONTRE-MESURES CONTRE LES PANNES POSSIBLES
Selon [47], les techniques de tolérance aux pannes sont conçues et peuvent être ap-
pliquées (de basse à haute) aux couches physique, logiciel système, middleware et ap-
plication. Généralement, plus la couche est basse, plus la technique de tolérance aux
pannes est générique. Dans le sens inverse, plus la couche est haute, plus la technique
est spécifique. Par exemple, il y a très peu de chance que nous puissions utiliser dans
une application une technique qui est initialement développée pour une autre application.
Certes, les techniques qui sont développées pour la couche application sont moins por-
tables et réutilisables par rapport aux autres. Cependant elles sont souvent soigneu-
sement conçues pour mieux s’adapter aux besoins des applications. Notre architecture
de parallélisme est une procédure complexe qui dépend beaucoup de la fiabilité de la
communication sans fil. Afin d’augmenter la sûreté du système durant la distribution de
tâches et la récupération de résultats, nous avons développé notre méthode de tolérance
aux pannes pour la couche application.
6.2.1/ SÉLECTION DES NŒUDS DE SECOURS
Comme nous avons présenté précédemment, notre méthode est aussi basée sur la re-
dondance, c’est-à-dire l’utilisation des nœuds de secours, car un réseau de capteurs
possède souvent un très grand nombre de nœuds.
Nous supposons qu’il existe n nœuds disponibles dans le cluster. Lorsque le cluster-
head veut lancer une multiplication scalaire parallèle, au lieu d’impliquer tous les nœuds
disponibles dans le calcul, nous utilisons seulement ⌊n/2⌋ nœuds pour le calcul parallèle,
les nœuds restants sont utilisés comme des nœuds de secours.
Algorithme 24 : Sélection des nœuds de secours
Données : La
Résultat : Ls, Lb
1 Trier La par le nombre de voisins dans l’ordre croissant;
2 pour tous les a ∈ La faire
3 b ← NS (a);
4 La ← La − a;
5 La ← La − b;
6 Ls ← Ls + a;
7 Lb ← Lb + b;
8 fin
9 retourner Ls, Lb
La sélection des nœuds esclaves et des nœuds de secours est pilotée par l’algorithme 24
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où La est l’ensemble de nœuds disponibles dans le cluster, Ls et Lb sont 2 listes contenant
respectivement des esclaves et des nœuds de secours sélectionnés.
Avant de commencer à sélectionner les nœuds, la liste La est triée dans l’ordre croissant
par le nombre de voisins de chaque a ∈ La, car nous devons laisser le nœud ayant
moins de voisins choisir son nœud de secours en premier. NS (a) est une fonction qui
sélectionne et retourne le nœud de secours de a parmi ses voisins. Les voisins sont
évalués par plusieurs critères, telles que l’énergie restante, la distance de a et le RSSI 1,
car nous privilégions toujours le voisin ayant la connexion la plus fiable.
Dans le chapitre 4, nous avons déjà montré que pour une raison de surcoût de com-
munication, le nombre d’esclaves doit être limité à moins de 5. La possibilité de pouvoir
effectuer une multiplication scalaire parallèle qui soit tolérante aux pannes dépend prin-
cipalement du nombre de nœuds disponibles dans le cluster, dénoté n.
– n ∈ [0, 1] : Impossible d’effectuer une telle opération, car soit il n’y a pas de nœud
disponible pour paralléliser le calcul, soit nous pouvons paralléliser entre 2 nœuds
(maître compris), mais il n’y a pas de nœud de secours pour l’esclave.
– n ∈]1, 8[ : La tolérance aux pannes est possible, nous pouvons paralléliser le calcul
avec ⌊n/2⌋ esclaves et ⌊n/2⌋ nœuds de secours.
– n ∈ [8,∞] : Nous pouvons paralléliser le calcul avec 4 esclaves et au moins 4 nœuds
de secours.
Après la sélection d’esclaves et de nœuds de secours, dans les sections suivantes, nous
allons présenter comment les nœuds de secours sont mis en place pour rendre la procé-
dure de calcul parallèle plus fiable.
6.2.2/ DÉTECTION DE PERTE DE RÉSULTAT
Pour détecter une perte de résultat, nous demandons à un nœud de secours de traiter la
même tâche que l’esclave qu’il surveille, et de préparer une deuxième copie du résultat.
La procédure du calcul est illustrée dans la figure 6.1. Le début est identique à celle du
calcul parallèle normal (figure 4.9) :
– Les membres du cluster collectent et renvoient périodiquement des données au
cluster-head ;
– Si le cluster-head détecte un événement important qu’il faut signaler immédiatement à
la station de base, il essaie d’identifier les membres qui sont disponibles pour le calcul
parallèle en leur diffusant une demande de participation ;
– Les membres qui sont disponibles renvoient une réponse positive au cluster-head, et
attendent l’affectation des tâches.
Après la réception des réponses, le cluster-head utilise l’algorithme 24 qui lui sélec-
tionne les esclaves pour le calcul parallèle et les nœuds de secours pour la tolérance
aux pannes. Une fois le calcul décomposé en fonction du nombre d’esclaves, le cluster-
head diffuse les tâches à tous les nœuds choisis.
La distribution des tâches se fait par broadcast qui est reçu par tous les membres dis-
ponibles du cluster. Dans le message, ils peuvent trouver les tâches de calcul et les
identifiants des nœuds qui doivent les traiter, ainsi que les identifiants des nœuds qui
1. Received Signal Strengh Indicator
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FIGURE 6.1 – Multiplication scalaire parallèle avec la détection de perte de résultat
doivent surveiller les esclaves. Après la distribution des tâches, les membres qui ne sont
pas sélectionnés retournent à leur état initial.
Après le traitement de tâche, le nœud de secours attend que l’esclave qu’il surveille
envoie le résultat du calcul. Si l’esclave tombe en panne, et n’envoie pas de résultat au
bout d’un certains temps ts, le nœud de secours va envoyer sa propre copie du résultat
au maître.
Nous supposons que l’esclave et le nœud de secours ont presque la même distance
du maître, car le nœud de secours est sélectionné parmi les voisins de l’esclave. La
consommation d’énergie pour l’envoi de résultat est fonction de la taille du message m
et de la distance d, notée ETx = e(m, d), et la consommation pour la réception est une
constante ERx [36, 35].
Nous pouvons constater que par rapport à la version originale, la nouvelle architecture
parallèle avec la détection de perte de résultat n’engendre pas une augmentation impor-
tante de la consommation d’énergie du cluster. Néanmoins, la nouvelle version prend un
peu plus de temps, car il faut que le nœud de secours attende ts ms avant d’envoyer son
résultat.
6.2.3/ VÉRIFICATION DE RÉSULTAT
Dans le cas où l’esclave renvoie un résultat incorrect au maître, il faut que les nœuds
puissent le détecter. La procédure de vérification est représentée graphiquement dans
la figure 6.2. Comme la détection de perte de résultat, après la distribution des tâches,
l’esclave et le nœud de secours reçoivent et travaillent sur la même tâche.
Le nœud de secours est utilisé pour vérifier le résultat envoyé par l’esclave. Lorsque ce
dernier envoie son résultat, comme le nœud de secours est un de ses voisins qui se situe
dans sa portée radio, il peut le recevoir et passe à la phase de vérification.
Le nœud de secours compare le résultat de l’esclave avec le sien, car les données sto-
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ckées localement sont considérées assez fiables. Si les 2 résultats sont différents, il en-
verra immédiatement un avertissement au maître, qui est obligé de rejeter le résultat en
question et de répéter localement la tâche correspondante.
Membre de cluster Cluster-head
Esclave Nœud de secours
1 : Données







6 : Répétition de calcul
Calcul Calcul
FIGURE 6.2 – Multiplication scalaire parallèle avec la vérification de résultat
Quand aucun résultat erroné n’est détecté, les nœuds de secours demeurent silencieux.
Le temps de calcul et la consommation totale d’énergie restent quasiment inchangé.
Cependant, lorsqu’il y a des esclaves qui retournent un résultat incorrect, le maître devra
répéter la tâche avant d’effectuer la combinaison des résultats, et le coût de parallélisation
est proportionnel au nombre de résultats erronés détectés.
Une autre méthode alternative plus économique en terme de consommation de res-
sources est d’utiliser plusieurs nœuds de secours pour chaque esclave et de mettre en
place un mécanisme de vote. Lorsque les nœuds de secours détectent un résultat dif-
férent, ils envoient aussi leurs copies locales au maître, qui prend ensuite celui le plus
présent.
Une limitation de la deuxième méthode est le nombre de nœuds utilisés. Si nous de-
vons désigner plusieurs nœuds de secours pour un seul esclave, nous aurons besoin de
beaucoup plus de nœuds disponibles dans le cluster. D’ailleurs, il faut que le nombre de
nœuds de secours soit suffisamment grand pour que le résultat de vote soit assez fiable.
De plus, comme les nœuds de secours doivent traiter les tâches aussi, il est évident que
nous ne pouvons pas demander à un nœud de secours de surveiller plusieurs esclaves.
Pour le cas où le cluster-head tombe en panne, un mécanisme d’élection de nouveau
cluster-head est déjà inclus dans la plupart de protocoles de routage basés sur le cluste-
ring. Il nous suffit de l’utiliser dans notre architecture de parallélisme.
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6.3/ SIMULATION ET ÉVALUATION DE PERFORMANCE
Pour tester la performance de notre méthode de tolérance aux pannes, nous avons créé
un simulateur en Java qui peut estimer le temps de calcul et la consommation d’énergie
de notre architecture.
6.3.1/ SIMULATEUR ET CONFIGURATION
Au lancement du programme, le simulateur charge en mémoire la configuration de la
courbe elliptique utilisée et la topologie du cluster depuis un fichier de configuration, dans
lequel nous stockons les identifiants des membres du cluster, les distances entre eux,
ainsi que l’ensemble de paramètres de la courbe, comme dans le tableau 4.5.
Nous supposons que les nœuds sont déployés dans une zone idéale sans obstacle.
L’accès au médium est contrôlé par un protocole MAC basé le principe de TDMA 2, qui
permet à un seul nœud d’envoyer des données à la fois.
Tous les membres du cluster utilisent la même courbe qui est définie dans un corps
premier fini Fp, et les paramètres (p, a, b,G, n) à stocker sont donnés dans le tableau 6.1,
et les valeurs recommandées NIS T192 sont utilisées [34].
Paramètre Description Longueur (bit)
p Taille du corps premier fini 192
a Coefficient de l’équation Weierstrass simplifiée 8
b Coefficient de l’équation Weierstrass simplifiée 192
G Point de générateur de la courbe 192 × 2 = 384
n Ordre du point de générateur 192
Total : 968
TABLE 6.1 – Paramètre de la courbe elliptique utilisée
Les détails de la consommation de mémoire sont montrés dans le tableau 6.2. Selon les
résultats dans le chapitre 4, le nombre de nœuds participant au calcul parallèle doit être
limité à moins de 5, nous devons stocker donc 3 points précalculés.
Données Description Taille (octet)
(p, a, b,G, n) Paramètres de la courbe elliptique 121
240G, 280G, 2120G Points précalculés 144
Total : 256
TABLE 6.2 – Consommation de mémoire pour le stockage des données
Comme dans un réseau de capteurs, la plupart de l’énergie est consommée par la com-
munication sans fil. Ainsi, le simulateur prend en compte seulement la consommation
d’énergie de la communication radio, celle du traitement de données en local est simple-
ment ignorée.
Les formules de l’estimation de la consommation sont présentées dans [36, 35] (voir for-
mule 6.2). ETX et ERX sont 2 fonctions qui estiment la consommation d’énergie d’émission
2. Time Division Multiple Access
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et de réception, où d est la distance et k est la taille du message en nombre de bits.
Eelec est le facteur de dissipation audiofréquence, et ǫamp est la facteur d’amplification de
transmission. La modélisation de la consommation d’énergie de la transmission radio est
en discussion, nous avons repris les valeurs données dans le papier : Eelec = 50nJ/bit et
ǫamp = 100pJ/bit/m2.
{
ETX (k, d) = Eelec · k + ǫamp · k · d
2
ERX (k) = Eelec · k
(6.2)
Les nœuds communiquent entre eux avec le protocole Zigbee, qui est largement utilisé
par la plupart des plate-formes existantes. Pour estimer le temps de communication, le
simulateur utilise les valeurs de la bande passante présentées dans [11]. Les auteurs ont
prouvé que selon la dernière version de la norme IEEE 802.15.4-2006, la bande passante
du Zigbee est 108 Kbps.
De plus, l’estimation du temps de calcul de la multiplication scalaire parallèle est princi-
palement basée sur les résultats du chapitre 4.
La mission du simulateur est d’estimer le temps de calcul et la consommation d’énergie
de notre architecture de parallélisation protégée par les mécanismes de tolérance aux
pannes que nous avons présenté dans la section 6.2. L’objectif de la simulation n’est pas
de mesurer précisément les valeurs en question, mais d’étudier l’impact des techniques
de tolérance aux pannes sur la performance du calcul parallèle.
Les tests sont exécutés dans 3 cas différents :
– Il existe assez de nœuds disponibles dans le cluster pour paralléliser les multiplications
scalaires jusqu’à 4 esclaves, mais il n’y en a pas assez pour avoir un nœud de secours
par esclave.
– Il existe assez de nœuds disponibles pour paralléliser le calcul entre 4 esclaves, et
chaque esclave détient un nœud de secours.
– Il existe toujours assez de nœuds disponibles pour le calcul parallèle (esclave) et la
tolérance aux pannes (nœud de secours), et certains esclaves tombent en panne pen-
dant le calcul.
6.3.2/ TEST SANS ASSEZ DE NŒUDS DISPONIBLES (n ≤ 4)
Dans le chapitre 4, nous avons déjà montré qu’à cause du surcoût de la communication
radio, nous devons limiter le nombre d’esclaves à moins de 5. Nous définissons le nombre
de nœuds disponibles dans le cluster n, n ≤ 4, et les résultats de simulation du premier
cas sont montrés dans les tableau 6.3 et 6.4. La comparaison de performance est aussi
illustrée dans la figure 6.3.






TABLE 6.3 – Performance sans nœud de secours (n ≤ 4)
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TABLE 6.4 – Performance avec nœuds de secours (n ≤ 4)
Nous pouvons constater que sans nœuds de secours, tous les nœuds disponibles
peuvent participer au calcul, le temps de calcul diminue progressivement avec l’augmen-
tation du nombre d’esclaves. La consommation totale d’énergie est proportionnelle au
nombre d’esclaves, car plus le nombre d’esclaves est élevé, plus l’échange de données
est fréquente.
Cependant, si nous utilisons les nœuds de secours, il n’y a que la moitié des nœuds
qui peuvent participer au calcul parallèle, et l’accélération du calcul devient moins effi-
cace. C’est la raison pour laquelle le temps de calcul ne diminue que lorsque le nombre
de nœuds est pair. Par contre, la consommation d’énergie avec les nœuds de secours
devient beaucoup moins importante.
FIGURE 6.3 – Parallélisation sans assez de nœuds disponibles (n ≤ 4)
Le nombre de nœuds utilisés est doublé lorsque notre méthode de tolérance aux pannes
est appliquée. Ainsi, seulement ⌊n/2⌋ nœuds peuvent participer au calcul, et il nous faut
plus de temps pour terminer le calcul. D’autre part, les nœuds de secours n’ont pas
besoin de communiquer avec le maître quand il n’y a pas de panne, et la consommation
totale d’énergie du cluster est moins élevée par rapport à celle du parallélisme sans nœud
de secours.
6.3.3/ TEST AVEC ASSEZ DE NŒUDS DISPONIBLES (n ≤ 8)
Dans le deuxième test, nous supposons que le cluster peut posséder jusqu’à 8 nœuds
disponibles. Le cluster-head peut toujours paralléliser la multiplication scalaire entre 4
esclaves, peu importe si notre méthode de tolérance aux pannes est utilisée.
Comme nous pouvons voir dans le tableau 6.5 et la figure 6.4, le maître a besoin d’un
peu plus de temps pour terminer complètement le calcul parallèle. Dans certains cas, il
y a une petite augmentation du surcoût de communication radio, car chaque esclave est
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TABLE 6.5 – Performance avec suffisamment de nœuds de secours (n ≤ 8)
surveillé par un nœud de secours, qui ont aussi besoin de recevoir des tâches du maître
et des résultats des esclaves. D’ailleurs, après la réception des résultats, le maître doit
attendre des avertissements éventuels avant de passer à la combinaison des résultats.
FIGURE 6.4 – Parallélisation avec assez de nœuds disponibles (n ≤ 8)
D’un point de vue global, la consommation d’énergie des 2 types de parallélisation s’ac-
croît proportionnellement avec l’augmentation du nombre d’esclaves. Car il existe suf-
fisamment de nœuds disponibles dans le cluster qui nous permettent de paralléliser le
calcul juqu’à 4 esclaves, même avec l’utilisation des nœuds de secours.
La différence de la consommation d’energie entre les 2 types de parallélisation est prin-
cipalement due au déploiement aléatoire des nœuds dans le cluster, les distances entre
les esclaves et les nœuds de secours ne sont pas toujours les mêmes.
6.3.4/ TEST EN PRÉSENCE DE PANNES
Pour le troisième test, nous supposons que nous avons toujours 4 esclaves opérationnels
et chacun possède un nœud de secours. Pendant le calcul parallèle, si un esclave n’ar-
rive plus à fonctionner correctement, il faudra que son nœud de secours puisse détecter
l’erreur et essaie de restaurer le calcul.
6.3.4.1/ RÉSULTAT ERRONÉ
Lorsqu’un nœud de secours détecte que l’esclave qu’il surveille envoie un résultat er-
roné, il faut qu’il envoie immédiatement un avertissement au maître, qui va retraiter la
tâche correspondante localement. En comparant la performance (temps de calcul et la
consommation d’énergie) avec celle de la parallélisation sans détection de résultat er-
roné, nous pouvons constater dans le tableau 6.6 et la figure 6.5 que quand il y a des
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résultats erronés, le cluster a besoin de beaucoup plus de temps et d’énergie pour termi-
ner le calcul.






TABLE 6.6 – Performance avec la détection de résultat erroné
FIGURE 6.5 – Parallélisation avec la détection de résultat erroné
Nous pouvons voir aussi que le temps de calcul s’accroît très vite avec l’augmentation
du nombre de résultats erronés. Quand il y a plus de 3 résultats erronés, le calcul pa-
rallèle ne donne quasiment plus d’accélération. Contrairement au temps de calcul, la
consommation totale d’énergie augmente relativement moins rapidement, car la taille du
message d’avertissement est très petite, les valeurs de la consommation d’énergie est
toujours comprise entre 0.44 mJ et 0.45 mJ.
6.3.4.2/ RÉSULTAT PERDU
Un nœud de secours est aussi chargé de la détection de résultat perdu. Comme l’esclave
qu’il surveille, le nœud de secours doit traiter aussi la même tâche que son esclave.
Si l’esclave renvoie correctement son résultat au maître, celui du nœud de secours est
simplement supprimé. Dans le cas contraire, si l’esclave ne renvoie pas de résultat dans
un délais prédéfini, le nœud de secours doit envoyer sa copie locale du résultat au maître,
pour que ce dernier puisse continuer son travail.






TABLE 6.7 – Performance avec la détection de résultat perdu
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Dans le tableau 6.7, nous pouvons remarquer que le temps de calcul n’augmente plus
quand il y a plus d’un résultat perdu. Car même il y a plusieurs résultats perdus, les
nœuds de secours peuvent réagir simultanément, et le maître ne fait que prendre direc-
tement les résultats des nœuds de secours.
Quand plus d’un résultat sont perdus, le simulateur donne toujours exactement le temps
de calul, car les résultats de simulation sont basés sur des formules et des paramètres
théoriques. En réalité, les conditions environnementales sont plus complexes, il y a très
peu de chance que les valeurs mesurées soient exactement les mêmes, mais normale-
ment elles sont censées être similaires.
FIGURE 6.6 – Parallélisation avec la détection de résultat perdu
Dans la figure 6.6, la variation de la consommation d’énergie est très irrégulière, car la
consommation d’énergie est calculée en fonction de la taille de message et la distance
entre les 2 nœuds. Les nœuds sont déployés d’une manière aléatoire, les distances entre
les nœuds de secours et le maître sont différentes.
6.4/ CONCLUSION
Après la simulation, nous pouvons voir que notre méthode de tolérance aux pannes a
bien atteint son objectif initial, qui est composé de 2 parties : la détection de pannes et
la restauration de fonctionnalités. Elle permet aux clusters de continuer à effectuer des
multiplications scalaires parallèles en cas de pannes.
Lorsque aucune panne n’est détectée durant le calcul parallèle, notre méthode ne donne
pas d’impact négatif important sur la performance du système. Cependant en cas de
pannes, les nœuds de secours vont prendre le relais des esclaves défectueux et conti-
nuer à travailler sur les tâches qui leur sont affectées. Il faut qu’au final, le maître puisse
calculer et obtenir le résultat de la multiplication scalaire, même en sacrifiant significati-
vement la performance du système.
Les résultats de simulation ont montré qu’en ajoutant un nœud de secours par esclave,
nous avons pu doubler la fiabilité du système. Néanmoins les opérations de restauration
de fonctionnalité engendrent une augmentation de consommation importante. Pour pro-
longer la durée de vie du réseau, il faut bien gérer l’utilisation de parallélisme. Comme
nous avons présenté dans le chapitre 4, le calcul parallèle ne doit être appliqué que
dans les cas urgents. Ainsi, on va envoyer un message sûr, rapide et sécurisé. Ce type
de système est principalement dédié aux applications critiques, comme les applications




L’objectif de cette thèse était d’appliquer l’ECC dans les réseaux de capteurs sans fil
d’une manière efficace et sûre. La difficulté principale est d’effectuer des calculs compli-
qués sur les nœuds qui disposent d’une puissance de calcul très limitée. Certes, ECC
offre un calcul plus rapide et une utilisation de clés plus courtes par rapport à RSA, mais
les calculs impliqués dans les protocoles cryptographiques restent toujours très com-
plexes pour les micro-contrôleurs. Après une étude détaillée de la cryptographie sur les
courbes elliptiques, nous avons constaté que l’opération la plus coûteuse est la multipli-
cation scalaire. De nombreuses méthodes existent dans la littérature, mais elles ne sont
pas suffisantes pour donner une accélération intéressante.
Une technique qui permet d’accélérer des calculs est le parallélisme, une tâche de cal-
cul est découpée en plusieurs parties indépendantes, qui peuvent être traitées en même
temps par des processeurs différents. Nous proposons donc de paralléliser les multipli-
cations scalaires entre plusieurs nœuds qui se situent dans le même cluster, car les ré-
seaux de capteurs qui sont basés sur le clustering sont prouvés plus efficaces en termes
de consommation d’énergie.
En outre, la cryptographie symétrique peut offrir un calcul plus rapide, mais il n’est pas
toujours facile de réaliser une distribution de clés à grande échelle dans un réseau de
capteurs qui peut contenir un très grand nombre de nœuds. Nous proposons de limiter
l’utilisation de la cryptographie symétrique à l’intérieur d’un cluster pour sécuriser la distri-
bution des tâches, mais entre les clusters, nous appliquons la cryptographie asymétrique
qui offre une gestion de clé plus sophistiquée.
Une spécificité importante des réseaux de capteurs est le déploiement massif et aléa-
toire des nœuds. Dans une application de surveillance, il peut exister plusieurs nœuds
disponibles dans un cluster tant qu’aucun événement critique n’est détecté. Quand un
événement important est capturé par le réseau, il est plus intéressant de demander à
ces nœuds de coopérer collectivement pour générer un message bien chiffré le plus vite
possible. Dans cette thèse, nos travaux de recherche se concentrent principalement sur
la parallélisation des multiplications scalaires.
Comme les autres architectures de calcul parallèle, un inconvénient principal est la
consommation d’énergie. Nous avons implémenté et testé notre solution sur les nœuds
Telosb. Les résultats ont montré que nous pouvons obtenir un gain maximal de 74.8%. En
effet, les nœuds ne disposent d’aucune mémoire partagée, et la distribution des tâches
et la récupération des résultats sont obligées de passer par la communication radio, qui
engendre une consommation d’énergie importante. D’ailleurs, à cause du surcoût de la
communication, le nombre de nœuds participant au calcul doit être limité à moins de 5.
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Nous concluons que la parallélisation peut réaliser une accélération intéressante du cal-
cul des multiplications scalaires, mais cette technique risque de réduire considérable-
ment la durée de vie des nœuds, car la communication radio génère une consommation
d’énergie importante. Dans un réseau de capteurs, la parallélisation des multiplications
scalaires ne doit pas être utilisée comme un paradigme de calcul par défaut. Elle peut être
appliquée dans des applications de surveillance, dans lesquelles les nœuds demeurent
inactifs pendant la plupart du temps pour préserver l’énergie. Le calcul parallèle ne peut
être utilisé que dans les cas urgents où le réseau doit signaler à la station de base un
événement important, par exemple la détection d’une catastrophe naturelle dans une
application de surveillance environnementale.
Enfin la deuxième partie de la contribution traite de l’amélioration de notre solution de
parallélisation. Nous proposons de mettre en place des mécanismes de tolérance aux
pannes pour rendre la procédure du calcul parallèle plus fiable. L’application du paral-
lélisme au sein d’une architecture sans mémoire partagée nécessite une échange de
données via les connexions sans fil, qui sont souvent considérées comme un moyen de
communication non fiable. Notre solution permet aux nœuds de détecter des résultats
perdus ou erronés pendant le calcul parallèle, et de restaurer le calcul en cas de pannes.
Notre simulateur a donné des résultats qui montrent que la solution appliquée peut rendre
le calcul parallèle plus sûr sans avoir des impacts négatifs importants.
PERSPECTIVES
Pour l’instant, nos travaux de recherche se focalisent principalement sur la parallélisation
des multiplications scalaires, et l’implémentation que nous avons utilisé pendant le test de
performance peut être plus complète. En effet, elle permet de tester seulement la perfor-
mance des multiplications scalaire parallèles, mais pas celle de l’exécution d’un protocole
cryptographique complet. C’est pourquoi nous avons décidé d’essayer d’appliquer notre
solution de parallélisation dans le projet qui est présenté dans l’annexe 7. Cependant le
développement n’est pas encore terminé, nous allons donc continuer à travailler sur ce
projet pour obtenir des résultats plus significatifs.
Par ailleurs, dans notre implémentation actuelle, nous avons déjà appliqué certaines mé-
thodes mathématiques permettant d’améliorer la performance de la multiplication sca-
laire, comme la représentation NAF du scalaire et l’utilisation des coordonnées jaco-
biennes. Cependant, nous n’avons pas encore découvert tous les aspects de la courbe
elliptique, il reste encore d’autres techniques à voir et tester, par exemple la courbe Mont-
gomery, la courbe Koblitz, la méthode de la fenêtre. Notre technique de parallélisation
est basée sur le découpage du scalaire, qui peut théoriquement coexister avec les autres
méthodes, qui cherchent plutôt à modifier la représentation du scalaire ou la forme de la
courbe. Il sera plus intéressant de combiner le parallélisme avec d’autres techniques, et
de tester leur performance.
Un autre problème de notre solution de parallélisation est la consommation d’énergie,
qui est largement reconnue comme un facteur critique pour les réseaux de capteurs,
mais elle est aussi considérée comme un inconvénient inhérent du parallélisme, car plus
de processeurs sont impliqués dans le traitement des tâches. Cependant, nous allons
essayer de réduire la consommation d’énergie, qui peut influencer considérablement la
durée de vie des réseaux.
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FIGURE 1 – Un système de purification d’eau alimenté par des panneaux solaires
Dans ce chapitre, nous présentons un projet d’un système de purification d’eau déve-
loppé en Chine (voir figure 1), dont le fonctionnement peut être surveillé à distance avec
un ensemble de capteurs. Pour sécuriser la communication entre les capteurs et la cen-
trale de contrôle, on a choisi le cryptosystème asymétrique ECC, qui peut offrir une per-
formance plus intéressante sur les systèmes embarqués. Afin d’accélérer le calcul, on a
intégré notre solution de parallélisation des multiplications scalaires.
127
128 APPLICATION D’ECC DANS UN SYSTÈME DE SURVEILLANCE
.1/ PRÉSENTATION DU PROJET
.1.1/ ARCHITECTURE DU SYSTÈME
L’objectif du projet de développement d’un système de purification d’eau qui peut fonc-
tionner d’une manière autonome, et qui peut être contrôlé à distance. Les capteurs sont
mis en place pour surveiller l’état de fonctionnement, et une unité de communication est
aussi indispensable pour envoyer des données mesurées et recevoir des requêtes des
utilisateurs. L’architecture du système est illustrée dans la figure 2.
FIGURE 2 – Architecture de notre système de purification d’eau
Les panneaux solaires génèrent le courant continu et rechargent les batteries, un ondula-
teur connecté aux batteries convertit le courant continu au courant alternatif de 220 volts
pour alimenter la pompe qui fait circuler l’eau.
Le projet peut être considéré comme un prototype et une expérimentation de l’Internet
des objets. Pour automatiser et faciliter la gestion du système, un micro-contrôleur et un
ensemble de capteurs sont mis en place pour surveiller les paramètres qui sont cruciaux
pour son bon fonctionnement :
– Capteur de luminosité : le capteur est installé sur un panneau solaire pour mesurer
le niveau de luminosité. Les panneaux convertissent le rayonnement solaire en éner-
gie électrique, il n’y a donc aucun intérêt de les laisser allumés quand le niveau de
luminosité est très faible.
– Capteur de température : Les batteries ne peuvent fonctionner que dans un intervalle
de température particulier. Notamment une température trop élevée peut provoquer
une incendie, même une explosion, il est donc indispensable de surveiller constam-
ment la température des batteries.
– Capteur de voltage et puissance : le voltage et la puissance sont aussi 2 paramètres
qui peuvent refléter l’état de fonctionnement du système. Un voltage ou une puissance
très faible en entrée signifie probablement une panne de batterie, et un voltage ou une
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puissance de sortie instable peut éventuellement endommager la pompe. Si on détecte
des valeurs anormales, il faut arrêter immédiatement tout le système et envoyer un
avertissement à la centrale de contrôle.
Les capteurs sont reliés au micro-contrôleurs (MCU) qui est installé dans l’ondulateur, et il
est programmé pour récupérer les données mesurées et contrôler les autres composants
du systèmes. Pour envoyer des données et recevoir des requêtes, le micro-contrôleur est
connecté à une unité de transfert de données (DTU), qui peut se connecter à la centrale
de contrôle à distance via le réseau GPRS.
Grâce à la connexion entre la centrale et le DTU, l’utilisateur peut programmer à distance
les horaires de fonctionnement des panneaux solaires, éteindre ou allumer des panneaux
et interroger un panneau spécifique pour récupérer les paramètres surveillés à n’importe
quel moment.
.1.2/ PROCESSEUR EMBARQUÉ
Le micro-contrôleur utilisé est un modèle amélioré du micro-contrôleur MSC-51, qui est
un modèle initialement développé par Intel dans les années 80. Il est réputé pour sa
fiabilité et sa simplicité d’utilisation, et les développeurs peuvent programmer directement
en C standard. De ce fait, les autres modèles compatibles et améliorés continuent à sortir,
sont encore largement utilisés dans l’industrie.
Une comparaison des caractéristiques techniques principales avec le micro-contrôleur TI
MSP430 utilisé par Telosb est donnée dans le tableau 1.
MSC-51 MSP430
Fréquence : 12 MHz 8 MHz
RAM : 512 Octets 10 Ko
ROM : 16 Ko 48 Ko
TABLE 1 – Comparaison des caractéristiques techniques entre MSC-51 et MSP430
Nous pouvons constater que MCS-51 peut fonctionner un peu plus vite que MSP430,
mais il possède beaucoup moins de RAM et de ROM. La ROM est MCS-51 peut être
étendue jusqu’à 64 Ko, mais la consommation de mémoire devient tout de même un
facteur critique lors du développement pour ce modèle de micro-contrôleur.
.1.3/ RÉSEAU DE CAPTEURS
Dans un site de purification d’eau, on installe souvent plusieurs panneaux solaires, et
chacun est surveillé par un groupe de capteurs qui sont directement contrôlés par le
processeur (micro-contrôleur) installé dans l’ondulateur. D’ailleurs, pour pouvoir envoyer
et recevoir des données, il faut avoir au moins un DTU connecté. Le DTU est équipé d’une
carte SIM qui lui permet d’accéder aux réseaux de l’opérateur de téléphonie mobile, et la
transmission de données génère sans doute des frais supplémentaires. Pour une raison
de coût de maintenance, on n’installe qu’un seul DTU pour un groupe de processeurs.
Les processeurs sont reliés ensemble, et les capteurs constituent un véritable réseau de
capteurs (voir figure 3).
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FIGURE 3 – Réseau de capteurs de notre système de purification d’eau
Les capteurs mesurent périodiquement des paramètres physiques, qui sont ensuite en-
voyés au processeur correspondant. Le processeur vérifie s’il a un DTU connecté, si
oui, il lui envoie directement les données, sinon, les données sont d’abord envoyées au
processeur possédant la connexion avec DTU avant d’être renvoyées au DTU.
Le DTU est un dispositif paramétrable, dans lequel on peut stocker les informations né-
cessaires pour établir une connexion avec la centrale, comme l’adresse IP du serveur,
numéro de port, mode de connexion (TCP/UDP) etc. Les données sont envoyées à la
station de base via le réseau GPRS, et puis arrivées à la centrale en passant par Inter-
net.
Dans l’autre sens, l’utilisateur peut éteindre ou rallumer un composant spécifique en en-
voyant des requêtes aux processeurs à distance. Lorsque le DTU reçoit une requête, il
l’envoie au processeur connecté, qui s’occupe de la redistribution de requêtes, s’il s’agit
d’un autre processeur sur le réseau.
.2/ PROBLÈMES DE SÉCURITÉ DANS NOTRE SYSTÈME
Dans notre système, l’envoi de données et de requêtes est réalisé via une connexion
sans fil entre le DTU et la centrale de contrôle. Les données doivent passer par 2 réseaux
différents : Internet et le réseau GPRS qui est fourni par l’opérateur de téléphonie mobile.
La communication dans le réseau GPRS est sécurisée avec les algorithmes SRES 1 et
GEA 2 [85], qui peuvent offrir un niveau de sécurité assez élevé. Cependant, une fois les
données entrent sur Internet, il n’existe aucun mécanisme de sécurité inhérent pour les
protéger contre l’attaquant de l’homme du milieu (voir figure 3).
L’objectif du projet est de développer un système qui peut fonctionner d’une manière au-
1. Signed Response for Subscriber Authentication
2. GPRS Encryption Algorithm
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tonome, car ce genre de systèmes sont souvent installé en banlieue où une intervention
humaine n’est pas toujours très facile. Il est donc indispensable de mettre en place des
mécanismes de sécurité pour protéger les équipements et l’échange de données.
Le DTU lui-même ne détient aucun cryptosystème par défaut, si les données ne sont pas
correctement chiffrées, l’attaquant pourra intercepter facilement les données qui circulent
entre la centrale et le DTU, et lancer des attaques de réplication de données et de vol
d’identité.
FIGURE 4 – Attaques dans notre système de purification d’eau
Pendant l’envoi de données mesurées, comme la communication n’est pas sécurisée,
l’attaquant peut accéder à toutes les données qui circulent entre les 2 parties (voir fi-
gure 4).
Comme les données contiennent des informations qui représentent l’état de fonctionne-
ment des équipements à distance, l’attaquant peut les modifier et renvoyer à l’utilisateur
pour déclencher une fausse alarme. L’attaquant peut aussi lancer des attaquants de ré-
plication de données. Il peut saboter les équipements en rediffusant les données qu’il a
intercepté auparavant pour faire croire à l’utilisateur que tout se passe bien à distance.
Les attaques pendant l’envoie de requêtes peuvent aussi représenter une menace sé-
rieuse au système. Chaque commande est représentée par une suite d’octets prédéfinie,
en faisant des analyses, l’attaquant peut deviner les usages des commandes envoyées.
Même les requêtes sont chiffrées, l’attaquant peut les intercepter et réutiliser sans cher-
cher à déchiffrer les messages. Par exemple, l’attaquant peut répéter des requêtes pour
éteindre et rallumer consécutivement les panneaux à distance pour les endommager.
Par conséquent, comme tous les réseaux, notre réseau de capteur est aussi vulnérable
aux différentes attaques, il faut donc concevoir et appliquer des mécanismes de sécurité
pour le protéger.
.3/ APPLICATION D’UN CRYPTOSYSTÈME BASÉ SUR ECC
Afin de protéger la communication entre la centrale de contrôle et le DTU, nous avons
proposé d’implémenter un cryptosystème qui est basé sur l’ECC [69, 44], qui offre un
ensemble de protocoles cryptographiques sophistiqués (voir section 3.4). Comme ceux
d’Elgamal [24] qui nous permettent de chiffrer et de signer un message.
Cependant, pour utiliser les protocoles d’Elgamal, il faut d’abord trouver un algorithme
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qui peut convertir le message à chiffrer à un point sur la courbe elliptique et vice versa.
C’est faisable et il existe aussi des algorithmes dans la littérature, mais l’utilisation d’un
tel algorithme implique aussi beaucoup plus de calculs mathématiques. Pour une raison
de performance, dans la plupart des cas, on utilise plutôt un mécanisme hybride, dans
lequel on utilise un algorithme de cryptographie asymétrique pour générer une clé se-
crète partagée, comme celui de Diffie-Hellman [22], ensuite on utilise un algorithme de
cryptographie symétrique pour chiffrer le message. C’est aussi la stratégie choisie par le
protocole ECIES (voir section 3.4.2).
Pour notre projet, nous voulons que dans un premier temps le cryptosystème puisse
atteindre les objectifs suivants :
– Confidentialité : Les données qui circulent entre la centrale et le DTU sont correctement
chiffrées et ne sont pas accessibles à l’attaquant ;
– Fraîcheur : Les données sont chiffrées avec un nonce et un horodatage (timestamp en
Anglais) pour contre les attaques de réplication de données ;
– Authentification : Il faut que le récepteur du message puisse vérifier l’identité de l’en-
voyeur.
Dans notre système, les données circulent directement entre la centrale et le DTU sans
passer par une tierce partie, afin d’authentifier les messages reçus, au lieu d’implémen-
ter le protocole de signature numérique ECDSA (voir section 3.4.3) qui est sans doute
une procédure trop coûteuse pour les micro-contrôleurs, on a décidé d’utiliser des codes
d’authentification de message (MAC) qui peuvent être générés à partir de la clé secrète
partagée.
.3.1/ CONFIGURATION DU CRYPTOSYSTÈME
On suppose que la centrale de contrôle et le micro-contrôleur qui est connecté au DTU
possèdent chacun une clé privée et une clé publique (kc, Kc) et (kd, Kd) où kc, kd sont
2 nombres entiers de longueur 160. Les clés du micro-contrôleur sont chargées avant
le déploiement, et celles de la centrale sont stockées sur un serveur qui peuvent être
changées au cours du fonctionnement.
La centrale et les micro-contrôleurs partagent la même courbe elliptique définie sur un
corps premier fini Fp, les paramètres de la courbes à configurer sont donnés dans le
tableau 6.1.
Pour accélérer le calcul des multiplications scalaires sur les micro-contrôleurs, on veut
appliquer aussi notre solution de parallélisation, selon le test de performance (voir ta-
bleau 4.9), afin de paralléliser le calcul entre jusqu’à 4 processeurs, il faut précalculer et
stocker au moins 3 points.
La consommation de mémoire pour stocker les paramètres est montrée dans le ta-
bleau 6.2, plus les clés (kd, Kd), la quantité totale de mémoire nécessaire est 333 octet.
Nous pouvons constater que le nombre total d’octets ne dépasse pas la taille maximale
de ROM du micro-contrôleur MSC-51.
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.3.2/ PROTOCOLE CRYPTOGRAPHIQUE
Chaque fois quand le DTU se connecte à la centrale de contrôle, il demande et télécharge
la clé publique Kc de la centrale. Si la centrale veut changer ses clés, il suffira de couper
la connexion actuelle, et le DTU va recréer la connexion et redemander la nouvelle clé
publique.
Quand le micro-contrôleur veut chiffrer et envoyer un message m à la centrale, il effectue
les opérations suivantes :
1. Générer un nombre entier aléatoire r ∈ [1, n − 1] et calculer R = r · G ;
2. Calculer le secret partagé P = (Px, Py) = r · Kc ;
3. Générer la clé partagée s = KDF(Px) ;
4. Chiffrer le message c = E(s, (m, o, t)) où o est le nonce et t est l’horodatage ;
5. Générer le code d’authentification de message a = MAC(s, c) ;
6. Envoyer (R, c, a) à la centrale ;
KDF() est une fonction de génération de clé, MAC() une fonction de génération du code
d’authentification, et E() est un algorithme de cryptographie symétrique.
Quand la centrale reçoit le message (R, c, a), il essaie de le déchiffrer et authentifier en
effectuant la procédure suivante :
1. Calculer le secret partagé P = (Px, Py) = kc · R = kc · r · G = r · Kc ;
2. Générer la clé partagée s = KDF(Px) ;
3. Générer le code d’authentification de message a′ = MAC(s, c) ;
4. Déchiffrer le message (m, o, t) = E−1(s, c) ;
5. Comparer o et t avec le nonce n′ et l’horodatage t′ locaux ;
6. Rejeter le message si n , n′ + 1 ou t ≤ t′ ;
7. Rejeter le message si a , a′ ;
Quand la centrale veut envoyer une requête au micro-contrôleur à distance, il demande
d’abord sa clé publique Kd, et la suite de la procédure est identique que celle présentée
ci-dessus.
On suppose que l’attaquant possède l’accès à l’ensemble de paramètres de la courbe
utilisée (p, a, b,G, n), et il peut aussi capturer le message (R, c, a) envoyé par le DTU.
Comme il est extrêmement difficile de calculer r à partir de R, il ne peut pas calculer le
clé partagée s pour déchiffrer le message c. Il ne peut pas modifier le message chiffré c
non plus, car le code d’authentification a est généré avec la clé partagée s et le message
chiffré c, un c modifié ne peut pas passer le test d’authentification.
D’ailleurs, l’attaquant ne peut réutiliser aucune des valeurs capturées. Les calculs de R
et de a sont basés sur la même valeur r, qui n’est pas accessible à l’attaquant, et le
message lui-même est protégé par un nonce o et un horodatage t, une réutilisation de
message capturé sera détectée par le système.
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.3.3/ CALCUL PARALLÈLE DES MULTIPLICATIONS SCALAIRES
Durant le chiffrement et le déchiffrement, chaque participant a une multiplication scalaire
à effectuer, dans le chapitre 4, nous avons proposé une technique qui nous permet de
paralléliser le calcul des multiplication scalaires en découpant le scalaire en plusieurs
parties. Nous avons choisi la parallélisation avec des points précalculés dont la procédure
est illustrée dans la figure 4.9, car la préparation des points en temps réel nécessite des
calculs compliqués.
FIGURE 5 – Application de la parallélisation des multiplications scalaires
Le micro-contrôleur qui est connecté au DTU est considéré comme le processeur maître,
et quand il veut effectuer une multiplication scalaire parallèle, il exécute des opérations
suivantes :
1. Il envoie une demande de participation à tous les micro-contrôleurs connectés ;
2. Les micro-contrôleurs qui sont disponibles deviennent des esclaves en lui retour-
nant des réponses positives ;
3. En fonction du nombre d’esclaves n, le maître génère un ensemble de tâches ti, i ∈
[0, n − 1] en découpant le scalaire ;
4. Le maître envoie des tâches ti aux esclaves, et le traitement des tâches commence ;
5. Après le traitement, les esclaves retournent les résultats ri, i ∈ [0, n − 2] au maître ;
6. Le maître calcule le résultat final R =
∑n
i=0 ri.
Par exemple, il y a 4 micro-contrôleurs qui sont sur le même réseau, et les points pré-
calculés 240G, 280G, 2120G sont déjà chargés en mémoire avant le déploiement. Quand le











i, qui sont distribuées aux esclaves. Une fois le






i · 240 jG (voir figure 5).
.4/ CONCLUSION
Ce projet est une expérimentation de la parallélisation des multiplications scalaires au
sein d’un véritable réseau de capteurs. La transmission de données et la manipulation
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des panneaux solaires sont déjà opérationnelles, mais le développement de la partie
cryptographique est toujours en cours, où nous étudions la possibilité d’implémenter le




Dans cette annexe, nous montrons un exemple de calcul de l’inverse modulaire en utili-
sant l’algorithme d’Euclide étendu. Nous supposons que nous avons 2 nombres entiers
2013 et 313, nous appliquons d’abord l’algorithme d’Euclide pour calculer leur PGCD.
Dividende - Quotient × Diviseur = Reste
2013 − 6 × 313 = 135
313 − 2 × 135 = 43
135 − 3 × 43 = 6
43 − 7 × 6 = 1
6 − 6 × 1 = 0
TABLE 2 – Exemple de l’algorithme d’Euclide
Nous prenons le dernier reste avant le zéro, le PGCD(2013, 313) = 1, c’est-à-dire que 2013
et 313 sont premier entre eux. Nous pouvons voir que à partir de la 2e ligne, le diviseur
est le reste de la ligne précédente, et à partir de la 3e ligne, le dividende est égal au reste
obtenu 2 ligne plus haut. Nous pouvons donc réécrite le tableau 2 de la manière suivante.
u × x + v × p = r
1 × 2013 + 0 × 313 = 2013
0 × 2013 + 1 × 313 = 313
1 × 2013 − 6 × 313 = 2013 − 6 × 313 = 135
−2 × 2013 + 7 × 313 = 313 − 2 × 135 = 313 − 2 × (2013 − 6 × 313) = 43
7 × 2013 − 27 × 313 = 135 − 3 × 43 = (2013 − 6 × 313) − 3 × (−2 × 2013 + 7 × 313) = 6
−51 × 2013 + 196 × 313 = 43 − 7 × 6 = (−2 × 2013 + 7 × 313) − 7 × (7 × 2013 − 27 × 313) = 1
TABLE 3 – Exemple de l’algorithme d’Euclide étendu
Nous obtenons dans le tableau 3 les coefficients de Bézout u×x+v× p = −51×2013+196×
313 = 1, nous avons donc l’inverse multiplicatif de 2013 modulo 313 est égal à −51, noté
−51 ≡ 2013−1 (mod 313). Maintenant il nous suffit appliquer encore une fois l’opération





L’émergence des systèmes embarqués a permis le développement des réseaux de capteurs sans
fil dans de nombreux domaines différents. Cependant, la sécurité reste un problème ouvert. La
vulnérabilité des nœuds est principalement liée au manque de ressources. En effet, l’unité de
traitement ne dispose pas d’assez de puissance et de mémoire pour gérer des mécanismes de
sécurité très complexes.
La cryptographie est une solution qui est largement utilisée pour sécuriser les réseaux. Par rapport
à la cryptographie symétrique, la cryptographie asymétrique nécessite des calculs plus compliqués,
mais elle offre une distribution de clés plus sophistiquée et la signature numérique.
Dans cette thèse, nous essayons d’optimiser la performance d’ECC (Elliptic Curve Cryptography), un
cryptosystème asymétrique qui est connu pour sa robustesse et son utilisation de clé plus courte par
rapport à RSA. Nous proposons d’utiliser le parallélisme pour accélérer le calcul de la multiplication
scalaire, qui est reconnue comme l’opération la plus coûteuse sur les courbes elliptiques. Les
résultats de tests ont montré que notre solution offre un gain intéressant malgré une augmentation
de la consommation d’énergie.
La deuxième partie de la contribution concerne l’application de la tolérance aux pannes dans notre
architecture de parallélisation. Nous utilisons les nœuds redondants pour la détection des pannes et
la restauration du calcul. Ainsi, en utilisant l’ECC et la tolérance aux pannes, nous proposons une
solution de sécurité efficace et sûre pour les systèmes embarqués.
Mots-clés : Réseaux de capteurs sans fil, sécurité, cryptographie, courbe elliptique, parallélisme, tolérance
aux pannes
Abstract:
The emergence of embedded systems has enabled the development of wireless sensor networks in
different domains. However, the security remains an open problem. The vulnerability of sensor nodes
is mainly due to the lack of resources. In fact, the processing unit doesn’t have enough power or
memory to handle complex security mechanisms.
Cryptography is a widely used solution to secure networks. Compared with symmetric cryptography,
the asymmetric cryptography requires more complicated computations, but it offers more
sophisticated key distribution schemes and digital signature.
In this thesis, we try to optimize the performance of ECC. An asymmetric cryptosystem which is
known for its robustness and the use of shorter keys than RSA. We propose to use parallelism
techniques to accelerate the computation of scalar multiplications, which is recognized as the most
computationally expensive operation on elliptic curves. The test results have shown that our solution
provides a significant gain despite an increase in energy consumption.
The 2nd part of our contribution is the application of fault tolerance in our parallelism architecture.
We use redundant nodes for fault detection and computation recovery. Thus, by using ECC and fault
tolerance, we propose an efficient and reliable security solution for embedded systems.
Keywords: Wireless sensor networks, security, cryptography, elliptic curve, parallelism, fault tolerance
