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Abstract
“Clear”(CLR)speechisaspeakingstylethatspeakersadopttobe
understood correctly in a difﬁcult communication environment.
Studies have shown that CLR speech, as opposed to “conversa-
tional” (CNV) speech, has signiﬁcantly higher intelligibility in
various conditions. While many differences in acoustic features
have been identiﬁed, it is not known which individual feature
or combinations of features cause the higher intelligibility of
CLR speech. The objectives of the current study are to exam-
ine whether it is possible to improve speech intelligibility by ap-
proximating CLR speech features and to determine which acous-
tic features contribute to intelligibility. Our approach creates
speech samples that combine acoustic features of CNV and CLR
speech, using a hybridization algorithm. Results with normal-
hearing listeners showed signiﬁcant sentence-level intelligibility
improvements of 11–23% over CNV speech when replacing cer-
tain acoustic features with those from CLR speech.
Index Terms: Speech processing, Speech intelligibility, Speech
communication, Hearing aids.
1. Introduction
Approximately 28 million people in the U.S. have some degree
of hearing impairment, with 25–40% of the population over 65
classiﬁed as hearing impaired. Elderly listeners often have an
especially hard time understanding speech in noise or under dis-
tracting conditions [1]. The primary beneﬁt of hearing aids is
to restore hearing loss due to a loss of sensitivity by amplifying
signal energy in one or multiple frequency bands, with optional
dynamic compression and expansion schemes [2]. No attempts
are made to perform prosodic or precise spectral modiﬁcations.
“Clear” (CLR) speech is a speaking style that speakers adopt
to be understood correctly in a difﬁcult communication environ-
ment. A number of studies have shown that CLR speech, as op-
posed to “conversational” (CNV) speech, has inherent intelligi-
bility beneﬁts. For example, CLR speech leads to signiﬁcant im-
provements in intelligibility under noisy conditions for elderly
listeners with sensorineural hearing loss [3, 4, 5].
Acoustic differences between CNV and CLR speech include
many changes in prosodic and spectral cues [6, 7]. Affected
prosodic cues include: an increased average fundamental fre-
quency (F0) with increased variance; an increased consonant-
vowel energy ratio, especially for stops; longer and more fre-
quent pauses; lengthened vowels, especially tense vowels (/i:/,
/u/, />/, and /A/); and a signiﬁcantly decreased speaking rate of
90–100 words per minute, as compared to 160–200 words per
minute in CNV speech. Affected spectral cues include: lax vow-
els (/I/, /E/, /@/, /U/, and /&/) span a larger vowel space; formant
frequencies approach their target; and stop releases are more fre-
quent. However, despite identifying acoustic differences, little is
known about the relationship between speech intelligibility and
various acoustic features that are typical in CLR speech, i.e. it is
unknown which features, and to what degree, make CLR speech
more intelligible.
Signal processing algorithms have been developed that mod-
ify speech to approximate aspects of CLR speech, including de-
creasing the speaking rate, non-uniformly lengthening certain
vowel or consonant durations, and enhancing the consonant-to-
vowel energy ratios [8, 9, 10], with limited success. Our own
preliminary experiments showed that manual tuning of prosody
by experts does not improve intelligibility: Using 12 sentences
and 18 listeners, two researchers modiﬁed natural sentences to
create additional phrase breaks by manually altering F0, dura-
tion, and energy. The original sentences had an average intelligi-
bility level of 78.1%, whereas the modiﬁed sentences had levels
of 71.2% and 80.2% (not a statistically signiﬁcant improvement).
Uniform duration stretching resulted in a level of 76.0%.
Our long-term goal is to develop a model of the contribu-
tion of acoustic features to speech intelligibility. Applications of
this model include (1) objective measures of speech intelligibil-
ity, (2) novel signal processing algorithms for hearing aids which
can transform CNV speech into an approximation of CLR speech,
and (3) algorithms for post-processing speech output from com-
munications devices. Our short-term goal is to identify which
features are responsible for improved intelligibility. We propose
to achieve this goal by using a hybridization algorithm: Using
parallel recordings of CNV and CLR speech, we replace a sin-
gle feature, or a combination of features, of CNV speech with
those extracted from CLR speech, thus creating hybrid speech.
To identify which features contribute to improved intelligibility,
we conduct perceptual experiments to evaluate the intelligibility
of the original and hybrid sentences. We hypothesize that cer-
tain hybrid speech stimuli will have improved intelligibility, as
compared to baseline CNV speech.
2. Speech Corpus
2.1. Text Material and Recording
We used the IEEE-Harvard Psychoacoustic Sentences [11],
which are syntactically and semantically normal (e.g. His shirt
was clean but one button was gone). One male, native speaker of
American English recorded 70 sentences in the two styles CNV
and CLR. When recording the CNV speech he was instructed
to recite the material in a manner similar to everyday commu-
nication. When recording the CLR speech, he was instructed to
speak as clearly as possible, as if communicating with hearing-
impaired or cognitively impaired listeners. For each sentence,
we added manually veriﬁed phoneme labels and pitch marks.
PhonemestatisticsconﬁrmedtypicaldifferencesbetweenthetwoName Energy F0 Duration Spectrum Phoneme Non-speech
CNV CNV CNV CNV CNV CNV CNV
CLR-D CNV CNV CLR CNV CNV CNV
CLR-SP CNV CNV CNV CLR CLR CNV
CLR-DSP CNV CNV CLR CLR CLR CNV
CLR-EFN CLR CLR CNV CNV CNV CLR
CLR-EFDN CLR CLR CLR CNV CNV CLR
CLR CLR CLR CLR CLR CLR CLR
Table 1: Conﬁgurations governing the hybridization algorithm. Each conﬁguration determines the source of six aspects of speech.
speaking styles: CLR speech had more pauses and stop releases,
while CNV speech had a larger number of reduced vowels.
2.2. Equalizing Loudness
Since increased loudness can contribute to speech intelligibil-
ity, it is important to eliminate loudness as a factor by equal-
izing the loudness of all sentences in the corpus. For each sen-
tence, we considered all non-pausal speech segments and cal-
culated the waveform peak and the loudness as deﬁned by the
A-weighted [12], root-mean-squared signal (rmsA). We equalize
the rmsA values by applying individual gain factors to each sen-
tence, while keeping the global value within a threshold value
(80% of the quantization limit) to avoid peak clipping.
2.3. Veriﬁcation
In a ﬁrst test, we intended to verify that all CNV sentences are in
fact intelligible in the absence of background noise. Five young,
normal-hearing listeners listened to all sentences (70 sentences
total). A test administrator measured key word identiﬁcation,
and a sentence was scored as correct when ﬁve out of ﬁve words
were identiﬁed correctly. The resulting sentence-level intelligi-
bility rates were 99%. This conﬁrmed that the conversationally
spoken sentences were intelligible to the majority of listeners.
We assumed that identiﬁcation rates for the CLR sentences would
be even higher.
In a second test, we compared speaking styles under a noise
condition. The purpose of this test was to examine whether CNV
and CLR speech have inherent intelligibility differences. We cre-
ated stimuli by adding 12-talker babble noise [13] to the speech
signals at variable signal-to-noise ratios (SNR). Sound pressure
levels of the signal (without noise) were kept constant at 65 dBA
(averaged over 10 seconds). Four young, normal-hearing listen-
ers set the SNR using an “up-down” method with a 50% thresh-
old [14]. We choose the 50% threshold in order to be in the
middle of the perceptual performance curve, making the test as
sensitive as possible. The procedure is as follows: Initially, the
SNR is set to -3 dB. The ﬁrst sentence is repeated at increas-
ing SNR levels until the listener can obtain the correct response.
After the ﬁrst correct response, a different sentence is presented
each time. The noise level is increased (SNR decreases) when
the response is positive, and the noise level is decreased (SNR in-
creases) when negative. Whenever the direction of the response
is reversed (e.g. a positive response followed by a negative re-
sponse), it is counted as one reversal. The increment or decre-
ment of the SNR starts with a 2 dB step size, but after 3 reversals
the step size is decreased to 1 dB. The test is continued until 8 re-
versals are accomplished. The ﬁnal Speech Reception Threshold
(SRT) is estimated by averaging SNR levels from reversals 3–
8. As in the previous test, an administrator measured key word
identiﬁcation, and a sentence was scored as correct when ﬁve out
of ﬁve words were identiﬁed correctly. The resulting SRT values
were 3.5 dB and -0.7 dB for CNV and CLR speech. This shows
that young listeners could more easily identify words spoken in
the CLR style. Differences in speaking styles were statistically
signiﬁcant (p = 0.05), consistent with previous ﬁndings [3].
3. Hybridization Method
The purpose of hybridization is to obtain a speech waveform
that combines aspects of CNV and CLR speech waveforms. Ta-
ble 1 shows conﬁgurations that were used in the experiments
(Section 4), by selecting a source for the following six aspects:
energy trajectory (E), F0 trajectory (F), phoneme duration (D),
short-term spectrum (S), phonemic content (P), and presence of
non-speech sounds (N). The conﬁgurations indicate the source
of acoustic features in each kind of hybrid speech. For exam-
ple, CLR-D is hybrid speech with duration from CLR speech and
all other featuers from CNV speech; CLR-EFDN has all features
except short-term spectrum and phonemic content from CLR
speech. Each step in the hybridization algorithm is described
below.
3.1. Phoneme Alignment and Waveform Parallelization
Hybridization necessitates that both CNV and CLR speech have
the same phonetic content. Since this is not the case most of the
time, we parallelize the phonetic content of both sequences. The
sequences are often different because, even though the identical
sentence was used, a speaker may pronounce the material differ-
ently, depending on the speaking style. As a ﬁrst step, we align
the phonetic sequences of both the CNV and the CLR speech.
To accomplish the alignment, we use a phoneme feature table
specifying numeric voicing, manner, place, and height features,
with one 4-dimensional vector for each phoneme. Each phonetic
symbol in the label sequences is assigned its associated feature
vector, resulting in two feature matrices. Then, dynamic time
warping is used to ﬁnd an alignment path between the two matri-
ces that yields the smallest distances between the corresponding
phonetic features. The path is then expressed as a list of oper-
ations (substitution, insertion/deletion, no operation) and stored.
This operations list was sometimes changed manually based on
expert phonetic knowledge.
The desired hybrid phoneme sequence is dependent on the
values of the “phoneme” and “non-speech” (such as pause
and breath-noise) settings (see Table 1). Parallelization of the
original waveforms to the hybrid phoneme sequence requires
phoneme insertion and deletion operations. For phoneme inser-
tions, we extract the relevant portion from the corresponding al-
ternative condition. As a result, no actual hybridization can take
place in these regions. Phoneme substitutions are recorded in the
parallelized phoneme string (e.g. /d_( + th/), but no waveform
operations are carried out. Table 2 shows the result of an exam-CNV CLR Operation Hybrid
b b - b
j j - j
u u - u
- tc ins / del tc
d_( th sub d_( + th
i: i: - i:
- .pau ins / del -
Table 2: Phoneme alignment operations and corresponding par-
allelization. The ﬁrst two columns contain the CNV and the CLR
speech phoneme sequence, after alignment, with the third col-
umn indicating the corresponding operation. The last column
contains the hybrid phoneme sequence obtained when setting
phoneme=CLR and non-speech=CNV, necessitating an insertion
of a CLR /tc/ into the CNV speech, and a deletion of /.pau/ from
the CLR speech.
ple alignment and parallelization.
3.2. Feature Extraction
We extract acoustic features from CLR and CNV speech by per-
forming a frame-by-frame, pitch-synchronous analysis. Frames
of speech are deﬁned by three neighboring (pitch or ”auxiliary”)
marks, representing their leftmost, center, and rightmost posi-
tions, thus spanning two periods of speech during voiced re-
gions. Marks are obtained by segmenting the speech signal using
pitch marks and additional auxiliary marks, which are created in
unvoiced regions at 10 msec intervals. An individual frame is
considered to represent the short-term spectrum at the time of
the frame center. To obtain an energy value, we apply a non-
symmetric Hanning window to a single frame, and then calculate
the rmsA of the signal. F0 is obtained by inverting the difference
between pitch marks. Finally, speech durations are speciﬁed at
the phoneme level and can be directly derived from the labels in
the speech corpus.
3.3. Feature Replacement and Synthesis
In this ﬁnal step, we replace a speciﬁed single feature, or a
group of features, of the CNV speech with the same type of fea-
tures extracted from the CLR speech. The resulting hybrid fea-
tures are then synthesized by pitch-synchronous, overlap-add,
residual-excited, linear predictive coefﬁcient (LPC) synthesis.
This method imposes speciﬁed energy, F0, and duration values
on the spectrum of each short-term speech frame, thus creating
the hybrid speech.
4. Perceptual Tests
We recruited listeners whose ﬁrst language was American En-
glish. Listeners’ task was to repeat the sentences they heard un-
der the noise as best as they could. Stimuli were played over cir-
cumaural headphones (Sennheiser HD280Pro), binaurally. Sim-
ilar to Section 2.3, speech signals were delivered at 65 dBA, with
added12-talkerbabblenoise. Foreachlistener, weﬁrstmeasured
their SRT, and then used the resulting SNR values to measure in-
telligibility levels for 48 sentences using a Latin Square design
so that all sentences were heard in each condition. Sentences
were considered correct if listeners identiﬁed four out of ﬁve key
words.
Experiment Condition Intelligibility (SD) DOC
CNV 66 (12) 0
1 CLR-EFDN 60 (18) -43
CLR-SP 55 (21) -79
CLR 80 (17) ∗ 100
CNV 69 (12) 0
2 CLR-EFN 61 (20) -32
CLR-DSP 92 (9) ∗ 92
CLR 94 (12) ∗ 100
CNV 64 (20) 0
CLR-DSP2 82 (15) ∗ 72
3 CLR-D2 74 (18) 40
CLR-SP2 75 (14) ∗ 44
CLR-SP 57 (27) -28
CLR 89 (10) ∗ 100
Table 3: Intelligibility rates in percent and standard deviations
in parentheses. The degree of contribution (DOC) in percent is
shown in the right column. Results marked with an asterisk are
signiﬁcantly different (p = 0.05) as compared to the CNV condi-
tion of that experiment.
4.1. Experiment 1
In the ﬁrst experiment, we were interested in measuring varying
intelligibility levels among the CNV, CLR-EFDN (the “prosodic”
group), CLR-SP (the “spectral” group), and CLR conﬁgurations.
Eight listeners between 65 and 75 (average age: 69) partici-
pated in the study. All subjects had hearing sensitivity less than
35 dBHL in the range of 250–4000 Hz.
Average SRT value was 1.47 dB. Measured intelligibility
levels and the degree of contribution (DOC) are shown in Ta-
ble 3. We deﬁne DOC as a value given by DOC = (IHY B −
ICNV )/(ICLR − ICNV ), where I represents intelligibility lev-
els and the subscript refers to a speciﬁc condition. The intel-
ligibility of CLR speech was signiﬁcantly improved over CNV
speech. However, hybridization with any condition did not yield
improvements; in fact, intelligibility levels were slightly worse,
although not signiﬁcantly so. We posited three hypotheses that
can explain these results: (H1) The source (CNV or CLR speech)
of phoneme duration and spectral features have to be matched,
(H2) speech processing artifacts of the hybridization algorithm
degrade the speech signal, and (H3) elderly listeners perform dif-
ferently from young listeners. The following experiments were
designed to test these hypotheses.
4.2. Experiment 2
In this experiment we used conﬁgurations CNV, CLR-EFN, CLR-
DSP, and CLR. The purpose of Experiment 2 was to examine
whether the source of phoneme duration and spectral features
have to be matched to preserve the speech intelligibility (H1
stated above). Eight young (average age: 28), normal-hearing
listeners participated, as deﬁned by a hearing sensitivity of less
than 25 dBHL in the range of 250–4000 Hz.
Average SRT value was 0.58 dB. The SRT value is lower
than for elderly listeners, as expected. Levels of the CLR-DSP
hybrid proved to be signiﬁcantly above that of the CNV speech,
and the degree of contribution was 92%, supporting H1. In or-
der to conﬁrm H1, we examined CLR-D, CLR-SP, CLR-DSP with
young normal-hearing listeners in the next experiment. H2 was
not addressed in Experiment 2. The intelligibility difference be-
tween CNV and CLR speech for young normal-hearing listenerswas much larger than for elderly listeners, supporting hypothesis
H3. Finally, CLR-EFN gave no improvements (see Table 3).
4.3. Experiment 3
To test hypothesis H2, we addressed possible sources of arti-
facts in the hybridization algorithm. The new implementation
included the following changes:
1. Allowing very low F0 due to glottalization in voiced
sounds.
2. Preventing frame duplication due to pitch or duration
modiﬁcation during plosive speech regions such as bursts.
3. Preventing frame duplication near voiced-unvoiced tran-
sitions.
4. Smoothly fading in and out of phoneme insertions or dele-
tions, as required by the parallelization step (Section 3.1).
The ﬁnal experiment used conﬁgurations CNV, CLR-DSP2, CLR-
D2, CLR-SP2, CLR-SP, and CLR, where the subscript “2” indi-
cates that the condition was produced by the new implementa-
tion. Eight young (average age: 29), normal-hearing listeners
participated.
Average SRT value was -0.24 dB. Conditions CLR-DSP2 and
CLR-SP2 were both signiﬁcantly different from CNV (and CLR-
D2 was nearly so with p = 0.07). Spectral features without CLR
durations yielded improvement; therefore, hypothesis H1 is not
conﬁrmed. Also, the difference between CLR-SP2 and CLR-SP
was signiﬁcant, indicating that the new implementation yielded a
signiﬁcant improvement, conﬁrming H2. Similar to Experiment
2, the intelligibility of CLR speech was signiﬁcantly better than
that of CNV speech for young listeners, again supporting hypoth-
esis H3 (see Table 3).
We also performed an additional quality test using young,
normal-hearing listeners. For each of the four implementation
improvements, we presented pairs of stimuli with a particular
improvement turned on and off. Listeners were asked to rate the
quality difference using a scale of -2 (much worse), -1 (worse),
0 (about the same), +1 (better), and +2 (much better). Aver-
aging the scores results in a comparative mean opinion score
(CMOS), which indicated signiﬁcant improvements for imple-
mentation changes 2 (+0.6), and 4 (+0.4), but a worsening for
change 1 (-0.5).
5. Conclusion
First, weconﬁrmedthat CLR speechhasconsistentlyhigherintel-
ligibility than CNV speech in a series of perceptual experiments.
Intelligibility differences were larger for young listeners than for
elderly listeners. This suggests that we need to obtain larger dif-
ferences between CNV and CLR speech using elderly listeners in
order to improve intelligibility of CNV speech in the future.
Stimuli were created using a hybridization algorithm that
combined acoustic features of CNV and CLR speech. The re-
sults showed that hybrid speech, which has acoustic features
from CNV and CLR speech, can improve speech intelligibility
over the baseline CNV speech. We conclude that a combination
of phoneme duration, phoneme identity and spectral features, as
well as a combination of phoneme identity and spectral features
contribute to high intelligibility in CLR speech. We have not
found contributions of energy or F0 to CLR speech.
It is imperative to address any speech processing artifacts in
the hybridization algorithm, and improvements of intelligibility
from CNV speech depend on the combinations of acoustic fea-
tures used, the quality of the algorithm implementation, and the
age of the listeners. The hybridization algorithm is equivalent to
modifying CNV speech with an “oracle” mapping function, thus
simulating maximum performance levels of an automatic modi-
ﬁcation system.
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