In this study, we propose a new scheme named as complete flux scheme (CFS) based on the finite volume method for solving singularly perturbed differentialdifference equations (SPDDEs) of elliptic type. An alternate integral representation for the flux is obtained which plays an important role in the derivation of CF scheme. We have established the stability, consistency and quadrature convergence of the proposed scheme. The scheme is successfully implemented on test problems.
Introduction
Many conservation laws which occur frequently in fluid mechanics, combustion theory, plasma physics and semiconductor physics etc., are of advectiondiffusion-reaction type (in particular singularly perturbed type) and describe schemes are based on the integral representations of the fluxes that play an important role to obtain numerical flux approximations. In complete flux scheme, the fluxes are computed by using the source term. For solving advectiondiffusion-reaction type problems, the complete flux scheme was given by Ten Thije Boonkkamp and Anthonissen [15] . The complete flux scheme is an extension of the exponential schemes of Thiart [16, 17] . An integral representation for the flux from the solution of a local BVP has been obtained for the entire equation. The two components of the flux, namely homogeneous and inhomogeneous correspond to the homogeneous and the particular solution of the BVP, respectively. The idea of representing the solution in two adjacent intervals in terms of an approximate Green's function [9] , is used to obtain the inhomogeneous flux. Suitable quadrature rules when applied to the integral representation of flux lead to complete flux schemes.
The complete flux scheme is second order accurate in space, in particular, the flux approximations remain second order accurate for highly dominant advection and do not produce spurious oscillations for dominant advection. Also, the flux approximations only depend on neighbouring values resulting in a scheme limited to local neighbourhood and thereby avoids need for higher resolution.
Also, the source terms are included in the computation of the fluxes to ensure conservation law at a discrete level. From the current literature on CFS, one can easily find that apart from the recent contribution [15, 6, 18] 
of Ten Thije
Boonkkamp and a few of his co-authors, there are hardly any reportings related to the work based on CFS. Hence, here a very first attempt has been made to explore the effectiveness of CFS in capturing the boundary layers associated with the elliptic SPDDEs for the first time.
The paper is organized under seven sections. Introductory remarks on complete flux scheme for elliptic SPDDEs are made in Section 1. A detailed description of complete flux scheme is presented in Section 2. In Sections 3-5, stability, consistency and convergence is established, respectively. Further in Section 6, we have successfully implemented complete flux scheme on some example problems. In the last Section 7, conclusions have been given.
The Continuous Problem
Consider the following BVP for the elliptic SPDDE
−ǫφ
′′ (x) + bφ ′ (x − µ) = s, ∀x ∈ Ω,
u(x) = q(x) ≥ 0, − µ ≤ x < 0, φ(1) = q(1) ≥ 0,
where 0 < ǫ ≪ 1 is the singular perturbation parameter, µ is a small shift argument of O(ǫ) such that µ ≥ 0, b is a constant on domain Ω = (0, 1), s is a source term and the prime ( ′ ) is the differentiation with respect to x. The source term s can be a constant or function of x and φ. Here, for the sake of discretization, we consider s to be a function of x.
For small µ, the following BVP is a good approximation to (1)
The eq. (2a) can be re-written as bφ − (ǫ + µb)φ ′ ′ = s, ∀x ∈ Ω.
The flux corresponding to (3) is given by
The Finite Volume-Complete Flux scheme is given as follows:
Perform uniform discretization on the domain Ω = (0, 1) that leads to a uniform mesh. We assume the number of uniform mesh elements to be N − 1
i.e., N number of grid points, and thus N − 1 number of interfaces. Therefore, we have
where h is the step size, x j grid points and x j+1/2 interfaces. Also, we assume that Ω j = (x j−1/2 , x j+1/2 ) is the control volume. Now from (3) and (4), we
Integrating on Ω j , we get
By Midpoint rule, the FVM reads for the above equation
where F j+1/2 and F j−1/2 are the numerical fluxes at the cell interfaces x j+1/2 and x j−1/2 , respectively and s j = s(x j ).
CF-scheme:
The derivation of the numerical flux F j+1/2 is based on the following model BVP:
Now, we define the variables λ, P , Λ and S as follows
with h = x j+1 − x j where P and Λ are called Pećlet number and Pećlet integral, respectively. Integrating (6a) from x j+1/2 to any point x ∈ (x j , x j+1 ), we get the integral balance
where f j+1/2 = f (x j+1/2 ). By using the definition of Λ, The flux f can be re-written as
Now, substituting (9) in (8) and integrating from x j to x j+1 , we get the following expressions for the flux f j+1/2 :
where f h j+1/2 and f i j+1/2 are the homogeneous and inhomogeneous part corresponding to the homogeneous and particular solution of (6), respectively, and
Here, Λ(x) = λ(x − x j+1/2 ) as b is constant, and if s is also a constant on the interval [x j , x j+1 ] then S(x) = s(x − x j+1/2 ). Further, putting these expressions of λ and S in (10b) and (10c) and simplifying further, we get
where the functions B and W are defined as follows
and called Bernoulli function [14] and Weight function, respectively. It is clear that the inhomogeneous flux f i j+1/2 is of importance when |P | ≫ 1. These functions satisfy the following properties
To show the dependency, we can write the homogeneous flux as follows
Also, we can generalise these fluxes for the case when b and s are variables,
i.e., b is a function of x and s is a function of x or φ, then λ and P will not be constants anymore. For this, we define the usual inner product as follows
Therefore, (10) becomes
Now, we also have the following relations
Therefore, on using above relations the homogeneous flux (14b) becomes
Now, we have
Putting the above value of e −Λ j+1/2 in (15) and on some further simplification, we get
This can also be written as a modification of the constant coefficient homogeneous flux (12) as follows
Now, we will simplify the numerator part of the inhomogeneous flux (14c).
We define normalised coordinates as follows
Then, we have
(on changing the order of integration) Therefore, the inhomogeneous flux (14c) can be written as
where G(η) is the Green's function for the flux defined as
When b = Const = 0 is a constant, we have
and
Here, we have
Therefore, for the case for 0 ≤ η ≤ 1 2 , we have
Similarly, for the case for
Then, the Green's function for the flux becomes (when b = Const = 0)
This Green's function G for the flux is different from the usual Green's function as this Green's function G relates the flux to the source term, while, the usual Green's function relates the solution to the source term. This Green's function G is discontinuous at σ = 1 2 , corresponding to x = x j+1/2 , having jump G(
For more details see [9, 15] .
Thus, the inhomogeneous flux (18) can be written as (when b = Const = 0)
with G(σ; P ) the constant coefficient Green's function given in (20).
Now, we need to approximate λ,
For this purpose, we give quadrature rules for the inner products and an approximation for the integration in (21). We introduce the following
(Trapezoidal Rule)
whereλ j+1/2 is the average,d j+1/2 weighted average, W weight function as defined before and s b,j+1/2 the upwind value of s(σ). Therefore, from (16), we have
Here, we see that
Thus, the homogeneous flux becomes
where
Here, we notice that (ǫ + µb) j+1/2 = ǫ + µb when ǫ, µ and b are constants, also, thenλ j+1/2 =λ j+1/2 = λ and ε j+1/2 = ǫ + µb. Further, from (21), the inhomogeneous numerical flux becomes
Therefore, the final numerical flux [18] at the cell interface x j+1/2 is given by
Now, we define some coefficients (see [15] by Ten Thije Boonkkamp) as follows
Further, by using (26) in (25), the final numerical flux becomes
Likewise, we have
where, for b > 0, δ j±1/2 = 0, γ j±1/2 = 0, and for b < 0, δ j±1/2 = 0, γ j±1/2 = 0.
Putting the values of F j+1/2 and F j−1/2 in (5), we get
which is the complete flux scheme (CFS). In the above equation (29), when b is constant, all the coefficients will also be constants.
Note that the FV-CF scheme has a three-point coupling for both φ and s, resulting into the following linear system
where A, B ∈ R (N −1)×(N −1) are tridiagonal matrices, φ and s the vectors of unknowns and source terms, respectively, and b a vector containing boundary data.
Now, we also consider the special case when b = 0, in this case, (3) takes the form −(ǫφ ′ ) ′ = s, and we haveP j±1/2 = 0, and consequently F i j+1/2 vanishes, leads us the second order central difference scheme
whereǭ j+1/2 =ǭ j−1/2 = ǫ, as ǫ is constant.
Stability
The FV-CF scheme (29) can be written as follows
where the difference operator L h and the weighting operator W h are defined as follows
with coefficients defined as follows
Now, for the BVP (1), we assume 0 < ǫ ≪ 1, µ > 0 and b > 0 are constants, and s ∈ C m [0, 1]. Therefore, the coefficients defined in (35) are constants and take the forms as follows
Here, we see that all these coefficients are positive, and in system of equation (30), A is a tridiagonal matrix and B a lower bi-diagonal matrix. Further, we have assumed C, c, c 1 and c 2 to be positive constants, independent of ǫ, µ, b
and h, in the remainder of this paper.
Proof. This lemma can be proved from the fact that A = (a ij ) is an M -matrix.
In fact we notice that A is irreducibly diagonally dominant, i.e., A is irreducible, and |a ii | ≥ j =i |a ij | with strict inequality for at least one row. Thus, A has a positive inverse, i.e. A is of monotone type. This shows that the system (30) has a unique solution.
implies the monotonicity of L h . Now, for the points next to the boundaries,
.., N − 1 under the conditions of the lemma. This proves the lemma.
From the system (30), we have the following relation
where e and τ are the discretization error and truncation error, respectively.
If A −1 ∞ is bounded, then the CFS is stable.
Lemma 3.2. [5, 6] There exists a constant C > 0, such that
Thus, A −1 ∞ bounded implies that CFS is stable.
Consistency
The truncation error for the CFS is defined as follows
We find the expression for τ j when h ≤ ǫ + µb and h ≥ ǫ + µb. For the same, we use the Taylor expansion
where, R q (x 1 , x 2 ; f ) is the remainder term, given by
with f (x) to be smooth enough.
Using the Taylor expansion (40a) up to the fourth derivative of φ, from (39) we have
as T 1 and T 2 , coefficients of φ ′ and φ ′′ , respectively, vanish.
In this case, ǫ + µb contributes one order in the estimation, so that it suffices to use the Taylor expansion (40) up to the third derivative of φ. Therefore, we have
Now, if the derivatives of the solution φ(x) are uniformly bounded, then from (42) and (43), we can directly establish the following lemma. are uniformly bounded, then we have
By using this lemma along with Lemma 3.2, the second-order convergence of CFS can be established. But when the derivatives are not bounded i.e., when an inner or boundary layer exists, then we need the following lemma to bound the derivatives.
Lemma 4.2. [4]
The solution φ(x) of (1) can be decomposed as
where |r| ≤ c 1 and y(x) = exp(−b(ǫ + µb) −1 (1 − x)), and
with c 1 > 0 and c 2 > 0, independent of (ǫ + µb).
From the above Lemma 4.2, the solution φ(x) of (1) can be decomposed into two terms. The first term y(x) of this decomposition is the solution of the homogeneous equation of (1) that can be easily verified. Also, the CFS is exact for the constant coefficient homogeneous problem, i.e., from the first term, truncation error is zero. Then, the truncation error takes the from
Now, we estimate the terms in truncation error in both the cases, i.e., when h ≤ ǫ + µb and h ≥ ǫ + µb. For the first case when h ≤ ǫ + µb, the truncation error is given by (41). Then we have
Now for the remainder terms, because of the similarity, only the estimation for I 1 + I 2 is presented, and for this estimation, the following relation is used
Therefore, we have
Similarly, the estimations for I 3 and I 4 can be obtained, and upper bounds for these estimations have the same forms. Now, for the second case when h ≥ ǫ + µb, the truncation error is given by (42). Then we have
Similarly, remaining terms can be estimated, and upper bounds for the estimations have the same forms. These results for the truncation error can be written as following lemma.
Lemma 4.3. Let φ(x) be the solution of (1) and let its first four derivatives exist, then for the truncation error, we have
Convergence
The CFS is uniformly second-order convergent for the problem (1). This statement follows from the following theorem.
Theorem 5.1. There exists a constant C, independent of ǫ + µb and h, such that
for all (ǫ + µb) ∈ (0, 1] and b > 0.
In order to prove this theorem, we have to do some preparations. We use the comparison approach [4, 2, 1] . By this approach, we choose the comparison functions η(x) = 1 + x and ξ(x) = exp(−λ(ǫ + µb) −1 (1 − x)) for some λ > 0.
We use the functions η(x) and ξ(x) to estimate the error, where φ(x) is well behaved and where it is not i.e., near the layer, respectively. Also, we use the lower bounds of L h η(x j ) and L h ξ(x j ) that is important here. For these lower bounds, we have two following lemmas.
Lemma 5.2. There exists a constant C, independent of ǫ + µb and h, such that
for all ǫ + µb ∈ (0, 1] and b > 0.
Proof. Proof of this lemma is straightforward, so we omit this.
Lemma 5.3. There exist constants c 1 and c 2 such that h ≤ c 1 and 0 < λ ≤ c 2 , and for some constant C, it holds
Proof. Following the Lemma 3.6 in [1], we get the expression
On estimating the individual factors in the above expression for the three cases
appropriately chosen c and C), the required results follow.
Theorem 5.4. Let {φ j } be the approximate solution of (1) by CFS. Then there is constant C, independent of (ǫ + µb) and h, such that
Proof. Case when h ≤ ǫ + µb. From (47a), by choosing a λ ≤ b, we have
Then we see that (51a) follows from Lemma (3.1). Similarly, the other case can be proved.
Lemma 5.5. The solution φ(x) of (1) can be written in the form
where the constant B 0 and the norm A 0 ∈ C m+1 [0, 1] depend on the boundary values of (1) 
where κ 0 (ǫ + µb) is bounded and
Proof. We omit the proof here. For the same, see [13] . Now, after all this preparation, we can prove Theorem 5.1.
Proof. From Lemma 5.5, we can say that the solution φ(x) of (1) For the third term (ǫ+µb)R 0 , from Lemma 5.5 along with Theorem 5.4, it follows that the contribution of (ǫ + µb)R 0 is uniformly O(h 2 ) as the discretization error of R 0 from using the CFS has the estimation (51a) and (51b). The second term of (52) is the analytical solution of the homogeneous equation of (1), so its contribution to the discretization error is zero. This completes the proof.
Numerical Results
In this section, we implement the complete flux scheme (CFS) to some example problems. We give some plots for the solutions and the ǫ-effect on the solutions. Also, we give plots for the error to show the convergence.
Example 6.1. Consider the following elliptic SPDDE with appropriate B.C. 
−ǫφ
′′ (x) + bφ ′ (x − µ) = s, ∀x ∈ Ω,(54a)φ(0) = φ L , φ(1) = φ R ,(54b)
and Ω = (0, 1). The exact solution of the corresponding approximate SPP is given by
Here, the solution has a thin boundary layer of width ǫ near the boundary x = 1. The comparison of the exact and numerical solutions is as shown in the 
The exact solution of the corresponding approximate SPP is given by
Here, the solution has a thin boundary layer of width ǫ near the boundary x = 0. The comparison of the exact and numerical solutions is as shown in the 
Here, the solution has a thin boundary layer of width ǫ near the boundary x = 1 as. The comparison of the exact and numerical solutions is shown in the Example 6.5. Consider the following elliptic SPDDE with appropriate B.C.
Here, the solution has a thin boundary layer of width ǫ near the boundary 
√ ǫ and Ω = (0, 1). The exact solution of the corresponding approximate SPP is given by
Here, the solution has a thin boundary layer of width ǫ near the boundary Example 6.7. Consider the following elliptic SPDDE with appropriate B.C.
Ω = (0, 1) and source term s is so chosen to satisfy the exact solution given by Moreover, the convergence is ǫ and µ uniform. The CFS thus obtained is easy to implement and has direct extension to multi-dimensions.
Conclusion

