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SUMMARY
A Lagrangian numerical approach for the simulation of rapid landslide runouts is presented and discussed.
The simulation approach is based on the so called Particle Finite Element Method (PFEM). The moving
soil mass is assumed to obey a rigid-viscoplastic, non-dilatant Drucker-Prager constitutive law, which is
cast in the form of a regularized, pressure sensitive Bingham model. Unlike in classical formulations
of computational fluid mechanics, where no-slip boundary conditions are assumed, basal slip boundary
conditions are introduced to account for the specific nature of the landslide-basal surface interface. The
basal slip conditions are formulated in the form of modified Navier boundary conditions, with a pressure
sensitive threshold. A special mixed Eulerian-Lagrangian formulation is used for the elements on the basal
interface to accommodate the new slip conditions into the PFEM framework. To avoid inconsistencies in the
presence of complex shapes of the basal surface, the no-flux condition through the basal surface is relaxed
using a penalty approach. The proposed model is validated by simulating both laboratory tests and a real
large scale problem, and the critical role of the basal slip is elucidated.
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1. INTRODUCTION
The triggering of a landslide can be induced by natural causes (erosion, heavy rainfall, earthquake)
or by human actions (excavation, construction, mining). The propagation velocity is affected by
the slope conformation, the material and the failure mechanism. Landslides characterized by high
velocities and long runout distances behave in a fluid-like manner. Modeling such fluidized material
is important for the creation of maps of hazardous areas, to estimate the entity of the hazard and
finally to design appropriate protective measures. The prediction of runout distances and velocities
requires a complete mathematical modeling of the phenomenon.
In the literature, approaches for the simulation of a propagating landslide usually belong to one of
two main groups: approaches based on discrete models and approaches based on continuum models.
The Discrete Element Method (DEM) is a typical example of discrete models. The landslide is
described by a set of particles of different shape interacting with each other through contact forces.
The material constitutive behavior plays a role only in the contact between particles making the
definition of the forces the crucial part of the method. Examples of the use of DEM for the simulation
of landslide can be found e.g. in [1, 2, 3]. In [4] a Molecular Dynamics approach, an alternative
discrete scheme, has been proposed for modeling the triggering and propagation of landslides caused
by rainfall.
Continuum models treat the landslide material as a continuum medium. Starting from the balance
equations (mass, momentum and energy conservation), models with different levels of complexity
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can be considered. These equations can be formulated for all the involved phases (solid particles,
fluid and gas) [5, 6], or for one single homogenized phase representing the material overall behavior.
A common simplification in continuum models consists of integrating the equations of motion
along the vertical axis [7]. The 2D depth-integrated model is simple and can provide accurate results
in terms of velocity of propagation, time to reach a particular place and depth of the flow. These
models have been widely used to describe flow-like landslides [8, 9, 10, 11]. However, in the case
of high velocities and accelerations in the depth direction or rough or irregular basal surfaces, depth
integrated models can hardly be applicable. Details about depth-averaged models and a complete
bibliography can be found in the recent overview [12].
From the numerical point of view, starting from the equations of motion of the continuum
problem, different methods have been proposed. Smoothed Particle Hydrodynamics (SPH),
originally conceived for astrophysical problems, has been successfully applied to model catastrophic
landslides [11]. In particular, the group of Pastor has studied different aspects of the use of SPH for
landslide simulations (see for example [13, 12] and the references therein).
Methods based on structured and unstructured grids have also been proposed. In [14, 15],
applications of the Finite Volume method have been proposed, while in [16, 17], Finite Difference
approaches have been used. Also the Finite Element Method has been extensively used. In
[18] a Lagrangian finite element method has been formulated to reproduce the dynamic runout
caused by a landslide. In [19] an Arbitrary Lagrangian-Eulerian approach is used to model
entrainment/deposition phenomena in rock and debris avalanches. [10] proposes a finite element
discretization of the depth-averaged equations using a two step Taylor-Galerkin algorithm. [20]
presents a numerical model, based on Material Point Method (MPM), for studying the dynamic
evolution of landslides. In this case the combination of the Lagrangian and the Eulerian descriptions
allows for the modeling of complex material behavior in the presence of large displacements.
A constitutive model is required by all continuum approaches. A common approach consists of
modeling the complex landslide material as a fluid governed by simple internal and basal rheological
properties, described by a very limited number of parameters (see e.g. [21]). Of course, the
objectives achievable with these simple models are limited to some macroscopic information, such
as duration and runout distance, flow depth and velocity in the region of the impact against existing
civil structures and infrastructures, extension of the final deposit. This is however the most relevant
information for risk assessment. In this case, rather then on laboratory measurements, parameters
are calibrated on a sufficiently large number of prototype real cases, through back analysis, defining
suitable parameter ranges, applicable to events having similar macroscopic characteristics (see e.g.
[22] for a discussion on parameter calibration for this type of problems). Constitutive behaviors can
be based on elasto-plastic and/or rheological models. The Bingham model is the simplest model
to describe the transition between solid and fluid phases (see e.g. [23] for a comparison with other
rheological models). When the shear stress is below a certain threshold, the material behaves like a
rigid body, whereas the material flows like a viscous fluid when the limit is exceeded. In frictional
models, the threshold stress varies with the pressure field and the friction angle [10]. A cohesion can
also be added to this model [24]. More complex models can also include effects like erosion [25].
This work is devoted to the presentation of a numerical approach for the three-dimensional
simulation of landslide runout starting from an unstable slope. A landslide is here intended as a
gravity-driven free surface flow (granular flow, mud flow, debris flow, etc.). The numerical analysis
of this type of problems requires the ability to track free surfaces and interfaces, in the case
that more than one material (e.g. a landslide impinging in a water reservoir [26]) is involved, to
account for complex constitutive behaviors and possibly for multi-physics phenomena. The need of
simulating evolving free surfaces and interfaces makes Eulerian approaches less convenient to use
in this context. A Lagrangian approach with continuous remeshing, to account for the extremely
large deformations and consequent mesh distortion, based on the so-called Particle Finite Element
Method (PFEM) [27] is here adopted. The PFEM is a finite element method originally developed for
the simulation of fluid dynamics, including free surface flows and breaking waves [28], and fluid-
structure interaction problems [29, 30, 31]. The method has been applied and validated on a large
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number of different problems, including simulations of landslides [32] and of landslide generated
water waves [26, 33].
No-slip boundary conditions are usually assumed in the solution of Navier-Stokes equations
for fluid dynamics problems. However, wall slip is known to occur in many industrial processes,
such as in polymer extrusion [34], and the definition of appropriate slip boundary conditions is
still the object of discussion [35]. In the case of granular flows, the slip velocity between the
flowing mass and the basal surface has been observed to increase with the average grain diameter
in [36], where the velocity profiles in granular landslides have been experimentally studied. As a
consequence of the frictional relative slip, a new basal dissipation mechanism need be characterized
in addition to the viscous dissipation inside the material bulk. This is usually done introducing
a basal friction coefficient, which however is not easy to identify for real landslides. A recent
and comprehensive study [37] has shown that the effective friction coefficient is not a constant
property of the interface, but decreases with increasing the slip velocity and total mass of the moving
landslide. This frictional weakening can possibly be produced by micro-mechanical processes such
as flash-heating, whereby frictional heating is produced at the micro-contact scale. For high slip
velocities, heat dissipation is prevented and thermal weakening effects like melting or other phase
transformations and phenomena are activated [38, 39, 40, 41].
The consideration of slip boundary conditions together with Navier-Stokes equations is not
standard. The classical no-slip boundary condition in fluid dynamics is macroscopically acceptable
in most cases and is based on physical and mathematical considerations at the microscale [42], but
it is not physically acceptable in several types of liquid flow at solid surfaces [43] and, as already
mentioned, for increasing diameter granular flows [36]. The simplest, classical alternative to the
no-slip boundary conditions are the so-called Navier boundary conditions, that establish a linear
dependence, through a material friction-like parameter, of the basal tangential stress on the slip
velocity. In practice, one can imagine a variety of different conditions, passing from maximum
tangential stress and no-slip, to zero tangential stress and free slip in tangential direction.
A convenient geometrical parameter to describe this variety of conditions is the slip length [44].
The meaning of the slip length is shown in Figure 1, where a Couette flow between two rigid walls
at a distance h is shown. The upper wall is moving with assigned horizontal velocity U , while the
lower wall is fixed. The case of perfect no-slip condition is shown in Figure 1a. In Figure 1b a
certain amount of slip is present, with a non-zero fluid tangential velocity uslip at the lower plate
interface (y = 0). The slip length hslip is defined as the distance from the lower plate to the point
at zero velocity obtained extrapolating the linear velocity profile. Figure 1c shows the limit case of
free slip, where an infinite slip length is obtained. Negative slip lengths can also occur in some cases
[44] when the lower fluid layers are locked to the plate and the no-slip condition extends to some
layers inside the fluid channel. The slip length can be considered to be a property of the fluid-wall
interface.
Figure 1. Definition of slip length hslip for a Couette flow. Top plate (light gray) moves with prescribed
horizontal velocity, while bottom plate (dark gray) is fixed. Velocity profiles are shown for different
situations: a) no-slip (hslip = 0); b) slip (hslip > 0); c) free slip (hslip →∞).
In practical cases, the slip often occurs only when a critical value of the tangential stress is
reached, in analogy with the classical Bingham model. The Navier boundary condition can then be
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easily modified by adding a constant threshold to the linear function of the slip velocity. However,
from the mathematical point of view, this implies a significant complication since the weak form of
the balance equations has to be formulated as a variational inequality [45]. To avoid this difficulty,
a regularization similar to the one usually adopted for Bingham flows [46, 26] is here adopted. The
regularized slip condition can be thought of as a non-linear Navier boundary condition, where the
non-linearity is due, e.g., to a stress dependent slip length (see e.g. [47] for the formulation of a
Newtonian flow with non-linear Navier boundary condition).
Defining by n the unit normal to the basal interface and by u the velocity at a point, the
imposition of slip boundary conditions requires that also the no-flux condition u · n = 0 is
enforced. These conditions are known to lead to the so called Babuska’s paradox [48], with
non-convergent approximations in the presence of curved boundaries, where polygonal finite
element discretizations are used. Other difficulties connected with this type of boundary conditions,
especially in combination with the incompressibility constraint, are the non-unique definition of the
normal vector at boundary nodes with piecewise linear discretization (see [49] for a technique for
the computation of a unique normal, based on mass conservation; see also [50] for a discussion)
and the particular way in which the evolving boundary conditions are treated in the PFEM with
continuous remeshing. To alleviate these problems, in this work the no-flux condition is enforced
through a penalization technique following [51], together with a reduced integration of the penalty
integral term.
In summary, in the present paper a Lagrangian finite element tool, based on the PFEM, for
runout simulation of three-dimensional landslides is discussed. The flowing material is assumed
to be incompressible and to obey a Drucker-Prager type of rigid-viscoplastic constitutive law.
This is shown to be equivalent to adopt a frictional Bingham-like behavior. The balance equations
are formulated in terms of velocities as in Navier-Stokes equations. Non-standard slip boundary
conditions are introduced to account for the basal slip of the moving landslide. A simple model for
the description of the interaction between the flowing soil mass and the basal surface, based on a
Coulomb friction model, where the tangential stress at the interface is set in relation with the slip
velocity, is proposed. This requires the definition of an effective basal friction coefficient and of
a slip length to characterize the interface. An Arbitrary Lagrangian-Eulerian formulation [52] on
the basal interface, together with a penalization of the no-flux condition through the basal surface
are used to accommodate the slip condition into the PFEM framework. Both the rigid-viscoplastic
bulk law and the basal friction law are regularized to achieve a variational statement of the balance
equations without variational inequalities. The tool is applied to the simulation of a number of both
laboratory and real scale landslides.
2. LARGE DEFORMATION KINEMATICS AND MATERIAL MODELING
Landslide runouts involve extremely large deformations of the moving soil mass. For this reason,
in the literature they have been modeled mainly by considering the soil as a viscous fluid. This
assumption implies that the initial, statically equilibrated state cannot be included in the model and
the transition from stable slope configuration to an unstable moving landslide cannot be described.
In this work, the moving mass is modeled as a rigid-viscoplastic solid undergoing large
deformations. This implies that also in this case only the landslide motion can be described. The
assumed rigid-viscoplastic behavior is obtained by simply neglecting the elastic part of the behavior
of an elastic-viscoplastic material model. In contrast, the modeling of the soil evolution from its
initially stable equilibrium configuration to the final unstable state of running landslide will require
consideration of the complete elasto-viscoplastic material behavior.
2.1. Kinematics
Consider a soil mass with initial configuration B0 occupying the volume Ω0 with boundary ∂Ω0.
The body undergoes a motion described by a deformation mapping χ(X, t), where X denotes the
position of a material particle in the reference configuration, while the corresponding position in
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the current configuration Bt at time t occupying the volume Ωt with boundary ∂Ωt, is defined by
x = χ(X, t).
LetF = ∇X be the deformation gradient. Its polar decomposition in terms of the left stretch tensor
V and of the rotation tensor R is given by:
F = VR (1)
Let B = VVT be the left Cauchy-Green (or Finger) tensor and J = detF. Defining the isotropic
logarithmic strain tensor ε = lnV = 13 lnB and the deviatoric part VD of V as VD = J
−1/2V,
one obtains the additive decomposition of the logarithmic strain (I being the identity tensor):
ε = εD + IεV with εV = trε = ln J, εD = lnVD (2)
The usual multiplicative decomposition of the deformation gradient F into its elastic Fe and plastic
Fp parts is assumed [53]:
F = FeFp Fe = VeRe, Fp = VpRp (3)
with obvious meaning of symbols. According to this decomposition, the spatial velocity gradient
l = ∇xu = F˙F−1, u denoting the velocity field, is expressed as:
l = le + FeLpFe−1 = le + lp (4)
where
le = F˙eFe−1, Lp = F˙pFp−1 (5)
define the spatial elastic and plastic velocity gradients, respectively. Note that while lp is defined
in the current configuration, Lp is defined in the intermediate configuration. The plastic velocity
gradient in the current configuration is given by lp = FeLpFe−1.
The elastic and plastic velocity gradients le and lp can be split in the sum of their symmetric and
antisymmetric components:
le =
1
2
(le + leT ) +
1
2
(le − leT ) = de +we (6)
lp =
1
2
(lp + lpT ) +
1
2
(lp − lpT ) = dp +wp (7)
where de, dp define the elastic and plastic rate of deformation tensors, andwe,wp the corresponding
spin tensors. As it is customary in plastically isotropic solids, wp = 0 is assumed, and therefore:
l = de + dp +we = ∇xu (8)
where u is the velocity of a material particle and ∇x is the gradient spatial operator computed with
respect to the current configuration.
2.2. Material model
Let σ be the Cauchy stress tensor and τ = Jσ the Kirchhoff stress tensor. The deviatoric
components of the Cauchy and Kirchhoff stresses are given by
σD = σ+ Ip, τD = JσD (9)
where p = −tr σ is the hydrostatic stress component, taken positive in compression.
Elastic strains in soils are usually small, so that a Hencky type linear relation is assumed between
Kirchhoff stresses and logarithmic strains
τD = ρ0
∂Ψ
∂εe
= 2GεeD +Kε
e
V I (10)
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where εe = lnVe, ρ0 is the density in the reference configuration, G is the shear modulus, K the
bulk modulus and
Ψ(εe) =
1
2
εe : E : εe (11)
is the free energy potential per unit mass, E being the constant isotropic fourth order elasticity
tensor.
The elastic domain is assumed to be bounded by a Drucker-Prager like condition with zero
cohesion
q − αJp tanϕ ≤ 0 (12)
where q =
√
3
2τ : τ is the Kirchhoff effective stress, α is a material constant and ϕ is the material
internal friction angle, which is assumed here to be constant. A non-associative, non-dilatant
viscoplastic flow rule is assumed, whereby the purely deviatoric plastic strain rate is expressed
as the gradient of a viscoplastic potential g(τ) = q(τ)
dp =
f
µ
∂g
∂τ
=
3
2µ
f
q
τD (13)
where µ is the material viscosity and f is a measure of the overstress
f =< q − αJp tanϕ > (14)
with <  >=  for > 0, <  >= 0 for ≤ 0. With these definitions the plastic work density is
obtained as
τ : dp = τD : d
p =
3
2µ
f
q
τD : τD = q γ˙, γ˙ =
f
µ
(15)
where γ˙ is the effective plastic strain rate, conjugate to q in the plastic work.
After the conditions for the slope unstable motion have been met, the landslide runout starts,
with negligible elastic strains if compared to the extremely large viscoplastic deformations. In this
case, it is customary to assume de = 0 in (8). Since plastic strain rates are purely deviatoric, the
granular flow behaves as an incompressible non-Newtonian fluid with J = 1 and τD = σD. Under
these conditions, from (13) one can express the deviatoric Kirchhoff stress τD in terms of the plastic
strain rate dp
τD =
2
3
q
γ˙
dp, f > 0 (16)
But further noting that for f > 0 and J = 1, from the expression (15)2 of γ˙ and making use of (14),
q can be expressed as
q = µγ˙ + αp tanϕ, f > 0 (17)
one finally obtains
σD = τD =
2
3
(
µ+
αp tanϕ
γ˙
)
dp, f > 0 (18)
The expression in (18) defines a Bingham-like frictional rigid viscoplastic behavior and is
substantially identical to the one considered e.g. in [10]. This can be regularized [46, 26] defining
an effective viscosity µ˜ accounting for the frictional contributions.
µ˜ =
2
3
[
µ+
αp tanϕ
γ˙
(
1− e−Nγ˙)] (19)
where N is a regularization parameter, usually taken equal to 103, and setting
σD = τD = µ˜d (20)
for every arbitrary f , where it has been set de = 0, d = dp and J = 1. With the additional
assumption of α = 1, this the the expression that will be used in what follows.
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3. GOVERNING EQUATIONS
3.1. Balance equations and boundary conditions
The motion of the rigid-viscoplastic material discussed in the previous section is described using
Navier-Stokes equations for incompressible fluids in an Arbitrary Lagrangian-Eulerian framework
[52]:
ρ
(
∂u
∂t
+ (c · ∇x)u
)
= ∇x · (σD − pI) + ρb in Ωt × (0, T )
∇x · u = 0 in Ωt × (0, T )
(21)
where∇x is the gradient spatial operator computed with respect to the current configuration and the
convective velocity c is defined as:
c = u− r (22)
u being the velocity of material particles and r the mesh velocity. In general, an additional equation
governing the evolution of the mesh r is necessary. The standard Eulerian description of the equation
of motion can be recovered imposing r = 0 (i.e. c = u). Conversely, the Lagrangian description is
obtained enforcing r = u (i.e. c = 0). As a consequence, in the Eulerian approach the mesh is fixed
while in the Lagrangian one the mesh moves with the velocity of the fluid particles.
Equations (21) need be supplemented with proper initial and boundary conditions. The boundary
∂Ωt is partitioned into three non-overlapping subsets ∂Ωt = ΓDt ∪ ΓNt ∪ ΓSt . On ΓDt and ΓNt
standard Dirichlet and Neumann boundary conditions are imposed while on ΓSt slip boundary
conditions are considered. On ΓDt Dirichlet boundary conditions are imposed on velocities and
on ΓNt Neumann boundary conditions are imposed on surface tractions:
u(x, t) = u¯(x, t) on ΓDt
σ(x, t) · n = h(x, t) on ΓNt
(23)
where u¯(x, t) and h(x, t) are assigned functions and n is the outward normal to the boundary.
Let uslip be the relative velocity between the moving soil and the basal surface ΓSt and t the
tangential traction acting on the landslide material along the same surface (Figure 2):
Figure 2. Slip velocity profile and basal tangential traction.
uslip = (I− n⊗ n)u, t = (I− n⊗ n) [(σD − pI)n] (24)
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Navier type boundary conditions with a pressure dependent threshold are assumed along ΓSt :
uslip = −β t‖t‖〈‖t‖ − p tanϕbasal〉 (25)
where β = hslip/µ is a parameter, having the dimension of a length over a viscosity, characterizing
the basal interface, hslip is the slip length for an ideal Couette flow with no threshold (ϕbasal = 0)
and ϕbasal is the friction angle of the basal interface. In the case of equation (25), with a threshold
on the tangential traction, the interface is characterized by two parameters, hslip (or β) and ϕbasal,
since µ is taken equal to the bulk viscosity. Note that in this case hslip cannot be interpreted as the
zero velocity position of the velocity profile, since this position is not constant in a Couette flow with
slip threshold. Condition (25) states that the slip is resisted by a tangential force proportional to the
slip velocity. For β = 0, the no-slip boundary condition is recovered, while β →∞ represents the
stress free boundary condition. According to (25), slippage occurs only when the pressure dependent
threshold value p tanϕbasal is exceeded by the tangential traction t.
From (25) one has
β〈‖t‖ − p tanϕbasal〉 = ‖uslip‖ (26)
and solving for ‖t‖
‖t‖ = 1
β
‖uslip‖+ p tanϕbasal for ‖t‖ − p tanϕbasal > 0 (27)
Replacing the expression (26) in (25) and solving for t one has
t = − ‖t‖‖uslip‖uslip for ‖t‖ − p tanϕbasal > 0 (28)
Finally, replacing the expression (27) of ‖t‖ one obtains (see e.g. [45])
t = −
(
1
β
+
p tanϕbasal
‖uslip‖
)
uslip for ‖t‖ − p tanϕbasal > 0 (29)
The expression in (29) is formally similar to the expression in (18) and it can be regularized using
the same technique:
t = − 1
β˜
uslip,
1
β˜
=
1
β
+
p tanϕbasal
‖uslip‖
(
1− e−N‖uslip‖
)
(30)
The simple expression in (30)1, which is equivalent to adopting a non-linear Navier type boundary
condition with stress dependent slip length, has been used to model the relation between the slip
velocity and the tangential traction acting along the basal interface.
With these definitions, the complete set of boundary conditions consists of (23) on ΓDt and ΓNt ,
supplemented by the conditions on ΓSt , that include the no-flux condition through the basal interface:
t = − 1
β˜
uslip
u · n = 0
}
on ΓSt (31)
3.2. Variational form of the balance equations
Without loss of generality, in the following h(x, t) = 0 and u¯(x, t) = 0 will be assumed on ΓNt and
ΓDt , respectively. The weak form of the balance equations (21), with the boundary conditions (23)
and (31) is obtained following a standard Galerkin approach:∫
Ωt
ρ
[
∂u
∂t
+ (c · ∇x)u
]
· v dΩt −
∫
Ωt
(∇x · σ+ ρb) · v dΩt +
∫
ΓN
(σn) · vdΓ+
+
∫
ΓS
(
t+
1
β˜
uslip
)
· vdΓ = 0∫
Ωt
(∇x · u)φdΩt = 0
(32)
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where v and φ are respectively vector and scalar test functions, with v = 0 on ΓD, v · n = 0 on
ΓS , φ = 0 on ΓN . Integrating by parts the second integral in (32)1, the usual variational form is
recovered∫
Ωt
ρ
[
∂u
∂t
+ (c · ∇x)u
]
· v dΩt +
∫
Ωt
σD : ∇xv dΩt −
∫
Ωt
p(∇x · v) dΩt −
∫
Ωt
ρb · v dΩt+∫
ΓS
(
−σn+ t+ 1
β˜
uslip
)
· vdΓ = 0∫
Ωt
(∇x · u)φdΩt = 0
(33)
Noting that∫
ΓS
(−σn+ t) · vdΓ = −
∫
ΓS
v · (n⊗ n) (σn) dΓ = −
∫
ΓS
(v · n)n · σndΓ = 0 (34)
the variational form of the balance equations is finally written as∫
Ωt
ρ
[
∂u
∂t
+ (c · ∇x)u
]
· v dΩt +
∫
Ωt
σD : ∇xv dΩt −
∫
Ωt
p(∇x · v) dΩt −
∫
Ωt
ρb · v dΩt+∫
ΓS
(
1
β˜
uslip
)
· vdΓ = 0∫
Ωt
(∇x · u)φdΩt = 0
(35)
As noted by several authors (see e.g. [48, 49, 50]), the enforcement of the no-flux condition (31)2
in the presence of curved boundaries may lead to numerical inconsistencies. For this reason, the
no-flux condition is here replaced by a penalized form, in the line of what proposed in [51], together
with a reduced integration of the penalty integral term. Let us set
n · σn = −1

u · n (36)
on ΓS ,  being a small number. With this definition, the last integral in (32)1 becomes∫
ΓS
[(
t+
1
β˜
uslip
)
+
(
n · σn+ 1

u · n
)
n
]
· vdΓ (37)
where now v is not required anymore to satisfy v · n = 0 on ΓS . After integration by parts and
taking into account that t+ (n · σn)n = σn, the last integral in (33)1 transforms into∫
ΓS
[
−σn+
(
t+
1
β˜
uslip
)
+
(
n · σn+ 1

u · n
)
n
]
· vdΓ =
∫
ΓS
[
1
β˜
uslip +
1

(u · n)n
]
· vdΓ
(38)
3.3. Space discretization
The weak form (33), with the modified conditions (38) on the slip boundary ΓS , is discretized for
implementation in the Particle Finite Element Method (PFEM) [27]. This is a Lagrangian method,
based on triangular (2D) or tetrahedral (3D) elements, with continuous remeshing consisting of a
fast Delaunay re-triangulation with prescribed node positions. When remeshing is performed, data
have to be transmitted from the old mesh to the new one. Since elements connectivities are modified,
while nodes remain the same to save computing time and to avoid accuracy loss, pressure and
velocity are both modeled in terms of nodal quantities using linear interpolation functions, leading
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to an unstable method that requires a stabilization [54]. Details about the stabilization procedure
adopted in this work can be found in [31, 55].
A key point in the PFEM is the algorithm for boundary identification and for contact detection.
This is based on the so called alpha-shape method (see e.g. [27, 31] for details), which removes
unnecessary elements from the mesh using a criterion based on mesh distortion. In a Lagrangian
framework, the external boundary and the current volume are defined by the position of the material
particles. Every time that the mesh is regenerated with the Delaunay triangulation, the particles
belonging to the boundary may change and the new boundary nodes (and therefore the particles)
have to be identified. The identification process is divided into two phases : i) identification of the
real shape of the particle distribution; ii) identification of the nodes that belong to the boundary. The
second phase is almost trivial, but the first one is critical. The Delaunay triangulation generates the
convex hull of the set of particles, which, however, does not conform to the external boundary where
this is not convex. The key idea of the alpha-shape method is to remove the unnecessary elements
from the mesh using a criterion based on the mesh distortion. For each element e of the mesh, the
minimum distance de between two nodes in the element and the radius Re of its circumcircle are
defined. If he is computed as the mean value of all the de, the shape factor αe = Re/he is an index
of the element distortion. All the elements that do not satisfy the condition αe ≤ α¯ are removed
from the mesh, where α¯ ≥ 1 is assumed. Increasing the value of α¯, fewer elements are removed
from the original mesh and, for α¯→∞, the original Delaunay triangulation is recovered. Once the
unnecessary elements are removed, the particles belonging to the actual boundary can be identified.
In the case of landslides runout, the computational domain consists of the initial volume occupied
by the soil mass plus the whole surface of the slope on which the landslide can possibly slide during
its runout. In the spirit of the method, nodes are placed on the whole sliding surface, so that finite
elements can be generated automatically by the remeshing procedure whenever the soil mass is
approaching that part of the boundary. These nodes are not active, and therefore are not identified as
material particles (i.e. they do not possess any degree of freedom), until they become the vertex of
a finite element of sufficiently regular shape (i.e. that is not removed by the alpha-shape method).
Slip boundary conditions are difficult to enforce in this fully Lagrangian framework, in which
nodes on the basal surface have to move according to the soil velocity, but at the same time have to
define the position of the boundary. If slip nodes are moved following their velocity, the definition
of the boundary is lost and the boundary tracking algorithm cannot work anymore. To overcome
this difficulty, all nodes in the mesh are treated as Lagrangian (i.e. c = 0 in (21)) except those on ΓS
(where slip conditions are imposed), which are treated as Eulerian (i.e. c = u) and therefore remain
fixed in their initial position. This special treatment gives rise to a mixed Lagrangian-Eulerian
formulation, whereby some nodes are Lagrangian and some others (more specifically those on ΓS)
are Eulerian. In particular, elements having a node on the boundary ΓS will have degrees of freedom
of mixed nature (Figure 3).
Figure 3. Schematic illustration of the distinction between Lagrangian and Eulerian nodes.
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Proceeding now with a standard finite element discretization with linear interpolation functions
for both pressure and velocity, the following semidiscretized form is obtained:
MU˙+ (K+Kslip +Kc)U+D
TP = B
DU = 0
(39)
where (see [31] for a detailed Lagrangian definition of K and D) U and P contain the nodal
values of velocity and pressure respectively, M is the mass matrix, K is the matrix of viscoplastic
coefficients, having the same structure of the deviatoric part of the stiffness matrix, D is the
discretization of the divergence operator, B is the vector of body forces and boundary tractions,
Kc is the discretization of the convective term on the slip boundary and Kslip is the discretization
of the integral in (38). Their definition is given below.
Let ndim define the problem dimension (ndim = 2 in 2D, ndim = 3 in 3D) and let nnode be
the number of nodes per element (nnode = 3 for triangular elements, nnode = 4 for tetrahedra).
Defining with ΩSt the subdomain of Ωt containing elements with at least one node on ΓS and setting
ce(x) = Ne(x)Ce, Ce being nodal values of the velocity c(x) on element Ωe, the components of
matrix Kec are obtained as:
[Kec]ahbk =
∫
Ωe∈ΩS
Nea,jC
e
djN
e
dN
e
b δhk dΩ
e (40)
where a, b, d = 1, . . . nnode, i, j, h, k = 1 . . . ndim, δhk is the Kronecker delta, Na is the shape
function of node a, Na,j = ∂Na/∂xj , and summation on repeated indexes d and j is assumed.
In (40), [Kec]ahbk denotes the hk component of the submatrix (of dimensions ndim × ndim) [Kec]ab,
Cedj is the j-th component of c at node d, with C
e
dj = 0 if d is an interior node (Lagrangian node in
Figure 3) and Cedj = U
e
dj if d is a node on Γ
S (Eulerian node in Figure 3).
Kslip for element e is defined as:
Keslip =
∫
ΓSe
Qe TNe T
 1 0 00 1
β˜
0
0 0 1
β˜
NeQedΓ (41)
where Ne is the matrix gathering the shape functions of element e and Qe = diag[Qea], a =
1, . . . nnode, is a block diagonal matrix. For a denoting a node on ΓS , Qea is the orthogonal matrix
transforming the velocity components ux, uy, uz with respect to the global reference system into
the components un, ut1 , ut2 , locally normal and tangent to the basal surface at each element node a
on ΓS : unut1
ut2

a
= Qa
uxuy
uz

a
(42)
In contrast, for a denoting an interior node, one has Qea = 0.
All matrices Kec and Keslip not pertaining to elements with nodes on Γ
S are zero.
3.4. Time integration and solution scheme
Considering the time interval (0, T ) to be divided into a fixed number of time steps ∆T and
assuming that the state of the system is known at t = tn in terms of nodal positions xn =
x(tn), velocities Un = U(tn) and pressures Pn = P(tn), the state at time t = tn+1 is determined
enforcing equations (39) at t = tn+1 using a backward Euler integration scheme, with U˙n+1 =
(Un+1 −Un)/∆t. The final fully discretized nonlinear problem writes:(
M
∆t
+K+Kslip +Kc
)
Un+1 +DTPn+1 = B+
M
∆t
Un
DUn+1 = 0
(43)
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It is important to recall that all matrix and vector operators depend non-linearly on the current
configuration and are therefore non-linear functions of the unknown vector Un+1. Iterations are
performed within each time step until convergence within the prescribed tolerance is achieved. At
each new iteration, all matrices are updated on the basis of the configuration reached at the end of
the previous iteration. No tangent operators are used.
In this work, the system of equations in (43) has been solved with a monolithic approach, using
the PSPG stabilization proposed by Tezduyar et al. in [55].
4. NUMERICAL EXAMPLES
4.1. Couette flow
The analytical solutions for Couette and Poiseuille flows with linear and non-linear Navier slip
laws have been presented in [56]. To validate the implementation of the slip boundary conditions,
a simple test is considered, consisting in a Couette flow of water (ρ = 10−3 kg/m3, µ = 10−3 Pa s,
ϕ = ϕbasal = 0) between two parallel plates at distance h, where the top plate moves with a fixed
velocity U , while at the bottom the Navier slip condition is imposed (Figure 1). The analytical
solution consists of a linear velocity profile along the channel height:
u(y) =
U(y − h)
h+ hslip
+ U (44)
 0
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 1
0 0.25  0.5  0.75  1
u
/U
y/h
hslip = 500 h
hslip = 5 h
hslip = 0.5 h
hslip = 0.05 h
hslip = 0
Analytical solution
Figure 4. Couette flow. Comparisons between analytical and numerical solution.
Figure 4 shows a comparison between the analytical and the numerical solutions, the latter
obtained using the formulation discussed in section 3, varying the slip parameter hslip. A perfect
match with the expected solutions is obtained.
4.2. Chute of a granular mass along inclined planes
Two experimental tests performed by Manzella at the Ecole Polytechnique Fe´de´ral de Lausanne are
considered [57]. The tests consist of the free chute of a granular material along inclined planes. Two
different geometries, with one or two inclined planes, are considered (see Figure 5). The inclination
of the plane in the first test (Figure 5(a)) is 45◦, the same as in the first plane of the second test
(Figure 5(b)).
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Figure 5. Chute of a granular mass along inclined planes. Tests setup and granular mass initial positions.
The granular material is a Hostun sand. Material parameters, as provided in [57], are: density
ρ = 1280 Kg/m3, friction angle ϕ = 34◦ and basal friction angle ϕbasal = 32◦. The total volume of
sand is 0.02 m3 for the first test and 0.03 m3 for the second. The second test has also been simulated
in [13, 12] using the same constitutive parameters. The constitutive model discussed in the previous
sections needs two additional parameters: the initial viscosity µ and the amount of slip β (or hslip
alternatively). These parameters are identified on the basis of the first test then used in the second
one. An initial mesh of 240902 tetrahedra with 95422 nodes has been used for all the simulation of
these tests, with an average element size of he = 0.01 m (see Figure 6). A zero initial velocity has
been prescribed for all nodes in the mesh.
Figure 6. Chute of a granular mass along inclined planes. One inclined plane. Initial mesh used in the
simulations.
Experimental and numerical final deposits for the first test (one inclined plane) are compared in
Figure 7 and Figure 8. Figure 8(a) shows a view of the final deposit in the x− y plane (see Figure 5
for the used reference system), while its vertical section in the x− z plane is shown in Figure 8(b).
The two graphs show the effect of the amount of slip at the interface (hslip) on the final results. The
final deposit obtained at t = 2.3 s with no slip condition (hslip = 0) differs significantly from the
experimental data. A good agreement has been obtained setting µ = 1 Pa s and hslip = 0.04 m, with
a ratio hslip/he = 4.
This first example has been also used for a preliminary study on the possible correlation between
the mesh size and slip parameter. Figure 9 shows the final deposit obtained with two different meshes
with an average element size he = 0.01 m and he = 0.02 m, respectively, and the same hslip = 0.04
m. It can be observed that the results of the finest mesh, on which the slip parameter has been
calibrated, are closer to the experimental data. On the contrary, in Figure 10 the slip parameter hslip
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Figure 7. Chute of a granular mass along inclined planes. One inclined plane. Final deposit at t = 2.3 s:
experimental (left) and numerical (right), with µ = 1 Pa s, hslip = 0.04 m.
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Figure 8. Chute of a granular mass along inclined planes. One inclined plane. Comparison of the final deposit
with µ = 1 Pa s, at t = 2.3 s.
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has been calibrated separately for the two meshes. It can be argued that for fine meshes, the hslip
parameter does not depend on the mesh size, but only on the interface properties. In contrast, for
coarse meshes the slip parameter should account for the mesh coarseness, to better describe the
motion in proximity of the basal interface.
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Figure 9. Chute of a granular mass along inclined planes. One inclined plane. Comparison of the final deposit
varying the average mesh size with hslip = 0.04 m.
As previously discussed, the no-flux condition has been imposed in a penalized form depending
on a penalty parameter . At the intersection between the inclined and the horizontal planes there is a
sharp corner where the no-flux condition need be enforced. The effect of the penalization parameter
on the numerical results can be appreciated in Figure 11, where velocity vectors at two instants are
plotted in the corner region. Dark gray vectors refer to  = 105 while light gray ones to  = 107. In
the first snapshot, taken at the time of the impact, the instantaneous velocity has a non-zero outward
normal component to the boundary. The penalization tends to to reduce this component, as it can be
appreciated in the second snapshot, taken at a subsequent instant, where the normal component is
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Figure 10. Chute of a granular mass along inclined planes. One inclined plane. Comparison of the final
deposit varying the average mesh size and hslip.
much smaller. As expected, larger values of more strictly enforce the respect of the non-penetration
condition. In all the following examples,  = 107 will be used.
(a) (b)
Figure 11. Chute of a granular mass along inclined planes. One inclined plane. Effects of the penalization
parameters at two subsequent time instants. Arrows denote nodal velocities. Vectors length is proportional
to their magnitude. Dark gray arrows are for  = 105, light gray arrows for  = 107.
The same parameters and mesh are then used to simulate the second test (two inclined planes,
Figure 5b). A sequence of synchronized snapshots of the experimental and numerical runouts is
comparatively shown in Figure 12. A view of the boundary of the final deposit in the x− y plane at
t = 2.5 s with hslip = 0.04 m is also shown in Figure 13. Also in this case, a good agreement with
the experiments can be observed.
4.3. Chute of a granular mass on an erodible substrate
In this example, the tests performed in [58] are simulated numerically. The chute of a mass of
granular material along two planes of different inclination (40◦ and 60◦ respectively) is considered.
A horizontal box is placed at the bottom of the inclined plane. Two different situations are
investigated. In the first one, the material flows along the inclined plane and then it impacts against
the empty box (see Figure 14(a)). In the second case, the box is filled with a small layer (5 mm) of
erodible granular material (see Figure 14(b)).
Also in this example the used material is a Hostun sand. Material parameters are provided in [58]:
density ρ = 1420 Kg/m3, friction angle ϕ = 32◦ and basal friction angle ϕbasal = 25◦. A viscosity
of µ = 1 Pa s is used also for these tests. The same material is used also for the erodible substrate.
For the case without an erodible substrate, the following initial meshes have been used, with an
average mesh size he = 0.007 m: 133318 tetrahedra with 49477 nodes for the 40◦ case; 133604
tetrahedra with 49529 nodes for the 60◦ case. For the case with an erodible substrate, the following
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Figure 12. Chute of a granular mass along inclined planes. Two inclined planes. Comparison between
experimental test (top) and numerical results (bottom) with µ = 1Pas and hslip = 0.04 m, at synchronized
time instants.
initial meshes have been used, still with an average mesh size he = 0.007 m (the larger number of
elements is due to the fact that also the erodible substrate need be discretized): 379243 tetrahedra
with 94031 nodes for the 40◦ case; 379548 tetrahedra with 95749 nodes for the 60◦ case. A zero
initial velocity has been prescribed for all nodes in the mesh.
In a first instance, the test with no erodible substrate has been performed with hslip = 0 (no slip
at the interface). As shown in Figure 15, in the case with an inclination angle of 40◦ after less than
0.2 s, the front stops advancing, before the material has completely reached the horizontal plane,
while in the case with 60◦ the final front position differs significantly from the experimental data.
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Figure 13. Chute of a granular mass along inclined planes. Two inclined planes. Comparison of the final
deposits at t = 2.5 s, with µ = 1 Pa s and hslip = 0.04 m.
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Figure 14. Chute of a granular mass on an erodible substrate. Initial position of sand mass: (a) without
erodible substrate; (b) with erodible substrate.
Considering now the possibility of slip at the interface, the slip length should be identified. As in
the previous example, the first test is used to calibrate the value hslip, while the second is used to
validate the results. The plot of Figure 16 shows the time evolution of the front distance for the first
case (no erodible substrate), comparing numerical results and experimental data for the two plane
inclinations. Two values of hslip are considered, showing that better results can be found using
hslip = 0.035m, with a ratio hslip/he = 5.
The front distance evolution for the second test (with erodible substrate), simulated using
the parameters identified in the first test, is plotted in Figure 17. A satisfactory agreement is
obtained also in this case for the 40◦ inclination. In the 60◦ case, the numerical solution seems
to underestimate the run front distance. However, it should be noted that, in the case of the erodible
substrate, the experimental identification of the front position is awkward due to the difficulty to
distinguish between the granular material of the moving landslide and the one of the erodible
substrate. Figure 18 shows snapshots with contour plots of the velocity magnitude at different time
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Figure 15. Chute of a granular mass on an erodible substrate. Front distance evolution. Results without slip
at the interface.
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Figure 16. Chute of a granular mass on an erodible substrate. Front distance evolution. Test 1 (without
erodible material).
instants, plotted on the vertical middle plane of the experimental setup. The effect of the slipping
interface can be appreciated in the enlarged inserts, showing a non-zero relative velocity between
the flowing mass and the basal plane.
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Figure 17. Chute of a granular mass on an erodible substrate. Front distance evolution. Test 2 (with erodible
material, hslip = 0.035 m).
Figure 18. Chute of a granular mass on an erodible substrate. Test 2 (with erodible material). Snapshots
at time instants t = 0.2 s, 0.4 s, 0.6 s and 0.8 s (from left to right, from top to bottom, respectively), with
hslip = 0.035 m.
4.4. Frank rock avalanche
Frank slide (Canada, 1903) is considered as one of the most severe tragedies in Canada with a loss of
approximately 70 lives. It involved more than 30 million of cubic meters of limestone rock detached
from the ridge of Turtle Mountain, in the Northwest Territories. The landslide, with a 700 m wide
front, descended along a 800 m slope creating a deposit 1.7 km wide and almost 2 km long. The
deposit was approximately 18 m thick and the estimated duration of the event was of less than 100
20
s. A detailed description of the event can be found in [59, 60]. A view of the final deposit is shown
in Figure 19. The track followed by the running landslide is also clearly visible in the picture.
Figure 19. Frank rock avalanche. View of the final deposit [60].
Material properties are as in [12]: density ρ = 1800 Kg/m3, internal friction angle ϕ = 12.4◦,
viscosity µ = 0.01 Pa s. A basal friction angle ϕbasal = ϕ = 12.4◦ has also been assumed. Four
different values of the slip height have been considered: hslip = 0 m, 20 m, 50 m. The used initial
mesh consists of 194795 tetrahedra, with 191028 nodes and an average mesh size he = 10 m. A
zero initial velocity has been prescribed for all nodes in the mesh.
Snapshots of the landslide runout are shown in Figure 20 at time instants t = 0 s, 14 s, 31 s, 71
s. The last snapshot shows the configuration of the final deposit and the corresponding time of 71 s
compares well with the duration of less than 100 s reported by witnesses and with the propagation
time of 80 s estimated in [12]. The profile of the final deposit is shown in Figure 21 for the different
values of hslip. Also in this case, the no-slip condition hslip = 0 leads to an underestimation of
the runout distance, while better accuracy is achieved with the largest value hslip = 50 m, with a
ratio hslip/he = 5. This large value of hslip can be explained with the very large (compared to the
previous examples) average mesh size used in this case (he = 10 m). In fact, the slip condition
directly affects an amount of flowing material which is of the order of magnitude of the mass in the
elements in contact with the basal interface. This is confirmed by the observation that comparable
values of the ratio hslip/he have provided excellent results in all the considered tests. Even though
further studies are required, the present results seem to confirm that the slip length hslip to be used
in the simulations is not only a property of the material/basal surface interface, but it should be also
dependent on the non-dimensional factor hslip/he, where he is the typical size of a soil element on
the basal interface. Typical values of this ratio that have provided good results in these tests are in
the range hslip/he = 4− 5.
4.5. Conclusions
In Lagrangian simulations of fast propagating landslides, the sliding soil mass is usually treated
as a viscoplastic, Bingham-like, incompressible fluid, whose motion is governed by Navier-Stokes
equations. For this type of fluid problems, the standard boundary conditions enforce zero relative slip
between the fluid and the containing wall. These conditions are physically motivated for fluids, but
have been shown to loose validity when the flowing material has a granular structure, in particular
for increasing grain size.
In the present work, the soil material has been modeled as a rigid-viscoplastic, non-dilatant,
Drucker-Prager material and specific slip conditions have been defined to model the interaction
between the flowing mass and the basal surface. The new slip conditions are of Navier type, i.e. the
resisting tangential force is proportional to the slip velocity. A pressure sensitive threshold has also
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Figure 20. Frank rock avalanche. Snapshots at time instants t = 0 s, 14 s, 31 s, 71 s (from left to right, from
top to bottom, respectively), with hslip = 50 m.
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Figure 21. Frank rock avalanche. Landslide track and final deposit at t = 71 s. Comparison between
experimental observation and simulation with different slip lengths: hslip = 0 m, 5 m, 20 m, 50 m.
been introduced, so that the slip can occur only when the tangential stress exceeds the current limit
value. The proposed interface law is characterized by two parameters: the slip height hslip and the
basal friction angle ϕbasal.
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The new boundary conditions require a special treatment to fit into the PFEM framework in view
of the special role of the nodes on the basal surface, which are used to define the geometry of the
computational domain and therefore cannot move. Finite elements having at least a node onto the
basal surface are defined to have a mixed Lagrangian-Eulerian nature: nodes on the boundary are
Eulerian, i.e. their velocity is set to zero and a convective term is added to the balance equation;
interior nodes are Lagrangian, i.e. they move with the material velocity and the corresponding
convective term is zero.
Slip boundary conditions need be supplemented with no-flux conditions, stating that the soil
material cannot penetrate through the basal surface. These no-flux conditions are known to lead to
inconsistencies when the surface is not smooth, due to ambiguity in the definition of the normal.
The problem has been circumvented here by relaxing the no-flux condition by a penalty approach.
The importance of the slip conditions has been assessed by simulating four laboratory tests. In
all cases, a proper definition of the slip parameter has allowed for a significant accuracy gain in
the prediction of the runout distance and of the shape of the final deposit. The proposed numerical
model has finally been applied to the simulation of a real large-scale landslide obtaining excellent
accuracy in the prediction of the final deposit. In all the considered examples, best results have
been obtained with values of the slip length hslip such that the ratio between the slip length and the
average element size he is in the range hslip/he = 4− 5. However, these have to be considered only
as preliminary results, while rigorous criteria for the identification of the hslip parameter have still
to be investigated.
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