Abstract-In this paper, we introduce a new generalized scheme to resolve the trade-off between the identification rate, search and memory complexities in large-scale identification systems. The main contribution of this paper consists in a special database organization based on assigning entries of a database to a set of predefined and possibly overlapping clusters, where the cluster representative points are generated based on statistics of both entries of the database and queries. The decoding procedure is accomplished in two stages: At the first stage, a list of clusters related to the query is estimated, then refinement checks are performed to all members of these clusters to produce a unique index at the second stage. The proposed scheme generalizes several practical searching in identification systems as well as makes it possible to approach a new achievable region of searchmemory complexity trade-off.
I. INTRODUCTION
The identification or the nearest neighbor search is a research problem that simultaneously has emerged in a number of applications such as human biometrics [1] , content management (multimedia retrieval) [2] , multimedia security (copy detection, content identification and tracking) [3] as well as physical object security [4] .
An identification system [1] consists of two main phases: enrollment and identification. In the first phase, the enrollment, feature vectors representing digital contents, humans or physical objects are extracted and stored in a database. In the identification phase, a noisy (degraded) counterpart of an enrolled data, defined as query, is presented to the identification system to identify the query by comparing to feature vectors stored in the database.
In modern applications, the size of a database might be of order of several billions. Therefore, theoretical investigation and development of practical methods achieving identification capacity [1] is of great interest. An efficient approach should satisfy several important requirements. First, users should be able to identify the objects or individuals reliably (reliability). Secondly, the decoding method should be as fast as possible in time (search complexity). Finally, it should require the least possible amount of memory for both the items and the indexing structure (memory complexity). These triple conditions require to solve an information-theoretical problem that considers maximization of identification rate, minimization of computational complexity and memory complexity. It should be pointed out that all these requirements contradict each other, and in fact this triple trade-off is still an open and emerging research problem.
In principle, an identification system can perform an exhaustive search on all entries of the database to find the best match. [5] gives an extensive overview of methods to reduce search complexity in metric spaces. [2] compares indexing techniques to methods based on what they call vector-approximations (VA). Similar to these VA methods are the fingerprinting techniques that used in content-based audio identification [6] observed that for searching in high-dimensional spaces quantization methods like VA outperform indexing methods. In an information-theoretical context such methods would be referred to as quantization methods.
Quantization can also be used in the enrollment phase with the objective to compress the database. [7] exploits quantization during enrollment and consider the fundamental trade-off between compression rate and reconstruction distortion. Later [8] considered the trade-off between enrollment compression rate and identification rate. [4] exploits a search scheme based on Hamming sphere around the noisy feature vector, that can reduce search complexity and simultaneously achieves the identification capacity. However, it should be noted that this scheme is efficient only for low degradations between queries and enrolled data. This paper is a generalization of the scheme introduced by Willems in [9] to speed up the search process by means of clustering. Where the system upon observing a query, first detects to which cluster the related item belongs, and after that decides about the item itself (two-stage identification). The main differences between the current manuscript and [9] are: (a) generalization of cluster representative points, considered as auxiliary random variables, based on statistics of both entries of the database and queries, while in [9] the cluster representative points have been generated only based on statistics of queries; (b) estimation of a list of clusters versus unique estimation in [9] , upon observing a query at the first stage of decoding; (c) the memory complexity was not addressed directly in [9] , for the analysis of the triple tradeoff; (d) a new result on search-memory complexity region of capacity achieving identification systems.
In the next section we present our model of an identification system based on two-stage identification and we will state our main result. Section III contains the proof of this result. In Section IV we investigate search-memory complexity of the proposed scheme and in Section V we consider as an example a binary symmetric system. Concluding remarks will follow in Section VI.
II. MODEL DESCRIPTION AND STATEMENT OF RESULT
A. Model Description
selector
combiner In an identification system, see Fig. 1 , there are M items indexed w ∈ {1, 2, · · · , M} that are to be identified. A randomly generated sequence (vector) of length N corresponds to each such item. This sequence has symbols x n , n = 1, 2, · · · , N taking values in the discrete alphabet X , and the probability that sequence
hence the components X 1 , X 2 , · · · , X N are independent and identically distributed according to {Q b (x), x ∈ X }. Note that this probability does not depend on the index w. We assume that all sequences are generated prior to the identification procedure. They form a codebook that we call the "database" here. This database C consists of the list of entries, hence
In the identification process the probabilities for the items to be presented for identification are all equal, hence
When item w is presented for identification, its corresponding sequence x N (w) is "selected" from the database C and presented to the system, hence
The system observes x N via a memoryless observation channel {Q c (y|x), x ∈ X, y ∈ Y}, with discrete alphabet Y, and the resulting channel output sequence is
After observing y N identification starts by constructing a list of indices with cardinality M 3 . This index list with outcome
1 , a device that has no knowledge of the entries that were generated, hence
Then, at the second decoding stage, a decision (refinement decision) is made, based on the index list w 1 and the corresponding list of generated sequences. This decision consisting of
Finally a combiner, c : M 1 × M 2 → M, based on w 2 and the selector output w 1 ( w 3 ), an index indicated by the second decoder from the index list w 1 , forms an estimate of the index of the item, hence
We assume that w ∈ {1, 2, · · · , M}. The reliability of our identification system is measured by the error probability
B. Statement of Result
We now say that rate quadruple
We call R the identification rate, and R 1 and R 2 respectively cluster and refinement rate, and R 3 cluster list rate. We are now ready to state the main result of this submission, the proof follows in section III.
Theorem 1. The region of achievable rate quadruples R for our biometric identification system is given by
where |U| ≤ |Y| · |X | + 2}.
III. PROOF The proof consists of the achievability part, a converse, and a cardinality bound part. We start with the converse.
A. Converse Part
For the range M 1 of the first decision we find that:
where
Next let J be a random variable taking values in {1, 2, . . . , N} with equal probability, and let X = X j and
where step (c) follows
Since M 2 ≥ 1 we obtain for the range M 2 of the second decision that:
Moreover consider, using F Δ = 1+Pr{ W = W } log 2 (M ), the series of (in)equalities:
where (e) follows from the fact that I(W ;
, and (h) similar to how (13) was obtained.
For a given query y N , the first decoder constructs the list of clusters {W 1 (1), . . . , W 1 (M 3 )} and therefore W 1 (W 3 ) ∈ {w 1 (1), . . . , w 1 (M 3 )}. Consequently, we can obtain for the range M 3 of the second decision that:
where (a) follows since
and conditioning reduces entropy, and (c) similar to how (13) was obtained.
Finally consider the number M of individuals:
where (a) follows from
c) since these pairs are identically distributed and since
Assume that (R 1 , R 2 , R 3 , R) is achievable. Then for all blocklengths N and small enough > 0, using F ≤ 1 + log 2 (M ), we obtain from (12) and (13), (14) and (15), (16) and (17) that
for some p(x, y, u) = Q b (x)Q c (y|x)P (u|x, y). From (18) the converse to Thm. 1 now follows after letting ↓ 0 and N → ∞.
B. Achievability
We can only give an outline of the achievability proof here. Fix an 0 < < 1, a distribution P (x, y, u) = Q b (x) Q c (y|x)P (u|x, y), and identification rate 0 ≤ R ≤ I(X; Y ).
We first use a random coding argument to construct a collection of covering sequences u
, where we take M 1 = 2 N (I(U ;X,Y )+5 ) . Averaged over the random covering code, the probability that a pair of sequences
Consequently there exists a covering code with probability that at least one of the covering sequences is jointly typical with an i.i. Based on the Markov inequality, it can be shown that this probability is not larger than 2 for M 2 = 2 N (R−I(X;U )+4 ) and N large enough. These indexlists are available to the second decoder and the combiner.
During identification, the first decoder upon receiving y
if there are more than M 3 sequences u N (w 1 ) jointly typical with y N . Based on the Markov inequality, it can be shown that this probability is not larger than 2 for M 3 = 2
and N large enough. Note that the first decoder makes at most M 1 cluster-checks. If no error is declared the first decoder sends the indeces w 1 to the second decoder and the combiner.
Next the second decoder chooses a single index-pair
an index cannot be found, an error is declared. Note that the informed decoder makes at most M 3 M 2 refinement-checks. We have seen that the probability that the actual sequence x N (w) doesn't lead to joint typicality with y N and some u N (w 1 ) is smaller than 3 . The probability that some "other" index w = w results in joint typicality (and is in the lists u −4 ) and N large enough. This demonstrates the achievability part corresponding to Thm. 1.
C. Cardinality Bounds for Auxiliary Random Variable U
To find a bound on the cardinality of the auxiliary variable U let D be the set of probability distributions on X × Y and consider the |X | · |Y| + 2 continuous functions of P ∈ D defined as φ x,y (P ) = P (x, y) for all but one (x, y),
where in the last two equations we use Pr{X = x} = y P (x, y) and Pr{Y = y} = x P (x, y). By the FenchelEggleston strengthening of the Caratheodory lemma (see Wyner and Ziv [10] ) there are |X | · |Y| + 2 elements P u ∈ D and α u that sum to one, such that
The entire probability distribution {Q(x, y), x ∈ X , y ∈ Y} and consequently the entropies H(X, Y ), H(X) and H(Y ) are now specified and therefore also I(X, Y ; U ), I(Y ; U ) and I(X; U ). This implies that cardinality |X | · |Y| + 2 suffices.
Remark 1. It can be shown that under Markov chain
, the region of achievable rate R reduces to the following triples for the biometric identification system
that coincides to the results shown by Willems [9] . It should be noted that under this Markov condition R 3 = 0, which means that only a single u N is sent to the second decoder.
IV. SEARCH-MEMORY COMPLEXITY
In this section, we consider the search-memory complexity of the two-stage decoding scheme explained in Section II-A.
A. Memory-complexity exponent
Using the proposed scheme, we try to cover the space
The memory-complexity exponent related to the coveringcode C u is approximately I(U ; X, Y ).
In the enrolment phase, for covering code u N (w 1 ) ∈ C u the list L(w 1 ) will be constructed. From Theorem 1 2013 IEEE International Symposium on Information Theory
• if R < I(U ; X) there is at most a single sequence x N (w) ∈ C jointly typical with a u N (w 1 ) ∈ C u . The cardinality of the set L(w 1 ) is at most 1. Consequently, it can be shown that the memory-complexity exponent of the scheme is 
It should be noted that the search-complexity exponent related to the first decoder is approximately ≈ I(U ; X, Y ). Next, the second decoder for each w 1 (w 3 ) ∈ w 1 considers the set of sequences x N (w) ∈ L( w 1 (w 3 )). All these sequences should be checked to determine the one that
Therefore, the search-complexity exponent corresponding to the second decoder turns out to be approximately max{R + I(U ; X|Y ) − I(U ; X), I(U ; X|Y )}. Consequently, it can be shown that the search-complexity exponent related to the two-stage decoding scheme is approximately
We consider here a system with binary uniform sequences hence Q b (x) = 1/2 for x ∈ {0, 1} and a binary symmetric observation channel, thus Q c (y|x) = q if y = x and Q c (y|x) = 1 − q if y = x where y ∈ {0, 1}.
Let u ∈ {0, 1}, we have generated 10, 000 trials of the covering-channel P (u|x, y) at random, the four relevant probabilities are uniformly distributed over [0, 1]. Fig. 2 (red o' s) shows the exponent of the search-memory complexity of the binary biometric system with the rate R = 0.5 and q = 0.1, using (23) and (24). On the other hand, Fig. 2 (blue ×' s) shows the exponent of the search-memory complexity under Markov chain X ↔ Y ↔ U condition similarly to [9] .
From Fig. 2 , one can conclude that the proposed scheme in this context can achieve a new search-complexity region with less search-memory complexity compared to the scheme proposed in [9] . 
VI. CONCLUDING REMARKS
We have investigated the triple trade-off identificationrate, search and memory complexities for a two-stage search procedure in a biometric identification system. We have shown a new result on search-memory complexity region of capacity achieving identification systems. We have only considered a two-step system here. It is not so difficult however to find the fundamental limits for multi-stage systems.
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