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Resumen. Obtenemos cotas para el error de las soluciones fuertes de las
ecuaciones de Boussinesq que modelan los fluidos incompresibles y con-
ductores de calor, suponiendo que dichas soluciones son condicionalmente
asintóticamente estables.
1. Introducción
El propósito de este trabajo es estudiar las tasas de convergencia de las soluciones
fuertes del problema de contorno y valores iniciales para el modelo de Boussinesq de
los fluidos viscosos, incompresibles y conductores de calor. Sean u, π, θ la velocidad, la
presión y la temperatura del fluido, respectivamente, definidas en el cilindro Q = Ω ×
(0,∞), siendo Ω un dominio acotado de clase C1,1 con frontera ∂Ω. En la aproximación de
Oberbeck-Boussinesq, el estado de tal sistema se describe mediante el siguiente conjunto
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de ecuaciones en derivadas parciales (ver [4]) y condiciones iniciales y de contorno:
∂u
∂t
− ν∆u+ u · ∇u+∇π = θf en Q, (1)
div u = 0 en Q, (2)
∂θ
∂t
− λ∆θ + u · ∇θ = g en Q, (3)
u(0,x) = u0(x), θ(0,x) = θ0(x) para x ∈ Ω, (4)
u = 0, θ = 0 para (x, t) ∈ ∂Ω× (0,∞). (5)
En el sistema anterior, f representa un campo de fuerzas externo (usualmente igual a fg,
donde f es una función dada y g es el campo gravitacional), ν y λ son constantes positivas
que representan los coeficientes de viscosidad y conductividad térmica, respectivamente.
Este problema ha sido estudiado extensivamente en los últimos años. El problema en
dominios acotados fue estudiado, por ejemplo por Korenev [5], Morimoto [6], Hishida [3],
Rojas-Medar y Lorca [9], [10], [11]. Los resultados obtenidos son análogos a los de las
ecuaciones clásicas de Navier-Stokes y los argumentos utilizados son el método de Galer-
kin, semigrupos, potenciales hidrodinámicos, etc. Aquí, estamos interesados en el método
de Galerkin aplicado al sistema (1)-(5), la palabra espectral siendo utilizada para indicar
que las autofunciones de los operadores asociados, a saber de Stokes para la velocidad y
el Laplaciano para la temperatura, son usados como base de las aproximaciones.
Es muy importante derivar cotas de error para los métodos de Galerkin, debido a
la amplia aplicación de estos métodos en experimentos numéricos. Además el caso del
método de Galerkin espectral puede ser usado como una preparación y guía para el
método más práctico de los elementos finitos.
Un desarrollo sistemático de cotas de error para el método de Galerkin espectral apli-
cado a las ecuaciones clásicas de Navier-Stokes fue hecho por Rautmann en [8]. Estas
cotas de error son locales en el tiempo en el sentido de que ellas dependen de funciones
que crecen exponencialmente con el tiempo. Como fue observado por Heywood en [2],
esto es lo mejor que se puede esperar sin ninguna hipótesis acerca de la estabilidad de
la solución que está siendo aproximada. Estimaciones óptimas uniformes en el tiempo
para la velocidad en la norma Dirichlet fueron también obtenidas por Heywood en [2],
suponiendo acotación uniforme en el tiempo de la norma L2 del gradiente de la velocidad
y estabilidad exponencial en la norma Dirichlet de la solución.
Aquí obtendremos cotas de error suponiendo que la solución (u, θ) es condicionalmente
asintóticamente estable. En [2], una noción similar fue usada para tratar las clásicas ecua-
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ciones de Navier-Stokes. Con esta suposición, obtendremos una cota de error uniforme
en el tiempo, óptima para la velocidad y temperatura. Los resultados que mostraremos
extienden los resultados de [12]. Finalmente, este trabajo está distribuido de la siguiente
manera: en la Sección 2 introducimos los conceptos y resultados preliminares. En la Sec-
ción 3 obtendremos algunos resultados que nos permitirán nuestro resultado principal,
la última sección se dedica a la prueba de nuestra principal contribución
2. Preliminares
Recogemos aquí como referencia algunas notaciones usuales que usaremos en el trabajo.
El espacio de funciones p-medibles (1 ≤ p < ∞) sobre Ω es denotado por Lp(Ω), y su
norma por ‖ · ‖p. En particular, omitiremos el subíndice para p = 2; así ‖ · ‖2 = ‖ · ‖, y
denotamos por (·, ·) el producto escalar de L2. Los espacios de Sóbolev serán denotados
de la forma usual, esto es, Hm(Ω) y Hm0 (Ω). Espacios de funciones de valor vectorial
serán denotados en negrita.
Ahora introducimos los espacios usuales en el contexto de las ecuaciones de Navier-
Stokes:
H = {u ∈ L2(Ω) : n · u = 0,u · n = 0 sobre ∂Ω},
V = {u ∈ H1(Ω) : ∇ · u = 0,u = 0 sobre ∂Ω},
L20(Ω) =
{
p ∈ L2(Ω) :
∫
Ω
p(x) = 0
}
.
Las normas ‖u‖H1 y ‖∇u‖ son equivalentes en V , además, ‖u‖H2 y ‖Au‖L2 son equi-
valentes en H2(Ω) ∩ V . Por otro lado, las normas ‖p‖H1 y ‖∇p‖ son equivalentes en
H1(Ω) ∩ L20(Ω).
También consideraremos el operador de StokesA : D(A)→H definido porA = P (−∆)
con dominio D(A) := H2(Ω) ∩ V , donde P : L2(Ω)→ H es la proyección ortogonal de
Helmholtz. El operador A es autoadjunto y positivo. Su inverso A−1 es continuo de H
en D(A). Dado que la inmersión de H1(Ω) en L2(Ω) es compacta, la inmersión de V en
H es compacta. Así, A−1 es un operador autoadjunto, continuo y compacto en H, y por
los teoremas espectrales clásicos existe un conjunto de autovalores {λi}∞i=1 satisfaciendo
Awi = λiwi tal que λi → ∞, y una base de autofunciones {wi}∞i=1 que es completa y
ortogonal en los espaciosH , V y D(A) dotados con los productos internos usuales (u,v),
(∇u,∇v), y (Au, Av), respectivamente. También consideramos que si k ∈ N entonces
Pk denota la proyección ortogonal de L
2(Ω) sobre V k = span{w1(x), . . . ,wk(x)} y Rk
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denota la proyección ortogonal de L2(Ω) sobre Hk = span{φ1(x), . . . , φk(x)}, donde
{φi}∞i=1 son las autovalores del operador B = −∆ con autovalores asociados γ
i.
Con las notaciones anteriores, reescribimos el problema (1)-(5) de la siguiente forma:
∂u
∂t
+ νAu + P (u · ∇u) = Pθf , (6)
∂θ
∂t
+ λBθ + u · ∇θ = g, (7)
u(x, 0) = u0(x), θ(x, 0) = θ0(x), (8)
que resulta ser equivalente a la formulación débil:
(ut,v) + ν(Au,v) + (u · ∇u,v) = (θf ,v), (9)
(θt, φ) + λ(Bθ, φ) + (u · ∇θ, φ) = (g, φ), (10)
u(x, 0) = u0(x), θ(x, 0) = θ0(x), (11)
válida para toda v ∈ V y para toda φ ∈ H10 (Ω). En cuanto a la existencia de soluciones
de las ecuaciones anteriores, una manera de proceder es utilizar el método de Galerkin.
Consideramos entonces, las aproximaciones de Galerkin
un(x, t) =
n∑
i=1
cin(t)w
i(x) y θn(x, t) =
n∑
i=1
din(t)φ
i(x),
satisfaciendo las ecuaciones
dun
dt
+ νAun + Pn(u
n · ∇un) = Pnθ
nf , (12)
dθn
dt
+ λBθn +Rn(u
n · ∇θn) = Rng, (13)
un(0) = Pnu0, θ
n(0) = Rn, θ0, (14)
lo cual es equivalente a la formulación débil,
(unt ,v) + ν(Au
n,v) + (un · ∇un,v) = (θnf ,v), (15)
(θnt , φ) + λ(Bθ
n, φ) + (un · ∇θn, φ) = (g, φ), (16)
un(0) = Pnu0, θ
k(0) = Rnθ0, (17)
que es válida para toda v ∈ V n, y para toda φ ∈ Hn.
Las cotas dadas por el lema siguiente y la observación serán útiles para nuestros fines.
Lema 2.1 (Rautmann[8]). Si v ∈ V , entonces
‖v − Pkv‖
2 ≤
1
λk+1
‖∇v‖2.
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Además, si v ∈ V ∩H2(Ω), entonces
‖v − Pkv‖
2 ≤
1
λ2k+1
‖P∆v‖2 y ‖∇v −∇Pkv‖
2 ≤
1
λk+1
‖P∆v‖2.
Observación 2.2. Del Lema 2.1, tenemos que si f ∈H1(Ω), entonces
‖(I − Pk)Pf‖
2 ≤
1
λk+1
‖∇Pf‖2.
Por otro lado, dado que P :H1(Ω)→H1(Ω) es un operador continuo (vea [14]), tenemos
que ‖∇Pf‖2 ≤ C‖f‖2
H1
. Así, para toda f ∈H1(Ω), tenemos
‖(I − Pk)Pf‖ ≤
C
λk+1
‖f‖2
H1
.
Ya que PPk = PkP = Pk, tenemos
‖Pf − Pkf‖
2 ≤
C
λk+1
‖f‖2
H1
.
Las relaciones anteriores también se verifican si cambiamos P por cualquier Pm, con
m > k. Análogamente, para toda f ∈H2(Ω) puede probarse que
‖(I − Pk)Pf‖
2 ≤
C
λ2k+1
‖f‖2
H2
.
Como una consecuencia de la ortogonalidad L2 de las funciones {wk}∞k=1, se tiene lo
siguiente: si m > k, m, k ∈ N, f ∈ L2(Ω) y vm ∈ V m, vk ∈ V k, entonces
((Pm − Pk)f ,v
m − vk) = (f , (I − Pk)v
m).
3. Concepto de estabilidad y resultado principal
En lo que sigue, asumiremos que los datos satisfacen las siguientes hipótesis:
u0 ∈ V ∩H
2(Ω), θ0 ∈ H
1
0 (Ω) ∩H
2(Ω), (18)
sup
t≥0
‖f‖H1 <∞ , sup
t≥0
‖f t‖ <∞, (19)
sup
t≥0
‖g‖ <∞ , sup
t≥0
‖gt‖ <∞. (20)
También supondremos que existe M > 0 tal que la solución (u, θ) de (1)-(5) satisface
sup {‖∇u(t)‖, ‖∇θ(t)‖} ≤M para todo t ≥ 0. (21)
Si n = 2, entonces las condiciones (18) y (19) implican que (21) se satisface. Si n = 3,
entonces la desigualdad (21) se verifica para f , u0 y θ0 suficientemente pequeños (ver
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[11]). También supondremos que (u, θ) es condicionalmente asintóticamente estable (vea
[2] para nociones similares de estabilidad). Para definir esta noción de estabilidad, primero
definimos las perturbaciones del sistema (1)-(5). El par (ξ(x, t), η(x, t)), definido para t ≥
t0 ≥ 0, se llama una perturbación de (u, θ) en el tiempo t0 si el par (û, θ̂) := (u+ξ, θ+η) es
una solución de (1)-(5), tal que ξ = 0 y θ = 0 sobre ∂Ω. Además, definiendo ξ0 := ξ(·, t0),
η0 := η(·, t0), el par (ξ, η) es una solución del siguiente problema de contorno y valores
iniciales:
ξt + (u · ∇)ξ + (ξ · ∇)u + (ξ · ∇)ξ +∇q = ν∆ξ + ηf en Ω× (t0,∞), (22)
ηt + ((ξ + u) · ∇)η + ξ · ∇θ = λ∆η en Ω× (t0,∞), (23)
∇ · ξ = 0 en Ω× (t0,∞), (24)
ξ = 0, θ = 0 sobre ∂Ω, (25)
ξ(x, t0) = ξ0(x), η(x, t0) = η0(x) para toda x ∈ Ω. (26)
Ahora, definimos el concepto de solución condicionalmente asintóticamente estable.
Definición 3.1. El par (u, θ) se dice condicionalmente asintóticamente estable si para
todo t0 ≥ 0 existen números positivos δ1, δ2, M1, M2 y funciones continuas decrecientes
F,G : [0,∞) → R+, F (0) = G(0) = 1, l´ım
t→∞
F (t) = l´ım
t→∞
G(t) = 0 tales que, para toda
ξ0 ∈ V ∩H
2(Ω) y para toda η0 ∈ H10 (Ω)∩H
2(Ω), satisfaciendo sup {‖P∆ξ0‖, ‖Bη0‖} <
δ1, sup {‖∇ξ0‖, ‖∇η0‖} < δ2, el problema (22)-(26) es soluble de manera única con
ξ ∈ L2loc([t0,∞);V ∩H
2(Ω)), ξt ∈ L
2
loc([t0,∞);H
1(Ω)),
η ∈ L2loc([t0,∞);H
1
0 (Ω) ∩H
2,(Ω)), ηt ∈ L
2
loc([t0,∞);H
1(Ω)).
Además,
‖∇η(·, t)‖ ≤M1‖∇θ0‖G(t− t0) , ∀ t ≥ t0, (27)
‖∇ξ(·, t)‖ ≤M2‖∇ξ0‖F (t− t0) , ∀ t ≥ t0. (28)
Observación 3.2. Utilizamos funciones generales F (t), G(t) en la definición 3.1 sólo para
destacar que los resultados que deduciremos no requieren de una tasa de decaimiento
exponencial.
Finalizamos esta sección enunciando nuestro principal resultado.
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Teorema 3.3. Suponga que (u, θ) es condicionalmente asintóticamente estable. Entonces,
existen constantes N ∈ N y C ≥ 0 tales que si n ≥ N , entonces para todo t ≥ 0,
‖∇u(·, t)−∇un(·, t)‖2 ≤
C
λn+1
+
C
γn+1
, (29)
‖∇θ(·, t)−∇θn(·, t)‖2 ≤
C
λn+1
+
C
γn+1
. (30)
Las constantes N y C dependen sólo del dominio, de las normas y de los datos de los
problemas (6)-(8) y (9)-(11), así como de las constantes mencionadas en (21) y en la
Definición 3.1.
4. Estimaciones a priori
Recordaremos primero un resultado general que usaremos más adelante. Una prueba
se puede encontrar en [1].
Lema 4.1. Sea h(t) una función integrable no negativa. Supóngase que existen constantes
positivas a1, a2 tales que ∫ t
t0
h(τ)dτ ≤ a1(t− t0) + a2,
para cualesquiera t, t0 con 0 ≤ t0 ≤ t. Entonces,
sup
t≥0
(
e−t
∫ t
0
eτh(τ)dτ
)
<∞.
Para (u, θ) solución del problema (1)-(5), y las perturbaciones (ξ, η), tenemos el si-
guiente resultado:
Lema 4.2. Las siguientes cotas se cumplen para todo t ≥ 0:
C1
d
dt
(
‖∇u(·, t)‖2 + ‖∇θ(·, t)‖2
)
+ C2(‖P∆u(·, t)‖
2 + ‖∆θ(·, t)‖2)
+ C3(‖ut(·, t)‖
2 + ‖θt(·, t)‖
2) ≤ C
(
‖g(·, t)‖2 + ‖f(·, t)‖23‖∇θ(·, t)‖
2
)
+ C
(
‖∇u(·, t)‖4‖∇θ(·, t)‖2 + ‖∇u(·, t)‖6
)
, (31)
α1
(
‖θ(·, t)‖2 + ‖ξt(·, t)‖
2
)
+ α2
d
dt
(
‖∇η(·, t)‖2 + ‖∇ξ(·, t)‖2
)
+ α3
(
‖P∆ξ(·, t)‖2 + ‖∆θ‖2
)
≤ C
(
‖∇ξ(·, t)‖2‖P∆u(·, t)‖2 + ‖∇ξ(·, t)‖6
)
‖∇u(·, t)‖2‖∇η(·, t)‖2
+ ‖∇u(·, t)‖4‖∇ξ(·, t)‖2 + ‖∇ξ(·, t)‖2‖∇η(·, t)‖2
+ ‖∇ξ(·, t)‖2‖∇θ(·, t)‖2 + ‖∇η(·, t)‖2‖f‖23. (32)
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Demostración. La demostración de la desigualdad (31) puede ser consultada en [9] y [11].
Análogamente, la desigualdad (32) se puede probar usando argumentos similares. X
Corolario 4.3. Para todo t ≥ t0, tenemos∫ t
t0
‖P∆u(·, τ)‖2dτ ≤ C + C(t− t0),
∫ t
t0
‖∆θ(·, τ)‖2dτ ≤ C + C(t− t0), (33)∫ t
t0
‖ut(·, τ)‖
2dτ ≤ C + C(t− t0),
∫ t
t0
‖θt(·, τ)‖
2dτ ≤ C + C(t− t0), (34)∫ t
t0
‖P∆ξ(·, τ)‖2dτ ≤ C + C(t− t0),
∫ t
t0
‖∆η(·, τ)‖2dτ ≤ C + C(t− t0), (35)∫ t
t0
‖ξt(·, τ)‖
2dτ ≤ C + C(t− t0),
∫ t
t0
‖θt(·, τ)‖
2dτ ≤ C + C(t− t0). (36)
Además, combinando las desigualdades (33), (34), (35) y (36) con el Lema 4.1, obtene-
mos:
sup
t≥0
e−t
∫ t
0
eτ‖ut(·, τ)‖
2dτ <∞, sup
t≥0
e−t
∫ t
0
eτ‖θt(·, τ)‖
2dτ <∞, (37)
sup
t≥0
e−t
∫ t
0
eτ‖P∆u(·, τ)‖2dτ <∞, sup
t≥0
e−t
∫ t
0
eτ‖∆θ(·, τ)‖2dτ <∞, (38)
sup
t≥0
e−t
∫ t
0
eτ‖ξt(·, τ)‖
2dτ <∞, sup
t≥0
e−t
∫ t
0
eτ‖ηt(·, τ)‖
2dτ <∞, (39)
sup
t≥0
e−t
∫ t
0
eτ‖P∆ξ(·, τ)‖2dτ <∞, sup
t≥0
e−t
∫ t
0
eτ‖∆η(·, τ)‖2dτ <∞. (40)
El siguiente lema establece algunas cotas para u y θ, las cuales son muy importantes
para nuestros futuros argumentos.
Lema 4.4. Si (u, θ) son soluciones del problema (1)-(5), tenemos que:
sup
t≥0
‖ut(·, t)‖ <∞, sup
t≥0
‖θt(·, t)‖ <∞, (41)
sup
t≥0
‖P∆u(·, t)‖ <∞, sup
t≥0
‖∆θ(·, t)‖ <∞, (42)
sup
t≥0
e−t
∫ t
0
eτ‖∇ut(·, τ)‖
2dτ <∞, sup
t≥0
e−t
∫ t
0
eτ‖∇θt(·, τ)‖
2dτ <∞. (43)
Demostración. Comenzaremos probando (42), suponiendo que (41) es verdadera. Po-
niendo v = −P∆u en (9), obtenemos
−(ut, P∆u)− (u · ∇u, P∆u) + ‖P∆u‖
2 = −(θf , P∆u).
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Por lo tanto,
‖P∆u‖ ≤ ‖ut‖+ ‖u · ∇u‖+ ‖θf‖
≤ ‖ut‖+ ‖u‖6‖∇u‖3 + ‖θf‖
≤ ‖ut‖+ ‖P∆u‖
1
2 ‖∇u‖
3
2 + ‖θ‖6‖f‖3
≤ ‖ut‖+ ‖∇θ‖‖f‖3 +
C2
2
‖∇u‖3 +
1
2
‖P∆u‖
≤ 2‖ut‖+ 2M‖f‖3 + C
2M3 +
1
2
‖P∆u‖.
Aplicando (41) y (19), tenemos
sup
t≥0
‖P∆u(·, t)‖ ≤ 2 sup
t≥0
‖ut(·, t)‖ + 2M sup
t≥0
‖f(·, t)‖3 + C
2M3 <∞,
lo que prueba (42). Para probar (41) y (43), tomamos v = ut en (9), y diferenciamos
para obtener
1
2
d
dt
‖ut‖
2 + ν‖∇ut‖
2 = (θtf ,ut) + (θf t,ut)− (ut · ∇u,ut). (44)
Ahora, acotamos cada término del lado derecho de (44) como sigue:
|(θtf ,ut)| = C‖θt‖
2‖f‖23 + ǫ‖∇ut‖
2,
|(θf t,ut)| ≤
1
2
‖∇θ‖2‖f t‖
2 + ǫ‖∇ut‖
2,
|(ut · ∇u,ut)| ≤ ‖ut‖3‖∇u‖‖ut‖6 = C‖∇u‖‖ut‖
1
2 ‖∇ut‖
3
2
≤ Cǫ(C‖∇u‖)
4‖ut‖
2 + ǫ‖∇ut‖
2.
Además, de la ecuación (44) obtenemos
1
2
d
dt
‖ut‖
2 +
ν
2
‖∇ut‖
2 ≤ C‖ut‖
2 + C‖f t‖
2‖θt‖
2 + C‖f‖23. (45)
Consecuentemente,
d
dt
‖ut(·, t)‖
2 + C˜‖∇ut(·, t)‖
2 ≤ C + C‖θt(·, t)‖
2 + C‖ut(·, t)‖
2, (46)
donde C˜ > 0 es una constante absoluta, y la constante C depende sólo de Ω, supt≥0 ‖f‖3,
supt≥0 ‖f t‖, supt≥0 ‖∇u‖. Ahora, multiplicando la desigualdad (46) por e
t e integrando
en [0, t], obtenemos
et‖ut(·, t)‖
2 + C˜
∫ t
0
eτ‖∇ut(·, τ)‖
2dτ
≤ ‖ut(·, 0)‖
2 + C
∫ t
0
eτ‖θt(·, τ)‖
2dτ + C
∫ t
0
eτdτ + C
∫ t
0
eτ‖ut(·, τ)‖
2dτ.
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Luego,
‖ut(·, t)‖
2 + C˜e−t
∫ t
0
eτ‖∇ut(·, τ)‖
2dτ
≤ e−t‖ut(·, 0)‖
2+Ce−t
∫ t
0
eτ‖θt(·, τ)‖
2dτ +Ce−t
∫ t
0
eτdτ +Ce−t
∫ t
0
eτ‖ut(·, τ)‖
2dτ.
Usando la desigualdad (37), obtenemos el resultado deseado. Análogamente podemos
probar las cotas para θ. X
Corolario 4.5. Para todo t0, t ∈ R, 0 ≤ t0 ≤ t, tenemos las siguientes desigualdades∫ t
t0
‖∇ut(·, τ)‖
2dτ ≤ C(t− t0) + C,
∫ t
t0
‖∇θt(·, τ)‖
2dτ ≤ C(t− t0) + C. (47)
Demostración. Integrando la desigualdad (46) de t0 a t, obtenemos
‖ut(·, t)‖
2 + C˜
∫ t
t0
‖∇ut(·, τ)‖
2dτ
≤ ‖ut(·, t0)‖
2 + C
∫ t
t0
dτ + C
∫ t
t0
‖θt(·, τ)‖
2dτ + C
∫ t
t0
‖ut(·, τ)‖
2dτ
≤ ‖ut(·, t0)‖
2 + C(t− t0) + C(t− t0)
(
sup
t≥0
‖θt(·, t)‖
2
)
+ C(t− t0)
(
sup
t≥0
‖ut(·, t)‖
2
)
.
Usando las desigualdades (41) y (42), obtenemos la cota (47). Análogamente probamos
la estimación para θ. X
Estimaciones a priori para la solución (ξ, η) del problema (22)-(25), similares a aquellas
dadas en el Lema 4.4 para (u, θ), también se satisfacen. En efecto, si ‖∇ξ0‖,∇‖η‖ < δ2,
donde δ2 es el número mencionado en la Definición 3.1, entonces se sigue por (28) que
‖∇ξ(·, t)‖ ≤ δ2M2 y ‖∇η(·, t)‖ ≤ δ2M1. Además, las funciones û = u + ξ y θ̂ = θ +
η son soluciones de las ecuaciones de Boussinesq satisfaciendo ‖∇û‖ ≤ M + δM2 y
‖∇θ̂‖ ≤M+δM1. Además, si ‖P∆ξ(·, t0)‖ es acotado, entonces ‖P∆û(·, t0)‖ es también
acotado. Análogamente tenemos para la temperatura, es decir, si ‖Bθ(·, t0)‖ es acotado
entonces ‖Bθ̂(·, t0)‖ es también acotado. En este caso, análogamente a la prueba del
Lema 4.4, podemos acotar ‖P∆û(·, t)‖ y ‖Bθ̂(·, t)‖, para t ≥ t0. Estas cotas implican
que ‖P∆ξ(·, t)‖ y ‖Bη(·, t)‖ son acotados, para t ≥ t0. En resumen,
Lema 4.6. Para perturbaciones (ξ, η) satisfaciendo sup {‖∇ξ0‖, ‖∇η0‖} < δ y
sup {‖P∆ξ0‖, ‖Bη0‖} ≤ C0, C0 > 0, tenemos ‖P∆ξ(·, t)‖, ‖Bη(·, t)‖ ≤ C, para todo
t ≥ t0. La constante C depende de ‖P∆ξ0‖, ‖Bη0‖,C0, Ω, de los datos iniciales del
problema (1)-(5) y de las normas y constantes que aparecen en (18), (19), (20) y (21).
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También se verifica el siguiente
Lema 4.7. Las funciones ξ y η satisfacen las siguientes desigualdades∫ t
t0
‖∇ξt(·, τ)‖
2dτ ≤ C(t− t0) + C,
∫ t
t0
‖∇ηt(·, τ)‖
2dτ ≤ C(t− t0) + C, (48)
para cualesquiera t0, t, 0 ≤ t0 ≤ t.
Demostración. Obsérvese que∫ t
t0
‖∇ξt(·, τ)‖
2dτ ≤ C
(∫ t
t0
‖∇ξt(·, τ)‖
2dτ +
∫ t
t0
‖∇ut(·, τ)‖
2dτ
)
.
El segundo término del lado derecho de esta desigualdad es acotado (Corolario 4.5). La
acotación del término
∫ t
t0
‖∇ξt(·, τ)‖
2dτ , se prueba de manera completamente análoga a
la cota de u.
La demostración de la segunda desigualdad se hace de manera análoga. X
Ahora, sean u =
∑∞
k=1 ck(t)w
k(x) y θ =
∑∞
k=1 dk(t)φ
n(x) las expansiones de (u, θ), la
solución del problema (1)-(5), en términos de las autofunciones del operador de Stokes y
del Laplaciano, respectivamente. Sean vn :=
∑n
k=1 ck(t)w
k(x) y χn :=
∑n
k=1 dk(t)φ
k(x)
sus respectivas n-ésimas sumas parciales, y defínase en := u − vn, ψn := un − vn,
εn = θ − χn y σn = θn − χn. Comenzaremos acotando en.
Lema 4.8. Las siguientes cotas se verifican para todo t ≥ 0
‖∇en(·, t)‖2 ≤
C
λn+1
, (49)
‖en(·, t)‖2 ≤
C
λ2n+1
. (50)
Demostración. En primer lugar, tenemos que:
‖∇en(·, t)‖2 =
∥∥∥∥∥∇
∞∑
k=n+1
ck(t)w
k(·)
∥∥∥∥∥
2
≤
1
λn+1
∥∥∥∥∥P∆
∞∑
k=n+1
ck(t)w
k(·)
∥∥∥∥∥
2
≤
C
λn+1
‖P∆u(·, t)‖2 ≤
C
λn+1
, (51)
como se desea. Adicionalmente,
‖en(·, t)‖2 =
∥∥∥∥∥
∞∑
k=n+1
ck(t)w
k(·)
∥∥∥∥∥
2
≤
1
λn+1
∥∥∥∥∥∇
∞∑
k=n+1
ck(t)w
k(·)
∥∥∥∥∥
2
≤
1
λn+1
‖∇en(·, t)‖2 ≤
C
λ2n+1
.
(52)
X
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Análogamente, podemos probar el siguiente lema para εn.
Lema 4.9. Las siguientes cotas se verifican para todo t ≥ 0:
‖∇εn(·, t)‖2 ≤
C
γn+1
, (53)
‖εn(·, t)‖2 ≤
C
γ2n+1
. (54)
A seguir, probaremos que una cota conveniente para ‖∇ψn(·, t)‖ implica una cota para
‖P∆ψn(·, t)‖.
Lema 4.10. Si para alguna constante K > 0 la desigualdad ‖∇ψn(·, t)‖2 ≤
K
λn+1
se
satisface en un intervalo [0, t∗], entonces existe C > 0, independiente de n, tal que para
todo t ∈ [0, t∗] se tiene
‖P∆ψn(·, t)‖2 ≤ C. (55)
Demostración. Puesto que ψn = un−vn y supt≥0 ‖P∆v
n(·, t)‖ ≤ supt≥0 ‖P∆u(·, t)‖ <
∞, necesitamos sólo acotar ‖P∆un‖. Para hacer esto último, observe que
‖∇ψn‖2 = ‖∇un −∇vn‖2 ≤
K
λn+1
.
Además,
‖∇un‖ ≤
(
K
λn+1
) 1
2
+ ‖∇vn‖ ≤
(
K
λ1
) 1
2
+M.
También tenemos las siguientes cotas para un,∫ t
t0
‖P∆un(·, τ)‖2dτ ≤ C + C(t− t0),∫ t
t0
‖unt (·, τ)‖
2dτ ≤ C + C(t− t0),
las cuales son análogas a las cotas (33) y (34) para u, y pueden ser probadas con argu-
mentos análogos. Además, por el Lema 4.1 tenemos que
sup
t≥0
e−t
∫ t
0
eτ‖unt (·, τ)‖
2dτ ≤ C,
sup
t≥0
e−t
∫ t
0
eτ‖P∆un(·, τ)‖2dτ ≤ C.
Usando estas desigualdades, podemos mostrar que
d
dt
‖unt ‖
2 + C˜‖∇unt ‖
2 ≤ C + C‖P∆un‖2 + C‖unt ‖
2 + C‖θnt ‖
2, (56)
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para todo t ∈ [0, t∗]. En este punto, tenemos que limitar el intervalo de tiempo, ya que
la constante C también depende de supt≥0 ‖∇u
n‖ y supt≥0 ‖∇θ
n‖, y podemos asegurar
que este término es acotado, uniformemente con respecto a n, sólo en el intervalo [0, t∗].
Usando la desigualdad (56), se sigue que
‖unt (·, t)‖ ≤ C. (57)
Finalmente, la desigualdad (57) permite probar
‖P∆un(·, t)‖ ≤ C, (58)
para todo t ∈ [0, t∗]. No daremos los detalles de la prueba, dado que es completamente
análoga a la prueba del Lema 4.4. X
Es posible demostrar un resultado análogo para σn, que enunciamos a seguir.
Lema 4.11. Si para alguna constante K > 0 la desigualdad ‖∇σn(·, t)‖2 ≤
K
γn+1
se
satisface en un intervalo [0, t∗], entonces existe C > 0, independiente de n, tal que para
todo t ∈ [0, t∗]
‖∆σn(·, t)‖2 ≤ C. (59)
A continuación, para su uso posterior, estimaremos el término ∇Pn(ψ
n − ξ) = ∇ψn −
∇Pnξ. Primero, obsérvese que vn satisface
(vnt ,φ
n) + ν(∇vn,∇φn) + (u · ∇u,φn) = (θf ,φn), (60)
para todo φn de la forma φn(x) =
∑n
k=1 dkw
k(x). Substrayendo la ecuación (15) de la
ecuación (60), obtenemos
(ψnt ,φ
n) + ν(∇ψn,∇φn) = (u · ∇u,φn)− (un · ∇un,φn) + (σnf ,φn)− (εnf ,φn),
o equivalentemente, para toda φ ∈ V y para todo t ≥ 0:
(ψnt ,φ) + ν(∇ψ
n,∇φ) + (u · ∇ψn,φ) + (ψn · ∇u,φ) + (ψn · ∇ψn,φ)
= (σnf ,φ)− (εnf ,φ)
+ (Qn(ε
nf),φ)− (Qn(σ
nf ),φ) + (Qn(u · ∇ψ
n),φ)
+ (Qn(ψ
n · ∇u),φ) + (Qn(ψ
n · ∇ψn),φ) + (Pn(ψ
n · ∇en),φ)
+ (Pn(e
n · ∇ψn),φ) + (Pn(u · ∇e
n),φ) + (Pn(e
n · ∇vn),φ)
= (σnf ,φ)− (εnf ,φ) + (Qn(ε
nf),φ)− (Qn(σ
nf),φ) + (K,φ),
(61)
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donde
K = Qn(u · ∇ψ
n) +Qn(ψ
n · ∇u) +Qn(ψ
n · ∇ψn)
+ Pn(ψ
n · ∇en) + Pn(e
n · ∇ψn) + Pn(u · ∇e
n) + Pn(e
n · ∇vn).
Por otro lado, tomando el producto interno de la ecuación (22) con φ e integrando por
partes, obtenemos
(ξt,φ) + (u · ∇ξ,φ) + (ξ · ∇u,φ) + (ξ · ∇ξ,φ) + ν(∇ξ,∇φ) = (ηf ,φ). (62)
Substrayendo la ecuación (62) de la ecuación (61) obtenemos
(Θt,φ) + ν(∇Θ,∇φ) = −(u · ∇Θ,φ)− (Θ · ∇u,φ)− (Θ · ∇ψ
n,φ) + (ξ · ∇Θ,φ)
− (Ψf ,φ) + (Qn(σ
nf),φ)− (εnf ,φ) + (Qn(ε
nf),φ) + (K,φ), (63)
donde Θ := ψn − ξ y Ψ = σn − η. Haciendo φ = AΘ, tenemos
1
2
d
dt
‖∇Θ‖2 + ν‖AΘ‖2 = −(u · ∇Θ, AΘ)− (Θ · ∇u, AΘ)− (Θ · ∇ψn, AΘ)
− (ξ · ∇Θ, AΘ)− (Ψf , AΘ) + (Qn(σ
nf ), AΘ) (64)
+ (εnf , AΘ) + (Qn(ε
nf ), AΘ) + (K, AΘ).
Ahora acotamos cada término del lado derecho de la identidad (64). Dado ǫ > 0, encon-
tramos:
|(u · ∇Θ, AΘ)| ≤ ǫ‖AΘ‖2 + C(ǫ)‖Au‖2‖∇Θ‖2,
|(Θ · ∇u, AΘ)| ≤ ǫ‖AΘ‖2 + C(ǫ)‖Au‖2‖∇Θ‖2,
|(Θ · ∇ψn, AΘ)| ≤ ǫ‖AΘ‖2 + C(ǫ)‖Aψn‖2‖∇Θ‖2,
|(ξ · ∇Θ, AΘ)| ≤ ǫ‖AΘ‖2 + C(ǫ)‖Aξ‖2‖∇Θ‖2,
|(Pn(e
n · ∇vn), AΘ)| ≤ ǫ‖AΘ‖2 +
C(ǫ)
λn+1
‖Au‖2,
|(Pn(u · ∇e
n), AΘ)| ≤ ǫ‖AΘ‖2 +
C(ǫ)
λn+1
‖Au‖2,
|(Pn(e
n · ∇ψn), AΘ)| ≤ ǫ‖AΘ‖2 +
C(ǫ)
λn+1
‖Aψn‖2,
|(Pn(ψ
n · ∇en), AΘ)| ≤ ǫ‖AΘ‖2 +
C(ǫ)
λn+1
‖Aψn‖2,
[Revista Integración
Ecuaciones de Boussinesq 51
|(Qn(ψ
n · ∇ψn), AΘ)| ≤ ǫ‖AΘ‖2 +
C(ǫ)
λn+1
‖Aψn‖4,
|(Qn(ψ
n · ∇u), AΘ)| ≤ ǫ‖AΘ‖2 +
C(ǫ)
λn+1
‖Au‖2‖∇ψn‖2,
|(Qn(u · ∇ψ
n), AΘ)| ≤ ǫ‖AΘ‖2 +
C(ǫ)
λn+1
‖Au‖2‖∇ψn‖2,
|(Qn(σ
nf ), AΘ)| ≤ ǫ‖AΘ‖2 +
C(ǫ)
λn+1
‖∆σn‖2,
|(Qn(ε
nf , AΘ)| ≤ ǫ‖AΘ‖2 +
C(ǫ)
λn+1
‖∆θ‖2,
|(εnf , AΘ)| ≤ ǫ‖AΘ‖2 +
C(ǫ)
γn+1
‖f‖23,
|(Ψf , AΘ) ≤ ǫ‖AΘ‖2 + Cǫ‖∇Ψ‖
2‖f‖23.
Para uso posterior, vamos a acotar el término ∇Ψ = ∇σn−∇η. Obsérvese que χn verifica
(χnt , ̺
n) + (∇χn,∇̺n) + (u · ∇θ, ̺n) = (g, ̺n), (65)
para toda ̺n de la forma ̺n(x) =
∑n
k=1 bkφ
k(x). Substrayendo la ecuación (16) de la
ecuación (65), obtenemos
(σnt , ̺
n) + λ(∇σn,∇̺n) = (u · ∇θ − un · ∇θn, ̺n). (66)
Obsérvese que,
(u · ∇θ − un · ∇θn, ̺n)
= −(u · ∇σn, ̺n)− (σn · ∇θn, ̺n) + (u · ∇εn, ̺n) + (en · ∇θn, ̺n)
= −(u · ∇σn, ̺n)− (ψn · ∇θ, ̺n)− (ψn · ∇σn, ̺n) + (ψn · ∇εn, ̺n)
+ (en · ∇σn, ̺n) + (u · ∇εn, ̺n) + (en · ∇χn, ̺n).
Usando esta identidad en (66), para todo ̺ ∈ H10 (Ω) y t ≥ 0, obtenemos
(σnt , ̺) + λ(∇σ
n,∇̺) + (u · ∇σn, ̺) + (ψn · ∇θ, ̺)
+ (ψn · ∇σn, ̺) = −(Sn[u · ∇σ
n], ̺),
(Sn[ψ
n · ∇θ], ̺) + (Sn[ψ
n · ∇σn], ̺) + (Rn[ψ
n · ∇εn], ̺) (67)
+ (Rn[e
n · ∇ψn], ̺) + (Rn[u · ∇ε
n], ̺) + (Rn[e
n · ∇χn], ̺) = (πn, ̺).
Por otro lado, tomando el producto interno de ̺ con (23) e integrando por partes, obte-
nemos
(ηt, ̺) + λ(∇η,∇̺) + ((u+ ξ) · ∇η, ̺) + (ξ · ∇θ, ̺) = 0. (68)
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Substrayendo la ecuación (68) de la ecuación (66), obtenemos
(Ψt, ̺) + λ(∇Ψ,∇̺) + (Θ · ∇θ, ̺) + (u · ∇Ψ, ̺) + (ψ
n · ∇Ψ, ̺)
+ (Θ · ∇η, ̺) = (πn, ̺). (69)
Después de algunos cálculos podemos mostrar la siguiente desigualdad, tomando ̺ = ∆Ψ:
d
dt
‖∇Ψ‖2 + λ‖BΨ‖2 ≤ C(‖Au‖2 + ‖Aψn‖2)‖∇Ψ‖2
+ C‖∇Θ‖2(‖Bη‖2 + ‖Bθ‖2) + ‖πn‖2. (70)
Ahora, vamos a estimar ‖πn‖2. Tenemos
‖πn‖2 ≤ ‖Qn[u · ∇σ
n]‖2 + ‖Sn[ψ
n · ∇θ]‖2 + ‖Sn[ψ
n · ∇σn]‖2
+ ‖Rn[ψ
n · ∇εn]‖2 + ‖Rn[e
n · ∇ψn]‖2 + ‖Rn[u · ∇ε
n]‖2 + ‖Rn[e
n · ∇χn]‖2.
Recordemos que
‖SnΥ‖
2 ≤
1
γn+1
‖Υ‖2H1 .
Usando esto, deducimos:
‖Sn[u · ∇σ
n]‖2 ≤
C
γn+1
‖u · ∇σn‖2H1 ,
‖Sn[ψ
n · ∇θ]‖2 ≤
C
γn+1
‖ψn · ∇θ‖2H1 ,
‖Sn[ψ
n · ∇σn]‖2 ≤
C
γn+1
‖ψn · ∇σn‖2H1 ,
‖Rn[ψ
n · ∇εn]‖2 ≤
C
γn+1
‖Aψn‖2‖Bθ‖2,
‖Rn[e
n · ∇ψn]‖2 ≤
C
λn+1
‖Aψn‖2‖Au‖2
‖Rn[u · ∇ε
n]‖2 ≤
C
γn+1
‖Au‖2‖Bθ‖2,
‖Rn[e
n · ∇χn]‖2 ≤
C
λn+1
‖Au‖2‖Bθ‖2.
Consecuentemente, tenemos
‖πn‖2 ≤ C
(
1
λn+1
+
1
γn+1
)
F+ C
1
λn+1
G, (71)
donde F = ‖Aψn‖2‖Bθ‖2 + ‖Aψn‖2‖Au‖2 + ‖Au‖2‖Bθ‖2 y G = ‖Aψn‖2 + ‖∇σn‖2 +
‖Aψn‖2‖Bσn‖2.
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Usando esta estimativa en (70), tenemos
d
dt
‖∇Ψ‖2 + λ‖BΨ‖2 ≤ C(‖Au‖2 + ‖Aψn‖2)‖∇Ψ‖2 + C‖∇Θ‖2(‖Bη‖2 + ‖Bθ‖2)
+ C
(
1
λn+1
+
1
γn+1
)
F+ C
1
λn+1
G. (72)
Sumando las desigualdades (64) y (72), obtenemos
d
dt
(‖∇Θ‖2 + ‖∇Ψ‖2) + C1(‖AΘ‖
2 + ‖∆Ψ‖2)
≤ C
(
‖Au‖2 + ‖Aψn‖2 + ‖f‖2L3
)
‖∇Ψ‖2
+ C‖∇Θ‖2
(
‖∆η‖2 + ‖∆θ‖2 + ‖Au‖2 + ‖Aψn‖2 + ‖Aξ‖2
)
(73)
+ C
(
1
λn+1
+
1
γn+1
)
(F+G+ ‖Au‖2 + ‖∆θ‖2 + ‖∆σn‖2).
Usando el Lema de Gronwall, obtenemos:
‖∇Θ(t)‖2 + ‖∇Ψ(t)‖2
≤ exp
(∫ t
t0
H(s)ds
)(
‖∇Θ(t0)‖
2 + ‖∇Ψ(t0)‖
2 +
∫ t
t0
L(s)ds
)
, (74)
donde
H = C
(
‖∆η‖2 + ‖∆θ‖2 + ‖Au‖2 + ‖Aψn‖2 + ‖f‖23 + ‖Aξ‖
2
)
,
L = C
(
1
λn+1
+
1
γn+1
)
(F+G+ ‖Au‖2 + ‖∆θ‖2 + ‖Bσn‖2).
Resumimos los resultados en el siguiente lema.
Lema 4.12. Supóngase que ‖∇ψn(·, t)‖ ≤ K/λk+1 y ‖∇σn(·, t)‖ ≤ K/γk+1 se satisface
para alguna constante K > 0 y todo t en un intervalo dado 0 ≤ t0 ≤ t ≤ t¯. Sean ξ y
η como en el problema (22)-(26), y las funciones Θ, Ψ, H y L definidas anteriormente.
Entonces, para todo t ∈ [t0, t¯ ] tenemos
‖∇Θ(·, t)‖2 + ‖∇Ψ(·, t)‖2
≤ C
(
‖∇Θ(·, t0)‖
2 + ‖∇Ψ(·, t0)‖
2 +
1
λn+1
+
1
γn+1
)
Z(t)
+ C(t− t0)
(
1
λn+1
+
1
γn+1
)
Z(t),
(75)
donde Z(t) = exp
(∫ t
t0
H(τ)dτ
)
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Observación 4.13. Observemos que, al usar la hipótesis (19) y debido a las estimaciones
(48), (42) y el Lema 4.10 tenemos:∫ t
t0
H(τ)dτ
= C
∫ t
t0
(‖∆η(τ)‖2 + ‖∆θ(τ)‖2 + ‖Aξ‖2 + ‖Au(τ)‖2 + ‖Aψn(τ)‖2 + ‖f(τ)‖23)dτ
≤ C˜(t− t0).
(76)
De ahora en adelante fijamos las constantes C y C˜ que aparecen en las desigualdades
(75) y (76). Probaremos ahora que las cotas para ‖∇ψn‖ y ‖∇σn‖, necesarias en los
Lemas 4.10 y 4.12, se satisfacen para n suficientemente grande.
Proposición 4.14. Existen K > 0 y N ∈ N tales que si n ≥ N , entonces ‖∇ψn(·, t)‖2 <
K
λn+1
y ‖∇σn(·, t)‖2 <
K
γn+1
para todo t ≥ 0.
Demostración. Escojamos T tal que sup[M21F (T )
2,M22G(T )
2] ≤ 14 . Sea K := 8C(1 +
T )eC˜+C˜T , y sea N suficientemente grande tal que sup
{
K
λn+1
,
K
γn+1
}
< δ si n ≥ N . Bajo
estas condiciones, tenemos
‖∇ψn(·, t)‖2 + ‖∇σn(·, t)‖2 <
K
λn+1
+
K
γn+1
, (77)
para todo t ≥ 0. En efecto, supóngase que la desigualdad (77) no se satisface. Así, existen
n ≥ N y t∗ > 0 tales que
‖∇ψn(·, t∗)‖2 + ‖∇σn(·, t∗)‖2 =
K
λn+1
+
K
γn+1
. (78)
Podemos tener t∗ ≤ T o t∗ > T . Si t∗ ≤ T , considérese t0 = 0, ξ = 0, η = 0, t¯ = t∗. En
este caso, ‖∇Θ‖ = ‖∇ψn‖ y ‖∇Ψ‖ = ‖∇σn‖. Además, usando el Lema 4.12, tenemos
‖∇ψn(·, t∗)‖2 + ‖σn(·, t∗)‖2 ≤
(
C
λn+1
+
C
γn+1
+
(
C
λn+1
+
C
γn+1
)
T
)
eC˜+C˜T
=
K
9
(
1
λn+1
+
1
γn+1
)
<
K
λn+1
+
K
γn+1
,
lo cual contradice (78). Si t∗ > T , aplicando el Lema 4.12 con t¯ = t∗, t0 = t∗ − T y
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ξ(x, t), η(x, t) tales que ξ(x, t0) = ψ
n(x, t0), y η(x, t0) = σn(x, t0), obtenemos
‖∇ψn(·, t∗)−∇ξ(·, t∗)‖2 + ‖∇σn(·, t∗)−∇η(·, t∗)‖2 ≤
(
C
λn+1
+
C
γn+1
T
)
eC˜+C˜T
=
K
9
(
1
λn+1
+
1
γn+1
)
.
En particular obtenemos
‖∇ψn(·, t∗)‖2 ≤ 2
(
‖∇ψn(·, t∗)−∇ξ(·, t∗)‖2 + ‖∇ξ(·, t∗)‖2
)
≤ 2
(
K
9
(
1
λn+1
+
1
γn+1
)
+M22 ‖∇ξ(·, t0)‖
2F (T )2
)
;
también tenemos
‖∇σn(·, t∗)‖2 ≤ 2
(
‖∇σn(·, t∗)−∇η(·, t∗)‖2 + ‖∇η(·, t∗)‖2
)
≤ 2
(
K
9
(
1
λn+1
+
1
γn+1
)
+M21 ‖∇η(·, t0)‖
2G(T )2
)
.
Sumando estas dos últimas desigualdades tenemos que el resultado aún contradice (78).
Esto prueba la proposición. X
5. Prueba del Teorema 3.3
Usando (49) y la Proposición 4.14, obtenemos directamente
‖∇u(·, t)−∇un(·, t)‖2 ≤ 2(‖∇ψn(·, t)‖2 + ‖∇en(·, t)‖2) ≤
C
λn+1
+
C
γn+1
, (79)
que es la primera cota establecida en el Teorema 3.3. Para demostrar la segunda, usamos
nuevamente la Proposición 4.14 y la desigualdad (53), obteniendo
‖∇θ(·, t)−∇θn(·, t)‖2 ≤ 2(‖∇σ(·, t)‖2 + ‖∇εn(·, t)‖2) ≤
C
λn+1
+
C
γn+1
, (80)
que es la estimación deseada. Esto completa la prueba del Teorema 3.3.
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