The measure of linearity is an important part of the evaluation of a method. According to the NCCLS guidelines (Document EP6-P), results of a linearity experiment are fit to a straight line and judged linear either by visual evaluation, which is subjective, or by the lack-of-fit test. This approach depends on the precisionof the method, is not necessarily conclusive, and fails to be quantitative. We define linearity as a measure of how well a first-order (linear) polynomial fits the data compared with a higherorder (nonlinear) polynomial. The major property of a linear polynomial is that the first derivative is a constant. The nonlinearity of a method can be measured by the difference between these two polynomials (first-orderand higher-order) at specific values or, as an average, the root-mean difference. This approach is independent of the precision of the assay and is conclusive, quantitative, and objective. 
Peters and Westgard (1) have described a procedure for measuring linearity. The definition and methods for linearity given in the NCCLS guidelines for linearity (2) demonstrate six major deficiencies: (a) The lack-of-fit test is dependent on the precision of the method. (b) The pure error is difficult to evaluate by using true repeats. (c) Passing the lack-of-fit test does not guarantee that a method is linear, only that the present evidence is insufficient to exclude linearity as a possible model; one can draw only the conclusion that "it is a plausible model which has not been found inadequate by the data" (4) . Passing the test does not provide evidence that the current model is an adequate fit of the data. ( Visual evaluation of linearity is subjective. The lackof-fit criterion, also, is inadequate to describe linearity as it needs to be applied in clinical chemistry. Exactness and rigor are necessary to improve the regulatory pro- In general, we will discuss five properties of linear functions; the first two properties define a linear function in the mathematical sense. The mathematical definition that some function, fix), is linear, is that the function of the sum is equal to the sum of the functions, and that the function of the product of a constant and the independent variable equals the product of the constant and the function. Written out, these equations where u and v are variables, c is a constant, and f is the function.
As an example, take the function ffx) = b1x. For u=u(x) and uu(x), and Uu + v,
flc.u)= b1cu= cbju= c.fiu).
Therefore, /(x) = b1 x is linear.
It is just as easy to prove that a function is nonlinear.
Take the function g(x) = x2.
g(u+v)=(u+u)2=u2+2uu+v2={u2+u2}+2uv
and
Because properties 1 and 2 do not hold, the function g(x)
= x2 is not linear.
Thus it is easy to distinguish between a linear and a nonlinear function without ambiguity. The afline function, h(x) = b0 + b1x, is another important function that is not linear. To prove it is nonlinear, note that h(u+v)=h(U)= b0+b1U= bo+bj(u+v) Calculate the distance between the first-and higher-order polynomials at a specific value for x, where the distance between the polynomials 
N which is the root-mean-difference between the two functions (polynomials) over the entire range of values for that method.
They-and x-axes must be appropriately scaled if the value of is to represent the same degree of nonlinearity for all analytical methods. First, one must reduce the x-axis so that it ranges from 0 to 1 by dividing the highest values into all the others. Then, take the highest result on they-axis and divide all the values of fix) and g(x,) by it. Both y-and x-axes will then range between 0 and 1. From the regression analysis when the x-axis represents the sample number, s (e.g., five samples are labeled s = 1, 2 = 2, 5 = 3, 84 = 4, and 85 = 5), replace s with 5 x in the functions; thus, write as 
1).
This evaluation for puts all models and methods (if they use the same range for x) on an equal footing. It is thus possible to report the degree of linearity or nonlinearity with a uniform format. The deviations of many different types of nonlinear functions-exponential, sine, sigmoidal, and hyperbolic-can be expressed as the degree of nonlinearity (Figure 1 ). This test can be used to compare the relative linearity of methods. One can quantify the nonlinearity of this data by using the steps listed in Appendix 1. We performed the polynomial regression analysis by using the program StatView SE + Graphics (Abacus Concepts, Inc., Berkeley, CA) and running it on a Macintosh U. We were limited in the degree of the polynomials we could obtain because there were only five different concentrations of chloride; thus, we went up to only the fourth-order polynomial.
In Table 1 we show the results of the regression analyses, separated by the order of the polynomial.
Polynomial Regression Analysis of Unearity Data
The analysis of these different polynomial regressions depends on the significance of the coefficients (Table 1) . For each order we do not concern ourselves with the y-intercepts, because we can always translate the graph of the data. For each power of x within an order of a polynomial, we determine the probability that the coefficient is not different from zero, which is accomplished by performing a t-test for each coefficient: df, degrees offreedom of the residuals.
cally significant and must be considered as a possible best regression for the data.
With the second-order polynomial, we find a similar significance for the probability that the coefficient of the first term, x, is 0.0001, which is <0.05 and is considered statistically significant.
Similarly,the coefficient for the second term, x2, has a probability that it is no different from zero at 0.0001, even though its value is less than that of the coefficient of the first term. Thus, the secondorder polynomial is also a plausible model of the data and must be considered a potential candidate as the best possible regression of the data. For the third-order polynomial, the coefficient for the first term is significant (P <0.05); however, the probabilities that the coefficients for the second and third terms, x2 and x3, respectively, are different from zero are >0.05 (0.438 and 0.159, respectively). Thus, the thirdorder polynomial is not an alternative model to the first-order polynomial.
The statistical significance for the coefficients of the terms of the fourth-order polynomial is worse than for those of the third-order polynomial. The probabilities for nonzero coefficients for all the terms, x, x2, x3, and x4, are >0.4-i.e., none is statistically significant-so the fourth-order polynomial is not an alternative model to the first-order polynomial.
Thus, we are left with only the first-and second-order polynomials as models for the data.
We choose the better polynomial by determining which fits the data the best. Theoretically, as one fits the data with different models, the mean squares of the residuals decrease until one finds the best model (4,12). To determine whether the difference between the mean square of the residuals for two possible models is statistically significant, one applies the F-test and uses a 10% level of significance. From Table 1 , the mean squares of the residuals are 0.861 and 0.307, and the degrees of freedom for the residuals are 18 and 17 for the first-and second-order polynomials, respectively.
The sum of squares of the residuals is found for each model by multiplying the mean square of the residual by the number of degrees of freedom. Thus, the sum of squares of the residuals for the first-order polynomial is 15.5 and for the second-order polynomial is 5.2. The difference between these sums of squares of the residuals is 10.3 with one degree of freedom; thus, the mean square of the residuals for the difference between models (polynomials) is 10.3. F is equal to the mean square of the residuals of the difference divided by that of the secondorder polynomial: F = 10.5/0.307 = 33.6, with 1 degree of freedom for the numerator and 17 degrees of freedom for the denominator.
The critical value for F at the 10% level of confidence is 3.03 and at the 5% level, 4.45. Thus, the second-order regression is a statistically significant better fit than the first-order one. If the calculated value ofF had been less than the critical value, the difference would not have been statistically significant, and one would be justified in declaring the method linear. Because the second-order polynomial is the best model for the data, the method is nonlinear over the chosen domain of the study (range of concentrations) and requires further evaluation as to the significance of the nonlinearities.
A simple screen can be used to calculate F. Divide the square of the residuals for the first-order polynomial by that of the second-order polynomial: 0.861/0.307 = 2.8. The critical value ofF at the 10% level of significance, with 18 degrees of freedom for the numerator and 17 degrees of freedom for the denominator, is 1.88. The mean square of the residuals for the second-order polynomial is statistically significantly smaller than that for the first-order polynomial. if F is greater than the critical value for F, one need not proceed with the more rigorous test as shown in the previous paragraph. 1fF was less than the critical value of F, then the more rigorous test must be used to determine whether there was a statistically significant difference between the linear and nonlinear regression analyses.
If there is a discrepancy between the null hypothesis for the nonlinear coefficients and the F-test based on the residuals, one must carefully scrutinize the data and the regression analyses for errors. Additional concentrations of analyte may be required to resolve the discrepancy.
DifferenceTest to Measure Nonlinearity
One can objectively quantify the nonlinearities once both the linear and nonlinear polynomials are available to work with (see Appendix 2) . The linear model is given by y = 68.25 + 10.25x, and the nonlinear one by y = 71.25 + 7.68x + 0.43x2 (see Figure 2) . Note that the y-intercept and the coefficients of all terms are used. It is necessary to use all the coefficients in a regression, even if only one or two are statistically significant.
Thus, if a
fourth-order polynomial proved to have the best fit, but only the coefficients of the first-, second-, and third-order terms were statistically significantly different from zero, the coefficients of all the terms still must be used in the polynomial for calculating y.
With the difference test, one calculates the values for y with both polynomials, using at least 2n -1 values of x, where n is the number of different concentrations of analyte used in the linearity study. After determining the difference between the two models at each value of x, one calculates the percentage difference ( Table 2 ).
The percentage difference test (Table 2) shows that the greatest difference occurs at the low end, with chloride being -1.1% at -79 mmolJL. The absolute difference at this value is 0.9 mmolfL. Further, all the absolute differences between the first-and second-order polynomials are between 0.1 and 0.9 mmol/L. Exainining the original data that were used for the regression shows that the smallest difference between any two results is 1.0 mmol/L. This smallest difference is dictated by the inherent imprecision and rounding algorithm of the method. That a method is linear implies that when we determine an analyte from a patient from one time period to the next, we can uniformly detect a change over the entire range of concentrations. When the difference between first-order (linear) and higherorder fits is less than this smallest detectable difference, then the difference is not analytically significant.
One must consider the case when some of the differences between the linear and nonlinear polynomials are greater 
Discussion
The current definition for linearity-that the inputoutput relationship between the analyte concentration and value determined by the method fit a straight line-is vague. The test suggested by the NCCLS guidelines is also ambiguous, because first it recommends analysis by eye and then use of the lack-of-fit test if the curve fails the examination by eye (2) . Further, the NCCLS guidelines fail to explain how linearity is related to the lack-of-fit test. The lack-of-fit test is not sufficiently selective or robust to be used without creating difficulties and does not yield a quantitative result
We derived our definition of linearity from the mathematical concept of the linear function. We expanded the definition by allowing translations.
A simple rule, that the first derivative of the function describing the input-output relationship with respect to the input be a constant, can describe the linearity concept as used in clinical chemistry. The curve need not pass through the origin, although ideally it would do so. The derivation of this definition of linearity follows logically from previously established concepts.
One problem with the lack-of-fit test is that it is dependent on the precision of the method. The lack-of-fit test uses the F-test to compare the mean square due to bias with the mean square due to pure error against the 100(1 -a)% point of an F-distribution, where a is the level of significance (4, 11) . The mean square due to pure error is related to the precision of the method. The sum of squares due to pure error is calculated as replicates (11) . Thus, the sum of squares due to the pure error can be rewritten as
The tighter the precision of the method, the smaller the SSe; the looser the precision, the greater the SSe. Thus, for methods with the same mean square due to bias, i.e., lack of fit, those with better-than-average precision will be penalized and those with less-than-average no error terms at all. The 1test and difference test both require functions determined by polynomial regression analysis, but here, as the precision improves, so does the estimate of the functions. Further, the better the precision, the better the probability of finding which function models the input-output relationship data the best. Even though with very precise methods a nonlinear model that is only slightly different from the linear model may prove the best, its nonlinearity and percentage nonlinearity at specific values can be precisely quantified. From such information, clinical judgment can be applied.
Another problem with the lack-of-fit test is that the pure error is difficult to properly assess because the repeats must be true repeats (4). This would entail that each repeat be made from a separate mixture of the high-and low-stock samples and that repeats would be run day-to-day, similar to the procedure for estimating the standard deviations for quality-control materials. Such a procedure is neither recommended in the NCCLS EP6 document nor practiced by the College of American Pathologists with the materials they distribute. Failure to use true repeats underestimates the sum of squares due top error and would overestimate the number of methods failing the lack-of-fit test. Given the instability of many analytes when present in high concentrations and (or) when lyophilized, the reconstitution and storage of reconstituted materials may be impractical. Our approach does not require any repeats. are by following our approach as set forth. Another advantage of our approach is that it provides a language for discussion. Such a language allows us to ask why a method is nonlinear, which is the first step in correcting the problem. In the NCCLS EP6 approach, the notion that the plotted results should look like a straight line is vague and subjective. Further, the lack-of-fit test talks about the sum of squares due to bias and the sum of squares due to the pure error such language is far removed from the topic of linearity. Our methods change the subject matter to a discussion of first-(linear) and higher-order polynomials.
The language is now of firstorder polynomials, which are linear, and of the difference between them and higher-order polynomials. This difference expresses the nonlinearity in quantitative and objective terms. As mentioned above, when one shows that a first-order polynomial is the best fit, one has proven that the method is linear. The language that our method provides separates linearity from nonlinearity in mathematical-linear and nonlinear functions-as well as statistical-firstand higher-order polynomials-terms. Our approach quantifies the relative degree of linearity between methods by mean of the test (root-meandifference) and the absolute nonlinearity for single methods by means of the difference test. Such a combination of terms and tests should make it easier to discuss linearity.
Finally, the lack-of-fit test fails to provide a quantitative measure of the degree of linearity or nonlinearity. produce a table that presents these $ coefficients,as well as the t-value and the probability (see coefficients in Table 1 ). The probability represents the probability that the value for the $ coefficient is significantly different from zero, as measured by the t-test. 
