Introduction
The researches on the role of the state in the development have generated many debates and countless pages of writings. Albeit, the new millennium poses new challenges for policy makers; government, private sectors and social segments together must set the development agenda of tomorrow to meet the diverse and changing needs. The appropriate role of government in the new millennium, in particular, appears to be an interesting and challenging one. Thus, if the future of modern economies and societies needs to be very different from the past, it will require a much sharper focus on radical development policy agendas (Karagiannis and Madjd-Sadjadi, 2007) . The state concept and roles have been drastically changed in last five decades. In recent years, expectations from government to play special role has been significantly increased. The general mood is changing to have different type of state plans in very new perspectives, new structures and new attitudes to develop economy and sub sectors. Therefore, it is crucial to understand how stronger, more interventionist states will interact with today's highly globalized international economy (Ohnesorge et al, 2010) . This is why some economists like Evans believes that sterile debates about 'how much' states intervene have to be replaced with arguments about different kinds of involvement and their effects. Contrasts between 'dirigiste' and 'liberal' or 'interventionist' and 'noninterventionist' states; focus attention on degree of departure from ideal-typical competitive markets. They confuse on the basic issues. In the contemporary world, withdrawal and involvement [of the state] are not the alternatives. State involvement is a given. The appropriate question is not 'how much' but 'what kind' (Evans, 1995) . Many studies have conceded the role of state in economic changes and achieved development goals (Chang & Rowthorn, 2009 , Madden & Cytron, 2003 . Ever since the states have started to make developmental policies and intervene into agricultural development; scientist try to answer key questions on what would be pros and cons of the state interventions. Failure of invisible hands of the market to deliver developmental desires; in light of understanding development mechanism, rules and processes; have made modeling state interventions policies, an interesting and challenging task for the policymakers. In country like Iran, by decades of policymaking history on state interventions and state willing and passion to interfere into agriculture sector; structure the policies of state to intervene into this sector is crucial and necessary, yet difficult and strategic topic. It is widely accepted that Iran state who has absolute controlling power, coming from making rules and using monetary tools; directly and indirectly acts as driver force to re-structure the developmental policies (Sinayiee, 2005) . Having said that the state is the tailwind toward development in Iran, many questions are posed on special role of the government in agricultural development. Notwithstanding, like many other Asian countries, as staple food for the overwhelming majority of the population, rice is ultimately a food security concern in Iran (it is the second staple food item after wheat). Therefore, government's responsibility to provide substantial intervention in terms of both regulation and support is indispensable. However, from the other rice producing countries experiments, it has been revealed that the state interventions are to ensure the continued viability of rice production and guaranteed sufficient number of farmers would continue to plant enough rice to feed the population. Having said that, Obanil & Dano (2005) have shown under the framework of continuing state intervention, options for developing rice production to meet domestic requirements are not very much different. Therefore, finding the appropriate formula comprising production related and market-based interventions by the state, determine whether the goal of achieving self-sufficiency [strategic goal for many Asian countries as well as Iran] would ultimately be realized.
Global rice data shows Iran was the 4 th biggest rice importer country in the world in 2010
by over 985,000 T imported rice, which was accounted for 3.4% of total exported rice (Rice International Conference & Exhibition, 2011) . Giving this situation, rice production in Iran has challenges which can be named few; natural resources degradations, low pace in rural growth and development, limited farmers participation to set the policies and make decisions, existing powerful and effective traditional local-social structures, high risk and cost of production, deficiency in rice industry and lands leveling, fragmented farms, and change of land usage to project businesses (Fallah, 2007) . Notwithstanding, state agencies in Iran are inattentively planning and executing projects mostly without rice farmers' involvement and participations. Due to lack of belief in farmers effective role in development, most of the Iranian state plans and programs in this section had been developed without feasibility studies and scientific background (Najafi, 2000) . Consequently, the rice farmers are disengaged and inattentive to government projects and plans. They are not willing to follow state planned goals in regards to rice production (Fallah, 2007) . Therefore, organizational structure and current complex of state plans and projects toward agricultural development could not respond to this section needs and priorities; and as result; government cannot analyze challenges and issues in rice production business to develop suitable solutions (Anonymous, Iran Ministry of Agriculture think-tank, 2009 ). This is why the state and rice farmers have totally different priorities, goals, preferences, expectations and even separate action plans, which leave issues untreated; problems unresolved and might create even more issues. Knowing this fact that every year, Iran's government spends millions of dollars to achieve rice self-sufficiency goal and develop rice production; makes studying state interventions policies in rice sector merit and strategic topic; to plan state interventions in a manner that brings the highest benefits to the targeted group in line with the intended development path. To this end, state intervention policies should be re-structured again; fit the agro-ecological and socio-economical policy environment of Iran. Such interfering developmental programs would then have greater chance of being accepted and practiced in more sustainable manner than programs based on temporary incentives or coercive pressure.
To address these challenges and increase the productivity and growth in business of rice production; this paper, as part of the PhD dissertation entitled: Designing the Structure of State Interventions for Developing Rice Production in Northern Region of Iran Based on Framers' Preferences; is aimed to re-structure the state intervention policies in Iran rice sector. The study has reviewed state policies in regards to rice production development in major rice producing countries to propose state intervention structure and accordingly has identified areas that state should take the plunge to develop the rice production. Following that, Structural Equation Modeling (SEM) techniques has been applied to re-model state strategies, policies and plans, given this fact that identify underplaying factors and constructs could help the state to allocate its rare resources more effectively in this section.
Theoretical Method
According to Workman (2008) , Asian countries enjoy a prohibitive lead in farming rice, China and India, together, accounted for over half of the world's rice supply in 2006. Empirical studies have shown several factors contributing to the rice production across major rice producing countries (i.e. in Asia) that among them, main factors are the adoption of modern varieties (HYVs), use of inorganic fertilizers, availability of irrigation facilities, and government commitment to support rice production. However, according to Rice Trade (2010) there has been a major decline in world rice production since late 2007 due to many eternal & out of control factors, including climatic conditions in many major rice producing countries as well as policy decisions affected rice export by the governments of countries with considerable rice production. Nevertheless, according to the Food and Agriculture Organization (FAO) of the U.N., 80% of the world rice production comes from 6 countries including, China, India, Indonesia, Vietnam, Thailand, Myanmar and Philippines (Ibid). To define a theoretical model for analyzing and evaluating policies of the states in rice sector in Iran, commonalties of the state intervention policies in major rice producing countries ( that states of major rice producing countries across the world have been taking to tackle key issues in rice production. The initial assumption was, in the absence of any analytical model that can simplify the complexity of rice production involving factors and serve as an alternative analytical model; the efforts of interventions by the governments in successful countries (i.e. major rice producing countries) can be duplicated as role model. Such a model then can be used further to understand the intricacies of the system and to study in advance the effects of changes in various internal and external variables in the system (Gupta and Kortzfleisch, 1987) . Another assumption of developing this theoretical model was this fact that positive effects of these policies already have been approved by enormous amount of rice these countries are producing. Therefore, following same path might help to build up and implement the same structure to ensure desired result; which is increase in rice output and ultimately developing rice production in Iran. The wide range of policies have been experienced in these countries (see table 2), clearly points to state intervention as crucial factor for the success of increase in rice production. The type of
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December , Vol. 3, No. 12 ISSN: 2222 This structure describes the policy environment that have helped shape the viability of the rice sector and the affordability and reliability of rice supply, specifying the institutional details of state interventions as well as the strategic policies that drive them. It also could help to establish parameters to the design and implement proper structure of the state rice supportive and developmental policies in Iran. (Malekmohammadi, 2008 ) some of statements and variables which could create bias omitted as well. In the next step, measurements of all sub-area policies (IVs) of model run into exploratory factor analysis (Shadfar and Malekmohammadi, 2011a) to see the loading of variables and reduce the number of parameters in the model as well as finding the structure of relationships among variables in each proposed areas. Consequently, factor analysis has identified five major components within data set, accounted for 67.54% of total variance. Consequently, operational model for this study ( fig. 2 ) has created which is shrank version of initial proposed theoretical model for state interventions by totally new IVs and sub-areas compartments.
Analyzing Method
Having two definitions and scales for rice production development as Dependent Variable (DV) of this study, ordinal regression for dichotomous definition of DV and multinomial logistic regression for categorical definition of DV have applied. Model goodness-of-fit parameters showed multicollinearity (MC) among IVs, which was needed proper treatment by calculating VIF & Tolerance (Shadfar and Malekmohammadi, 2013b) . Consequently, three IVs; Infrastructure Development (ID), Trade & Marketing (TM) and STRE & Finance (STREF) ; detected as cause of multicollinearity. However, due to importance of these constructs in model, it was decided to keep them in the model for further analysis. Having results of exploratory factor analysis and application of ordinal and multinomial logistic regressions, the model has finally new five super-variables now, while multicollinearity also diagnosed and at the final stage, study relationships among and between IVs & DV, as well as measuring the fitness of the proposed model is due to identified by application of SEM.
Structural Equation Modeling (SEM)
Researchers can use SEM for purposes of analyzing potential mediator and moderator effects. In addition, by conducting SEM analysis, the researcher can model observed variables, latent variables (i.e., the underlying, unobserved construct as measured by multiple observed variables), or some combination of the two. Regardless of the specific variables the researcher uses, SEM is a confirmatory technique where analyses typically involve testing at least one a priori, theoretical model, and unlike many other statistical techniques, when using SEM the researcher can test the entire theoretical model in one
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December , Vol. 3, No. 12 ISSN: 2222 -583 -analysis. As part of the analysis, the researcher can test both the specific hypothesized relationships among his or her variables and the plausibility of the overall model (i.e., the fit of the model). Clearly, SEM has a number of benefits for the researcher interested in studying relatively complex theoretical models (Martens and Haase, 2006) . SEM grows out of and serves purposes similar to multiple regressions, but in a more powerful way which takes into account the modeling of interactions, nonlinearities, correlated independents, measurement error, correlated error terms, multiple latent independents each measured by multiple indicators, and one or more latent dependents also each with multiple indicators. SEM can be used as a more powerful alternative to multiple regression, path analysis, factor analysis, and analysis of covariance. That is, these procedures may be seen as special cases of SEM, or, to put it another way, SEM is an extension of the general linear model (GLM) of which multiple regression is a part. Advantages of SEM compared to multiple regression include more flexible assumptions (particularly allowing interpretation even in the face of multicollinearity), use of confirmatory factor analysis to reduce measurement error by having multiple indicators per latent variable, the attraction of SEM's graphical modeling interface, the desirability of testing models overall rather than coefficients individually, the ability to test models with multiple dependents, the ability to model error terms, the ability to test coefficients across multiple between-subjects groups. Moreover, where regression is highly susceptible to error of interpretation by misspecification, the SEM strategy of comparing alternative models to assess relative model fit makes it more robust (Garson, 2011a) . In addition, with initial theoretical model, SEM can be used inductively by specifying a corresponding model and using collected data to estimate the values of free parameters; construct latent variables which cannot be directly measured; and explicitly capture the unreliability of measurement in the model, which in theory allows the structural relations between latent variables to be accurately estimated. SEM centers around two steps; validating the measurement model and fitting the structural model. The former is accomplished primarily through confirmatory factor analysis, while the latter is accomplished primarily through path analysis with latent variables. In fact, use of SEM software for a model in which each variable has only one indicator is a type of path analysis. Use of SEM software for a model in which each variable has multiple indicators but there are no direct effects (arrows) connecting the variables is a type of factor analysis (Ibid). In this study, SEM by AMOS 18 as widely accepted software of SEM application has practiced.
Results and Discussions

Measurement Model
Measurement model of this study; extended from the operational model of state intervention policies in rice production development; is illustrated in fig. 3 ; represents models constructs, indicator variables and interrelationships in the model. There is no point in proceeding to the structural model [in SEM] until validity of measurement model is satisfactory (Paswan, 2009 ). This can be done by Confirmatory Factor Analysis (CFA). By CFA, factor structure on basis of a good theory can be specified. CFA can also provide quantitative measures that assess the validity and reliability of proposed theoretical model. Basically two broad approaches available to assess the measurement model validity by CFA. First is examining Goodness-of-fit (GOF) indices and the second is evaluate the construct validity and reliability of the specified measurement model (Ibid). SEM has no single statistical test that best describe the strength of model's prediction. Instead, different type of measures, have developed by researchers; in combination assess the results. In this study GOF indices are presented first and later validity and reliability of measurement model is discusses. The initial measure of GOF is SRMS (Standardized Root Mean Square Residual), 
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December , Vol. 3, No. 12 ISSN: 2222 -585 -which is the average difference between the predicted and observed variances and covariances in the model, based on standardized residuals. Standardized residuals are fitted residuals [residual covariance]. The smaller the SRMR, the better the model fit. SRMR = 0 indicates perfect fit, value less than .05 is widely considered good fit and below .08 is adequate fit (Garson,2011a) . Despite in the literature cutoff at larger than < .10, .09, .08 also found; SRMS of this study sample calculated by Amos was 0.0644 which is in range of adequate fit.
In reference to model fit, researchers use numerous goodness-of-fit indicators to assess a model. Some common fit indices are the Normed Fit Index (NFI), Non-Normed Fit Index (NNFI, also known as TLI), and Incremental Fit Index (IFI), Comparative Fit Index (CFI), and Root Mean Square Error of Approximation (RMSEA). The wellness of different indices with different samples sizes, types of data, and ranges of acceptable scores are the major factors to decide whether a good fit exists (Hu & Bentler, 1999; Mac-Callum et al, 1996) . In general, TLI, CFI, and RMSEA for one-time analyses are preferred (Schreiber et al, 2006) . However, this study reports most of goodness-of-fit measures can be found in Model Fit Summary output of AMOS.
Starting with relative chi-square CMIN/DF, also called normal chi-square, normed chisquare, or simply chi-square to df ratio, is the chi-square fit index divided by degrees of freedom. This norming is an attempt to make model chi-square less dependent on sample size. Carmines and McIver (1981) state that relative chi-square should be in the 2:1 or 3:1 range for an acceptable model. Ullman (2001) says 2 or less reflects good fit. Kline (1998) Table 4 shows CFI, TLI, IFI, RFI and NFI for this study. The Comparative Fit Index, CFI, also known as the Bentler Comparative Fit Index compares the existing model fit with a null model which assumes the indicator variables (and hence also the latent variables) in the model are uncorrelated (the "independence model"). CFI varies from 0 to 1. CFI close to 1 indicates a very good fit.
By convention, CFI should be equal to or greater than 0.90 to accept the model, indicating that 90% of the covariation in the data can be reproduced by the given model. Note Raykov (2000 Raykov ( , 2005 and Curran et al. (2002) have argued that CFI, because as a model fit measure based on noncentrality, is biased. However, CFI of this study model is 0.850. , Vol. 3, No. 12 ISSN: 2222 Incremental Fit Index (IFI) also should be equal to or greater than 0.90 to accept the model. IFI is relatively independent of sample size and is favored by some researchers for that reason. IFI of this study is reported at 0.850. Normed Fit Index (NFI) was developed as an alternative to CFI, but one which did not require making chi-square assumptions. "Normed" means it varies from 0 to 1, with 1 = perfect fit. NFI reflects the proportion by which the researcher's model improves fit compared to the null model (uncorrelated measured variables). Reported NFI for in this study is 0.808. Tucker-Lewis Index (TLI) or Non-Normed Fit Index, is similar to NFI, but penalizes for model complexity. Marsh et al. (1988 Marsh et al. ( , 1996 found TLI to be relatively independent of sample size. TLI close to 1 indicates a good fit. Rarely, some authors have used the cutoff as low as 0.80 since TLI tends to run lower than GFI. However, more recently, Hu and Bentler (1999) , Vol. 3, No. 12 ISSN: 2222 -588 -affected by sample size, though for smallest sample sizes it overestimates goodness of fit (Fan, Thompson, and Wang, 1999) . By convention (ex., Schumacker & Lomax, 2004) there is good model fit if RMSEA is less than or equal to 0.05, there is adequate fit if RMSEA is less than or equal to 0.08. More recently, Hu and Bentler (1999) have suggested RMSEA less than or equal to ≤ .06 as the cutoff for a good model fit.
There appears to be universal agreement that RMSEA of .10 or higher is poor fit. RMSEA is normally reported with its confidence intervals. In a well-fitting model, the lower 90% confidence limit includes or is very close to 0, while the upper limit is less than 0.08. Reported values for RMSEA in table 6, support model fit, as RMSEA is 0.087.
Hoelter's critical N, also called the Hoelter index, is given in table 7 and is used to judge if sample size is adequate. .000 , Vol. 3, No. 12 ISSN: 2222 -589 -By convention, sample size is adequate if Hoelter's N is greater than > 200. However Hoelter's N under 75 is considered unacceptably low to accept a model by chi-square. Two N's are output, one at the 0.05 and one at the 0.01 levels of significance. This throws light on the chi-square fit index's sample size problem. In case of this study, Hoelter index is acceptable as it is in range (200 -75).
Assessing the Measurement Model
One of the biggest advantages of CFA is its ability to quantitatively assess the construct validly of proposed measurement theory. Construct validity is made up of four components including; Face Validity (the extent to which the content of the items is consistent with construct definition, based solely on the researcher's judgment); , Vol. 3, No. 12 ISSN: 2222 -590 - , Vol. 3, No. 12 ISSN: 2222 -591 -
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Convergent Validity (CV), Discriminant Validity (DV) and Nomological Validity (NV) (Paswan, 2009 ). Since major goodness-of-fit test for this model did not support good fit, therefore it merits to find out whether indicator variables of the model measure the same concept. In this study, convergent validity (the extent to which indicators of a specific construct 'converge' or share a high proportion of variance in common) is measured by factor loadings, Average Variance Extracted (AVE) (Fornell and Larcker, 1981) and reliability. For this purpose, all standardized loadings in Standardized Regression Weights in AMOS output (table 8) ; as rule of thumb, should be 0.5 or higher and ideally 0.7 or higher (Garson,2011a (table 9) ; only one construct is detected by loading lower than 0.5 (MRP4 = 0.448) and ten constructs lower than 0.7 (marked in bold Italic). Therefore, all these eleven constructs will be deleted in the next run of the model. , Vol. 3, No. 12 ISSN: 2222 -594 -Discriminate validity (the extent to which a construct is truly distinct from other constructs) is measured by AVE. In this method, the researcher concludes that constructs are different if the average variance extracted (AVE) for one's constructs is greater than their shared variance (Garson, 2011b) . AVE estimates the amount of variance captured by a construct in relation to the variance due to random measurement error. AVE varies from 0 to 1, and it represents the ratio of the total variance that is due to the latent variable. According to Bagozi (1991) , a variance extracted of greater than 0.50 indicates that the validity of both the construct and the individual variables is high. AVE can be calculated from below formula (Paswan, 2009) 
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 is Squared Factor Loadings and n is number of items. Having squared factor loadings for all constructs and n for ach latent variable, AVE can be calculated. For STREF, calculated AVE = 0.585, for TM = 0.582, for ID = 0.536, for FT = 0.572 and for MR = 0.452. An AVE of less than 0.5 indicates that on average, there is more error remaining in the items than there is variance explained by latent factor structure have been imposed on the measure (Ibid). Therefore, items by AVE lower than cutoff can be dropped from the model. Construct reliability also is computed from the sum of factor loadings. In Paswan (2009) given formula, i is squared factor loadings, squared for each construct and the sum of error variance terms for a construct (i = 1 -squared factor loading which is called item reliability). Error variance also called delta. Having all measures to calculate construct reliability for each construct, the rule of thumb for a construct reliability estimate is that values of 0.7 or higher suggest good reliability. Reliability between 0.6 and 0.7 may be acceptable provided that other indicators of a model's construct validity are good. High construct reliability indicates that internal consistency is exists. This means measures all are consistently representing something (Ibid). Calculated CR for STREF = 0.95, for TM = 0.89, for ID = 0.88, for FT = 0.86 and for MR = 0.69, which appear Market Regulations construct has boor reliability. Having AVE & CR for model, although some loadings are below 0.5 & 0.7, Discriminant Validity (DV) also examined. DV by definition is the extent to which a construct is truly distinct from other constructs. Rule of thumb for this measure is all construct AVE estimates should be larger than the corresponding Squared Interconstruct Correlation (SIC) estimates. If they are, this
December , Vol. 3, No. 12 ISSN: 2222 -595 -indicates the measured variables have more in common with construct they are associated with than they do with the other constructs. 
December , Vol. 3, No. 12 ISSN: 2222 -596 - Comparison between AVE and SIC for each constructs is given in table 11. As clearly shown in this table, none of constructs in this study could pass the discriminant validity test, as AVE values are not greater than SICs. However, as final step in assessing construct validity of measurement model, Nomological Validity (NV) of the model also examined. NV is tested by examining whether the correlations between the constructs in the measurement model make sense. To assess nomological validity, all p-values in covariance table (table 12) should be significant, and correlation estimates (table 10) of constructs also has to be positive (Paswan, 2009 ).
December , Vol. 3, No. 12 ISSN: 2222 -597 - Therefore, it can be said that overall the model has some internal problems, because those indices which are dependent to the sample size could meet the cutoff range of acceptance (e.g. RMSEA & Hoelter Indices) whereas indices like CMIN/DF, IFI and TLI which are independent of sample and because of that are more interested could not.
Diagnosing Measurement Model Problems
The Multicollinearity (MC) in the model already has been diagnosed by application of Ordinal Regression (ORD) & Multinomial Logistic Regression (RMULT). Therefore, poor fitness of model have shown by goodness-of-fit measures were not surprising. Especially, three constructs; Infrastructure Development (ID), Trade & Marketing (TM) and STRE & Finance (STREF); had high value of VIF and low value of Tolerance showing cause of multicollinearity. In addition, multinomial logistic regression results recommended that as treatment of multicollinearity, these three constructs (ID, TM & STREF) should be dropped from the model. However, due to importance of these IVs (theoretical reason); it was decided to keep these IVs, and instead of omitting by regression measures; try to omit constructs by looking deep inside the construct components and drop those which accounted for majority of problem. As instructed by Paswan (2009) , in addition to evolution goodness-of-fit, following diagnostic measures for confirmatory factor analysis should be checked.
 Path estimates -the completely standardized loadings (AMOS = standardized regression weights) that link the individual indicators to a particular construct. The recommended minimum is = 0.7; but loadings at 0.5 are also acceptable. Variables with insignificant or low loadings should be considered for deletion. --> Looking into Standardized Regression Weight (table 8) ; 11 items with loading factors lower than 0.7 (marked in bold Italic) has to be dropped. Since the model had complexity with multicollinearity, therefore, it is wise to put strict standards and drop all factor loadings lower than 0.7.  Standardized residuals -the individual differences between observed covariance terms and fitted covariance terms. The better the fit the smaller the residual -these should not exceed |4. 
Model Trimming
Modifying the model is an important step in SEM. One may first adds paths one at a time based on the Modification Indices (MI), then drops paths one at a time based on the chisquare difference test or Wald tests of the significance of the structural coefficients. However, when this process has gone as far as judicious, then the researcher may erase one arrow at a time based on non-significant structural paths, taking theory into account in the trimming process. More than one cycle of building and trimming may be needed before the researcher settles on the final model (Garson, 2011a) . However, it was decided to repeat the steps have been taken during measurement model building, start by dropping all construct with loading lower than 0.7. Doing this, only IRRID3 diagnosed by loading = 0.691 and dropped from the model. Consequently, model Chi-square decreased further (927.8, df = 183), shown improvement in fitness. Grewal et al (2004) reaffirmed the difficulty of diagnosing and treatment of multicollinearity in SEM. They indicated that, review of the literature shown that we know relatively little about the conditions that lead to multicollinearity problems in SEM. Although we do have tools for detecting when multicollinearity may be affecting estimates, these techniques are often ambiguous. Lastly, there are some remedial actions that can be taken when multicollinearity exists, but they may be difficult to implement, and in general the evidence regarding their practical effectiveness is limited. However, Kaplan (1994) has called all these methods "more or less ad hoc." Nonetheless, sometimes even having good fit in a model can be misspecified. One indicator of this occurring is if there are high modification indexes in spite of good fit [like case of this study]. Complete multicollinearity is assumed to be absent, but correlation among the independents may be modeled explicitly in SEM. However, high modification indexes indicate multicollinearity in the model and/or correlated error (Garson, 2011a) . Knowing at least three of IVs in the model are the cause of multicollinearity (Shadfar & Malekmohammadi, 2013b ); pushed the model and raised the flag to find proper treatment for multicollinearity at this stage. The problem of multicollinearity is closely related to the issue of discriminant validity. If constructs are too highly correlated, they lack discriminant validity as seen in the first run of the model. Researchers who use SEM usually conduct measurement analyses prior to testing structural relationships, and often assess discriminant validity by testing whether the correlations (corrected for measurement error) among constructs differ from one. If this is not the case, multicollinearity is probably extreme, and the researcher will most likely respecify the model because the distinct conceptual status of the constructs in question is questionable (Anderson and Narus 1984) . Therefore, a model can be theoretically identified but still not solvable due to such empirical problems as high multicollinearity in any model, or path estimates close to 0 in non-recursive models.
Treatment of Multicollinearity
However, Garson (2011a) is given four signs for multicollinearity in the model; among them is Standard Errors of the Unstandardized Regression Weights; in which when there are two nearly identical latent variables, and these two are used as causes of a third latent variable, the difficulty in computing separate regression weights may well be reflected in much larger standard errors for these paths than for other paths in the model, reflecting high multicollinearity of the two nearly identical variables. Also, in Covariances of the parameter estimates, where the same difficulty in computing separate regression weights may well be reflected in high covariances of the parameter estimates for these paths, estimates much higher than the covariances of parameter estimates for other paths in the model. Signs of multicollinearity can be found in Variance estimates and Standardized Regression Weights as well. However, looking into Regression Weights (table 13) . Using the modification indexes (recommended add regression paths or remove covariances paths) were not theoretically sound. Therefore, the model was accepted as final trimmed version, as no more sign of multicollinearity also detected. , Vol. 3, No. 12 ISSN: 2222 -601 - , Vol. 3, No. 12 ISSN: 2222 - -Label column is deleted by author.
-Est. = Estimate
Comparison Goodness-of-Fit
Comparing goodness-of-fit indices for the trimmed model to complex model (table 14) , shows tremendous changes in model fit, yielded to simpler model by better fit indexes. The goal in this stage wasn't to find the most parsimonious model which is not significantly different from the saturated model, which fully but trivially explains the data; rather the goal was to find the most parsimonious model which is well-fitting by a selection of goodness of fit tests, many of them based on the given model's model-implied covariance matrix not be significantly different from the observed covariance matrix. Knowing all correlation ratio of parameters has to be significant at 0.05 (>1.96); and by looking into critical ratios for differences between parameters in the model; those components in which have non-significant value should be dropped. , Vol. 3, No. 12 ISSN: 2222 -603 - 
Comparing Validity Indices
Comparing CR & AVE (table 15) calculated indices for components and constructs of the trimmed model to complex model also shows higher validity in new trimmed model. As is seen in this table, it can be concluded that overall, validity indexes are at much higher level in trimmed model rather than complex model, means trimmed model is better fit to measure items actually designed to measure. Therefore, latent constructs that proposed theoretically are capable to measure what they intended to measure; would yield better assessment which is closer to reality. 
Elim. = Eliminated
SEM Analysis of Rice Production Development
Yielded model of confirmatory factor analysis (fig 4) now can be run into SEM to check 
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December , Vol. 3, No. 12 ISSN: 2222 -605 -entire theoretical model in one analysis. As part of the analysis, test both of the specific hypothesized relationships among variables and the plausibility of the overall model (i.e., the fit of the model) is tested. , Vol. 3, No. 12 ISSN: 2222 -606 -RPD, while TM effect is negative. The highest effect is from ID. Interestingly, MR which in theory supposed to have influence on RPD was eliminated during CFA. , Vol. 3, No. 12 ISSN: 2222 -607 - factor on rice production among FT components is RPI4, Whereas, RPI5 is the most effective factor on rice production among from TM constructs. IEP4 also is considered the greatest effective factor on rice production among six components of STREF. , Vol. 3, No. 12 ISSN: 2222 -608 - As can be seen in second row in table 19, the most effective constructs on rice production development, overall is Infrastructure Development, whereas, surprisingly; Trade & Marketing has the negative effect.
Conclusion
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December , Vol. 3, No. 12 ISSN: 2222 -609 -Complexity of agricultural practices, ever changing nature of business of rice, state passion to intervene into this business; blended by rice farmers needs and priorities, have demanded re-structuring the state intervention policies. To do this, policies of major rice producing countries in the world who were accountable for more than 80% of global rice production studied. Commonalities among practiced effective policies on rice business restructured into theoretical model; re-forming 35 practical and strategic intervention policies which underneathed under 6 super independent variables ( fig. 1 ). This theoretical model later, tested in biggest rice producer province in Iran (Mazandaran) and empirical data in regards to effectiveness of this bunch of policies run into confirmatory factor analysis and later SEM analysis. The outcome consist of 13 most effective policies shrank into four policy areas (super independent variables) in which the effectiveness and inter-relations among and between them is measured by SEM ( fig. 5 ). Now it can be said, likelihood of success of the state to boost rice business is at the maximum level in Iran, if the state undertake policies is summarized into this model, having eye on all in-between and inter-correlations among and between involving policies.
However, many studies re-confirmed effectiveness of final model compartments. For instance, in regards to FC3 compartment, which is "direct cash payment to rice farmers"; Kazukauskas et al (2011) have found some evidences in their studies that land reduction and disinvestment intensity increased for those exiting farms that were 'policy-treated' by decoupling direct payments in Europe. Sipilainen & Kumbhakar (2010) , Vol. 3, No. 12 ISSN: 2222 between the amount of subsidy and total output. More specifically in regards to STRE4 compartment in the model which is "irrigation efficiency increase projects"; Abasolo et al (2007) attempted to measure the impact of infrastructure support, especially road and irrigation -on the technical efficiency of rice production in Mindanao, Philippines. Based on their findings, they have recommended that authorities must prioritize the pavement of roads given their crucial role in improving technical efficiency of rice production. They also have recommended that the Department of Agriculture, through the National Irrigation Administration, must fast-track the construction of additional small-scale irrigation systems to allow farmers a greater degree of control over their irrigation water. Another example is in regards to IRRID6 compartment which is "rural & local institution"; where Motamed (2010) in his study on the role of cooperative companies in sustainable rice production and poverty alleviation in Gilan state of Iran have concluded that cooperative companies have a basic role in achievement sustainable rice production and reduction of poverty, thus cooperative companies should be organized and supported by government. Forssell (2009) have studies state rice price policies in Thailand. He is concluded that price policy have been taken by the state; has undermined the market forces and therefore also negatively affected the integration of the rice market. If the policy was sustained with high pledging prices [guaranteed prices], there was a risk of large negative effects in the long run since farmers' incentives to reduce costs and become more effective might be harmed. His finding is reaffirming effectiveness of MRP2 compartment in the final model which is "guaranteed purchasing prices' (more references on effectiveness of theoretical model compartment is give in "More to Read" in Appendices section).
Nevertheless, like many other developing countries, the state role in Iran; is and has been extensive. Having said that, state in Iran does not seems to stop interfering into strategic business like rice. Interestingly, in this study Market Regulations as one of the key areas that state is active; was omitted from the model by rice farmers. That means state should not intervene into the market. Giving this fact, still Iran's government main driving policy in rice business is substantial intervention into the rice market by regulatory policies, such as high importing tariff, ban on rice imports from some certain countries that has cheaper prices than Iran's and price subsidies for local production. However, if the state would like to have maximum ROI (return-on-investment) on millions of dollars annually spending in this section; it should have clear view on where investment has to be done and how it shod be done; having in mind; taking any kind of these policies in complexity of rice production development, would trigger chain reactions among all other involving factors; is given in this study model.
