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 X .XNew oscillation criteria are established for the equation py q qy s 0 that are
different from most known ones in the sense that they are based on the informa-
w .tion only on a sequence of subintervals of t , ` , rather than on the whole0
half-line. Our results are more natural according to the Sturm Separation Theorem
and sharper than some previous results, and can be applied to extreme cases such
`  .as H q t dt s y`. Q 1999 Academic Presst0
1. INTRODUCTION
We consider the oscillation behavior of solutions of the second-order
linear differential equation
XXp t y q q t y s 0 1.1 .  .  . .
w .  . w . .on the half-line t , ` . In Eq. 1.1 we assume that 1rp, q g L t , ` , R ,0 l oc 0
w .the set of real-valued, locally integrable functions on t , ` , and p ) 00
w .  .a.e. on t , ` . A solution of Eq. 1.1 is said to be oscillatory if it has0
 w x.arbitrarily large zeros. By the Sturm Separation Theorem see 7, p. 335
 .we know that all solutions of Eq. 1.1 are either oscillatory or nonoscilla-
 .tory, so we may classify Eq. 1.1 as oscillatory or nonoscillatory.
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 .Numerous oscillation criteria have been obtained for Eq. 1.1 . For the
case where p s 1, four of the most important conditions that guarantee
 .that Eq. 1.1 is oscillatory are as follows:
`
w x w xq t dt s ` Fite 5 , Wintner 13 C1 .  . .H
t0
s1 t w xlim q t dr ds s ` Wintner 13 C2 .  . .HHttª` t t0 0
s s1 1t t
y` - lim inf q r dr ds - lim sup q r dr ds F ` .  .HH HHt ttª` t t t ttª`0 0 0 0
w xHartman 6 C3 . .
1 t l w xlim sup t y s q s ds s ` for some l ) 1 Kamenev 8 . .  .  .Hlt ttª` 0
C4 .
w xSome other results can be found in 3, 5]8, 10]13 and the references
therein. Most known oscillation criteria involve the integral of q and
w .hence require the information of q on the entire half-line t , ` . It is0
difficult to apply them to the cases where q has a ``bad'' behavior on a big
w . `  .part of t , ` , e.g., when H q t dt s y`.0 t0
However, from the Sturm Separation Theorem, we see that oscillation is
only an interval property, i.e., if there exists a sequence of subintervals
w x w .a , b of t , ` , a ª `, such that for each i there exists a solution of Eq.i i 0 i
 . w x  .1.1 that has at least two zeros in a , b , then every solution of Eq. 1.1 isi i
 .  .oscillatory, no matter how ``bad'' Eq. 1.1 is or p and q are on the
w .remaining parts of t , ` .0
w xKwong and Zettl 10 partially applied this idea to oscillation and
established a powerful ``telescoping principle'' that allows us to trim off the
troublesome parts of H t q and apply any known criteria to the ``good'' parts.t0
Unfortunately, this principle requires additional conditions for q on the
``bad'' parts, i.e., Haiq1 q G 0, i g N, which does not reflect the intervalbi
oscillation property completely and restricts its applications.
w xEi-Sayed 3 established an interval criterion for oscillation of a forced
second-order equation, but the result is not very sharp, because a compari-
son with equations of constant coefficients is used in the proof.
w xMotivated by the work of Philos 12 , in this paper we obtain, by the
Riccati technique but from a different approach, some other interval
 . criteria for oscillation, that is, criteria given by the behavior of Eq. 1.1 or
. w . of p and q only on a sequence of subintervals of t , ` see Theorems 2.10
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.and 2.2 and their corollaries for details . The main results obtained here
are consistent with the Sturm Separation Theorem but are not solely based
on it. In fact, analogues to second-order matrix differential systems can
also be obtained in which the Sturm Separation Theorem fails. The details
will be shown in a separate paper. Our results can be applied to some
`  .extreme cases such as H q t dt s y` and improve Kamenev's type oft0
criteria for many cases.
2. RESULTS FOR SCALAR EQUATION
 .In the sequel we say that a function H s H t, s belongs to a function
 .  .class H, denoted by H g H, if H g C D, R , where D s t, s : y` - sq
4F t - ` , which satisfies
H t , t s 0, H t , s ) 0 for t ) s, 2.1 .  .  .
and has partial derivatives ­ Hr­ t and ­ Hr­ s on D such that
­ H ­ H’ ’s h t , s H t , s and s yh t , s H t , s , 2.2 .  .  .  .  .1 2­ t ­ s
 .where h , h g L D, R .1 2 l oc
The following lemmas will be useful for establishing oscillation criteria
 .for Eq. 1.1 .
 .  .LEMMA 2.1. Assume y is a solution of Eq. 1.1 such that y t ) 0 on
w .c, b . Let
r t s yp t yX t ry t 2.3 .  .  .  .  .
w .on c, b . Then for any H g H,
b b1 2H b , s q s ds F yH b , c r c q p s h b , s ds. 2.4 .  .  .  .  .  .  .H H 24
c c
 .  . w .Proof. From 1.1 and 2.3 we have that for s g c, b
1
X 2q s s r s y r s . 2.5 .  .  .  .
p s .
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 .  .Multiplying 2.5 by H t, s , integrating it with respect to s from c to t for
w .  .  .t g c, b , and using 2.1 and 2.2 we get that
1t t tX 2H t , s q s ds s H t , s r s ds y H t , s r s ds .  .  .  .  .  .H H H p s .c c c
t ’s yH t , c r c q h t , s H t , s r s ds .  .  .  .  .H 2
c
1t 2y H t , s r s ds .  .H p s .c
1 t 2s y H t , c r c q p s h t , s ds .  .  .  .H 24 c
1 2t ’y H t , s r s y p s h t , s .  .  .  .H 2p s .c
1
2 2’= H t , s r s q p s h t , s ds .  .  .  .2 54
1 t 2s y H t , c r c q p s h t , s ds .  .  .  .H 24 c
21 1t ’y H t , s r s y p s h t , s ds .  .  .  .H 2p s 2 .c
1 t 2F y H t , c r c q p s h t , s ds. .  .  .  .H 24 c
y  .Letting t ª b in the above, we obtain 2.4 .
 .  .LEMMA 2.2. Assume y is a solution of Eq. 1.1 such that y t ) 0 on
 x  .  .  xa, c . Let r t be defined by 2.3 on a, c . Then for any H g H,
c c1
2H s, a q s ds F H c, a r c q p s h s, a ds. 2.6 .  .  .  .  .  .  .H H 14a a
 .  .Proof. Similar to the proof of Lemma 2.1, we multiply 2.5 by H s, t ,
 x  .integrate it with respect to s from t to c for t g a, c , and use 2.1 and
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 .2.2 ; then we get that
c c c 1
X 2H s, t q s ds s H s, t r s ds y H s, t r s ds .  .  .  .  .  .H H H p s .t t t
c1
2s H c, t r c q p s h s, t ds .  .  .  .H 14 t
2
c 1 1’y H s, t r s q p s h s, t ds .  .  .  .H 1p s 2 .t
c1
2F H c, t r c q p s h s, t ds. .  .  .  .H 14 t
q  .Letting t ª a in the above, we obain 2.6 .
As by-products of the lemmas we find some necessary conditions for
 .disfocality and disconjuacy of Eq. 1.1 . The following definition can be
w x w xfound in Hartman 7 and Kwong 9 .
 . w .  .DEFINITION. Equation 1.1 is said to be right-disfocal on c, b if y t
 . X .  . w .is a nontrivial solution of 1.1 satisfying y c s 0, then y t / 0 on c, b .
 .  x  .Equation 1.1 is said to be left-disfocal on a, c if y t is a nontrivial
 . X .  .  xsolution of 1.1 satisfying y c s 0, then y t / 0 on a, c .
 .  .Equation 1.1 is said to be disconjugate on a, b if every nontrivial
 .  .solution of 1.1 has at most one zero in a, b .
 .  . w .COROLLARY 2.1. i Assume Eq. 1.1 is right-disfocal on c, b . Then for
any H g H,
b b1 2H b , s q s ds F p s h b , s ds. 2.7 .  .  .  .  .H H 24
c c
 .  .  xii Assume Eq. 1.1 is left-disfocal on a, c . Then for any H g H,
c c
1 2H s, a q s ds F p s h s, a ds. 2.8 .  .  .  .  .H H 14
a a
 .  .  .iii Assume Eq. 1.1 is disconjugate on a, b . Then for any H g H
w x  .  .there exists c g a, b such that both 2.7 and 2.8 hold.
 .  . X .  .Proof. i Let y be a solution of 1.1 satisfying y c s 0 and y c ) 0.
 . w .  . w .  .Since 1.1 is right-disfocal on c, b , then y t ) 0 on c, b . So the r t
 . w .  .  .defined by 2.3 exists on c, b , and r c s 0. Hence the inequality 2.7
follows from Lemma 2.1.
 .  .ii Similar to i .
 . w x  .  .iii For any c g a, b let y t be the solution of 1.1 satisfyingc
 . X .  .  .y c s 1 and y c s 0. Pick any c g a, b . Since 1.1 is disconjugate on0
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 .  .  .a, b , y t has at most one zero in a, b . Without loss of generality wec0
 .  x  .assume y t ) 0 on a, c . By the continuity of y t with respect to c,c 0 c0
 .  x w . we see that either y t ) 0 on a, c for all c g c , b in this case, bothc 0
 .  .  ..  .2.8 and 2.7 hold for c s b by part ii , or there exists a c g c , b1 0
 .  x  .  .  .such that y t ) 0 on a, c , y a s 0, and y t has a zero in a, c forc 1 c c1 1
 .all c in a right-neighborhood of c . On the other hand, y t cannot have1 c1
 .  .any zeros in c , b , for otherwise, there exists c ) c such that y t has1 2 1 c2
 .  .  .a zero in c , b , and thus y t has two zeros in a, b , contradicting the2 c2
 .  .  .disconjugacy of 1.1 on a, b . Now, Eq. 1.1 is both right-disfocal on
w .  x  .  .c , b and left-disfocal on a, c . Therefore, 2.7 and 2.8 hold for1 1
c s c .1
 .COROLLARY 2.2. Assume that for some c g a, b and for some H g H,
c1 1 b
H s, a q s ds q H b , s q s ds .  .  .  .H HH c, a H b , c .  .a c
c1 1 1 b2 2) p s h s, a ds q p s h b , s ds . .  .  .  .H H1 2 /4 H c, a H b , c .  .a c
2.9 .
 .  .Then e¨ery solution of Eq. 1.1 has at least one zero in a, b .
Proof. Suppose the contrary. Then without loss of generality we may
 .  .  .assume that there is a solution y t of Eq. 1.1 such that y t ) 0 for
 .  .  .t g a, b . From Lemmas 2.1 and 2.2 we see that both 2.4 and 2.6 hold.
 .  .  .  .By dividing 2.4 and 2.6 by H b, c and H c, a , respectively, and then
adding them, we have that
c1 1 b
H s, a q s ds q H b , s q s ds .  .  .  .H HH c, a H b , c .  .a c
c1 1 1 b2 2F p s h s, a ds q p s h b , s ds , .  .  .  .H H1 2 /4 H c, a H b , c .  .a c
 .which contradicts the assumption 2.9 and completes the proof.
w xCOROLLARY 2.3. Assume that for some H g H and for any c g a, b at
least one of the following inequalities holds:
c c
1 2H s, a q s ds ) p s h s, a ds 2.10 .  .  .  .  .H H 14
a a
or
b b1 2H b , s q s ds ) p s h b , s ds. 2.11 .  .  .  .  .H H 24
c c
 .  .Then e¨ery solution of Eq. 1.1 has at least one zero in a, b .
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 .  .  .  .Proof. From 2.10 , 2.11 , and Corollary 2.1 iii we see that 1.1 is not
 .  .disconjugate on a, b , and hence there exists a solution of 1.1 with two
 .zeros in a, b . Then the conclusion is from the Sturm Separation Theo-
rem.
The theorem below is an immediate result from Corollaries 2.2 and 2.3.
 .THEOREM 2.1. Equation 1.1 is oscillatory pro¨ided that for each T G t0
there exists H g H and either
 .  .i there exist a, b, c g R such that T F a - c - b and 2.9 holds,
or
 . w xii there exist a, b g R such that T F a - b and for any c g a, b at
 .  .least one of 2.10 or 2.11 holds.
 .  4 w .Proof. i Pick up a sequence T ; t , ` such that T ª ` as i ª `.i 0 i
By the assumption, for each i g N, there exist a , b , c g R such thati i i
 .T F a - c - b , and 2.9 holds where a, b, c are replaced by a , b , c ,i i i i i i i
 .respectively. From Corollary 2.2, every solution y t has at least one zero
 .t g a , b . Noting that t ) a G T , i g N, we see that every solution hasi i i i i i
 .arbitrarily large zeros. Thus, Eq. 1.1 is oscillatory.
 .ii The proof is similar and hence is omitted.
COROLLARY 2.4. Assume that for some H g H and for each r G t ,0
t 1 2lim sup H s, r q s y p s h s, r ds ) 0, 2.12 .  .  .  .  .H 14
rtª`
and
t 1 2lim sup H t , s q s y p s h t , s ds ) 0. 2.13 .  .  .  .  .H 24
rtª`
 .Then Eq. 1.1 is oscillatory.
 .Proof. For any T G t , let a s T. In 2.12 we choose r s a. Then0
there exists c ) a such that
c
1 2H s, a q s y p s h s, a ds ) 0. 2.14 .  .  .  .  .H 14
a
 .In 2.13 we choose r s c. Then there exists b ) c such that
b 1 2H b , s q s y p s h b , s ds ) 0. 2.15 .  .  .  .  .H 24
c
 .  .  .Combining 2.14 and 2.15 we obtain 2.9 . The conclusion thus comes
 .from Theorem 2.1 i .
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 .  . For the case where H [ H t y s g H, we have that h t y s ' h t y1 2
.  .s and denote them by h t y s . The subclass of H containing such
 .  .H t y s is denoted by H . Applying Theorem 2.1 i to H , we obtain0 0
THEOREM 2.2. Assume that for each T G t , there exists H g H and0 0
a, c g R such that T F a - c and
c
H s y a q s q q 2c y s ds .  .  .H
a
c
1 2) p s q p 2c y s h s y a ds. 2.16 .  .  .  .H4
a
 .Then Eq. 1.1 is oscillatory.
 .  .  . .Proof. Let b s 2c y a. Then H b y c s H c y a s H b y a r2 ,
w xand for any f g L a, b , we have
cb
f s ds s f 2c y s ds. .  .H H
c a
Hence
cb
H b y s q s ds s H s y a q 2c y s ds .  .  .  .H H
c a
and
cb 2 2p s h b y s ds s p 2c y s h s y a ds. .  .  .  .H H
c a
 .  .Thus that 2.16 holds implies that 2.9 holds for H g H and therefore0
 .  .1.1 is oscillatory by Theorem 2.1 i .
 .  .l Now,we choose H t y s s t y s for l ) 1. Then H g H , and h t y0
.  .lr2y1s s l t y s . Based on the above results we obtain the following
oscillation criteria of Kamenev's type.
 .  .THEOREM 2.3. Let p t ' 1. Then Eq. 1.1 is oscillatory pro¨ided that for
each r G t and for some l ) 1, either0
 .i The following two inequalities hold:
1 l2t llim sup s y r q s ds ) 2.17 .  .  .Hly1 4 l y 1t  .rtª`
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and
1 l2t llim sup t y s q s ds ) ; or 2.18 .  .  .Hly1 4 l y 1t  .rtª`
 .ii The following inequality holds:
1 l2t llim sup s y r q s q q 2 t y s ds ) . 2.19 .  .  .  .Hly1 2 l y 1t  .rtª`
 .Proof. i Noting that
l2 l2t ly2lim s y r ds s , 2.20 .  .Hly1 4 l y 14 ttª`  .r
 .  .from 2.17 and 2.20 we have that
21 lt l ly2lim sup s y r q s y s y r ds .  .  .Hly1 4t rtª`
1 l2t ls lim sup s y r q s ds y ) 0. .  .Hly1 4 l y 1t  .rtª`
It follows that
2lt l ly2lim sup s y r q s y s y r ds ) 0, .  .  .H 4rtª`
 .  .  .i.e., 2.12 holds. Similarly, 2.18 implies that 2.13 holds. By Corollary 2.4,
 .1.1 is oscillatory.
 .  .  .ii Combining 2.19 with 2.20 , we have that for a G T ,
1 l2t l ly2lim sup s y a q s q q 2 t y s y s y a ds ) 0. .  .  .  .Hly1  52t atª`
It follows that
l2t l ly2lim sup s y a q s q q 2 t y s y s y a ds ) 0. .  .  .  .H  52atª`
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Hence there exists c ) a such that
c 2 cll ly2s y a q s q q 2c y s ) s y a ds, .  .  .  .H H2a a
 .  .i.e., 2.16 holds. By Theorem 2.2, Eq. 1.1 is oscillatory.
Remark. The conditions in Theorem 2.3 are sharper than the Kamenev
 .condition C4 for many cases. We will see this by examples in the next
section.
3. EXAMPLES
In this section we will show the applications of our oscillation criteria by
three examples. We will see that the equations in the examples are
oscillatory based on the results in Section 2, though the oscillations cannot
 .  .be demonstrated by conditions C1 ] C4 and most other known criteria.
First, we introduce a technical lemma.
 .LEMMA 3.1. Assume that q is decreasing, H g H, and H t, s st
 .yH t, s G 0 for t ) s. Thens
t t
H t , s q s ds G H s, a q s ds, t G a. 3.1 .  .  .  .  .H H
a a
 . tw  .  .x  .  .Proof. Let F t s H H t, s y H s, a q s ds. Then F a s 0, and fora
t G a,
tXF t s H t , s q s ds y H t , a q t .  .  .  .  .H t
a
t
s y H t , s q s ds y H t , a q t .  .  .  .H s
a
t
G q t y H t , s ds y H t , a q t .  .  .  .H s
a
s q t H t , a y H t , a q t s 0. .  .  .  .
 .  .  .Hence F t G F a s 0 for t G a, i.e., 3.1 holds.
EXAMPLE 1. Consider the equation
yY q q t y s 0, 3.2 .  .
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where
¡5 t y 3n , 3n F t F 3n q 1 .~q t s . 5 yt q 3n q 2 , 3n q 1 - t F 3n q 2 .¢yn , 3n q 2 - t - 3n q 3,
 4n g N s 0, 1, 2, . . . .0
For any T G 0 there exists n g N such that 3n G T. Let a s 3n, c s 3n0
 .  .2  .q 1, and H t y s s t y s . It is easy to see that 2.16 holds and then
 .Eq. 3.2 is oscillatory by Theorem 2.2. However, in this equation we have
`  .H q t dt s y`.0
EXAMPLE 2. Consider the equation
p t yX q q t y s 0, 3.3 .  .  . .
where
ey3 n , 2n F t F 2n q 1p t s .  1, 2n q 1 - t - 2n q 2,
and
6ety3n , 2n F t F 2n q 1q t s n g N. .  0, 2n q 1 - t - 2n q 2,
t  .Obviously, H q s ds is convergent as t ª `. For any T G 0 there exists0
 .  tn g N such that 2n G T. Let a s 2n, b s 2n q 1, and H t, s s e y
s.2e . Then
h t , s s 2 et and h t , s s 2 e s . .  .1 2
 .  .To show that Eq. 3.3 is oscillatory by Theorem 2.1 ii , it suffices to show
w xthat for all c g a, b ,
c b
G c [ H s, a q s ds q H b , s q s ds .  .  .  .  .H H
a c
c b1 2 2y p s h s, a ds q p s h b , s ds ) 0, .  .  .  .H H1 24  /a c
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w x  .  .and then we see that for any c g a, b , at least one of 2.10 and 2.11
holds. In fact, by a simple computation we have that
c 2 nq12 2y3n s 2 n s 2 nq1 s sG c s 6e e y e e ds q e y e e ds .  .  .H H /2n c
2nq1y3 n 2 sy e e dsH
2n
2 2yn c 2 nq1 2 n 4 ns e e y 1 3 2 e y e y e q e e y 1 .  .  .
2 nq1 2 ny e q e r2 .
2yn 4 n 2 nq1) e e y 1 e e y 1 y 2 e r2 .  .
2nq1 2 ny1s e e y 1 e e y 1 y 2 r2 ) 0. .  .
 .This means that Eq. 3.3 is oscillatory.
EXAMPLE 3. Consider the Euler equation
m
Yy q y s 0, 3.4 .2t
 .where m ) 0 is a constant. It is well known that Eq. 3.4 is oscillatory if
 .  .and only if m ) 1r4. However, criteria C1 ] C4 fail to reveal this fact. In
w xa recent work by Li 6 , an extension of Kamenev's criterion has been
obtained that can be used to solve this oscillation problem, but it involves
a smart choice of a function f and hence is relatively difficult to apply to
the general case. Now, with Theorem 2.3, the verification of oscillation for
 .Eq. 3.4 is trivial. Note that for l ) 1,
l1 m m t y r m .t llim s y r ds s lim s . .Hly1 2 ll y 1 l y 1t s ttª` tª`r
 . 2  .For any m ) 1r4, there exists l ) 1 such that mr l y 1 ) l r4 l y 1 .
 .  .This means that 2.17 holds. By Lemma 3.1, 2.18 holds for the same l.
 .  .Applying theorem 2.3 i , we find that 3.4 is oscillatory for m ) 1r4.
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