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Deze scriptie bevat een aantal ALGOL 60 programma's, die begin-
waarde problemen oplossen. 
De programma's zijn getest op een Electrologica X8 computer met 
gebruikmak.ing van het "MC ALGOL-60-systeem voor de EL X8" [9]. 
De schrijver wil zijn dank betuigen aan Prof.Dr.tr. A. van Wijn-
gaarden, Dr. P.J. v.d. Houwen en Dr. T.J. Dekker voor hun waarde-
volle suggesties, aan H.L. Oudshoorn voor het corrigeren van de 
tekst, aan A.C. IJsselstein voor het verzorgen van de grafieken, 
aan mej. de Jong voor het typen van deze scriptie, aan mevr. Hom-
burg voor het ponsen en aan D. Zwarst en J. Suiker voor het druk.-
ken en binden. 
Hoofdstuk I 
§1. Inleiding 
Er zijn verschillende methodes ontwikkeld om gewone differentiaal-
vergelijkingen met beginvoorwaarden op te lossen. 
Een ervan, de Runge~Kutta methode, zullen we in dit hoofdstuk kort 
bespreken. 
Voor details zij verwezen naar Zonneveld [1] waar de afleiding van 
de formules gevonden ~an worden en voor een beschrijving van de 
achtergronden, die ten grondslag liggen aan genoemde methode naar 
Dekker [2]. 
§2. De Runge-Kutta methode 
Zij gegeven het stelsel differentiaalvergelijkingen 
dy. it-'1 = f j ( t ,y 1 , ••• ,Y n) 
(2.1) met beginvoorwaarden 
y.(t0 ) = Y., j = 1(1)n. J J 
) n ( * n Laten {y.(t }. 1 de exacte oplossingen zijn van 2.1) en {y.(t)}. 1 J J= J J= 
de numerieke berekende. 
Om yj(t) in het punt t = t 0 + h (hierin is h(h > 0) de stap grootte) 
te berekenen is door Runge en Kutta het volgende idee ontwikkeld 
(zie ook van Wijngaarden [3] blz. 97 e.v.). 
i-l 
Zij k .. 
J.J 
= hf . ( t . , Y 1 + l J 1 l=O 
t. = t 
J. 0 + Mih' MO= O. 
Bereken achtereenvolgens de m grootheden k0, k 1 , ••• , km_ 1 en vorm 
het gewogen gemiddelde 





a. k .. , m = 1, 2, •••• 
J. J.J 
2 
De parameters M., L. 1. en··a. worden 00 gekozen dat l 1 .: l 
* y.(t
0
+h) = Y, + ~ y. 
J J J 




Daartoe worden yj(t0+h) en yj(t0+h) ontwikkeld in machtreeksen. 
Bij vast gekozen m kiezen we de genoemde parameters nu zo dat zo-
veel mogelijk termen van de beide machtreeksen overeenstemmen. Dit 
leidt tot een stelsel niet lineaire vergelijkingen '. in de parameters. 
De exponent van h in de laatste term die nog overeenstemt noemt men 
de orde van het Runge-Kutta proces. 
§3. De correctie term en de stapgrootte controle 
Zonneveld [1] heeft zowel de berekening van de correctie term als 
het aanpassen van de stapgrootte vereenvoudigd. 
Zij het Runge-Kutta proces van de orde m, dan is de m-de orde term 
de laatste die in de machtreeks ontwikkelingen van y.(t
0
+h) en 
* m J y.(t
0
+h) overeenstemt. Noem deze term th ~y .. 
J J 
Het increment ~y. (zie (2.2)) schreven weals ieen lineaire combi-
. J m 
natie van k .. 's. Kan men th ~y. ook door een lineaire combinatie 
lJ J 
van k .. 's 
lJ 
berekenen? Bij een tweede-orde formule lukt dit, bij 
hogere orde formules hebben we hiervoor minstens een k .. meer nodig. 
lJ 
Hierdoor hebben we de laatste term van de machtreeks ontwikkelingen 
die door het Runge-Kutta proces in rekening wordt gebracht expliciet 
in handen. 
De term thm ~y. is nu te beschouwen als de correctieterm, die ge-
J 
bruikt kan warden om de stapgrootte h aan te passen (zie [3] blz. 
90 e.v. en [2] blz. 228 e.v.). 
§4. De stabiliteit van de Runge-Kutta formules · 
(4.1) Definitie 
Dem-de orde Runge-Kutta formule is in het geval waarin de Jacobiaan 
van het stelsel reele eigenwaarden A. heeft stabiel als deze eigen-
• J 




l -, A. < 1, J = 1(1)n, 
-o v. J \)-, 
We zullen slechts de stabiliteits voorwaarden geven voor de tweede-, 
derde- en vierde-orde formules. 
De theoretische afleiding van deze stabiliteitsvoorwaarden kan men 
wat de vierde-orde formule betreft vinden in Abbas I. Abdel Karim 
De stabiliteitsvoorwaarden van de tweede- en derde-orde formules 
zijn op analoge wijze af te leiden. 
Voor de tweede-orde formules gelden de volgende stabiliteitsvoor-
waarden: 
(4.2) 
).. • .::_O, 
J 
- 2 < h )... < O. 
J 
Voor de derde-orde formules geldt: 
(4.3) { 
A • .::_ O, 
J 
- 2. 52 .::_ h L ,.::_ 0, 
J 
en voor de vierde-orde formules krijgen we: 
{ A. ,2. 0, J (4.4) - 2.78 < h A. ,2. o, J = 1 ( 1 )n. 
J 











= hf. (tO,Y1, ••• ,Yn), J 
+h k01 = hf. (to y1 + 3'· .. , J 3' 
= kOj - 3k2j + 2k3j 
2 
k 
y + On) 
n 3 , 
Als extra punt wordt dus k
3
j berekend. Uit formule (5.2) volgt 
echter dat dit tevens het beginpunt is voor de volgende integratie-
stap en dit punt moest dus tech al berekend worden. 
Hieruit kunnen we concluderen dat na het accepteren van een stap-
grootte h de functie f. slechts drie maal berekend behoeft te wor-
J 
den ( z i e [ 1] ) • 
Vierde orde: 
kOj = hf. (t0,Y1 , ••• ,Yn), J 
h k01 k 
k1j = hf. (to y1 y + On) J + 2' + 2'·' ., n 2 , 
h k11 k 
k2j = hf. (to + 2' y1 + 2'' .. , y + --1.£) J n 2 , 
k3j = hf. (to + h, Y1 + k21 ' •• ' ' y + k2 ), J n n 
(5.3) 
* ko• + J 
+ 2(k1 .+k2 .) J ' J + k3. J y.(t
O










In dit hoofdstuk zullen we een numerieke integra.tiemethode bespre-
ken, die ontwikkeld is door Fowler en Warten [6]. 
We beschouwen hiertoe weer het stelsel gewone differentiaalverge-
lijkingen gegeven in formule (2.1) van het vorige hootdstuk. 
In vector notatie kunnen we dit stelsel als volgt schrijven: 
-+ -+ -+ 
y' = f(t ,Y), 
( 1. 1 ) 
Dit stelsel kunnen weals volgt linearizeren:. 
Zij h(h > 0) de stapgrootte, dan is 
( 1. 2) 
en 
( 1.3) 
Formule (1.3) levert: 
Dit gesubstitueerd in (1.2) geeft: 
-+ -+ -+ -+ -+ -+ -+ -+ -+ 2 
y' (to+h) = f(to,Y) + hft (to,Y) + fy(to,Y)_{y(to+h)-Y} + O(h ) 
of ook 
7 
n x n matrix is. 
De door Fowler en Warten ontwikkelde methode is er op gericht om 
die stelsels, d.i:fferehtiaalvergelijkingen numeriek op te lossen, 
waarvan de eigenwaarden van de matrix D(t0 ) in absolute waarde 
sterk in grootte varieren. Zij hebben hiertoe een tweede-orde twee-
stap methode ontwikkeld, die grotere waarden van de stapgrootte h 
toelaat; dan bij de Runge .... Kutta.methodes het gev.al •is, ·terwijl de 
stabiliteit gehandhaafd:;blij!t. · 
§2. De Fowler-Warten methode 
Om de achtergrond van de formules van Fowler en Warten toe te lich-
ten gaan we uit van het homogene lineaire stelsel: 
+ + + + y' = Dy, y = y(t), 
( 2. 1 ) 
Hierin is Deen n x n matrix, onafhankelijk van t, met reele ver-
schillende eigenwaarden, die in absolute waarde sterk in grootte 
verschillen. 
De exacte oplossing van (2.1) is: 
Dit levert 
(2.2) 
+ Dt + 
y(t) = e Y. 
Dh + 
= e Y 
Het essentiele verschil tussen de Runge-Kutta methode en die van 
Fowler en Warten is dat de eerstgenoemde methode gebaseerd is op 
8 
Dh een polynoom-benadering van de operator e en de laatstgenoemde 
eDh_1 op een diagonaal-matrix benadering van de operator D , d.w.z. 
(2.3) 
Indien we de numeriekc berekende oplossing van (2.1) voorstellen 




Op grond va~ het bovenstaande kunnen we concluderen dat de compo-
+ 
nenten van A in absolute waarde sterk in grootte zullen varieren. 
Laten (A
1
, ••• ,A ) de in absolute waarde kleine componenten van! 
+ r 
zijn en stel A = (A +
1
, ••• ,A ). p r n 
Voor A., i = 
J. 
1, ••• , r krijgen we de asymptotische oplossing van 
(2.4). 
Deze kunnen we sc~rijven als 
+ + + 




-1 daar voor de genoemde Ai geldt: A. ~ h. 
J. + 
Voor A 
p = (Ar+ 1, ••• ,An) krijgen we de storings 
Deze schrijven weals 
+ A h 
oplossing van (2.4). 
+ + e P -1 + 
(2.6) YPE(to+h) = YPE(to) + t YPE(to). 
p 
+* Uit het bovenstaande volgt direkt dat y (t0+h) te schrijven is als: 
en dit levert m.b.v, (2.5) en (2.6) 
9 
Hieruit volgt dat als hk de stapgrootte is van tk tot tk+1 = tk + hk, 




-+* ➔- -+ -+ epk_1+ 
y ( tk+ 1 ) = y A ( tk) + y PE ( tk) + hky A (tk) + t y PE ( tk) ' 
p 
Opmerking 
Uit het bovenstaande blijkt dat we de numerieke oplossing van het 
beginwaarde-probleem (1.1) kunnen schrijven als formule (2.8). 
In formule (2.8) komen vijf onbekenden voor (zie [6]) nl. 
yA(tk), YpE(tk), yA(tk), yPE(tk) en !P. 
Om deze eenduidig te kunnen bepalen hebien we vijf voorwaarden nodig. 
phk 
Hiertoe ontwikkelen we de uitdrukking e -+ - 1 uit formule (2.8) in 
" een Taylorreeks. p 
Dit geeft 
Als we formule (2.9) vergelijken met de Tay.lorreeks ontwikkeling van 
de exacte oplossing van (1;1) in het punt tk+1 =·tk + ~ krijgen we 
voor een tweede-orde integratieproces de volgende drie voorwaarden: 
-+ 








Yl(tk) = y' (t ) 
(2.10) k 
en 
-+ -+ -+ 
"p YpE(tk) = y" ( t ) • k 
Opmerking 




Hierin is y;(tk) een benadering voor y"(tk). 
De methode, die hiervoor is gebruikt, kan men vinden in [6]. 
De door Fowler en Warten genoemde vijf onbekenden zijn echter af-
hankelijk. Dit volgt direkt uit de eerste formule van (2.10). 
De volgende keuze is dus ,geen beperking·voor·)de a.igei:hene oploss:ing. 
(2. 12) 
De laatste voorwaarde is nu direkt af te leiden uit (2.5) en (2.12). 
Formule (2.5) levert: 
(2.13) 
Indien we voor dezelfde waarde van k, hk_ 1 definieren als de stap-
grootte van het punt tk_ 1 = tk - hk_ 1 tot tk kunnen we op grond van 
(2.13) ook schrijven: 
(2.14) 
De formules (2.14) en (2.12) leveren dan de vijfde voorwaarde: 
(2.15) 
+ + 
y(tk) - y(tk-1) 
~-1 
Opmerking 
Een schatting voor de truncation error en een beschrijving van de 
strategie, die gebruikt wordt om de verschillende stapgroottes te 
controleren kan men vinden in [6]. 
§3. De Fowler-Warten~methode in detail 
In deze paragraaf zullen we een beschrijving geven van de details 
waaruit de Fowler-Warten,methode is 6pgebouwd. 
11 
We onderscheiden: 









hierin is Ode nulvector. 
➔ • 
Indien elke component van A negatief is stellen we: 
(3,6) 
➔ 
Ahk ➔ Ahk 
➔ e . -1 ➔ 
C' = en co = e , 1 ➔ 
Ahk 
is dit niet het geval dan schrijven we 
(3,8) 
Opmerking 
Onder het in bovenstaande formules voorkomende produkt c.q. quotient 




We zullen nu een verklaring geven van bovenstaande formules. Hier-
bij zullen we onderscheid maken tussen de volgende modificaties. 
(3.10) Modificatie 1 
Formule (3.1) is identiek aan (2.15). Bij de start van het integra-
tieproces stellen we hk_ 1 en yA(tk) gelijk aan nul. 
Formule (3.2) is dezelfde als de tweede formule van (2.10) met 
+ - +, ( ) 
d1 - YpE tk • 
Een verklaring voor de formules (3,3), (3,4), (3.5) en (3.6) kan 
. + + 
men v!nden in [6]. In (3.5) is d2 gelijk aan y;(tk) (zie (2.11)). 
Voor A zie formule (2.3). 
Formule (3,7) is direkt af te leiden m.b.v. (2.9), (2.10) en (3.6). 
Formule ( 3. 8) : spreekt voor dchzelf •·. 
Een verklaring voor (3.9) vindt men in [6]. 
(3.11) Modificatie 3 
Deze modificatie verschilt slechts van de vorige door een andere 
+ 
keuze voor de startwaarde van yA(tk). 
+ ' + YA (tk,) wordt hierin' gelijk :gesteld aan.y' (tk). 
(3.12) Modificatie 4 
B~schouw formule (3.6). 
Indien elke component van t positief is vervangen wet door - ten 
+ + + + + 
M.b.v. de nieuwe waarden van A en d1 berekenen we yA(tk), c 1 en c0 
op de volgende manier: 
+ = e 
Ahk 




(3.13) Modificatie 2 
Het is eenvoudig in te zien dat de beschreven methode van Fowler 
en Warten niet exact is voor lineaire beginwaarde-problemen. 
Beschouw de differentiaalvergelijking:: 
A en b constant. 
De algemene oplossing hiervan is 
(3.14) 
At 
y = ce 
hierin is c een constante, die uit de beginvoorwaarde is te bere-
kenen. 








y' ( t) 
14 




daar A< 0. 
In de besproken modificaties berekenden we A zoals in (3.6) wordt 
aangegeven. 
Voor lineaire beginwaarde-problemen echter zullen we, indien d
1 
en 
d2 hetzelfde teken hebben, modificatie 2 gebruiken, d.w.z. yA(t~) 
gelijk aan nul en d1 gelijk aan y'(t~): stellen. 
Uit (3.16) volgt dan dat we op deze wijze A exact kunnen berekenen. 
Geldt het bovenstaande voor een of andere lineair beginwaarde-
probleem echter niet, dan berekenen we de oplossing m.b.v. een der 
andere modificaties. 
Opmerking 
Uit het bovenstaande volgt tevens dat modificatie 2 ook wordt ge-
bruikt voor lineaire beginwaarde-problemen als A, d 1 en d2 > O. 
§4. De stabiliteit van de Fowler-Warten methode 
In deze paragraaf zullen we de stabiliteitsanalyse geven voor de 
methode van Fowler en Warten zoals deze door van der Houwen onge-
publiceerd gegeven werd. 
➔* ➔ Verder stellen we dat yk de num.eriek berekende waarde is van yk. 
➔ 
Dan geldt dat de fout £kin de k-de stap gelijk is aan: 
( 4. 1) 
15 
+ 
We zullen nu onderzoeken of Ek begrensd blijft. 
Dit hangt af van: 
(4.2) De stabiliteits eigenschappen van het beginwaarde-probleem, 
(4.3) de stabiliteit van de gebruikte numerieke benaderings-methode. 
De definitie van (4.2) kan men vinden in Liniger [7]. 
We zullen (4.3) nader(;bespreken. 




+ + + 1 2 +II + O(~), Yk+1 = y + ~ Yit + 2 hk yk k 
+ + + 
1 1\ + 3 yk-1 = y - h y' + y" + 0(~-1). k k-1 k 2 -1 k 





We kunnen (4.5) ook schrijven als: 
(4.6) 
Hieruit kunnen we concluderen dat de fout tk begrensd blijft indien 
de eigenwaarden van de matrix operator uit (4.6) in absolute waarde 
kleiner of gelijk zijn aan 1. 
Dit levert (zie van der Houwen [10]): 
17 
(4.8) 
2( 1-c 1 j 
A. + h 
J k-1 
> - 2, 
. -+ 
hierin is Aj een eigenwaarde,. van de Jacobiaan fy(tk,yk). 
Opmerking 
De Fowler-Warten methode is stabiel als voldaan is aan (4.8). 



















I - - - -,- - - - -
J 
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De waarden van hk en c1 moeten in het gearceerde gebied liggen op-
dat aan de in (4.8) gestelde stabiliteitseisen kan worden voldaan. 
§5. Enige kritische opmerkingen 
Op een op het Mathematisch Centrum te Amsterdam gehouden werkbespre-
king [8] is door de Vogelaere (University of Berkeley, California) 
en Spijker (Rijks Universiteit van Leiden) kritiek geleverd op de in 
[6] beschreven numerieke integratiemethode~. 
Hoewel wij het beoordelen van deze kritieken aan de lezer van deze 
scriptie overlaten, willen we tech nader ingaan op enkele details 
uit [8]. 
In de eerste plaats wij zen we er op dat het door de Vogel'aere gebruik-
te voorbeeld in [8] geenszins aantoont dat de Fowler-Warten methode 
voor een lineaire differentiaal verg~lijldng · met een beginvoorwaarde 
spaak loopt, hoewel dit in [8] wel wordt verondersteld. 
Wij zullen het in [8] behandelde voorbeeld bespreken en daarbij de-
zelfde notatie gebruiken (zie ook [6]). 
De Vogelaere stelt: 
Los de differentiaalvergelij~ing 
y' = a.y, y = y(t), 
y( 0) = 1 
op met modificatie 3. 
Zij verder 




y'(O) = a, 
De formules (3.1) - (3,6) leveren: 
y(t) - y(t--ho) 
-ah 
1 0 
Yl(t) - e = = 
ho ho 
-ah 
- YA (t) 1 
0 
d1 = y' (t) 
- e = a -
ho 
y (t+o) = y(t) + oy'(t) = 1 + oa, 
p 
y'(t+o) = r(t+o,y (t+o)) a( 1+oa) = p p 
YI ( t+O) - YI ( t) a + oa2 - a d = = 2 0 0 






d1 -ah -ah 0 0 1-e 1-e 
a -
ho 




1 -8 a "' "' a ~. 2. 10 • 20 1-109 1-e 1 - 20 1 - 20 
2 
In [8] wordt uit (5.6) geconcludeerd, dat de Fowler-Warten methode 
voor een eenvoudige lineaire differentiaalvergelijki:hg spaak ·, 
loopt, daar a en A volgens [6] dezelfde waarden moeten hebben. 
Dat de Fowler-Warten methode in dit geval onjuist is geinterpreteerd 
blijkt uit modificatie 2 (zie (3.13)). 
Uit (3.13) volgt nl. dat wij lineaire differentiaalvergelijkingen· 
met modificatie 3 kunnen oplossen indien d1 en d2 niet hetzelfde 
teken hebben. 
20 
Uit (5.2) en (5.5) volgt echter dat wij in dit geval modificatie 2 
moeten gebruiken. 
Hierdoor krijgen wij i.p.v. (5.6): 





"= - = - = a. d
1 
a 
Hieruit zien we, dat "exact wordt berekend. 
Opmerking 
Wij willen er toch op wijzen, dat de kritiek van de Vogelaere in 
feite behelst dat de Fowler-Warten methode niet de mogelijkheid 
open heeft gelaten om van de ene modificatie over te gaan op de 
andere indien dit noodzakelijk is. 
Uit het zojuist besproken voorbeeld blijkt dat zijn kritiek vol-
komen gerechtvaardigd is. 
Tot besluit willen wij er op wijzen dat de door Spijker in [8] ge-
leverde kritiek volkomen juist is, d.w.z. de Fowler-Warten methode 
is geen tweede- maar een eerste-orde integratieproces •. 
Wij zullen dit nader toelichten. 





Verder geldt (zie [6]): 
Uit (3.2) en (3.3) volgt na Taylorreeks ontwikkeling van y(tk_1) 
dat: 
21 
+d "' hk-1 +"(t ) + O(h2 ) 
1 2 y k k-1 • 
Indien ~ en hk_ 1 + 0 krijgen we dus: 
+ 2 ( -1) ;\<e-=Q~. 
~-1 
De truncation error Eis gelijk aan (zie [6]): 
h3 h2 
(5.8) E = 6k {y"'(tk)-tP ;PE(tk)l"- 4k ok{y'"(tk)-y"(tk)t=Y} + o(~). 
Uit (5.7) en (5.8) volgt direkt dat de Fowler-Warten methode een 




In dit hoofdstuk zullen wij een viertal procedures bespreken, die 
geschreven zijn in ALGOL 60. 
De procedures RUNGE 2n, RUNGE 3n en RUNGE 4n z1Jn gebaseerd op de 
formulas (5.1), (5.2) en (5.3) uit §5 van hoofdstuk I. 
De details waaruit de procedure DIFFSYS is opgebouwd kan men vinden 
in §3 van het vorige hoofdstuk. 
In §4 zullen we enige test resultaten van de genoemde integratie-
procedures geven. 
Vervolgens zullen we die formele parameters bespreken, die de vier 
bovengenoemde procedures gemeenschappelijk hebben. 
t: Dit is de onafllankelijke variabele. Na een aanroep van elk der ge-
noemde procedures is t gelijk aan.b. 
a: De startwaarde van t. 
b: Een parameter, die in de value lijst voorkomt en die de laatste 
waarde, diet gekregen heeft, aflevert. 
y: Een array met elementen y[1], ••• , y[n]. Dit zijn de afllankelijke 
variabelen. 
ya: Een array met elementen ya[1], ••• , ya[nJ. Dit zijn de startwaarden 
van y[j], j = 1(1)n. 
fi: Een variabele van het type boolean. 
Indien fide waarde true heeft dan start de integratie bij a met 
een stapgrootte, die gelijk is aan b - a. 
Is dit niet het geval dan wordt t.a.v. de procedures RUNGE 2n, 
RUNGE 3n en RUNGE 4n de integratie voortgezet met de beginvoorwaar-
den: 
t = d[3], 
y[j] = d[j+3], j = 1(1)n 
23 
en de stapgrootte h wordt dan berekend volgens 
( 1. 1) h = d[2}'.* sign (b-d[3J). 
Voor DIFFSYS geldt echter dat de integratie wordt voortgezet met 
de beginvoorwaarden: 
t = d[5J, 
y[j] = d[j+5J, j = 1(1)n 
en dat de stapgrootte ~, k = 1, 2, ••• wordt berekend m.b.v. de 
relatie: 
hk = d[2] * sign (b-d[5J). 
De waarden, die a en ya[j] hadden worden dan niet meer in het inte-
gratie proces betrokken (voor de betekenis van het array d zie §2 
en 3 van dit hoofdstuk). 
n: Het aantal differentiaal vergelijkingen dat opgelost moet worden. 
§2. De procedures RUNGE 2n 2 RUNGE 3n en RUNGE 4n 
De genoemde procedures worden gebruikt om stelsels differentiaal-
vergelijkingen 
dy. 
a:t"° = f j ( t ,y 1 , ••• ,Y n) , 
y.(t0) = Y., j = 1(1)n J J 
op te lossen m.b.v. de formules (5.1), (5.2) en (5.3) uit hoofd-
stuk I. 
Eerst zullen wij de formele) parameters, die in deze procedures 
voorkomen bespreken (zie ook §1 van dit hoofdstuk). 
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ftyj: Een expressie die afhangt van t, y[j] en j en die de waarde van 
dy. 
~ aflevert. 
j: Een variabele van het type integer. In de actuale parameterlijst 
correspondeert deze met ftyj en wel om aan te geven welke van de 
n differentiaal vergelijkingen er opgelost moeten warden. 
e: Een array met elementen e[1], ••• , e[2~n]. 
e[2*j-1] is een relatieve en e[2*j] een absolute tolerantie voor 
y[j]. 
De tolerantie wordt gedefinieerd als: 
met int= abs(b-(if fi then a else d[3])). 
d: Een array met elementen d[l], ••• , d[n+3]. 
Na een aanroep van elk der genoemde procedures hebben de elementen 
van d de volgende waarden: 
De waarde van d[1] is gelijk aan het aantal verworpen stappen, d[2] 
levert de stapgrootte, d[3] de waarde van b en d[4J, ••• , d[n+3] 
zijn gelijk aan y[1], •.. , y[nJ voor t = b. 
Tenslotte willen wij er op wijzen dat de stapgrootte h wordt ver-
worpen als geldt: 
2 th &y. > tol, 
J 
voor elke waarde van J, j = 1(1)n. 
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procedure RUNGE2n(t,a,b,y,ya,ftyj,j,e,d,fi,n); value b,fi,n; 
integer j,n; real t,a,b,ftyj; Boolean fi; array y,ya,e,d; 




if fi then begin d[3]:= a; 
- - for jj:= 1 step 1 until n do 
'a[jj+3] := ya["jj] 
end; 
d[1]:= O; tl:= d[3]; 
for jj:= 1 step l until n do yl[jj]:=. d[Jj+3]; 
if fi then aim":= '6-d[3]; aosh:= h:= abs{d[2] ); 
Il b-tr<o then h:= -h; int:= abs(b-tl); -
for jj:= 1 stej;,1 until 2Xn do ee[jj]:= e[jj)/int; 
first:= tru~ - - -
if fi then begin last:= true; goto step 
- -end; --
test: absh:= abs(liJT 
if h > b-tl = h > 0 then begin d[2]:= h; 
- - - - -- last:= true; 




else last:= false, · 
for jj:= 1 step 1 until n do 
y[ jj] := yl[jjJT 
for j:= 1 step 1 until n do 
kO[j]:= ftyjXh; -
t:= if last then b else tl+h; 
for 'JJ: = 1 stej;,1 urrtII n do 
y[jjJ:= yl[JjJ'+kO[jj]; -
for j:= 1 step 1 until n do 
fij]:= ftyjXh; -




for jj:= 1 step 1 until n do 
begin discr:= abs(-kO[jj]+kl[jj])/2; 
tol: = abs(kO[ j j l )xee[ 2Xjj-1 )+absh><ee[ 2Xjj]; 
reject:= discr > tol V reject; 
fh:= discr/tol; 
if fh > fhm then fhm:= fh 
end; 
mu:= .95/fhm; 
if reject then begin h:= muXh; d[1]:= d[1]+1; 
- - goto test 
end; -
if first then begin first:= false; hl:= h; 
- - h: = mu><h; goto ace 
end; 
fh:= muXh/hl+niii=mu.1; hl:= h; h:= fbXh; 
mu1:= mu; 
for jj:= 1 step 1 until n do 
y[jj]:= yl[jj]+(kO[jj]+k1["IT])/2; 
if bf t then begin tl:= t; 
- - for jj:= 1 step 1 
yl [ j j ] : = y['JJIT 
goto test · 
end; 
if 7 last thenfil2]:= h; d[3]:= t; 
until n do 
Tor jj:= 1"°step 1 until n do d[jj+3]:= y[jj] 
1tffi'GE2n; - -
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procedure RUNGE3n(t,a,b,y,ya,ftyj,j,e,d,fi,n); value b,fi,n; 





if fi then begin d[3):= a; 
- - for jj:= 1 step 1 until n do 
a!'Jj+3]:= ya[jj] 
end; 
d[1]:= o; tl:= d[3]; 
for jj:= 1 step l until n do yl[jj]:= d[Jj+3]; 
rr-fi then rn:= '6-d[3]; aosh:= h:= abs(d[2]); 
if b-tI<'"°O then h:= -h; int:= abs(b-tl); -
Tor jj:= 1 step 1 until 2Xn do ee[jj]:= e[jj]/1nt; 
first:= true'; - - -
if fi then begin last:= true; goto step 
- -end --
else reject:= true; 
test: absh:='"""iios(h); --
if h > b-tl = h > 0 then begin d[2]:= h; 
- - - - - last:;:: true; 




else oegin last:= false; 
- if 7 reject then 
goto fast -
end; 
for jj:= 1 step 1 until n do 
y[ j j ] : = yl [ j j]; 
for j:= 1 step 1 until n do 
k'orj]:= ft'y3xfi; -
fast: t:= tl+h/3; 
for jj:= 1 step 1 until n do 
y[jj] := yl[jj]+kO[jj]/3; -
for j:= 1 step 1 until n do 
ffij] := ftyjXh; -
t:= tl+2Xh/3; 
for jj:= 1 step 1 until n do 
y[jj]:= yl[Jj]+2Xki[jj]/3;-
for j:= 1 step 1 until n do 
k2[j] := ftyjX.h; -
t:= if last then b else tl+h; 
for jj:= 1 step 1 uiitIT n do 
y[jj]:= yl[jj]+(kO[jj]+3Xk2Tjj])/4; 
for j:= 1 step 1 until n do cr j 1 : = ftYJXfi; -




for jj:= 1 step 1 until n do 
begin discr:= abs(kO[jj]-3Xk2[jj]+2Xk3[jj])/2; 
tol:= abs(kO[jj])xee[2Xjj-1]+abshXee[2Xjj]; 
reject:= discr > tol V reject; 
fh:= discr/tol; 
if fh > fhm then fhm: = fh 
end; 
mu:= 1/(1+fhmXfhm)+.45; 
if reject then begin h:= muXh; d[1]:= d[1]+1; 
- - goto test 
end; -
if first then beg!'n first:= false; hl:= h; 
- - h:= muXh; goto ace 
end; 
fh: = mu.Xh/hl +nii:i=-iiiu 1 ; hl: = h; h: = fbXh; · 
mu1 := mu; 
for j:= 1 step 1 until n do 
kO[j] := k3tr]xh/hl; -
if b + t then begin tl:= t; 
until n do - -- for jj:= 1 step 1 
'yttjj] := y[JJIT --
goto test • 
end; 
if 7 last thencit2]:= h; d[3]:= t; 
Tor jj:= 1step l until n do d[jj+3] :::; y[jj] 
RUNGE3n; - -
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procedure RUNGE4n(t,a,b,y,ya,ftyj,j,e,d,fi,n}; value b,fi,n; 
integer j,n; real t,a,b,ftyj; Boolean fi; array y,ya,e,d; 
begin integer jj; 
real tl,h,fhm,int,hl,absh,discr,tol,mu,mul,fh; 
Boolean last,first,reject; . 
array yl,kO,k1,k2,k3~k4[1:n],ee[1:2Xn]; 
if fi then begin d[3J:= a; • 
- - for jj:= 1 step 1 until n do 
c!["Jj+3] := ya['JJ] 
end; 
d[1]:= O; tl:= d[3]; 
for jj:= 1 step 1 until n do yl[jj]:= d[jj+3]; 
i:r-fi then a.TITT:= '6-d[3]; a'bsh:= h:= abs(d[2]}; 
If b-tr<o then h:= -h; int:= abs(b-tl}; • 
Tor jj:= 1 stepl until 2Xn do ee[jj]:= e[jj]/int; 
first:= tru~ - • · 
if fi thenoegin last:= true; goto step 
- -- end; - -
test: absh:= abs(li)T 
if h > b-tl = h > 0 then begin d[2]:= h; 




else last:= false;· 
step: t:= tl; 
for jj:= 1 step 1 until n do 
y[jj] := yl[TIIT 
for j:= 1 step 1 until n do 
kOl:" j] : = fty jxb; -
t:= tl+h/2; 
for jj:= 1 step 1 until n do 
y[jj] := yl[JjJ+kO[jj]J2; -
for J:= 1 step 1 until n do 
ki"[jJ:=ft~xb; -
for jj:= 1 step 1 until n do 
y[jj] := yl[Jj)+kl [jj]/2; -
for J:= 1 step 1 until n do 
k2L°jJ:=ftyj'xb; -
t:= tl+h; 
for jj:= 1 step 1 until n do 
y[jj]:= yl['J31+k2[jj]; -
for J:= 1 step 1 until n do 
k3L°j J := ftyjXhi -
t:= if last then b else tl+3Xh/4; 
for jj:= 1 stepl untII n do 
y[jj]:= yl[jj]+(5XkO[jj]+7Xk1[jj]+13Xk2[jj]....k3[jj])/32; 
for j:= 1 step 1 until n do 
Mj]:= ftyj'xb; -
if 7 last then t:= tl+h; 




for jj:= 1 step 1 until n do 
begin dis er:= abs( (-kO[ jj ]'+3x(k1 [ jj ]+k2[ jj ]+k3[jj] )-8xk4[jj] )X2/3); 
tol:= abs(kO[jj])xee[2Xjj-l]+abshXee[2Xjj]; 
reject:= discr > tol V reject; 
fh:= discr/tol; 
if fh > fhm then fhm:= fh 
end; 
mu:= .3+1.27/(l+fhm); 
if reject then begin h:= muXh; d[l]:= d[1]+1; 
- - goto test 
end; -
if first then beg'In first:= false; hl:= h; 
- -- h: = muXh; goto ace 
end; 
fh:= muxh/hl+rriu=mu.1; hl:= h; h:= fhXh; 
mul := mu; 
for jj:= 1 step 1 until n do · 
y[jj]:= yl[jj]+(kO[jj]+2X(Ki[jj]+k2[jj])+k3[jj])/6; 
if b + t then begin tl:= t; - · · 
- - for jj:= 1 step 1 until n do 
yITjj] := y[JJ]T 
goto test -
end; 
if 7 last thenm2]:= h; d[3]:= t; 
Tor jj:= 1 step 1 until n do d[jj+3]:= y[jj] 
im'NGE4n; - -
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§3. De procedure DIFFSYS 
De procedure DIFFS?S wordt gebruikt om die stelsels differentiaal-
vergelijkingen op te lossen die beschreven zijn in het vorige hoofd-
stuk. m.b.v. de in §4 van dat hoofdstuk. beschreven formules en modi-
ficaties. _. 
Eerst zullen wij de formele parameters, die in deze procedure voor-
komen bespreken. 
Een verklaring voor de parameters f, a, b, y, ya, fi en n kan men 
in §1 vinden. 
d: Een array met elementen d[1], ••• , d[n+5]. 
Na, een: aanroep van DIFFSYS hebben de elementen van d de volgende 
waarden: 
d[1] levert het aantal verworpen stappen, d[2], d[3] en d[4J zijn 
respectievelijk gelijk aan de stapgroottes hk' ~-1 en ok voor 
k = 1, 2, ••• , d[5] is gelijk aan b en d[6], ••• , d[n+5] zijn ge-
lijk aan y[1], ... , y[n] voor t = b. 
dd: Een array met elementen dd[ 1 J, ••• , dd[n]. 
dd[1], ••• , dd[n] zijn gelijk aan y[1], ••• , y[n] voor t = b - ~-,' 
k=1,2, •••• 
f: Een procedure met t, y, dy als parameters. 
Hierin hebben ten y dezelfde betekenis als in §1, de variabele t 
komt echter in de value lijst voor. 
Verder is dy een array met elementen dy[1], ••• , dy[n] en is 
dy. 
dy[j] =at-, j = 1(1)n. 
e: Een array met elementen e(1], ••• , e[4]. 
e(1], ••• , e(4] zijn respectievelijk gelijk ·aan u1, u2 , 1 1 en 12 
(zie [6]). 
mod: Een variabele van het type integer. 
' 
In de actuale parameter lijst meet deze variabele vervangen worden 
door een der cijfers 1, 2, 3 of 4 hetgeen bewerkstelligt dat een 
32 
stelsel differentiaalvergelijkingen met een der vier modificaties 
wordt opgelost. 
Tenslotte willen wij er op wijzen dat de in deze procedures voor~~ 
komende controle van de stapgroottes ~ en ok beschreven is in [6]. 
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procedure DIFFSYS(t,a,b,y,ya,d,dd,fi,f,e,mod,n); 
value b,fi,n; integer mod,n; real t,a,b; 
boolean fi; array y,ya,d,dd,e"f'procedure f; 





A:= mod= 1; B:= mod= 2; C:= mod= 3; ,n:= mod= 4; 
if fi then begin d[3]:= o; d[5]:= a; 
- -- for i:= 1 step 1 until n do 
end; 
oegin if A\]'""jj then yA[ 1]-r;; o; 
c[" i + 5] : = ya[ i]; dd[ i] : = Q 
end 
d[1]:= o; t1:= d[5]; hO:= d[3];, 
if fi then begin d[2]:= b-.d[5]; d[4]:= .95Xd[2]/4 end; 
absh:= h:= abs(d[2]-); absd:= delta:= abs(d[4l}; -
if b-tl < 0 then-begin h:= -h; delta:= -delta end; 
Tor i:= 1 stepl until n do -
oegin y[ i] := d[ i+5]; yl[ f]:= dd[ i] end; 
f(t1.,y,ay); -
if fi then begin for i:= 1 step 1 until n do 
- - 'oegin if A"""vB then i;ll[ i]T,; dy[ i] else 
11' CV D 'men begin yA[i]:= ay["I]; 
- - d1(i]:= 0 
end 
end; 
last:= true;~ STEP 
end; 
START: for i:= 1 step 1 until n do 
oegin yA[i]:= (y[i]-yl[i]17'hO; 
d1 [ i] := dy[i]-yA[i] 
end; -
TEST: absh:= abs(h); absd:= abs(delta); 
if h > b-tl = h > 0 then begin last:= true; d[2] := h; 
- - - - - h:= b-t!;absh:= abs(h); 




else last:= false; 
STEP: for i:= 1 step 1 untilri do ypO[i]:= y[i]+deltaxdy[i]; 
f\tl+delta,ypO,ypiJ; -
for i:= 1 step 1 until n do 
oegin d2: = ( ypl [ i l-dy[ i ])]delta; 
if B /\ sign(d2) = sign(dl[i]) then begin yA[i]:= o; 
end; 
- - d1[i]:= dy[i] 
end; 
L:= if dl[i] = 0 then O else d2/dl[TJT 
p:= txh; q:= exp(pj'; --
if L > 0 /\ D then begin L:= ..J..; 
- - d1 [ i] := -dl [ i]; 
yA[i]:= dy[i]-d1[i]; 
p:= LXh; q:= exp(p) 
end; 
if L < 0 then begin cO[i]:= q; c1:= (q-1)/p end 
- else begin cO[i] := 1 +:p; c1 := 1 +p/2 end; 
ycO[ i] := y[TI+rixtyA[ i]+c1xd1 [ iJ); -
r[i]:= abs(ycO[i]) 
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f(if last then b else tl+h,ycO,yc1); 
accl := tru;;- -
for i:= 7"s'tep 1 until n do 
begin discrr;;-abs(yp1[i]-cy[i])xabsd/2; 
toll:= (e[l]+e[2]xr[il)/2; 
tol2:= (e[3]+e[4]xr[i] )/2; 
if discr > .75Xtol1 then begin delta:= delta/2; 
- - goto CONTR 
end; 
acc1:= discr < tol2 /\ acer-
end; 
Tracc1 then delta:= deltax2; 
CONTR: acc1:= acc2:= false; 
end 
for i:= 1 step 1 until n do 
begin discrr;;-abs(ycl[i]._y.&(i]-cO[i]xdl(i])xabsh; 
toll:= e[1 ]+e[2]xr(i];. 
end; 
tol2:= e[3]+e[4]xr[i]; 
if discr > 1.5Xtol1 then begin h:= h/2; 
- d[ 1 ] : = d[ 1 ]+ 1 ; 
end 
else_ 
if delta > h/4 
'tnen delta:= h/4; 
goto TEST 
if discr > ,. 75Xtol 1 then accl := true 
else 
if discr < tol2 then acc2:= true 
t:= if last then b else tl+h; hO:= h; 
for TI= 1 step 1 un~ n do 
begin yl[i]:= y[i]; y(i]:-;;;-ycO[i]; 
dy[i] := ycl [ 1] · . · 
end; 
Trb f t then begin tl:= t; 
- if acc1 then h:= h/2 
- else if acc2 then h:= hX2; 
if delta""57i,trr°then delta:= h/4; 
goto START -
end; -
if 7 last thenoegin d[2]:= h; d[4]:= delta end; 
o!5]:= t; "o!!r:= hO; -
for i:= 1 step 1 until n do 
begin d[i+5]:= y[i]; dd[iTT= yl(i] end 
DIFFSYS; -
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§4. Enige testresultaten 
In deze paragraaf zullen we enige testresultaten geven van de be-
sproken integratieprooedures •. 
Voordat we echter hiertoe overgaan zullen we eerst enige algemene 
begrippen behandelen. 
Hiertoe gaan we uit van het stelsel differentiaalvergelijkingen uit 
hoofdstuk II, formule (1.1). 
Laat y(t) de exacte oplossing van dit stelsel zijn en y*(t) de nu-
meriekl· berekende. 
We introduceren nu de volgende begrippen: 
( 4. 1 ) 
(4.2) 
Onder de globale fout £ verstaan we de maximum-norm van het 
+ +* 
verschil tussen y(t) en y (t), 
ender het aantal functieevaluaties het getal, dat aangeeft hoe-
vaak de rechterleden van dit stelsel berekend zijn. 
In het vervolg zullen we nu van elk van de te behandelen voorbeel-
den het aantal functieevaluaties en de globale fout die daarbij 
hoort in een tabel en in een grafiek geven. 
Uit de grafieken kan men dan direkt aflezen welke integratieproce-
dure voor een bepaald beginwaardeprobleem de voorkeur verdient bo-
ven de andere indien men een bepaalde nauwkeurigheid van de oplos-
sing eist. 
(4.3) Opmerking 
In de grafieken hebben de merktekens betrekking op de volgende 
procedures: 
+ : RUNGE 2n, 
* : RUNGE 3n, 
y RUNGE 4n, 
:x: : DIFFSYS. 
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Voorbeeld 1 
Beschouw de differentiaalvergelijking: 
* --Y, Y = y(t), 
(4.4) 
y(0) = 1. 
De exacte oplossing van (4.4) is: y = e-t 
We losten (4.4) op voor t = 10. Als startwaarde voor t kozen we 
t = o. 
Uit §1 van dit hoofdstuk blijkt dat de beginwaarde voor de stap-
grootte voor de vier besproken procedures gelijk is aan 10. We 
kozen deze differentiaalvergelijking dan ook om aan te tonen dat 
DIFFSYS onmiddellijk, d.w.z. zonder de stapgrootte te wijzigen, de 
exacte oplossing moet geven indien we modificatie 2 gebruiken (zie 
§3 en §5 van het vorige hoofdstuk). Uit tabel I blijkt inderdaad 
dat dit het geval is, want het minimum aantal functieevaluaties 
voor DIFFSYS is gelijk aan drie (zie 6ok §3 van dit hoofdstuk). 
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TABEL I 
procedure globale fout aantal functieevaluaties 
RUNGE 2n 2.82 10-2 26 
8. 11 10-3 120 
3.70 1(!)-4 1066 
1.98 10-5 10540 
RUNGE 3n 4.93 10-
2 
33 
2.04 10-3 69 
1.57 10-
4 115 
1.97 10-5 291 
7.23 10-6 843 
RUNGE 4n 1.97 10-
2 4o 
2.98 10-3 40 
3.02 10-4 95 
1.70 10-5 150 
7.66 10-6 265 
DIFFSYS 2.96 10-13 3 
Een grafische voorstelling van deze waarden kan men in fig. 3 
vinden. 
In fig. 3 zijn echter de waarden van DIFFSYS niet getekend, daar 
uit tabel I blijkt dat deze niet te vergelijken zijn met die van 
de andere procedures, 
(4.5) 0pmerking 
10 Voor alle grafieken geldt dat op de horizontale as de log van de 
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Als tweede voorbeeld behandelen we de differentiaalvergelijking van 
van der Pol voor mu= 10: 
y" - 10 ( 1-y2 ) y' + y = 0, y = y( t) . 
Deze differentiaalvergelijking werd als volgt als stelsel geschreven: 
Als startwaarden kozen we: 
en de integratie werd uitgevoerd tot t = 18.86305053. 
In dit punt geldt nl.(zie [1]): 
y "'o. 
2 
We zullen nu zowel de tabel als de grafiek geven voor y 1 en voor y2
• 
Bij y 1 beho.ort tabel II en fig. 4, bij y 2 tabel III en fig. 5. 
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TABEL II 
procedure globale fout aantal functieevaluaties 
RUNGE 2n 2.51 10-2 7010 
1 .84 10_4 9016 
7.88 10-5 10980 
4.08 10-5 13892 
8.50 10-(> 20686 
1. 88 10-6 100498 
RUNGE 3n 5. 13 10-5 1578 
1.43 10-5 1902 
6,37 10-6 2272 
3,70 10-6 2709 
1.39 10-6 3471 
4.72 10-7 4568 
4.02 10-8 9354 
RUNGE 4n 1. 15 10-5 1350 
6.55 ,o-6 1500 
4.54 10-6 1920 
2.54 10-6 2210 
3.00 10-7 3155 
1.40 10-7 3755 
2.22 10-8 5975 
DIFFSYS 3.83 10-5 2219 
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procedure globale fout aantal functieevaluaties 
RUNGE 2n 5.61 10-2 2760 
2.90 10-2 9016 
2.07 10-2 10980 
1.77 10-2 13892 
8. 15 10-3 20686 
2.83 10-4 100498 
RUNGE 3n 1.47 10-2 1578 
5.60 10-3 1902 
3. 11 10-3 2272 
2.36 10-3 2709 
1 .33 10-3 3471 
6,71 10-4 4568 
1.22 10_4 9354 
RUNGE 4n 1.05 10-3 1500 
7,80 10_4 1605 
5. 18 10_4 1700 
2.21 10_4 1920 
8.28 10-5 2210 
6.32 10-3 1350 
DIFFSYS 2.56 10-2 1099 
6.03 10-3 2219 
2.01 10-3 4971 
4.09 10_4 11403 
1 .26 10-4 24471 
250 
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Uit de figuren 4 en 5 kunnen we de conclusie trekken dat de Fowler-
Warten methode niet te prefereren is boven RUNGE 3n en RUNGE 4n. 
De oorzaak hiervan is dat de eigenwaarden van de differentiaalverge-
lijking van van der Pol, die gelijk zijn aan 1 en 2m y 1y2 , niet al-
tijd in absolute waarde sterk in grootte verschillen (zie ook [1] 
blz. 94). 
Voorbeeld 3 
Als derde voorbeeld kozen we het stelsel differentiaalvergelijkingen: 
dy1 
dt = - 2000 y 1 + 1000 y2 + 1, y1 = y 1(t), 
(4.6) 
dy2 
dt = Y1 - Y2, Y2 = y2(t), 
De exacte oplossing van (4.6) is: 
Y1 = 0.00100025 + 1.25 10-
8 
1.9995 
-2000.500125t e , 
Y2 = 0.00100025 + 2.5 10-
7 
- 10-3 -2000.500125t e • 
Formule (4.6) kunnen we ook schrijven als 
hierin is: 
➔ 
dv ➔ ➔ =-=Ay+c 
dt ' 
➔ 





y = (y ) , 
2 
-+ 1 
e = (0), 
A= (..:2000 1 
1000) 
-1 • 
De eigenwaarden van A zijn zeals uit de exacte oplossing van (4.6) 
blijkt ongeveer gelijk aan - 0.5 en - 2000.5. 
Uit §1 van het vorige hoofdstuk volgt direkt dat de methode van 
Fowler-Warten er op gericht is om beginwaarde-problemen van dit 
type op te lessen. 
Dat deze methode i.h.a. inderdaad de voorkeur verdient boven de 
Runge-Kutta methodes zal uit de gevonden resultaten blijken. 
We losten (4.6) op voor t = 8. Uit §1 van dit hoofdstuk blijkt dat 
de beginwaarde van de stapgrootte voor de vier besproken procedures 
dan gelijk is aan 8. 
Uit de stabiliteitseisen voor bijvoorbeeld de vierde orde Runge-
Kutta methode blijkt dan dat de maximale stapgrootte gelijk gemaakt 
wordt aan 2.78 / 2000.5 ~ 1.35 10-3 (zie hoofdstuk I, §4). 
Hieruit volgt, dater minstens 6000 stappen of 30000 functieevalua-
ties (zie §2 van dit hoofdstuk) nodig zijn om (4.6) in het punt 
t = 8 op te lossen, indien wet= 0 als beginpunt kiezen. 
Bovendien weten we dat de exacte oplossing zich ongeveer gedraagt 
-h als e • , 
Indien we echter de grafiek van e- 2t tekenen blijkt dat deze veel 
sterker daalt indien t € [0,1], dan voor bijvoorbeeld t € [7,8]. 
Hieruit volgt dater meer functieevaluaties nodig zijn om de oplos-
sing van (4.7) in het punt t = 1 te berekenen, als wet= 0 als be-
ginpunt kiezen, dan in het punt t = 8, indien we uitgaan van t = 7 
als beginwaarde. 
Op grand hiervan gaan we, daar we de oplossing y 1 van (4.6) in het 
punt t = 8 willen berekenen niet uit van t = O, doch bijvoorbeeld 
van t = 7.9 (zie tabel Ven fig. 7). 
Als beginvoorwaarden van y 1 en y2 int= 7,9 kozen we: 
46 
Bovendien losten we (4.6) nog op in het punt t = 0.1, terwijl we 
t = 0 als startwaarde voor t kozen. In de tabellen IV en Ven de 
figuren 6 en 7 zijn alleen de waarden voor y 1 gegeven. 
Opmerking 
In de twee voorafgaande voorbeelden gebruikten we deze efficiente 
wijze van oplossen niet, daar voorbeeld 1 gebruikt werd om aan te 
tonen, dat modificatie 2 in de praktijk zeer goed werkt en we van 
het stelsel differentiaalvergelijkingen uit voorbeeld 2 de exacte 
oplossing niet kenden. 
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TABEL IV 
procedure globale fout aantal functieevaluaties 
RUNGE 2n 2.58 10-5 322 
9.60 ,o-5 324 
1.19 10-5 344 
1.70 10-6 420 
1.50 10-6 536 
2.31 10-7 1372 
RUNGE 3n 1. 84 10-5 386 
1.48 10-5 401 
6. 15 ,o-7 405 
1. 10 10-6 410 
9.85 10-5 441 
2.00 10-7 445 
2.92 10-7 462 
2.90 ,o-8 488 
RUNGE 4n 3,97 ,o-7 490 
1.01 10-5 495 
8.21 10-7 505 
6.70 10-6 525 
8.94 ,o-5 540 
7.09 ,o-8 550 
DIFFSYS 1.50 10-6 53 
2.81 ,o-6 69 
2.78 10-7 97 
1. 15 10-7 131 
1 ~22 ,o-8 1181 
1.31 10-8 543 
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procedure globale fout aantal functieevaluaties 
RUNGE 2n 1.00 10-3 268 
1.69 10_4 320 
4.23 ,o-5 322 
9.21 10-5 322 
4.83 10-5 324 
4.29 10-4 326. 
3.98 10-5 344 
3.93 10-5 422 
3.89 ,o-5 536 
3.87 ,o-5 1372 
RUNGE 3n 5.60 10_4 379 
6. 10 10-5 394 
4.83 10-5 407 
6.09 10-3 408 
1.28 10-4 409 
3,79 10-5 413 
2.75 10-5 418 
8.73 10-4 421 
5.35 10_4 452 
3.98 10-5 452 
3,86 10-5 506 
RUNGE 4n 1.50 10-3 485 
4.16 10-3 485 
3,87 10-5 550 
3,87 10-5 610 
DIFFSYS 3,89 ,o-5 69 
3,87 10-5 97 
3,87 10-5 217 
3.87 10-5 543 
" 
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