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Summary
Discrete singular convolution(DSC) method is a new and robust numerical method
of solving many kinds of high order partial differential equations. Using the singular
convolution theory as the starting point, the main idea of the DSC method is to
approximate the delta distribution by classical functions. On the other hand, the
DSC method is closely related to the sampling theory. For example, one of DSC
kernels is the regularized version of the Shannon sampling kernel.
In this thesis the DSC method is employed to solve a class of differential equations
with the delta distribution and its distributional derivatives. Here the governing
equation of the Euler-Bernoulli beam with jump discontinuities is considered as
an example. Since such an differential equation holds in the distributional sense,
some regularization is necessary first of all.
Chapter 1 of this thesis contains the derivation of the total governing equation
of Euler-Bernoulli beam with jump discontinuities by using the singular function
method. The exact solution can be obtained for some simple examples by the
Laplace transform and its inverse transform.
In Chapter 2, the DSC method is introduced. It will be studied from the different
vi
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points of view, of distribution theory or precisely singular convolution theory and
of sampling theory, respectively. The choice of a DSC kernel is discussed there.
Chapter 3 is the most important part of this thesis. Since the regularization of the
distributional differential equation and DSC method are all related to the classical
approximation to the delta distribution, how to approximate the delta distribution
will be extremely important. Throughout this chapter, the construction of classical
delta sequences and their convergence rates are studied in details.
Finally in Chapter 4, two cases of Euler-Bernoulli beam are used as examples
for the numerical computation by using the DSC method with the RSK kernel.
The estimation of regularization error is given. Taking the exact solution as the
standard, the numerical results are compared by using different delta sequences.
Introduction
In practical applications, sometimes one has to analyze beam with jump disconti-
nuities in slope, deflection, or flexural stiffness and in some instances the beams are
under discontinuous loading conditions. Subsequently the governing equation of a
beam cannot be written in the classical sense because of the discontinuity. In order
to study this problem analytically, the traditional method is to partition the beam
into beam segments on each of which the solution is continuous, and then solve
the problems by applying continuity conditions at the interface of the segments.
One drawback of this method is that many differential equations must be solved
and thus, many continuity conditions must be applied if many discontinuities are
involved. This makes the method cumbersome.
This problem can be simplified by using singular function method which has rigor-
ous mathematical foundation, i.e., the theory of distribution or generalized func-
tion, see [35]. The main idea is to write a single expression for the whole beam
(or beam moment) in terms of Macaulay bracket (the same as Heaviside function)
and then establish the governing equation for it. In this case, only one single dif-
ferential equation need be solved. Singular function method was utilized widely
1
Introduction 2
in the beam or plate bending analysis, see [32] and the references therein. In a
recent work, Yavari, etc. used this method to analyze Euler-Bernoulli beams and
Timoshenko beams with jump discontinuities and obtained the exact solutions by
the Laplace transform, see [30], [31], [32], [33].
By using singular function method, the resulting governing equation will involve the
Heaviside function H(x), Dirac delta function (or delta distribution) δ(x) and its
n-th order distributional derivative δ(n)(x) in the forcing term and some auxiliary
conditions at the interfaces. The use of distributions depends on the number of
discontinuities. Thus, if there are so many discontinuities that the corresponding
governing equation becomes very complicated, this method will be very tedious
even if the exact solution may be obtained. Moreover, not all such governing
equations can be solved to obtain exact solution by the Laplace transform, for
example, as l 6= µ in the governing equation (1.8), or see [32]. Thus the numerical
method is indispensable in this case.
However, the Dirac δ function is not a classical function but a generalized function
or distribution, which results in that the governing equation holds exactly in the
distributional sense but not in classical sense. Thus some of numerical schemes
such as finite difference method are not applicable to the distributions of delta
type, since the latter cannot be discretized directly due to its strong singularities.
Nevertheless finite element method(FEM) still works on this case because FEM
involves the integration which balances the singularity of the delta distribution.

















Physically, system (1) describes a model for a cantilevered beam (clamper at s = 0)
deformed by two point forces at x =
L
2
and x = L. Equation (1) can be written as
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the necessary condition to be satisfied by the solution of the variational problem












where the admissible functions ϕ should satisfy the essential boundary conditions
of the problem: ϕ(0) = ϕ′(0) = 0. Then some approximation of ϕ can be chosen
to obtain the approximate solution to equation (1). Please refer to [12] for more
details.
Other than finite element method, in this paper, we will discuss an alternative
numerical method to handle the equations with distributions. For the purpose
of solving this problem numerically, the governing equation under study must be
approximately regularized. In other word, a classical equation which can be solved
numerically should be found to approximate the original one in distributional sense.
Since the problem exists in the distribution of delta type, the essential part of
this regularization process is how to approximate the delta distribution by using
classical functions.
After regularization, the second problem is which numerical scheme should be
chosen to solve this regularized equation numerically. Since the governing equation
of the beam bending problem is a high order differential equation, a good high order
numerical method is required to obtain the good numerical result. Recently the
discrete singular convolution (DSC) method has emerged as a potential approach to
the computer realization of singular convolutions, see [18], [19], [20]. Coincidentally,
DSC method has the distribution theory as its underlying mathematical framework
and deals with the approximation of the delta distribution as well.
Consider a singular convolution





where L(x − t) is a singular kernel and it L can be delta distribution. The latter
and its derivative are used widely in the interpolation of surface and curves and
the numerical solution of (partial differential equations) PDEs. In addition, the
delta distribution can be regarded as a universal reproducing kernel because
Φ(x) = (δ ∗ ϕ)(x) =
∫
R
δ(x− t)ϕ(t)dt = ϕ(x), (5)
for any continuous function.






To this end, one needs to approximate the delta distribution by a “good function”




f (k)α (x− xn)ϕ(xn)∆n, (7)
where xn is a sampling point and ∆n = xn − xn−1.








Note that expression (8) is similar to that of sampling theory, which offers a new
angle from which we can study the DSC method, where the important issue is to
find an appropriate sampling function s. Certainly this function s has the following
sampling property, s(n∆) = δ0n, where δ0n equals to 1 if n = 0 and 0 otherwise.
In other word, no matter in which frame to consider the DSC method , the key point
is to find a good approximation to the delta distribution, which is also important
for regularizing the differential equations with the delta distribution. Thus, to
find a good approximation to the delta distribution becomes the main part of this
thesis.
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The arrangement of this thesis is the following. In Chapter 1, the Euler-Bernoulli
beam with one discontinuity is modeled to obtain the governing equation for its dis-
placement by using the singular function method. In Chapter 2, the DSC method
is studied in the framework of the distribution theory and sampling theory, re-
spectively. In Chapter 3, the classical approximation to the delta distribution and
its convergence rate are discussed in details and some examples are given, such as
Shannon kernel, Gaussian, regularized Shannon kernel (RSK), mollifier and Pois-
son kernel. Finally, the error estimation is obtained and the numerical results for
different approximations to the delta distribution are listed in Appendix A.
Chapter 1
Differential Equations with Delta
Distribution
1.1 Introduction
In this thesis, we will mainly consider the numerical method for differential equa-
tions with the delta distribution and its distributional derivatives. Such equations




where r ∈ R3 and δ is the three dimensional Dirac delta function. Equation (1.1)
describes the electrostatic potential ψ(r) when a unit point charge is situated at
the point r = s. Another example is the wave equation
(∇2 + k2)ψ(r) = δ(r) (1.2)
with a unit point source at the origin.
For equations (1.1) and (1.2), the corresponding fundamental solutions, precisely
6
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the weak or distributional solutions, are the so-called Green’s functions correspond-
ingly. By using the convolution with Green’s kernel, the solution to the correspond-
ing equation with inhomogeneous term f replacing the delta distribution can be
obtained. While the numerical methods for them are exactly to find the approxi-
mation to the corresponding Green’s functions.
Here we can find that the delta distribution occurs in the inhomogeneous term.
Also it can be constructed as a potential term, which is used widely in the well




∆u(x)− αδ(x)u(x) = Eu(x), (1.3)
where E > 0 is energy. Also we can have double and even more delta potential
wells there. These are typical examples in the quantum mechanics.
Some other equations with the delta distribution are originated from the total
governing equation for the displacement of bending beam, such as Euler-Bernoulli
beam and Timoshenko beam, with jump discontinuities. In this thesis, we will
mainly consider the beam model.
In this chapter, we will show how to establish the governing equation for the
beam model with discontinuity by using the singular function method. Since this
governing equation is linear, the Laplace transform and its inverse transform can
be employed and produce the exact solution.
1.2 Modeling Euler-Bernoulli Beam with Discon-
tinuities
In beam bending problem, sometimes one encounters discontinuous loading condi-
tions. The classical method for solving these problems is to partition the beam into
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beam segments between any two successive discontinuity points, solve the govern-
ing equation of each beam segment and apply boundary and continuity condition
to yield the beam deflection solution. These problems can be simplified by using
the singular function method, or so-called Macaulay’s bracket, see [13], [30], [32].
The main advantage of this method is that only one single equation is to be solved.
As an example, Euler-Bernoulli beam with a jump discontinuity on a Winkler
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Figure 1.1: Euler-Bernoulli beam with jump discontinuity on a Winkler foundation.
Suppose that w1(x) and w2(x) are displacements of the beam on the intervals [0, x0]


















, x0 ≤ x ≤ L (1.5)
where EIi, Kwi and q(x) are the flexural, foundation modulus and the transverse
load density, respectively.
In the singular function method, the Heaviside function H(x − x0) is introduced
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to write the deflection of the beam as
w(x) = w1(x) + [w2(x)− w1(x)]H(x− x0). (1.6)
Assume that
EI1 = EI, EI2 = lEI, Kw1 = Kw, Kw2 = µKw. (1.7)




= δ(x) and equations (1.4) and (1.5), we obtain the governing






































δ(1)(x− x0) + Θδ(2)(x− x0) + Γδ(3)(x− x0)
with








If l = µ and 4β4 =
Kw
EI





























δ(1)(x− x0) + Θδ(2)(x− x0) + Γδ(3)(x− x0),
which can be solved to obtain the exact solution by using the Laplace transform and
its inverse transform if q(x) is constant. Here
¯d
d
denotes the differentiation in the
distributional sense. For more details and the general case of more discontinuities,
please refer to [32].
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Example 1.1. Assume that
l = 1, Γ = 0, Kr = 0, q(x) = −q0 = constant, (1.11)





+ 4β4w(x) = − q0
EI
+ Θδ(2)(x− x0) (1.12)
with boundary conditions





















( sinβx coshβx + cos βx sinhβx) + B1
4β3










( cos βx coshβx− 1) (1.15)
where A1, B1 and Θ are constants determined by the boundary conditions.
Here is a gentle remark that there is a small mistake for the boundary condition
and exact solution in [32]. The correct version is showed as above.
Example 1.2. Under the different assumptions for the constants
l = 0.5, Θ = 0, Kt 6= 0, q(x) = −q0 = constant, (1.16)





+4β4w(x) = − q0
EI
[1 +H(x− x0)]+ KtΓ
EI
δ(x−x0)+Γδ(3)(x−x0) (1.17)
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with boundary conditions




















( sinβx cosh βx + cos βx sinhβx) + B2
4β3
















( sinβ(x− x0) coshβ(x− x0)− cos β(x− x0) sinhβ(x− x0))
+ Γcosβ(x− x0) cosh β(x− x0)]H(x− x0) (1.20)
and A2, B2 and Γ are constants determined by the boundary conditions.
The singular function method with the Laplace transform is very powerful in solv-
ing such a discontinuous problem, especially when the exact solution can be ob-
tained. However, this method is only applicable to the case that the coefficient of
each term w(j) is constant. Otherwise (e.g., l 6= µ), the Laplace transform cannot
be used there. On the other hand, such a symbolic operation is very cumbersome.
Even if there is only one discontinuous point, the constants A1, B1 and Γ will have
to be determined by other eleven parameters resulting from boundary conditions
and continuity conditions, see [32]. If there are more discontinuities, this method
will be very complicated. This is the reason why we will consider numerical meth-
ods for solving this kind of differential equations. However, the exact solution in
hand can be used as benchmark to evaluate numerical methods. In the following
part, we will discuss numerical approximations.
Chapter 2
Discrete Singular Convolution
A appropriate algorithm is necessary to solve high order differential equation. Here
we introduce a new method, the discrete singular convolution (DSC) method which
was brought up by Wei in [18]. It has been found to be a robust and accurate
method in many different fields of science and engineering, see [18], [19], [20], [22],
[23], [24], [25], [26] and [34]. In this chapter, we will study the DSC method from
the distribution theory and sampling theory, respectively.
2.1 Singular Convolution and Regularization
The simplest way to introduce the notion of the singular convolution is to work in
the context of distributions.
To begin with we need to specify a basic class of functions with respect to which
the characteristic operations of all the distribution under consideration are well
defined. We shall refer to the members of this basic class as test functions, and
this basic function class as test function space, denoted by T . Some basic test
spaces are D consisting of infinitely differentiable functions with compact support,
and S consisting of infinitely differentiable and rapidly decreasing function.
12
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Definition 2.1. (see [35]) A continuous linear functional on the space T is called
a distribution. A distribution defined by a locally integrable function is said to
be a regular distribution. Other kind of distribution is said to be singular.
Let L be a singular distribution, and ϕ ∈ T be a test function. By the singular
convolution we mean the function




Depending on the different problems, the singular kernel has many kinds of forms
such as the kernel of
Hilbert type L(x) =
1
xn
, n = 1, 2, . . . (2.2)
Abel type L(x) =
1
xβ,
0 < β < 1 (2.3)
delta type L(x) = δ(n)(x), n = 0, 1, . . . (2.4)
Here we are only interested in the distribution of delta type, that is, let L(x) = δ(x),
which is the simplest distribution but has many applications.




δ(x)ϕ(x)dx = ϕ(0), ∀ϕ ∈ T , (2.5)
and such a feature of the delta distribution is called sifting property which a classical
function does not have (we will discuss it later). From this property, it follows that
Φ(x) = δ ∗ ϕ(x) =
∫ ∞
−∞
δ(x− t)ϕ(t)dt = ϕ(x), ∀ϕ ∈ T . (2.6)
So far as the delta distribution is concerned the essential requirement for the test
function ϕ is that it should be continuous. For an nth order derivative of delta
distribution we require that ϕ is continuously differentiable at least up to order n.
The singular convolution (2.6) shows that delta distribution can be regarded as a
reproducing kernel as well, which is exactly the reason why we are interested in it.
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Subsequently, we will consider how to compute this singular convolution. Obviously
this problem consists in the construction of an estimate Φ∆(x) of function Φ(x)
from samples ϕ(xn), where xn is a sampled point or a computational grid point.
In practice, however, we can get nothing else but the samples themselves by means
of (2.6). The reason is that the strong singularity of delta distribution makes it
impossible to discretize that singular integral directly. Thus, this singular integral
should be regularized firstly. To this end, delta distribution must be regularized.
Definition 2.2. (see [35]) If L ∈ D ′ and ϕ ∈ D , then the function L ∗ ϕ is called
regularization of L.
From (2.6) and definition 2.2, any test function ϕ ∈ D is a regularization of the
delta distribution.
Example 2.1. Consider




C2x2−1), |x| < 1C








x2 − 1)dx > 1. (2.8)
Obviously m(x) ∈ D and hence it is the regularization of the delta distribution.
Actually, by convolution, m(x) can convert any Lp function and even distribution
in D ′ to a smooth function, thus it is called a mollifier, see [17].
Definition 2.2 restricts the regularization of the delta distribution in the space D .
Nevertheless (2.6) holds for any continuous ϕ. On the other hand, from the numer-
ical point of view, regularization is to modify the original function or distribution
so that it makes sense to discretize it. So we will extend it to a large space C∞.
We can find more regularizations of the delta distribution such as
2.2 Discrete Singular Convolution And Sampling Theory 15






g(x) = exp(−pix2). (2.10)

















Remark 2.1. Regularization is defined by the operation of convolution, which
converts the distribution into a function that can be infinitely smooth.
By regularization, we can deal with the singular integral numerically. On the other
hand, we hope further that this regularization can remain the sampling property of
the delta distribution approximately. Therefore it becomes important whether the
regularization under study can approximate the delta distribution. This problem
will be discussed in Chapter 3.
2.2 Discrete Singular Convolution And Sampling
Theory
2.2.1 Discrete Singular Convolution
Before introducing DSC method, I would like to mention briefly the SINC methods,
which is known for many years. SINC methods are a family of self-contained
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methods of approximation, which has some advantages in the case of the presence
of singularities. Thus it can be employed to approximate to some singular integrals,
say, the integral with Hilbert kernel. Furthermore, the delta distribution δ can also
be approximated by using a related method, called explicit Sinc-like method. For
more details about SINC methods, please refer to [5] and [6].
DSC method is also to approximate the singular integral. However, it is different
from SINC method although the regularized Shannon kernel(RSK) is related to
Shannon kernel. Exactly RSK kernel is just one of many different DSC kernels,
which are constructed under the DSC philosophy. And DSC method emphasizes
a general approach to numerical realization of singular distributions and singular
integrals.




δ(x− t)ϕ(t)dt = ϕ(x).
Suppose f∆ ∈ C∞ is the regularization of the delta distribution. Then the above





Note that if f∆ can approximate to the delta distribution as ∆ → 0, then
lim
∆→0
Φ(x,∆) = Φ(x, 0) = ϕ(x) (2.14)
in some sense. Let
εr = ‖Φ(x,∆)− ϕ(x)‖, (2.15)
which we call regularization error(RE).
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where {xn}∞n=−∞ is a set of sampling points and ∆n = xn − xn−1. In particular, if














εd = ‖Φd(x,∆)− Φ(x,∆)‖, (2.17)
which is called discretization error(DE).
So far (2.16) cannot be realized by a computer yet due to the infinite summation,








where M is a positive constant and 2M + 1 is the number of sampling points and
[x] = n, if x ∈ [xn, xn+1). Let
εt = ‖ΦdM(x,∆)− Φd(x,∆)‖, (2.19)
which is called truncation error(TE).
Finally we obtain the total error
ε = ‖ΦdM(x,∆)− ϕ(x)‖ ≤ εr + εd + εt. (2.20)
Since the approximation (2.18) of ϕ(x) results from the singular convolution of the
delta distribution and ϕ itself, and its regularization and discretization, it is called
discrete singular convolution (DSC) method.
The previous discussion shows that three errors must be considered. Compared
with the other two, discretization error is more difficult to be controlled because the
integral under study is on the whole domain R and its discretization will produce
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much error. Certainly, we can exchange the order of discretization and truncation,
that is, to truncate the infinite integral first and then discretize it. But no matter
in which way we deal with it, we will have to consider three errors. This will make
the error estimation not so accurate. In the following section, we will study DSC
method in a different framework.
2.2.2 Sampling Theory
In the previous section, expression (2.16) makes us recall the sampling theory,
which seems to have a close relationship with the DSC method. Therefore, we will
study the DSC in the framework of sampling theory in this section.
Roughly speaking, sampling theory says that a function ϕ can be written approx-
imately as a sum of its sampled values ϕ(n∆) multiplied by the corresponding
translate n∆ of the sampling function s just as




which is the same as (2.16) if s(x) = f( x
∆
). The error
εs = ‖Φ− ϕ‖ (2.22)
is called sampling error, which integrates the first two errors, regularization error
and discretization error, in the previous subsection. And then we will still consider
the truncation error
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If u ∈ T ′ is a distribution, then its Fourier transform can be defined as
〈uˆ, φ〉 = 〈u, φˆ〉, ∀φ ∈ T (2.27)
Definition 2.3. The Paley-Wiener space PWΩ is defined as
PWΩ =
{
ϕ ∈ L2(R) |suppϕˆ ⊆ IΩ = [−Ω,Ω]
}
. (2.28)
The classical sampling theorem states
Theorem 2.1. (Shannon Sampling Theorem) If Ω,∆ > 0 satisfies the condition









(x− n∆) ϕ(n∆), for any ϕ ∈ PWΩ, (2.29)
where the convergence of the sum is in L2 norm and uniformly on R.
Remark 2.2. We always call a function in PWΩ Ω-bandlimited. Theorem 2.1
shows that any Ω-bandlimited function can be accurately reconstructed by its
sampled points as long as the sampling period ∆ is less than or equal to pi
Ω
. In this
case, the sampling error is zero.
Now we introduce the Poisson’s summation formula (PSF), which is very useful in











for sufficiently well-defined functions ϕ in R.
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s(y − n∆)s(n∆). (2.33)






















), which is called the periodization of sˆ(ξ), then g(ξ)
is a periodic function with period 2pi
∆
. Repeating the similar argument as (2.32)
yields
g(ξ)[g(ξ)− 1] = 0, for all ξ ∈ R. (2.35)
Thus there exists A ⊆ I∆ such that
g(ξ) = χA(ξ), ∀ξ ∈ I∆. (2.36)
Actually
A = {ξ ∈ I∆| g(ξ) = 1}. (2.37)
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Note that g(ξ) =
∑
n
s(n∆)e−in∆ξ by PSF. By inverse Fourier transform for the


































In particular, if s ∈ PW pi
∆
is bandlimited, then by Shannon sampling theorem, it
is inferred from (2.38) that
















And m(A) = 1 also implies that s(m∆) = δ0m.
Theorem 2.2. Suppose that s ∈ C(R) ∩ PW pi
∆
is a sampling function. Then
















Proof. The sufficiency condition is just the content of the Shannon sampling the-
orem. Thus it suffices to prove the necessity condition. Suppose that the equality
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Obviously (2.44) has implies that ϕ is bandlimited and suppϕˆ ⊆ suppsˆ ⊆ I∆.
On the other hand, Shannon sampling theorem says that a bandlimited function









(x− n∆) ϕ(n∆), (2.46)
where the convergence of sum is in L2 norm. The same Fourier analysis as above



















) = 1, a.e. in I∆. (2.48)
Note that the above argument shows that any bandlimited function in L2 satisfies
the PSF, thus s satisfies the PSF as well. Subsequently, by the previous discussion,










Remark 2.3. Theorem 2.2 implies the uniqueness of bandlimited sampling func-
tion for bandlimited function in sampling theory, that is, Shannon kernel is the
unique bandlimited sampling function which makes equality (2.42) hold for ban-
dlimited functions.
For more details about sampling theory, please refer to [2].
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2.3 Choosing DSC kernel






) is an approximation to the delta distribution. It is seen in




1. While from the sampling theory, this DSC kernel f should be able to generate
a sampling function, that is, s(x) = f( x
∆
) satisfies that s(n∆) = f(n) = δ0n.





(S1) f(n) = δ0n, for any integer n.








From the discussion in section 3.2, we will see that the kernel of Dirichlet type
will perform better in approximating the delta distribution. Thus sin pix
pix
will be
better than the other two. Exactly, it is the sampling function for any bandlimited
function. Especially, the Shannon sampling theorem shows that sinc function, as
a sampling function, produces zero sampling error. Nevertheless, it holds only
for bandlimited functions that most of functions are not in contrast. In addition,
the corresponding truncation error will be very large in the practical computation
because sinc function decays very slowly asymptotically. Hence it is necessary to
modify this sampling function so that it can vanish very fast to make the truncation
error small.
To this end, some regularizer with rapid decay is needed. A typical regularizer al-
ways used in this method is Gaussian exp(− x2
2r2
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Note that the RSK kernel rs(x) still satisfies condition (D1) but not (S1) any more




) ≈ 1, (2.51)
for large r. Even if r = 2, [erf( pir√
2
)]−1 will approximate to 1 with error up to 10−10.
In practical computation, r is always taken to be 3 or larger. Thus we can regard
that the RSK kernel satisfies condition (S1) approximately.
Consequently, the RSK kernel inherits the sampling property of Shannon kernel and
the fast decay of Gaussian, or in the other word, it is an approximation of Shannon
kernel with rapid decay . In addition, it is still an approximation of the delta
distribution with a Dirichlet type kernel. Having all these good characteristics, the
RSK should be a good DSC kernel and perform much better than the Shannon
kernel in the practical computations. It has been verified when the RSK is used in
a local approach for solving PDEs.
Some of the argument we present in this section is not rigorous. However it brings
up some useful information about the sampling function. Recently Bao et al (see
[1]) gave a rigorous error estimation of this regularized formula. They proved
that DSC method with the RSK kernel has spectral convergence for bandlimited
function and thus explained the spectral-like resolution of the DSC algorithm found
in the numerical solution of a variety of PDEs.
In this section, we just discussed the regularized Shannon kernel(RSK) for DSC
kernel. In practical applications, however, there are many different DSC kernels,
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where H2k(x) is the usual Hermite polynomial. This kernel works greatly on shock












and so on. These DSC kernels also works well. Please refer to [18] and [20] for
comprehensive description.
Chapter 3
Approximation to Delta Distribution
From the points of view of numerically solving the equation with the delta distri-
bution and its distributional derivatives and of the DSC method, it is the most
important to find an appropriate approximation to the delta distribution. We will
study this problem in this chapter due to its importance.
The delta distribution is also called Dirac delta function because physicist Dirac




 0, x 6= 0∞, x = 0 (3.1)∫ ∞
−∞
δ(x)dx = 1 (3.2)
which are contradictory to each other in the normal integral theory but of much
physical meaning inside. Later Schwartz endowed it with a rigorous mathematical
foundation, distribution(or generalized function) theory and defined it as a linear
functional
〈δ, ϕ〉 = ϕ(0) (3.3)
or δ ∗ ϕ(x) = ϕ(x) (3.4)
26
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for any test function ϕ(x). In this chapter, we will consider some classical approx-
imations of the delta distribution and their convergence rates.
3.1 Some Sequences of Delta type
From the definition (3.4) of the Dirac delta function, it can be deduced that
δˆ = 1. (3.5)
Accordingly, Riemann-Lebesgue Lemma implies that a classical function satisfy-
ing (3.4) does not exist in L1(R) space. Hence, the Dirac delta function is not a
classical function but a so called generalized function or distribution, and precisely
a singular distribution because it is not locally integrable (refer to Definition 2.1).
This makes any differential equation with the delta distribution and its distribu-
tional derivatives (e.g. equation (1.8)) hold only in the distributional sense. As a
result, such a differential equation cannot be discretized directly for the singularity
of δ(x). This point is essential.
Fortunately, this problem can be solved because the delta distribution can be
approximated by a classical locally integrable function, which generates a regular
distribution and can be dealt with in the classical sense.
Definition 3.1. Suppose that {Ln(x)} is a sequence of distributions and
lim
n→∞
〈Ln, ϕ〉 = 〈δ, ϕ〉, (3.6)
for all test functions ϕ ∈ D , then we call {Ln} a sequence of delta type and
says that Ln(x) converges to the delta distribution δ(x) in D
′.
Indeed, there are many ways of constructing a classical approximation to the delta
distribution. In a simple way, it can be generated by the dilation
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of some certain classical function f(x). Assume that
(D1)
∫∞
−∞ f(x)dx = 1,
(D2) f(x) ∈ Lp(R), p = 1 or 2.
Theorem 3.1. (see [15]) Suppose that f(x) satisfies condition (D1) and (D2) with
p = 1. If ϕ ∈ Lq(R) ∩ C0, 1 ≤ q ≤ ∞, then
‖f∆ ∗ ϕ− δ ∗ ϕ‖q → 0, as ∆ → 0, (3.8)
where C0 denotes the space of all continuous functions vanishing at infinity.
Remark 3.1. Theorem 3.1 supplies a sufficient condition that f can generate a
sequence of delta type by dilation. Furthermore, since D ∈ Lq(R)∩C0, this theorem
extends the test space D such that f∆ can approximate to the delta distribution
in terms of a larger test space.








Then f(x) ∈ L∞(R), but f∆(x) is also a delta sequence, see [3].
From the point of view of numerical computations, the sequence of delta type is
required to be continuous and even smooth so that not only the delta distribution
but also its distributional derivatives can be approximated and then discretized.
In addition, note that delta distribution is even, that is,
δ(−x) = δ(x), (3.9)
consequently it is reasonable to assume further that
(D3) f(x) = f(−x),
(D4) f(x) ∈ C∞(R)
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Remark 3.3. 1. Assumption (D3) can be ignored although delta distribution is
even. The reason is that the delta distribution shows its strong local property
around its singularity, but not global property, thus the global property of
evenness of the delta sequence has no effect on the behavior of the delta
distribution at a particular point. Assuming (D3) is just for the convenience






≤ x ≤ 2
3
0, otherwise.
It is clear that {fn(x)} is a delta sequence, but it is not even.
2. (D4) is not necessary but required for numerical computations, especially for
the numerical approximation of the distributional derivative of any order of
the delta distribution.





Obviously s(x) ∈ L2(R) \ L1(R), but
lim
∆→0
s∆(x) = δ(x) in D
′. (3.11)
Refer to [17] for the proof.
Some functions satisfying the condition of Theorem 3.1 are following
Example 3.2. Rectangle function
rect(x) =

 1, |x| ≤
1
2
0, |x| > 1
2
(3.12)
Example 3.3. Triangle function
tria(x) =

 1− |x|, |x| ≤ 10, |x| > 1 (3.13)
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In addition, Gaussian, RSK kernel, Mollifier and Poisson kernel are all examples
of the generating function of delta sequences, see Figure 3.1.







1 Shannon  
Gaussian 
Poisson  
RSK      
Mollifier
Figure 3.1: Classical approximations to delta distribution δ(x).
Remark 3.4. Rectangle function is discontinuous and triangle function is not
smooth, thus they are not adapted in our numerical scheme. While all other exam-
ples are smooth and can be utilized as the approximation of the delta distribution
in a numerical scheme.








is also an approximation to the Heaviside function H(x). See Figures 3.2.
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RSK      
Mollifier
Heaviside
Figure 3.2: Classical approximations to the Heaviside function H(x).
3.2 Convergence Rate of Sequence of Delta Type
Since the Dirac delta function δ(x) must be substituted by its classical approxima-
tion f∆(x) in numerical computations, the difference between them will influence
the convergence of the numerical solution to the exact solution to a great extent.
Therefore, the rate of convergence of f∆(x) as the grid space ∆ → 0 becomes
extremely important.
Bernd Schomburg ever studied this problem in the Sobolev space Hα(Rd) of neg-
ative order α < −d
2





1 + |ξ|2)α |uˆ(ξ)|2dξ) 12 (3.15)
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and uˆ denotes the Fourier transform of u.
According to the definition (3.15) of the norm in the Sobolev space, the better
the Fourier transform of f(x) approximates to 1(the Fourier transform of delta
distribution), the better f approximates to delta distribution in Sobolev space
Hα, refer to Figure 3.3.















RSK      
Mollifier
Delta    
Figure 3.3: Fourier transforms of the delta distribution and its classical approximations.








), ∀x ∈ R (3.16)
for any classical function f(x).
Throughout the rest of this thesis, we will denote constant by the letter c, C and
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their related forms such as with subscripts and superscripts. Its value may vary
by the context at different occurrences.








for a certain γ > 0 in a neighborhood U of 0 in R. Then the sequence {f∆(x)}
converges to the delta distribution δ in Hα(R), and we have





2 ) if −α < γ + 1
2
O(∆γ
√− log ∆) if −α = γ + 1
2




as ∆ → 0 (3.18)
Furthermore, if there are positive constants m,M such that∣∣∣fˆ − 1∣∣∣ ≥ m in {ξ ∈ R, |ξ| ≥M}, (3.19)
then
‖f∆ − δ‖α ≥ c∆−α− 12 for constant c (3.20)
and thus
‖f∆ − δ‖α ∼ ∆−α− 12 , as ∆ → 0 (3.21)
for all α with −α < γ + 1
2
.
Remark 3.5. By the Riemann-Lebesgue Lemma, condition (3.19) is satisfied if f
is Lebesgue integrable, see Remark in [3].
Theorem 3.2 requires that f satisfies condition (3.17) for some γ > 0, that is, its
Fourier transform fˆ is Ho¨lder continuous around ξ = 0 with Ho¨lder exponent γ.
For the best convergence rate, moreover, γ should be chosen as large as possible.
Proposition 3.3. Suppose that f ∈ L1 satisfies condition (D3). If there exist
constants k > 1, N > 0 and C ′ > 0 such that
|f(x)| ≤ C ′|x|−k, |x| ≥ N, (3.22)
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then
|ξ|−γ
∣∣∣fˆ(ξ)− fˆ(0)∣∣∣ ≤ C, (3.23)
for |ξ| sufficiently small, where
γ =

 k − 1, if k < 32, if k ≥ 3 (3.24)












































































∥∥∥ sin2 yyk ∥∥∥
L1
|ξ|k−p−1, if 1 < k < 3
C′′N3−k
k−p−1 |ξ|2−p, if k ≥ 3, p < k − 1,
(3.26)
for |ξ| very small. Here, the second estimate is obtained by using L’Hospital rule.
Therefore, if 1 < k < 3, then
|ξ|−p
∣∣∣fˆ(ξ)− fˆ(0)∣∣∣ ≤ C1(f) max{|ξ|2−p, |ξ|k−p−1} = C1(f)|ξ|k−p−1
⇒|ξ|1−k
∣∣∣fˆ(ξ)− fˆ(0)∣∣∣ ≤ C1(f) (3.27)
Otherwise if k ≥ 3 and p < k − 1, then
|ξ|−p
∣∣∣fˆ(ξ)− fˆ(0)∣∣∣ ≤ C2(f)|ξ|2−p ⇒ |ξ|−2 ∣∣∣fˆ(ξ)− fˆ(0)∣∣∣ ≤ C2(f). (3.28)
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Hence, we can take
γ =

 k − 1, if 1 < k < 32, if k ≥ 3
such that
|ξ|−γ
∣∣∣fˆ(ξ)− fˆ(0)∣∣∣ ≤ C,
here C depends only on f . 
Actually for k > 3, the conclusion of the previous proposition can be proved in a
simpler way. We will state it as a corollary.
Corollary 3.4. Suppose xpf(x) ∈ L1 for 0 ≤ p ≤ k and k ≥ 2. Then inequality
(3.23) holds for γ = 2.
Proof. Since xpf(x) ∈ L1, then its Fourier transform fˆ(ξ) is differentiable of order
[k], which denotes the integer part of k. By Taylor expansion near the origin,









Since f(x) is even, fˆ ′(0) = 0. Thus
|fˆ(ξ)− fˆ(0)| ∼ fˆ (2)(0)ξ2 ≤ ‖x2f(x)‖L1ξ2. (3.31)

Remark 3.6. Note that fˆ (k)(0) = 0 as long as it is well defined and k > 0 is odd.
Thus from (3.29) and (3.30), f(x) can produce higher Ho¨lder exponent γ if the
integral ∫ ∞
−∞
xkf(x)dx = 0 for k ≥ 2 even. (3.32)
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It is obvious that a positive function does not satisfy the integral (3.32). This is the
reason why oscillatory function is better in the respect of producing high Ho¨lder
exponent γ and hence approximating to the delta distribution, relatively compared
with positive function. Obviously a function of Dirichlet type, with form sin x
x
f(x),
is oscillatory, where f(x) is of positive type.
Proposition 3.3 just supplies a rough, but not optimal, estimate for the Ho¨lder
exponent γ of fˆ around the origin. For example, let f(x) be such that fˆ(ξ) = e−ξ
2n
,
then ∣∣∣fˆ(ξ)− fˆ(0)∣∣∣ ≤ C|ξ|2n, for |ξ| << 1. (3.33)
Obviously γ = 2n > 2 for n > 1.
Example 3.4. Let f(x) = s(x) be SINC function. Since s(x) satisfies both condi-
tion (3.17) and (3.19), the optimal convergence rate is obtained
‖s∆ − δ‖α ∼ ∆−α− 12 (3.34)


















(1 + η2)αdη (3.35)
and thus






2 + o(∆). (3.36)
Example 3.5. Let f(x) = g(x) be the Gaussian. Proposition 3.3 implies that
γ = 2. Accurately
|gˆ(ξ)− 1| = |e− ξ
2
4pi − 1| = 1
4pi
ξ2 + o(ξ). (3.37)
It follows from Theorem 3.2 that
c∆−α−
1





2 if −α < 2 + 1
2
∆2
√− log ∆ if −α = 2 + 1
2
∆2 if −α > 2 + 1
2
(3.38)
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as ∆ → 0 for positive constants c = c(g, α) and C = C(g, α), see [3].
Example 3.6. Let f(x) = rs(x) be the RSK kernel. From Proposition 3.3, γ = 2.
Note that











































Subsequently, we obtain a similar result
c(rs, α)∆−α−
1





2 if −α < 2 + 1
2
∆2
√− log ∆ if −α = 2 + 1
2
∆2 if −α > 2 + 1
2
(3.43)
as ∆ → 0.


















x2 − 1)dx = Cξ
2 + o(ξ2)
(3.44)
for |ξ| very small with |C| ≤ 0.109. Therefore, as ∆ → 0,
c(m,α)∆−α−
1





2 if −α < 2 + 1
2
∆2
√− log ∆ if −α = 2 + 1
2
∆2 if −α > 2 + 1
2
(3.45)
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Example 3.8. Let f(x) = p(x) be the Poisson kernel. Then Proposition 3.3



















see [11]. Thus |pˆ(ξ)− 1| = 1
pi
|ξ|+ o(|ξ|) and as ∆ → 0,
c(p, α)∆−α−
1





2 if −α < 1 + 1
2
∆
√− log ∆ if −α = 1 + 1
2
∆ if −α > 1 + 1
2
(3.47)
In the following chapter, we will use these classical approximations of the delta
distribution to solve the differential equation with distributions of delta type nu-
merically.
Chapter 4
Computational Results and Conclusions
In this chapter, regularization error estimation, conclusions and further research
are presented.
4.1 Estimation of Regularization Error
Consider the following differential equation of general form with the delta distri-













where 1 ≤ k ≤ m, aj, bj and ν are all constants, δ(−1)(x−x0) denotes the Heaviside
function H(x− x0) and d¯
j
dx
denotes a distributional derivative. Replacing δ by its











∆ (x− x0), (4.2)
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Proposition 4.1. Let w and w∆ be the solutions of equation (4.1) and (4.2),
respectively. Suppose that f ∈ Hα, for α < −1
2
, satisfies condition (3.17) with
γ > 1
2
and polynomial pm(ξ) has no real root. Then
‖w∆ − w‖α+µ ≤ Cmax{‖f∆ − δ‖α+µ−k,∆γ} (4.4)
for 0 ≤ µ ≤ k.











bj(f∆ − δ)(j)(x− x0) (4.5)

























Since pm(ξ) has no real root, C1 = max
ξ∈R
∣∣∣∣p2m−k(ξ)p2m(ξ) (1 + ξ2)k






∣∣∣fˆ∆(ξ)− 1∣∣∣2 dξ ≤ C1‖f∆ − δ‖2α+µ−k, (4.8)
for 0 ≤ µ ≤ k. Note that f ∈ Hα ⊂ Hα+µ−k, thus ‖f∆ − δ‖α+µ−k is well defined.




















ξ2−2γ |pm(ξ)|2 dξ ≤ C2∆
2γ
(4.10)
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for γ > 1
2























ξ2|pm(ξ)|2 dξ ≤ C2∆
2γ + C3‖f∆ − δ‖2α+µ−m−1. (4.12)
Note that
‖f‖a ≤ ‖f‖b, if f ∈ Hb, a < b (4.13)
therefore it follows that
‖u‖2α+µ ≤ C1‖f∆ − δ‖2α+µ−k + C2∆2γ + C3‖f∆ − δ‖2α+µ−m−1 (4.14)





∣∣∣∣ > 0, (4.16)
then
‖u‖α+µ ≥ c‖f∆ − δ‖α+µ−k. (4.17)
Corollary 4.2. Suppose that k ≥ 2 additionally. Then the L∞ estimate of the
error u can be obtained as
‖u‖L∞ ≤ cmax{∆γ, ‖f∆ − δ‖1−k}. (4.18)
Proof. From the deduction in the above proof, it follows that uˆ ∈ L1(R) and







∣∣∣fˆ∆(ξ)− 1∣∣∣ dξ (4.20)







∣∣∣fˆ∆(ξ)− 1∣∣∣ dξ (4.21)
By the same discussion as above and Ho¨lder inequality, we obtain that
J1 ≤c1∆γ + c2‖f∆ − δ‖−m (4.22)
J2 ≤c3‖f∆ − δ‖1−k (4.23)
Thus
‖u‖L∞ ≤ c′‖uˆ‖L1 ≤ cmax{∆γ , ‖f∆ − δ‖1−k} (4.24)
Remark 4.1. By Ho¨lder inequality, we could have obtained the more accurate
estimate
‖u‖L∞ ≤ c(l) max{∆γ, ‖f∆ − δ‖l−k} (4.25)
for 1
2
< l ≤ 1. But note that the constant c(l) will increase as l approaches 1
2
. It
also implies that an efficient L∞ estimate is impossible for k = 1, that is, the L∞
estimate of regularization error cannot be controlled by ∆ as ∆ → 0.
In the next step, DSC algorithm will be employed to solve equation (4.2). Suppose
the computational domain is D = [0, L] and x0 ∈ D. Let {xi}Ni=1 be computational
grid points and N be the number of grid points. The DSC method states that if





Furthermore it has been explained rigorously in [1] that the DSC method has
spectral convergence, thus the error |w∆−Sr∆w∆| is very small relatively compared
with error |w−w∆|. Therefore, the error between exact solution w and numerical
solution Sr∆w∆ is dominated by the convergence rate of classical approximation f∆
of delta distribution δ(x).
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4.2 Numerical Results
4.2.1 Example 1

























Note that this is a 4th-order differential equation with one unknown variable Θ
and five boundary conditions, thus it is solvable numerically too.
We will replace the Dirac δ function by f∆(x) (which can be any one of Shannon
kernel, Gaussian kernel, RSK kernel, Mollifier and Poisson kernel). And then we
can consider the new equation
d4w(x)
dx4




∆ (x− x0) (4.27)
in the classical sense. Since Γ = 0, k = 2. Proposition 4.1 shows that
‖w − w∆‖L2 = ‖w − w∆‖0 ∼ ∆ 32 . (4.28)
In addition, Corollary 4.2 implies that
‖w − w∆‖L∞ ∼ ‖f∆ − δ‖−1 ∼ ∆ 12 . (4.29)
Assume that
q0 = 1.0, EI = 1.0, x0 = pi, L = 2pi (4.30)
Here the DSC method with parameter r = 3.5 is employed to solve this equation
numerically and the results are obtained for the different approximations to δ
function.
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Note that the exact solution is continuous but may not be smooth. Actually, as
long as it is continuous, it make sense to consider the L∞ error. Just as showed
in Remark 4.1, its L∞ error is obtainable. Moreover, it is smooth for β = 1.0,
any approximation of the Dirac δ produces good result in this case. However if
0 < β < 1.0, it is not smooth any more around the singularity point x0 = pi and
only SINC function and Gaussian yield relatively good results. While for β > 1.0,
it becomes more and more smooth around this singularity point with the value of
β approaching some positive integer although x0 = pi is still a sharp point. Thus
the error for all approximation is acceptable and relatively SINC and Gaussian are
better.







+ 4β4w(x) = − q0
EI
[1 +H(x− x0)] + KtΓ
EI
δ(x− x0) + Γδ(3)(x− x0)
with boundary condition
















By Proposition 4.1 and the similar discussion in Example 1, we can obtain the
error estimation
‖w − w∆‖L2 = ‖w − w∆‖0 ∼ ∆ 12 . (4.31)
Here the DSC method with parameter r = 3.2 is utilized. Since k = 1 in this
case, Remark 4.1 says that the L∞ error estimation is not available. And in fact,
this equation is not continuous at x0 for β > 0 being not integer, thus it is not
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meaningful to consider its L∞ error, which also matches the conclusion of Remark
4.1.
Here β = 1.0 still leads to a smooth exact solution and all of these five approx-
imations produce the similar results. Nevertheless, for β 6= 1.0 (not a positive
integer), the exact solution is not continuous and a jump occurs at x0 = pi. If
β < 1.0 goes to zero, the jump becomes larger and only Gaussian and RSK kernel
produce relatively good results. Especially the numerical solution corresponding
to the RSK kernel can fit the exact solution much better even around the singular
point x0. Namely, it can show the jump at the x0 more accurately, in contrast,
the numerical solution due to Gaussian smoothens the jump. While if β > 1.0,
the jump becomes smaller relatively with the value of β approaching the succes-
sive positive integer. In this case, mollifier and Poisson kernel result in continuous
solution even though the exact solution has a jump. In contrast, SINC and RSK
kernel produce numerical solution with jump and RSK kernel is the best one of all.
Refer to Tables and Figures A.6-A.10.
Compared with the Example 1, the error in this example is not so good as that
in Example 1. The main reason is that the governing equation of Example 1
includes the derivative of delta distribution of second order, while this example
includes that of third order. This difference essentially determines the accuracy of
numerical solution, which matches the conclusion of Proposition 4.1.
4.3 Conclusion
The DSC algorithm has been verified to be a potential algorithm in many different
fields, see [4, 10, 18, 19, 20, 21, 22, 23, 24, 26, 27, 28, 34, 36, 37]. In this thesis it
is tested again to be powerful in solving high order differential equation even with
jump discontinuous. From the basic idea of the discrete singular convolution, some
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delta sequences are constructed to approximate the Dirac delta function. Theoret-
ically, except Poisson kernel which has convergence rate of one order less than that
of others, all of these approximations have the same convergence rates in Hα with
α < 0. However, the numerical results shows that all of these approximations are
commonly good only in smooth case, in which Mollifier is the best one compared
with others; and SINC kernel and Gaussian are good at continuous case, while
RSK kernel has excellent performance particularly at the discontinuous case.
4.4 Further Research
From all the tables of data and figures, it is obviously that the difference between
the numerical solution and exact solution is much larger around the singular point
x0 than that at other smooth points. The main reason is that the change of high
frequency of classical approximation of the delta distribution around singularity
results in much loss of information by using uniform grids. In order to collect more
information around x0, more grid points around it are needed.
To this end, an appropriate transformation of coordinate is worth considering. For
example, let x(y) be a monotone smooth function satisfying
x(y0) = 0, x(0) = x0, x(yN) = L (4.32)
and
0 < x′(y) < 1 (4.33)
in a neighborhood of 0, where y0 < 0 < yN . Under such a transformation, more
grid points x(yi) accumulate around x0 and the corresponding computational grid
points yi remains uniform grid. Here the requirement x
′(0) 6= 0 is to guarantee
that the change of variable for δ(x− x0) makes sense, refer to [11].
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Nevertheless, such a transformation can make the original equation more compli-
cated. Thus whether such a kind of transformations are applicable in this numerical
method or not is the main point of our further research.
On the other hand, the example under study in this thesis is relatively simple
because it is linear and the delta distribution is in the forcing term. It makes
it easy to obtain the estimation of regularization error. The following work may




In this section, the numerical results are listed and showed in the following tables
and figures, respectively. In each set of table and figures, the L2 errors with relative
L2 errors (denoted by r − L2) and L∞ errors with relative L∞ errors (denoted by
r − L∞) are listed in the tables on the left. The numerical solutions and exact
solution are plotted in the top figure and the differences between them are given
at the bottom. For β = 0.3 and β = 0.6 in Example 2, the numerical solutions
produced by the Shannon kernel, Mollifier and Poisson kernel are far away from
the exact solution, thus only the numerical solutions by the Gaussian and RSK
kernel are plotted in Figures A.6 and A.7. There the letters in each table represent
S −− Shannon kernel G −− Gaussian R −− RSK kernel
M −− Mollifier P −− Poisson kernel
48
49
N L∞ r − L∞ L2 r − L2
S 101 6.22(-1) 1.36(-2) 6.65(-1) 9.92(-3)
201 3.21(-1) 7.02(-3) 3.34(-1) 4.98(-3)
401 1.63(-1) 3.55(-3) 1.67(-1) 2.50(-3)
801 7.89(-2) 1.72(-3) 8.25(-2) 1.23(-3)
G 100 1.81(-1) 3.97(-2) 8.72(-1) 1.30(-2)
200 9.73(-1) 2.13(-2) 3.26(-1) 4.86(-3)
400 5.05(-1) 1.10(-2) 1.18(-1) 1.77(-3)
800 2.59(-1) 5.63(-3) 4.25(-2) 6.34(-4)
R 100 11.283 2.48(-1) 15.276 2.28(-1)
200 16.897 3.69(-1) 22.665 3.38(-1)
400 22.324 4.86(-1) 29.823 4.45(-1)
800 26.541 5.78(-1) 35.391 5.28(-1)
M 101 42.214 9.27(-1) 60.647 9.05(-1)
201 42.267 9.23(-1) 60.356 9.01(-1)
401 42.297 9.22(-1) 60.214 8.99(-1)
801 42.312 9.21(-1) 60.144 8.98(-1)
P 101 31.319 6.87(-1) 41.939 6.26(-1)
201 30.460 6.65(-1) 40.093 5.98(-1)
401 27.567 6.01(-1) 34.974 5.22(-1)
801 11.965 2.60(-1) 10.009 1.49(-1)
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Example 1,   β=0.3 
Table A.1: and Figure A.1
N L∞ r − L∞ L2 r − L2
S 101 2.37(-2) 8.99(-3) 2.30(-2) 5.47(-3)
201 1.23(-2) 4.64(-3) 1.16(-2) 2.75(-3)
401 6.26(-3) 2.36(-3) 5.79(-3) 1.38(-3)
801 3.17(-3) 1.19(-3) 2.90(-3) 6.91(-4)
G 100 7.73(-2) 2.93(-2) 3.67(-2) 8.75(-3)
200 4.22(-2) 1.60(-2) 1.40(-2) 3.34(-3)
400 2.21(-2) 8.34(-3) 5.16(-3) 1.23(-3)
800 1.13(-2) 4.27(-3) 1.86(-3) 4.43(-4)
R 100 7.95(-2) 3.01(-2) 7.02(-2) 1.67(-2)
200 1.43(-1) 5.41(-2) 1.22(-1) 2.91(-2)
400 2.28(-1) 8.61(-2) 1.92(-1) 4.57(-2)
800 3.21(-1) 1.21(-1) 2.68(-1) 6.39(-2)
M 101 1.17(0) 4.44(-1) 1.41(0) 3.35(-1)
201 1.15(0) 4.35(-1) 1.36(0) 3.24(-1)
401 1.14(0) 4.30(-1) 1.34(0) 3.18(-1)
801 1.13(0) 4.28(-1) 1.33(0) 3.16(-1)
P 101 4.96(-1) 1.88(-1) 4.22(-1) 1.00(-1)
201 4.85(-1) 1.84(-1) 3.99(-1) 9.49(-2)
401 4.44(-1) 1.67(-1) 3.52(-1) 8.39(-2)
801 3.31(-1) 1.25(-1) 2.89(-1) 6.88(-2)
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Example 1,   β=0.6 
Table A.2: and Figure A.2
50
N L∞ r − L∞ L2 r − L2
S 101 5.16(-5) 1.90(-4) 7.83(-5) 1.39(-4)
201 1.29(-5) 4.75(-5) 1.96(-5) 3.49(-5)
401 3.22(-6) 1.18(-5) 4.88(-6) 8.69(-6)
801 7.38(-7) 2.72(-6) 1.05(-6) 1.87(-6)
G 100 5.86(-5) 2.16(-4) 9.43(-5) 1.68(-4)
200 1.45(-5) 5.33(-5) 2.34(-5) 4.17(-5)
400 3.61(-6) 1.33(-5) 5.85(-6) 1.04(-5)
800 9.26(-7) 3.41(-6) 1.50(-6) 2.67(-6)
R 100 5.80(-5) 2.13(-4) 9.32(-5) 1.66(-4)
200 1.42(-5) 5.24(-5) 2.27(-5) 4.05(-5)
400 3.50(-6) 1.29(-5) 5.55(-6) 9.88(-6)
800 8.87(-7) 3.27(-6) 1.39(-6) 2.48(-6)
M 101 5.02(-5) 1.85(-4) 8.49(-5) 1.51(-4)
201 1.25(-5) 4.61(-5) 2.10(-5) 3.74(-5)
401 3.12(-6) 1.15(-5) 5.21(-6) 9.27(-6)
801 7.15(-7) 2.63(-6) 1.07(-6) 1.90(-6)
P 101 4.98(-5) 1.83(-4) 7.54(-5) 1.34(-4)
201 1.24(-5) 4.58(-5) 1.88(-5) 3.35(-5)
401 3.10(-6) 1.14(-5) 4.67(-6) 8.32(-6)
801 7.09(-7) 2.61(-6) 9.85(-7) 1.75(-6)
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Example 1,   β=1.0 
Table A.3: and Figure A.3
N L∞ r − L∞ L2 r − L2
S 101 1.47(-4) 2.12(-3) 1.01(-4) 6.69(-4)
201 7.89(-5) 1.13(-3) 4.90(-5) 3.24(-4)
401 4.12(-5) 5.92(-4) 2.44(-5) 1.62(-4)
801 2.10(-5) 3.02(-4) 1.22(-5) 8.09(-5)
G 100 4.21(-4) 6.05(-3) 1.99(-4) 1.31(-3)
200 2.52(-4) 3.62(-3) 8.35(-5) 5.53(-4)
400 1.39(-4) 2.00(-3) 3.25(-5) 2.15(-4)
800 7.35(-5) 1.06(-3) 1.21(-5) 8.00(-5)
R 100 9.86(-5) 1.42(-3) 8.44(-5) 5.59(-4)
200 2.08(-4) 2.99(-3) 1.36(-4) 8.97(-4)
400 3.80(-4) 5.46(-3) 2.35(-4) 1.55(-3)
800 6.16(-4) 8.85(-3) 3.73(-4) 2.47(-3)
M 101 3.32(-3) 4.78(-2) 2.63(-3) 1.74(-2)
201 3.16(-3) 4.54(-2) 2.41(-3) 1.59(-2)
401 3.10(-3) 4.45(-2) 2.31(-3) 1.53(-2)
801 3.07(-3) 4.41(-2) 2.27(-3) 1.50(-2)
P 101 1.37(-3) 1.97(-2) 9.03(-4) 5.97(-3)
201 1.41(-3) 2.03(-2) 8.87(-4) 5.87(-3)
401 1.40(-3) 2.02(-2) 8.63(-4) 5.71(-3)
801 1.32(-3) 1.90(-2) 8.16(-4) 5.40(-3)
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Example 1,   β=1.4 
Table A.4: and Figure A.4
51
N L∞ r − L∞ L2 r − L2
S 101 2.66(-5) 8.31(-4) 2.70(-5) 3.82(-4)
201 1.43(-5) 4.47(-4) 9.74(-6) 1.38(-4)
401 7.54(-6) 2.36(-4) 4.30(-6) 6.09(-5)
801 2.08(-6) 1.21(-4) 2.08(-6) 2.94(-5)
G 100 7.18(-5) 2.25(-3) 3.96(-5) 5.61(-4)
200 4.46(-5) 1.40(-3) 1.56(-5) 2.22(-4)
400 2.52(-5) 7.88(-4) 6.01(-6) 8.52(-5)
800 1.34(-5) 4.20(-4) 2.23(-6) 3.76(-5)
R 100 1.86(-5) 5.83(-4) 2.35(-5) 3.34(-4)
200 2.59(-5) 8.10(-4) 1.64(-5) 2.33(-4)
400 4.95(-5) 1.55(-3) 2.79(-5) 3.96(-4)
800 8.30(-5) 2.60(-3) 4.57(-5) 6.49(-4)
M 100 5.22(-4) 1.63(-2) 3.83(-4) 5.43(-3)
200 4.87(-4) 1.52(-2) 3.39(-4) 4.81(-3)
400 4.74(-4) 1.48(-2) 3.23(-4) 4.58(-3)
800 4.69(-4) 1.47(-2) 3.15(-4) 4.47(-3)
P 100 2.06(-4) 6.45(-3) 1.26(-4) 1.79(-3)
200 2.15(-4) 6.72(-3) 1.23(-4) 1.75(-3)
400 2.15(-4) 6.73(-3) 1.20(-4) 1.71(-3)
800 2.07(-4) 6.46(-3) 1.15(-4) 1.63(-3)
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Example 1,   β=1.7 
Table A.5: and Figure A.5
N L∞ r − L∞ L2 r − L2
S 101 1.86(0) 2.47(-1) 7.48(0) 6.96(-2)
201 9.58(0) 1.26(0) 17.1(0) 1.59(0)
401 19.0(0) 2.50(0) 34.1(0) 3.16(0)
801 38.0(0) 4.98(0) 68.2(0) 6.31(0)
G 101 2.53(0) 3.35(-1) 1.86(0) 1.73(-1)
201 2.08(0) 2.73(-1) 1.05(0) 9.78(-2)
401 1.86(0) 2.44(-1) 6.24(-1) 5.78(-2)
801 1.99(0) 2.60(-1) 3.90(-1) 3.60(-2)
R 101 2.02(0) 2.68(-1) 5.43(-1) 5.05(-2)
201 2.07(0) 2.73(-1) 3.84(-1) 3.56(-2)
401 2.09(0) 2.75(-1) 2.72(-1) 2.52(-2)
801 2.10(0) 2.76(-1) 1.92(-1) 1.78(-2)
M 101 2.15(0) 2.85(-1) 3.00(0) 2.79(-1)
201 2.13(0) 2.81(-1) 3.00(0) 2.78(-1)
401 2.12(0) 2.79(-1) 3.00(0) 2.78(-1)
801 2.12(0) 2.78(-1) 3.00(0) 2.77(-1)
P 101 2.82(0) 3.74(-1) 3.53(0) 3.29(-1)
201 2.55(0) 3.35(-1) 3.39(0) 3.14(-1)
401 2.37(0) 3.11(-1) 3.33(0) 3.08(-1)
801 2.26(0) 2.97(-1) 3.30(0) 3.06(-1)
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Example 2,   β=0.3 
Table A.6: and Figure A.6
52
N L∞ r − L∞ L2 r − L2
S 101 6.82(-1) 2.31(-1) 2.24(-1) 5.03(-2)
201 2.27(0) 7.61(-1) 4.03(0) 9.02(-1)
401 4.52(0) 1.51(0) 8.05(0) 1.80(0)
801 9.02(0) 3.00(0) 16.09 3.59(0)
G 101 6.94(-1) 2.35(-1) 4.03(-1) 9.04(-2)
201 6.40(-1) 2.14(-1) 2.55(-1) 5.70(-2)
401 6.83(-1) 2.28(-1) 1.70(-1) 3.79(-2)
801 7.04(-1) 2.34(-1) 1.16(-1) 2.60(-2)
R 101 7.10(-1) 2.40(-1) 1.85(-1) 4.14(-2)
201 7.18(-1) 2.40(-1) 1.31(-1) 2.94(-2)
401 7.22(-1) 2.41(-1) 9.31(-2) 2.08(-2)
801 7.24(-1) 2.41(-1) 6.60(-2) 1.47(-2)
M 101 7.16(-1) 2.42(-1) 8.42(-1) 1.89(-1)
201 7.20(-1) 2.41(-1) 8.43(-1) 1.89(-1)
401 7.23(-1) 2.41(-1) 8.43(-1) 1.88(-1)
801 7.24(-1) 2.41(-1) 8.43(-1) 1.88(-1)
P 101 8.31(-1) 2.81(-1) 9.31(-1) 2.09(-1)
201 7.90(-1) 2.65(-1) 9.17(-1) 2.05(-1)
401 7.64(-1) 2.55(-1) 9.10(-1) 2.03(-1)
801 7.48(-1) 2.49(-1) 9.08(-1) 2.03(-1)
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Example 2,   β=0.6 
Table A.7: and Figure A.7
N L∞ r − L∞ L2 r − L2
S 100 7.87(-3) 1.53(-2) 9.65(-3) 1.11(-2)
200 3.93(-3) 7.65(-3) 4.82(-3) 5.53(-3)
400 1.96(-3) 3.83(-3) 2.41(-3) 2.76(-3)
800 9.79(-4) 1.91(-3) 1.20(-3) 1.38(-3)
G 100 7.97(-3) 1.55(-2) 9.18(-3) 1.05(-2)
200 3.97(-3) 7.72(-3) 4.75(-3) 5.45(-3)
400 1.97(-3) 3.83(-3) 2.40(-3) 2.75(-3)
800 9.80(-4) 1.91(-3) 2.40(-3) 1.38(-3)
R 100 7.88(-2) 1.53(-2) 9.72(-3) 1.11(-2)
200 3.93(-3) 7.65(-3) 4.83(-3) 5.54(-3)
400 1.96(-3) 3.82(-3) 2.41(-3) 2.76(-3)
800 9.79(-4) 1.96(-3) 1.20(-3) 1.38(-3)
M 100 8.30(-3) 1.62(-2) 9.97(-3) 1.14(-2)
200 4.15(-3) 8.09(-3) 4.97(-3) 5.69(-3)
400 2.08(-3) 4.04(-3) 2.48(-3) 2.84(-3)
800 1.04(-3) 2.02(-3) 1.24(-3) 1.42(-3)
P 100 7.89(-3) 1.53(-2) 9.65(-3) 1.11(-2)
200 3.94(-3) 7.67(-3) 4.81(-3) 5.51(-3)
400 1.97(-3) 3.84(-3) 2.40(-3) 2.75(-3)
800 9.86(-4) 1.92(-3) 1.20(-3) 1.37(-3)
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Example 2,   β=1.0 
Table A.8: and Figure A.8
53
N L∞ r − L∞ L2 r − L2
S 101 2.33(-3) 5.66(-2) 1.30(-3) 1.82(-2)
201 1.82(-3) 4.43(-2) 9.57(-4) 1.34(-2)
401 1.56(-3) 3.79(-2) 8.38(-4) 1.17(-2)
801 1.43(-3) 3.47(-2) 8.02(-4) 1.12(-2)
G 101 2.23(-3) 5.42(-2) 1.15(-3) 1.61(-2)
201 1.81(-3) 4.39(-2) 9.01(-4) 1.26(-2)
401 1.56(-3) 3.78(-2) 8.27(-4) 1.15(-2)
801 1.43(-3) 3.47(-2) 8.00(-4) 1.12(-2)
R 101 2.36(-3) 5.74(-2) 1.35(-3) 1.88(-2)
201 1.83(-3) 4.45(-2) 9.66(-4) 1.35(-2)
401 1.56(-3) 3.79(-2) 8.40(-4) 1.17(-2)
801 1.43(-3) 3.47(-2) 8.02(-4) 1.12(-2)
M 101 1.37(-3) 3.33(-2) 8.50(-4) 1.19(-2)
201 1.28(-3) 3.11(-2) 7.97(-4) 1.11(-2)
401 1.26(-3) 3.05(-2) 7.87(-4) 1.10(-2)
801 1.25(-3) 3.04(-2) 7.84(-4) 1.10(-2)
P 101 1.38(-3) 3.36(-2) 1.05(-3) 1.46(-2)
201 1.27(-3) 3.09(-2) 8.89(-4) 1.24(-2)
401 1.24(-3) 3.02(-2) 8.32(-4) 1.16(-2)
801 1.24(-3) 3.02(-2) 8.09(-4) 1.13(-2)
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Example 2,   β=1.4 
Table A.9: and Figure A.9
N L∞ r − L∞ L2 r − L2
S 101 2.93(-2) 4.56(-1) 2.19(-2) 1.97(-1)
201 1.70(-2) 2.65(-1) 1.68(-2) 1.52(-1)
401 1.53(-2) 2.38(-1) 1.87(-2) 1.68(-1)
801 2.24(-2) 3.49(-1) 2.67(-2) 2.40(-1)
G 101 2.21(-2) 3.43(-1) 1.89(-2) 1.69(-1)
201 1.34(-2) 2.09(-1) 1.04(-2) 9.35(-2)
401 7.54(-3) 1.17(-1) 5.51(-3) 4.95(-2)
801 6.81(-3) 1.06(-1) 2.90(-3) 2.61(-2)
R 101 3.09(-2) 4.81(-1) 1.84(-2) 1.65(-1)
201 1.76(-2) 2.74(-1) 9.94(-3) 8.94(-2)
401 9.78(-3) 1.52(-1) 5.20(-3) 4.67(-2)
801 6.84(-3) 1.07(-1) 2.68(-3) 2.41(-2)
M 101 6.98(-3) 1.09(-1) 4.63(-3) 4.16(-2)
201 6.88(-3) 1.07(-1) 4.56(-3) 4.10(-2)
401 6.85(-3) 1.07(-1) 4.55(-3) 4.09(-2)
801 6.84(-3) 1.07(-1) 4.55(-3) 4.09(-2)
P 101 6.59(-3) 1.03(-1) 4.88(-3) 4.38(-2)
201 6.69(-3) 1.04(-1) 4.71(-3) 4.24(-2)
401 6.77(-3) 1.05(-1) 4.64(-3) 4.18(-2)
801 6.81(-3) 1.06(-1) 4.61(-3) 4.15(-2)
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Example 2,   β=1.7 
Table A.10: and Figure A.10
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