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Abstract
In order to understand the triple action of PGLn+1 on the projective space of nonzero (n + 1) × (n + 1)
matrices of linear forms on Pn, we associate a quadratic rational map ϕ : Pn → Pn to any such matrix A.
The properties of the dynamical system obtained by iteration of ϕ, some of which are of a geometric nature,
generate invariants and a canonical form for the orbit of A. We study a family of matrices parametrized by
P1, whose associated geometry is given by the rational normal curve for each dimension n = 2, 3, 4. Our
analysis involves the osculating flags to the curves; and we calculate the stabilizers of our rational maps and
matrices.
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1. Introduction
The problems presently considered; and generous hints for the answers provided, originated
from the author’s work in population genetics, see [9–11]. We adopt a pure mathematics point
of view, in order to elucidate the methods presented there, finding ample opportunity for further
development along this path at this stage. There is no further mention of biology ahead, except
for some bibliographical references. A substantial amount of computational work was necessary.
It was executed with the system Macaulay2, see [4].
Let k be any field; and let R = k[x0, x1, . . . , xn] be the ring of polynomials in n + 1 variables
over k. We write Mn+1(R) for the ring of (n + 1) × (n + 1) matrices over R and LFn+1(R) for
its subspace of matrices of linear forms.
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Consider a nonzero matrix A ∈ LFn+1(R). Given a point in projective space b ∈ Pn, we can
“evaluate” A or any matrix representing its class [A] in P(LFn+1), at b, written Ab, to obtain
generically a rational map ϕAb : Pn → Pn, which sends any given point c = (c0, . . . , cn) ∈ Pn
to the point with homogeneous coordinates (c0, . . . , cn)Ab. We sometimes write A = Ax , for
the generic point x = (x0, . . . , xn); using this notation, the matrix A has a canonically associated
quadratic rational map ϕA : Pn → Pn given by ϕA(x) = (x0, . . . , xn)Ax .
If an algebraic group G acts on a variety X and we are given elements g ∈ G and x ∈ X, we
write g · x or else xg for the translate of x with g, Gx for the stabilizer of x in G and G · x for the
orbit of x, see [1,7,8].
Let n be a fixed positive integer, G will denote the projective general linear group PGLn+1(k),
identified with the (n + 1) × (n + 1) invertible matrices over k modulo the scalars. Consider
the triple action of G on the space P(LFn+1): Given g ∈ G and A ∈ LFn+1(R) representing an
element [A] ∈ P(LFn+1), we choose an invertible matrix B ∈ Mn+1(k) representing g, written
g = [B], to produce the translate [A]g represented by the matrix obtained from BAB−1 replacing
in its entries each xi by the ith coordinate of the row vector xB.
There is another action of the projective group G on the space  of rational maps Pn → Pn
given by conjugation. We say that ϕ,ψ ∈  are projectively equivalent when they are elements
of the same orbit under this action.
In Section 2, we study how the above mentioned actions are related. The main conclusion being
that it is equivalent to find invariants and canonical forms for the triple action of G on P(LFn+1)
with the classification of quadratic rational maps under projective equivalence.
Any given matrix A of linear forms, or else its associated rational map ϕ of projective space, has
a geometry which is basically the closure of the fixed point set of ϕ together with a distinguished
point, for the cases that we study in the following sections. These sections are labeled according
to the rational normal curve that occurs in this geometry.
We reach complete understanding for the dynamical system created by the iteration of ϕ in
each case. This enables us to exhibit invariants and canonical forms for the families of matrices
involved. We also calculate the stabilizers of ϕ and A for all cases (n = 2, 3, 4). The latter are
always geometrically isomorphic to open parts of the corresponding rational normal curve.
The ground field k has sufficiently high or zero characteristic since Section 3. It is algebraically
closed whenever geometry appears; and it is the complex field whenever a dynamical system
appears. All parameters are meant to be real numbers. We hope that our notion of entropy is
acceptable, it meets the irreversibility criterion imposed on this figure of speech, see [3].
2. General theorems
The two actions of G = PGLn+1(k) on the projective linear forms P(LFn+1) and on the space
of rational maps  are related as follows:
Theorem 1. Let k be a field, R = k[x0, x1, . . . , xn], 0 /= A ∈ LFn+1(R) and let ϕ : Pn → Pn be
given by ϕ(x) = xA. IfL : Pn → Pn is the projective map given byL(x) = xB with [B] ∈ G,
then the compositionL−1 ◦ ϕ ◦L : Pn → Pn is given by (L−1 ◦ ϕ ◦L)(x) = xA[B].
Proof. Writing BAB−1 = A′ = A′x , we have
ϕ(x) = xA = (xB−1)(BAB−1)B = (xB−1)A′xB.
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Hence (ϕ ◦L)(x)= (L(x)B−1)A′L(x)B = (xBB−1)A′L(x)B = xA[B]B, becauseA′L(x) =A[B].
This means that (L−1 ◦ ϕ ◦L)(x) = xA[B]. 
We have the following immediate result:
Corollary 2. If ϕ is associated to A, then G[A] is a subgroup of Gϕ.
Theorem 3. If [B] ∈ Gϕ and L : Pn → Pn is associated to B, then L sends points fixed
under ϕ to points fixed under ϕ; andL sends fundamental points under ϕ to fundamental points
under ϕ.
Proof. We have ϕ ◦L =L ◦ ϕ. If ϕ(x) = x, then ϕ(L(x)) =L(ϕ(x)) =L(x).
If ϕ(x) is not defined, then neither are (L ◦ ϕ)(x) nor (ϕ ◦L)(x), butL(x) is always defined
because [B] ∈ G. 
The following result is immediate.
Corollary 4. If ϕ is associated to A and L : Pn → Pn is associated to [B] ∈ G[A], then L
sends points fixed under ϕ to points fixed under ϕ; andL sends fundamental points under ϕ to
fundamental points under ϕ.
These results signal that geometric and dynamic properties of the rational map ϕ associated to
a matrix A ∈ LFn+1, produce invariants for the triple action of G in P(LFn+1). Conversely, any
quadratic rational map of projective space can be associated to a matrix of linear forms. Thus,
finding canonical forms for the triple action of G is almost equivalent to classifying quadratic
rational maps under projective equivalence.
The association P(LFn+1) →  is not injective, but we have a surjective linear map  :
LFn+1(R) → Qn+1 from the space of matrices of linear forms to the space Qn+1 of 1 × (n + 1)
matrices of quadratic forms in R, given by left multiplication with x, whose kernel must be
considered. We define the polynomial elementary column Eij for any given any pair of indi-
ces 0  i < j  n, to be (0, . . . , 0,−xj , 0, . . . , 0, xi, 0, . . . , 0)t , where −xj appears in the ith
position and xi appears in the jth position.
Proposition 5. ker is the set of matrices in LFn+1(R) whose columns are in the span of
{Eij | i < j}.
Proof. An easy computation using Macaulay2 confirms this result, that may be obtained by direct
inspection. 
Example 6. In case n = 2, the kernel of  is the set of matrices in LF3(R) whose columns are
in the span of
 0−x2
x1

 ,

−x1x0
0

 ,

−x20
x0

 .
Thus, dim ker = 9, in agreement with dim LF3(R) = 27, dim Q3 = 18.
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Given a matrix A ∈ LFn+1(R) and its associated rational map ϕ, we define the generalized
orbit of [A] as {[B] | xBx = ϕg(x), g ∈ G}. This is the union of orbits under G obtained by its
combined action on [A] with addition of scalar multiples of elementary columns to any column
of any matrix representative.
3. The smooth plane conic
Consider the matrix
T =

 0 0 0x1 2x2 0
0 2x1 4x2

 ;
and the rational map ϕ : P2 → P2 defined by ϕ(x) = xT , for x = (x0, x1, x2).
The matrix T has such transparent geometry and dynamics, that we must accept it as a canonical
form for its orbit, as the following result shows.
Theorem 7. The geometry and dynamical system for the pair (T , ϕ)have the following properties,
illustrated in Fig. 1:
(1) The algebraic set of fixed and fundamental points of ϕ is the determinantal locus of all 2 × 2
minors of the 2 × 3 matrix with rows x and ϕ(x). It is the smooth conic A with equation
x21 − 4x0x2, but it has (as a scheme) the double point B = (1, 0, 0).
(2) The set of fixed points is A  {B}.
(3) The set of fundamental points is {B}.
(4) The dynamical system involves the tangent line L to A at B. Here, L = Z(x2); and every
point in L  {B} is sent to B.
(5) Every point x ∈ P2  L is sent to the intersection of A  {B} with the line xB. The points
that converge to P ∈ A  {B} are those in PB  {B}.
(6) Evaluation of T at the points x ∈ P2 produces nilpotent matrices for the lineL; and semisim-
ple elements for its open complement. Thus, the flag B ∈ L is an invariant for the nilpotent
expression of T .
(7) The eigenvalues E1 = ker (T − 4x2), E2 = ker (T − 2x2) and E3 = ker T , can be param-
etrized as follows:
E1 =
(
x21 , 4x1x2, 4x
2
2
)
,
E2 = (x1, 2x2, 0),
E3 = (1, 0, 0).
The eigenvalue E1 parametrizes the conic A, while E2 parametrizes its tangent
L at E3 = B.
Fig. 1. The conic A and its tangent L at B.
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(8) The following vector polynomial identity holds:
4x2x = E1 −
(
x21 − 4x0x2
)
E3.
Proof. Let I be the determinantal ideal generated by all 2 × 2 minors of the 2 × 3 matrix with
rows x and ϕ(x). Its corresponding algebraic set describes the fixed and base points of ϕ.
The ideal K generated by the coordinates ofϕ(x) satisfies
√
K = (x1, x2). This proves Property
(3).
Let J = ⋃∞n=1(I : xn2 ), i.e. the saturation of I with respect to x2, then J = (x21 − 4x0x2). Also,√
(I, x2) = (x1, x2). This proves Property (2), see [2].
The Hilbert polynomial of I yields 2P1, whereas the Hilbert polynomial of J yields 2P1 − P0.
This proves Property (1).
It is immediate that Z(x2) is the tangent line to A at B. The substitution x2  0 in ϕ(x) gives
(1, 0, 0). This proves Property (4).
The parametrizations in Property (7) may be obtained using Macaulay2, or else by inspection
of the matrices T and
T − 2x2 =

−2x2 0 0x1 0 0
0 2x1 2x2

 , T − 4x2 =

−4x2 0 0x1 −2x2 0
0 2x1 0

 ;
reinforcing the idea that this is a good canonical form. Property (6) follows immediately from
this. The vector polynomial identity (8) is also immediate.
Writing p(x) = x21 − 4x0x2, an easy calculation yields p(ϕ(x)) = 0. This proves that every
non fundamental point converges in one step to a point in A. Observing that ϕ(x) = E1(x), we
obtain Property (5) from Properties (7)–(8). 
Example 8. Let us compute the stabilizers G[T ] and Gϕ in the group G = PGL3(k) for our
[T ] ∈ P(LF3(R)) and its associated ϕ : P2 → P2.
Let g ∈ G stabilize [T ] and let the matrix C ∈ GL3(k) represent g.
Since g(A) = A and [B]g = [B], the differential of g, which is g itself, sends the tangent line
to A at B into itself. Thus g stabilizes the flag {B} ⊂ L. Hence, C is lower triangular, see [1,7,8].
The smooth conic A is the image of the Veronese morphism ν1 : P1 → P2 given by ν1(t, u) =
(t2, 2tu, u2); and any g ∈ G that stabilizes A is induced by a projective automorphism of P1, see
[5,6].
If g is induced by the action on P1 of
D =
(
a b
c d
)
,
then we must have ν1((t, u)D) = (ν1(t, u))C. Thus C has the form
C =

a
2 2ab b2
ac ad + bc bd
c2 2cd d2

 ;
with b = 0. Finally, we have
C =

a
2 0 0
ac ad 0
c2 2cd d2

 .
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Direct computation shows that any such [C] fixes [T ]. Hence dim G[T ] = 2, with G[T ] geomet-
rically isomorphic to the complement of Z(x0x2) in the Veronese surface ν2(P2) ⊂ P5 for a Ve-
ronese map ν2 : P2 → P5; while the dimension of the orbit G · [T ] is 6, because dim PGL3 = 8.
In order to calculate Gϕ , let us change notation and let us consider the matrix
M =

a 0 0d b 0
f e c

 .
Here, ϕ(x) = (x21 , 4x1x2, 4x22 ) and using g = [M], we obtain
ϕg(x) = (b2x21 + (2be − 4cd)x1x2 + (e2 − 4cf )x22 , 4acx1x2, 4acx22).
Thus, if [M] ∈ Gϕ , then the coordinates a, . . . , f must satisfy the ideal I = (b2 − ac, e2 −
4cf, be − 2cd) and its saturation with respect to abc, which is the ideal for the Veronese surface
above. Since abc /= 0, we have G[T ] = Gϕ .
3.1. Entropy
We say that a form q(x) of degree m on the variables x0, . . . , xn is an entropy for a quadratic
rational map ψ : Pn → Pn, when it satisfies an equation of the following type:
q(ψ(x)) = cq(x)mq(x), (1)
where (x) is a linear form and cq is a scalar. Since the rational map is defined up to multiplication
by any nonzero scalar, the number cq above could be arbitrary, but we agree to use a “normalized”
expression for ψ so that x ∈ Pn with (x) = 1, goes to ψ(x) with (ψ(x)) = 1.
Theorem 9. Let q(x) be an entropy for the rational map ψ, satisfying Eq. (1) above with cq < 1.
Then
(a) Each point x in the open affine set U ⊂ Pn defined by (x) /= 0 satisfies
lim
m→∞ q(ψ
m(x)) = 0.
(b) If there is a set C such that {ψm(x)}∞m=1 ⊆ C and C ∩ Z(q) = {p}, where C is the closure
of C in U, then
lim
m→∞ψ
m(x) = p.
Proof. (a) For any x ∈ U, we have q(ψm(x)) = cmq q(x).
(b) is clear. 
3.2. Introduction of parameters
Consider the matrix T = Ta,b defined as
T =

 ax2 0 01
2bx1 + 12ax2 (2a + b)x2 0
0 bx1 2(a + b)x2

 ;
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and the rational map ϕ : P2 → P2 given by ϕ(x) = xT , for x = (x0, x1, x2); where a, b are
parameters.
Theorem 10. The geometry and dynamical system for (T , ϕ) and for generic values of a and b,
given by (a + 2b)b /= 0, is also described by Fig. 1. These are as follows:
(1) The determinantal algebraic set defined by the 2 × 2 minors of the 2 × 3 matrix with rows
x and ϕ(x) is the smooth conic A with equation
p(x) = (a + 2b)x0x2 − 12ax1x2 − 12bx21 ; (2)
but (as a scheme) it has the double point B = (1, 0, 0).
(2) The set of fixed points of ϕ is A  {B}.
(3) The set of fundamental points of ϕ is {B}.
(4) If L is the tangent to A at B, then L = Z(x2); and if x ∈ L  {B}, then ϕ(x) = B.
(5) If x ∈ P2  L, then ϕ(x) ∈ xB, the line generated by x and B.
(6) If |a| < 2|a + b|, then every point in P2  L converges to a fixed point. In this situation,
the points that converge to P ∈ A  {B} are those in PB  {B}.
(7) If |a| > 2|a + b|, then every point in P2  B converges to B.
(8) Evaluation of T at the points x ∈ P2 produces nilpotent matrices for the line L = Z(x2);
and semisimple elements for its open complement. Thus, the flag B ∈ L is an invariant for
the nilpotent expression of T .
(9) The eigenvaluesE1 =ker[T − 2(a + b)x2],E2 = ker[T − (2a + b)x2]andE3 = ker(T −
ax2) of T , can be parametrized as follows:
E1 =
( 1
2ax1x2 + 12bx21 , (a + 2b)x1x2, (a + 2b)x22
)
,
E2 = (ax2 + bx1, 2(a + b)x2, 0), (3)
E3 = (1, 0, 0).
The eigenvalue E1 parametrizes the conic A, while E2 parametrizes L.
(10) The following vector polynomial identity holds:
(a + 2b)x2x = E1 − p(x)E3. (4)
(11) We have the entropy
p(ϕ(x)) = cpx22p(x), cp =
a
2(a + b) . (5)
Proof. The 11 statements above are all easy to prove with the computational help of Macaulay2,
imitating the proof of Theorem 7. Properties (1)–(4) are thus immediate.
Since the discriminant of p(x) is  ∼ (a + 2b)2b, the generic values of a and b in Property
(1) are those with  /= 0, i. e. the ones that make the locus p(x) = 0 a nonsingular conic.
Property (9) is the next step in our calculations, from which we obtain Property (10) requesting
the relations satisfied by the vectors Ei and x. The polynomial p(x) reappears at this stage; and
Property (11) follows immediately.
Property (5) may be obtained searching for the relations satisfied by the vectors Ei, x and ϕ(x).
Theorem 9(b) applied to the line xB of Property (5), which intersects A  B at one point; and
a comparison of |cp| with the number 1 yields Properties (6) and (7).
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Property (8) follows from the definition of T and the linear independence of the vectors Ei for
x2 /= 0. 
We call the algebraic set defined by the 2 × 2 minors of the 2 × 3 matrix with rows x and
ϕa,b(x) the geometry of Ta,b or else the geometry of ϕa,b(x). We have seen that this geometry is
a nonsingular conic A together with one special point B.
Theorem 11. The group PGL3(k) acts transitively on the set of geometries {(A,B)} for all Ta,b
with (a + 2b)b /= 0.
Proof. Given parameters t, u, p, q with (t + 2u)u /= 0 and (p + 2q)q /= 0, we must find g ∈
PGL3(k) such that (1, 0, 0)g = (1, 0, 0) and[
(t + 2u)x0x2 − 12 tx1x2 − 12ux21
]g = (p + 2q)x0x2 − 12px1x2 − 12qx21 .
Any such g is represented by a lower triangular matrix
M =

a 0 0d b 0
f e c

 ,
because g fixes the flag {B} ⊂ L, which is an osculating flag common to all smooth conics A at
the common point B. We compute
[
(t + 2u)x0x2 − 12 tx1x2 − 12ux21
]g = (t + 2u)acx0x2 + [(t + 2u)cd − 12 tbc − ube]x1x2
− 12ub2x21 +
[
(t + 2u)cf − 12 tce − 12ue2
]
x22 .
An easy inspection of the above expression shows that we can solve for a, . . . , f with abc /= 0
to obtain (p + 2q)x0x2 − 12px1x2 − 12qx21 . 
The family of matrices {Ta,b | (a + 2b)b /= 0} has elements that represent projective linear
forms parametrized byP1 because [Ta,b] = [Tλa,λb] for any 0 /= λ ∈ k. We consider that they are
all canonical forms for their orbits. These orbits are distinct in view of the next result, although
their associated rational maps have the same geometry. The entropy constants cp, that separate
them, measure the speed of convergence toward or away from the fixed points. The critical value
cp = 1 corresponds to a different geometry.
Theorem 12. Let G = PGL3(k); and let t, u, p and q be parameters such that (t + 2u)u /= 0
and (p + 2q)q /= 0. Let ϕt,u and ϕp,q be given by ϕt,u(x) = xTt,u and ϕp,q(x) = xTp,q .
(a) If G · ϕt,u = G · ϕp,q, then (t, u) = (p, q) ∈ P1.
(b) dim Gϕt,u = 2.
(c) dim G · ϕt,u = 6.
(d) If G · [Tt,u] = G · [Tp,q ], then (t, u) = (p, q) ∈ P1.
(e) If t /= 0, then dim G[Tt,u] = 1.
(f) If t /= 0, then dim G · [Tt,u] = 7.
Proof. (a) If there exists g ∈ PGL3(k) with g · ϕt,u = ϕp,q , then any matrix M representing g
is lower triangular, because g stabilizes the flag {B} ⊂ L, which is an osculating flag common
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to all smooth conics of fixed points A at the common fundamental point B for all rational maps
associated to our canonical matrices. Let us write
M =

a 0 0d b 0
f e c

 .
Consider the ideal I of the polynomial ring k[t, u, p, q, a, b, c, d, e, f, x0, x1, x2] generated by
the 2 × 2 minors of the 2 × 3 matrix with rows [M] · ϕt,u and ϕp,q . Since its saturation with
respect to abcx0 contains the polynomial tq − up, we have our conclusion.
(b) We calculate [M] · ϕt,u. This rational map is represented by
abc2
(
tx0x2 + 12 tx1x2 + 12ux21 , 2(t + u)x1x2, 2(t + u)x22
)+ (G, 0, 0),
with G = 12ubcG11x21 − 12bcG12x1x2 + 12bcG22x22 ;
G11 = b2 − ac, (6)
G12 = t (a − b)c + 2(t + 2u)cd − 2ube,
G22 = tce + ue2 − 2c(t + 2u)f.
We saturate the ideal (G11,G12,G22) with respect to t (t + 2u)uabc, to find that the following
conditions are imposed on the coordinates of M in order to have [M] ∈ Gϕt,u :
ac − b2 = 0,
ae2 − 4b2f + 4bcf + be2 − 4bef − 4cde + 2de2 = 0,
tce − 2tcf − 4ucf + ue2 = 0,
tb2 − tbc + 2tcd − 2ube + 4ucd = 0,
tae + tbe − 4tbf + 2tde − 8ubf + 4ude = 0,
tab − tbc + 2tbd + 2tcd − 2uae + 4ubd − 2ube + 4ucd = 0,
t2a2 + 4t2ad − t2bc + 2t2cd + 4t2d2 + 8tuad − 8tuaf
− 2tube + 4tucd + 16tud2 − 16u2af + 16u2d2 = 0;
(7)
which describe a degree 4 surfaceS in a, . . . , f for our generic values of t, u. Then, geometrically,
Gϕt,u =S  Z(abc).
(c) follows from (b) because dim G = 8.
(d) If there exists g ∈ PGL3(k) with [Tt,u]g = [Tp,q ], then g · ϕt,u = ϕp,q by Theorem 1; and
then (t, u) = (p, q) ∈ P1 by (a).
(e) Computation shows that the matrix [Tt,u][M] − abc2[Tt,u] has all entries equal to zero,
except for the lower two positions in the first column. From this, we obtain that the following
closed conditions must be satisfied by the coordinates of M in order to have [M] ∈ G[Tt,u]:
b − c + e = 0,
a − c + 2d + e = 0,
2cd − ce + e2 = 0,
2ud − (t + u)e + 2(t + 2u)f = 0.
(8)
Since the set of solutions in the coordinates of M for our generic values of t, u, is a nonsingular conic
C; and since the geometric identification GTt,u = C  Z(abc) holds, we have our conclusion.
(f) follows immediately from (e). 
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In case t /= 0, we have dim Gϕt,u = dim GTt,u + 1. Hence the lateral classes Gϕt,u/GTt,u may
be recognized by their action on Tt,u via polynomial elementary columns. The next result states
precisely this fact.
Proposition 13. Ifg = [M] ∈ Gϕt,u with M triangular as in the preceeding theorem, then [Tt,u]g =
[abc2Tt,u + (2cd − be)u(E12, 0, 0)], where (E12, 0, 0) is the matrix with columns E12, 0 and 0.
Proof. This is a computational refinement of the calculation that produced Eqs. (7) and (8) for
Theorem 12. 
Proposition 14. If the form r(x) of degree d is an entropy for the quadratic rational map ψ
with r(ψ(x)) = c(x)dψ(x); and g ∈ G, then rg(x) is an entropy for ψg with rg(ψg(x)) =
cg(x)drg(x).
Proof. rg[ψg(x)] = rg[(L−1 ◦ ψ ◦L)(x)] = (r ◦L) ◦ (L−1 ◦ ψ ◦L)(x) = r[ψ(L(x))] =
cg(x)drg(x). 
In the proposition, c is not necessarily the entropic constant for rg(x). In order to obtain the
new constant, we must “normalize” the expression for ψg , so that x with g(x) = 1 goes to ψg(x)
with g(ψg(x)) = 1.
Example 15. Consider the following matrix and its rational map on P2:
S =


x2 0 0
x1 3x2 0
x0 3x1 6x2

 .
Here, the dynamical system and its geometry are those of Fig. 1, the conic A having equation
4x0x2 − x21 , with B = (1, 0, 0). The parametrized eigenvalues of S are: ker(S − x2) = B ∈ A,
also ker(S − 3x2), which is generated by the vector (x1, 2x2, 0), parametrizing the tangent
L to A at B; and finally, ker(S − 6x2) = (x0x2 + x21 , 5x1x2, 5x22 ), which is not an algebraic
set.
The action of any given element g = [Q] ∈ PGL3(k) on any element [S] in P(LF3), may
be realized in two steps: first, ordinary conjugation S → QSQ−1; and then a linear change of
variables in QSQ−1. Neither one of these steps will modify the nonalgebraic nature of the set
(x0x2 + x21 , 5x1x2, 5x22 ) or its transforms. Thus, S is not in the orbit of any of our canonical
matrices Ta,b.
However, the columns of S may be modified by addition of scalar multiples of polynomial
elementary columns, which preserve the rational map, to get
S′ =

2x2 0 0x1 5x2 0
0 x1 6x2

 .
The matrixS′ has the algebraic set ker(S′ − 6x2)parametrizing A, while the remaining eigenvalues
behave as before. It also has entropy
p(x) = 4x0x2 − x21 , p(ϕ(x)) = cx22p(x), c = 13 .
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The value of the entropy constant c determines the only matrix Ta,b that may be in the orbit of S′.
Solving the equation
a
2(a + b) =
1
3
we identify the canonical form T4,2 for S′ as
M =

4 0 04 8 0
3 8 8

 ⇒ [T4,2][M] = [S′]. 
4. The twisted cubic
Let a, b be parameters. Consider the matrix
Ta,b =


18ax3 0 0 0
4(3a + b)x2 3(10a + 3b)x3 0 0
0 9(a + b)x2 18(2a + b)x3 0
0 0 18bx2 36(a + b)x3

 (9)
and the rational map ϕa,b : P3 → P3 given by ϕa,b(x) = xTa,b, for x = (x0, x1, x2, x3) ∈ P3.
Theorem 16. The geometry and dynamical system for the pair (Ta,b, ϕa,b) and generic values of
a and b given by
(a + b)(a + 2b)(3a + b)(2a + 9b)(2a + 3b)(4a + 3b) /= 0 (10)
are as follows:
(1) The locus defined by the determinantal ideal I of all 2 × 2 minors of the 2 × 4 matrix with
rows x and ϕa,b(x) is A ∪ L, where A is a twisted cubic curve A ⊂ P3; and L is its tangent
at the point Q = (1, 0, 0, 0).
(2) The curve A is the image of the Veronese morphism ψa,b : P1 → P3 given by
ψa,b(t, u) = (2(a + b)(3a + b)t3, 9(a + b)(a + 2b)t2u,
3(2a + 9b)(a + 2b)tu2, 3(2a + 9b)(a + 2b)u3). (11)
(3) The line L consists of the fundamental points of ϕa,b. Here, L = Z(x2, x3).
(4) The set of fixed points of ϕa,b is A  {Q}.
(5) Evaluation of Ta,b at the points x ∈ P3 produces nilpotent matrices for the plane H =
Z(x3); and semisimple elements for its open complement.
(6) Q ∈ L ⊂ H is the osculating flag to A at Q; and ϕa,b(H  L) ⊆ L.
(7) If E1 = ker[Ta,b − 36(a + b)x3], E2 = ker [Ta,b − 18(2a + b)x3], E3 = ker[Ta,b −
3(10a + 3b)x3] and E4 = ker (Ta,b − 18ax3) are the eigenvalues of Ta,b, then we have
the parametrizations
E1 =
(
2(a + b)(3a + b)x32 , 9(a + b)(a + 2b)x22x3,
3(2a + 9b)(a + 2b)x2x23 , 3(2a + 9b)(a + 2b)x33
);
E2 =
(
2(3a + b)x22 , 9(a + b)x2x3, 3(2a + 3b)x23 , 0
); (12)
E3 = (4(3a + b)x2, 3(4a + 3b)x3, 0, 0);
E4 = (1, 0, 0, 0) = Q.
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(8) We have the entropies
q(x) = (2a + 9b)x1x3 − 3(a + b)x22 ,
q(ϕa,b(x)) = cqx23q(x), cq =
10a + 3b
12(a + b) ;
r(x) = 3(4a + 3b)(a + 2b)x0x23 − 4(3a + b)(a + 2b)x1x2x3 + 2(a + b)(3a + b)x32 ,
r(ϕa,b(x)) = crx33r(x), cr =
a
2(a + b) .
(9) The following vector polynomial identity holds:
(4a + 3b)x3ϕa,b(x) = c0x + c3E3 + c4E4;
c0 = 36(a + b)(4a + 3b)x23 , c3 = −q(x), c4 = −6r(x).
(13)
(10) The curve A has ideal J = (q, f, g), where q is as above and
f (x) = 9(a + 2b)x0x3 − 2(3a + b)x1x2,
g(x) = 27(a + b)(a + 2b)x0x2 − 2(3a + b)(2a + 9b)x21 .
(14)
We then have
r(x) = 13 [(4a + 3b)x3f (x) − 2(3a + b)x2q(x)] ∈ J. (15)
(11) The following vector polynomial identity holds:
3(a + 2b)(4a + 3b)(2a + 9b)x23x = b1E1 + b3E3 + b4E4, (16)
where b1 = 189(4a + 3b), b3 = (a + 2b)q(x), b4 = (2a + 9b)r(x).
(12) If |cq |, |cr | < 1, then every point x /∈ H converges to the unique fixed point in (M ∩
A)  {Q}, where M is the plane generated by x and L. Also, the set of points y such
that limn→∞ ϕna,b(y) = limn→∞ ϕna,b(x) is M  L.
(13) If x, a, b are as above, then E1(x) = limn→∞ ϕna,b(x).
(14) The join J (A,L) is P3.
(15) The surface Z(q) is the secant cone or join J (A,Q).
(16) If K = (q(x), r(x)), then √K = √I ; and thus Z(K) = A ∪ L. The dehomogenized gen-
erators of K exhibit the affine curve A ∩ P3x3 as a complete intersection.
Proof. All statements were obtained with the computational support of Macaulay2.
The determinantal locus defined by I is the union of the closed sets L given by the ideal I + (x3);
and A given by the saturation J = ⋃∞n=1(I : xn3 ). The computational result √I + (x3) = (x2, x3),
which uses a + b /= 0, shows that L is a line.
Property (10), which is a computational result, lists a minimal generating set for the ideal J.
We will see shortly that A is indeed a twisted cubic curve for the stated generic values of a, b.
Using (a + b)(2a + 9b)(3a + b) /= 0, we obtain √J, x3 = (x1, x2, x3), which shows that A ∩
L = (1, 0, 0, 0) = Q.
The ideal generated by the coordinates of ϕa,b(x) has radical (x2, x3). This proves Properties
(3)–(4).
Properties (7)–(9) and (11) are direct computational results.
It is clear that setting x3 = 0 inside Ta,b produces nilpotent matrices. Let E be the matrix with
rows E1, . . . , E4. Since det E is a nonzero scalar multiple of (2a + 9b)(a + 2b)(2a + 3b)(4a +
3b)x63 , we see that the four eigenvalues of Ta,b are linearly independent for x3 /= 0. This proves
Property (5).
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The parametrization obtained for E1 in Property (7) is the one we are proposing for the closed
set Z(J ). Calculation of the relations satisfied by the coordinates of ψa,b(t, u) gives the ideal J
for our generic values of a, b. This proves that A is indeed a twisted cubic curve, because the
image of P1 under ψa,b is closed. A quick calculation proves that L is the tangent line to A at Q;
and Properties (1)–(2) follow.
Since
√
J, x3 = (x1, x2, x3), we have that set-theoretically A ∩ H = {Q}. This means that H
is an osculating plane to A at Q. Property (6) is proved once we substitute x3 = 0 in ϕa,b(x) to
obtain only points in L.
Property (11) implies that every point outside H belongs to J (A,L). Since J (A,L) is closed,
see [6], we have Property (14). Property (15) also follows from Property (11).
An easy calculation using 4a + 3b /= 0 shows that √K = √I ; and we have Property (16),
which is also transparent from Property (11).
Property (9) guarantees that ϕn(x) ∈ (M  L) for all n, if x /∈ H . Since M intersects A at Q
with multiplicity two, it follows that (M ∩ A)  {Q} consists of one point. If |cq |, |cr |  1, then
the set C = Z(q, r) = A ∪ L will allow a slight generalization of Theorem 9 to yield Property
(12).
Since E1(x) ∈ (M ∩ A)  {Q} for x /∈ H follows from Property (11), we obtain Property
(13). 
Corollary 17. The closure of the union of all twisted cubic curves A in the preceding theorem is
the quartic surface S defined by the polynomial
p(x) = 45x0x1x23 + 27x0x22x3 − 50x21x2x3 + 12x1x32 .
The singular locus of S is the union of the line L and the point (0, 0, 0, 1).
Proof. Substitution of the parametrization (11) for any A, of Theorem 16, Property (2) in p(x)
gives zero. Hence the surface S contains all twisted cubic curves A. Also, the polynomial p(x) is
irreducible over any ground field.
Finally, the stated singular locus of S is the result of an easy computation with
Macaulay2. 
4.1. Canonical forms, stabilizers and geometries
The determinantal locus A ∪ L in Theorem 16 above, is the geometry of the matrix Ta,b, or
else of the rational map ϕa,b. We propose each matrix Ta,b as a canonical form for its G-orbit.
The following result provides further basis for this proposal.
Theorem 18
(a) The group G = PGL4 acts transitively on the set of geometries for all a, b subject to (10).
(b) If G · ϕa,b = G · ϕt,u, then (a, b) = (t, u) ∈ P1.
(c) If G · Ta,b = G · Tt,u, then (a, b) = (t, u) ∈ P1.
(d) The stabilizer Gϕa,b has dimension one, for a generic point (a, b) ∈ P1. It is geometrically
isomorphic to an open part of the twisted cubic curve.
(e) The stabilizer GTa,b has dimension one, for a generic point (a, b) ∈ P1. It consists of
diagonal matrices; and it is geometrically isomorphic to an open part of the twisted cubic
curve.
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Proof . (a) This is so because G acts transitively on the set of twisted cubic curves; and each curve
is homogeneous under G, see [6]. Thus, given geometries A ∪ L with L tangent to A at Q and
A′ ∪ L′ with L′ tangent to A′ at Q, there exists g ∈ G such that g(A) = A′ and g(Q) = Q. Hence
g(L) = L′.
(b) Consider a polynomial ring R over k with variables x0, . . . , x3, a, b, t, u together with extra
variables to fill the positions of a 4 × 4 matrix representative of an element of G. Let K be the
ideal in R generated by the 2 × 2 minors of a 2 × 4 matrix with rows ϕga,b and ϕt,u.
The polynomial au − bt belongs to the saturation of K with respect to the product of the
genericity conditions on a, b, t, u with the invertibility condition on (the diagonal entries of) a
matrix representative of g, where we have the simplifying ingredient that such a representative
may be assumed to be lower triangular. Our conclusion follows from this.
(c) This follows from (b) and Theorem 1.
(d) and (e) are obtained by computation. We found the conditions imposed on the coordinates
of a matrix representative of g ∈ G by the requirements g ∈ Gϕt,u or g ∈ GTt,u . 
5. The rational normal quartic
Given a quadratic rational map ψ : Pn → Pn with an entropy q(x) of degree m and a linear
form (x) such that
q(ψ(x)) = cq(x)mq(x),
we say that a form r(x) on the variables x0, . . . , xn is a generalized entropy for ψ and q(x), when
it satisfies an equation of the following type:
r(ψ(x)) = qr(x)(x)j q(x), (17)
where qr(x) is a form. The following result is immediate.
Proposition 19
If the form r(x) is a generalized entropy for ψ and q(x), with |cq | < 1; and such that
|qr [ψm(x)]|  K(x), for some real number K(x), all m ∈ N; and this happens for all x in
the open affine space Pn(x), then limi→∞ r(ψi(x)) = 0, for all x ∈ Pn(x).
Let a, b be parameters. Consider the matrix of linear forms
Ta,b =


0 0 0 0 0
ax3 2ax4 0 0 0
bx2 (2a + 3b)x3 6(a + b)x4 0 0
0 3bx2 6(a + b)x3 18(a + b)x4 0
0 0 6bx2 18(a + b)x3 36(a + b)x4

 ;
and the rational map ϕa,b : P4 → P4 given by ψ(x) = xTa,b, for x = (x0, . . . , x4).
Theorem 20. The geometry and dynamical system for the pair (Ta,b, ϕa,b) are as follows, for
generic values of a and b subject to
b(a + b)(a + 3b)(5a + 4b)(8a + 9b)(17a + 18b)(5a3 + 36a2b + 47ab2 + 18b3) /= 0.
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(1) The locus defined by the determinantal ideal I of all 2 × 2 minors of the 2 × 5 matrix with
rows x and ϕa,b(x) is A ∪ L, where A is a rational normal quartic curve A ⊂ P4; and L is
its tangent at the point Q = (1, 0, 0, 0, 0).
(2) The curve A is parametrized by P1 with coordinates (t, u) as follows:
x0 = (5a
3 + 36a2b + 47ab2 + 18b3)
36(5a + 4b)2(17a + 18b) t
4,
x1 = (a + b)(a + 3b)
(5a + 4b)(17a + 18b) t
3u,
x2 = (a + b)
(5a + 4b) t
2u2, x3 = tu3, x4 = u4.
(3) The line L consists of the fundamental points of ϕa,b. Here we have L = Z(x2, x3, x4).
(4) The set of fixed points of ϕa,b is A  {Q}.
(5) Evaluation of Ta,b at the points x ∈ P4 produces nilpotent matrices for the hyperplane
H = Z(x4); and semisimple elements for its open complement.
(6) The flagL ⊂ P ⊂ H,withP = Z(x3, x4) is the osculating flag to A atQ.Also,we haveϕa,b
(H  L) ⊆ P and ϕa,b(P  L) = Q.
(7) We have the generalized entropies q(x), r(x), s(x) ∈ I (A):
q(x) = (a + b)x23 − (5a + 4b)x2x4,
q(ϕa,b(x)) = cqx24q(x), cq =
(a + 2b)
6(a + b) ;
r(x) = (17a + 18b)x2x3x4 − 2(17a + 18b)x1x24 − 3(a + b)x33 ,
r(ϕa,b(x)) = crx34r(x), cr =
a
18(a + b) ;
s(x) = 36(a + b)2x1x3x24 − 72(a + b)2x0x34 + (a + b)(2a + 3b)x43
− (12a2 + 33ab + 20b2)x2x23x4 + 2(6a + 5b)bx22x24 ,
s(ϕa,b(x)) = cs,qqs(x)x44q(x),
qs(x) = (2a + b)(3a + 4b)x2x4 − (a + b)(3a + b)x23 ,
cs,q = b18(a + b)2 .
(8) If E1 = ker[Ta,b − 36(a + b)x4], E2 = ker[Ta,b − 18(a + b)x4], E3 = ker[Ta,b − 6(a +
b)x4], E4 = ker(Ta,b − 2ax4) and E5 = ker Ta,b are the parametrized eigenvalues of Ta,b,
then E5 = Q,E4 ⊆ L, E3 ⊆ P, E2 ⊆ H ; and the following vector polynomial identity
holds:
2(a + b)x24ϕ(x) = 72(a + b)2x34x + 12q(x)E3 + 2(a + b)r(x)E4 + s(x)E5.
(9) We have the following vector polynomial identity:
c0x = c1E1 − c3E3 − c4E4 − c5E5; c0 = 30(a + b)2(17a + 18b)x34 ,
c1 = (90/578), c3 = 6(17a + 18b)q(x), c4 = 15(a + b)2r(x),
c5 = (5/12)(17a + 18b)s(x).
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(10) IfK = (q(x), r(x), s(x)), thenZ(K) = A ∪ P.The dehomogenized generators of K exhibit
the affine curve A ∩ P4x4 as a complete intersection.(11) If |cq |, |cr | < 1, then every point x /∈ H converges to the unique fixed point in M ∩ A,
where M is the hyperplane generated by P and x.
(12) If x /∈ H and q(x) = 0, then E1(x) = limn→∞ ϕna,b(x).
(13) The join J (A, P ) is P4.
(14) The hypersurface Z(q) is the join J (A,L).
(15) The surface Z(q, r) is the secant cone or join J (A,Q).
Proof . Properties (1)–(4): The determinantal locus defined by I is the union of the closed sets L
given by the ideal I + (x4); and A given by the saturation J = ⋃∞n=1(I : xn4 ). The computational
result
√
I + (x4) = (x2, x3, x4), which uses b(a + b) /= 0, shows that L is the line Z(x2, x3, x4).
The computational result
√
J + (x4) = (x1, x2, x3, x4) shows thatA ∩ L = {Q}. A quick com-
putation shows that q(x), r(x), s(x) ∈ J , for the polynomials q, r, s in Property (7). They allow
us to solve uniquely for x0, x1, x2 in terms of x3 once we set x4 = 1; and we obtain the parametri-
zation in Property (2) with u = 1 and x3 = t . Thus, A is contained in this rational normal quartic
curve; with equality, because substitution of our parametrization in the generators of J produces
zero.
It is easy to verify that L is indeed the tangent line to A at Q; and we have Properties (1)–
(2).
The ideal generated by the coordinates of ϕa,b(x) has radical (x2, x3, x4). Thus, L is the set
of base points of ϕa,b(x); and A  {Q} must consist of fixed points. This proves Properties
(3)–(4).
Properties (7)–(9) are all computational results, obtained when we tried to express a generic
point in terms of the eigenvalues of Ta,b. Property (10) is immediate.
It is clear that setting x4 = 0 inside Ta,b produces nilpotent matrices. Let E be the matrix with
rows E1, . . . , E5, for the parametrized eigenvectors Ei of Property (8). Since det E is a nonzero
scalar multiple of (a + b)4(17a + 18b)(8a + 9b)x104 , we see that the five eigenvalues of Ta,b are
linearly independent for x4 /= 0. This proves Property (5).
Since
√
J + (x4) = (x1, x2, x3, x4), we have that set-theoretically A ∩ H = {Q}. This means
that H is an osculating hyperplane to A at Q. By differentiation, we see that P is an osculating
plane to A at Q.
If we substitute x4 = 0 in ϕa,b(x), we obtain only points in P. Hence we have ϕa,b(H  L) ⊆
P . In a similar way, ϕa,b(P  L) = Q. This proves Property (6).
If |cq |, |cr | < 1, then limn→∞ q(ϕna,b(x)) = 0 and limn→∞ r(ϕna,b(x)) = 0, for all x ∈ P4x4 .
Now, limn→∞ s(ϕna,b(x)) = 0, for all x ∈ P4x4 also, because s(x) is a generalized entropy and
lim
n→∞
qs(ϕ
n
a,b(x))
qs(ϕ
n−1
a,b (x))
= 1.
Property (8) shows that if x ∈ P4x4 , then ϕna,b(x) ∈ M , for all n  1; and the hyperplane M gener-
ated by P and x. The previous paragraph guarantees thatϕna,b(x) converges to the set (M ∩ A)  P ,
which is a single fixed point. This is Property (11).
If x /∈ H , then substitution of the coordinates of E1(x) in the generators of the ideal J pro-
duces polynomial multiples of q(x). This proves that E1(x) ∈ A, for x /∈ H and q(x) = 0. Thus,
E1(x) ∈ (M ∩ A)  P . This is Property (12).
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The closed set J (A, P ) contains the complement of Z(x4) because of Property (11). Hence,
J (A, P ) = P4, which is Property (13).
Properties (9) and (11) also show that Z(q) ⊆ J (A,L). But any linear combination of a point
in A with a point in L satisfies q. Thus, J (A,L) = Z(q), which is Property (14). Property (15) is
obtained in a similar way. 
5.1. Canonical forms, stabilizers and geometries
The determinantal locus A ∪ L in Theorem 20 above is the geometry of the matrix Ta,b, or
else of the rational map ϕa,b. We propose each matrix Ta,b as a canonical form for its G-orbit.
The following result provides further basis for this proposal. Its proof follows the same line as
the proof of Theorem 18.
Theorem 21
(1) The group G = PGL5 acts transitively on the set of geometries associated to the rational
maps ϕa,b, for generic values of a, b.
(2) If G · ϕa,b = G · ϕt,u, then (a, b) = (t, u) ∈ P1. Also, if G · Ta,b = G · Tt,u, then (a, b) =
(t, u) ∈ P1.
(3) Here, Gϕa,b = GTa,b consists of diagonal matrices, for a generic point (a, b) ∈ P1. It is
geometrically isomorphic to an open part of the rational normal quartic curve.
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