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Simulations of biomolecules with realistic representations of cellular environments remain chal-
lenging. Implicit solvent methods can reduce the system degrees of freedom and accelerate con-
formational sampling. Implicit solvent methods can be developed based on a decomposition of
the solvation free energy into electrostatic and non-polar contribution. The electrostatic con-
tribution based on continuum electrostatics theory can be conveniently calculated according to
the generalized Born (GB) formalism. While the GB formalism is well established in aqueous
solvent, applications to dense cellular environments and heterogeneous biological membrane
environments are discussed.
1 Introduction
Biological function is often not fully understood until a picture of biomolecular structure
and dynamics at the atomic level is developed. Structures of proteins and nucleic acids have
become widely available from X-ray crystallography and NMR spectroscopy while atomic-
level insight into single molecule dynamics has been gained primarily from computational
molecular dynamics studies. Molecular dynamics simulations are well established for the
study of single biomolecules over nanosecond time scales, but it remains challenging to
study larger biomolecular complexes and longer, biologically more relevant time scales1.
A significant part of the computational cost of molecular dynamics simulations stems
from solvent-solvent and solute-solvent interactions. In the canonical approach the sol-
vent environments is represented in an explicit fashion often resulting in systems with
many more solvent atoms than solute atoms. One approach for accelerating simulations of
biomolecules involves the application of mean-field descriptions of solute-solvent interac-
tions instead of explicit solvent2. A common strategy is the decomposition of the solvation
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free energy into polar and non-polar components according to equation 1:
∆Gsolvation = ∆Gsolvation,polar +∆Gsolvation,non-polar (1)
The polar comntribution of the solvation free energy is due to electrostatic solute-solvent
interactions and can be obtained by invoking continuum electrostatic theory3. In this for-
malism, a solvated biomolecular system may be described as a set of explicit solute charges
embedded in a low-dielectric cavity that is surrounded by a continuum high-dielectric en-
vironment. Such a system is described rigorously by the Poisson equation 2, which relates
the electrostatic potential φ to a distribution of charges, ρ, and dielectric constants ǫ.
∇ · [ǫ(r)∇φ(r)] = −4πρ(r) (2)
It turns out that direct solution of the Poisson equation with finite difference methods is
also computationally expensive. Instead, the empirical generalized Born (GB) formalism
is more commonly employed to approximate the electrostatic solvation free energy from
Poisson theory at a fraction of the computational cost4.
Many flavors of the GB formalism have been proposed over the last two decades. All
are based on the GB equation 3 proposed orignally by Still et al.5:
∆Gsolvation,GB = −
1
2
(
1− 1
ǫ
)∑
i,j
qiqj√
r2ij + αiαje
−r2ij/Fαiαj
(3)
Different GB implementations vary in the calculation of the GB radii αi. Acoording to the
Coulomb field approximation, the αi are essentially obtained from an integral of 1/r4 over
the solute cavity6. The most accurate GB methods estimate the integral directly and include
additional correction terms to account for deficiencies of the Coulomb field approximation
in larger molecules7.
The non-polar contribution to the solvation free energy consists of the cost of solute
cavity formation and contributions from solute-solvent van der Waals interactions. These
two terms may be considered separately but are often combined into a single simple term
based on the solvent-accessible surface area (SASA) according to Eq. 48 with typical
values of γ ranging from 5− 30 cal/mol/A˚2.8, 9
∆Gsolvation, non-polar = γ · SASA (4)
2 Simulations of Biomolecules in Implicit Aqueous Solvent
Simulations of biomolecules in implicit solvent become possible by simply adding the
solvation free energy to a vacuum molecular mechanics potential with the partial atomic
charges used in the calculation of the electrostatic solvation free energy taken from the
force field according to Eq. 5. The resulting forces may then be integrated according
to Langevin dynamics10, Eq. 6, to obtain trajectories that are coupled to solvent through
stochastic collisions R and frictional forces according to the friction coefficient γ.
Uimplicit = UMM +∆Gsolvation,GB + γ · SASA (5)
F = −∇Uimplicit +R− γr˙(t) = mr¨(t) (6)
Implicit solvent simulations represent a compromise between computational efficiency and
the level of realism that can be achieved with a mean-field solvent representation. Model
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Figure 1. Left: Crystal structure of MutS in complex with DNA (PDB ID: 1E3M). Right: RMSD of Cα atoms
(red) and DNA phosphorous atoms (blue) from the experimental structure in molecular dynamics simulations
with implicit solvent using the GBMV method in CHARMM7.
deficiencies may materialize due to the continuum nature of the implicit solvent model
and simplicity of the non-polar term or due to limitiations in approximating the continuum
electrostatic model with a particular GB implementation.
The quality of implicit solvent simulations may be evaluated by comparing long molec-
ular dynamics simulations with implicit and explicit solvent with experimental data11. Very
similar conformational sampling is observed in long simulations of protein G and ubiqui-
tin over tens of nanoseconds. Average root mean square deviations (RMSD) from the
experimental structures from X-ray crystallography of less than 1 A˚ with both implicit and
explicit solvent11.
Stable implicit solvent simulations of larger complexes and of nucleic acids13 are also
possible. As an example, simulations of the MutS dimer in complex with mismatched
DNA is shown in Figure 1. The simulations are relatively short but reach only 3 A˚ after
400 ps which is considered good for such a large complex with flexible domains. Explicit
solvent simulations of MutS reached a similar deviation from the X-ray structure within the
first few hundred picoseconds (data not shown). Successful implicit solvent simulations of
nucleic acid systems are remarkable because of strong solute-solvent interactions with the
poly-ionic nucleic acids.
It turns out that the GBMV implicit solvent method used here does not offer any com-
putational advantage on a time per integration step basis for the large MutS system because
the ratio of solvent to solute atoms decreases with increasing solute size for a single, ap-
proximately spherical solute molecule. Previous timing tests have found that implicit sol-
vent simulations with the relatively expensive but accurate GBMV method are only faster
for single proteins with up to 200-300 residues14. However, implicit solvent offers addi-
tional advantages, in particular the ability to traverse conformational space more rapidly
when using Langevin dynamics with low friction coefficients11. Furthermore, implicit sol-
vent is the only practical solution for simulations of multiple freely diffusing biomolecules
within a given solvent environment.
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Figure 2. Schematic illustration of implicit modeling of dense cellular environments (left) and heterogeneous
membrane bilayers (right) with continuum electrostatics.
3 Simulations of Biomolecules in Implicit Cellular Environments
Dilute aqueous solvent is generally not a good model of crowded cellular environments15.
The dense concentration of biomolecules and co-solvents presents a complex solvent envi-
ronment with reduced polarizability compared to water and steric hindrance due to crowd-
ing. As a first approximation, dense cellular environments can be modeled in an implicit
fashion by assuming a reduced dielectric constant17 and an increased cost of cavity for-
mation to reflect crowding effects (see Fig. 2). This raises the question how the confor-
mational sampling of peptides and proteins varies in environments with reduced dielectric
response. Based on typical dielectric constants of proteins, the effects of co-solvents, and
a dielectric modulation of water16 in crowded environments, one may estimate that the ef-
fective dielectric constant of dense cellular environments lies in the range of ǫ = 10− 40.
Continuum electrostatics methods can readily accommodate a reduced dielectric con-
stant of the environment. Based on physical insight it is expected that reduced dielectric
screening enhances charge-charge interactions and in particular the formation of secondary
structure elements through hydrogen bonding while the formation of hydrophobic cores
becomes less favorable in low dielectric environments. Implicit solvent simulations with
dielectric constants between 5 and 80 using a slightly modified GB formalism have con-
firmed these assumptions for poly-alanine and the amphipathic peptide melittin. However,
the simulation results also indicate that even relatively minor changes in the dielectric con-
stant can affect the conformational sampling of melittin in more subtle ways17.
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Figure 3. Conformational sampling of influenza fusion peptide with neutral N- and C-termini from temperature
replica exchange simulations with the HDGB implicit membrane model. Each of the eight replicas, spaced from
300 to 500K, was run for 15 ns. The potential of mean force in kcal/mol is shown as a function of the angle of
the N-terminal part of the peptide relative to the membrane normal and the z-coordinate of the center of mass in
A˚ with z=0 corresponding to the membrane center. The dominant conformation is shown on the right.
4 Simulations of Biomolecules in Implicit Membrane Environments
Biological membrane environments involve heterogeneous environments with a hydropho-
bic core and a polar surrounding aqueous solvent environment. Implicit membrane models
therefore require a spatially varying electrostatic and non-polar contribution to the sol-
vation free energy. The electrostatic solvation free energy can be calculated based on a
layered dielectric system18 with a low dielectric core with ǫ near 1, an intermediate dielec-
tric region near the membrane-water interface, and a high delectric environment elsewhere.
Such a model is readily implemented with Poisson theory but presents challenges for the
standard GB formalism. The application of heterogeneous dielectric environments be-
comes possible after introduction of an effective dielectric profile ǫ(z) and application of
the modified GB equation 7:
∆Gsolvation,HDGB = −
1
2
∑
i,j
(
1− 1
(ǫi + ǫj)/2
)
qiqj√
r2ij + αiαje
−r2ij/Fαiαj
(7)
The non-polar contribution to the solvation free energy also varies between an essen-
tially zero cost in the membrane interior to a significant cost of cavity formation in water.
Using this scheme, it has been possible to perform implicit solvent simulations of
membrane-bound peptides and proteins18, 19 and accurately reproduce explicit solvent
membrane insertion profiles of amino acid side chain analogs18. As an example of first
applications, Fig. 3 shows extensive conformational sampling of influenza fusion peptide
near a membrane interface.
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5 Summary and Outlook
Implicit solvent formalisms can be used successfully to simulate biomolecules in cellular
environments ranging from simple aqueous solvent to dense cellular environments and
heterogeneous dielectric environments. These methods open the door for the simulation of
sub-cellular processes in atomic detail and over biologically relevant time scales.
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