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During the past few decades, fractional calculus has been suc-
cessfully adopted to better understand the complex phenomena
arising in different fields of science and engineering. Fractional
analysis has been adopted to explore the (a) electrical and mag-
netic fields (as discussed by [1–3]), hydrologic modeling in water
resources [4], fluid dynamics and theory of visco-elasticity [5],
mechanical systems [6], theory of solitons [7], boundary layer
behavior and other areas including mass transportation.
Solitary waves have been discussed in the literature exten-
sively. Stuhlmeier [8] discussed the solitarywave profile and used
the simplified vorticity equation alongwithmaximumprinciples
to derive the results. The time-fractional KdV equations can be
used to analyze the effect of the higher order wave dispersion.
The integer order KdV equations when solved, may notconfirm the solitary waves completely. The advantage of using
fractional derivatives in partial differential equations while
modeling the real world problems is the non-local property,
and this means that the next state of the system relies not only
upon its present state but also upon all of its historical states [9].
Laplace Transform Method (LTM), Adomian Decomposi-
tion Method (ADM) [10], Parameter Expansion Method [11],
Homotopy Perturbation Method (HPM) [12,13] and Modified
Homotopy Perturbation Method (MHPM) [14,15], Homotopy
Analysis Method (HAM) [16–19] are some of the recently used
semi-analytic and numerical methods to solve the partial dif-
ferential equations governing the nonlinear dynamics. Notable
contribution has been made by introducing modern techniques
to solve the fractional differential equations such as Jacobi col-
location method [20], Implicit (RDF) meshless collocation
method [21], technique based on linear B-spline functions
[22], generalized Legendre operational matrix technique [23].
Recently, the mathematical model of nonlinear local fractional
KdV equation describing fractal waves on shallow water
surfaces has been developed by Yang et al. [24].
Remarkable attention has been paid in combining two (and
sometimes more) mathematical techniques for solving complex
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been used in conjunction with (a) Homotopy Perturbation
Transform Method (HPTM) [18,13] and (b) Homotopy Anal-
ysis Transform Method (HATM) [25,9].
Laplace Transform Method (LTM) is not only useful to
solve ordinary differential equations with constant coefficients,
but also for differential equations with variable coefficients
and initial value problems. Similarly, Homotopy Perturbation
Method (HPM) is one of the most employed and powerful
methods because it has been successfully used in different non-
linear problems.
In this paper, the semi-analytic method called the Homo-
topy Perturbation TransformMethod (HPTM) is used to solve
the partial differential equations and more precisely the highly
nonlinear problems. The key extract of this semi-analytical
technique is (a) to use initial condition (and avoid the bound-
ary conditions, without any discretization) [9], (b) linearization
and (c) restrictive assumptions to solve the nonlinear partial
differential equations. Calculations by using He’s polynomials
are quite simple as compared to Adomian’s polynomials. The
rapid convergence of the method makes it more reliable and
introduces a significant improvement in solving nonlinear par-
tial differential equations over existing methods.
We have summarized the main concepts in Section 2 fol-
lowed by some examples. In the next section, we have dis-
cussed the validity of results. Based on the parametric sweep,
we have presented our findings as an outcome of the semi-
analytic approach.
2. Semi-analytic technique
Definition 1.1. The Laplace transform of function fðtÞ is
defined as [26]
FðsÞ ¼ L½fðtÞ ¼
Z 1
0
estfðtÞdt ð2:1Þ
Definition 1.2. The Laplace transform of the fractional deriva-
tive is defined as [26,27]
L½Dat fðtÞ ¼ saFðsÞ 
Xn1
k¼0
sak1f ðkÞð0Þ; ð2:2Þ
where n 1 < a 6 n.
To understand the procedure of finding the semi-analytic
solution of nonlinear time-fractional partial differential equa-
tion using Homotopy Perturbation Transform Method, we
consider the generalized case:
Dat wðx; tÞ ¼ Rwðx; tÞ þNwðx; tÞ þ rðx; tÞ;
t > 0; n 1 < na 6 n;wðx; 0Þ ¼ w0ðxÞ; ð2:3Þ
where R is the linear and N is the nonlinear operator in the
variable x. rðx; tÞ is continuous function, wðx; 0Þ is the initial
condition. The first step toward the solution of the mentioned
method is applying Laplace transform on both sides of the
above equation, we have
LfDat wðx; tÞg ¼ LfRwðx; tÞ þNwðx; tÞ þ rðx; tÞg: ð2:4Þ
On practicing the derivative rule of the Laplace transform in
equation Eq. (2.4), we getLfwðx; tÞg ¼ s1w0ðxÞ þ saLfRwðx; tÞ þNwðx; tÞ þ rðx; tÞg:
ð2:5Þ
Now by applying the inverse Laplace transform on both sides
of equation Eq. (2.5), we obtain
wðx; tÞ ¼ Fðx; tÞ þ L1fsaLfRwðx; tÞ þNwðx; tÞgg; ð2:6Þ
where Fðx; tÞ is the term obtained by putting the initial condi-
tion and by taking the inverse Laplace transform of the source
term. Here we can assume that the solution of the given equa-
tion can be expressed as power series on the basis of classical
perturbation technique as discussed below
wðx; tÞ ¼
X1
n¼0
pnwnðx; tÞ; ð2:7Þ
where the nonlinear term can be expressed as
Nwðx; tÞ ¼
X1
n¼0
pnHnðwÞ; ð2:8Þ
here Hn are He’s polynomials of w1;w2;w3; . . . ;wn can be eval-
uated by using the formula given below
Hnðw1;w2;w3; . . . ;wnÞ ¼ 1
n!
@n
@pn
N
X1
j¼0
p jwi
 !" #
p¼0
:
On substituting He’s polynomial in Eq. (2.8) and the resul-
tant in Eq. (2.6), we obtain
wðx;tÞ¼
X1
n¼0
pnwnðx;tÞ
¼Fðx;tÞþL1 saL R
X1
n¼0
pnwnðx;tÞþ
X1
n¼0
pnHnðwÞ
( )( )
:
Finally, from the above equation, we get the following
approximations
p0 : w0ðx; tÞ ¼ Fðx; tÞ;
p1 : w1ðx; tÞ ¼ L1ðsnaL½Rw0ðx; tÞ þH0ðwÞÞ;
p2 : w2ðx; tÞ ¼ L1ðsnaL½Rw1ðx; tÞ þH1ðwÞÞ;
p3 : w3ðx; tÞ ¼ L1ðsnaL½Rw2ðx; tÞ þH2ðwÞÞ;
Now, we can obtain the semi-analytic solution in the form of
truncated series of approximations
wðx; tÞ ¼ lim
N!1
XN
n¼0
wnðx; tÞ;
gives the swift convergence to the exact solution of the
equation.2.1. Examples
In this section, we consider three numerical examples of partial
differential equations along with their initial condition. More
specifically, the equations are regular KdV equation, linearized
KdV equation and KdV-like equation solving by Homotopy
Perturbation Transform Method as discussed in the previous
section.
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regular Korteweg-de-Varies KdV equation [28] as follows,
wat þ a1wwx þ b1wxxx ¼ 0 0 < a  1; ð2:9Þ
along with initial condition wðx; 0Þ ¼ a
cosh2ðb1xÞ
. On taking
Laplace transform on both sides of Eq. (2.9), we have
Lfwat g þ Lfa1wwxg þ Lfb1wxxxg ¼ 0:
Applying the derivative property of Laplace transform, we
get
saLfwg  sa1wðx; 0Þ ¼ Lfa1wwx þ b1wxxxg:
On simplifying, we acquire
Lfwg ¼ s1wðx; 0Þ  saLfa1wwx þ b1wxxxg: ð2:10Þ
Now, inverse Laplace transform of sides Eq. (2.10), we
obtain
wðx; tÞ ¼ wðx; 0Þ  L1fsaLfa1wwx þ b1wxxxgg: ð2:11Þ
On substituting the given initial condition in Eq. (2.11), we
get the recursive relation
wnðx; tÞ ¼ L1fsaLfa1Hn1ðwÞ þ b1Rðwn1Þgg:
Now, by applying the He’s Polynomial in the nonlinear
term and the linear operator in the above recursive relation,
we end up with the series of approximations
w0ðx; tÞ ¼ a
cosh2ðb1xÞ
;
w1ðx; tÞ ¼ 2at
ab1sech
4b1xtanhb1x
Cð1þ aÞ faa1 þ 2b
3
1ð5þ cosh 2b1xÞg;
w2ðx;tÞ¼ ab
3
1t
2asech11ðb1xÞ
4ðCð1þaÞÞ2Cð1þ2aÞCð1þ3aÞ

ð16a3taa31ðCð1þ2aÞÞ2
ð4sinhb1xþsinhb1xÞþ8a2taa21b31ðCð1þ2aÞÞ2
ð182sinhb1x55sinh3b1xþ3sinh5b1xÞ
þ8b51cosh3ðb1ðxÞÞðCð1þaÞÞ2Cð1þ3aÞ
ð1208þ1191cosh2b1x120cosh4b1xþcosh6b1xÞ
þ2aa1b21ðCð1þaÞÞ2Cð1þ3aÞ
ð8cosh3b1xð5249cosh2b1xþ4coshb1xÞ
þ4tab41ðCð1þ2aÞÞ2ð1039sinhb1xþ363sinh3b1x
37sinh5b1xþsinh7b1xÞÞÞ

:
wðx; tÞ ¼ lim
N!1
XN
n¼0
wnðx; tÞ ¼ a 1
cosh2ðb1xÞ
þ 2at
ab1sech
4b1x tanhb1x
Cð1þ aÞ faa1 þ 2b
3
1ð5þ cosh 2b1xÞg
þ ab
3
1t
2asech11ðb1xÞ
4ðCð1þ aÞÞ2Cð1þ 2aÞCð1þ 3aÞ fð16a
3taa31ðCð1þ 2aÞÞ2
 ð4 sinh b1xþ sinh b1xÞ þ 8a2taa21b31ðCð1þ 2aÞÞ2
 ð182 sinh b1x 55 sinh 3b1xþ 3 sinh 5b1xÞ
þ 8b51cosh3ðb1ðxÞÞðCð1þ aÞÞ2Cð1þ 3aÞð1208þ 1191 cosh 2b1x
 120 cosh 4b1xþ cosh 6b1xÞ þ 2aa1b21ðCð1þ aÞÞ2Cð1þ 3aÞ
 ð8cosh3b1xð52 49 cosh 2b1xþ 4 cosh b1xÞ þ 4tab41ðCð1þ 2aÞÞ2
ð1039 sinh b1xþ 363 sinh 3b1x 37 sinh 5b1xþ sinh 7b1xÞÞÞg þ    :Example 2. In this example, we solve the time-fractional
Linearized Korteweg-de-Varies (KdV) equation [29]
wat þ b1wxxx ¼ 0 0 < a  1; ð2:12Þ
along with initial condition wðx; 0Þ ¼ a 1
cosh2ðb1xÞ
. On taking
Laplace transform on both sides of Eq. (2.12), we have
Lfwat g ¼ Lfb1wxxxg:
By using the derivative property of Laplace transform, we
get
saLfwg  sa1wðx; 0Þ ¼ Lfb1wxxxg:
On simplifying, we have
Lfwg ¼ s1wðx; 0Þ  saLfb1wxxxg; ð2:13Þ
by taking inverse Laplace transform of Eq. (2.13), we obtain
wðx; tÞ ¼ wðx; 0Þ  L1fsaLfb1wxxxgg: ð2:14Þ
On substituting the given initial condition in Eq. (2.14), we get
the recursive relation
wnðx; tÞ ¼ L1fsaLfb1Rðwn1Þgg;
where RðwnÞ ¼ @3wn@x3 . Now, by applying the linear operator in
the above recursive relation, we end up with the series of
approximations
wðx; 0Þ ¼ a
cosh2ðb1xÞ
;
w1 ¼ L1fsaLfb1Rðw0Þgg;
w2 ¼ L1fsaLfb1Rðw1Þgg;
w3 ¼ L1fsaLfb1Rðw2Þgg;
After calculating the above approximations, we get
w1ðx; tÞ ¼ 4at
ab41sech
4ðb1xÞ tanhðb1Þ
Cð1þ aÞ f5þ cosh 2b1xg;
w2ðx; tÞ ¼ 2ab
8
1t
2asech8ðb1xÞ
Cð1þ 2aÞ f1208 1191 coshð2b1xÞ
 120 coshð4b1xÞ þ coshð6b1xÞg;
w3ðx; tÞ ¼ 4ab
12
1 t
3asech10ðb1xÞ tanhðb1xÞ
Cð1þ 3aÞ
 f450995 403864 coshð2b1xÞ
þ 46828 coshð4b1xÞ  1012 coshð6b1xÞ
þ coshð8b1xÞg:
wðx; tÞ ¼ lim
N!1
XN
n¼0
wnðx; tÞ ¼ a
cosh2ðb1xÞ
þ 4at
ab41sech
4ðb1xÞ tanhðb1Þ
Cð1þ aÞ f5þ cosh 2b1xg
þ 2ab
8
1t
2asech8ðb1xÞ
Cð1þ 2aÞ f1208 1191 coshð2b1xÞ
 120 coshð4b1xÞ þ coshð6b1xÞg
þ 4ab
12
1 t
3asech10ðb1xÞ tanhðb1xÞ
Cð1þ 3aÞ
 f450995 403864 coshð2b1xÞ þ 46828 coshð4b1xÞ
 1012 coshð6b1xÞ þ coshð8b1xÞg þ    :
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like equation [30] with fractional time derivative as follows,
wat þ c0wx þ a2ðw2x  wwxxÞ þ b2wxxx ¼ 0; ð2:15Þ
where a2 ¼ c02k2 ðck3Þ be the dispersion parameter and b2 ¼ c0h
2
6
be the nonlinear parameter, along with initial condition
wðx; 0Þ ¼ a 1
cosh2ðb1xÞ
. Applying Laplace transform on both sides
of Eq. (2.15), yields
Lfwat g þ c0Lfwxg þ a2Lfw2x  wwxxg þ b2Lfwxxxg ¼ 0:
Here we use the derivative property of Laplace transform, we
get
saLfwg  sa1wðx; 0Þ ¼ c0Lfwxg  b2Lfwxxxg
 a2Lfw2x  wwxxg:
On simplifying, we acquire
Lfwg ¼ s1wðx; 0Þ  safc0Lfwxg þ b2Lfwxxxg
þ a2Lfw2x  wwxxgg:
Now, taking inverse Laplace transform on both sides of the
above equation, we obtain
wðx; tÞ ¼ wðx; 0Þ  L1fsaLfc0fwxg þ b2fwxxxg
þ a2fw2x  wwxxgg: ð2:16Þ
On substituting the given initial condition in Eq. (2.16), we get
the recursive relation
pðnÞ ¼ wnðx; tÞ ¼ L1fsaLfc0R1wþ b2R2wþ a2Hn1ðwÞgg:
Here, R1 and R2 are linear operators, Hn1ðwÞ is He’s polyno-
mial involving nonlinear operator. Now, by applying the He’s
Polynomial in the nonlinear term and the linear operator in the
above recursive relation, we end up with the series of
approximations
Pð0Þ ¼ w0 ¼ wðx; 0Þ ¼ a 1
cosh2ðb1xÞ
;
Pð1Þ ¼ w1 ¼ L1fsaLfc0R1w0 þ b2R2w0 þ a2H0ðw0Þgg;
Pð2Þ ¼ w2 ¼ L1fsaLfc0R1w1 þ b2R2w1 þ a2H1ðw1Þgg;
Pð3Þ ¼ w3 ¼ L1fsaLfc0R1w2 þ b2R2w2 þ a2H2ðw2Þgg:
After applying the operators in the above approximations,
we get
Pð1Þ ¼ w1ðx; tÞ ¼ t
a
Cð1þ aÞ f2ac0b1sech
2ðb1xÞ tanhðb1xÞ
þ ab2ð16b31cosh4b1x tanhðb1xÞ
 8b31sech2ðb1xÞtanh3ðb1xÞÞ þ a2ð4a2b21sech4ðb1xÞtanh2
 ðb1xÞ  a2sech2ðb1xÞð2b21sech4ðb1xÞ
þ 4b21sech2ðb1xÞtanh2ðb1xÞÞÞg;
Pð2Þ ¼ w2ðx; tÞ ¼ ab
2
1t
2asech4ðb1xÞ
Cð1þ 2aÞ f2c
2
0ð2þ coshð2b1xÞÞ
 b1sech6ðb1xÞð16a2a22b1ð2þ coshð2b1xÞÞ
 3aa2b2 sinhð2b1xÞð1þ coshð2b1xÞ
þ 4b21ð13þ 3 coshð2b1xÞÞÞ þ 2b1b22cosh4ðb1xÞ ð33 26 coshð2b1xÞ þ coshð4b1xÞÞÞ
þ c0
2
sech2ðb1xÞðb2ð4cosh2ðb1xÞð2þ coshð2b1xÞÞ
þ 4b21ð33 26 coshð2b1Þ þ coshð4b1xÞÞÞ
þ 48aa2b1 tanhðb1xÞÞg:
Pð3Þ can be evaluated in the same pattern by using the mathe-
matical software Mathematica 10.
wðx; tÞ ¼ lim
N!1
XN
n¼0
wnðx; tÞ ¼ a
cosh2ðb1xÞ
þ t
a
Cð1þ aÞ
 f2ac0b1sech2ðb1xÞ tanhðb1xÞ
þ ab2ð16b31cosh4b1x tanhðb1xÞ
 8b31sech2ðb1xÞtanh3ðb1xÞÞ
þ a2ð4a2b21sech4ðb1xÞtanh2ðb1xÞ
 a2sech2ðb1xÞð2b21sech4ðb1xÞ
þ 4b21sech2ðb1xÞtanh2ðb1xÞÞÞg
þ ab
2
1t
2asech4ðb1xÞ
Cð1þ 2aÞ f2c
2
0ð2þ coshð2b1xÞÞ
 b1sech6ðb1xÞð16a2a22b1ð2þ coshð2b1xÞÞ
 3aa2b2 sinhð2b1xÞð1þ coshð2b1xÞ
þ 4b21ð13þ 3 coshð2b1xÞÞÞ þ 2b1b22cosh4ðb1xÞ
 ð33 26 coshð2b1xÞ þ coshð4b1xÞÞÞ
þ c0
2
sech2ðb1xÞðb2ð4cosh2ðb1xÞð2þ coshð2b1xÞÞ
þ 4b21ð33 26 coshð2b1Þ þ coshð4b1xÞÞÞ
þ 48aa2b1 tanhðb1xÞÞg þ    :3. Results and discussion
Each equation has been solved analytically and numerically.
The results are validated and the best approximations are pre-
sented here. These results demonstrate the wave behavior as it
propagates toward right.
Fig. 1 illustrates the wave profiles obtained from the solu-
tions of Eqs. (2.9) and (2.12). It is depicted that nonlinearity
steepens the wave crest, and flattens the wave trough (dotted
line). This is in agreement with the theoretically obtained
results of Svendsen [31].
In Fig. 2, some surprising results are listed. If the dynamics
of wave evolution are governed purely by the KdV equation,
then the wave amplitude remains same throughout the motion
[32]. The simulations (dotted line) provided similar results. Ini-
tially the wave profile obtained from Eq. (2.15) is similar to
that obtained from Eq. (2.9), but as the wave propagates
toward right, the wave amplitude changes and the wave crest
becomes steeper. We have presented the change in wave ampli-
tude relative to time in Fig. 3. The velocity at which solitary
pulses propagate increases with amplitude [33]; here, we can
see that as the wave travels in time, the profile obtained from
Eq. (2.15) leads to the profile obtained from Eq. (2.9), this
shows that the nonlinear and steeper the wave is, the faster it
travels. Therefore by solving the KdV-like wave equation, we
have obtained a wave profile which does not preserve its shape.
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Figure 1 The dotted line shows the wave profile obtained from
KdV equation based numerical solver. The thick line shows wave
obtained using the linearized KdV equation.
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Figure 2 Dotted line shows the wave profile obtained from Eq.
(2.9), thick line shows the wave profile obtained from Eq. (2.15).
From top to bottom, left to right, the wave profile at time t= 0,
0.3, 0.6, and 0.9 s.
Nonlinear shallow water waves 529A similar behaviour was predicted from the theory [30] and
verified from the experiments [34]. Therefore, based on these
results, we conclude that Eq. (2.15) is inherently more nonlin-
ear than the classical KdV Eq. (2.9). Figs. 4–6 provide 3D view
of space time evolution of wave profiles obtained from Eqs.
(2.9) and (2.15) respectively. From the images at the top of
each figure, it is evident that the wave preserves its shape
throughout the simulation as it travels in time downstreams,
whereas the images at the bottom of each figure show that
the wave does not preserve its shape as it propagates in space
and time. The increase in wave amplitude can be attributed to
strong nonlinear effects. These effects arise due to nonlinear
interactions among wave components and the bottom friction
due to small fluid depth as listed in Table 1. Numerical wave
dynamic studies [34,33] help to understand the factors affect-
ing the wave steepening and nonlinear interactions, which
are difficult to be analyzed during experimental wave study
such as at microfluidic level and wave tank experiments.
Two techniques were used for the validity of the results pre-
sented here, (a) a new semi-analytic technique called Homo-
topy Perturbation Transform Method (HPTM) and (b) a
finite element scheme was used to model the waves relative
to a set of wave parameters.
For the semi-analytic technique, we have considered the
results with higher accuracy (by taking into account the higher
order terms).
For the finite element analysis, the convergence of each
solution was verified using the time step convergence and grid
convergence analysis. It was observed that after achieving a
specific time step and grid size, the wave convergence
improved.
The Ursell number Ur which gives information about the
degree of nonlinearity of a certain wave data was considered
as well. It is defined as ratio of amplitude parameter
d ¼ H=h to square of wave length parameter l ¼ h=L
Ur ¼ d
l2
ð3:1Þ
based on these two wave parameters (l and r), we obtained the
Ursell number interval. With the help of the Ursell number
Figure 5 From top to bottom, space time evolution obtained
from (a) Eq. 2.9 and (b) Eq. (2.15) (0 6 t 6 0.6, a ¼ 1  8 6 x 6 8
and 1.99 6 w(x, t) 6 2.16).
0 0.2 0.4 0.6 0.8 1
1.8
1.9
2
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2.2
2.3
time (s)
H
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KdV
Figure 3 Wave amplitude KdV-like (wave amplitude increases)
and for KdV (wave amplitude remains same).
Figure 4 From top to bottom, space time evolution obtained
from (a) Eq. (2.9) and (b) Eq. (2.15) (0 6 t 6 0.4,
a ¼ 1  8 6 x 6 8 and 1.99 6 w(x, t) 6 2.12).
530 S. Arshad et al.limitation (summarized in Table 1), one can validate the
approximate results (obtained in Section 2.1) obtained from
Eqs. (2.9) and (2.15). Such approximate solutions along with
these limitations are helpful when specific wave data are con-
sidered, provided that the wave height H, wave length L and
fluid depth h are known.
In this study, a modified semi-analytic method to solve
higher order partial differential equations has been imple-
mented, to meet the computational challenge for such equa-
tions. Emphases are laid on wave parameters, wave
equations and their initial and boundary conditions.
Figs. 4 and 5 provide 3D view of space time evolution of
wave profiles obtained from Eqs. (2.9) and (2.15) respectively.
From the images at the top of each figure, it is evident that the
wave preserves its shape throughout the simulation as it travels
in time downstreams, whereas the images at the bottom of
each figure show that the wave does not preserve its shape as
it propagates in space and time.
Figure 6 From top to bottom, space time evolution obtained
from (a) Eq. (2.9) and (b) Eq. (2.15) (0 6 t 6 0.6, a ¼ 0:9,
8 6 x 6 8 and 1.99 6 w(x, t) 6 2.19).
Table 1 Ursell number results. Here D stands for dispersion,
N for nonlinearity and S stands for steepness parameter.
h co D N S Ur
1.5 38.34 14.37 38.34 0.14 1.71
2 44.27 29.51 33.20 0.13 0.64
3 49.49 51.56 29.69 0.12 0.31
4 54.22 81.33 27.11 0.12 0.15
Nonlinear shallow water waves 531Fig. 6 provides a fractional order 3D analysis of space time
evolution of wave profiles obtained from Eqs. (2.9) and (2.15)
respectively. We can see an obvious difference in the wave’s
nonlinearity as it propagates in time for a ¼ 0:9.
The increase in wave amplitude can be attributed to strong
nonlinear effects, which are more obvious with the fractional
analysis. These effects arise due to nonlinear interactionsamong wave components and the bottom friction due to small
fluid depth as listed in Table 1.
4. Conclusion and future work
A recent semi-analytical technique is adopted to solve frac-
tional order linear and nonlinear wave equations using just
the initial condition and some restrictive assumptions. The effi-
ciency of the technique is verified by convergent results for all
cases i.e. linear and nonlinear and integer order [35] (a ¼ 1)
and fractional order. Therefore the results and illustrations dis-
cussed in this manuscript provide a useful tool to deal with the
nonlinear dynamics.
This approach of semi-analytic method in succession can be
further extended by taking into account the nature of fluid, by
linking this model with the Comsol phase field application
mode [36] for the numerical results and by taking into account
the mixed boundary conditions for the semi-analytic scheme.
This will further help to understand the dynamical influence
of fluid concentration, viscosity, temperature and surface ten-
sion on the waves. This extended study can benefit to under-
stand the solitary wave dynamics at the laboratory level such
as the thin film flow and mass transfer.
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