For large amounts of wavefront error, gradient-based optimization methods for image-based wavefront sensing are unlikely to converge when the starting guess for the wavefront differs greatly from the true wavefront. We use machine learning operating on a point-spread function to determine a good initial estimate of the wavefront. We show that our trained convolutional neural network provides good initial estimates in the presence of simulated detector noise and is more effective than using many random starting guesses for large amounts of wavefront error. Image-based wavefront sensing is a method to measure wavefront error using a parameterized physical model and nonlinear optimization to compute a point-spread function (PSF) that matches a measured PSF. Image-based wavefront sensing is desirable, as it requires no additional optical components and is used in the James Webb Space Telescope (JWST) for alignment and focusing [1, 2] . When performing image-based wavefront sensing, a PSF is captured on a detector, and the physical model creates a wavefront that produces a simulated PSF that closely matches the data taken after optimization. A good strategy is to parameterize the wavefront with a polynomial basis, such as the Zernike polynomials, which reduces dimensionality and enforces physically appropriate smoothly varying wavefronts. In order to determine the coefficients of these polynomials to reconstruct a wavefront, gradient-based nonlinear optimization methods can be used to adjust the coefficient values. A gradient-based optimizer minimizes a cost function with respect to the set of unknown parameters using a search direction computed from the gradient of the cost function. In this work, the cost function is a gain-and-bias-invariant normalized mean-square error (NMSE) metric [3] . We can efficiently compute gradient values using algorithmic differentiation [4] . The gradient-based optimizer will adjust the coefficients of our polynomial basis until the change in error metric value or the values of the gradient are sufficiently small.
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Nonlinear optimization algorithms can stagnate in a local minimum, where the gradient is zero. At a local minimum, the computed PSF is inconsistent with the data, providing knowledge that it is in a local minimum, except in rare cases of ambiguity [5] . In order to avoid stagnation in local minima, it is necessary to have additional information such as defocus planes or knowledge of smoothness, or a good starting estimate of the polynomial coefficients when the wavefront error is large. The likelihood of stagnating in local minima when the starting guess is not close enough to the true solution is known as the "capture range problem," and the distance at which a starting estimate is close enough to the true solution to converge is known as the "capture range." It is possible to extend the capture range of a phase retrieval problem by using additional measurements, such as phase diversity [6, 7] or a translating subaperture [8] . It is possible to perform global optimization by estimating the root-mean-square wavefront error (RMS WFE) and using multiple random starting guesses with a similar amount of RMS WFE, in an attempt to randomly select a starting estimate close enough to the true solution to be within the capture range [9] . This method becomes statistically unlikely to converge for wavefronts with large RMS WFE. Selecting random starting guesses with the same RMS WFE as the true wavefront is akin to randomly selecting points on the surface of a hypersphere whose dimensionality is equal to the number of predicted coefficients. The probability of being within the capture range is equal to the ratio of the surface area of the hypersphere cap for which all points are within the capture range to the total surface area of the hypersphere. This probability decreases as approximately 1∕R n1 , where n is the dimensionality of our hypersphere and R is its radius [10] . When predicting multiple orders of Zernike coefficients, high RMS WFE leads to a large value of R, and the number of coefficients corresponds to n. This indicates a very low probability of a random starting guess being within the capture range when predicting multiple Zernike coefficients with a large RMS WFE.
To generate starting estimates within the capture range for a given PSF, we turned to machine learning and neural networks. Neural networks have been previously applied to phase retrieval in an attempt to recover the Zernike coefficients for the Hubble Space Telescope with some success [11] . That attempt used a network with each pixel of the PSF as part of an input vector, which was matrix-multiplied into a single "hidden" vector, which was then fed through a nonlinear sigmoid function and matrix-multiplied to an output vector corresponding to the Zernike polynomial coefficients. Models with this type of architecture are known as perceptrons [12] . Another type of model, the convolutional neural network (CNN), uses learned convolutional kernels and downsampling methods to perform machine learning tasks with images. CNNs are better suited to image-based tasks than perceptrons, since they learn based on groups of pixels rather than considering each pixel independently [13] . They have been used recently to attempt to recover phase maps from images for use in lenseless computational imaging [14] . We intend to recover Zernike coefficients for building wavefront maps, which capture aberrations. We examined the most accurate CNNs for ImageNet classification and chose Google's Inception v3 architecture, which uses blocks with a variety of differently sized convolutional kernels on the same input to determine important features at different size scales [15] . We adapted their model to perform regression analysis, which provides continuous values as the output. The architecture of this model is shown in Fig. 1 .
Since we already use a physical model to describe the propagation and detection of light in an intensity plane, we can simply create and feed simulated PSFs into our CNN based on Zernike coefficients. This approach assumes there are known values of our model such as pupil amplitude, f-number, and pixel pitch. For our case, we consider a uniformly illuminated JWST aperture, shown in Fig. 2 , which is zero-padded in an array twice the width of the aperture to produce a PSF (image) that is Nyquist sampled. We produced PSFs based on secondthrough fifth-order global Zernike polynomials, and did not include any per-segment errors. We ignored global piston and did not include tip or tilt terms, as these can be estimated rapidly using centroiding algorithms or other registration methods [16] . Centroiding algorithms can estimate the center of a PSF to within 1 pixel, which is within the capture range of nonlinear optimization using tip and tilt [17] . All PSFs were normalized to have a maximum value of 1 before being fed into the CNN. We used minibatch training with a minibatch size of 16 PSFs. A CNN's learned parameters are updated through the use of back-propagated gradients for each CNN operation. Minibatch training updates the CNN's parameters based on the gradients from a minibatch of inputs rather than just a single input, which increases convergence rate [18] . Machine learning relies on stochastic gradient descent algorithms, where updates are based on the gradient and a parameter known as the learning rate [19] . The learning rate controls the step size of an update, with a smaller learning rate indicating a smaller move through the parameter space. For minimization, we used Adam, a gradient-based stochastic optimization algorithm with a learning rate that is adaptive, meaning it is initialized to a user-defined value and then updated according to values of the gradient [20] . Our CNN's minimized loss function was the RMS difference between predicted Zernike coefficients and true Zernike coefficients. After updating parameters for 40 groups of 16 PSFs, we determined the average loss across 10 different groups of 16 PSFs, known as a validation stage. Examining the validation loss in comparison to the training loss informs us of overfitting in our CNN [21] . One round of training and validation consists of an epoch of training our CNN.
We initially trained the model on PSFs only with 2.3 RMS waves of aberration (which is a quite large amount of aberration) for 5000 epochs, with an initial learning rate of 2 × 10 −2 , which was halved every 1000 epochs. We then allowed the PSFs to have anywhere from 1.0 RMS waves to 4.0 RMS waves of aberration and trained for 20,000 epochs, starting the learning rate at 1 × 10 −3 and lowering to 0.5 × 10 −3 after the first 10,000 epochs. Finally, we included noise in our PSFs that included Poisson noise and optionally included detector noise, background noise, and dead pixels. An example of one minibatch of these input PSFs can be seen in Fig. 3 . The peak photons and any additional noise parameters for each PSF were chosen from a uniform random distribution, with low and high values given in Table 1 . These many noise options make our CNN robust to a wide variety of noise that could be found experimentally. We trained on these noisy PSFs for an additional 50,000 epochs, starting with a learning rate of 2.5 × 10 −3 and lowering to 1.0 × 10 −3 , 0.75 × 10 −3 , 0.5 × 10 −3 , and 0.3 × 10 −3 , respectively, after every 10,000 epochs. After this training, our validation loss was 0.373 waves of RMS difference between the predicted and true Zernike coefficients. The residual RMS WFE grew monotonically within the training region, as shown in Fig. 4 .
To determine the effectiveness of our CNN's predictions, we used a Monte Carlo analysis. We simulated PSFs made up of only the Zernike coefficients predicted by our CNN. The noise in these simulated PSFs was generated in the same way as for the training PSFs. We used values of total RMS WFE varying from 0.25 waves up to 4.0 waves, in increments of 0.25 waves. For each amount of RMS WFE, we simulated 250 different PSFs. As a benchmark for each PSF, we used 30 random starting guesses, each with the same RMS WFE as the true wavefront. We performed nonlinear optimization using a limited-memory Broyden-Fletcher-Goldfarb-Shanno algorithm [22] with these random starting guesses. We kept track of both the best error metric value and the lowest residual RMS WFE for the solutions from these optimizations. In parallel, we fed the PSF to our CNN and performed optimization using the CNN's predictions as our initial estimates.
We performed an initial Monte Carlo with 256 × 256 pixel pupil and PSF arrays. We found that the high wavefront error resulted in aliasing and PSF energy falling outside of our simulated detector window. This resulted in some fits that were correct inside of our simulated detector window, but diverged from the true PSF outside of said window. We increased our image array size to 512 × 512 pixels, knowing that to be reasonable since the detectors on the JWST are at least 1024 × 1024 pixels [23, 24] . We doubled the sampling in the pupil domain as well, in order to prevent aliasing. We also cropped the PSF down to 256 × 256 pixels before feeding it to our CNN. This meant we did not need to retrain our CNN, and could use the larger array for optimization purposes. These steps improved convergence in our analysis. Figure 5 shows the comparison of RMS WFE after optimization using our CNN's predictions for the initial estimate and using the best of 30 random starting guesses. The dashed lines indicate the random starting guesses that gave the best residual RMS WFE, while the dotted lines indicate the random starting guesses that gave the best gain and bias-invariant NMSE value. In a real situation, we would not have access to the true wavefront, so we would choose the reconstruction with the best error metric value from all the random starting guesses. Even with the selection of the best residual RMS WFE from the random starting guesses, we see that the median result of the CNN's predictions outperforms random starting guesses by orders of magnitude for any true RMS WFE above 0.5 waves. We also observed in most cases that the CNN's prediction was close enough that the optimization algorithm found a solution . We examine this relationship further in Fig. 6 , where we look at the percentage of cases for which the residual RMS WFE was below 1/10 of the Marechal criterion. We see that by that criterion, except for a true RMS WFE of 0.25 waves, which was outside of the training range, the CNN's predictions were more likely to be within the capture range of our nonlinear optimization algorithm than the random starting guesses.
We have demonstrated that a CNN can be trained to estimate Zernike coefficients from a single centered, noisy PSF. Normally, defocus diversity is used to provide robustness, but here we show results from predictions on only a single PSF. The predictions of our trained CNN are on average within 0.37 waves RMS WFE of the true solution, though this value increases both outside of the training region and inside the training region as the true RMS WFE increases, as seen in Fig. 4 . These estimated coefficients were used as smart starting guesses for nonlinear optimization, which were then likely to converge to within 1/10 of the Marechal criterion of the true pupil wavefront error. We also determined that good convergence relies on ensuring that as much of the energy in the image domain as possible is used for optimization, but the CNN can be trained on a smaller image window and still give decent initial estimates. We demonstrated that the initial estimates from our trained CNN were more likely to converge than 30 random starting guesses for pupil RMS WFE above 0.25 waves. This will greatly reduce the chance of failure in the deployment and alignment of large space telescopes, such as the JWST, that might otherwise fail. It might also play a key role in sensing and correcting atmospheric phase errors for earth-based telescopes. However, for the large image sizes used here, the algorithm was not fast enough for real-time wavefront sensing. With a desktop computer, the CNN outputted a prediction in 0.2 s, while the nonlinear optimization took on average 16 s in the cases we examined. This CNN has been trained to predict a small number of Zernike coefficients, and does not consider tip or tilt. Future work can incorporate learning to estimate tip and tilt as well as coefficients to describe subaperture wavefronts. We could also incorporate a different loss function that would weight PSFs from wavefronts with large RMS WFE more heavily than those with small RMS WFE, which would reduce the residual RMS WFE for these larger PSFs, as seen in Fig. 4 . The CNN could also be trained to estimate other terms, such as the width of a Gaussian blur kernel for approximating vibrations in a system. There is also the possibility of learning values that describe the amplitude transmittance of our system. We could consider different types of noise realizations other than the ones we used in training. Lastly, all of this analysis has been performed using computational simulation of the PSFs and noise, so it needs to be applied to a measured PSF from a detector, which would also include higher-order wavefront terms the CNN was not trained to recognize and different noise realizations.
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