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Abstract 
Let I be a 3-generated ideal of height 2 in a RLR (R, m, k) of dimension d 2 3 and J be its 
unmixed part, i.e. the intersection of all the primary components of I of height 2. In this paper, 
we will deduce the result of Huneke and Ulrich that if J is Cohen-Macaulay, i.e. pd, R/J = 2, 
then depth R/I 2 d - 3 from a general and more elementary setting. For the next case that 
pd, R/J = 3, we show that for p E Min(J/I), p’ $ I: J and p’ is not contained in any p-primary 
component of I for e < (h + l)(h - 3)/2(h - 2) where h = ht p. Also, a negative answer is given 
to the question of Huneke whether depth RjI 2 depth RjJ - 1 if depth R/J 2 2. 
0. Introduction 
Three-generated ideals have been of interest to many authors. Let R be a Noether- 
ian local ring. It is well-known that R is a domain if and only if every principal ideal of 
R has finite projective dimension and R is a UFD if and only if every 2-generated ideal 
of R has finite projective dimension. Surprisingly, the property that every 3-generated 
ideal of R has finite projective dimension forces R to be a RLR (Regular Local Ring) 
(see [3]), so indeed all ideals must have finite projective dimension. Burch also proved 
the realisation of prescribed projective dimensions by 3-generated ideals in Noether- 
ian local rings. Then Kohn [9] generalised this to the non-local case and Bruns [l] 
deduced this by proving that any finite free resolution of length 2 3 (with a mild 
assumption) can be turned into the minimal (free) resolution of 3-generated ideal. We 
study the associated primes of any such 3-generated ideals and obtain Proposition 1.7. 
It is a basic fact that any non-unit ideal in a Noetherian ring has a primary 
decomposition. However, much is unknown, in general, about these primary compo- 
nents (i.e. the primary ideals occurring in any minimal primary decomposition). In 
connection with primary decompositions of 3-generated ideals, let Z be a 3-generated 
ideal of height 2 in a RLR (R, m, k) of dimension d 2 3 and J be its unmixed part, i.e. 
the intersection of all the primary components of Z of height 2. Evans and Griffith [6] 
proved that if R contains a field and Z = J, then depth R/Z = d - 2. Huneke and 
Ulrich [S, p. 161 used linkage to deduce that if J is CM (Cohen-Macaulay), i.e. 
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pds R JJ = 2, or equivalently, depth R/J = d - 2, then depth RJI 2 d - 3. In Section 
1, we will deduce this from a general and more elementary setting by considering the 
mapping cones of a commutative diagram induced by I c J and of its dual. A result of 
Bruns [2] is crucial in this deduction. The above results suggest hat putting restric- 
tions on the unmixed part of I might yield information on the rest of the primary 
decomposition of I. Based on the exact sequences obtained in Section 1, we go on, in 
Section 2, to consider the next case that pdR R/J = 3. By localising at a prime minimal 
in Supp(J/Z), i.e. primes in Min(J/I), we may assume J/I has finite length. Then by 
working on finite length modules over regular local rings in Section 3, we deduce, in 
Section 4, that for p E Min(J/Z), p’ $ I: J and p $ any p-primary component of I for 
e < (h + l)(h - 3)/2(/t - 2) where h = h p (Theorem 4.2). Also we prove that when 
R/Z is Buchsbaum and I is 3-generated, it is indeed CM (Corollary 3.7). 
1. Basic exact sequences 
In this section, we will establish the basic exact sequences and deduce the result of 
Huneke and Uhich [8]. 
For convenience, we make the following notation explicit. 
(N,): Let R be a d-dimensional RLR(d 2 3) and Z be an ideal of R with ~(1) I r and 
ht Z = h 2 2. Let J be the unmixed part of I, i.e. the intersection of the height 
h primary components of I and p(J) = s, where p(K) denotes the minimal number of 
generators of the R-module K. Let IF: 0 + M + R’ --) I + 0 and G: 0 + N + 
R” + J + 0 be exact sequences. 
Theorem 1.1. In the notation of (N,), we have the following exact sequences 
(a) 0 + M + R’ ON --+ R” --, JfI + 0, (A) 
(b) 0 --t J/I + Ext;(M*, R) + Ext:(N*, R) -+ 0, 
and Extk(M*, R) N Extk(N*, R) f or i > 1 where ( )* denotes Homa( , R). 
(B) 
Proof. The inclusion ir: I + J induces the vertical maps in the commutative diagram 
iht 0-M-R’& z-o 
*I iN 4 d 4 
0-N-R”-J-O 
Let M be the mapping cone of (1). Then 
M:O-M- 
(b,S) RpONwzgRS ir+~,J+O 
is exact since IF, G are exact. 
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On the other hand, dualizing (1) gives a commutative diagram 
O-J* --X+ (R”)* i: N* _____, 
i;l ~I 4ij) 
o-I*- 
i’ $*I : a~t~[~~~~ 
r *dM*- 
R t 
with exact rows where A, A’ are connecting hommorphisms. So its mapping cone 
0 --+ J* (i”g*;I* @(R”)* (e*+m*‘i”,(R’)* @N* 
A + Ext:(iJ’R) , Ex&I, R) ~ 0 ‘iZ +‘=“‘)>M* @ Ext;(J, R) 
(2) 
is exact. 
Now for any prime ideal p with ht p I 2, we have J, = I,, so (J/I), = 0 and 
ann(J/I) $ p. Hence ht(ann(J/I)) 2 3 and since R is CM, grade ann(J/I) 2 3. It 
follows that Exti(J/I, R) = 0 for I = 0, 1,2. From the long exact sequence induced by 
O+I ‘I *J+J/I+O,wehave 
if:J* + I* and Ext:(il, R): ExtA(J, R)- Extk(I, R) 
are isomorphisms. So both ends of (2) split and we get 
O- (R”)* - (“**i’) (R’)* @ Nz+z i:+‘*,M* ~ 0. 
Dualizing gives the exact sequence 
O-M** @“**), (RI)** @ NW ‘** + ‘“; (RS)W - Extf,(M*, R) 
-Ext,:(N* OR’*, R)--+O 
and Extk(M*, R) = Extk(N*, R) for i > 1. 
Since M and N are second syzygies, by [6, Theorem 3.61, (3) becomes 
O-M- 
(b.lG) R’ON d+i, 
- R”-Ex&M*, R)-+Ext;(N*, R)-+0. 
(t) 
(3) 





R’ o N (E.#+ k), 
I@RSir+dJ-() 
TV + iN 
R”“C-0 
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with exact rows where p2 is the second projection. Then the map cr:J + C given by 
CI( j) = rc(x) wheneverj = i,(i) + 6 (x) is well-defined and Ker CI = I by direct checking 
or by replacing the left two terms by (R’O N)/Im(iM, $) and then using the Snake 
Lemma. Hence a : J/Z --t C is an isomorphism and (3) can be broken into two exact 
sequences 
0-M (iM.*),R’ON ++iN+Rs = JfI-+O 
and 
O-J/I- ” Ext:(M*, R) _Ext;(N*,R)-0 . 0 
Corollary 1.2. (Huneke and Ulrich [S]). In the notation of (N,), if ~(1) I 3, htl = 2 
and J is CM, i.e. depth R/J = d - 2, then depth R/I 2 d - 3. 
Proof. Since J is CM, by A-B (Auslander-Buchsbaum) formula, pdR R/J = 2 and 
N is free. From the exact sequence (t) in the proof of Theorem 1.1, we have 
pds M* I 1. By [2, Corollary 2.61, M N M* so that pdsM I 1. So pdR R/I I 3. 
Hence depth R/Z 2 d - 3 again by A-B formula. 0 
In association to Corollary 1.2, Huneke asked the following question. 
Question 1.3. Suppose I is a 3-generated ideal of height two in a RLR R and J is its 
unmixed part. If depth RfJ = t, t 2 2, is depth R/I 2 t - l? 
The following example from the construction in [3] answers this question in the 
negative. 
Example 1.4. Let R be the polynomial ring k[a, b, c, d, e] in five variables a, b, c, d, e 
over a field k. Consider the ideal I = (ace, bdf, v) of R, where f = b + d and 
u = abed + abef + cdejl Then an irredundant primary decomposition of I is 
I = JnQlnQ2nQ3nQ 
where 
J = (a, d)n(c,f )n(b, e)n(a,f )n(b, c)n(d, e) 
Q1 = (u2, e2, ae, b2, f 2, bf, ab + ef) is (a, b, e,f )-primary, 
Q2 = (a’, c2, UC, b2, d2, bd, ab2 + cd2) is (a, b, c, d)-primary, 
Q3 = (c2, e2, ce, d2, f 2, dL cd + ef) is (c, d, e, f )-primary, 
Q = (u3, b3, c3, d3, e3, ace, bdf, v) is (a, b, c, d, e)-primary. 
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By the construction of Burch [3], pdR R/I = 5, i.e depth R/I = 0 by A-B formula. 
From the computer program “MACAULAY”, depth R/J = 2. 
Since the associated prime m of I has height 5 44 = 5 - 2 + 1, Example 1.4 
actually gives a negative answer to the following weaker question. 
Question 1.5. Suppose Z is a 3-generated ideal of height two in a d-dimensional RLR 
R and J is its unmixed part. Let depth R/J = t. Are the heights of the associated primes 
of I bounded above by d - t + l? 
Indeed, we have the following conjecture which would give a family of counter- 
examples to Question 1.5. 
Conjecture 1.6. Let R be the polynomial ring k [XI, . . . , X,, Y1, . . . , Y.] in 2n variables 
(n 2 3) over a field k. Consider the ideal 
I =(X, . . . XnXn+l . ..XZ”_Z. Y, . . . Y”Y,,, . . . YZ”_Z, v), 
where X,,+I = Xi + ... + Xl+, and Y,+t = Y1 + ..a + Yt+, 
for 1 I 1 I n - 2, 
Zn-2 zn-2 
v = C wi and wi = n XjYj. 
i=l j=l,j+i 
Then the unmixed part of I is 
J =(X1 . ..X”Xn+l...., X2n_2, Y1 . . . Y,,Y,,+l . . . YZn_2, wl, . . . . w2,,m2). 
Also, pda R/I = 2n, pda RJJ = 3 and I has associated primes of height 2,4,5 and n. 
For the cases n = 3 and n = 4, this conjecture is confirmed using the computer 
program “MACAULAY”. 
Now we turn to the result of Bruns. Let R be a Noetherian ring and Q(R) be the 
total quotient ring of R. A finitely generated R-module M is said to have a rank if 
M OR Q(R) is free over Q(R). For simplicity, we assume that R is a domain and so 
every finitely generated R-module has a rank. Then [ 1, Theorem 31 says that any finite 
free resolution 
5:o + Fi + *e. + F++ F2 + F1 + F,, + L + 0, 
where L is a finitely generated R-module and 12 3, can be turned into the minimal 
resolution 
I-‘:0 + F1 --f . . . +F$+Rr+2 -_) R3 + R + R/I + 0 
of a 3-generated ideal I of R with Im 8; = Im a3, where r = rank Im 8;. 
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Let us call I a B-ideal of L. Then we have the following condition on the associated 
primes of I. 
Proposition 1.7. Let R be a d-dimensional Noetherian domain and I be a B-ideal of 
L with pds L 2 3. Then Ass(R/I) c (pI u p2 u ga3)v Supp(L) where go is the set of 
all primes in R of height j and u denotes the disjoint union of sets. 




[F’:O+F,+ . . . +F3%Rr+2+R3-_,R+R/I+0. 
Let M = Imd3 = Imd;. Then if p E Spec(R)\Supp(L), we have L, = 0. So M, is 
free and pd,,(R/I), I 3. By A-B formula, ht p = depth R, = depth(R/I), + 
pd(R/I), I 3 if p E Ass(R/Z). Note that R is a domain, so I # 0. Hence 
Ass(RIU E (PI~@z~B~)~~W’P(~). 
In particular, if R is CM and dim L = s, then ht (ann L) = d - s. 0 
Remark 1.8. From [4, Corollary 5.21, I = al’ for some non-zero divisor a and ideal I’ 
of R with grade I’ 2 2. So in the case when R is CM, by replacing I by I’ and 
modifying the map R3 + R in F’, we may assume ht I 2 2. Hence 
Ass(RII) E (a2 u B~)uSUPPW). 
2. Further results 
The case pdR R/J = 2 has been considered in Section 1. We now go on to consider 
the case pdR R/J 2 3, i.e. pds N 2 1. By localising at the primes minmal in Supp(J/Z), 
we may assume J/Z has finite length. We have the following result from Theorem 1.1. 
Proposition 2.1. In the notation of (N,), assume that R contains a jield, p(Z) < 3 and 
htl = 2. Let Spec”(R) = Spec(R)\{m}. C onsider the following statements: 
(a) J/I has finite length. 
(b) M is a rank 2 and M, is R,-free for all p E Spec”(R). 
(c) NP is R,-free for all p E Spec”(R). 
We have (a) e (b) =E- (c). 
Proof. (a) * (b). If J/I has finite length, then for all p E Spec”(R), I, = J, is unmixed 
and p(ZP) I 3. By [6, Theorem 4.41, M, is free. Also, rank M = 2 is clear. 
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(b) => (a). From the exact sequence (B) in Theorem 1.1, for all p E Spec”(R), Ext& 
(M,*, RP) = 0 gives (J/Z), = 0. So J/Z has finite length. 
(a) and (b) * (c). BY (4 and (b), (J/Z), and M, are free for all p E Spec”(R). From the 
exact sequence (A) in Theorem 1.1, N, is also free. 0 
We have seen, in the notation of Proposition 2.1, that M N M* and a relation 
between N and N* is desirable. We found the following way. 
Let (R, m, k) be a RLR and M an R-module such that M, is free for p E Spec”(R). 
The local cohomology modules H:(M), i 2 0 are defined as follows. Let 
lE:O -+ E’(M) + E’(M) + ..e + E”(M) -+ ..a 
be an injective resolution of M, and 
O:O+Z”(M)+Z’(M)-+ ... -*Z”(M)+ ... 
be the subcomplex of IE consisting of all injectives which are direct sums of copies of 
the injective envelope of k. Define Hi(M) = H’(O). 
Theorem 2.2. Let (R, m) be a d-dimensional RLR and M be a rejexive module and M, is 
free for p E Spec” (R). Then 
Extk(M*,R)=Hz:‘(M) forlIi<d-2, 
and 
H;(M) = H;(M) = 0. 
Proof. By [6, Theorem 6.11, Extk(M*, R) N H’(M) for 1 I i I d - 1 and from the 
discussions preceeding the theorem, H’(M) 1: Hrl (M) for i 2 1 and Hz(M) = 
H:(M)=O. 0 
Corollary 2.3. Let (R, m) be a d-dimensional RLR and M be a reflexive module such that 
M, is free for p E Spec”(R). Then 
pdRM I s if and only if Extk(M*, R) = 0 for 1 I i I d - s - 2. 
Proof. 
pdRM<s o depthM>d-s by A-B formula 
0 H$(M)=O, O<i<d-s-l 
* Extk(M*, R) = 0, 1 < i I d - s - 2 by Theorem 2.2. •1 
Corollary 2.4. In the notation of (N,), if p(Z) I 3, then ExtA(N*, R) = 0 and 
J/Z N Extf,(M, R). 
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Proof. Since d 2 3, J is not m-primary and pdR R/J # d. By A-B formula, 
pdRN I d - 3 and by Corollary 2.3, we have Ext:(N*, R) = 0. It follows from the 
sequence (B) in Theorem 1.1 that J/I 21 ExtA(M*, R) N Ext:(M, R) by [2, Corollary 
2.61. 0 
Theorem 2.5. In the notation of (N,), assume R contains a jield, d 2 4, p(I) I 3 and 
ht I = 2. Assume also J # I and pdR R/J I 3. If J/I is a finite length R-module with 
Betti numbers bO, bl, . . . . b,,, then we have b1 I 2bo + 2. 
Proof. We first recall that M N M* as in the proof of Corollary 1.2. Since J/I has 
finite length, N, is R,-free for all p E Spec”(R) by Proposition 2.1. Then 
ExtA(M, R) N J/I has finite length by Corollary 2.4. Let L = ExtA(M, R). From the 
exact sequence 0 + N + R” + R -+ R/J + 0 with p(J) = s, pdR RfJ I 3 gives 
pdR N I 1. By Corollary 2.3, Extk(N*, R) = 0 and so Extk(M, R) = Extk(M*, R) = 0 
by Theorem 1.1 for 2 I i I d - 3. We also note that M is not free since 
Ext;(M, R) N J/I # 0. 
Since M is a second syzygy, t = pdRM I d - 2. Consider the minimal resolution 
of M 
O-+R”‘+ . . . +R”‘&R”o+M+O, ($) 
and let W = KerJ: Dualizing gives the exact sequence 
0 -+ W* + R”1 -+ RQ + . . . + R”t + Ext;(M, R) + 0 (*) 
withmapsO+M*-+R”“+ W*+ExtA(M,R)=L+O. 
If t < d - 2, then Extk(M, R) = 0 and W * is free. So W is free by [6, Corollary 3.71 
and pdR M = 1. Also, pdR L = pdR M* + 2 = pdR M + 2, i.e. d = 3, a contradiction. 
Hence t = d - 2 and Extim2(M, R) = (ExtA(M, R))” = L” by [6, Theorem 6.31. 
On the other hand, dualizing the minimal resolution of L gives the exact sequence 
O+Rb~,Rb~+Rb~+ . . . +Rbd+LV +O. (**) 
This is the minimal resolution of L”. We compare (*) and (* *) in the diagram 
0.Rbo-Rb,- Rbl-Rb3- . . . - Rbd -L”- 0 
0 +W*--,R”~t . ..-R-2 - L"--+O. 
By minimality, nd_2 = bd, nd_3 = bd_ 1, . . . , nl = b3, and p(W*) = b2 by exactness 
at Rbz in (* *). Then a rank consideration of the exact sequences ($) and (**) gives 
n, -2 = b2 - b1 + b,, i.e. n, = b2 - b1 + b0 + 2. By the exactness of Rno -+ 
W*+L+O, we have b2=,u(W*)<n,,+,u(L)=n0+b0=b2-b1+2b0+2. 
Hence b1 I 2bo + 2. q 
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3. Finite length modules 
In the light of Theorem 2.5, we study finite length modules over RLR’s whose first 
two Betti numbers b0 and br are assumed to satisfy br I 2bo + 2. 
Proposition 3.1. Let L be a jinite length module of finite projective dimension over 
a d-dimensional Gorenstein local ring (R, m, k) (so pds L = d) and Betti numbers 
bO, bI, . . . , bd. Then 
d I bd_l - bd + 1 and d I bI - b, + 1. 
Proof. Dualizing the minimal resolution 
0 + Rb”?_, R&-l + . . . +Rb’+Rb,+L+O 
of L gives the exact sequence 
4: O--,Rb~,Rb~, . . . +Rbd-l-Rba_tLV +O 
which is a minimal resolution of L” since all the entries of the matrices of these maps 
are in m. 
Now L” also has finite length and rank c$: = rank Irnd: = bd as rank L” = 0, so 
for all p E Spec”(R), ($t), is surjective. Then (Lb,($f)), = R, and L&4:) $ p. Hence 
d = ht (Lba(4$)) I bd_ 1 - bd + 1 by [lo, Theorem 13.101. Replacing L by L” gives the 
second inequality. 0 
In the rest of this section, the following notation is used. 
(N,): Let (R, m, k) be a d-dimensional RLR (d 2 3), L be a non-zero finite length 
R-module with Betti numbers bO, bI, . . . , bd such that bI I 2bo + 2. Let M be the first 
syzygy module of L, i.e. 0 + A4 --t Rho -+ L + 0. Let e be the smallest positive integer 
for which m”L = 0 (so b, = p(M) and nteRbo c M c mRbo). 
Lemma 3.2. Let (R, m) be a Noetherian local ring and L, Q E P be finitely generated 
R-modules. Let 9 be a set of pre-images of a basis of ((Ln Q) + mL)/mL and % s L be 
such that Vn9 = fl and VvC33 is a minimal set of generators for L. Let N be the 
submodule of L generated by V. Then 
(a) 19 1 = max { 1 Y n 2 11 Y is a minimal set of generators of L}, 
(b) N/mN H L/mL, i.e. N nmL = mN, 
(c) QnN = QnmN. 
Proof. (a) Let 
U=(MnL)+mL CL u=dimU=IDI 
mL - mL’ 
and s = max {Y n Q 19’ is a minimal set of generators of L}. 
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Let%,..., E be a basis of U (X is the image of x modulo m L). It can be extended to 
-- 
a basis g ,..., x,,x,+i, . . . . X, of L/mL. So Y = {x1, . . . . x,} is a minimal set of 
generators of L in Q with xl, . . . , x, E LnQ. Hence u I lYnM[ I s. 
Conversely, if yl , . . . , y, are minimal generators of L contained in Q, then E, . . . , yS 
are linearly independent in L/ntL, thus also in U. Hence s I U. 
(b) It suffices to show NnmL E mN. Let %? = {yl, ,.., ys} and 9 = {xi, . . . . x,}. 
For ZE NnmL, 
Z = i UiXi = i UiXi + f: Wjyj 
i=l i=l j=l 
for some Ui E R, Vi, wj c E ITI, 1 I i I I, 1 I j I S. SO Ui - Di E m, i.e. Ui E m for 
1 I i -< r. Hence z E mN. 
(c) It suffices to show N n Q G mN. Suppose N n Q\mN # 0, then any 
x E N n Q\mN is a minimal generator of N in Q, so also a minimal generator of L in 
Q by (b). Hence 9’ = 9 u {x} is a set of minimal generators of L in Q with the 
propelrty that 19’1 > 191, a contradiction. q 
For sets 49, % and an integer i 2 1, let 98 = {bc Ib E 9, c E $?} and &21i+ 1= &?ijF. 
Theorem 3.3. Let (R, m) be a Noetherian local ring and K, Q finitely generated 
R-modules with mp K E Q for some p 2 1. Let d be a minimal set of generatorsfor m. 
Then we have representations K (j) = Y(j) + Z(j) for 1 <j I p that satisfy 
(a) Z(j) is generated by a set of pre-images of a basis of (K(j)n Q + mK(j))/mK(j) 
and Y(j) is generated by a subset dj- ’ Y (~4’ taken as (1)) for 1 <j I p where 
K(l) = K K(j+ ‘) = m Y (j) for 1 I j < p, 9’ is a minimal set of generators for Y(l), 
(b) K A Q = m Ycp) + Zcp) + ... + Z(l), and 
(c) AKnQ) I CC1 - U/a)) (WPl + +.. + l&l) + l] p(K) where a = p(m). 
Proof. (a) We prove by induction on j. Let 9~~ be a set of pre-images of a basis 
of (KnQ + mK)/mK and take Y E K such that YngI = 0 and 9~69~ is a 
minimal set of generators for K. Let Y(l) and Z(l) be the submodules of K gener- 
ated by Y and 9i, respectively. Then we have the case j = 1. Note that 
p(K) = ,u( Y(l)) + p(Z(“). 
Suppose j > 1. Then by induction assumption, Y(j- ‘) is generated by a sub- 
set ~j-i of djM2Y. SO K”’ = mY(j-‘) is generated by the subset dVj-1 of 
dj-ly 
Let 9j be a set of pre-images of basis of (K(j)n Q + mK(j))/mK(j) and Z(j) the 
submodule of K(j) generated by 9j. Since &%ji- 1 U L@j generates K(j) (&Wj- 1 already 
does), there is %j s -Ql%j_ 1 E d’Y such that %j v 9j = 0 and %‘i v 9j is a minimal 
set of generators for K(j). Let Y (A be the submodule of K(j) generated by %j. Then we 
have (a). Note that p(m Yci-l)) = p(K”‘) = p(Y”‘) + p(Z”‘). 
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(b) From the construction of Y(j), we have Y’j)nQ = mY(j)nQ for 1 5 j I p by 
Lemma 3.2(c). So 
KnQ = (Y(l) + Z(‘))nQ 
= (Y(“nQ) + Z(l) 
= (mY”)nQ) + Z(l) 
= [(Yc2’ + Zc2))nQ] + Z(l) 
= . . . = my(p) + Z(P) + . . . + Z(l) 
(c) From (b), we have 
,u(KnQ) I p(mY”‘)) + p(ZCp)) + ... + p(Z(‘)) 
= p(mYCP’) + [p(mY(P-l)) - p(YCp))] .. . 
+ [p(mY(‘)) - p(YC2))] + [p(K) - p(Y(‘))] 
= [p(m YCp)) + ... + p(mY’l))] - [p(Ytp)) + ... + p(Y(‘))] + p(K) 
... + p(m Y(l))] 
+ p(K) since p(mY(j)) I p(m)p(Y(J’)) 
I.. + I&91) + p(K) 
... + 14 IYI + AK) 
I ... + l&j) + 1 p(K) since IYI =&Y(l)) I p(K). 1 0 
Theorem 3.4. In the notation of (N2), we have 
(a) br = dbO if e = 1, 
(b) bl 2 ((d + 1)/2) b. if e = 2, and 
(c) bl > ((d + 1)/e) b. if e > 2. 
Proof. (a) is clear since A4 = m Rho. For (b) and (c), taking p = e - 1, K = M and 
Q = meRbo in Theorem 3.3(c), we have 
p(meRbo) I . ..A.) + 1 1 bl, 
where A. = (d+!-l) 1 d 1 
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From the identity 












Comparing d2/((d - 1)e + (d/A,)) and (d + 1)/e, we see that 
d2 
(d - 1)e + (d/A,) 2 (resp’ ’ ) 
d+l 
e 
d(d + 1) 
sd’e>(resp.>)(d+l)(d-l)e+- 
e 
ee 2 (resp. >) 
d(d + 1) 
d(d + l)...(d + e - 1)/e! 
(e - l)! 
* ’ 2 (resp’ >)(d + 2)@ + 3) . . . (d + e _ 1) = d)te)Y say’ 
Since 4(2) = 1 and 4(f+ 1) =fl@ +f) Kf) < Kf), 
This gives (b) and (c). 
Corollary 3.5. In the notation of (IV,), we have 
(a) d = 3 or 4 if e = 1, 
(b) e 2 (d + l)(d - 3)/2(d - 2) if e 2 2. 
In particular, d = 3,4 or 5 if e = 2. 
Proof. (a) By Proposition 3.1 and Theorem 3.4(a), 2bo + 2 2 bI = dbo. So d = 3 or 4. 
(b) By Proposition 3.1, d + b. - 1 I bI I 2bo + 2 and b. 2 d - 3. Also, by The- 
orem 3.4(b) and (c), 2bo + 2 2 bI 2 ((d + 1)/e) bo. Therefore, 
2.(%-2>,,.(+-2)(d-3), i.e. e>(di(i)(dp3). 
In particular, if e = 2, then d = 3, 4 or 5 by direct checking. 0 
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Using Corollay 3.5, we can write down the forms of the minimal resolutions of L for 
the cases e = 1 and e = 2(d = 5). 
Remark 3.6. The Betti numbers for Corollary 3.5(a) are given by the Koszul resolu- 
tion of L since L is a k-vector space: 
(a) d = 3, b0 = 1. (1, 3, 3, 1) 
(b) d = 3, b0 = 2. (2,6, 6,2) 
(c) d = 4, bO = 1. (1,4, 6,4, 1) 
Corollary 3.7. Let (R, m) be a d-dimensional RLR that contains a field and I a 
3-generated ideal of height two in R. Zf d 2 5 and R/I is Buchsbaum, then R/I is CM. 
Proof. Since R/Z is Buchsbaum, by [12, p. 663, (R/I), is CM for p E Spec(R)\{m} and 
mHi(R/Z) = 0. Thus (J/Z), = 0 for p # m and so J/I has finite length. Hence 
J/I s Hz(R/I), a R/m-vector space. Therefore J/Z = 0 by Corollary 3.5. By 
[6, Theorem 4.41, R/Z is CM. q 
We now consider the case e = 2. From the zeroth and the first Betti numbers of the 
Koszul resolution of k, we may assume L cannot be split into k 0 L’ where L’ is 
a submodule of L. So Sot(L) = mL. 
Consider the minimal resolution of L, 
0 + Rbd + Rbd-l + . . . + Rbl + Rho + L + 0. 
Then 
0 + Rho + Rbi + . . . + Rbd-l -_* Rbd + Lv + 0 
is a minimal resolution of L” as in the proof of Proposition 3.1. So p(L”) = bd and 
d I bl - b,, + 1. Hence dimmL = dimSoc(L) = p(L”) = bd and the exact sequence 
O+mL+L-+L/ntL+O becomes O+kbd+L+kb~-+O. (*) 
Since To$(k, k) = k(f) and Torf(L, k) = kbi, the Tor-exact sequence of (*) with k, 
... + Torf(kbO, k) + Torr(kbd, k) + Torf(L, k) + Torf(kbo, k) 
+kb”Qk+L@k+kbOQk+O 
gives 
. . . _., k(:)“o + kdba _, kbl +kdbo+kbd+kb,+kb, -0. 
Chopping off the last two terms, we have 
db,, I bd + bl, dbo + dbd I (:, bo + bl + bd, 
i.e. 
b, 2 dbo - bl, 
b, 2 (d - 1) bd - (d(d - 3)/2) bO. 
(1) 
(2) 
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Recall from Theorem 3.4(b), we have bl 2 ((d + 1)/2)bo. Then the assumption 
2bo + 2 2 bl 
with this gives 
4 2 (d - 3)bo. 
Together with 
bl 2 d + b,-, - 1 (Proposition 3.1) 
it gives 





Remark 3.8. Let d = 5. Then (4), (6) give b. = 2, (3), (5) give bl = 6 and (l), (2) give 
b5 = 4. So the entire Tor-exact sequence is 
0 + k4 -.+ k4 + k2 -+ kzo --t kb4 + k’O + k40 + kb) + k20 + k40 
-, kb2 + k20 + kzo + k6 + k’O + k4 + k2 + k2 -+ 0. 
Splitting off known dimensions from both ends, we get 
0 + k18 + kb* + k10 3 k40 + kb3 + k20 + k40 + kb2 + 0. 
Counting dimensions from the left end, right end and for the whole sequence, we 
have 
18 I b, I 28, 20 I b2 I 40 and b2 + b4 = b3 + 8, respectively. 
Write b2 = 20 +a and b4= 18 + fl with Ola 120 and O<fl I 10. Then 
b3 = 30 + a + j3 and the resolution is 
0 + R4 + Rr8+p + R30+=+fl + R20+a + R6 + R2 + L +O, 
where 0 I u 5 20 and 0 I /3 5 10. 
Example 3.9. Let R be a power series ring in five variables X1, X2, X3, X4, X5 and 
4: R6 + R2 be given by the matrix 
( 
XI x2 x3 x4 x5 0 
> 0 x1 x2 x3 x4 x5 * 
Let L = Coker 4. Then m2L = 0 and L has the minimal resolution 
0+R4-+R18+R30-+R20+R6+R2+L-+0 
in the above form with x, /? = 0. 
We also have explicit examples for the case e = 2, d = 4. 
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Example 3.10. Let R be a power series ring in four variables Xi, X2, X3, X4 and 
4:R6 + R2 and $:R5 + R2 be given by the matrices 
( 
xi x2 0 x3 x4 0 
0 x1 x2 0 x3 x4 > ( 
and Xl x2 x3 x4 0 
> 0 xi x2 x3 x4 ’ 
respectively. Let L1 = Coker 4 and L2 = Coker $. Then m2Ll = 0 and m2 L2 = 0. 
Their minimal resolutions are 
0 + R2 -_, R6 + R8 + R6 + R2 + L1 + 0 
and 
0 + R3 -_, R” + RI0 --t R5 --f R2 + LZ + 0. 
Remark 3.11. There are more examples on the Betti numbers of finite length modules 
in Charalambous et al. [SJ. 
4. Main results 
From the work on finite length modules in Section 3, we obtain new results on the 
primary components of three-generated i eals over regular local rings in this section. 
Theorem 4.1. Let (R, m, k) be a RLR that contains a field with dim R = d 2 5 and I be 
an ideal of R with p(I) I 3 and ht I = 2. Let J be the unmixed part of I. Suppose J/I has 
non-zero finite length and pdRR/J 5 3. Then m”(J/I) # 0 if e < (d + l)(d - 3)/ 
2(d - 2). 
Proof. Let L = J/I. Then in the notation of (N,), mL # 0 by Corollary 3.5(a) since 
d 2 5. For e 2 2, the above statement is just the contrapositive of Corollry 3.5(b). 0 
Theorem 4.2. Let (R, m, k) be a RLR that contains a field with dim R = d 2 5 and I be 
an ideal of R with p(I) 5 3 and ht I = 2. Let J be the unmixed part of I. Suppose 
pda R/J = 3. Then for all p E Min(J/I) with ht p = h > 5, we have 
p” $ I: J and pe is not contained in any p-primary component of I if 
e < (h + l)(h - 3)/2(h - 2). 
Proof. We first see that for p E Spec(R), (J/I), has finite length if and only if p is 
minimal in Supp(J/I), i.e. p E Min(J/I) by [lo, Theorem 6.5-J. Also, 
Ass(R/I) = Ass(R/J) u Ass(J/I) where u denote the disjoint union of two sets. Indeed, 
the two inclusions follow from the exact sequence 0 --f J/I + R/I + R/J -+ 0 and the 
fact that Ass(R/J) c Ass(R/I). Ass(R/J) and Ass(R/I) are disjoint because they 
consist of primes of height two and of height bigger than two, respectively. So 
Min(J/I) = &’ I_I g, where ZZ’ = Min(I)\Min(J) and 99 is the set of embedded primes 
of I such that the associated primes of I they strictly contain are associated to J. 
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For p E Min(Z), we have pR, E Min(Z,) so that ht p I p(Z,) I 3 by the Principal 
Ideal Theorem. Therefore ht p = 3 for p E &‘. So we consider primes in %?Z only. We 
note that p 2 J for p EB so that htJ, = htJ = 2. Now p(Z,) I 3 and 
pdsp(R/J), I 3, so by Theorem 4.1, for e < (h + l)(h - 3)/2(h - 2), we have the 
following statements. 
(a) p’(J/Z), # 0 so that p”(J/Z) # 0. Hence p’ $ Z : J. 
(b) For p E 9? and p-primary component p of I, (I : Q, = (p n J), : J, = qp : J, 2 qp. 
Since p’(JIZ), # 0, p’R, $Z q, and P” si q. q 
Remark 4.3. (a) As the proof shows, the Theorem is for the primes in @, i.e. primes in 
Min(J/Z) but not minimal over I. 
(b) We have pds R/J = 3 in Example 1.4 and Conjecture 1.6 (n = 3,4) and among 
them Z has associated primes of height 2 5 in Example 1.4 and Conjecture 1.6 
(n = 3,4). 
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