Abstract Big data introduces challenges to query answering, from theory to practice. A number of questions arise. What queries are "tractable" on big data? How can we make big data "small" so that it is feasible to find exact query answers? When exact answers are beyond reach in practice, what approximation theory can help us strike a balance between the quality of approximate query answers and the costs of computing such answers? To get sensible query answers in big data, what else do we necessarily do in addition to coping with the size of the data? This position paper aims to provide an overview of recent advances in the study of querying big data. We propose approaches to tackling these challenging issues, and identify open problems for future research.
Introduction
Big data is a term that is almost as popular as "internet" was back 20 years ago. It refers to a collection of datasets so large and complex that it becomes difficult to process using traditional database management tools or data processing applications . More specifically, big data is often characterized with four V's: Volume for the scale of the data, Velocity for its streaming or dynamic nature, Variety for its different forms (heterogeneity), and Veracity for the uncertainty (poor quality) of the data . Such data comes from social networks (e.g., Facebook, Twitter, Sina Weibo), e-commerce systems (e.g., Amazon, Taobao), finance (e.g., stock transactions), sensor networks, medical data, e-government and scientific research (e.g., environmental research), just to name a few, where data is easily of PetaByte (PB, 10 15 bytes) or ExaByte (EB, 10 18 bytes) size. The chances are that big data will generate as big impacts on our daily lives as internet has done.
New Challenges
As big data researchers, we do not confine to the general characterization of big data. We are more interested in what research issues big data introduces to query answering. Given a dataset D and a query Q, query answering is to find the answers Q(D) to Q in D. Here Q can be an SQL query on relational data, a keyword query to search documents, or a personalized social search query on social networks (e.g., Graph Search of Facebook ). Table 1 . Each tuple in D 0 specifies the first-name (FN), the last name (LN), the salary and the marital status of an employee, as well as the area code (AC) and the city of her office. A query Q 0 is to find distinct employees whose first name is Mary. Such a query can be expressed in, e.g., relational algebra, written as σ FN="Mary" R 0 by using selection operator σ [1] , where R 0 is the relation schema of D 0 . To answer the query Q 0 in D 0 , we need to find all tuples in In the context of big data, query answering becomes far more challenging than what we have seen in Example 1. The new complications include but are not limited to the following.
Example 1. A fraction D 0 of an employee dataset of a company is shown in
Data. In contrast to a single traditional database D 0 , there are typically multiple data sources with information relevant to our queries. For instance, a recent study shows that many domains have tens of thousands of Web sources [2] , e.g., restaurants, hotels, schools. Moreover, these data sources often have a large volume of data (e.g., of PB size) and are frequently updated. They have different formats and may not come with a schema, as opposed to structured relational data. Furthermore, many data sources are unreliable: their data is typically "dirty".
Query. Queries posed on big data are no longer limited to our familiar SQL queries. They are often for document search, social search or even for data analysis such as data mining. Moreover, their semantics also differs from traditional queries. On one hand, it can be more flexible: one may want approximate answers instead of exact answers Q(D). On the other hand, one could ask query answering to be ontologymediated by coupling datasets with a knowledge base [3] , or personalized and context-aware [4] such that the same query gets different answers when issued by different people in different locations.
These tell us that query answering in big data is a departure from our familiar terrain of traditional database queries. It raises a number of questions. Does big data give rise to any new fundamental problems? In other words, do we need new theory for querying big data? Do we need to develop new methodology for query processing in the context of big data? What practical techniques could we use to cope with the sheer volume of big data? In addition to the scalability of query answering algorithms, what else do we have to pursue in order to find sensible or even correct query answers in big data?
Querying Big Data
This paper presents an overview of recent advances in the study of these problems. It is a progress report of the International Research Center on Big Data at Beihang University , which was established in September 2012, and has been working on querying big data since then. We report how we tackle the problems mentioned above.
BD-Tractability. The first question we need to answer is what queries are tractable on big data. Given a query Q and a big dataset D, we want to know whether we can compute Q(D) within our available resources such as time and space. As found in most textbooks (e.g., [1, 5] ), a class of queries is traditionally considered tractable if there exists an algorithm for answering its queries in time bounded by a polynomial in the size of the input (PTIME), i.e., a database and a query. In other words, a class of queries is feasible from a theoretical perspective if its worst-case time complexity is PTIME, while a class is considered difficult to solve when it is NP-hard. This notion of time complexity dates back to 1965 [6] and is almost 50-year old. When it comes to big data, however, PTIME queries may no longer be feasible. For instance, consider the query Q 0 and the dataset D 0 given in Example 1. To compute Q 0 (D 0 ) in the absence of any indices, one may need to scan D 0 . Assuming the fastest Solid State Drives (SSD) with disk scanning speed of 6 GB/s [7] , a linear scan of D 0 takes 166 666 seconds when D 0 consists of 1 PB of data, that is, 2 777 minutes, 46 hours, or 1.9 days! When D 0 has 1 EB of data, we have to wait 5.28 years for a linear scan of D 0 . That is, even lineartime (O(n)) queries become infeasible in the context of big data.
This suggests that we revise the classical computational complexity theory for querying big data. To this end, we propose a notion of BD-tractable queries [8] , to help us determine what queries are tractable or feasible on big data.
Making Queries BD-Tractable. It is not surprising that many query classes are not BD-tractable. The next question naturally asks whether we can make these query classes BD-tractable. We approach this by studying both its fundamental problems and practical techniques, by making big data "small".
To understand what it takes to compute answers Q(D) of a query Q in a dataset D, we want to identify a core of D for answering Q, i.e., a minimum subset dataset D is. For instance, when Q is a Boolean conjunctive query (a.k.a. SPC query [1] ), we need at most ||Q|| tuples from D to answer Q, independent of the size of D, where ||Q|| is the number of tuples in the tableau representation of Q. This is also the case for many personalized social search queries. Intuitively, if a core D Q of D for answering Q has a bounded size, then Q is scale-independent in D [9] , i.e., we can efficiently compute Q(D) no matter how big D is. This suggests that we study how to determine whether a query is scaleindependent in a dataset.
In addition, we develop several practical techniques for making big data "small". These include: 1) distributed query processing by partial evaluation [10] , with provable performance guarantees on both response time and network traffic; 2) query-preserving data compression [11] ; 3) view-based query answering [12] ; and 4) bounded incremental computation [13] [14] . All these techniques allow us to compute Q(D) with a cost that is not a function of the size of D, and have proven effective in querying social networks. The list is not exclusive: there are many other techniques for making big data "small" and hence, making queries feasible on big data.
Query-Driven and Data-Driven Approximation. Some queries neither are BD-tractable nor can be made BD-tractable. An example is graph pattern matching by subgraph isomorphism. Here query Q is a graph pattern, dataset D is a graph, and the answer Q(D) is the set of all subgraphs of D that are isomorphic to Q. Such queries are expensive: it is NP-complete even to decide whether there exists a subgraph of D that is isomorphic to Q! It is beyond reach in the context of big D to compute exact answers Q(D). In light of this, algorithms for processing such queries on big data are necessarily inexact. We may have to settle with heuristics, "quick and dirty" algorithms which return approximate answers that are not necessarily optimal [5] . This highlights the need for studying the next question: how can we develop approximation algorithms, i.e., heuristics which find answers that are guaranteed not to be far from the exact query answers? We propose two types of approximation.
1) Query-Driven Approximation. For certain queries we can relax their semantics and reduce the complexity of query processing. One example is the class of graph pattern queries mentioned above, for social network analysis. Instead of adopting subgraph isomorphism for graph pattern matching, we can use (revisions of) graph simulation [15] [16] [17] . This reduces the complexity of graph pattern matching from intractability by subgraph isomorphism to quadratic-time or cubic-time by (revised) graph simulation! Better still, the revised notions of graph simulation allow us to catch more sensible matches in social data analysis than subgraph isomorphism can find.
2) Data-Driven Approximation. In some applications, we may not be able to relax query semantics. To this end, we propose a notion of resource-bounded approximation in this paper. In contrast to traditional approximation algorithms that directly operate on a given big dataset D, we first reduce D to "small data" D Q with a "lower resolution" α ∈ (0, 1], such that |D Q | α|D|. We then compute Q(D Q ) as approximate query answers to Q, such that Q(D Q ) is within a performance ratio η to the exact answer Q(D). We explore the connection between the resolution α and the quality bound η, to strike a balance between the computation cost and the quality of the approximate answers. Our preliminary study [18] has shown that for personalized social search queries, the quality bound remains 100% even when the resolution α is as small as 0.001 5% (15 × 10 −6 From the example we can see that when the datasets are dirty, we cannot trust the answers to our queries in those datasets. In other words, no matter how big datasets we can handle and how fast our query processing algorithms are, the query answers computed may not be correct and hence may be useless! Unfortunately, real-life data is often dirty [19] , and the scale of data quality problems is far worse in the context of big data, since real-life data sources are often unreliable. Therefore, the study of the quality of big data is as important as techniques for coping with its quantity; that is, big data = quantity + quality! This motivates us to study the quality of big data. We consider five central issues of data quality: data consistency [20] , data accuracy [21] , information completeness [22] , data currency [23] and entity resolution [24] , from theory to practice. We study how to repair dirty data [25] [26] [27] and how to deduce true values of an entity [28] , among other things, emphasizing new challenges introduced by big data.
Organization
The remainder of the paper is organized as follows. We start with BD-tractability in Section 2. We study scale independence and present several practical techniques for making queries BD-tractable in Section 3. When BD-tractable algorithms for computing exact query answers are beyond reach in practice, we study approximate query answering in Section 4, by proposing query-driven approximation and data-driven approximation. We study the other side of big data, namely, data quality, in Section 5. Finally, Section 6 concludes the paper.
The study of querying big data is still in its infancy, and it has raised as many questions as it has answered. In light of this, we also identify open research issues in this paper, and propose approaches to tackling them. We hope that the paper will incite interest in the study of querying big data, and we invite interested colleagues to join forces with us in the study.
Tractability Revised for Querying Big Data
This section studies the following problem: given a class Q of queries that we need to use, we want to determine whether Q is tractable in big data, i.e., it is feasible to answer the queries of Q in big data within our available resources. As we have seen in Section 1, polynomial time can no longer provide a characterization for Q to be tractable in big data. This suggests that we revise the traditional notion of tractability, and define BD-tractability, i.e., tractability for queries on big data.
Below we present a notion of BD-tractable queries. We encourage the interested reader to consult [8] for details.
Preliminaries
We start with a review of two well-studied complexity classes (see, e.g., [29] [30] for details).
• The complexity class P consists of all decision problems that can be solved by a deterministic Turing machine in polynomial time (PTIME), i.e., in n O (1) time,
where n is the size of the input (dataset D and query Q in our case).
• The parallel complexity class NC, known as Nick's Class, consists of all decision problems that can be solved by taking O(log O(1) n) time on a PRAM (parallel random access machine) with n O (1) processors. In this paper we focus on query classes rather than decision problems. We use P to denote the set of all PTIME query classes. We say that a query class Q is in NC if all of its queries can be answered in parallel polylog-time, i.e., polynomial time in the logarithm of the input using a PRAM with polynomially many processors. Such a query class is highly parallel feasible, i.e., its queries can be efficiently answered on a parallel computer [29] . It is also known that a large class of NC algorithms can be implemented in the MapReduce framework [31] , such that if an NC algorithm takes t time, then its corresponding MapReduce counterpart takes O(t) rounds. We use NC to denote the set of all such parallel polylog-time query classes. It should be remarked that there have been revisions of the PRAM model by requiring logn processors instead of n O(1) [32] .
BD-Tractability
To make query answering feasible in big data, we adopt two ideas: 1) using parallel machines, and 2) separating offline and online processes. The second idea suggests that we preprocess a dataset D by, e.g., building indices or compressing the data, which yields dataset D , such that all queries in Q on D can subsequently be processed on D online efficiently. When the data is static or when D can be incrementally maintained efficiently, the preprocessing step can be considered as an offline process with a one-time cost. Preprocessing has been a common practice of database people for decades. Based on these two ideas, below we propose a revision of the traditional notion of tractable query classes.
To be consistent with the complexity classes that are traditionally studied for decision problems [29] [30] , we consider Boolean query classes Q, and represent Q as a language S of pairs (D, Q), where Q is a query in Q, D is a database on which Q is defined, and Q(D) is true. In other words, S can be considered as a binary relation such that (D, Q) ∈ S if and only if Q(D) is true. We refer to S as the language for Q.
We say that a language S of pairs is in complexity class C Q if it is in C Q to decide whether a pair (D, Q) ∈ S, i.e., Q(D) is true. Here C Q may be the sequential complexity class P or the parallel complexity class NC, among other things.
Complexity Class BDT 0 . We say that a class Q of queries is BD-tractable if there exists a PTIMEcomputable preprocessing function Π on datasets and a language S of pairs such that for queries Q ∈ Q and all datasets D,
• (D, Q) is in the language S of pairs for Q if and only if (Π(D), Q) ∈ S , and
• S is in NC, i.e., the language of pairs (Π(D), Q) is in NC. We denote by BDT 0 the set of all BD-tractable query classes.
Intuitively, function Π(·) preprocesses D and generates another structure D = Π(D) offline, in PTIME. After this, for all queries Q ∈ Q that are defined on D, Q(D) can be answered by evaluating Q(D ) online in NC, i.e., in parallel polylog-time.
Observe the following. 1) As shown in Example 3, parallel polylog-time is feasible on big data. Moreover, NC is robust and well-understood. It is one of the few parallel complexity classes whose connections with classical sequential complexity classes have been well studied (see, e.g., [29] ). 2) We consider PTIME preprocessing feasible since it is a one-time price and is performed offline. Note that the preprocessing step is also expected to be conducted using parallel machines, possibly by allocating more resources (e.g., computing nodes) to it than to online query answering. Moreover, by requiring that Π(·) is in PTIME, the size of Π(D) is bounded by a polynomial. [33] .
Making Queries BD-Tractable
Some query classes Q are not BD-tractable, but can be transformed to a BD-tractable query class by means of re-factorizations. A re-factorization re-partitions the data and query parts for Q and identifies a dataset for preprocessing, such that after the preprocessing, its queries can be subsequently answered in parallel polylog-time.
Complexity Class BDT. More specifically, we say that a class Q of queries can be made BD-tractable if there exist three NC computable functions π 1 (·), π 2 (·) and ρ(·, ·) such that for all (D, Q) in the language S of pairs for Q,
• the query class
Intuitively, π 1 (·) and π 2 (·) re-partition x = (D, Q) into a "data" part D = π 1 (x) and a "query" part Q = π 2 (x), and ρ is an inverse function that restores the original instance x from π 1 (x) and π 2 (x). The data part D is picked from x and will be preprocessed, such that after the preprocessing step, all the queries Q ∈ Q can then be answered in parallel polylog-time.
We use BDT to denote the set of all query classes that can be made BD-tractable. Obviously, BDT 0 is a subset of BDT,
and ρ is the identity function. As will be seen next, BDT 0 is a proper subset of BDT unless P = NC, i.e., there is a query class that is in BDT but not in BDT 0 .
Example 5.
Consider Breadth-Depth Search (BDS) [29] : • Input: an undirected graph G = (V, E) with a numbering on the nodes, and a pair (u, v) of nodes in V .
• In the problem statement of BDS given above, the entire input, i.e., x = (G, (u, v)), is treated as a query, while its data part is empty. In this setting, there is nothing to be preprocessed. Moreover, it is known that BDS is P-complete [29] , i.e., it is the hardest problem in the complexity class P. Unless P = NC, such a query cannot be processed in parallel polylog-time. 
In other words, this class of BDS queries is not in BDT

Fundamental Issues
There are several important questions in connection with BD-tractability. What reductions can we use to transform one query class in BDT to another? Does there exist a natural class Q of queries that is complete for BDT, i.e., Q is a class of the "hardest" queries in BDT? How large is BDT? In other words, is it a new complexity class or the same as P or NC? The same questions also arise for BDT 0 . In fact, these are the "standard" questions one would have to answer for any complexity class, including our familiar P and NP.
These questions have been studied for BDT and BDT 0 [8] .
• A form of NC-reductions NC fa has been defined for BDT, which is transitive (i.e., if Q 1 NC fa Q 2 and Q 2 NC fa Q 3 then Q 1 NC fa Q 3 ) and compatible with BDT (i.e., if Q 1 NC fa Q 2 and Q 2 is in BDT, then so is Q 1 ). Similarly, NC-reductions have been defined for BDT 0 with these properties. In contrast to our familiar PTIME-reductions for NP problems (see, e.g., [5] ), these reductions require a pair of NC functions, i.e., both are in parallel polylog-time.
• There exists a complete query class Q m for BDT under NC fa reductions, i.e., Q m is in BDT and moreover, for all query classes Q ∈ BDT, Q NC fa Q m . However, the question whether there exists a complete query class for BDT 0 is as hard as the open question whether P = NC.
• NC ⊆ BDT = P. That is, all PTIME query classes can be made BD-tractable via proper re-factorizations, or in other words, by transforming them to a query class in BDT via NC fa reductions. In contrast, unless P = NC, BDT 0 ⊂ P, i.e., BDT 0 is indeed a proper subset of P, and hence, not all PTIME queries are BD-tractable.
These results not only are of theoretical interest, but also provide guidance for us to answer queries in big data. For instance, given a query class Q, we can conclude that it can be made BD-tractable if we can find a NC fa reduction to a complete query class Q m of BDT. If so, we are warranted an effective algorithm for answering queries of Q in big data. Indeed, such an algorithm can be developed by simply composing the NC reduction and an NC algorithm for processing Q m queries, and then the algorithm remains in parallel polylog-time.
One may ask what query classes may not be made BD-tractable. The results above also tell us the following: unless P = NP, all query classes for which the membership problem is NP-hard are not in BDT. The membership problem for a query class Q is to decide, given a query Q ∈ Q, a dataset D and an element e, whether e ∈ Q(D), i.e., e is in the answer to Q in D.
Open Issues
There has been a host of recent work on revising the traditional complexity theory to characterize data-intensive computation on big data. The revisions are defined in terms of computational costs [8] , communication (coordination) rounds [34] [35] , or MapReduce steps [31] and data shipments [36] in the MapReduce framework [37] . Our notions of BD-tractability focus on computational costs [8] . The study is still preliminary, and a number of questions remain open.
1) The first question concerns what complexity class precisely characterizes online query processing that is feasible on big data. As a starting point we adopt NC because
• NC is considered highly parallel feasible [29] ; • parallel polylog-time is feasible on big data; and • many NC algorithms can be implemented in the MapReduce framework [31] , which is being used in cloud computing and data centers for processing big data.
However, NC is defined in the PRAM model, which may not be accurate for real-life parallel frameworks such as MapReduce.
These call for a full treatment of parallel computation models that are more practical than PRAM for characterizing available resources in the real world. Such models should take into account both computational complexity and communication costs. Upon the availability of such models, the class BDT 0 of BDtractable queries should then be revised accordingly.
2) The second question concerns the complexity of preprocessing. Let us use PQ[C P , C Q ] to denote the set of all query classes that can be answered by pre-processing the datasets in the complexity class C P and subsequently answering the queries in C Q . we use, one has to strike a balance between its expressive power and computational cost in the context of big data.
3) BD-tractability has only been studied for Boolean queries and decision problems, as people usually do in complexity theory. Nevertheless, BD-tractability for general queries, as well as for search and function problems, remains to be studied. 4) There are several open issues in connection with query evaluation with preprocessing. Given a query class, how can we effectively identify a re-factorization that appropriately picks the right dataset to be preprocessed? What preprocessing strategies should we use? If a query class cannot be made BD-tractable, can we still answer its queries in big data? We will address some of these questions in the next a few sections.
5) The last question concerns the existence of a complete query class for BDT 0 . However, this is as hard as the problem whether P = NC, which is as hard as whether P = NP.
Making Big Data Small
Following up the notion of BD-tractability presented in the last section, we next investigate how we can make queries BD-tractable. There are many ways to do this, such as building up indices as we have seen in Example 3. In this section we focus on a particular approach, by making big data small. Suppose that we need to answer a class Q of queries in a big dataset D. We propose to reduce D to a dataset D (or a number of fragments D ) of a manageable size, such that 1) for all queries Q ∈ Q, Q(D) = Q(D ), and 2) we can efficiently answer Q in D within our available resources. In other words, as a preprocessing step, we reduce big D to small D such that we can still compute exact answers Q(D) by accessing only the small dataset D instead of operating on the original big D directly.
The idea is simple. But to implement it, we need to settle several fundamental questions and develop practical techniques. Below we first study questions concerning whether it is possible at all to find a small dataset D such that Q(D) = Q(D ). We then present several practical techniques to make big data small, which have been evaluated by using social network analysis as a testbed, and have proven effective in the application.
Scale Independence
We start with fundamental problems associated with the approach to making big data small. We first study the existence of a small subset D of D such that we can answer Q in D by accessing only the data in D . We then present effective methods for identifying such a D . We invite the interested reader to consult [9] for a detailed report on this subject.
To simplify the discussion, we consider relational queries. Let R be a relational schema (i.e., R = (R 1 , . . . , R n ), where R i is a relation schema [1] ), D a database instance of R, Q a query in query class Q such as relational algebra or conjunctive queries, and M a non-negative integer. Let |D| denote the size of D measured as the total number of tuples in relations of D.
Definition
. That is, to answer Q in D, we need only to fetch at most M tuples from D, regardless of how big D is. We refer to D Q as a core for answering Q in D. Note that D Q may not be unique. As will be seen shortly, we want to find a minimum core.
One step further, we say that Q is scale-independent for R w.r.t. M if for all instances D of R, Q is scaleindependent in D w.r.t. M , i.e., one can always find a core D Q with at most M tuples for answering Q in D.
The term "scale independence" is borrowed from [38] [39] [40] . The need for studying scale independence is evident in practice. It allows us to answer Q in big D by accessing a small dataset within our available resources. Moreover, if Q is scale-independent for R, we can answer Q without performance degradation when D grows, and hence, make Q scalable with |D|. [41] .
Decision Problems
To determine whether a query Q is scaleindependent, we need to study the following decision problems.
• The scale independence problem for (Q, D).
• The scale independence problem for Q.
-Input: R, a query Q ∈ Q over R, and M 0.
-Question: is Q scale-independent for R w.r.t. M ? That is, we want to find minimum cores for answering Q.
The complexity bounds of these problems have been established [9] . The problems are rather intriguing. For instance, the first one is Σ is the class of conjunctive queries, and it is PSPACEcomplete when Q is relational algebra (i.e., first-order logic). Worse still, the second problem becomes undecidable for relational algebra. This is not surprising in database theory: for instance, the classical membership problem (see Section 2) is NP-complete for conjunctive queries, and PSPACE-complete for relational algebra [1] .
Identifying a Core
We have seen that it is rather expensive to determine whether a query Q is scale-independent. Moreover, even after Q is found scale-independent in a dataset D, it is non-trivial to identify a core D Q for answering Q in D with a bounded size. As an example, consider a Boolean conjunctive query Q over a relational schema R. As remarked earlier, we know that Q is scaleindependent for R. The question is: is there an efficient algorithm that, given an instance D of R, finds a core
We approach this following the common practice of database people: we provide a sufficient condition for checking whether Q is scale-independent and if so, for helping us efficiently compute a core for answering Q. This is formalized as follows.
Access Schema. We define an access schema A over a relational schema R to be a set of tuples (R, X, N, T ), where
• R is a relation schema in R, • X is a set of attributes of R, and • N and T are natural numbers. We say that a database instance D of R conforms to the access schema A if for each (R, X, N, T ) ∈ A:
• for each tuple of valuesā of attributes of X, the set σ X=ā (R) has at most N tuples, i.e., there exist at most N tuples t in R such that t[X] =ā; and
• σ X=ā (R) can be retrieved from D in time at most T . That is, there exists an index on X that allows efficient retrieval of certain tuples from D, and there is a bound on the number of such tuples. Access schemas are a combination of indices and database dependencies, which are commonly used in practice. Computing a Core by Leveraging Access Schema. Given a relational schema R, we say that a query Q is scale-independent under access schema A if for all instances D of R that conform to A, the answer Q(D) can be computed in time that depends only on A and Q, but not on D. That is, Q is scale-independent for R in the presence of A, independent of the size of the underlying D. The following results are known.
• There is a set of syntactic rules for us to determine whether a relational algebra query Q is scaleindependent under A; this provides us with a systematic method and a sufficient condition to check whether Q can be answered by accessing a bound number of tuples in all instances of D [9] .
• For conjunctive queries Q, there exists a characterization, i.e., a sufficient and necessary condition, to determine whether Q is scale-independent under A, better still, the decision problem is in polynomial time in the size of Q and A [42] .
• If Q is scale-independent under A, then an efficient query plan can be worked out using the rules, such that we can find a core D Q with a bounded size and Q(D) = Q(D Q ). For conjunctive queries, there has been an experimental study with real-life data that shows such a query plan takes 9 seconds as opposed to 14 hours by commercial system MySQL [42] ! Moreover, it is easy to mine access constraints from real-life data, and a large percentage of queries are scale-independent under simple access constraints. In other words, the approach by exploring scale independence is effective and practical.
Developing BD-Tractable Algorithms
We next turn to practical techniques for making big data small, and hence, BD-tractable. We take graph pattern matching in social graphs as our application domain, and present four data reduction strategies as examples, namely, distributed query processing via partial evaluation [10] , query-preserving data compression [11] , view-based query answering [12] , and bounded incremental computation [13] [14] . The idea behind these approaches is simple. When our dataset D is a social graph G and Q is a pattern query, the complexity of computing query answer Q(G) (the set of matches of Q in G) is measured by a function f (|Q|, |G|). Since f (·, ·) may be the lower bound of the computation and cannot be further reduced, and |Q| is typically small in practice, we reduce |G|, i.e., by making big G small, to reduce the response time of query answering.
Graph Pattern Matching
We start with a review of graph pattern matching in social graphs, which typically represent social networks, e.g., Facebook, Twitter, LinkedIn.
Social Graphs. A social graph is a node-labeled directed graph G = (V, E, f A ), where 1) V is a finite set of nodes; 2) E ⊆ V × V , in which (v, v ) denotes an edge from node v to v ; and 3) f A (·) is a function that associates each node v in V with a tuple f A (v) = (A 1 = a 1 , . . . , A n = a n ), where a i is a constant, and A i is referred to as an attribute of v, written as v.A i . In social graphs, each node denotes a person, and its attributes carry the contents of the node, e.g., label, keywords, blogs, rating. An edge represents a relationship between two people.
Patterns. A graph pattern is given as Q = (V Q , E Q , f v ), where
• V Q is a finite set of nodes and E Q is a set of directed edges, as defined for social graphs; and
• f v (·) is a function defined on V Q such that for each node u, f v (u) is the search condition for u, defined as a conjunction of atomic formulas of the form A op a; here A denotes an attribute, a is a constant, and op is one of the comparison operators <, , =, =, >, .
We say that a node v in a social graph G satisfies the
Graph Pattern Matching. Given a social graph G and a graph pattern Q, we want to compute the set Q(G) of all matches in G for Q. In this subsection, we consider a simple semantics for graph pattern matching, based on graph simulation [43] , which has been widely used in Web site classification and social position detection, among other things (e.g., [44] [45] [46] [47] ).
We say that a social graph G matches a graph pattern Q via graph simulation, denoted by Q sim G, if there exists a binary relation S ⊆ V Q × V that is inductively defined as follows:
• for each pattern node u ∈ V Q , there exists a node v ∈ V in the social graph such that (u, v) ∈ S; and
• for each (u, v) ∈ S, 1) u ∼ v, and 2) for each edge
We refer to S as a match in G for Q.
It is known that if Q sim G, then there exists a unique maximum match S o [48] , i.e., for any match S in
It is known that it takes O(|Q| 2 +|Q||G|+|G| 2 ) time to compute S o [48] , where |G| denotes the size of G measured in the number of nodes and edges; similarly for the size |Q| of Q. As remarked earlier, real-life social graphs are typically big, e.g., Facebook graph has more than 1 billion nodes and 140 billion links . Hence it is often prohibitively expensive to compute Q(G) for social graphs G in the real world. These highlight the need for developing efficient techniques for graph pattern matching to cope with the sheer size of G.
Distributed Query Processing with Partial Evaluation
Distributed query processing is perhaps the most popular approach to querying big data, notably MapReduce [37] . Here we advocate distributed query processing with partial evaluation.
Partial evaluation has been used in a variety of applications including compiler generation, code optimization and dataflow evaluation (see [49] for a survey). Given a function f (s, d) and a part of its input s, partial evaluation is to specialize f (s, d) with respect to the known input s. That is, it conducts as much as possible the part of f (s, ·)'s computation that depends only on s, and generates a partial answer, i.e., a residual function f (·) that depends on the as yet unavailable input d.
This idea can be naturally applied to distributed graph pattern matching. Consider a graph pattern Q posed on a graph G that is partitioned into fragments F = (F 1 , . . . , F n ) , where F i is stored in site S i . We compute Q(G) as follows.
1) The same pattern Q is posted to each fragment in F.
2) Upon receiving pattern Q, each site S i computes a partial answer Q(F i ) of Q in fragment F i , in parallel, by taking F i as the known input s while treating the fragments that reside in the other sites as yet unavailable input d.
3) A coordinator site S c collects partial answers from all the sites. It then assembles the partial answers and finds the answer Q(G) to Q in the entire graph G.
The idea behind this is simple: we divide a big G into a collection F = (F 1 , . . . , F n ) of fragments, such that the response time is determined by the cost of computing Q(F m ) (step 2), where F m is the largest fragment in F, and the cost of assembling partial answers (step 3). In other words, its parallel computational cost is dominated by the largest fragment F m , rather than the original big graph G. In this way, we reduce a big G to small fragments F i , and hence, reduce the response time. When G is not already partitioned and distributed, one may first partition G as preprocessing.
In particular, when we can afford a number of processors, each F i may have a manageable size and hence, the computation of Q(F i ) is feasible at each site.
There are many ways to develop distributed algorithms for graph pattern matching. To evaluate and assess these algorithms, we propose the following criteria. We say that a distributed algorithm T is scalable parallel if for all patterns Q, all graphs G and all fragmentations F of G,
• if its parallel computation cost is bounded by a polynomial in |Q|, |F m | and |V f |, and
• the total data shipped is bounded by a polynomial in |Q| and |V f |, where V f is the set of nodes with edges across different fragments in F. That is, the response time of T is dominated by the size of the query, the largest fragment in F, and how F partitions G, rather than by the size of the underlying G; similarly for its network traffic. In practice, |V f | is typically much smaller than |G|, and |Q| is also small. Hence, if algorithm T has this property, then the more processors are available, the smaller the fragments tend to be, and therefore, Note that MapReduce algorithms require us to redistribute the data in each round of Map and Reduce. Hence, they are not scalable parallel. In contrast, there exist scalable parallel algorithms for distributed graph simulation based on partial evaluation. Part of the results has been reported in [10] for patterns defined in terms of regular expressions. It is shown that there exists a distributed algorithm to answer such pattern queries
• by visiting each site once,
That is, it has performance guarantees on both response time and communication cost, as well as on-site visits.
Query Preserving Graph Compression
Another approach to reducing the size of big graph G is by means of compressing G, relative to a class Q of queries of users' choice, e.g., graph pattern queries.
More specifically, a query preserving graph compression for Q is a pair (R, P ), where R(·) is a compression function, and P (·) is a post-processing function. For any graph G, G c = R(G) is the compressed graph computed from G by R(·), such that 1) |G c | |G|, and 2) for all queries Q ∈ Q, Q(G) = P (Q(G c )). Here P (Q(G c )) is the result of post-processing the answers Q(G
That is, we preprocess G by computing the compressed G c of G offline. After this step, for any query Q ∈ Q, the answers Q(G) to Q in the big G can be computed by evaluating the same Q on the smaller G c online. Moreover, Q(G c ) can be computed without decompressing G c . Note that the compression schema is lossy: we do not need to restore the original G from G c . That is, G c only needs to retain the information necessary for answering queries in Q, and hence can achieve a better compression ratio than lossless compression schemes.
For a query class Q, if G c can be computed in PTIME and moreover, queries in Q can be answered using G c in parallel polylog-time, perhaps by combining with other techniques such as indexing and distributed processing, then Q is BD-tractable.
The effectiveness of this approach has been verified [11] , for graph pattern matching based on graph simulation, and for reachability queries as a special case (i.e., whether there exists a path from one node to another via social links). More specifically, the following has been reported in [11] .
• There exists a query preserving compression (R, P ) for graph pattern matching with simulation, such that for any graph G = (V, E, f A ), R(·) is in O(|E| log |V |) time, and P (·) is in linear time in the size of the query answer.
• This compression scheme reduces the sizes of reallife social graphs by 98% and 57%, and the query evaluation time by 94% and 70% on average, for reachability queries and pattern queries with graph simulation, respectively.
• Better still, compressed G c can be efficiently maintained. Given a graph G, a compressed graph G c = R(G) of G, and update ∆G to G, we can compute changes ∆G c to G c such that G c ⊕ ∆G c = R(G ⊕ ∆G), without decompressing G c [11] . As a result, for each graph G, we need to compute its compressed graph G c once for all patterns. When G is updated, G c is incrementally maintained.
Graph Pattern Matching Using Views
This technique is commonly used (see [50] [51] for surveys). Given a query Q ∈ Q and a set V of view definitions, query answering using views is to reformulate Q into another query Q such that 1) Q and Q are equivalent, i.e., for all datasets D, Q and Q produce the same answers in D, and moreover, 2) Q refers only to V and its extensions V(D), without accessing the underlying D.
View-based query answering suggests another approach to making big data small. As an example, consider graph pattern queries for social network analysis. Given a big graph G, one may identify a set V of views (pattern queries) and materialize them with V(G) of matches for patterns of V in G, as a preprocessing step offline. Then matches for patterns Q can be computed online by using V(G) only. In practice, V(G) is typically much smaller than G, and hence, this approach allows us to query big G by accessing small V(G). Better still, the views can be incrementally maintained in response to changes to G, and adaptively adjusted to cover various patterns. In light of this, this approach has generated renewed interest for querying big graphs as well as other forms of big data [9, 12, 40] . More specifically, for pattern queries based on graph simulation in social network analysis, we know the following [12] . Given a graph pattern Q and a set V of view definitions,
• it is in O(|Q| 2 |V|) time to decide whether query Q can be answered by using views V; and if so,
• better still, |V(G)| is about 4% of |G| (i.e., |V | + |E|) on average for real-life social graphs; and as a result of these,
• the view-based approach takes no more than 6% of the time needed for computing Q(G) directly in G on average.
Contrast these with the O(|Q| 2 + |Q||G| + |G| 2 ) complexity of graph simulation! Note that |Q| and |V| are sizes of pattern queries and are typically much smaller than G in real life.
Incremental Graph Pattern Matching
Given a pattern Q and a graph G, as preprocessing we compute Q(G) once. When G is updated by ∆G, instead of recomputing Q(G ⊕ ∆G) starting from scratch, we incrementally compute ∆M such that Q(G ⊕ ∆G) = Q(G) ⊕ ∆M , to minimize unnecessary recomputation. In real life, ∆G is typically small: only 5% to 10% of nodes are updated weekly [52] . When ∆G is small, ∆M is often small as well, and is much less costly to compute than Q(G ⊕ ∆G). The idea has also been adopted for querying big data [9, 13, 40] . The benefit is more evident if there exists a bounded incremental matching algorithm. As argued in [14] , incremental algorithms should be analyzed in terms of |CHANGED| = |∆G| + |∆M |, the size of changes in the input and output, which represents the updating costs that are inherent to the incremental problem itself. An incremental algorithm is said to be semi-bounded if its cost can be expressed as a polynomial of |CHANGED| and |Q| [13] . That is, its cost depends only on the size of the changes and the size of pattern Q, independent of the size of big G. This effectively makes big G small, since |CHANGED| << |G|, and Q is typically small in practice.
For graph pattern matching via graph simulation, it has been shown that there exists a semi-bounded incremental algorithm in O(|∆G|(|Q||CHANGED| + |CHANGED| 2 )) time [13] . In general, a query class Q can be considered BDtractable if 1) preprocessing Q(D) is in PTIME, and 2) Q(D ⊕ ∆D) can be incrementally computed in parallel polylog-time. If so, it is feasible to answer Q in response to changes to big data D.
Remarks and Open Issues
We remark the following. 1) There are a number of other effective techniques for querying big data, notably indexing we have seen earlier. These techniques and the strategies outlined above can be, and should be, combined together, when querying big data.
2) View-based and incremental techniques can help us make queries scale-independent [9] . More specifically, when a query Q is not scale-independent, we may still make it feasible to query big data incrementally, i.e., to evaluate Q incrementally in response to changes ∆D to D, by accessing an M -fraction of the dataset D. That is, we compute Q(D), once and offline, and then incrementally answer Q on demand. We may also achieve scale independence using views, i.e., when a set V of views is defined, we rewrite Q into Q using V, such that for any dataset D, we can compute Q(D) by using Q , which accesses materialized views V(D) and fetches only a bounded amount of data from D. We refer the interested reader to [9] for details.
We conclude the section with several open issues. 1) As we have seen in Subsection 3.1, access schemas help us determine whether a query is scale-independent and if so, develop an efficient plan to evaluate the query. A practical question asks how to design an "optimal" access schema for a given query workload, such that we can answer as many given queries as possible by accessing a bounded amount of data.
2) As remarked earlier, Boolean conjunctive queries are scale-independent even in the absence of access schema. A natural question is: given a Boolean conjunctive query Q and a dataset D on which Q is defined, how can we efficiently identify a core of D for answering Q, in the absence of access schema?
3) The third question concerns distributed pattern matching. Does there exist a distributed algorithm at all that, given a pattern query Q and a graph G that is partitioned into F = (F 1 , . . . , F n ), computes the matches Q(G) of Q in G, such that its response time and data shipment depend on the size of Q and the largest fragment F m of F only? This question asks about the possibility or impossibility of distributed query processing with certain performance guarantees. Recent work has shown that this is beyond reach for distributed graph simulation (although distributed simulation has certain performance guarantees) [53] . However, the question remains open for distributed pattern matching by, e.g., subgraph isomorphism. 4) A more general question asks about parallel scalability. For a query class, does there exist an algorithm for answering its queries such that the more processors are used, the less time it takes? That is, if we could afford "unlimited" resources, then a parallel scalable algorithm makes it feasible to answer the queries on big data, by using more computing facilities. There has been work on this issue. Unfortunately, the prior work focuses on either shared-memory architectures [54] or MapReduce [31, 55] . A "standard" notion of parallel scalability is not yet in place for general shared-nothing architectures, which are widely used in industry.
5) As we have seen, view-based query answering provides us with an effective technique for querying big data. To make practical use of it, however, we need to answer the following question. Given a query workload, what views should we select to build and maintain, such that the queries can be efficiently answered by using views or better still, be scale-independent?
Approximate Query Answering
The strategies we have seen in Section 3 help us make it feasible to answer some queries in big data. However, some queries may not be made BD-tractable. An example is graph pattern matching defined with subgraph isomorphism: it is NP-complete even to decide whether there exists a match (cf. [5] ). For such queries, it is beyond reach to find exact answers in big data. Moreover, as remarked earlier, even for queries that can be answered in PTIME, it is sometimes too costly to compute their exact answers in big data. In light of this, we often have to evaluate these queries by using inexact algorithms, preferably approximation algorithms with performance guarantees.
This section proposes two approaches to developing approximation algorithms for answering queries in big data, referred to as query-driven and data-driven approximation.
Query-Driven Approximation
For some query classes Q, we can relax its semantics, such that it is less costly to answer queries Q of Q in a big dataset D under the new semantics, and moreover, the answer Q(D) still gives users what they want. To illustrate this, we give two examples: graph pattern matching and top-k query answering.
Graph Pattern Matching Revisited
We first review graph pattern matching defined in terms of subgraph isomorphism. Consider a social graph G = (V, E, f A ) and a graph pattern Q = (V Q , E Q , f v ) as defined in Subsection 3.2. Consider a subgraph G = (V , E , f A ) of G, where V is a subset of V , and E and f A are restrictions of E and f A on V , respectively.
We say that G matches Q by isomorphism, denoted as Q iso G , if there is a bijective function
• u ∼ h(u) for each node u ∈ V Q , and
Graph pattern matching by subgraph isomorphism is to compute, given a social graph G and a graph pattern Q, the set Q(G) of all subgraphs G of G such that Q iso G . This semantics has been proposed for social graph analysis. However, it is intractable even in the classical computational complexity theory to compute Q(G) based on subgraph isomorphism.
In light of the high complexity, we adopt graph simulation for graph pattern matching instead of subgraph isomorphism [16] . That is, we check Q sim G (Section 3) rather than Q iso G for subgraphs G of G. In fact, several revisions of graph simulation have been proposed, by allowing pattern edges to map to paths [16] , incorporating edge labels [15] , and retaining the topology of graph patterns [17] . These reduce the complexity of graph pattern matching from intractability (subgraph isomorphism) to low polynomial time (quadratic time or cubic time). Better still, it has been shown using real-life social networks that graph pattern matching with (revisions of) graph simulation is able to capture more sensible matches in social graph analysis than subgraph isomorphism can find. In other words, by relaxing the semantics of graph pattern matching from subgraph isomorphism to (revised) graph simulation, we can find high-quality matches for social data analysis in much less time.
Top-k Graph Pattern Matching
As remarked earlier, even quadratic-time or cubictime complexity may be too high when querying big data. In light of this, we may further relax the semantics of graph pattern matching defined with (revised) graph simulation and hence reduce the cost of the computation.
In social data analysis, we often want to find matches of a particular pattern node u o in Q as "query focus" [56] . That is, we just want those nodes in a social graph G that are matches of u o in Q(G), rather than the entire set Q(G) of matches for Q. Indeed, a recent survey shows that 15% of social queries are to find matches of specific pattern nodes [57] . Moreover, it often suffices to find top-k matches of u o in Q(G). More specifically, assume a scoring function s(·) that given a match v of u o , returns a non-negative real number s(v). For a positive integer k, top-k graph pattern matching is to find a set U of matches of u o in Q(G), such that U has exactly k matches and moreover, for any k-element set U of matches of u o , s(U ) s(U ), where s(U ) is defined as Σ v∈U s(v). When there exist less than k matches of u o in Q(G), U includes all the matches (see, e.g., [41] , for top-k query answering).
This suggests that we develop algorithms to find topk matches with the early termination property [41] , i.e., they stop as soon as a set of top-k matches is found, without computing the entire Q(G). While the worstcase time complexity of such algorithms may be no better than their counterparts for computing the entire Q(G), they may only need to inspect part of big G, without paying the price of full-fledged graph pattern matching. Indeed, for graph pattern matching defined in terms of graph simulation, we find that topk matching algorithms just inspect 65%∼70% of the matches in Q(G) on average in real-life social graphs [58] , even when diversity is taken into account to remedy the over-specification problem of retrieving too homogeneous answers [59] , which makes top-k query answering a much harder bi-criteria optimization problem [60] .
Data Driven Approximation
In some applications, we may not be able to relax the semantics of our queries. To this end, we propose a data-driven approximation strategy, referred to as resource-bounded approximation. Below we first review traditional approximation schemes, and then introduce resource-bounded approximation.
Traditional Approximation Algorithms
Previous work on this subject has mostly focused on developing PTIME approximation algorithms for NPoptimization problems (NPOs) [29, [61] [62] . An NPO A has a set I of instances, and for each instance x ∈ I and each feasible solution y of x, there exists a positive score m(x, y) indicating the quality measure of y. Consider a function η(·) from natural numbers to the range (0, 1].
An algorithm T is called a η-approximation algorithm for problem A if for each instance x ∈ I, T computes a feasible solution y of x such that R(x, y) η(|x|), where R(x, y) is the performance ratio of y w.r.t. x, defined as follows [61] :
, for maximization problem, where opt(x) is the optimal solution of x. That is, while the solution y found by algorithm T (x) may not be optimal, it is not too far from opt(x) (i.e., it is bounded by η(|x|)). However, such PTIME approximation algorithms directly operate on the original instances of a problem, and may not work well when querying big data for the following reasons.
1) As we have seen in Section 2, PTIME algorithms on x may be beyond reach in practice when x is big. Moreover, approximation algorithms are needed for problems that are traditionally considered tractable [29] , not limited to NPO.
2) In contrast to NPOs that ask for a single optimum, answering a query Q in a dataset D is to find a set Q(D) of query answers. Thus we need to revise the notion of performance ratios to assess the quality of a set of feasible answers.
Resource-Bounded Approximation
To cope with this, below we propose resourcebounded approximation. In a nutshell, given a small ratio α ∈ (0, 1) and a query Q posed on a dataset D, we extract a fraction D Q of D such that |D Q | α|D|, and compute approximate answers Q(D Q ). Here α is called a resource ratio or a resolution. It is determined by our available resources for query evaluation, such as time and space.
Intuitively, the idea is the same as how we process our photos. When we cannot afford the time or storage for photos of high resolution, we settle with smaller images with lower resolution to reduce the cost, as long as such images are not too rough.
To formalize the idea, we first revise the notion of performance ratios for query answering. We then define resource-bounded approximation and demonstrate its effectiveness.
Accuracy of Query Answers. Consider a query Q and a dataset D. The exact answers to Q in D are typically a set Q(D). Suppose that an algorithm T computes a set Y of approximate answers to Q in D. We define the precision and recall of the set Y for (Q, D) in the standard way, as follows:
That is, precision is the ratio of the number of correct answers in Y to the total number of answers in Y , while recall is the ratio of the number of correct answers in Y to the total number of exact answers in Q(D). Based on these, we define the accuracy of Y for (Q, D) by adopting the usual F -measure :
, 
Resource-Bounded Query Answering.
We now present resource-bounded approximation algorithms. Let α ∈ (0, 1) be a resource ratio (or resolution), and Q be a class of queries.
Given a dataset D and a query Q in Q, an algorithm T for Q queries with resource-bound α does the following:
• visits a fraction D Q of D such that |D Q | α|D|, and
• computes Q(D Q ) as approximate answers.
We
Note that the accuracy ratio η is in the range (0, 1]. When η = 1, algorithm T finds exact answers for all datasets D and queries Q, i.e., the algorithm has 100% accuracy.
Algorithm T consists of two steps: it first reduces big D to a small D Q , and then computes approximate query answers, both by accessing a bounded amount of data. Observe the following.
1) Dynamic Reduction. Recall that traditional data reduction schemes such as compression, summarization and data synopses, build the same structure for all queries [63] [64] [65] [66] [67] [68] [69] [70] [71] [72] . This is also how the strategies of Subsection 3.2 do. We refer to such strategies as uniform reduction.
In contrast, resource-bounded approximation adopts a dynamic reduction strategy, which finds a small dataset D Q with only information needed for an input query Q, and hence, allows higher accuracy within the bound α|D| on data accessed. One can use any techniques for dynamic reduction, including those for data synopses such as sampling and sketching, as long as the process visits a bounded amount of data in D.
2) Approximate Query Answering. Algorithm T computes Q(D Q ) by accessing α|D| amount of data rather than the entire D. It aims to achieve the best performance ratio within α|D|.
3) Scale Independence. When Q is scale-independent in D w.r.t. some M α|D|, resource-bounded approximation achieves 100% accuracy, i.e., with performance ratio η = 1.
4) Access Schema. The notion of resource-bounded approximation can be readily defined under an access schema A (see Subsection 3.1), to efficiently retrieve a bounded amount of data for query processing by leveraging indices and bounds in A.
Personalized Social Search. To verify the effectiveness of the approach, we have conducted a preliminary study of personalized social search in real-life social graphs [18] . Such searches are supported by Graph Search of Facebook, e.g., "find me all my friends in Beijing who like cycling" . A personalized search is specified by a graph pattern Q in which a node u p is designated to map to a particular node (person) v p in a social graph G. As in the case for top-k graph pattern matching described earlier, the pattern Q also has a particular "output" pattern node u o . The search is to compute Q(G), the set of all matches of the output pattern node u o of Q in graph G, while the "personalized" node u p is mapped to v p in G. Such searches are similar to what we have seen in Example 6. In contrast to queries given there, here we consider queries Q that are graph patterns rather than relational queries, and moreover, may not be scaleindependent in G.
For such patterns, we have developed resourcebounded approximation algorithms for graph pattern matching defined in terms of subgraph isomorphism and graph simulation (see Subsection 3.2). We have experimented with these algorithms using real-life social graphs. The results are very encouraging. We find that our algorithms are efficient: they are 135 and 240 times faster than traditional pattern matching algorithms based on graph simulation and subgraph isomorphism, respectively. Better still, the algorithms are accurate: even when the resource ratio α is as small as 15×10 −6 , the algorithms return matches with 100% accuracy! Observe that when G consists of 1 PB of data, α|G| is down to 15 GB, i.e., resource-bounded approximation truly makes big data small, without paying a too high price of sacrificing the accuracy of query answers.
A similar idea has also been verified effective by BlinkDB [73] . BlinkDB adaptively samples data to find approximate answers to relational queries within a probabilistic error-bound and time constraints. In other words, it answers queries using data samples D Q of a dataset D, instead of D.
Open Issues
There is naturally more to be done. 1) For a class Q of queries, the first problem is to find, given a resource ratio α, the maximum provable accuracy ratio η that resource-bounded algorithms can guarantee for Q. A dual problem is to find, given an accuracy guarantee η, the minimum resource ratio α that resource-bounded algorithms can take.
2) Another problem is to study, given an access schema A, how we can develop a resource-bounded algorithm that makes maximum use of A to retrieve data efficiently, i.e., it visits a minimum amount of data that is not covered by A.
3) The third topic is to develop resource-bounded approximation algorithms in various application domains. For instance, for social searches that are not personalized, i.e., when no nodes in a graph pattern are designated to map to fixed nodes in a social graph G, can we develop effective resource-bounded approximation algorithms for graph pattern matching? 4) Finally, approximation classes for resourcebounded approximation need to be defined, along the same lines as their counterparts for traditional approximation algorithms (e.g., APX, PTAS, FPTAS [61] ). Similarly, approximation-preserving reductions should be developed, and complete problems for those classes need to be identified for these classes.
Data Quality: The Other Side of Big Data
We have so far focused only on how to cope with the volume (quantity) of big data. Nonetheless, as remarked earlier, big data = quantity + quality. This section addresses data quality issues. We report the stateof-the-art of this line of research, and identify challenges introduced by big data. The primary purpose of this section is to advocate the study of the quality of big data, which has been overlooked by and large, although data quality and data quantity are equally important.
Central Issues of Data Quality
We begin with an overview of central technical issues in connection with data quality. We then present current approaches to tackling these issues. We invite the interested reader to consult [19] for a recent survey on the subject.
Data Quality Problems
Data in the real world is often dirty. It is common to find real-life data inconsistent, inaccurate, incomplete, out of date and duplicated. Error rate of business data is approximately 1%∼5%, and for some companies it is above 30% [74] . In most data warehouse projects, data cleaning accounts for 30%∼80% of the development time and budget [75] , for improving the quality of the data rather than for developing the systems. When it comes to incomplete information, it is estimated that "pieces of information perceived as being needed for clinical decisions were missing from 13.6% to 81% of the time" [76] . When data currency is concerned, it is known that "2% of records in a customer file become obsolete in one month" [77] . That is, in a database of 500 000 customer records, 10 000 records may go stale per month, 120 000 records per year, and within two years, about 50% of all the records may be obsolete. As remarked earlier, the scale of the data quality problem is far worse in the context of big data.
Why do we care about dirty data? As shown in Example 2, we may not get correct query answers if our data is dirty. As a result, dirty data routinely leads to misleading analytical results and biased decisions, and accounts for the loss of revenues, credibility and customers. For example, it is reported that dirty data costs US businesses 600 billion dollars every year [77] . Below we highlight five central issues of data quality. Data consistency refers to the validity and integrity of data representing real-world entities. It aims to detect inconsistencies or conflicts in the data. For instance, tuple t 1 of Table 1 is inconsistent for its area code is 20 while its city is Beijing.
Inconsistencies are identified as violations of data dependencies (a.k.a. integrity constraints [1] ). Errors in a single relation can be detected by intrarelation constraints such as conditional functional dependencies (CFDs) [20] , while errors across different relations can be identified by interrelation constraints such as conditional inclusion dependencies (CINDs) [78] . An example of CFD for the data of Table 1 There has been recent work on data accuracy [21] : given tuples t 1 and t 2 pertaining to the same entity e, we decide whether t 1 is more accurate than t 2 in the absence of the true value of e. It is also based on integrity constraints as data quality rules.
Information completeness concerns whether our database has complete information to answer our queries. Given a database D and a query Q, we want to know whether the complete answer to Q can be found by using only the data in D. As shown in Example 2, when D does not include complete information for a query, the answer to the query may not be correct.
Information completeness has been a longstanding problem. A theory of relative information completeness has recently been proposed [22] , to decide whether our database has complete information to answer our queries, and if not, how we can expand the database and make it complete, by including more data.
Data currency is also known as timeliness. It aims to identify the current values of entities, and to answer queries with the current values, in the absence of valid timestamps.
For example, recall the dataset D 0 from Table 1 . Suppose that we know that tuples t 1 , t 2 and t 3 refer to the same person Mary. Note that these tuples have two distinct values for salary: 50 k and 80 k, one is current and the other is stale. We want to decide which one is current, when their timestamps are missing.
A data currency theory has recently been proposed in [23] , to deduce data currency when temporal information is only partly known or not available at all. It is based on data quality rules defined in terms of temporal constraints. For instance, we can specify a rule asserting that the salary of each employee in a company does not decrease, as commonly found in the real world. Then we can deduce that Mary's current salary is 80 k.
Data deduplication aims to identify tuples in one or more relations that refer to the same real-world entity. It is also known as entity resolution, duplicate detection, record matching, record linkage, merge-purge, database hardening, and object identification (for data with complex structures such as graphs).
For example, consider tuples t 1 , t 2 and t 3 in Table  1 . To answer query Q 0 of Example 1, we want to know whether these tuples refer to the same employee Mary. The answer is affirmative if, e.g., there exists another relation which indicates that Mary Smith and Mary Webber have the same email account.
The need for studying data deduplication is evident in data cleaning, data fusion and payment card fraud detection, among other things. No matter how important it is, data deduplication is nontrivial. Tuples pertaining to the same object may have different representations in various data sources. Moreover, the data sources may contain errors. These make it hard, if not impossible, to match a pair of tuples by simply checking whether their attributes pairwise equal. Worse still, it is often too costly to compare and examine every pair of tuples from big data.
Data deduplication is perhaps the most extensively studied topic of data quality. A variety of approaches have been proposed (see [79] for a survey). In particular, a class of dynamic constraints has been studied for data deduplication, known as matching dependencies (MDs), as data quality rules [24] .
Improving Data Quality
We have seen that real-life data is often dirty, and dirty data is costly. In light of these, effective techniques have to be in place to improve data quality. To do this, a central question concerns how we can tell whether our data is dirty or clean. To this end, we need data quality rules to detect semantic errors in our data and fix those errors. A number of dependency (constraint) formalisms have been proposed as data quality rules, and are being used in industry, e.g., CFDs, CINDs and MDs. Below we briefly describe the basic functionality of a rule-based system for data quality management.
Discovering Data Quality Rules. To use dependencies as data quality rules, it is necessary to have efficient techniques in place that can automatically discover dependencies from data. Indeed, it is unrealistic to just rely on human experts to design data quality rules via an expensive and long manual process, or count on business rules that have been accumulated. This suggests that we learn informative and interesting data quality rules from (possibly dirty) data, and prune away insignificant rules.
More specifically, given a database D, the discovery problem is to find a minimal cover of all dependencies (e.g., CFDs, CINDs, MDs) that hold on D, i.e., a non-redundant set of dependencies that is logically equivalent to the set of all dependencies that hold on D. Several algorithms have been developed for discovering CFDs and MDs (e.g., [80] [81] [82] ).
Validating Data Quality Rules. A given set Σ of dependencies, either automatically discovered or manually designed by domain experts, may be dirty itself. In light of this, we have to identify "consistent" dependencies from Σ, i.e., those rules that make sense, to be used as data quality rules. Moreover, we need to remove redundancies from Σ via the implication analysis of the dependencies, to speed up data cleaning process.
This problem is nontrivial. It is NP-complete to decide whether a given set of CFDs is satisfiable [20] . Nevertheless, there has been an approximation algorithm for extracting a set Σ of consistent rules from a set Σ of possibly inconsistent CFDs, while guaranteeing that Σ is within a constant bound of the maximum consistent subset of Σ (see [20] for details).
Detecting Errors. After a validated set of data quality rules is identified, the next question concerns how to effectively catch errors in a database by using these rules. Given a set Σ of consistent data quality rules and a database D, we want to detect inconsistencies in D, i.e., to find all tuples in D that violate some rule in Σ. When it comes to relative information completeness, we want to decide whether D has complete information to answer an input query Q, among other things.
For a centralized database D, given a set Σ of CFDs and CINDs, a fixed number of SQL queries can be automatically generated such that, when being evaluated against D, the queries return all and only those tuples in D that violate Σ [19] . That is, we can effectively detect inconsistencies by leveraging existing facility of commercial relational database systems.
Data Repairing. After the errors are detected, we want to automatically localize the errors and fix the errors. We also need to identify tuples that refer to the same entity, and for each entity, determine its latest and most accurate values from the data in our database. When some data is missing, we need to decide what data we should import and where to import it from, so that we will have sufficient information for tasks at hand.
This highlights the need for data repairing [83] . Given a set Σ of dependencies and an instance D of a database schema R, it is to find a candidate repair of D, i.e., another instance D of R such that D satisfies Σ and D minimally differs from the original database D. The data repairing problem is, nevertheless, highly nontrivial since it is NP-complete even when a fixed set of traditional functional dependencies (FDs) or a fixed set of inclusion dependencies (INDs) is used as data quality rules [84] . In light of these, several heuristic algorithms have been developed, to effectively repair data by employing FDs and INDs [84] , CFDs [25, 85] , CFDs and MDs [27] as data quality rules. The data repairing methods mentioned above are essentially heuristic: while they improve the overall quality, they do not guarantee to find correct fixes for each error detected, i.e., they do not warrant a precision and recall of 100%. Worse still, they may introduce new errors when trying to repair the data. Hence, they are not accurate enough to repair critical data such as medical data, in which a minor error may have disastrous consequences. This highlights the quest for effective methods to find certain fixes that are guaranteed correct. Such a method has been developed in [26] . It guarantees that whenever it updates data, it correctly fixes an error without introducing new errors.
The rule discovery, rule validation, error detection and data repairing methods mentioned above have supported by commercial systems and have proven effective in industry.
New Challenges Introduced by Big Data
Previous work on data quality has mostly focused on relational data residing in a centralized database. To improve the quality of big data and hence, get sensible answers to our queries in big data, new techniques have to be developed.
Repairing Distributed Data
Big data is often distributed. In the distributed setting, all the data quality issues mentioned above become more challenging. For example, consider error detection. As remarked earlier, this is simple in a centralized database system: SQL queries can be automatically generated so that we can execute them against our database and catch all inconsistencies and conflicts. In contrast, this is more intriguing in distributed data: it necessarily requires us to ship data from one site to another. In this setting, error detection with minimum data shipment or minimum response time becomes NPcomplete [86] , and the SQL-based techniques no longer work.
For distributed data, effective batch algorithms [86] and incremental algorithms [87] have been developed for detecting errors, with certain performance guarantees. However, rule discovery and data repairing algorithms remain to be developed for distributed data. These are highly challenging. For instance, data repairing for centralized databases is already NP-complete even when a fixed set of FDs is taken as data quality rules [84] , i.e., when only the size |D| of datasets is concerned (a.k.a. data complexity [1] ). When D is of PB size and D is distributed, its computational and communication costs are prohibitive.
Deducing the True Values of Entities
To answer a query in big data, we may have to use data from tens of thousands sources [2] . With this comes the need for data fusion and conflict resolution [88] . That is, for each entity e, we need to identify the set D e of data items that refer to the same e from those sources, and moreover, deduce the true value of e from D e .
Example From the example we can see that to deduce the true values of an entity, we need to combine several techniques: data deduplication, data consistency and data currency, among other things. This can be done in a uniform logical framework based on data quality rules. There has been recent preliminary work on the topic [28] . Nonetheless, there is much more to be done.
Cleaning Data with Complex Structures
Data quality techniques have been mostly studied for structured data with a regular structure and a schema, such as relational data. When it comes to big data, however, data typically has an irregular structure and does not have a schema. For example, an entity may be represented as a subgraph in a large graph, such as a person in a social graph. In this context, all the central issues of data quality have to be revisited. These are far more challenging than their counterparts for relational data, and effective techniques are not yet in place. Consider data deduplication, for instance. Given two graphs (without a schema), we want to determine whether they represent the same object. To do this, we need to extend data quality rules from relations to graphs.
Coupling with Knowledge Bases
A large part of big data comes from Web sources or social networks. To improve the quality of such data, we ultimately have to use knowledge bases and ontology. A number of knowledge bases are being developed, such as Knowledge Graph 
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O . However, the quality of these knowledge bases needs to be improved themselves. This suggests that we study the following. How to detect inconsistencies and conflicts in a knowledge base? How to repair a knowledge base? How to make use of available knowledge bases to clean data from the Web?
Conclusions
We have reported an account of recent work of the International Research Center on Big Data at Beihang University, on querying big data. Our main conclusions are as follows.
• Query answering in big data is radically different from what we know about querying traditional databases.
• We need to revise complexity theory and approximation theory to characterize what we can do and what is impossible for computing exact or approximate query answers.
• Querying big data is challenging, but doable. It calls for a set of new effective query processing techniques.
• Big data = quantity + quality. These are the two sides of the same coin, and neither works well when taken alone.
Summing up, we believe that the need for studying query answering in big data cannot be overstated, and that the subject is a rich source of questions and vitality. We reiterate our invitation to interested colleagues to join us in the study.
