Abstract-Many real world data sets are comprised of multiple representations or views, learning from multi-view data is important in many applications. In the unsupervised cross-language classification problems, the documents in different languages always share the same set of categories. To solve the cross-language clustering problem, we propose a novel Stratified Sampling-based Cluster Ensemble method, which has two main contributions. It can effectively generate several data components from the cross-language documents set via stratified sampling technique, so that the correlation between multiple views can be significantly considered. On the other hand, it makes use of the linked based consensus function to combine the component clustering results, so that the relationship between components can be effectively utilized. A series of experiments on real cross-language documents set have been conducted. The experimental results have shown that the proposed method outperforms the state-of-the-art multi-view clustering methods.
I. INTRODUCTION
With the rapid growth of global processing, cross-language data have been used in most aspects of human society. It is very common that documents in different languages share the same set of categories. In the real world, many data sets are naturally comprised of multiple views. For instance, web pages can be represented by both the page-text and the hyperlinks pointing to them, which form two independent views [1] . In natural language processing tasks, the same story can be described in articles from different news sources, and one document can have multiple representations in multiple different languages. In these applications, although to some extent, each individual view can characterize the data object, the multiple views can contain much more complementary information and knowledge to each other to alleviate the difficulty of a giving learning task. Multi-view learning becomes a common theme that exploiting multiple redundant views to effectively learn from the data and improve the performance of the target learning task [2] .
Much work has been done for multi-view learning, however, most of the methods were focused on classification problems [3] - [5] . As we all know, the true labels of the data sets are very hard to obtain. It is expensive to obtain the accurate labels from domain experts. Thus, it is urgent to automatically identify the label information for the large volume of data.
Recently, it has gained increasing attention to exploiting multiple views to improve unsupervised learning from machine learning research community [2] . A number of multi-view clustering methods have been developed in the literature such as the two-view spectral clustering over bipartite graphs method [6] , the canonical correlation analysis (CCA) method [7] , the generalized multi-view normalized cut method [8] , and the Multi-NMF method [9] . All these methods suggest that learning low-dimensional representations consistent across multiple views can improve the clustering performance. Nevertheless, the first two unsupervised multi-view learning methods are limited because they focused only on two-view learning problems. Although the third one, Multi-NMF [9] , has ability to deal with multiple views problem, there are some disadvantages in this algorithm, for example, too many parameters to be predefined.
Previous methods on unsupervised multi-view learning are limited to two-view learning, or they ignore the relationship between all the views and need parameter knowledge. In order to solve the above problems, we propose a novel stratified sampling-based cluster ensemble method for unsupervised cross-language classification (SSCE-CLC), which has two main contributions. It can effectively generate several data components from the cross language documents set via stratified sampling technique, so that the correlation between different languages (i.e., multiple views) can be significantly considered. On the other hand, it makes use of the linked based consensus function to combine the component clustering results, so that the relationship between components can be effectively utilized.
The paper is organized as follows: Section II states the background of cross-language clustering. Section III describes our main method for unsupervised cross-language classification. Section IV presents the experimental results of our proposed method and the discussion of the results. Section V gives a brief conclusion and future work.
II. BACKGROUND
To make this paper self-contained, we first provide some background knowledge and introduce some notations which be used throughout the rest of the paper. For unsupervised cross language classification problem, we take one language as a view. Given a cross language data set, i.e., English (
(1) ), French ( (2) ) , …, Spanish ( ( ) ) and so on, each view has different dimensional feature space, i.e. (1) , (2) , … , ( ) . When we take clustering algorithm to single view, the performance may be not very good. As we know, languages as the vectors for communication, they are related with each other. Therefore, we want to take the relationship between all the languages into account for improving the performance of multi-view clustering.
A. Non-negative Matrix Factorization
In the primary notation part, we briefly introduce the Non-Negative Matrix Factorization (NMF) [10] . Let X = [ .,1 , . . . , ., ] ∈ + * denote the nonnegative data matrix where each column represents a data point and each row represents one attribute. NMF want to find two nonnegative matrix factors U = [ , ] ∈ + * and V = [ , ] ∈ + * whose product provides a good approximation to X:
Here K denotes the desired reduced dimension. In this case, the original data X can be deduced into a low-dimensional representation V with the aid of basis matrix U. In the view of clustering, U can be taken as the cluster centers, while V indicates the clustering coefficient between the data points and the corresponding clusters. NMF has been proved to be an effective and efficient clustering algorithm in real applications, esp., for text clustering [9] , [11] .
B. Multi-view Clustering Algorithm
Much work has been done in multi-view clustering, but some of them limit to two views task. We concentrate our attention to multiple views (more than two views) clustering learning. For unsupervised multi-view learning, there already exist many methods such as Collective NMF was proposed in [11] and Multi-view NMF in [9] .
Collective NMF used the shared coefficient matrix but different basis matrices across views as shown below:
This method assumed that different views should exactly share a same clustering results V*. However, in real application, there may be some noise or disturbed information in data, such assumption may result in bad result. In order to solve this problem, Liu et al. [9] proposed a multi-view NMF model as follows.
There are M parameters to control the effect of all views. In real applications, it is hard to predefine a proper value for so many parameters.
C. Stratified Sampling Method
Stratified Sampling is well known in sampling techniques for it can capture the population characteristics adequately [12] . The Stratified Sampling method is conducted in two steps, firstly it dividing the whole population into subpopulations, and then we applying random sampling to each subpopulations to select the representative samples. Stratified Sampling method is widely used in many areas, such as web mining [13] , traffic data analysis [14] and random forest for classification [15] .
D. Clustering Ensemble
In order to make up for the problem that one single clustering algorithm can not perform very well on a given data set, clustering ensemble is attractive to cluster high dimensional data such as text data, microarray data and image data [16] . It integrates multiple clustering results generated from samples of a given data set into a single clustering with a result which is usually much better than the results of individual clustering on the data set. Given a data set, the process of clustering ensemble is conducted in two steps, generating a set of individual clustering results from the data set and integrating the component results into a clustering ensemble.
For cross-language, the documents set can be taken as a multi-view data set, each language refers to one view. It is intuitive that taking the data in one view as a component data. This motivates us to find a method to combine the component clustering results generated from the multiple views, and then apply the clustering ensemble to analyze the cross-language data.
However, such simple clustering ensemble strategy ignores the relationship between multiple views. Thus, we proposed a Stratified Sampling-based Clustering Ensemble method to effectively generate clustering components from the cross-language documents, and then combine the component results to obtain the final clustering result. More details will be given in next section.
III. METHODS

A. Proposed Learning Framework
Given a cross language data set for unsupervised multi-view learning, let
M) be a set of N data points of M views. As we know, the data sets of M views have their own feature spaces. Each view has its own feature space
in the document-feature matrix, each row represents a document, each column represents a feature, and the cell contains the weighted value of a feature for a document. For clustering, we assume that a data point in different views would be assigned to the same cluster with high probability. In our latter experiment, we apply Document Frequency (DF) to the real world multi-view data sets.
Previous cross language clustering methods need predefined parameters [9] or ignore the relationship between multiple views [16] . As we know, the relationship between different languages is important to help understanding the semantics of cross-language documents. Therefore, we propose a novel framework by taking advantage of the relationship of all views as shown in Fig. 1 . More details are given as follows. 
The framework of Stratified Sampling-based Cluster Ensemble for unsupervised cross-language classification.
Given a multi-view data set
, we want to generate P component data sets ( 1 , 2 , … , ) with ( ) dimensions by sampling X on F. How to sample the features from the data sets of multiple views is a difficult but significant problem for us. We calculate the total number of features from all views, note to T. According to the latter experiments, we choose 15% as the best ratio to select the number of samples, note to = 15% * . We calculate the variance of all views, and then we get the percentage to select features from every view. The percentage of every view to sampling is
We use the variance to decide the ratio to sampling feature from every view. Due to the variance reflect the typicality of each view. The following is the formula to calculate the component
where D ( ) is the dimension size of the data component p which be constructed by using stratified samplings. We generate P components data set ( ) ={ 1 , 2 , … , } (i=1, 2, … , P). After generate P components data set, we utilize NMF clustering algorithm to generate P clustering results, i.e. clustering result 1, …, clustering result P, we note to П = { 1 , 2 … … } . Then we take cluster ensemble method for the P components. П = { 1 , 2 … … } is a set of P base clustering results, which is referred to as a cluster ensemble. Each base clustering results (ensemble member) returns a set of clusters = { 1 , 2 … … } , such
where is the number of clusters in the i-th clustering. For each ∈ ( ) , C(x) denotes the cluster label to which the data point x belongs. In the i-th clustering, C(x) = j if x ∈ . We want to find a new clustering result * of the data set ( ) that summarizes the information from the cluster ensemble П.
Accordingly, the figure clearly shows us there are two steps of our Stratified Sampling-based Cluster Ensemble method: 1) generate the base clustering components from multi-view data, 2) produce the final clustering result for multi-view data using consensus function. In our multi-view clustering problem, we use the same clustering algorithm NMF for generating base clustering results. And we utilize the link-based consensus function to generate the final clustering result for multi-view data.
B. Component Generation from Multi-View Data
Taking into account the relationship between the multiple views, we propose to take a cluster ensemble method to deal with the multi-view clustering problem. But how to generate the components to ensemble and how to consider the relationship between all the views is still a important task for us. We apply the stratified sample method to generate the components. For data sets
2, …, M) , every view has its own feature space, but they are related with each other. If we want to utilize the relationship between the features of every view, we should look for a method to fuse the features of every view. Therefore, we utilize sampling method to select features. Considering the effectiveness and accuracy of the sampling method, we choose stratified sampling method as our sampling method. Firstly, we note the features of each view to a set
i.e., | ( ) | = ( ) . To generate the component data set ( ) (i= 1, 2, …, P), we randomly sample feature subset with * ( ( ) ) features from each feature set
To make the features we choose from every view can represent the view, we make the features in each subset ( ) positively correlated and similar to each other as much as possible. Let { (1) , (2) , … , ( ) } be a set of feature groups or strata and ( ) (i=1, 2,…, M) is the number of features in the feature group ( ) . Let T be the number of features in ( ) and = (1) + (2) + ⋯ + ( ) . Assume that objects in ( ) are independent from each other. We apply the variance to decide the scale of feature to sample. The scale of the sample from each view is ( ( ) ) which has been given in formula (4).
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We calculate the total number of features from all views, note to T. According to the latter experiments for sampling rates, we choose 15% as the percentage to select the number of features, note to = 15% * . To make the features that we select more typically, stratified sampling method is used to our problem. Note that there may be common or overlapping feature among component data sets because any feature has the same chance of selection in every random sampling.
We use the variance to decide the number to sampling from each view. The following formula computes the feature number to sampling from each view.
Then we combine the features sampled from each view to an ensemble matrix. We randomly sampling P times, and generate P components data set ( ) ={ 1 , 2 , … , } (i=1, 2, …, P). After that, we utilize NMF to the component data sets to generate clustering results П = { 1 , 2 … … }(i=1, 2 , …, P). Therefore, the component data set by stratified sampling is more representative to the whole data set than the component data set by random sampling. Having P clustering results, we want a basic and straightforward method to integrate multiple clusterings into a single clustering. In this representation, objects occurring in the same set of clusters tend to be clustered together in the clustering ensemble.
C. Component Confused for Multi-View Learning
Given a multi-view data set ( ) , ensemble clustering of ( ) is a process to integrate multiple clustering results and produced by one or more clustering algorithms from component data sets into a single final clustering result. Ensemble clustering consists of two major steps, generation of component clustering results and integration of component results into an individual clustering result. The framework is illustrate in the Fig. 1 . For our multi-view clustering problem, the first step is shown in the previous part. A cross language data sets ( ) is sampled to P component data sets ( ) ={ 1 , 2 , … , } (i=1, 2, …, P ) and each component data set is clustered independently to create P component results { 1 , 2 … … }. Here, we utilize the NMF clustering as our base clustering algorithm. The second step takes the P component results as input and integrates them with a consensus function into a final clustering result.
Having obtained the component clustering results, we need to search a good consensus function to ensemble the clustering results. As we know, clusters in two arbitrary different clustering results are directly related and the relationship between two clusters can be computed with a distance or the similarity measure. Using the relationship information in the integration step is important to improve the accuracy of the clustering ensemble. Therefore, we utilize consensus functions to develop the use of the relationship information to ensemble the P clustering results.
In our Stratified Sampling-based Cluster Ensemble method, we take Link-based consensus function (LB) as the consensus function which was recently proposed in [16] . In the link-based approach, a weighted and undirected hyper graph G = (V, W) has been constructed, where V is the set of vertices each representing a cluster produced by , and W is a set of weighted edges between clusters. The similarity of two vertices is estimated by counting the number of Connected-Triples they are part of and regarding each triple as the minimum weight of the two involving edges. Specifically, the similarity between two clusters , is defined as
, and denotes the set of data points belonging to cluster , α is a constant indicating the confidence level of accepting two non-identical clusters as being similar and its value is set to be 0. with each cluster
where * ( ) is a cluster label to which data point has been assigned. The refined matrix R can be taken as a new representation of the original data, where each column represents the association degree of data points to a specific cluster.
IV. EXPERIMENTAL RESULTS AND DISCUSSION
A. Data Set
In our experiments, we present a series of experimental results on real world data to demonstrate the performance of our Stratified Sampling-based Cluster Ensemble algorithm. We select a five cross-language data set for our experiments, the Reuters RCV1/RCV2 Multilingual data set introduced in [17] . This Reuters data set has been used in [18] to evaluate the performance of multi-view spectral clustering algorithm. The data set contains documents are originally written in five different languages, namely English (EN), French (FR), German (GR), Italian (IT) and Spanish (SP). Each document is written in one language originally, and translated to the other four languages using the Portage system [19] . Table I shows us the statistics of the data detail. The documents are categorized into six different topics. We choose this data set with five views and high dimensions to prove the reliability of SSCE algorithm. And we utilize NMF as our main clustering algorithm. To facilitate the experiments, we randomly selected 1000 documents from each topic. Meanwhile, we remove the unimportant words via Document Frequency (DF), in the experiments, only terms with DF>30 and DF<3000 are kept.
B. Methodology
To demonstrate how the clustering performance can be improved by the proposed approach. We compared with the following algorithms:  Single view (BSV and WSV): Run each view by using the same clustering algorithm. We choose the NMF technique as our main clustering algorithm. After get the results of each view, we calculate the performance of each view. We report the best and the worst single view results in our latter sections.  Feature Concatenation (ConcatNMF): Concatenate the features of all the views, and then run NMF directly on this concatenated view representation.  Multi-view NMF (MultiNMF): This is the multi-view NMF clustering algorithm proposed in [9] . The key idea of it is to formulate a joint matrix factorization process with the constraint that pushes clustering solutions of each view towards a common consensus instead of fixing it.  Simple Cluster Ensemble (SCE): This method takes each view as one component and ensembles the component results with link-based confusion function as the final clustering result.  Stratified Sampling-based Cluster Ensemble (SSCE-CLC): This is our proposed method to solve the multi-view clustering problem. This novel method takes the relationship between multiple views into account. To compare the performance of all the methods, we use four evaluation methods, namely, the accuracy (CA), the rand index (RI), the adjust rand index (AR) and the normalized mutual information (NMI).
CA: It measure the number of correctly classified data points of a clustering solution compared with known class labels. The higher the better.
where N is the total number of data in the data set. is the number of data points which correctly categorized to cluster i.
RI: This validity measure takes into account the number of object pairs that exit in the same and different clusters. The RI has a value between 0 and 1, with the more the value approximates to 1 the higher the agreement is.
AR: This validity measure is to correct the main criticisms of the Rand Index. Note that the higher the AR value is, the greater the agreement becomes.
where is the number of objects in cluster i, is the number of objects in class j, , is the number of objects occurring in both cluster i and class j, n is the total number of objects in the data set, 1 
.
NMI:
The normalized mutual information is to measure the clustering performance. The higher value means better performance. Table III lists the clustering results of five methods including our proposed SSCE-CLC in terms of four evaluation measures. In order to randomize the experiments, 10 test runs with different data subsets (1000 documents from each topic) were conducted and the average performance are reported.
C. Experimental Result and Discussion
Obviously, SSCE-CLC consistently outperforms other methods. Especially, it can obtain better result than BSV, i.e., the best single view result. This indicates that the proposed method has ability to make use of the relationship between different views, i.e., different language, to improve the document clustering performance. For ConcatNMF, it just combines the cross-language data in the view of feature level. However, the later NMF clustering algorithm treats the features independently when it identified the clustering coefficients, i.e., the relationship between multiple views is not actually considered. That is the main reason that ConcatNMF is worse than SSCE-CLC.
For MultiNMF, it adopted a joint matrix factorization to find the clustering result V*. The information from different views simultaneously affects the learning process of V* (as shown in [9] ), that is why it can output better result than ConcatNMF. However, it is sensitive to the parameters and it is hard to select the proper values. In this experiment, we tuning the parameter for each in range {0.001, 0.01, 0.1, 1, 10, 100, 1000}, and we have to run MultiNMF 16807 (=7 5 ) times to find the best result, which is very time-consuming. SCE is simple clustering ensemble for cross-language clustering, where the documents set in each language is taken as one component data set of the clustering ensemble. In this case, SCE, like ConcatNMF, totally ignores the relationships between different views.
In order to investigate how the proposed SSCE-CLC works well, we demonstrate the performance improvement of our SSCE-CLC method on each language is shown in Table  IV From Table IV , it can be seen that both German and Spanish languages have relatively higher improvement. For English, the improvement is not very big. This is reasonable because English is popular and the documents in English are easy to be clustered. But for Spanish and German, it is hard to obtain good clustering result after all they belong to minority language. Fortunately, our proposed SSCE-CLC can help improving the clustering performance of German and Spanish documents because it takes advantage of the information from majority language such as English, French and Italian. As we know, the diversity of sampling components is a key component of clustering ensemble [16] . Thus, it is necessary to check the diversity of components generated by our proposed stratified sampling method. Fig. 2 gives the relationship between diversity and quality of component clustering results with our SSCE-CLC method. The horizontal axis is the quality and the vertical axis is the diversity.
Each point was computed from one pair of components clustering created with the stratified sampling component data generation method on data set Reuters. The vertical dashed line in figure indicates the NMI value between the clustering results of an ensemble generated with the LB consensus function from 20 component clustering results and the true labels. There are total 190(C 20 2 ) points in the Fig. 2 . The x-axis is the average NMI of the pair of components result computed according to the true labels. The y-axis is the NMI between two component results. From the figures, we can see that our SSCE-CLC method produced good quality component results without sacrificing the diversity. .
In the experiments, we also investigate the relationship between the performance of clustering ensembles and the sampling rate of features in component data sets. The performance of clustering ensembles of Reuters data evaluated in four measures against the sampling rate p, i.e., the percentage of features to be sampled in the component data sets is shown in Fig. 3 . From this figure, we can see that the performance increased as sampling rate increased, but when sampling increased to 15%, the performance started to drop. It is because the diversity of component clustering results decreases as sampling rate increases to a certain level. We can see that a suitable sampling rate is between 10% and 15% in the Fig. 3 . From the results of the experiment on the percentage of clustering ensembles, we set the rate of sampling to 15% for our SSCE-CLC method.
V. CONCLUSIONS AND FUTURE WORK
In this paper, we introduce a novel unsupervised cross-language clustering method, Stratified Sampling-based Cluster Ensemble (SSCE-CLC). In order to make better use of the relationship between multi-view data, our method generates the component data by sampling the features from International Journal of Machine Learning and Computing, Vol. 5, No. 3, June 2015 all feature groups where each group infers to one language. In this case, the relationships between different languages can be effectively integrated into the clustering process. After generating clustering components, the link-based clustering confusion function is adopted to create the final clustering result, so that the relationship between components can be effectively considered. The proposed SSCE-CLC ensemble method is tested on a real world five cross-language data set. The experimental results have shown that our method has ability to output better performance than other multi-view clustering methods.
In this paper, only the unlabeled data are considered. Even though it is expensive to obtain the label information, there are a few labeled data in real applications. Thus, it is better make use of them in learning process. In the future, we will try semi-supervised multiple view learning under the proposed our stratified sampling framework.
