Abstract. The system of isentropic Euler equations in the potential flow regime can be considered formally as a second order ordinary differential equation on the Wasserstein space of probability measures. This interpretation can be used to derive a variational time discretization. We prove that the approximate solutions generated by this discretization converge to a measure-valued solution of the isentropic Euler equations. The key ingredient is a characterization of the polar cone to the cone of optimal transport maps.
Introduction
We are interested in compressible fluid flows in the isentropic regime, where the thermodynamical entropy is assumed to be constant throughout time and space. In this case, the compressible Euler equations take the following form: The nonnegative function is called the density; it describes the distribution of mass in space and time. The R d -valued function u is the Eulerian velocity field. The pressure P is related to the internal energy U of the fluid via the relation P (r) = U (r)r − U (r) for all r 0.
(1.2)
We will mostly consider the case of polytropic gases, for which P (r) = κr γ for all r 0, (
with constants γ > 1 and κ 0. We assume that ( , u)(0, ·) = (¯ ,ū) for suitable initial data (¯ ,ū) :
For smooth density/velocity ( , u), the system (1.1) implies an additional conservation law for the total energy density defined as E(r, u) := 1 2 r|u| 2 + U (r) for all (r, u) ∈ U.
In fact, we have that 4) where the function Q can be expressed in terms of the internal energy as Q(r) = U (r)r for all r 0. Equation (1.4) implies that for smooth solutions ( , u) the total energy is conserved. A typical phenomenon in compressible fluid dynamics, however, is the occurrence of jump discontinuities (shocks) in the conserved quantities, so (1.4) cannot hold globally. Since (1.1) describes a closed system, in which no energy is injected from outside, a reasonable relaxation of (1.4) is to require an inequality
in the sense of distributions. This inequality implies that energy can only decrease (be transformed into different forms of energy not represented in the model, such as heat), but no energy can be created. The total energy E is convex in the conserved quantities ( , u). As a consequence of (1.1) and (1.5), one obtains that (1) The Total Mass is Conserved. For all t ∈ [0, ∞) we have We assume that the initial data (¯ ,ū) has finite total mass and total energy. Then (1.6) and (1.7) imply that the mass and total energy stay bounded for all time.
Pairs of functions (η, q) : U −→ R × R d with the property that ∂ t η( , u) + ∇ · q( , u) = 0 (1.8) in all open sets in [0, ∞) × R d where the solution ( , u) of (1.1) is smooth, are called entropy/entropy-flux pairs. Due to the occurence of shocks, equation (1.8) cannot hold globally, so one typically requires a differential inequality in the sense of distributions, for all entropy/entropy-flux (η, q) such that η is convex in the conserved quantities ( , u). This assumption is called an entropy condition.
In one space dimension, there exists a large class of convex entropy/entropyflux pairs. They provide a priori estimates that are crucial for all global existence results that are available for this case; see [16] and the references therein. In the multidimensional case, the only entropy seems to be the total energy. Dafermos [9] suggested to strengthen the entropy condition for conservation laws by looking not for any weak solution that satisfies the entropy inequalities (like the one in (1.5) for solutions of the isentropic Euler equations (1.1)), but instead to look for that particular solution for which the total entropy (total energy in the case of (1.1)) decreases as fast as possible. Such a steepest descent approach has already been very successful in the context of certain degenerate parabolic equations. It was first developed by Otto [22] for the porous medium equation and relies on the theory of optimal transport and the calculus of variations.
To explain the approach and to introduce some notation, let us explain Otto's result in some detail. Let P and U be the pressure and internal energy introduced above, satisfying the relation (1.2). Then the porous medium equation can be considered as a gradient flow on a suitable manifold, in the sense that the solutions of (1.9) are precisely those curves along which the internal energy
decreases with maximal rate. Recall that for any gradient flowẊ = −∇E(X), the following mathematical structure must be given: we need (1) a manifold M with tangent space T X M for X ∈ M, (2) a smooth function E : M −→ R with differential dE(X) ∈ T X M * , and (3) a metric tensor g, which allows us to define ∇E(X) ∈ T X M by g X ∇E(X), V := dE(X)V for all V ∈ T X M.
For the porous medium equation these objects are given as follows:
(1) The manifold is the space P(R d ) of probability measures with finite second moments, that are absolutely continuous with respect to the Lebesgue measure L d . This space is equipped with the Wasserstein distance, which is defined by W( 1 , 2 ) 2 := inf
for all 1 , 2 ∈ P(R d ). The number in (1.11) is the minimal quadratic cost required to transport the measure 1 
is the projection onto the ith component, and # denotes the pushforward. The probability measure γ on R d × R d is called a transport plan, and one can show that the inf in (1.11) is attained. In fact, the optimal transport plan is induced by a map: there exists a convex function φ : R d −→ R such that γ = (id, ∇φ) # 1 .
(2) For any ∈ P(R d ), we now define the tangent space T P(R d ) as the closure of ∇φ :
Then the L 2 (R d , )-inner product induces a metric on T P(R d ). This definition is motivated by the fact that for any sufficiently smooth curve t → (t) ∈ P(R d ) with (0) = , there exists a unique u ∈ T P(R d ) with the property that
There is in fact an orthogonal decomposition (see [5] ) 13) where the normal space is the space of divergence-free vector fields:
(1.14)
(3) The internal energy (1.10) is displacement convex (that is, convex along the geodesics of the metric space (P(R d ), W)). Its subdifferential is defined as
v · (r − id) for all r ∈ Opt( , * ) , and the unique element in ∂U( ) with minimal L 2 (R d , )-norm is given by
If we now use u := − −1 ∇P ( ) in the continuity equation (1.12), then we obtain the porous medium equation (1.9) at one instance in time.
This result has been generalized considerably, and we refer the reader to the recent monographs [5, 26] for more details. The interpretation of dissipative evolution equations as abstract gradient flows on the Wasserstein space P(R d ) suggests a natural time discretization: Given a timestep τ > 0 and the approximate density n ∈ P(R d ) at time t n := nτ , the value at time t n+1 is defined as
see [14] . One can show that this approximation converges to a solution of (1.9) as τ → 0. Since the multidimensional isentropic Euler equations are not a gradient flow, the above framework cannot be used. There is considerable interest recently to develop an analogous theory for Hamiltonian systems; see e.g. [3] . In [12] we proposed a variational time discretization similar to (1.15) for the isentropic Euler equations (1.1). For initial data (¯ ,ū) =: ( 0 , u 0 ) with finite energy and given timestep τ > 0, we construct approximate solutions ( n , u n ) of (1.1) at times t n := nτ with n ∈ N by iterating the three steps of the following scheme:
In the velocity projection step, we substitute for u n a velocityû n ∈ L 2 (R d , n ) that has the property that the vector fieldr n := id + τû n is an optimal tranport map (a gradient of a convex function). In [12] we used Brenier's polar factorization [8] to construct the new velocityû n from the old one u n . In this paper, we propose to compute the metric projection onto the cone of optimal transport maps instead. We refer the reader to Section 2, where we will explain this step in detail.
In the free transport step, we push n L d forward along the optimal transport mapr n = id + τû n , which defines a new measureˆ n :=r n # ( n L d ). In the energy minimization step, we then compute
This minimization is similar to the one in (1.15) for the porous medium equation.
There exists a unique map r n+1 ∈ Opt( n+1 ,ˆ n ), which is given by
see [5] . The new density/velocity ( n+1 , u n+1 ) then satisfy the identities
They can be justified as the minimizers of an optimization problem for the density/velocity similar to (1.15) , where the Wasserstein distance is replaced by a new cost functional called the Minimal Acceleration Cost, which measures the deviation of particles from their free transport paths. The intuition here is that fluid particles prefer to travel on straight lines in the direction of their velocity, but may deviate if by doing so, the internal energy can be decreased; see [12] . Since (1.16) is a second order in τ perturbation of the identity, equation (1.17) indicates that up to second order, the new density n+1 is obtained by transporting n in the direction of the optimal velocity fieldû n . This is the discrete analogue of the continuity equation (1.12) . Similarly, the new velocity u n+1 is up to second order equal to the old velocityû n transported in the direction ofû n , minus the pressure term ∇U ( n+1 ). This corresponds to the velocity equation 19) which formally follows from the continuity and the momentum equation in (1.1).
The variational time discretization is well-defined (see [12] and Section 2 below). Moreover, in each step the total energy is decreased: If we define
for all densities/velocities ( , u), then we have the energy dissipation estimate
The second integral on the left-hand side of (1.20) allows us to control the second order terms that appear in equations (1.17) and (1.18). We proved in [12] that a sequence of approximate solutions generated by our variational time discretization converges weakly to a density/velocity ( , u), which satisfy the continuity equation (1.12). We will consider the momentum equation in Section 2.
We explained above that the porous medium equation can be considered as a gradient flow on the space of probability measures P(R d ), and thus as a first-order ordinary differential equation. Here the velocity is given by an "algebraic" relation for the velocity u, which is Darcy's law u = −∇U ( ). It only involves the value of the density at a given time. In contrast, for the isentropic Euler equations the velocity or momentum equations involve the time derivative of u, as in (1.19 ). If we think of u as a tangent vector on the manifold P(R d ), then (1.19) must have an interpretation in terms of covariant derivatives and we need a second-order calculus for P(R d ), which has attracted a lot of interest recently. In the following, we will review the basics of this theory and show how the isentropic Euler equations fit into this framework as a second order differential equations. As is done in classical differential geometry, let us consider a curve in our manifold, which is a one-parameter family of probability measures t → t ∈ P(R d ). We assume that a tangent vector field t → v t ∈ T t P(R d ) is defined along the curve. In order to differentiate v t along the curve, we first need a way to transport vectors from one tangent space at s to another tangent space at t . Notice that since
, these spaces may be very different for s = t. For simplicity of presentation, let us assume that the curve t → t admits a velocity vector u t ∈ T t P(R d ) and that the vector field u t is so smooth that the floẇ
is a diffeomorphism. Then the pull-back under the flow, given by
. We now define the total derivative
Even if the vector field is tangent along the curve: that is, if v t ∈ T t P(R d ) for all t, the total derivative D dt v t in general is not a tangent vector. In order to restore the tangency, we combine the total derivative with a projection: Recall that L 2 (R d , ) admits an orthogonal decomposition into the space of tangent and normal vector fields; see (1.13). We define the orthogonal projection
Then the covariant derivative of v t in the direction of u t is given by
The last identity follows from the fact that the computation of the total derivative in (1.21) requires both a partial derivative with respect to the parameter t as well as a convective derivative, which takes into account the action of the flow. One can show that definition (1.22) is natural in the sense that it is the analogue of the LeviCivita connection and therefore compatible with the inner product on T t P(R d ). We refer the reader to [4, 13, 18] for further information.
We now compute the covariant derivative of the velocity t → u t ∈ T t P(R d ) in the direction of the flow (in the direction of u t ). Recall that tangent vectors are (limits of) gradient vector fields. Assuming that formally we can write u t = ∇φ t for a suitable potential field φ t , we then obtain the following identity
The left-hand side represents the second derivative of the curve t → t . We now invoke Newton's law, which states that an acceleration must be compensated by a force. For the isentropic Euler equations the force comes from the pressure due to the presence of nearby fluid elements. We thus consider
(1.24)
Since ∇U ( t ) ∈ T t P(R d ) the projection P t leaves the pressure term unchanged. We combine (1.23) with (1.24) to obtain the modified velocity equation
(1.25)
If we again write u t = ∇φ t for a suitable potential ψ t , then
which is Bernoulli's law. The second-order ordinary differential equation (1.24) on the Wasserstein space P(R d ) therefore represents the isentropic Euler equations in the regime of potential flows, for which the velocity is a gradient vector field. The continuity equation (1.12) plays the role of a compatibility condition for the density and the velocity. Among all velocity fields in L 2 (R d , t ) that satisfy (1.12), the gradient vector fields are those with minimal kinetic energy.
In this paper, we will make some of the formal arguments above more rigorous. As usual in the theory of conservation laws, it will be important that the equations we consider are in conservative form. In order to understand what equation (1.25) implies, note first that in our discussion above we assumed that
We will show below that such a statement is true on the level of the discretization. By (1.25), the tangent component of R t vanishes and so the vector field R t must be normal to the manifold P(R d ); see the orthogonal decomposition (1.13). According to the characterization (1.14), this entails that R t is divergence-free:
Using the continuity equation (1.12), we obtain that ( t , u t ) satisfy
in distributional sense. We therefore only test against gradient vector fields instead of against all R d -valued test functions ζ ∈ D(R d ), and so the interpretation of the system of isentropic Euler equations as second order ordinary differential equation on P(R d ) only implies a modified momentum equation. The full information from (1.1) is restored when we take into account the fact that velocity fields are supposed to be tangent and therefore gradient vector fields.
Here is an outline of our paper: In Section 2, we will discuss the metric projection of vector fields in L 2 (R d , ) onto the closed and convex cone of optimal transport maps, which are gradients of convex functions. In Section 3, we will show that the difference between a given vector field and its metric projection can be expressed in terms of a matrix-valued measure, which we call a stress tensor field. We will derive bounds on the stress tensor. In Section 5, we will consider a sequence of approximate solutions to (1.1) that are obtained from our variational time discretization in the limit τ → 0. We will show that a suitable subsequence converges weakly, and in fact generates a Young measure that captures possible oscillations. In Section 6, we will show that this Young measure is a measure-valued solution to (1.1).
Velocity Projection
In the following, we will denote by P(R d ) the space of probability measures on R d with finite second moments. We will use the short-hand notation L d to indicate when a measure is absolutely continuous with respect to the Lebesgue measure L d . To simplify the notation, we will not distinguish between a density and its induced measure L d whenever the meaning is clear from the context. For any ∈ P(R d ) we define the tangent bundle
We will occasionally write a, b := a · b for all a, b ∈ R d for the Euclidean inner product, and we will denote by π k :
N onto its (k + 1)st factor, where N ∈ N and k = 0 . . . N − 1.
Definition 2.1 (Distance). Let ∈ P(R d ) be given. Then we define
We introduce a distance as follows: For any γ 1 , γ 2 ∈ P (R 2d ) we let
where γ k (dx, dy) =: γ k x (dy) (dx) with k = 1 . . . 2 denotes the disintegration of γ k with respect to . Here W is the Wasserstein distance defined as
The inf is attained for an optimal transport plan γ, which is supported in the subdifferential of a lower semicontinuous, convex function. We denote by Opt( 1 , 2 ) the set of optimal transport plans from 1 to 2 .
Definition 2.2 (Transport Plans
The function W is a distance on P (R 2d ) and lower semicontinuous with respect to the weak convergence in P(R 2d ). We have
for all γ 1 , γ 2 ∈ P (R 2d ). In particular, the set Opt (γ 1 , γ 2 ) is nonempty.
(ii.) The set (P (R 2d ), W ) is a complete metric space.
Proof. We refer the reader to Section 4.1 in [13] .
Remark 2.4. An important subset of P (R 2d ) consists of those measures γ that are induced by maps: there exists a function r ∈ L 2 (R d , ) such that γ = (id, r) # . Note that if γ 1 , γ 2 ∈ P (R 2d ) and γ 1 is induced by a map r 1 , then
as follows from (5.2.12) in [5] . If in addition γ 2 is induced by a map r 2 , then
which is the usual L 2 (R d , )-distance between r 1 and r 2 . We thereby identify the Hilbert space L 2 (R d , ) with a closed subset of (P (R 2d ), W ).
Consider now the set of optimal transport maps
and the set of induced optimal transport plans C := {(id, r) # : r ∈ C }. Let us also introduce the isomorphism ι : C −→ C defined by
Using Remark 2.4, we find that for all r 1 , r 2 ∈ C we have
so the isomorphism (2.2) is an isometry if C is equipped with the usual L 2 (R d , )-distance, and C is equipped with the distance W of Definition 2.1.
Remark 2.5. We emphasize the fact that we only consider optimal transport maps, not plans. This is no restriction if the measure is absolutely continuous with respect to the Lebesgue measure. Our choice is motivated by the connection between the metric projection onto C and the sticky particle dynamics for pressureless gas dynamics. We refer the reader to Section 5 for further information. Proposition 2.6. Let ∈ P(R d ) be given and let C be the set of optimal transport maps defined by (2.1). Then C is a closed, convex cone in
Proof. Consider first a sequence of optimal transport maps r n ∈ C with r n −→ r for some r ∈ L 2 (R d , ). Then the induced optimal transport plans γ n := (id, r n ) # converge narrowly to the plan γ := (id, r) # ∈ P (R 2d ); see Lemma 5.4.1 in [5] . But the narrow limit of a sequence of optimal transport plans is again an optimal transport plan (see Proposition 7.1.3 in [5] ), and therefore r ∈ C .
Recall now that a transport plan γ ∈ P(R 2d ) is optimal if and only if its support is cyclically monotone; see Section 6.2.3 in [5] . That is, if we have
for any N ∈ N and any choice of (x i , y i ) ∈ spt γ with i = 1 . . . N , where
Notice that the plan γ b := (id, b) # , which pushes forward to the Dirac measure located at position b ∈ R d , trivially satisfies (2.3). Hence C contains all constant functions. Consider now the optimal transport plan γ = (id, r) # for some r ∈ C . Define γ s := (id, sr) # with s > 0. Then (x, y) ∈ spt γ s if and only if y = sr(x), which in turn is equivalent to (x, y/s) ∈ spt γ. Since
for any (x i , y i ) ∈ spt γ s , and since spt γ is cyclically monotone, we obtain (2.3).
for any (
, and since spt γ k is cyclically monotone, we obtain (2.3). This proves that C is a closed, convex cone in
For any given transport plan γ ∈ P (R d ) we want to find an element in C that is closest to γ with respect to the distance W . Since any plan η ∈ C is induced by an optimal transport map r ∈ C , Remark 2.4 implies that
Theorem 2.7. Let ∈ P(R d ) be given and let C be the set of optimal transport maps defined by (2.1). For all γ ∈ P (R 2d ) there is a unique rγ ∈ C with
The minimizer rγ has the following properties:
Proof. To prove the existence of a minimizer, note that (2.4) is equivalent to
where γ(dx, dy) =: γ x (dy) (dx) is the disintegration of γ and
is the barycentric projection. This shows that the optimal transport map rγ ∈ C is the metric projection of the barycentric projectionγ
. Its existence and uniqueness are well-known.
Since C is in fact a cone in the Hilbert space L 2 (R d , ), the minimizer r is characterized by the following condition (see Lemma 1.1 in [27] ):
By definition ofγ, this inequality is equivalent to
(2.9)
Using this estimate for r = 0 and r = 2rγ, which are both in C because of its cone structure, we obtain (2.5). Inequality (2.6) follows from the choice r = id. Notice that using (2.5) in (2.9), we find that
Applying this estimate with r = ±b and b ∈ R d , we get (2.7)
Remark 2.8. There is an equivalent characterization of
see Theorem 8.5.1 in [5] . For all optimal transport maps r ∈ C we have that id + r is again optimal because C is a convex cone. Hence C ⊂ T P(R d ). Using the decomposition (1.13), we then find that inequality (2.8) is equivalent to
where P :
is the orthogonal projection. To compute the metric projection of γ onto the cone of optimal transport maps, we therefore only need the tangent component P (γ) of the barycentric projection of γ.
Remark 2.9 (Polar Cone). Inequality (2.10) is equivalent to 12) which means that the differenceγ − rγ is an element of the polar cone of C . Again we may replaceγ by its tangent component P (γ); see Remark 2.8.
We now want to rewrite the discussion above in terms of velocities instead of plans. To this end, consider the bijection
where τ > 0 is some fixed number. Its inverse function is given by
and the pushforward under H τ is an automorphism of P (R 2d ) for any
by defining r =: id + τ u. In a similar fashion, to every transport plan γ ∈ P (R 2d ) we can assign a generalized velocity by µ :
Theorem 2.10 (Velocity Projection). Let ∈ P(R d ) and τ > 0 be given. For any measure µ ∈ P (R 2d ) we consider the transport plan γ µ,τ := (H τ ) # µ ∈ P (R 2d ), and we let rµ,τ ∈ L 2 (R d , ) be the uniquely determined optimal transport map of Theorem 2.7, with γ = γ µ,τ . Then we define a velocity uµ,τ ∈ L 2 (R d , ) by rµ,τ =: id + τ uµ,τ -a.e., (2.13)
which has the following properties:
Proof. The equalities (2.14) and (2.16) follow immediately from the definitions and Theorem 2.7. To prove (2.15), notice first that (2.6) and (2.13) imply that
and so
Expanding the quadratic term in (2.15) and using (2.17), we obtain the result.
Stress Tensor
In this section, we will show that the difference in Theorem 2.10 between the velocity distribution determined by the measure µ ∈ P (R 2d ) and the optimal transport velocity uµ,τ ∈ L 2 (R d , ) can be decomposed into the divergence of a matrixvalued measure field, which we will call a stress tensor field, and a divergence-free component. We will derive a precise estimate on the size of the stress tensor.
We write S d for the set of all symmetric (d × d)-matrices, and
for the subsets of positive semi-definite resp. strictly positive definite matrices. For any A, B ∈ S d we denote by A, B := tr(AB) the inner product.
be the velocity projection of Theorem 2.10. Let
where µ(dx, dξ) =: µ x (dξ) (dx) is the disintegration of µ and
Using (2.14) in (3.2), and then inequality (2.15), we obtain
Proof. We modify the argument in [17] . For any measurable function f :
To simplify notation, we will omit the subscript µ, τ in the following.
Step
is induced by a convex function if and only if
is a symmetric and positive semi-definite matrix for all ϕ ∈ D(R d ) with ϕ 0, so that
This is equivalent to the following statement: the distribution T is induced by a convex function if and only if for all ϕ ∈ D(R d ) with ϕ 0, we have
Indeed, assume that (3.4) holds. Any A ∈ S d ++ can be written in the form
where λ i > 0 are the eigenvalues of A and e i are the corresponding eigenvectors, which form an orthonormal basis for R d . This implies that
which is nonnegative because of (3.4), and so (3.5) follows. Conversely, assume that (3.4) does not hold and there exist a ϕ ∈ D(R d ) with ϕ 0 and a
Without loss of generality, we may assume that |v| = 1. Then we define
which is a finite number. Now fix some orthonormal basis {e 1 := v, e 2 , . . . , e n } and an ε > 0 sufficiently small such that δ + (n − 1)αε < 0. Let
++ with tr(A) = d and we have that
Therefore, if (3.4) does not hold, then (3.5) does not hold either. This proves the following identity:
where
Here we assumed without loss of generality that the convex functions in (3.8) are upper semicontinuous. Recall that a convex function is continuous in the interior of its domain. By linearity, we have
It is easy to check that both (3.8) and (3.9) are convex cones.
Step 2. Any A ∈ S d ++ admits a unique square root given by
where λ i , e i are the eigenvalues and eigenvectors of A introduced in (3.6). In order to simplify notation, we will work with B instead of A = B 2 in the following. Defining the linear map B (x) := Bx for all x ∈ R d , we obtain that
, and that ϕ B 0 whenever ϕ 0. Therefore the distribution
It is well-known [10] that any subharmonic distribution is induced by a subharmonic function, so that T B = [φ B ], where φ B : R d −→ R may be assumed u.s.c. Since
Step 3. Assume now that is smooth and (x) > 0 for all x ∈ R d . Let
Since is smooth and positive, it is uniformly positive on compact sets, and so convergence in
, which in turn implies convergence in the distributional sense. Since
for all 1 i, j d and all k, we obtain that
Therefore there is a distribution T ∈ D (R d ) such that [r] = ∇T ; see [24] . Since
++ with tr(B 2 ) = d. Let C be the closed, convex cone of optimal transport maps introduced in (2.1). Since is absolutely continuous with respect to the Lebesgue measure, every r ∈ C is defined only almost everywhere with respect to L d . On the other hand, every cyclically monotone subset in R d ×R d is contained in the subdifferential of a convex function, which is single-valued everywhere outside a H d−1 -rectifiable set; see [1] . An optimal transport map in C with absolutely continuous with respect to L d is therefore uniquely determined as the gradient of a convex function. Hence
As a consequence of (3.7), we then find that
To simplify the notation, in the following we will no longer distinguish between a locally integrable function and the distribution it induces by integration.
Step 4. We now introduce the polar cones
for all B ∈ S d ++ with tr(B 2 ) = d. Then (3.11) implies that
(that is, the polar cone of C is the closure in L 2 (R d , ) of the convex hull of the polar cones of C ,B ); see Corollary 2 to Lemma 2.1 in [27] for a proof.
We now use the following characterization: 
Before proving Lemma 3.2 let us finish the proof of the proposition. Let ζ ∈ C ⊥ be given. By (3.12), there then exist sequences of integers N k ∈ N and
for all 1 i N k , with the property that
and
We now define
By linearity, we then have
Because of (3.15), the right-hand sides of (3.16) and (3.17) converge to the righthand sides of (3.1) and (3.2). In particular, the L 1 (R d )-norm of tr(σ k ) is uniformly bounded. Recall that for positive definite matrices the trace is equivalent to the trace-norm and thus to any matrix norm. Therefore the sequence {σ k } is uniformly
. By Banach-Alaoglu, there exists a subsequence (which we still denote by {σ k } for simplicity) and a measure
, and so (3.1) follows. To prove the estimate (3.2), we first note that
where ρ(A) := max{ v, Av : |v| 1} for all A ∈ S d ; see [7] . Since
is lower semicontinuous with respect to the weak* convergence of measures. Because of (3.18), we therefore obtain
Step 5. We consider now a general density ∈ P(R d ) and ζ ∈ C ⊥ . Let
Since ε (x) > 0 for all x ∈ R d , we can define ζ ε := ( ζ) ε / ε , which is smooth for all ε > 0. Since ϕ 1 is an even function, we have that
and so ε ∈ P(R d ) for all ε > 0. We now use the following identity: 19) which holds for all densities ∈ P(R d ) and vector fields ζ ∈ L 2 (R d , ); see [6] . The sup in (3.19) is taken over all vector-valued ξ ∈ C b (R d ). This yields
where ξ ε := ξ ϕ ε . We used Jensen's ineqality to estimate
. Consider now an r ∈ C ε . Note that since ε is smooth, every optimal transport plan over ε is in fact induced by a map. To prove that the convolution r ε := r ϕ ε is well-defined, let f be any component of the vector-valued function r. We denote by f + := max{f, 0} its positive part. We choose a sequence {s k } of simple functions with 0 s k (x) s k+1 (x) f + (x) for a.e. x ∈ R d and k ∈ N, and s 20) which is finite since r ∈ L 2 (R d , ε ). By monotone convergence, we have that
for all x ∈ R d . By Fatou's lemma and (3.20), we obtain that
In particular, we have that f +,ε is finite -a.e., and so f +,ε = f + ϕ ε is well-defined. Repeating the same argument for the negative part of f and for all other components of r we get that r ε := r ϕ ε is well-defined and r ε ∈ L 2 (R d , ). Moreover, since r coincides with the gradient of a convex function, and since convolution with a nonnegative function preserves the convexity, we conclude that r ε is still an optimal transport map and thus r ε ∈ C . For all r ∈ C ε we have that
By choice of ζ, the integral in (3.21) must then be nonpositive, thus ζ ε ∈ C
Moreover, we have the estimate
where we used that id ε := id ϕ ε = id for all ε > 0 because ϕ ε is an even function. Therefore the sequence {σ ε } is uniformly bounded in
. By the BanachAlaoglu theorem, there exists a subsequence (which we still denote by {σ ε } for simplicity) and a measure
Identity (3.1) now follows from (3.22) . To prove the estimate (3.2), we proceed as we did in Step 2, using the lower semicontinuity of the map σ → R d tr(σ) with respect to the weak* convergence of measures, and the convergence (3.24).
Proof of Lemma 3.2. We split the proof into several steps.
Step 1. We consider first the case when B = id, for which we have B 2 , D 2 = ∆. Let ζ ∈ C ⊥ ,id be given and recall that ζ ∈ L 1 (R d ) because of Hölder's inequality. For p − 1 > 0 small and r > d(1 − 1/p) there exists a constant C > 0 such that
by Sobolev embedding. If d 2, then we obtain a solution of the equation
by computing the integral transform 
We refer the reader to [25] for further information. By choosing r sufficiently close to d(1 − 1/p) we can obtain q arbitrarily close to d/(d − 1), thus q close to d. We claim that the function f defined above is nonnegative. To prove the claim, consider any g ∈ D(R d ) with g 0. If φ is the solution of ∆φ = g given by 
and then test (3.25) against ψ s . For the right-hand side, we obtain
If d 3, then we can estimate the first integral on the right-hand side as
A similar estimate holds if d 2 since φ grows at most linearly and ζ ∈ L 2 (R d , ). Moreover, by dominated convergence we obtain that
For the left-hand side of (3.25) we find
Recall that ϕ(s|x|) = 1 if |x| 1/s. Since g has compact support, the last integral in (3.27) equals R d f g for s small enough. If d 3, then we estimate
The constant C < ∞ depends on d and q, but not on s. Recall that q > d and that we can choose q arbitrarily close to d. For d = 2 we obtain a similar estimate with an additional factor log(s −1 ) because φ grows logarithmically. For d = 1 we obtain an additional factor s −1 because φ grows linearly. Similarly, we have
Again the constant C < ∞ depends on d and q, but not on s. Note that 1/|x| s whenever ϕ (s|x|) = 0, and that φ(x)/|x| is bounded for large x, even for d = 1 when φ(x) grows linearly at infinity. This yields the identity
Since ∇φ is bounded, we have that ∇φ ∈ L 2 (R d , ). We even have ∇φ ∈ C ,id because ∆φ = g 0. By choice of ζ, the last term in (3.28) must then be nonnegative. Since g ∈ D(R d ) with g 0 was arbitrary, we get that f 0.
Step 2. Formally, the identity (3.14) follows by testing (3.25) against the function 1 2 |id| 2 and integrating by parts. Since we do not know yet that f is integrable, we must proceed carefully and prove that all integrals are well-defined. To this end, let ϕ be given by (3.26) and define ψ s ∈ D(R d ) for all s > 0 by We now test (3.25) against ψ s and integrate by parts. We obtain
Note that h and r are smooth for all s > 0. The function φ s is bounded in L ∞ (R d ) uniformly in s, and φ s (x) −→ 2 for all x ∈ R d as s → 0. By dominated convergence, we therefore obtain
On the other hand, from (3.31) we find that
We claim that
where C := sup s>0 |2ϕ(s) + sϕ (s)| < ∞ and C < ∞ depends on d, C, and q, but not on β. Using (3.32), we then conclude that the function
To show that f is integrable, we now apply a similar argument again: Let
By the definition of φ s and h(s) above, we have that
which implies that
sh(s) ds for all 0 < β < α.
where the constant C < ∞ depends on d and q, but not on β. Recall that we may choose q arbitrarily close to d, thus d/q close to 1. Hence
On the other hand, by monotone convergence we know that
Then equation (3.14) follows. In particular, we have that f ∈ L 1 (R d ).
Step 3. If d = 1, then there is nothing left to do, so we assume now that d 2. Consider a general B ∈ S d ++ with tr(B 2 ) = d. Then we claim that r ∈ C ,B ⇐⇒r ∈ C¯ ,id , (3.33) Indeed if r ∈ C ,B andr,¯ are defined by (3.35), then
which is equivalent to R d |r| 2 since B is strictly positive definite. By the definition of C ,B , there exists a distribution T such that
. By (3.10), we have
Hence r ∈ C ,B entailsr ∈ C¯ ,id . Since B is invertible, these arguments work both ways, and so (3.33) follows.
For any ζ ∈ C ⊥ ,B andr ∈ C¯ ,id letζ, r be defined by (3.35). Then
which is equivalent to R d |ζ| 2 since B is strictly positive definite. We have
which is nonnegative since r ∈ C ⊥ ,B , by (3.33). We conclude thatζ ∈ C ⊥ ,id . Again the argument works both ways since B is invertible, which proves (3.34).
For given ζ ∈ C ⊥ ,B letζ ∈ C ⊥ , id be defined by (3.35). As shown in Step 2, there exists a nonnegativef ∈ L 1 (R d ) with the property that
, which is again a nonnegative function. Then we obtain the identity
, from which identity (3.13) follows.
To prove (3.14), we test (3.13) against the function ψ s defined in (3.29). Then
where φ s is defined in (3.30) and
Both φ s andφ s are uniformly bounded in x ∈ R d and s > 0. Since f ∈ L 1 (R d ) and since φ s (x) −→ 2 andφ s (x) −→ 0 for all x ∈ R d as s → 0, we can then apply the dominated convergence theorem to conclude that
For the right-hand side of (3.13)/(3.14), we proceed as in Step 2 above.
Variational Time Discretization
In this section, we discuss in detail a variational time discretization for the system of isentropic Euler equations (1.1). This scheme is a variation of the one we proposed in [12] . In the next two sections, we will then show that a sequence of approximate solutions generated by this discretization converges weakly and generates a Young measure that is a measure-valued solution of the isentropic Euler equations. 
is strictly convex and nonincreasing on (0, ∞). We also assume for simplicity that U is nonnegative. For ∈ P(R d ) we define the internal energy as
For ∈ P(R d ) and vector-valued m ∈ M loc (R d ) we define the kinetic energy as
We define the total energy as the sum E( , m) := K( , m) + U( ). Occasionally, we will write E( , u) instead of E( , m) with m = u, to simplify notation.
Definition 4.2 (Minimal Acceleration Cost). For any s > 0 let
for all x i ≡ (x i , ξ i ) ∈ R 2d . Then the Minimal Acceleration Cost is the functional
defined for all measures µ 1 , µ 2 ∈ P(R 2d ). Here Γ(µ 1 , µ 2 ) is the set of all transport plans β ∈ P(R 2d ×R 2d ) such that π i # β = µ i , where π i : R 2d ×R 2d −→ R 2d denotes the projection onto the ith factor with i = 1 . . . 2.
For given τ > 0, consider now ∈ P(R d ) and u ∈ L 2 (R d , ) with the property that U( ) < ∞ andr τ := id + τ u ∈ C . Define a measure µ ∈ P(R 2d ) by
with x ≡ (x, ξ). We proved in [12] that for all s ∈ (0, τ ) there exists a unique
where π :
denotes the projection onto the first factor. The minimizer µ s is induced by a density s ∈ P(R d ) and velocity u s ∈ L 2 (R d , s ) as in equation (4.3). In fact, the new density s is the unique 
because of Theorem 7.2.2 in [5] , the measure s depends continuously on s > 0. In particular, we have that τ = lim s→τ s with respect to the Wasserstein distance. There is a unique optimal transport map r s pushing s forward toˆ s given by r s := id + 2s
which is invertible sinceˆ s is absolutely continuous with respect to the Lebesgue measure. We denote the inverse map by z s := r −1 s . Equation (4.6) is still correct if s = τ , but then r τ may no longer be invertible anymore. We have
Moreover, we have the following energy dissipation estimate:
We refer the reader to [12] for more details. For all s ∈ (0, τ ) we now define a plan α s ∈ P(R 3d ) by
for all ϕ ∈ C b (R 3d ), with x ≡ (x, ξ). Then we have the following identities:
for all ϕ ∈ C b (R 2d ), and
where β s (x, y) := ξ − 3 2s ((x + sξ) − y) for all x ∈ R 2d and y ∈ R d . Again we refer the reader to [12] (in particular Proposition 4.5) for further information.
We now claim that the sequence {α s } is tight: Note that the first two marginals of α s do not depend on s; see (4.10). The third maginal of α s equals s , and { s } converges with respect to the Wasserstein distance to τ as s → τ . Therefore { s } is a tight set. The tightness of {α s } then follows from Lemma 5.2.2 in [5] . Applying Prokhorov's theorem again, we conclude that there exists a subsequence (which we still denote by {α s } for simplicity) and a measure α τ ∈ P(R 3d ) such that
By Proposition 7.1.3 in [5] , the measureγ τ ∈ P(R 2d ) defined by
is an optimal transport plan between andˆ τ , which is induced by the mapr τ and thus uniquely determined. Similarly, the measure γ τ ∈ P(R 2d ) defined by
is an optimal transport plan between τ andˆ τ , induced by r τ given by (4.6). We now define a measure µ τ ∈ P(R 2d ) by
By lower semicontinuity, we then obtain from (4.9) the energy inequality
Note that the new state µ τ may no longer be monokinetic. That is, the measure µ τ may not be induced by the density τ and an Eulerian velocity field as in (4.3). If we now apply the velocity projection defined in Theorem 2.10 to µ τ , however, then we obtain a velocity u τ ∈ L 2 (R d , τ ) with the property that id + τ u τ ∈ C τ . Moreover, the kinetic energy of ( τ , u τ ) is bounded above by the old energy:
In fact, we have a more precise estimate, which gives a lower bound bound on the energy dissipation; see (2.15). Combining (4.17) with (4.16), we obtain
Remark 4.3. In [12] we chose the timestep τ > 0 in such a way that the pushforward measureˆ τ is absolutely continuous with respect to the Lebesgue measure, and so the plan α τ between ,ˆ τ , and τ is uniquely determined by the two optimal and invertible transport mapsr τ and r τ . Here we use the velocity projection to compute an optimal transport velocity corresponding to some fixed timestep τ > 0 and then push the density forward in the direction of the new velocity as far as possible. This typically creates singular measures. In fact, in a very interesting, recent paper [21] , the authors explore the connection between the velocity projection and the sticky particle dynamics for one-dimensional pressureless flows, which are modeled by the system of conservation laws (1.1) with P (r) = 0 for all r 0. Then the density may become a singular measure in finite time. The physical interpretation is the following: Due to the absence of pressure, fluid element do not notice each other unless they collide, in which case they stick together to form a bigger particle. Total mass and momentum is preserved during the collision, but some kinetic energy may get lost. The velocity projection captures this behavior since in regions where the given transport map is not optimal, it introduces constant segments. This implies that a positive amount of mass may be concentrated at some location and thereby form a Dirac measure. We refer the reader to [21] for further details.
Note that even if the optimal transport plans between andˆ τ and between τ andˆ τ are unique and induced by the mapsr τ resp. r τ , whenˆ τ is singular there may be many plans α τ connecting the three measures. But the precise trajectory of fluid elements determines the new velocity through the function β τ above, which depends on the old position/velocity and the new position. All these plans give the same value for the minimal acceleration cost since A τ reduces to the Wasserstein distance in (4.5) from the pushforward measureˆ τ ; see Proposition 4.5 in [12] . We therefore choose for α τ the limit of α s as s → τ . Notice that when the internal energy vanishes, then the minimization (4.4) reduces to a free transport. That is, we have 
) be the velocity obtained by the velocity projection defined in Theorem 2.10 corresponding to the measure µ = µ τ k .
(3) Energy Minimization
Let α s ∈ P(R 3d ) be the plan defined above for µ = µ τ k and s ∈ (0, τ ). We denote by α τ k+1 some narrow limit of α s as s → τ , and by µ τ k+1 ∈ P(R 2d ) the measure given by (4.15). Increase k by one and continue with (2).
Then we define a piecewise constant curve (
Finally, we define the momentum m τ (t) := ( τ u τ )(t) for all t ∈ [0, ∞).
Combining (2.15) with (4.18), we obtain the following result: 
Young Measures
We consider now a sequence τ n → 0 and construct a corresponding sequence of densities/momentums as in Definition 4.4. We will use the superscript n instead of τ n in the following, to simplify notation. We obtain a sequence of functions
Our goal is to show that there exists a subsequence of {( n , m n )} that converges to a solution of the system of isentropic Euler equations (1.1), in a sense to be specified below. Let us first establish precompactness of the sequence in a suitable topology. Consistency with (1.1) will be considered in Section 6.
The only uniform bound on {( n , m n )} that is readily available, is the bound on the total energy provided by Proposition 4.5. We have that sup n ess sup
with E(r, m) := 1 2 |m| 2 /r + U (r) for all (r, m) ∈ H. The energy dissipation estimate
which also follows from Proposition 4.5, is too weak to enforce strong convergence of { n } in some Lebesgue space. We therefore try to identify a notion of convergence that relies only on the energy bound (5.1). Let us assume for the moment that the internal energy U is given by the power-law (1.3). Then (5.1) implies that sup n ess sup
for γ > 1 and p := 2γ/(γ + 1). By Banach-Alaoglu theorem, there exists a subsequence (which we still denote by {( n , m n )} for simplicity) such that
for suitable limit density/momentum ( , m). By lower semicontinuity of the total energy (see Section 2.6 in [2]), we find that m is absolutely continuous with respect to the measure L d , so that there exists a unique velocity field u ∈ L 2 (R d , ) with m = u. Moreover, for a.e. 0 a < b < ∞ we have the estimate
For more general internal energies, the above argument can be modified suitably. Note that by Proposition 4.5, the map
is nonincreasing in time, thus a function of bounded variation. Using Helly's theorem and extracting another subsequence if necessary, we may therefore assume that the sequence of maps (5.5) converges pointwise to a bounded, nonincreasing limit function. Using Fatou's lemma in (5.4), we obtain that
for a.e. 0 a < b < ∞, which implies the estimate
for a.e. t ∈ [0, ∞). In general, this inequality can be strict. Estimate (5.1) does not rule out the possibility of energy being lost due to the following mechanisms:
(1) Leakage to Infinity. There exists a sequence of subsets of R d that carry a certain fraction of the total energy, and that move to infinity as n → ∞.
(2) Concentrations. It is possible that the sequence of total energy densities concentrates energy on a sequence of subsets in R d whose Lebesgue measure converges to zero. In particular, it can happen that the sequence {E( n , m n )} converges weak* to a singular measure. On the other hand, the density/momentum and m in (5.3) are Lebesgue measurable, so E( , m) does not have singular parts. Concentration of energy also occurs when the density n converges to zero in some set, while the velocity u n grows without bound in such a way that the kinetic energy stays finite. In that case, the weak* limit of {E( n , m n )} in the measure sense might not be absolutely continuous with respect to L d .
(3) Oscillations. The sequence {( n , m n )} oscillates wildly as n → ∞.
In order to show that these effects do not occur for the sequence of approximate solutions {( n , m n )} we need stronger information in addition to the bound (5.1). In the following, we will discuss sufficient conditions that prevent concentration effects. We will also introduce a Young measure that is capable of capturing oscillations. It will allow us to represent limits of nonlinear functions of density and momentum, such as those relevant for the momentum equation in (1.1). Since we are interested in distributional solutions of the isentropic Euler equations, for which test functions are compactly supported, we are not concerned about leakage to infinity.
Our goal is to find a representation of the weak limits of sequences of the form {F ( n , m n )} for a sufficiently large class of functions F . This class should contain all nonlinear maps relevant to the momentum equation in (1.1). In the following, we will denote by W (H) the space of all functions defined as Note that E(r, m) −→ ∞ superlinearly in r and quadratically in m, as either r → 0 with m = 0, or as r + |m| → ∞. This implies that in both cases ϕ ∈ C 0 (H). We can represent more complicated nonlinear terms as follows:
Here we assumed the equation of state for a polytropic gas; see (1.2). For more general pressures a combination of nonzero c and ϕ is necessary. In the isothermal case with U (r) = κr log r, for which P (r) = κr, we can even choose c = 0.
To simplify notation, we will often use the short-hand z = (r, m) ∈ H in the following. We denote by P E (H) the space of all probability measures µ on H with the property that
for all ζ ∈ L 1 (Q) and F ∈ C b (H). Note that the sublevels {z ∈ H : E(z) R} for all R 0 are compact and convex. Since (5.1) implies that
we can use Remark 5.1.5 in [5] to conclude that the sequence of measures {ν n } is tight, thus precompact in the narrow topology, by Prokhorov's theorem. Therefore there exists a subsequence of {ν n } (which we still denote by {ν n } for simplicity) and a limit function ν ∈ L ∞ w (Q, P E (H)) such that
for all ζ ∈ L 1 (Q) and F ∈ C b (H). Our goal is to extend this convergence to all F from the class W (H). To achieve this goal, we need additional assumptions. Our first assumption excludes the possibility of energy concentrating on small sets:
We claim that if Assumption 5.1 holds, then (5.7) is true for all ζ ∈ L ∞ (Q) and all F ∈ W (H) of the form (5.6) with φ = 0. Note that these F are continuous in H. We first prove that the sequence {F ( n , m n )} if equi-integrable, and thus weakly precompact in L 1 (Q). For any ε > 0, there exists R 0 with
where L := ϕ L ∞ (H) + |c|. For all n and all A ⊂ Q Borel we can then estimate
We decompose the latter integral and obtain
for all n, using (5.8). This implies that
for all n, which is less than ε for all A ⊂ Q with sufficiently small Lebesgue measure. We conclude that the sequence {F ( n , m n )} is equi-integrable. We now define E R (z) := min{E(z), R} and U R (z) := min{U (r), R}, and set
for all z = (r, m) ∈ H and R 0. Then we have F R ∈ C b (H), and so (5.7) holds for F R and all ζ ∈ L ∞ (Q). By Assumption 5.1, there exists R 0 such that
where L := L ζ L ∞ (Q) , which implies that
For all ζ ∈ L ∞ (Q), we can then estimate
which is less than ε for n large. Therefore the map F (r, m) defined by
is in L 1 (Q), and that
for all F ∈ W (H) of the form (5.6) with φ = 0. For given φ ∈ C (S d−1 ), we now consider the map 
Note first that since the kinetic energy can be bounded above by the total energy, we can repeat the argument above to show that the sequence {F φ ( n , m n )} converges weakly in L 1 (Q) (after extracting another subsequence if necessary). We only need to show that the limit can be represented by the Young measure ν as in (5.10) and (5.9). By Assumption 5.2, there exists R 0 such that
Recall that z = (r, m) ∈ H. By Assumption 5.1, we can choose R 0 such that
We now choose ψ ∈ C (H, [0, 1]) with compact support and ψ(z) = 1 for all z ∈ H with E(z) R and r 1/R.
which is less than ε if n is large enough, because of (5.7). This proves (5.10) for all functions F ∈ W (H), with F (r, m) ∈ L 1 (Q) defined in (5.9). Consider now an increasing sequence {Q l } of compact subset Q l ⊂ [0, ∞) × R d that converges to the whole space [0, ∞) × R d as l → ∞. Repeating the argument above successively for all l, we obtain the following result: Proposition 5.3 (Young Measure). Suppose that the sequence {( n , m n )} of functions generated by the time discretization of Definition 4.4 satisfies
uniformly in n, for all 0 a < b < ∞. Then there exist a subsequence (which we still denote by {(
Proposition 5.3 gives sufficient conditions for the absence of concentration effects. Moreover, the Young measure constructed above allows us to represent the limits of nonlinear compositions {F ( n , m n )} for all test functions F ∈ W (H). Note that after extracting another subsequence if necessary, we may assume that r = and m = m, with density and momentum m given by (5.3).
Proposition 5.4 (Strong Convergence). Suppose that the sequence {( n , m n )} satisfies the assumptions of Proposition 5.3 and generates a Young measure ν as explained there. Then we have (
Proof. It is known that property (5.11) of the Young measure is equivalent to
see Lemma 5.4.1 in [5] . Together with (5.3) this implies strong convergence.
Measure-Valued Solutions
In this section, we study the consistency of the sequence of functions {( n , m n )} constructed in Definition 4.4, for the system of isentropic Euler equations (1.1). Recall that we have the uniform energy bound sup n ess sup
and the energy dissipation bound
2)
The right-hand side of (6.2) is uniformly bounded by the initial total energy. We will also require in the following that the assumptions of Proposition 5.3 are satisfied.
That is, for all 0 a < b < ∞ we assume that
uniformly in n. After extracting a subsequence if necessary, the sequence {( n , m n )} generates a Young measure ν as explained in Proposition 5.3. Notice that assumptions (6.3) and (6.4) are quite natural. In particular, they are satisfied whenever the sequences { n } and {u n } are uniformly bounded in L ∞ . We can now state our main result. Theorem 6.1 (Measure-Valued Solutions). Let (¯ ,ū) ∈ TP(R d ) be given such that E(¯ ,m) < ∞ wherem :=¯ ū. Suppose that the sequence {( n , m n )} generated by the time discretization of Definition 4.4 for some τ n → 0 satisfies
uniformly in n, for all 0 a < b < ∞. Then there exist a subsequence (still denoted by {( n , m n )} for simplicity) and a Young measure ν ∈ L ∞ w ([0, ∞) × R d , P E (H)) as defined in Proposition 5.3 with the following properties:
(1) Continuity Equation Defining := r and m := m , we have
and (0, ·) =¯ in the sense of distributions.
(2) Modified Momentum Equation
With the notation above, we have
and m(0, ·) =m in the sense of distributions.
(3) Energy Inequality For a.e. 0 t 1 < t 2 < ∞ we have the inequality
Moreover, we have that E(r, m) (0, ·) = E(¯ ,m) a.e.
We proved the continuity equation and the energy inequality already in [12] , so here we will concentrate on the momentum equation. Since we assume initial data with finite energy, the estimate (6.7) and lower semicontinuity imply that the total energy will be finite for all times. Therefore there exists a velocity u t ∈ L 2 (R d , t ) where t := (t, ·) such that m(t, ·) = t u t for a.e. t ∈ [0, ∞). Then Theorem 8.3.1 in [5] and (6.5) imply that the curve t → t is absolutely continuous with respect to the Wasserstein distance. We refer the reader to [12] for more details.
As explained in Section 1, the momentum equation (1.1) formally follows from (6.6) once we know that the velocity field u t is tangent, and thus a gradient vector field. On the level of the time discretization of Definition 4.4 we are working with velocities that are indeed tangent, but in principle this property may be lost in the limit τ n → 0. In fact, one can prove the following result: Assume that there exists a sequence of densities k that converges weakly in L 1 (R d ) to a limit . Consider a sequence of tangent vector fields u k ∈ L 2 (R d , k ) with uniformly finite energy such that the momentum m k := k u k converges weakly in L p (R d ) to a limit m, for some p > 1. This defines a new velocity u ∈ L 2 (R d , ) via m =: u, and any vector field u ∈ L 2 (R d , ) can be approximated in this way, if the densities k are allowed to vanish at finer and finer scales; see [13] . This phenomenon is well-known also in the context of variational convergence for Dirichlet forms; see [20] . It has been suggested in [23] to use Young measures to identify necessary conditions for the preservation of the gradient structure for varying densities.
On the other hand, if there exists an open set Ω ⊂ [0, ∞) × R d on which the sequence of densities n stays uniformly bounded away from zero as n → ∞, then the limit velocity will still be a gradient vector field in Ω. In this case, the Young measure ν constructed in Theorem 6.1 is in fact a gradient Young measure. This concept has been studied in great detail in the literature; see [15] .
Proof. We prove (6.6). Let ζ ∈ D([0, ∞) × R d ) be given and let ζ := ∇ζ. Then 
we obtain the following identity: for all ϕ ∈ C b (R d ) we have 
where T > 0 as above. The first integral on the right-hand side is bounded uniformly in n by the energy inequality (6.1). For the second integral, we have
Let ε > 0 be given. By choosing R 0 large enough, we can make the right-hand side less than ε/2 uniformly in n, because of assumptions (6.3) and (6.4). Hence (6.10) converges to zero as τ n → 0. On the other hand, we have
by Proposition 5.3, and so our claim follows.
Step 2. To estimate the second term on the right-hand side of (6.8), we write
which implies the estimate 11) which is uniformly bounded by (6.1). We sum in k and obtain
× ess sup
, using the Cauchy-Schwarz inequality. The sum on the right-hand side is controlled by the energy dissipation estimate in (6.2). Hence (6.12) vanishes as n → ∞.
Step 3. Using integration by parts, we can write
We used the fact that P ( [5] . From (6.9), we get
where K is a bounded set with spt ζ(t, ·) ⊂ K for all t ∈ [0, ∞). Now we use the estimate P (r) C(1 + U (r)) for all r ∈ [0, ∞), with C > 0 some constant. We can then sum in k and arrive at
The right-hand side vanishes as n → ∞, and
(∇ · ζ) P (r) (t, x) dx dt.
Step 4. By Theorem 3.1, there exist σ
and the latter integral can be estimated as .
