A MODEL OF COMPUTATION
Random variate generators that are conceptually simple and quick to program become invariably popular, even if they are not as efficient as some more complicated methods. We explore and survey the simplest end of the spectrum-the generators that can be implemented in one line of code. We assume throughout that an unlimited source of i.i.d. uniform [0,1] random variates (J1, U2, . . . is available.
When discussing one-liners, we must distinguish between two situations:
in the ordinary case, each request of a uniform variate is fulfilled by another number from this sequence. In the extended case, we may index our requests by U1 , Uz, and so forth, so that repetitions of the same uniform variate within the code are possible. This will be called an extended one-liner.
The standard operators +, -, *, / are available, as are mod, round,
1.], sign, [.1, 1.1, sin, COS, exp, log, tan, atan. Many functions may be derived from these using only a constant number of combinations. Some may include more complicated functions such as 1? or~, but these will not be required for the discussion below.
One may think of a one-liner as an expression tree in which the leaves are uniform [0, 1] random variables or constants, and the internal nodes are the operators or functions in the accepted class of operators, which we shall call 7. In a simpkl one-liner, each leaf has a different uniform random variate associated with it.
In an extended one-liner, repetitions may occur. We may put thk differently. Each expression may be represented as a directed acyclic graph (or "dag" ), in which the leaf nodes contain constants or U~'s, but each U~occurs only once. If multiple Ui nodes are disallowed, Extended one-liners are implementable by dags, while simple one-liners are implementable by trees. We should point out here that some smart compilers may transform expressiona witli repetitions into dags before machine translation. The well-known Box-Muller formula for normal random variates,
is thus a simple one-liner. However, the equivalent form
is an extended one-liner. The figure below depicts the expression trees for both forms of the ,Box-Muller Devroye formula.
When we have a family of distributions with parameter(s) 6, then it is of interest to have expression trees that have a fixed structure, independent of 0.
The value 0 appears at best in one or more leaves. For example, if a gamma (k) random variable is generated in one line by summing k independent exponential random variates, then the structure itself of the expression tree changes with k, and indeed, its size grows proportionally with k. For a family of distributions, we define a jlxed one-liner as one whose expression tree has a given structure, whose internal nodes have fixed operators, and whose leaves have constants, the value 0, or uniform random variates. The operator "take the i-th component of a vector (such as 0)" is in the set of accepted operators.
With the previous set-up, if the family of operators and functions has k members (which is fixed of course), and if each member is unary or binary say, then the number of possible trees on n internal nodes does not exceed This limits the numbers of families we may construct using the basic operations.
Still, by making n even moderately large, the possibHities are virtually unlimited.
We will take a little tour of the popular distributions and exhibit a number of (mostly known) one-liners. Notable exceptions are the gamma and Poisson distributions. (with density e-lzl/2), C is Cauchy (with density I/(n-(l + X2))), Ta is Student t(a) (with density l/(13 (a/2, l/2)@l + z2/a)*) , where a > O).
Some densities are best defined in terms of their characteristic functions q. A partial list follows below (note that K(Q) = a -21@>l): S'a,O is symmetric stable with q(t) = e-ltlu, 0< CY52, Sa,fl is stable (cr, @ with @) = e-l'lae-'(" ,o<a <2, a # 1, /3 c [-1, 1], S1,6 is stable (1,/3) with p(t) = e-{t\(~/2+@sign(t) lwl~i), --1 < @~1, Sa,l is positive -extreme stable with p(t) = e-l~l"e-i(" ,0< a <1, G= is gamma In this manner, we note that E~-log U as A tail of the Rayleigh distribution has dktribution function F'(z) = 1 -e% (zã > O), so that random variates may be obtained as~~.
The hyperbolic secant distribution function is F(z) = 1 -(2/7r) arctan(e-""t2).
Random variates may be obtained as (2/7r) log tan (7rU/2). with the arcsine density (note: our arcsine densi~is in fact a linear transformation of the standard arcsine density 2/ (~~-), O < z < 1). A simple exercise in analysis shows that if R and A are independent, and R has density j on [0, 00), then X = RA has density EXAMPLE 1: THE NORMAL DENSITY. If
in which we recognize a shifted version of the symmetric beta density. In the last step, we used a prop is usually referred to as the quartic kernel. Note that Ulrich's formula is not valid for a < 1/2. A fixed oneIiner for the entire symmetric beta family is given in the next section. The last relationship in fact describes the genesis of the t-distribution.
The quantity under the square root in the first equation has a beta II (or F') distribution.
Routine calculations show that Y&~~a(U-2/a -1) .
One could thus generate T. in one line using two independent uniform [0, 1] random variates U1 and Uz since T.~~=cos (2.u2) .
This method for t-variates was pointed out by Bailey (1994 Just as with the Johnson family, the family covers the entire skewness-kurtosis plane. And the one-liners are fixed as well for the family.
REPRESENTATION THEOREMS
Sometimes densities, distribution functions or characteristic functions can be written w integrals, which, upon closer inspection, reveal some method for generating random variates.
Two examples follow that lead to useful one-liners.
with parameter a c [1, 2]:
Thus, a Linnik random variate can be generated as SE/W where S is a random sign, E is exponentially distributed, and W has density g. Using the transformation, v = u", it is easy to establish that W is distributed as (~a
where C is a Cauchy random variable restricted to C > l/tan~. Equivalently, C is distributed as tan(~(1 -aU)), where U is uniformly distributed on [0, 1]. In summary, we have
Not in partcular that if E is exponential, S is a random sign, L is Laplace, C is Cauchy, and Nl, Nz are i.i.d. normal random variates, then THE STABLE LAWS. Ibragimov and Chernin (1952) and Zolotarev (1966 Zolotarev ( , 1986 
SCALE MIXTURES
We say that X is a scale mixture if X = YZ can be decomposed as the product of two independent random variables Y and Z. Such mixtures are wnvenient ways of trying to discover one-liners. Famous scale mixtures occur when Y is uniform [0, 1] . In that case, the distribution of X is unimodal with a peak at the origin, and the mixture is called a Khlnchine mixture.
One should try replacing Y with all random variables for which one-liners are already known. where we used the fact that the two-sided Laplace transform of S1,1 ia e-s logs for s >0 (Zolo-ta-rev, 1986, p. 112) .
CAUCHY SCALE MIXTURES. Let C be standard Cauchy and let X be a positive random variable with two- This is particularly helpful if~(z) has a factor e-l~lb. The one-liner suggested by is due to Devroye (1990 
