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Abstract 
In this thesis we study the dynamics of cosmological scenarios inspired by quantum 
gravity. 
Part I investigates novel features of the semi-classical regime of homogeneous and 
isotropic loop quantum cosmology. Dynamics in this regime becomes modified by non- 
perturbative quantum effects, subject to a number of ambiguities. For a flat universe 
the quantum effects accelerate a scalar field along its self-interaction potential during a 
period of super-inflation. We study how this behaviour can in principle set the initial 
conditions for subsequent slow-roll inflation. We also calculate a first approximation 
for the spectrum of perturbations produced during the super-inflationary phase. For the 
positively-curved case we investigate how a bounce from a contracting to an expanding 
phase can occur, and show that this can lead to oscillations of the universe. During the 
oscillations the inflaton field can roll monotonically up its potential. Once the potential 
energy becomes sufficiently large, however, the cycles end and inflation commences. 
For a constant potential the oscillations occur about a centre fixed point allowing the 
construction of `new emergent universe' scenarios where the universe is past-eternally 
an Einstein static universe, but subsequently evolves into inflation. 
Part II considers positively-curved braneworld models in which the dynamical equa- 
tions become modified in such a way as to permit a bounce. It is conjectured that models 
of this type can exhibit similar behaviour to the positively-curved LQC scenario. General 
conditions for this behaviour are determined in braneworld settings and we investigate an 
explicit example - the baneworld of Shtanov and Sanhi - in detail. 
Declaration 
I hereby declare that the work presented in this thesis is my own, unless otherwise stated, 
and resulted from collaborations with Martin Bojowald, Geogre Ellis, James Lidsey, Nel- 
son Nunes, Parampreet Singh and Reza Tavakol. Some of the content of chapters 3-7 and 
chapter 9 has been published in the articles: 
D. J. Mulryne & N. J. Nunes, Constraints on a scale invariant power spectrum from 
superinflation in LQC, to appear in Phys. Rev. D. 
J. E. Lidsey & D. J. Mulryne, A graceful entrance to braneworld inflation, 2006, Phys. 
Rev., D73,083508 (11 pages). 
D. J. Mulryne, R. Tavakol, J. E. Lidsey & G. F. R. Ellis, An emergent universe from a 
loop, 2005, Phys. Rev., D71,123512 (11 pages). 
D. J. Mulryne, N. J. Nunes, R. Tavakol & J. E. Lidsey, Inflationary cosmology and 
oscillating universes in loop quantum cosmology, 2005, Int. J. Mod. Phys., A20,2347- 
2357. 
J. E. Lidsey, D. J. Mulryne, N. J. Nunes & R. Tavakol, Oscillatory universes in loop 
quantum cosmology and initial conditions for inflation, 2004, Phys. Rev., D70,063521 
(6 pages). 
M. Bojowald, J. E. Lidsey, D. J. Mulryne, P. Singh & R. Tavakol, Inflationary cosmology 
and quantization ambiguities in semi-classical loop quantum gravity, 2004, Phys. Rev., 
D70,043530 (15 pages). 
David Mulryne 
13 September 2006 
2 
Acknowledgements 
First, I wish to thank my supervisors Jim Lidsey and Reza Tavakol for their tireless help 
and guidance. Not only have they provided me with a continuous supply of research 
ideas, but have also been a constant source of inspiration. I am particularly indebted to 
them for their insightful comments and strong, but hugely constructive, criticism of this 
thesis. This final product of my last three years' work would have been a shadow of its 
present form without them. 
I thank also my other collaborators, with whom it has been a pleasure and privilege to 
work: Martin Bojowald, George Ellis, Nelson Nunes and Parampreet Singh. In particular, 
I thank Nelson, a friend as well as collaborator, for sparing so much of his own valuable 
time to discuss cosmology (and so much more) and instruct me in the art of numerical 
work. 
My family have always been a constant source of encouragement to me. I am es- 
pecially grateful to my parents for their love and support (monetary and emotional! ). I 
thank my father for his knowledgeable advice and invaluable efforts in proof reading, and 
my mother for the unlimited, unquestioning support only a mother can provide. Thanks 
also to Phil and Christine; Mark, Caroline, Josh and Daniel; and to Ruth and Pete. 
I am blessed to have many friends (too many to name! ) who seem to find it bearable 
to spend time with me. Without them I would not have survived the last three years. 
Thanks to you all, and particularly to Anne, Bob, Charles, Chris, David, James, Simon 
and Rose for your friendship. And thanks to my fellow cosmology and relativity PhD 
students Carlos, Ed, John, Kotub and Will for reminding me that I was not suffering 
alone! 
Finally, I'd like to thank Jackie. There is no space to illustrate all the reasons why, so 
let me simply dedicate this thesis to her. 
3 
Contents 
1 Background and Motivation 9 
1.1 The standard model of cosmology ............... ...... 9 
1.2 Relativistic cosmology ..................... ...... 10 
1.3 Scalar field dynamics and chaotic inflation ........... ...... 13 
1.4 The power spectrum from inflation ............... ...... 15 
1.4.1 Power-law inflation ................... ...... 18 
1.4.2 General potentials ................... ...... 19 
1.5 A working example ....................... ...... 
20 
1.6 Motivation for considering fundamental theories ........ ...... 
22 
I LQC 24 
2 Background 25 
2.1 The structure of loop quantum gravity ................... 
27 
2.1.1 Composite operators and the constraints .............. 
28 
2.1.2 The scalar field Hamiltonian in the full theory ........... 
29 
2.2 Isotropic loop quantum cosmology ..................... 
31 
3 The semi-classical regime and its ambiguities 35 
3.1 Semi-classical approximation ........................ 
35 
3.1.1 The logarithmic derivative of Dj, l (a) ................ 
40 
3.1.2 A density bound .......................... 
40 
3.2 Additional ambiguities ........................... 
41 
3.3 Comparing ambiguities ........................... 
44 
4 The initial conditions for inflation 46 
4.1 The question of initial conditions ............ .......... 
46 
4.2 Setting the initial conditions in LQC .......... .......... 
48 
4.3 Approximate analytic scheme .............. .......... 
50 
4 
Contents 5 
4.3.1 Transition from semi-classical to classical dynamics ... .... 50 
4.3.2 Classical dynamics ..................... .... 51 
4.3.3 HAM Quantisation ..................... .... 53 
4.3.4 FRIED Quantisation .................... .... 55 
4.4 Numerical results ........................... ... 56 
4.4.1 {cinit = 0, &it > 0,1 = 3/4} ................ ... 56 
4.4.2 Effects of varying l...................... ... 57 
4.5 Discussion ............................... ... 60 
5 Bouncing universes and inflation 63 
5.1 A brief history of cyclic universes .............. ....... 64 
5.2 Bouncing universes in LQC .................. ....... 66 
5.2.1 A perfect fluid description .............. ....... 67 
5.3 The initial conditions for inflation .............. ....... 70 
5.3.1 Oscillations with a massless scalar field ....... ....... 70 
5.3.2 Self-interacting scalar field .............. ....... 73 
5.3.3 Analytic approximation ............... ....... 76 
5.3.4 Comparison with numerics .............. ....... 77 
5.3.5 Parameter space of a viable model .......... ....... 79 
5.4 Scalar fields with negative potentials ............. ....... 81 
5.5 Discussion 
........................... ....... 85 
6 An emergent universe from a loop 88 
6.1 The classical emergent universe ................ ...... 90 
6.1.1 Construction of the emergent universe ......... ...... 91 
6.2 Static solutions in semi-classical LQC ............. ...... 92 
6.2.1 Equilibrium points and the equation of state ...... ...... 98 
6.3 Emergent inflationary universe in LQC ............. ...... 100 
6.3.1 The dynamics of emergence .............. ...... 101 
6.3.2 The energy scale of inflation .............. ...... 102 
6.4 A specific emerging universe .................. ...... 103 
6.5 Emerging quintessential inflation ................ ...... 105 
6.6 Discussion 
............................ ...... 107 
7 The super-inflationary spectrum 111 
7.1 Power law evolution in LQC ........................ 113 
7.1.1 Massless scalar field ........................ 114 
7.1.2 Scaling solution ........................... 114 
Contents 6 
7.2 Perturbation theory ............................. 115 
7.3 Power spectrum ............................... 116 
7.3.1 Massless field ............................ 118 
7.3.2 Scaling solution ........................... 120 
7.4 Discussion .................................. 122 
II Braneworlds 126 
8 Background 127 
8.1 Motivation for considering braneworlds .......... ........ 127 
8.2 Braneworlds and cosmology ................ ........ 129 
8.2.1 Construction of a RS2 braneworld ......... ........ 130 
8.2.2 Modified dynamics and cosmology ........ ........ 133 
8.2.3 Bouncing braneworlds 
............... ........ 135 
9A graceful entrance to braneworld inflation 137 
9.1 The equation of state ............................ 138 
9.2 The phase space description ........................ 139 
9.3 Conditons for centre and saddle points ................... 142 
9.3.1 Relativistic cosmology ........... ............ 142 
9.3.2 Braneworld scenarios ............ ............ 143 
9.4 Shtanov-Sahni braneworld 
............. ............ 144 
9.5 No dark radiation .................. ............ 145 
9.6 Effects of dark radiation .............. ............ 147 
9.6.1 m< mcrit .................. ............ 150 
9.6.2 m> mcrit .................. ............ 153 
9.7 Discussion ...................... ............ 157 
10 Concluding summary 160 
References 163 
List of Figures 
3.1 The inverse volume for different values of j........... ..... 36 
3.2 The inverse volume for different values of 1........... ..... 37 
3.3 The function Dl (q) for different values of 1........... ..... 37 
3.4 The function d In Dj, j (a) / Ina for different values of 1...... ..... 42 
4.1 Analytic results for HAM quantisation .......... ......... 
58 
4.2 Numerical results for HAM quantisation .......... ........ 
58 
4.3 Analytic results for FRIED quantisation .......... ........ 
59 
4.4 Numerical results for FRIED quantisation ......... ........ 
59 
5.1 Time evolution of 0, H and a when V=0. ................ 72 
5.2 Illustrating how the density and curvature vary as a function of the scale 
factor .................................... 73 
5.3 Illustrating the time evolution of 0, a, the kinetic and potential energy 
and the curvature term ........................... 78 
5.4 The dependence of Omi on a; n; t and j................... 79 
5.5 Regions of parameter space which lead to successful inflation ....... 80 
6.1 The form of the functions A and B..................... 95 
6.2 The equilibrium points and phase space for V=0............. 96 
6.3 The equilibrium points and phase space for 0<V< V* .......... 97 
6.4 The equilibrium points and phase space for V<0............. 99 
6.5 Possible forms of the emergent potential if conventional reheating occurs 104 
6.6 Time evolution of the scale factor and scalar field for an emergent universe 106 
6.7 Time evolution in the region of emergence ................. 
106 
6.8 The form of a potential which can realise emerging quintessential inflation 108 
9.1 A sketch of the phase spaces required for a graceful entrance ....... 140 
9.2 The phase space of the S-S model with m=0 and V< Vcr; t ....... 148 
9.3 The phase space of the S-S model with m=0 and V> Vcrit ....... 149 
9.4 The position of the equilibrium points in the S-S model for m< mcr; t .. 151 
7 
List of Figures 8 
9.5 The phase space of the S-S model with m < merit and V< Vcrit2 .... . 152 
9.6 The phase space of the S-S model with m < merit and V> Vcrit2 .... . 153 
9.7 The position of the equilibrium points in the S-S model for m> merit . . 154 
9.8 The phase space of the S-S model with m > rrmcrit and V< Vcrit3 .... . 155 
9.9 The phase space of the S-S model with m > merit and V> Vcrit3 .... . 156 
Chapter 1 
Background and Motivation 
As our understanding of fundamental theories of physics continues to advance, this in 
turn helps us to understand phenomena which may have occurred in the extreme condi- 
tions of the very early universe. In particular, theories of high energy particle physics and 
of quantum gravity continue to inspire new scenarios of the early universe, which aim to 
resolve shortcomings in our understanding of the universe's evolution. It is also hoped 
that by studying these scenarios one may open a window into possible observational 
consequences of the theories which inspire them. 
This thesis develops novel scenarios, inspired by quantum gravity, which aim to ad- 
dress questions regarding the earliest stages of the universe's existence. In this chapter, 
we present some useful background to cosmology and particularly to the very early uni- 
verse and the inflationary scenario. This is not intended as a comprehensive review, for 
which the reader can turn to the numerous excellent standard texts (see for example Pea- 
cock, 1999; Liddle and Lyth, 2000; Dodelson, 2003, and references therein). 
1.1 The standard model of cosmology 
Due to modern high precision observations and a well developed theoretical framework 
in which to interpret them, the last few years have seen the emergence of what has 
come to be known as the `standard model' of cosmology. Observations include those of 
the cosmic microwave background (CMB) (most recently by the Wilkinson Microwave 
Anisotropy Probe (WMAP), Spergel et at, 2003,2006), the distant supernovae (Riess 
et al, 1998; Perlmutter et at, 1999), large scale structure (see for example Tegmark et at, 
2004) and the luminosity of galactic clusters (White et al, 1993). When combined with 
constraints from the hot big bang model of the universe and particularly from primor- 
dial nucleosynthesis (Smith et al, 1993; Walker et al, 1991), these observations have 
constrained the `cosmological parameters' with unprecedented accuracy. In particular, it 
9 
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appears that the geometry of our universe can be well described, on the largest scales, 
by a flat Friedmann-Robertson-Walker (FRW) metric. Moreover, the universe's dynam- 
ics appear to be accurately described by the field equations of general relativity (GR) 
for such a metric when the matter content of the universe consists of three major com- 
ponents. These are baryonic matter, which accounts for approximately 4% of the total, 
an unknown form of non-baryonic matter called cold dark matter (23%), and another 
unknown component called `dark energy' (73%) which acts to accelerate the universe's 
expansion. Finally, the observations (particularly those of the CMB) also reveal that the 
origin of structure in the universe is consistent with small primordial perturbations with 
a near scale-invariant power spectrum (see section 1.4). 
With regard to the very early universe, the cornerstone of our current understanding 
has become the theory of cosmological inflation. Inflation arises when the expansion of 
the universe accelerates (see, in particular, Starobinsky (1980); Guth (1981); Albrecht 
and Steinhardt (1982); Hawking and Moss (1982); Linde (1982,1983) and for reviews 
Lyth and Riotto (1999); Lidsey et al (1997); Liddle and Lyth (2000)). Inflation was ini- 
tially introduced to solve a number of problems with the hot big bang model, including 
the horizon problem, the flatness problem, the homogeneity problem, and the relic prob- 
lem (see Kolb and Turner, 1990, for a detailed discussion of these problems). Much more 
importantly, however, it was soon realised that inflation also provides a mechanism for 
generating the correct form of primordial perturbations needed to seed cosmic structure. 
It is this facet of the scenario which has consolidated inflation's position as a central tenet 
of the standard model of cosmology. 
Let us now develop the quantitative framework for discussing the evolution of the 
universe, and the inflationary scenario. 
1.2 Relativistic cosmology 
Modelling the universe using the homogeneous and isotropic FRW metric agrees well 
with observations, and forms the basis for the study of relativistic cosmology. The FRW 
metric can be written as 
ds2 = g,,,,, dx t dx' 
2 
= c2dt2 - a2(t) 
dr 
2+ r2 
(do2 + sin2(O)do2) (1.1) Li -kr 
where k= {0, -1,1} for flat, negatively-curved, or positively-curved spatial sections, 
respectively. 
The evolution of such a universe can be connected to its matter content via a theory 
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of gravitation. In particular, the usual assumption is that below Planck scale energies the 
correct theory is General Relativity (GR). The Einstein field equations of GR are derived 
by varying the action 
4 
S= -167rG dx4 R+f dX4 Gm (1.2) 
with respect to the metric g,,,, where Gm represents the Lagrangian density of the matter 
fields. The resulting equations are given by 
87rG C-T 
µv = 
Rµv 
-2 
R94v = 
C4 
Tµv 
1 (1.3) 
where G is the gravitational constant and c is the speed of light. Gµ is called the Einstein 
tensor, and R,,,,, and R= R11 are the Ricci tensor and scalar respectively'. T,,,,, is the 
stress-energy tensor, which arises from the variation of the matter Lagrangian thus 
Tµv =2 69µ 
For a perfect fluid, the stress-energy tensor takes the form 
TA' = 
(P 
+ p) uµuv - P9AV i 1.5) 
where p is the energy density, p the pressure and u1 the four-velocity of the matter. As- 
suming that the matter content of the universe corresponds to one or more non-interacting 
perfect fluids co-moving with the expansion of the universe, the field equations become 
the Friedmann equation 
H2 
(j, )2 87rG 
A2 (1.6) 
a3a 
and the Raychaudhuri equation 
1Y = -47rG (pi + pi) + (1.7) 
i 
and these lead to the conservation equation for each fluid 
PZ=-3H(pi+pi) " 
(1.8) 
The energy density and pressure of a fluid are related through the equation of state defined 
by 
pi 
_- 
Pi 
(1.9) 
- For completeness we recall that Rµ = Rµp,,, where R" ILPV _ (äPrµ + r; µr p) 
(a,, F p+ rPE) 
is the Riemann tensor, and rI, 'P = 2g17' (ag, 7p + apgj - 
a,, gp) are the Christof- 
fel symbols. 
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Solving Eq. (1.8) with a constant equation of state gives pi oc a-3(1+w' . For the standard 
matter sources of non-relativistic and relativistic matter, w=0 and w= 1/3 respectively. 
An important point to note is that within this model any matter sources with w> -1/3 
lead to a curvature singularity as a -* 0, which implies a singular origin for our universe. 
The inflationary scenario describes a universe which is undergoing accelerated ex- 
pansion. Eqs. (1.6) and (1.7), coupled with the expression 
= H+H2 (1.10) 
a 
imply that in order for acceleration to occur we require the condition 
Epi <-13 >PZ (1.11) 
Z 
to be met, which is not possible with standard matter sources alone. This condition is 
equivalent to a violation of the strong energy condition, which for a FRW cosmology is 
equivalent to the conditions p+p>0 and p+ 3p > 0. The simplest way to realise 
acceleration is to introduce a matter source with stress-energy tensor Tµv = Ag,, where 
A is known as the cosmological constant. From a particle physics point of view this 
is interpreted as the vacuum energy of spacetime, since it is invariant under Poincare 
transformations. The vacuum energy describes a matter source with equation of state 
w= -1, and can clearly give rise to acceleration if it accounts for a sufficient fraction of 
the universe's density. 
In order to develop a realistic inflationary scenario, however, a constant vacuum en- 
ergy is not particularly useful, since a universe sourced by a such a term would be eter- 
nally inflating. On the other hand, one can also imagine a universe in which the vacuum 
energy changes, allowing an exit from the inflationary phase. This could occur either 
through a rapid change associated with a phase transition, or through a more gradual 
relaxation of the vacuum energy. One realisation of this latter possibility, the chaotic 
inflationary scenario (Linde, 1983), has become the favoured standard model of early 
universe inflation. This scenario utilises the dynamics of one or more scalar fields to 
generate an effective vacuum energy, which slowly decays. In its simplest form, chaotic 
inflation employs a single scalar field known as the `inflaton'. Scalar fields are common 
in theories of particle physics, and although the identity of the inflaton (if indeed this 
is the correct mechanism for inflation) is at present unknown, there are many possible 
candidates such as Higgs bosons associated with grand unified theories. 
We now proceed to review the single field inflationary scenario and its associated 
dynamics. This thesis often considers novel scalar field dynamics, so our discussion of 
the standard, classical dynamics will serve to put this new work into its proper context. 
For convenience, in what follows units are chosen such that h=c=1, with the 
Planck length and mass defined by mpl = fpl' = G-1/2. 
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1.3 Scalar field dynamics and chaotic inflation 
The matter Lagrangian density for a scalar field 0, self-interacting through a potential 
V (O), is given by 
£0 =l aµc5aµo - v(O) , (1.12) 2 
which gives rise to the stress-energy tensor 
Tµv9µv 
(Da3_ 
v(ý) . (1.13) 2 
The field equations (Eq. (1.3)) then become the Friedmann equation 
k H2 = 
87ffP1 (c+v) a2 3 
and the Raychaudhuri equation 
1.15 
a 
Combining Eqs. (1.14) and (1.15) leads to the scalar field equation 
q+3Hq+V' =0, (1.16) 
where a prime represents a derivative with respect to the field. 
Comparing these expressions to those for a perfect fluid (Eqs. (1.6)-(1.8)), the density 
and pressure of the scalar field can be identified as 
02 ý2 
(1.17) P- 2 +V , p- 2 -V 1 
respectively. Eq. (1.11) then implies that acceleration occurs if the condition 
ý2 < V(ý) (1.18) 
is satisfied. 
An interesting limiting case occurs when ý2 «V (O), referred to as the slow-roll 
limit. In order for this state to be maintained, the condition 1ý1 « Hjýj must also be 
satisfied. Eq. (1.16) then gives 
V' -3Hý , 
(1.19) 
implying that the driving term, provided by the gradient of the potential, is balanced by 
the frictional term 3Hý during the cosmic expansion. This causes the field to evolve 
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slowly down its self-interaction potential. Moreover, the Hubble parameter is almost 
constant during a slow-roll phase and is given by 
H2 
87rfP1 
v 
3 (1.20) 
The universe therefore undergoes a close to de Sitter (exponential) accelerated expan- 
sion. Importantly, this state can be shown to be a dynamical attractor (Salopek and Bond, 
1990; Liddle, 1994), so generic initial conditions will evolve into this state if the field is 
situated on a region of the potential which satisfies the conditions required for slow-roll. 
Eqs. (1.18)-(1.20) together imply that the slow-roll parameter (Liddle and Lyth, 1992, 
1993) 
2 Mpl Vi 
2 
161r V 
(1.21) 
must be much less than unity. Furthermore, derivatives of this parameter must also be 
small for this condition to be maintained, and these derivatives lead to further slow-roll 
parameters. The first of these is given by 
77 _ 
mp, (V'1 
87r V 
(1.22) 
The minimal conditions required for a prolonged period of slow-roll are therefore that 
c«1andIrjI«1. 
Inflation ends when cN1, and it is typical to assume that the inflaton is initially 
displaced away from this point and rolls slowly towards it. Most commonly, one assumes 
that the field is initially displaced from a minimum of its potential, assumed to occur at 
V=0, and rolls towards this minimum where slow-roll will clearly come to an end. 
The amount of expansion the universe undergoes during inflation is measured in terms of 
the number of e-foldings, where during one e-folding the size of the universe grows by a 
factor of e. The total number of e-foldings which occur during inflation can be calculated 
using the formula 
aend 
oinitial V 
N= In end = Hdt e 8ýfP1 ýT dp ainitial 
fnitial Lend 
v (l . 23) 
where we have used Eqs. (1.19) and (1.20). Oend can be calculated from the condition 
E=1. 
Once the field reaches the minimum of its potential it starts to oscillate. At this point 
the inflaton's couplings to other matter fields become important. The field's energy then 
decays into other particles through these couplings. This process is known as reheating, 
and allows the hot big bang to be recovered. In order to solve the problems with the hot 
big bang model, roughly 60 e-folds of inflation must occur, although the precise amount 
1.4: Background and Motivation - The power spectrum from inflation 15 
depends on a number of uncertainties, and particularly on the reheating temperature of the 
universe. Indeed, the number of e-folds can be as low as 30 for a reheating temperature 
at the electroweak energy scale. 
1.4 The power spectrum from inflation 
Inflation offers an explanation for the origin of cosmic structure. As inflation proceeds 
the universe becomes progressively more homogeneous, but at the same time the infla- 
ton field undergoes quantum mechanical fluctuations. These quantum fluctuations are 
stretched by the universe's rapid growth, and can become classical. Moreover, it is also 
possible to show that the perturbations created in this way can have a suitable form to 
explain the origin of cosmic structure. The most severe observational restrictions on the 
form of primordial perturbations come from observations of the CMB. If primordial per- 
turbations originate from slow-roll inflation, therefore, CMB observations place strong 
constraints on the form of the inflationary potential. In this section, we review the cal- 
culation of the spectrum of perturbations from slow-roll inflation, in order to understand 
these constraints. This calculation also has particular importance for this thesis since in 
chapter 7 we calculate a first approximation to the spectrum of perturbations produced 
by a non-standard inflationary phase, and in that chapter we follow as closely as possible 
the methodology presented here. For a full account of cosmological perturbation theory, 
and the calculation of the inflationary spectrum, the reader is referred to the review by 
Mukhanov et al (1992). 
Before beginning our calculation, we introduce an important length scale for cosmol- 
ogy. This is the Hubble length, given by 
Hubble length - H-1 . (1.24) 
We will often refer to this length scale and the associated co-moving Hubble length 1/aH 
in this thesis. In an abuse of terminology, however, the Hubble length is often referred 
to as the cosmological horizon or simply the horizon, and we continue that practice here. 
Although it is neither an event horizon nor a particle horizon, the Hubble length is related 
to both, and gives an estimate of the scale beyond which causal processes cannot operate. 
Inflation causes the comoving Hubble length to shrink. The beauty of inflation is that 
a quantum fluctuation on a particular comoving length scale which is initially well inside 
the horizon naturally becomes a fluctuation outside the horizon as inflation proceeds. In 
other words, the physical length of the fluctuation is stretched by inflation, until it exceeds 
the physical horizon scale. Thus, a very small quantum fluctuation is stretched to very 
large scales where it can be assumed to be classical. 
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Let us now proceed to consider the quantitative calculation of the inflationary spec- 
trum. The calculation begins by perturbing the background spacetime and the scalar field. 
This assumes that the scalar field is given by 
0= q5o(t) + SO(t, X) , 
(1.25) 
and the perturbed metric by 
ds2 = a2(T) ((1 + 2cp)& 2- (1 - 2co)6jjdx'dxj) , 
(1.26) 
where cp is a perturbation to the metric and d'r - adt denotes conformal time. Here we 
are considering only the perturbed flat FRW metric and we have picked a particular gauge 
called the longitudinal gauge. Moreover, we have considered only scalar perturbations. 
For comparison with observations a useful quantity is the curvature perturbation on 
comoving hypersurfaces, which in the longitudinal gauge is given by (Liddle and Lyth, 
2000) 
1Z = -cp -H ýý . 
(1.27) 
This quantity is useful because under very general circumstances it is time-independent 
on length scales larger than the horizon size (see for example Lyth et al, 2005). At this 
point it is also useful to define the Mukhanov variable (Mukhanov, 1985,1988) 
u=a 60+ 
and also the variable 
a (1.29) 
H 
We note that 
u= -z1 . 
(1.30) 
These expressions are useful because it can be shown using the perturbed metric and 
scalar field, together with the action (1.2) and the Lagrangian density (1.12), that the full 
action for linear perturbations is given by 
S= 
fd4xG 
=1 dTd3x CUT - dija 2ä, U + 
ZTT 
U21 (1.31) 
J 2 ti 
where a subscript 7- denotes partial differentiation with respect to conformal time. 
This 
action is formally equivalent to the action for a scalar field in Minkowski space 
in the 
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presence of a time-dependent potential, and can be quantised in a similar manner to such 
a field. 
The momentum canonically conjugate to u is given by 
7r(71 X) _ 
au, 
= Ur (T, x) . (1.32) 
The theory is then quantised by promoting u and 7r to operators ü and fr which satisfy the 
usual commutation relations. ü can be Fourier decomposed to give 
2d wk 1 
(T, X) = 
d3k+ 
(T)äeJ 
(2)3/2 
[wk(r)ýke 1 
(1.33) 
where wk are mode functions which satisfy an equation derived by varying Eq. (1.31) 
with respect to u and using Eq. (1.33). This is the Mukhanov equation, given by 
d2k 
+(k2+mff)Wk _0 
dT2 
(1.34) 
where meff = -zTT/z. 
In order to have a well defined field theory, we must also ensure that Wk are defined 
such that the creation and annihilation operators, äk and äk, satisfy the usual commuta- 
Lion relations for bosons. These take the form 
[&k, a, ] =- [&k, all =01 [ak, ai ]= buk -1) (1.35) 
which implies that Wk must satisfy the Wronskian condition 
wk 
dwk 
_ 
wk 
dT wk dT 
In general, however, this condition does not give rise to a unique choice for wk; instead it 
allows a set of possible choices corresponding to a set of different Fock representations. 
In the cosmological context a unique choice is normally determined by considering a 
limit in which the time-dependence of the scale factor can be neglected, and hence where 
the physics ought to reduce to that of Minkowski space. In this limit, Wk is normalised 
to select only the advanced solution. Once the initial condition is selected and the Wron- 
skian condition met, a vacuum state is defined which is annihilated by all äk, such that 
äk10) = 0. 
Considering the Fourier decomposition of the curvature perturbation 
dk ik. X 1Z = (27r)3/2 
eke (l . 37) 
the power spectrum of curvature fluctuations is defined by the vacuum expectation value 
such that 
22 
(1ZkR) =0 Pýýý3ý (k - 1) (1.38) 
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Using Eqs. (1.30) and (1.33) we find 
( R-k7 )= Wk 
2- 
1) 
, (1.39) 
and hence that the power spectrum is given by 
k3 wk 2 
p7 
2ir2 
IzI 
(1.40) 
1.4.1 Power-law inflation 
In order to calculate the power spectrum of the primordial perturbations, we must solve 
Eq. (1.34). When the universe is sourced by a scalar field with a general self-interaction 
potential this is not always possible analytically. For the case of an exponential potential, 
however, an exact solution exists in which the universe evolves according to a power-law. 
In this case aa tp, with pa constant, and Eq. (1.34) also admits an exact solution (Stew- 
art and Lyth, 1993). Assuming the field evolves on its potential such that 0 is increasing, 
the form of the potential which gives rise to the power-law behaviour is (Lucchin and 
Matarrese, 1985a, b) 
I 
6ýýP1 
V (O) 
p 
ýý) ap (- (1.41) 
Changing to conformal time, we have aa (-yr)P/( P) and aH a 0, oc (-T)-1. It is 
clear that 'r is negative and increases as inflation proceeds, with T=0 corresponding to 
the infinite future. For this potential we note that the slow-roll parameters are constants 
and are given by c= 77/2 = 1/p. It is also useful to note that -r can be related to the 
horizon size using 
da 
_1 
da 
+ 
a2H ' 
(1.42) T- 
a2H aH p 
which leads to the expression 
T=-11 (1.43) 
aH1-E 
Using the time-dependences given above to evaluate z,, /z, Eq. (1.34) becomes 
d2 (U2 - 
1) 
d r2 
+ k2 - 
T2 
4Uk 
where v= 3/2 + 1/(p - 1). This admits the exact solution 
tc'k(7_) = 
ýP1(v+1/2)7r/2(_T)1/2Hv1)(-kr) 
2 
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where H» is a Hankel function of the first kind of order v. We have normalised the 
solution to satisfy Eq. (1.36), and fixed the Fock space representation by selecting only 
the advanced solution in the limit k» aH and introducing a phase factor such that in 
this limit the solution has the form Uk 2k e-ikT This is the plane wave form for 
flat space, and shows us that in this limit ordinary flat spacetime quantum field theory is 
recovered. This choice is known as the adiabatic (Bunch-Davis) vacuum. 
The solution exhibits the expected behaviour that as inflation progresses and T -* 0, a 
given k mode evolves from the limit of being far inside the cosmological horizon to being 
far outside it where k« aH. Considering the limit k« aH, therefore, and expanding 
the Hankel function to leading order leads to the asymptotic form 
Wk ez(v-1/2)7r/22v-3/2 
r(3/2) 2k 
(1.46) 
Using this equation together with Eqs. (1.40) and (1.43) implies that the spectrum for 1Z 
is given by 
5/2 -v+1/2 
P /2(k) =2v 
F(V) H1 
k-v+s/2 (1.47) 
7r F(3/2) aý all(l - E) 
The scale-dependence of this power spectrum is k2'' 3, and the spectrum becomes arbi- 
trarily close to the scale-invariant form as v -f 3/2. This corresponds to p -f oo, and 
hence to the slow-roll parameters tending to zero. In other words, the spectrum is close 
to a scale-invariant form in the slow-roll regime. It is usual to parametrise the deviation 
from scale-invariance in terms of the spectral index, n, defined by 
d1nPR 
n-1= dlnk 
(1.48) 
and given in this case by n=1+ 2/(p - 1). Finally, the spectrum is often written in the 
form 
pl/2(k) = 2v-5/2 
r(v) (1 _ ¬)v-ßi2 
H2 
F(3/2) 7rý k=aH 
(1.49) 
where the right-hand side is evaluated when the wavelength equals the cosmological 
horizon (k = aH). 
1.4.2 General potentials 
It is clear that the method presented in the previous subsection cannot be employed for 
a general potential, since in that case the background does not evolve in a power-law 
manner. If we consider slow-roll inflation, however, progress can be made. It can be 
straight-forwardly shown, to first order in the slow-roll parameters, that 
ZTIFH rd 22 
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and that to this order T is still given by Eq. (1.43). To proceed, each k mode is considered 
individually, where it is assumed that the slow-roll parameters can be taken as constants 
while the mode evolves between the limits k» aH and k« aH. We can, therefore, 
still employ the solution given in Eq. (1.45), but with Eq. (1.50) now implying that 
v= 3/2 + 3E - ii. The slow-roll parameters are evaluated for a given mode at the point at 
which k= aH. In this case, the spectrum will be scale-dependent with a spectral index 
given by 
n=1+2rß-6E . 
(1.51) 
Furthermore, to leading order in a slow-roll expansion, this approximation leads to an 
amplitude for the perturbations of the form 
1H2 Pý2(k)= L2rq]kaH (1.52) 
which can be conveniently written in terms of the potential and E using Eqs. (1.19)-(1.20) 
as 
l/2 
__ 
gV 
1/2 
2 P7z (k) [V3E) ýPi k=aH 
(1.53) 
It is also important to note that a similar calculation can be performed for tensor 
perturbations. To keep our discussion to a reasonable length we will not present the 
details here, but rather simply state the results (see Lidsey et al, 1997, for a derivation 
similar to the one we have presented for scalar perturbations). The tensor power spectrum 
is given by 
Pl/2 (1ý) = 
ý4ý 
HfPi I 
V" k=aH 
(1.54) 
and the spectral index, conventionally defined to be n9 =d In P9/d In k, is given by 
ng = -2E. Comparison between the scalar and tensor spectra reveals that the tensor 
perturbations are sub-dominant compared with the scalar perturbations when e«1. 
1.5 A working example: The quadratic potential 
All the elements are now in place to consider a concrete model of inflation which allows 
60 e-folds of inflation, and agrees with current observations of the CMB. We choose the 
simplest possible example, that of the quadratic potential given by 
122 (1.55) rIl 
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where m represents the mass of the field. A quadratic potential may also be viewed 
as a lowest-order Taylor expansion of a more general potential around a turning point. 
Throughout this thesis we will often use this example in our calculations to illustrate a 
concrete realisation of the effects we discuss. For this potential, the slow-roll parameters 
are given by 
m2 P1 
47rß2 (1.56) 
and become progressively smaller the further the field is from the minimum of the poten- 
tial. 
The largest scales visible on the CMB correspond to comoving scales which exited 
the cosmological horizon 60 e-foldings before the end of inflation. On these scales obser- 
vations from the Cosmic Background Explorer (COBE) satellite provide a normalisation 
for the total density perturbation. Neglecting tensor perturbations, this normalisation in 
turn implies that the amplitude of PR should be approximately 5x 10-5 (see Liddle and 
Lyth, 2000, for details). Moreover, the latest WMAP results (Spergel et al, 2006) con- 
strain the spectral index to be n ti 0.95 + 0.02. Employing the condition E=1 we can 
see that for the quadratic potential inflation ends when 
Oend 
14 ý_Pl (1.57) 
Using this value together with Eq. (1.23) and setting N= 60, one can determine that 
060 3 p-, , (1.58) 
in order for 60 e-folds of inflation to occur. This also implies that the field took the value 
060 when the scales corresponding to the largest scales on the CMB exited the horizon. 
The slow-roll parameters at this epoch are given by 
E=rýý9X 10-3 (1.59) 
and hence the spectral index is nr0.96, which is within the current observational limits. 
Furthermore, considering Eq. (1.53) with the COBE normalisation amplitude 5x 10-5, 
and employing Eqs. (1.55), (1.58) and (1.59), we can determine that the mass of the field 
must be mr 1O-6QP11 
In conclusion, the quadratic potential with mr 1O-6fPi1 forms a working model 
of inflation if the field is initially displaced by at least UP1 from the minimum of its 
potential. This initial displacement is of great importance to this thesis, as we shall see. 
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1.6 Motivation for considering fundamental theories 
The standard model of cosmology, encompassing early universe inflation and the hot big 
bang, has been incredibly successful. The model has allowed us to constrain the form and 
contents of the universe, has provided us with a solution to the problems of the standard 
hot big bang model, and has given us a plausible explanation for the origin of structure. 
However, a dramatic consequence which has emerged is that the identity of 96% of the 
universe's matter content is unknown. It is only indirectly observed through its effects on 
the universe's dynamics, and its exact nature and origin remains uncertain. 
To address the problem of what these forms of matter are, one must turn to fundamen- 
tal physics. For example, a candidate for the dark matter is the lightest supersymmetric 
particle. On the other hand, in order to explain the `dark energy' the usual approach 
has been to introduce a vacuum energy (cosmological constant) of the required magni- 
tude. Alternative models of dark energy use one or more self-interacting scalar fields, 
which produce acceleration in a similar way to slow-roll inflation in the early universe. 
Ultimately, however, a model of the universe, directly derived from fundamental theory, 
must explain either the magnitude of the vacuum energy, the origin of the scalar fields or 
provide an alternative source for the present-day acceleration. 
In the very early universe other problems are present. The origin of the inflaton field 
is unknown, and this needs to be identified with a field arising within a fundamental 
theory. Alternatively another mechanism which provides inflation must be derived from 
theory. Moreover, within the context of slow-roll inflation, the high energy initial state of 
the field remains unexplained. The inflaton must begin its evolution displaced from the 
minimum of its potential and this may be considered unnatural. Furthermore, the problem 
of initial singularities in cosmological models is still present in inflationary scenarios, and 
the universe still appears to evolve from a singular origin. It is natural to ask, therefore, 
whether scenarios based on fundamental physics can address these problems. 
Motivated by some of these questions regarding the early universe, this thesis inves- 
tigates the dynamics of a number of scenarios inspired by two fundamental theories of 
quantum gravity: Loop Quantum Gravity and String Theory. A number of issues are 
addressed. Part I considers semi-classical Loop Quantum Cosmology, which is inspired 
by Loop Quantum Gravity. Chapters 2 and 3 introduce Loop Quantum Cosmology and 
the semi-classical regime of this theory, and describe how a number of ambiguities arise 
in this regime. Chapter 4 then investigates how a flat, isotropic and homogeneous semi- 
classical model can cause a scalar field to accelerate up its self-interaction potential, of- 
fering an explanation for the high potential energy state required by inflation. The effect 
of the ambiguities on this mechanism is then studied in detail. Chapter 5 shows that the 
semi-classical regime can allow a bounce from a contracting to an expanding phase to 
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occur. This feature is applied to the positively-curved cosmology to develop a model for 
the generation of the inflationary initial conditions through oscillations of the universe. 
Chapter 6 is concerned with a non-singular model for the origin of the universe known 
as the the emergent universe scenario. It is shown that the semi-classical regime allows a 
very appealing version of this scenario to be constructed. Chapter 7 considers a further 
consequence of the semi-classical regime, which is that it forces the universe to undergo 
a period of inflation independently of the form of the inflationary potential. The chapter 
addresses the question of whether this phase could replace or supplement standard slow- 
roll inflation by calculating a first approximation to the spectrum of perturbations that are 
generated. 
Part II of the thesis considers the braneworld scenario which is inspired by string 
theory. Chapter 8 introduces this scenario and discusses the motivation behind it. Chapter 
9 then analyses braneworld models which allow a bounce, and hence oscillations. It 
investigates whether the initial conditions for inflation can be generated in these models 
though oscillations, and whether this can be used to develop emergent universe scenarios 
in the braneworld setting. A concrete example which can realise both these possibilities 
is then studied in detail. We conclude with a discussion in chapter 10. 
Part I 
LQC 
24 
Chapter 2 
Background 
In this first part of the thesis we consider cosmological scenarios inspired by loop quan- 
tum gravity (LQG). LQG, or quantum geometry as it is also known, is an attempt to 
quantise gravity in a background independent and non-perturbative manner. There are a 
great many reviews of LQG available (see for example Thiemann, 2001; Rovelli, 2004; 
Thiemann, 2003; Rovelli, 1998; Ashtekar and Lewandowski, 2004; Nicolai and Peeters, 
2006). The major achievement of LQG is to successfully implement these two guiding 
principles (of a non-perturbative treatment and background independence) within a math- 
ematically well defined framework. The theory has also led to a number of interesting 
predictions and impressive successes. In particular, LQG predicts a discrete spectrum for 
geometrical operators such as the area and volume operator (Rovelli and Smolin, 1995; 
Ashtekar and Lewandowski, 1997,1998; Thiemann, 1998a). It also allows the definition 
of matter Hamiltonian operators which are free from ultraviolet divergences (Thiemann, 
1998b), and provides a derivation of the Bekenstein-Hawking entropy formula (Rovelli, 
1996; Ashtekar et al, 1998; Krasnov, 1998). Despite many open issues remaining, these 
advances have led to a sustained interest in the field, a rapidly increasing body of litera- 
ture (see Corichi and Hauser, 2005, for a recent bibliography), and considerable optimism 
over the ultimate success of the programme. 
Given the increasing maturity of the field, it is natural that there is also an increas- 
ing interest in its phenomenological implications. For example, it has been suggested 
that quantum gravity might modify Lorentz invariance, and this idea can be investigated 
within the LQG framework (see for example Gambini and Pullin, 1999; Alfaro et al, 
2002,2004). The hope with all phenomenological studies is twofold; first that compar- 
ison of these studies with experiment or observation may constrain the theory, and sec- 
ondly that new and interesting behaviour may be uncovered, perhaps even behaviour that 
resolves existing problems. An example would be the possibility that Lorentz violation 
may solve the apparent lack of a cut-off in the energy of cosmic rays (Amelino-Camelia 
25 
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and Piran, 2001). Here we are interested in phenomenological applications within cos- 
mology, and the resolution of cosmological problems. 
Since quantum gravitational effects are expected to have important consequences in 
high energy and high curvature regimes, the early universe provides a natural environ- 
ment to explore the new features of LQG. Cosmological models are also important from 
a more fundamental perspective since symmetry reduced models allow issues in the full 
theory to be addressed within a much simpler environment. In recent years, therefore, 
considerable interest has focused on applying LQG to homogeneous cosmological mod- 
els. The field has been pioneered by Martin Bojowald with a string of important papers 
(see the review papers Ashtekar et at, 2003; Bojowald and Morales-Tecotl, 2004; Bo- 
jowald, 2004,2005a, b, c, and references therein). The resulting theory is loop quantum 
cosmology (LQC). The main attraction of LQC is that it follows closely the quantisation 
scheme of the (well defined) full theory of LQG. This is not possible for conventional 
Wheeler-DeWitt quantisation where the full theory is only defined in a formal manner. 
This means we can be optimistic that the features of the symmetry reduced models are 
consequences of the structure of the full theory. 
This work has led to the resolution of a number of difficulties encountered in Wheeler- 
DeWitt quantisation of homogeneous models. In particular, at the quantum level the 
Wheeler-DeWitt equations are replaced with discrete difference equations with a non- 
singular evolution in both the isotropic and anisotropic cases (Bojowald, 2001 a, b, c). 
While the quantum difference equations are fascinating developments, it is difficult 
to connect them to the other theories of the early universe, and in particular to infla- 
tionary theory. They also suffer from the interpretational problems inherent in quantum 
cosmology. In order to overcome these problems a complementary approach has been to 
incorporate the characteristic effects of the quantum equations into `effective' equations 
of motion. In practice this involves defining an effective Hamiltonian which incorporates 
non-perturbative quantum effects while ignoring the underlying discrete structure. In this 
`semi-classical' approach the dynamics is described by ordinary or partial differential 
equations, rather than quantum operators, but the non-perturbative quantisation effects 
modify the dynamics. Within this approximation a host of interesting phenomenological 
effects have been uncovered, including those contained in this thesis. Of particular im- 
portance is the removal of the chaotic behaviour close to the singularity in the Bianchi 
IX model (Bojowald and Date, 2004), the presence of a super-inflationary phase in the 
isotropic model discovered by Bojowald (2002a), and the presence of a bounce from a 
contracting to an expanding phase in the positively-curved isotropic model (Singh and 
Toporensky, 2004; Bojowald et al, 2004; Date and Hossain, 2005). 
This part of the thesis is concerned with the `semi-classical' regime of homogeneous 
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and isotropic LQC. In order to understand semi-classical LQC, we begin by briefly re- 
viewing the key features of LQG. We do not attempt to give a complete summary, but 
rather focus on the structure of LQG and the operators which are important for the ef- 
fects seen in the semi-classical regime. We then present an overview of the symmetry 
reduction process and quantisation procedure which leads to isotropic loop quantum cos- 
mology. Chapter 3 studies the approximation of the semi-classical regime, and focuses 
on ambiguities in this regime which come both from the full theory, and from the cos- 
mological model. Finally, chapters 4-7 study dynamical phenomena in this regime and 
determine how ambiguities can affect these phenomena. 
2.1 The structure of loop quantum gravity 
LQG is a canonical quantisation of GR. GR is first put into its canonical form in which 
the basic variables are the spatial part of the metric qab, and the canonical momenta are the 
extrinsic curvature Kab, where a=1,2,3. In canonical form the field equations of GR 
are replaced by a Hamiltonian formulation, with constraints. There are two constraint 
equations, the Hamiltonian constraint and the diffeomorphism constraint. The theory 
is then recast in terms of Ashtekar variables. This reformulation is necessary because 
the space of spatial metrics or extrinsic curvature tensors (upon which Wheeler-DeWitt 
quantisation is based) is poorly understood. 
In moving to Ashtekar variables, the first step is to represent the spatial geometry not 
= q, where by the spatial metric, but by three orthogonal triad vectors ea, such that eaeb ab 
i=1,2,3. Ashtekar variables are then the densitised triad 
Ea = Ideteb 
I-lea 
, 
(2.1ý 
and the Ashtekar connection 
A2 =Ißä + 1'Kä , 
(2.2) 
where Kä = Kabeb, r' ä= -EZjkeý+ 
is the spin connection and (3[a 
y=0.274 is the Barbero-Immirzi parameter. The Barbero-Immirzi parameter becomes 
important quantum-mechanically but does not affect the classical theory. Its value given 
here has been fixed by comparison of LQG black hole entropy predictions with the 
Bekenstein-Hawking formula (Domagala and Lewandowski, 2004; Meissner, 2004). The 
introduction of triads means that an SO(3) gauge freedom has been introduced, associ- 
ated with the freedom to orientate the triads in space. This leads to a further constraint 
equation which must be satisfied. This is referred to as the Gauss constraint. We note 
that the Ashtekar connection and the triad are conjugate to one another 
{Aä(: ýý, Eb(y)} = 8ýf ýbäý'6ý ý', y) (2.3) 
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where {, } are Poisson brackets. The next step is to smear the fields in order to obtain 
a well defined algebra without delta functions. Since LQG is background independent, 
this cannot be done as an integral over space. Instead the connection is integrated along 
curves and exponentiated to form holonomies 
h, (A) =P exp 
fTAýa(t)dt 
(2.4) 
where P indicates a path ordered exponentiation, ca is the tangent vector to the curve 
c, and TZ are the generators of SU(2). For the fundamental representation of SU(2), 
Tj = -ia3 /2 where Qj are the Pauli matrices. The densitised triads are integrated over 
2-dimensional surfaces resulting in fluxes 
Fs (E) = 
fTEfla(y)d2y, 
(2.5) 
where na is the unit norm to the surface S. The Poisson algebra of the holonomies 
and the fluxes is well-defined. They are closed under Poisson brackets and the delta 
function is not involved. Holonomies and fluxes are therefore considered to be the basic 
variables and the ones promoted to operators by quantisation. A suitable Hilbert space 
can be formed using the holonomies as creation operators acting on a ground state. The 
resulting states only depend on connections along the edges used in the holonomies, and 
these edges can be collected together to form a graph which labels the state. States can 
then be given by spin networks, which are graphs in which the edges are labelled by 
irreducible representations of SU(2), and the vertices by matrices that specify how the 
holonomies which come together at the vertex are multiplied. An inner product can also 
be defined on this space such that the spin network states are orthogonal. The details of 
the Hilbert space and the states defined on it are not important for our purpose here, but 
what is crucial is how the basic variables, which are promoted to operators, are used to 
construct more complicated operators. 
2.1.1 Composite operators and the constraints 
With the basic variables in place, more complicated operators can be constructed. This 
is done by rewriting (or regularising) their classical expressions in terms of the basic 
variables which are then promoted to operators. Of particular importance are the opera- 
tors which encode the constraints of the classical theory. Indeed, to complete the theory 
the constraints must be implemented to create a physical Hilbert space of states which 
satisfy the quantum constraints. The most important constraint for our cosmological ap- 
plications is the Hamiltonian constraint, and particularly the matter part of this constraint. 
A complication immediately arises, however, when rewriting complicated classical ex- 
pressions such as the Hamiltonian constraint in terms of the basic operators. There are 
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a number of ways to rewrite these expressions, and this leads to ambiguities in the final 
operator. 
This can be illustrated by the construction of the matter Hamiltonian operator for a 
scalar field. The reformulation and quantisation of this operator is also the source of the 
semi-classical effects we investigate in subsequent chapters, so it is important to review 
the method of its reformulation at this stage. 
2.1.2 The scalar field Hamiltonian in the full theory 
The classical matter Hamiltonian density for a scalar field is given by the expression 
2ab 
PO Ei Ez a 0ab0 uo __ +a+ det EjcI V (O) (2.6) 2 det ý E- 2 IdetEjl 
in terms of Ashtekar variables, where pp is the momentum conjugate to the scalar field. 
We see therefore that the matter Hamiltonian operator contains both the volume 
VI det E° I d3x = ýRf 3" (2.7) 
and the inverse of this expression. These expressions must then be rewritten using fluxes 
and holonomies rather than the triad variable itself. This is important as it is fluxes and 
holonomies which are promoted to operators and not triads. For the volume operator 
this rewriting is relatively straightforward and only fluxes are required. It is achieved by 
dividing the volume into small cells, writing the triad in terms of a flux over infinitesimal 
surfaces, and changing the integral into a sum carefully defined to reproduce the classical 
value. 
Inverse expressions, however, such as the inverse volume are more complicated. 
Since fluxes and hence the volume operator have discrete spectra which can include zero, 
inverse operators are not well defined. It turns out, however, that the classical inverse 
expressions can be rewritten using holonomies and the Poisson bracket, with no inverse 
terms appearing explicitly. This was first shown by Thiemann (1998b, c). On quantisation 
the Poisson bracket is then simply promoted to a commutator. 
Let us consider the expression 
bc 
7f1P1ýEZjkEabc 
E_Ek 
_ {Aä(ß') day ýdetEal} ýdetEa 
(2.8) 
where we have employed the Poisson bracket and integrated over an arbitrary region 
containing 3% The LHS of Eq. (2.8) does not involve any inverses and can be quantised 
in a well-defined manner by rewriting it in terms of holonomies and fluxes and promoting 
these to operators, whilst simultaneously raising the Poisson bracket to a commutator. 
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We are now in a position to consider the inverse expressions contained in the matter 
Hamiltonian, Eq. (2.6). The first of these is the inverse volume I det Ea l-112 itself. 
To reformulate this quantity, we must first note that the LHS of Eq. (2.8) is equal to 
12,7rfP1'yeä. In other words, Eq. (2.8) is the inverse undensitised triad up to a factor. More 
generally, therefore, 
m 
ea(x) (det Ea)ý1-m)/2m - 127fý2 
I`ýa(x)' vl/ml 
P1'y 
(2.9) 
where we write V for f day V-1det EEa (y) 1, and m is an integer. We can now see that: 
1 
det Ei' _ 
det eä 
1 EabcEZjkeaebec 
det Ea det E91 
i 
1 
EabcEijk 
(47rf21'Y) -3 rAa, V1/3J 
6\i 
x {Ab, v113}{Ac, v1/3} ' 
(2.10) 
where we have used Eq. (2.9) with m=3. 
There is still some freedom, however. For example, we can multiply by any positive 
integer power of det eä, such that 
1 
V/j det Ea ý 
(det ea')" 
(det Ea)(k+1)/2 
1 1 
EabcEZý 
4(2k - 1) 7Ff2 
-3 
{Aä, V(2k-1)/3k} 
6k pl^ý) 
X {Abi V(2k-1)/3k1{Ak7 V(2k-1)/3k}) 
k 
2.11) 
I 
with an ambiguity parameter k which can take discrete positive integer values. 
The value 
k=2 results from multiplying by det Ea and can be argued to be the most natural choice 
when we keep in mind that E, rather than e, is the basic geometrical variable underlying 
loop quantum gravity. 
A second ambiguity also appears at this level. This ambiguity appears 
because we 
must write the above expressions in terms of holonomies rather than the 
Ashtekar con- 
nection, A. This can be done using the following reformulation: 
{Aas V1131OXa = 
1 
j (J+1) 2.7+1) 
X try (Tihp., (A){ho., (A)-1, V1/3}) (2.12) 
i 
where Ox is an infinitesimal element of length, and we 
have used the freedom of taking 
the trace using any irreducible representation of SU(2) with spin j. j 
is the new ambiguity 
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parameter, and can in general take any half integer value. The fundamental representation 
corresponds to j=2 
The term EaE6/ /jet Eý ý in Eq. (2.6) must also be rewritten in a similar fashion 
to the inverse volume term. For isotropic LQC, however, this term is zero since spatial 
gradients vanish. 
In summary, in this subsection we have discussed a great achievement of LQG, which 
is to allow the definition of inverse operators in a rigorous manner. This allows compli- 
cated operators such as the Hamiltonian constraint to be quantised. We have sketched 
how the matter Hamiltonian is regularised so that it is suitable for quantisation. Of course, 
the more complicated gravitational part of the Hamiltonian must also be rewritten using 
similar techniques. We have focused on the matter Hamiltonian, however, since it is re- 
sponsible for the effects we study in the following chapters. The important lesson of this 
section is that the process of regularisation is rather complicated and it is therefore not 
surprising that a number of ambiguities arise, even at the level of the full theory. It is 
important to mention that there are a number of other ambiguities in complicated oper- 
ators such as the Hamiltonian constraint, which arise due to factor ordering. Although 
this also deserves attention, we will not consider this further here as we do not expect 
such ambiguities to have an effect on the semi-classical approximation that this thesis 
considers. 
2.2 Isotropic loop quantum cosmology 
The idea behind LQC is to study the effects of the quantisation scheme used in full 
LQG through symmetric models. An excellent summary of LQC can be found in the 
review paper of Bojowald (2005c). Symmetry reduction is performed first, and then 
quantisation proceeds following the steps for the full theory which we outlined above. 
For this thesis, only the homogeneous and isotropic case is needed, and we therefore 
outline the procedure to derive this model. 
In LQG the structures we described in the previous section are defined on a differen- 
tiable manifold E. The symmetry is then introduced through the mapping S: EE, 
where S is the symmetry group. Although the action of this group introduces a back- 
ground into the theory, the method for the background independent theory can still be 
followed. Through careful reference to the full theory, therefore, we can still capture 
elements unique to the background independent theory in the symmetry reduced models. 
Considering the homogeneous and isotropic metric Eq. (1.1), it is clear that the only 
free component is the scale factor a. Therefore, when we come to write the system in 
terms of triad and connection variables, we should expect one free component for each, 
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which is what is found. The isotropic connection is given by Aä = Ccxlwä, where 
contains the single gauge invariant degree of freedom and wä is a left invariant one-form 
under a suitable three dimensional translational subgroup of the G6 symmetry group of 
homogeneity and isotropy (for details of the construction of invariant connections see 
appendices A and B of Bojowald, 2005c). For k=0 and k=1 (which we consider 
solely from here on) it is possible to choose the translational subgroup such that the 
integral curves of its generators are related simply by rotations. It is sufficient, therefore, 
to consider holonomies along integral curves of one of the symmetry generators. We 
have that 
hl = exp f A' XI TZ = COS( 
1 
pc) + 2'TZsin (1µc) 22 
(2.13) 
where XI is the symmetry generator, and we have normalised such that XI wä 
Furthermore, µ depends only on the length of the curve and c= c/Vo, where VO represents 
the classical volume of the region of space to be quantised (which is assumed to be 
topologically compact). If we know the holonomy for all u, we can determine c, the 
only gauge invariant piece of information. The algebra generated by sums of products of 
matrix elements is the algebra of almost periodic functions of the form 
f (c) _ fµ exp(iµc/2) (2.14) 
where fu, are constants. It is this algebra, together with the fluxes, which must be rep- 
resented on a Hilbert space. Fluxes need only be constructed for special surfaces. A 
suitable choice simply allows the flux to be written in terms of a single number, p. p is 
then conjugate to c through the relation 
{c, p} = 
gý7fPl 
3 
(2.15) 
Hence the Poisson algebra, which is to be elevated to a commutation algebra upon quan- 
tisation, is given by 
If (C), p} -86P, 
(Zµ fµ) exp(i is/2) 6 
µ 
(2.16) 
This means that upon quantisation, the flux p is represented as a derivative operator 
871.2 d 
p=-3 z'YýPt dc 
(2.17) 
so that the commutation algebra is satisfied. Using the standard 
bra-ket notation we have 
(pI (') = eiµc"2, and 
All) -6 
87r 
ý 1,2 I tµ)µ) = p"I A) 
(2. l 8) 
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Finally, given the FRW metric (1.1), we can compare our triad and connection compo- 
nents to the standard metric variables, which reveals that c=F+ -yä = (11/2 + -Yä) and 
IpI = a2 
Having defined our basic variables and their representation as operators in the isotropic 
case, we are now in a position to construct the composite operators following the steps 
we described for the full theory in the previous section. Let us consider the Hamiltonian 
constraint. We note that the choice of variables means that the diffeomorphism and Gauss 
constraints are already satisfied. The full Hamiltonian constraint can be written in terms 
of our isotropic variables as 
32(, 
-2(C - 
F)2 + F2)/P + 
matter 
(P) =0, (2.19) 
87rfPi 
where Hmatter is the matter Hamiltonian, which we again take to be the Hamiltonian 
for a scalar field, Eq. (2.6). In terms of our isotropic components this becomes 7-t, = 
1/2p-3/2p2 + p3/2V since the gradient terms are identically zero. The Hamiltonian con- 
straint controls the dynamics of the theory. Indeed, the dynamical effects which are stud- 
ied in the following chapters are very closely connected with the Hamiltonian constraint 
and particularly the matter Hamiltonian. 
In order to quantise the Hamiltonian constraint in the isotropic case the classical ex- 
pression (2.19) is rewritten following (as closely as possible) the method by which the 
analogous expressions in the full theory are rewritten. Let us again consider the matter 
Hamiltonian in detail. In this case we must reformulate the inverse volume, p-3/2. This 
can be done in an analogous fashion to the reformulations used in the full theory, given 
in Eqs. (2.11) and (2.12). It can readily be verified that classically 
3 3/(2-21) 
p-3/2 =23 try 
(Tjhj{IZI 1, IpllI) (2.20) 
8,7r'Yfpllj(j + 1)(2j + 1) 
7=1 
where for purely isotropic variables there is no restriction on 1 except that 0<1<1. 
However, direct comparison with Eq. (2.11) leads to `preferred' values of 1 which are 
given by l= lk =1- (2k)-1. This expression can be quantised by promoting the 
holonomy and the flux, p, to operators, and promoting the Poisson bracket to a commuta- 
tor. Performing this procedure and operating on a state u, the eigenvalues of the inverse 
volume operator can be determined from the resulting expression: 
k IP +2k 
l 
3/(2-21) 
µ) (2.21) d(p)j, 1 /t) 29 P1l jj+ 1)(2j' + 1) k=-j 
L 
(For details see Bojowald, 2002b). 
An important property of the eigenvalues of the inverse volume operator is that they 
are bounded from above and do not diverge to infinity as pµ -p 0. The inverse volume, 
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therefore, does not diverge even when the volume is zero. Moreover, the eigenvalues can 
be approximated by a continuous function given by 
dj, l (p) = dj, l (a) = Dl (q)a-3 ' (2.22) 
where q= a2/a*, a* = q2 p, j/3 and 
D1(q) = Dj, l(a) =3 qi-c [(l + 2)-i ((q + 1)1+2 _q- 111+2) 21 
1 
_11 1q 
((q + 1)1+1 - sgn(q - 1)Jq - 111+1) 
3/(2-21) 
(2.23) 
This approximation is arrived at by replacing the summation in Eq. (2.21) with an inte- 
gral. It therefore requires that the summation is over a sufficiently large number of values 
and hence gets progressively better with larger values of J. 
In order to complete the quantisation of the isotropic LQC model, the whole of the 
Hamiltonian constraint must be rewritten in terms of holonomies and fluxes. In this 
process inverse reformulations are used in both the gravitational and the matter parts of 
the Hamiltonian constraint, and hence ambiguities from this process can occur in the 
gravitational sector as well as in the matter sector. In this thesis we only consider the 
effects of ambiguities in the matter Hamiltonian. It is important to point out, however, 
that gravitational ambiguities can also be important. In what follows, we will implicitly 
assume that the parameter j9, which plays an analogous role in the gravitational sector to 
that of the parameter j, is fixed to have a small value such as jg = 1/2. 
Throughout this thesis we will be as quantitative as possible, but we should always 
be mindful that there are a number of ambiguities (some of which we account for and 
others, like jg, which we implicitly specify) which could influence our results. 
Moving on from this issue of ambiguities, let us briefly summarise the results of ap- 
plying a suitably quantised isotropic LQC Hamiltonian constraint to the state space of the 
theory. The result turns out to be a discrete difference equation which evolves a wave- 
function representing the state of the universe in discrete steps. The size of discreteness 
is given by the important quantity 
ai = vfpi . (2.24) 
LQC can therefore be seen to be a fundamentally discrete theory just like LQG. On 
scales greater than ai, however, the difference equation approximates to the Wheeler- 
DeWitt equation for an isotropic cosmology. This means that on scales larger than ai 
the underlying discreteness of the theory can be ignored. This is the basis of the semi- 
classical approximation which we will explore in detail in the following chapter. 
Chapter 3 
The semi-classical regime and its 
ambiguities 
In this section we discuss the `semi-classical' approximation of LQC. The approximation 
is based on an effective Hamiltonian which is used to derive dynamical equations of mo- 
tion. We show how this approximation arises, and how the ambiguity parameter j defines 
the regime over which this approximation leads to dynamics which differ radically from 
those of the classical isotropic universe. Other ambiguities which exist in this regime 
are also discussed, and we show how they affect the semi-classical equations of motion. 
As we have seen, the ambiguity 1 (as well as j) appears at the level of the full theory of 
LQG and survives the symmetry reduction process. Therefore, 1 also plays a significant 
role in the semi-classical approximation. The process of constructing the semi-classical 
Hamiltonian, however, also allows other ambiguities to enter into the equations, which 
we also discuss. Finally, an alternative to deriving the evolution equations from the effec- 
tive Hamiltonian, which was suggested by Hossain (2004), is reviewed and the resulting 
semi-classical equations derived. It is important to understand the ambiguities of the 
semi-classical regime in order to establish the robustness of our results, and to determine 
whether these results favour certain choices for the ambiguities, or whether observational 
signatures can distinguish between them. 
3.1 The semi-classical approximation 
Let us return to the inverse volume operator. For an isotropic universe the classical 
expression for the inverse volume is simply given by p-3/2 or a-3. It is the fact that 
a-3 --+ oo as a -f 0 which is primarily responsible for the breakdown of classical dynam- 
ics and the presence of a singularity in this model. The same is true for quantisation based 
on the Wheeler-DeWitt procedure, where the matter Hamiltonian operator diverges in the 
35 
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Figure 3.1: The small a behaviour of the inverse volume (dj, j(a)) for different values of j 
and l=4. The monotonically increasing dotted line corresponds to the classical inverse 
volume a-3. The modified inverse volume peaks close to a*. j= 20 corresponds to 
a,, = 1.35, j= 50 corresponds to a,, = 2.14 and j= 100 corresponds to a,, = 3.02. The 
axes are labelled in Planck units. 
limit a -f 0. We have seen, however, that LQC provides a major insight into this issue 
and allows a well-defined quantisation of inverse powers of metrical expressions which 
are not divergent. Indeed, in the previous section, we discussed the bounded nature of 
the eigenvalues of the inverse volume operator, and gave the continuous approximation, 
dj, l (a), to its spectrum, which is valid above the scale of discreteness. Let us now study 
this approximation to the inverse volume in detail. Fig. 3.1 plots the inverse volume (Eq. 
(2.22)) as a function of a for different values of the parameter j. We can clearly see from 
this figure that the scale a,, determines the size of the scale factor below which the inverse 
volume is significantly different from its classical form. On the other hand, for a»a, 
dj, l (a) a a-3, as we would expect. The size of a* is determined by the half integer pa- 
rameter j which is unrestricted by considerations from the full theory (although one can 
argue that smaller values appear more natural; see the following subsection). 
Fig. 3.2. plots the inverse volume as a function of a for different values of the param- 
eter 1, and Fig. 3.3 plots the function Dl (q) (Eq. (2.23)) for the same values of 1. We can 
see that l has the effect of varying the rate at which dj, l(a) tends to zero below a*. 
The behaviour of dj, 1(a) can therefore be summarised by three key features for all 
values of j and 1. First, dj, 1(a) approaches the classical behaviour a-3 for a» a*. 
Secondly, there is a peak value around a* where the inverse volume is maximal. Thirdly, 
for a«a,, the inverse volume approaches zero. Furthermore, consideration of Eq. (2.23) 
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shows that for a« a* 
3 3/(2-21) (a)3(2_l)/(1_1) 
Dý'l(a) ~ (1 + l) a 
(3.1) 
and hence dj, l(a) tends to zero with approximate power-law behaviour with exponent 
3/(1-1). 
Considering the above discussion we immediately see something very important, 
which is that the scale factor below which modifications to the inverse volume become 
important is always set by a* _ Ty j7 pi, and hence only by the parameter j. On the 
other hand, as we discussed in the previous chapter, the fundamental scale of discrete- 
ness, above which the discrete evolution can be approximated by a continuous one, is 
given by ai .;: ., /ýfPi. We see, therefore, that when j is larger than three, there is an over- 
lap between these two scales and we have a continuous evolution, but with a significant 
modification to the inverse volume. 
This region of overlap is the basis of the semi-classical approximation and our aim is 
to understand the effect of this region on the classical dynamics. 
Since loop quantum gravity is a canonical quantisation, its dynamics are encoded in a 
Hamiltonian, which for isotropic LQC is a single constraint equation. This becomes the 
difference equation for the wave function in the full quantum regime. It is a quantisation 
of the classical Hamiltonian constraint, 
R=-3ä2a-lea+87rfP1'H =0 (3.2) 
which we present once more in metric variables for clarity. After dividing by a3, this 
yields the Friedmann equation. Now, above ai the quantum difference equation is ap- 
proximated by a quantum differential equation (the Wheeler-De Witt equation). If we 
are in the region ai <a<a, however, this continuous differential equation will have 
the modified inverse volume in its matter sector. When coherent states are considered, 
their evolution will therefore be approximated by the dynamics generated by the classical 
Hamiltonian constraint, but with one complication. The complication is of course that 
we need to account for the region of overlap outlined above. To do this we must replace 
a-3 in the matter Hamiltonian with the modified inverse volume dj, 1(a). We therefore 
arrive at an effective or semi-classcial Hamiltonian constraint given by 
? -ý _ -3 d2a - lea + 8(7) =0' (3.3) 
where 
(7 )-1 Dj, i(a)a-spd + a3V (O) (3.4) 2 
We note that this effective Hamiltonian has become sensitive to the same quantisation 
ambiguities as the inverse volume. 
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Dividing by a3, we find a modified Friedmann equation 
H2 _ 
87rj2 1 
7-l 
k 
3 a3 ýi - a2 
(3.5) 
It is important to remember, however, that from the point of view of the quantisation, 
the primary object is h, and there is no direct quantisation of the Friedmann equation. 
Moreover, since the classical constraint 7-1 =0 plays the role of the Hamiltonian for the 
whole system of gravity and matter, it determines the full dynamics via the Hamiltonian 
equations of motion. For the scalar field, this results in equations of the form 
ý_ {q5,7i} 
, p. o _ 
{po, H} (3.6) 
The first of these equations leads to = äH/app, and this allows us to show that the 
scalar field momentum is given by 
p, p = a3D, 10 (3.7) 
which is different from the classical value because of the modified Hamiltonian. 
We may now derive the `semi-classical' versions of the Friedmann equation, the Ray- 
chaudhuri equation and the scalar field equation. The Friedmann equation follows from 
substituting Eq. (3.7) into Eq. (3.5) and is given by 
87r12 1k 
H2 = 3Pi 2 
Dj l(a)-1 ý2 +V (O) - a2 
(3.8) 
The scalar field equation follows from combining both Hamiltonian equations, given in 
Eq. (3.6), to form a second-order differential equation for 0, which is given by 
dlnD l (a) +3- dlna 
He + Dj, IV'(q) =0 (3.9) 
Finally, the Raychaudhuri equation can be obtained via a Poisson bracket of the gravita- 
tional degrees of freedom, but more straightforwardly also follows from combining the 
scalar field equation (3.9) with the Friedmann equation (3.8). The Raychaudhuri equation 
is given by 
2 02 1 dlnDj, l(a) k H= -4ýrýP1 Dl (a) 
16 
dlna + a2 
(3.10) 
This derivation of these effective semi-classical equations was originally performed by 
Bojowald (2002a) (see also Bojowald and Vandersloot, 2003) in order to facilitate phe- 
nomenological studies. In what follows we will refer to this set of equations as the HAM 
scheme, highlighting the fact that the Hamiltonian is the primary dynamical object in 
their derivation. 
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The above discussion is not rigorous in the sense that we have only stated that the 
dynamics of coherent states will be approximated by the semi-classical equations. Con- 
siderable work has gone into verifying that this is indeed the case. This has been done 
in the context of a WKB approximation (Date and Hossain, 2004), by using a path in- 
tegral approach (Vandersloot, 2005) and by directly applying the difference equations 
(Bojowald et al, 2004; Singh and Vandersloot, 2005). In all cases the appearance of the 
non-perturbative correction term Dj, l (a) is a robust feature of the dynamics. 
3.1.1 The logarithmic derivative of Dj, 1(a) 
From Eqs. (3.8)-(3.10) it is clear that the quantity d In Dj, l(a)/d In a plays an important 
role in the semi-classical regime. Before progressing with our discussion, therefore, we 
determine the properties of this quantity which will be useful for the chapters which 
follow. 
The full expression for this quantity is rather long and not particularly illuminating, 
so we do not give it here. Instead, in Fig 3.4 we plot this expression as a function of q to 
highlight its form. For convenience we often denote this function as A(a), and we note 
that 
A(a) =d 
In Dj, l (a) 
_2d 
In D, (q) 
dlna dlnq 
(3.11) 
Considering this expression, we see that A plotted as a function of q is identical for all 
values of j, and allows us to simultaneously understand the form of A for all j. Con- 
sidering Fig. 3.4, we can see that the function asymptotes to a constant value as q -p 0 
(a - 0). Moreover, from Eq. (3.1) we can determine that this value is given by 
3(2-1) 
Aa, o = 1-l 
(3.12) 
since Dß, 1 is approximated by a raised to this power. We can also see that A reaches a 
minimum at q=1 (a = a,, ), and that this point is a cusp. Using the full expression for A, 
and taking the limit q -* 1, it is straightforward to determine that the minimum occurs at 
the value 
Amin (3.13) m'n = 21 
Finally, we note that for a> a* the function A rapidly tends to zero. 
3.1.2 A density bound 
From our discussion thus far, it is clear that the semi-classical equations of motion are 
valid only when a> ai. It is important, however, to ask whether there are any other 
constraints on their validity. 
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When considering a completely classical spacetime, within the framework of general 
relativity, the classical equations of motion cease to be valid when the energy density 
approaches the Planck scale. This conclusion is usually arrived at by considering the 
de Broglie wavelength associated with the mass of a small region of spacetime, and the 
Schwarzschild radius associated with the same region. At the Planck scale the de Broglie 
wavelength becomes smaller than the Schwarzschild radius. This suggests that at this 
energy scale quantum black holes could be formed, and full quantum gravity needs to 
be considered. The concept of classical spacetime and continuous evolution equations 
therefore breaks down at Planck scale densities. Since the semi-classical regime assumes 
a continuous spacetime, it is possible to argue that the density must also be bounded by 
the Planck scale in this regime. Indeed, at the very least, energy densities must be smaller 
than the Planck scale at a, where the transition to a fully classical universe occurs. 
A complementary way of arguing that there is an additional constraint on the valid- 
ity of the semi-classical equations is to consider the fundamental length scale ai, and 
the Hubble length H-1. A useful measure of validity then comes from comparing the 
two, and considering Hubble lengths which are smaller than the fundamental scale to be 
inconsistent. Using Eq. (2.24), this leads to the consistency condition 
H-1 > 'ýPi (3.14) 
The two points of view are closely related since H is related to the energy density through 
the Friedmann equation (1.6). 
Throughout this thesis we will use Eq. (3.14) to indicate when the semi-classical 
equations are valid. This proves most convenient since the concept of energy density be- 
comes less well defined in the semi-classical regime. It is clearly not an exact condition, 
but serves as a useful measure which is sufficiently accurate for our purposes. 
3.2 Additional ambiguities and quantisation schemes 
At this point in our discussion let us consider the possibility of additional ambiguities. 
Since we are considering the Hamiltonian as a composite object, it is possible to insert 
arbitrary positive powers of a3dj, j (a) into the expression. At the classical level this factor 
would just be equal to unity. In particular, multiplying the matter Hamiltonian by a power 
[a3dj, l (a)]' leads to the Friedmann equation, 
2 
H2 
8ir3P1 
Dn 
2D a-6p 3o+ 
V(O)) (3.15) 
where n>0 is a new ambiguity parameter. For simplicity, we have considered only the 
flat (k = 0) case. In Eq. (3.15) we have dropped the subscripts j and l when writing 
3.2: The semi-classical regime and its ambiguities - Additional ambiguities 
27 
1 
1=7/8 
--" 1=3/4 
-- 1=1/2 
dlnD/In< 
1'-. \ 
.'\ 
-J - 
0 0.5 1 1.5 2 
q 
42 
Figure 3.4: The small q behaviour of the function d In Dj, i(a)/ In a, plotted as a function 
of q for different values of 1. The axes are labelled in Planck units. 
D, and have also not explicitly indicated that it is a function of a. For convenience we 
will continue to do this throughout the rest of the thesis. In the same way as before, we 
can compute the scalar field's momentum and equation of motion using Eq. (3.6). In this 
case ý= a-3Dl+np p and thus 
87x12 1 
H2 =3 Pi 2 
D-1-ný2 + DnV (O) (3.16) 
and 
d1nD 1+2n , +3- (1 + n) dlna 
Hý +DV (0) =0 (3.17) 
This more general scheme will be called HAM(n) in what follows. For n=0 the equa- 
tions reduce to those of HAM. 
An alternative to the HAM approach has been advocated by Hossain (2004) in which 
the Hubble parameter is viewed as the primary object in order to derive the effective dy- 
namical field equations. While the Hubble operator still involves the matter Hamiltonian, 
there is an additional difference in its spectrum which arises due to a quantisation of the 
1/a3 term in Eq. (3.5). This equation is therefore replaced by 
(H2) =- 12l (a^ 3) (HO) 3 
(3.18) 
where again we have considered k=0. The result is a Friedmann equation different in 
form to that of Eq. (3.8), but identical to that of HAM(l) in terms of po : 
2 
H2 = 
87rlPI (D2a_6p22 
32+D 
V(O)) (3.19) 
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In contrast to the scheme HAM(1), however, it is implicitly assumed by Hossain (2004) 
that the scalar momentum is not changed compared to HAM. As a consequence, the 
scalar field equation still has the form of HAM(0). Moreover, in terms of the Friedmann 
equation has a new form given by 
H2 = 
87rlpl 12 
3 2ý + 
DV(O) (3.20) 
since the relation between ý and po is different from that for HAM(l). We will refer to 
this alternative scheme as FRIED, since the dynamical law is obtained from an expression 
analogous to the Friedmann equation. 
The quantum theory provides even further freedom for deriving Friedmann equations 
and results in further ambiguities. We mention just one other example, which is that the 
Hamiltonian for the scalar field can be written in a classically equivalent form as 
13 p2 + a3 V (O) 2a 
=11 a3n p2 +1 a3(m+1) 
j%l 
2 a3(n+l) a3m 
where In, m} are arbitrary, semi-positive definite constants (for m 
The HAM Friedmann equation (3.5) thus becomes 
H2 _ 
874k 12 
3 
(D_+12+DmV()) 
(3.21) 
n we obtain HAM(n)). 
(3.22) 
whereas adopting the FRIED quantisation procedure beginning with Eq. (3.18) implies 
that 
H2 = 
87r 2 2p, 1 
D_n ý2 + D(m+l) V (O) (3.23) 
32 
In these extended schemes the scalar field equation becomes 
dlnD (m+n+l) i ý+3- (n + 1) dlna 
Hý +DV (0) = 0. (3.24) 
Thus, freedom at the quantum level, as parametrised by non-zero values of {m, n}, re- 
sults in effective cosmological field equations that are radically different from the natural 
(minimal) choice corresponding to m=n=0. 
In summary, we have seen that in addition to the ambiguity parameters j and 1, which 
are inherited from the full theory, the procedure for deriving the quantised version of the 
Friedmann equation is not unique: differences arise depending upon whether one quan- 
tises the matter Hamiltonian or directly quantises the Friedmann equation by viewing 
the Hubble parameter as an operator. Finally, there is an additional freedom in writing 
down the Hamiltonian, and hence the Friedmann equation. This is parametrised by the 
constants in and n. 
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3.3 Comparing ambiguities from the point of view of the 
full theory of LQG 
It is clear that the ambiguities listed in the preceding discussion do not all appear at the 
same level from a theoretical perspective. The parameters j and l emerge when we quan- 
tise the inverse volume and are therefore already present even before the Hamiltonian 
constraint is applied to the quantum states. They are therefore common to all quanti- 
sation schemes. It is important to understand, however, that not all choices for these 
ambiguities appear equally natural, and that some values of the parameters may be pre- 
ferred over others. Insight into what values are preferred may be made by comparing 
the expressions in loop quantum cosmology with the corresponding ones of full loop 
quantum gravity. 
For the parameter j, there are virtually no internal restrictions, even when we use 
the full theory, since the same freedom appears in both cases. Because it corresponds 
to choosing a non-trivial irreducible representation, one may argue that the most natural 
value is j= 1/2, corresponding to the fundamental representation. This is also the small- 
est allowed value for j. An additional argument is that, from the fundamental perspective, 
we really choose two representations, one for the gravitational part of the constraint and 
one for the matter part. For the gravitational part we have implicitly assumed a small 
value of j9 so that inverse volume effects in the Hamiltonian do not become important. 
One would therefore regard a choice of j as more natural if the two representations are 
close to each other, which points toward smaller j. But if we are not restricted to this 
choice, there is no distinction between lower and higher values of j, except that huge val- 
ues (of the order 1020 or larger) would be excluded by particle physics experiments. In 
this regard j is the main ambiguity parameter and there is much scope for an input from 
phenomenological studies in determining a favoured value. In particular, it is interest- 
ing to consider whether the cosmological evolution of the early universe favours smaller 
values of j. 
Concerning the parameter 1, the situation is different. This parameter arises because 
p-3/2 is rewritten as a Poisson bracket involving a positive power of p. From the point 
of view of the full theory, p corresponds to the isotropic component of a densitised triad, 
on which the loop quantisation is based. In section 2.1.2 we saw that without symmetry 
assumptions, it is more difficult to rewrite the inverse volume in a way which is suitable 
for quantisation. The extra difficulty means that, even though there is no unique choice, 
not all values in the range 0<l<1 can be used. Instead of a continuous range, only the 
discrete sequence, lk =1- (2k)-1, kEN is allowed. Moreover, k=2, which implies 
12 = 3/4, was argued to be the most natural. 
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The schemes HAM(n) and FRIED can also be distinguished by internal considerations. 
As explained before, the Hamiltonian is the primary object in a canonical quantisation 
so FRIED, which puts the emphasis on the Hubble parameter, is more specific. In fact, 
a corresponding quantisation of the full theory is not possible, while the quantisation 
steps of HAM are modelled on those of full loop quantum gravity. Among the different 
possibilities in HAM(n), it is clear that HAM=HAM(O) is most natural since it does not 
involve the introduction of powers of a3dj, l(a). 
To summarise, for j there are only weak restrictions from the theoretical side alone, 
even though small values look more natural. For l there is a discrete set of preferred 
choices when we compare with the full theory, such that all values lie in the interval 
1/2 <1<1. Theoretical considerations for the dynamical ambiguities strongly prefer 
the original scheme HAM. The reason that the dynamical ambiguities are more restricted 
conceptually follows from the different way they emerge. We cannot avoid the ambigu- 
ities J j, l} since the most direct way to quantise a-3 is ruled out by the non-existence of 
an inverse of ä in the loop quantisation. We then have to use a more complicated quanti- 
sation, obtained by rewriting the classical expression. For the Hamiltonian constraint, on 
the other hand, the most direct quantisation does work and leads us to HAM. The other 
choices change this procedure in a similar way to that which introduces the 1 ambiguity, 
but these changes are no longer forced upon us. Thus, the most direct procedure which 
works appears to be the most natural. 
In this thesis we will at various times consider different ambiguity parameters. We 
will always consider the effect of j taking different values, since it is largely unrestricted 
by theoretical considerations. The other ambiguities we consider will be motivated by 
how they modify the dynamics of the most natural choice of HAM, corresponding to l= 
3/4 and n=m=0. In particular, we will be interested in whether or not the conceptual 
expectations discussed so far are also favoured by phenomenological considerations. 
Chapter 4 
Setting the initial conditions for 
slow-roll inflation 
In this chapter we study our first phenomenological consequence of the semi-classical 
regime of isotropic LQC. Our focus will be to investigate the ability of the semi-classical 
evolution equations to establish the appropriate initial conditions for slow-roll inflation, 
and how this is affected by the various quantisation ambiguities discussed in the preced- 
ing chapter. In particular, as well as considering the ambiguity parameters j and 1, we 
will study both the HAM and FRIED quantisation schemes. Despite the superior theo- 
retical justification for HAM, both schemes are considered because it turns out that the 
magnitude of the effect we consider becomes significant only when the energy bound of 
the semi-classical approximation (Eq. (3.14)) is close to being violated. It is therefore 
interesting to see whether or not this is sensitive to the quantisation scheme being used 
and whether the scheme favoured from a theoretical point of view is also favoured from 
a phenomenological one. 
We begin by discussing the question of the initial conditions required for slow-roll 
inflation. We then investigate qualitatively how the semi-classical equations may help in 
answering this question, before addressing quantitatively whether or not they do. 
4.1 The question of initial conditions 
In order to form a working model of inflation using a scalar field, we need to specify the 
scalar field's initial conditions. The fact that slow-roll inflation is a dynamical attractor 
means that, provided the potential satisfies the slow-roll conditions (i. e. that the slow-roll 
parameters (1.21)-(1.22) are small), the system is very insensitive to the initial value of 
ý. The initial position of the field on the potential (given by an initial condition for 0) is, 
however, very important since for a general inflationary potential the slow-roll conditions 
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are not satisfied everywhere. Indeed, the slow-roll conditions must be broken at some 
point on the potential in order to provide a natural mechanism to exit inflation. As we 
discussed in section 1.3, in the standard inflationary scenario it is usual to assume that the 
inflaton is initially in a state of high potential energy. Inflation then ends when the field 
rolls far enough down its potential and approaches a minimum where V=0. Moreover, 
when we considered the concrete example of the quadratic potential in section 1.5, we 
saw that the field needed to be initially displaced by at least 3QP1 from the minimum. It is 
clear that a similar displacement is required of any slow-roll model. The question which 
immediately arises, therefore, is why the inflaton begins in this state of high potential 
energy. 
Answering the question of whether or not this initial state is to be expected requires a 
full understanding of inflation in the setting of a complete theory of quantum gravity. Our 
present understanding is clearly deficient, but a number of arguments can be put forward 
in the context of more specific settings. 
The most common argument, originally advanced by Linde (1983) within the context 
of the chaotic inflationary scenario, is that the universe emerges from a spacetime foam at 
the Planck scale, where the energy density is of the order mpl. The inflaton takes different 
values in different regions of the universe, and inflation proceeds in those regions where 
the field has suitable initial values. 
On the other hand one can address the initial conditions question via the Wheeler- 
DeWitt approach to quantum cosmology. Here the square of the wavefunction is inter- 
preted as the probability distribution for initial values of the scalar field in an ensemble of 
universes. In order to make physical predictions one must impose boundary conditions 
on the set of solutions, and it turns out that the results depend heavily on what choice 
is made. The tunnelling boundary condition (Vilenkin, 1984; Linde, 1984) supports the 
picture of an initially high potential energy. In this approach the probability distribution 
for initial values of the inflaton field is given by PT x exp(-3/[87rf'jV(q )]), implying 
that the universe is more likely to nucleate with the largest possible vacuum energy, V. 
However, this is in contrast to the no-boundary approach of Hartle and Hawking (1983), 
where the probability is given by PNB oc exp(+3/[87rf'jV(q5)]), and is therefore peaked 
at V -* 0. This seems to indicate that the initial conditions will not favour 
inflation. 
In the context of LQC, it has been argued by Bojowald and Vandersloot (2003) that 
for the case of a constant potential, the wavefunction in LQC most closely resembles the 
Hartle-Hawking no-boundary wavefunction. More specifically, the difference equation 
in LQC requires the wavefunction to tend to zero near to the classical singularity (Bo- 
jowald, 2001b), and this resembles DeWitt's initial condition (DeWitt, 1967). However, 
within the context of more general solutions to the Wheeler-DeWitt equation, requiring 
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the wavefunction to be bounded as a --+ 0 selects the exponentially increasing WKB 
mode (Bojowald and Vandersloot (2003)) which corresponds to the no-boundary wave- 
function. Following this reasoning, it is possible to argue that within LQC a natural initial 
condition for the field is the minimum of the potential. 
In view of this argument and the general uncertainty over what the initial condition 
for 0 should be, it is important to investigate physical processes that enable the inflaton 
field to reach the values required for inflationary expansion. It turns out that the modified 
equations of semi-classical LQC provide a dynamical mechanism which may allow this 
to occur. 
4.2 Setting the initial conditions through semi-classical 
LQC 
Let us first consider the HAM equations (3.8)-(3.10) in a qualitative manner in order 
to illustrate the scalar field's behaviour in the semi-classical regime. The qualitative be- 
haviour for the FRIED scheme is unchanged. We consider how the behaviour of equations 
(3.8)-(3.10) changes from that of the standard equations (1.14)-(1.16) for small values of 
the scale factor. First let us consider the Raychaudhuri equation (3.10). When a»a, 
D=1 and the important quantity A-d In D/d In a we discussed in section 3.1.1 is 
zero. Eqs. (3.8)-(3.10) therefore reduce to the classical equations (1.14)-(1.16). When 
a<a, however, D begins to change radically from unity, as was shown in Fig. 3.3. 
More importantly, A also starts to vary markedly. In Fig. 3.4 we plotted the behaviour of 
this quantity as a function of q= a2/a2 to demonstrate how it depends on the ambiguity 
parameter 1. If a« a*, A tends to a constant, which we determined to be 3 (2 - l) / (1-1) . 
In the intermediate region A varies from zero to this limiting value. We can see from Eq. 
(3.10) that the value A=6 is important. When the universe is expanding with A>6, 
then ft > 0, and the universe undergoes super-inflationary expansion'. This was first 
shown by Bojowald (2002a) and further studied by Bojowald and Vandersloot (2003). It 
is interesting to ask whether this phase of inflation, driven not by the potential energy 
of the inflaton but by quantisation effects, can replace or supplement standard inflation. 
One aspect of this question is considered further in chapter 7. Here, however, we focus 
on what effects the regime a< a* can have for standard inflation. This is interesting 
irrespective of the role super-inflation might play. 
I In this chapter we assume that the curvature is negligible, and hence we take k=0. Indeed, even if the 
curvature is not negligible initially it will rapidly become so if an extended period of accelerated expansion 
occurs. The case in which the curvature cannot be neglected is considered in the next chapter where we 
consider positively-curved universes. 
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Keeping in mind the form of A, let us now look at the scalar field equation (3.9). 
We see that the quantity (3 - A)Hý, which classically is the frictional term that allows 
slow-roll inflation to occur, changes sign when A>3. If we again consider an expanding 
universe, it is clear that if the evolution begins for a«a, the frictional term will become 
an anti-frictional one, and the field will be accelerated along its potential. Moreover, the 
potential term in Eq. (3.9) becomes unimportant compared to this anti-frictional term 
since it contains a factor of D which tends to zero when a« a*. This acceleration effect 
is therefore very robust. The effect was also first discussed by Bojowald (2002a). 
Let us now think qualitatively about what this means for inflation. If we consider 
the inflaton located initially at the minimum of its potential when the universe is in the 
regime a« a*, we see that the field will be accelerated away from this minimum as 
the universe expands. As the universe grows larger than a, however, the anti-friction is 
replaced again by the standard frictional effect and the field decelerates. The field then 
reaches its maximal displacement before eventually turning around on the potential and 
rolling back down. Assuming the potential is of the correct form, and that the field has 
moved far enough, slow-roll inflation then commences. It is clear, therefore, that if the 
field is able to move sufficiently far up its potential, the conditions relevant to standard, 
slow-roll inflation may be realised in a natural way even if the field is initially situated in 
the minimum of its potential. 
This scenario was investigated further by Tsujikawa et al (2004) where the emphasis 
was on determining if the turning around of the field on the potential can leave an ob- 
servational signature on the CMB. They determined that if the field reaches its point of 
maximal displacement 60 e-foldings or so before the end of inflation, the perturbations 
generated during the turning point could lead to observable effects on the largest scales 
of the CMB. 
Leaving observational effects aside, it seems from a conceptual point of view that the 
set of initial conditions that lead to slow-roll inflation might be significantly widened by 
the semi-classical dynamics of LQC. A crucial question that must be addressed, however, 
is whether or not this behaviour is robust under the quantum ambiguities discussed in the 
previous chapter, and how these ambiguities affect the behaviour. Since the scalar field 
equation (3.9) has the same functional form for both the HAM and FRIED quantisation 
schemes and, since D«3 for a« a* for all values of l, we expect the universe to enter 
the anti-frictional epoch for all cases. This would suggest that the qualitative behaviour 
should be the same. More quantitatively, it is also important to investigate whether the 
process of setting the initial conditions for inflation violates any of the assumptions which 
must be satisfied in the semi-classical regime, and in particular the energy bound (Eq. 
(3.14)). 
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For a quantitative analysis, therefore, we begin at the onset of the semi-classical 
regime (a ti a2), where we can first use the semi-classical equations for both quantisation 
schemes. We assume that the universe is flat and hence that k=0. We also assume that 
the inflaton is initially at the minimum of the potential. This position is chosen for the 
reasons outlined above and also because it is in some sense the antithesis of the initial 
Planck scale potential energy. It is important to note, however, that the minimum is not 
the worst case scenario for the initial position of the field in terms of the number of e-folds 
of inflation that will be generated. To see this we must understand that the sign of the 
field's velocity at the beginning of the semi-classical regime is important. Consider again 
the quadratic potential. If the field is initially displaced in the direction of positive values 
of 0, and if sgn(81l finit) = +1, the field begins moving up its potential immediately. 
If, on the other hand, sgn(12Jýin; t) = -1, the inflaton rapidly falls back through the 
minimum of its potential before rolling up the other side. Consequently, the worst case 
scenario would be for the field to be displaced far from the minimum in one direction but 
begin its evolution moving in the opposite direction. As well as being motivated on other 
grounds, therefore, starting the field at the minimum allows us to side-step the issue of 
the initial direction of the field. 
In the following subsections, we continue to use the quadratic potential (1.55) as 
a concrete example of the dynamics. In line with the previous discussion the initial 
conditions are given by {0; nit = 0, ; nit > 0}. 
4.3 Approximate analytic scheme 
4.3.1 Transition from semi-classical to classical dynamics 
In this section, we develop an approximate analytical approach to estimate the initial 
conditions for successful inflation in LQC for both the HAM and FRIED quantisation 
schemes. In both schemes the scalar field equation of motion is given by Eq. (3.9). The 
approximation separates the rolling of the field to its maximal value Omax into two distinct 
epochs, a semi-classical, anti-frictional phase followed by a classical epoch. The major 
simplifying assumption we make is to assume the asymptotic form (3.1) of the eigenvalue 
function, D, throughout the semi-classical era. It is also assumed that the transition 
to classical dynamics occurs instantaneously when D reaches unity and that once this 
condition has been attained, D remains fixed at unity. In essence we are assuming that 
the middle section of D which contains the maximum, is unimportant for the dynamics. 
Ultimately the validity of this approximation will be tested with numerical integration. 
The field reaches its point of maximal displacement when its potential energy begins 
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to dominate its kinetic energy. At this point the universe is considered to be classical 
(since D= 1) and previous investigations indicate that a good estimate for the turning 
point can be determined from the condition (Madsen and Coles, 1988) 
" 
(4.1 
1 
`'max "' 
V (Omax) 
2 
Although for concreteness we are considering the quadratic potential, the approach we 
develop is independent of the particular functional form of the inflaton potential, and 
can be applied in principle to any potential. Moreover, since the inflaton is evolving 
away from the minimum, it is expected that its kinetic energy will dominate the cosmic 
dynamics until Eq. (4.1) applies. We therefore view the inflaton as a massless field 
(V = 0) until it reaches its turning point. 
From a phenomenological point of view, there are two important constraints that must 
be satisfied for successful inflation. First, sufficient inflation must occur to solve the 
horizon problem and this implies that the field must be sufficiently displaced from its 
minimum when it begins to roll back down. As we have discussed, for the quadratic 
potential this requires lplgmax > 3, if we assume 60 e-folds are required. 
The second constraint concerns the region of parameter space where the semi-classical 
and classical approximations are valid. In section 3.1.2, we noted that this requires both 
a> ai and that the Hubble length be greater than a2 (Eq. (3.14)). Eq. (3.14) is equivalent 
to the condition that a classical description of the dynamics is only consistent at energy 
scales below the Planck scale, and a minimal requirement is that it is met at the transition 
from the semi-classical to the classical regimes. Since the Hubble parameter and the in- 
flaton's kinetic energy are monotonically increasing functions during the semi-classical 
regime, this leads to an upper bound on the duration of that phase. Moreover, we are 
neglecting the potential energy, so an estimate for the limit on the field's kinetic energy 
at the transition epoch follows directly from the Friedmann equation by setting D=1. 
For both the HAM and FRIED quantisation schemes, this implies that HS r 4irlP1ý /3 
and hence that 
3 1/2 
l2 plcbs - 47r-y ' 
(4.2) 
where a subscript S denotes values of the parameters at the transition time. 
We refer to 
the bound (4.2) as the kinetic bound. 
4.3.2 Classical dynamics 
To proceed, let us now consider the classical phase. Our aim is to solve the equations 
for the field's evolution once the transition to classical dynamics has occurred. It proves 
convenient to consider the Hamilton-Jacobi form of the classical equations 
(1.14)-(1.16), 
4.3: The initial conditions for inflation - Approximate analytic scheme 52 
which can be derived by considering H as a function of the field. For V=0 the Fried- 
mann and scalar field equations are therefore given by 
1dH 2 
do = 
127rfP1H2 , (4.3) 
dH 
do _ -47rlPiq ' (4.4) 
where time derivatives are replaced throughout by derivatives with respect to the scalar 
field. This form of the equations is useful as the general solution to Eqs. (4.3) and (4.4) 
is easily seen to be 
H= Hs exp 
[- os)] . (4.5) 
Substituting Eqs. (4.4) and (4.5) into Eq. (4.1) implies that the maximal value attained 
by the field for both the HAM and FRIED schemes is given by 
12'7x1 ma I 127x1 , /, maxe 
Plý x_e PI S 4ý 
m 
(4.6) 
When the potential is negligible, and the approximate power-law form of D is valid, the 
scalar field equation (3.9) admits the first integral 
yý = 
&it a1 
ainit 
(4.7) 
where the subscript finit denotes initial values at the beginning of the semi-classical 
regime. Substituting Eq. (4.7) into Eq. (4.6) then implies that 
ýinit 
I 
3/(1-1) 
Omaxe 12ý1Pl45max (_as e 12ýlPlýs m ainit (4.8) 
Since we are assuming that the universe commences its evolution at ai we have that 
a; n; t = ai and that 
ai (3\\1/2 
aZ vlp1, (4.9) rlj j 
It then follows from Eq. (3.1) that 
as 7l +1 
1/(4-2c) 
a* N3' 
as 
1/2 1+1 1/(4-2c) 
N (4.10} N 
ai 33 
Substituting Eq. (4.10) into Eq. (4.7) then yields an estimate for the initial value of the 
field's kinetic energy in terms of its value at the transition time: 
3 (312_2 1) 3 3/[(4-21)(1-1)] 
ýinit = ýS l+1 
(4.11) 
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Imposing the kinetic bound (4.2) then leads to an estimate for an upper limit on the 
combination of parameters j 112 Jýin; t 12(1-1)/3 in terms of a constant with numerical value 
determined by the parameters 'y and 1: 
2 
2(1-1)/3 33 1/(2-l) 
.ý 
lpl&it 
I<3 
41r-y 1+1 
Using the theoretically favoured value of l= 3/4, Eq. (4.12) simplifies to 
4.6 
1/6 11Pl &it 
and to 
jý 
12 
5.0 
2/3 
pl&it 
forl «1. 
(4.12) 
(4.13) 
(4.14) 
We now require the value of the scalar field at the transition epoch in order to estimate 
the maximal value of the scalar field from Eq. (4.8) in terms of its initial value. This is 
determined from the solution to the field equations for each of the quantisation schemes. 
4.3.3 HAM Quantisation 
The solution to the Friedmann equation (3.8), neglecting the potential, is 
3(2-I)/(2-21) 
ýinit + Bý a-1 (4.15) 
ai 
where 
_ 
2(1-1) 6 )1/2 
Bl 
3(2-1) 87r12 P1 
3 3/(4-41) a2 
3(2-1)/(2-21) 
Xl+1* (4.16) 
is a constant. Since the expressions for general 1 are cumbersome, we focus in what 
follows on the value 1= 3/4 and the limit 1«1. We discuss the limit 1 -* 1 in section 
3.5.2. Eq. (4.15) simplifies to 
Oinit +Ba 
15/2 
ai 
-1 
ai 
15/2 
26 
1/2 (12 3 
(4.18) B3/4 15 87f1P1 7 a* 
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for 1= 3/4, and to 
3 
0 Oinit + BO 
a 
ai 
6 1/2 
Bo = 3-1/4 87x12 P1 
for 1Z1. 
-1 (4.19) 
a; 
3 
* 
(4.20) 
In general, the total shift in the value of the field induced by the anti-frictional effect 
of the semi-classical phase increases for increasing j, since the duration of the super- 
inflationary dynamics is enhanced for higher values of j. Consequently, the condition for 
the horizon problem to be solved can be expressed as a lower limit on the value of j for 
given values of 11, finit }. 
Substituting Eqs. (4.17) and (4.18) into Eq. (4.8) and employing the estimates (4.9) 
and (4.10) implies that 
le i2"lp'o-ax N 140j6 IlplýýnýtI e ý2ýtPºOinit I PiPmax (4.21) 
when l= 3/4, where it is assumed that j is sufficiently large for (as/ai)15/2 »1 (this 
requires j> 0(3)). The COBE normalisation constraint on the mass of the inflaton field 
has also been imposed. The horizon problem is therefore solved (lplom > 3) if 
In (j 6 112 plýinit + 127FlP1c5init > 14.6 . 
(4.22) 
Eq. (4.22) then implies that 
jý 
l2 
11 
1/6 ' 
(4.23) 
Plcinit 
for Oi,, it =0 and comparing the limits (4.23) and (4.13) for the HAM quantisation 
implies 
that they are incompatible for this value of 1. This would seem to indicate that success- 
ful inflation within a purely semi-classical description is not possible with these initial 
conditions. 
It is worth addressing briefly the question of how different values of the parameter 1 
would alter this conclusion. Since lowering the value of 1 leads to super-inflationary ex- 
pansion that is closer to the exponential limit, it might be expected that the kinetic energy 
of the inflaton field would grow less rapidly during the semi-classical phase. However, 
Eq. (4.14) implies that lowering 1 does not significantly weaken the kinetic bound on j. 
Furthermore, for 1«1, substituting Eq. (4.19) into Eq. (4.8) implies that the horizon 
problem is only solved if 
In 
. 732 
1 Pjýinit 
I) +- 1271PIOinºt >_ 7.2 , 
(4.24) C 
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and for Oinit = 0, the constraint (4.24) reduces to the condition 
j? 
120 
2/3 
'2 piYinit 
4.3.4 FRIED Quantisation 
(4.25) 
For the FRIED quantisation scheme, the solution to the Friedmann equation (3.20) in the 
limit of kinetic energy domination is 
3 1ý2 a 0_ Oinit + In - (4.26) 47r12 ai 
and substituting Eq. (4.26) into Eq. (4.8) implies that 
ýinit 
I 
3(2-1)/(1-1) 
Omaxe 12ýr1pi4max 
as 
e 
12ý1Pºý; nýt (4.27) 
ai in 
The method of estimating when the horizon problem is solved is similar to that em- 
ployed in the previous subsection for HAM quantisation. Substituting Eqs. (4.9) and 
(4.10) into Eq. (4.27) and imposing the requirement that 1pjOm,, >3 leads to 
23 In (15/2 jI lpj&it I) + 1271P1Oinit 17.2 ,1=4 
(4.28) 
In (j 3 lpi &it I) + 12ý1p1 Omit >_ 10.6 'l«1. 
(4.29) 
For the case where Oinit = 0, this implies that the horizon problem is solved if 
9.9 
2/15 
3 (4.30) 4 
12 
j> 
351/3 
' 
l<C1 . 
(4.31) 
lPiý) 
Comparing the limits (4.30) and (4.31) with the corresponding kinetic bounds (4.13) 
and (4.14) implies that 
9.9 
12 
, lýinit 
35 
2/ 55 
CJC 
1/3 
2 lplOinit 
<j< 
4.6 
1/6 
l=3 (4.32) 
4 2 lpjýinit 
l5.0 
2/3 l«1. (4.33) 
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pl 
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As a result, the horizon problem can only be solved if 
Ilpjýj < 10-9 when l= 3/4 and if 
112 
1ýl <3x 10-3 when 
1<1. 
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4.4 Numerical results 
The above analytic approach is very useful since it allows us to draw conclusions for 
wide ranges of initial conditions and parameter choices without the tedious process of 
integrating the equations numerically. We should, however, bear in mind its limitations. 
In particular Eq. (4.7) overestimates the value of the field's kinetic energy at the transition 
since the form of the eigenvalue function, D, given in Eq. (3.1), represents its asymptotic 
form in the limit a« a*. Moreover, the estimate for as, the scale factor at the transition 
epoch, given in Eq. (4.10), is not precise, since there is no exact definition for this 
parameter. We must therefore check the accuracy of the analytic results found within this 
approximation scheme. 
In this section, we determine the regions of parameter space that lead to successful in- 
flation in the HAM and FRIED quantisation schemes by numerically integrating the field 
equations, where the complete expression (2.23) is assumed for the eigenvalue function 
and the inflaton potential is included. The results are presented in the form of plots of 
the ambiguity parameter, j, against ; nit for a given value of 1. On each plot a solid line 
represents the boundary for the horizon problem to be just solved (and consequently for 
large angular scales on the CMB to correspond to the turning point in the field's dynam- 
ics). A dashed line represents the boundary where the kinetic bound is just violated. 
Shaded areas represent regions for successful inflation. We also generate similar plots 
using the analytic approximation. This allows us to compare the analytic results with 
those obtained by numerical integration, and to assess the accuracy of the former. 
4.4.1 {cbnt = 0, cbinit > 0,1 = 3/4} 
We begin by considering the set of initial conditions {c5; nit = 0, 
f finit> 0} with 1= 3/4 in 
order to compare the exact numerical results with the approximation scheme developed 
in section 4.3. Fig. 4.1 shows the analytic estimates for HAM quantisation and Fig. 4.2 
shows the results for the same system from numerical integration. The corresponding 
results for FRIED quantisation are shown in Figs. 4.3 and 4.4, respectively. The horizon 
problem is solved above the solid line and the kinetic constraint is satisfied below the 
dashed line. Necessary conditions for successful FRIED inflation are I121ýinit I< 10-8 
andj-100. 
There is good agreement between the analytic and numerical approaches in both 
schemes. The analytic approximation typically underestimates the maximum value of 
the scalar field by about 0.11p11 when 31P11 leading to a small error in the total 
number of e-foldings, ON e: 4. Such an error is comfortably within other uncertain- 
ties that change the total number of e-foldings required to solve the horizon problem. In 
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particular, the reheating temperature has a major effect as discussed in section 1.3. 
4.4.2 Effects of varying 1 
We now consider how different values of 1 alter the above conclusions. We have numer- 
ically integrated the field equations where l varies in the range 0.01 <l<0.95. In 
section 4.3.4, it was found that in the case of FRIED quantisation, the region of parameter 
space for successful inflation is widened for smaller values of 1. This follows because the 
power dependences on the initial kinetic energy in Eq. (4.33) differ to a greater degree 
as l decreases and the intersection of the two constraints in Fig. 4.3 is located at higher 
values of J j, f finit}. A lower value of 1 corresponds to an expansion rate that is closer 
to the exponential limit and therefore the kinetic energy of the field grows less rapidly. 
Consequently, the superinflation phase must last longer to ensure the field has sufficient 
kinetic energy to solve the horizon problem. The full numerical integration supports this 
generic behaviour. The agreement between the analytic and numerical approaches im- 
proves at higher 1. This can be understood by considering Fig. 3.2 which shows that the 
regime of the peak (which is neglected in our analytic scheme) widens for small 1. For 
smaller 1 values, the turning point of the field is underestimated by no more than 0.11P11 
. to 0.21PIl when cbmax ti 31p-11 
For the HAM quantisation scheme, the kinetic bound and the horizon problem con- 
straint both take the form jJ12Jý, nitJ2(1-l)/3 
Ck, where Ck = Ck(l) is a numerical 
constant determined by 1. In this case, it is the numerical factor Ck which is important 
and successful inflation requires Ckinetic > Chorizon " 
The analytic approach for the case 
of ginit = 0, as summarized in Eqs. (4.14) and (4.25), indicates that reducing 1 below 
1= 3/4 strengthens the inequality Ckinetic < Chorizon" For 1> 3/4, numerical integration 
implies that the difference in the numerical factors is reduced, but not sufficiently for the 
inequality to be reversed, at least up to lf0.95. Hence, the two lines never intersect in 
Fig. 4.2 and there is no region of parameter space which simultaneously satisfies both 
bounds. Indeed, for given values of {0init, l}, the highest value of j that is just con- 
sistent with the kinetic bound typically leads to a turning point in the field's motion at 
Oma - 2.41j 1'. Numerical integration 
indicates that this holds over a wide range of 1 
and implies that the field must be displaced from its minimum for successful inflation to 
proceed. 
As in FRIED quantisation, the agreement between analytic and numerical results is 
good, and improves at higher 1. We conclude, therefore, that varying 1 does not signifi- 
cantly alter the overall qualitative picture in this scenario. 
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Figure 4.1: Analytic results for HAM quantisation with l= 3/4 and initial conditions 
Oinit =0 and finit > 0. The solid line corresponds to the case where the turning point of 
the inflaton is at 0= 3l 1. Sufficient inflation to solve the horizon problem arises in the 
region above this line. The kinetic bound is satisfied in the region below the dashed line. 
The two regions do not overlap. The x-axes is labelled in Planck units. 
1 
Figure 4.2: Numerical results corresponding to the scheme shown in Fig. 4.1. 
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Figure 4.3: Analytic results for FRIED quantisation with l= 3/4 and initial conditions 
Oinit =0 and finit > 0. The horizon problem is solved in the region above the solid 
line and the kinetic bound is satisfied below the dashed line. The shaded area repre- 
sents the region of parameter space that leads to successful inflation for this set of initial 
conditions. The x-axes is labelled in Planck units. 
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Figure 4.4: Numerical results corresponding to the scheme shown in Fig 4.3. 
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4.5 Discussion 
Let us now summarise and discuss what we have learnt in this chapter. We have consid- 
ered the importance of the semi-classical equations of LQC in realising the conditions 
that lead to a phase of slow-roll inflation when the inflaton is initially located in a min- 
imum of its potential and the universe is flat. We found that the key requirement for 
successful inflation within this framework is that the energy density condition of the 
semi-classical approximation (Eq. 3.14) remains valid. In particular, this implies that the 
initial kinetic energy of the inflaton must be sufficiently small. We have seen, however, 
that within our framework it is difficult for the initial conditions for slow-roll inflation to 
be realised without violating this condition. 
For the choice 1= 3/4, conditions for successful inflation can be achieved in the 
FRIED quantisation scheme if j is sufficiently large even when the field is located at the 
potential minimum. The field tends to move further up the potential in the FRIED quan- 
tisation than in HAM quantisation. In this sense, FRIED quantisation might be favoured 
from a phenomenological point of view at the semi-classical level, as it results in a larger 
region of parameter space for successful inflation (this has already been indicated in Hos- 
sain (2004)). This is interesting given that the HAM quantisation scheme is directly based 
on a Hamiltonian whereas FRIED involves additional multiplication with eigenvalues of 
the inverse volume operator and is therefore less natural conceptually. 
In HAM quantisation, it appears that the field needs to be displaced initially from its 
minimum if it is to move sufficiently far up the potential without violating the bounds 
imposed by the semi-classical approximation. This can be seen from the analytic scheme 
by considering Eq. (4.22). Increasing Oinit from zero reduces the value of j required to 
solve the horizon problem, while it is clear that changing Oinit does not affect the kinetic 
bound. 
It is possible to argue that even if we consider the minimum of the potential as a 
natural starting point for the field, some displacement is still natural. This argument 
was advanced from the point of view of the uncertainty principle by Tsujikawa et al 
(2004). The argument views the inflaton as a localised wave packet with a spread in 
its position and momentum (and hence velocity). This is equivalent to considering a 
semi-classical state of the inflaton. The spread can be parametrised by 04 and 04. 
In a standard probabilistic interpretation this implies that the most likely values for the 
inflaton are of the order of the spreads 0O and 0q away from the value on which the 
wavepacket is centred. Such a spread has a lower bound due to the minimal uncertainty 
relation, jOOOppj > 1. The argument then proceeds by identifying the uncertainty in 
the momentum with the value of the initial momentum of the semi-classical system, and 
identifying the field's position in a similar way. This implicitly specifies a value for Apo, 
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and hence a value for O; n; t, through the uncertainty principle. To see this we note that in 
the HAM quantisation scheme, the momentum canonically conjugate to the field is given 
by pp = a3D-1c, and so with these identifications, the uncertainty relation gives 
OiniAnit I> a-3D(ai) . (4.34) 
With fixed we see that Oinit takes a particular value, which can become very large 
for small values of j and small values of finit. 
Making the identification point = Apo, however, assumes that the wave packet is 
localised about pO = 0. Since we are making the assumption that the position variable 
is localised about q=0, it may also seems natural to assume that the momentum is 
localised about po = 0, but we do not have any a priori reason to expect this. To proceed 
further, one would have to understand why the universe should emerge from the Planck 
regime with a particular semi-classical state, which is beyond the scope of our analysis. 
It is clear that some delocalisation of the field's position is to be expected, but we can- 
not uniquely determine the value of Oinit even when considering a semi-classical state 
localised on Oinit = 0, with a fixed value for finit. Moreover, the idea of moving the 
field using a quantum principle is not in the spirit of this investigation, where we have 
focused on a dynamical mechanism for setting the initial conditions for inflation. We 
have therefore focused on the value 0init = 0. 
It would be wrong to conclude outright, however, that HAM is unable to set the initial 
conditions for inflation in view of this delocalisation argument and given that only a small 
initial displacement is necessary to ensure Eqs. (4.23) and (4.13) are simultaneously sat- 
isfied. In addition, care should be taken in interpreting the kinetic bound (4.13). Failure 
to satisfy this bound does not necessarily rule out certain parameter choices or quantisa- 
tion schemes, but only limits the allowed range where the approximate equations we are 
using can be employed. Outside this range we would have to employ the full quantum 
equations. It is possible that in this framework both the HAM and FRIED schemes would 
become equally viable at a phenomenological level. Indeed, if the kinetic bound (4.13) 
were to be relaxed slightly, then it would become marginally consistent with the horizon 
problem constraint (4.23). This also indicates that if successful inflation could be realised 
within this semi-classical framework, the conditions would be such that just enough e- 
folds of accelerated expansion would arise for the horizon problem to be solved. As a 
result, the largest scales on the CMB which are astrophysically observable today would 
correspond to the turning point in the field's dynamics. 
Considering values 1< 3/4 does not alter the qualitative behaviour of the dynamics. 
In general, for a given initial kinetic energy, this leads to an increase in the lowest value 
of j consistent with successful inflation in FRIED quantisation, since the semi-classical 
phase must last longer. Conversely, when l> 3/4, successful inflation is possible for 
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lower initial kinetic energies and lower values of j. For HAM quantisation, reducing l 
makes it harder to satisfy the horizon and kinetic bounds simultaneously. The kinetic 
energy of the field increases less rapidly for 1 -; 0 and it might therefore be expected that 
it would be easier to satisfy the kinetic bound. However, in this case the field lacks the 
kinetic energy needed to reach a sufficiently high value after the semi-classical era. Thus, 
the phenomenological indications for 1 are in agreement with the expectations from the 
full theory which lead to 1> 1/2. 
In fact, the results allow us to draw further lessons for the full theory. As discussed 
in chapter 2, HAM is analogous to the full quantisation procedure whose dynamics is 
governed by a constraint, while FRIED does not have an analogue in the full theory. From 
the phenomenological point of view, however, we have seen that FRIED is more robust to 
ambiguities and for a wide range of parameters allows more than 60 e-folds of inflation to 
occur. On the other hand, HAM is less robust and does not result in a sufficient number of 
e-folds. If our kinetic bound could be relaxed a little, however, we have argued that there 
could be marginal agreement between Eqs. (4.13) and (4.23). This is interesting since 
it would mean that if the universe attains the initial conditions for slow-roll in this way, 
the region of parameter space which works would lead to maximal inflaton field values 
which lie at the borderline for sufficient inflation. This is precisely the situation which 
could lead to the observable effects studied by Tsujikawa et al (2004) and may indicate 
that observations of loop quantum gravity are within reach. 
As for j, the bounds we have derived are larger than unity, as expected, but not un- 
reasonably large. Thus, the scenario appears realistic and does not require fine tuning. 
In conclusion we have shown that by considering the initial conditions for inflation, 
set using this anti-frictional mechanism, it is possible to gain insight into which quantisa- 
tion schemes and values of the ambiguity parameters are favoured by phenomenological 
considerations. However, the results are clearly sensitive to our assumptions and particu- 
larly the chosen initial conditions. On the other hand, the most important and extremely 
interesting result is that a negligible initial potential energy and an initial kinetic energy 
many orders of magnitude below the Planck scale can lead to a significant period of slow- 
roll inflation, even though difficulties arise if we wish this period to last for more than 
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e-folds. 
Chapter 5 
Bouncing universes in LQC and the 
initial conditions for inflation 
In this chapter we consider another aspect of the semi-classical equations of loop quan- 
tum cosmology. As we will show, the semi-classical equations permit a collapsing uni- 
verse to undergo a bounce into an expanding phase. Given the long history of interest in 
bouncing and cyclic/oscillatory cosmologies, this feature of the semi-classical dynamics 
is very interesting. It has long been thought that once a collapsing universe approaches 
the Planck scale, quantum gravitational effects may allow the universe to evolve from 
collapse into expansion. LQC therefore appears to give a concrete realisation of this 
hope. 
We proceed by briefly discussing the history and recent incarnations of bouncing and 
cyclic universes in section 5.1, before describing in detail how bounces can occur in the 
semi-classical approximation of LQC in section 5.2. That the semi-classical equations 
give rise to a bounce was first realised by Singh and Toporensky (2004) in the context of a 
positively-curved universe. The mechanism of the bounce and how generically it occurs, 
however, was not fully understood in this work. The work in this section expands greatly 
on previous results by identifying precisely the conditions for which a bounce is possible, 
and, moreover, yields new insight into the mechanism by which the bounce occurs. 
Having done this we investigate various bouncing scenarios within LQC. First, we 
show that a positively-curved oscillatory LQC universe can establish the appropriate ini- 
tial conditions for subsequent slow-roll inflation in section 5.3. We study the effectiveness 
of this mechanism when compared with the one described in chapter 4, and its robustness 
to ambiguities. Finally, the question of whether the bounce which occurs in LQC is able 
to realise any of the bouncing or cyclic/oscillatory scenarios which have previously been 
proposed is discussed in section 5.4. We conclude in section 5.5. 
Throughout this chapter only the HAM quantisation scheme is considered and we con- 
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centrate on a particular value of the quantisation parameter 1= 3/4. We will, however, 
consider whether the observed effects are to be expected in more general quantisation 
schemes during the discussion and particularly in the concluding section. 
5.1 A brief history of cyclic universes 
Cyclic/oscillatory universes have a long history in cosmology. A collapsing universe 
which undergoes a bounce instead of continuing to contract is clearly singularity free. 
Moreover, if the expanding universe subsequently recollapses, there is no reason why this 
sequence cannot continue indefinitely. Originally, this observation was one of the main 
attractions of a cyclic universe since it suggested that initial conditions can in principle be 
avoided. The big bang which occurred in our universe's past would then be interpreted 
as simply one in an infinite series of bounces. Closer consideration of such models, 
however, revealed severe difficulties in their construction. In particular, Tolman (1934) 
showed, using thermodynamic arguments, that the entropy of the universe would increase 
from one cycle to the next. This argument in turn implies that the number of bounces into 
the past must in fact be finite, thereby reintroducing the need for an origin and for initial 
conditions. While this was a disappointing conclusion, it had an interesting consequence. 
The generation of entropy with each bounce was shown to imply that the maximal size 
of the universe would increase with each successive bounce. This could then offer a 
possible resolution of the flatness and horizon problems of standard, big bang cosmology 
(see Durrer and Laukenmann, 1996, and references therein). Essentially the argument is 
that after a very large number of bounces one would expect the universe to be very large 
and hence to appear to be close to flatness. Moreover, the horizon problem can also be 
solved since the universe is much older than the length of time to the last big bang event. 
Hence, regions which would not have had time to come into causal contact with each 
other since the big bang would have been able to do so during previous cycles. 
A central difficulty with these models, however, is that when treated classically within 
the context of GR, a collapsing universe generically becomes singular and its evolution 
breaks down before any bounce can occur if it is sourced by matter which satisfies the 
strong energy condition. Restricting ourselves to positive energy densities, the strong 
energy condition is equivalent to the condition that the equation of state (1.9) satisfies 
w> -1/3. Within the context of a positively-curved FRW universe, as is discussed 
in more detail below, violation of this condition during a collapse is sufficient to give a 
bounce. On the other hand, for a flat universe it is necessary to violate the condition that 
u> > -1, and even this may not be sufficient. w< -1 implies a violation of the weak 
energy condition, which for an FRW cosmology is simply that p>0 and p+p>0. 
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All standard forms of matter (dust, radiation and even scalar fields) satisfy the weak 
energy condition, while dust and radiation also satisfy the strong energy condition. More- 
over, during a classical collapse scalar fields generically evolve to satisfy the strong en- 
ergy condition. We can clearly see, therefore, that within the FRW framework of GR, the 
generic result of a collapse is that the universe's evolution becomes singular. 
Recently M-theory inspired braneworld models have renewed interest in bouncing 
and oscillatory universes. The most well known models are the ekpyrotic scenario, orig- 
inally proposed by Khoury et al (2001b) (also see Khoury et al, 2001 a, 2002), and the 
`cyclic' universe proposed later by Steinhardt and Turok (2002a, b). The ekpyrotic sce- 
nario consists of just a single bounce, while in the `cyclic universe' the bounces repeat 
at regular intervals in time. In these scenarios, the universe is assumed to be one of two 
four-dimensional orbifold planes, or branes, embedded in a higher five-dimensional bulk 
spacetime (examples of such an embedding are considered in part II). In this scenario the 
branes can move towards each other, and to an observer situated on one of the branes this 
is perceived as the universe undergoing a collapse. When the branes collide one dimen- 
sion of spacetime disappears. The branes are then assumed to immediately rebound from 
one another, which is interpreted by a brane-bound observer as the universe undergoing 
a bounce. In the cyclic scenario this process repeats indefinitely. The scenario claims to 
avoid the singularity problem since only one dimension becomes singular, and moreover 
the matter content of the universe, which is confined to the brane, has a finite energy 
density during the collision. Furthermore, the cyclic version of the scenario also circum- 
vents the entropy objections to oscillatory universes, for although the four-dimensional 
branes move backwards and forwards periodically in the fifth dimension, their size does 
not contract and expand periodically as an observer on the brane might think. Rather the 
size of the branes can become larger with each cycle, and this allows the ever increas- 
ing entropy to be diluted. A further feature of these scenarios is the possibility that the 
spectrum of scale-invariant curvature perturbations, required for structure formation and 
usually assumed to be generated during inflation, can be generated during the collaps- 
ing phase, subject to particular matching conditions at the brane collision (Khoury et al, 
2002; Gratton et al, 2004; Tolley et al, 2004). 
Despite these intriguing aspects of the scenarios, however, problems still remain (see 
Kallosh et al, 2001; Lyth, 2002a, b, for criticisms of the scenarios). For example, there are 
difficulties in developing a successful treatment of the brane collision, and establishing 
that the evolution of quantities confined to the brane is non-singular. Progress in these 
directions continues (see Niz and Turok, 2006; McFadden et al, 2005; Turok et al, 2004, 
for recent developments), although the scenarios remain controversial. 
Another bouncing model we should mention was investigated by Kanekar et al (2001). 
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In this scenario the universe undergoes a number of cycles before ultimately undergoing 
inflationary expansion. This model is in the same spirit as the one we propose in this 
chapter, but is fundamentally different both qualitatively and because it lacks a physical 
mechanism for inducing bounces, such as the one we now proceed to discuss. 
5.2 Bouncing cosmologies in semi-classical LQC 
Let us now understand qualitatively how bouncing cosmologies can occur in semi-classical 
LQC. Consider again the semi-classical equations with a scalar field matter source, Eqs. 
(3.8)-(3.10). In the previous chapter we described how during an expansionary phase the 
ý term in the scalar field equation (3.9), which classically is a frictional term, changes 
sign and becomes an anti-frictional one when A-d In D/d In a passes through three. 
We now consider this effect for a collapsing universe. For a classical, collapsing FRW 
universe this term is an anti-frictional one, since H is negative. For the semi-classical 
regime of LQC, however, once the collapse proceeds to the point at which A passes 
through three, this term becomes a frictional one. This means that the velocity of the 
scalar field can start to decrease, and hence so can the kinetic energy of the field. We 
have to be a little careful in this argument, however, since in the Friedmann equation 
(3.8), there is a factor of 1/D in the kinetic term, and it is not immediately clear whether 
the effective kinetic energy given by Akin = ý2/D would also decrease. For the moment, 
however, let us assume that this effective term does indeed decrease, an assumption which 
we will confirm later. Considering the Friedmann equation, it is then clear that if there is 
a negative term on the RHS, for example either a negative potential or the negative term 
associated with a positively curved universe, there can come a point, as the kinetic term 
decreases, at which it becomes of equal magnitude to this negative contribution. At this 
point H goes to zero, and the collapse halts. Assuming that ft does not also go to zero 
as H reaches zero, a bounce will then occur. We can easily argue that generically 
ft >0 
as H reaches zero. During the collapse ft must be greater than zero since H is tending 
towards zero from below. Moreover, Eq. (3.10) implies that when the semi-classical 
effects cause ý to decrease, H will become progressively more positive as the collapse 
proceeds. Then, once A passes through six, H must always be positive and Eq. (3.12) 
tells us that this condition is always met below a particular value of the scale factor when 
the quantisation parameter l is in the allowed range 0<1<1. 
This argument does not rule out circumstances in which H=0 and H=0 which 
would represent equilibrium points of the evolution. This possibility is investigated fur- 
ther in the next chapter. However, we now quote a result, which we will prove in that 
chapter, which is of importance here. This is that the only types of equilibrium points 
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which are supported by the semi-classical equations are centre and saddle points. Since 
simple dynamical theory tells us that generic trajectories never evolve towards equilib- 
rium points of this type (i. e. they are not stable attractor equilibrium points), we need 
not worry about the possibility that a collapse will end with the universe evolving into a 
static point. Only an infinitely finely-tuned trajectory can evolve to a saddle equilibrium 
point, while no trajectory can evolve to a centre point. We conclude, therefore, that if we 
can show that H goes to zero during a collapse, a re-expansion will necessarily proceed. 
In the case of a positively-curved universe, the curvature term in the Friedmann equa- 
tion grows during a collapse. In this case, therefore, we actually only require the total 
energy density term p, ff cb2/D +V to grow less rapidly than the curvature for H to go 
to zero. Since the curvature term scales as a-2, it can be thought of as a negative energy 
term with equation of state w= -1/3. This then allows us to understand why it is that 
for a positively-curved universe only the strong energy condition need be violated during 
a collapse for a bounce to occur. For a flat universe, however, the weak energy condition 
must clearly be violated during a collapse, as the energy density must tend to zero in 
order for H to go to zero, which would require an energy source with w< -1. 
It is worth pointing out that H can also go to zero during an expansionary phase 
and that if this occurs a recollapse will ensue. This is a completely classical effect. In 
a positively-curved universe the energy density of any matter source which satisfies the 
strong energy condition (w > -1/3) will decrease during an expansion more rapidly than 
the curvature term, and hence a point of equality will occur. When a negative potential is 
present, this is again a possibility. Further, we note that since the semi-classical equations 
of LQC allow a bounce to occur, and the classical equations allow for a recollapse, we 
should expect oscillatory universes to be a real possibility within LQC. 
5.2.1 A perfect fluid description 
We now add support to the qualitative argument above for how a bounce can occur within 
LQC. What we really want to know is whether or not a point must necessarily be reached 
during a collapse in the semi-classical regime at which H will go to zero. Given the con- 
nection between this occurring and the violation of certain energy conditions, it proves 
useful to reformulate the semi-classical equations in the form of the standard classical 
equations for a universe sourced by a perfect fluid. These consist of the Friedmann equa- 
tion (1.6), the Raychaudhuri equation (1.7) and the conservation equation (1.8). With 
the equations in this form the semi-classical corrections can be completely absorbed into 
definitions of an effective energy density, which we introduced in the previous section, 
and an effective pressure, allowing us to define an effective equation of state. We arrive 
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at the Friedmann equation 
H2 = 
Sir pI k 
3 Peff - a2 , 
(5.1 ý 
the Raychaudhuri equation 
H=-47rß p a2 
and the conservation equation 
Pell = -3H (Peff + Peff) 1 (5.3) 
where 
Pell 
12=- 
+V (5.4) 2D 
1 o2 1d 1n D 
Peff 2D13 d1na -V (5.5) 
define the effective energy density and pressure of the fluid, respectively. The effective 
equation of state, w- peff/Peff, is then given by 
+ 
2ý2 1d 1n D 
ý2 + 2DV 6d 1n a 
(5.6) 
The LQC corrections to the cosmic dynamics can therefore be conveniently parametrised 
in terms of the equation of state. 
Considering the equations above, an immediate and important result is that when the 
condition A>6 is satisfied, the fluid represents `phantom' matter (w < -1) that violates 
the weak energy condition independently of the form of the potential. This condition is 
always met below a particular value of the scale factor, which we label aph. For 1= 3/4, 
the numerical solution of A=6 implies that aph 0.914a, ß. 
If we consider the classical regime where D=1, and if we further assume that the 
condition c2 >V is met, the scalar field satisfies the strong energy condition. During a 
classical collapse this condition is generically rapidly satisfied. This is because the clas- 
sical anti-frictional effect of the scalar field equation will rapidly come to dominate the 
potential gradient term in the scalar field equation (3.9), except for exceptionally steep 
potentials, and the field will accelerate. Considering a collapse which begins in the clas- 
sical regime, we can therefore safely assume that the strong energy condition is initially 
met. Given this assumption, our earlier result implies that as the collapse proceeds and 
the universe enters the semi-classical regime, the effective energy density necessarily vi- 
olates first the strong energy condition and then, when A>6 is met, the weak energy 
condition. At this point, therefore, the effective energy density of the universe actually 
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starts to decrease. With this result in mind, we see that during a collapse in a positively- 
curved universe, the density term in the Friedmann equation is eventually balanced by 
the growing curvature term, at which point H goes to zero. 
In the case of a flat universe, the energy density also starts to decrease during a col- 
lapse. Since the curvature term is not present, however, for a bounce to occur the decreas- 
ing energy density must instantaneously vanish at a non-zero value of the scale factor. If 
the scalar field's self-interaction potential is positive-definite then this is obviously not 
possible. For a negative potential, however, it is, since the positive kinetic energy com- 
ponent can be balanced by the negative potential energy. In order to see whether this 
does actually occur, let us consider the two components of the effective energy density 
separately. The kinetic energy term must have greater magnitude than the potential term 
initially. In order for a bounce to occur, therefore, we require that the magnitude of the 
positive kinetic term decreases more rapidly than the magnitude of the negative potential 
term as the scale factor decreases, so that there comes a point at which the magnitudes of 
the two components are equal and H goes to zero. 
Considering a negative-definite potential, there are essentially two possibilities. First, 
the potential energy can be decreasing which means its magnitude is increasing, and 
this corresponds to the field moving along its potential to progressively more negative 
values. In this case, since the total energy must decrease once A passes through six, the 
magnitude of the kinetic term must decrease and hence a bounce will occur in this case. 
The second possibility is that the magnitude of the potential energy decreases, which 
corresponds to the field moving along its potential to progressively less negative values. 
In this case it is impossible to tell a priori whether a bounce must necessarily occur, 
since we can always imagine a potential which is sufficiently steep such that the rate at 
which its magnitude decreases is greater than the rate at which the kinetic term decreases. 
Nonetheless this seems unlikely, and would probably also require some fine-tuning. We 
note, however, that based on the arguments given here we cannot be sure that a scalar 
field with negative potential (in a flat universe) will necessarily give rise to a bounce if 
the potential is very steep and if the field is moving up the potential to progressively less 
negative values. 
In conclusion, we have succeeded in showing that a collapsing positively-curved, 
semi-classical LQC universe sourced by a free scalar field, or one interacting through a 
positive or negative potential must reach a point at which the collapse halts. Generically 
the universe will then undergo a non-singular bounce. For the case of a flat universe we 
have shown that a non-singular bounce will also generically occur when the scalar 
field is 
self-interacting through a potential of negative-definite form, with the possible exception 
of a very steep potential up which the field is moving. This of course assumes 
implicitly 
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that the semi-classical equations themselves are valid. In particular, we are assuming 
the energy density bound (3.14) has not been violated during the classical part of the 
collapse where the energy density is generically increasing (i. e. before the correction 
term becomes important and the density starts to decrease). We must also assume that 
the bounce occurs above the minimum length scale consistent with the semi-classical 
equations, ai. These constraints are important to bear in mind as we develop scenarios 
within semi-classical LQC which utilise the bouncing mechanism we have just described. 
5.3 Setting the initial conditions for inflation in a oscilla- 
tory universe 
Having shown when a bounce occurs by consideration of the semi-classical equations, 
we now proceed to look in more detail at particular scenarios. In this section we consider 
a positively-curved universe sourced by a scalar field. In this setting our ultimate aim 
is to show that if the field is self-interacting through a positive potential, the scalar field 
can climb the potential monotonically in a series of small steps while the universe un- 
dergoes oscillations. We initially consider a massless scalar field in order to understand 
the dynamics in a simplified setting. As we will see, for the massless case the combined 
effects of the semi-classical corrections and the spatial curvature mean that the universe 
undergoes infinite identical oscillations. When a potential is introduced, however, the 
symmetry of the cycles is broken, and the scalar field moves along its potential mono- 
tonically with each cycle. The field can therefore move up its potential during the cycles. 
We also show that this behaviour ceases when a critical value of the potential is reached, 
at which point the scalar field will turn around on the potential and a period of inflation 
will ensue. Assuming that the potential satisfies the slow-roll conditions, this then leads 
to a prolonged period of slow-roll inflation. 
5.3.1 Oscillations with a massless scalar field 
The case of a massless scalar field simplifies the dynamics greatly. In particular, the 
field 
equation (3.9) for a massless scalar field (V = 0) admits the first integral: 
, 
(5.7) 
init 
(ait)3 
a Dinit 
where D; n; t = 
D(a; n; t/a*) and a subscript 
init denotes initial values. This means the 
effective energy density of the field is completely determined by the scale 
factor for given 
initial conditions. In this case we also know that the sign of ý changes when 
A passes 
through three. Moreover, in addition to knowing that the effective energy density behaves 
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like a phantom energy source below aph, we deduce from Eq. (5.6) that for a massless 
field the strong energy condition is violated when the universe contracts sufficiently for 
A to pass through four. This point can be evaluated to be ast 0.943a*. 
To illustrate the oscillatory cosmic dynamics, we choose without loss of generality 
the initial conditions such that ai < a; n; t < aph, finit >0 and H;,,; t = 0. The subsequent 
dynamics can then be divided into four phases which can be understood completely from 
equations (3.8)-(3.10) and (5.1)-(5.6) given our discussion of the semi-classical dynamics 
given in the previous section. The behaviour has also been followed numerically by 
integration of Eqs. (3.8)-(3.10). The result of this integration is presented in Fig. 5.1, on 
which we label the four phases that we now describe in detail. 
Phase I: Initially a< aph and the universe is effectively sourced by phantom matter. 
This drives an epoch of superinflationary expansion (H > 0). The matter continues to 
behave like a phantom until a reaches aph and A passes through six. The scalar field also 
accelerates during this phase. 
Phase H. The effective energy density now starts to decrease. The growth of the scale 
factor continues to accelerate until the strong energy condition becomes satisfied at aSt, 
and the scalar field continues to accelerate until A has fallen to A=3. Once the strong 
energy condition becomes satisfied the energy density starts to decrease more rapidly 
than the curvature term. Indeed, if the universe reaches the classical regime, a» a*, 
the energy density of the field falls as pp oc 1/a6. At some point, therefore, the energy 
density is balanced by the curvature and the expansion reaches a turnaround as H reaches 
zero. 
Phase III. Eq. (3.9) implies that the scalar field begins to accelerate immediately 
after the turnaround and continues to do so until the universe has collapsed to the point 
where A=3 again. The strong energy condition continues to be satisfied until just 
after the scalar field ceases to accelerate, when A passes through four. At this point the 
energy density starts to increase less rapidly than the curvature. Shortly afterwards, the 
universe contracts below the critical scale aph, at which point the energy density begins 
to decrease. 
Phase IV- Substituting Eq. (5.7) into Eq. (5.4) implies that the effective energy den- 
sity varies as peff = ý2/(2D) a D/a6 and it is therefore rapidly decreasing during this 
phase, since A>6. Hence, a scale is quickly reached where the energy density is again 
balanced by the growing curvature term and the Hubble parameter vanishes instanta- 
neously. As we have discussed, this then allows the universe to undergo a non-singular 
bounce into a new phase of super-inflationary expansion (Phase I). 
Considering the effective equation of state (5.6) we see that it is independent of the 
field's kinetic energy when V=0. This implies that identical cycles are repeated in- 
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Figure 5.1: Time evolution of the scalar field the logarithmic scale factor and the 
Hubble parameter when the potential V=0, j= 100, a; n; t/a* = 0.9 and H; n; t = 0. 
Axes are labeled in Planck units. 
definitely into the future (and the past). This is summarised in Fig. 5.2a, which is an 
illustration of how the energy density evolves as the evolution proceeds. During the 
collapsing phases, the field retraces the trajectory it mapped out during the expanding 
phases. The oscillatory behaviour is therefore repeated identically in the absence of an 
interaction potential. This figure also clearly illustrates the two points at which H van- 
ishes: at the point of recollapse, and at the point where a bounce occurs. Furthermore, 
Eq. (5.7) implies that the field's kinetic energy never vanishes during the cycle since the 
scale factor remains finite. This shows that in the absence of a potential the value of the 
field increases monotonically with time. 
Before moving on from the massless case and introducing a self-interaction potential, 
it is worth pointing out that the initial conditions we chose are not special, and it is clear 
that any initial conditions lead to oscillations. Moreover, oscillations occur about the 
point ast, and the initial conditions simply set the size of the oscillations. In particular, it is 
not necessary for the field to become a phantom, only for the strong energy condition to be 
successively satisfied and violated as the cycles proceed. However, since aph 0.914a* 
and ast - 0.943a* are so close to one another, in practical terms the phantom condition 
is also successively satisfied and violated. 
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Figure 5.2: (a) Schematically illustrating the logarithmic variation of the effective en- 
ergy density of a massless scalar field (solid line) and the curvature term in the Fried- 
mann equation (dashed line). The universe oscillates indefinitely between the intersec- 
tion points of the two lines. (b) Schematically illustrating the effects of introducing a 
self-interaction potential for the field. The cycles are eventually broken as the potential 
becomes dynamically significant, thereby resulting in slow-roll inflation. In both figures, 
the slope of the trajectories is given by d In peff/d Ina = -3[1 + w(a)]. 
5.3.2 Self-interacting scalar field 
We now consider how self-interactions of the scalar field modify the cyclic dynamics. 
We make very weak assumptions about the potential, specifying only that it has a global 
minimum at Vm; n(0) =0 and is a positive-definite and monotonically varying function 
when 00 such that V" > 0. As we did for the investigation in chapter 4 into how 
the initial conditions for inflation can be established when spatial curvature is neglected, 
we suppose the field is initially located at the minimum of its potential, with all the same 
motivations and caveats we discussed there. We further assume that the initial conditions 
are the same as those for the example we considered in the previous subsection. 
Since the potential is negligible initially, the dynamics will be similar to those pre- 
viously described, but given that the field moves in one direction, the potential gradu- 
ally increases, and hence so will its influence on the evolution. The deviation of the 
qualitative dynamics of the universe from the massless case can be understood by con- 
sidering the evolution of the energy density. This is illustrated in Fig. 5.2b. In gen- 
eral, the path of the field in the {ln peff, In a} plane is determined by the variation of 
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the effective equation of state Eq. (5.6). The gradient of the trajectory is given by 
d In peff/d In a= -3[1 + w(a)] and there is a turning point whenever the scale factor 
passes through aph, regardless of the form of the potential. Two factors determine how 
the equation of state changes during each cycle and these can be parametrised by defining 
the quantities 13 - [(6 -d In D/d Ina) /6] and C= 202/[ 2+ 2DV], respectively. For 
a massless field C=2, and the deviation of the equation of state away from the value 
w= -1 is determined by the magnitude of B. The effects of the potential are therefore 
parametrised by C. Introducing a potential energy into the system necessarily implies 
C<2 and it follows that for a given value of the scale factor, the equation of state is 
closer to -1 than in the massless case. 
Since the field initially moves monotonically up the potential, the gradient term DV' 
in the scalar field equation (3.9) is more significant in a given cycle relative to the previous 
one. This implies that the scalar field gains kinetic energy less rapidly during Phases I 
and III and loses kinetic energy more rapidly during Phases II and IV. Consequently, 
the value of C at the end of Phase I of a given cycle is smaller than the value it had 
at the corresponding point of the previous cycle. In other words, the rate of change of 
the trajectory's gradient around aph becomes progressively smaller with each successive 
cycle. 
A massless field begins accelerating immediately after the turnaround and bounce 
have been attained. When the field is not massless, however, Eq. (3.9) implies that 
ý= -DV' <0 at the instant when the Hubble parameter vanishes, so the field does 
not accelerate immediately after the bounce. Instead there is a short delay during which 
C continues to decrease. The trajectory of the field immediately before the bounce is 
therefore slightly steeper than the trajectory immediately after, i. e., the trajectory for 
Phase III (I) lies below that of Phase II (IV). Moreover, because the field does not acquire 
as much kinetic energy during Phase III as it lost during Phase II, the value of C (for a 
given value of the scale factor) is smaller during Phase III than it was during Phase II. 
Thus, the Phase III part of the trajectory always lies below that of Phase II and, similarly, 
the trajectory of Phase I lies below that of the Phase IV trajectory of the previous cycle. 
The potential therefore breaks the symmetric cycles of the massless field and the effective 
energy density at the end of Phases I and III falls with successive cycles. 
So far we have implicitly assumed that the kinetic energy of the field never vanishes 
during Phase II. However, the potential becomes progressively more important with each 
completed cycle and this assumption must necessarily break down after a finite number 
of cycles have been completed. Since the semi-classical effects are negligible once the 
universe has expanded beyond a*, the energy density of the field during Phase II redshifts 
more rapidly than the curvature term if ý2 >V (i. e. if the strong energy condition 
is 
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satisfied in the classical regime). As the field moves monotonically up the potential, it 
becomes progressively harder to maintain this condition. Eventually, therefore, a cycle 
is reached where this condition is violated during Phase II. This then leads to a period of 
inflationary expansion as the field slows down, reaches a point of maximum displacement 
and moves back down the potential. If the potential is of the correct form, slow-roll 
inflation occurs. 
For some initial conditions and choices of parameters, this may arise during the first 
cycle. In this case, the scenario discussed in chapter 4 is recovered and the field is acceler- 
ated up the potential during just one period of super-inflation, during which the curvature 
term becomes negligible. 
The behaviour of the energy density at the transition from oscillatory behaviour to 
inflation is illustrated in Fig. 5.2b. Full numerical integration of Eqs. (3.8)-(3.10) for 
an oscillatory universe which subsequently undergoes a transition into a potential-driven, 
slow-roll inflationary epoch is shown in Fig 5.3, where we have taken an example in 
which only a small number of cycles occur in order to illustrate the entire evolution. The 
figure clearly illustrates how the potential energy becomes more important during the 
cycles, eventually allowing inflation to proceed. 
Thus far, we have discussed the general form of the dynamics and implicitly we have 
fixed the quantisation parameter j (as well as 1). In spatially flat models, as we showed in 
chapter 4, the maximum value attained by the field as it moves up the potential increases 
for larger values of j when the universe begins its evolution at a fixed value of the scale 
factor, which we took to be ai. Starting the evolution at ai allowed the field to move the 
furthest distance possible within this scenario, since the universe then evolved through 
the entire semi-classical regime. Moreover, the dependence on j arises since the semi- 
classical regime persists over a larger range of scale factor values when j is larger. The 
distance the field moved also grew when the initial velocity of the field was increased 
(with the assumption that the energy density bound was not broken). 
For the positively-curved model we have just developed, on the other hand, we will 
now see that the maximal distance the field can move up the potential before the onset 
of slow-roll inflation occurs for initial values of a close to a*, and for smaller values of 
j. Moreover, this distance increases for smaller values of the field's initial velocity. This 
result is not obvious since two competing factors are involved. The result follows because 
the closer the initial value of the scale factor is to a, and the smaller the field's initial 
velocity is, the smaller the size of the cycles. Likewise, the distance moved by the field 
during each cycle is smaller. The number of cycles which can occur is, however, much 
greater for smaller cycles. Moreover, the classical expansion lasts for a shorter period 
and hence the kinetic energy of the field decreases by a smaller amount. The potential 
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V, therefore, must be larger in order to become significant compared with the kinetic 
energy. To illustrate this further let us present an analytic approximation scheme for the 
maximum value the potential attains for given initial conditions. 
5.3.3 Analytic approximation 
In order to quantitatively understand how the field can move further for smaller values 
of j we must make a number of simplifying assumptions. First we assume that the total 
energy which the universe attains before the collapse occurs is conserved through the 
cycles. We also assume that a very large number of cycles occurs and that the potential 
is dynamically insignificant during the first cycle. 
Considering the first cycle, therefore, we see that the massless case gives us a good 
estimate of the total energy, and the evolution of this energy is given by Eq. (5.7). Now, 
assuming the universe to be classical at the point at which the recollapse occurs, we have 
from Eq. (1.6) that 
87r4 
Prc 2 3 arc 
(5.8) 
where `rc' represents the quantities at the point of recollapse. Using Eq. (5.7) to substitute 
for pry in terms of ý; njt and D; n; t, we find a relationship between these quantities and the 
scale factor at the recollapse point arc, given by 
2 (hit gýi ainit 
6D? 2 32 arc Dinit arc 
(5.9) 
where we have assumed Dry = 1. Finally, we consider the final stages of the evolution, 
in which the field is rolling up the potential having completed the last cycle. As we 
discussed above, subsequent cycles cannot occur once V> ý2, so the condition V ý2 
gives a good approximation for the onset of inflation. Assuming this condition is just met 
for Vmax, and using Eq. (5.7) together with conservation of energy, the maximum value 
of the potential is given by 
(nit 
a nit Vma" 
3sD? arc finit 
(5.10) 
Assuming that a recollapse was just avoided so that equations Eqs. (5.9) and (5.10) can 
be used simultaneously, arc can be eliminated to give the expression 
1 BýrýP1 -3/2 Dinit 1 (5.11) Vmax 
2 3/2 a3 ýinit Qinit 
It is also worth pointing out that in deriving this equation we have not used any 
approximation to the general form of the D term. Consequently, this expression 
is still 
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a good estimate of Vm when ainit « a* is not satisfied, and even when ainit > a*, 
unlike the analytic approximation developed in chapter 4. We have written the result 
using ginit = ainit/a*. This expression exhibits the dependences we discussed above. For 
ainit < a, Dinit becomes progressively smaller, while for a>a, the factor of 1/ginit 
becomes progressively smaller. As a result, when ginit, and hence Dinit, is close to unity, 
expression (5.11) leads to the largest values for Vm. The expression shows that with 
a given initial q; n; t, the value of V when inflation occurs is inversely proportional to a* 
and hence inversely proportional to j3/2. Finally, the expression also shows an inverse 
dependence on &; t. This inverse dependence on ; nit is perhaps the most interesting 
result, since it strongly suggests that simultaneously satisfying the constraints that the 
field moves far enough for sufficient inflation to occur and that the energy density does 
not exceed the Planck scale during the evolution, will not pose the same problem in this 
scenario as it did for the scenario developed in chapter 4. 
5.3.4 Comparison with numerics 
Let us now compare our approximation function with values for the maximal value of 
the potential obtained from numerical integration. For this purpose we consider only the 
quantisation parameter value 1= 3/4. We also require a concrete form for the potential, 
and we once again assume the quadratic potential with m= 10-6QP1 . Using this potential 
the approximation Eq. (5.11) becomes 
2 Omax 
&it 
(87r1) -3/2 
2 
1 
Dinit 1 
23/23 m ginit 
(5.12) 
Since we know that under certain initial conditions cycles will not occur and the 
dynamics will be equivalent to the scenario of chapter 4, we will also employ the approx- 
imation Eq. (4.21). Here, however, we alter the expression for the initial conditions so 
they are given in the form ain; t/a*. This gives 
-ý 7 
24/5 
max exp 
(- cinit)) =6 (5.13) 
m Qinit 12 
The results are presented in Fig. 5.4 where we have used finit = 0.01 and integrated 
the equations for a wide range of values of j and three different values of a; n; t. This 
figure therefore illustrates the dependence of the maximum value attained by the field on 
the parameter j and the ratio a; n; t/a* for a given initial value of the kinetic energy ; nit. 
The horizontal lines represent the estimated value of omax extracted from Eq. (5.13) and 
the lines with negative slope represent the estimate Eq. (5.11). Circles and triangles 
correspond to the actual values obtained by numerically integrating the equations of mo- 
tion. When many oscillations occur before the onset of inflation, Eq. (5.11) yields a good 
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Figure 5.3: Illustrating the time evolution of the scalar field 0 (top panel) and the loga- 
rithmic scale factor (middle panel) for a quadratic potential V= m202/2. The bottom 
panel illustrates how the effective kinetic energy ý2/2D (solid blue line) and potential 
energy (dashed line) of the field vary compared to the inverse of the curvature term (solid 
green line). The cycles end and slow-roll inflation commences at the point when the 
potential begins to dominate the kinetic energy. Initial conditions are chosen such that 
Oinit = H; nit =0 and a; n; t/a* = 0.9, with m= 10-6f p, 
1 and j=5x 1011 (see the text 
for details). The axes are labelled in Planck units. 
estimate of gym . However, 
if the field is moved far enough in the first period of anti- 
friction for the strong energy condition to be violated, no oscillations occur. In this case, 
Eq. (5.13) gives a good estimate of on,,,. The points where the lines cross in Fig. 5.4 
show the transitions between the two regimes. 
The numerical results in Fig. 5.4 show a `stepping behaviour', with a range of j 
leading to roughly the same value of on,,.,, before there is a drop to the next value. 
This becomes more pronounced at higher j. This occurs because our approximation 
relies on two estimates: firstly, that V c2 at the onset of inflation, and secondly, 
that 87rI? ip«/3 - 1/arc when the field reaches its maximal value. 
Clearly, the two ap- 
proximations cannot be satisfied simultaneously, since the first implies a violation of the 
strong energy condition, whereas the second represents a turning point in the expansion. 
In effect, we have invoked the first condition at the end of the evolution and carried over 
the second condition from the previous cycle. Since 87rfPip; nf/3 > 1/a2 
for the cy- 
cle in which inflation occurs, the second condition underestimates the amount of energy 
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Figure 5.4: Illustrating the dependence of the maximum value of the scalar field, Omax, 
on the quantisation parameter j for the quadratic potential V (O) = m202/2 with m= 
10-6fP1 . 
The horizontal lines represent the estimated value of omax derived from Eq. 
(5.13) and the tilted lines represent the estimate (5.12). The solid lines correspond to 
the initial conditions a;,,; t/a* = 0.7 and the dashed lines to a;,,; t/a* = 0.5. Circles and 
triangles represent the actual values obtained by numerically integrating the equations of 
motion for a;,,; t/a,, = 0.7 and a; n; t/a* = 0.5. 
present and, consequently, underestimates the change in the value of the field before it 
turns around. A range of values of j will give rise to the same number of cycles: for the 
lowest value of j in a given range the condition 87r f'lp; nf/3 ý 1/a' is a good approxima- 
tion, since a re-collapse is only just avoided, but for subsequent values the underestimate 
becomes progressively more severe. This gives rise to the steps which become more evi- 
dent at larger j. This can be understood by recalling from Eq. (5.11) that /ma,, a j-3/4 
which implies Oj oc j7/40c, thus showing that the steps in j are wider for larger j. 
5.3.5 Parameter space of a viable model 
There is one final aspect of the above scenario which requires consideration. This is 
whether the field can be sufficiently displaced from the minimum of its potential at the 
end of the oscillatory phase for the horizon problem to be solved, without violating the 
consistency conditions of the semi-classical phase. These conditions are that the energy 
density should satisfy the bound (3.14), and that the scale factor at the bounce should 
exceed ai. 
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Figure 5.5: Constraints on the initial velocity of the field JýJ; n; t for a given initial value of 
the scale factor, a;,,; t/a*, for different values of the quantisation parameter, j. The axes 
are labelled in Planck units and the shaded areas represent the regions where constraints 
(5.14) and (5.15) are satisfied. For all values of j, the area of the shaded region is finite, 
and the points of intersection occur further from a;,,; t/a* ý- 1 as j is increased. Note that 
for a; n; t > a, the universe is initially in a contracting phase and subsequently 
bounces, 
after which the behaviour discussed in the text is followed. 
We wish to determine the region of parameter space of initial conditions for which 
sufficient inflation will be realised with the inflaton initially at the minimum of its poten- 
tial, and with the semi-classical approximation still valid. 
In addition to these requirements there is a further physical constraint on the initial 
conditions, which is that we must have H2 > 0. This necessarily implies that the initial 
kinetic energy of the field is bounded from below by the Friedmann equation (3.8): 
"2 6Dinit Oinit > 
8-A-f2 a2 P1 finit 
(5.14) 
On the other hand, the energy bound results in an upper bound on the field's kinetic 
energy. The Raychaudhuri equation (3.10) implies that HI reaches its maximum value 
during a given cycle when A-6 and substituting Eq. (5.7) into the Friedmann equation 
(3.8) then implies that I Hn, jai <1 when 
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(5.15) 
where Dph = D(aph/a*). The discussion leading to Fig. 5.2b has shown that the max- 
imum value of the square of the Hubble parameter during a given cycle is smaller than 
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that of the previous cycle. Thus, if condition (5.15) is satisfied in the first cycle, where 
the potential is negligible, 1H I ai <1 during all subsequent cycles. 
Fig. 5.5 illustrates the region of parameter space where constraints (5.14) and (5.15) 
are simultaneously satisfied for particular values of j. These constraints are independent 
of the potential. Increasing the value of j reduces the upper and lower bounds on the 
initial kinetic energy but widens the range of allowed values of a; n; t/a*. A further conse- 
quence of Fig. 5.5 is that for a given value of j there exists an upper limit to the size of the 
universe at the turnaround that is consistent with the semi-classical dynamics. In other 
words, if the universe is too large at the turnaround, the kinetic energy of the scalar field 
will exceed the Planck scale before the universe has contracted below a, k. This implies, in 
particular, that if the inflaton did not decay at the end of inflation, future cycles after the 
slow-roll inflationary epoch could not be realised within this semi-classical framework. 
The constraint imposed by requiring the bounce to have occurred before ai is not 
necessarily satisfied if the bounce takes place at progressively smaller values of the scale 
factor. It is necessary, therefore, to consider this constraint for each specific model. As 
a particular example we again consider the quadratic potential. We have verified numer- 
ically that this constraint remains satisfied for initial values of the parameters contained 
within the shaded regions of Fig. 5.5 and, furthermore, that the maximum value attained 
by the field is sufficient to solve the horizon problem, i. e., Omax > Up-11. Indeed, for 
the initial condition a; n; t = 0.9a,, considered in Fig. 
5.3, sufficient inflation is possible 
for j<5x 1011. This tells us, as we expected from the analytic approximation, that it 
is possible to have successful inflation in this framework without violating the validity 
conditions of the semi-classical regime. 
5.4 Scalar fields with negative potentials 
In the previous section the mechanism of the bounce relied on the universe's positive 
curvature. This was necessary because we were interested in the initial conditions for 
inflation, and hence were concerned with a positive inflationary potential. In the spatially 
flat setting, however, we have seen that a bounce can occur when the universe is sourced 
by a scalar field self-interacting through a negative potential. In this section, therefore, 
we discuss whether interesting bouncing cosmological scenarios can be developed using 
negative potentials. 
Let us first consider the cyclic/ekpyrotic scenario which we discussed in section 5.1. 
We are interested in the possibility that the main aspects of this scenario could be realised 
within a LQC context. This question has been considered previously by Bojowald et al 
(2004), and the discussion given here is complementary to, and in broad agreement with, 
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this earlier study. 
From the point of view of a four-dimensional observer, the universe in these scenarios 
is effectively sourced by a negative exponential potential, and this strongly suggests the 
possibility that the bounce required in this scenario could be described by the bounce 
which we know can occur within LQC. In the full scenario, the scalar field essentially 
parametrises the separation of the branes. The steep, negative exponential form of the 
potential is required for several reasons. First, in the cyclic picture a negative potential 
is required for a spatially flat universe to undergo a recollapse, thereby facilitating future 
cycles. Second, the potential must be steep and close to exponential for the perturbations 
generated during the collapse to be sufficiently close to a scale invariant form. Finally, 
in a collapsing universe, the steep negative exponential potential leads to stable scaling 
behaviour for the universe in which the field's kinetic energy grows in proportion to 
its potential energy. This ensures that the behaviour during the collapse is a dynamical 
attractor, and hence that generic initial conditions will lead to nearly identical behaviour 
and to the required perturbation spectra. 
We identify three major issues that need to be addressed if a cyclic-type scenario is 
to be realised within LQC. The first is related to the field's dynamics at the bounce. In 
the cyclic/ekpyrotic scenario, during the collapse the field moves to progressively more 
negative values of the potential. At the bounce, however, the field is supposed to change 
direction and rapidly move to less negative values. From the five-dimensional point of 
view, this corresponds to the branes rebounding off each other. This behaviour is neces- 
sary from a four-dimensional perspective as well, since if the field stayed at large negative 
values of the potential after the bounce, the subsequent expansionary phase would be very 
short lived, as the field's kinetic energy would quickly be balanced by the large negative 
potential. However, as we saw when we described the bouncing mechanism for the nega- 
tive potential in section 5.1, the balance between the kinetic and potential energies at the 
bounce is necessarily achieved before the kinetic energy reaches zero. The field therefore 
continues to move in the same direction during the bounce. This is similar to the dynam- 
ics of the positively-curved model with a positive potential. In that case, the monotonic 
behaviour of the field proved to be very useful, whereas here it is an impediment. This 
problem might be alleviated by introducing a steep positive section to the potential, which 
the field could evolve on to after the bounce. This would cause the field to slow down 
and then reverse its direction of motion, but would probably require fine-tuning. 
The second problem is more severe and is directly related to the energy density bound, 
Eq. (3.14). During a classical collapse, the energy density of the field generically in- 
creases due to the anti-friction in the classical field equation (1.16). It starts to fall only 
when the condition A>6 is attained. Consistency at the semi-classical level requires 
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that the energy density bound must not be violated before this point is reached. This 
problem of Planck scale energies in the ekpyrotic scenario has been raised previously by 
Linde (2002). For a collapse in the ekpyrotic scenario the situation is saved by the scal- 
ing solution we mentioned above. In this solution, the increasing kinetic energy is nearly 
completely cancelled by the negative potential energy and the two grow in proportion to 
one another. The solution is equivalent to a universe effectively sourced by matter with 
an equation of state w»1. At first sight this seems to be a serious problem since it sug- 
gests that the energy density grows very rapidly during the collapse and hence that the 
energy bound becomes violated very quickly. However, another property of the solution 
is that IaI « 1, and consequently the collapse also proceeds very slowly. In principle, 
therefore, the total energy density may remain below the Planck scale for a long period 
of time, during which the scale factor evolves very slowly. The potential, however, is 
expected only to have an exponential form over a finite region of parameter space, and 
once the field evolves through this region, the cosmic dynamics will move away from 
the scaling solution. This implies that the kinetic energy of the field will no longer be 
balanced by the negative potential, and that the total energy will rapidly exceed that of 
the Planck scale. In the context of the semi-classical equations, therefore, we require the 
universe to collapse to the semi-classical regime soon after the scaling solution breaks 
down. 
A simple example, although not directly related to the ekpyrotic scenario, proves 
useful in highlighting this problem. We consider a positively-curved, collapsing universe 
sourced by a massless scalar field. In this case, it is possible to estimate when the bounce 
must occur in order for the Hubble bound to remain satisfied throughout the evolution. In 
particular, we can derive a lower limit for the value of the ambiguity parameter, j. If the 
collapse starts well inside the classical regime, it follows that H; nit = 0, D=1, and that 
the initial kinetic energy of the field is nit 
the field is determined from the relation c2 
= 6/8Rr4Pia? it. The subsequent evolution of 
= nit(ainit/a)6 and, after substituting this 
expression into the Friedmann equation (3.8) and imposing the energy bound (3.14), we 
require that 
44 
j3 
ainit 
j 3> 
3 ainit 
a* 7 ai 
(5.16) 
where a,, has been employed as the point at which the energy density becomes maxi- 
mized. Clearly, if the size of the universe is large compared with a* at the start of the 
collapse, j must be very large indeed if a bounce is to occur within the semi-classical 
regime. Although a realistic collapse will involve a self-interacting scalar field, the above 
estimate highlights the difficulties that arise: even if the field equations generically lead 
to a bouncing cosmology, the bounce may occur in a regime where the equations are no 
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longer valid. This was also indicated in subsection 5.3.5, where we noted that bounces 
were unlikely to be possible after the universe underwent inflationary evolution. In the 
case of a flat universe, we can set the initial values for the kinetic energy of the scalar field 
and the size of the universe independently, so we cannot repeat a similar calculation to 
this example. It is clear, however, that this problem is also likely to occur in that setting. 
Finally, a third question that arises in developing a consistent bounce is also related 
to the size of the universe. For a consistent, semi-classical treatment, it is important that 
the bounce does not occur after the universe has collapsed beyond the minimal scale con- 
sistent with the semi-classical region, a2, since the semi-classical Friedmann equations 
are no longer valid below this scale. Whether bounces occur above this scale is difficult 
to answer in general since it will depend on the magnitude of the energy at the point at 
which the energy density stops increasing and begins to decrease. This occurs at aph, 
which is again initial-condition dependent. However, this is clearly a constraint that is 
ameliorated by larger values of j, since in this case the semi-classical region is larger and 
the universe has more time to undergo a bounce before ai is reached. 
To summarise, it appears improbable that realising a scenario with similar properties 
to the ekpyrotic/cyclic scenario will be possible within the semi-classical regime of LQC. 
The second and third problems we raised above also mean that it is unlikely that other 
oscillatory scenarios involving large universes, such as the one in which the maximal size 
of the universe grows with each bounce, could be realised within semi-classical LQC. 
Before concluding this section, it is also worth considering the case where the poten- 
tial has a global minimum Vmin, such that Vmin < 0, with only a finite region around 
the minimum that is negative. One example of this class is a potential of the form 
V (O) =C+ m202/2 for some negative constant C. In positively-curved universes, the 
mechanism described in section 5.3 enables the field to work its way out of the negative 
region and continue up the potential until the cycles are broken. For spatially flat uni- 
verses, the picture is similar although the oscillations will come to an end as soon as the 
field reaches a positive region of the potential. Unfortunately, in the flat case the amount 
of inflation that results is typically less that 60 e-folds, since we would require the last 
cycle to move the field roughly Up, ' for 60 e-folds to occur. This is difficult to achieve 
because this scenario is essentially the same as that studied in chapter 4. The scenario is 
therefore subject to the severe constraints that we outlined in that chapter. Furthermore, 
for such a potential in a flat universe, there is the possibility that the potential becomes 
positive during the collapsing phase, in which case the universe can undergo no 
further 
bounces and ultimately collapses into a big crunch. 
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This chapter has established a number of very interesting results. First, we have shown 
that a collapsing cosmology can undergo a non-singular bounce into a new expansionary 
phase when the semi-classical equations of LQC are employed to describe the universe's 
evolution. In particular, collapsing positively-curved universes sourced by a scalar field, 
and flat universes sourced by a scalar field with a negative-definite potential, both reach 
points at which the collapse halts, and this generically results in a bounce. Moreover, we 
have shown how the dynamics of these models can be understood by reformulating the 
semi-classical dynamics of LQC in terms of a perfect fluid with a variable equation of 
state. Crucially, we have shown that this fluid will necessarily become an effective phan- 
tom fluid below a specific value of the scale factor aph. These results in themselves are 
highly interesting, but in this chapter we have gone further and looked at early universe 
scenarios which exploit these features. 
The first such scenario concerned the generation of the initial conditions for slow-roll 
inflation. In particular, we have shown that LQC corrections to the Friedmann equation 
in a positively-curved universe enable a scalar field to move up its potential due to a series 
of contracting and expanding phases in the cosmic dynamics. We were able to understand 
the complex dynamics remarkably well, and derive quantitative results without the use 
of numerical integration. When numerical integration was performed, it confirmed our 
analytic understanding. Our analytic approximation, Eq. (5.11), together with Fig. 5.4 
showed that it is very easy for the field to move sufficiently far up its potential to gener- 
ate a sufficient amount of inflation, without violating the energy bound (3.14) which so 
constrained the mechanism put forward in chapter 4. This is because in this case the field 
will actually move further for smaller initial values of its kinetic energy, as shown by 
the approximation function (5.11). Hence, we can always choose sufficiently small ini- 
tial values of the field's energy such that its maximum energy remains below the Planck 
scale. 
It is interesting to ask if this phenomenological application can yield insight into the 
preferred values of the quantisation parameters. In general, however, it suffers in this 
regard from its success. Considering the j parameter, we have seen that a vast range of 
values of j will give rise to inflation. Although larger values widen the range of initial 
conditions which lead to inflation, as seen in Fig. 5.4, smaller values allow the field to 
move further from the potential minimum. Therefore, this phenomenological application 
does not appear to place any strong restrictions on j. On the other hand, smaller values 
would appear to be preferable when we only consider the amount of inflation which can 
occur. This is interesting since we have suggested that smaller values of this parameter 
can be viewed as more natural from theoretical considerations, though presently all half- 
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integer values are allowed. 
We have hardly mentioned the quantisation parameter 1 in this chapter. This is be- 
cause the qualitative nature of the dynamics remains unchanged provided d In D/d in a> 
6 is satisfied for sufficiently small values of the scale factor. As we have noted already, 
this is always the case for values of 1 in the allowed range 0<1<1, though this con- 
dition becomes satisfied over a progressively smaller range of a as l approaches the limit 
l-0 (for a given value of j). In this sense, phenomenological considerations agree 
with the theoretical considerations of chapter 3 which already prefer l to be l>0.5 (and 
also for this parameter to take discrete values). A final point is that even if we allowed 
the alternative quantisation scheme FRIED, one would naively expect that the dynam- 
ics would be qualitatively unchanged, but further investigation is needed to confirm this 
expectation. 
Given the inverse dependence of the maximum value that the field can attain on the 
parameter j, there is a further observation concerning this scenario which deserves at- 
tention. This is the possibility that for sufficiently small values of j, the field may 
move far enough up its potential before the cycles are broken for the universe to en- 
ter a stage of eternal self-reproduction, called eternal inflation (see Linde, 1986). Eter- 
nal inflation means that inflation never ends, because quantum fluctuations continually 
push the field up the potential in the majority of the volume of the universe. For a 
particular potential, the value of the field at which this behaviour occurs can be calcu- 
lated from the inequality 3V'2 < 1287rfP1V3. For a quadratic potential this implies that 
> 1/(2m1/2ß/2) ti 500fp1 (Linde, 1986). Numerical integration indicates, for exam- 
ple, that this condition can be satisfied for j<2x 107 when a; n; t = 0.9a, K. 
We conclude, therefore, that even if the field is at the minimum of its potential, a wide 
range of initial conditions and values of the ambiguity parameters can lead to successful 
(and eternal) inflation. Moreover, since the assumptions we made regarding the form of 
the potential in section 5.3 were very weak, this mechanism should be very generic. 
Finally, let us review our conclusions regarding the possibility that other bouncing 
cosmological scenarios can be realised using the semi-classical equations of LQC. Of 
particular interest are scenarios which utilise a scalar field with a negative potential, since 
a bounce is possible for a universe sourced by such fields even in the absence of spatial 
curvature. Moreover, negative potentials are known to arise in string/M-theory compact- 
ifications (see for example Emparan and Garriga, 2003), and in particular are utilised in 
the M-theory motivated ekpyrotic and cyclic scenarios. Unfortunately, the scalar field dy- 
namics of LQC seem unsuited to realising these scenarios. Moreover, we discussed how 
any scenario which involves large, collapsing classical universes is likely to violate either 
the energy density bound, or the condition that a bounce must occur above ai. This prob- 
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lem becomes less severe for larger values of j. Given that these values appear less natural 
from a theoretical perspective, however, we are not optimistic that cyclic-type scenarios 
involving a classical universe can be realised using the semi-classical LQC framework. 
Chapter 6 
An emergent universe from a loop 
The previous chapter was dedicated to the study of bouncing cosmologies within semi- 
classical LQC. In this chapter we focus on another scenario of the early universe, the 
`emergent universe scenario'. In this scenario the universe is positively-curved and 
sourced by a self-interacting scalar field. The universe begins its evolution as a small 
Einstein static universe, and after spending an infinite amount of time in this state, subse- 
quently evolves into an inflationary phase. We will find that this scenario can be naturally 
realised within LQC, and that the dynamics which enables this to occur is closely con- 
nected with those studied in section 5.3. 
The emergent scenario was first proposed within the context of GR by Ellis and 
Maartens (2004) and an explicit model was given by Ellis et al (2004). A major motiva- 
tion for the original proposal was the widely accepted view that inflationary spacetimes 
are generically singular. This is supported by singularity theorems, valid in inflationary 
cosmologies (see for example Borde et al, 2003), which show that such spacetimes can- 
not be geodesically complete and in that sense are singular. A number of assumptions, 
however, go into these theorems. In particular, they require either that H>0, or that 
spatial sections are negatively-curved or flat, as discussed by Ellis and Maartens (2004). 
The emergent universe is a successful attempt to construct a counter example to singular 
inflationary scenarios, by allowing at least one of the assumptions mentioned above to be 
violated. It represents, therefore, an example of a non-singular (geodesically complete) 
inflationary cosmology. 
As well as being an example of a singularity-free cosmology, the emergent universe 
exhibits a number of other intriguing properties. These properties concern the past- 
eternal phase of the universe, the Einstein static universe. It has been argued that the 
Einstein static universe is favoured by entropy considerations as the initial state for our 
universe (Gibbons, 1987). Moreover, the Jeans length' in such a universe can be greater 
The Jeans length represents the wavelength above which perturbations are gravitationally unstable. 
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than the size of the universe, in which case the universe would be neutrally stable to in- 
homogeneous perturbations (Barrow et al, 2003). These intriguing properties, as well as 
the high symmetry of the Einstein static universe, make it attractive to postulate that the 
universe originated in this form. 
Despite their appeal, however, emergent models within GR suffer from a number of 
limitations. The most serious of these is that a dynamical analysis reveals the initial 
Einstein static state to be a saddle equilibrium point in the system's phase space. Such a 
state is unstable to homogeneous perturbations, and hence cannot be maintained for an in- 
finitely long period of time in the presence of fluctuations, such as quantum fluctuations, 
which will inevitably occur. Even in the absence of such fluctuations, the assumption that 
the universe originates and spends an infinite amount of time in such a state represents an 
extremely severe fine-tuning of the initial conditions. A further drawback of the scenario 
is the required assumption that the entire history of the universe is governed by classical 
dynamics. This requires the initial conditions to be set in a regime where quantum effects 
are negligible. 
The purpose of this chapter is to study the existence and stability of such models 
in the context of LQC. As we shall show, both the limitations discussed above can be 
partially remedied once semi-classical effects are taken into account. We shall see that an 
important consequence of these effects is to give rise to an additional static solution (not 
present in GR), which is dynamically a centre equilibrium point and which is located in 
the more natural semi-classical regime. That this point might exist was already suggested 
by the oscillatory dynamics demonstrated in the previous chapter. Here, however, we 
make a systematic study of all equilibrium points which are present in the semi-classical 
regime. An understanding of the existence and behaviour of such equilibrium points 
then allows the construction of emergent models which utilise the centre equilibrium 
point as the original state of the universe, instead of the classical saddle point. This new 
scenario is now partially stabilised, in the sense that small perturbations about the centre 
point simply lead to oscillations of the universe. The scenario, therefore, requires far 
less fine-tuning than the classical one. Moreover, the semi-classical dynamics allows for 
considerably more freedom in the class of potentials which realise this new scenario than 
could be accommodated within the original one. 
We shall proceed as follows. First, we recall the properties of the classical Einstein 
static universe, and review the construction of the classical emergent universe scenario 
in section 6.1. The semi-classical regime of LQC is then considered in section 6.2. We 
identify the equilibrium points which occur in this regime and determine their stability. 
In sections 6.3-6.5 we construct new emergent models based on the dynamics of LQC. 
These models are stable in the sense discussed above, exhibit all the attractive features of 
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the emergent scenario, and are consistent with all present-day cosmological observations. 
We discuss various choices for the inflationary potential, and consider a particularly in- 
teresting example in section 6.5 in which the universe possesses both early- and late-time 
accelerating phases. This case has the intriguing feature that the same region of the po- 
tential which supports the pre-inflationary Einstein static phase also acts as the source of 
dark energy in the present-day universe. Finally, we conclude with a discussion in section 
6.6. 
6.1 Classical Einstein static solution and the emergent 
universe 
Before considering static solutions within the context of LQC, it is instructive to review 
the corresponding results for classical Einstein gravity, and how they are used to construct 
the classical emergent universe scenario of Ellis and Maartens (2004). 
With this scenario in mind we consider an FRW universe sourced by a scalar field. 
The equations which govern the evolution of this system are given by Eqs. (1.14)-(1.16). 
To analyse these equations it proves useful to rewrite them in terms of a three-dimensional 
autonomous dynamical system using the variables {H, a, 01 thus 
2-2 (6.1) H= 8ýrfP, V(O) - 3H a 
ä= Ha , 
(6.2) 
k 6H2 
- 2V(O) + 
62 
22 
(6.3) 
Pi Pi 
Let us consider the case in which the universe is sourced by a scalar field with constant 
potential V. This is equivalent to considering a free scalar field in the presence of a 
cosmological constant. In this case Eqs. (6.1)-(6.2) are completely decoupled from Eq. 
(6.3), and hence the system reduces to a two-dimensional one given by Eqs. (6.1)-(6.2). 
Static solutions (ä =ä= 0) correspond to equilibrium points of this system, and require 
the conditions k=1, Hq= 0 and 
2 
__ 
1 
a, q 47rg1V 
(6.4) 
to be met, where the subscript eq denotes values evaluated at equilibrium points. Eq. (1.15) 
implies that the scalar field's kinetic energy is given by 
21=V ýeq 
47ra2 f2 eq PI 
(6.5) 
which is a constant. 
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This confirms, therefore, that there is a single equilibrium point in this classical set- 
ting, which only exists for a positively-curved universe, and represents the Einstein static 
universe. The stability of this equilibrium point can be determined by linearising about 
the equilibrium point, and evaluating the eigenvalues of the corresponding Jacobian ma- 
trix. In this case the eigenvalues are given by 
ý2 -4 2 aeq 
(6.6) 
and hence there is one real positive eigenvalue and one real negative eigenvalue. The 
equilibrium point, therefore, is a saddle and is unstable. Furthermore, for the classical 
emergent universe aeq must lie in a regime where classical dynamics can be applied. This 
places an upper bound on the value of the potential V, since Eq. (6.4) implies that larger 
values of V cause the position of the equilibrium point to move to progressively smaller 
values of the scale factor, where we expect quantum effects to become important. 
6.1.1 Construction of the emergent universe 
In the emergent universe scenario it is assumed that the field's self-interaction potential 
asymptotes to a flat region with a finite, positive value, V_,,,,, in the limit 0 -f -00. For 
0 greater than a particular value of the field ginf, however, the magnitude of the potential 
is assumed to start to decrease, and the slow-roll conditions are assumed to be satisfied in 
this region. The initial conditions of the scenario are set such that the universe begins its 
evolution exactly at the saddle equilibrium point permitted by V= V_,,,,. This requires 
that a= aeq, ý= ceq and 0= -oc. The scalar field's velocity is, however, non-zero and 
so the field will evolve along its potential. It is further assumed that the field's velocity 
is positive. The result is that after an infinite period of time the field will evolve from 
the region of its potential which is flat and positive past O; nf and onto the region which 
supports slow-roll inflation. A phase of inflationary expansion will then commence. The 
Einstein static solution, therefore, represents the past eternal phase of the universe. The 
universe then evolves from this state into an inflationary epoch. 
An example of a potential with the qualitative features required by this scenario is 
given by the solid line in Fig. 6.5. The motivation for this form of potential is given 
in section 6.4. From the point of view of the classical emergent universe scenario, the 
region of the potential corresponding to 0> Omi, where gmin represents the position 
of the potential's minimum, is unconstrained by the requirements of the scenario. A 
minimum is required for reheating. Beyond the minimum, however, the potential does 
not have to be monotonically increasing, as in Fig. 6.5, but could take any form. 
This section has shown how the classical emergent scenario, in which the universe 
slowly evolves out of an Einstein static state into an inflationary phase, can be con- 
6.2: An emergent universe from a loop - Static solutions in semi-classical LQC 92 
structed. The instability of the saddle equilibrium point, however, ensures that any per- 
turbations - no matter how small - rapidly force the universe away from the static state, 
thereby aborting the scenario. In the light of this difficulty the following sections address 
the construction of emergent universes in the semi-classical LQC setting. 
6.2 Static solutions in semi-classical LQC 
In order to determine the equilibrium points which are present in the semi-classical 
regime of LQC, we follow a similar procedure to the previous section. Here, however, we 
employ the semi-classical equations (3.8)-(3.10). As in chapter 5, we shall for simplicity 
focus on just one value of the ambiguity parameter 1, setting 1= 3/4, but will allow 
freedom in the value of j. 
Eqs. (3.8)-(3.10) can be rewritten in the form of a three-dimensional dynamical sys- 
tem in terms of variables {H, a, 0}2. Employing the Friedmann equation (3.8) to elim- 
inate the kinetic term of the scalar field allows the complete dynamical system to be 
described by equations: 
k (87rf2IV(ý) - 3H2) 1-A+2 
A_ 
2 (6.7) 
6a2 
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(6.8) 
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where again the function A(a) -d In D/d In a. In this section, with the aim of consid- 
ering emergent universes, we restrict ourselves to the positively-curved (k = 1) case, 
and initially consider constant potentials. In this case, Eqs. (6.7)-(6.8) are decoupled 
from Eq. (6.9) and, as was the case for the classical system, the equations reduce to a 
two-dimensional autonomous system. 
Static solutions again correspond to the equilibrium points of this system, which are 
given by 
H, q =O 1 a=aeq , 
(6.10) 
2This system was previously studied numerically by Vereshchagin (2004). However, while this study 
identified a number of the features we discuss here, our study represents a significant extension of this 
earlier work. In particular, we give an analytic treatment of the equilibrium points, as well as presenting 
numerically derived phase portraits. In addition to providing us with a fuller understanding of the 
dynamics, 
this confirms the form of the phase portraits and the position and type of equilibrium points. An 
important 
result is that an equilibrium point found by Vereshchagin (2004), but not found in this study, 
does not exist 
in the phase space of Eqs. (6.7)-(6.8). 
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where aeqis now given by solutions to the constraint equation 
_ 
6(8ir42 Vat - 2) A(as) = B(aeq) ' B(a) - (87r42 Vat -3 
(6.11) 
P1 
) 
It follows from Eq. (3.10) that the field's kinetic energy at the equilibrium points is given 
by 
02 
eq 
Deq 
(6.12) 47raeg2fP1(1 Aeq/6) 
Eq. (6.11) implies that a necessary and sufficient condition for the existence of the 
equilibrium points is that the functions A(a) and B(a) should intersect. 
We wish to understand the position and properties of the equilibrium points, and how 
these alter as the values of the potential and the quantisation parameter j are changed. 
This is best seen by considering how the functions A(a) and B(a) (and hence their points 
of intersection) change with these parameters. The form of the function A is by now 
familiar. In this discussion, however, the important point is how the a dependence of 
this function changes with different values of the ambiguity parameter j. To give insight, 
therefore, the form of A as a function of a is plotted in the top panel of Fig. 6.1 for a 
number of different values of the parameter j. The characteristic features of A which 
remain unaltered for all values of j were discussed in section 3.1.1. For the case of 
l= 3/4, we have that the function asymptotes to the constant value A= 15 at a=0, 
decreases to a minimum value of Amin = -5/2 at a=a, and then asymptotes to zero 
from below as a --> oc for all values of j. Increasing the parameter j increases the value 
of a,, and this results in moving the turning point of the function A to larger values of 
the scale factor. The important point to note, however, is that the qualitative form of A 
remains unaltered for all values of j. It also remains unaffected as V is varied. 
The qualitative nature of the function B, on the other hand, is sensitive to the value of 
V. In particular, its form changes dramatically when the sign of the potential is altered, 
as can be seen from the bottom panel of Fig. 6.1. We briefly discuss the behaviour of B 
for each case in turn. For V=0, it is given by the (solid) horizontal line B=4. For 
V>0 it represents a hyperbola (dot-dashed curve) with a single (since the scale factor a 
is non-negative) vertical asymptote given by 
_3 a 87rýP1V 
(6.13) 
The region to the left of this asymptote defines the region in the {A/B, a} plane where 
the reality condition, 02 > 0, is satisfied. Thus, the upper-right branch of the hyperbola 
plays no role in determining the existence of the equilibrium points. In the limit of 
a -f 0, the function 
B --+ 4 which coincides with the value of the function in the case of 
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V=0. As a is increased, the function takes progressively smaller values as the vertical 
asymptote is approached. As V tends to zero from above, it causes the asymptote to 
move to progressively larger values of a, and we may therefore formally view the V=0 
case as the limit where the asymptote moves to infinity. Finally, for negative potentials 
the qualitative behaviour of the function B is changed to the dashed line in the bottom 
panel of Fig. 6.1 and there is no vertical asymptote. As in the case of positive potentials, 
B -* 4 as a -f 0, but the function B now increases monotonically as a increases, 
ultimately tending to the value B=6 as a -f oo. As the potential tends to zero from 
below, the function B still tends to the asymptotic value B=6, but at a larger value 
of a. An important point to note is that for all values of V, the function B satisfies 
the condition B<6 (for physically relevant regions of the {A/B, a} plane), and hence 
equilibrium points can only occur when A=B<6. This result also follows from Eq. 
(6.12) by noting that the field's kinetic energy at an equilibrium point must be positive. 
Once the positions of the equilibrium points have been determined, their nature can be 
found by linearising about these points. The eigenvalues of the corresponding Jacobian 
matrix are given by 
Ä2 - 
4-A 
+1 
dA 
a2 6a(1 - A/6) da Qeq 
(6.14) 
When \2 < 0, this leads to imaginary eigenvalues and implies that the equilibrium point 
is a centre, whereas the point is a saddle when A2 > 0. Although this expression is 
rather complicated, it can be verified that for A<6 (which is a necessary condition 
for the existence of equilibrium points), \2 is negative for a<a,, and positive for a> 
a,,. Hence we have the important result that, equilibrium points occurring in the semi- 
classical regime are centres and those occurring in the classical regime are saddles. 
Finally we are in a position to determine the existence of equilibrium points and their 
stability. We shall consider the different signs of the potential separately. 
V=0: In the case of a massless scalar field with V=0, the condition (6.11) has 
a single solution given by A=4, implying a single equilibrium point. The position of 
this equilibrium point can be seen from the intersection point in the top panel of Fig. 6.2. 
Since this point occurs at a< a*, it is a centre, with its phase portrait consisting of a 
continuum of concentric orbits (see the bottom panel of Fig. 6.2). 
V>0: As described above, for small positive values of the potential, the vertical 
asymptote of the function B is far to the right of the origin, which results in two points 
of intersections between the functions A and B (see the top panel of Fig. 6.3). 
There 
are, therefore, two equilibrium points in this case: the first occurs at a< a* and 
hence 
is a centre, while the second occurs at a> a* and is therefore a saddle. As the potential 
is increased, the asymptote moves towards the origin causing the equilibrium points to 
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Figure 6.1: The top panel shows the plots for the function A against a for j= 100 (solid 
line), j= 1000 (dashed line) and j= 3000 (dot-dashed line). The bottom panel shows 
plots of the function B against a for V=0 (solid line), V>0 (dot-dashed line) and 
V<0 (dashed line). Note the dramatic change in the shape of the function as the sign of 
V is altered. Axes are in Planck units. 
eventually coalesce when V=V. This occurs at the point of tangency of the functions 
A and B, i. e. at the minimum (which is a cusp) of the function A located at a= a*. 
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Figure 6.2: The top panel shows the plots of functions A (solid line) and B (dashed line) 
against a for V=0. The vertical dotted line denotes the position of a= a*. The bottom 
panel is the corresponding phase portrait demonstrating the centre equilibrium point that 
occurs in this case. The plot is compactified using x= arctan(H) and y= arctan(ln a), 
in order to present the entire phase space. The vertical dotted lines in the bottom panel 
demarcate the region in which the Hubble parameter is less than the Planck scale. The 
horizontal dotted line marks ai, where the quantum regime begins. All axes are in Planck 
units, and j= 100. 
Thus, using B and the fact that Al, = -5/2, we obtain 
_ 
39 
_ 
117 
(6.15) m4 
1367rf2 a2 1367r-y j P1 Pi * 
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Figure 6.3: The top panel shows the plots of functions A (solid line) and B (dashed 
line) against a for V=0.005. For this value of V, the equilibrium points are close to 
coalescing. The vertical dotted line denotes the position of a= a*. The bottom panel is 
the corresponding phase portrait demonstrating the centre equilibrium point and saddle 
point which occur in this case with the dashed line indicating the separatrix. The shaded 
area is the unphysical region where c2 would be negative. The plot is compactified as in 
Fig. 6.2. The dotted lines in the bottom panel are as described in Fig. 6.2. All axes are in 
Planck units, and j= 100. 
For values of V>V, the asymptote moves further towards the origin. Consequently, 
the functions A and B will no longer intersect in the part of the plane which satisfies the 
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reality condition, and therefore there will be no equilibrium points in this case. It is also 
easy to understand the effect of changing the parameter j on V. Increasing j increases a, 
which means that the point of tangency occurs for smaller values of the potential. This 
implies that larger values of the quantisation parameter, and hence a, lead to smaller 
values of the potential beyond which no equilibrium points can exist. 
V<0: In such cases the qualitative change in the form of B results in the function 
taking values within the range 4<B<6. Hence there can only be one point of 
intersection between the functions A and B and hence only one equilibrium point. This 
equilibrium point always occurs inside the semi-classical region and hence is a centre 
(see the bottom panel of Fig. 6.4). Furthermore, since the range of values which B takes 
is unaltered for all negative values of V, the centre equilibrium point will persist for all 
negative values. 
The preceding discussion represents the important results of this chapter, so let us 
summarise thus far. In the context of the emergent universe, the important consequence 
of considering LQC effects is to permit two possible static universe solutions, rather than 
the single solution present in the case of GR. The first static solution corresponds to a 
saddle point (as in GR), which we shall refer to as the Einstein Static (ES) solution. 
The second static solution is a direct consequence of LQC effects. It is a centre and 
we shall refer to it as the loop static (LS) solution. We have shown analytically that the 
LS solution arises for a wide range of values of the potential given by VE (-Vib, V*)') 
where the lower bound -Vb is constrained only by the need for energies to be below the 
Planck scale. The importance of the LS solution is that, in contrast to the ES solution 
present in GR, slight perturbations do not result in an exponential divergence from the 
static universe, but lead instead to oscillations about it. Moreover, since the LS solution 
always lies within the semi-classical region a<a, it is ideally suited to act as the past 
asymptotic initial state for an emerging universe. Indeed, it is the only equilibrium point 
in models with a vanishing or negative potential. 
Finally, we note that if the potential is non-constant, then Eqs. (6.7)-(6.9) admit no 
equilibrium points at which it =ä=0. Hence the saddle and centre points for constant 
potentials discussed above, represent the complete set of equilibrium points possible 
in 
semi-classical LQC. This result was referred to in the previous chapter. 
6.2.1 Equilibrium points and the equation of state 
In the previous chapter, we studied oscillatory dynamics within semi-classical 
LQC. In 
particular, we described in detail the behaviour of a universe sourced by a massless scalar 
field. The results of the current chapter give us a complementary understanding of this 
behaviour as oscillations of the universe about a centre equilibrium point. 
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Figure 6.4: The top panel shows the plots of functions A (solid line) and B (dashed line) 
against a for V= -0.013. The vertical dotted line denotes the position of a= a*. The 
bottom panel is the corresponding phase portrait demonstrating the centre equilibrium 
point that occurs in this case. The plot is compactified as in Fig. 6.2. The dotted lines in 
the bottom panel are as described in Fig. 6.2. All axes are in Planck units and j= 100. 
It is interesting to understand further the correspondence between these alternative 
ways of describing the dynamics. In particular, the equation of state was central to the 
description of oscillations in the previous chapter, and we described how the strong en- 
ergy condition was successively violated and then recovered as the universe evolved. 
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Considering the equation of state Eq. (5.6), therefore, and evaluating this expression 
at equilibrium points, where the conditions given in Eqs. (6.10)-(6.12) are satisfied, we 
find that weff = -1/3 at these points. This is true for all values of V which permit 
equilibrium points. For oscillations to occur, however, there is an additional requirement 
that dweff/da is positive, in order that the strong energy can be broken below a particular 
scale and recovered above it. Differentiating Eq. (5.6) and employing Eqs. (6.10)-(6.12), 
we find that 
dweff 
__ 
2a2 
2 
dlna 3A (6.16) 
which is positive for a<a,, and negative otherwise (A2 is given by Eq. (6.14)). This is 
in agreement with our previous analysis of equilibrium points, that centre points occur 
below a*. These results confirm that oscillations occur about the point where the strong 
energy condition becomes satisfied. 
6.3 Emergent inflationary universe in LQC 
We now wish to understand how the two equilibrium points we have uncovered in the 
previous section can be used to develop early universe scenarios of the emergent universe 
type. Clearly the ES point could be used to formulate the emergent scenario described in 
section 6.1.1. The LS point, however, allows us to develop a qualitatively different `new 
emergent universe scenario'. 
The scenario postulates that the universe begins in the neighbourhood of this point. 
This requires an asymptotically flat potential with magnitude below V, and that the field 
is initially situated on this region of the potential. The potential is postulated to evolve 
away from flatness but, in contrast to the classical emergent scenario, it is assumed to 
evolve such that its magnitude eventually increases to a value greater than V. The field's 
velocity is non-zero, and as the field evolves away from the flat region the oscillatory dy- 
namics of chapter 5 allows the field to move up the potential. This behaviour continues 
until the oscillations are broken and inflation occurs. Then, assuming that the poten- 
tial satisfies the slow-roll conditions where this occurs, an extended period of slow-roll 
inflation will ensue. 
It is interesting to describe this behaviour in more detail from the dynamical systems 
point of view. As well as providing a unified description of this new emergent universe 
scenario - from static initial state to slow-roll inflation - this also provides a comple- 
mentary description to section 5.3 for how the initial conditions for inflation are set by 
oscillations. 
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6.3.1 The dynamics of emergence 
The phase plane analysis of section 6.2 determined the qualitative LQC dynamics for the 
case of a constant potential. However, for our emergent inflationary model we require 
the potential to vary as the scalar field evolves. Nevertheless, the constant potential dy- 
namics (see Figs. 6.2-6.4) provides a good approximation to more general dynamics, if 
variations in the potential are negligible over a few oscillations. This implies that cosmic 
dynamics with a variable potential may be studied by treating the potential as a sequence 
of separate, constant potentials. Here, with the emergent model in mind, we shall con- 
sider a general class of potentials that asymptote to a constant V_,,,, < V* as 0 -+ -oo 
and rise monotonically once the value of the scalar field exceeds a certain value. 
As we saw in section 6.2, for any constant potential V< V*, there exists a region of 
parameter space where the universe undergoes non-singular oscillations about the point 
LS. For V>V, the equilibrium points LS and ES merge and the phase plane then 
contains no equilibrium points. Instead, all trajectories represent a collapsing universe 
which bounces and asymptotically evolves into a de Sitter (exponential) expanding phase 
in the infinite future. 
Let us consider the universe initially at, or in the neighbourhood of, the static point 
LS, with the field located on the plateau region of the potential with a positive kinetic 
energy, ; nit > 0. The universe will exhibit cyclic behaviour around the LS point 
for 
a very wide range of initial values ; nit when V_o,:, < 0. If 0< 
V_O,, < V*, the range 
becomes more limited as V_,,, is increased. An important feature to note is that in all 
cases the field's kinetic energy never vanishes during a given cycle. In the case of a 
positive potential, the unphysical region of phase space, where the field's kinetic energy 
would be negative, lies outside the cyclic region that is bounded by the separatrix. Thus, 
the field will vary monotonically along the potential and eventually reaches the region 
where the potential begins to rise. 
Increasing the magnitude of the potential over a series of cycles has the effect of 
moving the location of the LS point to progressively higher values of the scale factor, 
although the shift is moderate. In the case of a positive potential, for example, a necessary 
condition for the existence of LS is that 4< A(aeq) < -2.5, and this corresponds to the 
range 0.943a* <a< a*. Eq. (6.12) then implies that the field's kinetic energy does 
not alter significantly, since the universe remains in the vicinity of LS. On the other 
hand, the saddle point ES occurs at progressively smaller values of the scale factor as 
the magnitude of the potential increases. As discussed in Section 2.2, this equilibrium 
point occurs in the range a* <a< oo, where the limits are approached as 
V -* V* and 
V _40, respectively. 
The overall effect of increasing the potential, therefore, is to distort the separatrix in 
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the phase plane, making it narrower in the vertical direction but introducing little change 
to the position of the LS point. This implies that the dynamics varies only slightly from 
cycle to cycle for orbits that are close to the LS point. If the magnitude of the potential 
continues to increase as the field evolves, however, a cycle is eventually reached where 
the trajectory that represents the universe's evolution now lies outside the finite region 
bounded by the separatrix and this effectively breaks the oscillatory cycles. From a phys- 
ical point of view, the magnitude of the field's potential energy, relative to its kinetic 
energy, is now sufficiently large that a recollapse of the universe is prevented, i. e., the 
strong energy condition of GR remains violated as the universe expands, thereby leading 
to accelerated expansion. The field decelerates as it moves further up the potential, sub- 
sequently reaching a point of maximal displacement and then rolling back down. If the 
potential has a suitable form in this region, slow-roll inflation will occur. 
This description of how the field climbs its potential is in perfect agreement with that 
given in chapter 5. Here, however, in the spirit of the emergent universe scenario, we have 
focused on the role of both equilibrium points, and assumed that the universe originates 
close to the LS point. 
6.3.2 The energy scale of inflation 
An important question to address is the energy scale at the onset of inflation, Vinf, in 
our new emergent universe scenario. In the classical scenario inflation begins as soon 
as the potential evolves away from flatness and hence is set by V_,,,,. In the new setting, 
however, the field climbs away from V_,,,, before inflation occurs. 
In chapter 5, we developed an analytic approximation for the value of the potential 
at the onset of inflation, Eq. (5.11). This approximation relied on an estimate of the 
energy of the universe during the first cycle. We can use the same analytic approximation 
here to estimate the energy scale of inflation in the new emergent universe scenario if 
we assume that the initial potential energy is negligible compared with the initial kinetic 
energy. In the spirit of the emergent scenario let us employ this result to approximate 
the energy scale of inflation when the initial conditions are set close to the equilibrium 
point LS. The initial scale factor is therefore given by ainit =fa, where f^1 and 
hence Dinit = 0(1). The field's initial kinetic energy is determined by Eq. 
(6.12) as 
nit 3/(47rf2 a2 ). It follows from Eq. (5.11), therefore, that a universe `emerging' 
from the semi-classical LQC phase near to the LS point will begin to inflate when 
14 
V 
of e" 2ý f2 
mPl (6.17) 
As expected, this is in good agreement with the necessary condition (6.15) 
for the coa- 
lescence of the equilibrium points LS and ES, since if the universe is located near the LS 
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point initially, we expect that the scale factor will not be able to evolve significantly until 
V> V*. 
Conditions (6.15) and (6.17) both imply that the inflationary energy scale is higher 
for lower values of the parameter j, which is the behaviour we discussed in chapter 5. 
Indeed, it is comparable to the Planck scale for j< 0(10) and this has implications 
for the asymptotic form of the potential as the field reaches progressively higher values. 
Unless the parameter j is sufficiently large, it is unlikely that the oscillatory dynamics 
will end if the potential asymptotes to a constant value, or reaches a local maximum that 
is significantly below the Planck scale. In this sense, therefore, the scenario outlined 
above favours potentials that increase monotonically once the value of the scalar field 
has exceeded some critical value. As discussed in section 5.5, the possibility of very 
large values of the potential energy at the onset of inflation mean that eternal inflation is 
a likely outcome. 
While initial conditions very close to the static solution are clearly in the spirit of 
the emergent scenario, it is also important to ask what range of initial conditions can 
give rise to a working scenario. To answer this question we can once again employ the 
results of the previous chapter, if we assume that the initial potential energy is negligible 
compared with initial kinetic energy. In that case Fig. 5.5 presents typical ranges of valid 
initial conditions which satisfy the constraints of the semi-classical regime. Eq. (5.11) 
demonstrates that the further away from the static point the initial conditions are set, the 
lower the energy scale of inflation. From Fig. 5.5, we can assume a typical initial range of 
the scale factor, 0.5a,, <a<1.5a,, when j= 1000, and a maximum value of the scalar 
field's velocity of O(1) ?j. Employing Eq. (5.11), therefore, we expect the minimum 
possible value for the potential at the onset of inflation to be Vnfmin 10-5f- when 
j= 1000. This demonstrates that, while not necessarily in the spirit of the emergent 
universe, a range of inflationary energy scales can be generated. 
6.4 A specific model of an emerging universe 
We now turn our attention to potentials which have the qualitative form necessary to 
realise our new emergent universe scenario. 
From a dynamical point of view, the scenario can be realised if the potential satisfies 
a number of rather weak constraints. Asymptotically, it should have a horizontal branch 
as 0 -* -oo such that dV/dq -f 0 and 
increase monotonically in the region 0> OU0, 
where without loss of generality we may choose ou, )w = 0. The reheating of the universe 
imposes a further constraint that there should be a global minimum in the potential at 
Vmin =0 if reheating is to proceed through coherent oscillations of the inflaton. 
Since 
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Figure 6.5: The figure depicts two possible forms of emergent potentials that allow for 
conventional re-heating. The solid line is the form of the potential motivated by the 
inclusion of a R2 term in the Einstein-Hilbert action, and which is suitable for the clas- 
sical emergent universe and the LQC emergent universe scenario. The dotted line is the 
form motivated by the inclusion of higher-order terms, and is suitable only for the LQC 
emergent universe scenario. 
inflation will end after the field has rolled back down the potential, this should occur for 
0< Ogrow. Finally, the region of the potential that drove the last 60 e-foldings of infla- 
tionary expansion is constrained by cosmological observations, as described in section 
1.5. 
Examples of potentials that exhibit these generic properties are illustrated in Fig. 6.5. 
It is interesting that potentials of this form have been considered previously in a number 
of different settings, including cases where higher-order curvature invariants of the form 
N 
LN 
1 
167 Ei 
Ri F?. 
1: 
PI i-1 
(6.18) 
are introduced into the Einstein-Hilbert action, where R is the Ricci scalar, Ei are coupling 
constants and el = 1. Such corrections are required when attempting to renormalise 
theories of quantum gravity (Antoniadis and Tomboulis, 1986) and also arise in low- 
energy limits of superstring theories (Candelas et al, 1985). In general, such theories 
are conformally equivalent to Einstein gravity sourced by a minimally coupled, self- 
interacting scalar field. For example, potentials with a nonzero asymptote at 0 -> -oo 
(as shown by the solid line in Fig. 6.5) can be obtained from theories that include a 
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quadratic term in the action, whereas those with a zero asymptotic value and a local 
maximum (shown by a dotted line) arise when cubic and higher-order terms in the Ricci 
scalar are introduced (Maeda, 1989; Barrow and Cotsakis, 1991). In general, all these 
potentials possess a global minimum at V=0. Potentials of this form can also be used 
to realise the classical emergent universe scenario as shown by Ellis et al (2004). 
Motivated by the above discussion we consider, as an example, the potential 
V=a [(exp(ß/) 
J - 
1l 
2 
(6.19) 
where a and ß are constants. This potential is qualitatively similar to that illustrated by 
the solid line in Fig. 6.5. The parameters of this potential need to be fixed in order to give 
agreement with observation. This can be achieved in a similar manner to that shown for 
the quadratic potential in section 1.5. We chose a= 10-12 and ß=0.1 as representing 
typical values satisfying the constraints imposed, and numerically integrated the field 
equations (3.8)-(3.10) for a universe starting from an initial state close to the LS static 
state. The results of the integration are illustrated in Figs. 6.6 and 6.7. The field starts 
in the asymptotically flat region of the potential and gradually increases in value, as the 
scale factor oscillates about the LS point. The field then moves past the minimum and 
climbs up the potential. The scale factor continues to oscillate until the field reaches the 
point where the field slows down significantly, thereby bringing the oscillations to an end 
and initiating the inflationary expansion. This numerical integration confirms that our 
analysis based on a series of constant potentials is correct. 
6.5 Emerging quintessential inflation 
One drawback of reheating through inflaton decay in the emergent scenario is that the 
coupling of the scalar field to the standard model degrees of freedom must be strongly 
suppressed if the field is to survive for a (possibly) infinite time as it emerges from the 
oscillatory semi-classical phase. It is more natural, therefore, to invoke a `sterile' infla- 
ton that is not coupled directly to standard model fields, and where reheating proceeds 
through an alternative mechanism such as gravitational particle production (Ford, 1987; 
Grishchuk and Sidorov, 1990; Spokoiny, 1993). In this case, the potential need not ex- 
hibit a minimum and the field could continue to roll back down the potential towards 
--ý -oo at late times. 
It is notable that the general requirements for a sterile inflaton with a potential ex- 
hibiting a decaying tail as 0 -4 -oo are precisely those features that are characteristic of 
the quintessential inflationary scenario, where the field that drove early universe 
inflation 
is also identified as the source of dark energy today (Peebles and Vilenkin, 1999). 
In the 
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Figure 6.6: Time evolution of the scale factor (top panel) and scalar field (bottom panel) 
with the field initially on the asymptotically flat region of the potential (6.19) with a= 
10-12 and ,Q=0.1. The field increases in value from initial conditions close to the LS 
(centre) solution defined by Eq. (6.10). Axes are in Planck units. 
a 
,7 400 450 500 550 600 650 700 
1LU 
100 
80 
400 450 500 550 600 650 700 
time 
60 
Figure 6.7: Plots illustrating the magnification of Fig. 6.6 around the region where emer- 
gence commences, the oscillations cease and inflation begins. 
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present context, this suggests that the scalar field could play a three-fold role in the his- 
tory of the universe, acting as the mechanism that enables the universe to emerge into the 
classical domain, and then subsequently driving both the early- and late-time accelerated 
expansion. 
The specific constraints that must be satisfied by the potential in standard quintessen- 
tial inflation have been considered in detail by Dimopoulos and Valle (2002). In par- 
ticular, one of the simplest asymptotic forms for the low-energy tail that simultaneously 
leads to tracking behaviour (which allows the energy density of the dark energy to be 
similar to that of the matter) and does not interfere with the predictions of primordial 
nucleosynthesis is given by V oc (m/O)Ic exp(AO/mpl), where m, k and A are constants. 
Cyclic behaviour in LQC will arise for such a potential. 
A further requirement is that the potential must be sufficiently steep immediately after 
the end of inflation, if the field's energy density is to redshift more rapidly than the sub- 
dominant radiation component. This requires a second point of inflexion in the potential, 
as illustrated qualitatively in Fig. 6.8. Beyond this region, the potential must continue to 
rise in order for the oscillatory dynamics to come to an end and, as discussed above, this 
is expected to occur near the Planck scale. From a dynamical point of view, there are no 
further constraints on how rapidly the potential energy need increase in this region. The 
only remaining consideration is that a phase of successful slow-roll inflation should arise 
as the field rolls back down the potential. Given the ease with which the inflaton is able to 
move up the potential due to LQC effects, we anticipate that any potential satisfying the 
existing constraints for successful quintessential inflation will also lead to a successful 
emergence of the classical universe. 
6.6 Discussion 
In this chapter, we have extended our investigation of inflationary scenarios within LQC 
settings to emergent universe type scenarios. 
The main new result of this chapter was the determination of static solutions to the 
semi-classical equations of LQC for a universe sourced by a scalar field with a constant 
potential. We have shown that there are in principle two such solutions, depending upon 
the sign and magnitude of the potential. The point ES is always in the classical domain 
and corresponds to the unstable saddle point that is also present in GR. The important 
characteristic of this solution is that any perturbations, no matter how small, necessarily 
force the universe to deviate exponentially from the static state. The second solution LS 
is always in the semi-classical domain and corresponds to a centre. This is a solution 
made possible by LQC effects and unlike the ES static point does not exist within the 
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Figure 6.8: Illustrating the generic form of the potential that leads to early- and late- 
time accelerating phases. The potential exhibits a decaying tail as 0 -+ -oo. As the 
field moves up this tail and increases in value, the universe can oscillate about the LS 
point. The inflationary regime rises (possibly) towards the Planck scale for large values 
of 0. As the field turns round, it can drive a phase of inflation and, if the potential 
exhibits a sufficiently steep middle section around 0ý0, reheating may proceed through 
gravitational particle production. Consequently, the field may survive until the present 
epoch, where it can act as the source of dark energy by slowly rolling along the tail 
towards 0 -+ -oc. 
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context of GR. We have shown that it exists for a wide range of values of the potential, 
including positive, zero and negative values. Its importance lies in the fact that it allows 
a universe that is slightly displaced from the static state to oscillate in the neighbourhood 
of the static solution for an arbitrarily long time. 
We have exploited these characteristics to develop a working scenario of the emerg- 
ing inflationary universe in which a past-eternal, oscillating cosmology eventually enters 
a phase where the symmetry of the oscillations is broken by the scalar field potential, 
thereby leading in principle to a phase of successful slow-roll inflation. The mechanism 
that enables the universe to finally emerge is the same as we discussed at length in the 
previous chapter, though here we have given an alternative description of this behaviour 
by considering how the equilibrium points change as V is varied. The model developed 
here shares some of the attractive features of the other early universe scenarios such as 
the pre-big bang (see for example the review of Lidsey et al, 2000) and ekpyrotic/cyclic 
scenarios (Khoury et al, 2001b; Steinhardt and Turok, 2002b), in the sense that it is 
past eternal, although it exhibits a significant difference in that the cycles are broken by 
inflationary expansion. Additionally, unlike the pre-big bang and cyclic scenarios, the 
emergent model considered here is genuinely non-singular. 
The scenario depends only very weakly on the form of the potential, requiring only 
that it asymptotes to a constant value at 0 -f -oc and grows in magnitude at larger 0 
in order to break the cycles. The asymptotic value of the potential can be either positive, 
zero or negative. 
The above emergent scenario has a further advantage in that the initial state of the 
universe is set in the more natural semi-classical regime, rather than the classical setting 
of GR. Nevertheless, an important question that arises is the likelihood of these initial 
conditions within a more general framework. In particular, there is the issue of why 
the scalar field should initially be located in the asymptotic low-energy region of the 
potential. This issue is related to our discussion in section 4.1 where we considered why 
the minimum of the potential is a natural initial position for the scalar field. In the present 
context there is a minimum of the potential at 0= -oc. For potentials which realise 
quintessential inflation, considered in section 6.5, this is the only minimum, while for 
the class of potentials considered in section 6.4, there is an additional minimum required 
for reheating, and we have to assume that this is not the preferred initial position for the 
field. There is also the related assumption that the field moves from left to right initially. 
As is discussed in section 4.1, a full understanding of initial conditions will require new 
developments at a more fundamental level than that of semi-classical equations. 
Considering this scenario it does not seem possible to argue that any particular value 
of the quantisation parameter j is preferable, since the LS point exists for all values of 
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j. However, assuming that the evolution begins close to the initial LS point the onset of 
slow-roll inflation will occur at higher energy scales for smaller values of j. In general, 
the onset will occur at very high energy scales unless the quantisation parameter j is 
extremely large, which is considered to be less natural. This indicates that a large amount 
of slow-roll inflation would arise, at least for a wide class of smoothly varying potentials, 
and it is expected that the density of the present-day universe should be exponentially 
close to the critical density, SZo =1+E, where E«1. In principle, therefore, the 
emergent scenario we have proposed could be ruled out if a significant detection of spatial 
curvature is ultimately reported by future cosmological observations. 
This chapter has also shown an intriguing symmetry in the emerging quintessential 
scenario between the initial and final states of the universe. Although the size of the uni- 
verse differs by many orders of magnitude, the field evolves along the tail of the potential 
at both early and late times, «(t -+ -oo) = O(t -f +oo), but with its kinetic energy 
having changed sign. This implies that a reconstruction of the dark energy equation of 
state at the present epoch could yield direct observational insight into the nature of the 
pre-inflationary potential in this scenario. 
Finally, we should comment on the robustness of this scenario with respect to the 
ambiguity parameter 1. The scenario requires the existence of the the LS static point 
which will always occur for a sufficiently small positive V and when V is negative or 
zero, provided the function A passes through the value A=4 as a -+ 0. Eq. (3.12) tells 
us that this is always true for all allowed values of 1 (0 <l< 1). On the other hand, 
Eq. (3.13) implies that another major effect of l is to alter the minimum value of A. Amin 
varies hugely over the allowed range of 1, taking values in the range -00 > Amin > -1.5. 
This has an effect on the position at which the equilibrium points merge, which in turn 
fixes the energy scale of inflation. Indeed, Eq. (6.15) can be generalised for an arbitrary 
Al* = 
Amin, to give 
V* = 
l* 4-A (6.20) 
(167r -3 Aj,, fPia* 
which takes values in the range 3/(87ra*41) < V* < 11/(407ra2f2 ). Despite Amin 
spanning a large range of values, therefore, V* changes only moderately over the range 
of allowed values of 1. This indicates that the scenario is not significantly altered by 
changing the value of 1. 
Chapter 7 
The super-inflationary spectrum of 
perturbations 
It has been a long-standing hope that the inflationary paradigm might be connected to the- 
ories of quantum gravity, and LQC suggests that this possibility may be realised. Indeed, 
much of this thesis has focused on connecting LQC to standard slow-roll inflation. In par- 
ticular, the issue of how the initial conditions for slow-roll inflation can be established by 
LQC dynamics has been studied in detail. In chapter 4, however, we also noted that in the 
semi-classical regime the universe naturally evolves through a period of accelerated ex- 
pansion, quite separately from whether or not a phase of slow-roll inflation subsequently 
occurs. This is perhaps the most striking feature of semi-classical LQC. In contrast to 
standard slow-roll inflation, where inflation is driven by the self-interaction potential of 
the scalar field, this inflationary phase is driven by quantum geometrical effects. It is nat- 
ural, therefore, to ask whether or not this period of LQC inflation is able either to replace 
or to supplement standard inflation, and what its observational consequences would be. 
In order to answer this question one must consider both the number of e-folds of inflation 
which the LQC phase can give rise to, and the spectrum of perturbations which this phase 
will produce. 
The first of these issues has been addressed previously by Bojowald and Vandersloot 
(2003) and the conclusion was found to depend both on initial conditions and the value 
of the ambiguity parameter j. In order to generate the 60 e-folds of inflation necessary 
to solve the problems of the hot big bang model, however, j must be extremely large. In 
view of this, the possibility that LQC inflation can completely replace standard inflation 
appears to be strongly disfavoured, given the arguments that smaller values of j are more 
natural than larger ones. 
The issue concerning the spectrum of perturbations produced by the LQC inflationary 
phase, however, is a more subtle one. If standard inflation were to be replaced by LQC in- 
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flation, these perturbations would have to account for the origin of cosmic structure, and 
could therefore leave a signature of the LQC inflationary phase. It is important to recall 
that during the LQC inflationary phase not only does the expansion of the universe accel- 
erate, but the Hubble parameter also grows, k>0 (unlike the case of slow-roll inflation 
where Hr constant). Experience from standard inflation, therefore, suggests that we 
should expect the spectrum of perturbations produced during this super-inflationary phase 
to be strongly blue tilted (n > 1, where n is the spectral index). A recent study, how- 
ever, has found that the LQC inflationary scenario can produce a nearly scale-invariant 
spectrum of perturbations (Hossain, 2005). The study also found that a generic predic- 
tion is that the spectrum is only slightly blue tilted, in contrast to most slow-roll models 
which have a small red tilt. Moreover, the study suggests that this result is robust, being 
independent of ambiguities in the quantisation scheme. 
This might lead one to believe that near scale-invariance with a small blue tilt is a 
generic and observationally falsifiable result of LQC inflation, in contrast to standard 
inflation where there is a large amount of freedom in the value of the spectral index 
associated with the form of the potential. The calculation of the power spectrum by 
Hossain (2005), however, uses the so called direct method of Padmanabhan et al (1989). 
This method is not the standard one which is normally invoked for calculating the power 
spectrum of slow-roll inflation (reviewed in chapter 1). It is argued by Hossain (2005), 
however, that the use of the direct method is more natural within LQC because of the 
minimum natural length scale introduced by LQC, and the lack of a general expression 
for the stress energy tensor (see Hossain, 2005, for details). 
Two further significant aspects of the calculation of Hossain (2005) are important to 
note. First, it assumes that the effective equation of state, w= p/ p, for the universe as a 
whole is given by w .r -1 and hence that Ha constant. 
This can only be true either at 
the end of the super-inflationary phase, or under severe fine tuning of the model's param- 
eters. Secondly, it assumes that the background spacetime is unperturbed, and considers 
only perturbations in the scalar field. At the present time this is a necessary assump- 
tion, as the modified semi-classical equations of LQC are only known for an unperturbed 
background. This assumption is technically invalid as it clearly violates Einstein's field 
equations. Whether or not it proves to be a useful approximation, however, remains to 
be seen. Experience from other applications of perturbation theory 
in the early universe 
suggests that in some cases this approximation is very useful. For example, 
for standard 
slow-roll inflation a calculation of the spectrum of the scalar 
field perturbations, using 
this approximation, can be applied to produce an accurate estimate 
for the spectrum of 
the comoving curvature perturbations, which is ultimately the 
important quantity for ob- 
servations (Liddle and Lyth, 2000; Dodelson, 2003). 
In other situations it is less useful. 
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For example in the ekpyrotic scenario the application of a similar procedure to that used 
for slow-roll inflation yields erroneous predictions (Khoury et al, 2001b; Lyth, 2002b). 
We shall discuss this question further in the discussion section. 
The purpose of this chapter is to reconsider the question of the spectrum of primordial 
perturbations produced during LQC inflation. In chapter 1, we gave a detailed account 
of the standard method by which the spectrum of scalar perturbations, produced during 
slow-roll inflation, can be calculated. In contrast to the previous LQC study, our study 
follows as closely as possible this framework. Moreover, we do not make any assump- 
tions about the universe's expansion rate, rather allowing it to be determined by the LQC 
dynamics. The focus is on whether or not a scale-invariant spectrum is produced, and 
under what conditions this can occur. We continue to use the approximation in which the 
background spacetime is unperturbed and therefore focus on the spectrum of scalar field 
perturbations produced in this approximation. 
We proceed as follows. In section 7.1, we discuss power-law solutions to the LQC 
equations; these will allow us to calculate the perturbation spectrum in an analytic man- 
ner. Sections 7.2 and 7.3 then contain the main body of our calculations. We conclude in 
section 7.4 with a summary of what we have learned, and a discussion of how the results 
may be useful in the future. 
7.1 Power law evolution in LQC 
Before moving on to consider perturbations of the scalar field, we require an understand- 
ing of the background dynamics. In particular we confine ourselves to the regime a« a*, 
where analytic progress can be made. 
In this regime, we use the asymptotic form of the function D, given in Eq. (3.1), and 
write D= D*an where n= 3(2 - l)/(1 - 1) with 0<l<1, and hence 6<n< oo, 
and where D, k = 
(3/(1 + l))3/(2-21)a*(t-2)/(1-l) From Eq. (3.10) it can be seen that the 
universe undergoes super-inflationary expansion, 
ft > 0, for n>6, independently of the 
form of the self-interaction potential. We will be interested in the cases where the ratio 
2D H/c is a constant. There are two such cases for a flat (k = 0) universe. First, this 
is clearly true for a massless scalar field. Secondly, there is a scaling solution derived by 
Lidsey (2004) in which the ratio of kinetic to potential energy is a constant. 
In both these cases, the evolution equations can be solved exactly, and the scale factor 
undergoes power law growth. When we come to deal with the perturbed equations, we 
will find it more convenient to work with conformal time T, where 
dt =a dT, and so we 
give the background evolution using this time variable. In this chapter, 
for convenience 
we use a prime to denote differentiation with respect to conformal time. 
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7.1.1 Massless scalar field 
Considering a massless scalar field, Eqs. (3.8), (3.9) and (3.10) can be solved to yield 
a2-n/2 = a2-n/2 
2-n/2 
snit 
+ ý' (Tinit - T) i (%. 1 
where 
/n 4ýrP2 4 1/2 
2/(4-n) 
12 - 2) 
P('D 
* 
ýjinit 
ai2it 
(7.2) 
\j3 Dinit 
which is positive-definite for n>4. It is convenient to rescale time to absorb the constant 
term into our definition of conformal time such that 
a=C(-T)P, (7.3) 
where 
2 
p=4_n (7.4) 
and hence p<0. It is important to note that -r is negative and increasing for an expanding 
universe and decreasing for a contracting universe. 
7.1.2 Scaling solution 
A second way to achieve power law growth in the regime a« a* is for the field to roll 
on a self-interaction potential of the form (Lidsey (2004)) 
V(O) = Vo ýýýQ 
with 0>0 and VO a constant. 
(7.5) 
The analogous potential which gives rise to a scaling solution in the classical regime 
was given in Eq. (1.41) and, as we saw in section 1.4, it is very useful in understanding 
the production and evolution of perturbations in the standard single field slow-roll infla- 
tionary scenario. We expect, therefore, that the analogous potential and the associated 
scaling solution have the same degree of importance in the LQC scenario. 
Using a rescaled conformal time, the growth of the scale factor and the field are then 
determined by the expressions 
a=C(-r)', 0=F(-T)", (7.6) 
where v= np/2, p= -4/(nß + 4) < 0. We note that Vo is related to the constants C 
and F and the powers ii, n and p; however, this relation is not important in what follows. 
Obviously, the constant C does not need to take the same value as in Eq. (7.2). We also 
note that p is defined differently from our definition of p in section 1.4. 
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7.2 Perturbation theory 
As was mentioned above, if we are to fully understand the evolution of cosmological 
perturbations in LQC, we must perturb both the gravitational and the matter sectors of the 
theory about the homogeneous background. So far, however, the quantisation procedure 
in LQC has only been performed for homogeneous spacetimes, and not for the perturbed 
cases. This means that the full perturbed semi-classical equations have so far not been 
derived. In their absence, we may adopt a more modest approach. This is to assume 
that the background spacetime is unperturbed, but to allow perturbations in the scalar 
field. The assumption is valid for cases in which perturbations of spacetime are much 
smaller than those of the matter source, or equivalently where the matter perturbations 
have a negligible effect on the background spacetime. In this case we can calculate the 
power spectrum of the scalar field's perturbations on super-horizon scales produced from 
quantum mechanical fluctuations. 
Ultimately the quantity which is relevant to observations after the inflationary era is 
the power spectrum of comoving curvature perturbations. We comment how this might 
be calculated from the spectrum of the scalar field perturbations in the discussion section. 
To follow even this modest approach and allow inhomogeneities in the scalar field, 
we must include a gradient term in the matter Hamiltonian, 'i-lp, given by Eq. (2.6). 
This term, strictly speaking, violates homogeneity but we will assume that the effect on 
the background spacetime is sufficiently small such that it can be neglected. Including 
this extra term, the matter part of the effective semi-classical Hamiltonian (Eq. (3.4)) 
becomes 
xm+s(p =21 D(a)a-3po+bo +21a G(a) POi(0 + 60)aß (0 + 60) 
+a3V(O +60) . 
(7.7) 
In this expression we have introduced a correction function G(a), which we expect to 
arise due to the term EaEboaa0äbq/I det Ejcl-1"2 in Eq. (2.6) which involves inverse quan- 
tities, and must be regularised in a similar manner to the inverse volume term. This term 
has so far not been calculated within LQC, and we do not attempt this calculation here. 
Indeed, in the previous study of perturbations in LQC this term was assumed to be unity. 
The relevant regularisation procedure for this term is closely connected to that for the 
inverse volume, and we anticipate it to have a similar form. In particular, we assume 
that G=1 in the classical regime, but has a region for small values of the scale factor 
where G oc ar, where r will depend on a new quantisation parameter. In our study we 
will again assume, as in previous studies, that r=0. Our method, however, can easily 
be 
generalised to take account of a non zero r and in section 7.4 we discuss 
how this would 
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affect our results. 
Using Eq. (7.7) to derive the equations of motion in the same manner as we detailed 
in section 3.1, the unperturbed Eqs. (3.8)-(3.10) are unaltered, but we have the additional 
perturbation equation 
-2 
a' +D JO' +D 
[V2 
- a2 
d2V 
jo 
aD d02 (7.8) 
Our use of conformal time proves particularly helpful here, because it allows us to write 
Eq. (7.8) in the simple form 
u"+(-DV2+meff)u=0 7 (7.9) 
where u is defined as u= aD-1/2Jo, and 
meff 
(aD-1/2)1/ 
+ a2D32V 
aD _ 1/2 a02 
(7.10) 
is the effective mass of the field u. 
In an equivalent approach, the scalar field equation in the semi-classical LQC regime 
(in the absence of metric perturbations) can be derived from an effective action. In terms 
of conformal time, the action can be written as 
/2 
S= drd3XL = drd3Xa4 
12 
D2 -V Da (7.11) 
Including a gradient term in the above expression, and considering a linear perturbation 
in the field around its background solution, we find that the perturbed part of S can be 
written as 
(ýS =1f drd3x 
(u'2 
-Dä 
ä3u äßu 
- meffu2) 2 
(7.12) 
which when varied also leads to Eq. (7.9). We have introduced this action in order to 
follow the steps of section 1.4 as closely as possible. We could, however, have worked 
directly with the Hamiltonian, given in Eq. (7.7), and our results would have remained 
unchanged. 
7.3 Power spectrum 
The action for u, given in Eq. (7.12), is now formally equivalent to that of a scalar field 
with a variable mass term and aD term multiplying the gradient part. In order to cal- 
culate the spectrum of perturbations produced during the super-inflation due to quantum 
fluctuations, we must consider the field theory associated with u. 
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The momentum canonically conjugate to u is given by 
7r (7-1 X) _ 
ar 
_ u' 
(T, X) (%. 13) äu 
The theory is then quantised by promoting u and 7r to operators which satisfy the usual 
commutation relations. We Fourier decompose operator ft to give 
d3k 
ik. x 
k 
ik. x ü r, x) = 2ý)3/2 
[wk(r)ýke 
+w (T)ät -1 (7.14) 
where wk are mode functions. Using Eqs. (7.9) and (7.14), we find that Wk satisfy the 
equation 
&W k+ (D%2 + meff) Wk =0 d-r2 (7.15) 
In order to have a well defined field theory, we must also ensure that wk are defined such 
that the creation and annihilation operators, &t and äk, satisfy the usual commutation 
relations for bosons given in Eq. (1.35). This means that Wk must satisfy the Wronskian 
condition given in Eq. (1.36). In general, however, this condition does not give rise to a 
unique choice for wk. Instead, it allows a set of possible choices corresponding to a set of 
different Fock representations. In the cosmological context a unique choice is normally 
determined by considering a limit in which the time-dependence of the scale factor can 
be neglected, and hence where the physics ought to reduce to that of Minkowski space. 
In this limit Wk is normalised to select only the advanced solution. Once the initial con- 
dition is selected and the Wronskian condition met, a vacuum state is defined which is 
annihilated by all äk, such that äk 0) = 0. 
The power spectrum of fluctuations about this vacuum state is defined by the vacuum 
expectation value such that 
22 
(ukUl) 
0 
pub 3) (k -1) , 
(7.16) 
where we have implicitly Fourier decomposed the field perturbation JO, and defined Uk 
aSck. Using Eq. (7.14) we find 
(UkUl) -j Wk I26(3) (k - 1) , (7.1 
%) 
and hence that the power spectrum is given by 
k3 
Pu = 272 
I wk J2 (7.18) 
We now proceed to derive the form of the power spectra for the two cases under study. 
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7.3.1 Massless field 
As we have seen, during the semi-classical phase we have D= D*a'2 and in the massless 
case we have power law growth with a= C(-r)P and p= 2/(4 - n). Using these 
expressions to substitute for D in Eq. (7.15), therefore, we obtain 
22 d2 2k + (\D* Cn(-T)nPk2 + 
me 
Wk =0. (7.19) CLOT 72 
Moreover, using these expressions together with Eq. (7.10) we find 
meff T2= -p(p - 1) (7.20) 
in the massless case. The general solution admitted by Eq. (7.19) is 
Wk (T) = Cl 
%T Jlv1(x) + C2V -T 
Yvl (x) 
1 
(7.21) 
where Jl, 1(x) and Yv, (x) are Bessel functions of the first and second kind respectively 
and we have defined 
v= -1 
-4 me ff T2 
2+np 
and 
x=ak (-T)(2+np)/2 = 
(7.22) 
2p VD5 k 
(7.23) 
2+np aH 
with a=2 D*Cn/12 + npI and x>0. We normalise this solution such that the 
Wronskian condition (1.36) is satisfied which in general gives 
7f 
Wk (T) 
Fýi2 
n 
(diH1(x) + d2 -T Hl(v, ) (x) 1 
(7.24) 
where dl and d2 are constants subject to the condition I dl 
l2 
- 
14212 
=1 and Hf(l) (x) and 
, ý) H, (x) are Hankel functions of the first and second kind, respectively. Moreover, the 
Hankel and Bessel functions are related through the expressions: Hß(1) (x) = Jl, (x) + 
i }' (x) and Hjv ýý (x) = Jjvj (x) -i Yj (x). We now consider the small wavelength limit in 
which the wavelength of the mode functions is far inside the cosmological horizon, and 
where we might expect a Minkowski form for the mode functions. This limit corresponds 
to x»1, and the asymptotic form of Eq. (7.24) is 
(-T)- np/4 (2+nP)/2 
Wk (T) (d3 exp(2ak(- Tý V1-2+ npl ak 
+ d4 exp(-iak(-T) (2+, p)/2)) 1 
(7.25) 
where dl and d3 are related to each other by a phase factor, as are 
d2 and d4. In the stan- 
dard inflationary scenario the analogous solution reduces to two plane waves propagating 
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in opposite directions in time and, as described in section 1.4, only the advanced solution 
is selected with wk (T) = e-ikT / 2k in this limit. In our case, however, the solution only 
has the same form as flat spacetime when n=0, i. e. when the universe is classical. The 
two components to our solution, however, still represent advanced and retarded solutions, 
and by analogy we select only the advanced solution. This implies that we fix d3 =1 
and d4 = 0. A further justification comes from considering a mode whose wavelength 
remains well inside the cosmological horizon throughout the super-inflationary evolu- 
tion. Our normalisation is then consistent with the Minkowski limit once super-inflation 
has ended. Moreover, we note that ultimately our interest is in the k dependence of the 
solution in the large wavelength limit, which is unaltered by the normalisation as long as 
the Wronskian condition is satisfied. That the solution does not reduce to the Minkowski 
limit, however, already suggests that there are going to be clear differences in the evolu- 
tion of perturbations with respect to the standard case, whenever a geometric correction 
to the kinetic term of the field occurs. 
We can now look at the long wavelength limit of our properly normalised mode func- 
tions. The long wavelength limit is given by k«1, and for a specific finite time T this 
corresponds to x«1, and hence to wavelengths well outside the effective horizon. In 
this limit we have 
rv1 
(ý2 ) I"I (7.26) Jl vi 
(x) 
1 
r(Ivl) -I'I Yvl (x) -4 - 
(2x) (7.27) 
At this point let us pause and consider the form of the solutions we have just derived. 
Eq. (7.4) implies that in the massless field case under consideration the growth power p 
is negative, which means that the quantity x oc (-Tr)(2+np)/2 a (-T)2p is an increasing 
function as 'r -f 0. Therefore, although the Y, 
(x) solution is the dominant one for a 
sufficiently large scale (k -* 0), it is decreasing as the evolution proceeds and rapidly 
becomes sub-dominant with respect to the increasing J1,1 (x) solution. This is essentially 
telling us that the late-time limit is not the same as the large wavelength limit. An equiv- 
alent way of saying this is that as opposed to the standard inflationary scenario where 
the modes exit the comoving horizon, 1/aH, during inflation, here during super-inflation 
driven by quantum effects, the modes enter the effective horizon given 
VD-laH '. 
I In this context the horizon simply compares the relative size of the the gradient term 
in equation (7.15) 
with the mass term which is proportional to aH. Consideration of the perturbation equation 
for other fluids 
gives rise to a similar equation to Eq. (7.9), but with D replaced by the speed of sound 
in the fluid, although 
this speed is generally considered to be a constant unlike D. This means the effective 
horizon fD/aH 
can be considered to be analogous to the sound horizon of a 
fluid. For a scalar fluid in classical gravity the 
sound velocity is unity, so the sound horizon reduces to the usual cosmological 
horizon we have discussed 
in section 1.4. 
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Conversely, in the situation in which the universe is undergoing a collapsing evolution, 
the modes eventually exit the horizon. We will see that this not necessarily the case for 
the scaling solution. 
While this is interesting, it raises a serious interpretational issue. In standard inflation, 
the short wavelength limit is the same as the T -+ -oo limit, so all wavelengths can be 
considered to be small compared with the cosmological horizon at the earliest times. 
In this limit it is natural to assume that the small scale perturbations are governed by 
quantum mechanics and the normalisation is performed in this limit. As the expansion 
proceeds, however, the physical wavelength of the modes is increased, or equivalently 
the cosmological horizon size is decreased. The modes are pushed outside the horizon 
as this behaviour proceeds. The modes effectively become classical, and the spectrum 
calculated in this limit can also be interpreted as a classical spectrum. In the case at hand, 
however, this is no longer true and it is not clear whether we can interpret the spectrum 
calculated on long wavelengths as a classical one. 
Taking this caveat on board, let us nevertheless proceed with the calculation. Using 
only the dominant part of Eq. (7.24) on large scales and employing Eq. (7.27), the power 
spectrum (7.18) reduces to 
=1 
1-21vl (F('VD)2 
u 41r 2 + np 7r 
3-21vi 
a2H2 
OC %3-21vl (_, r)1-Ivl(np+2) 1 153/2 aH 
which for our massless field example (where v= 
Pn a k3-21vl (_, r)2(n-2)/(n-4) 
Then using P= DPA,, /a2, we find 
2k 
3-21vl 
aH D1/2 aH 
n/8 from Eq. (7.22)), yields 
a k3-2HvH (_T)1+p(n-2)-Ivl(np+2) 1 
(7.28) 
(7.29) 
(7.30) 
which for the massless case turns out to be time-independent, telling us that the evolution 
of the scalar field perturbation is frozen on super horizon scales. From Eq. (7.30), we 
can clearly see that for scale-invariance we require jvj = 3/2. In this case, therefore, 
we conclude that one obtains scale-invariance of the scalar field perturbation only when 
n= 12, and hence 1= 2/3. 
7.3.2 Scaling solution 
We can follow the same procedure for the scaling solution which arises when 
the field is 
self-interacting through the potential given in Eq. (7.5). 
In this case, using Eq. (7.10) we 
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obtain 
m2 eff 7- 2=-2+(3-2n)p+1(6+2n-n2)p2 7 2 (7.31) 
and for the quantity v we have from Eq. (7.22) 
V=-A, 
/9 - 12p + 8np - 12p2 - 4p2n + 2n2p2 
2+ np 
(7.32) 
where we recall that in this case p= -4/(nß + 4). In this case we do not necessarily 
encounter the same behaviour found in the massless case where the modes enter the 
horizon during the super inflationary phase. In fact, for ,Q>2- 4/n we have that x is 
now decreasing as -r -f 0. Hence, for these values of ß, the dominant solution is always 
the Y1 (x) function and the modes exit the effective horizon during the evolution. 
In the limit of large, 3 we have that p approaches zero and hence we have v -* -3/2 
which gives scale-invariance. It is interesting to note that in the limit of large 0, the power 
spectrum is scale-invariant regardless of n (and hence the quantisation parameter 1). This 
is easy to understand because in this limit Eq. (7.15) approaches 
// 22 7-Vk Wk - -2 Wk (7.33) 
with k2 = D*Cn1C2, which is of similar form to the analogous equation in the case of 
slow-roll inflation (Eq. (1.44)). Because the equation takes this form, the x<I limit is 
identical to that for standard slow-roll inflation and the Minkowski space limit is recov- 
ered, removing another conceptual problem. The multiplicative factor in 
P affects the 
normalisation of the power spectrum but not the scale-dependence, which is independent 
of n. It is also interesting that no fine tuning of the n (or 1) parameter is required and that 
the solution is stable in the sense that 0>1 corresponds to background solutions which 
are stable to linear homogeneous perturbations (Lidsey, 2004). This stability is important 
as it implies that the solution is an attractor and that generic initial conditions will evolve 
towards it. From the results of Lidsey (2004), we can determine that this stability requires 
,3> 
2(n - 6)/n which implies p> 2/(4 - n). The 
0>1 limit corresponds to the condi- 
tion of a very steep potential and means that a, and hence D, are nearly constant despite 
H varying. From Eq. (7.10) we can see that this means that in this case the potential term 
is the most significant part of meff. 
Using Eqs. (7.28) and (7.30) we see that in the limit of large ß the power spectrum is 
given by 
Po = (D. Cn+4) -1/2 (27r1)-2 7 
(7.34) 
which is independent of Ic regardless of the value of n. 
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We conclude that nearly scale-invariance is a natural prediction of the LQC universe 
sourced by a steep potential of the form given by Eq. (7.5). As will be discussed be- 
low, we must not over-emphasise this result as it may change if metric perturbations are 
significant. 
There is also an additional solution for a particular fine-tuned value of 3 which 
gives v= 3/2 and hence also scale-invariance. Indeed, as we decrease the value of 
0, we see that at np = -2 which implies 0= (2n - 4)/n, the value of v blows 
up to -oo and switches sign. As 3 approaches zero, p approaches -1. Consequently 
il --+ -\, F9 - 12n + 2n2/(n - 2) which is always between v/_2 <v< 3/2. Therefore, 
v must cross the value v= 3/2 at small 0. This implies that a scale-invariant power 
spectrum is possible for small 0, but is subject to a severe fine-tuning. 
7.4 Discussion 
In this chapter we have computed the power spectrum of the scalar field perturbations 
for two distinct situations. First, we considered the dynamics of a massless scalar field. 
We found the interesting behaviour that the modes of the scalar field perturbations enter 
the effective horizon during the super-inflationary phase. This is in clear contrast with 
the evolution in standard slow-roll inflation, and leads to a serious conceptual difficulty 
concerning the interpretation of the calculated spectrum. Scale-invariance is possible in 
this case, but at the cost of fine-tuning the quantisation parameter 1. We note, however, 
that the required value of n= 12 implies that I= 2/3 and that this is not one of the 
favoured values, which are motivated by consideration of the full theory. 
An interesting question is whether allowing the function G to vary from unity would 
modify the phenomenology. It is easy to see that the effect of the function G on the k 
dependence is to change Eq. (7.22) such that v (1 - 4rn 
2T 2)1/2/ (2 + np + rp), eff 
while rn, ff remains unaltered. Hence, there is an extra degree of freedom in this case, and 
it would be interesting to investigate whether scale-invariance can be achieved without 
moving away from the preferred values of quantisation parameters by using this free- 
dom. Changing G(a) from unity, however, will clearly not affect the problem of modes 
evolving into the effective horizon. 
Before leaving the massless case, it is also worth noting that even in the limit 1=0, 
which represents exponential expansion (de Sitter-like evolution with 
ft = 0), we do 
not find a scale-invariant spectrum and we still have the problem of modes entering the 
effective horizon. This is in stark contrast with earlier work of Hossain (2005) which, at 
least in part, motivated the investigation of this chapter. Indeed, within the calculation 
presented here, even if we had imposed by hand that the background evolution was expo- 
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nential (i. e. fixing p= -1 but leaving n free), we would have obtained scale-invariance 
only provided that n=0, which corresponds to a classical universe and is equivalent to 
the limiting slow-roll case, or in the case where n= 12/5. However, neither of these 
values of n are permitted in the a<a. regime. Again this result is in contrast with the 
previous study. 
The fine tuning displayed in the massless case is avoided in the second situation we 
investigated, that of the scaling solution. By including a self-interaction potential we gain 
a degree of freedom that can be used to recover the desired features of the inflationary 
scenario (i. e. modes exiting the horizon and near scale-invariant power spectrum of per- 
turbations). Moreover, it is clear that allowing the G function to vary will not affect this 
limiting behaviour since the p -* 0 limit ensures G will be close to a constant. 
At this point in the discussion it is useful to say something about when we might 
expect our calculation to be accurate, and how it could be applied to derive the spec- 
trum of comoving curvature perturbations. The comoving curvature perturbation is a 
useful quantity to consider since under very general circumstances it is conserved on 
super-horizon scales. Hence its spectrum, calculated as modes leave the horizon during 
inflation, is equal to the spectrum as these modes re-enter at a later time, when they ac- 
count for the formation of cosmic structure. In our calculation we have simply calculated 
the scalar field spectrum during super-inflation; however, we would like to convert this 
result into the comoving curvature spectrum. To make this conversion we must pick a 
gauge in which we assume that the metric perturbations in the scalar field equation are 
sub-dominant to the scalar field perturbations, as in this gauge our calculation will be 
accurate. If this is the spatially flat gauge then the conversion to the curvature perturba- 
tion would simply be given by Pqz = (-H/O/)2 PO. To convert the spectrum in this way 
is the procedure used, for example, in Liddle and Lyth (2000) for standard inflation, to 
where the reader can turn for details of the origin of this formula. Until the full equations 
of gravitational and matter perturbations are known, however, we will not know in what 
gauges, if any, the metric perturbations can be ignored, and hence how to convert our 
spectrum to the spectrum of curvature perturbations. 
In addition to the inclusion of the background perturbations into our calculation, a 
further way to improve its accuracy consists of relaxing the assumption that a<a,, and 
hence using the full form of the function D(a), rather than its asymptotic approxima- 
tion. This would require the mode functions to be solved numerically, and it would be 
interesting to compare this approach with the analytic results derived here. 
Nonetheless, the aim of this chapter was not to establish a robust prediction for the 
spectral index from LQC inflation, since the potential hazard of not 
including background 
perturbations was known from the start. Rather the ultimate purpose was to 
highlight the 
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potential freedom in the spectrum of perturbations produced in LQC once the universe's 
evolution is allowed to be consistently determined by the semi-classical equations of 
LQC. Moreover, this calculation has highlighted three important points, likely to carry 
over to a full analysis. First, that subject to the approximations we have to make, a scale- 
invariant spectrum is possible for LQC inflation even when the equation of state differs 
from w P-ld -1. This is a great surprise considering our experience from standard slow- 
roll inflation. Secondly, that even when the universe is super-inflating the Fourier space 
modes of the scalar field perturbation are not necessarily pushed outside a suitably de- 
fined horizon. We encountered this type of behaviour in the massless case. This again 
is unexpected considering standard inflation. And thirdly, that just like in slow-roll infla- 
tion, when calculated with the standard techniques there is considerable freedom in the 
value of the spectral index from LQC inflation. This freedom is related to the form of the 
potential and, uniquely to LQC, it is also dependent on the choice of quantisation ambi- 
guities. In particular, we expect that if we considered steep potentials other than those 
that generate a scaling solution, close to scale-invariance could be achieved and that the 
spectral index could be greater or less than unity. 
The dependence of the spectral index on the quantisation parameter I is potentially 
very interesting. If perturbations observed on the CMB were identified with a LQC ori- 
gin, it might be possible to put constraints on 1 from these observations. This is par- 
ticularly so for the massless case, where only 1 determines the scale-dependence of the 
spectrum. Moreover, it is expected that if the scalar field's potential is shallow, the semi- 
classical dynamics will approximate those of a massless field for generic initial condi- 
tions. Indeed, we saw this in chapter 4, where the analytic approximation, which agreed 
well with the full numerical analysis., neglected the quadratic potential until the universe 
exited from the semi-classical regime. In this sense the massless case is rather generic 
and it is therefore disappointing that we encountered so many problems for realising a 
scale-invariant spectrum in that setting. In any case, it is probably too soon to say any- 
thing definite regarding constraining quantisation parameters in this way. The possibility, 
however, remains an intriguing one. 
To summarise, our calculation, while not yet a complete answer, is a step towards 
understanding the phenomenology of inflation in LQC- In particular it highlights the 
three features we have discussed above, which deserve considerable attention and are 
likely to carry over to a full analysis including metric perturbations. The calculation 
is also important given the likely complexity of the full perturbed equations. Once the 
full equations are known we will be able to determine when our calculation ought to 
provide an accurate answer, and in these cases it will provide a useful check on any 
spectrum of perturbations calculated using the full equations. As we have seen there are 
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many subtleties in any calculation of a perturbation spectrum. In particular, the standard 
method relies on a single variable (like the u variable in this chapter, or the Mukhanov 
variable of section 1.4) being identified, which can be quantised in a similar manner to a 
scalar field in Minkowski space. We may even find that this is not possible with the full 
equations for LQC. In that case, the approach of using the full equations to determine 
when background perturbations can be ignored, and performing the calculation given 
here, could be the only way in which the spectrum of perturbations from LQC inflation 
can be determined using the standard techniques. 
Part II 
Braneworlds 
126 
Chapter 8 
Background 
In this second part of the thesis we consider cosmological scenarios inspired by another 
theory of quantum gravity: string theory. In particular, we will be concerned with so 
called braneworld models and specifically braneworld models which allow a collapsing 
universe to undergo a bounce into an expanding phase. 
String theory is perhaps the most promising candidate for a theory of quantum gravity 
and is certainly the most widely studied at the present time. In contrast to LQC, string 
theory is not only a theory of quantum gravity, but also a candidate for a unified theory 
of all fundamental interactions including gravity. String theory is a vastly complicated 
and rapidly growing area of research and we will not attempt to review it here, instead 
referring the reader to the excellent standard texts of Green et al (I 987a, b) and Polchinski 
(1998a, b). Our interest here lies in braneworld scenarios of the early universe which, 
while finding their inspiration in string theory, can be studied as models in their own 
right within the context of purely classical gravity. That said, it is important to briefly 
describe the important elements of string theory and particularly those aspects of the 
theory which motivate braneworld cosmology. 
8.1 Motivation for considering braneworlds 
There are five distinct superstring theories and each of these provides a theory of pertur- 
bative quantum gravity. These theories, however, are consistent only in 1+9 dimensions, 
and even at this level it is clear that extra dimensions may play an important role 
in any 
cosmology derived from, or inspired by, string theory. A discovery of great 
importance 
was the realisation in the mid 1990s that these theories were in fact related to one an- 
other, and this in turn raised the possibility that they were actually 
just different aspects 
of the same underlying theory. More specifically, duality transformations were 
found 
which relate all the superstring theories to one another and there 
is reason to believe that 
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they in turn are particular limits of a single theory, which exists in I+ 10 dimensions 
and has become known as M-theory. Moreover, the low energy limit of M-theory is 
eleven-dimensional supergravity. 
Within the context of string/M-theory another extremely important realisation has 
been that extended objects of more than one dimension also play a crucial role. In par- 
ticular, there exist D-branes on which open strings end. Open strings mediate the non- 
gravitational forces of nature and, since they end on branes, the gauge groups associated 
with these forces are confined to the brane. On the other hand closed strings, which 
propagate freely, mediate the gravitational interaction. This behaviour can be interpreted 
classically as matter fields being confined to a brane, while gravity can propagate in an 
unconfined mannen Moreover, a particular low energy solution of M-theory, the Horava- 
Witten solution (Horava and Witten, 1996b), represents eleven-dimensional supergravity 
with the eleventh dimension compactified on an orbifold with Z2 symmetry. This is then 
effectively a one-dimensional interval with two boundaries each of 1+9 dimensions. It 
was also later shown by Horava and Witten (I 996a) that six of the eleven dimensions can 
be consistently compactified on a scale smaller than the dimension representing the in- 
terval between the two boundaries, essentially at the Planck scale. This leads to a picture 
of two boundaries of I+3 dimensions separated by a large extra dimension, where by 
'large' we mean orders of magnitude larger than the fundamental Planck scale, but much 
smaller than the three spatial dimensions which make up the boundary. 
These considerations have led to the idea of modelling our universe as aI+3 di- 
mensional hypersurface embedded within a higher-dimensional bulk spacetime, where 
matter is confined to the brane, but gravity can propagate into the bulk dimensions. This 
is the premise on which braneworld scenarios are built. For excellent and complementary 
reviews of the braneworld scenario, see Maartens (2004) and Brax et al (2004). 
Throughout this thesis we have emphasised how studies of cosmological models mo- 
tivated by fundamental physics may help resolve long-standing problems of cosmology 
and of physics as a whole. Let us mention one particular problem that has motivated the 
consideration of extra dimensions and, in particular, the braneworld paradigm. This is 
the hierarchy problem. 
The hierarchy problem is simply the question of why the weak force is so much 
stronger than the gravitational force. An equivalent question is why the Planck mass is 
so large. The way in which the braneworld scenario ameliorates the hierarchy problem 
can be seen by considering Newtonian gravity and braneworld models in which the brane 
is embedded into a flat geometry in I+ (3 + d) dimensions (with d dimensions com- 
pactified on a scale much smaller than the three spatial dimensions which make up the 
boundary). Models of this type are know as ADD models, named after their proposers 
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Arkani-Harned, Dirnopoulos and Dvali (see Arkani-Harned et al, 1998; Antoniadis, 1990; 
Antoniadis et al, 1998). 
The Newtonian potential between two masses in such a flat spacetime is given by the 
expression 
V(r) M1M2 
rd+IM2+d (8.1) fund 
where masses m, and rn2 are separated by a distance r, and rnfund is the fundamental 
Planck mass. Considering the braneworld scenario, however, it is clear that for r>R, 
where R is the size of the extra dimensions, 
mime 
Rdrm2+d 
fund 
(8.2) 
Hence, for any observations made over scales larger than R, we would observe an ef- 
fective four-dimensional Planck mass M2 =R 
dM2+d. If the extra dimensions are suf- Pi fund 
ficiently large, therefore, the four-dimensional Planck mass can be considerably larger 
than the fundamental Planck mass. On the other hand, Eq. (8.1) would become relevant 
for tests of gravity on scales significantly smaller than R and Newton's law would appear 
to be modified. Such tests can constrain the size of the extra dimensions. To date, table- 
top experiments indicate that Newton's law is valid on sub-millimetre scales (10-1mm), 
implying that the extra dimensions must be smaller than this scale (Long et al, 2003). 
8.2 Braneworlds and cosmology 
The ADD type braneworld models are the simplest possible examples of braneworld sce- 
narios. More careful investigation, however, reveals that such models can be consistent 
with observations only if there is more than one extra dimension. Alternatives which al- 
low consistent cosmologies to be constructed with only one extra dimension include the 
famous models of Randall and Sundrum (1999a, b), referred to as the RS models. These 
models draw their inspiration more directly from the M-theory solution of Horava and 
Witten. In the first RS model (RS I) there are two boundary branes each with Z2 sym- 
metry, and the bulk spacetime between these branes is a portion of anti-de Sitter space 
(ADS). The feature of this model, which distinguishes it from ADD type models, is that at 
low energies gravity appears to be four-dimensional, not because of the compactification 
of the extra dimension, but because of the curvature of the bulk spacetime. In the second 
RS model (RS2), one of the boundary branes is assumed to be displaced to infinity. In 
both models the brane universe is assumed to have a positive tension, which, as we will 
see, is required to counter the negative cosmological constant in the bulk. In the follow- 
ing subsection we will study the simplest method of constructing the RS2 model with a 
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FRW brane. This serves both as an instructive example as well as providing further mo- 
tivation for studying braneworld cosmologies. This motivation, which will be discussed 
further in subsection 8.2.2, is that the cosmological dynamics for a brane universe be- 
come significantly modified when compared with standard relativistic cosmology. This 
is interesting because it may be that the modified dynamics will allow solutions of exist- 
ing cosmological problems to be found, or allow the construction of new scenarios of the 
early universe. A final motivation for studying the construction of the RS2 model is that 
a similar derivation gives rise to a model first suggested by Shtanov and Sahni (2003), 
and which we refer to as the S-S model. This model is an example of a braneworld which 
permits a collapsing universe to undergo a bounce into an expanding phase, and we study 
it further in chapter 9. 
8.2.1 Construction of a RS2 braneworld 
There is a straightforward way of arriving at the cosmological evolution equations of the 
RS2 braneworld, which we now demonstrate. 
The line element of the I+4 dimensional bulk space-time can be written as 
ds2 = 9ABdxAdxB 
= N2(t, y)dv2 - a(t, y)27abdxadxb - dye (8.3) 
where A, B=0,1,2,3,4 and a, b=1,2,3, and 'Tab represents the usual isotropic and 
homogeneous spatial three metric given by 
lab = diag 
1-1 kr2 , 
r2, r2 sing (e) (8.4) 
It can clearly be seen that spatial sections representing hypersurfaces of constant y rep- 
resent isotropic and homogeneous spaces. 
The field equations for this five-dimensional model, with a matter source confined to 
a1+3 dimensional brane located at y=0, can be derived from the action 
S=-3 d4xdy (R + 2A5) + d4xdy 6(y)Lm 1 
(8.5) 
167rlfund 
where 1fund represents the fundamental Planck length, and 
L,, represents the Lagrangian 
for the matter source. Varying this action with respect to the metric 
leads to the Einstein 
equations in five dimensions (cf Eq. (1.3)) with a bulk cosmological constant and 
stress 
energy tensor confined to the brane: 
GAB = A59AB + 87r13 ndTABö(y) 
(8.6) 
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For a perfect fluid matter source on the brane, TA= diag(p, -p, -p, -p, 0) (cf Eq. B 
(1.5)). This matter source can also represent a scalar field on the brane using the identi- 
fications given in Eq. (L 17). We have assumed that matter is only present on the brane 
with no matter fields Oust the cosmological constant) present in the bulk. Inserting the 
metric (8.3) into Eq. (8.6), we arrive at the five-dimensional Einstein equations 
Goo 
2 
-3a' 
_ 
-2 3a" 
+ 
3k 
+ 
3a A5+87rj3 
f d6(Y)P (8 7) a2 a a2 a2N2 un . 
Ga a 2d 6 
( 2N'a' 21ý& 
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6a 
b (A5 13 8" f d6(Y)P) (8.8) un 
G5 
M2 31ýd 36 3N'a' 3a/2 3k 
5 
a2N2 
+ - N3a aN2 aN 
+ - =: 
A5 
a2 a2 
(8.9) 
G05 -3d' 
-+ 
3N'cý 
-=0 (8.10) N2a N3a 
where a dot represents a derivative with respect to v and a prime (in this section only) a 
derivative with respect to y. 
Ultimately, we are interested in the evolution equations for an observer confined to 
the brane and these can be determined by restricting Eqs. (8.7)-(8.10) to y=0 and 
eliminating N from the resulting equations. An important element of this calculation 
is that the presence of the brane causes a 'jump' in the first derivative of the metric at 
y=0 in the direction perpendicular to the brane. Another important point is that by 
imposing a Z2 symmetry at the brane we have the additional constraints N(y) = N(-y), 
a(y) = a(-y), N'(y) = -N'(-y) and a'(y) = -a'(-y), which must also be satisfied. 
Integrating Eq. (8.7) over y from -c to +c, and taking the limit c ---ý 0 one arrives at the 
equation 
a (8.11) 
a'] 06 
PI 
0- 
Considering the ab equation (8.8) in a similar manner and using Eq. (8.11) then gives 
N' (8.12) 1 10 =[ 
(2p+P)JO 
. N23 
We are now in a position to derive the evolution equations restricted to the brane. 
Considering the 05 equation (8.10) with y=0 and using Eqs. (8.1l)-(8.12) leads to 
(8.13) P+3 a ý(P+P) 
which is clearly the continuity equation on the brane and takes the same 
form as the 
classical expression Eq. (1.8). This is due to the fact that the 
fluid is confined to the 
brane and there is no flow in the y direction. 
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Let us now consider the 55 equation (8.9). Considering again y=0 and using Eqs. 
(8.11)-(8.12) we find 
M2 31Vd 6 (87rj3 )2 3k 
-j2--+-+ 
fund 
_ P(lp+p) += A5 (8.14) N N3a aN2 43 a2 
At this point it is convenient to change the time variable to cosmic time on the brane such 
that dt = Ndv. Using this change of variables, and from this point on using a dot to refer 
to a derivative with respect to cosmic time, Eq. (8.13) remains unchanged and Eq. (8.14) 
becomes 
3ä2 3ä (87rl3 fund )2 1 )3kA 
a2+ý+ 4p 3p+p5 
(8.15) 
One can easily verify that Eqs. (8.13) and (8.15) admit the first integral 
(&)2 
2 (81rJ3 )2 
+ 
A5 k rn 
=H 
fund 
. 
(P2) 
-2+4 (8.16) 
a 36 6aa 
where m is a constant of integration. 
Let us consider Eq. (8.16) in more detail. In particular, let us assume the total energy 
density and pressure are comprised of two components, one arising from standard matter 
on the brane and the other from a brane tension. We therefore rename p above to be pt,, t, 
and set pt,, t -p+a and pt,, t =p-a, where a is the brane tension. Then, using Eq. 
(8.16) we arrive at the Friedmann equation for a brane universe 
2 
2= 87rfpl 
P(1+-p + 
A4 
-km (8.17) 
3 2a 3 a2 
+a4 
where we have defined 
8 7rf 2 13 2or p, 
(87r 
fund 
3 18 
A4 (87r13 
nd or)2 
A5 
fu 
3 36 6 
An immediate result is that the four-dimensional Planck mass is related to the five- 
dimensional Planck mass via the relationship 
3 
nd mpi 
rZr 
mfu 
NFOr 
(8.20) 
This implies that if the brane tension is much lower than the fundamental Planck scale, 
the four-dimensional Planck mass can appear much larger than the five-dimensional fun- 
damental Planck mass. At this point we can also impose the fine-tuning relationship 
(87flfund07)2 
6 = _n5 
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between the five-dimensional cosmological constant and the brane tension in order to 
set the overall four-dimensional cosmological constant to zero. This clearly requires the 
five-dimensional cosmological constant to be negative. 
The Raychaudhuri equation on the brane can also be derived using the Friedmann 
equation (8.17) together with either Eq. (8.15) or Eq. (8.13). The result is 
kH= 
-47ri2 ýP + p) 1+P 
)+-----. 2m 
Qa a4 
» C (8.22) 
The term m/a' in the Friedmann equation is often referred to as the dark radiation 
term. In the derivation we have just presented m is a constant of integration. An analysis 
of the form of the five-dimensional metric we have employed to derive this system of 
equations can be used to gain insight into the meaning of this dark radiation term. A 
version of Birkhoff's theorem in five dimensions can be used to show that if the bulk 
spacetime is ADS, and therefore conformally flat, m is zero. If, however, the bulk is 
ADS-Schwarzschild, m is non-zero and provides a measure of the mass of the bulk black 
hole. In this case the bulk is not conformally flat and the dark radiation term is the 
projection of the five-dimensional Weyl tensor on the brane (see Mukohyama et al, 2000; 
Mukohyama, 2000; Ida, 2000; Bowcock et al, 2000, for the global properties of the bulk 
spacetimes and the relation to dark radiation). 
Moreover, it can be shown that ADS-Schwarzschild is the most general bulk metric 
which is a solution of the five-dimensional vacuum Einstein equations (with a cosmolog- 
ical constant) and which admits hypersurfaces of the FRW form. In this sense the model 
we have derived above is the most general FRW model possible in five dimensions if 
the bulk is an Einstein space. It is of course possible to generalise the bulk, such that it 
contains scalar or form fields. These possibilities have also been extensively studied (see 
Brax et al, 2004, and references therein). 
8.2.2 Modified dynamics and cosmological scenarios 
The major result of the previous subsection, from a cosmological perspective, 
is that 
the equations which govern the evolution of the four-dimensional 
braneworld can be 
significantly modified when compared to the standard field equations 
(1.6)-(1.8) arising 
from GR. The immediate hope, therefore, is that the new properties of these equations 
could offer resolutions to existing cosmological problems or 
inspire new scenarios of the 
early universe. Indeed, even in this simplest of models which we 
have just studied, the 
departure from standard cosmology is extremely interesting. 
The first major modification in the Friedmann equation (8.17) 
is the presence of the 
dark radiation term. This term acts like an additional matter source on 
the brane but 
is a purely geometrical effect, arising because of the embedding of 
the universe into a 
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higher-dimensional bulk. That such additional terms can exist is very interesting since 
they offer the possibility of matter sources, such as dark energy and dark matter, being 
explained in terms of purely geometrical effects. This particular term takes the form 
equivalent to a radiation source, and primordial nucleosynthesis constraints imply that it 
can provide at most 10% of the energy density of radiation present in the universe to- 
day (Ichiki et al, 2002). The RS scenario, therefore, does not address the question of 
the origin of dark energy or dark matter. The general paradigm that the universe is em- 
bedded in a higher-dimensional spacetime, however, does offer the possibility that more 
complicated models, for example those with more general bulk spacetimes, may lead to 
different additional terms which exhibit properties similar to dark energy or matter. 
The most important difference for the early universe, however, is the presence of the 
additional p2 term in the Fiedmann equation (8.17). This suggests that at high energy den- 
sities the Friedmann equation is significantly altered from the relativistic form. On the 
other hand, at low energies the standard Friedmann equation and other evolution equa- 
tions are recovered. The energy scale at which the pl term becomes important is set by 
the brane tension a. If, therefore, o, is significantly greater than the energy density at nu- 
cleosynthesis ((IMeV)4 ), all the quantitative predictions of the highly successful hot big 
bang model of cosmology are unaltered in the braneworld context. In the early universe, 
however, the p' term will become important and eventually dominate the dynamics. In 
fact the strongest restrictions on a come from table top experiments of Newton's law of 
(105Me gravity and provide the constraint or > ýV)4. 
The p' term has a particularly important effect on the single field inflationary scenario 
of the early universe. The result of the modified braneworld equations is that a period of 
inflation becomes significantly more generic compared to the standard case. More quan- 
titatively, the slow-roll parameters Eqs. (1.2l)-(1.22) become altered in such a way that 
at energies above the brane tension the slow-roll conditions f<1 and 77 <I are satis- 
fied by a wider class of potentials, including those too steep to satisfy the conventional 
slow-roll conditions. Consequently, potentials previously thought too steep to 
drive slow- 
roll inflation become viable inflationary potentials (Maartens et al, 2000; 
Copeland et al, 
2001). 
The results of this section are interesting in their own right. However, 
for the pur- 
poses of this thesis the key point is that additional degrees of 
freedom which necessarily 
arise within braneworld scenarios can have important consequences 
for the dynamics of 
the early universe. In the subsequent subsection we will 
discuss a further example of 
modified dynamics which forms the basis for chapter 
9. 
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8.2.3 Bouncing braneworlds 
In chapter 5 it was shown how the modified equations of LQC allow a collapsing universe 
to undergo a bounce into an expanding phase. This property of the modified equations 
was then used to formulate interesting scenarios of the pre-inflationary universe. In par- 
ticular, we studied the setting of the initial conditions for inflation through oscillations 
and the emergent universe scenario in chapters 5 and 6. Given that we have just seen that 
the dynamics of the early universe are also modified in braneworld settings, it is interest- 
ing to ask whether there are any braneworld scenarios which permit bouncing universes, 
and whether these can also be used to develop similar cosmological scenarios. A number 
of bouncing braneworld models have been developed to date (see Shtanov and Sahni, 
2003; Brax and Steer, 2002; Mukheýi and Peloso, 2002; Burgess et al, 2004; Kanti and 
Tamvakis, 2003; Foffa, 2003; Piao and Zhang, 2005). All these realisations of a bouncing 
braneworld cosmology involve a more complicated bulk spacetime than that of the RS2 
model, and can lead to modifications in the braneworld evolution equations that induce a 
bounce under certain conditions. 
A simple example of a bouncing braneworld comes from generalising the ADS- 
Schwarzschild bulk spacetime to the case of a charged bulk black hole (Mukhedi and 
Peloso, 2002). (See also Hovdebo and Myers, 2003, for criticisms concerning the model's 
stability). The resulting Friedmann equation can be shown to contain a term proportional 
to -1/0. This term acts like a negative energy density matter source, which violates 
the weak energy condition. During cosmic collapse the magnitude of this term increases 
more rapidly than matter sources corresponding to dust, radiation or a scalar field self- 
interacting though a positive potential (until the p2 term becomes important). Therefore, 
H can go to zero during a collapse and a bounce proceed. Burgess et al (2004) consider 
further generalisations of this model and new models containing various bulk scalar fields 
and additional form-fields. 
In chapter 9 we determine the essential conditions a given set of braneworld scenarios 
must satisfy in order that they can set the initial conditions for inflation and realise the 
emergent universe model. As an example we choose one model to study in detail. The 
model chosen is the model of Shtanov and Sahni (2003) (the S-S model). Let us therefore 
present an overview of this model and its equations of motion. 
The set-up of the S-S model is nearly identical to the RS2 model we studied in sub- 
section 8.2.1. The fundamental difference, however, is that in the case of the 
S-S model 
the extra dimension is assumed to be time-like. The result of this 
difference for the five- 
dimensional Einstein equations (8.7)-(8.10) is simply that terms containing one or more 
derivatives with respect to y are multiplied by a factor of -1. Following the method 
and equations laid out in subsection 8.2.1 it is therefore straightforward 
to verify that the 
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continuity equation (8.13) is unmodified, while Eq. (8.16) becomes 
2 
(87r13 )2 Akm fund (P2 )+52+4 
(8.23) 36 6aa 
Once again, considering the matter on the brane to consist of a fluid and a brane tension 
such that pt,, t =p+& and ptot =p and using similar definitions to those in Eq. 
(8.18) such that 
87rf 2 (8,7rl2 )2& 
Pi fund 
(8.24) 3 18 
A4 (8,7rl3 &)2 A 
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fund 5 
(8.25) 3 36 6 
we arrive at the Friedmann equation in the S-S braneworld: 
2 
H2= 
87rfplp (1 p+ A4 k+ Tn 
(8.26) 3 21&1 3 a2 a4 
where we have assumed the brane tension & is negative. A fine-tuning relation can be 
imposed to set the four-dimensional cosmological constant to zero, which requires that 
the five-dimensional cosmological constant is positive in this case. Differentiating Eq. 
(8.26) and using Eq. (8.13) we can also derive the Raychaudhuri equation for this model: 
-47rf 
21- P) +k- 
2m 
pi (p + P) 
( 
or a2 a4 
(8.27) 
Considering the form of Eq. (8.26), it is clear that a collapsing universe sourced 
by any matter satisfying the weak energy condition will undergo a bounce. This occurs 
because during a collapse the energy density of such a matter source will increase. Once 
it becomes of the order of the brane tension, however, the -p' term becomes important. 
Since this negative term grows more rapidly than the p term, a point is necessarily reached 
at which H goes to zero and a bounce then occurs. 
As an aside, it is important to realise that the extra time-like dimension in this model 
is accessible only to the gravitational field, just like the extra space dimension in the 
RS2 model. Matter itself, therefore, is prevented from acting in an acausal manner. The 
Kaluza-Klein gravitational modes could in principle lead to a violation of causality, and 
the severity of this behaviour may put restrictions on the parameters of this model. This 
has not been studied in detail, though a related discussion of models with more than one 
extra time dimension can be found in Dvali et al (1999) and Chaichian and Kobakhidze 
(2000). 
Having discussed how the modified dynamics of braneworld scenarios arises, and 
shown that this can lead to bouncing braneworld models, we now proceed to analyse and 
construct cosmological scenarios in this context in the next chapter. 
Chapter 9 
A graceful entrance to braneworld 
inflation 
In chapters 5 and 6, positively-curved, oscillatory universes were shown to have im- 
portant consequences for the pre-inflationary dynamics of the early universe. In par- 
ticular, it was shown that the modified dynamics of semi-classical LQC may allow a 
self-interacting scalar field to climb up its potential during a very large number of these 
cycles. Moreover, we showed that for a massless scalar field the oscillations occur about 
a centre equilibrium point, and that this point can be utilised to develop a 'stable' ver- 
sion of the emergent universe scenario. The general dynamics encompassing both these 
scenarios may be described as a 'graceful entrance' to early universe inflation'. As we 
discuss below, the key conditions required for the dynamics of a graceful entrance are in 
fact rather weak, and it is therefore important to investigate whether similar effects are 
possible in other cosmological scenarios such as the braneworld paradigm. This chapter 
is dedicated to studying the graceful entrance dynamics in the context of braneworld cos- 
mology. In particular, the aim is to determine whether braneworld models which exhibit 
a bounce from a collapsing to an expanding phase can also exhibit a graceful entrance 
into inflation. 
In chapter 6 we saw that the dynamics of the scalar field climbing its self-interaction 
potential in LQC could be understood by studying the case of a universe sourced by a 
scalar field with a constant potential. Consideration of the equilibrium points of this 
system, together with phase portraits, offered a powerful way of understanding the dy- 
namics, complementing the alternative description of chapter 5. At the same time such an 
approach also showed how the emergent universe scenario can be realised within LQC- 
Chapter 5 demonstrated the usefulness of considering an effective equation of state in 
understanding the dynamics. In this chapter, therefore, we combine these approaches 
'The term 'graceful entrance' was first coined in the LQC setting by Nunes (2005). 
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and use the resulting method to consider a general class of braneworld models. 
We proceed as follows. Sections 9.1 and 9.2 review the importance of the equation 
of state and a phase portrait analysis in understanding the graceful entrance mechanism. 
Section 9.3 then combines these approaches and determines the conditions a given model 
must satisfy for a graceful entrance to be possible in principle. Finally, in sections 9.4-9.5, 
we consider the bouncing braneworld model proposed by Shtanov and Sahni (2003) (the 
S-S model) as an explicit example. We show that it satisfies our required conditions and 
exhibits the features needed to realise a graceful entrance to inflation for a wide region of 
parameter space. We conclude with a discussion in section 9.6. 
9.1 A graceful entrance and the equation of state 
Let us briefly recall the dynamics of a graceful entrance, uncovered in the context of 
semi-classical LQC, and the role played by the equation of state. In this chapter we 
denote for later convenience the equation of state by ^ý, where 
y=w+1. (9. l) 
The graceful entrance dynamics rely on oscillations of the universe, which in turn 
require a bounce from a contracting phase into an expanding one, as well as a recollapse 
of the subsequent expanding phase. For a positively-curved universe, this requires that 
the strong energy condition is violated below a particular critical value of the scale factor 
(a,, in the case of LQQ and is satisfied above it. In terms of a standard FRW cosmology 
this requires the equation of state, -ý, to satisfy -y < 2/3 for a<a,, and -ý > 2/3 for 
a>a, In the case of LQC, it was shown that oscillations can occur by expressing 
the equations of motion in terms of the standard equations with a modified equation of 
state. This equation of state was shown to necessarily violate the strong energy condition 
below a, while above a,, the classical form for the equation of state was recovered. If 
the condition ý2 >V is satisfied in the classical regime (i. e. the field's kinetic energy 
dominates its potential energy), the strong energy condition is satisfied and a recollapse 
occurs. 
If the kinetic energy of the scalar field is initially dominant, it is a good approximation 
to assume that it behaves as a massless field with its value either increasing or decreas- 
ing monotonically with time. In principle, therefore, the field may gradually roll up its 
potential (assuming implicitly that it is evolving along a region of the potential that is 
increasing in magnitude). As a result, the potential energy will gradually increase during 
each successive cycle with the net result that it becomes progressively 
harder to satisfy 
the strong energy condition on scales above a.. Eventually, therefore, a cycle will 
be 
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reached when the strong energy condition becomes violated during the classical, expan- 
sionary phase of the cycle (a > a,, ). Since the condition for the strong energy condition 
to be violated in an expanding universe is also that for inflation to occur, a phase of in- 
flation then proceeds. This implies that slow-roll inflation may be possible even if the 
field is initially located in a region of the potential that would not generate accelerated 
expansion, such as a minimum. 
This requirement - that the strong energy condition is violated below a particular 
scale and satisfied above it - is a rather weak constraint. In fact any model which exhibits 
a bounce on small scales, and approximates to standard cosmology on large scales, is 
expected to exhibit this behaviour. 
9.2 The phase space description of a graceful entrance to 
inflation 
In addition to considering the effective equation of state, a phase space analysis of the 
LQC dynamics for isotropic universes sourced by a scalar field with a constant potential 
also proved very useful for understanding the graceful entrance dynamics. As we will 
show, this approach is also fruitful in more general contexts for determining the necessary 
conditions a given cosmological model must satisfy for a graceful entrance to be possible. 
In general, the dynamics of any homogeneous and isotropic model sourced by a scalar 
field with constant potential are determined by three evolution equations for the scale 
factor, the Hubble parameter, and the velocity of the scalar field, respectively. In addition, 
there is the Friedmann equation, which represents a constraint. This implies that the 
dynamics can be expressed as a two-dimensional system of equations and presented on 
a two-dimensional phase space. In the LQC scenarios considered previously, 
it proved 
convenient to parametrise the phase space in terms of the scale factor and the 
Hubble 
parameter. However, these may not be the most convenient variables in other models. 
Using our experience with the dynamics of LQC, we can understand the qualitative 
nature of the phase space of a general model which can result 
in a graceful entrance to 
inflation. This is illustrated in Fig. 9.1. For a positive potential, taking values in the range 
0<V< Vcrit, where Vcrit is some critical value that is determined by the parameters of 
the model, the phase space contains a centre and a saddle equilibrium point. 
Two types 
of behaviour are therefore possible. Trajectories that are sufficiently close 
to the centre 
encircle it and represent solutions that undergo eternal oscillations. 
On the other hand, 
universes which pass above the saddle point represent 
initially collapsing models which 
evolve through a bounce into an eternal (de 
Sitter) inflationary era. This is illustrated 
qualitativelY in the top panel of Fig. 9.1. 
9.2: A graceful entrance to braneworld inflation - The phase space description 140 
H 
H 
Figure 9.1: The top panel is a sketch of the phase space in the variables JH, al, for 
0<V< Vcrit- Present are the important features for a graceful entrance: an area in 
which oscillations take place indicated by the region enclosed by the dotted line, and 
trajectories which evolve into an inflationary phase. The centre equilibrium point about 
which oscillations occur is marked with a circle, the separatrix with a dotted line and the 
saddle equilibrium point by the self-intersection of the separatrix. The bottom panel is a 
sketch of the same phase space for V> Vcrit- In this case there are no centre or saddle 
points present and all trajectories evolve into inflation. Trajectories in both panels evolve 
contra-clockwise. 
If the value of the potential is increased, the effect on the phase space is such that 
the centre and saddle points are positioned closer to each other. At the critical value 
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V= Vit, the points merge and disappear. The phase space for V> Vcrit therefore 
contains no equilibrium points and all trajectories represent initially contracting universes 
which bounce and subsequently inflate, as shown in the bottom panel of Fig. 9.1. 
This simplified phase space structure enables us to develop a graceful entrance mech- 
anism for more realistic cosmologies, where the potential is field-dependent. Let us 
assume that the scalar field is initially located in a region of the potential such that 
V(O) < Vcrit and that the universe is undergoing oscillations about the centre equilib- 
rium point. The dynamics in this regime will be dominated by the field's kinetic energy 
and we will further suppose that the field's velocity is such that it moves up the potential. 
If the change in the magnitude of the potential is negligible over a given cycle, this cycle 
can still be represented as a trajectory in the phase space associated with an instantaneous 
value of the potential, as illustrated in the top panel of Fig. 9.1. Over a large number of 
cycles, however, this 'instantaneous phase space' will become significantly modified. In- 
deed, if the potential energy increases monotonically as the field evolves, the region of 
phase space in which oscillations are possible will become progressively smaller. Since 
the oscillatory region disappears completely at V= Vcrit, this corresponds to the largest 
value that the field's potential energy can acquire before the oscillations are broken. At 
this point the trajectory in the phase space rapidly evolves into the inflationary regime 
corresponding to the bottom panel of Fig. 9.1. Hence, the value Vcrit sets the energy 
scale at the onset of inflation. This is exactly what was seen in the LQC scenario. Once 
inflation begins, the field's kinetic energy will rapidly tend to zero as the field slows down, 
reaches a point of maximum displacement and rolls back down the potential. Slow-roll 
inflation will then arise if the potential satisfies the usual slow-roll constraints. 
Although the dynamics may be further complicated by the introduction of additional 
matter sources (Nunes, 2005), the above description outlines how a field can evolve up 
its 
self-interaction potential while the universe undergoes oscillations. This 
forms the basis 
for a graceful entrance mechanism that generates the conditions for slow-roll 
inflation. 
A phase plane analysis is important since it highlights the relevance of the centre and 
saddle equilibrium points. In particular, a sufficient but not necessary condition 
for cyclic 
behaviour is the existence of a centre equilibrium point, while a saddle point is required to 
separate those regions of phase space where cyclic and non-cyclic 
behaviour takes place. 
Furthermore, the disappearance of the saddle point at a critical value of the potential 
is 
central to the graceful entrance mechanism. 
In the following section, therefore, we will consider the conditions 
for the existence 
of saddle and centre equilibrium points in cosmologies 
described by a set of generalised 
Friedmann equations. 
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9.3 General conditions for a centre and saddle equilib- 
rium points 
9.3.1 Relativistic cosmology 
We wish to study classes of cosmological models that are motivated by the braneworld 
paradigm and to determine whether such models display the general characteristics re- 
quired for a graceful entrance to inflation. In section 9.1 we discussed the usefulness 
of the approach of considering a standard cosmology with an effective equation of state. 
We will therefore first consider the relativistic cosmology based on classical Einstein 
gravity. This system provides a suitable framework for considering more general models 
and allows us to simultaneously consider an effective equation of state and determine the 
equilibrium points of a given model. Specifically, we will consider a positively-curved 
FRW cosmology sourced by an effective perfect fluid with an energy density and pres- 
sure related by an arbitrary equation of state, Peff [-yff - 1]p, ff, where it is assumed 
implicitly that the equation of state parameter is a known function of the scale factor, 
1'eff = 1'eff ýaý 
The Friedmann and fluid equations for this model are given by 
2 
H2 
87rfpl (9.2) 
3 Peff - a2 
&ff = -3H-yff Peff 1 
(9.3) 
where 
&=Ha , 
(9.4) 
and Eqs. (9.2) and (9.3) fully determine the cosmic dynamics. Differentiating Eq. (9.2) 
with respect to cosmic time implies that 
_37, 
ff H2 + 37, ff 1 
22) a2 
(9.5) 
and Eqs. (9.4) and (9-5) then describe a closed dynamical system, where the 
Friedmann 
equation (9-2) represents a constraint. The equilibrium points of this system arise when- 
ever a=a=0, which implies that 
-y, ff 
(aeq) 2 H(a,, q) 3' 
(9.6) 
The stability of the system (9.4)-(9.5) can be determined 
by linearising about the 
equilibrium points and evaluating the corresponding eigenvalues. 
It is straightforward to 
show that the eigenvalues are given by 
A2 3[I d-ýe 
] (9.7) 
2a2 ýln a eq 
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In general, therefore, a necessary and sufficient condition for the equilibrium point to be 
a centre is 
A2 <01 H=O , '"Yeff =2 
d-yff 
>O 1 (9.8) dIna 
whereas the corresponding condition to be a saddle is 
/\2 >01 "Yeff -2 
d-yeff 
<0. (9-9) dIna 
It is interesting to note that under the assumptions we have made, centre and saddle 
points are the only types of equilibrium points permitted. This was also found in the 
LQC context. 
These results also show that the behaviour of the effective equation of state described 
in section 9.1 is equivalent to the presence of a centre equilibrium point. This is in 
complete agreement with Eq. (6.16), and generalises that result. 
9.3.2 Braneworld scenarios 
The four-dimensional cosmological dynamics for a wide class of positively-curved FRW 
braneworld scenarios can be modelled in terms of a generalised Friedmann equation of 
the form (Copeland et al, 2006) 
2 
H2_ 
81rfpl 
pL 
2 (P) +f (a) - 3 a2 
(9.10) 
where p is the total energy density of the matter confined to the brane. The function L(p) 
is assumed to be positive-definite and parametrises the departure of the model from the 
standard relativistic behaviour, H2 oc p. The function f (a) is a function of the scale 
factor and, in a braneworld context, usually parametrises the effects of a bulk black hole 
on the four-dimensional dynamics and represents the dark radiation terms discussed in 
subsection 8.2.1. 
If the matter fields are confined to the brane, they satisfy the standard conservation 
equation 
ý- -3H7p , 
(9.11) 
where the equation of state parameter is defined by p= (-ý - 1)p and is once more to be 
viewed implicitly as a known function of the scale factor. This was explicitly shown 
for 
the RS2 model and the S-S model in the previous chapter. 
The system (9.10)-(9.11) can be expressed in the standard form of Eqs. (9.2)-(9.3) 
by 
defining an effective energy density 
Peff = pL 2+3f (a) 
(9.12) 
PI 7r 
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Differentiating Eq. (9.12) and comparing with Eq. (9.3) then implies that the effective 
equation of state parameter has the form 
'-Yeff pL 
2+ 
PAL 
2) 1 df 
pL 
2+ 3 
dp 87rf 2 d1na 87rf2 
f 
Pi 
I( 
Pi 
In principle, therefore, if the conservation equation (9-11) can be solved for a given 
equation of state, -y(a), the effective equation of state (9.13) will be a known function 
of the scale factor once the functional forms of L(p) and f (a) have been specified for 
a particular braneworld model. Differentiation will then yield the necessary informa- 
tion to determine the existence (or not) of the centre and saddle equilibrium points, as 
summarised in Eqs. (9.8) and (9.9). 
In the following section, we employ these results within the context of a specific 
braneworld model. 
9.4 Shtanov-Sahni braneworld 
The Shtanov-Sahni (S-S) braneworld scenario was described in subsection 8.2.3. It em- 
beds a co-dimension one brane with a negative tension & in a five-dimensional Einstein 
space, sourced by a positive cosmological constant, where the fifth dimension is time- 
like. The effective Friedmann equation on the brane is given by Eq. (8.26) which we 
present once more for convenience: 
22M 
2 87rfpl p p+4 
31 2a aa 
where we have defined a =- -&, and taken k=1. 
Comparison of the Friedmann equations (9.10) and (9.14) implies immediately that 
P) 
, f(a)=T 2or a4' 
and substituting Eq. (9.15) into Eq. (9.13) implies that the effective equation of state 
(9.14) 
(9.15) 
parameter is given by 
'Yeff = 
4 7rf2 p/or)a + m/2 p, (9.16) 
4 7rf2 p(l - p/2or)a + 3Tn/8 p, 
Since we are interested in whether a graceful entrance to 
inflation can occur in this 
model, we will determine the equilibrium points that arise when the matter confined 
to 
the brane corresponds to a scalar field that is rolling along a constant potential, 
V. The 
equation of state for the field is given by 
=2(1_) 
(9.17) 
2 
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In general, the equilibrium points for this system will arise whenever Eqs. (9.8) or 
(9.9) are satisfied. It follows from Eqs- (9.14) and (9.16) that such points occur when 
87r12 2) m Pl 
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Pl For finite values of the scale factor, Eq. (9.18) may be simplified after substitution of Eq. 
(9.19): 
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(9.20) 
and Eq. (9.20) may then be employed to express Eq. (9.18) in the form of a quartic 
equation in the energy density: 
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The solutions to Eq. (9.21) yield the values of the energy density at the equilibrium 
points and the corresponding value of the scale factor can then be deduced directly from 
Eq. (9.20). For physical solutions, one must ensure that the energy density and scale 
factor are positive and real at each point. 
The dark radiation on the brane can significantly influence the dynamics of the sys- 
tem. In view of this, we consider separately the cases where this radiation is present or 
absent in the following sections. 
9.5 No dark radiation 
If no dark radiation is present (m = 0), the quartic equation (9.21) reduces to the 
qua ratic constraint 
l2 4V opeq_ (8 
+ pq+4V=O (9.22) 3o, 3a) 
and this equation can be solved in terms of the field's kinetic energy: 
ý2 
= 
4u-4V±2 [9V2 _ 18Va + 40,2]1/2 (9.213) 
eq 5 
It follows that there can be at most two static (physical) solutions to Eqs. (9.10) and 
(9.11), depending on the magnitude of the potential. If li' < 0, there s only one solution 
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to Eq. (9.22) where the field's kinetic energy is positive, implying there is only one 
equilibrium point in the phase space. For V=0, there is one solution with Q2>0 and a 
second, but physically uninteresting, point where the field's kinetic energy vanishes and 
the scale factor diverges. For a positive potential, on the other hand, there are two real 
roots to Eq. (9.22) if V satisfies the condition 
9V2 
- 18Va + 
4072 >0. (9.24) 
The values of the potential which bound the region of parameter space in which there are 
no real solutions are therefore given by 
(9.25) 
We find that for 0<V< Krit, where 
5 
V., it 
V5 (9.26) 3)0,1 
there are two real solutions to Eq. (9.22). Moreover the roots are physical, since they are 
positive and lead to real values of the scale factor. The roots merge and disappear at V'rit- 
While there are other solutions to Eq. (9.22) for V greater than the upper branch of Eq. 
(9.25), they do not correspond to physical equilibrium points, either because the solution 
requires ý2 to be negative or the value of the scale factor to be imaginary. 
Hence, there are two static equilibrium points for 0<V< Vrit. The nature of these 
points can be determined from condition (9.7) after substituting Eqs. (9.16), (9.18) and 
(9.22) and we find that the eigenvalues are given by 
A2 
== 
47rf2 
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(9.27) 
This implies that a given point will correspond to a centre if 0' >4 (or - V), otherwise it 5 
will represent a saddle. Consequently, for physical roots to Eq. (9.22), the field's kinetic 
energy at the centre equilibrium point has a value 
, ý, 
FqV2 -- 
2 
=-4V 
+ 4or +2 18Va + 40,2 (9.28) ýeq 
5 
whereas at the saddle it takes the value 
vFggV2 - 
18VOr +U or2 2= -4V + 4or -2 (9.29) ýeq 
5 
it follows from Eqs- (9.28) and (9.29) that the centre and saddle equilibrium points 
move towards each other as the value of the potential is increased, eventually merging and 
disappearing at V= Ycrit. These are precisely the requirements for a graceful entrance 
to inflation that were outlined in section 9.2. 
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We now proceed to illustrate the cosmic dynamics in the phase space. The dynam- 
ics is clearly two-dimensional due to the Friedmann constraint equation (9.14). As we 
discussed in section 9.2, the phase space could therefore in principle be represented in 
two dimensions by introducing appropriate variables. However, this may be non-trivial 
in practice, since more than one set of variables may be required. (This would then im- 
ply that more than one phase plane diagram would be needed in order to present the 
full dynamics). In the context of the present discussion, it proves convenient to numer- 
ically integrate the field equations and then view the evolution of the universe in the 
three-dimensional space spanned by la, H, ýJ. Since the Friedmann constraint defines 
a surface in this phase space, the evolution of the universe can then be parametrised in 
terms of a trajectory on this surface. In the following, we will refer to such a surface 
as the Friedmann surface. Identifying a coordinate system that covers the Friedmann 
surface is then equivalent to finding variables in which the dynamical system becomes 
explicitly two-dimensional, and the need for more than one coordinate patch to cover 
the surface is then equivalent to requiring more than one set of variables to complete the 
phase space. 
We focus on the case of a positive potential since we are interested in establishing 
the conditions for inflation via the graceful entrance mechanism. Fig. 9.2 illustrates 
the Friedmann surface and the integrated trajectories on this surface when V< Vcrit- 
The lower part of the figure represents the projection of these trajectories onto the two- 
dimensional plane spanned by the variables Jý, H1. The two equilibrium points repre- 
senting the centre and saddle are shown. Fig. 9.3 illustrates the corresponding dynamics 
for V> Vcritg where the equilibrium points have effectively merged. All trajectories now 
evolve through a bounce into an ever-expanding inflationary period of de Sitter expansion 
with H -* constant, 0 --+ 0 and a --+ oc. 
Comparison between the phase spaces of Fig. 9.1 and those of Figs. 9.2 and 9.3 
confirms that a graceful entrance to inflation, as outlined in section 9.2, can occur in this 
model. 
9.6 Effects of dark radiation 
In the case where dark radiation plays a dynamical role in the Friedmann equation (9.14), 
the full quartic expression given by Eq. (9.21) must be solved to determine the nature 
of the equilibrium points. One must also ensure that the scale factor and kinetic energy 
of the field take positive and real values at these points. The constraint (9.21) can be 
solved analytically using the standard techniques for quartic equations (see for exam- 
ple Abramowitz and Stegun, 1964). The resulting expressions are not directly useful 
in 
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Figure 9.2: The top panel represents the phase space in the variables f H, al, when 
m=0, or = 0.05 and 0<V< Vrit, where Vrit is defined in Eq. (9.26). Numerical 
values are given in Planck units. The surface defined by the Friedmann equation (9.14), 
with p- ý2 /2 + V, is also shown and all phase space trajectories lie on this surface. The 
compactified coordinates x -= arctan(H), y -= arctan(In and z -- arctan(In a) have 
been employed in order to show the entire phase space. The lower panel represents the 
two-dimensional projection of this space onto the plane spanned by the variables I H, 
The centre equilibrium point is denoted by the solid circle and the separatrix is repre- 
sented by the dotted line. The saddle point occurs at the point where the separatrix self- 
intersects. The axes have been compactified using the coordinate change x= arctan(H) 
and y= arctan (In ý) - 
themselves since they are very lengthy and provide no insight in their general form. We 
will therefore not present them here. In what follows, however, we will use the ana- 
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Figure 9.3: As for Fig. 9.2, but now for a potential V> Vcrit. There are no finite 
equilibrium points in the phase space in this region of parameter space. 
lytic expressions to plot the behaviour of solutions in specific illustrative cases. On the 
other hand, some analytical progress can first be made by considering the topology of 
the Friedmann surface. This plays an important role in understanding the dynamics, as 
may be deduced by writing the Friedmann constraint equation (9.14) in the form of a 
hyperboloid: 
2 
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Provided V<a, the hyperboloid's topology depends only on the relative values of the 
dark radiation parameter, rn, and the brane tension, a. Indeed, there is a critical value of 
m at which the topology changes and this is given by 
31 
'Mcrit f2 - (9.31) Mr p, o, 
Consequently, the surface defined by Eq. (9.30) consists of two disconnected pieces if 
Tn < Mcrit, whereas it is a single surface for m> Mcrit- It is possible that one of the two 
surfaces may correspond to a region where ý2 < 0, in which case it would be unphysical. 
However, the qualitative dynamics of the universe will clearly be radically different above 
and below the critical value Mcrit and we therefore proceed to consider each regime in 
tum. 
9.6.1 m<m,, it 
Since the analytic expressions for the solutions to the quartic equation (9.21) are not par- 
ticularly illuminating, we have employed them to plot how the nature of the equilibrium 
points depends on the field's kinetic and potential energies for specific values of the dark 
radiation parameter and the brane tension. Eq. (9.20) was also employed to verify that 
the solutions to Eq. (9.21) correspond to physical values of the scale factor, and their 
stability was determined from Eq. (9.7). 
The results are shown in Fig. 9.4 for m=1 and o, = 0.05 in Planck units, where the 
locations of the saddle and centre equilibrium points for given field energies are repre- 
sented by the solid and dashed lines, respectively. The qualitative behaviour is the same 
for all m< Mcrit. There is a critical value of the potential, Vcrit2. ) such that there are three 
real roots to the quartic equation (9.21) when 0 <V < Vcrit2. These correspond to three 
distinct equilibrium points, two of which are centres whereas the third is a saddle point. 
At V =Vcrit2, however, the saddle and one of the centre points merge and, 
for V> Vcrit2l 
these points correspond to unphysical roots. Consequently, there is only one equilibrium 
point for V >Vcrit2 and this is a centre. 
The qualitative evolution of the universe in the regimes V <Vcrit2 and 
V >Vcril2 IS 
shown in Figs. 9.5 and 9.6, respectively, where the trajectories 
have been calculated by 
numerically integrating the field equations for the specific choices M=1 and or = 
0.05. 
The topology of the Friedmann surface in the upper panels of these 
figures, together 
with Eq. (9.30), implies that the entire phase space can 
be represented as a single two- 
dimensional plot by employing cylindrical polar coordinates. 
These are shown in the 
lower panels of the figures. 
The dynamics in the upper sectors of the Friedmann surface 
in Figs. 9.5 and 9.6 
are qualitatively similar to the case where no 
dark radiation is present (m = 0). The 
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Figure 9.4: Illustrating the position and nature of the equilibrium points as a function of 
the field's kinetic and potential energies when 0< rn < Mcrit. A dashed line corresponds 
to a saddle point and a solid line to a centre point. The critical valueVcrit2 represents the 
magnitude of the potetnial when one of the centre points and the saddle disappear from 
the phase space. The numerical values chosen for the plot are or = 0.05 and rn = 1.0 and 
the axes are measured in Planck units. 
lower sector of the Friedmann surface contains the new centre equilibrium point that 
arises when m :ý0. This point is real for all values of the potential. Hence, as shown 
in Figs. 9.5 and 9.6, the universe remains trapped in an indefinite cycle of expansion 
and contraction if it is initially located in the lower half of the Friedmann surface. This 
behaviour can be understood since a sufficiently large (positive) cosmological constant 
introduces a large negative effective cosmological constant in the Friedmann equation 
(9.14) as a consequence of the quadratic term in the energy density. This will prevent the 
universe from entering a phase of accelerated inflationary expansion. Indeed, although 
it is not relevant for the graceful entrance mechanism, it can be shown that if V exceeds 
yet another critical value, the upper region of the Friedmann surface is no longer physical 
since the field's kinetic energy becomes negative. In effect, therefore, the size of the 
universe is bounded from above. 
By comparing the qualitative dynamics of the universe when no dark radiation is 
present (Figs. 9.2 and 9.3) to that illustrated in the upper sectors of the Friedmann sur- 
faces in Figs. 9.5 and 9.6, we may infer that a graceful entrance to inflation, as outlined 
in section 9.2, may in principle occur for suitable choices of initial conditions. 
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Figure 9.5: The top panel represents the phase space in the variables JH, al, when 
m=1.0, or = 0.05 and 0 <V < Vcrit2. The surface defined by the Friedmann equa- 
tion (9.14), with p= ý2 /2 + V, is also plotted. The phase space trajectories lie on 
this surface. The axes have been compactified using the rescalings x= arctan(H), 
y= arctan(In ý) and z= arctan(In a). The lower panel illustrates a corresponding 
two-dimensional phase space. It follows from Eq. (9.30) that there exists an axis of 
symmetry parallel to the a-axis through the point H=0,2a - 2V. Cylindri- 
cal polar coordinates can then be defined by using this axis. Specifically, we define 
0876- ý2 
a=a, X= RcosO and Y RsinO, where X-_( vý'2or -V vý3_ 2 V2_ a2 vf2-a 
22 47rep, o' 
2 
Y=H, and R2+. The two-dimensional plot is then a 2Vm-) 3 4m 
) 
presented in the 10, al plane, where we have once more compactified the a-axis using 
y= arctan(In a). This diagram is essentially a projection of the top panel about the axis 
defined above, with the points at 0 =7r identified with those at 0= -7r. The shaded areas 
mark the unphysical regions in this coordinate system. The centre equilibrium points are 
identified by a solid circle and the separatrix is represented by a dotted line. The saddle 
point occurs at the point where the separatrix intersects with itself. 
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Figure 9.6: As in Fig. 9.5, but now for a potential V >Vcrit2. There are no saddle points 
and only one centre equilibrium point in the phase plane. 
9.6.2 Tn > Tncrit 
We may adopt a similar approach for m>m, jt. Fig. 9.7 illustrates the position and 
nature of the physically relevant equilibrium points as a function of the field's kinetic and 
potential energies for the specific choices m=1.4 and o, = 0.05 in Planck units. The 
qualitative nature of this plot remains unaltered for all m. > Mcrit- It follows from Fig. 9.7 
that there is only a single saddle equilibrium point when the magnitude of the potential 
falls below a critical valueV,. rit3. There is then a finite range of values of the potential, 
Vcrit3 "" V< Vcritzli for which there are no physical equilibrium points. For V> Vcrit-l, on 
00 
-TE TC 
9.6: A graceful entrance to braneworld inflation - Effects of dark radiation 154 
0.08 
0.06 
ý2 
0.04 
0.02 
0 
-0. 
V 
Figure 9.7: As for Fig. 9.4, but now for the case where m>m, it. Numerical values 
chosen for the parameters are m=1.4 and or = 0.05 in Planck units. 
the other hand, there exists both a centre and a saddle equilibrium point, and at still higher 
values of the potential, the saddle point disappears once more. However, the equilibrium 
points which occur aboveVcrit4are not relevant to the graceful entrance scenario. 
Figs. 9.8 and 9.9 illustrate the Friedmann surface and the corresponding phase tra- 
jectories for V <Vcrit3 andVcrit3 <V< Vcrit4, respectively. In Fig. 9.8, the saddle 
point represents a divide between cyclic and inflationary behaviour, although it should be 
noted that the cyclic dynamics does not occur around a centre equilibrium point in this 
case. For V >VcriO-) the saddle point disappears and all trajectories eventually evolve 
into an inflationary region, as shown in Fig. 9.9. As was the case in the previous sub- 
section, it can be shown that for a sufficiently large value of the potential, the Friedmann 
surface becomes modified in such a way that the surface is bounded to always lie below 
a critical value of the scale factor. This implies that the size of the universe is bounded 
from above and such behaviour follows once more due to the presence of an effective 
negative cosmological constant in the Friedmann equation. 
The question of whether a graceful entrance to inflation is possible if M> Mcrit 
is more difficult to answer. The key features of a cyclic region and a saddle point in 
the phase space, which disappear at a critical value of the potential, are indeed present. 
However, there is a further complication. For m< Mcrit, the cyclic dynamics is always 
dominated by the field's kinetic energy, but this is no longer the case when m> Mcrit. 
Further insight may be gained from Figs. 9.8 and 9.9. The shaded gray areas rep- 
resent the regions of phase space where the field's kinetic energy 
is negative, with the 
cdt3 
v 
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Figure 9.8: The top and bottom panels are as described for Fig. 9.5, but now for m> 
Mcrit and 0 <V ": ý Vcrit3. Numerical values for the parameters are m=1.4 and or = 0.05 
in Planck units. Trajectories representing cyclic behaviour are present in this case but 
there are no centre equilibrium points, just a single saddle point is present. 
boundaries corresponding to the limit 02 = 0. For a realistic (i. e. sufficiently flat but 
field-dependent) potential, this implies that on a trajectory which passes sufficiently close 
to these boundaries in the 'instantaneous phase space', the field's kinetic energy will be 
so small that the gradient of the potential will become significant. This will result in the 
kinetic energy of the field failing to zero and the field turning around on the potential be- 
fore it has climbed sufficiently far up the potential to drive a successful phase of slow-roll 
inflation. In the previous cases, the kinetic energy could only fall to zero in the region 
-7E 7r 
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Figure 9.9: The top and bottom panels are as described for Fig. 9.5, but now for m> 
m,, it andVcrit3 <V< 
Vcrit4. Numerical values of the parameters are specified as 
m=1.4 and a=0.05 in Planck units. There are no equilibrium points for this case. 
of parameter space relevant to inflation, or in a region disconnected from it, such as the 
lower section of the Friedmann surface. In the present case, however, the two regions 
of the previously disjointed Friedmann surface are connected. In effect, therefore, the 
turn-around in the field may occur too soon for inflation to occur if m ý' Tncrit- 
More specifically, let us assume as before that we have a realistic inflationary poten- 
tial, with a magnitude initially in the range 0 <V < Vcrit3, and that the universe begins 
in the oscillatory region of the phase space. As the universe oscillates, the field climbs 
its potential. In terms of Fig. 9.8, the instantaneous phase space is therefore altered, with 
-7r TE 
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the saddle point moving to successively smaller values of the scale factor, and the shaded 
(physically forbidden) regions growing in size. Ultimately, a point will be attained when 
the universe's trajectory either moves outside the region of the oscillations or it passes 
too close to the boundary of the lower, shaded region. If the former behaviour arises, the 
graceful entrance dynamics applies as in the previous scenarios discussed above. On the 
other hand, in the latter case, the field may turn around on the potential without infla- 
tion occurring. Such behaviour is qualitatively similar to the effect discussed in the LQC 
scenario when perfect fluid matter sources are introduced into the system (Nunes, 2005). 
The issue of whether a graceful entrance to inflation may occur is therefore sensitive 
to the initial conditions. If the universe's initial trajectory is sufficiently far away from 
the lower shaded region of Fig. 9.8, it will pass outside the oscillatory region (as the mag- 
nitude of the potential grows) before passing too close to the lower region for the field to 
turn around without inflation occurring. If the trajectory is initially too close to the lower 
shaded area, however, inflation will not occur. In order to determine whether a particular 
set of initial conditions will give rise to a graceful entrance when m>M, rit, it will be 
necessary to extend the 'instantaneous phase space' analysis that we have employed and 
complete a full numerical integration of the field equations for a realistic potential. 
9.7 Discussion 
In this chapter, we have examined the criteria that a cosmological model must satisfy in 
order for it to undergo a 'graceful entrance' into a phase of inflation, whereby a scalar 
field is able to move up its interaction potential whilst the universe undergoes a large 
number of oscillatory cycles. Our approach has been to consider an idealised model, 
which proved useful in the context of semi-classical LQC, where the matter is composed 
of a scalar field evolving along a constant potential. This system provides a good approx- 
imation to more realistic scenarios where the potential is field-dependent if the change 
in 
the potential is sufficiently small over a large number of cycles. It therefore provides us 
with a methodology for identifying whether a particular cosmological scenario will meet 
the necessary requirements for a graceful entrance. 
The mechanism we have outlined is very generic. The 
important ingredients are 
that the phase space should exhibit both a centre and saddle equilibrium point when 
the 
magnitude of the potential V falls below a critical value 
Vcrit. These points gradually 
move towards each other as V' increases and eventually merge when 
V=I "Crit. Above 
this scale, the points should disappear from the phase space. 
From the physical viewpoint, 
this behaviour arises becasue the potential now dominates the 
field's kinetic energy, V> 
02 , and consequently 
drives a phase of inflationary expansion. It follows that the critical 
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value V,, it sets the energy scale for the onset of inflation. 
We have developed a framework for investigating a general class of braneworld mod- 
els in this context that are characterised by a Friedmann equation with an arbitrary de- 
pendence on the energy density. Such a class of models can be represented as a standard, 
relativistic Friedmann universe by reinterpreting the effective equation of state of the 
matter on the brane. This approach has highlighted the role played by the equation of 
state in this mechanism and the importance of the successive violation and recovery of 
the strong energy condition. Moreover, it combined this understanding of the dynamics 
with the phase space description. 
As a concrete example, we focused on the Shtanov-Sahni braneworld, where the extra 
bulk dimension is timelike. We found that the question of whether the braneworld oscil- 
lates or expands indefinitely is dependent on the field's kinetic and potential energies, as 
well as the dark radiation term and the brane tension, a. If the dark radiation is negligible, 
the phase space has a similar structure to that outlined above and a graceful entrance to 
inflation can therefore be realised, where the energy scale at the onset of inflation is given 
by Ycrit r%. o a. The dark radiation can have a significant effect on the dynamics, however, 
and the question of whether a graceful entrance is possible in this case is sensitive to the 
initial conditions. 
In conclusion, therefore, we have presented a non-singular, oscillating braneworld 
that can in principle exhibit a graceful entrance to inflation. We anticipate that such be- 
haviour will apply for a wide range of collapsing braneworld scenarios that are able to 
undergo non-singular bounces and, moreover, will not be strongly dependent on the pre- 
cise form of the inflaton potential. It is very interesting that this behaviour first discovered 
in the LQC setting is also possible in braneworld models motivated by stri ng/M -theory. 
Finally, it is important to realise that our analysis also provides the basis for realis- 
ing the recently proposed emergent universe scenario in a braneworld context. Such a 
scenario could be constructed in exactly the same manner as in chapter 6, but now as- 
suming that the initial state of the universe is close to the centre equilibrium point which 
we have shown occurs in the S-S braneworld setting. In this example, the universe would 
correspond initially to a braneworld Einstein static universe or to one that 
is oscillating 
about such a solution in the infinite past. The potential has an asymptotically 
flat section, 
where V<V,, it as -oo, but subsequently 
increases above I'crit once the value 
of the field has increased beyond a certain value. If the 
field is initially located in the 
plateau region of the potential and moving in the appropriate 
direction, it will eventually 
reach the section of the potential which rises above 
V, it, thus initiating inflation. This C 
braneworld realisation of the emergent universe scenario solves the severe 
fine-tuning 
problem which the classical scenario suffered 
from, and allows for a (greater freedom in 
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the choice of inflationary potential in exactly the same manner as the LQC model. It is 
again interesting that both these scenarios, motivated by different theories of quantum 
gravity, can realise this attractive model of the very early universe. 
Chapter 10 
Concluding summary 
In this concluding chapter, we summarise the most important results contained within 
this thesis, and highlight areas where future investigation is necessary. 
The work described in the thesis can be separated into three major topics. First, there 
was the issue of the initial conditions required for slow-roll inflation, and we considered 
how these conditions could be established in a pre-inflationary universe. Secondly, we 
considered the non-singular emergent universe scenario, and discussed how the problems 
of the classical scenario could be resolved in settings inspired by quantum gravity such 
as LQC and braneworlds. Finally, we investigated the super-inflationary scenario of LQC 
and considered whether it could replace the standard inflationary scenario, by calculating 
a first approximation to the spectrum of perturbations produced during this phase. 
Regarding the initial conditions for inflation, we considered two separate mecha- 
nisms. The first was the anti-frictional effect which occurred in the semi-classical regime 
of LQC, and which was studied in chapter 4. The ability of this mechanism to accelerate 
a scalar field up its self-interaction potential was studied. The main conclusion was that 
for the theoretically preferred HAm quantisation scheme, this mechanism cannot move 
the field by the required Upil before the framework of the semi-classical regime breaks 
down. It is therefore unlikely to succeed on its own in setting the initial conditions for 
inflation. This conclusion was largely independent of the quantisation parameters 1' and 
1, though we noted that if the energy condition of the semi-classical regime were to be 
relaxed, this mechanism would favour larger values of the parameter j, since the field 
moves further as j is increased. On the other hand, since the field can only be moved by a 
moderate amount (when the energy condition is imposed), there is the real possibility of 
observable effects arising at the point when the field turns around on its potential roughly 
60 e-folds before the end of inflation. This is assuming, of course, that this mechanism 
did play a role in establishing the initial conditions for inflation. Future work in this sce- 
nario is needed to compare the results obtained within the semi-classical framework to 
160 
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those generated by utilising the full quantum equations. 
The second mechanism for generating the initial conditions for inflation was studied 
in chapters 5 and 9. This mechanism utilised oscillatory dynamics to move the field 
up its self-interaction potential during a very large number of cycles. In contrast to the 
mechanism of chapter 4, this oscillatory mechanism was able to move the field to very 
high energy scales, and even to energies approaching the Planck scale. The discovery of 
this mechanism was perhaps the most notable result of this thesis. More remarkable still 
was that this mechanism could be realised in two very different early universe settings: 
that of positively-curved bouncing braneworld models and of positively-curved LQC. 
In fact, the discussion of this mechanism culminated in chapter 9 with the derivation 
of the (very weak) necessary conditions required by any bouncing model to realise this 
behaviour. Due to the success of the mechanism and the weakness of the requirements 
needed to realise it, it is hard to draw concrete conclusions as to favoured parameters 
and models. In particular, in both settings much more than 60 e-folds of inflation is 
typically generated, and hence all observable signatures of this scenario would be washed 
away. On the other hand, considering the LQC setting, we found that smaller values of 
the parameter j lead to a longer period of inflation. This was in stark contrast to the 
mechanism discussed in chapter 4, and particularly interesting since smaller values of 
this parameter are considered to be more natural. An obvious extension of this work is 
to consider more general bouncing cosmological models, and to test them against the 
criteria established in chapter 9. It would be interesting to see just how common the 
behaviour we have studied is. 
Another highlight of the thesis was the discovery in chapter 6 that the positively- 
curved semi-classical LQC universe sourced by a scalar field admits two static equilib- 
rium solutions, in contrast to classical cosmology which admits only one - the Einstein 
static model. We utilised this discovery, together with the oscillatory dynamics which 
establish the initial conditions for inflation, to develop a new version of the emergent 
universe scenario. In this scenario the universe begins its evolution as an Einstein static 
universe, but subsequently evolves into an inflationary expansion. Unlike the classl- 
cal scenario, however, this new model used the additional equilibrium point, which was 
found to be a centre, in contrast to the classical unstable saddle point. In the braneworld 
model of Shtanov and Sahni, discussed in chapter 9, we also found additional centre 
equilibrium points for various parameter choices. Although we 
did not demonstrate it 
explicitly, we noted that some of these points could also be used to 
develop a 'stable' 
emergent braneworld scenario. It is very interesting, therefore, that the emergent scenario 
can also be realised in such different settings. A key question 
for future work regarding 
our new emergent universe scenario is the stability of the equilibriurn configuration 
to 
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inhomogeneous perturbations. We discussed in chapter 6 that the classical Einstein static 
universe is surprisingly stable to such perturbations. It is crucial, therefore, to detennine 
whether this property is also true of the new static solutions that we have identified. The 
technology in LQC has not been developed to deal with perturbative i nhomogenei ties, 
and this is a key challenge for future studies. Perturbations are also difficult to deal with 
in the braneworld context due to the gravitational modes which propagate into the bulk. 
It will be necessary, therefore, to develop approximations which allow perturbations to 
be considered in order to extend the emergent universe scenario further. 
Finally, this thesis considered the super-inflationary regime of semi-classical LQC. 
Despite the absence of a framework that can rigorously deal with perturbations in this 
regime, we derived a first approximation to the spectrum of perturbations by considering 
perturbations to the scalar field. We found two notable results. First, that subject to our 
approximation, scale-invariance was possible in this regime if specific parameter choices 
were made. In particular, a steep potential naturally leads to a scale-invariant spectrum. 
Secondly, for a massless scalar field, the modes in this regime behaved in a rather dif- 
ferent manner to those produced during slow-roll inflation. Indeed they exhibited the 
disturbing behaviour of evolving into the cosmological horizon, rather than out of it. It 
was difficult to draw any conclusions regarding preferred parameter values because of 
our approximations, and because in the case of the steep potential the results became 
largely independent of the parameter 1. Concerning the parameter j, we noted that very 
large and unnatural values would be required if this inflationary regime were to replace 
standard inflation, but the fact that scale-invariance is possible in this regime means that 
it may still have a role to play, perhaps supplementing standard inflation. The immediate 
extension of this work is to introduce perturbations to the background spacetime into this 
calculation. As we mentioned above, however, this is at present not possible within LQC. 
In conclusion, we have presented three novel cosmological scenarios in this thesis 
which are ultimately inspired by two leading theories of quantum gravity: LQG and string 
theory. These models provide us with examples of how the consequences of fundamental 
theories can be concretely investigated within the context of the very early universe. 
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