Advances related to the popularization of the Ambient Intelligence approach imply that new styles of computer-human interaction are being adopted, and, at the same time, the need of supporting activities of collaborative nature appears. In these contexts, the concept of implicit interaction appears. This concept refers to those actions that a computer considers as inputs although the user has not intended to explicitly generate an input. When dealing with implicit interaction, classic concepts about computer-human interaction are not enough, for example, when giving support to awareness. Thus, in this paper we propose a framework for helping software engineers to collect requirements and describe awareness support in systems in which collaborative activities should be supported and in which both implicit and explicit interactions may occur. As these systems may deal with both implicit and explicit interactions, their user interfaces may be of a multimodal nature. The framework includes a categorization of awareness dimensions that extends previous relevant works in the literature, a catalogue of widgets and devices for awareness support, and a technique for carrying out the specifications, which we call awareness cards. We have carried out some validations of our framework, including its application to some cases and some modeling activities with users.
hearing, human vision, language and knowledge, which are all related to human intelligence. Here is where AmI differs from the concept of ubiquitous computing [21] . Thus, new scenarios emerge in which new interaction devices and innovative styles of interaction are used, and where capturing information from the environment, providing notifications and serving user requests are common processes.
On the other hand, our world is collaborative. The development of complex engineering projects, scientific advances, global communications or rich social interactions are possible thanks to the joint efforts and participation of many people, for which suitable technological support is essential. Thus, groupware (software for working in groups) is omnipresent in a number of group activities ranging from working and learning to gaming and social life.
In these kinds of environments, the classic concept of interaction from the human-computer interaction (HCI) field is extended, and thus a distinction between the so-called explicit interaction and implicit interaction is proposed [32] . Explicit interaction is the classical interaction that takes place between users and devices that provide services to them, while the concept of implicit interaction includes those actions carried out by users without an explicit intention, but that the system proactively captures and processes as inputs. Accordingly, user interfaces are multimodal, with more than one interaction modality operating in either parallel or not, and with transitions between explicit and implicit interactions.
Within implicit user interfaces, physiology-based systems have a great potential. These systems manage implicit models of interaction where the user's physiological signals, such as brain waves or heart rate, are monitored and transformed in real time in commands to control devices and adaptive applications [22] . In addition, an emergent line of research in HCI is the design of interfaces that can process sensory inputs. As Obrist et al. [27] point out, we mostly rely on sight and hearing, but it should be possible to create richer experiences for human-technology interactions and group activities by incorporating the senses of touch, smell and even taste.
All these new concepts, settings, technologies and users' requirements entails a number of challenges that affect to collaboration support, being awareness-defined as the perception and knowledge of the activity of other members in a working group [6] -one of its most critical components, due to its potential to provide an effective collaborative experience. Moreover, up to now, most awareness mechanisms have been visual, and thus have suffered from several limitations related to the size of the screen, the drawing of the actions and the perception of changes in the display [15] . These facts suggest the use of new channels for awareness. This multimodality provides both opportunities and challenges for awareness support. In fact, recent studies suggest that in the following years, ubiquitous and ambient techniques may be much linked to awareness support in computer-supported collaborative work (CSCW) [19] .
In the present age of tablets, smartphones and wearables, in this article we focus on the problems of modeling and designing the awareness support for collaborative systems based on multimodal interaction and AmI, which involves considering issues such as new devices, physiology-based functionalities and sensing technologies.
We deal with this open research problem by taking our previous works about the modeling of collaborative systems and of awareness support as a starting point [8] . Also, in some other works that we have recently carried out [9, 24, 25] we have gone deeper in the field of collaborative systems, specifically in the field of computer-supported cooperative learning (CSCL), which we have used mainly for the case of study of teaching programming and software engineering. Awareness support has had a great importance in our works in this line. Now, our overall aim is to contribute a framework for the design of awareness support for our target collaborative systems.
This framework is based on the awareness framework proposed by Gutwin and Greenberg [14] , which is one of the most commonly used when evaluating the awareness support of systems based on explicit interaction, as well as the framework of Antunes et al. [1] .
The specific contribution of this work is twofold. Firstly, we propose a rich conceptual model of awareness support in collaborative systems based on multi-model interaction. Then, a descriptive language for specifying awareness statements is proposed to be used by groupware engineers in the stages of requirements specification and design of a collaborative system, as well as a three-step process for using these modeling tools. An awareness statement characterizes awareness actions in terms of the areas, dimensions and awareness information to which they refer to, of the inputs and outputs of the action, and of the widgets and devices involved in the underlying interactions.
The rest of the paper is organized as follows: Sect. 2 reviews the research areas of context modeling in AmI and awareness support in collaborative systems. Next, Sect. 3 presents our proposal of a framework for the design of the awareness support in collaborative systems based on multi-model interaction. Then, Sect. 4 includes a preliminary validation of the framework and examples of use to show its usefulness. Finally, Sect. 5 draws some conclusions and outlines some lines for future work.
Related work

Context model in ambient intelligence
Context modeling emerges as a fundamental aspect to consider when working on AmI. A well-known definition states that context is "any information that can be characterized to define a situation of an entity", where an entity is "a person, place or object considered relevant for the interaction between a user and an application" [5] .
There are several approaches of architectures and models to support context modeling. The CoBrA proposal [3] defines a centralized architecture that supports agents, places and events in an intelligent environment. It is a centralized architecture because it relies on the presence of an element called Context Broker that maintains the context model shared by the rest of the elements in the environment. This proposal includes the use of an ontology that the authors have specialized for a particular case study. Concepts in this ontology are related to the place, the broker, the location of the agent or the agent's activity.
Another interesting proposal is SoaM [36] . It proposes a distributed architecture, unlike the previous one, although it has elements in common, such as the definition of entities and agents or the use of ontologies. This proposal defines four types of information: context information, capabilities, constraints and behavior profiling.
Finally, COIVA [16] is another example of architecture for context-sensitive environments. It is focused on information visualization in intelligent environments, and tries to do context modeling by means of an ontology called PIVOn, that include views on the user, the environment, the service, the device and the visualization.
Awareness support in collaborative systems
The concept of awareness appears as a requirement to consider when developing systems that must support collaboration effectively. The idea behind awareness is to maintain users informed about who is collaborating, the actions of the other group members and even what action is expected to be the next to be executed. Examples of specific mechanisms of awareness are the use of tele-pointers, participant lists or multi-scrollbars [13] . The relationship between context and awareness is twofold: awareness services gathers knowledge from the context, and awareness takes place within specific contexts and produces effects on them.
The main theoretical contributions in the field of awareness are the ones carried out by Gutwin and Greenberg [13, 14] . These authors define four types of awareness: informal, social, group structure and workspace, although in most of their works they focus on the last one. In particular, informal awareness refers to the overall perception of who is there and what he/she intends to do; social awareness is the information about other users that someone has in a social or conversational context; group structure awareness implies knowledge about roles, responsibilities and status of the other members; and workspace awareness provides knowledge about the interactions of the others with the workspace and its artifacts.
The workspace awareness framework these authors propose [14] is one of the few contributions in the literature that addresses the verification or checking of the awareness support in synchronous collaborative applications. In so doing, this framework proposes ten questions to be answered to determine whether a component or tool gives adequate support to workspace awareness. However, this contribution focuses on scenarios where users interact with a classical graphical user interface in which there is a shared context (set of objects that are viewed and manipulated jointly by the participants of a group work activity) [7] . In these explicit interaction environments, the interest is on supporting group structure and workspace awareness. In implicit interaction environments, however, the remaining two types of awareness mentioned above could become important: social awareness, because in such situations it is relevant to know how people are related to each other during the work sessions; and informal awareness, since it allows the perception of presence as is, without considering actions performed by users.
Antunes et al. [1] characterize awareness as based on fundamental distinctions concerning time, place and space. They consider six kinds of spaces and five awareness types, two of which are location awareness and context awareness. Location awareness refers to the geographical and physical nature of spaces and to mobility issues; and context awareness deals with the notion of virtual spaces and navigation virtuality.
An analysis of the trends in awareness in CSCW has led to the birth of the term we-awareness [11, 34] . This term refers to "the socially recursive inferences that let collaborators know that all are mutually aware of each other's awareness" [11] . Thus, the idea is that participants in a collaborative task must not only be oriented towards the same features of the environment, but they must each recursively know that the other person is so oriented [34] . Therefore, we can see how social features and shared behaviors are having a great influence in CSCW nowadays, and that it is changing the traditional foundations of awareness support, that must be reviewed and enhanced.
Also, different kinds of collaborative systems need different kinds of awareness support. An example is the CSCL systems, in which several students cooperate in order to perform a learning activity. The Shared Knowledge Awareness [4] is a specific approach in which information given to the students takes into account the knowledge acquired by the group as a whole in a collaborative learning setting.
As mentioned before, physiology-based systems emerge with new forms of interaction in the collaboration settings. A representative system is the Multimodal Music System proposed by Mealla et al. [22] , a prototype of multimodal system for collaborative sound generation and control, combining physiological computing and a tabletop interface. The system uses sensors for capturing ECG (electrocardiography) and EEG (electroencephalography) signals. Their authors state that, in the creation and control of sounds, brain and body signals may be powerful indicators of performer's emotional and cognitive states during collaboration, facilitating music anticipation and interpersonal synchronization.
Notations and frameworks for collaborative work and awareness modeling
Two well-known task-based notations for specifying multiuser systems are CTT [28, 29] and CIAN [23] . They lack support to describe multimodal aspects. The COMM notation [17] extends the CTT notation by introducing two concepts, the interactive role and the modal task, and considering five relationships as temporal operators applied to concrete tasks, in order to look at the specification of multi-user multimodal user interfaces. Ju et al. [18] presented a framework for implicit interaction that divides the space of possible interactions along the two axes of attentional demand and initiative. Atten-tional demand refers to the degree of cognitive and perceptual load imposed on the user by the system, and ranges from background to foreground interactions. While initiative is an indicator of how much presumption the systems uses in the interaction, ranging from reactive, where interactions are initiated and driven by the users, to proactive interactions, where interactions are inferred and initiated by the system.
Rittenbruch [31] proposed the Atmosphere framework for the realization of contextual awareness, trying to avoid the lack of context in collaboration asynchronous settings by providing mechanisms to model and represent the context in combination with awareness services. The framework is based on two concepts: spheres, as structural representations of contexts within the system; and contextors, as active methods expressed as activities and actions.
Teruel et al. [35] have developed the CSRMF framework for the specification of requirements in collaborative systems. It consists of a modeling language, a set of guidelines for the design of the systems and a tool that supports the framework's use. In CSRMF, awareness support has a great importance, and thus an awareness resource, which is related to the tasks and roles present in the system being specified, is one of its components. This work is also inspired in the concepts of workspace awareness presented in [14] .
Discussion
In this work, we approach the problems of awareness design in systems supporting collaborative activities in rich and complex scenarios and contexts. In such settings, not only the shared context but also the shared environment (which additionally includes the physical context in which the interaction takes place) needs to be considered.
The awareness frameworks and works presented above fails at fulfilling the problems identified since they do not approach the shared environment concept and they are not specifically oriented to AmI. However, we think that an additive combination of workspace, social, informal and group-structure awareness together with the conceptualizations for location and context awareness is a promising approach.
On the other hand, the set of awareness conceptualizations reviewed do not propose descriptive mechanisms for awareness support. In addition, task-based notations for interactive systems, which could be applicable here, do not include primitives for modeling awareness.
Finally, we inspire in the ontologies and systems for context modeling and in the Atmosphere framework [31] in order to identify significant concepts useful to characterize the awareness statements and the underlying interaction, such as event, action, device and place.
Scenarios of application
In this section, we explain in which kind of situations will be useful our approach (presented in the next section). Firstly, it is worth noting that we deal with systems that support collaborative activities. In such activities, many users work together in order to achieve any kind of goal. The collaboration may be of a synchronous nature (if users collaborate at the same time) or of an asynchronous one (if not all users are interacting at the same time). Collaborative systems usually imply the existence of a shared environment, which is made up of the objects shared by the different users. This shared environment can be implemented in different shared spaces, which may be spaces of real life in ubiquitous or pervasive situations.
In general, the systems we support are of a multimodal nature. That is, many different kinds of inputs and outputs have to be handled. This supposes a problem when designing such systems, as it is often difficult to have clear how to integrate data from input devices and how to generate relevant outputs taking advantage of all output devices. Input data can be obtained from more traditional devices (keyboard, mouse, etc.) or from more novel ones (gesture, speech, etc.). Even, sometimes input data is get from sensors that the user is not aware of. In these cases, we will talk about implicit interaction, as there is not an explicit action carried out by the user.
As characterized, these systems can find an application in several fields. For example, in leisure, the support given by an amusement park can fit in this description, as many users can collaborate in their visit to the park and they may perform actions in an implicit way when going through the different attractions and shows in the park. Later, in Sect. 5 we will mention some specific examples.
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Conceptual framework It includes two views: on the one hand, we have the awareness conceptualization, based on three components: awareness areas, awareness dimensions, and information elements; on the other hand, we have developed a catalog of widgets and devices for awareness support, where specific elements for giving awareness support are identified.
Descriptive specification It consists of a way of specifying, in a pseudo formal way, the event and context that may lead to any awareness notification and the output in terms of awareness support linked to such information.
Process of application It is made up by a series of steps that may be followed when willing to apply this framework to a real situation in which one groupware system with the aforementioned features should be provided with awareness support.
In the following subsections, we describe each one of the three elements in the framework, so that we make clear how it is organized and how it can be applied.
Conceptual framework
The first element in the framework is the conceptual framework, which is the basis for the rest of the framework. Specifically, two tables are going to be shown, one referred to information elements for each dimension of awareness and another one for widgets and devices for awareness support.
In the first table, we are going to detail the dimensions and information elements for which awareness support is going to be defined. The table is based on relevant works about awareness support [1, 12, 14] and also in our previous experience on the field [8] .
The dimensions and information elements we are going to handle are based on the ones that are present in the work by Gutwin and Greenberg [14] about workspace awareness (see Table 1 ). In the case of context and environment awareness, we have reinterpreted their conceptualization for this new kind of approach, reusing the same elements considered for workspace awareness. The idea is that we try to exceed in this area the concept of workspace, keeping the same dimensions and elements in the scope of environment and context, which is a wider concept. Workspace awareness is oriented towards the senses of sight, mainly, and hearing. With this extension we are trying to cover some other senses for which more innovative devices and widgets begin to exist. The where element (both for present and past actions) deals with spatial and virtual location and the information about mobility referred as location in [1] , whereas the remaining elements reflect the virtual world or space and the navigation within the context. The only element we have added is the one about senses, which we have categorized in a new What & Where dimension within the awareness area of environment and context. This element is relevant in information collected by senses such as smell. In such cases, information felt is relevant (What), but also the location in which that information has been felt (Where).
Together with context and environment awareness and workspace awareness, some other types of awareness should be considered, as many authors note [12, 14] . Specifically, we have included in our framework the following: informal awareness, social awareness and group-structural awareness.
In consequence, we have five types of awareness, taking into account that sometimes they will overlap and other times they will be interdependent. This conceptualization of awareness areas, dimensions and elements is going to be useful for us as we are going to detail later all the mechanism for awareness support according to these elements. In Table 1 , we show the dimensions that are included for each awareness area and the information elements that are considered for each dimension.
The second component of the conceptual framework is a catalog of widgets and interaction devices for awareness support, shown in Table 2 . For our purposes, and according to [30] , widgets are small embeddable applications that can usually be executed within runtime containers. Users' interaction with groupware systems, both implicit and explicit, takes place through devices and widgets, interfaces techniques or controllers. We have put together all these elements on this list so that it is clear which means are available for both collection information and providing it to users when supporting awareness. We have made up the table starting from works such as [2, 10, 14] , some of which are previous works in which we explored these concepts.
The information in the table is grouped by senses and similar categories: sight, touch, sight together with touch, hearing, smell, bodily properties and environment. For each category, we have first listed those widgets or controllers used to handle the information related with it. And then, in the second column, we include which devices can be used for both collecting information (input, I) or providing with it (output, O). It can be seen how we are dealing with information of a multimodal nature, collected in many ways and notified also by means of quite different means.
Descriptive specification for awareness actions
Once the conceptual framework of the proposal has been defined, it is now the moment to introduce the specification we propose to define requirements in a system that deals with multimodal situations of implicit interaction. Our idea when defining this specification was to have an easy way to define which inputs and outputs related with awareness had to be taken into account. This way, requirements related to awareness may be easily collected and the design of the suitable awareness support could be easily carried out.
The specification consists of the definition of an awareness card (see Table 3 ) which includes the data needed for a given information element of the ones that appeared in the conceptual framework. Tasks in a collaborative system may require more than one awareness action.
At the time of building the notation, we took into account some principles stated by Moody [26] for visual notations, such as semiotic clarity (1:1 correspondence between constructs and symbols), perceptual discriminability (different symbols are distinguishable), semantic transparency (the appearance suggests the meaning-partially-), complexity management (boxes for dealing with complexity), dual coding (text to complement graphics), and graphic economy (a number of symbols cognitively manageable).
Specifically, the data that should be provided for each information element is the following (see Table 3 ):
• Awareness area and dimensions Here, the user of the framework will specify the awareness area and the dimensions in which the information elements are framed, as specified in the conceptual framework. In the case of situations of explicit interaction, this area will usually be workspace awareness, whereas in the case of situations of implicit interaction, context and environment awareness will be the most usual area to be specified.
• Information elements The name of the specific information element or elements to be handled is specified here.
• Interaction Prior to specifying the data about the interaction, it is needed to detail whether the interaction is of an explicit (classic) or implicit nature.
• Input of the interaction Here, the data about how the input of information is treated is detailed. These are the items that have to be specified:
-Event and information At this point, the specific event to be intercepted as a relevant input for awareness intervention and the information about it are detailed. They are marked with an arrow. -Time The time in which the interaction takes place is specified here. It is marked with a clock.
-Source user interface widgets, controllers or tools
Here, the widgets, controllers or tools used to catch the information are specified. These elements are usually chosen from the ones specified in the conceptual framework. This data is marked with a circle with a point inside it. -Source devices Source devices are the physical devices used to actually obtain the information about the interaction that has taken place. They may be some of the included in the conceptual framework. They are marked with an empty circle.
• Output of the interaction In the same way that is carried out about the inputs, some items about the output of the interaction have also to be specified. They are the following: -Actions and parameters They are the actions that should occur in order to notify users or groups in some way as a consequence of some inputs, and the parameters, which make up the content needed for the actions to take place. They are marked with double arrows. -Target widgets and containers They are the elements in the user interface that allow that the notification specified in the action element takes place. The widgets and containers are usually some from the list of the conceptual framework. They are marked with a circle with a point inside it. -Target devices They are the physical devices that support the notification. They may be some of the specified in the conceptual framework. They are marked with an empty circle.
• Description The last data that is collected in a specification is an informal description in which any piece of information that does not fit in the remaining categories can be explained.
It can be seen how the data that are specified about inputs and outputs of information handled in situations of implicit interaction is similar that in the case of explicit interaction. As it has been already stated, one of the contributions of this work is how we handle this information in a way that is comparable to how explicit interaction is treated. Obviously, implicit interaction has its own distinctive features, due to factors such as its strong multimodal nature. The widgets and devices used for implicit interaction are quite different from those used for explicit interaction. The latter will be classic widgets and devices such as the mouse, the keyboard, etc., whereas the former will be more innovative widgets, such as geolocation sensors, bracelets, accelerometers, etc. With all those elements, awareness information and support can be specified in a descriptive way. This may be of great help when analyzing the requirements of an interactive application, mainly if we are dealing with an application of a multimodal nature in which many different inputs and outputs from different sources and targets are being handled. In Table 3 it is depicted all the aforementioned components of an awareness card.
Process for the application of the framework
It is now the moment to define how we are going to use the awareness conceptualization and the awareness specification to facilitate the development of interactive applications. Specifically, we are going to detail some steps for the application of the framework that may be carried out during the phase of requirements analysis in a typical software development process. It will be also interesting to frame the use of the framework in a User-centered design process, which may be of the MBUID kind or similar. The specific steps are the following:
1. Preliminary analysis The first thing that has to be clear in order to specify the awareness support of the application is the main goals of the application and the interactive tasks that it will have to support. At this step, usual techniques for requirements analysis (e.g., Use cases) and collaborative task modeling (e.g., CTT) will be used. The result of this step will be those specifications of goals and tasks that will help developers in the following steps. 2. Conceptual design Once the general requirements about the application has been collected, the information elements for which awareness support is needed have to be identified. Here, the nature of the interaction (explicit or implicit) must be also decided. The outcome of this step should be a description of the collaborative support and of the architecture of the awareness support on the basis of the models proposed in Sect. 4.1. 3. Awareness specification This is the step in which the particular data about the explicit or implicit interaction is defined. Both input and output information has to be spec- 
Design and implementation of the awareness support
Once the descriptive specification has been developed, the requirements analysis related with awareness support has finished. Therefore, now this specification may be used in the design step of the development process being followed. The idea is that the specifications will be of great help for this step, as some design decisions will be immediate to take. For instance, some widgets to add to the user interface and some content that may be handled are already decided and can be directly included to the design and implementation of the groupware system.
In this paper, we are covering phases 2 and 3 of the aforementioned process. Phases 1 and 4, which are the link between our proposal and a typical software development process, may be explained in detail and validated in further papers.
Validation study
Description and method
As a preliminary validation of the framework, we have carried out a conceptual and empirical validation. In order to conduct the study we have considered the following research questions:
-RQ1: Validity-Are the framework, its models and its description language useful and valid in order to describe awareness support? -RQ2: Ease of use-Is the framework easy to use when describing awareness support, as well as understandable? -RQ3: Fruitfulness-When used, does the framework generate results that are useful for users?
Below, we present the activities to test the research questions based on case studies, awareness specification tasks in a problem-solving approach, questionnaires for subjective evaluation, and evaluation of solutions (awareness cards). Later, in Sect. 5.4, we discuss the results.
Examples of awareness description
As a first validation, we have tested the framework-its structural components, the catalogue of widgets and devices, and the description language-by using it to model real (or potentially real) awareness requirements in the user interfaces of three systems of different nature.
Case study #1: Tele-pointers
The first case study (CS1) is a common functionality consisting in several tele-pointers in a collaborative modeling tool (or tele-cursors in a collaborative editor). This type of awareness falls in the dimension where within the area of workspace awareness (Table 4) , and the information element that is related is location. The input for providing the awareness is any movement of the user's pointer using his/her mouse or keyboard. The output is the representation of the tele-pointer of the user with the corresponding color in the modeling tool of all the users and, according to the card description, updating the user' area of interest in the radar view. Finally, the interaction modality is explicit interaction.
Case study #2: Amusement park
The second case study (CS2) refers to an amusement park, where a group of visitors enjoy the different services provided, such as attractions, shows or restaurants. This is based on a real implementation within our research projects. The visit is usually carried out following a roadmap previously set up or discussed on the fly. In such settings, the members of the group should have knowledge about aspects such as where the remaining team members are or whether a show they are willing to attend is about to begin. In this case, interaction is implicit, since the user is not aware of being interacting with the system neither providing it with data ( Table 5 ). The awareness statement is characterized as belonging to the context and environment awareness area and when dimension. Since the time is the trigger variable that fires the awareness statement, the information element selected is event history. When a user arrives at an Table 5 The awareness card for case study #2 
Case study #3: Skiing in group
The last case study (CS3) is based on a fictitious system. Let us suppose a smartphone app for skiing with colleagues. The downhill trajectory of each participant is shown in a map and the proximity among skiers is notified by means of both a sonar-like audio cue and a vibrating bracelet in the arm, in order to avoid collisions among them. Skiers can bring earphones to better hear the cues. In this system, two awareness cards are needed to describe two functions: drawing the trajectory and checking the proximity. In both cases, the interaction is implicit and the awareness area is the context and environment awareness. In the first card (Table 6 ), the where (past) dimension and the location history information element define the awareness support, which consists in registering the change of location using the geolocation sensor from the GPS, and then drawing the trajectory in the map.
The action corresponding to the second card (Table 7 ) refers to the notification of the proximity in two ways: with the proximity sonar and with the vibrating bracelet. In this case, a conditional sentence is used to query for the proximity threshold.
External assessment
In order to carry out an additional assessment, we prepared a study in which some students, playing the role of requirements engineers and evaluators, took part. These students (N = 16) were enrolled in the third year of Computer Science studies (BSc) at the University of Castilla-La Mancha (Spain), and, among others, they were studying the subject of Human-Computer Interaction (second semester). All the students participating had a similar level of knowledge and skills.
Participants were given a 40 min lesson about the topic of collaborative systems and awareness, and then an expert in the framework presented them its components during 20 min. Next, they were requested to review the solutions to the three problems of awareness description presented in Sect. 5.2, and to solve three other problems slightly more complex (CS4, CS5 y CS6), for which they were be able to spend 45 min. Finally, they filled out a questionnaire as explained below.
Case study #4: Social running
Case study #4 (CS4) is partially inspired in the racefully system. 1 This is a social system for running with people from all around the world, supporting inviting people and starting a distributed running. When running, the system shows in a graphical way the distance run and the total running time, and a built-in commentator gives regular audio updates about the 
Case study #5: Music performance in an interactive tabletop
Multimodal music composition is the domain of case study #5 (CS5), inspired in the Reactable system. 2 This consists in an interactive tabletop designed to provide interaction with sound through objects on a multi-touch enabled screen. Different modules are available for sound generation, effect processing, sequencing and control. Players spread out around the tabletop and can manipulate the musical objects. One of them participates providing two physiological signals, the heart rate and brain electroencephalography, in order to generate and control the sound.
Case study #6: Virtual nature excursion
Finally, case study #6 (CS 6) is based on a fictitious setting in which we have a guide in a nature space and two people with disabilities, called observers, in their homes. Specific equipment (including electronic nose, vibrating bracelet, smell generator, smart glasses, etc.) is available so that the groupware they use can support three main functions:
-the distribution of the smell of the nature space to the observers; -the observers' command of the direction to follow by the guide in his/her exploration, through two vibrating bracelets; -and the representation of the emotions felt by the observers to the guide in his/her smart glasses.
Participants' opinion through questionnaires
As stated before, students were invited to fill in a questionnaire once reviewed the solutions provided to problems CS1, CS2 and CS3, and approached problems CS4, CS5 and CS6. The questionnaire used Likert scales and contained three sections:
2 http://reactable.com/.
-Section #1 was about the participants' opinion about the framework in terms of correctness, complexity and usefulness. -In Section #2 we asked the participants about the understandability of each awareness area. -Lastly, in Section #3 participants chose the three elements in the framework that they understood to be more useful.
Therefore, in the first section of the questionnaire participants expressed their opinion about the awareness descriptions (awareness cards) of CS1, CS2 and CS3 (see Sect. 5.2) in terms of three concepts:
-Correctness: the degree in which the specific awareness descriptions correctly expressed the awareness requirements formulated. -Complexity: the degree of difficulty of understanding the specific awareness descriptions. -Usefulness: the degree in which the framework and its components are, in general, useful to express awareness requirements.
To quantify each indicator, participants answered a single question with a six-point Likert scale ranging from 0 (very low degree) to 5 (very high degree). Table 8 shows the average values and standard deviation of each variable.
The three usefulness indicators obtained a valuation around 4, being the catalogue of widgets and devices the more usefulness indicator in opinion of the evaluators. Similarly, they found the specific awareness descriptions quite correct, and the degree of complexity was near 2, which means that the complexity of the solutions is not significant.
To deepen in the property of complexity, we asked the evaluators for the general understandability of the framework as a structure for modeling awareness in the different areas. Participants' opinion was collected in the same way than before, that is, with one question for each awareness area that was given a value from 0 to 5. The results are shown in Table 9 . The workspace and group-structural awareness An interesting question to analyze (section three in the questionnaire) is which are the most and least useful components in the framework. Thus, with respect to awareness areas, the information elements of Presence, Authorship and Action were evaluated as the three most significantly useful, while the Gaze, View and Location history were seen as the least useful, all them from the Workspace Awareness area.
In relation to widgets, the Participant list from the Sight category, the Speech recognition from the Hearing category, and the Geolocation sensor from the Environment category were the most useful, and the User emotional representation from the Sight category and the Emotion recognizer from the Bodily properties category were the least useful.
Finally, regarding devices, the ones related with Smell were seen as of little usefulness, whereas the identified as most useful where the Screen from the Sight category and the Mouse from the Touch category.
Participants' solutions to the problems outlined
The students, working as engineers, built the awareness cards corresponding to the three problems proposed (CS4, CS5 and CS6), specifying this way the awareness requirements expressed for the problem formulations. A total number of 64 awareness cards were evaluated using again a six-point Likert scale by an expert teacher in the HCI and CSCW (Computer-supported Cooperative Work) subjects. The variables evaluated are shown in Table 10 . The solutions to the problems carried out for a same student were evaluated as a whole, so that the table contains the average value of all the students. The evaluation points were assigned at the level of component of the solution, that is to say, of the awareness cards. Since these three problems are relatively complex, and due to the little time available for the students to learn the description techniques and for the problem solving, in our opinion the results are not too much significant but for comparing the use of the different components and for drawing general conclusions. For instance, it is interesting to highlight that the students failed at identifying correctly the awareness dimensions and information elements, while they identified much better the awareness area. Specifically, the selection of the correct awareness information element was the worst skill as suggested by the work carried out in the awareness cards. Among the moderately good results, the students modeled correctly the modality of interaction, the specification of inputs (events) and outputs (actions), and the devices involved in the interaction. On the contrary, the selection of suitable awareness widgets is considered a poor result.
Correlation study
Finally, we have analyzed the degree of association between all the indicators considered in this evaluation (participants' opinion and solutions). For this purpose, non-parametric methods for the study of the correlation were used (Spearman's rank correlation). The results of this analysis support the previously mentioned results.
In this sense, the students who considered useful the framework also appreciated the usefulness of the proposed specification language (r = 0.58, p = 0.05) (see Table 8 ). In addition, the students who more positively assessed the usefulness of the language were those that better rated the understandability of WA area (r = 0.56, p = 0.05) and worst the IA area (r = − 0.58, p = 0.01). As mentioned above, WA is considered as the most understandable area, being IA the least.
In relation to the quality of the solutions to the exercises proposed to the students (see Table 10 ), it was detected that those who obtained better grades when identifying events and devices were those that considered the descriptions proposed as less complex (r = − 0.64, p = 0.05 and r = − 0.68, p = 0.05, respectively). On the other hand, students who positively valued the usefulness of the proposed specification language obtained better grades when specifying events (r = 0.64, p = 0.05), actions (r = 0.63, p = 0.05) and devices (r = 0.58, p = 0.05), elements that were among the best identified by the students in the exercises.
Discussion
Gathering all the results above, we can now discuss the testing of the research questions outlined. With regards to Validity (RQ1), the examples of Sect. 5.2 (CS1, CS2 and CS3) talk about the expressive power of the proposal. If we also consider problems CS4, CS5 and CS6 (Sect. 5.3), the whole set of problems supposes a significant variety of awareness scopes, domains and settings, modalities of interaction, and awareness widgets, as well as devices involved. Particularly, problems CS1, CS5 and CS6 mix explicit interaction with implicit interaction, and problems CS2, CS3, CS4 and CS6 deal with Context and environment awareness, which is less frequent than Workspace awareness. So that we can state that the framework is able to deal with a wide range of awareness support. Results obtained in the practical study confirm this. For example, the engineers-students judged positively the correctness of the awareness descriptions (M = 4.08). The research question is also answered by the evaluation of the students' solutions (see Sect. 5.3.2), which scores in average above the intermediate value of 2.5 (M = 2.97) despite of the context of difficulty already discussed.
Concerning the second research question (Ease of use, RQ2), a first positive result is the average complexity (M = 2.23) expressed by the students in the questionnaires, which is not too high. However, this result refers to the specific solutions of problems CS1, CS2 and CS3. In more general terms, the students' opinion about the understandability of the framework by awareness areas has been not so good, specifically regarding informal and social awareness (M = 2.56 and M = 2.56, respectively). The inverse correlation between the usefulness of the framework and the informal awareness understandbility supports this. In this case, we think that the little time available in the preparation of the experience and training activity has influenced these results.
In informal conversations about the quality of the participants' solutions, the expert expressed that he was surprised when reviewing the awareness cards since most of the participants used them with much familiarity despite the complexity of the exercises.
With respect to the fruitfulness of the framework (RQ3), in the case of problems CS1, CS2 and CS3, users found very useful the examples of use, being the catalogue of widgets and devices the most useful component (see Table 8 ). Interviewed informally about the awareness cards when ending the experience, the students said that they liked them and wondered whether this technique would be used in the subject's lessons next year.
This way, we consider that the research questions RQ1, RQ2 and RQ3 are answered in an affirmative way.
Conclusions
In this paper, we have developed a framework for the specification of awareness-related information to be used in the analysis phase of the development of systems in which collaborative activities are carried out with both implicit and explicit interactions. By applying this framework, a situation of group work can be characterized. This way, the framework helps to design a system that is intended to deal with one or more awareness dimensions within the ones taken into account. The framework has been defined in terms of a (i) conceptual framework, (ii) a technique for the descriptive specification of awareness-related information and (iii) a process of application.
In order to validate the framework, it has been applied to some cases in which group work is carried out in situations where both implicit and explicit interactions take place. Besides, we have carried out a practical validation with students acting as software engineers. In this study, students have applied the framework to some other cases of collaborative and multimodal work, and they have filled out some questionnaires in order to collect their opinion about the framework. The results of the validation suggest that the framework is a valid tool for objectives outlined, is relatively easy to use, and very useful from the point of view of the users.
As future work, we will use the feedback collected in the practical study in order to improve the framework, for instance in regards to the notation of the awareness cards. Also, we will include new aspects we have not dealt with in the first version of the framework and that are quite relevant in awareness, such as emotional aspects, cognitive overload, interruptions and privacy policies. We will as well try to make a better connection between the phases in the process of appli-cation of the framework, which would include advancing in the formalization of the descriptive language.
Lastly, the correlation study reveals that engineers that use correctly the events and devices sections of the awareness cards find useful the language and of low complexity the framework. In our opinion, using correlation studies will contribute to understand the behavior of engineers and the use of the technique, and so doing to generate improvements in the approach, for which the study in Sect. 5.3.3 means a successful analysis scheme.
