Recent work in compressed sensing theory shows that sensing matrices whose entries are drawn independently from certain probability distributions guarantee exact recovery of a sparse signal from a small number of measurements with high probability. In most medical imaging systems, the encoding matrices cannot take that form. Instead, they are Toeplitz block matrix. Motivated by this fact, we consider Toeplitz block matrices as the sensing matrices. We show that the probability of perfect reconstruction from a smaller number of filter outputs is also high if the filter coefficients are independently and identically-distributed random variable. Their applications in medical imaging is discussed. Simulation results are also shown to validate the theorem.
INTRODUCTION
In compressed sensing (CS) framework ( [1] , [2] ) for data acquisition and signal recovery, sparse signals can be reconstructed from very small numbers of measurements -far fewer than the signal size and proportional instead to the sparsity level. Specifically, the compressive measurement can be represented by a highly underdetermined system y = Φx, where the vector y ∈ R n may be interpreted as the samples extracted from the sparse signal x ∈ R N by the M × N sensing matrix Φ.
One of the fundamental problems in CS is to determine whether a given matrix Φ is a "good" compressed sensing matrix in the sense that it ensures exact recovery of x from y with high probability. Early work by Candès and Tao [3] provided a sufficient condition for this property. Precisely, a matrix Φ ∈ R n×N is a "good" CS matrix if it satisfies the restricted isometry property (RIP) of order 3m, where m is the sparsity of the signal x.
Baraniuk et al [4] have shown that matrices whose entries are drawn independently from certain probability distributions satisfy RIP of order 3m with probability ≥ 1 − e −c2n provided that n ≥ c 1 m log(N/m), where c 1 , c 2 > 0 are some positive constants, and thus are "good" compressed sensing matrices. However, the application of these pure random constructions of sensing matrices in medical imaging is still limited due to the structural inconsistence with the encoding matrices of most medical imaging systems. Most imaging systems can be characterized by their point spread functions, which form Toeplitz block encoding matrices.
Motivated by this fact, we consider a special random construction where the sensing matrices are Toeplitz block matrices whose elements are drawn independently from certain probability distributions. We show that such matrices also satisfy RIP of order 3m with high probability. Our work is an extension of the work on (truncated) Toeplitz matrices for 1D signals in [5] . Application of Toeplitz block construction in MRI is discussed and simulation results are presented.
PROBLEM FORMULATION
The central problem in compressed sensing (CS) is the recovery of a vector x ∈ R N from its linear measurements y of the form
where n is assumed to be much smaller than N . Of course, for n N , (2.1) posts an underdetermined system of equations which makes the recovery of the original vector x impossible without further assumption. However, in real-world applications, such as in medical imaging, the vectors x we want to recover usually have sparse representations under certain bases. The work by Candés, Donoho, Tao, and others showed that under the assumption that x is sparse, one can actually recover x from a sample y which is much smaller in size than x by solving a convex program with a suitably chosen sampling basis ϕ i , 1 ≤ i ≤ n. If we write the linear system (2.1) in the form y = Φx, where Φ is an n × N matrix, (2.2) then the question about what sampling methods guarantee the exact recovery of x becomes the question about what matrices are "good" compressed sensing matrices, meaning that they ensure exact recovery of a sparse x from y with high probability under the condition that n N . In [3] Candès and Tao introduce the restricted isometry property as a condition on matrices Φ which provides a guarantee on the performance of Φ in compressed sensing. They show that if Φ satisfies RIP of order 3m and constant δ 3m ∈ (0, 1):
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where T ⊂ {1, . . . , N }, |T | ≤ 3m, the signal x can be exactly recovered from y by solving the convex optimization problem
3. TOEPLITZ BLOCK CS MATRICES In this paper we consider (truncated circulant) Toeplitz block matrices of the form
1) where l < k and the blocks Φ i ∈ R d×e are themselves (truncated circulant) Toeplitz matrices:
whose elements ϕ Proof. Note first, that an upper bound for the case p = q, k = l clearly upper bounds the case where p < q, l < k. We may therefore assume that p = q and k = l. Then the number of rows stochastically dependent on Φ T,i is independent of i and we can, w.l.o.g., assume that i = 1. Let t ∈ {0, 1} kq be defined as
Every row of Φ is divided into blocks Φ j i ∈ R 1×kq , i ∈ {1, 2, . . . , k}, j ∈ {1, 2, . . . Consider the matrix
Denote byΦ T the matrix obtained by retaining only those columns ofΦ corresponding to T ⊂ {1, 2, . . . , kq}. It is now easy to see that
where h : {0, 1} kq × {0, 1} kq → N is the Hamming distance defined by h(x, y) = |{j ∈ {1, 2, . . . , kq} : x j = y j }|. Proof. Let Φ T,i denote the i-th row of Φ T and construct an undirected dependency graph G = (V, E) such that V = {1, 2, . . . , n} and
By Lemma 3.1, Φ T,i can at most be dependent with |T |(|T | − 1) other rows. Therefore, the maximum degree of G is given by ≤ |T |(|T | − 1), and using the Hajnal-Szemerédi theorem on equitable coloring of graphs, we can partition G using q = |T |(|T | − 1) + 1 colors. Let {C j } q j=1 be the different color classes, then
Now, let Φ j T be the |C j |×|T | submatrix obtained from Φ T retaining the rows corresponding to the indices in C j and definẽ
T is a |C j | × |T | independently and identicallydistributed (IID) matrix with uniform columns in expectation, so they satisfy (2.3) with probability at least by (3.3) , we have that if ∀z ∈ R |T | and ∀j ∈ {1, 2, . . . , q}
In other words, the event E 1 = {Φ j T satisfies (2.3) for all j} implies the event E 2 = {Φ T satisfies (2.3)}. Consequently,
Theorem 3.1. There exist constants c 1 , c 2 > 0 depending only on δ 3m ∈ (0, 1), such that for any n ≥ c 1 m 3 ln(N/m), Φ satisfies RIP of order 3m for every δ 3m ∈ (0, 1) with probability at least 1 − e −c2n/m 2 .
Proof. From Lemma 3.2 we have that Φ satisfies (2.3) for any T ⊂ {1, 2, . . . , N } such that |T | = 3m with probability at least 1 − e −c0 n/q +3m ln(12/δ3m)+ln(2)+ln(q)
Since there are N 3m ≤ (eN/3m) 3m such subsets, using Bonferroni's inequality (see e.g. [6] ) yields that Φ satisfies RIP of order 3m with probability at least
(3.6) Now fix c 2 > 0 and pick c 1 > 27c 3 /(c 0 − 9c 2 ), where c 3 = ln(12/δ 3m ) + ln(2) + c 0 + 4. Then, for any n ≥ c 1 m 3 ln(N/m), the exponent of e in (3.6) is upper bounded by −c 2 n/m 2 . This completes the proof of the theorem.
APPLICATIONS IN MEDICAL IMAGING
In many medical imaging systems, there is a trade-off in spatial and temporal resolutions. For example, magnetic resonance imaging (MRI) using Fourier imaging is based on Shannon sampling theory. The large number of required samples that are sequentially sampled greatly limits the spatiotemporal resolution. The concept of CS, which allows exact recovery of a sparse signal from a set of samples that appears to be highly incomplete in Shannon sampling theory, is very desirable in these medical imaging applications for significant improvement in spatiotemporal resolution. Some work has already shown impressive results [7] . Theorem 3.1 suggests applying the CS theory to medical imaging for a significant improvement in spatiotemporal resolution. Specifically, the number of data in acquisition can be significantly reduced if there is some degree of randomness in the point spread function of the imaging system because convolution with the point spread function can be represented as a Toeplitz block matrix.
SIMULATIONS
Most images to be recovered are usually not sparse by themselves, but are sparse in some basis (e.g., wavelet), or sparse in their gradients. We use a 32x32 (n=32) Shepp-Logan phantom image, which is sparse in gradient to perform simulations. We randomly generate coil sensitivity profiles, and then sample the resulting k-space data on a uniform Cartesian grid. Without loss of generality, undersampling was performed only along the phase encoding direction in our simulation, and for a reduction factor of R, round(32/R) central k-space lines are acquired. The desired image was then reconstructed using the code from [9] for the following nonlinear convex programming:
where total variation was used as the sparse representation, which is defined as
where D h;ij x and D h;ij x are the component of discrete gradient. Figure 1 shows some sample reconstructed images with different reduction factors R. For different R's, we also run the simulation with 100 trials. The percentage of exact recovery is calculated and the curve is plotted as a function of R in Fig. 2. 
DISCUSSION AND CONCLUSION
The paper shows that image filters with IID random coefficients can reduce the required number of samples in output for exact recovery of the input image. Because filtering (convolution) is feasible in many medical imaging systems, the paper provides insight to the design of imaging systems for more efficient data acquisition. In most applications, completely random filters are impossible due to practical constraints. How the degree of randomness affects the number of samples required for reconstruction will be investigated in our future work. 
