Large-scale public health prevention initiatives and interventions are a very important component to current public health strategies. But evaluating effects of such large-scale prevention/intervention faces a lot of challenges due to confounding effects and heterogeneity of study population. In this paper, we will develop metrics to assess the risk for suicide events based on causal inference framework when the study population is heterogeneous. The proposed metrics deal with the confounding effect by first estimating the risk of suicide events within each of the risk levels, number of prior attempts, and then taking a weighted sum of the conditional probabilities. The metrics provide unbiased estimates of the risk of suicide events. Simulation studies and a real data example will be used to demonstrate the proposed metrics.
Introduction
Large-scale public health prevention initiatives and interventions are a very important component to current public health strategies. In order to properly evaluate and determine the most effective practices, more objective measures need to be created, particularly within a large healthcare system for low incidence events and large observable heterogeneity across reporting units. Among the most important challenges facing current public health strategies is the lack of quantitative indicators that account for key aspects of population heterogeneity.
For example, in recent years, the Department of Veterans Affairs has implemented a series of clinical and preventive programs between and across Veterans Health Administration (VHA) medical facilities to reduce rates of suicide, other suicide events (attempts and serious ideation resulting in hospitalization), and associated other cause mortality, and improve the overall quality of life of veterans. 1 However, there are few quantitative indicators with the degree of granularity required to evaluate the impact of newly-implemented programs and/or identify those areas in need of additional support. In suicide research, existing literature suggests that history of suicide attempt/serious ideation resulting in hospitalization confers significant risk for repeated suicide events and the resulting increase in risk persists for an extended period of time. 2 Thus, an observed suicide event represents a cogent marker of risk for identifying subjects for preventive treatment. Observed numbers or rates of suicide events from VHA facilities cannot be directly used to assess the effect of newly-implemented suicide prevention efforts, because of heterogeneity among patients across the facilities.
For example, when a suicide attempt does not result in a death, literature suggests that a history of suicidal events is a significant risk factor for future suicide events; the greater the history of prior suicidal events the more likely of a future suicide event over a given period of time. 2 As a result, the risk level of a subject is dynamically changing with the intervention outcome and the interwoveness of the predictor and outcome calls for more carefully designed metrics to take into account such dynamic relationships between risk and suicide events.
In this paper, we develop a metric to address the aforementioned difficulties. The approach is readily applied or expanded for program evaluation of other episodic diseases. We use both real and simulation studies to illustrate as well as assess the performance of the proposed approach.
Rationale for new metrics
In this section, we use hypothetical example in suicide events to illustrate the statistical issues and motivate our development. For simplicity, we consider only one risk factor, history of suicide event, and assume a categorical outcome with three levels: no suicide event, one suicide event, and two or more suicide events.
Consider two facilities F 1 and F 2 with the same number of subjects 3200. We are interested in comparing effect of some type of prevention intervention between the facilities. Note that in reality there are typically multiple ongoing suicide prevention programs at VHA facilities at a given point in time. Thus ''intervention'' does not refer to a particular intervention, but rather strategies that incorporate national and facility-specific initiatives to reduce suicides. We present three different scenarios, depicting different distributions of number (proportion) of suicide event.
Shown in Table 1 are number of subjects (''Subj.''), number of events (''S.A.''), and number of re-event rates (''Rate'') of subjects who have suicide events in a time window such as six months broken down by number of prior suicide attempts (''History''). We assume that the same distribution of subjects with prior attempts and the same relationship between prior events and subjects with suicide events across all scenarios for F 1 . For F 2 , while the distribution of subjects with prior events remains the same, the relationship between prior events and subjects with suicide events varies across the scenarios.
In the first scenario, rates of suicide events are the same between the two facilities within each category of history of suicide event. The intervention performs equally well in both facilities. However, if we ignore history of event and simply compare the overall rate (total number of suicide events/sample size), then F 1 is significantly worse than F 2 (p value ¼ 0.024). In the second scenario, F 1 performs uniformly better than F 2 based on the rates of suicide events stratified by the history of suicide events. However as in the first scenario, F 2 again has a lower overall rate, although not significantly so, than F 1 (p value ¼ 0.64) if the history of suicide event is ignored.
The seemingly ''non-sensible'' results in the two examples above are really the phenomenon of Simpson's paradox, or selection bias in the lingo of causal inference. [3] [4] [5] History of suicide event, which is highly correlated to the outcome, is not controlled for when performing comparisons. If we control for this confounder and compare the two facilities within each category of the history variable, then results make perfect sense. However, it can still be difficult to compare facilities even if controlling for prior attempts. In the third scenario, F 1 fares better than F 2 for categories 1 and 2, but worse in category 3. What can we say about the two facilities in terms of the intervention effect? This is the focus of the next section.
New metrics for comparing suicide attempts
We consider the problem of comparing two facilities in the third scenario as well as other issues and develop a general approach for program evaluation for episodic diseases such as suicide event by drawing upon the potential-outcome based causal inference paradigm. 3, 4, 6, 7 For simplicity, we focus on suicide attempt. We again consider two facilities, F 1 and F 2 , and assume a categorical risk factor with K levels, H 1 , H 2 , . . . , H K , which can be history of suicide event alone or in combination with other variables such as age, gender, and medical conditions.
Potential outcome and binary outcome
For any randomly selected subject i, let y i1 ð y i2 Þ denote the potential outcome of suicide event over a given period of time T, such as six months, if she/he receives the care within facility F 1 (F 2 ). The potential outcome y i1 ð y i2 Þ is a binary variable with value 1 indicating a suicide event and value 0 otherwise. Since the difference Á i ¼ y i1 À y i2 is based on the outcomes from the same individual, it must be the result of differential intervention effect between F 1 and F 2 . However, Á i is not computable, since only one of y i1 and y i2 is observable; the one corresponding to the actual facility from which the individual receives the primary care. A large part of the causal inference literature centers around how to estimate the average, or population-level, treatment effect, Á ¼ E y i1 À y i2 ð Þ . 3, [5] [6] [7] [8] [9] In the absence of any selection bias such as randomly assigning subjects to F 1 or F 2 , then the mean of the potential outcome is the same as the mean of its observed counterpart from the facility to which the subject is assigned, i.e. E y il
Þ , and we can estimate Á by estimating E y il ji 2 F l ð Þ , the observed suicide events in facility F 1 ðF 2 Þ. However, in the presence of selection bias such as non-random assignment of subjects to the two facilities, the mean of potential outcome may become different from its observed counterpart, because subjects may be assigned to a particular facility based on features that are correlated with the outcome, as amply illustrated by the examples in Section 2. In this case, we cannot estimate Á by estimating the difference between E y i1 ji 2 F 1 ð Þand E y i2 ji 2 F 2 ð Þfrom observed data. For example, as illustrated in Section 2, none of the overall rates of suicide event can be used to compare the facilities in these examples, because history of suicide event, which is correlated with suicide event that occurs during the study, is not distributed evenly between the facilities.
To be able to estimate Á based on observed outcomes and information in the risk groups H k , we assume, as in the literature, a strong ignorable assumption [3] [4] [5] 7 ð y i1 , y i2 Þ?ðF 1 ,
where ? denotes stochastic independence. The condition in (3.1) ensures that within each subgroup H k , assignment of F l is independent of prior suicide event. Thus, when restricted to H k , there is no selection bias, implying
The identity in (3.2) allows one to estimate E y il ji 2 H k ð Þusing observed outcomes in each facility F l . 6,9 For example, if K ¼ 5 and H 1 , H 2 ,. . ., H 5 represent subjects with 0, 1, 2, 3, ! 4 prior events, we can estimate E y il ð Þ by estimating E y il ji 2 H k , i 2 F l ð Þ within each H k 1 k 5 ð Þ . Based on the strongly ignorable condition, 3, 4, 7 and by applying the rule of total probability, we can express
For the facility l, the metric l defined in (3.3) is a weighted average of conditional probabilities of suicide events within each risk group H k at facility F l . The weights are calculated based on the distribution of H k in the study population.
the unstratified rate E y il ji 2 F l ð Þdiffers from the proposed metric in (3.3) only in the weights, or the distribution of H k , i.e. Prði 2 H k ji 2 F l Þ for the unstratified rate vs. Prði 2 H k Þ for the proposed metric. If the selection process is random, then Prði 2 H k Þ ¼ Prði 2 H k ji 2 F l Þ and (3.3) is identical to (3.4). Otherwise, E y il ji 2 F l ð Þis different from l .
Inference
Inference about the proposed metric involves estimation of the probability of suicide event within each risk level, Eð y il ji 2 H k , i 2 F l Þ, and the weights, Prði 2 H k Þ, from the study population. Since a subject may continue to attempt suicide during the study period, the risk changes over time. For simplicity, we first consider the case where each subject contributes at most one event in the calculation of the metric by defining the risk group H k at baseline, the time of patient entry into the facility or a starting point that is appropriate for the research question considered. Although the metric based on the fixed risk membership defined at baseline still providing useful information for estimating re-event rates, such analysis does not utilize all available data, rendering it less efficient. A better alternative is to include all events by allowing the risk to change as new events occur during the study period and accounting for such changes in the metric. This is especially true within the current context, since suicide attempt is a rare event, even for this high-risk population and including all events allows one to obtain more efficient and reliable estimates.
We consider both approaches below and start with the relatively simpler one that defines H k with history of suicide attempt at baseline.
Metric with fixed group membership
For a given facility F 1 , let N j denote the number of subjects in H j and n j be the number of subjects who have an reevent within a given time period T. Then Prð y i1 ¼ 1ji 2 F 1 , i 2 H j Þ can be readily estimated by the observed proportion
provided that the following assumptions are met. Assumption (A1). No censoring: all subjects are followed up in the entire period T. If the weights, Prði 2 H j Þ, are known, substituting Prði 2 H j Þ and b
where the superscript f of f 1 indicates that the metric is estimated by fixing subjects' membership at baseline. Otherwise, we need to estimate Prði 2 H j Þ. To this end, we further assume:
Assumption (A2). Random sampling: a random sample of M subjects is drawn from the study population, with M j denoting the number of subjects in the jth group H j . Under A2 we estimate Prði 2
As a special case, if F 1 has a random sample of the study population, i.e., if there is no selection bias, then
which is just the observed proportion of subjects with suicide attempts over T in facility F 1 , i.e. no weighting adjustment is needed. Summarized in the theorem below are the asymptotic properties of these estimates.
(a) Under assumption A1, as N j ! 1, we have ffiffiffiffiffi
, and can be estimated by
Under assumptions A1 and A2, the asymptotic distribution of
M p i p j w i w j , and can be estimated by replacing p j and w j withp j ¼
Note. case (b) may be viewed as the special case of c) when M goes to infinite. The proof of Theorem 1 is provided in the Appendix 1.
We can use the above theorem to compare F 1 and F 2 for the third scenario discussed in Section 2. For example, suppose that
Then the value of the metric for each facility is given bỹ
If some subjects are censored before T, then (3.5) would underestimate Prð y i1 ¼ 1ji 2 F 1 , i 2 H j Þ. We consider this along with more general situations with multiple suicide events next.
Metric with dynamic risk membership
In the proceeding section, we assume that everyone is observed over the same period T. Such an assumption is unrealistic in practice, as subjects may drop out at different times. In addition, some subjects may experience multiple events during the study period. In this section, we extend the approach above to allow for time-varying censoring and multiple events.
When considering multiple events, we need to distinguish the observation (or follow-up or study) time for each subject from the time window of interest for the distribution of suicide events. We denote the former by S and continue to denote the latter by T. For subjects with multiple suicide events, each event defines a T, with the beginning of T set as the time when the event occurs. In addition, we introduce effective sample size (ESS), which is an adjusted sample size based on the fraction of T for which the subject is observed without any event.
For example, consider a study with a follow-up period of 24 months and suppose we are interested in estimating the risk of suicide event within a 12-month window starting from baseline S ¼ 24, T ¼ 12 ð Þ . Suppose a subject, starting with group H 1 , i.e. with 1 event prior to baseline s ¼ 0 ð Þ, is followed up for 24 months and has two events: one at s ¼ 2 and the other at s ¼ 16 months. Since the subject has one event prior to the study, we can estimate PrðSuicide eventjH 1 Þ. Starting from baseline (s ¼ 0), the subject commits one event at s ¼ 2 (within the 12-month time window of interest), so the subject contributes one event for estimating PrðSuicide eventjH 1 Þ and has ESS ¼ 1. At the occurrence of the first observed event at s ¼ 2, this subject has two events and his membership is updated to H 2 . At the same time, a new beginning of the time window T for the future suicide risk is set to be at s ¼ 2. Within this new 12-month time window starting at s ¼ 2, the subject has no event (between s ¼ 2 and s ¼ 14), so the subject does not contribute any event in estimating PrðSuicide eventjH 2 Þ, even though the subject has ESS ¼ 1 as she/he is followed up for a full length of time T. At s ¼ 16, the subject has three events and his membership is then updated to H 3 . Starting at s ¼ 16, since she/he does not have any additional event during the next eight-months (from s ¼ 16 to s ¼ 24), she/he does not contribute any event for estimating PrðSuicide eventjH 3 Þ: However, his/her EES ¼ Let N j be the ESS with j suicide events at the beginning of the study, i.e. s ¼ 0, let N jk be the ESS in group H j who have kth suicide event during the study period S, and let m jk be the number of subjects in group H j who have kth attempt within the time T from the time when the ðk À 1Þth event occurs). Table 2 summarizes the information regarding suicide events/re-events.
For a subject in the jth group at s ¼ 0, his/her risk for suicide event is elevated after each event and his/her group membership changes to ð j þ kÞth group after the kth event. We use the information to estimate Prð y i1 ji 2 F 1 , i 2 H jþk Þ, which increases the sample size and improves the efficiency of estimates.
Consider facility F 1 , for a given j, we first estimate Prð y i1 ji 2 F 1 , i 2 H j Þ. Let N j ¼ P j i¼0 N jÀi,i and n j ¼ P jÀ1 i¼0 m i,ð jþ1ÀiÞ . Among the N j at-risk subjects, n j of them commit suicide attempt within T. Thus, we havê
We define the metric as
where the superscript d in d 1 indicates that the metric is estimated based on the dynamic risk membership model. Please note, if a patient commits multiple suicide attempts, this patient can be used multiple times. However the correlation between multiple observations on the patient can be ignored because conditional probabilities are used in (3.10).
For valid inference, we assume:
Assumption (B1). Random censoring: the follow-up time is independent of suicide attempt. This assumption eliminates the type of selection bias caused by the selection of subjects for follow-up based on their risk levels for suicide event.
10 Assumption (B2). Random sampling: a random sample of M subjects is selected from the study population, with M j representing such a sample in the jth subpopulation. (a) Under the assumptions B1, the asymptotic distribution ofp j in (3.9) is given by ffiffiffiffiffi
Under the assumptions B1, the asymptotic distribution of d 1 (3.10) is given bỹ
and can be estimated by
(c) Under the assumptions B1-B2, the asymptotic distribution of
M p i p j w i w j , and 2 2 can be estimated by replacing p j and w j withp j andŵ j defined in (3.9).
Note. case (b) may be viewed as the special case of (c) when M goes to infinite. The proof of Theorem 1 is provided in the Appendix 1.
The above approach not only provides estimates of risk for suicide attempt (p j ), but also a metric ( 
Simulation studies
Simulation studies are conducted to examine the performance of our proposed metrics. We consider a six-level history of suicide attempt defined by 0, 1, 2, 3, 4, and 5 or more events at baseline of the study s ¼ 0 ð Þ, denoted by H 0 , H 1 , H 2 , H 3 , H 4 , and H 5 . For notational brevity, we assume that prior events is the only risk factor for suicide attempt and apply the metric to assess the risk of such event over half a year. If there are more than one (categorical) risk factor in real studies, one can combine such variables to create a new categorical variable by grouping different levels from different factors. We also assume subjects within the same risk group have the same likelihood of attempting suicide and the time to commit a new suicide event in the study period follows an exponential distribution.
In the simulation study, we assume the conditional probabilities of suicide attempt are 0.08, 0.12, 0.16, 0.23, 0.27, and 0.28 for the six risk groups H j 0 j 5 ð Þ . We first assume that the distribution of H j is known and given by: 0.50, 0.25, 0.12, 0.07, 0.04, and 0.02. We then relax this assumption and simulate the risk levels from a multinomial distribution with these cell probabilities. The true metric is ¼ 0:1217 under the assumed known distribution of the risk group and conditional probabilities of suicide attempt.
We consider sample sizes 100, 200, 500, 1000, and 10,000, with a Monte Carlo size 1000. To allow for varying follow-up times, we assume that the follow-up time S follows the distribution S i ¼ 1 þ 5u i and u i $ Uniformð0, 1Þ, i.e. the follow-up time is uniformly distributed between 1 and 6 units time. We set T as one unit, i.e. T ¼ 1. Repeated follow-up times to next suicide attempts are simulated independently from an exponential distribution based on the updated risk levels until the total follow-up time is reached, i.e. when sum of times between repeated suicide attempts (or baseline and first attempt), is greater than or equal to S i . Every segment of such time interval corresponds to an event, except for the last one, which is between the last two attempts (if the last event occurs at S i ) or between the last event and the censoring time S i (if the last event occurs prior to S i ). Table 3 are the true metric, the mean of estimates of the metric (Est.), the empirical standard errors (SE_E) and the mean of the asymptotic standard errors (SE_A) for both the fixed and dynamically-changing risk group models. The point estimates of the metric for both models were close to the true metric, although the one based on the dynamically-changing risk group model was a bit closer. As the sample size increased, estimates from both models improved and became closer to their respective true values. The estimated asymptotic standard errors were also very close to their empirical counterparts for both models, but the standard errors for the dynamicallychanging risk group model were smaller, reflecting improved efficiency.
Shown in
In the case with unknown distribution of risk levels, the probability of each risk level was estimated by the respective sample proportion and then substituted in place of the corresponding probability in the metric. Shown in Table 4 are the various estimates resulting from this approach. The results were again very similar to their counterparts presented in Table 3 , indicating that using the estimated population distribution of the risk factor seems to have little impact on the estimated metric. As in Table 3 , the dynamically-changing risk group model again yielded more accurate estimates.
A case study
Data for this case study is from the Suicide Prevention Application Network (SPAN) database maintained by the Office of the Mental Health Services Director, Suicide Prevention and the Veterans Integrated Service Network (VISN) 2 Center of Excellence for Suicide Prevention in the Department of Veterans Affairs (VA). Suicide Prevention Coordinators (SPCs) located at each VA medical center (VAMC) are responsible for completing a SPAN record for every known suicidal event by a Veteran. These events can be first reported through Suicide Behavior Reports by VHA clinicians, but can also be identified through other sources, such as Table 4 . The mean of the estimated metrics (Est.), the empirical standard errors (SE_E), the asymptotic standard errors (SE_A), and the 95% coverage probability (CP) when the population distribution of the risk factor is estimated. through local community partners. Prior work suggests that SPAN does not necessarily capture all suicide events by veterans receiving health services within the VHA. The SPAN database includes the category of suicidal event according to the Self-Directed Violence Classification System, 1,11 which uses standard definitions for suicidal ideation, suicide attempt and suicide. The SPAN also captures individual identifiers, dates and locations (e.g. facilities) of Veteran suicidal events, allowing measurement of re-events over time and for specific geographic areas. For the analyses presented here, baseline events are comprised of veterans' first suicidal events between 1 October 2012 and 30 September 2013. Thus, S ¼ 12 and T ¼ 6 months.
For this example, we excluded fatal events and assumed that all veterans had complete follow-up because the data were extracted several months after the end of follow-up and thus number of unreported cases due to delay in reporting was negligible. 1, [12] [13] [14] Since death from suicide remains a comparatively rare event, we removed them before the analysis. The motivation for developing this re-event rate is to monitor the less rare non-fatal attempts over shorter time periods and for smaller units of analysis such as a VHA facility. Monitoring non-fatal attempts in this way provides more timely feedback about risk of suicide over a catchment area such as a VHA facility. Fatal events would be monitored in a parallel process using standard methods. The proposed approach is applied to each of the 21 VISNs as well as the pooled national sample. In addition to asymptotic results, we also provide bootstrapped variance estimates to compare with the asymptotic results.
As shown in Table 5 , the overall risk for suicide re-events in this sample was 0.122, with a standard error of 0.004. The 95% CI by the bootstrap was 0.1145-0.1290, almost identical to the 95% CI (0.1146-0.1291), by the asymptotic method. Table 5 summarizes the results by VISN in order of increasing re-event rate. The proposed metric seems to differentiate the VISNs, with a range from 0.062 to 0.196. The 95% CIs overlap with the national 95% CI, but the CIs for VISNs A and B are below that of the national CI, while the CI for VISN U is almost outside its national counterpart. 
Discussion
We developed an approach to assess risk for suicide attempt by drawing upon the causal inference paradigm to address heterogeneity in the study population, such as history of such events. The approach not only provides a meaningful and informative measure of risk of suicide event for a heterogeneous study population, but also allows for comparing different groups for such risk, such as the multiple VHA service networks within the current context. Estimation of the metric with fixed risk membership is analogous to standardization based on histories of suicide attempts using the whole population as the study population. While the metric with dynamic risk membership considers richer information because it integrates dynamic risk and new event, providing more precise estimate of suicide risk. By accounting for history of suicide attempt, the dynamically-changing risk model allows one to include all events to improve power, which is especially important when dealing rare events such as suicide. The approach performs well as evidenced by both real and simulation studies. When accounting for prior events, we do not distinguish reported from observed suicide events. This assumption may not hold, if there is recall bias, especially if the reported events occurred a long time before the study. The proposed approach may yield estimates that are biased or may not even have a clear interpretation, if this assumption fails.
Although motivated by and developed for suicide event, the proposed approach may be applied to any episodic disease in which risks for the disease changes as events occur. Also, we focused on one risk factor in this paper. If there are multiple categorical risk variables, one may combine the different risk factors to create a composite variable by grouping different levels of the different variables. If the number of risk factors is large, the approach may be difficult to apply and/or may not perform well. Research is underway to extend the current work to continuous risk variables.
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