Introduction
A typical macroeconomic model takes as given some exogenous disturbances, proposes a model for the behavior of economic agents, and makes predictions for some endogenous variables. Because the disturbances are exogenous to the theory, by de…nition they are unexplained and must be taken as given, so it would be desirable to impose on them as few arbitrary restrictions as possible. However, the common practice in dynamic stochastic general-equilibrium (DSGE) models is the opposite, with very strict assumptions on the processes driving disturbances. This paper argues that these assumptions are unwarranted, develops new estimation techniques for models with a rich correlation structure for the disturbance vector, and applies them to study U.S. business cycles.
Our …rst contribution is methodological. In the simultaneous-equation reduced-form macroeconomic model tradition, there has long been a careful treatment of disturbances.
Researchers routinely allow for rich dynamic cross and auto-correlations across disturbances, sometimes estimated non-parametrically. This literature has convincingly established that arbitrary restrictions on the disturbances can severely bias the estimates of key parameters and impulse responses and lead researchers astray in attempts to endogenize incorrectlyidenti…ed disturbances. 1 However, DSGE macroeconometric models routinely assume that disturbances are independent …rst-order autoregressions, AR(1)s. While this makes interpretation and estimation easier, and in some cases it is required to make the estimation feasible given the limits of existing algorithms in dealing with many nuisance parameters, it is still arbitrary and potentially dangerous for inference.
In this paper, we develop new Bayesian econometric techniques to incorporate correlated disturbances in dynamics macroeconomic models. We show that the economic structure of the models implies that key conditional posterior distributions belong either exactly or approximately to the family of conjugate distributions with known analytical form. We propose a new conjugate-conditionals algorithm that exploits this knowledge to e¢ ciently characterize the posterior. Our algorithm signi…cantly speeds up estimation with independent AR(1)s. More importantly, because the parameters associated with the disturbances are part of the conjugate conditional distributions, it allows for estimation of DSGE models with correlated disturbances that were previously prohibitively numerically costly.
We envision two possible uses for correlated disturbances. First, allowing for more ‡exible speci…cations than the independent AR(1) should robustify inferences in DSGE models, in the same way that good practice adjusts standard errors in linear regressions to allow for heteroskedasticity and autocorrelation in the disturbances (Stock and Watson, 2007) . It is even more important to be careful with the disturbances in the non-linear DSGE models than in linear regressions, because correlations will lead to not just ine¢ cient but also biased estimates. Second, allowing for correlated disturbances lets the data speak more freely on the dimensions along which the model is inadequate. Finding a strong correlation between di¤erent elements of the disturbance vector highlights the ways in which the endogenous part of the model is failing to match the data, and suggests the path to building future models that endogenize these correlations.
The second contribution of this paper is to study U.S. business cycles. Not only is this an important …eld to which DSGEs have been applied, but also the assumption of uncorrelated AR(1) disturbances is clearly incredible in medium-scale business-cycle models. Whenever economists have measured disturbances directly, whether to total factor productivity (Solow, 1957) , to government spending (Rotemberg and Woodford, 1992) , to labor supply (Parkin, 1988 , Hall, 1997 , or to investment productivity (Jorgenson, 1966, Greenwood, Hercowitz and Krusell, 1997) , they have almost always found that these measures of disturbances are cross and dynamically correlated in ways that are inconsistent with independent AR(1)s.
Two striking examples were provided by Evans (1992) and Chari, Kehoe and McGrattan (2007) . Evans (1992) estimated vector autoregressions using military spending to measure government-spending disturbance and using Solow residuals to measure productivity disturbances, and found that government spending Granger-causes productivity. Chari, Kehoe and McGrattan (2007) estimated a …rst-order vector autoregression, VAR(1), for the disturbances of a business-cycle model and found that most cross-correlations are large and statistically signi…cant.
After a brief literature review and discussion of some issues, the paper is organized as follow. Section 2 introduces a simple real business-cycle model and uses it to present the conjugate-conditionals estimation method. The estimates of the model in the U.S. data show that disturbances are correlated in a particular way: government spending tends to strongly increase after a fall in productivity. This explains four long-standing puzzles for full-information estimates of this model: why hours tend to fall after an increase in productivity, why changes in productivity have a delayed and persistent e¤ect on output, why productivity accounts for a large part of the business cycle, and why the intertemporal elasticity of substitution is small. Section 3 presents the estimation method more generally. We show that the conjugate conditionals arise in a broad class of equilibrium macroeconomic models, and discuss how to exploit the knowledge of this known slice of the posterior distribution in making inferences.
Section 4 focuses on a richer business-cycle model, as in Smets and Wouters (2007) .
Allowing for correlated disturbances does not signi…cantly improve the …t of the model, nor does it a¤ect its main qualitative predictions on the impact of policy changes in the economy. However, with correlated disturbances, wage markups are now less important sources of business cycles, being replaced by productivity and government spending as key drivers. Moreover, the data suggest that endogenizing the changes in investment-speci…c productivity and in risk premia, perhaps through …nancial frictions, is a promising way to improve the empirical performance of the model. Section 5 concludes with a brief review of the main results.
Literature review
The closest paper to this one is Ireland (2004) . He adds measurement errors to the reducedform equations of a DSGE model and allows them to follow a VAR(1), proceeding to estimate the model by maximum likelihood and to statistically test for structural stability. We di¤er in several respects. First, our focus is on the exogenous disturbances of the model, not on measurement error (which we will even abstract from). A key distinction between disturbances and measurement errors is that the properties of the disturbance process affect the behavioral responses of the agents in the model, whereas the properties of the measurement error only a¤ect the job of the econometrician. For instance, if productivity disturbances are more persistent, agents in the model will engage in less intertemporal substitution in consumption and hours worked, altering the response of all endogenous variables. Instead, more persistent measurement errors only mechanically drive a di¤erence between the endogenous variables and the observations. Second, from an econometric perspective, while both Ireland's and our approaches exploit the state-space representation of the model, Ireland's focus is on dealing with the measurement equation, while ours is on the state equation. Third, we take a Bayesian approach, we allow for VARs of higher order than one, and we focus on implications for business cycles.
Del Negro and Schorfheide (2009) also emphasize the need for robustifying inferences from DSGEs. They merge the versatility of a VAR with the tight restrictions of a DSGE in an innovative method that uses the DSGE to provide priors for the VAR. They also contrast their approach with the alternative of allowing for ‡exible processes for the disturbances as we do. As they note, our approach …ts into their general framework for dealing with misspeci…cation in policy analysis. Their empirical analysis is constrained to independent AR(2) processes though, and part of their criticisms focus on researchers judiciously picking which correlations to model. We instead allow for a more ‡exible and more general correlation structure for the disturbances. Finally, they emphasize the di¢ cult issue of policy invariance, while we are more worried with the positive properties of the models.
A few papers have moved beyond the assumption of independent AR(1) disturbances, but typically in only special ways. Within closed-economy models, Chari, Kehoe, and McGrattan (2007) allow for a restricted VAR(1) where the productivity disturbance is special in that it Granger-causes all others, and Smets and Wouters (2007) allow two of their seven disturbances to follow an ARMA(1,1) and two others to be contemporaneously correlated. Schmitt-Grohe and Uribe (2009) …nd that a common shock to total factor productivity and investment-speci…c productivity explain an important share of the business cycle.
In the open-economy literature, it is more common to assume that disturbances are correlated across countries, starting with the work of Backus, Kehoe and Kydland (1992) .
More recently, Justiniano and Preston (forthcoming) estimate an open-economy DSGE model and …nd that correlated cross-country disturbances can partially account for the exchange rate disconnect puzzle. Rabanal, Rubio-Ramirez and Tuesta (2008) allow for cointegration among technological disturbances and …nd they can explain the volatility of real exchange rates.
As these papers on closed-economy and open-economy business cycles show, as models grow larger, with more disturbances and more emphasis on accounting for the data beyond just a few moments, there is a natural tendency to allow for correlated disturbances. We take a step further than this literature and allow for a richer and more general correlation between disturbances.
Finally, our paper …ts into a burgeoning literature extending the ability to estimate more general DSGE models. Justiniano and Primiceri (2008a) allow for time-varying volatility, Rubio-Ramirez and Villaverde (2007) consider non-normal innovations, and Binsbergen, Koijen, Rubio-Ramirez and Villaverde (2008) deal with recursive non-expected utility preferences. Our methods are complementary to these. Chib and Ramamurthy (2009) propose a multiple-block Metropolis-Hasting approach to DSGE estimation, with some resemblances with ours. A key di¤erence is that while our blocks are suggested by the structure of the model, in their work it is the statistical properties of the data that guides the blocking of parameters.
Three issues: simplicity, identi…cation and orthogonalization
One objection to allowing for correlated disturbances is that it is harder to give them a structural interpretation. While we are sympathetic with this objection, we are uncomfortable with its implications. Even though the estimates from independent AR(1)s for a vector of variables are simpler to interpret than those from a VAR, few (if any) researchers would argue in favor of the former instead of the latter. This apparent simplicity comes with great estimation biases and incorrect inferences. Moreover, as the two applications in this paper show, it is possible to interpret estimates with correlated disturbances. Once this is done, what becomes hard to understand is what was captured by estimates that assumed, for instance, that government spending was exogenous. Looking forward, we would expect that once researchers become used to models with correlated disturbances, this objection will become mute as it did just a few years after VARs became popular. In any case, the contribution of this paper is to argue that even when researchers prefer to assume independent disturbances, they should check whether their inferences are robust to allowing for correlated disturbances.
A second, more di¢ cult issue is identi…cation. As noted by Sargent (1978) in estimating dynamic labor demands, it will often be di¢ cult to empirically distinguish between endogenous sluggishness mechanisms, and exogenous persistent disturbances. More generally, the issue is similar to the old argument (Griliches, 1967) that it is di¢ cult to separately identify a linear regression with both a lagged dependent variable and an autocorrelated disturbance. Canova and Sala (2009) and Komunjer and Ng (2009) have addressed these concerns by providing a set of conditions for identi…cation of DSGE models, which include the case of correlated disturbances, and are easy to check. In all of the applications of this paper, we exhaustively checked that the information matrix of each model we estimated had full column rank, and looked at the rank of the Hessian of the posterior distribution at many randomly drawn points. There were no identi…cation problems in our applications.
Looking forward, we …nd compelling the argument that when there is an identi…cation problem, the disturbance parameter responsible for it is set to zero so that the endogenous mechanisms have primacy in explaining the data.
Finally, whenever disturbances are contemporaneously correlated, one must orthogonalize them to produce impulse responses and variance decompositions. In our empirical study of business cycles using the Smets and Wouters (2007) model, we consider the special case where disturbances are dynamically but not contemporaneously correlated, so that this issue does not arise. In the simple RBC model, di¤erent orthogonalizations give similar results so the issue is empirically negligible. Therefore, our applications are robust to di¤erent orthogonalizations.
More generally, we think it is a virtue rather than a vice to bring attention to the need for thinking hard about identi…cation and orthogonalization in estimating DSGE models. 2 These are central issues in all empirical work, and should not be assumed away as the assumption of independent disturbances implicitly does. In any case, the particular methods and results in this paper do not depend on which stand one takes on identi…cation and orthogonalization more generally.
2 Reis (2008) discusses other identi…cation issues in DSGE modelling.
Correlated disturbances in a canonical DSGE model
The best-known and simplest DSGE model is due to Prescott (1986), and we extend it to include government spending following Baxter and King (1992) and Christiano and Eichenbaum (1992) . This model has three merits for our purposes. First, it is su¢ ciently simple that the e¤ect of correlated disturbances can be grasped intuitively. Second, it has generated some puzzles that we can re-examine. And third, it only has a few parameters, which makes the estimation method transparent.
The model of ‡uctuations
A social planner chooses sequences of consumption and hours, fC t ; N t g 1 t=0 , to maximize
subject to
The notation is standard. 3 Utility increases with consumption and leisure and the bene…ts of government spending enter additively through the function V (:), so they have no e¤ect on the positive predictions of the model. Equation (2) states that output equals consumption plus investment plus government spending, and equation (3) is a neoclassical production function. We use this DSGE model to explain the business cycle in output and hours worked (Y t , N t ) in response to disturbances to productivity and government spending (A t ,
Some of the parameters are easily pinned down by steady-state relations. 4 Two of the 3 In particular: Ct is private consumption, Gt is government consumption, Nt is the fraction of hours in a quarter spent at work, Kt is capital, Yt is output, At is total factor productivity, is the discount factor, is the intertemporal elasticity of substitution, determines the relative utility from leisure and consumption, is the geometric depreciation rate, and is the labor share. 4 In particular, the discount factor, , is set at 0:995, to generate a steady-state risk-free annual real interest parameters are not, and they are crucial to the model's business-cycle predictions. First, the elasticity of intertemporal substitution, , determines the willingness of households to shift resources over time. It is a key determinant of how strongly savings and labor supply respond to persistent productivity changes, and thus of the model's ability to generate sizeable output ‡uctuations. Second, the parameter pins down the steady-state elasticity of labor supply with respect to wages. It is the key determinant of the size of the ‡uctuations in hours worked. We collect these economic parameters in the vector " = ( ; ).
Collecting the disturbances in the vector s t = (ln (A t ) ; ln G t = G ) (Â t ;Ĝ t ), they follow a vector autoregression of order k:
where (L) = 1 + :: + k L k 1 , the i are 2x2 matrices, and is a positive-de…nite symmetric 2x2 matrix. This is a quite general representation; beyond assuming linearity and covariance stationarity, it merely assumes that the order k is large enough to approximate well an arbitrary Wold process. It nests three cases:
1) Independent AR(1) disturbances. This is the typical assumption in the literature, which in our notation maps into k being one and 1 and both being diagonal. These assumptions are hard to accept in this context. Government spending is certainly not an independent process in the data, and via the payment of unemployment bene…ts or countercyclical …scal policy, G t typically responds to A t at least with a lag. In the other direction, perhaps private productivity responds with a lag to some forms of government spending like infrastructures or the enforcement of contracts.
2) Dynamically correlated disturbances. In this case, k 1 and the i are unrestricted, but is still diagonal. Because, in the model, G t and A t are exogenous, their correlations cannot be explained but must be assumed. It is then desirable to assume as little as possible on these measures of our ignorance and focus instead on the tight restrictions imposed by the model on the endogenous variables. Imposing the assumption that is diagonal has the rate of 2%, the production parameter, , is 0:33; to match the capital income share, the depreciation rate, , is 0:015 to roughly match econometric estimates and the average U.S. capital-ouput ratio, the average level of productivity, A, is normalized to 1, and the average government spending G equals its historical average of 20% of GDP.
virtue that we can still give a structural interpretation to the elements of e t as innovations to productivity and government spending.
3) Contemporaneously correlated disturbances. Now is not diagonal but it is left unrestricted. The elements of e t no longer have a structural interpretation, unless we add orthogonalization assumptions as in the VAR literature. However, the inferences on the economic parameters " are invariant to these restrictions.
We model disturbances in the RBC model as being both dynamically and contemporaneously correlated, so that we impose as little structure on the general speci…cation in equation (4) in the introduction, in our baseline we use a Choleski decomposition with the innovations to government spending ordered …rst. We discuss robustness to this orthogonalization later.
One argument for assuming independent AR(1) disturbances is that it reduces the number of parameters. Letting denote the vector of statistical parameters in (L) and that describe the dynamics of the disturbances, with independent AR(1)s, has four elements.
With unrestricted correlated disturbances, there are 3 + 4k statistical parameters. There is a curse of dimensionality as k increases, since the computational complexity of most estimation algorithms explodes even for modest values of k. However, as we show next, this is not a limitation of the theory, but rather of the particular algorithms being used.
Estimating the model
Log-linearizing the solution of the model around a non-stochastic steady state:
where x t = (Ŷ t ,L t ) are the observables, and a hat over a variable denotes its log-deviation.
The state vector of the problem includes the exogenous s t and the endogenous capital stock K t , and the i are conformable matrices of coe¢ cients that are functions of both " and .
These functions can be complicated, but are nowadays easily computed by many algorithms.
Substituting out the unobserved capital stock, the reduced-form of the DSGE is:
s t = (L)s t 1 + e t with e t N (0; );
together with initial conditions s 0 , x 0 , and a transversality condition.
It is nowadays popular to take a Bayesian perspective to estimate models like this one. 5
Starting with a prior distribution for the parameters, q("; ), we can use the reduced-form in equation (7)- (8) to compute the likelihood function L( x T "; ) for a sample of data
, and obtain the posterior distribution for the parameters via Bayes rule:
The marginal posterior density of the data p(x T ) is unknown, and there is no convenient analytical form for the posterior distribution, so it must be characterized numerically. This is usually done with Markov Chain Monte Carlo (MCMC) algorithms, that draw a new ("; ) pair from an approximate distribution conditional on the last draw, in a way that ensures convergence of the draws to the posterior distribution.
The typical algorithm used is a random-walk Metropolis. At step j, it draws a proposal ("; ) (j) from a normal density with mean ("; ) (j 1) and some pre-de…ned covariance matrix, accepting this draw with a probability that depends on the ratio p("; ) (j) =p("; ) (j 1) , keeping ("; ) (j 1) in case of rejection. This algorithm is robust in the sense that it usually explores well the posterior distribution with minimal input from the researcher. The other side to this robustness is that, because it uses almost no knowledge of the shape of the posterior, the algorithm can take many draws to converge. Experience with DSGE models has found that it takes millions of draws to converge if there are more than ten parameters to estimate. With correlated disturbances, this algorithm quickly hits the curse of dimensionality and becomes infeasible.
5 See Fernandez-Villaverde (2009) for a survey and a defense of the virtues of the Bayesian approach.
We propose an alternative algorithm that avoids the curse of dimensionality by exploiting the economic structure of the model. Because its central observation is to use knowledge that some conditional posterior distributions are exactly or approximately conjugate, we label it the conjugate-conditionals algorithm. It is based on three observations. First, by the principle of Gibbs sampling, we can break the sampling from the joint posterior at step j into drawing (j) from the conditional p( (j) x T ; " (j 1) ) followed by drawing
. This well-known alternative to the random-walk
Metropolis has here a natural application in separating statistical and economic parameters.
Second, note that while we are interested in the parameters, there is also uncertainty on the realization of the innovations e T and thus the disturbances s T . Focusing on the …rst Gibbs step, note that by the de…nition of a marginal distribution p( j x T ; ") = R p( ; s T x T ; ")ds T , so drawing from the conditional for the statistical parameters is equivalent to drawing from the joint distribution for and s T , retaining only the draws. This is often referred to in the statistics literature as data augmentation.
Third, note that drawing from p( ; s T x T ; ") can be split by Gibbs sampling again into drawing from p( s T x T ; "; ) and p( j x T ; "; s T ) in succession. But, conditional on the parameters, the reduced-form in equations (7)- (8) is a state-space system and the uncertainty on the disturbances s T …ts into a standard signal extraction problem. Therefore, the conditional distribution p( s T x T ; "; ) is normal with mean and variance given by variants of the Kalman smoother. Moreover, conditional on the disturbances s T , equation (8) is a standard vector autoregression. If the prior distribution is an inverse-Wishart, then the posterior distribution is also an inverse-Wishart. Moreover, if the variability in the innovations e t is much larger than the variability in the initial disturbances, then approximately all of the information about in the system (7)- (8) is contained only in the second equation, and a normal prior for leads to a normal posterior distribution. Both for the exact inverse-Wishart distribution and for the approximate normal distribution, we have easily computable analytical expressions for their moments.
Combining these three observations provides our algorithm. It draws from the expanded parameter vector "; ; s T in turn, exploiting the knowledge that the conditional distribution for s T is known, while we have a very good guess for the conditional distribution for . Only the conditional for " is unknown, but this involves just two parameters, regardless of the assumptions on the disturbances. Allowing for correlated disturbances may dramatically increase the number of parameters in , but because the conditional posterior distribution for the covariance matrix is known analytically, and because we have a good approximating distribution for the conditional posterior distribution for the correlation coe¢ cients, then the curse of dimensionality is broken. Estimating a DSGE with correlated disturbances is not signi…cantly harder than one with independent AR(1) disturbances, because it is not harder to draw from normals and inverse-Wishart distributions of higher dimension. Because it uses our knowledge of particular slices of the posterior distribution that we are trying to characterize, this algorithm should be more e¢ cient than the standard Metropolis algorithm. 6
Data, priors, and the e¢ ciency of the algorithm
We now turn to the data to demonstrate the use of our method and its potential. Because the model is so simple, and such a large literature in the last twenty years has identi…ed and partly remedied its weaknesses, we do not want to take the estimates too seriously. Our goal here is instead to show how some apparent puzzles when comparing likelihood-based estimates of this DSGE with other estimates can be resolved by allowing for correlated disturbances. Section 4 is more concerned with …tting the data. Here, we use U.S. data for non-farm business sector hours and output per capita that is quarterly, HP-…ltered, and goes from 1948:1 to 2008:2, although we use the data before 1960:1 only to calibrate the priors.
The priors are summarized in table 1. Following the convention in the literature, we set the prior modes for the economic parameters at = 2=3 and = 4:85 (to generate a steady-state value of 0.2 for N ) and they have a gamma distribution. For the statistical parameters, the modes of the four AR(1) parameters (the diagonal terms of 0 and 0 ) are set to match four moments in the the data before 1960: the variances and serial correlations of output and hours. For the remainder statistical parameters, we consider two cases. In the …rst case, we follow the literature and assume independent AR(1)s. The priors for all the correlated-disturbance terms are zero with zero variance. We include this case both because it provides the comparison point for the correlated-disturbances case, and because it provides an illustration of the relative e¢ ciency of our new algorithm. Our focus is on the correlated case, and we present results for an unrestricted VAR(1). The three non-diagonal elements in 0 and still have a prior mode of zero, but now have a non-zero variance set according to the extension of the Minnesota prior discussed in Kadiyala and Karlsson (1997) , tighter around zero the further away we move from the diagonal. 7 We estimated VARs of orders 1 to 6 with very similar results. While the marginal likelihood is higher for order 6, we focus on the VAR(1) case because the results are easier to interpret and the di¤erence in marginal likelihood is less than 3 log points.
Our …rst set of results address the e¢ ciency of the conjugate-conditionals algorithm versus the Metropolis random-walk. We simulated data of the same length as the sample using the priors for the independent AR(1), estimated the model on the simulated data using the two algorithms with four parallel chains, and then compared their relative e¢ ciency at converging to the posterior distribution.
We use four metrics to assess convergence. First, the R statistic of Gelman and Rubin (1992) , which compares the variance of each parameter estimate between and within chains, to estimate the factor by which these could be reduced by continuing to take draws. This statistic is always larger or equal than one, and a cut-o¤ of 1.001 is often used. We report the maximum of these statistics across all the parameters. Second, the number of e¤ective draws, ne¤ , in each chain for each parameter, which corrects for the serial correlation across draws following Geweke (1992) . The larger this is, the more e¢ cient the algorithm, and we again report the minimum of these statistics. Third, the number of e¤ective draws in total, mne¤ , which combines the previous two corrections applied to the mixed simulations from the four chains (Gelman et al, 1998: 298) , where again we report the minimum across parameters. Finally, the number of rejections at the 5% level of the z-test that the mean of the parameter draws in two separated parts of the chain is the same. This is the separated means test, SPM, of Geweke (1992) and fewer rejections implies being closer to convergence. Figure 1 shows the results. 8 In the horizontal axis are the number of draws, and in the vertical axes are the convergence metrics. The conjugate-conditionals algorithm clearly dominates the Metropolis random-walk. The number of e¤ective draws is almost always higher, and commonly used thresholds like 1.01 for R, or 300 for nef f , are reached earlier while the SPM tests have always fewer rejections for the same number of draws. Since in this case, disturbances are uncorrelated and the number of statistical parameters is small, these …gures provide a conservative estimate on the improvement to be had in switching to the conjugate-conditionals algorithm. When the disturbances are a VAR of high order, the bene…ts from the conjugate-conditional approach over a random-walk Metropolis are larger.
Estimates and inferences with correlated disturbances
Starting with the independent AR (1) 1) The IES disconnect. The mean intertemporal elasticity of substitution is 1:4, not just above the prior, but especially substantially higher than the usual value of 0:2 that comes from Euler-equation estimates (Hall, 1988 , Yogo, 2004 .
2) The output persistence puzzle. In response to an improvement in productivity, output increases both because of the higher productivity, and also because the representative household chooses to work longer today when the returns to working are higher. However, as Cogley and Nason (1995) noted, the persistence of the output response closely mirrors the persistence of the productivity disturbance, whereas most reduced-form estimates of 8 The proposal density for " in the conjugate-conditionals algorithm is a random-walk Metropolis. The covariance matrix for the Metropolis algorithm is the Hessian at the mode of the posterior (found by numerical maximization), multiplied by a scale factor to obtain approximately a 25% acceptance rate. This is updated after 20,000 draws to the covariance matrix of these draws, and the algorithm is then re-started. We report the draws in this second run, after discarding the initial 12,500 for burn-in, and average over 20 Monte Carlo simulations. these responses are more gradual.
3) The hours-productivity puzzle. Gali (1999) , Francis and Ramey (2005) , and Basu, Fernald and Kimball (2006) estimated that hours fall after improvements in productivity, while Uhlig (2004) and Dedola and Neri (2007) …nd a response of hours close to zero. In …gure 2 though, hours increase strongly after a productivity improvement.
4) The sources-of-business-cycles puzzle. According to the variance decompositions, government spending disturbances account for half of the variance of output and most of the variance of hours, against the …ndings in typical VAR studies (e.g., Shapiro and Watson, 1986) , which attribute a larger role to productivity. 9
One other feature of the estimates is worth discussing. An increase in public spending lowers resources inducing households to work harder, but because the shock is temporary they borrow from the future, de-accumulating capital. The …rst e¤ect is stronger on impact so output rises, but as capital falls, within a few periods, the second e¤ect becomes stronger and output turns negative. The empirical size of the …scal multiplier is still under debate, and the model predicts very di¤erent responses to transitory and permanent shocks (Baxter and King, 1993) so it is hard to compare these estimates to other evidence.
We now turn to the unrestricted VAR(1). The second panels of table 2 and …gure 2 summarize the posterior distributions, impulse responses and variance decompositions. The three non-diagonal terms of the and matrices do not include zero in their 90% credible sets, unlike the assumption in the independent case. This is re ‡ected in the log marginal predictive density of the model, which is 26 points higher with correlated disturbances than with independent AR(1)s, so the posterior odds ratio is an overwhelming e 26 in favor of the former. 10 The largest correlated-disturbance term is the lagged productivity term in the law of motion for government spending. According to these estimates, when productivity falls, there is a lagged increase in government spending, matching what we would expect from the automatic and discretionary stabilizers in U.S. …scal policy.
We can then re-examine the puzzles, now that we have allowed for this lagged response of government spending to productivity that the data strongly favors. First, the elasticity of intertemporal substitution is much lower, with a mean of 0.43 and a 5% bound of 0.29, bringing the DSGE estimates in line with the single-equation Euler equation estimates.
Second, the response of output to a productivity disturbance is now signi…cantly more delayed. An increase in productivity now leads to a subsequent fall in government spending.
While this initially makes the impact on output smaller, after a few periods, it boosts output up partially solving the output persistence puzzle. Third, an improvement in productivity lowers hours. While the improvement in productivity increases hours, the subsequent fall in government spending lowers them and the net impact is close to zero, matching the results from the literature that followed Gali (1999) . Fourth, productivity now accounts for a much larger fraction of the business cycle, and as much of the earlier predominance of government spending was due to its response to productivity. 11 In line with the VAR evidence, productivity now accounts for three quarters of the variance of output and 64% of the variance of hours. 12 Introducing correlated disturbances therefore solves four apparent puzzles with the real business cycle model. By imposing the strict and unjusti…ed assumption that disturbances are independent AR(1)s, researchers would face a discrepancy between the DSGE fullinformation estimate and those that come from independent VARs and limited-information estimates. Allowing for correlated disturbances showed that the robust inference is instead that the dynamics of the model are broadly consistent with these other facts. Moreover, the estimates showed that the direction for improving the model is to account for countercyclical …scal policy.
1 1 The 90% credible sets for the variance decompositions output are (58, 83) and (17, 42) and for hours (44, 75) and (25, 56), for At and Gt respectively. 1 2 These results identify the impulse reponses and variance decompositions with a Choleski decomposition ordering government spending …rst. We also tried ordering productivity …rst, as well as estimating a model with dynamic but not contemporaneous correlation between the disturbances. The solution of the four puzzles was robust to these alternatives. Likewise, the results are robust to the order of the VAR.
The general theory of the conjugate-conditionals method
Consider an economic model that relates the following vectors:
x t : observables, of dimension n x ; y t : endogenous economic variables, of dimension n y ; s t : exogenous disturbances, of dimension n s ; e t : exogenous mean-zero innovations to the disturbances, of dimension n s ;
" : economic parameters, of dimension n " , : statistical parameters, of dimension n , in a sample t = 1; :::; T with the convention that a variable dated t is determined at that date. The sample realization of a variable, say x t , from t = 1 to date j is denoted by
We use p(:) to denote a general posterior distribution, f (:) to denote a sampling distribution, and q(:) to denote a prior distribution. The inference problem is the following: given the observations x T , and a prior distribution q("; ), to characterize the posterior distribution p( "; j x T ) / f x T "; q("; ) numerically by simulating J draws.
Two assumptions characterizing the problem
Two assumptions de…ne our problem, and we will return to them at the end of this section to discuss whether they can be relaxed. The …rst assumption characterizes the economic models to which our methods apply, which include most DSGE models: Assumption 1. The economic model is:
s t = ( ) (L) s t 1 + e t ; with e t i.i.d. and V ar(e t ) = ( ):
; is a matrix lag polynomial of order k, and similarly for H 2 (")(L); H 3 (")(L) and 3 ("; )(L). All matrices are conformable and depend on the subset of parameters of ( "; ) that are indicated in brackets. Moreover:
a) The distributions p( "j x T ; ), p( j x T ; ") and p( s T x T ; "; ) are not degenerate.
b) The j ("; ) matrices depend on the parameters in ( ) but not on the parameters in ( ).
c) The statistical parameters = vec( ; ); and the matrices and are unrestricted.
Equation (10) links observables to endogenous variables and disturbances in a general
linear way, including allowing for constant deviations between the two through H 1 ("). 13 We abstract from measurement error in these observations to avoid confusion with the economic disturbances speci…ed in the model. Including measurement error does not change our conclusions signi…cantly, although it requires a clear distinction between them and the disturbances. Assumption 1a) only requires that there is a legitimate estimation problem, with several possible values for the parameters " and . It also adds an assumption that the observables are not enough to recover the disturbances; otherwise this problem would boil down to estimating the VAR in (12).
The second equation (11) nests most linear (or linearized) dynamic economic models that are described by a system of equations:
where the vector of endogenous disturbances w t has the property that E t 1 w t = 0 and can capture terms involving E t (y t+1 ). The i matrices typically have many zero elements and have more elements than n " , embodying the cross-equation restrictions that come from optimal behavior, technologies and other constraints and which are a¤ected by the economic parameters ". As Blanchard and Khan (1982) and Sims (2002) among many others have shown, equation (11) is the solution, or reduced-form, of these models. The matrices j ("; ) in this solution are typically complicated non-linear functions of all parameters.
Little can be said about these matrices in general, as their form will depend on the model, but there is one exception stated as assumption 1b): the principle of certainty equivalence, that the parameters in the reduced-form solution of the model do not depend on the covariances in .
The third equation states the assumption that disturbances are linear covariance-stationary processes that are well approximated by a vector autoregression of …nite order k. It implies that n = kn s + n s (n s + 1)=2, so the number of statistical parameters may be quite large.
Assumption 1c) adds the further assumption that the VAR is unrestricted.
The second assumption de…nes the distributions for the di¤erent propositions and variables:
Assumption 2. The prior and likelihood distributions are:
The …rst part of the assumption is standard in the literature: innovations are independent and identically normally distributed. The second part assumes that the initial unobserved states in the k lags of the VAR are also normal, so that the observations x T are normally distributed. The third and fourth part set the priors for the statistical parameters. These are standard in the VAR literature, although not as common in the DSGE literature. Finally, the …fth part puts only the weakest restriction on the prior for the economic parameters for our method to work.
Two results on which the method rests
The …rst result breaks the problem into several sub-problems using the powerful result on Gibbs-sampling:
Proposition 1 Starting at step j with (" (j 1) ; (j 1) ), then: a) drawing (j) from the conditional p( (j) x T ; " (j 1) ) and then drawing " (j) from the conditional p( " (j) x T ; (j) ) converges in distribution to a set of draws from p( "; j x T ).
b) drawing (j) and s T (j) from the joint distribution p( (j) ; s T (j) x T ; " (j 1) ), and storing only the (j) draws gives a set of draws from p( (j) x T ; " (j 1) ) c) drawing s T (j) from the conditional p( s T (j) x T ; " (j 1) ; (j 1) ) and then drawing (j) from the conditional p( (j) x T ; " (j 1) ; s T (j) ) converges in distribution to a set of draws from p( (j) ; s T (j) x T ; " (j 1) ).
The …rst and third parts of the result are standard application of Gibbs sampling. By assumptions 1a and 2, the distributions involved are all non-degenerate, so the standard proof of the convergence of the Gibbs sampler follows through (Tierney, 1994) . The second part is just a statement of the de…nition of a marginal distribution in relation to a joint distribution.
Focusing on result c) of the previous proposition, we can further show that there are two conjugate families of priors-posteriors within our problem:
Proposition 2 The following two distributions belong to known families, with analytical means and variances: a) the posterior distribution for the disturbances, conditional on the data and the parameters,
b) the posterior distribution for the variance of the innovations, conditional on the data, the other parameters, and the disturbances p( j x T ; "; ; s T ) = p( j s T ); and it is an inverse-
Wishart.
To prove the …rst result, note that the system in (10)-(12) is a standard state-space system (Durbin and Koopman, 2001) . Because the system is linear with normal innovations, the normality of the disturbances follows. The Kalman smoother provides the posterior means and variances recursively, although as shown by Carter and Kohn (1994) sampling from the joint distribution is considerably more e¢ cient. We use their approach as described in Chib's (2001) algorithm 14.
To prove the second result, note that only equation ((12) involves the covariance matrix . Moreover, no x T or " appear in that equation. It therefore follows that p( j x T ; "; s T ; ) = p( j s T ). But then, it is a standard result from linear regression that, since the prior is an inverse-Wishart, so is the posterior, and the formulae for the parameters of this distribution can be found in most textbooks (Geweke, 2005) .
The conjugate-conditionals method
Based on the results above, our proposal is to use the following hybrid, Metropolis-withinGibbs, or block-Metropolis algorithm:
Algorithm At draw j:
Step 1) draw s T (j) from p( s T (j) x T ; " (j 1) ; (j 1) ), the known distribution in proposition 2;
Step 2) draw (j) from p( j s T (j) ), the known distribution in proposition 2;
Step 3) draw (j) from a proposal distribution that approximates p( j x T ; " (j 1) ; s T (j) ; (j) ) and accept or reject this draw with some probability;
Step 4) draw " (j) from a proposal distribution that approximates p( "j x T ; (j) ) and accept or reject this draw with some probability.
The …rst two steps are easy even for a very large number of disturbances n s , number of lags, k, and number of observations T . Most software programs can take draws from the multivariate normal quickly and, while the Kalman …lter recursions can take some time, they were required anyway in order to calculate the likelihood function of the problem.
As for step 3, while we do not have the exact distribution, we have a very good guess.
The autocorrelation parameters enter both the reduced-form solution of the model in (11), as well as the VAR in (12). But, if the variance of the innovations e T is much smaller than the variance of the prior for the initial states and endogenous variables, then this …ltering problem has an approximate solution where only the information in the VAR is relevant. 14 That is, in this limit case, p( j x T ; "; s T ; ) p( j s T ; ). But then, we have another conjugate conditional, since it is a standard result from Bayesian VARs that, because the prior for the is normal (assumption 2c), then the posterior is also normal and the formulae for the mean and variance are the standard linear regression formulae.
We have found that a particular implementation of this approximate proposal works remarkably well. Following Geweke (1989) , we use an independence-Metropolis step sampling from a t-distribution instead of the normal in the previous paragraph, to allow for fatter tails. We choose the degrees of freedom to maximize the acceptance rate of the proposals, usually …nding a very high rate.
Finally, for step 4, our algorithm does not make any signi…cant improvement over the literature. We neither know p( "j x T ; ); nor is there any hope of having even an approximate result beyond very speci…c models, since the parameters " usually enter the system in a very non-linear way. In practice, we used a random-walk Metropolis for this step, drawing " (j) from a normal with mean " (j 1) and covariance matrix equal to the inverse-Hessian at the mode of the posterior, scaled to reach an acceptance rate around one quarter. We have tried several alternatives: independent Metropolis, rejection sampling, and modifying the random-walk Metropolis to have the new draws depend on (j) , but none clearly dominated the more conventional random-walk Metropolis.
Relaxing the two assumptions
Some features of assumption 1 are central to our method. First, the fact that the matrices i ("; ) with the model solution are non-linear functions of the parameters, with many cross-equation restrictions imposed by the theory, distinguishes the DSGE problem from an unrestricted state-space system. Second, assumption 1a) ensures that the inference problem is not trivial. Third, assumption 1b) is important for the conjugate distribution of in our proposition, but this principle of certainty equivalence applies to all linearized DSGE models. Fourth, the assumption that the economic parameters " do not a¤ect the law of motion for the disturbances in (12) is crucial for the ability to deal separately with the two types of parameters, but it is as much an assumption as it is just a de…nition of what and " are.
Assumption 1c) can be signi…cantly relaxed, as it is easy to accommodate many types of restrictions on the VAR matrices. One case is when disturbances follow independent AR(k)s, so j and matrices are all diagonal. Adapting the priors in assumption 2 to i = 1; :::; n s independent normals for [ j (i)] k j=1 , and i = 1; :::n s independent inversegammas squared for each of (i), our results follow. A second case is to have dynamic but not contemporaneous correlation, so the j are unrestricted but the must be diagonal.
In this case, using the normal priors for from assumption 2, and the independent inverse gamma priors for (i) just described, again our results follow. Finally, more generally, we may wish to impose that some of the elements of j and are either zero, or appear more than once in the matrices. In this case, equation (12) is a system of seemingly unrelated regressions (SUR). Collecting the disturbances into the vector s of size n s (T k), it is written as s = Z + "; with " N (0; I t k ), where Z contains the lagged states as well as blocks of zeros allowing for a rich set of restrictions on the VAR. The coe¢ cients include the elements of . As long as the prior for j is normal and the prior for 1 is the Wishart distribution as described in assumption 2, then our results on conjugate distributions still hold (Zellner, 1962) .
Turning to assumption 2, the normality of the errors and initial conditions is important to our method in order to obtain the conjugate conditional distribution for the disturbances in proposition 2. Assumption 2c) and 2d) can be somewhat relaxed. There are alternative conjugate priors to the normal-inverse-Wishart family. Kadiyala and Karlsson (1997) discuss combinations of di¤use, normal, Wishart and Minnesota prior distributions that deliver conjugate families for VARs. Sims and Zha (1998) propose an alternative, with a normal conjugate family for the distribution of conditional on , which puts fewer restrictions on the prior variance than the one in assumption 2 and has some computational advantages, although the posterior for the covariance matrix stops being conjugate.
Another important class of prior restrictions comes from the common desire to impose the constraint that the VAR in equation (12) is stationary. This a¤ects the distribution for in step 3, which is now truncated to the stationarity region. However, our experience is that still using as proposal the t-distribution based on the approximate-normal result, but truncating it to only accept stationary draws, has almost no e¤ect on the performance of the algorithm. This is perhaps not entirely surprising; the truncation does not a¤ect the relative density of di¤erent draws in the stationary region, so it has little e¤ect on the importance sampling algorithm.
4 New Keynesian cycles with correlated disturbances Smets and Wouters (2007) proposed a new Keynesian model of monetary policy and business cycles with a variety of frictions, including sticky prices and wages, habits in consumption, and investment adjustments costs. They found that this model …t the U.S. data on seven series well-output, consumption, investment, hours worked, real wages, in ‡ation and nominal interest rate-and, in a slightly di¤erent version, the Euro-area data as well (Smets and Wouters, 2003) . Central banks around the world have adopted variants of this model. 15 The appendix lays out the equations of the model. Our focus is on its seven exogenous disturbances: total factor productivity (A), investment-speci…c productivity (EI), risk premium (B), government spending (G), monetary policy (ER), price markups (EP ), and wage markups (EW ). Following the DSGE tradition, Smets and Wouters assume that they all follow independent AR(1)s, with only two exceptions. First, the model includes two …rst-order moving average terms for the price and wage markup disturbances to …t highfrequency movements in the data. Second, Smets and Wouters allow for contemporaneously correlated disturbances between government spending and total factor productivity.
We re-estimate the Smets and Wouters model, using the same data and priors, but with two di¤erent assumptions for the dynamics of the disturbances. In the …rst case, we assume that disturbances are independent AR(1)s, just like Smets and Wouters, with only one modi…cation: we set to zero the contemporaneous correlation between productivity and government spending. This way, all of the disturbances are independent. In the second case, we allow for correlated disturbances that follow a VAR(1). We impose the restriction on this VAR that disturbances are dynamically correlated, but not contemporaneously so.
That is, using the notation from section 3, the matrix of dynamic-correlation coe¢ cients is left unrestricted, but the variance matrix is required to be diagonal. We restrict ourselves to this case because, with seven disturbances, any orthogonalization would be controversial. 16 The full set of estimates and impulse responses is reported in the appendix. We focus here on four main lessons. The …rst one is that the responses of output, hours and in ‡ation to disturbances to productivity, …scal spending, and monetary policy, plotted in …gure 3, are qualitatively similar in the two cases. An improvement in productivity still lowers hours and in ‡ation, more government spending still boosts output only in the …rst quarter, and higher interest rates cause a recession and a hump-shaped decline in in ‡ation. The models also do equally well at explaining the data: the log marginal predictive densities of the models with independent and dynamically-correlated disturbances are within 5 log points of each other. Part of this similarity is explained by the many sources of endogenous dynamics in the model that reduce the impact of correlated disturbances. Another part is due to the imprecision with which many of these moments are estimated.
A second lesson, still looking at the impulse responses in …gure 3, is that there are some signi…cant quantitative di¤erences. With correlated disturbances, an increase in government spending lowers output by more after the …rst quarter, partly because if has a more modest and temporary impact on hours. Also, the response of in ‡ation to monetary policy is more than twice as large with dynamically-correlated rather than independent disturbances.
The third lesson comes from Table 3 , which shows the median variance decompositions for output, hours, real wages and in ‡ation in the short run (1 quarter ahead), the long run (unconditionally), and at business cycle frequencies (2 years and 8 years ahead). 17 With independent disturbances, the ‡uctuations in output and hours are accounted mostly by government spending, risk premium and investment-speci…c productivity at the shorter horizon. At longer horizons though, as Smets and Wouters (2007) emphasized, it is the wage-markup disturbance that dominates.
With correlated disturbances, the short-run conclusions are similar, but at the businesscycle and long-run frequencies the conclusions are di¤erent. Focusing on the variance of output, wage markups go from accounting for 51% and 55% at the 8-year and in…nite horizon with independent disturbances, to only 28% and 13% with correlated disturbances. The two productivity disturbances and government spending now explain 82% of the variance of output in the long run, and as much as one third at the 2-year horizon. Looking instead at the variance of in ‡ation, again the role of wage markup declines signi…cantly when we allow for correlated disturbances, and the di¤erence form the independent-disturbances case increases with the horizon. Across all series, there is an increase in the role of productivity and government spending in accounting for the business cycle.
The fourth and …nal lesson comes from looking at which of the nuisance parameters in 1 7 The 90% credible sets are in the appendix.
the (dynamic-)correlation structure are signi…cantly di¤erent from zero. The full posterior distribution is in the appendix, and we summarize here only the ones that are signi…cantly di¤erent from zero. First, the correlation between total factor productivity and government spending is large, and goes in both directions ( AG and GA ). In part, this justi…es the Smets and Wouters (2007) modelling assumption of allowing for contemporaneous correlation between these two variables. It also shows that while the new Keynesian model is more involved than the simple RBC model from section 2, it is still missing an important role for …scal policy rules. Second, all of the other signi…cant correlations ( BA , BEI , BER , ERB , EIA , EIB , EIG , REI ) involve either the risk-premium disturbance or investment-speci…c productivity. This suggests that an important direction for future research building on this model should focus on endogenizing these disturbances. Models with …nancial imperfections seem particularly promising. 18 To conclude, allowing for correlated disturbances con…rmed some of the lessons from previous estimates of the Smets-Wouters model. There are three changes though, that again highlight the need to allow for correlated disturbances to robustify inference and to point the direction of future research. First, the size of the response of the economy to government spending and monetary policy disturbances depends on how disturbances are modelled, recommending caution in using this model to too …nely tune the economy.
Second, we found that the much debated …nding that markup disturbances are important is not robust. The role of wage markups is much reduced for all variables and becomes insigni…cant for output and wages beyond a few quarters. 19 As with the simple model, the results showed that it is important to account for endogenous …scal policy responses to the business cycle. Moreover, the main missing element in the endogenous dynamics of the model is in modelling risk and investment.
Conclusion
DSGE modelling has made great strides in the last decade, in particular in the area of estimation and statistical inference. Because this work is in its infancy, there are still some clear holes in our knowledge that must be …lled. This paper identi…ed one of these holes: the strong and incredible restrictions that models typically place on the exogenous disturbances. Using well-known points in simultaneous-equation econometrics, we argued that these restrictions could severely hamper the model's ability to …t the data and severely bias inferences on key parameters and model predictions. We proposed the alternative of allowing for correlated disturbances, in the tradition of Zellner (1962) .
The main obstacle to allowing for correlated disturbances is that it introduces a large number of nuisance parameters. We proposed a new method for estimating DSGE models, based on using conjugate families for some conditional posterior distributions. The algorithm is also valid and useful with uncorrelated disturbances, and with correlated disturbances it makes previously infeasible estimation now possible.
We applied the method to a simple real business cycle mode, and found that many apparent empirical puzzles in this model were easily accounted for by its omission of the strong correlation between government spending and productivity disturbances. This suggests that endogenous countercyclical …scal policy is the main missing element to make this model roughly consistent with the data.
We then studied the impact of correlated disturbances in a more involved monetary business cycle model. We found that disturbances to markups are much less important once one accounts for correlated disturbances. Rather, it is productivity and …scal policy that drives the signi…cant part of the business cycle previously ascribed to markups, and again endogenizing it is the priority for future research. Moreover, our method pointed to endogenously modelling risk premia and investment-speci…c productivity disturbances as the most promising avenue to bringing this model closer to the data.
(1
and k y is the steady-state capital-output ratio and R k is the steady-state rental rate of capital,
The structural parameters are: = 100 ( 1) is the steady-state growth rate, l is the steady-state hours worked, is the steady-state in ‡ation rate, is the discount factor, is one plus the share of …xed costs in production, c is the elasticity of intertemporal substitution keeping labor …xed, is the degree of habit formation, w is the degree of wage stickiness, l is the wage elasticity of labor supply, p is the degree of price stickiness, w is the degree of wage indexation, p is the degree of price indexation, is a positive function of the steady-state elasticity of the capital utilization adjustment cost function that is ', SW is the gross steady-state labor markup, SW , r , r y and r y are the monetary policy-rule parameters, and is the capital share.
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