The Two-Stage Algorithm (TSA) has been extensively used and adapted for the identication of Hammerstein systems. It essentially deals with the parameter estimation problem for a linear regression parameterized in a bilinear form. This paper is motivated by a somewhat contradictory fact: though the optimality of the TSA has been established only in the case of some special weighting matrices, this algorithm usually uses the unweighted case, i.e., no weighting matrix or an identity one is used. We nd out that the unweighted TSA indeed gives the optimal solution of the weighted nonlinear least-squares optimization problem for a particular weighting matrix. This provides a theoretical justication of the unweighted TSA, and leads to a generalization of the obtained result to the case of colored noise with noise whitening. Abstract: The Two-Stage Algorithm (TSA) has been extensively used and adapted for the identification of Hammerstein systems. It essentially deals with the parameter estimation problem for a linear regression parameterized in a bilinear form. This paper is motivated by a somewhat contradictory fact: though the optimality of the TSA has been established in [2] only in the case of some special weighting matrices, this algorithm usually uses the unweighted case, i.e., no weighting matrix or an identity one is used. We find out that the unweighted TSA indeed gives the optimal solution of the weighted nonlinear least-squares optimization problem for a particular weighting matrix. This provides a theoretical justification of the unweighted TSA, and leads to a generalization of the obtained result to the case of colored noise with noise whitening. Numerical examples of identification of Hammerstein systems are presented to validate the theoretical analysis.
INTRODUCTION
Within the class of block-oriented nonlinear systems, a Hammerstein system is composed of a static nonlinearity block followed by a linear dynamic block. In the quite vast literature on Hammerstein systems, most known identification methods are covered by the ten methods summarized in Section 3.9 of [11] . Another quite complete survey given in Chapter 1 of [12] classifies most existing methods into four groups. The present paper focuses on the so-called Two-Stage Algorithm (TSA), also known as the over-parameterized method. It has been extensively used and adapted in the identification of blockoriented nonlinear systems, e.g., for Hammerstein-Wiener systems [2] [14] [15] [1] , and for Hammerstein/Wiener systems [5] [13] [9] [10].
The TSA is essentially based on a particular formulation of the Hammerstein system in the form of a linear regression parameterized in a bilinear form, also referred to as bilinear equation (see, e.g., [6] [3] ). More specifically, let Ψ (t) ∈ R n×m be a matrix filled with l = nm regressors, the linear regression y (t) = b T Ψ (t) a + v (t) (1) bilinearly parameterized by a ∈ R m and b ∈ R n can be used to formulate a Hammerstein system with y (t) ∈ R and v (t) ∈ R corresponding respectively to the output This research was partially supported by the National Natural Science Foundation of China under grants No.60704031 and No.10832006.). Paper titles should be written in uppercase and lowercase letters, not all uppercase. 1 Corresponding author: Telephone: +33(2)9984-7463; Fax: +33(2)9984-7171; Email: zhang@irisa.fr and to the additive noise of the system (more details will be given in the next section). The estimation of the bilinear parameters a and b is usually formulated as a nonlinear Least Squares (LS) problem. The TSA uses a relaxation approach to solve this problem, by first overparameterizing the bilinearly parameterized model (1) with linear parameters before reducing the estimated linear parameters back to the bilinear parameters a and b.
The parameter estimation problem for bilinear equations in the form of (1) is receiving an increasing attention. Cohen & Tomasi [6] made some preliminary remarks on the problem of solving systems of bilinear equations. Bai [2] studied the TSA regarding its optimality in the sense of a weighted LS criterion. Goethals et al. [8] applied the equivalence of the TSA in [2] to an LS support vector machine context for identification of Hammerstein systems. Bai & Liu [3] compared the normalized iterative method, the TSA, and the application of some numerical search method for nonlinear LS solution. Abrahamsson, Kay & Stoica [1] proposed a new method to estimate the parameters of a general bilinear equation based on a better approximation of a weighting matrix occuring in the LS problem, with applications to submarine detection and Hammerstein-Wiener model identification. Despite these works, the study of the problem is far from mature, just like stated in [1] : "Bilinear systems of equations and models, however, are still not very well understood even though they are fairly common and despite the fact that they could be considered the next logical step after linear models." As a matter of fact, the TSA has not been very well understood, for some important questions have not been answered and need further investigations.
In this paper, we will study a somewhat contradictory fact: though the optimality of the TSA has been established in [2] only in the case of some special weighting matrices, this algorithm, adopted in some other works, usually uses the unweighted LS solution in its first stage. That is, the identity matrix, which usually does not belong to the above special weighting matrices, is used. The contribution of this paper is to remove this "contradiction" by justifying the use of unweighted LS solution in this case, and to generalize the obtained result to the case of colored noise with noise whitening.
The rest of the paper is organized as follows. Section 2 describes the bilinear equation for Hammerstein systems. Some optimality results of the TSA are obtained in Section 3. Numerical examples of identification of Hammerstein systems are presented in Section 4 to validate the theoretical analysis. Section 5 concludes the paper.
BILINEAR EQUATION FORMULATION OF HAMMERSTEIN SYSTEMS
It will be shown in this section that, when appropriately parameterized, Hammerstein system identification can be formulated in the form of (1), which is a linear regression with bilinear parameters. In order to focus on the main issues of this paper, let us consider a single-input and single-output discrete-time Hammerstein system with a finite impulse response (FIR) linear part, as illustrated in Fig. 1 where x(t) and y(t) are respectively the input and the noise-corrupted output of the Hammerstein system. The case of infinite impulse response linear part can be addressed similarly using the separable LS technique; the details are omitted due to space limitation.
Fig. 1. A discrete-time Hammerstein model
More precisely, the FIR linear part G(q) in Fig. 1 is  parameterized by b 1 , . . . , b n such that
The additive noise v(t) is assumed to be white for the time being, whereas the case of colored noise is discussed later in Section 3.3 and Example 2. The static nonlinearity f (·) is assumed to be a linear combination of known basis functions φ i (·),
Here the orders n and m are assumed to be known a prior. Substituting u(t) in (3) into (2) yields a linear regression model parameterized in a bilinear form,
In order to more clearly show that (4) is in the bilinear form (1), rewrite (4) as 
Hence the overlined notation M indicates a vectorization of the matrix M . With this notation, (5) can also be written as
For an input-output data set {x (t) , y (t)} N t=1 , define
then (6) leads to
Now let us introduce a standard assumption to remove the scale ambiguity between a and b and to make the parameterization unique. 
With the above formulation, the identification of the Hammerstein system amounts to the estimation of the bilinear parameters a and b from the data set {x (t) , y (t)} N t=1 .
THE TSA AND OPTIMALITY RESULTS
In this section we analyze some optimality properties of the TSA after a recall of the algorithm.
Weighted nonlinear LS criteria and the TSA
For the estimation of the bilinear parameters a and b in (8), a traditional approach is to consider the weighting nonlinear LS criterion
where W ∈ R N ×N is some chosen symmetric weighting matrix. To ensure the uniqueness of its solution, this LS problem should be solved under the constraints stated in Assumption 1. Since the TSA described later in this section provides a solution naturally satisfying these constraints, we will not always explicitly mention these constraints when the nonlinear LS problem (10) is referred to. The following Assumption 2 is also for ensuring the uniqueness of this nonlinear LS solution. Remark that this assumption implies that Φ has full column rank, a condition related to the excitation property of the system input.
Assumption 2. The matrices Φ ∈ R N ×l and W ∈ R N ×N are such that Φ T W Φ has full rank.
Let us slightly reformulate the nonlinear LS problem (10) in order to make the connection with the TSA. By introducing the notation Θ := ba T , the LS problem (10) is equivalent to the following one with a rank constraint,
Some constraints equivalent to those of Assumption 1 should also be added for a unique solution of this LS problem.
Remark that now in (11) the single parameter vector θ := Θ shows up quadratically in the weighted LS problem; however, the associated matrix Θ ∈ R n×m has a rank constraint, which is usually difficult to be taken into account in optimization problems. In this paper we are interested in a solution known as the TSA. The following description of the TSA closely follows that in [2] .
The TSA:
(1) Choose a weighting matrix W ∈ R N ×N and use it to estimate the parameter vector θ = Θ through the solution of the unconstrained weighted linear LS problem (11a), namely,
(2) Build the matrixΘ(W ) ∈ R n×m from the vector θ(W ) ∈ R l such that Θ(W ) =θ(W ). Let σ 1 be the largest singular value of this matrix, and u 1 and v 1 be its left and right singular vectors associated with σ 1 , then the bilinear parameters a and b are estimated bŷ
where s 1 = ±1 is the sign of the first non-zero entry of u 1 .
Notes on Notations.
• The solution of the nonlinear LS problem (10) under Assumptions 1 and 2 will be noted asâ(W ) andb(W ).
• The solution Θ of the unconstrained weighted linear LS problem (11a), vectorized as θ = Θ, will be noted asθ(W ).
• The result of the TSA will be noted asâ(W ) and
In these notations the weighting matrix W is explicitly indicated, as its different choices will take an important role in this paper.
The TSA is based on a relaxation approach. It first solves the unconstrained LS problem (11a) by omitting the rank constraint (11b) and then subsequently projects the solution onto the class of bilinear equations via the singular-value decomposition (SVD). By omitting the rank constraint (11b), the solution set in (12) becomes broader than that of the optimization problem (11) . For instance, as noticed by Goethals et al. [8] , if θ i,j := b i a j is the solution of (11a), so is θ i,j := b i a j + β i α j for any set of variables α j , j = 1, · · · , m such that m j=1 α j φ j (x(t)) = constant, ∀t ∈ R, and any set of variables
with θ i,j := b i a j satisfies the rank constraint (11b), while the corresponding matrix consisting of θ i,j does not. Though in principle the TSA can provide the estimates of a and b for any weighting matrix W , it is not obvious if these estimates are the solution of the original LS problem (10) or if they minimize another error criterion. Hence, the significance of the solution given by the TSA is the main question this paper attempts to answer.
This question has already been partly answered by Theorem 2.2 of [2] which is restated as follows.
Theorem 1.
If the weighting matrix W , used both in the nonlinear LS problem (10) and in the TSA, satisfies
where α is any positive scalar and I l is the l × l identity matrix, then the TSA produces the optimal solution of the nonlinear LS problem (10), or more precisely (using notations introduced at the end of Section 3.1),
The Unweighted TSA
Theorem 1 answers the optimality question about the TSA only in the case of a special class of weighting matrices W satisfying (15) . For such special weighting matrices, the TSA is thus perfectly justified. However, in other works the TSA is typically applied with the unweighted LS solution in its first stage, corresponding to the use of the identity matrix for the weighting matrix. It is clear that usually the identity weighting matrix does not satisfy condition (15) . There thus appears to be a contradiction between the established optimality of the algorithm and the usual practice. The purpose of this subsection is to remove this "contradiction" by justifying the use of the unweighted LS solution in the TSA.
For the ease of presentation, the TSA using the unweighted LS solution in its first stage will be referred to as the Unweighted TSA in the sequel. Hence, the first stage of the algorithm in this case consists in computing the unweighted LS solution
while the second stage is the same as (13) and (14).
The use of the unweighted LS solution is well in line with the assumed additive white noise of the considered system. As a matter of fact, the use of any non diagonal weighting matrix would color the noise, which is usually not a desired effect. Though each stage of the Unweighted TSA is optimal for its own purpose, it is not obvious if the overall algorithm results in a solution which is optimal in any sense. The following result provides an answer to this question.
Theorem 2. The Unweighted TSA produces the optimal solution of the nonlinear LS problem (10), if the weighting matrix W of this latter is chosen to bě
where α is any positive scalar and (ΦΦ T ) + is the MoorePenrose pseudo-inverse of the matrix (ΦΦ T ). In other words, for such a specialW ,
where the hatted notations have been defined in Notes on Notations at Section 3.1. 2
The proof of this theorem will need the following classical result which can be found in textbooks on matrices, for instance in [4] . Lemma 1. For any two matrices A ∈ R m×l and B ∈ R l×n , both of rank l, the equality
holds, where (AB) + is the Moore-Penrose pseudo-inverse of the matrix (AB).
Proof of Theorem 2. Assumption 2 implies that Φ has full column rank. The application of Lemma 1 with A = Φ and B = Φ T then leads to
According the Theorem 1, when such a weighting matrix W is used in the TSA, it produces the optimal solution of the nonlinear LS problem (10) defined with the same weighting matrixW , or more formally,â
Now let us examine the first stage of the TSA. When it uses the weighting matrixW = α(ΦΦ T ) + , the unconstrained LS solution is, following (12) and then (20),
Again apply Lemma 1 with A = Φ and B = Φ T , then
The last result is nothing but the unweighted LS solution θ(I N ) as defined in equation (16) . It then follows that θ(W ) =θ(I N ). This result indicates that the first stage of the TSA produces the same result with the weighting matrixW or I N . As the second stage does not involve the weighting matrix, the TSA produces the same result with these two weighting matrices, or more formally,
This result and (21) then lead tô
which complete the proof. 2
The above result shows that using the unweighted LS solution in the TSA does solves the nonlinear LS problem (10), provided this nonlinear LS problem is formulated with a particular weighting matrixW which is different from the identity matrix. It is thus necessary to distinguish the weighting matrix used in the formulation of the nonlinear LS problem (10) from the one used in the first stage of the TSA. This remark will be particularly important for the colored noise case considered in the next section.
Dealing with colored noises
If the additive noise v(t) in (2) is colored instead of being white, the Unweighted TSA still yields unbiased and consistent estimates, because the regressor φ(t) in (6) is uncorrelated with v (t) for an FIR transfer funtion G (q). However, the estimates are less efficient. In other words, there is a choice of the weighting matrix W for the TSA leading to lower estimation uncertainties.
In order to better deal with colored noises, as remarked previously, it is important to distinguish two weighting matrices, one is used in the first stage of the TSA, the other in the weighted nonlinear LS problem (10) . As a matter of fact, the TSA using an arbitrary weighting matrix in its first stage (12) solves the weighted nonlinear LS problem (10) which is formulated with another weighting matrix, as stated in the following theorem. Proof of Theorem 3. The proof of this result is very similar to that of Theorem 2, the only notable difference is that now Lemma 1 is applied with A = W For colored noises, the optimal choice of W in the TSA is still unknown to our knowledge. However, the first stage of the TSA ignores the rank constraint (11b) and considers the weighted LS problem (11a) only, which suggests that W could be chosen as the inverse of the noise covariance matrix, according to the principle of the best linear unbiased estimate (BLUE) (see e.g., [16] ). That is, we choose W to be the inverse of the noise covariance matrix R of v in (8) which writes, for the finite data sample
where V is defined in (7) .
If the TSA takes W = R −1 , Theorem 3 says that the resulting estimates are the solution of the weighted nonlinear LS problem (10) where W is replaced bỹ
In practice, the noise v (t) and the noise covariance matrix R are normally unknown and have to be estimated. An efficient method for estimating such an inverse noise covariance matrix was recently given by David & Bastin [7] , where v(t) is treated as an auto-regressive (AR) process, and the inversion of the large noise covariance matrix R is avoided by using the AR model of the noise. When this approach is adopted in the first stage of the TSA, an unweighted LS estimationθ(I N ) is first estimated, which is used to estimate the noise v(t). Next, the estimated noise sequence is modeled as an AR process in order to compute the first estimate of the noise covariance inverse R 2 , and so on. See [7] for more details. The effectiveness of the TSA using this method for noise covariance estimation will be demonstrated in Example 2.
EXAMPLES
This section presents two numerical examples to verify the theoretical analysis in Section 3.
Example 1. For the Hammerstein model in Fig. 1 ,
The noise v (t) is a zero-mean white Gaussian noise with variance σ Table 1 . In each simulation, 100 data points of x (t) and y (t) are collected, i.e., N = 100. In Table 1 , the two groups of estimates from the TSA using W = I and from that using W =W as in (17) are exactly the same, which is consistent with Theorem 2. The estimates are also unbiased and consistent, as proved by Theorem 2.1 in [2] . Since "lsqnonlin" takes the luxury of using the true parameters a and b as the initial estimates, the global optima are expected to reach. The resulted estimates are close to the counterparts from the TSA using W =W as in (17); in fact, the corresponding loss functions L (b, a, W ) in the last two columns are exactly the same, which validates the conclusion in Theorem 1. On the other hand, L (b, a, W ) for W = I is much larger than the rest two, which says that the Unweighted TSA does not find the solution of the unweighted nonlinear LS optimization problem, namely, (10) with W = I. Instead, it provides the solution of the weighted nonlinear LS optimization problem (10) with W =W as in (17), as indicated by the fact that the two groups of estimates from the TSA using W = I and from that using W =W as in (17) are exactly the same. This is consistent with Theorem 2.
Example 2. All the configurations are the same as Example 1 except that the noise v (t) is generated as
, where e (t) is a zero-mean white Gaussian noise with variance σ 2 e . That is, v (t) is colored instead of being white. Table 2 listed the estimates of a and b obtained by the TSA using estimated inverse covariance matrix, as proposed in Section 3.3. In particular, the order of the noise AR model of v(t) is selected according to the FPE criterion based on F statistical test with 95% confidence level (e.g., see Eq.(4.30) in [16] ); in the 100 Monte Carlo simulations, the order 1 is correctly selected for 94 times, and the order 2 is selected for the rest. Some improvements are observed in the first 3 or 4 iterations between the estimation of R −1
and that of a and b. As a comparison, another group of estimates of a and b is obtained by the Unweighted TSA. In Table 2 , the two groups of estimates appear both unbiased and consistent, but the estimates of a and b associated with W =R −1 have much smaller uncertainties, in terms of standard deviations, than those obtained by the Unweighted TSA. This observation is in favor of choosing W equal the inverse of the noise covariance matrix. 
CONCLUSION
This paper revisited the Two-Stage Algorithm (TSA) proposed by Bai [2] for identification of Hammerstein systems, and obtained some optimality results of the TSA. The motivation arises from a somewhat contradictory fact: though the optimality of the TSA has been established in [2] (restated here in Theorem 1) for a special group of weighting matrices satisfying an equality in (17), the TSA, adopted in some other works, usually uses the unweighted LS solution in its first stage. That is, the identity matrix, which usually does not belong to the above special weighting matrices, is used. Theorem 2 found out that the Unweighted TSA indeed gives the solution of (10) or its equivalence (11) for a particular weighting matrixW in (17). This provides a theoretical justification of using the Unweighted TSA, and leads to Theorem 3 where a generalization is made to the case of colored noise with noise whitening. Finally, these theoretical results were validated via two simulation examples of identification of Hammerstein systems.
