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Abstract
Gaussian filters have applications in a variety of areas in computer science from com-
puter vision to speech recognition. The collapsing sum is a matrix operator that was
recently introduced to study Gaussian filters combinatorially. In this paper, we determine
the kernel of the collapsing sum and use it to derive a surprising isomorphism between
additive groups of matrices. We also examine the recoverability of preimages as a ma-
trix completion problem. Using bipartite graphs, we give an exact condition for when a
partially-filled matrix can be extended to a preimage of a given matrix.
1 Introduction
Gaussian filters play a central role in image and signal processing, with applications in human
and computer vision, edge detection, and speech processing [5, 7]. The collapsing sum is a
matrix operator introduced in [3] to study Gaussian filters combinatorially.
Let A be an m× n matrix. We denote the entries of a matrix by the corresponding lower-
case letter, so the (i, j)th entry of A is ai,j . The collapsing sum of A is the (m− 1)× (n− 1)
matrix σ(A) with entries
σ(A)i,j = ai,j + ai+1,j + ai,j+1 + ai+1,j+1.
When scaled by a factor of 1/4, the collapsing sum returns an average of nearby entries.
Applying the operator multiple times averages a matrix over larger regions in the same manner
as a Gaussian filter. To avoid carrying around powers of −1 in the calculations, we will work
with the balanced collapsing sum σ−, whose entries are given by
σ−(A)i,j = ai,j − ai+1,j − ai,j+1 + ai+1,j+1.
We state the analogous results for the collapsing sum, which follow from straightforward mod-
ifications to our proofs.
We allow our matrices to take entries in any additive abelian group G and denote by Gm×n
the additive group of m× n matrices with entries in G. Although multiplication is not defined
for elements of G, we formally define 1 · g = g for all g ∈ G and set en as the n × 1 vector
in which every entry is 1. In Section 2, we obtain the following isomorphism by studying the
kernel of σ−.
Theorem 1.1. Let Km,n = {ue
T
n + emv
T : u ∈ Gm×1 and v ∈ Gn×1}. If m,n ≥ 2, then
G(m−1)×(n−1) ∼= Gm×n/Km,n.
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If we set fn as the n× 1 vector whose ith coordinate is (−1)
i, then the analogous statement
derived from the collapsing sum is
G(m−1)×(n−1) ∼= Gm×n/{ufTn + f
T
mv : u ∈ G
m×1 and v ∈ Gn×1}.
The set Km×n is the kernel of σ− regarded as a map from G
m×n to G(m−1)×(n−1). If G
is an ordered group (say, Z or R), then Km×n can be described in a different manner. A
matrix A ∈ Gm×n is a Monge matrix if ai,k + aj,l ≤ ai,l + aj,k for every 1 ≤ i < j ≤ m and
1 ≤ k < l ≤ n. The matrix is an anti-Monge matrix if the inequality is reversed. It turns out
that A is a Monge matrix if and only if ai,k + ai+1,k+1 ≤ ai+1,k + ai,k+1 for every 1 ≤ i < m
and 1 ≤ k < n. In other words, A is a Monge matrix if and only if σ−(A) ≤ 0 and an anti-
Monge matrix if and only if σ−(A) ≥ 0 (where the inequalities are entrywise). Thus, the kernel
of σ− consists of exactly those matrices that are simultaneously Monge and anti-Monge (such
matrices are sometimes referred to as sum matrices). Monge and anti-Monge matrices are of
particular interest in combinatorial optimization; see [1] for a survey.
The remainder of the paper answers a question about preimages of σ−. Since σ− is not
injective, it is impossible to determine A solely from σ−(A). However, A may be uniquely
determined after specifying the values of some subset of its entries. For example, if we know
both the entries in the first row and column of A as well as the matrix σ−(A), we may deduce
the remaining entries. The ability to do so is dependent on the exact set of given entries of
A—specifying the first four rows in a 5× 5 matrix, for example, will not determine the matrix.
More formally, let ∗ be a symbol not in G. A partial matrix is a matrix with entries in
G ∪ {∗}, and the set of m× n partial matrices is denoted by Gm×n
∗
. A completion of a partial
matrix A ∈ Gm×n
∗
is a matrix C ∈ Gm×n so that ci,j = ai,j whenever ai,j 6= ∗. An m × n
partial matrix A is consistent with an (m− 1)× (n− 1) matrix B if A has a completion whose
balanced collapsing sum is B. If A and B are two partial matrices with the same dimensions,
we let (A + B)i,j = ai,j + bi,j if ai,j 6= ∗ and bi,j 6= ∗, and (A + B)i,j = ∗ otherwise. We can
formally state the problem as follows.
Question 1.2. Given a partial matrix A ∈ Gm×n
∗
and a matrix B ∈ G(m−1)×(n−1), under
what conditions is A consistent with B? If A is consistent with B, when does it have a unique
completion C so that σ−(C) = B?
Similar questions on matrix completion have been asked in different contexts. Each problem
seeks conditions on a partial matrix that guarantee a completion with a specific property. Some
look for completions with a prescribed spectrum or characteristic polynomial [2], while others
look for completions that are positive (semi)definite or a have a specified rank [6]. In discrete
tomography, applications include recovering binary matrices from a collection of aggregate
measurements or projections. In particular, Theorem 7 of [4] follows from our characterization
of the kernel of σ− when G = Z.
To address Question 1.2, we introduce some terminology. Let A ∈ Gm×n
∗
be a partial
matrix. We define a bipartite graph HA on the bipartitions {xi : i ∈ [m]} and {yi : i ∈ [n]}
with the edge (xi, yj) if ai,j 6= ∗. (See Figure 1.) A sequence (i1, j1, i2, j2, . . . , jk, i1) is a
cycle in A if (xi1 , yj1 , . . . , yjk , xi1 ) is a cycle in HA; it is minimal if it does not strictly contain
another cycle and is chord-free. A cycle (i1, j1, i2, j2, . . . , jk, ik+1 = i1) in A is balanced if∑k
r=1(air ,jr − air+1,jr ) = 0, and A is cycle-balanced if every cycle in A is balanced.
1 We denote
the number of connected components of H by c(H). Our second theorem answers Question 1.2
and counts the exact number of completions of A that collapse to B.
1Lemma 3.1 states that we need only check the minimal cycles to verify that A is cycle-balanced.
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3 0 ∗ ∗8 ∗ 2 0
∗ 1 ∗ 7
 x3x2x1
y4y3y2y1
Figure 1: A partial matrix in Z3×4
∗
and its corresponding bipartite graph.
Theorem 1.3. Let G be an additive abelian group, A be a partial matrix in Gm×n
∗
, and B˜ be
any matrix in the preimage of B ∈ G(m−1)×(n−1) under σ−. The partial matrix A is consistent
with B if and only if A − B˜ is cycle-balanced; in this case, A has a unique completion C
satisfying σ−(C) = B if and only if HA is connected. Moreover, if |G| = k and A is consistent
with B, then there are exactly kc(HA)−1 completions of A that are preimages of B under σ−.
A similar statement holds for the collapsing sum.2 It is worth noting that the proof of
Theorem 1.3 appearing in Section 3 is valid even when A has a countably infinite number of
rows or columns.
2 Kernel of the balanced collapsing sum
We write A ∼ B for two matrices A,B ∈ Gm×n if there are vectors u ∈ Gm×1 and v ∈
Gn×1 so that A = B + ueTm + env
T . In other words, A ∼ B if and only if there exist
u1, . . . , um, v1, . . . , vn ∈ G so that ai,j = bi,j + ui + vj for every (i, j) ∈ [m] × [n]. The re-
lation ∼ is an equivalence and a congruence: If A ∼ B, then A + C ∼ B + C for any matrix
C ∈ Gm×n. The equivalence class of A under ∼ is denoted [A], and the equivalence class of
0m×n is denoted Km×n.
Lemma 2.1. The dual collapsing sum σ− is constant on equivalence classes. That is, if A ∼ B,
then σ−(A) = σ−(B).
Proof. It suffices to prove that σ−(emu
T ) = σ−(ve
T
n ) = 0 for all u ∈ G
n×1 and v ∈ Gm×1. A
generic element of σ−(emu
T ) is
σ−(emu
T )p,q = σ−
(
uq uq+1
uq uq+1
)
= 0.
The calculation for veTn is similar.
It will be useful to have a canonical representative for each equivalence class.
Definition 2.2. Let A ∈ Gm×n. The m× n matrix A¯ is defined by
ai,j = ai,j − ai,1 − a1,j + a1,1.
Setting ui = −ai,j and vj = −aj,1 + a1,1, we have ai,j = ai,j + ui + vj , which shows that
A ∼ A¯. A straightforward calculation shows that A¯ = B if A ∼ B, so A¯ is indeed a well-defined
representative of [A].
2Let G be an additive abelian group, A be a partial matrix in Gm×n∗ , and B˜ be any matrix in the preimage
of B ∈ G(m−1)×(n−1) under σ. The partial matrix A is consistent with B if and only if A′ := A− B˜ satisfies∑k
r=1(a
′
ir ,jr
+ a′jr ,ir+1) = 0 for every cycle (i1, j1, i2, j2, . . . , jk, ik+1 = i1) in A; in this case, A has a unique
completion C satisfying σ−(C) = B if and only if HA is connected. Moreover, if |G| = k and A is consistent
with B, then there are exactly kc(HA)−1 completions of A that are preimages of B under σ−.
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Proposition 2.3. Let m,n ≥ 2 and σ− : G
m×n → G(m−1)×(n−1). The kernel of σ− is exactly
Km×n.
Proof. We have A ∼ B if and only if A¯ = B, so A ∈ Km×n if and only if A¯ = 0. Lemma 2.1
implies that σ−(A) = σ−(A¯). We need to show that σ−(A) = 0 if and only if A¯ = 0. Clearly
A¯ = 0 implies σ−(A¯) = 0. If A¯ 6= 0, let ap,q be a nonzero entry of A¯ such that p+ q is minimal.
Then p, q > 1 and ap−1,q−1 = ap−1,q = ap,q−1 = 0, so σ−(A¯)p,q = ap,q 6= 0.
We next give a construction to show that σ− is surjective.
Definition 2.4. Let A ∈ Gm×n. The (m+ 1)× (n+ 1) matrix A+ is defined by
a+p,q =
∑
i<p
j<q
ai,j ,
where the empty sum has value 0.
Example 2.5. If A =
(
2 −1
1 3
)
∈ Z2×2, then
A+ =
0 0 00 2 1
0 3 5
 .
Lemma 2.6. Let m,n ≥ 1 and A ∈ Gm×n. Then σ−(A
+) = A.
Proof. The proof is straightforward calculation:
σ−(A
+)p,q =
∑
i<p
j<q
ai,j −
∑
i<p+1
j<q
ai,j
− ∑
i<p
j<q+1
ai,j −
∑
i<p+1
j<q+1
ai,j

=
∑
j<q
ap,j −
∑
j<q+1
ap,j
= ap,q.
With this, the proof of the first theorem is swift.
Proof of Theorem 1.1. The map σ− : G
m×n → G(m−1)×(n−1) is linear and therefore a homo-
morphism. Lemma 2.6 shows that σ− is surjective. The kernel of σ− is Km,n by Proposition
2.3, so applying the Fundamental Homomorphism Theorem finishes the proof.
Thus, each equivalence class inGm×n is the preimage of exactly one element ofG(m−1)×(n−1);
namely, [B+] is the preimage of B. We can use Theorem 1.1 to count the number and size of
equivalence classes of Gm×n for finite groups G.
Corollary 2.7. Let G be a finite abelian group of order k. There are exactly k(m−1)(n−1)
equivalence classes in Gm×n, each of size km+n−1.
In particular, the kernel of σ− has size k
m+n−1.
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3 Completion of partial matrices
This section comprises a proof of Theorem 1.3. The partial matrix A is consistent with B if
and only if A− B˜ is consistent with 0, so it is enough to prove the case where B = 0. Moreover,
it is straightforward to show that a matrix is cycle-balanced if and only if every matrix in its
equivalence class is, so we may assume that B˜ = 0.
Lemma 3.1. A partial matrix A is cycle-balanced if and only if every minimal cycle in A is
balanced.
Proof. If A is cycle-balanced, then every cycle in A is balanced, so in particular the minimal
cycles are. Now suppose that every minimal cycle is balanced. We first show that every simple
cycle (that is, a cycle with no repeated vertices) is balanced. We proceed by induction. Any
2-cycle (i1, j1, i1) is balanced; now l7et 2k ≥ 4 and assume that every cycle of length less than
2k is balanced. Choose any simple cycle γ = (i1, j1, . . . , ik, jk, ik+1 = i1) of length 2k. If γ
contains no chords, then it minimal and balanced by assumption. Otherwise there is an edge
(is, jt) in HA with t /∈ {s− 1, s}. We can choose the starting vertex of γ so that s = 1. Then
(i1, j1, . . . , it, jt, i1) and (i1, jt, it+1, . . . , ik, jk, i1) are two simple cycles of length strictly less
than 2k, so both are balanced. We can decompose the sum
∑k
r=1(air ,jr −air+1,jr ) as sums over
these smaller cycles:(
t−1∑
r=1
(air ,jr − air+1,jr ) + (ait,jt − ai1,jt)
)
+
(
(ai1,jt − ait,jt) +
k∑
r=t
(air ,jr − air+1,jr )
)
.
Since the smaller cycles are balanced, both terms are 0, which shows that γ is balanced.
The edges of generic cycle in HA can be partitioned into simple cycles, each of which is
balanced by the argument above. This corresponds to breaking the sum
∑k
r=1(air ,jr −air+1,jr )
into several parts that each sum to zero. It follows that any cycle in A is balanced.
First assume that A is consistent with 0. We claim that A is cycle-balanced. Let C be a
completion of A so that σ−(C) = 0. Every cycle in C is a cycle in A, so it suffices to show that
C is cycle-balanced. Since HC is the complete bipartite graph, the minimal cycles in HC are
the 4-cycles. For any 1 ≤ i1 < i2 ≤ m and 1 ≤ j1 < j2 ≤ n, we have
ci1,j1 − ci2,j1 + ci2,j2 − ci1,j2 =
i2−1∑
r=i1
j2−1∑
k=j1
σ−(C)r,k = 0,
since the sum is telescoping. By Lemma 3.1, C is cycle-balanced.
Now assume that A is cycle-balanced and that HA has bipartitions {xi : i ∈ [m]} and
{yi : i ∈ [n]}. We may add edges to HA without creating any new cycle so that the resulting
graph is connected. Replacing the corresponding ∗ entries in A with 0 maintains the cycle-
balanced property, so we may assume that HA is connected. For any pair (i, j) ∈ [m]× [n], let
(i = i1, . . . , jk = j) be a path in HA. We define the matrix C by
ci,j =
k∑
r=1
air ,jr −
k−1∑
r=1
air+1,jr .
This sum is independent of the specific path from i to j because A is cycle-balanced. Moreover,
C is a cycle-balanced completion of A, so taking the cycle (i, j, i + 1, j + 1, i) in C shows that
σ−(C)i,j = 0.
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To prove the remainder of the theorem, we assume that A is consistent with B, so let C
be a completion of A in the preimage of B. We want to find the number of completions C′ of
A so that σ−(C
′) = B. For any such matrix, we have C′ − C = ueTn + emv
T for some vectors
u ∈ Gm×1 and v ∈ Gn×1 by Proposition 2.3. We will prove the theorem by determining the
possible entries of the vectors u and v.
Lemma 3.2. Let u, u˜ ∈ Gm×1 and v, v˜ ∈ Gn×1. Then ueTn + emv
T = u˜eTn + emv˜
T if and only
if u = u˜+ gen and v = v˜ − gen for some g ∈ G.
Proof. It is straightforward to check that the substitution works for all g ∈ G. For the other
direction, we have
ui + vj = u˜i + v˜j (1)
for all (i, j) ∈ [m]× [n]. Writing u1 = u˜1+ g for some g ∈ G and evaluating (1) with i = 1 gives
vj = v˜j − g for all j ∈ [n]. Inserting this into (1) shows that ui = u˜i + g for all i ∈ [m].
Set D = C′ − C and I = {(i, j) ∈ [m] × [n] : ai,j 6= ∗}. Then di,j = ui + vj for all
(i, j) ∈ [m]× [n]. Since C′ and C are both completions of A, we have di,j = 0 for all (i, j) ∈ I,
which implies that ui = −vj for all (i, j) ∈ I.
If xi and yj are in the same component of HA, then there is a path (xi = xi1 , yj1 , . . . , yjℓ =
yj). Since (xir , yjr ) and (yjr , xir+1) are edges in H , the pairs (ir, jr) and (ir+1, jr) are in I.
Thus uir = −vjr = uir+1 , and ui = −vj by induction.
Choose one element from each component and arbitrarily assign it a value from G. This
completely determines the entries of u and v. If there is only one component, then ui = −vj
for every (i, j) ∈ [m] × [n] and therefore D = 0. This implies that C = C′, so A has a unique
completion in the preimage of B. If there are at least two components, then by Lemma 3.2,
changing the value in exactly one component changes the matrix D, which shows that A has
multiple completions in the preimage of B.
If |G| = k, then there are kc(H) possible values for (u, v). Lemma 3.2 shows that a given
matrix ueTn + emv
T is produced by exactly k pairs, so there are kc(H)−1 completions C of A so
that σ−(C) = B. This completes the proof.
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