Feature set partitioning generalizes the task of feature selection by partitioning the feature set into subsets of features that are collectively useful, rather than by finding a single useful subset of features. This paper presents a novel feature set partitioning approach that is based on a genetic algorithm. As part of this new approach a new encoding schema is also proposed and its properties are discussed. We examine the effectiveness of using a Vapnik-Chervonenkis dimension bound for evaluating the fitness function of multiple, oblivious tree classifiers. The new algorithm was tested on various datasets and the results indicate the superiority of the proposed algorithm to other methods.
1.
Introduction and Motivation An inducer aims to build a classifier (also known as a classification model) by learning from a set of pre-classified instances. The classifier can then be used for classifying unlabelled instances. It is well known that the required number of labeled instances for supervised learning increases as a function of dimensionality [1] . Fukunaga [2] showed that the required number of training instances for a linear classifier is linearly related to the dimensionality and for a quadratic classifier to the square of the dimensionality. In terms of nonparametric classifiers such as decision trees, the situation is even more severe. It has been estimated that, as the number of dimensions increases, the training set size needs to increase exponentially in order to obtain an effective estimate of multivariate densities [3] .
Bellman [4] , while working on complicated signal processing problems, was the first to define this phenomenon as the "curse of dimensionality." Techniques that are efficient in low dimensions, such as decision trees inducers, fail to provide meaningful results when the number of dimensions increases beyond a 'modest' size. Furthermore, humans are better able to comprehend smaller classifiers involving fewer features (probably less than 10). Smaller classifiers are also more appropriate for user-driven data mining techniques such as visualization.
In this paper we propose a way to avoid the curse of dimensionality by decomposing the original feature set into several mutually exclusive subsets. This is known as feature set partitioning and may be regarded as a generalization of the feature selection task. Moreover, feature set partitioning is regarded as a specific case of ensemble methodology in which members use disjoint feature subsets, i.e., every classifier in the ensemble is trained on a different projection of the original training set.
As an example of some of the aspects involved in feature set partitioning, consider a training set containing data about health insurance policyholders. Each policyholder is characterized by four features: Asset Ownership, Education (years), Car Engine Volume (in cubic centimeters) and Employment Status. The target feature (i.e., the label) describes whether a specific policyholder was willing to purchase complementary insurance and what type of complementary insurance she was willing to buy. A possible feature set partitioning ensemble for resolving the question includes two decision trees. The first decision tree uses the features Asset Ownership and Volume, while the second uses the features Employment Status and Education.
The aim of this work is to examine whether genetic algorithm-based feature set partitioning can improve classification performance. We propose a new encoding schema. Theoretical results are used to explain why this new encoding is more suitable than more straightforward encoding schemas. In order to avoid long training time, a Vapnik-Chervonenkis dimension bound for multiple oblivious trees evaluates the fitness function. A caching mechanism is suggested in order to reduce further the computational cost of the genetic algorithm. The superiority of the suggested algorithm to other methods is illustrated on various datasets.
The rest of this paper is organized as follows: Section 2 reviews related works in the field of feature selection, feature set partitioning, and the usage of ensemble of feature selectors. Section 3 formulates the problem. Section 4 presents a new algorithm for solving the problem discussed here. Section 5 reports the experiments carried out to examine the new algorithm. Finally, Section 6 concludes the work and presents suggestions for further research in the field. Proofs for the theoretical claims presented in this paper appear in the appendix.
Related Works
In this section we briefly review some of the central issues that have been addressed, and their treatment in the literature. The related work described in this section falls into three categories:
• First, we discuss three feature oriented tasks (namely feature selection, feature set partitioning, and feature subset based ensemble) in pattern recognition and the relations among them.
• Then, we survey the usage of genetic algorithms for solving the above-mentioned tasks.
• The oblivious decision tree and it usage for solving feature selection problems.
Finally, in the light of previous work, we summarize the original contribution of this paper.
Feature selection
Most methods of dealing with high dimensionality focus on feature selection techniques, i.e., selecting a single subset of features upon which the inducer will run, while ignoring the rest. The selection of the subset can be done manually using prior knowledge to identify irrelevant variables or feature selection algorithms. In the last decade, many researchers have shown increased interest in feature selection, and consequently many algorithms have been proposed, with some demonstrating remarkable improvements in accuracy. Since the subject is too wide to survey here, the reader is referred to Ref. [5] for further reading.
Despite their popularity, there are several drawbacks to using feature selection methodologies in order to overcome the dimensionality curse:
• The assumption that a large set of input features can be reduced to a small subset of relevant features is not always true; in some cases the target feature is actually affected by most of the input features and removing features will cause a significant loss of important information.
• The outcome (i.e., the subset) of many algorithms for feature selection (for example, almost any of the algorithms that are based on the wrapper methodology) is strongly dependent on the training set size. That is, if the training set is small, the size of the reduced subset will be small also. Consequently, relevant features might be lost. Accordingly, the induced classifiers might achieve a lower degree of accuracy compared to classifiers that have access to all relevant features.
• In some cases, even after eliminating a set of irrelevant features, the researcher is left with a relatively large number of relevant features.
• The backward elimination strategy that some methods implement is extremely inefficient for working with large-scale databases, where the number of original features is greater than 100.
Feature subset-based ensemble methods
Ensemble methodology, which builds a predictive classifier by integrating multiple classifiers, can be used to improve prediction performance. During the past few years, experimental studies have shown that combining the outputs of multiple classifiers reduces the generalization error [6] . Ensemble methods are very effective, mainly due to the phenomenon that various types of classifiers have different "inductive biases" [7] . Indeed, ensemble methods can effectively make use of such diversity to reduce the varianceerror [8] without increasing the bias-error. different feature subsets will not be guided solely by the associated error but also by the disagreement or ambiguity among the ensemble members.
Tumer and Oza [11] present a new method called input decimation (ID), which selects feature subsets based on the correlations between individual features and class labels. This experimental study shows that ID can outperform simple random selection of feature subsets.
Tsymbal et al. [21] compare several feature selection methods that incorporate diversity as a component of the fitness function in the search for the best collection of feature subsets. This study shows that there are some datasets in which the ensemble feature selection method can be sensitive to the choice of the diversity measure. Moreover, no particular measure is superior in all cases.
Gunter and Bunke [22] suggest employing a feature subset search algorithm in order to find different subsets of the given features. The feature subset search algorithm not only takes the performance of the ensemble into account, but also directly supports diversity of subsets of features.
Feature set partitioning
Feature set partitioning decomposes the original set of features into several subsets and builds a classifier for each subset. Thus, a set of classifiers is trained such that each classifier employs a different subset of the original feature set. Subsequently, an unlabelled instance is classified by combining the classifications of all classifiers.
Feature set partitioning is a particular case of feature subset-based ensembles in which the subsets are pairwise disjoint subsets. At the same time, it generalizes the task of feature selection which aims to provide a single representative set of features from which a classifier is constructed.
Several researchers have shown that the partitioning methodology can be appropriate for classification tasks with a large number of features [23, 24] . Figure 1 presents the Venn diagram of the search space of the feature-oriented tasks. As can be seen, the search space of a feature subset-based ensemble contains the search space of feature set partitioning, and the latter contains the search space of feature selection. While mutually exclusive partitioning restricts the search space, it has some important and helpful properties:
1. Compared to non-exclusive approaches, this approach offers a greater possibility of achieving reduced execution time. Since most learning algorithms have computational complexity that is greater than linear in the number of features or tuples, partitioning the problem dimensionality in a mutually exclusive manner results in a decrease in computational complexity [25] . 2. Since mutual exclusiveness entails using smaller datasets, the classifiers obtained for each sub-problem are smaller in size. Without the mutually exclusive restriction, each classifier can be as complicated as the classifier obtained for the original problem. Smaller classifiers contribute to comprehensibility and ease in maintaining the solution. 3. According to Ref. [14] , mutually exclusive partitioning may help avoid some error correlation problems that characterize feature subset based ensembles. However, Sharkey [26] argues that mutually exclusive training sets do not necessarily result in low error correlation. 4. In feature subset-based ensembles, different classifiers might generate contradictive classifications using the same features. This inconsistency in the way a certain feature can affect the final classification may increase mistrust among end-users. Accordingly, Rokach [23] claims that end-users can grasp mutually exclusive partitioning much more easily. 5. The mutually exclusive approach encourages smaller datasets which are generally more practicable. Some data mining tools can process only limited dataset sizes (for instance, when the program requires that the entire dataset be stored in the main memory). The mutually exclusive approach can ensure that data mining tools can be scaled fairly easily to large datasets [27] . The literature includes several works that deal with feature set partitioning. In one research study, the features are grouped according to the feature type: nominal value, numeric value, and text value [24] . A similar approach was also used for developing the linear Bayes classifier [28] . The basic idea consists of aggregating the features into two subsets, the first containing only the nominal and the second only the continuous features.
In another research study, the feature set was decomposed according to the target class [29] . For each class, the features with low correlation relating to that class were removed. This method was applied on a feature set of 25 sonar signals where the target was to identify the meaning of the sound (whale, cracking ice, etc.). Feature set partitioning has also been used for radar-based volcano recognition [30] . The researcher manually decomposed a feature set of 119 into 8 subsets, grouping features that were based on different image processing operations together. As a consequence, for each subset, four neural networks of different sizes were built. A new combining framework for feature set partitioning has been used for text-independent speaker identification [31] .
The feature set partitioning can be achieved by grouping features based on pairwise mutual information with statistically similar features assigned to the same group [32] . For this purpose, one can use an existing hierarchical clustering algorithm. As a consequence, several feature subsets are constructed by selecting one feature from each group. A neural network is subsequently constructed for each subset. All networks are then combined.
As part of our previous work [33] , a simple hill-climbing algorithm, decomposed-oblivious-gain (DOG), was proposed. This algorithm searches for the optimal partitioning using incremental oblivious decision trees. One limitation of the DOG algorithm is that it has no backtracking capabilities (for instance, removing a single feature from a subset or removing an entire subset). Furthermore, DOG begins the search from an empty partitioning structure, which may lead to subsets with a relatively small number of features. The limitations of DOG led us to consider a more profound exploration of the search space. This in turn led us to employ a GA, since an exhaustive search for large problems is impractical.
Genetic Algorithms and their Applicability in Feature Oriented Tasks
GAs are a popular type of evolutionary algorithm (EA) that have been successfully used for feature selection. Inspired by the Darwinian process of evolution, EAs are stochastic search algorithms. The motivation for applying EAs to data mining tasks is that they offer robust, adaptive search techniques that search the solution space globally [34] . When an EA is well-designed, it continually considers new solutions. Thus, it can be viewed as an "anytime" learning algorithm [35] . Such a learning algorithm should produce a good-enough solution quite quickly. It then continues to search the solution space, reporting the new "best" solution whenever one is found. Figure 2 presents a high level pseudocode of GA adapted from Ref. [34] .
GAs begin by randomly generating a population of L candidate solutions. Given such a population, a GA generates a new candidate solution (population element) by selecting two of the candidate solutions as the parent solutions. This process is termed "reproduction." Generally, parents are selected randomly from the population with a bias toward the better candidate solutions. Given two parents, one or more new solutions are generated by taking some characteristics of the solution from the first parent (the "father") and some from the second parent (the "mother"). This process is termed "crossover." For example, in genetic algorithms that use binary encoding of n bits to represent each possible solution, we might randomly select a crossover bit location denoted as o. Two descendant solutions could then be generated. The first descendant would inherit the first o string characteristics from the father and the remaining n-o characteristics from the mother. The second descendant would inherit the first o string characteristics from the mother and the remaining n-o characteristics from the father. This type of crossover is the most common and it is termed a "one-point crossover." Crossover is not necessarily applied to all pairs of individuals selected for mating: a P crossover probability is used in order to decide whether crossover will be applied. If crossover is not applied, the offspring are simply duplications of the parents.
Once descendant solutions are generated, GAs allow characteristics of the solutions to be changed randomly, that is, to mutate. In the binary encoding representation, according to a certain probability (P mut ) each bit is changed from its current value to the opposite value. Once a new population has been generated, it is decoded and evaluated. The process continues until some termination criterion is satisfied. A GA converges when most of the population is identical, or in other words, the diversity is minimal. Louis and Rawlins [36] analyzed the convergence of binary strings using the Hamming distance and showed that traditional crossover operators (such as one-point crossover operators) do not change the average Hamming distance of a given population. In fact, selection is responsible for the Hamming distance convergence. When the GA solves a partitioning problem, then the Rand index [37] is more appropriate than the Hamming distance.
Empirical comparisons between GAs and other kinds of feature selection methods can be found in Ref [38] as well as in Ref [39] . In general, these empirical comparisons show that GAs, with their associated global search in the solution space, usually (though not always) obtain better results than local search-based feature selection methods. In particular, Kudo and Skalansky [39] compared a GA with 14 non-evolutionary feature selection methods (some of them variants of each other) across eight different datasets. The authors concluded that the advantage of the global search associated with GAs over the local search associated with other algorithms is particularly important in datasets with a large number of features, where 'large' was defined as including more than 50 features. Hsu [40] developed the idea of using genetic algorithms for feature selection. Specifically he developed two GA wrappers, one for the variable selection problem for decision tree inducers and the other for the variable ordering problem for Bayesian network structure learning. Opitz and Shavlik [41] applied GAs to ensembles. However, in the algorithm which they developed, the genetic operators were designed explicitly for hidden nodes in knowledge-based neural networks and the algorithm does not work well with problems lacking prior knowledge. In a later study, Opitz [35] used genetic search for ensemble feature selection. This genetic ensemble feature selection (GEFS) strategy begins by creating an initial population of classifiers where each classifier is generated by randomly selecting a different subset of features. Then, new candidate classifiers are continually produced by using the genetic operators of crossover and mutation on the feature subsets. The final ensemble is composed of the most fitted classifiers. Similarly, the genetic algorithm that Hu et al. [18] use for selecting the reducts to be included in the final ensemble first creates N reducts, and then it trains N decision trees using these reducts. It finally uses a GA for selecting which of the N decision trees are included in the final forest.
Given the positive evidence of the benefits of using genetic algorithms for feature selection tasks [38, 39] , on the one hand, and for creating an ensemble of classifiers [35] on the other, the rationale for implementing a genetic algorithm for feature set partitioning is self-evident. In fact, Hsu et al. [42] presented this idea as part of a position paper. However, there has been no report about whether the idea was implemented and whether it can improve classification performance.
2,5 Alternatives for the Fitness Function
The wrapper approach for evaluating the fitness function has been used in all reported works which utilize either genetic algorithms for feature selection per se or feature selection for creating an ensemble of classifiers. In this approach, a certain solution is evaluated by repeatedly sampling the training set and measuring the accuracy of the inducers obtained for feature subsets over a holdout validation dataset. The main advantages of this approach are that it generates reliable evolutions and can be used for any induction algorithm. A major drawback, however, is that the wrapper procedure repeatedly executes the inducer. For this reason, wrappers may not scale well to large datasets containing many features.
An alternative approach to evaluating performance is to use the generalization error bound in terms of the training error and concept size. In his book "Mathematics of Generalization," Wolpert [43] discusses four theoretical frameworks for estimating the generalization error, namely: probably approximately correct (PAC), Vapnik-Chervonenkis (VC), Bayesian, and statistical physics. All these frameworks combine the training error (which can be easily calculated) with some penalty function expressing the capacity of the inducers. In this paper we use the VC theory for evaluating the generalization error bound. This choice follows from the use of VC theory in previous works to evaluate decision trees [44] and oblivious decision trees [33] . Fröhlich et al. [45] have used a VC dimension bound for guiding a GA while solving the feature selection problem in support vector machines. In the same spirit we opt for using VC dimension theory in this paper.
Oblivious decision trees (ODTs)
When dealing with classification problems, decision tree induction is one of the most widely used approaches (see, for instance, Ref.
[46]). Decision trees are considered to be comprehensible classifiers and easy to follow when they include a few nodes. This paper focuses on feature set partitioning designed for decision trees which are combined using the naïve Bayes combination [47] . For this purpose, each decision tree should provide a probability estimate. Using the class frequency in the tree leaves as-is will typically overestimate the probability. In order to avoid this phenomenon, it is useful to perform the Laplace correction. According to Laplace's law of succession, the probability of the event y=c i is
where y is a random variable; c i is a possible outcome of y which has been observed m i times out of m observations; p a-priori is an a-priori probability estimation of the event; and k is the equivalent sample size that determines the weight of the a-priori estimation relative to the observed data. This paper concentrates on a specific type of decision tree, the oblivious decision tree (ODT) in which all nodes at the same level test the same feature. ODTs are found to be effective for feature selection which is a simplified case of the problem solved here. Figure 3 demonstrates a typical ODT with three input features: the slicing machine model used in the manufacturing process; the rotation speed of the slicing machine and the shift (i.e., when the item was manufactured); and the Boolean target feature representing whether that item passed the quality assurance test. The arcs that connect the hidden terminal nodes and the nodes of the target layer are labeled with the number of records that fit this path. For instance, the twelve items in the training set, which were produced using the old slicing machine that was set up to rotate at a speed greater than 1000 RPM, were classified as "good" items (i.e., passed the quality assurance test). The principal difference between the ODT and a regular decision tree structure is the constant ordering of input features at every terminal node of ODT, the property which is necessary for minimizing the overall subset of input features (resulting in dimensionality reduction). Therefore, despite its restriction, an ODT is found to be effective as a feature selection procedure. Almuallim and Dietterich [48] , as well as Schlimmer [49] , have proposed a forward feature selection procedure using construction of ODTs, while Langley and Sage [50] suggested backward selection using the same means. Recently, Last and Maimon [51] have suggested a new algorithm for constructing ODTs, called an info-fuzzy network (IFN) based on information theory.
Since the degree of accuracy of an ODT is usually lower than that of a regular decision tree [51] , and since the amount of instances that are ascribed to a node exponentially fades as we draw away from the root, an ODT might require more leaves than a regular DT to represent the same classifier. Thus, its leaves are based on a smaller amount of instances, which also leads to less reliable classifications than those of regular decision tree. Nevertheless, it has been shown that the effect of this drawback is diminished for small sets of attributes [51] . Additionally, previous studies have shown that an ensemble is useful for small classifiers (see for instance Ref. [52] ). Specifically, it has been shown that feature set partitioning is particularly effective with small subsets [13] .
Because we are interested in mutually exclusive feature set partitioning, each feature subset is represented by a single ODT and each feature is located on a different layer. As a result, adding a new feature to a subset is performed by adding a new layer and connecting it to the nodes of the last layer. The nodes of a new layer are defined as the Cartesian product combinations of the previous layer's nodes with the values of the new added feature. In order to avoid unnecessary splitting, the algorithm splits a node only if it is useful. In the study reported in this paper, we split a node if the information gain of the new feature in this node was strictly positive.
The unique structure of the ODT is very convenient for our GA approach. First, because the search space of an ODT is smaller than the search space of a regular DT, it is possible to develop a tighter VC dimension bound, which makes it more practical to use VC dimension bound as a fitness function. Furthermore, using ODTs, moving from one generation to the other usually requires small changes to the subset structures; because each feature is located on a different layer, it is relatively easy to add or remove features incrementally. This approach stands in contrast to regular decision tree inducers, in which every iteration of the search may require generating the decision tree from scratch. Thus, we assume that ODTs are suitable for the problem discussed in this paper. This hypothesis will be put to the test in the experimental study.
Originality and contribution
The novel contributions of this paper include:
• A new encoding schema specifically designed for feature set partitioning. The new encoding eliminates the redundancy of existing encodings. Together with the new encoding, we also suggest a new crossover operator called "group-wise crossover" (GWC). The new encoding ensures the convergence of the genetic algorithm.
• The use of a structural risk measure to compute the fitness function. The new measure is much faster than the wrapper approach, which is frequently used in studies reported in the literature.
• A new caching mechanism to speed up the execution and avoid recreation of the same classifier.
• An examination of the hypothesis that ODTs are suitable for feature set partitioning.
• A detailed experimental study encompassing benchmark data and synthetic data.
3.
Problem Formulation In a typical classification problem, a training set of labelled examples is given. The training set can be described in a variety of languages, most frequently, as a collection of records that may contain 
The universal instance space (or the labelled instance space) U is defined as a Cartesian product of all input feature domains and the target feature domain, i.e.,
The training set consists of a set of m records and is denoted as Usually, it is assumed that the training set records are generated randomly and independently according to some fixed and unknown joint probability distribution D over U. Note that this is a generalization of the deterministic case when a supervisor classifies a record using a function
The notation I represents a probabilistic inducer (i.e., an algorithm that generates classifiers that also provide estimates of the conditional probability of the target feature given the input features), and ( ) I S represents a probabilistic classifier which was induced by activating the induction method I onto dataset S. In this case it is possible to estimate the conditional probability
Note the addition of the "hat" -^ -to the conditional probability estimation is used to distinguish it from the actual conditional probability. We denote the projection of an instance q x onto a subset of features G
Similarly the projection of a training set S onto G is denoted as G S π .
The problem of partitioning an input feature set is to find the best partition such that, if a specific inducer is trained on each feature subset data, then the combination of the generated classifiers will have the highest possible degree of accuracy. Consequently the problem can be formally phrased as follows:
Given an inducer I, a combination method C, and a training set S with input feature set } ,..., , { In this paper we assume that I is any decision tree inducer and C is the naïve Bayes combination. In the naïve Bayes combination, a classification of a new instance is based on the product of the conditional probability of the target feature, given the values of the input features in each subset. Mathematically it can be formulated as follows:
In the case of decision trees,
x can be estimated by using the appropriate frequencies in the relevant leaf. It should be noted that the optimal partitioning structure is not necessarily unique. Furthermore it is not obligatory that all input features actually belong to one of the subsets. Consequently, the problem can be treated as an extension of the feature selection problem, i.e., finding the optimal partitioning of the form opt
, as the non-relevant features are in fact NR=A-G 1 . Moreover, when using a naïve Bayes for combining the classifiers as in this case, the naïve Bayes method can be treated as specific partitioning:
Definition 1: Classification-Preservation Partitioning
The partitioning
is said to be classification-preservation if, for each instance in the support of ( ) P q x , the following is satisfied:
Since the right term of the equation is optimal, it follows that classification-preservation partitioning is also optimal. The importance of finding classification-preservation partitioning is derived from the fact that in real problems with limited training sets it is easier to approximate probabilities with fewer dimensions.
The following four lemmas are presented in order to shed light on the suggested problem. This set of lemmas defines classification-preservation and demonstrates that conditional independence is not a necessary precondition. More specifically, these lemmas show that the naïve Bayes combination can be useful in various cases of separable functions even when the naïve assumption of conditional independence is not necessarily fulfilled. Furthermore because these lemmas provide the optimal partitioning structures, they can be used for evaluating the performance of the algorithms proposed in Section 4. The proofs of these lemmas are straightforward and appear in the appendix. The NR set and the target feature are independent.
then Z is classification-preservation.
Lemma 1 represents a sufficient condition for classification-preservation. It is important to note that it does not represent a necessary condition, as illustrated in the following lemma: Lemma 4 shows that there are problems such that no classification-preservation partitioning can be found, besides the obvious one.
The number of combinations into which n* input features may be decomposed exactly ω relevant subsets is:
Evidently the number combinations into which n* input features may be decomposed up to n* subsets is:
( ) ( )
In the feature set partitioning problem defined above, it is possible that part of the input feature will not be used by the inducers (the irrelevant set). Thus, the total search space is then:
Equation (6) implies that an exhaustive search is intractable for large problems. Thus, a heuristic search algorithm is required. The next section presents a genetic algorithm for solving this problem.
4.
A Genetic Algorithm Method for Feature Set Partitioning In order to solve the problem defined in Section 3, we suggest using a genetic algorithm (GA) search procedure. Figure 4 presents the proposed process schematically. The left side in Figure 4 specifies the creation of the oblivious decision trees (ODTs) ensemble based on feature set partitioning. Searching for the best partitioning is governed by a GA search. Each partitioning candidate is evaluated using a VC dimension-based evaluator. For this purpose, an ODT is generated for each feature partition. The ODT generator utilizes a caching mechanism in order to reduce the generation time. The output of this process is an ODT ensemble that is then used to classify unlabeled instances (the right side of Figure 4 ). Note that in the suggested procedure, the ensemble's creation is embedded in the partitioning process. One could also consider a slightly different procedure in which the output of the partitioning phase is the partitioning itself and not the ensemble of classifiers. The creation of the ensemble is then performed in a subsequent phase using an inducer that is not limited to ODT. The following sections specify in-depth each of the above-mentioned components. 
Genetic Algorithm Search
To implement a genetic algorithm, a schema for encoding, manipulating, and evaluating the solution must be provided. A candidate solution consists mainly of values of variables -in essence, data. In particular, GA individuals are usually represented by a fixed-length linear genome.
A straightforward individual representation for feature set partitioning consists simply of a string of n integers. Recall that n is the number of features. The i-th integer, i=1,…, n, can take the value 0,…,n, indicating to which subset (if any) the i-th feature belongs. A value of 0 indicates that the corresponding feature is not selected and is filtered out. For instance, in a 10-feature dataset, the individual '1 0 2 0 1 3 3 2 0 1' represents a candidate solution where the 1st, 5th and 10th features are located in the first subset. The 3rd and 8th are located in the second subset. The 6th and the 7th are located in the third group. All other features are filtered out. This individual representation is simple, and a traditional one-point crossover operator can easily be applied. As for the mutation operator, according to a certain probability (P mut ), each integer is changed from its current value to a different valid value.
The last representation has redundancy, i.e., the same solution can be represented in several ways. For instance, the illustrated solution '1 0 2 0 1 3 3 2 0 1' can be also represented as '3 0 1 0 3 2 2 1 0 3'. Moreover, similar solutions can be represented in quite different ways. This property can lead to situations in which the offspring are dissimilar to their parents. For example, if we perform the one-point crossover operator on the two equal solutions above --'1 0 2 0 1 3 3 2 0 1' and '3 0 1 0 3 2 2 1 0 3' --we may obtain the following descendant solution '1 0 2 0 3 5 5 1 0 3'. Because the two parents are equal, we expect that the descendant (before mutation) should also be equal. However, this is not the case here and the descendant represents quite a different solution. Although the above case is rare, it still illustrates the problematic character of the above representation. Besides not being compact, the above encoding may result in a slow convergence of the genetic algorithm. We begin by defining a measure called partitioning structural distance. This measure can be used to determine the distance of two partitioning structures as follows: 
By using an adjacency matrix-like encoding, one can represent any partitioning structure as n x n matrix B in which B i, j = 1 if features a i and a j are located in the same group. Additionally B i, j = 1 if features a i and a j are both filtered out. In any other case B i, j =0. The values on the diagonal indicate whether each feature is included in one of the subsets (1) or not (-1). For example, Table 1 ; 0
We now suggest a new crossover operator called "group-wise crossover" (GWC). In this operator, we select one anchor subset from the subsets that define the first parent partitioning and one anchor subset from the subsets that define the second parent partitioning (the selected subset can also be the filtered-out subset). The anchor subsets are used as is, without any addition or diminution of features.
The first offspring is created by copying the columns and rows of the features that belong to the first selected anchor subset from the first parent. All remaining elements in B are filled in with the corresponding values that are obtained from the second parent. The second offspring is similarly created, using the second anchor subset by copying the appropriate columns and the rows from the second parent. The remaining elements are filled in with the corresponding values from the first parent.
Example:
Assume that two partitioning structures { } . In order to use a GWC operator, two anchor subsets are selected, one from each partitioning, 2 4 { , } a a from Z The following set of lemmas shows that the well-defined property of an adjacency matrix is preserved under a group-wise crossover operator.
Lemma 5: Structural Distance Measure Properties
The structural distance measure has the following properties:
Lemma 6: A projection of a well-defined encoding matrix is a well-defined encoding matrix.
Lemma 7: Using a GWC operator on two well-defined encoding matrices generates a new welldefined encoding matrix Lemma 8: Operator GWC creates two offspring with an inter-distance that is not greater than the inter-distance of their parents.
Lemma 8 indicates that the GWC operator together with the proposed encoding does not slow down the convergence of the genetic algorithm. Together with the selection process that prefers solutions with higher fitness values, one can ensure that the algorithm converges.
As to the mutation operator, according to a certain probability (P mut ) each feature can be cut off from its original group to join another randomly selected group.
Fitness Function
In each iteration, we have to create a new population from the current generation. The selection operation determines which parent chromosomes participate in producing offspring for the next generation. Usually, members are selected for mating with a selection probability proportional to their fitness values. The most common way to implement this method is to set the selection probability p i equal to:
For a classification problem, the fitness value f i of the i-th member can be the generalized accuracy. Note that using training accuracy as is does not suffice to evaluate classifiers due to the over-fitting phenomena.
The most straightforward way to estimate generalization error is to use the wrapper procedure. In this approach the partitioning structure is evaluated by repeatedly sampling the training set and measuring the accuracy of the inducers obtained for this partitioning on an unused portion of the training set. This is the most common approach for evaluating the fitness function in feature selections problems. However, as stated in Section 2, the fact that the wrapper procedure repeatedly executes the inducer is considered a major drawback. According to the VC theory, the bound on the generalization error of hypothesis space H with finite VC-Dimension d is given by: 10), one needs to measure the VC dimension. The VC dimension for a set of indicator functions is defined as the maximum number of data points that can be shattered by the set of admissible functions. By definition, a set of m points is shattered by a concept class if there are concepts (functions) in the class that split the points into two classes in all of the 2 m possible ways. The VC dimension, which might be difficult to compute accurately, depends on the induction algorithm.
As stated before, using an ODT may be attractive in this case since it adds features to a classifier in an incremental manner. Due to the fact that ODTs can be considered as restricted decision trees, any generalization error bound that has been developed for decision trees in studies reported in the literature can be used in this case as well. However, there are several reasons for developing a specific bound. First, by utilizing the fact that the oblivious structure is more restricted, it might be possible to develop a tighter bound. Second, it is necessary to extend the bound for several oblivious trees combined using the naïve Bayes combination.
The following theorem introduces an upper and lower bound of the VC dimension that was recently used by the DOG algorithm. The hypothesis class of multiple mutually exclusive ODTs can be characterized by two vectors and one scalar:
and n, where l k is the numbers of layers (not including the root and target layers) in the tree k, t k is the number of terminal nodes in the tree k, and n is the number of input features.
For the sake of simplicity, the bound described in this section is developed on the assumption that the input features and the target feature are both binary. This bound can be extended for other cases in a straightforward manner. Note that each ODT with non-binary input features can be converted to a corresponding binary ODT by using appropriate artificial features. 
where:
The proof of this theorem is provided in Appendix A5.
Caching Mechanism
The Achilles heel of using GAs in feature set partitioning problems is the requirement to create a classifier for each subset in each solution candidate. Assuming that there are G generations, that the population size is L, and that each solution has on average D subsets, then
classifiers are created. Recall that by using ODTs we might not need to create each classifier from scratch but rather be able to reuse classifiers that have already been created. Since it is well known that one can trade computational complexity with storage complexity, we suggest using the caching mechanism presented here.
First, when moving from one generation to the consequent generation, we can exploit all subsets that have remained unchanged. By means of the GWC operator and ignoring the mutation, each member in the new population has at least one subset (the anchor subset) that has not been changed at all. Moreover, all other subsets have some common members. However, in that case, we cannot use the ODT as is because the original ODT might have unused features in the inherited subset. For this purpose we eliminate features from the original ODT, layer by layer, until we obtain an ODT, which can be used in the inherited subset.
Example:
Assume that two partitioning structures { } In addition to the ODTs of the previous generations, we can use the existing ODTs in a different subset of the current generation. While generating an ODT, we check at the end of each iteration (i.e., after adding a new feature to the ODT) whether there is another solution in the current generation that also groups these features together in the same subset. If this is the case, we store the current ODT in the cache for future use. Later, when the time has come to generate the ODT for the solution with the common subset, instead of creating the tree from scratch we make use of the tree that was stored in the caching mechanism. For example, we are given in the first generation the following members:
{ } { , , , , }; { , , }; { , } Z a a a a a a a a a a = Assuming that we are evaluating the members one by one according to the above order, and that while creating the tree for the first subset in the first solution we get an ODT with the following order 5 1 6 a a a → → , then we might want to store this ODT in the caching mechanism, and use it also for members 2 and 3.
It should be noted that utilizing this caching mechanism reduces the search space, because it dictates the order in which the features are located in the ODT. For instance, in the last example, the first tree of solution 2 could have the following structure: 8 a a a → → that was stored in the cache, we a priori ignore this structure. In order to solve this dilemma, we decide not to store small ODTs (in this paper fewer than 3 features). In such cases the saving in computational cost is not worth the loss in generalization capability.
Obviously, it is desirable to store the longest common subset in the cache. Thus, in each iteration we check if the current ODT can still be used by the same number of solutions. If this is the case, the current ODT will replace the older one.
Classification of an Unlabeled Instance
After multiple ODTs have been created, the following steps may be performed to classify an unlabeled instance:
A. For each tree: 1. Locate the appropriate leaf for the unseen instance. For every instance there is exactly one path from the root to the relevant leaf. The relevant leaf is chosen by navigating from the root of the tree down to a leaf, according to the outcome of the decision tests along the path.
2.
Extract the frequency vector. The frequency vector has an entry for every possible class value. The value in a certain entry is calculated according to the number of training instances that have been navigated to the selected leaf and have been labeled with that class. 3.
Transform the frequency vector to a probability vector according to Laplace's law of succession, as described in Section 2. B. Combine the probability vectors using the naïve Bayes combination. C. Select the class that maximizes the naïve Bayes combination. In the case of a tie, we select the class with the highest a-priori probability.
Experimental Study
In order to illustrate the potential of the feature set partitioning approach in classification problems and to evaluate the performance of the proposed genetic algorithm, a comparative experiment was conducted on benchmark datasets. The following subsections describe the experimental set-up and the results obtained.
Algorithms Used
This study examines an implementation of a genetic algorithm in feature set partitioning using the suggested adjacency matrix-encoding, GWC operator, and fitness function based on the VC dimension of multiple ODTs combined with naïve Bayes. This algorithm is called GOV (genetic algorithm for ODTs using VC dimension upper bound). It uses a population of 50 chromosomes and has been executed for no more than 50 generations. The GOV algorithm is compared to DOG, our previous hill-climbing algorithm for feature set partitioning, as well as to the following single-classifier algorithms: IFN (a greedy ODT inducer that uses gain ratio as the splitting criteria), naïve Bayes and C4.5. The first two algorithms were chosen because they represent specific points in the search space of the GOV algorithm. The C4.5 algorithm was selected because it is considered a state-of-the-art decision tree algorithm which has been used widely in many other comparative studies.
In the second part of the experiment, the new algorithm is also compared to GEFS (genetic ensemble feature selection), AdaBoost, AB (Attribute Bagging) all of which are non-mutually exclusive ensemble algorithms, i.e., algorithms that may use the same feature in several classifiers of the ensemble. All these ensemble methods use the C4.5 as the base classifier. The GEFS employs a wrapper evaluator, which was set to perform five folds.
Datasets
The selected algorithms were examined on 26 datasets, 23 of which were selected manually from the UCI Machine Learning Repository [53] and are widely used by the pattern recognition community for evaluating learning algorithms. The remaining datasets were chosen from the NIPS2003 feature selection challenge (see http://clopinet.com/isabelle/Projects/NIPS2003/). The datasets vary across such dimensions as the number of target classes, of instances, of input features and their type (nominal, numeric).
Metrics Measured
In this experiment the following metrics were measured:
A. Generalized Accuracy: This represents the probability that an instance was classified correctly. In order to estimate the generalized accuracy, a 10-fold cross-validation procedure was repeated five times. For each 10-fold crossvalidation, the training set was randomly partitioned into 10 disjoint instance subsets. Each subset was utilized once in a test set and nine times in a training set. The same cross-validation folds were implemented for all algorithms. Since the average accuracy is a random variable, the confidence interval was estimated by using the normal approximation of the binomial distribution. Furthermore, the one-tailed paired t-test with a confidence level of 95% verified whether the differences in accuracy between the DOG algorithm and the other algorithms were statistically significant. In order to conclude which algorithm performs best over multiple datasets, we followed the procedure proposed in Ref [54] . In the case of multiple classifiers we first used the adjusted Friedman test in order to reject the null hypothesis and then the Bonferroni-Dunn test to examine whether the new algorithm performs significantly better than existing algorithms. In the case of only two classifiers, we use the Wilcoxon test.
B. Classifier Complexity: Since this paper focuses on decision trees, classifier complexity was measured as the total number of nodes, including the leaves. For multiple decision trees classifiers, the complexity was measured as the total number of nodes in all trees. C. Computational Cost: The running time required for producing the composite classifier.
The following additional metrics were measured in order to characterize the partitioning structures obtained by the GOV algorithm:
A. Number of subsets B. Average number of features in a single subset. Table 3 presents the results obtained by averaging five standard 10-fold cross-validation experiments. The results indicate that there is no significant case where either naïve Bayes or IFN was more accurate than GOV. On the other hand, GOV was significantly more accurate than naïve Bayes and IFN in 16 databases and 14 databases, respectively. Moreover, GOV was significantly more accurate than C4.5 in 13 databases, and less accurate in only two databases. GOV's classifier complexity (total number of nodes) was comparable to the complexity the C4.5 algorithm obtained in most of the cases.
Comparing Single-Classifier Algorithms
The results of the experimental study are encouraging. On the datasets obtained from the UCI repository, the GOV outperformed naïve Bayes mostly when the data were large in size or had a small number of features. For moderate dimensionality (from 50 features up to 500), the performance of naïve Bayes was not necessarily inferior. More specifically, regarding the datasets OPTIC, SONAR, SPI, AUDIOLOGY, LUNG-CANCER, the superiority of GOV over naïve Bayes was statistically significant only in three features (SPI, AUDIOLOGY, LUNG-CANCER). However, for high dimensionality datasets (having at least 500 features), GOV significantly outperforms naïve Bayes in all cases.
The null-hypothesis, that all classifiers perform the same and the observed differences are merely random, was rejected using the adjusted Friedman test. We proceeded with the Bonferroni-Dunn test and found that GOV statistically outperforms naïve Bayes and IFN with a 95% confidence level. Using Hochberg's step-up procedure, we found that GOV statistically outperforms C4.5 with a confidence level of 90%.
Analysis of the number of features in each subset shows that the GOV algorithm tends to build small subsets. Moreover, there are two cases (OPTIC and MONKS3) in which the GOV algorithm used only one feature in each tree. In these cases the classifiers that were built are equivalent to naïve Bayes. This suggests that in some cases GOV acts as a feature selection procedure for naïve Bayes.
A comparison of the accuracy of GOV and DOG indicated that in most cases GOV obtained better results. This observation is not surprising, considering the fact that GOV performs a more intensive search than DOG. A comparison of the mean number of subsets obtained by DOG (11.58) and that obtained by GOV (6.7) indicates that DOG tends to have more subsets. Moreover, in 16 datasets out of 26 DOG incorporated more features than GOV. However, for high dimensionality datasets (having at least 500 features), GOV significantly used more features than DOG.
Comparing to Ensemble Algorithms
Since the accuracy and the classifier complexity are affected by the ensemble size (number of classifiers), we examined various ensemble sizes. Following the empirical results for asymptotic convergence of ensembles [6] , the ensemble sizes created using the GEFS algorithm included up to 15 classifiers. Similarly, the ensemble size created with the AdaBoost included up to 25 classifiers. Table 4 presents the results obtained based on a 10-fold cross-validation procedure which was repeated five times. As can be seen from Table 4 , the predictive accuracy of GOV algorithm tends to be only slightly worse than that of AdaBoost. There are datasets in which the GOV algorithm obtained a degree of accuracy similar to that of GEFS and AdaBoost (with the AUST dataset). There are cases in which GEFS or AdaBoost achieved much higher degrees of accuracy (AUDIOLOGY and HEPATITIS) and there are cases in which GOV achieved the most accurate results (with the BCAN or MADELON datasets) .
A statistical analysis of the results of the entire dataset collection indicates that in nine datasets AdaBoost achieved significantly higher accuracies (note that the compared value is the best degree of accuracy achieved by enumerating the ensemble size from 1 to 25). On the other hand, GOV was significantly more accurate than AdaBoost in only four datasets including the high-dimensional datasets, MADELON and DEXTER. GOV was significantly more accurate than GEFS in nine datasets while GEFS was significantly more accurate than GOV in only four datasets. GOV was significantly more accurate than AB in eight datasets, while AB was significantly more accurate in four datasets.
The null-hypothesis that all classifiers perform the same was rejected using the adjusted Friedman test with a confidence level of 95%. However, when we used the Bonferroni-Dunn test, we could not reject the null-hypothesis that GOV and AdaBoost perform the same at confidence levels of 95% and 90%, respectively. Moreover we could not reject the null-hypothesis that GOV and GEFS perform the same at confidence levels of 95% and 90%, respectively. However, using the same test, we found that GOV significantly outperforms AB with a confidence level of 95%.
The above results disregard the classifier complexity. Generally, in the UCI datasets, a small loss in accuracy (the mean difference is about 2%) is compensated for by a considerable reduction in the number of nodes (on average, the algorithm uses about 1% of the nodes that are used by AdaBoost). In the NIPS datasets, which are articulated by many input features, GOV gained an improvement of about 4% in the degree of accuracy, but still kept the lowest number of nodes in the forest (on average, the algorithm uses about 40% of the nodes that are used by AdaBoost). GEFS does not show any advantages at all since it has the lowest average accuracy while using more nodes than GOV.
By taking into consideration the classifier's complexity, we compared the accuracy obtained by the AdaBoost algorithm with that of the GOV algorithm using the same complexity of the GOV classifier. Because it is impossible to tune the AdaBoost classifier's complexity to a certain value, we interpolate the two closest points in the AdaBoost's accuracy-complexity graph that bounds this value, on condition that these points are "dominant," i.e., there are no less complicated points in the AdaBoost's graph that have a higher degree of accuracy. Geometrically this means that we examined the datasets in which the GOV point is significantly above or below the AdaBoost's trend line. If no such pair of points could be found, we used the highest degree of accuracy whose complexity was less than or equal to the GOV's classifier complexity. If no such point could be found, we used the first point (ensemble of size one). Figure 5 illustrates the complexity-accuracy trade-off for the Audiology dataset. The X-axis refers to the classifier complexity (the total number of nodes) and the Y-axis refers to the classification accuracy. The series of quadrangle points AdaBoost 1 to AdaBoost 4 refer to an AdaBoost ensemble with 1 to 4 classifiers, respectively. The circle point refers to the result obtained by GOV. Because the complexity of GOV is greater than that of AdaBoost 2 but less than that of AdaBoost 3, we interpolate these two points (the full line). The triangle point indicates the interpolated value with the same complexity as GOV (the dashed line). Because GOV has a higher degree of accuracy, it is considered to be the winner in the Audiology dataset.
Figure 5: The complexity-accuracy trade-off for the audiology dataset
The accuracy-complexity tradeoff analysis indicates that GOV significantly outperformed AdaBoost in 13 datasets while AdaBoost significantly outperformed GOV in only three datasets (TTT, VOTE, LABOR). With two of these datasets, the complexity of AdaBoost was much higher than the GOV complexity (because the single C4.5 decision tree already contained more nodes than the GOV classifiers). In other words, the AdaBoost is not necessarily better in these cases because GOV introduces new points in the complexity-accuracy tradeoff. Furthermore, in two of these three datasets (TTT, VOTE), a single C4.5 has already significantly outperformed the GOV algorithm. This observation seems to imply that the limited structure of ODTs used in the GOV algorithm compared to the C4.5 decision tree implemented in AdaBoost might be the reason for the poor results in these cases. In addition, GOV obtained better accuracy-complexity tradeoff than AdaBoost for all datasets with moderate dimensionality (number of features between 50 and 100) and with high dimensionality (number of features greater than 100). The accuracy-complexity tradeoff analysis indicates that GOV significantly outperformed GEFS in 16 datasets, while there is no significant case where GEFS outperformed GOV.
The null-hypothesis that all classifiers perform the same for the same complexity level was rejected using the Friedman test with a confidence level of 95%. The Bonferroni-Dunn test indicates that the hypothesis that GOV and AdaBoost perform the same at confidence levels of 95% and 90%, respectively, cannot be rejected. However, the same test indicates that GOV significantly outperforms GEFS at a confidence level of 95%.
Analysis of Computational Cost
The aim of this section is to compare the computational cost of the various methods by measuring the running time. Table 5 presents the actual time (in seconds) required for producing the composite classifier. We conducted all of our experiments on the following hardware configuration: a desktop computer implementing a Windows XP operating system with Intel Pentium 4-2.8GHz, and 1GB of physical memory.
GOV is consistently faster than GEFS, with the savings in time becoming more significant when the data dimensionality increases. These results might be due to three different properties of the GOV algorithm. First, instead of using the wrapper approach, which requires several repetitions of the decision tree training, we used the VC-based evaluation approach. Second, since GOV uses a caching mechanism together with the ODT representation, most of the training is not performed from the very beginning. Third, due to the feature set partitioning, the classifiers members are simpler than the GEFS (fewer nodes), and thus require less time to be trained.
Adaboost and DOG have a similar running time, DOG being slightly faster. Both Adaboost and DOG are faster than GOV. This may be due to the fact that GOV, like any other GA-based algorithm, performs a much more extensive search. However, it is encouraging that the running time of GOV is not intrinsically longer than that of Adaboost and DOG. Naturally the single classifiers took the shortest running time. 
Evaluation of the new contributions
In this section we compare five different variations of the proposed algorithm. First, we evaluate the contribution of the new fitness function by comparing it to the wrapper approach, which is frequently used by other GA-based algorithms. The wrapper approach usually provides a better approximation to the generalization error than do theoretical methods. However, it adds considerable overhead to an already expensive search process. Moreover, we evaluate the contribution of the new encoding schema by comparing it to the straightforward representation of integers presented in Section 4.1. Finally we show which of the VC's bounds (lower or upper) is more suitable as a fitness function. Table 6 presents the results of the five different variants. Each variant is based on a different fitness function (wrapper, upper VC, lower VC) and on a different encoding type (simple, new). All variants have been executed with the same population size and the same number of generations. The wrapper variants have used the IFN algorithm for creating the ODT. The last row in the table presents the corresponding average ranks. The null-hypothesis that all classifiers perform the same for the same complexity level was rejected using the Friedman test at a confidence level of 95%. Implementation of the Nemenyi test to compare all classifiers with each other indicates that there are no significance differences between "upper VC-new" (GOV) and "wrapper-new." The same conclusion is obtained when comparing "upper VC-simple" and "wrapper-simple." However, the Nemenyi test indicates that "upper VC-new" significantly outperforms "lower VC-new" at confidence levels of 95%. Moreover "upper-VCnew" significantly outperforms "upper-VC-simple". Thus, we can conclude that:
1. The new encoding is better than the simple encoding. 2. The upper-VC based fitness function and the wrapper-based fitness function provide equivalent accuracies. Since the upper-VC is much faster, it is preferable. 3. The VC lower bound is too "rough" to be used by the GA's fitness function.
It is well-known that VC dimension theory does not accurately evaluate generalization capabilities (see, for instance, Ref [55] ). However, the last result indicates that in our case using the upper VC dimension bound is sufficient. This is due to the fact that we are not interested in the accuracy itself, but use the bound only to compare solutions. Thus, the imprecision is less crucial, especially if in most of the cases the pair-wise dominance is retained, namely: if the generalized error of solution A is lower than that of solution B, then the VC bound of A is also lower than that of solution B. Moreover, because we take specific account of the restricted structure of decision tree (ODT), the obtained VC bound is tighter than those provided for a general decision tree. This makes this bound more applicable in practice than previous existing VC bounds. 
5.8
The suitability of ODTs to feature set partitioning As Table 3 shows, a single, regular DT usually outperforms a single ODT. In this section we examine the suitability of ODTs for feature set partitioning. We compare the performance of the new encoding irst with the ODT (with IFN algorithm) and then with a regular DT (with C4.5 algorithm). In both cases the wrapper approach is used to calculate the fitness functions, Table 7 presents the results obtained for each method.
It can be seen that in most of the datasets these two methods obtained similar results. There are two datasets (TTT and Vote) in which the superiority of C4.5 is statistically significant. On the other hand, there are two datasets (SPI and Zoo) in which ODT was superior. The last row in the table presents the corresponding average ranks. This measure indicates that the regular DT slightly outperforms ODT. However, the null-hypothesis that the two classifiers perform the same cannot be rejected using the Wilcoxon test with a confidence level of 95%. Thus, we conclude that there is no reason to prefer regular DT to ODT in feature set partitioning. 
The Performance of the GOV Algorithm in Artificial Cases
This section examines the capability of the GOV algorithm to converge into the classificationpreservation partitioning structure. Recall that in certain artificial cases Lemma 1 and Lemma 2 define efficient partitioning structures that are classification-preservation. Thus, having synthetically created datasets according to the conditions of Lemma 1 and Lemma 2, we now examine the convergence of the GOV algorithm as a function of the training set size.
The first group of synthetic datasets is based on read-once DNF functions (each variable appears at most once). This experiment examined 16 datasets. Each dataset is denoted by DNF(m,l) , where m indicates the number of disjunctions and l the number of features in each disjunction. The input feature values were drawn from a uniform distribution. Note that the read-once DNF problem was investigated in the past and there are several polynomial time induction algorithms that are PAC-learnable under uniform distribution (see, for example, Ref [56] ). It should be noted that, although these algorithms are very efficient in learning specific Boolean functions structures, they are limited in their capability to learn general domain problems as required in practice.
The second synthetic dataset group examined the ability of the proposed algorithms to converge to the optimal partitioning structure as presented in Lemma 1. All datasets in this group contained several binary input features and a binary class. The synthetic data were generated in such a manner that all features were relevant for modeling the class and the feature set could be divided into m conditionally independent groups of l features each. In order to obtain this synthetic dataset, the following procedure was performed for each class:
1. All input features were randomly allocated into m equally-sized groups of l features. In order to fabricate one instance, the value of the target feature was sampled first (assuming uniform distribution). The values of all input features were then sampled according to the appropriate distribution. Table 8 presents the results obtained by executing the GOV on each problem on different training set sizes. It can be seen that the partitioning structural distance (PSD) of GOV from the classificationpreservation partitioning decreases with the size of the training set. Moreover, in simple cases having only three disjunctions, the distance algorithm converges to 0 with a training set of 400 instances. A similar observation can be identified in the INDEP datasets. The GOV algorithm converges to the classificationpreservation partitioning as the training set size increases. When the problem is simpler (i.e., there are fewer features), then the distance is shorter for the same training set. This is not surprising because in larger problems the search space increases in an exponential manner. Evidently the GOV algorithm is capable of identifying the desired structure. 
Discussions
The advantages of the new GOV algorithm, as made clear from the experimental study, can be summarized as following:
1. When compared to the state-of-the-art ensemble methods, GOV provides classifiers which are of an equivalent or slightly lower degree of accuracy, but which have much fewer nodes. Users generally regard smaller decision trees as more comprehensible. Though the choice of the best model (either the most accurate or the simplest) depends on a specific application, we believe that, in many cases, a small degree of accuracy can be sacrificed for the sake of obtaining a much more compact and interpretable model, such as the one produced by GOV. There are, however, certain cases in which the differences in the degree of accuracy are not negligible. For instance, AdaBoost obtained an accuracy of 87.72% for the LETTER dataset (compared to an accuracy of 75.02% obtained by the GOV algorithm). Nevertheless, the average complexity of the AdaBoost classifier in this case was 240319 nodes (compared to only 313 nodes of GOV in this case). 2. The mutually exclusive property of GOV makes the classifiers more interpretable. Consider a classifier which is designated to improve the quality of a certain manufacturing line. In this case the target feature stands for the quality of a certain product (high/low) and the input features represent the values of various manufacturing parameters (such as speed, temperature, etc.). In a mutually exclusive forest, the user can easily find the best parameter values by selecting the path in every decision tree that most favors the "high" label (i.e., with the highest probability). If the mutually exclusive property is not retained (such as in the case of GEFS or AdaBoost), finding the best parameter values becomes a complicated task since paths from different trees might incorporate the same features but not necessarily the same values. The user is compelled to resolve these conflicts, if she wants to best tune the manufacturing process. 3. In GOV, the decision trees are based on the original distribution of the training set. The class distribution at the tree's leafs is supported by the training set. In Adaboost (starting from the second decision tree) and in GEFS, the class distribution at the leaf level does not necessarily fit the original distribution. This makes it difficult to justify the results to a nonprofessional user. 4. The new algorithm is faster than existing GA-based ensembles methods for to the following two reasons: a. The fitness function uses a VC dimension bound, which is faster than the wrapper estimation. b. A new caching mechanism reduces the need to build ODT from scratch. 5. The new encoding schema is more efficient than straightforward encoding, because it provides better results for the same population size and number of generations. 6. The use of ODT as the base classifier provides reasonable results. 7. In artificial cases, we have shown that the GOV algorithm usually almost converges to the optimal partitioning.
The GOV algorithm has also several drawbacks: 1. It is slower than non-GA feature set partitioning methods. 2. The fact that it is specifically designed for an ODT is considered to be its Achilles' heel. Potentially, there might be domains in which using the ODT as the base classifier will dramatically reduce accuracy. A partial solution in such cases would be to use ODTs internally as an agile inducer only for the feature set partitioning phase. Subsequently, when a good partition is obtained, we can employ more sophisticated inducers on each subset. Similarly, as stated in Section 2, a single ODT has been used for the preprocess phase of feature selection.
Conclusions
In this paper, we have presented a novel genetic algorithm for finding the best mutually exclusive feature set partitioning. The basic idea is to decompose the original set of features into several subsets, build a decision tree for each projection, and then combine them. This paper examines whether genetic algorithms can be useful for discovering the appropriate partitioning structure.
For this purpose we suggested a new encoding schema and fitness function that were specially designed for feature set partitioning with oblivious decision trees. Additionally a caching mechanism was implemented in order to reduce computational cost.
The algorithm was evaluated on a wide range of standard datasets containing continuous, categorical, and binary-valued attributes. The results show that this algorithm outperforms other stateof-the-art ensemble methods in the accuracy-complexity trade-off. This observation leads us to conclude that the proposed algorithm can be used for creating compact ensemble structures.
Additional issues to be further studied include: how the feature set partitioning concept can be implemented with other inducers such as neural networks and other techniques for combining the generated classifiers (such as voting).
Appendix: Proofs

A.1.
Proof of Lemma 1
According to Bayes' theorem:
Using the independence assumption:
Using Bayes' theorem again, the last term becomes:
Due to the fact that the NR set and the target feature are independent: i.e., Z is classification-preservation.
A.2. Proof of Lemma 2
It is obvious that all input features which do not belong to any of the sets 1 ,..., G G ω can be ignored 
To complete the proof, it is required to show that it is true also for the case of Because Z is classification-preservation for y it is classification-preservation for y as well.
A.3. Proof of Lemma 3
In order to prove this lemma it is useful to define the following functions: That is to say: The lower bound is true due to the fact that any set of ω trees with a fixed structure has the above VC dimension. The result can be achieved by setting in each tree (besides one) a neutralized terminal node (i.e., a terminal node with posteriori probabilities that are equal to the a-priori probabilities). This concludes the proof.
