Abstract. Let µ 1 , . . . , µ s be real numbers, with µ 1 irrational. We investigate sums of shifted cubes F (x 1 , . . . , x s ) = (x 1 − µ 1 ) 3 + . . . + (x s − µ s ) 3 . We show that if η is real, τ > 0 is sufficiently large, and s 9, then there exist integers x 1 > µ 1 , . . . , x s > µ s such that |F (x) − τ | < η. This is a real analogue to Waring's problem. We then prove a full density result of the same flavour for s 5. For s 11, we provide an asymptotic formula. If s 6 then F (Z s ) is dense on the reals. Given nine variables, we can generalise this to sums of univariate cubic polynomials.
Introduction
Research on diophantine inequalities in many variables has hitherto focussed predominantly on inequalities of the shape
(1.1)
It is hoped that understanding such inequalities will provide prophetic insights into general diophantine inequalities. In this sense, inequalities of the form (1.1) play a rôle analogous to that played by Waring's problem in the context of diophantine equations in many variables. We propound a new analogue to Waring's problem. Let s be a positive integer, and let µ 1 , . . . , µ s be real numbers, with µ 1 irrational. We investigate the values taken by sums of shifted cubes F (x 1 , . . . , x s ) = (x 1 − µ 1 ) 3 + . . . + (x s − µ s ) 3 for integers x i > µ i (1 i s). Let η > 0 be a real number. Theorem 1.1. Let s 9, and let τ be a sufficiently large positive real number. Then there exist integers x 1 > µ 1 , . . . , x s > µ s such that
If one is only interested in showing that F (Z s ) is dense on the reals, then six variables suffice. A heuristic application of the Davenport-Heilbronn circle method suggests that the conclusion of Theorem 1.1 is valid whenever s 4. Combining our ideas with those of Parsell and Wooley [9] , we establish a full density result for s 5. For real numbers A < B, let Z(A, B) denote the set of τ ∈ [A, B] such that (1.2) has no solution x ∈ Z s such that x i > µ i for all i. Let N be a large positive real number, and put Z(N) = Z(0, N). Given eleven variables we can obtain an asymptotic formula for the number of 'positive' solutions to (1.2) . When τ > 0 is large, denote by N(τ ) = N s,η,µ (τ ) the number of integral solutions x ∈ (µ 1 , ∞) × . . . × (µ s , ∞) to (1.2). By a simplification of our methods, we may obtain a similar asymptotic formula for sums of five shifted squares. We can also handle sums of nine univariate cubic polynomials, subject to an irrationality condition, improving on the thirteen variable result apparent from Freeman's work [5] . We take the following definition from [5] . Definition 1.6. Let k 2 be an integer. For i = 1, 2, . . . , s, let h i (x) be a degree k polynomial with real coefficients given by h i (x) = β ik x k + . . . + β i1 x + β i0 .
The polynomials h 1 , . . . , h s satisfy the irrationality condition if there exist i 1 , i 2 ∈ {1, 2, . . . , s} and j 1 , j 2 ∈ {1, 2, . . . , k} such that β i 2 j 2 = 0 and β i 1 j 1 /β i 2 j 2 is irrational. Theorem 1.7. Let s 9, let τ be a real number, let h 1 , . . . , h s ∈ R[x] be cubic polynomials satisfying the irrationality condition, and put H(x) = i s h i (x i ). Then there exists x ∈ Z s such that |H(x) − τ | < η.
In order to assess the strength of Theorem 1.1, we consider what is known about Waring's problem. Linnik [7] showed that any large positive integer can be expressed as a sum of at most seven positive cubes. Vaughan [13] later used smooth numbers to establish a lower bound, of the conjectured order of magnitude, for the number of representations. Both methods rely on arithmetic considerations which, due to the real shifts, are not useful in our problem. Consequently s = 8 is a sensible target in Theorem 1, and our methods come agonisingly close to achieving this.
Cognoscenti will note that Vaughan also uses divisibility ideas to treat the eight variable case of Waring's problem in [11] . However, if one does not seek an asymptotic formula, then the sixth moment estimate in Vaughan [10] , which uses diminishing ranges, suffices to establish the existence of solutions. We will need to modify Vaughan's procedure for establishing low moment estimates, since divisibility cannot be used to study the underlying diophantine inequalities. Theorem 1.2 requires fewer variables than Waring's problem for cubes. Note, however, that any integer can be written as a sum of five integer cubes (see [6, Theorem 405] ). To prove Theorem 1.2, we use Linnik's idea [7] to reduce to an indefinite, irrational ternary quadratic polynomial. We then invoke the work of Margulis and Mohammadi [8] on inhomogeneous quadratic polynomials.
Our overall strategy for proving Theorem 1.1 is that of Freeman [5] . We use the Davenport-Heilbronn method, with the treatment of the major arc being fairly standard. Next we perform a classical major and minor arc dissection using [1, Theorem 5.1], which tells us that either a Weyl sum is small or its coefficients have good simultaneous rational approximations. Classical minor arcs are treated using a fourth moment estimate involving diminishing ranges. An ε-free analogue to Hua's lemma is needed on classical major arcs, and a nontrivial bound is needed on Davenport-Heilbronn minor arcs. The former uses [1, Lemma 4.4] , while the latter is provided by [5, Lemmas 8 and 9] . Theorem 1.3 exemplifies the philosophy that if 2t variables suffice to solve an additive problem then t variables suffice almost surely. We follow a recipe of Parsell and Wooley [9] . By considering the contributions from the DavenportHeilbronn minor and trivial arcs in mean square, we may effectively work with 2t variables in this part of the analysis.
A remark made in the introduction of [5] implies the conclusion of Theorem 1.7 whenever s 13. Theorem 1.7 is obtained in the same way as Theorem 1.1. Our fourth moment estimate is slightly weaker in the general setting, but nonetheless permits a nine variable treatment. Following this same procedure, and then using the methods developed by Freeman [4] and Wooley [15] , yields Theorem 1.5. An asymptotic formula in fewer variables cannot be obtained via Lemma 2.2, since the latter uses diminishing ranges.
Margulis and Mohammadi [8, Theorem 1.4] have shown that three variables suffice to give a version of Theorem 1.7 for quadratic polynomials. A simplification of our methods shows that (k − 1)2 k−1 + 3 variables suffice for a degree k diagonal analogue. In a similar vein we may obtain a degree k 2 analogue to Theorem 1.1 using (k − 1)2 k−1 + 3 variables. In fact we can do much better; exponents k 4 are vulnerable to a broader range of attacks, which we discuss in coming work. This paper is organised as follows. In §2, we establish the low moment estimates underpinning the proofs of our theorems, and also introduce work of Freeman which exploits the irrationality of µ 1 . In § §3-8 we prove Theorems 1.1, 1.3, 1.4, 1.5, 1.7 and 1.2 respectively.
We adopt the convention that ε denotes an arbitrarily small positive number, so its value may differ between instances. Bold face will be used for vectors, for instance we shall abbreviate (x 1 , . . . , x s ) to x. We shall use the unnormalised sinc function, given by sinc(x) = sin(x)/x for x ∈ R \ {0} and sinc(0) = 1. We shall use g(α) and g i (α) to denote Weyl sums, to be explicitly defined in each situation.
The author thanks Trevor Wooley for suggesting this line of research, as well as for his dedicated supervision.
Preliminary estimates
Key inputs for this paper are sufficiently strong low moment estimates for Weyl sums. Let P > 0 be a large real number. For real numbers X > 0, α and µ, write
We note the identity
from which we can deduce that f 2 inherits certain bounds from f 1 . By considering the underlying diophantine equations, it is easy to see that
We seek similar bounds for shifted cubes. First we introduce some notation, so as to delineate the relationship between moments of our Weyl sums and their associated diophantine inequalities. Put
This kernel function was first used by Davenport and Heilbronn [3] . It satisfies
and, for any real number t,
For κ > 0, we define the indicator function
By (2.4) and (2.5) we have
Lemma 2.1. Let h be a real polynomial of degree d 2. Let x and y be integers such that x, y > P and
Proof. The mean value theorem gives
We need to work harder for a fourth moment estimate. We shall use diminishing ranges. If q > 0 and a are integers, let R(q, a) be the set of α ∈ R such that |qα − a| P −3/2 . Let R be the union of the arcs R(q, a) over q P and (a, q) = 1, and put r = R \ R. Let R be the intersection of R and a unit interval.
Lemma 2.2. Let µ 1 and µ 2 be real numbers. Then the number S 4 of integral solutions to
with P < x 1 , y 1 2P and P 5/6 < x 2 , y 2 2P 5/6 satisfies S 4 ≪ P 11/6+ε .
Proof. We imitate Vaughan [10] . By Lemma 2.1, with P 5/6 in place of P , the number of solutions counted by S 4 with x 1 = y 1 is O(P 11/6 ). It therefore suffices to show that S ′ 4 ≪ P 11/6+ε , where S ′ 4 is the number of solutions counted by S 4 with x 1 > y 1 . Write y 1 = x and x 1 = x + h. The mean value theorem gives
By combining this with the inequalities (2.8) and
we deduce that 0 < h 3P 1/2 . For integers h and real numbers α, define
and
From (2.7) we have
Let q > 0 and a be relatively prime integers such that |qα − a| q −1 . Following closely the proof of the lemma in [10] , we now show that
By Cauchy's inequality,
Moreover,
On writing x = y + h 1 this becomes
where the inner summation is over
min(P, αu −1 ).
Applying [14, Lemma 2.2] now gives
when q P 3 , and (2.10) follows. Let α ∈ r. By Dirichlet's approximation theorem [14, Lemma 2.1], we may choose relatively prime integers q > 0 and a such that q P 3/2 and |qα − a| P −3/2 . Since α ∈ r, we must also have q > P . Now (2.10) gives
Moreover, applying Lemma 2.1 with 2η in place of η, and recalling (2.7), yields
In light of (2.3) and (2.9), it now remains to show that 
The measure of R(q, a) is 2q
Moreover, if q ∈ N then there are at most q + 1 integers a such that |qα − a| P −3/2 for some α ∈ R. Hence
where
(2.13) and
Substituting (2.13) and (2.14) into (2.12) implies (2.11), completing the proof.
We give a slightly weaker bound for general cubic polynomials. This suffices for Theorem 1.7, so for simplicity we do not give the strongest possible result.
be cubic polynomials, and fix a real number c > 1. Then the number S 4 of integral solutions to
with P < x 1 , y 1 cP and P 4/5 < x 2 , y 2 2P 4/5 satisfies S 4 ≪ P 9/5+ε .
Proof. We may assume without loss that h 1 is monic. By Lemma 2.1, with P
4/5
in place of P , the number of solutions counted by S 4 with x 1 = y 1 is O(P 9/5 ). It therefore suffices to show that S ′ 4 ≪ P 9/5+ε , where S ′ 4 is the number of solutions counted by S 4 with x 1 > y 1 . Write y 1 = x and x 1 = x + h. Let C be a large positive constant. The mean value theorem gives
By combining this with the inequalities (2.15) and
we deduce that 0 < h CP 2/5 . For integers h and real numbers α, define
e(αh 2 (x)).
Let q > 0 and a be relatively prime integers such that |qα − a| q −1 . We now show that
We initially follow the proof of the lemma in [10] . We may plainly assume that q P 3 . Put M = P 1/5 , H = P 2/5 and Q = P 4/5 . Let
By Cauchy's inequality, we have
On writing x = y + d this becomes
Thus,
We may now apply the classical transference principle in [14, §2.8, Exercise 2] to deduce that
Here q is replaced by q + Q 3 |qα − a|, the latter being the 'natural' height of α. For full details, see the proof of [12, Lemma 3.1] . The right hand side of (2.19) is precisely the right hand side of [12, Equation (3.4) ]; there we put r = q, b = a and k = 3.
Combining (2.20) with (2.18) yields
, which establishes (2.17). Let α ∈ r. By Dirichlet's approximation theorem, we may choose relatively prime integers q > 0 and a such that q P 3/2 and |qα − a| P −3/2 . Since α ∈ r, we must also have q > P . Now (2.17) gives G(α) ≪ P 19/20+ε ≪ P . Moreover, applying Lemma 2.1 with 2η in place of η, and recalling (2.7), yields
Hölder's inequality gives
From (2.21) and a trivial estimate we have
where β = α − a/q. Moreover, if q ∈ N then there are at most q + 1 integers a such that |qα − a| P −3/2 for some α ∈ R. Hence
which, in light of (2.3), yields 
and let U be the intersection of N with an interval of length L. Then
Proof. By changing variables, we may assume without loss that h is monic. Let
where a 0 , a 1 , a 2 ∈ R. For α ∈ R, put α j = a j α (j = 0, 1, 2) and α 3 = α. For q ∈ N and v ∈ Z 3 , put
Let α ∈ U. At least one of |g 0,b (α; h)| and |g 0,c (α; h)| must exceed For positive integers q, let V (q) denote the set of v ∈ Z 3 satisfying (2.27). For v ∈ Z 3 and q ∈ N, denote by U(q, v) the set of α ∈ U satisfying (2.28). Let α ∈ U(q, v), where q < P 3/4 and v ∈ V (q). Let
Now [14, Theorems 7.1 and 7.3] give
Specifying q, v 3 and β 3 determines α. Moreover, if q ∈ N then there are
As u > 6 and ε is small, we now have (2.26).
We will require Freeman's bounds on Davenport-Heilbronn minor arcs. In 
Then there exists a positive real-valued function T (P ) such that lim P →∞ T (P ) = ∞ and sup
This may appear stronger than Freeman's conclusion that
However, the bound (2.30) gives a positive real-valued function T 1 (P ) such that lim P →∞ T 1 (P ) = ∞ and sup
By putting T 0 (P ) = min(T (P ), T 1 (P )), we obtain (2.29) with T 0 (P ) in place of T (P ). The advantage of (2.29) over (2.30) is not seen until §6.
A Waring-type result
In this section we prove Theorem 1.1. By fixing the variables x 10 , . . . , x s if necessary, we may plainly assume that s = 9, and that 0 µ 1 , . . . , µ s < 1.
(3.1)
Let γ be a small positive real number. Define P by τ = 7.1P 3 , and put
where we recall (2.1). By (2.7), we can show Theorem 1.1 by establishing that
Let 0 < ξ < 5/6, and recall that µ 1 / ∈ Q. With T (P ) as in Lemma 2.5, applied to the polynomials (x − µ 1 ) 3 and (x − µ 2 ) 3 , we define our Davenport-Heilbronn major arc by M = {α ∈ R : |α| P ξ−3 }, (3.2) our minor arcs by
and our trivial arcs by
Proof. For real numbers X > 0 and α, let
and write
Define 
Recalling (2.3), we now conclude that 
By (2.4), changing variables gives
where R 1 is the set of y ∈ R 9 such that P 3 < y 1 , . . . , y 7 8P 3 , P 5/2 < y 8 , y 9 8P
5/2 (3.8) and |y 1 + . . . + y 9 − τ | < η. Let V denote the set of y ∈ R 1 such that P 3 < y 2 , y 3 , . . . , y 7 1.01P 3 (3.9) and |y 1 + . . . + y 9 − τ | < η/2. By positivity of the integrand in (3.7), we have
Since τ = 7.1P 3 , we have
whenever the inequalities (3.8) and (3.9) are satisfied. Hence
10) The bounds (3.5), (3.6) and (3.10) yield the desired result
By Lemma 3.1, Hölder's inequality and symmetry, it remains to show that
Fix i ∈ {1, 2, 3}, let
put n = R \ N, and let U be the intersection of N with a unit interval. In view of (2.7), Lemma 2.2 gives
Since γ and ε are small, we now have
Lemma 2.4 and a trivial estimate yield
which, recalling (2.3), gives
14)
The inequalities (3.12) and (3.14), together with a trivial estimate and Hölder's inequality, yield
Combining (3.12) with (3.13) gives
for i = 1, 2, 3 which, by Hölder's inequality and (2.30), yields
This and (3.15) give (3.11), completing the proof of Theorem 1.1.
A full density result
In this section we prove Theorem 1.3. Note that Z(N) is closed and hence measurable, since it is the intersection of [0, N] with
where the intersection is taken over integers x 1 > µ 1 , . . . , x s > µ s . We may plainly assume (3.1) and, by fixing the variables x 6 , . . . , x s if necessary, that s = 5. Put λ = 42/41. It suffices to show that
indeed, if for some ψ(X) ր ∞ we have
for large positive real numbers X, then
Let Z = Z(4.1N, 4.2N), and putẐ = meas(Z). It remains to show that
Let P = N 1/3 , and put
By (2.7) and (3.1), we note that if τ ∈ Z then
Let 0 < ξ < 5/6, and recall that µ 1 / ∈ Q. With T (P ) as in Lemma 2.5, applied to the polynomials (x − µ 1 ) 3 and (x − µ 1 ) 3 , we define our DavenportHeilbronn arcs by (3.2), (3.3) and (3.4). The inequality (3.11), together with symmetry, Hölder's inequality and a trivial estimate, gives
By mimicking the proof of Lemma 3.1, one may confirm that Indeed, an inspection of that argument shows that the only detail requiring attention is the analogue of (3.6), which in the current setting becomes
From (4.2) and (4.4), we have m∪tf (α)e(−ατ )K(α) dα ≫ P
11/6
uniformly for τ ∈ Z, so
For τ ∈ Z, define the complex number θ τ by
and note that |θ τ | = 1. For α ∈ R let
Applying Fubini's theorem and (2.7) yields
Substituting the bound (4.6) into the left hand side, and substituting the bounds (4.3) and (4.7) into the right hand side, yields
By (4.5) and (4.8), we haveẐ = o(P 3 ). This gives (4.1), completing the proof of Theorem 1.3.
Unrepresentation
In this section we prove Theorem 1.4. For x ∈ Z 3 and τ ∈ R, let
Let N(τ ) be as defined in the preamble to Theorem 1.5, and putẐ = meas(Z(N)). Then
where the summation is over integer triples
Since N is large and η < 1/4, we now have N −Ẑ < N/2, so meas(Z(N)) > N/2.
An asymptotic formula
In this section we prove Theorem 1.5. Let τ be a large positive real number, and put
We may plainly assume (3.1). One can easily check that
where N * (τ ) is the number of integral x ∈ [1, P ] s satisfying (1.2). It therefore suffices to prove the theorem with N * (τ ) in place of N(τ ). For i = 1, 2, . . . , s, write
where we cast our minds back to (2.1). With 0 < ξ < 1, and with T (P ) as in Lemma 2.5, applied to the polynomials (x − µ 1 ) 3 and (x − µ 2 ) 3 , we define our Davenport-Heilbronn arcs by (3.2), (3.3) and (3.4).
Next we deploy a kernel function introduced in [4, §2.1]. Put
From [4, Lemma 1] and its proof, we have
where we recall the definition (2.6). Moreover, the expression
is less than or equal to 1, and is equal to 0 whenever ||t| − η| > ηL(P ) −1 . It will be convenient to work with nonnegative kernels in part of the analysis, as in [9, §2] . We note that
As (2.7) holds for all η > 0, we also have
From (6.4) we have
It therefore remains to show that
We begin by demonstrating the bound
For this purpose it suffices, by symmetry, Hölder's inequality and a trivial estimate, to prove that
put n = R \ N, and let U be the intersection of N with a unit interval. For subsets U ⊆ R, write
By (6.6), (6.7) and Lemma 2.1, we have
Cauchy's inequality and (6.5) now give
Thus, recalling (6.2), we have
By Lemma 2.4, we have
Combining this with (2.29) gives
which, recalling (6.2) and (6.3), yields
Moreover, (6.12) and a trivial estimate give
so by (6.2) and (6.3) we have
, the inequalities (6.11), (6.13) and (6.14) give (6.10), which in particular establishes (6.9).
Next we consider (6.15) following the recipe given in [15, §6] . Define
Using (6.3) in place of (2.3), we may mimic the proofs of (3.5) and (3.6) to deduce that I
(1)
The final step is to provide asymptotics for
Changing variables with
In view of (6.1) and the discussion following (6.4), we see that
except possibly when
in which case |∆ ± (u) − ∆ * (u)| 1. If (6.18) is satisfied then there exists j ∈ {1, 2, . . . , s} such that u j ≫ 1. For j = 1, 2, . . . , s, let T j denote the set of u ∈ (0, 1] s satisfying (6.18) and u j ≫ 1. Now
Thus, I
(3)
, so that
First we show that
, it suffices for (6.21) to show that
(1 j s − 1), which establishes (6.22) and in particular (6.21). If ∆ * (u) = 1 and u s P −1 then |u s − Y | < ηP −3 so, by the mean value theorem, u
Combining this with the bound
gives
23) where
Let R be the set of u
whenever ∆ * (u) = 0, we have
Next we show that
Let u ∈ R×R be such that ∆ * (u) = 1. Then |u s −Y | < ηP −3 , so u s > −ηP −3 . If u s < P −1 then Y < 2P −1 and u j ≫ 1 for some j ∈ {1, 2, . . . , s − 1}, so we can change variables from u j to Y to show that the contribution from these u is o(P −3 ). Meanwhile, if u s > 1 then Y > 1 − ηP −3 and u 1 , . . . , u s−1 ≪ P −3 , so the contribution from these u is also o(P −3 ). We have established (6.24). The computation
is standard (see [2, p. 22] ). Therefore
In view of (6.20), (6.21), (6.23) and (6.24), we now have
Combining this with (6.16), (6.17) and (6.19) yields
I
where we recall (6.15). Finally, (6.9) and (6.25) give (6.8), completing the proof of Theorem 1.5.
Sums of cubic polynomials
In this section we prove Theorem 1.7. Without loss of generality h 1 and h 2 satisfy the irrationality condition. By fixing the variables x 10 , . . . , x s if necessary, we may plainly assume that s = 9, that τ = 0, and that η = 1. Let a 1 , . . . , a 9 be the leading coefficients of h 1 , . . . , h 9 respectively. Without loss of generality a i < 0 < a 1 |a 2 | (2 i 9). Let ω be a small positive real number, and let P be a large positive real number. Define the real number c by
, and note that c 2. Put
e(αh i (x)), i = 8, 9.
Recall (2.2). In light of (2.7), it suffices to show that
We essentially follow §3. With 0 < ξ < 4/5, and with T (P ) as in Lemma 2.5, we define our Davenport-Heilbronn arcs by (3.2), (3.3) and (3.4).
Lemma 7.1. We have
Proof. Put
e(αh i (x)) dx, i = 8, 9.
Define
Mimicking the proof of Lemma 3.1, we deduce that
, and consider
By (2.4), we have
where V is the measure of the set of x ∈ [P, cP ] × X such that |H(x)| 1/2. In view of (7.1), (7.2) and (7.3), it remains to show that
uniformly for (x 2 , . . . , x 9 ) ∈ X.
Let x ′ = (x 2 , . . . , x 9 ) ∈ X, and put
The polynomial h 1 is strictly increasing when its argument is sufficiently large. As Λ(x ′ ) is large and positive, there exist unique positive real numbers m and M such that h 1 (m) = Λ(x ′ ) and h 1 (M) = Λ(x ′ ) + 1. Since a 1 |a 2 | and ω is small, it follows from (7.5) that P < m < M < cP.
, and the mean value theorem gives
Thus we have (7.4), completing the proof of Lemma 7.1.
By Lemma 7.1, symmetry and Hölder's inequality, it remains to show that
We can establish (7.6) in the same way as (3.11), using Lemma 2.3 instead of Lemma 2.2. Indeed, an inspection of that argument shows that the only detail requiring attention is the analogue of (3.12), which in the present setting becomes n |g i (α) 7−γ g 8 (α) 2 |K(α) dα ≪ P 3(5−γ)/4+9/5+2ε = o(P 28/5−γ ).
This completes the proof of Theorem 1.7.
Sums of six shifted cubes are dense on the reals
In this section we prove Theorem 1.2. We will need [8, Theorem 1.4], so we begin by reviewing the relevant definitions and theory. With future applications in mind, we will be fairly general here. We begin by generalising Definition 1.6. Let n be a positive integer. For quadratic forms Q ∈ R[y 1 , . . . , y n ], and for ξ ∈ R n , define the quadratic polynomial Q ξ by Q ξ (y) = Q(y + ξ). The following is a direct consequence of [8, Theorem 1.4] . Theorem 8.2. Let Q be a nondegenerate, indefinite quadratic form in n 3 variables, and let ξ ∈ R n . Assume that Q ξ satisfies the irrationality condition. Then Q ξ (Z n ) is dense on R.
This implies a similar result for general quadratic polynomials, as we now explain. Let q ∈ R[y 1 , . . . , y n ] be a quadratic polynomial, given by q(y) = i,j n a ij y i y j + i n b i y i + q(0), where a ij , b i ∈ R and a ij = a ji (1 i, j n) . The homogeneous part of q is Q(y) = i,j n a ij y i y j .
Assume that Q is nondegenerate, so that A = (a ij ) is invertible, and put ξ = In particular, there exists ξ ∈ R n such that q(y) − Q(y + ξ) is constant. We thus arrive at the following corollary of Theorem 8.2.
Corollary 8.3. Let n 3 be an integer, and let q ∈ R[y 1 , . . . , y n ] be a quadratic polynomial satisfying the irrationality condition. Assume further that the homogeneous part of q is nondegenerate and indefinite. Then q(Z n ) is dense on R. Now we are ready to prove Theorem 1.2. By fixing the variables x 7 , . . . , x s if necessary, we may evidently assume that s = 6, and that 0 < µ 1 , . . . , µ 6 1.
(8.1)
Let y 1 , y 2 , y 3 ∈ Z, and let a equal 3 or 4. Put x 1 = a + y 1 , x 4 = −y 1 , x 2 = y 2 , x 5 = −y 2 , x 3 = y 3 , and x 6 = −y 3 . Now F (x) = f (a) + 3v · c(a), where f (a) depends only on a (and µ), v = (y In particular, if we choose a = 3 or a = 4, then f (a) + 3v · c(a) is a quadratic polynomial in y, whose homogeneous part is nondegenerate and indefinite. Note that we used (8.1) to ensure this. By Corollary 8.3, it remains to show that there exists a ∈ {3, 4} such that the entries of c(a) are not all in rational ratio.
Suppose (3 − µ 1 ) 2 − µ 
