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CHAPTER I : INTRODUCTION 
Background 
The operation of a farm has become increasingly complex 
over the last several decades. It is no longer enough for a 
farmer to keep farm purchasing records haphazardly on the backs 
of seed catalogs and bank calendars; he must behave in a more 
systematic manner. One of the most crucial commodities for any 
businessman to obtain is information; both about the 
condition of his firm, and the condition of the markets that 
he buys his inputs and sells his output in. As a consumer of 
information, a farmer acts no differently from any other 
businessman. 
Many people have a somewhat romantic notion aboiit the 
operations of a farm; however, despite any implicit benefit 
gained by breathing country air or working with the soil, most 
farmers cannot continue to stay in business if their operations 
show no hope of ever turning a profit. Thus, a farmer must 
keep scrupulous track of the costs and returns of every 
activity he engages in, and be aware of their implications. 
Such an endeavor can undoubtedly be enhanced by more accurate 
and/or more efficient data-collection and processing. 
Utilizing any system for managing the flow of data makes 
evaluation easier than if the data are collected irregularly, 
so systematized record-keeping is generally the preferred 
2 
approach. Data that is not collected routinely is of little 
value in helping to judge the financial progress of the farm. 
The introduction of the computer into wide circulation has 
revolutionized information-processing in businesses of all 
types and sizes all over the developed world. The 
affordability of the microcomputer has made its capabilities 
accessible to all but the smallest neighborhood grocery store. 
Many of these capabilities are also potentially quite useful 
to the farmer, if they can be adapted to the seasonality and 
multi-activity nature of the farming business. 
Computer software adapted to the constraints of 
agriculture initially had to be custom-written by individual 
programmers, because few large computer firms saw a viable 
return to the extensive development costs of a widely-
available, easily-used farm software package. This factor, 
combined with the high cost of early-generation 
microcomputers, made farm computing extremely expensive. 
Thus, the introduction to farmers of the usefulness of 
computerized record-keeping came through computer services 
extended by farm accounting firms or local extension offices. 
Economies of scale allowed such institutions to offer these 
services at a reasonable cost, even while the costs of the 
hardware and software needed put a system's purchase beyond 
the reach of most individual farmers. The time it took to 
modify software programs in order to be applicable to farming 
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operations caused the microcomputer to be adopted by farmers 
generally later than by non-agricultural firms. The 
microcomputer and its record-keeping capabilities have through 
these means become available to the farmer, if he decides it 
can be useful to his operation. 
Objectives of the Study 
The primary objectives of this study are to model both 
the separate and joint decisions of farmers on the adoption 
and utilization of personal computers and paid computer 
services. A profit-maximizing conceptual model is developed, 
assuming that a microcomputer fulfills the role of a 
managerial input. A corresponding empirical model is 
estimated utilizing the theoretical framework of a normalized 
profit function. 
The model is fitted to data from a survey of Iowa 
farmers, with corresponding hypothesis tests to determine the 
sources of differences in adoption behavior, such as farm size 
and education level. The panel nature of the data set might 
offer a further opportunity to explore how changes in • 
attitudes and perceived benefits from adoption affect adoption 
patterns. 
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CHAPTER II; CONCEPTUAL FRAMEWORK 
The approach envisioned in this study differs 
substantially from previous adoption studies. Most earlier 
studies involved the adoption of a single innovation that 
tends to reduce the cost or increase the productivity of a 
narrowly defined activity. The microcomputer does not fit 
into this category, because it contributes to many activities. 
This multiple-use aspect requires one to consider wider fields 
of prior research than would a narrowly defined innovation. 
Studies of Adoption 
Economic studies 
Economic studies of adoption range from an aggregate 
analysis of hybrid corn adoption (Griliches, 1957) to more 
recently a microeconomic study of more broadly applicable 
technology, minimum tillage cultivation practices (Rahm and 
Huffman, 1984). Early work on economic adoption studies dealt 
primarily with the industrial sector. One particular early 
study attempted to identify the factors governing the 
differing rates of acceptance of important processing 
innovations by several smokestack industries (Mansfield, 
1961). This study found the determinants of adoption to 
include the innovation's apparent profitability, its 
installation cost, the number of already-adopting firms, and 
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the particular industry the firm is in. Not until the early 
1970s and the plant-breeding breakthroughs of the Green 
Revolution was interest rekindled in the economic analysis of 
agricultural innovations. Typical of these agricultural 
adoption studies was an econometric examination of the factors 
determining the propensity to adopt dwarf wheat varieties by 
Indian farmers (Muthia, 1971). Those factors considered 
included the farmer's tenancy status, farm size, relative 
financial constraints, and family labor availability. 
Other factors believed to affect an individual's 
readiness to utilize new technology were gradually added to 
the literature. Numerous efforts were made to incorporate a 
dynamic element into adoption analysis, initially by 
postulating a lengthy information-gathering process, due to 
the search time and costs involved (Kislev and Shchori-
Bachrach, 1973). Other work attempted to pinpoint the sources 
of variation in outside influences between early and late 
adopters at the different stage of adoption, such as awareness 
and evaluation, with some success (Lindner et al., 1982), and 
whether the time lag between those stages differs for early 
and late adopters (Feder and Slade, 1984). 
Uncertainties of various types were also introduced into 
the analysis of adoption behavior. It was assumed that 
stochastic returns to scale on new technology lead to 
uncertain output, and this concept combined with presuming 
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that some farmers are risk averse has yielded some interesting 
propositions about tendencies to adopt new technology that is 
risk-increasing (Just and Zilberman, 1983). A farmer's 
reaction to production risk and his collection of information 
in an effort to define that risk constituted an informal 
Bayesian approach to adoption of new technology (Feder and 
O'Mara, 1981). 
The tendency to adopt a new input can be shown to depend 
on existing characteristics of the farm. Several studies 
examined adoption behavior in the face of relationships 
between new innovations and inputs that were recently added to 
the farm's operation (Feder, 1982, and Wozniak, 1984). A 
facet of the farmer's entrepreneurial capability known as 
innovative ability, his propensity to test and adopt new 
ideas, is believed to be dependent on such factors as 
education, experience, informal training (all regarded as 
human capital variables), and scale of production (Wozniak, 
1984, and Rahm and Huffman, 1984). 
Sociological studies 
Restricting examination of technology adoption studies to 
those that are strictly economic in nature neglects a rich 
literature that is outside this field. Numerous studies of 
adoption and diffusion have been conducted by rural 
sociologists and deserve mention here, even if they do not 
relate directly to the study at hand. Sociological studies of 
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adoption commenced in the late 1940s, and continue to the 
present. Sociologists tend to divide the farmers who adopt an 
innovation into several groups; innovators, early adopters, 
early majority, late majority, and laggards (Rogers, 1958). 
One important difference between economic and sociological 
approaches is the treatment of adoption by sociologists as a 
time-consuming process with consecutive stages of awareness, 
interest (information), evaluation (application), trial, and 
adoption (Beal and Rogers, 1960). 
It has been found in many of these studies that economic 
variables account for only a fraction of the variance of the 
length of the period between awareness and adoption which 
apparently differs between early and late adopters. 
Categories of factors commonly utilized in sociological 
adoption studies include personal attributes, farm firm 
characteristics, psychological and/or attitudinal 
orientations, environmental characteristics (Bultena and 
Hoiberg, 1983), sociological characteristics and neighborhood 
characteristics (Jones, 1967). Sociologists frequently have 
also examined the sources of information to which a farmer 
refers in pursuing the adoption process, and whether the 
sources used vary as the farmer follows the phases of 
adoption. Sources of information have been generally broken 
into four categories — mass media, agricultural agencies, 
commercial sources, and informal sources. These categories 
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are often further divided into personal and impersonal means 
of communication (Beal and Rogers, 1960). 
Previous studies derived from the same data set utilized 
in this analysis focused on the different stages of adoption 
that surveyed farmers were at in the various years of the 
panel, and on the factors associated with adoption progress. 
This study found that variables such as gross income, age, 
education, off-farm employment, experience with computers, and 
a scale aggregating management practices that are actually 
enhanced by computers accounted for a substantial portion of 
the variability of progress reached toward adoption between 
early and later adopters (Yarbrough and Scherer, 1984) in a 
simple regression analysis. 
A New Type of Innovation 
The decision to adopt a new type of technology is based 
on an individual's perception as to whether or not the 
technology will improve the profitability of his operations. 
In a joint decision framework, this process may involve 
deciding to use one of the innovations or both of them if that 
choice is deemed most profitable. These new technologies can 
take several forms; improved inputs or techniques, which 
replace established ones, or radically new inputs or methods, 
which augment certain activities or the entire farm 
infrastructure. New technologies can also be embodied or 
disembodied. The microcomputer and related innovations can be 
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treated as new techniques that have the potential to augment 
the effectiveness of much of the farm's infrastructure, and as 
disembodied because its uniqueness is not embedded in an 
already existing input. The computer can serve many 
functions, some of which may have been accomplished manually 
prior to the computer's appearance on the farm (such as 
financial record-keeping for tax purposes), though significant 
new ones may now become possible. It is, in effect, a new 
management tool, whose purpose is to provide information for 
improved decision-making capacity. This facet sets it apart 
from most other innovations and differentiates this study from 
previous adoption studies. 
The Search for Information 
If agricultural markets were truly perfectly competitive, 
then all necessary information would be conveyed through the 
set of relevant prices, keeping in mind that in agriculture 
production decisions must be made long before the farm's 
output is available for sale and output prices become known. 
Since markets clearly don't provide such complete information, 
it becomes.essential for further sources of information to be 
developed. The economic literature on the search for 
information is primarily theoretical, but it will be useful to 
explore it briefly to establish some basic premises. There 
are two major types of information available, public. 
such as crop forecasts disseminated by the U.S. Department of 
Agriculture, and private, such as detailed knowledge about the 
inner workings of a farm or a company. It will be assumed 
that the individual has access to and/or the ability to 
utilize both types of information. 
Public information 
When the public sector creates information that leads to 
more accurate forecasting on prices and/or yields, society is 
believed to gain (Freebairn, 1976). If it is assumed that an 
agent has prior knowledge of only relative prices, then it can 
be shown theoretically that his forecasting error is reduced 
by the provision of better information (DeCanio, 1980). If we 
accept the notion that publicly-produced information has many 
of the characteristics of a public good (indivisibility, non-
diminishing marginal returns, etc.), it is important to note 
that such theoretically costless information ought to always 
have positive marginal utility and can never make the 
decision-maker worse off (Chavas and Pope, 1984). 
As a consequence, any rational agent ought to take 
advantage of such information. In fact, optimizing producers 
will utilize government-provided forecasts as long as those 
predictions are based on at least some datum that the 
individual did not use in arriving at his own forecast. This 
presumption has been found to hold true even if the variance 
11 
of the public forecast is greater than the variance of 
privately-made forecasts (Falk and Orazem, 1985). 
Private information 
The acquisition of private information is a different 
matter, because an individual must expend his own resources to 
obtain it. In contrast to public information, assessing 
marginal cost and marginal return must be treated as crucial 
in the area of private information-gathering (Grossman and 
Stiglitz, 1976). 
The effects of private information on the market depend 
largely on the initial ability of market participants. For 
instance, if most agents in the market make equally good use 
of information in formulating their forecasts, then it has 
been shown that information will be utilized more efficiently 
in social terms than if there is differential information use 
(Figlewski, 1978). Prior effectiveness as forecasters also 
has an impact on how better information affects the inventory 
position farmers take. If on the one hand, they were 
previously naive forecasters, it is expected that they will 
reduce their inventory positions if armed with better 
information. On the other hand, experienced forecasters have 
the ability to use this improved information to engage in 
hedging or speculation, and studies have indicated that their 
inventories may well increase (Bradford and Kelejian, 1977). 
Speculators can only take a position in the market if they 
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believe the ultimate price will differ from that expected by 
the rest of the market, so speculation isn't feasible if only 
public information is available, or if all firms collect 
similar private information. 
The impact of private information also depends on the 
initial structure of the market. If the market in question is 
not perfectly competitive and has a few large, dominating 
firms and many smaller firms, theoretical derivations suggest 
that an increase in awareness of market conditions among the 
smaller competitive firms on the fringe has an ambiguous 
effect on the efficiency of the market (Perloff and Hausser, 
1983). This result is typical of second-best situations, 
which are situations in which distortions already exist in 
the market. If economies of scale prevail in the acquisition 
and processing of information, then the benefits of 
information will accrue primarily to the larger firms in the 
market. Such a bias has been seen to tend to reinforce the 
unbalanced nature of the market (Just, 1983). 
Valuation of information 
One of the most difficult questions in this area is the 
proper approach to the valuation of information. The most 
plausible technique employs the concept of the welfare changes 
(producer and consumer surplus) due to improved information. 
The closer to an exact forecast price society arrives at, the 
smaller the welfare loss to society. 
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The return to information appears to be closely related 
to thé riskiness of the market. Given certain standard 
restrictions on the payoff function, it has been proven that 
the value of information increases with absolute risk aversion 
(Hess, 1982). If information is costly, Grossman (1976) has 
proposed that the system must be stochastic so traders are 
able to gain a return on their investment in information-
gathering; otherwise, no equilibrium will exist, because of the 
free-rider problem. In fact, the more an uncertain economy 
departs from the strictures of a perfectly competitive market 
(particularly the assumption that information is a free good), 
the greater the value of information. 
The net social benefit approach (as described above) as 
been used to calculate that each incremental dollar spent to 
increase the accuracy of government statistics from the 2.5 to 
the 2.0 percent level of error yields more than $600 in 
societal benefits (Hayami and Peterson, 1972). Other 
recommended approaches include the decision theoretic approach 
and the scoring approach (Eisgruber, 1978). The impact of 
partially accurate forecasts depends upon how much reliability 
is placed on them by producers, which would also have to be 
estimated to measure the value of information. 
The techniques mentioned here would seem to apply most 
readily on an aggregate basis. For analysis of an 
individual's estimation of the value of information, it would 
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appear to be more reasonable to turn to an implicit evaluation 
of his costs and benefits. Such an approach presents 
difficulties in an analysis of such complex technology, in 
which the better information can enhance decision-making 
capability in many areas, rather than simply augmenting one 
activity. This multi-faceted aspect leads one to careful 
consideration of how to incorporate the adoption decision into 
an appropriate theoretical model for these particular 
circumstances. 
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CHAPTER III: THEORETICAL FRAMEWORK 
The decision to adopt a new innovation by an economic 
agent can reasonably be assumed to occur because he believes 
that the new technology or technique will on net make him 
better off. For a farmer, new technology changes the 
production function which represents efficient input-output 
combinations. The production function is a constraint on his 
profit maximization. The production function is assumed to be 
a strictly quasi-concave function with continuous first-order 
and second-order partial derivatives. It is useful at this 
stage to think of general production or transformation 
functions (Q^ are outputs, Xj are inputs, are fixed terms): 
f(Q2»Q2' • • • ' • • • ' »2j^,...,Zg)=0 (3.1) 
Timing of the Adoption Decision 
The decision-making process can be split into a series of 
distinct phases which have been studied from a sociological or 
cognitive point of view; one set of stages were identified in 
the last chapter. In this scheme, the individual expends few 
visible resources during the first three stages. Instead, it 
is better to treat the process as one in which the individual 
first gathers information, then he(she) tries and then adopts 
the new technology. The decision can be viewed as being made 
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at discrete points in time, when the critical amount of 
information about the technology has been collected, 
evaluated, and acted upon. 
In economic adoption studies, the relevant question is 
whether to adopt or use an innovation at a point in time. 
Some non-adopters at. a point in time may become an adopter at 
a later point in time. It is also possible that he may have 
decided correctly that such an innovation would not help him. 
A substantial lag between awareness and adoption is likely to 
be the case with more complicated new technology, e.g., 
microcomputers. Those persons who are able to process the 
relevant information rapidly (innovators and early adopters) 
will quickly reach a decision. It is also conceivable that an 
individual might wish discontinue use of an innovation after 
first trying it, if it doesn't live up to his expectations. 
Previous studies suggest this occurs infrequently. 
Microcomputers and related computer services do not fit 
into the traditional categories of new farm technologies. 
Generally, new technologies increase the average yield of 
crops per acre or livestock output per pound of feed (e.g., 
dwarf wheat, feed'supplements, combines, or portable feed 
grinders). These technologies are also normally associated 
with only one farming activity and result in a skewed 
distribution of benefits. Those who specialize in the 
favorably affected activity receive proportionately more of 
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the net benefits than those with highly diversified operations. 
Computers and associated innovations, on the other hand, have 
applications that can contribute to enhanced profitability of 
almost all farming activities, by reducing the cost of good 
quality information and enhancing the efficiency of 
information processing. If a microcomputer is treated as a 
management tool, a variable reflecting its use may be placed 
in the production function. 
The Profit Function 
Most adoption studies conducted by noneconomists have 
failed to consider the investment aspect of the adoption 
decision. The decision-maker is treated as being myopic. In 
these models, farmers are assumed to absorb the entire 
monetary costs of the new technology in the first period, 
rather than the more realistic treatment of amortizing it over 
the lifetime of the input. If reasonably good second-hand 
markets for durable inputs exist, amortization is consistent 
with an input-technology choice that maximizes net worth over 
the firm's lifetime. It is presumed that the farmer 
considers future profits when deciding whether or not to buy a 
microcomputer. However, unless accurate values for future 
exogenous variables can be projected, any expected price that 
could be included as a variable in the model would simply be a 
function of current information. Thus, it seems reasonable to 
18 
treat this formulation as a long-run profit or net worth 
maximization, even though expected future prices are not 
explicitly included. The appropriate imputed rental cost on 
durable equipment should include an allowance for physical 
depreciation, opportunity cost of capital (market interest 
rate), and changes between the price of the durable when new 
and of the item over time. 
Financing the purchase of a microcomputer would add an 
extra dimension to the decision to adopt a computer, if 
capital rationing occurs. An alternative to purchasing a 
microcomputer is leasing the machine. It is not known how 
frequently farmers lease such equipment. Unless the capital 
market is perfect, the opportunity cost of buying a computer 
with borrowed funds would probably be higher than the cost of 
obtaining equivalent services from a leased computer, if the 
lease payment is made out of internally-generated funds. A 
federal income tax deduction for depreciation cannot usually 
be taken on leased equipment. Unfortunately, from the sample 
information available it is impossible to determine whether 
farmers are owners or lessees of the microcomputer they use. 
Monetary resources are not the only assets expended in 
acquiring ànd putting into use a microcomputer. Unlike some 
other innovations previously studied by other economists, a 
microcomputer is a complex piece of machinery that will take 
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time and effort to master. If an individual spends more time 
learning how to operate the software and hardware then he can 
expect to become more efficient at using the equipment to 
increase his farm's profit. This process could be considered 
to be an example of a learning curve, in which performance of 
a certain activity improves as experience is gained (Arrow, 
1962). The ability to run a microcomputer properly can be 
regarded as an aspect of human capital, and the accumulation 
of this ability as an input in the farm production function. 
Although the production function of a typical Iowa farm 
is multiple-input, multiple-output because most Midwestern 
farmers conduct diversified operations, the modelling proceeds 
under the assumption of a single product. In general terms, 
the input categories for farm production are land, capital, 
and labor. Land represents those inputs whose capacity is 
fixed over a fairly long period, capital represents those 
inputs whose availability is fixed over a shorter period, and 
labor also includes inputs like fertilizer and pesticides 
whose intensity of application can be varied rather easily, 
as well as aspects of human capital. A computer, if adopted, 
can be placed in the capital input vector. Computer services 
can be categorized generally as purchased inputs, like hired 
labor. 
Given a production function, Q=F(L,K,M,Z), and fixed 
prices of inputs and output, the farmer makes input (and 
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output) decisions by maximizing profit (general input 
categories are represented as: L-land, K-capital, M-labor): 
n-PO(L,K,M,Z)-rL-qK-wM. (3.2) 
where P=output price, and r,q,w»vectors of input prices. 
First order conditions for a profit maximum are: 
K: PQ(MF%).q, (3.3) 
M; Pq(MPjjj)-w, (3.4) 
L: PQ(MP^)-r. (3.5) 
Input demand equations are obtained by solving equations 
(3.3)-(3.5) simultaneously. Each input demand function is a 
function of the vector of output and input prices, i.e. 
K*=f(P,w,r,q,Z), (3.6) 
M*=f(P,w,r,q,Z), (3.7) 
L*=f(P,w,r,q,Z). (3.8) 
If the set of variable inputs is expanded and the set of 
fixed inputs contracted, then the production mixture can more 
easily be altered to take advantage of new information about 
prices and yields (Epstein, 1980). New inputs that appear on 
the market and are deemed potentially profitable by farmers, 
such as the innovations under examination here, can be 
inserted into the production structure at any time. 
These optimized input demand functions can then be 
substituted back in to the profit equation to obtain the 
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indirect profit function: 
n=PO(L*,K*,M*,Z)-rL*-qK*-wM*=n*(r,q,w,P,Z). (3.9) 
At a point in time, an individual will make a decision to 
adopt an innovation, if his profit is larger than it would be 
if the innovation were not adopted. He must project into the 
future the returns he will gain in exchange for the current or 
continuing costs he will incur. It is important to remember 
that certain clear costs are contracted by using computers or 
computer-related services, but returns are less explicit, 
coming in the form of lower forecast errors or more efficient 
input allocation. 
The purpose of the computer and its related new 
techniques are to improve profitability by the provision of 
better or lower cost information for making input mixture 
selections, and also in the proper timing of output sales, 
such as using hedging techniques or forward contracting. 
The specific attributes of an innovation that characterize 
it within the framework of the profit function shall be 
covered at greater length in the next chapter. 
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CHAPTER IV: THE ADOPTION DECISION 
The farmer who is contemplating the adoption of new 
technology is faced with making a subjective evaluation of an 
objective problem, will the innovation contribute to higher 
profit in the future than he could otherwise expect to obtain? 
Many factors will enter into that decision-making process — 
about the innovation itself, the place it would fill in the 
farm operation, and the constraints he would confront in 
implementing a decision to adopt it. Some of these aspects 
are not directly observable; they may well have to be divined 
from observable characteristics of the farm or the farmer 
himself. It is not likely that the farmer will formally 
consider a maximization framework like that discussed in the 
previous chapter (unless he is conducting linear programming 
for farm plans), but it is a reasonable behavioral assumption 
to make in the light of the microeconomic theory of the firm. 
This chapter proposes to examine the aspects of the adoption 
decision relating to the managerial capacity-boosting nature 
of the microcomputer for the farm. 
23 
Information-Enhancement Aspects of 
Managerial Innovations 
Few innovations that are adopted can potentially apply in 
so wide a scope of activities as does the addition of a 
microcomputer or related services to a farmer's managerial 
inventory. In general, adoption studies examine new 
technologies whose position in the farm infrastructure can be 
easily established — examples include a higher yielding or 
more hardy variety of corn, a technique for insuring an 
adequate water supply for arid cropland or a feed additive 
that enables the conversion of feed to protein more 
efficiently in farm livestock. Conversely, the microcomputer 
contributes to more effective input allocation in a variety of 
ways by cutting costs of information collection or adding more 
to the farmer's information set for decision-making purposes. 
Most data that contributes to a farmer's decision-making 
is generally available independent of his possession of a 
microcomputer, if he has been scrupulously maintaining farm 
records. Aggregate crop or market price data collected by 
government agencies or reported by the mass media can be 
obtained by farmers at little or no cost. Private 
agricultural data which are usually assembled ty the farmer 
by hand can be divided into two basic categories: 1) physical 
or biological, and 2) economic. The first class includes a 
farmer's knowledge of how his crops will respond to varying 
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amounts of fertilizers, herbicides, sunlight, moisture, or 
different tillage techniques, or how his livestock herds 
react to different doses of protein supplements or 
antibiotics, different confinement environments, or genetic 
improvements. This data can be precise if analyses are 
conducted on his farm, or approximate if he knows only 
regional averages for the representative soil type, climate, 
etc., that best conforms to his own. The second key class of 
data is economic, which is composed primarily of input costs 
and output prices (Calkins and DiPietre, 1983). Both 
classes of data are essential components of a farmer's 
knowledge of his farm's operation. 
Most of the data that enters into a farmer's decision­
making, except for large, sophisticated systems that include 
telemetry or sensory equipment, does not depend for its 
existence on the presence of a computer. However, raw data in 
itself contributes little to the decision-making process. 
Data must be processed into information in order to be useful 
in decision-making (Harsh, 1978). Computers can do a faster, 
more efficient job of transforming data into usable 
information, though human intuitive and judgmental input is 
still essential. 
Microcomputers at an affordable price have been available 
for consumer purchase for well over a decade. However, it has 
only been in the last five years that more than a handful of 
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farmers have been willing to consider purchasing a personal 
computer for use on their farm. The reason for this is that 
appropriate software packages for the managerial tasks 
worthwhile on the farm were not easily accessible prior to 
this time. Previously, a farmer was required to write his 
own programs or pay a computer programmer to write them. 
Certainly, a farmer might buy a microcomputer with the 
intention of using it for some purposes that are not 
directly relevant to the farm's operation (such as word-
processing and computer games) but these are not under 
examination here, except peripherally. This study 
concentrates on the managerial functions that a 
computer is capable of adding to a farmer's repertory or 
of enhancing those he already engages in. 
The managerial activities normally performed on the farm 
can be divided into four general categories: technical, 
commercial, financial, and accounting. A microcomputer, 
properly utilized, can be of some assistance in each of these 
classes of activities, if only the farmer is aware of its 
capabilities. Among the functions that can be executed more 
easily or more efficiently by a microcomputer are general farm 
accounting, enterprise accounting, decision aid analysis, cash 
flow analysis, hedging, forward contracting, monitoring 
certain activities, and receiving electronic mail. 
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General farm accounting is important for three reasons: 
1) documenting income tax liabilities and deductions, 2) 
verifying financial conditions in order to obtain operating or 
mortgage loans, and 3) making internal management decisions 
(Sonka, 1983). The first two tasks are essential for the 
farmer to perform and would probably be completed even if a 
computer were not acquired. The last, however, probably 
offers the greatest opportunity to increase profit. As 
discussed above, most of the data will be collected anyway. 
How does a computer affect the processing of that data? The 
computer allows more information, in the form of management 
reports like cash flow and enterprise profit statements, to 
be derived from the same set of data. A microcomputer 
improves accuracy and allows forward projection of key 
variables, but requires selection of appropriate software and 
perhaps additional data collection by the farmer. 
Production records of some sort are also essential to a 
farm's operation. These records again require a large amount 
of raw data, some of which may overlap with the requisite 
financial data. The program utilized must be flexible enough 
to accommodate changes in the economy, the farm, and in the 
availability of data. Decision aid analysis is often 
conducted by means of linear programming on microcomputers. 
The farmer must set the parameters of the problem, select the 
enterprises he wants to consider, and interpret the solution 
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offered. The computer does not eliminate entirely the human 
participation in any of these activities, but it reduces the 
tedious number-crunching that manual manipulation would require. 
He must still judge whether or not it is a useful exercise. 
Another activity that a farmer may engage in with the aid 
of a computer is making output sales. Undertakings such as 
hedging or forward contracting may be made without access to a 
computer, but it is undoubtedly easier to regularly track 
market and futures prices through subscription to an 
electronic mail service. Hedging or forward contracting may 
not actually increase profit every year, but either can reduce 
the risk due to income variation by assuring a known return on 
the output that is contracted for. 
Some computer-based systems exist which have been 
utilized on farms, especially large-scale dairy operations, 
that were designed to monitor certain activities of those 
livestock. The computer is connected to microprocessors 
which can either permit the farmer to manually log data about 
individual animals in the herd, or automatically record milk 
volume or deliver programmed rations to the livestock. 
Similar monitoring equipment can also be used to control 
temperature and moisture level in grain storage facilities or 
commercial greenhouses (Moverly, 1986). Such a complex and 
expensive system is not viable for most average family farms, 
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unless the farmers are large-scale specialists in that 
particular operation. 
The above-mentioned tasks are some of the important 
managerial functions that a computer can enhance. If the 
farmer is interested in keeping only minimal farm records (or 
none at all), the computer would probably be of little use. 
It would save little time (because the data would have to be 
entered twice, both manually and on the computer), and produce 
the same information as could be accomplished manually. On 
the other hand, utilizing some or all of these functions has 
tremendous potential to increase profitability, by providing 
more precise information for decision-making purposes. This 
better information can be treated as a return due to improved 
management. 
General attributes of innovations 
Some of the dimensions of the decision to adopt an 
innovation with such capabilities can be discussed as 
attributes generally defined as relative advantage, 
compatibility, complexity, trialability, and observability 
(Rogers, 1962). The first factor, relative advantage, is 
difficult to ascertain in the case of a microcomputer. The 
edge a computer can provide depends greatly on the type of 
information system is already in place on the farm, and on the 
farm's perceived information needs. The compatibility of a 
computer as an innovation depends again primarily on the 
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farm's information needs. Further important considerations 
are the farmer's attitude toward progress and change, and 
toward devoting time to learning its operation. A farmer who 
has computer phobia is highly unlikely to seek to adopt a 
microcomputer, although he may accept the same final product 
through the purchase of paid computer services. 
The complexity of computer technology will tend to 
lengthen the time spent by the individual investigating the 
innovation. Trialability is ambiguous — punching up a few 
charts and tables in the dealer's showroom is no substitute 
for solid experience with a computer. Only if the dealer will 
sell it on a trial basis is trialability a valid attribute for 
a microcomputer. Finally, observability is also not too 
relevant — most computers are operated in private homes or 
offices, and are not subject to a neighbor's scrutiny. Only the 
results of improved managerial capacity may be observed (Sonka, 
1983), and may be mistakenly ascribed to other sources. 
Determinants of the Adoption Decision 
It is crucial to the analysis to determine what 
characteristics of a farm's profit function lead the farmer to 
become an early adopter of an innovation. The general profit 
function has a structure as follows: 
n=f(Pj^,P2,P3,E,T) . (4.1) 
For this problem, the arguments of a profit function can 
be classified into five general types: 1) — conventional 
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farm input prices, 2) Pg — farm output prices, 3) Pg — 
prices of the new technology, 4) E — the farmer's human 
capital characteristics, and 5) T — other factors. The 
profit function might be represented as any of a number of 
generalized functional form, such as the generalized Leontief, 
the transcendental logarithmic, or the normalized quadratic 
profit function. A normalized profit function that includes 
fixed inputs as arguments is known as a restricted normalized 
profit function or variable profit function. The stochastic 
normalized quadratic profit function is one reasonable 
specification and this specification is used in this analysis. 
Its restricted general form is: 
lI.EjOljPj + ZiElPilPiPl + + 2kCgZ%Zg + 
IjEk^iZk + « (4.21 
where e is a random disturbance. The normalized quadratic 
stochastic profit function, for the choice of adopting or not 
adopting a single innovation can be represented as follows: 
HiA^^lA^l °'2A^2 "SA^S ^lA^^l' ^2A^^2^ + 
^3A^^3^ ^4A^1^2 ^5A^1^3 ^6A^2^3 °1A® °2A^ 
*4Ap2T + *5**36 + + CiA (4.3) 
•*" *2N*2 "*• "** f*2N**2* "*• ^4N*1*2 * 
^*2N^ ®1N3 ®2N^ •** 
*3N^2^ *4N^2^ ®iN (4.4) 
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where represents the stochastic profit function when 
adoption occurs and represents the stochastic profit 
function when adoption does not occur. Pg represents the 
price vector for the computer technology; a, fi, Q, Q, and • 
are vectors of unknown parameters, and the e's are normally 
and independently random distributed disturbance terms. A 
normalized profit function which is dual to a production 
function is always convex in prices if the output and input 
markets are competitive under the behavioral assumption of 
profit maximization. A normalized profit function in general 
is a well-behaved function, having several important 
properties, among them continuity, monotonicity, smoothness, 
and twice differentiability. Flexible functional forms need 
restrictions to insure proper curvature. The normalized 
quadratic is weakly separable between inputs and outputs and 
quasi-homothetic (Lopez, 1985). The regularity conditions 
mentioned above are fulfilled within the relevant domain by 
the normalized quadratic profit function which is used in 
this analysis, though not globally (Lau, 1976). 
A farmer is assumed to pursue the choice that gives him 
the largest profit (Pitt, 1983), and observed profit is 
= if DL=1 or (4.5) 
where equals 1 when adoption occurs. Thus, the probability 
of adoption is the probability that profit with adoption 
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exceeds profit when adoption does not occur: 
Pr(nj, <n^)-Pr(D.-l).Pr[e^ "V< +  < « 2 A - « 2 n ) ^ 2  
* "3A^3 •*" ^ ^ ^ ^ 2A"^2N^ ^ ^2 ^ ^3A^^3^ + 
^ ^ 4A~^4N^^1^2 •*• ^5A^1^3 '*' ^6A^2^3 * ^®1A"®1N^® 
'=2A-=2N'f + <®1A-®1N'=^ + '®2A-®2N>''^ + <®3A-®3N "'''=! + 
( #1A-* I J J)P IE + ( •2A"*2N^^I'^ ^*3A~*3N^^2® ^*4A~*4N^^2^ 
*5A^3® + «g^PjTj-FCe < X*) (4.6) 
when F( ) is a cumulative distribution function, e-e^-SQ, and 
X\|'»( aiA-Oijj)Pl + . . . + OgAPgT. Thus, the marginal effect of 
Pj on the probability of adoption is: 
[3F( )/9X*][9X*/3Pj].f(X*)((aiA-aiw) + ZfCiA-GlN)?] + 
'64A-P4N'^i * fj+j.APs + l*jA-*jN'G 4. 
j-1,2, i#j (4.7) 
the marginal effect of Pg on the probability of adoption is: 
t3F( )/9X*][9X*/3P3]=f(X*){a3A + + Pg^P^ + Pg^Pg + 
*5AE + *6ATI' (4-81 
and the effect of a fixed factor such as E on the probability 
of adoption is; 
[ 3 F (  ) / 3 X * ] [ 3 X * / 3 E ] . f ( X * ) ( ( a i a - G l N )  +  ^ E  +
(03^-03j^)T + (*IA~*1N^^1 •*• ^*3A"*3N^^2 ^ *5A~*5N^^3 ' ' 
where f( ) is a density function. So, the entire marginal 
effect can include several partial effects, including 
potential interaction terms with other important variables. 
The direct effect is the effect due to the regressor variable 
being studied, and consists of the first and second terms on 
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the right-hand side of equations (4.7)-(4.9) and the indirect 
effects are those that are the results of interactions with 
other variables in the profit function. From Hotelling's 
lemma we know that the derivative of the profit function with 
respect to price yields the following function: 
i=l,2, q=»A,N (4.10) 
From this function, which is a supply function for output 
prices, and is the negative of a demand function for input 
prices (Lau, 1978), we can take the first derivative with 
respect to price, which yields 3Xiq*/3Pi"29iq' which for 
output prices is positive and input prices is negative. 
Furthermore, we expect to be positive when i refers to 
outputs, and negative when i refers to inputs. In addition, 
it is difficult to predict from theory alone what sign an 
interaction term between two variables might take. In 
equation (4.6), the coefficient of a variable is the 
difference between the coefficient on the variable when 
adoption occurs and when adoption does not occur. Thus, for 
a differenced coefficient to be non-zero the effect of the 
variable on profit must be greater in absolute terras for the 
case of adoption than for the case of non-adoption, or have 
opposite signs. 
This analysis is also extended to examine the potential 
joint decision of adopting two innovations, microcomputers and 
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paid computer services. This extension requires 
specifications for the variable profit function i) when neither 
technology is used, ii) when microcomputers are used and paid 
computer services are not, iii) when paid computer services 
are used and microcomputers are not, and iv) when both 
microcomputers and paid computer services are used. These 
specifications of the profit function are: 
"N^^IO^I "*• *20^2 Gio(Pi) + ^40^1^2 ®1N'^ * 
^2N^ ®1N® ®2N® ^ *10^1® "*• *20^1^ + 
*30^2^ *40^2^ ®N' (4.11) 
^M'^ll^l *21^2 *31^3 Pll^^l) P21(P2) + 
^31(^3) ^41^1^2 "*• ^51^1^3 ^61^2^3 ®1M^ ^2M^ 
+ ®1M^ ®2M^ •*" ®3M^G *1M^1® *2M^l'^ *3M^2® + 
*4M^2'^ •*• *5M^3® "*• *6M^3^ ®M' (4.12) 
"s^"l2^1 •*• *22^2 •*• *32^3 ^12 ^^1^ ^22^ ^ 2^ + 
^32^^3^^ •*• ^42^1^2 •*• ^52^1^3 ^62^2^3 "*• ^12*^ ®22® 
+ 012^^ + @22?^ + 932TB + *12^1^ + *22^1? + *32^23 
*42^2^ *52^3® "*• *62^3^ ®S' (4.13) 
^B'^lB^l •*• *26^2 •*• *38^3 ^28^ ^ 2^ 
^35(^3) 34BPj^P2 + PggPiPg + ^68^2^3 •*" ^IB^ ^2B'^ 
+ ®1B^^ + @28?^ + G38TB + SlB^lS + *28^1? + *38^2^ + 
#48^2? + GsBPgE + tgsPgT + Eg, (4.14) 
in which n^, Ilg, and Ilg are the variable profit functions 
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for each of the possible choices, and Pg is the vector 
containing the costs from buying a microcomputer and paid 
computer services, respectively. In the equation for the 
coefficients in the vectors and 
that are associated with the price of paid computer services 
are equal to zero, and in the equation for Ilg, the 
coefficients in the vectors P32' #52' ^62' *52' *62 
that are associated with the price of microcomputers are equal 
to zero. In each case, the not-adopted technology is not an 
argument in the profit function. The other terms are the same 
as in the single binary choice profit function derived in 
(4.3)-(4.7). 
The adoption decision can now be stated as a joint 
probability which associates with the profit from adopting 
both innovations to being greater than the profit from adopting 
only microcomputers or only paid computer services. Since the 
probabilities of the four adoption choices i) to iv) add up to 
one, the probability of not adopting either of the computer 
technologies can be obtained residually from the information 
on the probabilities of the other three outcomes on technology 
adoption (Pindyck and Rubinfeld, 1981). The joint probability 
of adopting microcomputers (D^=l) and paid computer services 
(02=1) is found in the following 2X1 column vector; 
(4.15) 
Pr[(D^ = l,D2=l)']=Pr[nj^ < Hg, Hg < n^)'] 
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= [([Gg-G^ < 
(S J 3 -P I I)(P I)2 4. + <B3B-»3I"^'^ + 
04B''^41 •*' ^ ^ 5B"^51 ^ ^1^3 ^ ^ 6B~^61 ^ ^2^3 "*" ^^IB""®!!^® 
+ (*2B-*2llT + '®lB-®ll'®^ + <®2B-®2l"'^ + l®3B-®3l'TG + 
<*lB-*ll'PlG + '$2B-*2l'PlT * '•3B-*3l'^2® + < ^ *41 >^2'' + 
(*5B-*5l)F3G + (*6B-*6l)p3T]' t®B~®S < <«1B"'*12>^1 + 
^'*2B~'*22 ^ ^2 "*• ^ "3B~**32 ^ ^3 "*" ^ ^ 1B~^12 ^ ^  ^ "*• ^ ^ 2B"'^22 ^ ^  ^ 2 ^^ " 
< *38-9321 (P3'^ + 'P5B-*52'^f3 + <»6B-e62'V3 + 
+ IG2B-*22'T + '®1B-®12'®^ + '®2B-®22'''^ + <®3B-®32'''® + 
'*lB-*12lPlG + «•2B-*22'V + '*3B-*32'*2E + < •4B-*42'^2'' + 
<*5B-*52'^3® + l*6B-*«2'P3TI''-rl:l* < =2* < ^2»2'' 
where Gj*=eg-ej, Zj is the vector of regressors associated 
with Dj and \i/ is the vector of the coefficients associated 
with Z, j=l,2. 
As in the single choice model, the effect of Pj for 
j=l,2 on the probability of adoption is the following column 
vector of partial derivatives: 
[aF( )/3Z*][3Z*/3Pj]=f(Z*)(((ajg-aji) + ^(PjB-Gjl)?] + 
(*48-94])Pi + (94+i,B-94+i,i)P3 + <*jB-*jl>® + 
(*jB*-*il*)T]' [(*jB-*j2) + + (94B-94i)Pi + 
(94+i,B-e4+i,i)P3 + (*jB-#j2)B + ( * jB*-^2 > ^ ' ' ' ^"3 
# 
the effect of Pg on the probability of adoption is the 
following column vector; 
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[3F( )/9Z*][9Z*/9P3].f(Z*)([(«3g-a3i) + Zfegg-egiiPg + 
(GsB-CsiiPl + (968-961)92 + (*3B-$3l)B + ( m ,  
[(*3B-*32) + 2(938-932)93 + (958"952)9I + (968-962)92 + 
(*3B-*32)E + (*3B*-*32*)T]}' (4.17) 
and the effect of a fixed factor such as E on the probability 
of adoption is another column vector such that: 
[aF( )/9Z*][9Z*/3E].f(Z*)([(Gig-0ii) + 2(0^g-0j^j)E + 
(®3B"®3l)'^ + (*lB-*ll)9l + (*2B-*2l)92 + ( *38-*31 ) ^3 ' ' 
[(G1B-G12) + 2(®1B-®12)G + (*lB-*12)9l + (*28-*22)92 + 
(#3B-*32)93 + (038-032)?])'' (4.18) 
with the same implications for expected signs as discussed 
above. 
Input prices 
Prices of the inputs that the farmer have available for 
use for producing output are a key component of the indirect 
profit function derived in Chapter III, and discussed above. 
An increase in an input price will diminish the profit of any 
farmer who uses that input, whether he has adopted the 
innovation or not. If adoption and use of computer technology 
actually enables a farmer to make more efficient allocation of 
inputs for production, then the decline in profit might be 
less for an adopter than a non-adopter. Under this 
supposition, the an increase in input price will tend to 
increase the probability of adoption. 
38 
Output prices 
Output prices are also a component of the indirect profit 
function. An increase in output price will increase profit 
for any farmer who produces the output, adopter and non-adopter 
alike. If increases in output prices give clearer indications 
of future prospects to a farmer with a microcomputer through 
means of decision analysis than to one without, or allows him 
to hedge his output more effectively, the price increase will 
increase the adopter's profit more. Thus, based on this 
hypothesis an increase in output price will raise the 
probability of adoption. If the farmer does not use either of 
these computer functions, there is no theory that suggests a 
hypothesis for the effect of an increase in output price on 
the probability of adoption. 
Technology prices 
To deal more specifically with the innovations under 
consideration, the price of acquiring these innovations is 
another factor price in the farm's profit function. The 
actual cost of the hardware and software, for the 
microcomputer, or the price of the computer service, is only 
one aspect of this acquisition price. The process of 
obtaining such innovations also incurs search time and 
information-processing time, which can be regarded as having 
economic value. Clearly, profit with adoption of new 
technology is reduced when the price of the technology 
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increases. Its rise has no effect on profit under the case 
of non-adoption. Thus, a rise in the price of new 
technology will reduce the probability of adoption. 
Human capital 
Key human capital dimensions of a farm operator include 
experience and years of schooling completed. There is evidence 
that schooling enhances profit for all farmers. Education 
increases allocative skill, which enables all individuals to 
effectively reallocate their resources in response to evolving 
economic conditions (Huffman, 1977). This skill can be 
expanded to account for more efficiency in making adoption 
decisions, (defined as innovative ability) giving education an 
even greater impact for adopting farmers (Rahm and Huffman, 
1984). Thus, increasing schooling enhances the probability 
that the innovation will be adopted. 
Other factors 
Other factors that might be important to adoption of 
technology are allocation of time, farm size, and farm 
'diversity'. Off-farm employment, while undoubtedly a 
decision variable rather than truly exogenous, represents 
the farmer's assessment of how he will allocate his own time, 
an important regressor. If the farmer devotes a major 
portion of his time to off-farm labor, he is unlikely to 
regard his operation as a full-time occupation, and will not 
be as ready to commit both time and money to maximizing the 
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net income the farm generates. For all farmers, conducting 
only a part-time operation will tend to reduce the farm's net 
income. A part-time farmer will probably be even less 
inclined to adopt a costly microcomputer for managerial 
purposes, because it would fail to show an adequate return. 
Economies of scale in general have a positive impact on a 
farm's profitability. Additionally, economies of scale are 
believed to exist in the area of utilization of information 
(Just, 1983), which would give scale variables a greater impact 
for adopters. Farm size is one indicator of expected 
profitability of new technology that enhances managerial 
ability. The complexity of a farm operation is another 
partial indicator of the number of uses to which his computer 
will be put. 
Hypothesis Tests 
Key hypotheses in this study are that operators of larger 
farms and ones with more schooling will adopt new technology 
more rapidly than other farmers. Computers and paid computer 
services seem likely to be related, since they can perform 
many of the same tasks, and the hypothesis is that these 
adoption decisions are somehow correlated. 
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CHAPTER V: DATA AND EMPIRICAL SPECIFICATIONS OF THE 
MANAGERIAL INNOVATION MODEL OF ADOPTION 
This chapter presents the data to be used in fitting the 
empirical models, the practical definitions of the independent 
and dependent variables, and the proper empirical 
specifications of the managerial innovation model of adoption. 
The data are derived from two panel surveys conducted of Iowa 
farmers over the years 1982-84. The linear probability model 
(LPM) is the basic specification for this type of procedure, 
but its implementation contains such difficulties in 
estimation and forecasting that it is preferable to pass on to 
alternative specifications. 
Both of the bivariate qualitative techniques (probit and 
logit) discussed here are transformations of the linear 
probability model. Both models have more desirable properties 
than the LPM, with few of its problems, so both are utilized 
in the estimation of these models. Specifically, the decision 
to adopt a single innovation (either a microcomputer or paid 
computer services) shall be analyzed, and the hypothesized 
substitution relationship between a microcomputer and paid 
computer services will also be examined. 
4 2  
Data and Variables 
The farm-level data used for this study are derived from 
a survey of Iowa farmers called "Computers and Agriculture", 
collected by the Department of Journalism and Mass 
Communication at Iowa State University, and sponsored by the 
Iowa Agricultural and Home Economics Experiment Station. 
There were two separate panels sampled — the first was drawn 
randomly from a list of Iowa subscribers to the general farm 
magazine Wallace's Farmer. This list was then culled to 
exclude subscribers that were non-farmers, such as banks and 
farmers' cooperatives. The second panel was drawn from a 
list of farmers identified by Iowa county extension agents as 
highly interested in computers. This second survey shall be 
called the choice-based or select sample. Both groups were 
surveyed in the years 1982-1984. The surveys were designed 
in order to determine how Iowa farmers feel about the use of 
microcomputers on the farm and where they currently obtain 
information about it. 
The initial random sample surveyed 867 farmers, of 
which 546 (63%) responded. Surveys were sent out in 1983 
and 1984 to those respondents, of which 75% and 70% again 
responded satisfactorily. Similarly, the original select 
panel consisted of 496 Iowa farmers, 85% (421) of whom 
returned usable questionnaires in the initial year. Follow-
up surveys were sent to those 421 operators in 1983 and 1984, 
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and 85% and 75% of those questionnaires were completed and 
sent back. Altogether, just under 2400 usable observations 
were obtained from both surveys for the three year period. 
The questionnaires were basically the same for each panel. 
The operator is assumed to be the primary decision-maker for 
the farm business. An adopter (non-adopter) is defined as 
using (not using) a microcomputer or paid computer services. 
Additional variables at an aggregate level attributed to 
individuals on the basis of their county of residence were 
also used in the analysis. For such variables the farmers in 
the sample will be treated as representative farmers in their 
county, who respond to local economic conditions as well as 
conditions on their farm. This set includes some basic input 
prices and output price indices faced in their respective 
counties. It is reasonable to expect that the farmer's 
decision to work off the farm during the past year, which is 
to be estimated as an instrumental variable, is at least 
partially dependent on local employment opportunities. These 
variables were derived from three publications, Iowa 
Agricultural Statistics, Statistical Profile of Iowa, and the 
Survey of Current Business. 
The following variables were taken or derived from the 
survey information and government publications; theoretical 
reasons for their inclusion are discussed at the end of 
Chapter IV (variable names in parentheses): 
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Education: levels of formal schooling completed by 
the respondent provides an approximate 
measure of the educational level of the 
decision-maker (SCHOOL), to provide one 
dimension of his human capital. It takes 
on the values of 1-5; 1 being 1-9 years 
of schooling, 2 is 9-11 years, 3 
indicates being finished with high 
school, 4 is have attended some college, 
and 5 is finished college. Theory 
suggests that this coefficient should 
have a positive sign. 
Age: age at operator's last birthday is a 
rough proxy for farming experience, as 
well as status in the life cycle of 
the individual, which makes it an 
indicator of his nearness to 
retirement age, and thus long-term 
profitability of the innovation. Age, 
however, seems unlikely to have a 
constant marginal effect on the 
adoption of new technology and 
profitability, so a quadratic term 
(AGESQ) is also introduced. 
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Scale of 
Production: the sum of the acreage operated by the 
farmer (owned and rented) represents 
one important dimension of farming 
operation (ACREFM), as an indicator 
of the return to information. 
Return to 
Information: this extends to two dimensions of 
profitability — diversifying the farm 
operation (FMDIV) and conducting a 
dairy operation (DAIRSP). These 
variables are defined as follows: the 
first variable, lists in ascending order 
of complexity — from small cash crop 
farms to large operations. They are 
coded between 0-5. (Precise definitions 
used will be given in Appendix A.) 
Additionally, record keeping appears to 
be extremely important for profitable 
operation of a dairy farming operation, 
so its inclusion as a farm activity 
enhances the worth of computer 
technology. Thus, this variable (DAIRSP) 
is defined as a dummy variable taking the 
value of 1 if have any dairy cows and 0 
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otherwise. The theory of economies of 
scale suggest that these variables 
should have a positive effect. 
Allocation of 
Farmer's Time: this variable (OFN) roughly represents 
the allocative mixture of the farmer's 
labor, suggesting that if a farmer chose 
to work off the farm during the last 
year, he must perceive that his farm is 
not truly a full-time operation, with 
subsequent less concern about the income 
it generates. The off-farm variable is 1 
if the farmer worked off the farm during 
the last year, and 0 if he did not. This 
implication would suggest a negative sign 
for its coefficient. (This variable and 
the six listed above are all derived from 
the survey "Computers and Agriculture.") 
Proximity to 
Urban Centers; this represents the accessibility of a 
farmer to a population center within 
his county, and is a factor in the cost 
of acquiring the innovation. URBAN is 
defined as 1 if a farmer resides in a 
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county with at least one city of 
population greater than 10,000, and 0 
otherwise (Iowa Development Commission, 
1984). 
Local Economic 
Base: this variable is potentially important 
in the availability and selection of paid 
computer services and microcomputers. 
The variable approximates the local 
supply of information about these 
managerial-enhancing innovations by 
representing the prosperity (per capita 
income, PCINC) of the county-sized market 
in which the farmer indicates residency. 
Both this variable and the urban variable 
above should lead to an increase in the 
supply of information, which causes a 
decrease in the cost of the innovation, 
and thus should have a positive sign in 
the model (Regional Economic Measurement 
Division, 1986 ) . 
Local Employment 
Opportunities; this variable (UNEMP) is useful in 
giving the farmer one dimension of the 
opportunity cost of his time. The 
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variable represents the county's annual 
unemployment rate, and appears in the 
auxiliary regression for off-farm 
employment (Iowa Development 
Commission, 1983-5). 
Manufacturing 
Wages: this variable represents another 
aspect of the opportunity cost of time. 
This variable (AVWKMW) is the weekly 
wage rate in manufacturing for the 
county where the farmer resides, and 
also appears as variable in the off-
farm employment equation. (Iowa 
Development Commission, 1983-85). 
Farm 
Profitability; farm profitability is affected by the 
prices that farmers face for inputs and 
outputs. The output prices are 
represented by a county average price 
for crops (GRPRINX) and one input price 
(for land) used is crop-reporting 
district average rental rates (CRPRNT) 
for the county in which the farmer 
resides. Details of the construction of 
the grain price index variable can be 
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found in Appendix A. Economic theory 
does not suggest a sign for these ' 
variables. A comparable livestock price 
index and price for capital were not 
available (Iowa Agricultural Statistics 
Division, 1983-85). 
Attitude Toward 
Adoption: the farmers surveyed have various 
subjective evaluations of the usefulness 
of a new information technology to their 
farming operation. In the survey, these 
attitudes were assessed as statements 
such as "it will be easier to keep my 
records on a computer than in my usual 
way"(EASYMGT), and "a computer will allow 
me to keep records that I can't keep now 
"(CANKEEP), and the farmers were asked 
how strongly they agreed or disagreed 
with each statement. These responses 
were coded as follows: 1 — strongly 
disagree, 2 — disagree, 3 — don't know, 
4 — agree and 5 — strongly agree, for 
both questions (Yarbrough and Scherer, 
1982) . 
Adoption: for each of the innovations under 
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consideration, (microcomputer and paid 
computer services) a dummy variable 
taking a value of 1 denotes adoption or 
use, and 0 will denote non-adoption or 
non-use (COMPAQ, SERVAD) (Yarbroiigh and 
Scherer, 1982). 
Adjustment of the Samples 
Correcting the 'random' samples 
It is impossible to proceed in this analysis without 
first checking the random sample to see if there are biases 
present created by sample selectivity and non-response. It is 
no longer feasible to adjust the sample for selectivity in the 
usual way, because the sampling process has already been 
completed. The appropriate technique that is to be used in 
this analysis is post-stratification sampling. 
The sample is divided into strata on the basis of a pair 
of exogenous variables and the number of cases in the sample 
that fall within each cell of that classification is 
estimated. This figure is then compared with a breakdown of 
strata by the same exogenous pair for the overall population 
from which the sample is drawn. If the ratios of those 
figures differ significantly among the cells, the sample 
should be weighted to better reflect the true distribution. 
The data on the true population, that of Iowa farmers, are 
summarized in the 1982 U.S. Census of Agriculture in aggregate 
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Age and crop reporting districts were used as exogenous 
variables. This pair subdivided the population into 27 
separate cells. This grouping reflected no significant 
sampling bias. 
The second classification utilized farm size and crop 
reporting districts for a similar division. This 
classification disclosed a significant sampling bias toward 
larger-sized farms (>500 acres) across all crop reporting 
districts (Piatek and Gray, 1983). A possible reason for this 
bias is that farmers with larger-sized operations were more 
likely to be found in the original Wallace's Farmer listing. 
Another possibility is that those with larger farms found 
themselves answering positively to more questions in the 
survey and felt that the survey was less tedious to complete 
and send in than did those farmers with smaller farms. In 
succeeding years, they are also less likely to go bankrupt or 
leave farming for other reasons. 
Combining the random and select samples 
An appropriately weighted sample should better reflect 
the actual population from which it was drawn. A second step 
is to combine the random with the select sample that was drawn 
with a particular selection criteria in mind. These two 
samples cannot be merged one-for-one. The random sample is at 
least theoretically drawn from the whole population but the 
select sample does not come from the entire agricultural 
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population. The select sample is taken from a much smaller 
group than the estimated 95,000 Iowa farmers. Instead, the 
select sample consists of members from a population identified 
by county extension agents as highly interested in 
microcomputer applications. The non-randomness of the latter 
sample must be dealt with before continuing with estimation of 
the empirical models. 
It was first necessary to compare the key characteristics 
of adopters in both the random and select samples, to check if 
it would be possible to assume that they were drawn from the 
same basic sub-population (Hausman and Wise, 19.81). Several 
paired t-tests were performed, using such exogenous variables 
as age, farm size, gross income, and schooling (see Table 
5.1). For all tests, the null hypothesis that adopters in the 
two samples had equal means was accepted, at the 1% level. 
Table 5.1. Paired t-tests for Hg: the mean value of 
the variable in each sub-sample is equal 
Two-tailed 
Variable F-value probability 
AGE 1.50 0.105 
SCHOOL 1.25 0.360 
ACREFM 1.37 0 . 2 0 8  
GRSSINC 1.24 0.502 
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Based upon these tests, it seemed reasonable to treat 
the adopters in each sample as members of a random sample from 
the sub-population of adopters. Utilizing the weights 
estimated earlier, the number of adopters in the entire state 
farm population was estimated to be 5400. This number is 
about five percent of the state's farmers. This estimate is 
consistent with other published estimates of computer 
adoption rates as of 1984. 
The appropriate weight for adopters was then 
established, to reflect the relatively low frequency of their 
appearance in the state's farm population. In order to 
represent 5400 farmers within the state population of farmers 
(with operations of more than 50 acres) each adopter in the 
sample was assigned a weight of 15.53. It was also decided to 
assign the same weight to non-adopters in the select sample, 
because they were chosen according to the same selection 
criteria. Further details are reported in Appendix A. The 
weights for non-adopters in the random sample were the 
original cell weights calculated for the exogenous pair of 
farm size and crop reporting district, adjusted downward 
slightly to account for the addition of the select sample 
members. The weights are reported in Appendix A, Table A.l. 
These weights were used to expand the combined 1982 sample to 
a total that approximates the known Iowa farm population in 
1982. 
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Empirical Specifications for the Decision 
to Adopt an Innovation 
In this analysis, the outcome of the adoption decision 
process is dichotomous. Either the innovation is adopted or 
it is not adopted. This sort of binary choice is quite common 
in economic analysis; similar choices include the decision to 
enter or leave the labor force, to accept a particular job 
offer, to buy a new car, or to buy life insurance. The 
decision is dichotomous as opposed to considering the 
intensity of use. 
Univariate analysis 
As related in Chapter III, the theoretical objective 
function to be used in this study is a profit function, 
generally characterized as below: 
"^j°*lj* ®lj j=l,2,3,... (5.1) 
in which j is matrix of firm- or county-specific 
characteristics (e.g., education, farm size, grain price, 
land price, etc.) and e^j is a vector of independent and 
random disturbance terms. This specification is formally 
derived in Equations (4.3)-(4.7) in the last chapter. The 
important question to decide is which cumulative distribution 
function F( ) is appropriate for use in this analysis. 
Several have approximately the correct shape, which past 
adoption studies have shown to be an S-curve falling between 
0-1 (Griliches, 1957, and Mansfield, 1961). 
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The triangular distribution for F( ) which is associated 
with the linear probability model is the simplest distribution 
but it has some flaws which are not correctable. First, the 
disturbance term is heteroskedastic and non-normal, and 
second, predicted marginal probabilities can fall outside the 
permitted range of 0-1. These problems cannot all be remedied 
by the use of generalized least squares, so alternative 
cumulative distributions for F( ) are the cumulative normal 
(probit) and logistic (logit). 
The functional form for the probit model is 
F(x)=J l//2n(exp)[-(t )/2]dt, (5.2) 
and the functional form for the logit model is 
F(x)= eVd+e*). (5.3) 
Probit analysis 
The first commonly used technique for qualitative 
response models is probit analysis. Probit analysis was 
originally designed for use in biometrics, in the area of 
quantal response and tolerance to dosages of medicine or 
toxic agents (Finney, 1947), but it can also be derived from 
economic decisions, as in the general binary choice model that 
is discussed above. 
Many economic studies have involved the use of the probit 
procedure. A typical study of binary decision involves 
analyzing an underlying random utility model. This approach 
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can be generalized to make use of any economic objective 
function, including an indirect profit function, such as that 
assumed in this analysis. As a profit maximizer, it can be 
assumed that the farmer attaches a profit measure to each 
alternative technology mixture, as in equations (4.3)-(4.4). 
For the probit model, the disturbances e^j are independent 
N(0,2) variates, and they represent the effects of excluded 
variables and individual tastes. The alternative with the 
highest profit is selected, and in the binary probit model 
this leads to the following specification: 
Pr(A/X.B)-F(X.B), (5.4) 
in which F( ) is the cumulative normal distribution. The 
basic assumption behind the probit model is that the 
probability of a positive response (i.e., an adoption) 
increases with X along a curve closely resembling the 
normal distribution. 
Logit analysis 
Logit analysis is derived from the assumption that the 
cumulative probability function of the population under 
consideration is best approximated by the logistic probability 
function. This technique was first utilized in bioassay by 
Berkson, who made the case that it was an alternative and 
superior method to probit (Berkson, 1944). In the 1960s, 
logit was adapted for economic analysis, especially popular in 
analyzing the optimal selection of the mode of transportation 
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or housing location (Domencich and McFadden, 1975). Logit 
analysis requires defining the probability of adopting the 
innovation as 
P(A). 1/(1 + e"*®), (5.5) 
and hence the relative odds of choosing to adopt an innovation 
to not choosing to adopt is defined as 
P(A)/[1 - P(A)]= e*B. (5.6) 
Taking the logarithms of both sides of (5.6) yields the logit 
model : 
log{ P(A)/[1-P(A)]}-XB. (5.7) 
In the univariate dichotomous case, it is not terribly 
important which method is used, except in instances in which 
data are concentrated in the tails of the distribution. The 
two approaches are essentially equivalent in the univariate 
case. 
Empirical Specifications for the Joint Decision 
to Adopt Interrelated Innovations 
Frequently, farmers must contemplate more than one 
innovation in an adoption procedure because these decisions 
are related in determining the highest profit. Neglecting to 
include these dimensions in pursuing the investigation may 
cause biased and inconsistent parameter estimates for a single 
equation model. The joint decision to adopt a microcomputer 
or paid computer services can be treated as a bivariate choice 
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circumstance, since they can be a priori considered 
substitutes. It is important to realize that many farmers 
will decide to not use either innovation, but that is a valid 
choice as well. The formal derivation of the bivariate model 
can be found in Equations (4.10)-(4.14) in Chapter IV. 
Bivariate probit analysis 
The bivariate approach to probit analysis was first 
proposed by Ashford and Sowden (1970). The probit model 
generalized to more than two alternatives (e.g., a univariate 
binary dependent variable) is conceptually possible but 
mathematically difficult. It is necessary to derive an 
expression that reveals the probability that one out of 
several joint normal variates is preferred to all the others. 
This formulation will permit the existence of correlation 
between the disturbance terms in the economic decisions for 
adoption of each innovation. 
Each person is expected to make selections that he 
believes will maximize his profit. The marginal 
probability that he chooses the first alternative is 
as a general extension of (4.15). The same holds true for the 
other alternatives. * 
The probit model rests on the assumption that the 
stochastic terms e^j in (5.7) have a bivariate normal 
distribution with a variance that is not necessarily scalar 
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diagonal. In fact, it is reasonable to believe that for any 
person the correlation between the error terms corresponding 
to any two choices might depend on how similar they are seen 
to be by that individual. 
The Ashford-Sowden model to be estimated is 
p^ f aX f p ) # 
Pll 
P21 + P22°°P2 X) f (5.9) 
where F(.,.,p) is the cumulative distribution function of the 
joint bivariate standard normal with correlation coefficient 
p, and p^ and pg are the marginal probabilities of adopting 
the first and second innovations respectively. 
The model yields consistent parameter estimates when 
using single equation solution techniques, but these estimates 
are inefficient. Starting values can be easily provided by 
initially running two single equations with limited 
information maximum likelihood. These estimates are stored 
for use by the bivariate estimator in full information maximum 
likelihood. The results of this estimation procedure will be 
covered in the next chapter. 
Bivariate logit analysis 
For purposes of comparison, it will be helpful to also 
conduct bivariate logit analysis on these managerial 
innovation models. Bivariate logit analysis was first 
explored theoretically by Grizzle in 1971. 
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This computational technique, initially developed by 
Nerlove and Press in 1973, can incorporate one or more 
qualitative dependent variables. For each model estimated, 
the technique yields 2™-l equations, one for each possible 
combination of responses, which excludes the base level 
response of zero (non-adoption) for each bivariate dependent 
variable. That equation's coefficients are normalized to zero 
in this form of analysis, to avoid redundant parameters. For 
example, in a bivariate analysis of binary dependent 
variables, the technique yields three equations. The joint 
probability function for each of the jointly dependent 
variables can be characterized in the following form: 
where u-l if D^»l, and u—1 if Du»0. XB^ and XBg are the main 
effects, and b^g is the bivariate interaction effect, in 
general. A logit model that calculates all potential 
interaction terms is called a saturated model. A logit model 
that suppresses any or all of these terms is called an 
unsaturated model. 
As in the univariate case, bivariate analysis can be 
conducted by means of either probit or logit techniques. In 
the univariate case, there is little reason to choose between 
logit and probit. In the bivariate case, the matter is 
somewhat different. In earlier qualitative response studies, 
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bivariate logit analysis was often preferred because it was 
less complicated and costly computationally. However, other 
factors weigh against it. The primary drawback to the use of 
logit in this situation is that this method assumes the 
independence of irrelevant alternatives, first used in this 
context by Luce in 1959. In this assumption, the relationship 
between two alternatives is not affected by the addition of 
other alternatives. This limitation makes logit difficult to 
apply in instances in which the alternatives are reasonable 
substitutes in terms of their uses (Judge et al., 1985). 
Probit is more flexible in this respect, and thus may be more 
desirable for this particular inquiry. 
Additionally, a test has been devised in a modification 
of Cox's likelihood test of separate families to compare 
probit and logit models in the case of bivariate analysis. 
This test utilized with constructed data detected that the 
standard errors of estimated coefficients tend to be smaller 
in the normal case (probit) than in the logit case (Morimune, 
1979). The modified Cox test that Morimume used, however, is 
not available for this analysis, because the information is 
unavailable. Both techniques shall be utilized to analyze 
this adoption model, and comparisons of the results of each 
will be made in the next chapter. 
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Estimation Techniques 
As discussed above, both the logit and the probit models 
were originally designed for use with experimental grouped 
data, with several observations contained in each cell. In 
small samples with grouped data, the minimum chi-square method 
of estimation has been found to yield a more precise estimator 
than maximum likelihood (Amemiya, 1985) but its use is not 
feasible for data such as are available in this analysis. For 
models that use continuous variables as regressors, the 
2 
minimum X technique is not designed to deal with the empty 
cells that almost certainly occur. This deficiency leads to 
loss of efficiency at best, and if too many empty cells are 
present, non-convergence of the iteration process. The 
preferred method, to be used in this study for both univariate 
and bivariate models using both probit and logit, employs 
maximum likelihood estimation, which is efficient for all 
ranges of sample sizes and types of regressor variables. 
Maximum likelihood methods are designed to pick up all 
possible information in the sample. The usual theoretical 
formulation for maximum likelihood estimation can be seen in 
the following equation; 
L(Dj^, . . . . . . ,X^) = n. [F(X*.B) ]°tl-F(X.B) (5.11) 
It is usual to take the logarithms and write the log 
likelihood function in the following way: 
Ln(B;D,X)=l/n{Z.[D.lnF(X.B)+(1-D^)ln(l-F(X.B)]}. (5.12) 
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This function is then maximized using non-linear iteration 
techniques, such as the Davison-Fletcher-Powell method. 
Maximum likelihood techniques create test statistics that 
indicate the validity of the model. For the estimates 
reported in Chapter VI, the relevant test statistics for 
individual coefficients are asymptotic t-ratios. The 
asymptotic t-ratio is the large sample equivalent of the 
t-statistic for ordinary least squares. The null hypotheses 
for these statistics is that each coefficient is equal to 
zero, and a sufficiently high value for the statistic will 
cause one to reject the null. The appropriate critical value 
is determined by the degrees of freedom in the model and the 
chosen significance level. 
However, the F-statistic which for OLS is a test of the 
validity of the entire model does not have an immediately 
obvious counterpart for maximum likelihood estimation. It is 
possible to utilize the likelihood ratio test as a check as to 
whether the regressor variables' variation affects the 
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predicted probability. The Wald X statistic can also be 
generalized to fulfill this role, with the null hypothesis 
that all slopes (parameters) are equal to zero (Fomby et 
al. 1984), if the sample sizes are similar. 
To be able to treat the indirect profit function in this 
analysis as a true variable profit function that is quadratic 
in prices, it would be necessary to include the squared price 
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terms as variables. However, the lack of precise data about 
the prices farmers actually face makes the price variables 
rather weak ones, and adding squared terms would contribute 
little in explanatory power. There exists also the potential 
for problems with extreme multicollinearity if too many 
squared and interaction terms are included. 
In the equations reported in the next chapter, predicted 
off-farm employment is utilized as an independent variable. 
Since the regressor used is not an actual value but a 
predicted variable, a key assumption about the non-
stochasticity of the regressors may be violated. However, as 
long as the predicted value is the product of instrumental 
variables that are independent of the disturbance term, the 
estimated variances in the equation should be at least 
consistent; they are also maximum likelihood estimates, with 
those accompanying properties. The variances are not 
necessarily efficient because other sets of instrumental 
variables could have been used (Judge et al. 1985) which 
would have been more optimal. The probit equation which 
estimated this predicted variable can be found in Appendix B, 
Table B.l. 
Univariate equations for all models in this analysis 
were fitted by OLS and are reported in Appendix B. 
Additional equations were estimated to determine the 
endogeneity of two variables that reflect the farmer's 
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attitude toward the usefulness of microcomputers and record­
keeping of all types. It was originally envisioned that two 
variables (EASYMGT and CANKEEP) would be used as regressors 
to trace changes of the farmer's subjective evaluation of the 
worth of these innovations, but later work established that 
they behave as joint decision variables rather than as 
independent regressors. 
The logit equations which reveal this complication are 
shown and described in the next chapter. This particular 
result supports the belief that a farmer's evaluation of the 
riskiness of an endeavor is endogenous to the situation, and 
cannot be validly included as a separate regressor in an 
adoption model. Instead, they shall be shown as separate 
dependent variables that are used to construct not an adoption 
model but a near-adoption model. This additional analysis is 
done under the presumption that persons holding favorable 
attitudes toward these innovations have to be considered as 
being close to making the decision to adopt. 
66 
CHAPTER VI: PRESENTATION OF EMPIRICAL RESULTS 
The aim of this chapter is to present and discuss aspects 
of the estimates of the empirical specifications of the 
managerial innovation model of adoption. First, single 
equation probit and logit results of both of the dependent 
variables analyzed shall be discussed and compared. Second, 
estimates of the bivariate probit and logit equations shall be 
assessed and compared to the single equation estimates 
presented in the first section. The results in general 
sustain the hypotheses raised in Chapter IV, and for the most 
part show consistency among the various estimation techniques 
used. 
The Adoption of a Managerial Enhancing Innovation 
This section gives estimates of the managerial innovation 
adoption model for the innovations of on-site microcomputer 
and off-site paid computer services. Univariate estimates for 
probit and logit techniques will be displayed in Tables 6.1-
6.2. Descriptions of the variables utilized are given in the 
previous chapter, and predicted signs are derived from the 
discussion of the arguments of the indirect profit function 
in Chapter IV. 
Table 6.1. Adoption of a Farm Microcomputer —Univariate 
Estimates of the Managerial Innovation Model; 
Iowa, 1982-4 (t-statistics in parentheses) 
Model I Model II 
VARIABLE PROBIT LOGIT PROBIT LOGIT 
INTERCEPT -2.28* -4.11* -8.053* -4.38* 
(-2.58) (-3.8) (-2.59) (4.07) 
SCHOOL 0.944* 0.873* 0.699* 0.827* 
(5.63) (7.6) (3.39) (7.0) 
AGE 0.079* -0.04* 0.0032 -0.044* 
(2.69) (-4.1) (1.00) (-4.6) 
AGESQ -0.0013* -lXE-3* -0.0077* -lXE-5 
(-3.69) (-1.8) (-1.93) (-1.5) 
PREDOFM -8.09* -2.49* -4.34* -2.03* 
(-4.2) (-2.3) (-1.96) (-1.9) 
ACREFM -3.8XE-5 4.8XE-5 3.0XE-3* 0.0026* 
(-0.64) (0.58) (2.76) (7.5) 
ACRESQ -3.0XE-7* -6XE-7* 
(-4.77) (-5.3) 
FMDIV 0.013 0.297* 0.1178 0.106* 
(0.54) (5.5) (1.17) (1.8) 
DAIRSP 0.112 0.204 0.1716 0.326 
(0.68) (0.67) (1.01) (1.1) 
URBAN 0.196 
VO o
 
o
 
1 0.1101 0.001 
(1.56) (-0.3) (0.56) (0.01) 
PCINC 5.5XE-3 lXE-4 0.0061* 9XE-5 
(1.45) (1.58) (2.15) (1.5) 
GRPRINX -0.0019* -0.0014 -lXE-3* -lXE-3 
(-3.11) (-1.0) (2.24) (-1.0) 
CRPRNT 0.0011 -5XE-3 5XE-3* -7XE-3 
(0.29) (-0.8) (1.89) (-0.9) 
URBACRE — — — — — — — — 3.6XE-5 
(0.14) 
PCYCRPR — — — -5XE-6* 
(-1.99) 
AGEACRE 5.8XE-6 
(0.69) 
FMDVSCH — -0.0027 
(-1.08) 
LOG 
LIKELIHOOD -421.9 -45744 -389.2 -43162 
*COEFFICIENTS SO MARKED ARE SIGNIFICANT AT 5% LEVEL. 
SAMPLE SIZE N=2381 
Table 6.2. Adoption of Paid Computer Services — Univariate 
Estimates of the Managerial Innovation Model; 
Iowa, 1982-4 (t-statistics in parentheses) 
Model I Model II 
VARIABLE PROSIT LOGIT PROBIT LOGIT 
INTERCEPT -1.23 -1.40 -1.514 -1.42 
(-1.82) (-1.48) (-0.67) (-1.5) 
SCHOOL 0.394* 0.428* 0.298* 0.487* 
(4.17) (4.6) (2.57) (4.6) 
AGE 0.018 -0.030* 0.0132 -0.029* 
(1.03) (-4.43) (0.67) (-4.39) 
AGESQ -0.0049* -lXE-4* 3.6XE-4 -2XE-4 
(-2.33) (-0.33) (-1.54) (-0.41) 
PREDOFM -2.71* -0.671 1.404 -0.783 
(-2.29) (-0.77) (-1.03) (-0.89) 
ACREFM 3.6XE-4 -lXE-5 6XE-3* -lXE-4 
(0.89) (-0.22) (2.20) (-0.78) 
ACRESQ — -2XE-9* 6XE-9 
(-2.03) (0.00) 
FMDIV -1.9XE-3 0.289* 0.0117 0.301* 
(-0.11) (5.91) (0.20) (5.77) 
DAIRSP 0.576* 0.876* 0.589* 0.879* 
(5.53) (3.60) (5.64) (3.59) 
URBAN 0.120 0.063 0.0289 0.065 
(1.49) (0.37) (0.25) (0.38) 
PCINC -0.0025 -7XE-5 -1.3XE-5 -7XE-5 
(-0.89) (-1.20) (-0.06) (-1.20) 
GRPRINX 0.0017 -lXE-4 0.00028 -9XE-5 
(0.32) (-0.91) (0.50) (-0.91) 
CRPRNT -0.0018 -lXE-3 -0.00012 -7XE-4 
(-0.67) (-0.20) (-0.06) (-0.15) 
URBACRE — 1.7XE-4 
(1.04) 
PCYCRPR -1.2XE-7 
(-0.06) 
AGEACRE — — -9XE-6 — 
(-1.59) 
FMDVSCH — — -0.0003 
(-0.24) 
LOG 
LIKELIHOOD -924.4 -97781 -920.7 -97858 
•COEFFICIENTS SO MARKED ARE SIGNIFICANT AT 5% LEVEL. 
SAMPLE SIZE N=2381 
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The estimates 
Estimates of the innovation adoption model for the two 
managerial innovations or procedures are quite consistent 
across the two estimation techniques. Both sets of estimates 
are weighted to reflect the expected frequency of adoption 
within the sample size of 2381. Two sets of models were 
estimated for each innovation; the first, Model I, has a 
structure consistent with that used in the bivariate 
analysis presented later. The second, Model II, is an 
expanded version that includes some of the squared and 
interaction terms that are suggested by the theoretical 
framework. These additional variables are not utilized in 
the bivariate model estimation because their inclusion leads 
to excessive collinearity and a non-convergent iteration 
process, at least for the bivariate probit procedure. 
The signs of the estimated coefficients in Model I 
conform in general with the signs predicted in earlier 
chapters. A few exceptions exist, the most important of 
which is the grain price index variable (GRPRINX) in the 
microcomputer adoption equation. The grain price index 
variable has a significantly negative coefficient for the 
probit technique, which is contrary to expectations. 
The probit and logit estimates for Model I appears in the 
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first and second columns of Tables 6.1-6.2, and the 
estimates for Model II appears in the third arid fourth 
columns. 
In examining the probit and logit results for purposes 
of comparison, it is difficult to find substantial 
differences between them. The signs of the coefficients are 
identical for most of probit and logit estimates for all of 
the models. The important exceptions to be noted are those 
which are of opposite sign and also have significant test 
statistics. These variables are the age variable in Table 6.1, 
both models, the farm diversification variable in Table 6.1, 
Model I, and the age variable in both models in Table 6.2. 
These differences may be due to the different solution 
algorithms and basic assumptions used in each of the 
techniques. The log likelihoods cannot be compared directly, 
because the probit technique failed to incorporate the weights 
in calculating the log likelihood, while the logit did. The 
average weighting factor was about 107, so when that is 
accounted for, the log likelihoods were approximately the 
same. Amemiya (1985) indicates that there is no strong reason 
to choose one technique over the other, except when one has 
beliefs about the shapes of the tails of distributions. 
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Implications of the estimates 
To be able to compare the effects of these variables on 
each of the models, it is first necessary to reduce their 
coefficients to common units. The most familiar method is to 
determine the marginal effect of the variable on the 
probability of adoption. By this means, the impact of the 
variables can be compared across models. The marginal effect 
of a regressor on its dependent variable is found by 
calculating the partial derivative of the probability of 
adoption with respect to the regressor. The resulting values 
for important variables are reported in Table 6.3, below. 
Table 6.3. Partial Derivatives of the Probability of Adoption 
with Respect to Key Variables of the Managerial 
Innovation Adoption Model — Marginal Effects 
Microcomputer Computer Services 
3Pr(A)/3X Probit Logit Probit Logit 
3Pr(A)/3SCH 0.0448 0.0468 0.0869 0.0695 
3Pr(A)/3AGE 0.0303 -0.0043 0.0072 -0.0046 
3Pr(A)/3PCY 2.2XE-4 7.4XE-5 -9.9XE-4 2.7XE-6 
3Pr(A)/3ACRE 1.4XE-5 1.2XE-5 -1.5XE-5 -1.6XE-5 
3Pr(A)/3GRP -7.6XE-4 -0.0035 6.8XE-4 -2.4XE-4 
Partial derivatives are calculated at the mean value of the 
sample for the regressor variable. 
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These values can be interpreted as the change in the 
probability of adoption due to a one unit change in the 
independent variable. The results for the probit coefficient 
estimates imply that an increase of one increment (about three 
years) of schooling increases the probability of adopting a 
microcomputer by more than four percent, and of adopting paid 
computer services by more than eight percent. Similarly, 
increasing a representative farmer's age by one year increases 
the probability of adopting a computer by three percent and of 
paid computer services by less than one percent. Increasing 
county per capita income by $100 would enhance the probability 
of adopting a microcomputer by about two percent, but the 
probability of adopting paid computer services declines about 
ten percent. Acreage and the grain price index have minor 
marginal effects in both models. Marginal effects are 
calculated only for Model I variables. 
The additional variables that appear in the probit 
version of Model II are squared acreage (ACRESQ) and 
interaction terms for the acreage variable and both age 
(AGEACRE) and urban proximity (URBACRE), an interaction term 
for per capita income and cropland rental rate (PCYCRPR) and 
one for farm diversification and schooling (FMDVSCH). These 
variables have differing impacts between the two adoption 
models. The acreage squared term is significant in only the 
microcomputer adoption model. Of the interaction terms 
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included (only in the probit version), only the term between 
per capita income and cropland rental rate is statistically 
significant. This variable has a negative sign in the 
microcomputer adoption model and a positive sign in the 
paid computer services adoption model. The other variables 
used in the analysis have opposite signs in the two sets of 
models, and are for the most part not significant regressors. 
A few of the hypothesis tests mentioned in Chapter IV can 
be dealt with in this section. The hypothesis that farmers 
with higher education levels (SCHOOL) are more likely to adopt 
such management-augmenting innovations is supported in both 
the microcomputer and paid computer services equations. The 
coefficients (for both logit and probit) for both adoption 
models are strongly positive, and suggest that the hypothesis 
may be true. For microcomputer adoption, both models imply 
that adding a level (about a three year increment) to the 
average farmer's education (which is completion of high 
school) will increase the probability of adoption 
substantially. For paid computer service adoption, the 
parameter estimates imply that adding another level to the 
representative farmer's education will increase the 
probability of adoption by somewhat more than in the 
microcomputer case, probably due to the higher percentage 
of adopters of paid computer services. 
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Education has a positive influence on the inherent 
productivity of both adopters and non-adopters, but it seems 
that the presence of a microcomputer enhances an educated 
farmer's decision-making ability even more. Schooling has 
another indirect effect on adoption through its impact on the 
decision concerning off-farm employment. Its positive and 
statistically significant coefficient in the auxiliary 
off-farm employment regression equation found in Appendix B, 
Table B.l, suggests a negative impact on the decision to 
adopt. This effect is evidently overwhelmed by the enhanced 
productivity implied by innovative ability and education has a 
net positive influence on the probability of adoption. 
As far as effects of scale are concerned, the results 
are more ambiguous. Total acres farmed (ACREFM) appears as 
the primary scale variable in both sets of equations. When 
the model is enlarged to include some of the interaction 
terms, the scale variable behaves as predicted. The acreage 
coefficient is positive and significant, and the acreage 
squared coefficient is negative and significant. This result 
supports the hypothesis that ACREFM has a positive but 
diminishing marginal effect on adoption as the size of farm 
gets larger. The coefficient of the interaction term 
involving ACREFM and AGE is positive for the microcomputer 
model and negative for the paid computer services model. 
77 
These results suggest that experience and farm size are 
complementary in raising the probability of obtaining a 
microcomputer but are substitutes for affecting the 
probability of using paid computer services. The 
relationship between adoption and scale is clearly not a 
linear one, which is also borne out by the results in Model I. 
In the microcomputer adoption model, for Model 1, both 
the logit and probit coefficient estimates for ACREFM are 
negative and significantly different from zero. In the paid 
computer services adoption model, the number of acres farmed 
has the sign which was predicted in Chapter IV, as would be 
appropriate for existing economies of scale, but the 
coefficient is not statistically significant. A linear 
relationship is evidently not a good fit for a scale variable 
in the managerial innovation adoption model. 
Another farm-level variable related to scale is off-farm 
employment. This variable (PREDOFM) was arrived at through 
the estimation of an instrumental variable regression, which 
can be found in Appendix B, Table B.l. It was proposed that 
a farmer who frequently works for salary off the farm is less 
likely to seek to adopt a microcomputer or paid computer 
• services for agricultural purposes. This theory is upheld in 
both the models mentioned above, with coefficients that are 
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strongly significant. The variable primarily raises the 
question of what is the most profitable allocation of the 
operator's time, which is a constrained resource. 
This result may be attributed to the fact that farmers 
having off-farm work might view their farms as less than a 
full-time operation. Thus, they place less emphasis on 
finding ways to cut expenses or increase profit on their farm 
ledgers, because they have alternative sources of income. 
They may also believe that they have less extra time to 
devote to learning the proper operation of a microcomputer, 
and thus its purchase is deemed not worthwhile. With the 
addition of the interaction terms that pick up on some 
important indirect effects, predicted off-farm employment 
loses some of its impact as a regressor in Model ZI. 
Other variables represent the complexity of the 
operation. The farm diversification variable (FMDIV) has a 
weak direct but a stronger indirect effect on the probit 
version of the model. Recall that FMDIV appears as an 
instrumental variable in the regression explaining the 
probability of off-farm employment. The predicted value 
(PREDOFM) is a regressor in the microcomputer equation. 
The coefficient of FMDIV is negative and significant in its 
effect on the farmer's allocation of time and is larger than 
its direct impact on the farm's profit function. This notion 
is supported by the positive and significant sign of the farm 
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diversification-schooling interaction coefficient in the 
expanded version of both adoption models. The increased 
robustness of the logit estimate of the coefficient may be 
due to the hot-decking procedure used that is described in 
Appendix A. 
The other potential scale variable is concerned with the 
presence of even a minimal (at least one cow) dairy operation 
as an enterprise on the farm. This activity is regarded as 
increasing the complexity of the records that must be 
maintained for profitable handling of milk, and individuals 
whose farms fall in this category may react differently to the 
question of adoption. The coefficient of DAIRSP has a 
positive sign in the paid computer services adoption equation, 
and is statistically significant as well. The coefficient of 
this variable was positive in the microcomputer equation but 
not statistically different from zero. This difference is 
interpreted to mean that in general farmers maintain their 
dairy records with the assistance of dairy cooperatives or 
other firms, and regard this service to be a different 
activity from on-site computer record-keeping. It appears 
that frequently these off-site dairy records are kept with the 
aid of computers. 
For both models the age variable is of some interest. We 
expected two different and opposite effects for such a 
variable in a case of adoption of radically new technology. 
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In traditional qualitative response models, age serves as a 
rough proxy for experience. This factor implies that more 
experienced farmers are more likely to recognize the potential 
impact of such an innovation on the farm's operation, and be 
more able to afford it, so the coefficient is supposed to be 
positive. This tendency increases as the cost of the 
innovation increases. 
Other effects represented by age might move the 
coefficient in the opposite direction. Age has often been 
used to approximate the life cycle of individuals. As a 
farmer's age increases, he has fewer years remaining before 
retirement, and the time period over which he can expect, to 
capture a return on his investment is shortened. This results 
in a reduction of the good's net present value. Age as a 
proxy for off-farm work experience would also contribute 
indirectly as a negative effect. The results are ambiguous, 
since the coefficient is positive for the probit equations and 
negative for the logit equations. The negative sign of its 
companion variable, age squared, suggests that the effect of 
age declines as age increases. 
Four other county-level variables not mentioned in the 
specific hypothesis tests at the end of Chapter IV also serve 
as regressors in these adoption models. While they are not 
key indicators of the farmer's perception of the innovation's 
future profitability to the operation, two of them are 
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important in showing how accessible the information is to them 
about computers. An increase in available information is 
expected to lower the search costs for collecting and 
processing information on computer innovations. 
County per capita income level (PCINC) was utilized as a 
regressor in both sets of adoption equations. The sign of its 
coefficient is positive and borderline significant in the 
microcomputer adoption case, and negative and not significant 
for paid computer services adoption. If one's neighbors are 
affluent and well-informed about the latest technology, then 
it seems reasonable to suggest that the individual doesn't 
have to spend as much time and effort pursuing information. 
This reduces the length of the adoption process, and cuts the 
costs it incurs. This aspect appears to have more influence 
for microcomputer adoption than for paid computer services. 
If a variable representing the breakdown between rural and 
urban income levels were available, such a variable would have 
clear implications. The inclusion of an interaction variable 
for income and cropland rental rate makes the coefficients of 
per capita income and the interaction variables positive and 
significant in both adoption models, which implies that living 
in a rural affluent county does increase the probability of 
adoption. 
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The other variable that is expected to determine the cost 
of information about these innovations is one which represents 
the farmer's proximity to an urban center. Since that 
information was not collected from farmers, it has been 
approximated by the presence of a city of greater than 10,000 
persons in the farmer's county. The urban variable has a 
positive and significant (though borderline) coefficient in 
both of the adoption equations. The proximity of an affluent 
urban population to any farmer, adopter or not, would probably 
increase his profit due to increased demand for certain of his 
products and lower transportation and handling costs. The 
positive sign of this coefficient supports the hypothesis that 
the nearness of a sizeable population increases the 
probability that a farmer will obtain information about or the 
innovation itself at a reasonable price. The explanatory 
power of the urban variable is not enhanced by the addition of 
a term representing its interaction with farm size. 
The only actual output price represented in this analysis 
is a weighted county-level price index for the two major crops 
grown in Iowa, corn and soybeans. No comparable index could 
constructed for livestock, for reasons of lack of data. For 
the microcomputer model, the sign*for the probit coefficient 
is negative, and its t-statistic is quite large, while for 
the computer services model, the probit coefficient is 
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positive but not statistically different from zero. The logit 
coefficients are positive and significantly different from 
zero in ooth Model I and II, for the paid computer service 
adoption equation model. Under the usual assumptions, an 
output price increase might be expected to lead to an increase 
in the probability of adopting an input that is used directly 
in its production. In this case, however, it appears that a 
farmer, faced with low crop prices, tries to cut costs by 
providing himself with better managerial capability, which is 
in its turn an input in production of grain crops. To do 
this, he turns to a microcomputer, but apparently not to paid 
computer services. It seems that paid computer services are 
generally not treated as inputs of last resort, but rather as 
normal inputs. 
The sole input price used in this study was the cropland 
rental rate (CRPRNT). This variable is actually not county-
level, but is the figure for the crop reporting district that 
the county is classified in. CRPRNT is designed to represent 
the intrinsic value of the land the individual is farming, as 
another input price in the indirect profit function. The 
rental rate coefficient is not significant in either model, 
and has different signs in each. Thus, land rental rates are 
not significant explanatory variables for adoption of 
microcomputer technology. In general, an increase in an input 
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price will decrease profit, but the sign of coefficients on 
variables interacted with the land price are a priori unknown. 
Without further information, land's relationship with computer 
technology is unclear, and does not appear to be a strong 
association in any case. The inclusion of an input whose use 
could be varied more easily might yield more information on 
the question of how the acquisition of a microcomputer affects 
input allocation. 
The Adoption of Interrelated Innovations 
This section presents an econometric examination of the 
joint adoption of a microcomputer and paid computer services. 
The estimates 
The results of estimating bivariate probit equations and 
conditional bivariate logit equations for the joint decisions 
are reported in Table 6.4. Columns 1) and 2) in the Table 
list the logit estimates of the choice of adopting a single 
innovation, and column 3) reports the logit estimates for 
adopting both. Columns 4) and 5) list the probit coefficient 
estimates for adopting both innovations, the equation for the 
microcomputer listed in 4), and for the paid computer services 
services in 5). For all the coefficient estimates, the 
reported coefficients are not actual coefficients but the 
change from the basic situation of no adoption to the cases 
in which an adoption is made. 
Table 6.4. Adoption of Microcomputer and Paid Computer 
Services - Multivariate Logit and Bivariate 
Probit Estimates of Interrelated Managerial 
Innovation Models; Iowa, 1982-4 
(t-statistics in parentheses) 
Logit Probit 
VARIABLE 1) 2) 3) 4) 5) 
(CMP) (CS) (CS,CMP) (CMP) (CS) 
INTERCEPT 
SCHOOL 
AGE 
AGESQ 
ACREFM 
FMDIV 
DAIRSP 
-5.84* 
(-4.8) 
1.10* 
(8.39) 
-0.04* 
(-3.6) 
-3XE-4 
(-0.46) 
7XE-5 
(0.92) 
0.355* 
(6.27) 
0.303 
(0.72) 
-1.59 
(-1.5) 
0.52* 
(4.43) 
-0.03* 
(-4.0) 
-6XE-5 
(0.14) 
2XE-5 
(0.35) 
0.304* 
(5.6) 
0.933* 
(3.58) 
-1.87 
(-1.1) 
0.84* 
(5.3) 
-0.07* 
(-4.8) 
-0.003* 
(-2.9) 
6XE-5 
(0.79) 
0.405* 
(4.25) 
0.737 
(1.81) 
-2.20* 
(-5.3) 
0.724* 
(8.64) 
0.056* 
(4.14) 
-lEX-3* 
( - 6 . 2 )  
2XE-5 
(0.73) 
6.0XE-3 
(0.40) 
-0.003 
(-0.29) 
-1.37* 
(3.1) 
0.363* 
(4.13) 
0.043* 
(2.69) 
-7XE-3* 
(-3.7) 
3XE-5 
(0.47) 
—4.OE—3 
( - 0 . 2 6 )  
0.481* 
(4.5) 
PREDOFM -3.45* -0.95 -1.88 —4.36* -1.98* 
(-2.6) (-1.0) (-1.2) (-4.3) (1.8) 
URBAN -0.073 0.038 0.048 -0.004 0.21* 
(-0.3) (0.20) (0.18) (-0.47) (2.83) 
PCINC 2XE-4* -4XE-5 -lXE-4 7XE-4* -5XE-5* 
(2.8) (-0.6) (-1.2) (3.22) (-2.1) 
GRPRINX -lXE-3 -2XE-3 -7XE-4 -0.011* 6XE-4 
(-1.0) (-1.2) (-0.4) (-3.1) (0.18) 
CRPRNT -lXE-3 -4XE-3 -2XE-3 -8XE-5 —lE—5 
(-1.5) (-0.6) (-0.2) (-0.03) (0.53) 
RHO 0.153(4.01)* 
•Values in parentheses are t-ratios, and statistics marked * 
indicate coefficient is significantly different from zero at 
5% level. 
Bivariate probit utilized a LIMDEP procedure while bivariate 
logit utilized PCCARP. 
Sample Size N=2381. 
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For the bivariate probit estimates of the joint decision 
of adopting microcomputers and paid computer services, the 
coefficient of education (SCHOOL) is positive and significant 
in both equations. In fact, most of the regressors in both 
equations have coefficients that differ significantly from 
zero. This group includes both age and age squared, per 
capita income, the grain price index, and (probability of) 
off-farm employment (AGE, AGESQ, PCINC, GRPRINX, PREDOFM) in 
the equation explaining microcomputer adoption and both age 
and age squared, the urban variable, per capita income, dairy 
specialization, and (probability of) off-farm employment (AGE, 
AGESQ, URBAN, PCINC, DAIRSP, PREDOFM) in the latter. The 
variables entering the logit equations also performs very 
well, and the equation has six regressors (INTERCEPT, AGE, 
AGESQ, URBAN, PCINC, GRPRINX, DAIRSP) with coefficients that 
differ significantly from zero. 
The only basis for comparison between the probit and 
logit techniques in the bivariate framework is the 
likelihood ratio test. Using this as the sole available 
criterion for assessing the bivariate models, the log 
likelihood is lower for the probit estimates than for the 
logit estimates. However, this is not a good comparison, 
because a third more parameters are estimated in the logit 
equations. 
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Implications of the estimates 
One of the hypothesis tests proposed in Chapter IV has 
yet to be examined. The result of the correlation 
coefficient (rho-p) calculated in the bivariate probit model 
suggests that the effect of unmeasured factors on the 
adoption of these two technologies are positively correlated. 
For the microcomputer-paid computer services relationship, p 
was positive and significantly different from zero. If the 
decision to adopt these innovations were actually independent 
(i.e., p=0), then the sum of their log likelihoods would be 
equal to the log likelihood of the joint estimation process. 
Instead, the log likelihood for the bivariate logit estimates 
is actually 2% smaller than the sum of the log likelihood of 
the univariate estimates, so the decisions are clearly 
related. 
Other results 
Two other issues of interest dealt with subjective 
evaluations of the worth of microcomputers to farm management 
and the evolution of those attitudes over time. The first 
was briefly referred to at the end of the previous chapter. 
The variables which were expected to have positive impacts 
as regressors (EASYMGT, CANKEEP), were found instead to be * 
endogenous and co-determinant with the dependent variables 
under analysis. The models which portray these attitudes can 
be found in Table 6.5, below. 
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Table 6.5. Multivariate Logit Estimates of Subjective 
Evaluations by Farmers of Computer Technology 
— Statements of "Easier to Manage Farm with 
a Computer..."(EASYMGT) and "Can Keep Better 
Records with a Computer..." (CANKEEP); Iowa, 
1982-4 (t-statistics in parentheses) 
VARIABLE EASYMGT CANKEEP 
Ddisag. 2)undec. 3)agre. 4)disag. 5)undec. 6)agre. 
SCHOOL 
AGE 
AGESQ 
ACREFM 
FMDIV 
DAIRSP 
URBAN 
PCINC 
GRPRINX 
CRPRNT 
—65.34* 
(-3.8) 
0.524* 
( 1 . 8 )  
0.389* 
(2.4) 
-0.004* 
(-2.7) 
-2XE-4 
( - 1 . 1 )  
0.425* 
( 2 . 0 )  
11.47 
(0.05) 
—0 .64 
(-0.9) 
2XE-4 
( 0 . 6 )  
0.613* 
(3.4) 
-0.059* 
(-1.9) 
-19.98* 
(-2.4) 
0.259 
(1.3) 
0 . 0 2 6  .  
( 0 . 2 )  
-9XE-4 
(-0.7) 
-2XE-4 
( - 1 . 0 )  
0.339* 
(3.0) 
0.344 
(0.4) 
0.109 
(0.3) 
-2XE-5 
(-0.3) 
0.209* 
(2.7) 
- 0 . 0 2 2  
( - 1 . 6 )  
-17.46* 
(-2.5) 
0.054 
(0.3) 
0 . 2 1 8 *  
(1.9) 
-0.003* 
( - 2 . 1 )  
-8XE-4 
(-0.4) 
0.179* 
(1.8) 
0.597 
(0.9) 
0.115 
(0.1) 
4XE-6 
(0.03) 
0.119* 
(1.9) 
-0.015 
( - 1 . 2 )  
-10.10 
(-1.0) 
0.384 
(1.6) 
-0.064 
(0.5) 
0 . 0 0 1  
( - 0 . 8 )  
-6XE-5 
(-0.3) 
0.587* 
(3.9) 
1 2 . 1 8  
(0.04) 
-0.427 
( - 0 . 8 )  
-8XE-5 
(-0.4) 
0 . 1 2 1  
(1.3) 
-0.025 
(-1.4) 
-15.39* 
(-2.5) 
0.233 
(1.5) 
0.017 
( 0 . 2 )  
-8XE-5 
( - 0 . 1 )  
-3XE-5 
(-0.3) 
0.223* 
(2.5) 
0.307 
(0.4) 
-0.287 
( - 0 . 8 )  
-4XE-5 
( - 1 . 0 )  
0.144* 
(2.4) 
- 0 . 0 0 8  
(-0.7) 
—15.6* 
(-2.7) 
0.313* 
( 2 . 0 )  
-0.051 
(0.7) 
5X-4 
(-0.6) 
lXE-5 
(-0.1) 
0.064 
( 0 . 8 )  
0.317 
(0.4) 
0.122 
(0.4) 
-2XE-4 
(-1.4) 
0.168* 
(3.0) 
-0.016 
(-1.5) 
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These equations are to be regarded as near-adoption 
models, tracing the attitude of farmers toward the usefulness 
of computer technology in farm management. The dependent 
variable in each model is categorical, showing the 
coefficients of each variable for the responses of 
disagreeing with the statement, don't know about the 
statement, and strongly agree with the statement. As with 
other logit models, these coefficients are normalized with 
respect to the lowest valued response, which in this case is 
strong disagreement with the statement. This normalization 
can be interpreted to mean that the coefficients reflect 
changes in their subjective evaluation from the basic 
situation of antipathy toward use of computer technology. 
These near-adoption models contain the same set of 
independent variables also used in explaining the adoption of 
microcomputer technology. The first model, dealing with the 
statements about increased ease of management with computers, 
shows some interesting results. The coefficients of the 
schooling variable is positive for all responses but its 
increments decrease in size as it moves toward strong 
agreement. The coefficients of the age terms conform with 
notion that experience is the over-riding factor in this 
evaluation of computer technology. 
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The coefficient of the input price in the first model, 
cropland rental rate, is negative and nearly significant for 
all responses, suggesting that farmers at least perceive land 
and computers to be related in the production process. 
The output price coefficient is positive for all equations, 
which seems to relate anticipation of future profitability to 
a favorable outlook on adoption. Aspects of scale were picked 
up by the farm diversification variable, which has 
statistically significant positive coefficients throughout the 
model. The remainder of the variables are not statistically 
significant regressors. 
Many of the results for the first model are reinforced 
by the second model, which has the dependent variable of the 
perception that better record-keeping can be accomplished by 
a computer. The major difference occurs in the age variables. 
The coefficient for the age variable is negative and not 
statistically significant for both disagreement and strong 
agreement, and positive but also not significant for 
indifference, which implies no clear relationship between 
age and attitude toward computer record-keeping. 
It proved impossible to trace the evolution of farmer's 
attitudes through the years of the survey, for two reasons. 
First, the variables that were shown above to be endogenous 
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are not appropriate for use as independent regressors to 
determine if such a development took place.. Further, even if 
the variables had actually been independent, the attrition 
among the respondents by 1984 would have not permitted a 
viable panel analysis approach. 
Also of interest, in a few cases, the signs of 
coefficients in the bivariate models differ from those found 
in the parallel univariate models. This is most relevant for 
the bivariate probit models listed in Table 6.4, because the 
bivariate probit technique calls for estimating two separate 
equations. Most of the bivariate equations' variables 
retained the same statistical significance that they had in 
the•univariate models. A few exceptions exist, however. 
Those bivariate probit estimates that do not agree with the 
univariate estimates are of the most interest, because the 
estimation technique is basically a binary choice equivalent 
of the OLS method of three stage least squares. In this 
approach, the equations are estimated separately but with a 
common error matrix, which picks up the joint elements of the 
decision-making process. 
Among the bivariate probit estimates, the per capita 
income variable is altered in its importance. This variable 
does not have a highly significant coefficient in either of 
the univariate models, but its coefficient becomes so in the 
bivariate model. The bivariate coefficient is positive and 
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significant for the microcomputer adoption equation, and 
negative and significant in the paid computer services 
adoption equation. This result suggests that a nearby 
affluent population has a significant positive influence on 
the one- time decision to buy a microcomputer, but a 
significant negative influence on the continuing decision 
to utilize paid computer services. This difference might 
indicate a trade-off at a point in time between the two, 
which is not picked up in other places in this analysis 
because of the lack of dynamics in the data. 
The urban variable coefficient, which was positive and 
significant in both of the univariate equations, becomes 
negative and non-significant for the microcomputer equation in 
the bivariate probit model. This outcome can be interpreted 
to mean that it lost its impact due to the jointly determined 
error matrix, because its influence may have been transferred 
to the per capita income variable. No sign changes or 
deviations in significant occurred between the univariate and 
bivariate versions for the logit technique. 
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CHAPTER VII: SUMMARY AND IMPLICATIONS 
In the increasingly complex agricultural economy that 
farmers now operate in, a premium has been placed on 
information that is relevant to costs and returns on a 
theoretical farm balance sheet. 'The optimal technique for 
generating that information certainly ought to be of interest 
to those farmers, and they should be willing to expend time 
and effort to find it. This information will be utilized in 
managing their farm and selling its output for the highest 
possible profit. 
Summary 
It has been proposed here that farmers may find that 
adoption and use of microcomputers or paid computer services 
to produce information for managerial purposes is the most 
profitable information system available. The decision to 
adopt one of these innovations has been specified as the 
collection and evaluation of information about that 
innovation and the subsequent decision that its use would 
enhance the farmer's income. The hypothesized arguments of 
the indirect profit function that would represent this 
decision include input and output prices, innovation prices, 
human capital, and other scale factors. 
The results indicated that human capital variables such 
as education and experience improve the discriminating powers 
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of the farmer, and thus increase the probability of adoption. 
Indicators of input costs such as the value of labor 
(represented by off-farm employment), the cropland rental 
rate, and dimensions of the cost of procuring the innovation 
were also fairly strong influences on the probability of 
adoption. The probability of off-farm employment variable in 
particular disclosed a pronounced tendency to substitute off-
farm income for the effort to improve on-farm profitability. 
The proximity of an urban population center appears to reduce 
the cost of obtaining the facts about the innovation, which 
tends to increase the probability of adoption. The grain 
price index has an unforeseen negative sign, at least in the 
microcomputer adoption equation. The variables related to 
scale show a few distinct results: the expanded model 
indicates that returns to scale are increasing at a 
diminishing rate. Another result is that the presence of 
dairy operations has a strongly positive impact on the 
probability of the adoption of paid computer services. 
Finally, the relationship between a microcomputer and paid 
computer services seems to be complementary. 
Implications 
In general, the results imply the following; 
1) Education increases the probability of adoption and 
is a means by which an individual improves his 
perceptivity of the profitable uses of an innovation. 
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2) Experience as a factor in the adoption of 
microcomputers or paid computer services works against 
the propensity of the young to be receptive to the 
potential benefits of radically new technology. 
3) Off-farm employment is important as an indicator of 
how the farmer allocates his time. If he devotes much 
of his time to a salaried position, then it is likely 
the farm will be treated as a part-time operation. 
This factor suggests he will pay accompanying less 
scrutiny to cutting farm production costs and 
increasing profits. 
4) If the farmer's land is located near an affluent 
urban population, he has easier access to both formal 
and informal sources of information on computer 
technology, which ceteris parabis, should lead to a 
shorter adoption period and lower acquisition costs. 
5) In this model, low grain prices may encourage a 
farmer to seek ways to enhance his managerial 
capabilities, in an attempt to cut costs and squeeze 
out a profit. This implies that grain prices might 
have a negative impact on the probability of adopting 
this innovation. 
6) Operators with larger farms as measured by acreage 
gain economies of scale in information production, and 
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farmers with a dairy cattle operation appear to reap 
economies of scale from use of paid computer services. 
7) The employment of paid computer services increases 
the probability of eventually adopting a 
microcomputer, though whether they are used 
sequentially or simultaneously is ambiguous. The 
relationship may also hold in reverse instead. 
8) Those farmers with strongly positive attitudes 
toward the value of computers respond to mostly the 
same influences as those farmers who have already 
adopted. 
This analysis suggests that computer technology may fill 
a role in the farmer's indirect profit function as a 
management-enhancing input. Farmers have the option to 
acquire a microcomputer to improve their managerial ability, 
in order to cut costs where possible and make more optimal 
production and sales decisions. These innovations have not 
been available long enough or used by enough farmers to 
pinpoint all potential benefits that computers can yield. 
Sufficient information is known, however, to say that the 
proportion of those adopting is increasing gradually because 
they perceive it will be a profitable acquisition. 
There was also an effort to compare the utilization of 
probit versus logit in the empirical analysis of the 
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managerial innovation model. The techniques yielded similar 
results (especially for the univariate versions), and there 
was no clear-cut advantage of one model over the other. 
The implications of the managerial innovation model of 
adoption leave open some areas for future research. It would 
be interesting to see how these innovations might interact 
with other specific inputs in the farm's production function. 
Another potential topic is to determine whether uncertainty 
in prices or production could be reduced by the addition of 
computer information-processing, or if uncertainty is endemic 
to the agricultural economic environment. If it were known 
that microcomputer adoption was positively associated with 
adoption of new farm record-keeping activities, this would 
indicate a definitive benefit from possessing a computer. 
A clear benefit would also exist if a previously 
manually-maintained task could be achieved with less time 
or less error with a computer. If this enhanced or less 
time-consuming information could be assigned some value, 
a more substantive cost-benefit analysis could be performed, 
and compared to the more qualitative results of this 
analysis. 
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APPENDIX A: DATA 
Sampling 
The weighting scheme used to adjust the two samples to be 
estimatable as a single sample was calculated from a series of 
ratios of weights from the post-stratification sampling 
technique applied. The stratum chosen arose from a 
combination of state crop reporting districts (nine in all) 
and a breakdown of all farms into farm size categories. The 
farms were broken into groups of those who farmed between 50 
and 179 acres, those who farmed between 180 and 499 acres, and 
those who farmed 500 or more acres. All farmers who indicated 
farming less than 50 acres were dropped from the sample before 
any analysis began. Those in that group were considered to be 
less than full-time farmers a priori, and probably would be 
adopting computers for reasons other than enhancing farm 
management. 
The weights constructed were ratios of the numbers who 
fall into that cell in the state farm population and the 
number who fall into that cell in the random sample. These 
weights were then used to estimate the number of adopters 
within the state farm population, by expanding with these 
weights the individuals who had adopted within the random 
sample. The appropriate weights for adopters, both in the 
random and in the select samples were derived from this 
calculation. The weights assigned were then expanded to 
113 
determine the amount with characteristics of adopters among 
Iowa farmers, and that number was deducted from the overall 
total. Thus, the weights assigned to non-adopters derived 
from the above mentioned post-stratification analysis had to 
be adjusted downward to account for the adopters or near-
adopters already weighted separately. The adjusted weights 
used are presented in the following table. 
Table A.l. Weights for Non-Adopters 
CROP REPORTING DISTRICT BY SIZE OF FARM 
I 2 3 4 5 6 
1 373.6 253.8 215.7 224.3 282.3 495.3 
2 271.7 198.2 180.5 199.8 143.0 123.6 
3 108.5 96.0 155.8 131.6 153.1 76.7 
Variable Definitions 
Farm diversification 
The farm diversification variable was designed to 
determine if the complexity of the operation of the farm is a 
factor in whether or not the farmer decides to adopt a 
microcomputer or related computer services. The opportunities 
for using a microcomputer are greatly multiplied if the farmer 
is running a dairy operation of more than minimum size, so 
such farms will be handled separately. For those farms who 
have no dairy cattle, a separate variable will be constructed. 
7 8 9 
769.5 417.0 539.2 
168.5 217.3 182.2 
145.3 100.4 114.8 
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It was hypothesized that the larger and more complex 
the farm operation is (the higher the number it is assigned 
in the variable), the more likely the farmer is to adopt a 
microcomputer. Values for this variable are consequently 
assigned according to the following definitions: (all farms so 
defined have no dairy cattle); 
Small cash crop farms: fewer than ten cattle and fewer than 
20 hogs, and less than 300 acres farmed (FNDIV-0). 
Small diversified operations: between ten and 50 cattle and 
between 20 and 300 hogs (FMDIV=1). 
Medium-sized operations: fewer than ten cattle and between 20 
and 300 hogs, or fewer than 20 hogs and between ten and 50 
cattle, or between 50 and 100 cattle and less than 300 hogs, 
or between 100 and 300 hogs and less than 50 cattle (FMDIV=2). 
Large cash-crop farms; fewer than 20 hogs and ten cattle, and 
more than 300 acres farmed (FMDIV=>3). 
Large livestock operations; more than 1000 hogs or 100 cattle 
and less than 1000 acres farmed, or between 300 and 1000 hogs 
and between 50 and 100 cattle (FMDIV=4). 
Large diversified operations; those farms with more than 100 
cattle or more than 1000 hogs, and greater than 1000 acres 
* operated (FMDIV=5). 
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1983 data extrapolation 
Certain questions asked on the 1982 and 1984 versions of 
the Iowa "Computers and Agriculture" survey were not present 
on the 1983 version. This group included several of the 
economic variables that are used in this analysis. To 
compensate for this deficiency, steps were taken to 
extrapolate values for 1983. The following definitions 
were used; 
AGE=AGE82+1 
SCHOOL=SCHOOL82 
GRSSINC=GRSSINC82 
ACREFM=MEAN(ACREFM8 2,ACREFM8 4) 
CATSOLD=MEAN(CATSOLD82,CATSOLD84) 
H0G30LD=MEAN(HOGSOLD82,HOGSOLD84) 
DAIRY=MEAN(DAIRY8 2,DAIRY84) 
SOWS=MEAN(SOWS82,SOWS84) 
CORNACRE=MEAN(CORNACRE82,CORNACRE84) 
SOYACRE=MEAN(SOYACRE82,SOYACRE84) 
Rescaling of large variables 
Three of the variables used in the bivariate probit 
equations had to be rescaled to allow the algorithm in the 
computer software to perform properly. The quadratic age 
variable (AGESQ) and the county per capita income (PCINC) 
both had to be divided by a thousand in order for all the 
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variables to fit in the same numerical range, and the acreage 
farmed variable (ACREFM) had to be divided by a hundred. The 
coefficients are restored to their original size in the 
tables. 
Hot-decking procedure 
In order to properly utilize the software package PCCARP 
for logistic regression, it was necesary to fill in missing 
values for variables in the data used. This task was 
accomplished by inserting the stratum mean value for the 
missing values throughout the data set. The variables most 
subject to missing values were for farm diversification and 
for the joint adoption dependent variable. 
Grain price index construction 
The grain price index is a weighted product of the 
prices faced in each county for the major grain crops, corn 
and soybeans, and the total output sold in market for each 
county. The underlying weights used were derived from the 
proportion of corn and soybeans sold in each county in Iowa 
for the base year of 1982, presuming that about half of the 
corn produced is sold in market. The data used in the 
construction of the index were taken from the publication 
Iowa Agricultural Statistics. 
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APPENDIX B: EMPIRICAL RESULTS 
Auxiliary Regressions 
The equation which yielded predicted values for off-fa 
employment in the previous calendar year are shown in Table 
B.l. The predicted off-farm labor variable (PREDOFM) is 
utilized as an independent variable in the .managerial 
innovation model for adopting both microcomputers and paid 
computer services. 
Table B.l. Auxiliary Off-farm Employment Equation; 
Iowa, 1982-4 (Probit Analysis) 
VARIABLE BETA STD. ERROR T-RATIO 
INTERCEPT -1.803* 0.386 -4.67 
SCHOOL 0.259* 0.028 9.17 
AGE 0.040* 0.013 2.88 
AGESQ -5.9XE-4* -1.4XE-4 -4.10 
URBAN 0.086 0.028 1.23 
ACREFM 5.3XE-5 3.7XE-5 1.41 
FMDIV -0.371* -0.040 -9.13 
UNEMP -0.022* -0.012 -1.82 
AVWKMW 5.9XE-4 4.0XE-4 • 1.48 
Log Likelihood=-1126.5 Chi-squared (8)=36.24 
NOTE: *COEFFICIENTS SO MARKED ARE SIGNIFICANT AT 10% LEVEL. 
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The ordinary least squares regression procedure (OLS) 
was utilized initially in the analysis of the managerial 
innovation model of adoption for the purposes of eliminating 
potential independent variables as regressors. These 
procedures were undertaken with the use of the mainframe 
software package SPSS-X and SAS. The resulting OLS 
estimates are shown in Table B.2, below. 
The equations for microcomputer and paid computer 
services adoption are shown in columns numbered l)-2). 
The equation for off-farm employment is shown in the 
column numbered 3). The equations for the two additional 
endogenous variables investigated (EASYMGT and CANKEEP) can 
be in columns 4) and 5). 
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Table B.2. Ordinary Least Squares Estimates of all 
Models; Iowa, 1982-4 (t-ratios in parentheses) 
V A R I A B L E n 2 ) 3 ) Î ) 5 )  
(CMP) (CS) (OFM) (EZMT) (CKP) 
INTERCEPT 0. 273 -0.821* -0.173 0. 285 0.228 
(0 .1) (-1.8) (-1.0) (0 .19) (0.15) 
SCHOOL 0. 024* 0.035* 0.081* 0. 076* 0.024 
(4 .45) (4.10) (6.74) (2 .65) (0.8) 
AGE -0 .007* -0.013* 0.025* -0 .042* -0.025 
(-2.3) (-3.09) (4.06) (-2.91) (-1.55) 
AGESQ 5XE-4* lXE-4* -0.003* 5XE-4* 4XE-4* 
(1 .83) (2.36) (-5.53) (3 .29) (2.42) 
CRPRNT 6XE4-5 -6XE-4 — — — — -0 .004 -0.002 
(0 .12) (-0.8) (-1.5) (-0.8) 
URBAN -0 .007 0.0128 0.059* 0. 048 -0.202* 
(-0.5) (0.57) (2.20) (0 ,64) (-2.52) 
PCINC 7XE-6 -lXE-6 -8XE-6* -5XE-5 
(1 .32) (-0.12) (-2.8) (-1.55) 
GRPRINX 2XE-4 0.0121* — — — — 0. 051* 0.039* 
(0 .06) (2.85) (3 .48) (2.47) 
ACREPM 8XE-6 2XE-7 lXE-5 3XE-5 -3XE-5 
(1 .41) (0.03) (1.33) (1 .2) (-1.1) 
FMDIV 0. 021* 0.046* -0.108* 0. 048* 0.119* 
(5 .5) (7.79) (-14.3) (2 .39) (5.45) 
DAIRSP 0. 007 0.038 — — — — 0. 122 -0.268 
(0 .19) (0.65) (0 .67) (-1.26) 
UNEMP - •  — — — — — — — -0.003 -— — — — — — — 
(-0.5) 
AVWKMW — — — — — 3XE-4 — — — — — — — 
(0.34) 
F-stat. UTl rm ' 4T75 5705 6.31 
R-square 0 . 0 7 7  0 . 1 0 4  0 . 2 3 3  0 . 0 3 3  0 . 0 4 4  
* Coefficients so marked are significant at the 5 %  level. 
