One of the fast approximate similarity search techniques is a binary hashing method that transforms a real-valued vector into a binary code. The similarity between two binary codes is measured by their Hamming distance. In this method, a hash table is often used when undertaking a constant-time similarity search. The number of accesses to the hash table, however, increases when the number of bits lengthens. In this paper, we consider a method that does not access data with a long Hamming radius by using multiple binary codes. Further, we attempt to integrate the proposed approach and the existing multi-index hashing (MIH) method to accelerate the performance of the similarity search in the Hamming space. Then, we propose a learning method of the binary hash functions for multiple binary codes. We conduct an experiment on similarity search utilizing a dataset of up to 50 million items and show that our proposed method achieves a faster similarity search than that possible with the conventional linear scan and hash table search. key words: similarity search, binary hash, approximate nearest neighbor search, machine learning, image retrieval
Introduction
Similarity search is a technique that searches a set of similar data in response to a given query data from the database, where similar data are defined by the given distance or similarity function between data. The similarity search is an important technique used for various computer vision tasks such as image retrieval, object recognition, and image matching. In the context of pattern recognition, it is often used for the k-nearest neighbor (k-NN) method and is applicable to a number of problems. There is, however, the problem of significantly higher computational cost when a very large database or a high-dimensional feature space is considered. To realize a fast approximate similarity search, a binary hashing technique that transforms a real-valued vector into a binary code is a promising approach [2] . With the binary hashing technique, the distance between two binary codes can be measured by their Hamming distance. If the distance measure of the original data space is preserved in the transformed Hamming space, an accurate similarity search can be achieved by using binary codes. Another advantage of the binary code is its storage efficiency. The storage cost can be drastically reduced compared with the Manuscript received June 25, 2014. Manuscript revised November 5, 2014. Manuscript publicized December 11, 2014 . † The author is with the College of Science and Engineering, Aoyama Gakuin University, Sagamihara-shi, 252-5258 Japan.
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case of storing the data as the original real-valued vectors.
The similarity search procedure in Hamming space is divided into two approaches: the exclusive linear scan and the hash table search. The exclusive linear scan computes all distances between a binary code of a given query and those of the database data, and similar data are then found based on the Hamming distance. Although the calculation of the Hamming distance between binary codes is very fast, the computational order of this method is obviously O(n) where n is the number of data in the database. A hash table search can achieve constant computational cost with respect to the database size. However, it depends on the code length (i.e., the number of bits) and the Hamming radius. Generally, a larger code length is needed for an accurate similarity search, whereas it leads to a huge number of accesses to the hash table.
In this paper, we propose using multiple binary codes for a fast approximate similarity search, which avoids accesses to data with a large Hamming radius. Then, we consider data-independent and supervised learning methods for constructing binary hash functions. The next section of this paper provides an overview of existing binary hashing techniques. In Sect. 3, we present our proposed method for a fast similarity search by using multiple binary codes. Then, in Sect. 4, we apply the proposed method to the problem of the similarity search and show several experimental results. Finally, in Sect. 5, we describe our conclusions and future work.
Related Works

Similarity Search Using a Binary Code
One similarity search method for a binary code is the exclusive linear scan, which computes all distances between a given query code and the codes in the database. Although the Hamming distance can be calculated by using only bit operation, its computational order is O(n) where n is the number of data in the database. Considering the size of the database, computational cost should not depend on the data size.
Another solution is to use a hash table in which the code is used for the key and the value contains the data IDs. In this case, the computational cost basically does not depend on the data size but on the length of the binary code and the Hamming radius. Let r be the length of the binary code; the number of accesses, V(r, z), to the hash table for Copyright c 2015 The Institute of Electronics, Information and Communication Engineers seeking data within Hamming radius z is given by Figure 1 depicts the relationship between Hamming radius z and the number of accesses to the hash table with different code lengths. Note that the vertical axis is the log scale; then, we can see that the number of accesses to the hash table exponentially grows as the Hamming radius or code length lengthens. Since the code length should generally be long to achieve an accurate similarity search as in the original data space, the hash table approach tends to be impractical. Norouzi et al. have proposed multi-index hashing (MIH) [3] , [4] that uses multiple hash tables for one binary code to accelerate the computational speed of an exact similarity search in the Hamming space. In MIH, the binary code is split into m sub-strings. Then, m hash tables for each sub-string are built. Multiple hash tables are accessed when a similarity search is conducted, and the candidate data are checked regarding whether they are really similar data or not by calculating the exact Hamming distance. The purpose of MIH is to accelerate the similarity search speed by splitting the binary code. MIH uses the following statement: When two binary codes differ by z bits or fewer, then, in at least one of their m sub-strings, they must differ by at most z/m bits. If original binary code length r is not divisible by m, different sub-string lengths with either r/m or r/m bits are used. This means that the length of each sub-string differs by at most one bit. A concrete algorithm of MIH for k-NN search is shown in Algorithm 1, and a conceptual image of MIH is depicted in Fig. 2 . Note that our approach described in Sect. 3 is different from the perspective of using multiple binary codes and adopting a specific learning algorithm for constructing binary hash functions. Since our approach and MIH do not conflict, we can integrate MIH into our multiple binary code approach. 
Construction of the Binary Hash Function
In this paper, we call a function that transforms a real-valued vector into a binary code a binary hash function. The choice of binary hash function is important for the performance of a similarity search. Numerous construction techniques for the binary hash function have been presented so far. A well-known method is locality-sensitive hashing (LSH) [5] , [6] , which randomly decides the parameters of the hash function independently of the target dataset. The theoretical analysis using the LSH method is relatively easy, but it requires a long code length to conduct an accurate similarity search. At the same time, machine-learning-based methods have also been proposed for constructing a binary hash function. Spectral hashing (SH) [7] and anchor graph hashing (AGH) [8] , which are formulated based on a graph partitioning problem, are regarded as being an unsupervised learning method. Other unsupervised methods have been proposed such as [9] , [10] , which construct the binary hash function that uniformly assigns the data to each binary pattern to the extent possible. On the other hand, there are supervised-learning-based methods that use the information of the similar or dissimilar label of pairwise data.
† Typical † In the binary hashing method, pseudo labels are easily created by using the distances of the original data space such as the Euclidean distance if semantic information of the training dataset is not given. examples of the supervised learning method for the binary hash function are semi-supervised hashing (SSH) [11] and its extension called semi-supervised sequential projection learning for hashing (S3PLH) [12] , minimal loss hashing (MLH) [13] , kernel-based supervised hashing (KSH) [14] , and binary reconstruction embeddings (BRE) [15] . These techniques are mainly different from the objective function for the training.
Similarity Search Using Multiple Binary Codes
Similarity Search Algorithm
In the proposed approach, a given data is transformed into b binary codes that are composed of r bits. We define H t = {h t1 , · · · , h tr } as a binary hash function that transforms a d-dimensional real-valued vector x ∈ R d into the t-th r bit binary code.
† The data in the database are transformed into b binary codes, and b hash tables corresponding to each binary code are constructed in advance. When a similarity search is performed, a given query data is transformed into corresponding b binary codes. Then, b hash tables are accessed in ascending order of the Hamming distance until the retrieved data satisfy the given criterion. The proposed similarity search procedure using multiple binary codes for the k-NN search is displayed in Algorithm 2, and a conceptual image of it is depicted in Fig. 3 .
The number of accesses, W(r, z, b), to the hash tables for seeking data within Hamming radius z is represented as
From the above equation, if we can set z or r to be relatively small, we can get a reasonable number of accesses to the † Strictly speaking, a binary code is not necessarily converted from a real-valued vector. For instance, we can use a kernel function or another appropriate technique to convert the data into binary code. Here, we assume that the binary codes are converted from a real-valued vector for simplicity. hash tables in order to collect a sufficient number of similar data. Note that our proposed similarity search is the same as the naive method of using one hash table if b = 1. Roughly speaking, we can retrieve b times data by b times computational costs compared with the naive hash table method with the same r and z.
Multiple Binary Codes with MIH
Our proposed method of using multiple binary codes does not conflict with the existing MIH [3] , [4] ; we can, therefore, integrate multiple binary codes and MIH to enhance the search speed and performance. In more detail, each binary code is split into m sub-strings, and the b×m hash tables for each sub-string are built in advance. For the similarity search step, the MIH algorithm can be used for retrieving data with a Hamming radius of z. A conceptual image of the proposed multiple binary codes with MIH is displayed in Fig. 4 . As shown in this figure, the data are firstly transformed into b binary codes, and then the codes are split into m sub-strings to accelerate the hash table search in the Hamming space. Therefore, the number of hash tables used in this approach is b × m. In contrast, the naive MIH transforms the data into "one" binary code, and then the code is split into m sub-strings. Our method is expected to improve the similarity search performance due to use of multiple binary codes compared with the naive MIH algorithm with one binary code. The overall procedure of multiple binary a ← 0 11:
codes with MIH is displayed in Algorithm 3.
Construction Method of Multiple Binary Hash Functions
In this section, we explain two possible methods for constructing the binary hash functions: the LSH based random projection method and the KSH based supervised learning method. We assume that the original data are given as a d-dimensional real-valued vector and consider transforming them into b binary codes. It is possible to assign different code length r for each binary code. However, we adopt the same code length for each binary code in this paper for simplicity.
LSH-Based Random Projection Method
Locality-sensitive hashing (LSH) [5] , [6] is a randomprojection-based method for constructing the binary hash function, i.e., the parameters of the binary hash function are determined by random numbers. In this paper, we adopt a typical LSH that uses linear projection for constructing a hash function, h tp (x), which corresponds to the p-th bit (1 ≤ p ≤ r) of the t-th binary code.
where w tp ∈ R d represents the parameter of h tp (x) and is determined by using a normal random number N(0, I d ), and sgn(a) means a sign function.
† The binary code constructed † sgn(a) returns 1 if a > 0; otherwise, −1. We treat 0 bits as −1 during training and can easily transform the sign into 0 or 1 by 1+a 2 for the similarity search.
by Eq. (3) can approximate the cosine similarity [5] , and the probability that the Hamming distance between the binary codes of any two data x i , x j ∈ R d is within z is given by
where θ is an angle between x i and x j , and r is the code length. When b binary codes are used, the probability that the Hamming distance is within z for at least any one of the multiple codes isP(θ, b, r, z)
be a given training dataset where l is the size of the training dataset, then learning to the binary hash functions that transform a ddimensional real-valued vector into b binary codes of r bits is considered. We chose kernel-based supervised hashing (KSH) [14] as our base learning algorithm since it is a stateof-the-art method and shows the best performance compared with other supervised learning methods (e.g., BRE [15] and MLH [13] ) for the binary hash function with respect to the accuracy and the training time. KSH uses labels that indicate whether data pairs are similar or not, but we can easily create pseudo labels using the original distance in a realvalued space such as the Euclidean distance.
Although the original KSH algorithm uses the kernel function in the binary hash function, we use a simple linear function to realize fast transformation into binary codes rather than approximation performance of the similarity. We consider the following linear hash function h tp (x) = sgn w T tp x which corresponds to the p-th bit (1 ≤ p ≤ r) of the t-th binary code, where w tp ∈ R d is the parameters of the hash function h tp . In order to construct the t-th binary hash function that transforms the data into a binary code of r bits, r coefficient vectors w t1 , · · · , w tr are determined by the learning mechanism.
Let
T ∈ {1, −1} r be the tth binary code that corresponds to x; then, the relationship between the code inner product and the Hamming distance is represented as follows [14] :
where D h (x i , x j ) represents the Hamming distance between x i and x j . From Eq. (5), maximizing the Hamming distance between x i and x j is equivalent to minimizing the code inner product. Thus, the Hamming distance and the code inner product are in a one to one relationship, and optimization of the Hamming distance can be rewritten for optimization of the code inner product. Then, we define objective function Q t for the binary hash function that corresponds to the t-th binary code by the following weighted squared-error function.
where s i j takes a value close to 1 when x i and x j are similar, and, conversely, a value close to −1 when they are dissimilar. Moreover, u t i j indicates the weight for the squared error of x i and x j in the Hamming space. The weight for the data pair that has the potential to be retrieved until the (t − 1)-th binary code is assigned a value close to 0. The reason that we introduce weights u i j into the objective function is to produce complementary binary codes. Obviously, the same binary codes are produced if the weights are not used, and there is no benefit to using multiple binary codes in this case. We can obtain multiple binary codes by splitting a long binary code produced by the original KSH algorithm in another way. In this case, each split binary code has dependency and does not preserve the original similarity between data (especially in the later codes). Multiple binary codes should be mutually complementary in order to work efficiently because different data should be retrieved by each binary code.
Let S and U t be l × l symmetric matrices whose (i, j)-th elements are s i j and u t i j , respectively, and
where || · || F represents the Frobenius norm (i.e., the square norm of each element in the matrix, and A Since the parameter corresponding to each bit is separable from the other parameters in the objective function, we consider greedy optimization of the hash function one by one. To be precise, we sequentially optimize the parameters of the hash function from w t1 to w tr . The optimized parameters w t1 , · · · , w t(p−1) are fixed when the p-th hash function is optimized. We define R p−1 as follows using up to the (p−1)-th hash function.
where R 0 = rS . Therefore, if the hash function to the (p−1)-th has been determined, the objective function of the p-th hash function of the t-th binary code is given by
We use the fact of tr(A(B C)) = tr((A B)C) for the derivation. Parameter w tp , which corresponds to the p-th bit of the t-th binary code, is obtained by maximizing the following objective function Q t (w tp ).
We can make the interpretation that R p−1 in the objective function of the original KSH is replaced with U t U t R p−1 in our objective function.
Binary hash functions are also constructed sequentially from H 1 to H b ; then, weights {u t i j } for all data pairs are updated as
where 
This is a generalized eigenvalue problem X(U t U t R p−1 )X T w tp = λXX T w tp . Thus w tp is obtained as the first eigenvector, and it is saved as w 0 tp . To seek a more accurate solution of w tp , we then replace sgn(·) in Q t (w tp ) with the sigmoid-shaped function ψ(a) = 2/(1 + exp(−a)) − 1. Then, we can derive the gradient of the modified objective function with respect to w tp as X(
, where 1 denotes a constant vector with l elements of 1 and ψ(·) is the generalized sigmoidshaped function that takes the element-wise sigmoid-shaped function for any vector or matrix input. The modified objective function with the sigmoid-shaped function is optimized by the gradient method † starting with w 0 tp . The overall algorithm for learning the multiple binary hash functions based on KSH is shown in Algorithm 4.
Experiments and Results
In this section, to verify the effectiveness of the proposed † We use Nesterov's gradient method [16] to accelerate the gradient method in the same way as [14] .
Algorithm 4 Construction of multiple binary hash functions based on KSH.
Input: Training dataset
matrix S ∈ R l×l defined on l training samples, a code length r, and the number of binary codes b. Output: Binary hash functions {H t = {h t1 , · · · , h tr }} b t=1 . 1: Initialize U 1 with a l × l matrix whose elements are all equal to 1.
Procedure:
2: for t = 1 to b do 3: for p = 1 to r do 4:
Obtain the solution of (11) as w 0 tp by solving the generalized eigenvalue problem. 6:
Optimize the modified objective function with the sigmoid-shaped function using the gradient method, and the optimized solution is saved as w tp and h tp . 7:
Update R p as R p = R p−1 − sgn(w T tp X) T sgn(w T tp X). 8: end for 9:
H t ← {h t1 , · · · , h tr }. 10: Update weight matrix U t+1 = {u t+1 i j } as 11:
13: end for
approach, we conduct experiments on the similarity search and compare our method with the conventional method that only uses one binary code. Then, we check the performance of multiple binary codes with MIH.
Settings of Experiments
We conduct large-scale similarity search using the ANN SIFT1B dataset [17] . ANN SIFT1B is a very large dataset for an approximate nearest neighbor search and has up to 1 billion vectors that represent a 128-dimensional SIFT feature. In this dataset, up to 1B vectors for the database, 10K vectors for the queries and their ground-truth data (indices of the neighbors for each query on each database size computed based on the Euclidean distance), and 100M vectors for the training are provided. We conduct experiments using up to 50M vectors for the database and l =100K vectors for the training. Since centering the data around the origin impacts the performance of binary hashing, we shift the data so that they are zero-mean using the training dataset (i.e., x ← x − † All experiments were run on 8-core Xeon E5-2687W 3.10GHz with 32GB of memory. All algorithms were implemented in C++, and we used a dense hash map in Google SparseHash † † to implement the hash table. † We can use more bits when the MIH algorithm is introduced (see Sect. 4.5).
† † https://code.google.com/p/sparsehash/. Figure 5 shows results of the proposed LSH-based multiple binary code approach with a varying number of binary codes (b = 1, 2, 4, 8, and 12) on a 20M database. Figure 5(a) displays the average time per query for obtaining a certain number of retrieved data. We can see that the average time is reduced to 1/b as number of codes b increases. Figure 5 (b) and 5(c) depict the recall curves and the precision curves, respectively. The 1000 nearest neighbors for each query computed based on the Euclidean distance are used as the ground-truth data of similar data for calculating recall and precision. Performances of both recall and precision is improved as number of codes b increases. Therefore, the computational speed and the performance of the similarity search can be enhanced by using multiple binary codes at the expense of the storage cost of hash tables. The improvement in recall and precision, however, does not have a very large impact. It seems that there is a limitation to the performance (recall and precision) improvement using multiple binary codes because it does not measure the similarity by using a long binary code but by using split multiple codes. Our approach is especially efficient with respect to the computational time of the search. Figure 6 shows the results using a 20M database when the binary hash functions are constructed by the proposed KSH-based approach. The tendency of the results is very similar to the case of the LSH-based approach shown in Fig. 5 . All performance (i.e., time per query, recall, and precision) is, however, improved compared with the case of the LSH-based approach. The reason that the average time is improved is that each bit is uniformly assigned the data. In other words, the number of accesses to the long Hamming radius is reduced by training the binary hash functions in the proposed KSH-based approach. Note that the time per query exponentially grows if we use a longer code length in the naive hash table search (i.e., b = 1 in the proposed method) as shown in Fig. 1 .
Performance of the Similarity Search on a 20M Dataset
Comparison with the Linear Scan
Next, we show a comparison of the computational cost between our method and the linear scan. As we discuss in Sect. 2, the computational cost of calculating the Hamming distance is very fast. To find similar data, however, we have to compute all Hamming distances between the given query and the data in the database. Figure 7 shows the time per query on a 1M, 5M, 10M, and 20M database for retrieving the 1000 nearest neighbor data by the linear scan and our proposed method with b = 8. The binary codes are constructed by the LSH approach in this figure. The plots of the linear scan are no different between the LSH-and KSHbased approaches because both approaches have to calculate all Hamming distances in the case of a linear scan. The cases of the 32-and 64-bit linear scan represent almost identical retrieval time because the Hamming distance is calculated for every 64 bits in our implementation. The linear scan linearly increases the computational cost as the database size and the code length grow, whereas our method achieves nearly a constant time search. Further, the computational cost decreases as the database size grows. Since our method is based on a hash table approach, the number of retrieved data per binary code increases when the database size grows. This reads the reduction in the computational cost. From this result, the linear scan approach is impractical with respect to the computational cost when the database size grows. Figure 8 shows a comparison of the recall between the proposed multiple binary codes and one binary code with 32 bits and 64 bits. Our multiple binary code approach can improve the performance with respect to the recall and precision by increasing number of binary codes b, but this is not attained in the case of utilizing one long binary code. When we have to handle a large database, the linear scan is no longer a valid choice. In this case, our method seems to be a promising candidate to enhance the naive hash table search. The computational cost of the proposed multiple binary code approach depends on code length r of each binary code and increases when the code length becomes relatively long. To avoid this situation, one possible approach is to integrate the MIH algorithm in order to accelerate the speed of the hash lookup for each binary code. By accelerating the speed of the hash lookup, our method is able to adopt a longer code length for each binary code and improves the performance of the similarity search. In this case, we obtain b binary codes by simply splitting r × b binary codes learned by the original KSH algorithm. However, multiple binary codes constructed in this way are dependent on each other. There is no guarantee that the split codes have ideal similarity between data because they are optimized by assuming the use of one long binary code. Figure 9 shows the recall curves on a 20M database when binary codes constructed by the original KSH algorithm are used. In this result, the long binary code with 32×b bits is learned by the original KSH, and it is then split into b binary codes with 32 bits. The performance worsens as the number of binary codes increases, different from that of the proposed KSH framework. This means that it is not sufficient to only use the split binary codes constructed by the original KSH because the later codes are influenced by the former bits. Figure 10 depicts heat maps of weight matrix U t with t = 2, 4, 6, and 8 in the proposed KSH algorithm. The first 30 × 30 elements of U t are shown in these maps for visualization. All elements of U t are initialized with 1 at the beginning, and the missing data pairs in the previous optimization are enhanced. Complementary binary codes can be constructed by using different weight matrix U t . We can confirm the progress of weight matrix U t from Fig. 10 .
Effect of Weight Matrix
Performance Evaluation of Multiple Binary Codes with MIH
From the previous experimental results, a longer code length for each binary code is needed in order to improve the search performance (recall and precision). In order to use a longer code length with a practical computational cost, we integrate multiple binary codes and the MIH algorithm as explained in Sect. 3.2. Here, the algorithm of multiple binary codes with MIH is applied to the similarity search experiments, and its performance is evaluated. A 20M database and 50M database are used for evaluating the performance, and code lengths of r = 64, 128, and 256 bits are examined. We tried to vary the number of sub-strings in MIH with m = {m def − 1, m def , m def + 1}, where m def = r/ log 2 n is the recommended heuristic in [4] and n indicates the number of data in the database. We show the results with the best setting of the number of sub-strings in Table 1 . Table 1 presents the results of recall and precision when the 1000 nearest neighbor data are retrieved. The values of recall and precision at the 1000 retrieved data are the same because the number of ground truths is 1000. Numbers of binary codes b = 1, 2, and 4 are used to check the influence on the similarity search results. Number of binary codes Table 1 Results of recall and precision when the 1000 nearest neighbor data are retrieved using multiple binary codes with MIH. The values of the recall and precision at the 1000 retrieved data are the same because the number of ground truths is 1000. Code lengths r = 64, 128, and 256 and numbers of codes b = 1, 2, and 4 are used. Number of codes b = 1 means the naive MIH method. Several data are not available due to memory limitation.
Database
Hashing 64 bits 128 bits 256 bits size method Table 1 . Furthermore, the KSH-based multiple binary code approach outperforms the LSH-based approach, which is the same tendency shown in the previous experiments. Table 2 shows the computational time for retrieving the 1000 nearest neighbor data using multiple binary codes with MIH. Almost all the resulting computational times are shorter than those of the linear scan. The MIH algorithm is, therefore, useful for using a long code length with our proposed multiple binary code method. The increase in computational time when number of binary codes b grows is smaller compared with the increase in code length r. In other words, our proposed multiple binary code method can improve the search performance within a certain time requirement. For instance, the setting of r = 128 and b = 4 with KSH (i.e., multiple binary codes are used) is the best one if the required average time per query is less than 0.3 sec. on the 20M database.
From the preliminary experiments, we found that the computational cost heavily depends on the number of substrings in MIH. Table 3 displays the computational time when m = m def is used as the number of sub-strings on a 20M database. The result shows that the computational time with r = 64 and b = 2 is larger than that with r = 128 and b = 1. This means that we cannot obtain the benefit of multiple binary codes if we choose an inadequate parameter of m. We should therefore carefully choose the number of sub-strings in order to realize good performance of multiple binary codes with MIH.
Conclusion
In this paper, we focused on the fast approximate similarity search using binary codes and proposed a method for increasing its computational efficiency by using multiple binary codes. Our method can avoid access to data with s long Hamming radius. Then, we extended the existing method in order to construct a binary hash function into one for multiple binary hash functions. We proposed two types of construction method, which are the LSH-based random projection approach and the KSH-based supervised learning approach. From the experimental results, we showed that the proposed multiple binary code approach can reduce the computational time per query and improve the performance of the similarity search compared with the method of using one binary code. Furthermore, we integrated multiple binary codes and the existing MIH algorithm, and showed that this can improve the search performance within limited computational cost.
In the future, we plan to implement the proposed multiple binary code approach in a parallelized environment and construct a larger-scale fast similarity search system.
