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Composition, atomic structure, and electronic properties of TMxMgyOz clusters (TM = Cr, Ni,
Fe, Co, x+y ≤ 3) at realistic temperature T and partial oxygen pressure pO2 conditions are explored
using the ab initio atomistic thermodynamics approach. The low-energy isomers of the different
clusters are identified using a massively parallel cascade genetic algorithm at the hybrid density-
functional level of theory. On analyzing a large set of data, we find that the fundamental gap Eg
of the thermodynamically stable clusters are strongly affected by the presence of Mg-coordinated
O2 moieties. In contrast, the nature of the transition metal does not play a significant role in
determining Eg. Using Eg of a cluster as a descriptor of its redox properties, our finding is against
the conventional belief that the transition metal plays the key role in determining the electronic and
therefore chemical properties of the clusters. High reactivity may be correlated more strongly with
oxygen content in the cluster than with any specific TM type.
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INTRODUCTION
Transition-metal (TM) nanoparticles/clusters are used
as catalysts for a variety of important chemical pro-
cesses [1–5]. At nanoscale, the particles acquire unique
properties not found in the bulk TMs. The size of the
nanoparticles is an additional parameter that affects their
electronic and chemical properties and can be used to
control the activity and selectivity of the catalyst. More-
over, the particles containing two or more transition or
other metals can be synthesized, which tremendously in-
creases the possibilities for tuning their functional prop-
erties. Together with these possibilities, new challenges
arise for the design of more efficient and stable nano-
catalysts. In particular, due to the increased complexity,
the atomic structure and stability of the nanoparticles
is harder to determine. Moreover, the particles usually
operate in a reactive atmosphere, containing, e.g., oxy-
gen. The interaction of the particles with oxygen will
eventually result in their partial or complete oxidation,
whether it is intended or not [6]. In fact, in some ap-
plications [7], the particles are created by a reduction
of the oxide in hydrogen. Thus, both oxidized and re-
duced metal atoms are usually present at the surface,
with their relative concentrations depending on the tem-
perature and oxygen partial pressure. Disentangling the
role of different oxidation states in a catalytic process is
extremely challenging.
In view of the above, it is important to provide the-
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oretical guidance to experiment and technology on the
composition and atomic structure of metal particles in
a reactive atmosphere, in particular in the ubiquitous
presence of oxygen. Stability being a key element for
the desired functioning of a catalyst, it is a prerequisite
to know the most stable phase of a particle/cluster in
the reactive atmosphere. There are both experimental
and theoretical reports stating the existence of particu-
lar phases viz. Ni4O5 clusters (on top of MgO substrate)
under oxygen atmosphere [8]. However, no quantitative
information has been provided so far to understand which
structures/compositions are stable at what experimental
conditions.
We report here an ab initio atomistic thermodynam-
ics [9] study of TM clusters supported on MgO, as well as
unsupported TM-Mg clusters in an oxygen atmosphere.
Gas-phase clusters are often used as model systems to
study structural and compositional variability of the clus-
ters at realistic conditions both experimentally and the-
oretically. Although such models cannot capture the full
complexity of the supported nano-catalysts, they provide
the necessary knowledge to disentangle various effects
determining the catalytic activity. Using a massively
parallel ab initio cascade genetic algorithm [6], we iden-
tify stable and metastable structures of the clusters at
a hybrid density functional theory (DFT) level, in or-
der to overcome the difficulties of the standard Local
Density Approximation (LDA) and Generalized Gradient
Approximation (GGA) exchange-correlation functionals
in describing localization of d-electrons in TMs, as well
as the charge transfer from metal atoms to oxygen [10].
We present an exhaustive and reliable database of small
ternary TMxMgyOz clusters (TM = Cr, Ni, Fe, Co; x+y
2≤ 3, z = 1, 2, ...,12). Among a variety of TMs, Cr, Ni,
Fe, and Co are of special interest to the catalytic re-
search community because of their wide applications viz.
in partial oxidation of CH4 [7, 11–15], selective oxida-
tion of alkanes [16–19], alcohols [20, 21], olefins [22], and
aromatics [23], selective reduction of nitrogen oxides [24],
and oxidation of hydrogen sulfide [25]. MgO is often used
as a support in these applications, or as a component of
an oxide solid solution catalyst [7]. The high thermal sta-
bility and low cost are two important factors that make
MgO to be one of the best choices for catalytic applica-
tions [8, 26].
A simple descriptor that captures both the nature of
the reactive oxygen centers and the tendency of adjacent
TM centers to gain electron density is the ligand-to-metal
charge transfer excitation energy [27]. For oxides having
TM centres in their highest oxidation states, this ligand-
to-metal charge transfer excitation energy typically cor-
responds to the band-gap energy. For a cluster, electron
transfer to/from it is more appropriately described by the
electron affinity (EA) and ionization potential (IP), re-
spectively. Therefore, the clusters having a high EA and
a low IP are the ones having a low fundamental gap (Eg =
EA - IP). Clusters possessing a high EA and/or a low
IP may be expected to be better catalysts because they
would accept or donate an electron more readily [28, 29].
Thus, fundamental gap Eg can be considered as an im-
portant feature of the clusters that determines their redox
properties, and in many cases can serve as a descriptor
of the catalytic activity [27, 30–36].
We therefore analyze the dependence of Eg of the clus-
ters on composition, temperature, and O2 pressure, and
determine the explicit role of different atomic species to
modulate the Eg values. Strikingly, we find that the na-
ture of TM plays a negligible role in tuning the Eg in
TMxMgyOz clusters. Rather, Eg is strongly correlated
with the presence of Mg-coordinated O2 (i.e., the oxy-
gen atoms directly attached with Mg atom) and is found
to be minimum under O-rich conditions (i.e., z > x+y,
when T ≈ 200K - 450K and pO2 ≈ 10
−6 - 1010 atm).
The analysis of our high-throughput data suggests that
the tunability of the cluster chemical properties may be
limited at given (T ,pO2) conditions, but is strongly de-
pendent on the conditions.
METHODOLOGY
We have considered first a wide range of TMxMgyOz
cluster compositions, where z is determined by thermal
equilibrium with the environment at given temperature
T and partial oxygen pressure pO2 [48]. In order to get
the minimum energy configurations, for each stoichiom-
etry, the total energy is minimized with respect to both
geometry and spin state. The low-energy structures (in-
cluding the global minimum) are generated from an ex-
haustive scanning of the potential energy surface (PES)
using our recent implementation of cascade genetic al-
gorithm (GA) [6, 10]. The term “cascade” means a
multi-stepped algorithm where successive steps employ
higher level of theory and each of the next level takes
information obtained at its immediate lower level. Typi-
cally here the cascade GA starts from a DFT with semi-
local xc-functionals and goes up to DFT with hybrid
xc-functionals. This GA algorithm’s implementation is
thoroughly benchmarked and it’s efficiency is validated
(w.r.t more advanced theory) in detail in Ref. [6].
We have performed the DFT calculations using FHI-
aims, which is an all electron code with numerical atom
centred basis sets [37]. The low-energy GA structures
are further optimized at a higher level settings, where en-
ergy minimization is performed with vdW-corrected PBE
(PBE+vdW) functional, “tight - tier 2” settings, and
force tolerance was set to better than 10−5 eV/A˚. The
van der Waals correction is calculated as implemented
in Tkatchenko-Scheffler scheme [38]. The total single-
point energy is calculated afterwards on top of this opti-
mized structure via vdW-corrected-PBE0 [39] hybrid xc-
functional (PBE0+vdW), with “tight - tier 2” settings
[49]. Note that PBE+vdW strongly overestimates the
stability of oxide-clusters under O-rich conditions (i.e.
with larger z values) as reported for the case of MgyOz
clusters [10]. This gives a qualitatively wrong prediction
that adsorption of O2 could be favored over desorption
up to a large excess of oxygen. Such behavior is not
confirmed by hybrid functionals [e.g. HSE06, PBE0] em-
ployed in our calculations. For the data set we have used,
the difference in energetics of PBE0 and HSE06 is always
within 0.04 eV. The spin states of the clusters are also
sometimes different as found by PBE and PBE0/HSE06.
Thus, all our results are thoroughly tested and bench-
marked w.r.t hybrid xc-functionals (PBE0) using “tight”
numerical settings and tier 2 basis set. For estimation
of (vertical) electron affinity (VEA), (vertical) ionization
potential (VIP), and fundamental gap (Eg = VEA - VIP)
we have used the G0W0@PBE0 approach with “really-
tight” numerical settings and tier 4 basis set [37].
The free energy of the isomers [50] is then calculated
as a function of T and pO2 for each stoichiometry using
the ab initio atomistic thermodynamics (aiAT) approach.
The concept of aiAT was successfully applied initially for
bulk semiconductors [40, 41], and later applied to the
study of oxide formation at the surface of some TMs and
other materials [42–45]. We have recently extended this
approach to clusters in a reactive atmosphere [6, 10, 46,
47]. From different cluster compositions and structures
with the lowest free energy the thermodynamic phase
diagram can be constructed as a function of T and pO2 .
Such phase diagrams are shown in Fig. 2. At a given T ,
pO2 , and x, y, the stable stoichiometry of a TMxMgyOz
cluster is determined via aiAT, i.e., by minimizing the
3Gibbs free energy of formation ∆Gf (T, pO2).
∆Gf (T, pO2) = FTMxMgyOz (T )− FTMxMgy (T )
−z × µO(T, pO2)
(1)
Here, FTMxMgyOz(T ) and FTMxMgy (T ) are the Helmholtz
free energies of the TMxMgyOz and the pristine
TMxMgy cluster [51] and µO(T, pO2) is the chemi-
cal potential of oxygen. As explained in Ref. [6],
FTMxMgyOz (T ) and FTMxMgy (T ) are calculated as the
sum of DFT total energy, DFT vibrational free en-
ergy (up to harmonic approximation), translational, ro-
tational, symmetry and spin-degeneracy free-energy con-
tributions. The dependence of µO(T, pO2) on T and pO2
is calculated using the ideal (diatomic) gas approxima-
tion with the same DFT functional as for the clusters.
The phase diagram for a particular TMxMgyOz is con-
structed by identifying the lowest free-energy structures
at each T , pO2 .
RESULTS AND DISCUSSIONS
In order to understand whether the presence of MgO
substrate is crucial or not in the stability analysis of TM
clusters, we have considered two cases: (a) stand-alone
Ni4 cluster in an oxygen environment, and (b) Ni4 cluster
on MgO substrate in oxygen environment. It is indeed
evident from Fig. 1 that ignoring the substrate’s effect
in stability analysis of the TM clusters is not meaningful
as the substrate (here MgO) plays a notable role to the
stability of the TM clusters under oxygen atmosphere.
The corresponding T -pO2 phase diagrams are plotted in
Fig. 1 by minimizing the Gibbs’ free energy of forma-
tion of the all possible configurations (see methodology
for details) [52]. Note that in Ref. [8] the experimental
evidence of Ni4O5 phase is observed from STM analy-
sis. This phase is stable at a given experimental condi-
tion in the phase diagram only when we have considered
the MgO substrate, while the concerned phase is totally
missing when substrate effect is not included in our cal-
culations. This clearly suggests that even if consideration
of the support is computationally demanding, it is still
a necessary condition to understand the stability of the
TM clusters correctly.
In order to explore the explicit effect of the support for
a wide range of compositions and configurations, here we
model the TM-MgO system by means of small bi-metallic
TMxMgyOz clusters. An exhaustive set of TMxMgyOz
clusters are generated including all the possible struc-
tural and composition motifs, oxidations states, elec-
tronic spin, symmetry etc. as if when MgO-supported
TM clusters are prepared from a solid solution. Following
this thermodynamic phase diagrams are calculated for all
possible combinations of x+y ≤ 3 (y 6= 0) in TMxMgyOz
clusters, and the most stable compositions and configu-
FIG. 1: T -pO2 phase diagram (see text) of Ni4 clusters under
oxygen atmosphere with (right) and without (left) MgO sub-
strate. The red, navyblue, and green color-balls represent O,
Ni and Mg respectively.
rations are identified. Prior to this, all the global mini-
mum structures of the clusters are determined by cascade
GA. In Fig. 2(a-d) we show phase diagrams of a set of
TM1Mg2Oz clusters, where four different TMs viz. Cr,
Co, Ni, Fe are investigated respectively. The most sta-
ble configurations and the respective stable phases are
shown within a window of experimentally achievable en-
vironmental conditions (T , pO2 window). From Fig. 2a,
we see for TM = Cr and x = 1, y = 2 at low T and
high pO2 , Cr1Mg2O8 is the most stable phase, while at
high T and low pO2 Cr1Mg2O5 is the most stable phase.
FIG. 2: (color online) The most stable TMxMgyOz clus-
ters at various temperatures and pressures under thermody-
namic equilibrium. In TMxMgyOz clusters, TM = Cr (a),
Co (b), Ni (c) and Fe (d). The geometries are optimized
with PBE+vdW, and the electronic energy is calculated us-
ing HSE06+vdW. The vibrational free energy is computed
under harmonic approximations.
4FIG. 3: (color online) (a) VIP vs VEA for the low energy
isomers stable at an experimentally achievable environmen-
tal condition for all different cluster sizes (x + y ≤ 3). The
symbols represent the nature of the TM atoms in the clusters,
while the colour is set as per the amount of oxygen content (as
shown by the colour bar) in the cluster. The loci of constant
Eg are indicated by diagonal lines. (b) Eg vs oxygen content
(z) is plotted for all the stable isomers at realistic conditions
(see text for details).
For TM = Co and Ni (see Fig. 2b and Fig. 2c) these
are respectively (Co1Mg2O8, Co1Mg2O3), (Ni1Mg2O4,
Ni1Mg2O3). However for TM = Fe (see Fig. 2d) at low
T and high pO2 there are a lot of competing isomers viz.
Fe1Mg2O10, Fe1Mg2O8 and Fe1Mg2O5. At a moderate
T and moderate pO2 i.e. T ≈300K, pO2 ≈ 10
−6 atm
there is competition between two phases viz. Fe1Mg2O4
and Fe1Mg2O5. At high T and low pO2 the most stable
phase is Fe1Mg2O3. Thus, we observe a general trend
that usually O-rich clusters are more stable at low T and
moderate to high pO2 (i.e. upto ≈ 10
10 atm).
The electronic structure of the clusters determines
their reactivity, and can serve as a descriptor of the cat-
alytic activity. Under reaction conditions, the catalyst
comprises of a wide range of structures including differ-
ent number of atoms with various oxidation states, all of
which could be active to some extent in the catalytic re-
action. Therefore, after identifying the most stable com-
positions (i.e., specific x, y, and z in stable phases of
TMxMgyOz), we have studied electronic structure of not
only the global minimum isomer of that given composi-
tion but also all the low-energy isomers lying within an
energy window of 0.5 eV from the global minimum [53].
In Fig. 3a we show VEA and VIP values (at the level of
G0W0@PBE0) of all such thermodynamically stable iso-
mers. Typically we have included data for TM1Mg1Oz,
TM1Mg2Oz, TM2Mg1Oz with TM = Cr, Co, Ni, Fe. We
have also included data for clusters without TM atoms,
i.e., MgyOz (y = 1-3) clusters. The symbols are selected
as per the type of the TM atoms in the clusters, while the
colour of the symbols are selected based on the amount
of oxygen content in the cluster. The diagonal lines are
drawn to represent the corresponding constant Eg, which
is evaluated as the absolute difference between VIP and
VEA. In Fig. 3a the Eg for the clusters are widely scat-
tered at all different sizes and nature of TM atoms. In
Fig. 3b we have explicitly shown Eg with different no.
of oxygen content (z) in the clusters. Clearly, it is not
following any trends except the Eg for O-deficient clus-
ters (i.e. z ≤ x + y) are consistently in the higher side
(see, bluish points in the Fig. 3a and the region around
low oxygen content (z ≈ 3-5)). Thus for sure it can be
concluded from Fig. 3 that O-deficient clusters (mostly
stable at high T and low pO2) are not good for catalysis.
However, for O-rich clusters (i.e. z ≥ x + y) both high
and low Eg are found (see Fig. 3b around z ≥ 6). This
observation hints towards the fact that some structural
feature in these O-rich clusters might act as active site
that dominates the low Eg value. Moreover, the invari-
ance of the Eg values for different TM clusters with same
O-content emphasizes that it is not the nature of TM
atoms but probably some active centers originating from
oxygen moieties that affect the fundamental gap. Note
that it is common understanding that the former (i.e.,
nature of the TM atoms) is solely responsible for making
the material a good catalyst [7, 11–14, 14, 15, 15].
We have next divided our clusters into two sets viz.
(i) having low gap (≤ 4 eV) and (ii) having high gap (>
4 eV). Following this, the vibrational frequencies (cor-
responding O-vibrations) of all the structures are care-
fully analyzed. In Fig. 4 we show the histogram of vi-
brational frequencies by including an average of all vi-
brational spectra ranging 1000−1200 cm−1. Clearly the
peak corresponding to the frequency 1151 cm−1 of the O2
moiety bonded to the Mg atom, is missing for all clusters
with the Eg > 4 eV (see in Fig. 4). This means clusters
with low Eg have some correlation with this Mg coordi-
nated O2 moieties, while clusters with higher Eg do not
have this structural feature.
To unravel the particular role of these O2 moieties in
the Eg, we examined the density of states (DOS) pro-
files for different TMxMgyOz clusters in Fig. 5. We
can see the HOMO-LUMO gap in Cr1Mg2O8 is smaller
than in Cr1Mg2O5. Presence of spin-polarised states
near fermi-energy (Ef ) leads to the reduced HOMO-
LUMO gap in the oxygen-rich phase. Further, compar-
5FIG. 4: (color online) Histogram of vibrational frequencies
ranging from 1000−1200 cm−1 for clusters (i) gap > 4 eV
(top panel) (ii) gap ≤ 4 eV (bottom panel).
FIG. 5: (color online) Atom-projected spin polarised density
of states of different TMxMgyOz clusters. The corresponding
spin multiplicity (J) is also given in the respective plots.
ing top panel in Fig. 5 we observe that the presence of
TM (Cr) atom has minimal effect on the spin polarized
states near Ef . These states occur only due to the ex-
tra oxygen atoms in Cr1Mg2O8, whereas they are absent
in case of Cr1Mg2O5. To further understand if our ob-
servation is coincidental for Cr clusters or not, we have
next plotted the same for Ni clusters in Fig. 5 (middle
panel). We see here again that the HOMO-LUMO gap
is smaller for the oxygen-rich phase, i.e., Ni1Mg2O8 in
comparison to Ni1Mg2O5. By having the insight from the
atom-projected DOS, we conclude that the spin-polarized
states are indeed the states of Mg-coordinated oxygen
atoms in the O-rich clusters, which have caused a reduced
Eg in these clusters. Next in Fig. 5 (bottom panel), we
see the O-rich phases of Fe and Co clusters respectively,
which are having smaller Eg in comparison to their O-
reduced phases. Again the atom-projected DOS indicate
that the Mg coordinated O-atoms are playing pivotal role
in the states near Ef and hence are responsible for the
reduced Eg in these clusters. The Fe1Mg2O8 cluster has
the lowest Eg among all because of the presence of spin-
polarized 3d states of Fe near Ef . However, it can eas-
ily be seen from the comparison of z = 5 and z = 8
clusters that it is not the nature of TM atoms, but the
states of Mg coordinated O atoms in the O-rich phases of
each TMxMgyOz cluster that play the crucial role in con-
trolling the Eg. Irrespective to any specific TM atoms,
TM has always states at the LUMO level, whereas the
HOMO keeps on shifting depending on oxygen content in
the cluster. Under O-rich condition, the clusters usually
have O2 (containing loosely bound electrons) coordinated
with Mg atom. This gives rise to occupied states near Ef
yielding a smaller Eg.
CONCLUSION
In summary, we have used a robust first-principles ap-
proach to understand the stability and electronic struc-
ture of ternary TMxMgyOz clusters at realistic temper-
atures and oxygen partial pressures. The low-energy iso-
mers of different composition are determined by cascade
genetic algorithm. Following that, the stable composi-
tions are found by minimizing Gibbs free energy of for-
mation using aiAT methodology (within harmonic ap-
proximation for the vibrational contributions). From the
analysis of the electronic structure of the clusters, we
establish that the presence of Mg-coordinated-O in O-
rich clusters (i.e. z > x + y) correlates with low Eg,
whereas the nature of TM atoms is insignificant. We fur-
ther note that these Mg coordinated O2 moieties have
unpaired electrons that give rise to multiple degenerate
spin states. The latter play key role in producing a re-
duced Eg from the O2 moieties at an environmental con-
dition T ≈ 200K - 450K and pO2 ≈ 10
−6 - 1010 atm; while
at higher temperature and lower pressure stable clusters
have less O-content. These observations lead us to argue
that the chemical (redox) properties of mixed metal ox-
ide clusters are sensitive to the oxygen content controlled
by T and pO2 rather than to the specific transition metal
type. We hope that this fining will be helpful for un-
derstanding experiments with gas-phase and supported
metal clusters at realistic (T , pO2) conditions, and for
designing new functional nano-materials.
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