Motivated by recent results in random matrix theory we will study the distributions arising from products of complex Gaussian random matrices and truncations of Haar distributed unitary matrices. We introduce an appropriately general class of measures and characterize them by their moments essentially given by specific Jacobi polynomials with varying parameters. Solving this moment problem requires a study of the Riemann surfaces associated to a class of algebraic equations. The connection to random matrix theory is then established using methods from free probability.
Introduction
Products of random matrices are subject to research for many years now. It dates back to the 1960's when Furstenberg and Kesten [13] studied products of random matrices letting the number of factors grow to infinity while keeping the dimension fixed. This work was very influential and had applications to, for example, Schödinger operator theory [5] . A more recent development is the study of the distribution of the eigenvalues and (squared) singular values of products consisting of a fixed number of factors as the dimensions grow to infinity. Different approaches have been found, e.g. free probability theory, to obtain the so-called limiting global eigenvalue or (squared) singular value distribution [3, 6, 7, 8, 10, 15, 22, 23] . In particular, the product of independent standard complex Gaussian matrices (these matrices are called Ginibre random matrices) has attracted interest with applications in, e.g., so-called multipleinput and multiple-output (MIMO) communication networks [2] (see [27] for a more general introduction). In this context, it is also of interest to consider products involving Ginibre matrices and other random matrices. In [11] this was done for the product of Ginibre matrices and inverses of Ginibre matrices and in [17] for the product of Ginibre matrices and truncations of unitary matrices (for applications, see, e.g., the introduction of [1] ). Let r, s ∈ N = {0, 1, 2, . . .} with s < r and let T 1 , . . . , T s be s independent truncations of Haar distributed unitary matrices (such a matrix T j can be considered to be the upper left block of a Haar distributed unitary matrix). Moreover, let G s+1 , . . . , G r be r − s independent Ginibre random matrices. The motivation of this paper is to characterize the limiting distributions of the squared singular values of the product Y r,s := G r . . . G s+1 T s . . . T 1 . This is equivalent with studying the limiting eigenvalue distribution of the Wisharttype matrix Y * r,s Y r,s . The case s = 0, where we only have Ginibre random matrices, has been studied in [23, 20] . The limiting distribution was shown to be characterized by its moments
for fixed r. These numbers are called Fuss-Catalan numbers of order r and historically arose in the context of combinatorial problems [16] . We will denote the corresponding distributions by F C r . In case s = 1, it turns out that the limiting distribution of the squared singular values of Y r,1 coincides with a specific Raney distribution (Theorem 3.3, Remark 3.4 and also [19, 21] ). These distributions are a generalization of the Fuss-Catalan distributions and are defined by their moments, the so-called Raney numbers
for given α, β ∈ N such that α > 1 and 0 ≤ β ≤ α. These numbers have a combinatorial interpretation as well, see [12] for an overview. We will denote the corresponding distributions by R α,β . One can easily see that R r+1,1 (n) = F C r (n) and so in the cases s = 0 and s = 1 the above mentioned limiting distributions of squared singular values are contained in the class of Raney distributions. However, for s > 1 the limiting distribution turns out not to belong to this class anymore. The main goal of this paper is to introduce and characterize an appropriately general class of measures that contains all these limiting distributions. In the language of free probability theory, this means we want to characterize a class of measures containing all multiplicative free convolutions (see Section 3.1) of the form
With this in mind, in Section 2 we introduce a sequence, depending on a > 0 and r, s ∈ N such that s < r, of positive numbers J r,s,a (0) := a (1.1) and for n ∈ N and n ≥ 1
where P (αn,βn) n (x) are the Jacobi polynomials with varying parameters α n = rn + r + 1 and β n = −(r + 1 − s)n − (r + 2 − s) as defined in [26] . We will prove in Section 2 that these numbers indeed form a (Hausdorff) moment sequence of a compactly supported measure J r,s,a . More precisely, we prove the following theorem. The right endpoint x * of the support of J r,s,a is defined below in (2.3). The proof of this result heavily relies on a study of the Riemann surface associated to the algebraic equation
which is done in Proposition 2.4. In Section 3 we establish the connection with random matrix theory and we prove in Theorem 3.3 that for s < r we have
In particular, we can identify J r,s,1 in the case s = 0 with the Fuss-Catalan distribution F C r and in the case s = 1 with the Raney distribution R r+1 2 , 1 2 . Finally, we want to emphasize the remarkable fact that the combination of Theorem 2.3 and Theorem 3.3 establishes a further connection between random matrix theory and the theory of classical orthogonal polynomials.
Jacobi polynomial moments
We start by showing that J r,s,a (n) is a positive-valued sequence.
Proposition 2.1. Let a > 0 be a positive real number and r, s positive integers such that s ≤ r. Then J r,s,a (n) > 0 for all n ∈ N where J r,s,a (n) is given by (1.2).
To prove this, we need the following lemma. 
for all n ∈ N and n ≥ 1.
Proof. This follows from Leibniz' rule. Indeed, we know that
where (a) k denotes the Pochhammer symbol and
Using the representation (see, e.g., [26] , p.62)
it is now straightforward to check that
with α n = rn + r + 1 and
Proof of Proposition 2.1. This is clearly true for n = 0, so let n ∈ N and n ≥ 1. We
from which the statement then immediately follows by using Lemma 2.2. A simple argument using Leibniz' rule shows that it suffices to prove this claim for r = s. We start with the identity
Hence, after the substitution y = tz, we obtain 
this can be rewritten as
Since the sign of
is given by (−1) k−j the claim follows.
We are now ready to state our main result of this section. First, we define
and
These quantities are derived in Proposition 2.4. Proof. First, notice that x * > 0 for all a > 0 and s < r. Indeed, one can easily check that w * > a and thus, since as−1 s+1 < a, we have that x * > 0. Consider now the algebraic equation
As we will show in Proposition 2.4 this algebraic equation has a unique solution w(x) which is analytic at infinity such that w(x) → a as x → ∞. Furthermore, this solution has an analytic continuation to C \ [0, x * ]. Since w(x) is a solution of (2.4) we know that
(w(x) + 1) s and now applying the Lagrange-Bürmann theorem gives us that
in a neighbourhood of infinity. Because of Lemma 2.2 this can be rewritten as
We define now
where w − (x), resp. w + (x), denotes the limiting value of w(z) as z approaches x with Im(z) < 0, resp. Im(z) > 0. First of all, we notice that w − (x) = w + (x) so that ρ(x) is a real-valued function. Furthermore, we claim that ρ(x) is an integrable, everywhere positive function such that
and thus is the density of a (unique) measure on [0, x * ] with the numbers J r,s,a (n) as moments.
By standard arguments and using w(0) = 0 one can see that
with K a positively oriented, closed contour encircling the cut [0, x * ]. Since z n−1 w(z) has no singularities in C \ [0, x * ], we can can compute the residue at infinity and use (2.5) to obtain that
and hence
Finally, to prove that ρ(x) > 0 for all x ∈ (0, x * ), it now suffices to show that w − (x) = w + (x) if x ∈ (0, x * ). Indeed, if w − (x) = w + (x), then ρ(x) = 0 and thus, because of the continuity, ρ(x) is either everywhere positive or everywhere negative. Since
we obtain that ρ(x) must be positive-valued.
So let x ∈ (0, x * ) and let K x be a positively oriented circle around the origin with radius x starting at the point x. Then we have
where we used the fact that
Making u = w(z) the new variable of integration and observing that 1 = f ′ (w(z))w ′ (z) and
we get that
Here w(K x ) is a contour starting at w + (x) and ending at w − (x). Assume now that w − (x) = w + (x), i.e. w − (x) = w + (x) is a real number. Because (2.4) cannot have nonnegative solutions for w if x ∈ (0, x * ) we see that w(K x ) will be a closed contour starting in a point on the negative axis, going to the complex plane, crossing the real axis exactly one more time between the origin and a and returning to its starting point. The orientation can be positive or negative, and the contour can encircle −1 but not a. Thus we get the following possibilities
We see that in all cases we get a contradiction and thus w − (x) = w + (x). Hence we can conclude that (2.6) indeed defines a density.
We end this section with the following proposition, which was needed in our proof of Theorem 2.3. Proof. The existence of a solution which is analytic at infinity can be seen by rewriting (2.7) as
which permits one to apply Lagrange-Bürmann's theorem. We confine this solution to the first sheet of the Riemann surface associated to (2.7) and we denote it by w 1 (x). It remains to prove that this solution has an analytic continuation to C \ [0, x * ]. To this end, we want to find all the branch points and thus we have to solve the following system of equations in the variables x and w w r+1 − x(w − a)(w + 1)
One can now immediately see that x = 0 is a branch point with w = 0. This is a multiple branch point connecting all the r+1 sheets of the associated Riemann surface. Moreover, in the case a = 1 s , the second equation of (2.8) gives us that w = 0 and thus x = 0. So from now on we assume that a = .
Substituting this in the first equation gives us
Assuming that w = 0, this can be simplified to w((s + 1)w − (as − 1)) − (r + 1)(w − a)(w + 1) = 0.
One can now easily check that the two solutions of this quadratic equation are given by w = w * where w ⋆ is defined in (2.2) and by w =w with
Hence, we can conclude that the only possible branch points are at the real points
( 2.10) and at infinity. To conclude that on the first sheet w(x) only has branch points at x = 0 and at x = x * , it now suffices to show that there is no branch point at x =x on the first sheet. Indeed, due to the analyticity of w 1 (x) there cannot be a branch point at infinity on this sheet. From equation (2.7) it can be observed that w 1 (x) admits an analytic continuation starting at infinity travelling along the negative real axis up to the origin. In the same manner, w 1 (x) can be analytically continued starting at infinity travelling along the positive real axis up to x = x * . Moreover, we have w 1 (x) > 0 on R\[0, x * ]. As all branch points are real, we can conclude that w 1 (x) admits an analytic continuation onto C \ [0, x * ]. Taking into account thatx / ∈ [0, x * ] and w(x) =w < 0, this shows that there can be no further branch point on the first sheet which completes the proof.
Remark 2.5. Using the observations made in the proof of Proposition 2.4 we can now describe the geometry of the Riemann surface associated to the algebraic equation (2.7). We illustrate this in Figure 1 for the case r = 5, s = 3. 
Application to random matrix theory
In this section we will show how the measures obtained in Theorem 2.3 arise naturally in random matrix theory and free probability. We start with a small introduction in free probability theory which we need to state our second theorem. For more details, we refer the reader to [29] , [4] , [24] or [25] .
Free probability and random matrices
Given a (compactly supported) probability measure µ on R such that R xdµ(x) = 0 we define its S-transform as follows. Let G µ denote the Stieltjes transform of the measure µ, i.e.
and define
Let χ µ be the unique function, analytic in a neighbourhood of zero, satisfying
Then the S-transform, denoted by S µ , is defined as
Given two (compactly supported) probability measures µ and ν with non-vanishing first moments, the free multiplicative convolution, denoted by µ ⊠ ν, is the unique (compactly supported) probability measure that satisfies the identity
Notice that this identity shows us that the free multiplicative convolution is commutative, i.e. µ⊠ν = ν ⊠µ. The S-transform is an important tool in free probability theory to compute the distribution of, for instance, the product of free random variables. By µ A we denote the empirical eigenvalue distribution of an n × n random matrix A, i.e.
with λ i (A) the n random eigenvalues of A.
With this in mind, we now have the following result ( [9] , Theorem 4.7, p. 82, see also [28] and [25] ). Theorem 3.1. Let {A n } and {B n } be two sequences of random matrices of size n × n such that A n > 0, i.e. all eigenvalues are positive (with probability 1), and such that A n and B n are asymptotically free almost surely for all n. Moreover, suppose that there exist two compactly supported probability measures µ 1 and µ 2 such that
as n → ∞, and where µ An resp. µ Bn denote the empirical eigenvalue distribution of A n resp. B n . Then
as n → ∞.
Here, by
as n → ∞, we mean that
holds with probability 1 for each bounded, continuous function f (t). We say that µ An converges weakly, almost surely to µ 1 .
Remark 3.2. Basically, Theorem 3.1 holds for all sequences {A n } and {B n } for which A n and B n are independent and for which at least the distribution of A n or B n is invariant under left and right multiplication by Haar distributed unitary matrices [9, 25, 28] .
Product of Ginibre and truncated unitary matrices
Let U be a Haar distributed unitary random matrix of size l × l and let T be the m × n upper left block of U such that l ≥ m + n. We call T a truncated unitary (random) matrix of size m × n and the distribution is proportional to (see, e.g., [14, Eq. (69)])
A complex Ginibre matrix G of size m × n has independent entries whose real and imaginary parts are independent and have a standard normal distribution with fixed variance. The probability distribution of G is proportional to e − Tr G * G dG.
We now take s independent truncated unitary matrices T j of size (n+ν j )×(n+ν j−1 ), with ν j ≥ 0 and ν 0 = 0, coming from an l j × l j unitary matrix. Furthermore, we take r − s independent Ginibre random matrices G j of size (n + ν j ) × (n + ν j−1 ) for j = s + 1, . . . , r and we define the product of independent matrices
We then have the following theorem: as n → ∞, and where J r,s,1 is described in Theorem 2.3 and Y n is defined as the rescaled Wishart-type product
Proof. We start with the observation that Y n has the same non-zero eigenvalues (counted with multiplicity) as
Moreover, the difference in the number of eigenvalues equal to zero is ν s and thus the limiting eigenvalue distributions of Y n and Z n have to be equal, if they exist. It is known that the empirical eigenvalue distribution of
. . G s+1 ) converges weakly, almost surely to the Fuss-Catalan distribution F C r−s , as n → ∞ (see, e.g., [23] ), which can be written as the Raney distribution R r−s+1,1 . Moreover, the distribution of each G j is invariant under left and right multiplication of Haar distributed unitary matrices and thus the same holds true for
In order to apply Theorem 3.1 we now have to determine the limiting eigenvalue distribution ofT n := (T s . . . T 1 )(T s . . . T 1 ) * . By the same arguments as before, we know that (T s . . . T 1 )(T s . . . T 1 )
* has the same non-zero eigenvalues (counted with multiplicity) as (T s−1 . . . T 1 )(T s−1 . . . T 1 ) * T * s T s and the difference in the number of eigenvalues equal to zero is |ν s − ν s−1 |. It is known that the empirical eigenvalue distribution of T * s T s converges weakly, almost surely to the arcsine measure on (0, 1) if l s − 2n is fixed, as n → ∞. By comparing the moments, one can see that this is the Raney distribution R 1, .
This can be seen immediately by using R r,1 ⊠ R 1,
, which is a special case of the identity stated in [18, Proposition 4.3] . This means in particular that J r,0,1 (n) = F C r (n), J r,1,1 (n) = R r+1 2 , 1 2
(n) for every n ∈ N. It is interesting to remark that for these distributions explicit and elementary forms of the densities can be found by the method of parametrization (see, e.g., [12, 19, 20, 21] ).
Remark 3.5. The statements of Theorem 2.3 and Theorem 3.3 are restricted to the case s < r because of several technical issues that arise in the case r = s. However, it is natural and interesting to ask whether our results can be extended to this case.
