First, we give an estimable lower bound expression in terms of certain vector fields for the fundamental tone of a bounded domain in a Riemannian manifold (Theorem 2.5). This result can be view as an extension of a theorem of Barta. Second, we relate this Barta's theorem to restrictions to the existence of solutions of certain quasilinear equations (Remark 2.2, Theorem 2.7 and Theorem 2.9). Third, this lower bound in terms of vector fields allow us to improve the well known Cheng's lower estimates beyond the cut locus, provided the cut locus has codimension at least two (Theorem 3.1, Theorem 3.3). Finally we make an application to stability of minimal hypersurfaces. 
Introduction
In this paper we intend to develop a little further some of the ideas introduced in [2] in order to give computable lower bounds for the first eigenvalue (fundamental tone) of a bounded domain. There we defined a constant c(Ω) given by c(Ω) = sup
so that λ * (Ω) ≥ c(Ω) 2 /4. Where λ * (Ω) is the fundamental tone of Ω,
When the domain Ω is normal (piecewise smooth boundary) the expression in (2) is the first Dirichlet eigenvalue λ 1 (Ω). Here, we extend the ideas from [2] in three ways. First finding a better (theoretically) expression for a lower bound of the fundamental tone of a domain (Theorem 2.5). Second, relating this expression to the seemingly innocent but profound 1 Barta's theorem and showing consequences to the existence of solutions of certain quasilinear equations (Remark 2.2, Theorem 2.9). Third, this lower bounds in terms of vector fields allow us to improve the well known Cheng's lower estimates beyond the cut locus (Theorem 3.1, Theorem 3.3). Finally we make applications of the estimates to stability of minimal hypersurfaces (Theorem 4.1). Acknowledgement: Our work was greatly motivated after a paper of Kazdan & Kramer, [5] for which we thank professor Djairo de Figueiredo for bringing it to our attention.
An extension of Barta's theorem
Let us state a beautiful result, (with a strikingly simple proof), published in '37 by J. Barta, [1] .
Cheng's lower eigenvalue estimates is one its consequences.
Theorem 2.1 admits an slight extension,(although with the same proof), that can be stated as follows:
thmbarta2 Theorem 2.3 Let Ω be a normal domain in a Riemannian manifold and
Another extension to result Theorem 2.1, is Theorem (2.5) that gives a lower bound for the fundamental tone in terms of vector fields.
Definition 2.4 Let X (Ω) be the set of all vector fields X a.e. smooth in
Observe that if X is smooth, then X ∈ X (Ω) by the divergence theorem.
teoremaPrincipal Theorem 2.5 Let Ω be domain in a Riemannian manifold . Then
If Ω is normal then
where X 0 = −grad log v, v the first Dirichlet eigenfunction of Ω.
remark2 Remark 2.6 These two problems are equivalents via u = − log f .
Therefore the expression (6) becomes the expression (3) when X = grad f for some f ∈ F (Ω).
but this can not be true if the infimum ranges over X (Ω), since we do have solution to the problem ∆u − |grad u| 2 = constant < λ 1 (Ω) in Ω with u = 0 on ∂Ω (see Theorem 2.9). Therefore an upper inequality as (9), the infimum should be taken over a smaller set, probably over the set of gradients of functions on F (Ω).When Ω is smooth there is nothing to discuss, it is just Barta's theorem. Now, we turn to some of the consequences of Barta's theorems to certain quasilinear elliptic equations.
barta2 Theorem 2.7 Let Ω be a normal domain and F ∈ C 0 (Ω). Consider this problem,
(10) eq2.7
If (10) has a smooth solution then inf Ω F ≤ λ 1 (Ω) ≤ sup Ω F . For F = λ constant, the problem (10) has solution if and only if λ = λ 1 (Ω).
Remark 2.8
1 This problem (10) with Dirichlet boundary data (u = 0 on ∂Ω) was treated by Kazdan-Krammer [5] . They show that there is a solution if F ≤ λ 1 (Ω) with strict inequality in a positive measure subset of Ω.
2 The problem (10) is equivalent to this another problem via f = e −u
This problem is semilinear elliptic of type Lu = g(x, u) in Ω and u = 0 on ∂Ω, studied by Kazdan-Warner, [6] . By their method one knows that if F ≤ λ 1 (Ω), then there is solution to (11) but it is not necessary. There are smooth F with inf Ω F ≤ λ 1 (Ω) ≤ sup Ω F such that one can solve (11) although do not know a criteria to characterize these functions.
The proof of Theorem (2.7) is direct from Barta's estimates (3) via the transformation u = − log f . Therefore, an extension of Theorem (2.7) must imply a similar result. This is done allowing continuous boundary data, (ψ ∈ C 0 (∂Ω)) in the following theorem.
theoremKazdan Theorem 2.9 Let Ω be a normal domain, F ∈ C 0 (Ω) and ψ ∈ C 0 (∂Ω).
Consider the problem
Proof of the Results

Theorem 2.5
Let Ω be a domain in a Riemannian manifold and X ∈ X (Ω). Computing and
This shows that
If Ω is normal, v its first Dirichlet eigenfunction and setting X 0 = −grad (log v) we have thatdiv X 0 − |X 0 | 2 = −∆v/v = λ 1 (Ω) and (7) is proved.
Theorem 2.9
Item a. The operator L = −∆ − F is compact thus its spectrum is a sequence of eigenvalues
Therefore L is invertible. On the other hand, u = − log f is a solution of (12) if and only if f is solution of
Consider the harmonic extension v of e −ψ on ∂Ω, (∆ v = 0 in Ω and v = e −ψ on ∂Ω), and h = f − v. We have that L h = F v in Ω and h = 0 on ∂Ω.
Item b. Suppose that the equation (12) has a smooth solution u. Let ϕ be the first eigenfunction of the operator −∆, (∆ ϕ + λ 1 (Ω)ϕ = 0 in Ω and ϕ|∂Ω = 0), and f a solution of (18). By Green we have that
if v is the harmonic extension v of e −ψ then we have
Theorem 2.7
The proof of this theorem is exactly the same as the proof of Barta's theorem as presented in [3] . We include her for sake of completeness. Let Ω be a normal bounded domain, f ∈ C 2 (Ω) ∩ C 0 (Ω), with f |Ω > 0 and φ > 0 the first eigenfunction of Ω. Then, −λ 1 (Ω) = ∆φ/φ = ∆f /f + ∆φ/φ − ∆f /f. But this term ∆φ/φ − ∆f /f = (f ∆φ − φ∆f )/φ f changes sign on Ω. Since, ∂φ/∂η < 0, f |Ω > 0 and then
Eigenvalue Estimates Beyond the Cut Locus
One of the advantages of Theorem (2.5) in bounding form below the first Dirichlet eigenvalue (fundamental tone) of a domain Ω is that the vector fields X need only to satisfies ∫ Ω div (f x) = 0 for all f ∈ C ∞ 0 (Ω) to be admissible. For instance, X = grad ρ, ρ = dist(p, ·), distance function to a point p is admissible if the cut locus of p, cut(p) has (n−1)-Hausdorff measure zero, H n−1 (cut(p)) = 0. This allows us to estimate the fundamental tone of geodesic balls of arbitrary radius in a Riemannian manifold in terms of the sectional curvature, provided the cut locus of a point has codimension at least two.
divergence Theorem 3.1 (Divergence Theorem) Let M be a smooth Riemannian n-manifold and Ω ⊂ M a bounded domain with non empty boundary. Let G be a closed subset of Ω with (n − 1)-Hausdorff measure H n−1 (G) = 0. Let X be a vector field of class
Proof: Suppose first that M = R n . We may assume that G is connected otherwise we consider each connected component. Then by Whitney theorem
Since G is a compact set contained in an open set Ω we have that Ω \ G is path connected therefore f does not change sign on Ω. Without loss of generality suppose that f ≥ 0 in Ω with f ≡ 0 in G. By Sard's theorem we can pick a sequence of regular values ǫ i → 0. Then ∂N i = f −1 (ǫ i ) ⊂ Ω are smooth (n − 1)-manifolds and ∂N i → G in the Hausdorff Topology. Since G is compact and connected we have that ∂N i is compact and bounds a connected body N i containing G for all i, moreover the V ol n−1 (∂N i ) → H n−1 (G). Suppose that M is not the Euclidean space, then cover Ω by coordinate charts ϕ α : U α → R n and consider a partition of unit {ψ α } subordinated to this covering. Let Ψ = α ψ α ϕ α : Ω → R n and letG = Ψ(G) ⊂ R n .G is a closed (in fact it is compact) set thereforeG = f −1 (0) and G = (f • Ψ) −1 (0) for some C ∞ function f : R n → R. The same arguments above can be given to show that there are compact, smooth (n − 1)-manifolds
On the other hand, by the divergence theorem we have
Here, ν is the outward unit vector field on the boundary of M i . Putting together these information we have (19). Cheng, showed that λ 1 (B N (p, r)) ≥ λ 1 (B N k (r)), provided r < inj(p), where B N k (r) is the geodesic ball of radius r in the space form N k of constant sectional curvature k = κ(p, r), see [4] . By Theorem (3.1) we can extend Cheng's estimates for geodesic balls B N (p, r) with radius r ≥ inj(p), provided ∂B N (p, r) = ∅ and H n−1 (Cut(p)) = 0. In fact this theorem below was proved in [2] for r < inj(p). The same proof applies.
theorem2 Theorem 3.3 Let N be a complete Riemannian n-manifold and B N (p, r) be a geodesic ball with radius r. Suppose that H n−1 (Cut(p)) = 0. We have then
where 
