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A l’origine, le titre de cette the`se e´tait Compression d’images utilisant leur re´gularite´
ge´ome´trique. Le programme e´tait donc de construire une repre´sentation adapte´e a` la ge´o-
me´trie et d’en de´duire un algorithme de compression. Cette the`se a permis de re´aliser la
premie`re partie de ce programme en de´finissant une me´thodologie permettant d’utiliser la
nature ge´ome´trique des images dans leur repre´sentation. Les re´sultats obtenus de´finissent
un cadre pratique et the´orique pour la construction d’algorithmes de traitement d’images
(de´bruitage, de´convolution, compression ldots).
1.1 Ge´ome´trie et repre´sentation
1.1.1 Introduction de la ge´ome´trie dans la repre´sentation
L’ide´e centrale de ce travail est que les images naturelles ne sont pas de simples fonctions
de L2([0 , 1]2) mais qu’elles ont une composante ge´ome´trique. Cet aspect ge´ome´trique est
souvent utilise´ sous la forme d’un mode`le des images de type u + v ou` u est une partie
ge´ome´trique, une partie qui contient l’essentiel des structures ge´ome´triques de l’image, et
v une partie comprenant les textures et le bruit [Mey01]. Bien que cette de´composition ne
soit pas bien de´finie, elle correspond a` l’ide´e qu’une grande partie de l’information dans les
images est porte´e par la partie ge´ome´trique et que celle-ci doit eˆtre traite´e diffe´remment
de la composante de textures.
Pour le proble`me de repre´sentation, cet aspect ge´ome´trique des images est e´galement
la source de deux types de re´gularite´ : la re´gularite´ de la ge´ome´trie dans l’image et la
re´gularite´ des images le long de la ge´ome´trie. Toute re´gularite´ implique une forme de
redondance que l’on souhaite pouvoir exploiter. La ge´ome´trie apparaˆıt dans ce travail
comme une source de re´gularite´ plus que comme une source d’information.
L’exploitation des redondances est une des ide´es centrales de la construction des re-
pre´sentations creuses, c’est a` dire des repre´sentations permettant d’obtenir de bonnes
approximations avec peu de coefficients. L’exploitation de nouvelles formes de re´gularite´,
les re´gularite´s de type ge´ome´trique, doit donc permettre une ame´lioration par rapport aux
repre´sentations existantes qui ne les utilisent pas.
Cette the`se pre´sente la construction d’une repre´sentation adapte´e a` l’exploitation de ces
re´gularite´s ge´ome´triques. Cette repre´sentation, dite repre´sentation en bandelettes, est ba-
se´e sur des produits tensoriels d’ondelettes monodimensionnelles, dont les e´chelles peuvent
eˆtre diffe´rentes selon les deux directions, et qui sont de´forme´s pour suivre la ge´ome´trie
des images. La de´finition de cette ge´ome´trie ainsi que la construction des bandelettes font
l’objet du premier chapitre. Dans le chapitre suivant, on construit la repre´sentation en
bandelettes sous la forme d’un frame qui permet d’obtenir dans le dernier chapitre des
re´sultats d’approximations non line´aires. Les bandelettes permettent ainsi de repre´senter
une image re´gulie`re sauf sur des contours eux-meˆmes re´guliers aussi efficacement que si
l’image e´tait entie`rement re´gulie`re.
1.1.2 Mode`le des images
Le mode`le d’image utilise´ est celui d’une fonction re´gulie`re, sauf sur des contours qui
sont eux-meˆmes re´guliers, que l’on lisse et bruite.
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1.1.2.1 Re´gularite´
La re´gularite´ apparaˆıt dans deux contextes diffe´rents : celui de l’image elle-meˆme et
celui des contours. On utilise cependant la meˆme notion de re´gularite´ dans les deux cas :
la fonction doit eˆtre de´rivable jusqu’a` un certain ordre et ses de´rive´es partielles doivent
rester borne´es.
On ve´rifie que si une fonction f a ses de´rive´es partielles d’ordre α borne´es alors il existe
une constante K tel que
∀x ∈ Ω, |f(x)− f(x0)− Px0(x)| 6 K|x− x0|α (1.1)
ou` Pc0 est le polynoˆme de Taylor de degre´ α−1 de´fini au point x0. La plus petite constante
K possible est un multiple de la norme de la plus grande de´rive´e partielle d’ordre α de f
sur le domaine :
K =
max|γ|=α‖ ∂γ∂xγ f‖∞
α!
(1.2)
ou`, si γ = (γ1, . . . , γd),
∂γ
∂xγ est de´fini par
∂γ
∂xγ
=
∂γ1
∂x1γ1
· · · ∂
γd
∂xdγd
. (1.3)
Si les de´rive´es partielles d’ordre α de f sont borne´es, il en est de meˆme pour les de´rive´es
partielles d’ordre β avec β 6 α. On note alors
‖Dαf‖∞ = max|κ|6α‖
∂κ
∂xκ
f‖∞ . (1.4)
1.1.2.2 Pre´sentation du mode`le
Les fonctions f observe´es sont mode´lise´es comme e´tant des images re´gulie`res par mor-
ceaux convole´es par un noyau de lissage, dont l’e´chelle est variable, et auxquelles on ajoute
un bruit. Ce mode`le correspond a` des objets re´guliers se´pare´s par des frontie`res re´gulie`res
qui peuvent eˆtre floues.
Les fonctions du mode`le sont de´finies a` partir de fonctions f telles que, sauf sur un
ensemble de courbe Ci, les de´rive´es partielles d’ordre α de f sont borne´es. On suppose
e´galement que les de´rive´es d’ordre α des parame´trisations normales de ces courbes sont
e´galement borne´es et on impose des conditions sur leurs positions relatives : celles-ci ne
peuvent se rencontrer sans le faire avec un certain angle. La figure 1.1 illustre ce mode`le.
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Figure 1.1 – La ge´ome´trie du mode`le : un ensemble de courbes dont les de´rive´es d’ordre α
des parame´trisations normales sont borne´es avec des conditions d’angles sur les jonctions.
Pour eˆtre plus pre´cis, les courbes Ci sont de longueur finie et deux courbe distinctes Ci
et Cj sont :
– soit disjointes,
– soit non et alors elles se rencontrent avec des angles sur les tangentes supe´rieures
a` θ0 (cf figure 1.2).
θ ≥ θ0
(a) (b)
Figure 1.2 – Les jonctions du mode`le : (a) une jonction possible, (b) une jonction impos-
sible.
Ces fonctions f ne peuvent avoir que des contours nets or les images naturelles pos-
se`dent des contours flous. Les dispositifs d’acquisition des images lissent en effet celle-ci.
On mode´lise cet effet par une convolution avec un noyau de lissage d’e´chelle variable.
Ce lissage permet d’obtenir des contours d’une varie´te´ beaucoup plus grande et dont la
richesse e´chappe a` la plupart des repre´sentations ge´ome´triques.
Les fonctions du mode`le sont donc de´finies comme les fonctions f pre´ce´dentes convole´es
avec un noyau de lissage hs auxquelles on ajoute un bruit b pour obtenir des fonctions fs
de´finie par
fs = f ? hs + b (1.5)
ou` ? repre´sente une convolution.
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De manie`re plus pre´cise, le noyau de lissage hs est de´fini par dilatation d’un noyau de
lissage h dont les de´rive´es partielles d’ordre α sont borne´es, a` support dans [−1 , 1]2 et
d’inte´grale 1 par
hs =
1
s2
h
(x
s
)
(1.6)
de sorte que l’inte´grale de hs soit e´galement e´gale a` 1.
Le bruit b est pour sa part laisse´ non spe´cifie´ ici mais sera souvent choisi comme un
bruit blanc gaussien de moyenne nulle et de variance σ2.
1.2 Repre´sentation en vision
La premie`re grande famille de repre´sentation utilisant la ge´ome´trie est celle des repre´-
sentations originaires de la vision. Leur caracte´ristique commune est d’eˆtre centre´es sur
l’ide´e de contours.
1.2.1 Repre´sentation double couche par contours
La technique de sketch introduite par Carlsson [Car88, Car84] est le prototype de ces
repre´sentations. Elle est base´e sur une de´tection de contours par une me´thode de maxima
de gradient. Les valeurs de part et d’autre des contours sont alors extraites et leur re´gularite´
permet de les coder efficacement par un codage diffe´rentiel.
Ces informations ponctuelles au voisinage des contours permettent alors une recons-
truction d’une version simplifie´e de la fonction par diffusion de ces valeurs de chaque
cote´ des contours. Cette diffusion permet la reconstruction d’une image ou` les valeurs au
voisinage des contours sont les bonnes et l’image re´gulie`re entre ceux-ci.
Cette reconstruction n’est pas exacte et l’information manquante est obtenue en codant
le re´sidu, la diffe´rence entre l’image originale et la reconstruction, que l’on conside`re comme
ne comportant plus d’information ge´ome´trique.
Les grands principes de cette repre´sentations sont donc les suivants :
– la ge´ome´trie est donne´e par la position des contours,
– les valeurs le long des contours sont re´gulie`res et
– la diffusion de ces valeurs donnent une reconstruction telle que le re´sidu est une
fonction uniforme´ment re´gulie`re.
Il faut noter que l’utilisation des contours est justifie´e plus par leur importance en tant
que tels que comme source de re´gularite´.
1.2.2 Autres mode`les de contours
D’autres mode`les base´s sur les contours ont e´te´ propose´s mais les ide´es centrales restent
similaires.
Elder et Zucker [EZ98, Eld99] ont e´tendu la repre´sentation de Carlsson pour obtenir des
contours qui ne soient pas des sauts en de´finissant une e´chelle locale de lissage utilise´e apre`s
la reconstruction par diffusion. La de´tection des contours propose´e permet l’estimation de
contours adapte´s a` cette notion d’e´chelle locale de lissage mais le reste du sche´ma est tre`s
similaire a` celui de Carlsson. La re´gularite´ des valeurs au voisinage des contours ainsi que
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la re´gularite´ de l’e´chelle de lissage le long de ceux-ci sont exploite´es. La partie texture´e est
e´galement obtenue a` l’aide d’un re´sidu.
Les maxima d’ondelettes introduits par Mallat et Zhong [MSZ92] sont une autre ap-
proche base´e sur l’ide´e de contours. Dans celle-ci, la carte de contours n’est plus unique
mais est de´finie pour chaque e´chelle dyadique d’une de´composition en ondelette continue
de l’image. La position des maxima locaux de la norme de la de´composition ainsi que leurs
valeurs sont conserve´es. La reconstruction d’une image a` partir de ces maxima est possible
et est, bien que cette repre´sentation ne soit pas comple`te, tre`s proche de l’image originale.
Cette approche a e´galement e´te´ modifie´e par Mallat et Froment [FM92] pour construire
une repre´sentation double couche de l’image en utilisant uniquement certains contours,
ceux conside´re´s comme significatifs, a` chaque e´chelle. La reconstruction obtenue a` l’aide
de ces maxima ne permet plus de re´cupe´rer les textures et une technique de re´sidu est
ne´cessaire pour obtenir une repre´sentation comple`te.
Ces approches utilisent la nature ge´ome´trique des images en cherchant a` exploiter la
pre´sence des contours mais le controˆle de ces repre´sentations n’est pas facile. L’utilisation
de deux couches distinctes, qui ne sont pas pas ne´cessairement bien de´finies, et l’absence
de proprie´te´ de conservation de l’e´nergie dans ces repre´sentations posent en effet des diffi-
culte´s. D’une part, la pre´sence de deux couches non orthogonales impliquent une certaine
redondance et donc une certaine inefficacite´. D’autre part, l’absence de controˆle e´nerge´-
tique rend difficile l’analyse de la stabilite´ de la repre´sentation.
1.3 Repre´sentation en analyse harmonique
La seconde grande famille de repre´sentations des images est celle de l’analyse harmo-
nique. L’objectif est ici la construction de familles de fonctions permettant d’approcher
efficacement l’image a` l’aide de sommes finies de ces fonctions.
1.3.1 De´composition atomique
Le principe des de´compositions atomiques est le suivant : on se donne un dictionnaire
D = {gm}m∈Z de fonctions et on recherche des approximations d’une fonction f sous la
forme
fM =
M∑
i=1
cigmi (1.7)
pour minimiser l’erreur d’approximation ‖f−fM‖22. On impose de plus que l’approximation
puisse eˆtre obtenue a` l’aide d’e´le´ments dont la profondeur dans le dictionnaire augmente
au plus de manie`re polynoˆmiale en M de manie`re par exemple a` e´viter un dictionnaire fait
d’une e´nume´ration d’une famille dense. Cette approximation est dite non-line´aire [DeV98]
car les e´le´ments gmi choisis dans la de´composition de´pendent de la fonction f conside´re´e.
On mesure alors l’efficacite´ de la repre´sentation atomique avec le dictionnaire D par
la vitesse de de´croissance de cette erreur d’approximation en fonction du nombre de coef-
ficients conserve´s.
Le dictionnaire D peut lui-meˆme avoir e´te´ choisi parmi une famille de dictionnaires
{Dγ}γ∈Γ en fonction de la fonction f . Cette approximation est alors dite hautement non-
line´aire car on introduit un degre´ supple´mentaire de non line´arite´ par le choix du dic-
tionnaire. On mesure dans ce cas l’efficacite´ de la repre´sentation atomique par la vitesse
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de de´croissance de cette erreur d’approximation en fonction du nombre de coefficients
conserve´s et du nombre de parame`tres ne´cessaires a` la description du dictionnaire dans la
famille.
Cette efficacite´ de´pend de la classe de fonctions conside´re´e aussi bien que du choix du
dictionnaire.
1.3.2 Approximation dans des bases orthonorme´es
Les bases orthonorme´es ont sans doute la forme la plus simple parmi ces dictionnaires.
Elles sont effet fixes et ne ne´cessitent donc aucun parame`tre de´pendant de la fonction a`
approcher.
Elle permettent de plus un controˆle simple sur la norme L2 des fonction : si B = {bm}
est une base orthonorme´e et f une fonction, on a la proprie´te´ de conservation de l’e´nergie
suivante :
‖f‖22 =
∑
m
|〈f , bm〉|2 . (1.8)
Il en re´sulte que si l’on souhaite approcher la fonction f par fM de´finie a` l’aide de M
coefficients choisis dans IM et si l’on souhaite minimiser l’erreur entre f et fM :
‖f − fM‖22 =
∑
m6∈IM
|〈f , bm〉|2, (1.9)
il suffit de conserver les M plus grands coefficients ainsi que leurs positions. Le terme
d’approximation non-line´aire [DeV98] est utilise´ par opposition a` l’approximation line´aire
qui consiste a` conserver lesM premiers coefficients. Bien que dans l’approximation line´aire
la position des coefficients ne soit pas a` retenir, l’inte´reˆt de l’approximation non-line´aire
reste entier car ceci ne fait au plus que doubler le nombre de parame`tres a` conserver.
La question du choix de la base B se pose alors. On souhaite en effet trouver une base
telle que l’erreur entre f et son approximation non-line´aire avecM coefficients fM de´croisse
rapidement pour une large classe de fonctions. Pour une classe donne´e, cette de´croissance
de´pend de la base utilise´e et permet de classer les performances d’approximation des
diffe´rentes bases. Elle est mesure´e a` l’aide d’un exposant κ reliant l’erreur au nombre de
coefficients
‖f − fM‖22 6 KM−κ . (1.10)
On recherche maintenant la meilleure base pour les fonctions du mode`le, c’est-a`-dire
une base telle que l’exposant κ soit maximal.
1.3.3 Bases d’ondelettes
Les bases d’ondelettes forment une famille de bases optimales pour la repre´sentation des
signaux monodimensionnels re´guliers par morceaux. Leur construction et leurs proprie´te´s
sont de´crites notamment dans les ouvrages de Daubechies [Dau92], deVore [DeV98] ou de
Mallat [Mal98]. On en propose ici un bref panorama.
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1.3.3.1 Dimension 1
Les bases d’ondelettes sont construites a` partir d’une unique fonction ψ dilate´e par des
facteurs d’e´chelles dyadiques 2j et translate´e a` l’e´chelle 2j par des facteurs proportionnels
a` 2j . La fonction ψ peut-eˆtre choisie de sorte que la famille{
1
2j/2
ψ
(
x− 2jk
2j
)
= ψj,k(x)
}
j∈Z,k∈Z
(1.11)
forme une base orthonorme´e de L2(R).
L’ondelette ψ est relie´e a` une fonction d’e´chelle φ et a` la notion d’espace multire´solution
comme on le rappelle dans la section 3.1.2. Cette fonction est utilise´e dans la construction
des bases bidimensionnelles de la section suivante.
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)
Figure 1.3 – Une ondelettes ψ et sa fonction d’e´chelle φ correspondante.
Les the´ore`mes d’approximation en ondelettes ne´cessitent une condition sur l’inte´grale
de ces ondelettes contre les polynoˆmes. Celle-ci doit eˆtre nulle pour tous les polynoˆmes de
degre´ strictement infe´rieur a` p. On dit alors que l’ondelette posse`de p moments nuls.
Ces bases d’ondelettes permettent une repre´sentation optimale des fonctions re´gu-
lie`res [DeV98] :
The´ore`me 1.1. Si f est telle que sa de´rive´e d’ordre α est borne´e et si l’ondelette ψ
posse`de p > α moments nuls alors la de´croissance de l’erreur entre f et son approximation
en ondelettes avec M coefficients satisfait
‖f − fM‖22 6 KM−2α (1.12)
ou` K est une constante ne de´pendant que de f et de l’ondelette utilise´e.
A l’inverse de la plupart des repre´sentations classiques (Fourier, transforme´e en cosi-
nus,. . . ), elles permettent e´galement une repre´sentation optimale des fonctions re´gulie`res
par morceaux. En effet, Daubechies [Dau98] construit des ondelettes a` support compact
et celles-ci permettent d’obtenir le the´ore`me suivant [DeV98] :
The´ore`me 1.2. Si f est telle qu’en dehors d’un nombre fini de points sa de´rive´e d’ordre
α est borne´e et si l’ondelette ψ posse`de p > α moments nuls et est a` support compact alors
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la de´croissance de l’erreur entre f et son approximation en ondelettes avec M coefficients
satisfait
‖f − fM‖22 6 KM−2α (1.13)
ou` K est une constante ne de´pendant que de f et de l’ondelette utilise´e.
La de´croissance de l’erreur d’approximation en ondelettes est donc la meˆme dans le
cas d’une fonction re´gulie`re et d’une fonction re´gulie`re par morceaux. Les ondelettes per-
mettent donc de s’affranchir d’un nombre fini de singularite´s. La qualite´ de la reconstruc-
tion de la figure 1.4 obtenue a` partir de 10% des coefficients illustre cette proprie´te´..
Plus pre´cise´ment, Daubechies [Dau98] montre comment obtenir ψ a` support compact
minimal pour un nombre de moments nuls donne´. Si l’on veut p moments nuls, alors
l’ondelette a un support de taille 2p + 1 et elle est de´rivable α fois avec α de l’ordre de
0.2p et ses de´rive´es sont borne´es. Ce sont ces ondelettes a` support compact que l’on utilise
par la suite.
1.3.3.2 Dimension 2
Les ondelettes peuvent eˆtre e´tendues en dimension 2 par un proce´de´ de tensorisation :
il existe deux constructions que l’on de´taille dans la section 3.1.2 permettant l’obtention
de bases de L2(R2).
Dans la premie`re construction, on utilise trois types d’ondelettes dilate´es et translate´es
par des facteurs 2j
ψoj,k(x) =
1
2j
ψk
(
x− 2jk
2j
)
o ∈ 1, 2, 3 (1.14)
avec
ψ1(x) = φ(x1)ψ(x2) (1.15)
ψ2(x) = ψ(x1)φ(x2) (1.16)
ψ3(x) = ψ(x1)ψ(x2) · (1.17)
(1.18)
Ces ondelettes, repre´sente´es dans la figure 1.5, sont qualifie´es d’isotropes, car leur support
est carre´, et forment une base orthonorme´e de L2(R2) :
L2(R2) = Vect
{
ψoj,k
}
o∈1,2,3,j∈Z,k∈Z2 (1.19)
= Vect {φj,k1 ⊗ ψj,k2 , ψj,k1 ⊗ φj,k2 , ψj,k1 ⊗ ψj,k2}j∈Z,n∈Z2 (1.20)
ou` ⊗ de´signe le produit tensoriel.
Ces ondelettes posse`dent des proprie´te´s d’optimalite´ pour l’approximation des fonctions
re´gulie`res [DeV98] :
The´ore`me 1.3. Si f est telle que ses de´rive´es partielles d’ordre α sont borne´es et si ψ
posse`de p > α moments nuls alors la de´croissance de l’erreur entre f et son approximation
en ondelettes isotropes avec M coefficients satisfait
‖f − fM‖22 6 KM−α (1.21)
ou` K est une constante ne de´pendant que de f et de l’ondelette utilise´e.
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Figure 1.4 – Approximation non line´aire d’une fonction f avec M = 100 ' 10% des
coefficients : (a) la fonction f , (b) les 100 coefficients d’ondelettes 〈f , ψj,k〉 conserve´s, (c)
la fonction fM reconstruite a` partir de ces coefficients.
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Figure 1.5 – Ondelettes isotropes obtenues a` l’aide de l’ondelette de la figure 1.3.
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Ce re´sultat ne s’e´tend plus au cas d’un nombre fini de singularite´ le long de courbes
et la de´croissance obtenue pour les fonctions du mode`le est beaucoup plus lente. Elle
correspond a` celle des fonctions a` variation borne´e. Cette classe de fonctions permet en
effet d’obtenir des re´sultats the´oriques d’approximation non-line´aire.
La variation totale d’une image est de´finie par l’inte´grale de la norme du gradient
ge´ne´ralise´ de la fonction :
‖f‖V =
∫
|∇f(x)|dx (1.22)
et les fonctions a` variation borne´e sont celles dont la variation totale est finie. On obtient
pour ces fonctions le the´ore`me suivant du a` Cohen et al. [CdPX99] :
The´ore`me 1.4. Si f est a` variation borne´e et ψ posse`de p > 1 moments nuls alors
la de´croissance de l’erreur entre f et son approximation en ondelettes isotropes avec M
coefficients satisfait
‖f − fM‖22 6 K‖f‖VM−1 . (1.23)
ou` K est une constante ne de´pendant que de l’ondelette utilise´e.
L’autre construction conduit a` une base orthonorme´e de´finie par un unique type d’on-
delette fait d’un produit tensoriel de deux ondelettes a` des e´chelles qui peuvent eˆtre diffe´-
rentes :
L2(R2) = Vect {ψj1,k1 ⊗ ψj2,k2}j1∈Z,j2∈Z,k∈Z2 . (1.24)
Neumann et von Sachs [NvS97] appellent ces ondelettes, repre´sente´es dans la figure 1.6,
des ondelettes anisotropes car leur support n’a pas ne´cessairement la meˆme taille dans les
deux directions. Elles sont e´galement utilise´es par deVore et al. [DKT98] sous le nom
d’ondelettes hyperboliques.
Ces ondelettes anisotropes posse`dent les meˆme performance d’approximation non-
line´aire que les ondelettes isotropes dans le cas des fonctions re´gulie`res [DKT98]
The´ore`me 1.5. Si f est telle que ses de´rive´es partielles d’ordre α sont borne´es et si ψ
posse`de p > α moments nuls et est a` support compact alors la de´croissance de l’erreur
entre f et son approximation fM en ondelettes anisotropes avec M coefficients satisfait
‖f − fM‖22 6 KM−α (1.25)
ou` K est une constante ne de´pendant que de f et de l’ondelette utilise´e.
Ce re´sultat ne s’e´tend pas plus au cas des fonctions du mode`le que dans le cas des
ondelettes isotropes. Cependant on a le re´sultat partiel suivant dans le cas ou` il y a une
unique singularite´ et si celle-ci est aligne´e avec l’un des axes [NvS97].
The´ore`me 1.6. Si f est telle que en dehors d’une droite horizontale ou verticale ses
de´rive´es partielles d’ordre α sont borne´es et si ψ posse`de p > α moments nuls et est a`
support compact alors la de´croissance de l’erreur entre f et son approximation fM en
ondelettes anisotropes avec M coefficients satisfait
‖f − fM‖22 6 KM−α (1.26)
ou` K est une constante ne de´pendant que de f et de l’ondelette utilise´e.
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Figure 1.6 – Ondelettes anisotropes obtenues a` l’aide de l’ondelette de la figure 1.3.
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Contrairement au cas de la dimension 1, les re´sultats d’approximation non-line´aire
en ondelettes des fonctions re´gulie`res ne s’e´tendent donc pas en dimension 2 au cas des
fonctions re´gulie`res par morceaux. Ce phe´nome`ne dit de la male´diction de la dimension
provient ici de la ne´cessite´ d’un grand nombre d’ondelettes pour recouvrir une singularite´
le long d’une courbe.
1.4 Ge´ome´trie et de´compositions atomiques
L’exemple simple de l’indicatrice d’un ensemble re´gulier permet de comprendre l’enjeu
de l’introduction de la ge´ome´trie dans les repre´sentations harmoniques et d’introduire les
diffe´rentes solutions de´ja` propose´es.
1.4.1 Cas d’une indicatrice
Pour de´montrer l’inte´reˆt de l’introduction d’un caracte`re ge´ome´trique dans les de´com-
positions atomiques, on se place dans un cas simple : celui d’une fonction f de´finie comme
l’indicatrice d’un ensemble Ω dont le bord ∂Ω est telle que la de´rive´e d’ordre α de sa
parame´trisation normale est borne´e pour α > 2.
Ω Ω
(a) (b) (c)
Figure 1.7 – Cas d’une indicatrice : (a) l’ensemble Ω et l’indicatrice f associe´e, (b) les
coefficients d’ondelettes rencontrant le bord ∂Ω a` une e´chelle donne´e, (c) une triangulation
adapte´e.
On cherche a` approcher cette fonction par des de´compositions atomiques.
Le premier dictionnaire utilise´ est celui des ondelettes isotropes. Pour obtenir une
majoration de l’erreur d’approximation en ondelette, on utilise alors l’appartenance de
cette fonction a` l’espace BV des fonctions a` variations borne´es. La de´croissance de l’erreur
entre f et fM son approximation non-line´aire par ondelettes avec M coefficients satisfait
‖f − fM‖2 6 CM−1 (1.27)
et on ve´rifie que cette estimation de la de´croissance est optimale. En effet, a` chaque e´chelles
2j , les coefficients d’ondelettes non nulles sont ceux correspondant a` des ondelettes ren-
contrant le bord ∂Ω. Ces ondelettes recouvrent donc tout le bord et sont en nombre
proportionnel a` l(∂Ω)2−j . L’amplitude des coefficients correspondants de l’ordre de 2j en-
traˆıne alors la de´croissance de l’erreur avec une puissance de −1. C’est cette accumulation
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des coefficients d’ondelettes sur le bord ∂Ω qui engendre l’incapacite´ des ondelettes a` ex-
ploiter la re´gularite´ de celui-ci. On note de plus que ces M coefficients utilise´s doivent eˆtre
pre´cise´s et que cette approximations ne´cessite en fait 2M parame`tres : les M coefficients
et le meˆme nombre de parame`tres pour pre´ciser quels sont ces coefficients.
La re´gularite´ du bord est de nature ge´ome´trique. Elle peut eˆtre exploite´e par des struc-
tures adapte´es. Pour en donner une ide´e, on abandonne temporairement la de´nombrabilite´
des dictionnaires et donc la limitation sur la profondeur de recherche. On utilise le dic-
tionnaire des fonction constantes sur des triangles. En faisant suivre le bord aux triangles
comme dans la figure 1.7, on obtient une de´croissance en fonction du nombre de triangles
utilise´s M qui satisfait
‖f − fM‖2 6 CM−2 . (1.28)
Ici ces M coefficients correspondent a` 7M parame`tres (les M coefficients eux-meˆmes et
les 6M coordonne´es des sommets des triangles), ce qui ne change pas la de´croissance
asymptotique.
L’utilisation de triangle dont la longueur est de l’ordre deM−1 et la largeur deM−2, la`
ou` les ondelettes e´taient isotropes de largeur M−2, permet cette de´croissance plus rapide.
Le long du bord du domaine Ω, l’indicatrice pre´sente un comportement tre`s diffe´rent selon
la direction. Elle est irre´gulie`re lorsqu’on traverse le contour puisqu’elle pre´sente un saut
et requiert donc des e´le´ments fins dans cette direction. Elle est re´gulie`re lorsqu’on suit
le contour et peut donc exploiter des structures plus longues. C’est cette anisotropie que
peut exploiter, a` l’inverse des ondelettes isotropes, la triangulation adaptative.
Donoho [Don98] montre que cette de´croissance est optimale dans le cas α = 2 pour
les approximations non-line´aire dans un dictionnaire et il pre´sente une me´thode, appele´e
de´composition en wegdelets [Don98, Don99], permettant d’obtenir une telle repre´sentation.
Celle-ci est base´e sur une partition adaptative de l’image et fonctionne par le meˆme principe
que la triangulation adaptative.
On peut e´galement retrouver cette vitesse de de´croissance avec une approche totale-
ment diffe´rente des approches de dictionnaires. Si l’on suppose que l’on est capable d’esti-
mer la position du bord ∂Ω, on peut essayer d’approcher ce bord. Or approcher le bord de
la fonction revient a` approcher la fonction elle-meˆme dans le cas des indicatrices et on se
rame`ne a` un proble`me monodimensionnel. On ve´rifie que l’erreur L2 d’approximation sur
la fonction correspond a` la surface comprise entre la courbe et son approximation et donc
a` une erreur d’approximation L1 sur celle-ci. On en de´duit que, avec cette description de
l’indicatrice via son bord, l’erreur d’approximation satisfait
‖f − fM‖2 6 KM−α ∀α > 2 . (1.29)
Cette approche ne se traduit pas directement sous la forme d’une de´composition atomique
mais l’ide´e d’approcher la ge´ome´trie est utilise´e par la suite.
Ces deux approches montrent que des conside´rations ge´ome´triques peuvent ame´liorer
la repre´sentation des indicatrices. On pre´sente maintenant les principales extensions de ces
ide´es pour les images.
1.4.2 Curvelets
Donoho et Cande`s [CD99a, CD00] proposent avec les curvelets un dictionnaire fixe, tre`s
simple et adapte´ a` la ge´ome´trie. Les curvelets forment un frame, une famille ge´ne´ratrice
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ayant des proprie´te´s de conservation e´nerge´tique. Le dictionnaire ainsi obtenu n’est donc
que le´ge`rement plus complexe qu’une base orthonorme´e, il ne ne´cessite de plus aucune
adaptation a` l’image. Ce frame de curvelets permet quasiment d’atteindre la de´croissance
de l’erreur en M−2 dans le cas d’une fonction telle que, en dehors de contours dont les
de´rive´es secondes sont borne´es, ses de´rive´s partielles d’ordre 2 sont borne´es. La de´croissance
obtenue satisfait en effet
‖f − fM‖2 6 K(logM)3M−2 . (1.30)
Cette de´composition est base´e sur une de´composition en sous-bandes comme dans
une transforme´e en ondelettes classiques. Chacune de ces sous-bandes est alors transfor-
me´e a` l’aide d’une transforme´e directionnelle en ridgelets construite par Cande`s et Do-
noho [Can98, CD99b] sur des carre´s de taille proportionnelle a` l’e´chelle. Les curvelets ainsi
obtenues forment un tight frame dont les e´le´ments sont anisotropes avec une largeur de
l’ordre de la longueur au carre´ comme pour les triangles dans la section pre´ce´dente.
Le frame de curvelets ne peut s’appliquer tel quel au cas α > 2 puisque il n’est pas
capable d’obtenir une de´croissance plus rapide dans ce cas. La ge´ome´trie sous-jacente
a` cette construction est en effet line´aire et ne permet donc pas d’obtenir des ordres
d’approximation supe´rieurs a` α = 2. La discre´tisation de ce sche´ma est de plus diffi-
cile [DV01a, Do01, DD00] et la constante qui apparaˆıt dans la de´croissance est grande.
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1.4.3 Edgeprint
Dragotti et Vetterli [DV01b, Dra02] proposent des dictionnaires adapte´s aux images
polynoˆmiales par morceaux. Ces dictionnaires sont caracte´rise´s par la position des discon-
tinuite´s dans l’image. Les dictionnaires d’edgeprints utilisent la re´gularite´ du profil des
singularite´s dues a` leur nature polynoˆmiale.
Cette repre´sentation est base´e sur les ide´es de´veloppe´es en 1D avec les footprints [DV00,
DV02] : une fonction re´gulie`re par morceaux est de´compose´e en la somme d’une fonction
re´gulie`re et de discontinuite´s de type polynoˆmial. Chacune de ces discontinuite´s est repre´-
sente´e par sa position et sa de´composition dans la base orthonorme´e de footprints associe´e
a` sa position. Cette base de footprints engendre le meˆme sous-espace de dimension d des
coefficients du coˆne de singularite´ en ce point que les discontinuite´s polynoˆmiales de degre´
infe´rieur a` d− 1.
Les edgeprints sont une extension bidimensionnelle de ces footprints inspire´e par la
strate´gie utilise´e par les bandelettes pre´sente´es a` Vancouver en 2000 [LPM00] : ceux-ci
sont de´tecte´s le long de chaque ligne et chaque colonne puis chaˆıne´s le long des contours,
enfin apre`s avoir code´ la ge´ome´trie, la valeur des coefficients de footprints le long de la
courbe est traite´ comme un signal monodimensionnel et code´ en utilisant encore une fois
les footprints. Le codage des contours de´finit donc bien le dictionnaire d’edgeprints utilise´s.
Cette approche s’e´tend aux fonctions re´gulie`res par morceaux en ajoutant dans le dic-
tionnaire des ondelettes apre`s les edgeprints. En effet, les edgeprints permettent d’obtenir
une fonction polynoˆmiale par morceaux et on peut toujours de´composer une fonction re´-
gulie`re par morceaux en une composante re´gulie`re et une composante polynoˆmiale par
morceaux.
Finalement on note que le mode`le de singularite´s utilise´ est celui de singularite´s non
lisse´es et que l’extension d’une telle construction a` des singularite´s lisse´es n’est pas imme´-
diate.
1.4.4 Ondelettes ENO
La dernie`re construction pre´sente´e est celle des ondelettes ENO bidimensionnelles de
Cohen et Matei [CM01, CM02]. Elles sont de´finies a` l’aide d’un sche´ma de lifting (lifting
scheme) [Swe98] adaptatif et sont donc a` rapprocher d’une technique de dictionnaires
adaptatifs dans laquelle on ajoute des fonctions dans le dictionnaire suivant la de´compo-
sition de l’image dans les fonctions de´ja` utilise´es.
Comme tout lifting, celui-ci est base´ sur l’ide´e de grilles emboˆıte´es et de pre´vision des
coefficients d’une grille a` l’autre. Le sche´ma de lifting propose´ est adapte´ aux disconti-
nuite´s sans ne´cessiter leurs de´tections pre´alables. Celui-ci cherche a` e´viter les oscillations
comme dans les sche´mas ante´rieurs [AACD99b, AACD99a] base´s sur les ondelettes ENO
monodimensionnelles [Har93] et a` utiliser la re´gularite´ de la ge´ome´trie par un mode`le
line´aire de singularite´. De manie`re plus pre´cise, dans leur mode`le de pre´vision, Cohen
et Matei [CM01, CM02] cherchent a` e´viter de pre´voir a` travers les singularite´s en mini-
misant les oscillations de la pre´vision. La re´gularite´ de la ge´ome´trie intervient lorsqu’ils
estiment eˆtre en pre´sence d’une discontinuite´, ils utilisent alors localement un mode`le de
discontinuite´ polynoˆmial de par et d’autre d’une droite.
Ce sche´ma est a` rapprocher de ceux propose´s par Baraniuk et al. [BCDS99] ou Mer-
tins [Mer99] mais cherche a` s’adapter de manie`re plus efficace a` la ge´ome´trie en incorporant
un mode`le de discontinuite´ bidimensionnelle.
Bandelettes Introduction 28
Dans cette repre´sentation, la ge´ome´trie n’a pas a` eˆtre de´tecte´e explicitement mais l’est
implicitement puisque l’estimation de la re´gularite´ ou de l’irre´gularite´ des points, et donc
en un sens l’estimation de position des discontinuite´s, se fait a` partir des coefficients de la
grille plus grossie`re.
La principale difficulte´ de ce sche´ma est d’obtenir des re´sultats de stabilite´ et de de´-
croissance de l’erreur. Cette difficulte´ provient de la non line´arite´ de la construction et de sa
de´finition sur des grilles discre`tes. Cohen et Matei conjecturent cependant une de´croissance
de l’erreur qui satisfait
‖f − fM‖2 6 CM−2 (1.31)
pour les fonctions telles que, en dehors d’un ensemble de contours dont les de´rive´es secondes
des parame´trisations normales sont borne´es, les de´rive´es partielles d’ordre 2 sont borne´es.
Finalement on note que comme dans la construction pre´ce´dente, le mode`le de singu-
larite´s utilise´ est celui de singularite´s nettes et que l’extension d’une telle construction a`
des singularite´s lisse´es n’a pas encore e´te´ faite.
1.4.5 Bandelettes
Les bandelettes sont les e´le´ments des dictionnaires adapte´s a` la ge´ome´trie des images
construits dans cette the`se. Ces bandelettes sont obtenues a` partie de de´formations d’on-
delettes anisotropes permettant via une rectification d’exploiter la re´gularite´ de la fonction
selon sa direction de re´gularite´ maximale. Les bandelettes ne´cessitent une estimation ex-
plicite de la ge´ome´trie de l’image de´crite comme une partition de l’image en domaines ou`
une direction de re´gularite´ privile´gie´e est connue et en fond ou` aucune orientation n’est
privile´gie´e.
Les bandelettes associe´es a` cette ge´ome´trie forment un frame (une structure oblique)
consititue´ de l’union de familles orthonorme´es sur chacun de ces domaines. Ce frame est
associe´ a` un algorithme rapide de de´composition et permet e´galement une reconstruction
efficace.
Il posse`de e´galement des proprie´te´s asymptotiques d’approximation des fonctions du
mode`le. On montre notamment que si la de´tection de la ge´ome´trie est suffisamment pre´cise
une fonction fs du mode`le, de´fini dans la section 1.1.2.2, de fonctions re´gulie`res, d’ordre α,
par morceaux peut eˆtre approche´e dans le frame de bandelettes a` l’aide de M coefficients
a` la fois pour la ge´ome´trie et pour les bandelettes de sorte que l’erreur entre fs et son
approximation fM satisfasse
‖fs − fM‖2 6 CM−α . (1.32)
Ce re´sultat est un re´sultat optimal et s’adapte au degre´ de re´gularite´ de la fonction et de
ses contours ainsi qu’au lissage utilise´.
L’estimation de la ge´ome´trie propose´e dans la the`se est une technique ad-hoc qui
permet cependant d’obtenir des re´sultats the´oriques pour une version simplifie´e du mode`le,
les fonctions e´toile´es introduites par Donoho [Don99] qui ne posse`dent pas de coins.
1.5 Re´sume´ de la the`se
Pour conclure ce chapitre, on pre´sente un re´sume´ plus de´taille´ de cette the`se.
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Le chapitre 1 introduit dans la section 1.1 le proble`me de l’utilisation de la ge´ome´trie
pour la repre´sentation des images ainsi que le mode`le des images que l’on conside`re. L’e´tat
de l’art des repre´sentations ge´ome´triques est pre´sente´ en distinguant les approches base´es
sur les contours de la section 1.2 et les approches d’analyse harmonique de la section 1.3.
On de´taille alors dans la section 1.4 certaines repre´sentations ge´ome´triques issue de la
dernie`re approche.
Dans le chapitre 2, on introduit les concepts centraux des bandelettes : la direction de
re´gularite´ qui contient l’information ge´ome´trique dans la section 2.1 et la construction des
bandelettes comme produit tensoriel de deux bases dans un espace de´forme´ pour rectifier
les directions de re´gularite´ dans la section 2.2. De manie`re plus pre´cise, cette direction de
re´gularite´ obtenue comme la direction orthogonale au gradient de la fonction lisse´e par un
noyau de lissage g de´finit un flot τ :
τ(x) =
∇(g ? f)(x)⊥
|∇(g ? f)(x)| . (1.33)
Ce flot correspond a` la direction tangente a` la courbe dans le cas particulier des contours
nets. Lorsque ce flot est constant le long des directions verticales, on peut lui associer des
courbes inte´grales plutoˆt horizontales et re´ciproquement a` une courbe plutoˆt horizontale
on peut associer un flot constant le long des directions verticales. On associe alors aux
courbes plutoˆt horizontales parame´tre´es par x2 = c(x1), la de´formation w de´finie par
w : R2 → R2
(x1, x2) 7→ (x1, x2 − c(x1)) . (1.34)
Celle-ci est inversible, conserve la norme et permet d’aligner le flot associe´ a` la courbe avec
l’horizontale. Cette de´formation en induit une W sur les images de´finie par
Wf(w(x)) = f(x) (1.35)
et la base de bandelettes de l’espace entier est obtenue comme l’image parW ∗ d’un produit
tensoriel de bases orthonorme´es :
B = {W ∗(g1m1 ⊗ g2m2)}m1,m2 (1.36)
B = {g1m1(x1) g2m2(x1 − c(x2))}m1,m2 . (1.37)
On justifie alors le choix des bases d’ondelettes a` support compacts pour les deux bases
{g1m1} et {g2m2}. Ceci permet de capturer la re´gularite´ selon x1 et les e´ventuelles singulari-
te´s selon x2. Les bandelettes sont donc de´finies comme les images par W
∗ des ondelettes
anisotropes. Dans la section 2.3, on montre que ce choix permet e´galement de de´finir des
bandelettes sur des domaines, ce qui est ne´cessaire puisque la transformation w n’est en
fait de´finie que localement. La question de l’obtention de la ge´ome´trie et de la partition
de l’espace qu’elle ne´cessite est alors pose´e mais la re´ponse est repousse´e aux chapitres
suivants. Ce chapitre se termine avec la section 2.4 et la pre´sentation de deux repre´sen-
tations possibles base´es sur les bandelettes : une repre´sentation a` deux couches de type
u+ v, ou` u est obtenu par minimisation de gradient sous contrainte des produits scalaires
de bandelettes et v le re´sidu est repre´sente´ en ondelettes isotropes, et une repre´sentation a`
une couche constitue´e d’un frame de bandelettes. L’abandon de la repre´sentation a` deux
couches est justifie´ par des proble`mes de stabilite´ et de redondance.
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Le chapitre 3 expose la construction du frame de bandelettes. La section 3.1 de´bute par
le rappel que la base de bandelettes de l’espace entier est une base d’ondelettes anisotropes
de´forme´es, ce qui se traduit, en reprenant les notations pre´ce´dentes,
B = {W ∗(ψj1,k1 ⊗ ψj2,k2}j1∈Z,j2∈Z,k1∈Z,k2∈Z (1.38)
B = {ψj1,k1(x1)ψj2,k2(x2 − c(x1))}j1∈Z,j2∈Z,k1∈Z,k2∈Z (1.39)
B = {bj1,j2,k1,k2}j1∈Z,j2∈Z,k1∈Z,k2∈Z . (1.40)
On e´tablit alors un lien entre ondelettes isotropes et ondelettes anisotropes : la base de
ces dernie`res peut s’obtenir par un changement de base correspondant a` des transforme´es
en ondelettes monodimensionnelles discre`tes a` partir de la base d’ondelettes isotropes.
On en de´duit en particulier un algorithme de calcul rapide, appele´ bandelettisation, des
coefficients de bandelettes de f
〈f , bj1,j2,k1,k2〉 (1.41)
a` partir des coefficients d’ondelettes isotropes de Wf
〈Wf , ψoj,k1,k2〉 (1.42)
eux-meˆmes obtenus par une transforme´e en ondelettes rapide. Ce proce´de´ de bandelet-
tisation permet la construction, en remplac¸ant les transforme´es en ondelettes discre`tes
par des transforme´es en ondelettes discre`tes sur l’intervalle, d’une famille orthonorme´e de
bandelettes associe´e a` un domaine. Cette famille est constitue´e de bandelettes a` l’inte´rieur
du domaine et de fonctions de bord rendant comple`te la repre´sentation. Si l’image est
partitionne´e en des domaines Ωi avec une de´formation associe´e et un fond Ω¯, l’union des
familles orthonorme´es de bandelettes {bi,m}m associe´es aux domaines Ωi et des ondelettes
isotropes {ψm}m rencontrant le fond Ω¯ forme un frame, le frame de bandelettes, qui permet
la repre´sentation des images. Celui-ci satisfait l’ine´galite´ de frame suivante
‖f‖2 6
∑
i∈I
∑
m
|〈f , bi,m〉|2 +
∑
m
|〈f , ψm〉|2 6 (# (I) + 1)‖f‖2 (1.43)
qui assure un controle sur l’e´nergie. Des algorithmes rapides de de´composition et de re-
construction associe´s a` ce frame sont alors de´crits a` la fois dans le cadre continu et dans le
cadre discret. Une me´thode pour estimer la ge´ome´trie permettant une partition adapte´e de
l’image est pre´sente´e dans la section 3.2. Elle utilise la direction et la norme d’un gradient
lisse´ de l’image pour obtenir des contours puis un proce´de´ de croissance de re´gion, un
grass-fire, pour obtenir les domaines correspondants. L’inte´reˆt pratique de cette construc-
tion des bandelettes est illustre´ par la construction d’un frame de bandelettes invariant
par translation et son application au de´bruitage par seuillage dans la section 3.3.
L’annexe 3A pre´sente en de´tail la construction des ondelettes sur l’intervalle et la
de´monstration de proprie´te´s de re´gularite´ des ondelettes associe´es. L’annexe 3B est consa-
cre´e aux justifications the´oriques de la me´thode d’estimation de la ge´ome´trie a` partir du
gradient des fonctions lisse´es.
Le chapitre 4 pre´sente les proprie´te´s asymptotiques d’approximation non-line´aire du
frame de bandelettes pour les fonctions du mode`le et constitue la partie la plus the´orique
de cette the`se. Il de´bute par la de´finition dans la section 4.1 de contraintes que doivent
satisfaire les domaines pour permettre les the´ore`mes d’approximation. A une certaine
pre´cision pre`s η, le domaine associe´ a` un contour doit eˆtre confine´, d’une largeur suffisante
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autour du contour, et bien isole´, a` une distance suffisante des autres contours. On montre
alors que si la de´tection de la ge´ome´trie est pre´cise a` η pre`s, en un sens que l’on de´finit, alors
le grass-fire issu de cette ge´ome´trie estime´e donne des domaines qui sont bien confine´s et
bien isole´s a` η pre`s. On de´montre alors dans la section 4.2 le the´ore`me 4.2 d’approximation
line´aire pour les images :
The´ore`me 4.2. Soit f un fonction telle que, en dehors d’un ensemble de courbes dont
les de´rive´es d’ordre α des parame´trisations normales sont borne´es, les de´rive´es partielles
d’ordre α sont borne´es, il existe deux constantes K1 et K2 ne de´pendant que de la fonc-
tion f , du noyau de lissage h et de l’ondelette ψ telles que pour tout , si on connaˆıt une
de´tection a` η = inf(, s) pre`s de la ge´ome´trie et que cette ge´ome´trie estime´e est unifor-
me´ment de´rivable alors on peut construire une approximation fs, de fs a` l’aide de Ms,
coefficients au total pour la ge´ome´trie et le frame de bandelettes ou`
Ms, 6 K1
−1/α (1.44)
et
‖fs − fs,‖22 6 K2 (1.45)
soit
‖fs − fs,‖22 6 Kα1K2M−αs, (1.46)
ou` les constantes K1 et K2 ne de´pendent que de la fonction f , du noyau de lissage h et
des ondelettes utilise´es.
Ce the´ore`me constitue le re´sultat central de cette the`se avec la construction du frame
lui-meˆme et demande pour sa de´monstration des lemmes sur l’approximation de la ge´o-
me´trie ainsi que sur l’approximation non-line´aire pour chaque domaine. On conclut alors
ce chapitre dans la section 4.3 en exhibant une classe de fonctions, les fonctions e´toile´es
introduites par Donoho [Don99], pour lesquelles on est capable de de´montrer que la me´-
thode de de´tection propose´e permet d’obtenir une de´tection suffisamment pre´cise au sens
de´fini dans ce chapitre.
Dans l’annexe 4A, on de´montre que le grass-fire issu d’une ge´ome´trie bien de´tecte´e
donne des domaines isole´s et confine´s. Cette de´monstration est technique et base´e quasi
entie`rement sur le fait que les courbes sont bien approche´es par leur polynoˆme de Taylor
associe´. L’annexe 4B contient la partie technique des de´monstrations d’approximation
non-line´aire du chapitre 4.
Enfin dans le chapitre 5, apre´s avoir rappele´ brie`vement le contenu de cette the`se, on
expose dans la section 5.1 quelques objections concernant la ge´ome´trie, l’utilisation d’un
frame et la classe des fonctions du mode`le. On pre´sente alors des extensions possibles des
bandelettes : en deux dimensions dans la section 5.2 et aux dimensions supe´rieures dans
la section 5.3.
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La plupart des repre´sentations d’images utilisant la ge´ome´trie sont base´e sur l’ide´e de
contours. La de´tection de ceux-ci est un proble`me mal pose´ puisque la notion de contour
elle-meˆme est mal de´finie. Ici, on e´vite cette difficulte´ puisque la ge´ome´trie apparaˆıt sous la
forme de direction de re´gularite´ maximale locale, une notion mieux de´finie. Les bandelettes
sont pre´cise´ment construites pour suivre ces directions.
2.1 Ge´ome´trie
Le lien entre les directions de re´gularite´ maximale et contours est fort puisque la
tangente a` un contour est une direction de re´gularite´ maximale. La notion de direction de
re´gularite´ est cependant plus ge´ne´rale et plus facile a` estimer.
2.1.1 Contours, courbes et flots
Les approches issues de la vision recherchent les contours dans les images et les consi-
de`rent comme une source centrale d’information. La ge´ome´trie de l’image est repre´sente´e
par ses contours, c’est-a`-dire par des courbes.
Chaque courbe C peut eˆtre parame´tre´e par sa parame´trisation normale, la parame´tri-
sation par l’abscisse curviligne s :
C = {c(s) = (c1(s), c2(s)), s ∈ R, c1 : R 7→ [0 , 1] et c2 : R 7→ [0 , 1]} (2.1)
ou par n’importe quelle autre parame´trisation.
Au dela` de l’information de position, la courbe donne une information de direction :
sa tangente indique la direction qui ne la traverse pas et qui est donc une direction de
re´gularite´ maximale.
C
τ
τ
τ
τ
Figure 2.1 – Un contour C et son flot τ de´fini par sa tangente.
On parle de flot τ le long du contour pour de´signer le vecteur unitaire de cette direction
de re´gularite´ maximale le long du contour :
τ(c(s)) = c′(s) =
(
c′1(s)
c′2(s)
)
. (2.2)
Ce flot τ peut s’e´tendre au voisinage du contour graˆce a` cette notion de re´gularite´
maximale et est beaucoup mieux de´fini que la position. En effet, pour tout contour la
direction de re´gularite´ peut eˆtre mesure´e tandis que la position ne peut eˆtre de´termine´e
que dans le cas des contours nets.
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2.1.2 Estimation de la direction de re´gularite´
La direction de re´gularite´ maximale est simple a` de´terminer lorsque la fonction f est
re´gulie`re, il s’agit de la direction orthogonale au gradient
τ(x) =
∇f(x)⊥
|∇f(x)| . (2.3)
Cette estimation n’est plus possible lorsque f n’est plus de´rivable donc par exemple
autour des discontinuite´s ou bien lorsqu’on introduit du bruit, qu’il soit un bruit additif
ou un bruit de pixelisation, puisque le gradient n’est alors plus de´fini.
Afin d’estimer la direction de re´gularite´ dans ces cas, on utilise une technique classique
de lissage utilise´e couramment pour la de´tection [MH80, Can86, Jai89] : la fonction est
convole´e avec un noyau de lissage d’e´chelle variable et le gradient est mesure´ sur cette
fonction lisse´e.
En effet si le noyau de lissage g est re´gulier alors la fonction g ? f est re´gulie`re et on
peut calculer son gradient. Le flot τ sera donc de´fini comme l’orthogonal de ce gradient
τ(x) =
∇(g ? f)(x)⊥
|∇(g ? f)(x)| . (2.4)
L’information de direction n’e´tant pertinente qu’aux endroits ou` la fonction a des tran-
sitions, le gradient n’est utilise´ que s’il est suffisamment grand. Finalement, le compromis
entre une e´chelle de lissage grande qui permet d’e´liminer le bruit et une e´chelle de lissage
petite qui permet une bonne pre´cision se fait a` l’aide d’un algorithme multi-e´chelles que
l’on de´taille dans la section 3.2 du chapitre suivant. La figure 2.2 illustre ces ide´es.
2.2 Bandelettes
Les bandelettes sont obtenues a` partir d’une de´formation locale w de l’espace permet-
tant d’aligner la direction de re´gularite´ avec une direction fixe et de se ramener a` une base
se´parable. Les bandelettes sont obtenues comme l’image par w−1 de cette base se´parable
de produits tensoriels de bases monodimensionnelles.
2.2.1 De´formation de l’espace
On souhaite trouver une transformation w du plan telle que l’action de son gradient
∇w sur la direction τ(x) au point x donne une direction constante τ0
(∇w)(τ(x)) = τ0 (2.5)
afin de rectifier celle-ci. Une telle transformation n’existe pas pour tous les champs τ mais
nous allons exhiber un cas dans lequel ceci est possible au moins localement.
Si l’on revient a` un contour net, l’ide´e est rectifier ce contour C, c’est a` dire de l’aligner
avec une droite par exemple horizontale si celui-ci est plutoˆt horizontal. Deux transforma-
tions naturelles permettent ceci : la transformation qui rend verticale la direction ortho-
gonale au contour et la transformation qui garde verticale la direction verticale. L’effet de
ces deux transformations est pre´sente´ dans la figure 2.3.
La premie`re transformation consiste le long du contour a` transformer les droites ortho-
gonales a` la tangente en des droites verticales et a` les translater verticalement pour aligner
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(a)
(b1) (b2) (b3)
(c1) (c2) (c3)
Figure 2.2 – Direction de re´gularite´ et lissage : (a) l’image originale bruite´e, (b) les
gradients de l’image lisse´e aux e´chelles 2 (b1), 4 (b2) et 8 (b3), (c) les gradients de l’image
lisse´e au dessus d’un seuil aux meˆmes e´chelles.
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C
//
w(C)
(a) (b)
C
//
w(C)
(c) (d)
Figure 2.3 – Les deux transformations : (a) la courbe C et des directions orthogonales a` la
tangente, (b) la courbe w(C) redresse´e par le premier proce´de´ et les images des directions
pre´ce´dentes, (c) la courbe C et des directions verticales, (d) la courbe w(C) redresse´e par
le second proce´de´ avec les directions verticales pre´serve´es.
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les points du contour. Cette transformation suppose donc que le flot est constant le long de
ces meˆmes droites. Ceci est difficile a` imposer car ces droites peuvent se croiser de´finissant
deux flots pour le meˆme point. De plus cette transformation n’est pas de jacobien 1 et ne
conserve donc pas la norme L2.
On pre´fe`re donc la seconde transformation. Celle-ci consiste le long du contour a` trans-
former les droites verticales en des droites verticales et a` les translater verticalement pour
aligner le contour. Ceci impose que le flot soit constant dans la direction verticale et que
celui-ci ne soit jamais vertical. La courbe C peut dans ce cas eˆtre parame´tre´e par c de sorte
que
C = {(x1, c(x1))} (2.6)
et la transformation w est alors
w : R2 → R2
(x1, x2) 7→ (x1, x2 − c(x1)) (2.7)
qui est inversible et dont le jacobien vaut 1. Ceci assure donc une conservation de l’e´nergie.
Cette seconde transformation impose une limitation sur la tangente de la courbe :
celle-ci ne doit jamais eˆtre verticale. Afin de contourner cette limitation, on doit segmenter
l’image de sorte que dans chaque morceau soit la courbe est plutoˆt horizontale et n’admet
pas de tangente verticale et on utilise la transformation pre´ce´dente, soit la courbe est
plutoˆt verticale et n’admet pas de tangente horizontale et on utilise la transformation
pre´ce´dente en inversant le roˆle des deux directions.
On choisit donc de privile´gier la seconde transformation qui impose donc que le flot
soit constant le long de la direction verticale ou de la direction horizontale comme dans la
figure 2.4. Si le flot original ne pre´sente pas cette caracte´ristique, on l’approche pour s’y
ramener.
2.2.2 Relation flot-courbe
Il existe une correspondance entre les flots constants le long de la direction verticale et
jamais verticaux et les courbes dont la tangente n’est jamais verticale.
En effet, si l’on reprend la courbe C introduite pre´ce´demment et parame´tre´e par
C = {(x1, c(x1))} , (2.8)
le flot τ associe´ a` cette courbe est donne´ par
τ(x) =
1√
1 + |c′(x1)|2
(
1
c′(x1)
)
. (2.9)
Re´ciproquement a` tout flot τ =
(
τ1
τ2
)
constant le long de la verticale et jamais vertical,
on peut associer des courbes horizontales : les courbes obtenues en inte´grant le flot. Ces
courbes sont donne´es par
C = {(x1, c(x1))} (2.10)
avec
c(x1) =
∫ x1
x0
τ2(u)
τ1(u)
du+ C (2.11)
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//
(a) (b)
//
(c) (d)
Figure 2.4 – De´formation horizontale et de´formation verticale : (a) une courbe horizontale
et son flot, (b) la courbe rectifie´e et son flot strictement horizontal, (c) une courbe verticale
et son flot, (d) la courbe rectifie´e et son flot strictement vertical.
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(a) (b)
Figure 2.5 – Flot et courbes : (a) une courbe et son flot associe´, (b) un flot et 4 courbes
inte´grales associe´es.
ou` x0 est un point de re´fe´rence arbitraire et C une constante arbitraire.
Par la suite, on passe souvent d’une courbe a` son flot ou du flot a` l’une de ses courbes
inte´grales comme dans la figure 2.5.
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2.2.3 Ope´rateur de de´formations sur les fonctions
Dans le cas des flots constants selon la direction verticale et jamais verticaux, on de´finit
un ope´rateur de de´formation W qui agit sur les fonctions a` partir de la transformation w
de´finie en 2.2.1 de sorte que
Wf(w(x)) = f(x) (2.12)
soit
Wf(x) = f(w−1(x)) (2.13)
Wf(x) = f(x1, x2 + c(x1)) . (2.14)
//
(a) (b)
//
(c) (d)
Figure 2.6 – De´formation des images : (a) une image ayant un flot horizontale, (b) son
image par l’ope´rateurW , (c) une image ayant un flot vertical, (d) son image par l’ope´rateur
W .
Cet ope´rateur W transporte une fonction discontinue le long de la courbe C en une
fonction discontinue le long de l’axe horizontal. Il est donc tel que si le flot τ associe´ a`
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C de´finit une direction de re´gularite´ de la fonction f alors le flot horizontal de´finit une
direction de re´gularite´ pour la fonction Wf comme l’illustre la figure 2.6.
2.2.4 Bandelettes
On souhaite maintenant introduire des bases utilisant la re´gularite´ ge´ome´trique. Pour
cela, on se rame`ne a` la fonction Wf obtenue en 2.2.3 qui est re´gulie`re selon la direction
horizontale et potentiellement irre´gulie`re selon la direction verticale. On de´compose alors
celle-ci dans une base se´parable B
B = {g1m1(x1) g2m2(x2)}m1∈Z,m2∈Z. (2.15)
ou` les familles {g1m1}m1∈Z et {g2m2}m2∈Z sont deux bases monodimensionnelles. Ceci permet
de traiter diffe´remment les deux directions.
On calcule dans cette de´composition des produits scalaires
〈Wf , g1m1 ⊗ g2m2〉 . (2.16)
On se rame`ne a` des produits scalaires avec f a` l’aide de la transpose´e de l’ope´rateur W
〈Wf , g1m1 ⊗ g2m2〉 = 〈f , W ∗(g1m1 ⊗ g2m2)〉 (2.17)
avec
W ∗(g1m1 ⊗ g2m2)(x1, x2) = g1m1(x1) g2m2(x2 − c(x1)) (2.18)
comme on le ve´rifie avec le calcul suivant :
〈Wf , g1m1(x1) g2m2(x2)〉 =
∫
x
Wf(x) g1m1(x1) g
2
m2(x2) dx (2.19)
soit en inse´rant l’expression de Wf
=
∫
x
f(x1, x2 + c(x1)) g
1
m1(x1) g
2
m2(x2) dx (2.20)
puis par un changement de variable en x2
=
∫
x
f(x1, x2) g
1
m1(x1) g
2
m2(x2 − c(x1)) dx (2.21)
〈Wf , g1m1(x1) g2m2(x2)〉 = 〈f , g1m1(x1) g2m2(x2 − c(x1))〉 . (2.22)
La transformation W e´tant unitaire, les produits scalaires
〈f , W ∗(g1m1 ⊗ g2m2)〉 (2.23)
correspondent a` la de´composition de f dans une base orthonorme´e, celle de´finie par
Bc = {W ∗(g1m1 ⊗ g2m2)}m1∈Z,m2∈Z (2.24)
Bc = {g1m1(x1) g2m2(x2 − c(x1))}m1∈Z,m2∈Z . (2.25)
On appelle bandelette les e´le´ments de cette base. La figure 2.7 repre´sente des bandelettes
pour lesquelles les deux bases utilise´es sont des bases d’ondelettes a` support compact.
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(a) (b) (c)
(d) (e) (f)
Figure 2.7 – Exemple de bandelettes : les bandelettes obtenues a` partir d’un produit
tensoriel d’ondelettes. Ces bandelettes suivent le contour et peuvent eˆtre (a) et (b) plutoˆt
allonge´es dans la direction du contour, (c) et (d) quasi isotropes, (d) et (e) plutoˆt allonge´es
dans la direction verticale.
Bandelettes Bandelettes 44
x2 = c(x1)
x2
x1g1m1(x1)
g2m2(x2 − c(x1))
Figure 2.8 – Une bandelette au voisinage d’un contour parame´tre´ par x2 = c(x1) : la
bandelette g1m1(x1) g
2
m2(x2− c(x1)) a un support (grise´) qui suit le contour, l’analyse selon
x1 suit le contour tandis que celle selon x2 le traverse.
2.2.5 Roˆle et choix des deux bases
Le choix des bases {g1m1} et {g2m2} est crucial pour l’efficacite´ des bandelettes. Leurs
roˆles sont tre`s diffe´rents bien que finalement on choisisse d’utiliser des ondelettes monodi-
mensionnelles dans les deux cas.
Supposons que f soit une fonction re´gulie`re de part et d’autre d’une courbe C para-
me´tre´e par (x1, c(x1)) comme dans la figure 2.8, les coefficients de bandelettes de f sont
obtenus par
〈f , W ∗(g1m1 ⊗ g2m2)〉 = 〈Wf , g1m1 ⊗ g2m2〉 (2.26)
〈f , W ∗(g1m1 ⊗ g2m2)〉 = 〈f(x1, x2 − c(x1)) , g1m1(x1) g2m2(x2)〉 . (2.27)
La base {g1m1}m1∈Z est aligne´e avec la direction de re´gularite´ et doit donc permettre
d’exploiter ceci. La base {g2m2}m2∈Z est aligne´e avec une direction dans laquelle la fonction
peut pre´senter des singularite´s, elle doit donc permettre de repre´senter efficacement celles-
ci.
La base {g1m2} est utilise´e pour capturer une re´gularite´ uniforme. Le choix pour cette
base est donc a priori tre`s large : des bases de Fourier aux bases d’ondelettes a` support
compact [Dau98] en passant par les bases de cosinus [RY90]. Cependant, comme on le
voit de`s la section suivante, cette analyse se fait souvent sur un intervalle. Il faut donc
que les proprie´te´s d’approximation des fonctions re´gulie`res se transportent sur l’intervalle.
Ce n’est le cas ni pour Fourier ni pour les bases de cosinus tandis que les ondelettes le
permettent.
La base {g2m1}, pour sa part, doit permettre de reproduire efficacement les singularite´s.
Dans la premie`re version des bandelettes, celle notamment pre´sente´e a` Vancouver [LPM00],
la base choisie est une base d’ondelettes fove´ales [Mal01]. Cette base est adapte´e aux sin-
gularite´s centre´es en un point connu, celui du contour ici. Cependant, cette base ne´cessite
une localisation pre´cise du contour et n’est pas adapte´e a` des singularite´s lisse´es, elle a
donc e´te´ abandonne´e pour une base d’ondelettes monodimensionnelles. Celle-ci permet en
effet de reconstruire la singularite´ meˆme si la position de celle-ci n’est pas connue pre´cise´-
ment ou si celle-ci est lisse´e. Pour obtenir de la re´gularite´ le long du contour il suffit alors
que la direction de celui-ci et non pas sa position soit bien estime´e.
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Dore´navant, les bandelettes sont issues d’un produit tensoriel de deux ondelettes mono-
dimensionnelles a` support compact. Ces produits tensoriels correspondent aux ondelettes
anisotropes de la section 1.3.3.2. Les bases de bandelettes de l’espace tout entier sont de
la forme
Bc = {W ∗(ψj1,k1 ⊗ ψj2,k2)}(j1,k1)∈Z2,(j2,k2)∈Z2 (2.28)
Bc = {ψj1,k1(x1)ψj2,k2(x2 − c(x1))}(j1,k1)∈Z2,(j2,k2)∈Z2 . (2.29)
2.3 Bandelettes et domaines
L’hypothe`se d’un flot qui n’est jamais horizontal ou bien jamais vertical implique une
segmentation de l’espace de de´part et donc une adaptation des bandelettes a` des domaines.
Ceci est re´alise´ en utilisant des transforme´es en ondelettes sur l’intervalle pour garantir
que les bandelettes restent a` l’inte´rieur du domaine.
2.3.1 Adaptation des bandelettes a` un domaine
Les bandelettes associe´es a` un domaine ne doivent pas eˆtre influence´es par l’exte´rieur
du domaine et donc ne doivent pas sortir de celui-ci.
Pour ceci, on pourrait choisir de ne conserver que les bandelettes de l’espace tout
entier dont le support est inclus dans le domaine. On pre´fe`re cependant une construction
le´ge`rement diffe´rente permettant un meilleur traitement des bords.
Soit Ω un domaine et C une courbe horizontale parame´tre´e par c, les bandelettes sur
ce domaine sont construites de la manie`re suivante. Pour toutes les fonctions de l’en-
semble {ψj2,k2}j2∈Z,k2∈Z, on conside`re l’ensemble des abscisses x1 tel que le long de la
droite verticale d’abscisse x1 le support de ψj2,k2 de´cale´ verticalement de c(x1) reste a`
l’inte´rieur du domaine :
{xi, (xi, c(xi) + S(ψj2,k2)) ⊂ Ω} (2.30)
ou` S(ψj2,k2) est le support de ψj2,k2 .
Lorsque cet ensemble est non vide, il est constitue´ d’une union d’intervalles disjoints.
La base {ψj1,k1} utilise´e est alors constitue´e de l’union des bases d’ondelettes sur chacun
de ces diffe´rents intervalles.
Les bandelettes ainsi obtenues sont donc de la forme
W ∗(ψj1,k1 ⊗ ψj2,k2) = ψj1,k1(x1)ψj2,k2(x2 − c(x1)) (2.31)
ou` le choix de la base {ψj1,k1}j1,k1 de´pend maintenant de j2 et de k2 ce que l’on peut
traduire en notant ces bandelettes
W ∗(ψj1,k1,j2,k2 ⊗ ψj2,k2) = ψj1,k1,j2,k2(x1)ψj2,k2(x2 − c(x1)) (2.32)
pour souligner cette de´pendance.
Dans le chapitre suivant, on montre que cette transforme´e en ondelettes peut eˆtre choi-
sie pour que, sauf aux bords, les ondelettes anisotropes ainsi obtenues soient exactement
les ondelettes anisotropes obtenues sur l’espace tout entier.
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2.3.2 Segmentation
Les domaines dans lesquels sont de´finies ces bandelettes sont des domaines ou` le flot est
constant le long de la direction horizontale (respectivement verticale) et jamais horizontal
(respectivement vertical). Ceci suppose donc une partition du domaine de de´finition de la
fonction en diffe´rents domaines.
Ces domaines sont de trois types : des domaines horizontaux associe´s a` des flots ho-
rizontaux, des domaines verticaux associe´s a` des flots verticaux et des domaines de fond
auxquelles aucun flot n’est associe´.
Les domaines oriente´s doivent eˆtre en nombre fini et sont de´termine´s a` l’aide d’une
proce´dure de segmentation du flot estime´. Cette proce´dure est pre´sente´e en de´tail dans la
section 3.2.2 du chapitre suivant et son re´sultat sur l’image de Lenna est donne´ dans la
figure 2.9.
Figure 2.9 – Exemple de segmentation obtenue pour l’image de Lenna : chaque domaine
contient une courbe inte´grale repre´sentant le flot.
2.4 Repre´sentation
L’union des bandelettes dans les domaines disjoints est une famille orthonorme´e mais
pas une base de l’espace entier.
Deux techniques sont notamment possibles pour obtenir une repre´sentation comple`te :
une technique a` deux couches, une repre´sentation de type u+ v, ou une technique fonde´e
sur la construction d’un frame en ajoutant a` cette famille une famille comple´mentaire
permettant d’engendrer tout l’espace.
Souvent utilise´e dans les me´thodes base´es sur les contours, la premie`re technique
consiste a` reconstruire une premie`re fonction a` partir des coefficients de bandelettes dans
les domaines, et a` comple´ter cette premie`re fonction par la repre´sentation dans une base
orthonorme´e du re´sidu, diffe´rence entre cette premie`re reconstruction et l’image originale.
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La seconde suppose la construction d’un frame en comple´tant la famille de fonctions
de´ja` obtenue.
2.4.1 Approche deux couches
Les diffe´rents domaines Ωi associe´s a` des de´formations wi sont suppose´s de´ja` de´finis.
Sur chacun d’eux, on a des bandelettes bi,m de la forme
bi,m(x1, x2) = ψm1,m2(x1)ψm2(x2 − ci(x1)) avec m = (m1,m2) (2.33)
ou` ci est la courbe associe´e a` la de´formation wi. La de´composition en bandelettes de la
fonction f donne les produits scalaires suivants
{〈f , bi,m〉}i,m. (2.34)
Les bandelettes formant une famille orthonorme´e, la projection f˜ de f sur l’espace
engendre´ par les bandelettes s’obtient simplement comme
f˜ =
∑
i,m
〈f , bi,m〉 bi,m . (2.35)
La fonction f˜ s’annule en dehors du support des bi,m et donc a` l’exte´rieur des domaines.
Elle pre´sente meˆme des discontinuite´s aux extre´mite´s des intervalles utilise´s dans la trans-
formation en ondelettes. Le re´sidu n’est donc pas re´gulier comme le montre la figure 2.10.
Pour obtenir une reconstruction plus re´gulie`re on utilise une ide´e similaire a` celle
utilise´e par Carlsson [Car88]. On recherche une fonction f0 ayant les bons produits scalaires
mais au lieu de chercher celle dont la norme L2 est minimale, on recherche celle dont la
norme du gradient est minimale :
f0 = argmin
∫
|∇f˜(x)|2 dx (2.36)
f0 = argmin‖∇f˜‖2. (2.37)
sous la contrainte
〈f˜ , bi,m〉 = 〈f , bi,m〉, ∀i,∀m (2.38)
Cette reconstruction est imple´mente´e par une technique de relaxation : on choisit  petit
et on cherche a` minimiser l’e´nergie suivante
E(f˜) = ‖∇f˜‖2 + 1

∑
i,m
|〈f˜ , bi,m〉 − 〈f , bi,m〉|2 . (2.39)
La reconstruction est obtenue par un algorithme de diffusion associe´ a` ce proble`me. Mini-
miser l’e´nergie E est en effet e´quivalent a` re´soudre le proble`me eule´rien associe´
−∆f˜ + 1

∑
i,m
(〈f˜ , bi,m〉 − 〈f , bi,m〉)bi,m = 0 . (2.40)
Ce proble`me est un proble`me classique d’analyse : il s’agit d’une e´quation elliptique dont on
connaˆıt l’existence et l’unicite´ de la solution. Sa discre´tisation conduit a` un syste`me line´aire
Bandelettes Bandelettes 48
(a) (b)
(c) (d)
Figure 2.10 – Reconstructions et re´sidus avec les deux me´thodes : (a) la reconstruction
par la projection orthogonale dans l’espace engendre´ par les bandelettes, (b) le re´sidu
obtenu qui n’est pas re´gulier, (c) la reconstruction par minimisation du gradient , (d) le
re´sidu obtenu qui est re´gulier.
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(b) (a)

oo

// //
(c) (d) (e)
Figure 2.11 – Repre´sentation en bandelettes a` deux couches : (a) l’image originale, (b)
la ge´ome´trie extraite de l’image originale, (c) la reconstruction obtenue a` l’aide des coeffi-
cients de bandelettes associe´es a` la ge´ome´trie, (d) le re´sidu obtenu par diffe´rence entre la
reconstruction et l’image originale, (e) la repre´sentation en ondelettes de ce re´sidu.
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ou` la matrice est de´finie positive et se re´sout nume´riquement a` l’aide d’un algorithme de
gradient conjugue´ [CGO76, Meu99]. Le re´sidu ainsi obtenu est ainsi beaucoup plus re´gulier
comme on le ve´rifie dans la figure 2.10.
Ce re´sidu est ensuite repre´sente´ dans une base d’ondelettes isotropes pour donner la
repre´sentation en bandelettes a` deux couches de la figure 2.11.
Cette technique est la premie`re a` avoir e´te´ employe´e au cours de la the`se [LPM00,
LPM01] et a permis d’obtenir des re´sultats d’approximation et de de´bruitage. Deux pro-
ble`mes lie´s a` cette repre´sentation nous on conduit a` rechercher une autre approche. D’une
part, l’utilisation de la diffusion pour la reconstruction a` partir des coefficients de ban-
delettes ne permet pas de controˆler l’erreur dans cette reconstruction lorsqu’on modifie
les coefficients. D’autre part, du fait de la non orthogonalite´ des deux repre´sentations, le
re´sidu au voisinage des contours ne´cessite encore, malgre´ son apparente re´gularite´, des
coefficients d’ondelettes pour eˆtre bien repre´sente´.
2.4.2 Approche une couche
La construction d’un frame de bandelettes permet de se placer dans le cadre de l’analyse
harmonique et d’appliquer toute la the´orie de l’approximation non-line´aire qui en de´coule.
Le chapitre suivant est consacre´ a` sa construction : on construit le frame a` partir de
bandelettes obtenues comme pre´ce´demment par produit tensoriel de deux ondelettes dans
les domaines, d’ondelettes isotropes situe´es a` l’exte´rieur de ces domaines et de fonctions
de bords permettant de rendre comple`te cette repre´sentation.
Cette repre´sentation permet d’obtenir des re´sultats a` la fois pratiques et the´oriques
pre´sente´s dans les chapitres suivants.
Chapitre 3
Frame de bandelettes :
construction et application au de´brui-
tage
3.1 Frame de bandelettes . . . . . . . . . . . . . . . . . . . . . 52
3.1.1 Bandelettes de l’espace tout entier . . . . . . . . . . . . . . . 52
3.1.2 Ondelettes et espaces multire´solutions. . . . . . . . . . . . . . 52
3.1.2.1 Dimension 1 . . . . . . . . . . . . . . . . . . . . . 53
3.1.2.2 Dimension 2 . . . . . . . . . . . . . . . . . . . . . 53
3.1.3 Bandelettisation de l’espace tout entier . . . . . . . . . . . . . 55
3.1.4 Domaines et bandelettisation . . . . . . . . . . . . . . . . . 57
3.1.5 Frame de bandelettes et reconstruction . . . . . . . . . . . . . 63
3.1.6 De´composition en ope´rateurs par domaines . . . . . . . . . . . . 65
3.1.7 Transforme´e en bandelette discre`te . . . . . . . . . . . . . . . 66
3.1.8 L’ope´rateur de translation . . . . . . . . . . . . . . . . . . 68
3.2 Mesure de la ge´ome´trie . . . . . . . . . . . . . . . . . . . . 68
3.2.1 Estimation de la direction de re´gularite´ . . . . . . . . . . . . . 68
3.2.2 De´composition en domaines . . . . . . . . . . . . . . . . . 72
3.3 De´bruitage . . . . . . . . . . . . . . . . . . . . . . . . . 78
3.3.1 De´bruitage par seuillage . . . . . . . . . . . . . . . . . . . 78
3.3.2 Frame de bandelettes invariant par translation . . . . . . . . . . 79
3.3.3 Estimation de la ge´ome´trie . . . . . . . . . . . . . . . . . . 80
3.3.4 Re´sultats nume´riques . . . . . . . . . . . . . . . . . . . . 80
51
Bandelettes Frame de bandelettes : construction et application au de´bruitage 52
La repre´sentation a` une couche base´e sur les bandelettes prend la forme d’un frame :
c’est-a`-dire d’une famille ge´ne´ratrice qui posse`de une proprie´te´ de pre´servation de l’e´nergie
L2. On pre´sente ici la construction de ce frame a` la fois d’un point de vue continu et d’un
point de vue discret. Une me´thode permettant d’estimer la ge´ome´trie des images ne´cessaire
a` cette repre´sentation est ensuite pre´sente´e. Cette repre´sentation est alors utilise´e dans le
cadre d’un proble`me de de´bruitage.
3.1 Frame de bandelettes
La construction du frame de bandelettes est base´e sur la possibilite´ d’obtenir les onde-
lettes anisotropes a` partir des ondelettes isotropes par changement de base. Celui-ci, a` la
base du proce´de´ de bandelettisation, permet la construction d’une famille orthonorme´e de
bandelettes associe´e a` un domaine et celle d’un frame associe´ a` l’ensemble des domaines.
3.1.1 Bandelettes de l’espace tout entier
En reprenant les notations de la section 2.2, si C est une courbe horizontale parame´tre´e
par c, w la transformation et W l’ope´rateur associe´s, la base de bandelettes B de l’espace
tout entier est de´finie par le transport par W ∗, l’ope´rateur transpose´ de l’ope´rateur W ,
d’une base d’ondelettes anisotropes :
B = {W ∗(ψj1,k1 ⊗ ψj2,k2)}(j1,k1)∈Z2,(j2,k2)∈Z2 (3.1)
= {ψj1,k1(x1)ψj2,k2(x2 − c(x1))}(j1,k1)∈Z2,(j2,k2)∈Z2 (3.2)
ou` les ψj,k de´signent les e´le´ments d’une base d’ondelettes a` support compact. On notera
cette base de bandelettes
B = {bj1,j2,k1,k2}(j1,j2)∈Z2,(k1,k2)∈Z2 (3.3)
B = {bj1,j2,k}(j1,j2)∈Z2,k∈Z2 (3.4)
ou bien encore
B = {bm}m∈Z4 . (3.5)
Il est important de rappeler que
〈f , W ∗(ψj1,k1 ⊗ ψj2,k2)〉 = 〈Wf , ψj1,k1 ⊗ ψj2,k2〉 (3.6)
c’est-a`-dire que l’on peut calculer les coefficients de bandelettes comme des coefficients
d’ondelettes anisotropes de la fonction de´forme´eWf . Ceci est en effet a` la base du proce´de´
de bandelettisation qui permet un calcul efficace de ces produits scalaires a` partir d’une
transforme´e en ondelettes isotropes de la fonction Wf .
3.1.2 Ondelettes et espaces multire´solutions
On revient dans cette section sur la construction des espaces multire´solutions a` partir
des ondelettes et en particulier sur la diffe´rence de construction permettant d’obtenir soit
les ondelettes isotropes soit les ondelettes anisotropes. Ces diffe´rences sont a` la base du
proce´de´ de bandelettisation.
Bandelettes Frame de bandelettes 53
3.1.2.1 Dimension 1
Comme on l’a rappele´ en introduction, les bases d’ondelettes sont construites a` partir
d’une unique fonction ψ dilate´e par des facteurs d’e´chelles dyadiques 2j et translate´e par
des facteurs 2j . La fonction ψ peut-eˆtre choisie de sorte que la famille{
1
2j/2
ψ
(
x− 2jk
2j
)
= ψj,k(x)
}
j∈Z,k∈Z
(3.7)
forme une base orthonorme´e de L2(R).
Ces ondelettes ψ sont construites a` partir d’une fonction d’e´chelle φ satisfaisant
{φ(x− k)}k∈Z est une famille orthonorme´e, (3.8)
φ(x/2) ∈ V 10 = Vect {φ(x− k)}k∈Z . (3.9)
et telle que les espaces V 1j de´finis par
V 1j = Vect
{
1
2j/2
φ
(
x− k2j
2j
)
= φj,k
}
k∈Z
(3.10)
satisfont ⋂
j
V 1j = {0} (3.11)⋃
j
V 1j = L
2(R) . (3.12)
La suite de´croissante des espaces V 1j forme une approximation multire´solution. Pour
chaque j, on de´finit l’espace de de´tail W 1j comme le comple´ment orthogonal de V
1
j dans
V 1j−1. On a donc
V 1j−1 = V
1
j ⊕W 1j (3.13)
et donc
L2(R) =
⊕
j∈Z
W 1j . (3.14)
Les ondelettes ψ sont alors construites de sorte que les ondelettes ψj,k a` une e´chelle 2
j
donne´e forment une base orthonorme´e de W 1j :
W 1j =
{
1
2j/2
ψ
(
x− 2jk
2j
)
= ψj,k(x)
}
k∈Z
. (3.15)
.
3.1.2.2 Dimension 2
Les ondelettes peuvent eˆtre e´tendues en dimension 2 par un proce´de´ de tensorisation :
on de´finit les espaces V 2j comme le produit tensoriel des espaces V
1
j :
V 2j = V
1
j ⊗ V 1j (3.16)
= Vect {φj,k1 ⊗ φj,k2}k1∈Z,k2∈Z (3.17)
V 2j = Vect {φj,k1(x1)φj,k2(x2)}k1∈Z,k2∈Z . (3.18)
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Ces espaces V 2j forment une suite de´croissante d’espaces formant une approximation multi-
re´solution. Comme en dimension 1, on de´finit l’espace de de´tail W 2j comme le comple´ment
orthogonal de V 2j dans V
2
j−1
V 2j−1 = V
2
j ⊕W 2j . (3.19)
Les ondelettes sont alors obtenues comme des bases des espaces de de´tail. La construc-
tion classique est base´e sur la de´composition suivante
V 2j−1 = V
1
j−1 ⊗ V 1j−1 (3.20)
= (V 1j ⊕W 1j )⊗ (V 1j ⊕W 1j ) (3.21)
V 2j−1 = (V
1
j ⊗ V 1j )⊕ (V 1j ⊗W 1j )⊕ (W 1j ⊗ V 1j )⊕ (W 1j ⊗W 1j ) (3.22)
et donc par identification
W 2j = (V
1
j ⊗W 1j )⊕ (W 1j ⊗ V 1j )⊕ (W 1j ⊗W 1j ) . (3.23)
On en de´duit une base de W 2j comme union des trois bases naturelles de chacun de ces
sous-espaces :
W 2j = Vect {φj,k1 ⊗ ψj,k2}k1∈Z,k2∈Z ⊕Vect {ψj,k1 ⊗ φj,k2}k1∈Z,k2∈Z
⊕Vect {ψj,k1 ⊗ ψj,k2}k1∈Z,k2∈Z
(3.24)
W 2j = Vect
{
ψ1j,k
}
k∈Z2 ⊕Vect
{
ψ2j,k
}
k∈Z2 ⊕Vect
{
ψ3j,k
}
k∈Z2 . (3.25)
On obtient ainsi les trois types d’ondelettes isotropes par e´chelle
ψoj,k(x) =
1
2j
ψk
(
x− 2jk
2j
)
o ∈ 1, 2, 3 (3.26)
avec
ψ1(x) = φ(x1)ψ(x2) (3.27)
ψ2(x) = ψ(x1)φ(x2) (3.28)
ψ3(x) = ψ(x1)ψ(x2) . (3.29)
La famille d’ondelettes anisotropes est obtenue en utilisant une base diffe´rente pour
W 2j :
W 2j = (V
1
j ⊗W 1j )⊕ (W 1j ⊗ V 1j )⊕ (W 1j ⊗W 1j ) (3.30)
=
⊕
j1>j
W 1j1
⊗W 1j
⊕
W 1j ⊗
⊕
j1>j
W 1j1
⊕ (W 1j ⊗W 1j ) (3.31)
=
⊕
j1>j
(
W 1j1 ⊗W 1j
)⊕
⊕
j2>j
(
W 1j ⊗W 1j2
)⊕ (W 1j ⊗W 1j ) . (3.32)
Cette de´composition utilise la relation monodimensionnelle suivante :
V 1j =
⊕
j1>j
W 1j1 . (3.33)
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On obtient alors une base de W 2j sous la forme
W 2j =
⊕
j1>j
Vect {ψj1,k1 ⊗ ψj,k2}k1∈Z,k2∈Z
⊕
⊕
j2>j
Vect {ψj,k1 ⊗ ψj2,k2}k1∈Z,k2∈Z

⊕Vect {ψj,k1 ⊗ ψj,k2}k1∈Z,k2∈Z .
(3.34)
L’union de toutes ces bases des W 2j forme une base orthonorme´e de L
2(R2) :
L2(R2) =
⊕
j∈Z
W 2j (3.35)
=
⊕
j∈Z
⊕
j1>j
Vect {ψj1,k1 ⊗ ψj,k2}k1∈Z,k2∈Z

⊕
⊕
j2>j
Vect {ψj,k1 ⊗ ψj2,k2}k1∈Z,k2∈Z

⊕Vect {ψj,k1 ⊗ ψj,k2}k1∈Z,k2∈Z

(3.36)
L2(R2) = Vect {ψj1,k1 ⊗ ψj2,k2}j1∈Z,j2∈Z,k1∈Z,k2∈Z . (3.37)
La construction de ces ondelettes isotropes et anisotropes via des espacesW 2j identiques
indique que l’on peut passer d’une base a` l’autre. C’est cette relation que l’on utilise dans
la section suivante.
3.1.3 Bandelettisation de l’espace tout entier
La technique de bandelettisation permet d’obtenir la base d’ondelettes anisotropes
A = {ψj1,k1 ⊗ ψj2,k2}(j1,k1)∈Z2,(j2,k2)∈Z2 . (3.38)
par des changements de base correspondant a` des transforme´es en ondelettes discre`tes
monodimensionnelles de la base d’ondelettes isotropes
I = {φj,k1 ⊗ ψj,k2}j∈Z,(k1,k2)∈Z2
∪ {ψj,k1 ⊗ φj,k2}j∈Z,(k1,k2)∈Z2
∪ {ψj,k1 ⊗ ψj,k2}j∈Z,(k1,k2)∈Z2 .
(3.39)
L’ope´rateur W ∗ permet de transposer ces re´sultats aux bases de bandelettes et au calcul
des produits scalaires avec la fonction f .
Le premier type d’ondelettes de la base d’ondelettes isotropes
I1 = {φj,k1 ⊗ ψj,k2}j∈Z,(k1,k2)∈Z2 (3.40)
ne correspond pas a` des ondelettes anisotropes. Cependant regardons la collection I1j,k2 des
fonctions de cette famille a` j fixe´ et k2 fixe´,
I1j,k2 = {φj,k1 ⊗ ψj,k2}k1∈Z , (3.41)
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il s’agit des produits tensoriels de toutes les fonctions d’e´chelle φj,k1 a` l’e´chelle j avec
l’ondelette ψj,k2 .
L’espace engendre´ par les fonctions d’e´chelles monodimensionnelles {φj,k1}k1∈Z est l’es-
pace V 1j de l’analyse multire´solution en ondelettes. Cet espace admet e´galement une base
d’ondelettes associe´e de la forme {ψj1,k1}j1>j,k1∈Z. La transforme´e en ondelettes discre`tes
permet de passer par un algorithme rapide [Dau92] d’une de´composition dans la base des
fonctions d’e´chelles a` une de´compositions dans la base d’ondelettes.
Ces re´sultats se transportent pour les espaces V 1j ⊗ Vect {ψj,k2}. La transforme´e en
ondelettes monodimensionnelle selon la direction x1 permet de passer de la famille ortho-
norme´e d’ondelettes isotropes
I1j,k2 = {φj,k1 ⊗ ψj,k2}k1∈Z (3.42)
a` la famille orthonorme´e d’ondelettes anisotropes
A1j,k2 = {ψj1,k1 ⊗ ψj,k2}j1>j,k1∈Z (3.43)
qui engendrent le meˆme espace. Le calcul des produits scalaires avec les ondelettes aniso-
tropes de A1j,k2 s’obtient alors a` partir des produits scalaires avec les ondelettes isotropes de
I2j,k2 par un algorithme rapide de transforme´e en ondelettes discre`tes monodimensionnelles
puisqu’on a la relation
ψj1,k1 ⊗ ψj,k2 =
∑
k
〈ψj1,k1 , φj,k〉φj,k ⊗ ψj,k2 . (3.44)
L’union de toutes ces familles orthonorme´es A1j,k2 forme la famille A
1
A1 = ∪j,k2A1j,k2 (3.45)
= ∪j,k2{ψj1,k1 ⊗ ψj,k2}j1>j,k1∈Z (3.46)
A1 = {ψj1,k1 ⊗ ψj2,k2}j1∈Z,j2∈Z,j1>j2,k1∈Z,k2∈Z (3.47)
qui engendre le meˆme espace que la famille I1.
La meˆme ope´ration de changement de base par une transforme´e en ondelettes selon
l’autre direction permet de passer du second type d’ondelettes isotropes de I
I2 = {ψj,k1 ⊗ φj,k2}j∈Z,(k1,k2)∈Z2 (3.48)
aux ondelettes anisotropes
A2 = {ψj1,k1 ⊗ ψj2,k2}j1∈Z,j2∈Z,j1<j2,k1∈Z,k2∈Z . (3.49)
Le dernier type d’ondelettes de la base d’ondelettes isotropes
I3 = {ψj,k1 ⊗ ψj,k2}j∈Z,(k1,k2)∈Z2 (3.50)
n’a pas a` eˆtre modifie´ puisqu’il correspond de´ja` a` des ondelettes anisotropes
A3 = {ψj1,k1 ⊗ ψj2,k2}(j1,k1)∈Z2,(j2,k2)∈Z2,j1=j2 (3.51)
A3 = {ψj1,k1 ⊗ ψj2,k2}(j1,j2)∈Z2,j1=j2,(k1,k2)∈Z2 . (3.52)
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Finalement, la base A des ondelettes anisotropes est bien l’union des diffe´rentes col-
lections d’ondelettes anisotropes obtenues pre´ce´demment
A = A1 ∪A2 ∪A3 (3.53)
et cette base engendre le meˆme espace que les ondelettes isotropes.
Cette proce´dure est appele´e bandelettisation et de´finit les bandelettes a` l’aide de
l’image par W ∗ d’ondelettes isotropes. Par exemple dans le cas j1 > j2,
bj1,j2,k =W
∗(ψj1,k1 ⊗ ψj2,k2) (3.54)
=W ∗(
∑
k
〈ψj1,k1 , φj2,k〉φj2,k ⊗ ψj2,k2) (3.55)
bj1,j2,k =
∑
k
〈ψj1,k1 , φj2,k〉W ∗(φj2,k ⊗ ψj2,k2) . (3.56)
Ceci permet le calcul des coefficients de bandelettes
〈f , bj1,j2,k〉 = 〈f , W ∗(ψj1,k1 ⊗ ψj2,k2)〉 (3.57)
par des transformations en ondelettes discre`tes des coefficients d’ondelettes isotropes de
Wf
〈f , bj1,j2,k〉 = 〈f ,
∑
k
〈ψj1,k1 , φj2,k〉W ∗(φj2,k ⊗ ψj2,k2)〉 (3.58)
=
∑
k
〈ψj1,k1 , φj2,k〉 〈f , W ∗(φj2,k ⊗ ψj2,k2)〉 (3.59)
〈f , bj1,j2,k〉 =
∑
k
〈ψj1,k1 , φj2,k〉 〈Wf , φj2,k ⊗ ψj2,k2〉 . (3.60)
Une modification de cette technique de construction des bandelettes par bandeletti-
sation permet de construire des bandelettes adapte´es a` des domaines. Pour construire
des bandelettes qui ne traversent pas les bords de ceux-ci, on remplace la transforme´e en
ondelettes discre`tes par une transforme´e en ondelettes discre`tes sur l’intervalle.
3.1.4 Domaines et bandelettisation
Soit Ω un domaine, c(x1) la parame´trisation de la courbe associe´e a` la de´formation w
et f une fonction, on note Ωw l’image de Ω par w.
Les bandelettes sur chaque domaine sont encore obtenues par la transformation W ∗ a`
partir d’une famille orthonorme´e d’ondelettes se´parables. Cette famille d’ondelettes, sur
laquelle sont base´es les bandelettes, est constitue´e des ondelettes isotropes rencontrant
le bord du domaine Ωw et des ondelettes anisotropes obtenues par bandelettisation des
ondelettes isotropes a` l’inte´rieur du domaine Ωw.
On travaille maintenant sur Wf et Ωw pour construire ces ondelettes. Les ondelettes
isotropes de la transforme´e en ondelettes isotropes associe´es au domaine Ωw sont celles dont
le support rencontre le domaine de´forme´ Ωw. Ces ondelettes suffisent en effet a` reconstruire
Wf sur le domaine Ωw et donc caracte´risent f sur Ω.
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(a) //

(b)

(c)
(e) oo (d)
Figure 3.1 – Des ondelettes isotropes aux ondelettes anisotropes : (a) image originale,
(b) de´composition en ondelettes isotropes, (c) de´coupage des sous-bandes en colonnes
pour les ondelettes de la formes ψφ et en lignes pour les ondelettes de la forme φψ,
(d) transformation en ondelettes selon ces colonnes et ces lignes, (e) de´composition en
ondelettes anisotropes.
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La famille IΩw d’ondelettes isotropes associe´e au domaine de´forme´ Ωw est donc de´finie
par
IΩw = ∪{φj,k1 ⊗ ψj,k2}j∈Z,(k1,k2)∈Z2,(S(φj,k1⊗ψj,k2 )∩Ωw)6=∅
∪ {ψj,k1 ⊗ φj,k2}j∈Z,(k1,k2)∈Z2,(S(ψj,k1⊗φj,k2 )∩Ωw)6=∅
∪ {ψj,k1 ⊗ ψj,k2}j∈Z,(k1,k2)∈Z2,S((ψj,k1⊗ψj,k2 )∩Ωw)6=∅ .
(3.61)
Les bandelettes que l’on souhaite construire sur le domaine Ω correspondent a` des
ondelettes anisotropes dans le domaine Ωw. On va donc appliquer une technique de ban-
delettisation des ondelettes isotropes de la famille IΩw . Cependant, comme on ne souhaite
pas que ces bandelettes sortent de Ω, on ne travaille que sur les ondelettes isotropes de
IΩw qui sont comple`tement a` l’inte´rieur de Ωw.
On de´compose IΩw en des ondelettes isotropes inte´rieures IΩw,Int et des ondelettes
isotropes de bord I∂Ωw :
IΩw = IΩw,Int ∪ I∂Ωw (3.62)
avec
IΩw,Int = {φj,k1 ⊗ ψj,k2}j∈Z,(k1,k2)∈Z2,S(φj,k1⊗ψj,k2 )⊂Ωw
∪ {ψj,k1 ⊗ φj,k2}j∈Z,(k1,k2)∈Z2,S(ψj,k1⊗φj,k2 )⊂Ωw
∪ {ψj,k1 ⊗ ψj,k2}j∈Z,(k1,k2)∈Z2,S(ψj,k1⊗ψj,k2 )⊂Ωw
(3.63)
et
I∂Ωw = {φj,k1 ⊗ ψj,k2}j∈Z,(k1,k2)∈Z2,(S(φj,k1⊗ψj,k2)∩∂Ωw)6=∅
∪ {ψj,k1 ⊗ φj,k2}j∈Z,(k1,k2)∈Z2,(S(ψj,k1⊗φj,k2)∩∂Ωw)6=∅
∪ {ψj,k1 ⊗ ψj,k2}j∈Z,(k1,k2)∈Z2,S((ψj,k1⊗ψj,k2)∩∂Ωw)6=∅ .
(3.64)
Les ondelettes isotropes de bord, I∂Ωw , ne sont pas modifie´es tandis que celles situe´es
a` l’inte´rieur, IΩw,Int, le sont par une technique de bandelettisation.
Le premier ensemble d’ondelettes isotropes de IΩw,Int est
I1Ωw,Int = {φj,k1 ⊗ ψj,k2}j∈Z,(k1,k2)∈Z2,S(φj,k1⊗ψj,k2 )⊂Ωw . (3.65)
On utilise alors la meˆme technique que pre´ce´demment en de´coupant cet ensemble a` j
fixe´ et k2 fixe´ :
I1Ωw,Int,j,k2 = {φj,k1 ⊗ ψj,k2}k1∈Z,S(φj,k1⊗ψj,k2 )⊂Ωw . (3.66)
Dans le cas de l’espace tout entier, l’ensemble des indices k1 correspondant a` des ondelettes
isotropes contenues dans cet ensemble {k1 ∈ Z, S(φj,k1⊗ψj,k2) ⊂ Ωw} e´tait Z tout entier.
Il est ici constitue´ de segments disjoints de tailles variables inclus dans Z. La transforme´e
en ondelettes discre`tes utilise´e pour la bandelettisation de l’espace entier devient une
transforme´e en ondelettes discre`tes sur chacun de ces segments.
Cette transforme´e en ondelettes sur des segments doit pre´senter les meˆmes proprie´te´s
d’approximation que les ondelettes sur R tout en e´tant adapte´e au proble`me des bords des
intervalles. Elle doit e´galement permettre d’obtenir des ondelettes qui soient presque toutes
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des ondelettes normales afin d’obtenir des bandelettes cohe´rentes avec celle construites
sur l’espace entier. Pour ceci, on utilise la transforme´e en ondelettes discre`tes introduite
simultane´ment par Cohen et al. [CDV93] et Andersson et al. [AHJP94] et de´crite dans
l’annexe 3A. Les ondelettes anisotropes obtenues sont pour la plupart celle obtenues sans la
restriction au domaine. Seul un nombre limite´ de fonctions a` chaque extre´mite´ de segment
et a` chaque e´chelle n’est plus un produit tensoriel de deux ondelettes de de´part mais un
produit tensoriel d’une ondelette et d’une ondelette de bord.
On obtient donc une famille orthonorme´e A1Ωw,Int,j,k2 d’ondelettes anisotropes engen-
drant le meˆme espace que I2Ωw,Int,j,k2 de la forme
A1Ωw,Int,j,k2 = {ψj1,k1 ⊗ ψj,k2}j1>j,k1∈K(j1,j,k2)
∪ {ψ¯j1,k1 ⊗ ψj,k2}j1>j,k1∈K ′(j1,j,k2)
(3.67)
ou` les ψ¯j1,k1 sont les ondelettes de bord de´crites dans l’annexe et le cardinal K
′(j1, j, k2)
est au plus de l’ordre du nombre de segments. On a alors la relation
ψj1,k1 ⊗ ψj,k2 =
∑
k
〈ψj1,k1 , φj,k〉φj,k ⊗ ψj,k2 (3.68)
ainsi que
ψ¯j1,k1 ⊗ ψj,k2 =
∑
k
〈ψ¯j1,k1 , φj,k〉φj,k ⊗ ψj,k2 . (3.69)
Ces ondelettes anisotropes sont donc relie´es aux ondelettes isotropes par un algorithme
rapide de calcul.
On re´pe`te cette proce´dure pour chaque j et k2 et on obtient une famille orthonorme´e
A1Ωw ,Int d’ondelettes anisotropes engendrant le meˆme espace que I
1
Ωw,Int
de la forme
A1Ωw,Int = {ψj1,k1 ⊗ ψj2,k2}j1>j2,k2∈Z,k1∈K(j1,j,k2)
∪ {ψ¯j1,k1 ⊗ ψj2,k2}j1>j2,k2∈Z,k1∈K ′(j1,j,k2) .
(3.70)
La meˆme de´composition est faite dans l’autre direction et donne une famille orthonor-
me´e A2Ωw,Int d’ondelettes anisotropes engendrant le meˆme espace que I
2
Ωw,Int
de la forme
A2Ωw,Int = {ψj1,k1 ⊗ ψj2,k2}j1<j2,k1∈Z,k2∈K(j1,j,k1)
∪ {ψj1,k1 ⊗ ψ¯j2,k2}j1<j2,k1∈Z,k2∈K ′(j1,j,k1) .
(3.71)
Enfin, comme dans le cas de l’espace tout entier, on ne modifie pas le dernier ensemble
d’ondelettes isotropes de IΩw,Int puisque ce sont de´ja` des ondelettes anisotropes
A3Ωw,Int = {ψj1,k1 ⊗ ψj2,k2}(j1,k1)∈Z2,(j2,k2)∈Z2,j1=j2,S(ψj1,k1⊗ψj2,k2 )⊂Ωw (3.72)
A3Ωw,Int = {ψj1,k1 ⊗ ψj2,k2}j1=j2,(k1,k2)∈K(j1). (3.73)
Finalement la famille orthonorme´e AΩw,Int d’ondelettes anisotropes qui engendrent le
Bandelettes Frame de bandelettes 61
meˆme espace que la famille IΩw,Int est donne´e par
AΩw,Int = A
1
Ωw ,Int ∪A2Ωw ,Int ∪A3Ωw,Int (3.74)
= {ψj1,k1 ⊗ ψj2,k2}j1>j2,k2∈Z,k1∈K(j1,j,k2)
∪ {ψ¯j1,k1 ⊗ ψj2,k2}j1>j2,k2∈Z,k1∈K ′(j1,j,k2)
∪ {ψj1,k1 ⊗ ψj2,k2}j1<j2,k1∈Z,k2∈K(j1,j,k1)
∪ {ψj1,k1 ⊗ ψ¯j2,k2}j1<j2,k1∈Z,k2∈K ′(j1,j,k1)
{ψj1,k1 ⊗ ψj2,k2}j1=j2,(k1,k2)∈K(j1)
(3.75)
= {ψj1,k1 ⊗ ψj2,k2}j1>j2,k2∈Z,k1∈K(j1,j,k2)
∪ {ψj1,k1 ⊗ ψj2,k2}j1<j2,k1∈Z,k2∈K(j1,j,k1)
{ψj1,k1 ⊗ ψj2,k2}j1=j2,(k1,k2)∈K(j1)
∪ {ψ¯j1,k1 ⊗ ψj2,k2}j1>j2,k2∈Z,k1∈K ′(j1,j,k2)
∪ {ψj1,k1 ⊗ ψ¯j2,k2}j1<j2,k1∈Z,k2∈K ′(j1,j,k1)
(3.76)
AΩw,Int = {ψj1,k1 ⊗ ψj2,k2}(j1,j2)∈Z,(k1,k2)∈K(j1,j2)
∪ {ψ¯j1,k1 ⊗ ψj2,k2}j1>j2,k2∈Z,k1∈K ′(j1,j,k2)
∪ {ψj1,k1 ⊗ ψ¯j2,k2}j1<j2,k1∈Z,k2∈K ′(j1,j,k1)
(3.77)
ou` le premier ensemble est forme´ de produits tensoriels de deux ondelettes normales qu’on
continue d’appeler ondelettes anisotropes et les deux derniers de produits tensoriels d’une
ondelette de bord et d’une ondelette normale qu’on appelle ondelettes anisotropes de bord.
Pour repre´senter une fonction sur le domaine Ωw, on a donc utilise´ trois types de
fonctions : des ondelettes isotropes de bord, des ondelettes anisotropes de bord et des
ondelettes anisotropes.
La famille orthonorme´e BΩ,w de bandelettes associe´e au domaine et a` la de´formation
w est l’image par W ∗, la transpose´e de W , de ces fonctions et est donc constitue´e de trois
types d’e´le´ments :
– des ondelettes de´forme´es correspondant aux ondelettes isotropes de bord :
W ∗(φj,k1 ⊗ ψj,k2)(x1, x2) = φj,k1(x1)ψj,k2(x2 − c(x1)) (3.78)
ou
W ∗(ψj,k1 ⊗ φj,k2)(x1, x2) = ψj,k1(x1)φj,k2(x2 − c(x1)) (3.79)
ou
W ∗(ψj,k1 ⊗ ψj,k2)(x1, x2) = ψj,k1(x1)ψj,k2(x2 − c(x1)) (3.80)
– des bandelettes de bord correspondant aux ondelettes anisotropes de bord :
W ∗(ψ¯j1,k1 ⊗ ψj2,k2)(x1, x2) = ψ¯j1,k1(x1)ψj2,k2(x2 − c(x1)) avec j1 > j2 (3.81)
ou
W ∗(ψj1,k1 ⊗ ψ¯j2,k2)(x1, x2) = ψj1,k1(x1) ψ¯j2,k2(x2 − c(x1)) avec j2 > j1 (3.82)
(3.83)
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Figure 3.2 – Des ondelettes isotropes aux ondelettes anisotropes sur un domaine : (a)
le domaine et la grille d’ondelettes isotropes a` une certaines e´chelles, (b) les ondelettes
isotropes inte´rieures en gris, les ondelettes isotropes de bord en gras et les ondelettes
isotropes exte´rieurs dans le cas des ondelettes de Haar (support de taille minimal), (c)
les ondelettes isotropes inte´rieures de type ψφ sont transforme´es selon les colonnes pour
obtenir des ondelettes anisotropes, (d) les ondelettes isotropes inte´rieures de type ψφ sont
transforme´es selon les lignes pour obtenir des ondelettes anisotropes.
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– des bandelettes inte´rieures correspondant aux ondelettes anisotropes :
W ∗(ψj1,k1 ⊗ ψj2,k2)(x1, x2) = ψj1,k1(x1)ψj2,k2(x2 − c(x1)) . (3.84)
Cette famille orthonorme´e de bandelettes permet la reconstruction de la restriction de f a`
Ω et les coefficients de la de´composition s’obtiennent a` partir des coefficients en ondelettes
isotropes de Wf .
Pour simplifier les notations par la suite, on note W ∗ψoj,k avec j ∈ Z, k ∈ Z2 et
o ∈ 1, 2, 3 les ondelettes de´forme´es et bj1,j2,k avec j1 ∈ Z, j2 ∈ Z et k ∈ Z2 les bandelettes
qu’elles soient normales ou de bord. On e´tend parfois le terme de bandelettes a` l’ensemble
de ces fonctions et on les note dans dans ce cas bm.
3.1.5 Frame de bandelettes et reconstruction
Soit un ensemble fini de domaines Ωi avec i ∈ I associe´s a` des de´formations wi, sur
chacun de ces domaines Ωi on peut de´finir la famille orthonorme´e de bandelettes associe´e
BΩi,wi . La de´composition d’une fonction dans chacune de ces familles orthonorme´es peut
eˆtre calcule´e et on est assure´ ainsi de pouvoir la reconstruire sur chacun de ces domaines. Le
comple´mentaire de ceux-ci Ω¯ = ∪Ωi reste la seule zone sur laquelle la reconstruction n’est
pas assure´e. Il suffit alors de de´finir une famille orthonorme´e permettant de reconstruire
les fonctions sur Ω¯ pour avoir une repre´sentation comple`te. On choisit pour cela la famille
orthonorme´e IΩ¯ des ondelettes isotropes rencontrant le domaine Ω¯.
L’union de ces diffe´rentes familles forme un frame de L2 [Mey90, DS52]. En effet pour
chacun des domaine Ωi, si l’on note bi,m les e´le´ments de BΩi,wi , on a la proprie´te´ suivante
‖fΩi‖2 6
∑
m
|〈f , bi,m〉|2 6 ‖f‖2 (3.85)
ou` fΩi est la restriction de f a` Ωi puisque BΩi,wi est une famille orthonorme´e assurant
la reconstruction d’une fonction sur Ωi. De meˆme, pour Ω¯, si l’on note ψm les ondelettes
isotropes de la famille IΩ¯, on a la proprie´te´
‖fΩ¯‖2 6
∑
m
|〈f , ψm〉|2 6 ‖f‖2. (3.86)
On somme alors les relations pre´ce´dentes et on obtient∑
i∈I
‖fΩi‖2 + ‖fΩ¯‖2 6
∑
i∈I
∑
m
|〈f , bi,m〉|2 +
∑
m
|〈f , ψm〉|2 6
∑
i∈I
‖f‖2 + ‖f‖2 (3.87)
soit
‖f‖2 6
∑
i∈I
∑
m
|〈f , bi,m〉|2 +
∑
m
|〈f , ψm〉|2 6 (# (I) + 1)‖f‖2 (3.88)
ou` # (I) de´note le cardinal de l’ensemble I.
Ceci est bien la caracte´risation d’un frame. On notera que l’estimation de la borne
supe´rieure par (# (I) + 1) est une estimation grossie`re. Elle correspond a` une borne gros-
sie`re du nombre maximum d’ondelettes appartenant a` des domaines diffe´rents dont les
supports ont une intersection commune. En limitant l’e´chelle maximale et en imposant
des conditions sur la ge´ome´trie (nombres de zones pouvant se rencontrer en un point et
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conditions d’e´cartement), on peut diminuer fortement cette borne pour obtenir une borne
inde´pendante du nombre de domaine.
Deux ope´rateurs sont naturellement associe´s a` tout frame : un ope´rateur U de L2
dans l2 qui a` une fonction associe ses coefficients dans le frame
Uf = ∪i{〈f , bi,m〉}m ∪ {〈f , ψm〉}m (3.89)
et l’ope´rateur transpose´ U∗ qui a` des coefficients dans le frame associe une fonction :
U∗(∪i{ai,m}m ∪ {wm}m) =
∑
i
∑
m
ai,mbi,m +
∑
m
wmψm . (3.90)
La the´orie des frames nous donne alors une me´thode pour reconstruire une fonction
a` partir de ses produits scalaires dans le frame : il s’agit de la me´thode ite´rative de
l’algorithme de frame.
On souhaite re´soudre l’e´quation
Uf = ∪i{ai,m}m ∪ {wm}m . (3.91)
Celle-ci n’a pas ne´cessairement de solutions, on la re´sout donc au sens des moindres carre´s
U∗Uf = U∗(∪i{ai,m}m ∪ {wm}m) (3.92)
ou en posant L = U∗U
Lf = U∗(∪i{ai,m}m ∪ {wm}m) . (3.93)
La solution minimisera |Uf−(∪i{ai,m}n∪{wm}m)|2. La re´solution de ce syste`me s’effectue
par un algorithme de gradient conjugue´ dont la convergence est de´montre´e dans ce cadre
par Gro¨chenig [Gro¨93] et qui correspond au gradient conjugue´ classique de´couvert dans
les anne´es 50 [HS52] et popularise´ en analyse nume´rique par Concus et al [CGO76].
The´ore`me 3.1. Si g est dans Im(U∗), l’algorithme suivant converge vers f = L−1g.
Posons
f0 = 0, r0 = p0 = g. (3.94)
Pour tout i > 0, on de´finit par re´currence
ρi = 〈ri , ri〉 (3.95)
β =
{
0 si i = 0
ρi
ρi−1
sinon
(3.96)
pi+1 = ri + βpi (3.97)
qi+1 = Lpi+1 (3.98)
α =
ρi
〈pi+1 , qi+1〉 (3.99)
fi+1 = fi + αpi+1 (3.100)
ri+1 = ri − αqi+1 (3.101)
Si A et B sont les bornes du frame, on pose σ =
√
B−√A√
B+
√
A
et alors
‖L(f − fn)‖ 6 2σ
n
1 + σ2n
‖Lf‖ (3.102)
Cet algorithme ne´cessite l’application de l’ope´rateur L = U∗U a` des fonctions, on va
donc e´tudier ces ope´rateurs et montrer comment on peut les de´composer.
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3.1.6 De´composition en ope´rateurs par domaines
Les ope´rateurs de´finis dans la section pre´ce´dente peuvent eˆtre de´compose´s en des ope´-
rateurs associe´s a` chacun des domaines Ωi et au comple´mentaire Ω¯. A chacun des domaines
Ωi sont associe´s les ope´rateurs UΩi et U
∗
Ωi
de´finis par
UΩif = {〈f , bi,m〉}m (3.103)
et
U∗ΩI ({ai,m}m) =
∑
i
∑
m
ai,mbi,m (3.104)
tandis qu’au comple´mentaire Ω¯ sont associe´s les ope´rateurs UΩ¯ et U
∗¯
Ω
de´finis par
UΩ¯f = {〈f , ψm〉}m (3.105)
et
U ∗¯Ω({wm}m) =
∑
m
wmψm . (3.106)
Les ope´rateurs U et U∗ s’obtiennent alors par
Uf = ∪iUΩif ∪ UΩ¯f (3.107)
U∗(∪i{ai,m}m ∪ {wm}m) =
∑
i
U∗Ωi({ai,m}m) + U ∗¯Ω({wm}m) . (3.108)
De meˆme l’ope´rateur L = U∗U s’obtient comme somme d’ope´rateur sur chaque domaine
Ωi, les LΩi = U
∗
Ωi
UΩi , et d’un ope´rateur pour le comple´mentaire Ω¯, LΩ¯ = U
∗¯
Ω
UΩ¯ :
Lf =
∑
i
U∗ΩiUΩif + U
∗¯
ΩUΩ¯f (3.109)
Lf =
∑
i
LΩif + LΩ¯f . (3.110)
Pour de´crire les ope´rateurs U , U∗ et L il suffit de de´crire chacun des ope´rateurs UΩi ,
U∗Ωi et LΩi ainsi que les ope´rateurs UΩ¯, U
∗¯
Ω
et LΩ¯.
Les ope´rateurs sur les domaines sont exactement les ope´rateurs d’analyse et de synthe`se
dans la famille orthonorme´e de bandelettes associe´es au domaine. On reprend le proce´de´
de bandelettisation pour les calculer.
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Pour calculer UΩif , on proce`de comme suit :
– on de´termine Wif l’image de la fonction f par la de´formation w
−1
i :
Wif(x) = f(w
−1
i (x)) (3.111)
– puis on calcule la transforme´e en ondelettes isotropes de Wf et on ne conserve que
les coefficients correspondants a` des ondelettes isotropes dont le support rencontre
Ωwi
〈Wif , ψIj,k〉 = 〈f , WψIj,k〉 (3.112)
– et enfin on applique le proce´de´ de bandelettisation pour les ondelettes isotropes
comple`tement a` l’inte´rieur de Ωwi pour obtenir les coefficients de bandelettes
〈Wif , ψj1,k1 ⊗ ψj2,k2〉 = 〈f , bj1,j2,k〉 (3.113)
et on conserve les coefficients correspondant a` des ondelettes dont le support ren-
contre ∂Wi pour obtenir les coefficients d’ondelettes de´forme´es.
Le calcul de la transpose´e U∗Ωi se fait a` l’aide des inverses des meˆmes outils :
– on commence par appliquer une bandelettisation inverse sur les coefficients de ban-
delettes pour obtenir les coefficients d’ondelettes isotropes dont ils proviennent,
– puis on calcule la transforme´e en ondelettes inverse des coefficients d’ondelettes Wif˜
en mettant a` ze´ro les coefficients manquants,
– et enfin le re´sultat f˜ est l’image de la fonction obtenue a` l’e´tape pre´ce´dente par la
de´formation wi :
f˜(x) =Wf˜(wi(x)) . (3.114)
Enfin les ope´rateurs UΩ¯ et U
∗¯
Ω
sont des transforme´es en ondelettes isotropes pour
lesquelles on ne retient que les coefficients correspondant a` des ondelettes rencontrant Ω¯
dans l’analyse et on met a` ze´ro les coefficients manquants dans la synthe`se.
3.1.7 Transforme´e en bandelette discre`te
On pre´sente maintenant l’imple´mentation de cette transforme´e en ondelettes. Pour cela
on s’inte´resse a` chacun des ope´rateurs associe´s aux domaines et on montre comment les
imple´menter.
Commenc¸ons par de´crire le cadre discret. La fonction f est discre´tise´e sur une grille
N ×N . Abusivement, on continue a` noter f cette image discre`te. On connaˆıt e´galement
des domaines Ωi qui sont soit verticaux soit horizontaux ainsi que la de´formation wi de
l’espace entier associe´e. La parame´trisation de la courbe ci associe´e a` cette de´formation
est de´fini avec une pre´cision re´elle et correspond a` des de´placements subpixeliques le long
des lignes ou des colonnes.
Pour chaque domaine, la premie`re ope´ration de la transforme´e est la de´formation de
l’image d’origine par la de´formation w−1i . Supposons que cette de´formation soit verticale,
on doit obtenir une image Wif est telle que
Wif(k1, k2) = f(k1, k2 + ci(k1)) (3.115)
ou` ci(k1) n’est pas ne´cessairement entier et k2 + ci(k1) n’appartient pas ne´cessairement
a` [0 , N − 1]. L’ope´rateur de translation ne´cessite donc une extrapolation a` l’exte´rieur de
l’image et une interpolation des valeurs entre les points. L’extrapolation est de´finie par
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une extension syme´trique au bord. L’interpolation utilise´e est une interpolation par spline
de´crite par The´venaz et al [TBU00, BTU01] : elle n’est pas trop oscillante, s’imple´mente
de manie`re efficace et est quasi re´versible. Cet ope´rateur de translation est de´crit plus
pre´cise´ment dans la section suivante.
Cette image Wif est au plus de taille N × (4N) si l’on impose une borne sur la de´rive´e
de ci. Sa transforme´e en ondelettes se calcule a` l’aide d’un algorithme de transforme´e
rapide. Au cours de cette transforme´e, on classe les coefficients comme e´tant inte´rieurs, de
bord ou exte´rieurs selon la position relative du support de l’ondelette correspondante et
du domaine de´forme´ Ωwi . Cette information est stocke´e pour permettre sa re´utilisation.
Les coefficients exte´rieurs sont e´limine´s et les coefficients de bord sont conserve´s tels
quels. Les coefficients inte´rieurs sont alors modifie´s par la technique de bandelettisation
pour obtenir les coefficients de bandelettes. Le long de chaque segment horizontal pour
les coefficients correspondant a` des ondelettes de type φ⊗ψ et le long de chaque segment
vertical pour ceux correspondant a` des ondelettes de type ψ ⊗ φ, on calcule donc une
transforme´e en ondelettes discre`tes monodimensionnelles. Pour des raisons de simplicite´,
cette transforme´e sur l’intervalle n’est pas la transforme´e sur l’intervalle de la construction
the´orique mais une transforme´e sur l’intervalle avec syme´trisation au bord qui suffit d’un
point de vue nume´rique.
Il reste encore a` obtenir les coefficients correspondant au fond. Ceux-ci correspondent
aux coefficients d’ondelettes dont le support n’est pas l’inte´rieur de l’un des domaines Ωi
et s’obtiennent donc par un algorithme rapide de transforme´e en ondelettes isotropes.
La complexite´ de cette analyse pour une zone est de l’ordre de O(N2 log(N2)), la
complexite´ totale est donc de l’ordre de O(# (I)N2 log(N2)) ou` N2 est le nombre de
pixels de l’image.
L’ope´rateur U∗ s’imple´mente de manie`re similaire : on remplace chaque e´tape par son
inverse et on les applique dans l’ordre inverse. Une premie`re e´tape est cependant ne´ces-
saire : la de´termination pour chaque domaine des diffe´rents type de coefficients pour chaque
domaine. Celle-ci est effectue´e soit en simulant les deux premie`res e´tapes de la transforme´e
pre´ce´dente soit en re´utilisant cette information si elle a e´te´ de´ja` stocke´e. L’e´tape suivante
est la transforme´e en ondelettes inverse sur chaque intervalle correspondant a` l’inverse de
la bandelettisation. Cette transforme´e est imple´mente´e par un algorithme rapide. Ensuite
vient l’e´tape de la transforme´e inverse en ondelettes bidimensionnelles sur chaque do-
maine qui s’imple´mente e´galement avec un algorithme rapide et donne une reconstruction
sur l’espace de´forme´. Finalement pour chaque domaine, on effectue la de´formation inverse
en utilisant le meˆme ope´rateur que dans la transformation directe. Les images obtenues
pour chacun de ces domaines sont alors ajoute´es a` celle obtenue par la transforme´e en
ondelettes inverse des coefficients d’ondelettes isotropes du fond.
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3.1.8 L’ope´rateur de translation
La translation qui apparaˆıt dans la transformation pose des difficulte´s dans le cadre
discret. En effet, la translation se fait par un facteur re´el alors que l’image est de´finie sur
une grille discre`te. Il faut donc de´finir une translation permettant de s’affranchir de cette
difficulte´.
L’ope´rateur de translation choisi est un ope´rateur de translation monodimensionnel
avec une part d’interpolation et une part d’extrapolation. L’extrapolation est obtenue par
syme´trisation et l’interpolation est obtenue par une me´thode de spline.
L’interpolation est la partie la plus importante de cet ope´rateur : ide´alement celle-
ci devrait eˆtre inversible, stable et ne pas cre´er d’oscillations. Thevenaz et al. [TBU00,
BTU01] recherchent le meilleur compromis entre ces diffe´rentes contrainte et exhibent
une famille d’interpolateurs bien adapte´s. Ces interpolateurs s’imple´mentent de manie`re
efficace et sont stables.
Pour eˆtre plus pre´cis, on posse`de une suite d’e´chantillons fk correspondant a` la valeur
en k et on souhaite obtenir une fonction f telle que
f(k) = fk ∀k . (3.116)
Pour ceci, on se donne une fonction de synthe`se ϕ et on recherche f sous la forme
f(x) =
∑
k
ck ϕ(x− k) (3.117)
ou` les ck sont de´termine´s a` partir des fk mais non ne´cessairement e´gaux a` ceux-ci comme
dans le cas de l’interpolation classique.
Le choix de la fonction ϕ est crucial : il conditionne le couˆt de la de´termination des
coefficients ck ainsi que la possibilite´ d’obtenir une transformation quasi inversible.
Thevenaz et al. [TBU00, BTU01] ont montre´ que les me´thodes base´es sur les splines (B-
splines et o-Moms) permettent les meilleurs compromis entre inversibilite´, stabilite´ et ab-
sence d’oscillations. Dans l’imple´mentation, le choix s’est porte´ sur les B-spline d’ordre 3 :
ϕ(x) =

2
3 − 12 |x|2(2− |x|) si 0 6 |x| < 1
1
6 (2− |x|)3 si 1 6 |x| < 2
0 sinon
. (3.118)
L’obtention des coefficients ck a` partir des valeurs fk se fait alors a` l’aide de la proce´dure
re´cursive pre´sente´e dans l’article [TBU00].
3.2 Mesure de la ge´ome´trie
La transformation en bandelettes qui vient d’eˆtre de´crite suppose la connaissance des
domaines Ωi et des de´formations wi associe´es. On e´tudie ici comment obtenir ces carac-
te´ristiques ge´ome´triques a` l’aide d’un algorithme ad-hoc. Celui-ci permet cependant un
controˆle suffisant sur la de´tection pour obtenir les re´sultats du the´ore`me d’approximation.
3.2.1 Estimation de la direction de re´gularite´
Toutes l’approche des bandelettes est base´e sur l’ide´e de rectification d’une direction
de re´gularite´. La premie`re e´tape est donc d’estimer celle-ci dans les images.
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Comme on l’a note´ dans le chapitre pre´ce´dent, dans le cas d’une fonction re´gulie`re la
direction τ de re´gularite´ maximale de la fonction f est donne´e par la direction orthogonale
au gradient
τ(x) =
∇f(x)⊥
|∇f(x)| . (3.119)
Dans la pratique, les fonctions ne sont pas re´gulie`res et le gradient peut donc ne pas eˆtre
de´fini. De plus, la pre´sence d’un bruit additif ou d’un bruit du a` la pixelisation dans le cas
discret rend la mesure du gradient instable.
Une estimation de la direction de re´gularite´ maximale peut cependant eˆtre effectue´e
par ce principe si on commence par lisser le´ge`rement l’image. En effet, si le noyau de lissage
g utilise´ est re´gulier alors la fonction g ? f est re´gulie`re et on peut calculer le gradient de
cette fonction. Le flot τ sera donc de´fini comme l’orthogonal de gradient
τ(x) =
∇(g ? f)(x)⊥
|∇(g ? f)(x)| . (3.120)
Le choix du noyau de lissage et en particulier de la taille de son support est particu-
lie`rement important : un noyau large permet d’e´liminer efficacement le bruit tandis qu’un
noyau fin est ne´cessaire pour avoir une bonne pre´cision.
Soit g un noyau de lissage, c’est a` dire une fonction positive de moyenne 1
g(x) > 0 et
∫
|g(x)|dx = 1 (3.121)
‖g‖1 = 1 (3.122)
on de´finit le noyau gη a` partir de g par dilatation
gη =
1
η2
g(x/η) et ‖gη‖1 = 1 . (3.123)
On e´tudie maintenant l’influence du parame`tre η sur l’estimation de la direction de
re´gularite´.
En reprenant les fonctions du mode`le de la section 1.1.2.2, la fonction observe´e est
fs = hs ? f + b (3.124)
qui devient si l’on impose que le bruit b soit un bruit blanc W
fs = hs ? f +W (3.125)
ou` hs est une fonction de lissage d’e´chelle s, f une fonction re´gulie`re par morceaux et W
est un bruit blanc gaussien de variance σ2. On a
gη ? fs = gη ? (hs ? f +W ) (3.126)
gη ? fs = gη ? (hs ? f) + gη ?W (3.127)
et donc
∇(gη ? fs) = ∇(gη ? (hs ? f)) +∇(gη ?W ) . (3.128)
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On montre alors que la norme de la composante due au bruit |∇(gη ?W )(x)| se controˆle
en fonction de η par
E(|∇(gη ?W )(x)|2) = K 1
η4
σ2 (3.129)
En effet,
∇(gη ?W ) =
(
∂
∂x1
(gη ?W )
∂
∂x2
(gη ?W )
)
(3.130)
∇(gη ?W ) =
(
( ∂∂x1 gη) ?W
( ∂∂x2 gη) ?W
)
(3.131)
or
∂
∂xi
gη(x) =
∂
∂xi
(
1
η2
g(x/η)) (3.132)
∂
∂xi
gη(x) =
1
η3
∂
∂xi
g(x/η) (3.133)
donc ∫
| ∂
∂xi
gη(x)|2 dx =
∫
1
η6
| ∂
∂xi
g(x/η)|2 (3.134)
=
1
η4
∫
1
η2
| ∂
∂xi
g(x/η)|2 dx (3.135)∫
| ∂
∂xi
gη(x)|2 dx = 1
η4
K2i . (3.136)
On en de´duit alors que
E(((
∂
∂xi
gη) ?W )
2) = E(|〈( ∂
∂xi
gη)
∗ , W 〉|2) (3.137)
et puisque W est un bruit blanc
E((((
∂
∂xi
gη) ?W )(x))
2) =
1
η4
K2i σ
2 . (3.138)
Il en re´sulte que plus η est grand plus la composante due au bruit est petite et que
E(|∇(gη ? W )(x)|2) = E(((( ∂
∂x1
gη) ?W )(x))
2) + E((((
∂
∂x2
gη) ?W )(x))
2) (3.139)
E(|∇(gη ?W )(x)|2) = 1
η4
(K21 +K
2
2 )σ
2 . (3.140)
On s’inte´resse dore´navant a` la partie ne correspondant pas au bruit
hs ? f . (3.141)
Lorsque hs ? f est re´gulie`re, on sait que
∇(gη ? (hs ? f))(x) −−−→
η→0
∇(hs ? f)(x) (3.142)
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puisque gη est une approximation de l’unite´.
On pre´cise ces comportements lorsque les noyaux de lissages h et g sont a` support
compact par exemple dans [−1 , 1]2 et qu’ils sont strictement positifs sur [−1/2 , 1/2]2 .
La re´gularite´ de f en dehors des singularite´s permet d’obtenir des majoration de
|∇(hs ? f)(x)| de`s que le support de hs centre´ en x ne rencontre pas les singularite´s :
|∇(hs ? f)(x)| 6 |∇f |∞,C (3.143)
ou` |∇f |∞,C de´signe le maximum de la norme du gradient de f en dehors des singularite´s
de f . De meˆme, de`s que le support de gη ? hs centre´ en x ne rencontre pas les singularite´s
de f , on peut majorer |∇(gη ? (hs ? f))(x)| :
|∇(gη ? (hs ? f))(x)| 6 |∇f |∞,C . (3.144)
On s’inte´resse maintenant au cas ou` f est discontinue avec un saut de hauteur supe´rieur
a` λ le long d’une courbe C re´gulie`re. On montre que le gradient au voisinage de ce point
devient grand
|∇(gη ? (hs ? f))|2 > K λ
2
(η + s)2
(3.145)
et que sa direction tend vers la direction de la normale a` la courbe C.
La de´monstration pre´cise de cette proprie´te´ est repousse´e a` l’annexe 3B mais on peut
en donner une ide´e a` l’aide des distributions. Le gradient au sens des distributions de f0
comporte une partie borne´e a` l’exte´rieur de la singularite´ et une partie non borne´e le long
de la discontinuite´. Pour eˆtre plus pre´cis, le long de la discontinuite´ le gradient est un dirac
dans la direction de la normale. C’est donc cette partie qui domine dans le gradient lisse´
et celui-ci tend donc a` eˆtre oriente´ dans le sens de la normale a` la courbe.
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On distingue donc trois composantes dans la norme au carre´ du gradient lisse´ de fs
– une partie provenant du bruit qui se comporte en σ
2
η4
,
– une partie provenant de la partie re´gulie`re de f qui reste borne´e par ‖∇(f0)‖2∞,C ,
– et une partie provenant de la partie singulie`re de f qui se comporte en λ
2
(η+s)2
.
La composante la plus inte´ressante est la dernie`re et on essaye donc de choisir η pour que
ce terme domine : ceci suppose que η ne soit ni trop petit puisqu’alors c’est le terme de
bruit qui domine ni trop grand puisque dans ce cas c’est le terme correspondant a` la partie
re´gulie`re qui domine. On propose dans la section suivante un algorithme de de´tection de
la ge´ome´trie base´ sur ce principe lorsque le niveau de bruit est connu.
3.2.2 De´composition en domaines
La de´composition en domaines permet une approximation du flot sur les zones ou` celui
est significatif en un flot constant selon la direction verticale ou horizontale. L’algorithme
pre´sente´ ici pour obtenir une telle de´composition est base´ sur une estimation du flot et son
inte´gration au voisinage du contour. La courbe inte´grale re´sultante est alors segmente´e en
fonction de sa direction. Un grass-fire, une technique de croissance de re´gion a` partir de
courbes introduite par Blum [Blu73], permet alors d’obtenir des domaines horizontaux a`
partir des segment de courbes horizontaux et des domaines verticaux a` partir des segments
de courbes verticaux.
Cette de´composition de domaine se fait donc en deux phases :
– une estimation du flot, son inte´gration au voisinage de contours et son de´coupage en
flots plutoˆt horizontaux et en flots plutoˆt verticaux,
– un grass-fire a` partir de repre´sentants de ces flots.
On e´tudie ces deux phases se´pare´ment.
Le principe de l’estimation du flot a e´te´ pre´sente´ dans la section pre´ce´dente : celui-ci
est mesure´ par des gradients de version lisse´e de la fonction. On utilise plusieurs lissage,
on mesure le gradient a` une e´chelle juge´e significatives et on de´termine les maxima locaux
a` ces e´chelles. La direction du flot en chacun de ces maxima ainsi que des crite`res de
continuite´ sont utilise´s pour les chaˆıner. Le re´sultat n’est pas la chaˆıne de maxima mais
la courbe inte´grale du flot de´fini en chacun d’eux. Le de´coupage en parties horizontales et
verticales se fait alors a` l’aide d’un algorithme de programmation dynamique permettant
de minimiser les de´rive´es des parame´trisations. Le flot sur chacune de ces parties est alors
repre´sente´ par la courbe me´diane entre les maxima utilise´s. Ces ope´rations sont maintenant
de´taille´es et illustre´es par la figure 3.3.
L’e´chelle η de lissage de l’image est choisie localement parmi une gamme d’e´chelles
dyadiques 2j . Afin d’adapter l’e´chelle de lissage au comportement local de la fonction,
on calcule les gradients aux diffe´rentes e´chelles de lissage et on de´finit l’e´chelle de lissage
locale au point x comme la premie`re e´chelle telle que
|∇(gη ? f)(x)| > λ σ
η2
(3.146)
ou` λ est une constante choisie de l’ordre de 2. A cette e´chelle, on est assure´ que le bruit
ne domine pas. Les maxima locaux du gradient sont de´finis comme des maxima dans la
direction orthogonale au gradient a` l’e´chelle de lissage trouve´e pre´ce´demment sur une zone
rectangulaire Zd de largeur Kη proportionnelle a` l’e´chelle de lissage
Zd = {x ∈ m[−1/2 , 1/2] τ + [−Kη ,Kη] τ⊥} (3.147)
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m
τ
(a)
m
Zd
m
Zc
(b) (c)
Figure 3.3 – De´tection et chainage : (a) un maximam et son flot τ associe´, (b) le rectangle
Zd sur lequel on ve´rifie la cohe´rence du flot, (c) le rectangle Zc sur lequel on recherche le
maxima suivant.
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ou` K est choisi de l’ordre de 2 fois le support du noyau g de´finissant le lissage.
On e´limine alors les mauvais maxima, ceux ou` le flot ne satisfait pas la condition
suivante de re´gularite´ sur ce voisinage de taille Kη dans la direction du gradient
|〈∇(gη ? f)(x) , (∇(gη ? f)(x0))
⊥
|∇(gη ? f)(x0)| 〉| 6 λ
σ
η2
.+  |∇(gη ? f)(x0)| (3.148)
ou`  est choisi de l’ordre de 1/10. Cette condition permet d’e´liminer les coins ou` le flot
n’est pas cohe´rent. En effet, dans ce cas, le gradient dans le voisinage peut varier fortement
et n’est donc plus aligne´ avec le gradient de de´part. On conside`re que cette variation du
gradient est trop grande lorsque la projection sur la direction orthogonale au gradient
devient trop grande devant le bruit et la norme du gradient du maximum.
Les maxima restants sont alors chaˆıne´s en suivant la direction du flot. On utilise pour
cela la proce´dure de chaˆınage suivante en partant du maxima d’e´nergie maximum. On
associe au maximum courant m une zone Zc de recherche de´finie comme un rectangle
oriente´ par la direction du flot τ de hauteur 1 et de largeur proportionnelle a` l’e´chelle de
de´tection et de´cale´ de 1/2 dans la direction du flot :
Zc = {x ∈ m+ 1/2 τ + [0 , 1] τ + [−Kη ,Kη] τ⊥} . (3.149)
S’il existe plus d’un maximum dans cette zone, le chaˆınage s’arreˆte. Dans le cas ou` il existe
un unique maximum, on ve´rifie par deux test que celui-ci est compatible avec le maximum
courant. Le premier test ve´rifie que l’e´chelle associe´e a` ce maximum varie d’au plus un
facteur 2 par rapport au maximum courant. Le second ve´rifie que le maximum courant
est dans la zone de recherche associe´e au nouveau maximum dans l’autre direction. Si le
maximum n’est pas compatible, le chaˆınage s’arreˆte.
Les chaˆınes ainsi obtenues sont des chaˆınes de maxima que l’on segmente en fonction
de la direction du flot. En effet, on souhaite avoir des zones ou` le flot est plutoˆt horizontal,
c’est-a`-dire des zones ou` le flot n’est jamais strictement vertical et des zones ou` le flot est
plutoˆt vertical.
Soit {m1, . . . ,mn} une telle chaˆıne de maxima et {θ1, . . . , θn} les angles avec l’horizon-
tale correspondant. On de´finit un angle limite infe´rieur a` pi/2, par exemple pi/6, et on dit
qu’un maximum est strictement horizontal (respectivement vertical) si l’angle entre le flot
et l’horizontale (respectivement la verticale) est infe´rieur a` l’angle limite.
si |θi mod pi| 6 pi/6 le maxima mi est strictement horizontal (3.150)
si |(θi − pi/2) mod pi| 6 pi/6 le maxima mi est strictement vertical . (3.151)
On segmente alors les chaˆınes de maxima a` partir de ces germes horizontaux ou ver-
ticaux. Les maxima entre deux germes horizontaux sont dits horizontaux et les maxima
entre deux germes verticaux sont dits verticaux. De manie`re similaire, les maxima situe´s
aux extre´mite´s d’une chaˆıne ont la direction du premier ou du dernier germe. Finalement
il ne reste que le cas des maxima situe´s entre des germes horizontaux et verticaux.
Pour ceux-ci, le de´coupage se fait en prolongeant les deux choix de directions aux bords
de manie`re a` minimiser la somme des carre´s des e´carts entre l’angle du flot et la direction
choisie. Si la segmentation se fait entre les maxima m2 et mn−1 ou` m1 est strictement
horizontal et mn strictement vertical, on cherche le point de coupure j qui minimise∑
i6j
|θi mod pi|2 +
∑
j<i
|(θi − pi/2) mod pi)|2 (3.152)
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ou` les θi repre´sentent les angles des flots avec l’horizontale.
Le flot correspondant a` chaque morceau horizontal ou vertical est alors inte´gre´ et on
choisit pour le repre´senter la courbe inte´grale passant par le me´dian des maxima utilise´s.
Celui-ci est tel que les maxima soient re´partis en nombre identique de par et d’autre de la
courbe.
On obtient ainsi un ensemble de courbes verticales ou horizontales que l’on note Ci et
qui sont a` la base de l’obtention des domaines. La figure 3.4 pre´sente le re´sultat de cet
algorithme pour l’image de Lenna.
Figure 3.4 – Flot de´tecte´ par la me´thode pre´sente´e : les courbes sont les courbes inte´grales
choisies.
Les domaines Ωi sont obtenus a` partir d’un grass-fire horizontal/vertical issu de ces
contours : le domaine Ωi associe´ a` la courbe Ci horizontale est le domaine connexe contenant
la courbe Ci et tous les points situe´s a` une distance de Ci d’une part infe´rieure a` la distance
maximale d0 selon la direction verticale et d’autre part infe´rieure aux distances selon la
direction verticale des courbes horizontales et selon la direction horizontale des courbes
verticales. Les domaines associe´s a` des courbes verticales sont de´finis de manie`re identique
en e´changeant le roˆle des deux orientations.
Ces domaines s’obtiennent par l’algorithme de croissance des domaines suivant :
1. On initialise les domaines Ωi avec les courbes Ci obtenues pre´ce´demment, ces do-
maines correspondent a` l’ensemble des points a` une distance verticale/horizontale d
Bandelettes Frame de bandelettes : construction et application au de´bruitage 76
de 0 des courbes initiales.
2. Pour chaque domaine Ωi si le long de la courbe la largeur dans la direction verti-
cale/horizontale du domaine est e´gale a` d on teste si l’on peut e´tendre cette largeur
de 1 en ve´rifiant que le point suivant n’est pas dans un autre domaine.
3. Tant que d < d0, on incre´mente d et on revient a` l’e´tape 2.
Cet algorithme de croissance de domaines est appele´ grass-fire horizontal/vertical et est
illustre´ dans la figure 3.5.
(a) (b)
(c) (d)
Figure 3.5 – Grass-fire horizontal/vertical : (a) les 3 courbes de´finissant la ge´ome´trie de
de´part, (b) la premie`re e´tape du grass-fire avec la croissance des domaines horizontaux
d’un pixels vers le haut et le bas et la croissance des domaines verticaux d’un pixels vers
la gauche et la droite, (c) la seconde e´tape du grass-fire avec l’extension des domaines
obtenues a` la premie`re e´tape, (d) le re´sultat du grass-fire apre`s 5 e´tapes.
Cet algorithme de de´finition des domaines a` partir des courbes ne ne´cessite aucune
information autre que la position de celles-ci. Si on connaˆıt le gradient re´el, on peut cepen-
dant modifier la condition d’arreˆt de l’extension en incorporant un crite`re de compatibilite´
entre le flot induit par la courbe et le gradient en ce point afin de garantir la cohe´rence du
flot dans le domaine.
On obtient donc par ces proce´de´s des domaines Ωi associe´s a` des courbes Ci parame´tre´es
horizontalement ou verticalement qui sont adapte´s a` la fonction initiale f . La figure 3.6
pre´sente les domaines obtenus par grass-fire horizontal/vertical a` partir des flots de la
figure 3.4.
Dans la pratique, le nombre de domaines obtenus est souvent grand. Pour e´viter la
redondance due a` ceci, on peut alors chercher a` ne conserver qu’un certain nombre de
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Figure 3.6 – Domaines obtenus a` partir des flots de la figure 3.4 : les domaines sont
repre´sente´s ainsi que les courbes inte´grales des flots associe´s.
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ces domaines. On e´limine par exemple les domaines pour lesquelles la repre´sentation en
ondelettes isotropes est plus efficace en terme de nombre de coefficients au dessus d’un
seuil ou encore plus simplement ceux dont la longueur est petite comme dans la figure 3.7.
(a) (b)
Figure 3.7 – Se´lection des domaines : (a) les courbes inte´grales du flot de la figure 3.4
de longueur supe´rieur a` 20 pixels, (b) les domaines obtenus par grass-fire a` partir de ces
courbes se´lectionne´es.
3.3 De´bruitage
Le frame de bandelettes ainsi construit est redondant, il ne permet donc pas d’obtenir
des re´sultats d’approximation non-line´aire, une modification de celui-ci comme celle propo-
se´e dans le dernier chapitre, est ne´cessaire. Ses capacite´s d’approximation peuvent cepen-
dant eˆtre illustre´es par une application au de´bruitage. On utilise pour cela un algorithme
de seuillage comme il en a e´te´ utilise´ pour les les ondelettes [CD95] ou les curvelets [SCD].
On de´bute cette partie par un rappel sur le de´bruitage par seuillage.
3.3.1 De´bruitage par seuillage
Les estimateurs par seuillage introduit par Donoho et Johnstone [DJ94] forment une
famille d’estimateur simple et performant pour le de´bruitage d’un bruit blanc. Ils sont
de´finis a` partir d’une base orthonorme´e {gm}m∈Z par un ope´rateur diagonal dans cette
base. On de´termine la de´composition dans las base des donne´es bruite´es f˜ = f +W , ou`
W est un bruit blanc de variance σ2
f˜ =
∑
m
〈f˜ , gm〉 gm (3.153)∑
m
(〈f , gm〉+ 〈W , gm〉) gm (3.154)
f˜ =
∑
m
〈f , gm〉 gm +
∑
m
〈W , gm〉 gm (3.155)
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et on estime f par fˆ obtenu en modifiant les coefficients par des ope´rateurs de seuillage
ρ(T )
fˆ =
∑
m
ρT (〈f˜ , gm〉), gm . (3.156)
L’ope´rateur de seuillage peut-eˆtre dur
ρT (x) =
{
x si |x| > Tj
0 si |x| 6 Tj
(3.157)
ou doux
ρT (x) =

x− T si x > T
x+ T si x 6 −T
0 si |x| 6 T
. (3.158)
Le seuil T doit eˆtre choisi proportionnel a` l’e´cart type du bruit pour obtenir des re´sultats.
Dans la pratique, on choisit souvent T = 3σ.
Donoho et Johnstone [DJ94] montrent que les performances de cet estimateur sont
proches de celles d’un ope´rateur diagonal ide´al par se´lection ou atte´nuation et que les
performances de ces ope´rateurs de´pendent principalement de la vitesse de de´croissance
des coefficients dans la base et donc des performances d’approximation non-line´aire de
cette base.
Coifman et Donoho [CD95] montrent l’inte´reˆt d’introduire une invariance par trans-
lation dans la proce´dure pour ame´liorer les re´sultats. Ils obtiennent cette invariance en
utilisant une famille de bases translate´es formant un frame. La redondance due a` l’utilisa-
tion de plusieurs bases n’est pas geˆnante si chacune de ces bases repre´sente efficacement
le signal. Cette proce´dure se ge´ne´ralise alors a` l’usage des frames comme l’on fait par
exemple Starck et al. avec les curvelets [SCD]. On va maintenant construire un frame de
bandelettes invariant par translation.
3.3.2 Frame de bandelettes invariant par translation
Le frame de bandelettes pre´ce´demment construit est adapte´ a` la ge´ome´trie mais n’est
pas invariant par translation puisqu’il est base´ sur des de´compositions dans des bases
d’ondelettes anisotropes. On modifie le´ge`rement cette construction pour introduire une
invariance par translation sur chaque domaine.
Pour chaque domaine Ωi, la famille orthonorme´e de bandelettes est obtenues par le
proce´de´ de bandelettisation. On de´compose Wif en ondelettes isotropes et on modifie les
coefficients correspondants aux ondelettes isotropes inte´rieures pour obtenir des coefficients
correspondants a` des ondelettes anisotropes. On conserve ici le meˆme principe ici mais on
remplace la de´composition en ondelettes isotropes, dans laquelle un sous-e´chantillonnage
est effectue´ a` chaque e´chelle, par une de´composition dyadique en ondelettes isotrope dans
laquelle ce sous-e´chantillonnage n’est pas effectue´. Cette de´composition correspond donc
a` la de´composition dans l’union des translations des bases d’ondelettes isotropes et est
donc bien invariante par translation. Le passage des ondelettes isotropes aux ondelettes
anisotropes s’effectuent encore par des transforme´es en ondelettes monodimensionnelles
discre`tes a` trous : a` l’e´chelle 2j , les coefficients sur lesquels la transforme´e est effectue´e
sont ceux espace´s de 2j .
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En effectuant cette transformation sur chaque domaine, on obtient un frame de bande-
lettes invariant par translation adapte´ a` la ge´ome´trie de ceux-ci. Il reste encore a` estimer
cette ge´ome´trie.
3.3.3 Estimation de la ge´ome´trie
On a jusque ici suppose´ la ge´ome´trie connue, son estimation est pourtant une ne´cessite´
pour obtenir des re´sultats a` partir de la construction pre´ce´dente. Bien que ce proble`me
soit important, la question de l’estimation de la ge´ome´trie n’est pas le sujet central de
cette the`se, on ne propose ici qu’une me´thode ad-hoc dont on se contente de ve´rifier le
caracte`re raisonnable.
L’estimation de la ge´ome´trie doit eˆtre robuste au bruit pour eˆtre utilisable. La me´thode
de la section 3.2 est base´e sur le calcul de produits scalaires et on a ve´rifie´ que ceci
induisait une certaine forme de robustesse au bruit. L’e´tude pre´cise de cette robustesse
et des performances de l’estimation n’a pas e´te´ re´alise´e car de nouvelles techniques de
de´tection sont a` l’e´tude comme on le mentionne dans le dernier chapitre.
Le proce´de´ propose´ ne permet pas en particulier de de´tecter de direction lorsque les
contours sont peu marque´s ou inexistants comme dans le cas des textures directionnelles.
Les re´sultats obtenues avec cette me´thode sont cependant encourageants et une meilleure
de´tection de la ge´ome´trie ne pourrait que les ame´liorer.
3.3.4 Re´sultats nume´riques
Les figures concluant ce chapitre pre´sente les re´sultats de l’application d’un algorithme
de de´bruitage par seuillage dur dans un frame de bandelettes invariant par translation. Ces
re´sultats sont compare´s avec un algorithme similaire dans un frame d’ondelettes isotropes
invariant par translation. Ceci permet en effet de visualiser l’effet de l’introduction de la
ge´ome´trie.
Les expe´riences ont e´te´ re´alise´es pour deux images classiques, Lenna et Peppers, et deux
niveaux de bruits, σ = 25 et σ = 40. Pour chacune de ces expe´riences, on pre´sente l’image
originale, l’image bruite´e et les deux estimations, celle obtenue a` l’aide des bandelettes et
celle obtenue a` l’aide des ondelettes. On effectue alors un agrandissement sur une re´gion
inte´ressante pour souligner les diffe´rences entre les deux me´thodes.
De manie`re ge´ne´rale, le de´bruitage en bandelettes permet d’obtenir un gain en PSNR
par rapport au de´bruitage en ondelettes. Bien que ce gain soit faible, les images obtenues
avec les bandelettes semblent visuellement plus belles que les images obtenues avec les
ondelettes. La diffe´rence entre les deux reconstructions est localise´e aux voisinages des
contours et ceux-ci , bien que correspondant a` une faible surface et donc modifiant peu
le PSNR, ont une grande importance dans la perception des images. La diminution des
effets oscillants aux voisinages des contours obtenue graˆce a` l’introduction de la ge´ome´trie
augmente bien la qualite´ visuelle des estimations.
Ces re´sultats pratiques peuvent eˆtre justifie´s par les performances the´oriques d’ap-
proximation non-line´aire du frame de bandelettes que l’on e´tudie dans le chapitre suivant.
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(a) (b)
(c) (d)
Figure 3.8 – De´bruitage de Lenna avec σ = 25 : (a) image originale, (b) image bruite´e
(PSNR = 20.2 db), (c) image de´bruite´e avec les bandelettes (PSNR = 30.2 db), (d)
image de´bruite´e avec les ondelettes (PSNR = 29.7 db)
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(a) (b)
(c) (d)
Figure 3.9 – De´bruitage de Lenna avec σ = 25 (agrandissement) : (a) agrandissement de
l’image originale, (b) agrandissement de l’image bruite´e (PSNR = 20.2 db), (c) agrandis-
sement de l’image de´bruite´e avec les bandelettes (PSNR = 30.2 db), (d) agrandissement
de l’image de´bruite´e avec les ondelettes (PSNR = 29.7 db)
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(a ) (b)
(c) (d)
Figure 3.10 – De´bruitage de Lenna avec σ = 40 : (a) image originale, (b) image bruite´e
(PSNR = 16.1 db), (c) image de´bruite´e avec les bandelettes (PSNR = 27.0 db), (d)
image de´bruite´e avec les ondelettes (PSNR = 26.2 db)
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(a) (b)
(c) (d)
Figure 3.11 – De´bruitage de Lenna avec σ = 40 (agrandissement) : (a) agrandissement de
l’image originale, (b) agrandissement de l’image bruite´e (PSNR = 16.1 db), (c) agrandis-
sement de l’image de´bruite´e avec les bandelettes (PSNR = 27.0 db), (d) agrandissement
de l’image de´bruite´e avec les ondelettes (PSNR = 26.2 db)
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PSNR = 20.1 db
(a) (b)
(c) (d)
Figure 3.12 – De´bruitage de Peppers avec σ = 25 : (a) image originale, (b) image bruite´e
(PSNR = 20.1 db), (c) image de´bruite´e avec les bandelettes (PSNR = 30.3 db), (d)
image de´bruite´e avec les ondelettes (PSNR = 29.8 db)
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(a) (b)
(c) (d)
Figure 3.13 – De´bruitage de Peppers avec σ = 25 (agrandissement) : (a) agrandisse-
ment de l’image originale, (b) agrandissement de l’image bruite´e (PSNR = 20.1 db), (c)
agrandissement de l’image de´bruite´e avec les bandelettes (PSNR = 30.3 db), (d) agran-
dissement de l’image de´bruite´e avec les ondelettes (PSNR = 29.8 db)
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(a) (b)
(c) (d)
Figure 3.14 – De´bruitage de Peppers avec σ = 40 : (a) image originale, (b) image bruite´e
(PSNR = 16.1 db), (c) image de´bruite´e avec les bandelettes (PSNR = 27.0 db), (d)
image de´bruite´e avec les ondelettes (PSNR = 26.3 db)
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(a) (b)
(c) (d)
Figure 3.15 – De´bruitage de Peppers avec σ = 40 (agrandissement) : (a) agrandisse-
ment de l’image originale, (b) agrandissement de l’image bruite´e (PSNR = 16.1 db), (c)
agrandissement de l’image de´bruite´e avec les bandelettes (PSNR = 27.0 db), (d) agran-
dissement de l’image de´bruite´e avec les ondelettes (PSNR = 26.3 db)
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Nous pre´sentons ici la construction d’une transforme´e en ondelettes sur un intervalle
quelconque [A ,B] introduite simultane´ment par Andersson et al. [AHJP94] et Cohen et
al. [CDV93]. Une e´tude de la re´gularite´ des ondelettes de bords est e´galement propose´e. Elle
permet apre`s une e´tude des proprie´te´s de la transformation discre`te associe´e de controˆler
le support et la re´gularite´ des bandelettes de bords.
A partir de cette annexe, on note K les constantes apparaissant dans les diffe´rentes
estimations. Par souci de simplicite´, on se permet de faire varier la constante K d’une
ligne a` l’autre tant que cette variation n’est pas essentielle.
3A.1 Ondelettes sur l’intervalle
La construction reprise ici est celle de Andersson et al. [AHJP94] avec quelques chan-
gements de notations et quelques pre´cisions supple´mentaires.
On part d’une famille d’ondelettes a` support compacts ψj,k et ses fonctions d’e´chelle
associe´es φj,k de´finies par Daubechies [Dau98].
Soit un intervalle [A ,B], pour chaque e´chelle 2j , on de´finit
Sj = {k, S(φj,k) ∩ [A ,B] 6= ∅} (3A.1)
Sj,I = {k, S(φj,k−1) et S(φj,k+1) ⊂ [A ,B]} . (3A.2)
Si le support de φ est [0 , 2N − 1], ces ensembles se re´duisent a`
Sj = {k, 2−jA− (2N − 1) < k < 2−jB} (3A.3)
Sj,I = {k, 2−jA+ 1 6 k 6 2−jB − (2N − 1)− 1} . (3A.4)
On de´finit les comple´ments a` gauche et a` droite des Sj,I dans Sj par
Sj,L = {k, 2−jA− (2N − 1) < k < 2−jA+ 1} (3A.5)
Sj,R = {k, 2−jB − (2N − 1)− 1 < k < 2−jB} . (3A.6)
On suppose que ces comple´ment sont disjoints. Ceci revient a` imposer une e´chelle maxi-
male.
Dans la construction des espaces multire´solutions, on impose que chacun de ces espaces
contienne les polynoˆmes jusque a` un degre´ N − 1 donne´. Pour ceci, la premie`re ide´e est
d’utiliser l’espace engendre´ par les restrictions a` [A ,B] des fonctions φj,k avec k ∈ Sj ,
malheureusement l’orthogonalisation de cette famille est trop mal conditionne´e pour eˆtre
utilisable en pratique. L’ide´e de Andersson et al. [AHJP94] et de Cohen et al. [CDV93] est
de ne conserver que les fonctions d’e´chelle φj,k dont le support est a` l’inte´rieur de [A ,B] et
d’ajouter des fonctions permettant la reconstruction des polynoˆmes jusqu’au degre´ N − 1.
Pour obtenir cela, on introduit la restriction a` [A ,B] des projections des polynoˆmes
(x−A)p et (x−B)p sur les fonctions d’e´chelle localise´es aux bords gauche et droit et qui
ne sont pas dans l’ensemble des fonctions d’e´chelle inte´rieures :
(x−A)pj,L =
{∑
k∈Sj,L〈2−j/2(2j(x−A))p , φj,k〉φj,k(x) si x ∈ [A ,B]
0 sinon
(3A.7)
(x−A)pj,L =
{∑
k∈Sj,L〈(x−A)
p
j , φj,k〉φj,k(x) si x ∈ [A ,B]
0 sinon
(3A.8)
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et
(x−B)pj,R =
{∑
k∈Sj,R〈2−j/2(2j(x−B))p , φj,k〉φj,k(x) si x ∈ [A ,B]
0 sinon
(3A.9)
(x−B)pj,R =
{∑
k∈Sj,R〈(x−B)
p
j , φj,k〉φj,k(x) si x ∈ [A ,B]
0 sinon
. (3A.10)
L’espace multire´solution Vj[A ,B] a` l’e´chelle 2
j est alors de´fini par
Vj[A ,B] = Vect
{
{(x−A)kj,L}k∈[0 ,N−1], {φj,k}k∈Sj,I , {(x−B)kj,R}k∈[0 ,N−1]
}
. (3A.11)
Ces trois ensembles sont orthogonaux par construction. Pour trouver une base orthonorme´e
de cet espace, il suffit d’en trouver une pour les ensembles de bords. Celle-ci est obtenue par
un proce´de´ de type Gramm-Schmidt base´ sur la de´composition de Cholevski. On obtient
ainsi une base orthogonale de Vj [A ,B] :
Vj[A ,B] = Vect
{
ϕLj,k
}
k∈(2−jA−N,2−jA+1) ⊕Vect {φj,k}k∈Sj,I
⊕Vect {ϕRj,k}k∈(2−jB−(2N−1)−1,2−jB−(N−1)) (3A.12)
Vj[A ,B] = Vect {ϕj,k}k∈(2−jA−N,2−jB−(N−1)) . (3A.13)
Ces espaces Vj [A ,B] forment une suite de´croissante :
· · · ⊃ Vj−1[A ,B] ⊃ Vj[A ,B] ⊃ Vj+1[A ,B] ⊃ · · · (3A.14)
En effet, si k ∈ Sj,I,
φj,k =
∑
k′∈Sj−1,I
〈φj,k , φj−1,k′〉φj−1,k′ (3A.15)
et
(x−A)pj,L =
∑
k∈Sj,L
〈2−j/2(2j(x−A))p , φj,k〉φj,k[A ,B] (3A.16)
=
∑
k∈Sj,L
〈2−j/2(2j(x−A))p , φj,k〉
∑
k′∈Sj−1
〈φj,k , φj−1,k′〉φj−1,k′ [A ,B] (3A.17)
=
∑
k′∈Sj−1
∑
k∈Sj,L
〈2−j/2(2j(x−A))p , φj,k〉〈φj,k , φj−1,k′〉φj−1,k′ [A ,B] (3A.18)
=
∑
k′∈Sj−1,L
∑
k∈Sj,L
〈2−j/2(2j(x−A))p , φj,k〉〈φj,k , φj−1,k′〉φj−1,k′ [A ,B]
+
∑
k′∈Sj−1,I
∑
k∈Sj,L
〈2−j/2(2j(x−A))p , φj,k〉〈φj,k , φj−1,k′〉φj−1,k′ [A ,B]
(3A.19)
(x−A)pj,L = 21/2+p(x−A)pj−1,L
+
∑
k′∈Sj−1,I
∑
k∈Sj,L
〈2−j/2(2j(x−A))p , φj,k〉〈φj,k , φj−1,k′〉φj−1,k′ . (3A.20)
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On montre de meˆme
(x−B)pj,L = 21/2+p(x−B)pj−1,L
+
∑
k′∈Sj−1,I
∑
k∈Sj,L
〈2−j/2(2j(x−B))p , φj,k〉〈φj,k , φj−1,k′〉φj−1,k′ . (3A.21)
Les espaces de de´tails Wj [A ,B] sont de´finis comme les comple´ments orthogonaux de
Vj [A ,B] dans Vj−1[A ,B] comme dans la construction des ondelettes classiques.
La dimension de ces espaces peut eˆtre de´termine´e :
dimVj[A ,B] = |{k, 2−jA 6 k 6 2−jB}| (3A.22)
dimVj[A ,B] ' 2−j |B −A| (3A.23)
dimWj[A ,B] = dimVj−1[A ,B]− dimVj [A ,B] (3A.24)
= |{k, 2−j−1A 6 k 6 2−j−1B}| − |{k, 2−jA 6 k 6 2−jB}| (3A.25)
dimWj[A ,B] ' 2−j |B −A| . (3A.26)
Les ondelettes associe´es a` ses espaces de de´tails doivent maintenant eˆtre de´finies. Toutes
les ondelettes ψj,l obtenues uniquement a` partir des fonctions d’e´chelle φj−1,k avec k ∈
Sj−1,I sont dans l’espace Wj [A ,B]. Ceci est le cas si l satisfait
l ∈ {k, 2−jA+N − 1 + 1/2 6 k 6 2−jB −N − 1/2} (3A.27)
l ∈ Tj,I . (3A.28)
Les e´quations (3A.20) et (3A.21) montrent que (x− A)kj−1,L et (x− B)kj−1,R sont des
combinaisons de fonctions de Vj[A ,B] et de fonctions dans {φj−1,k}k∈Sj−1,I , il suffit donc
de montrer que ces dernie`res peuvent eˆtre engendre´es par l’ensemble des ondelettes.
Les ondelettes de´ja` introduites permettent d’obtenir les φj−1,k pour
{k, 2−(j−1)A+ 2 + 2(N − 1) 6 k 6 2−(j−1)B − 2(2N − 1)− 2 + 1} (3A.29)
mais ne suffisent pas pour les φj−1,k restants
2−(j−1)A+ 1 6 k < 2−(j−1)A+ 2 + 2(N − 1) (3A.30)
et
2−(j−1)B − 2(2N − 1)− 1 < k 6 2−(j−1)B − (2N − 1)− 2 . (3A.31)
On suppose dans la suite que ces ensembles sont disjoints.
Pour le bord de gauche, on introduit l’ensemble de fonctions
ψlj,L = φj−1,2−(j−1)A+2+2(N−1)−2l−1 − PVj [A ,B]ψj−1,2−(j−1)A+2+2(N−1)−2k−1
∀l, 2−(j−1)A+ 1 6 2−(j−1)A+ 2 + 2(N − 1)− 2l − 1 < 2−(j−1)A+ 2 + 2(N − 1)
∀l, 2−jA+ 1/2 6 2−jA+ 1 + (N − 1)− l − 1/2 < 2−jA+ 1 + (N − 1) .
(3A.32)
Ceci donne N − 1 + tL fonctions, ou` tL est donne´ par la position de A, qui sont toutes a`
support dans
[A ,A + 2(j−1)(2 + 2(N − 1)− 3 + (2N − 1)) + 2j(2N − 1)]
= [A ,A + 2j(2(2N − 1))] . (3A.33)
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De sorte que, de`s que k > 2−jA + 5N − 3, ces fonctions sont orthogonales aux ψj,k. La
meˆme proce´dure pour le bord droit donne un ensemble de N − 1 + tR fonctions ψlj,R
avec des proprie´te´s de support et donc d’orthogonalite´ similaires. De plus ces fonctions
permettent d’engendrer les fonctions voulues.
Finalement, par un argument de dimension, on en de´duit que les ensembles
{ψLj,l} ∪ {ψj,k}k∈Tj,I ∪ {ψRj,l} (3A.34)
forment une base de Wj [A ,B] qui est orthogonalise´e pour obtenir une base orthogonale
{ψ¯j,k} . (3A.35)
Dans cette base, ψ¯j,k = ψj,k si k ∈ Tj,I ou bien alors S(ψ¯j,k) ⊂ [A ,A + (6N − 3)2j ] ou
S(ψ¯j,k) ⊂ [B − (6N − 2)2j , B]. La proprie´te´ la plus importante est que la plupart des
ondelettes sont celles qui apparaissent dans la multire´solution de R, VjR.
A` ce sche´ma de multire´solution est associe´ un algorithme rapide de transformation
comme dans le cas des ondelettes discre`tes.
3A.2 Re´gularite´ des ondelettes de bords
La re´gularite´ des ondelettes de bords est e´tudie´e car elle est utilise´e dans la de´monstra-
tion d’approximation non line´aire en bandelettes. On montre que les de´rive´es des fonctions
d’e´chelle sont uniforme´ment borne´es de`s que les de´rive´es de la fonction d’e´chelle de de´part
le sont.
Pour de´montrer cela, on e´tudie la continuite´ de l’ope´rateur qui cre´e les fonctions
d’e´chelle de bords.
Les fonctions d’e´chelle de bords ϕpj,L,A sont de´finies par un proce´de´ d’orthonormalisa-
tion de Gramm-Schmidt a` partir des projections des polynoˆmes de bords (x−A)kj,L. Pour
eˆtre plus pre´cis, si M est la matrice de´finie par
Mp,q = 〈(x−A)pj,L , (x−A)qj,L〉[A ,B]| (p, q) ∈ [0 , N − 1]2 (3A.36)
et C la de´composition de Cholevski de M (M = CCt) alors en posant G = C−1
ϕpj,L,A =
∑
q
Gp,q (x−A)qj,L . (3A.37)
On rappelle que (x−A)pj,L est de´fini par
(x−A)pj,L =
{∑
k∈Sj,L〈(x−A)
p
j , φj,k〉φj,k(x) si x ∈ [A ,B]
0 sinon
. (3A.38)
On peut donc e´crire
ϕpj,L,A =
∑
q
Gp,q
∑
k∈Sj,L
〈(x−A)q , φj,k〉φj,k [A ,B] . (3A.39)
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On introduit alors une version non restreinte a` [A ,B] de ces fonctions
ϕ˜pj,L,A =
∑
q
Gp,q
∑
k∈Sj,L
〈(x−A)qj , φj,k〉φj,k (3A.40)
=
∑
k∈Sj,L
∑
q
Gp,q〈(x−A)qj , φj,k〉φj,k (3A.41)
ϕ˜pj,L,A =
∑
k∈Sj,L
T p,κ φj,k . (3A.42)
On e´tudie la de´pendance de T p,κ en j et A pour montrer qu’ils de´pendent continuˆment
de 2−jA mod [1]. Un argument de compacite´ donne alors une borne uniforme sur les T p,k
et donc une borne uniforme sur les de´rive´es des ϕ˜pj,L,A. Comme les fonctions d’e´chelle de
bords sont des restrictions de ces fonctions, on aura le re´sultat souhaite´.
Revenons a` Mp,q, on a
Mp,q = 〈(x−A)pj,L , (x−A)qj,L〉[A ,B] (3A.43)
= 〈
∑
k∈Sj,L
〈(x−A)pj , φj,k〉φj,k ,
∑
l∈Sj,L
〈(x−A)qj , φj,l〉φj,l〉[A ,B] (3A.44)
Mp,q =
∑
k∈Sj,L
∑
l∈Sj,L
〈(x−A)pj , φj,k〉〈(x−A)qj , φj,l〉〈φj,k , φj,l〉[A ,B] (3A.45)
or
〈(x−A)p , φj,k〉 =
∫ +∞
−∞
(y + k − 2−jA)pφ(y) dy (3A.46)
et
〈φj,k , φj,l〉[A ,B] =
∫ +∞
2−jA−k
φ(y + k − l)φ(y) dy . (3A.47)
Ces inte´grales sont continues en 2−jA mais ne sont pas pe´riodiques. Cependant du fait de
la sommation,
Mp,q(2−jA) =Mp,q(2−jA+ 1) . (3A.48)
Mp,q de´pend donc continuˆment de 2−jA mod [1]. Il en est donc de meˆme pour M , pour
sa de´composition de Cholevski C et pour son inverse G. Finalement les Gp,q sont continus
en 2−jA mod [1] comme le sont les Gp,q〈(x−A)qj , φj,k〉φj,k et donc les T p,k.
On note de plus que
ϕpj,L,x =
1
2j/2
φp
0,L,2jx
(x/2j) . (3A.49)
On peut alors choisir  > 0 et pour tout x ∈ [0 , 1] il existe une distance ηx telle que
∀y, |y − x| 6 ηx, ∀(p, k), |T p,k(x)− T p,k(y)| 6  . (3A.50)
Comme [0 , 1] = ∪x∈[0 ,1]B(x, ηχ) et que [0 , 1] est un compact, on peut extraire une famille
finie de xi telle que [0 , 1] = ∪iB(xi, ηxi).
Pour tout (j,A), soit xi le xl le plus proche de 2
−jA mod [1],
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T p,k(2−jA) = T p,k(xi) + (T p,k(2−jA)− T p,k(xi)) (3A.51)
avec
∀(p, k), (T p,k(2−jA)− T p,k(xi)) 6  . (3A.52)
Ceci donne
ϕ˜pj,L,A(A) =
∑
k∈Sj,L
T p,k(2−jA)φj,k (3A.53)
=
∑
k∈Sj,L
(T p,k(xi) + (T
p,k(2−jA)− T p,k(xi)))φj,k (3A.54)
ϕ˜pj,L,A(A) = ϕ˜
p
j,L,2jxi
+
∑
k∈Sj,L
(T p,k(2−jA)− T p,k(xi))φj,k . (3A.55)
Les fonctions d’e´chelle de bords peuvent donc eˆtre vues comme des petites perturbations
de dilatations dyadiques d’un nombre fini de fonctions d’e´chelle.
En passant maintenant aux de´rive´es, on obtient
∂β
∂uβ
(ϕ˜pj,L,A)(u) =
∂β
∂uβ
(ϕ˜p
j,L,2jxi
)(u) +
∑
k∈Sj,L
(T p,k(2−jA)− T p,k(xi)) ∂
β
∂uβ
(φj,k)(u)
(3A.56)
d’ou`
| ∂
β
∂uβ
(ϕ˜pj,L,A)(u)| 6
∂β
∂uβ
(ϕ˜p
j,L,2jxi
(u) + (2N + 2)
∂β
∂uβ
(φj,k)(u) (3A.57)
6 max
i
(‖ ∂
β
∂uβ
(ϕ˜p
j,L,2jxi
)(u)‖∞) + (2N + 2)‖ ∂
β
∂uβ
(φj,k)(u)‖∞ (3A.58)
6 2−βj 2−j/2max
i
(‖ ∂
β
∂uβ
(ϕ˜p0,L,xi)‖∞)
+ (2N + 2) 2−βj 2−j/2‖ ∂
β
∂uβ
(φ0,k)(u)‖∞
(3A.59)
| ∂
β
∂uβ
(ϕ˜pj,L,A)(u)| 6 2−βj 2−j/2(maxi (‖
∂β
∂uβ
(ϕ˜p0,L,xi)‖∞) + (2N + 2)‖
∂β
∂uβ
(φ0,k)(u)‖∞)
(3A.60)
| ∂
β
∂uβ
(ϕ˜pj,L,A)(u)| 6 K2−βj 2−j/2 . (3A.61)
Ceci donne la borne uniforme sur toutes les de´rive´es des fonctions d’e´chelle.
La borne uniforme sur les de´rive´es des ondelettes est obtenue a` l’aide du support fini
des filtres reliant les fonctions d’e´chelle a` l’e´chelle 2j−1 et les ondelettes a` l’e´chelle 2j .
ψLj,i =
∑
g[n, l, i]ϕn,i−1 . (3A.62)
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On utilise alors l’orthonormalite´ des fonctions d’e´chelle qui impose que chaque coefficient
g[n, l, i] soit borne´ par 1
‖(ψLj,i)(β)‖∞ = ‖
∑
g[n, l, i]ϕ
(β)
n,i−1‖∞ (3A.63)
6
∑
|g[n, l, i]|‖ϕ(β)n,i−1‖∞ (3A.64)
d’ou`
6 (4N + 4)2−β(j−1)2−(j−1)/2max(K, ‖ ∂
β
∂uβ
(φ0,k)(u)‖∞) (3A.65)
‖(ψLj,i)(β)‖∞ 6 K 2−βj 2−j/2 (3A.66)
et on obtient bien la borne souhaite´e.
3A.3 Transforme´e en ondelettes discre`tes
sur l’intervalle
Il existe une transforme´e en ondelettes discre`tes naturellement associe´e a` la transforme´e
en ondelettes pre´ce´dente. Pour toute e´chelle 2j et tout re´el A, l’espace Vj[A ,A + l 2
j ] est
un espace de dimension l. Il existe donc une bijection de Rl dans l’espace Vj[A ,A+l 2
j ] via
la de´composition dans la base orthonorme´e φj,k. La transforme´e continue sur l’intervalle
de´finie pre´ce´demment induit une transformation discre`te sur des suites de taille l pour
chaque choix de j et de A. On e´tudie ensuite l’effet de ces choix.
Cette liberte´ de choix est un avantage de`s que l’on extrait des suites les unes des
autres. Supposons que nous ayons une suite de taille l et qu’on en extrait une suite de
taille l′ < l commenc¸ant en k. Pour tout choix d’une e´chelle 2j et d’un re´el A, l’espace
Vj [A ,A + l 2
j ] est de dimension l et l’espace Vj [A + k 2
j , A + (k + l′)2j ] de dimension l′.
Par construction, les fonctions d’e´chelle inte´rieures de l’espace Vj[A+ k2
j , A+ (k + l′)2j ]
sont e´galement des fonctions d’e´chelle inte´rieures de l’espace Vj [A ,A + l 2
j ]. De meˆme,
les ondelettes inte´rieures de l’espace Wj+1[A + k2
j , A + (k + l′)2j ] sont e´galement des
ondelettes inte´rieures de l’espace Wj[A ,A+ l 2
j ].
On pourrait espe´rer que pour une suite donne´e c = (c1, . . . , ck, .., ck+l′−1, . . . cl), l’image
fc de c dans Vj[A ,A+ l 2
j ] et l’image f˜c de (ck, .., ck+l′−1) dans Vj [A+ k 2j , A+(k+ l′)2j ]
soient relie´es par
fc(x) = f˜c(x) ∀x ∈ [A+ k 2j , A+ (k + l′)2j ] . (3A.67)
Ceci n’est malheureusement pas le cas puisque les fonctions d’e´chelle de bord sont diffe´-
rentes mais ceci est vrai sur un intervalle plus restreint
fc(x) = f˜c(x) ∀x ∈ [A+ k 2j + 6N2j , A+ (k + l′)2j − 6N2j ] . (3A.68)
Il en re´sulte que de`s que nous serons suffisamment e´loigne´s des bords, les coefficients
d’ondelettes inte´rieures seront identiques dans les deux sche´mas. Cette proprie´te´, que l’on
peut qualifier de proprie´te´ d’alignement de phase, est tre`s importante puisqu’elle signifie
que la plupart des coefficients d’ondelettes de la se´quence extraite sont eux-meˆmes extraits
des coefficients d’ondelettes de la se´quence totale.
Le parame`tre A peut eˆtre choisi arbitrairement, par exemple A = 0. Aucun choix
n’est plus naturel qu’un autre pour l’e´chelle 2j sauf si la suite est elle-meˆme une suite de
coefficients d’e´chelle a` une certaine e´chelle.
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3A.4 Ondelettes de bord et sche´ma discret
Soit 2j une e´chelle et soit f une fonction appartenant a` Vect {{φj,k1}m6k16M} , f se
de´compose dans cette base en
f =
∑
m6k16M
c[k1]φj,k1 . (3A.69)
On introduit alors l’application F qui envoie cette fonction dans Vj [m2
j ,M2j ] par
φj,k1 7→ ϕj,k1 , ∀j, ∀k1. (3A.70)
Elle transforme une base orthonorme´e en une base orthonorme´e et ne modifie f qu’a` une
distance plus petite que 3N2j des bords.
La transforme´e en ondelette de Vj [m2
j ,M2j ] donne une base d’ondelettes {ψ¯j1,k1}.
L’image de cette base par F−1 est une base orthonorme´ d’ondelettes ψ˜j1,k1 de l’espace
vectoriel Vect {{φj,k1}m6k16M} et c’est la base qui apparaˆıt dans le proce´de´ de bandelet-
tisation.
D’apre`s les proprie´te´s de F , les ondelettes ψ˜j1,k1 a` une distance supe´rieure a` 3N2
j des
bords sont simplement les ψ¯j1,k1 . De plus le support des ondelettes ψ˜j1,k1 plus proche des
bords est diffe´rent du support de ψ¯j1,k1 d’une longueur d’au plus 6N2
j . Le support de
ces ondelettes ψ¯j1,k1 e´tant de longueur au plus 6N2
j1 , les ondelettes ψ˜j1,k1 ont un support
d’au plus 12N2j1 .
Les ψ˜j1,k1 sont donc exactement les ondelettes de de´part ψj1,k1 de`s que ψ¯j1,k1 est a` une
distance plus grande que 3N2j du bords. A l’exception de l’e´chelle 2j+1, c’est le cas pour
toutes les ondelettes ψ¯j1,k1 inte´rieures. A` l’e´chelle 2
j+1, c’est e´galement le cas pour toutes
les ondelettes inte´rieures sauf les 4N +1 premie`res et dernie`res. Les ondelettes inte´rieures
sont donc presque toutes identiques aux ondelettes de de´part.
De plus, on peut controˆler la norme L1 des ondelettes ψ˜j1,k1 restante : ces fonctions
sont de norme 1 et ont un support de taille au plus 12N2j1 , on a donc
‖ψ˜j1,k1‖1 6
∫
x
|ψ˜j1,k1 |dx (3A.71)
6
∫
x
1x∈S(ψ˜j1,k1)|ψ˜j1,k1 |dx (3A.72)
6 (
∫
x
12
x∈S(ψ˜j1,k1 )
dx)1/2(
∫
x
|ψ˜j1,k1 |2dx)1/2 (3A.73)
6 (12N2j1)1/2(1)1/2 (3A.74)
‖ψ˜j1,k1‖1 6
√
12N2j1/2 . (3A.75)
Ceci permet d’obtenir une de´croissance minimale pour les coefficients d’ondelettes corres-
pondant a` ces ondelettes.
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3A.5 Re´gularite´ des ondelettes de bords mo-
difie´es
Les fonctions d’e´chelle sont modifie´es par cette transformation F−1. On va donc regar-
der la re´gularite´ de F−1ϕpj1,L pour obtenir la re´gularite´ des ondelettes de bords.
ϕpj1,L =
∑
q
〈ϕpj1,L , ϕ
q
j,L〉ϕqj,L +
∑
k∈Sj,I
〈ϕpj1,L , φj,k〉φj,k (3A.76)
donc
F−1ϕpj,L =
∑
q
〈ϕpj1,L , ϕqj, L〉φj,k(q) +
∑
k∈Sj0,I
〈ϕpj1,L , φj,k〉φj,k (3A.77)
et
F−1ϕpj,L − ϕpj,L =
∑
q
〈ϕpj1,L , ϕ
q
j,L〉 (φj,k(q) − ϕqj,L) . (3A.78)
On regarde maintenant le produit scalaire 〈ϕpj1,L , ϕ
q
j,L〉, on a
〈ϕpj1,L , ϕ
q
j,L〉 = 〈
∑
k
T p,k(2−j1A)φj1,k[A ,B] , l〉
∑
l
T q,l(2−jA)φj,l[A ,B] (3A.79)
=
∑
k
∑
l
T p,k(2−j1A)T q,l(2−jA)〈φj1,k[A ,B] , φj,l[A ,B]〉 (3A.80)
〈ϕpj1,L , ϕ
q
j,L〉 =
∑
k
∑
l
T p,k(2−j1A)T q,l(2−jA)〈φj1,k , φj,l〉[A ,B] (3A.81)
donc
|〈ϕpj1,L , ϕ
q
j,L〉| 6 (2N + 2)2 sup(|T p,k(x)|) sup(|〈φj1,k , φj,l〉[A ,B]|) (3A.82)
|〈ϕpj1,L , ϕ
q
j,L〉| 6 K2(j−j1)/2 (3A.83)
puisque les T p,k sont borne´s et
|〈φj1,k , φj,l〉[A ,B]| = |
∫ B
A
φj1,kφj,l| (3A.84)
6
∫
|φj1,k||φj,l| (3A.85)
|〈φj1,k , φj,l〉[A ,B]| 6 K2(j−j1)/2 . (3A.86)
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Ceci donne finalement
∀x ∈ (A,B), | ∂
β
∂xβ
(F−1ϕpj1,L − ϕ
p
j1,L
)(x)| = |
∑
q
〈ϕpj1,L , ϕ
q
j,L〉
∂β
∂xβ
(φj,k(β) − ϕqj,L)(x)|
(3A.87)
6
∑
q
|〈ϕpj1,L , ϕ
q
j,L〉||
∂β
∂xβ
(φj,k(q) − ϕqj,L)(x)|
(3A.88)
6 (N + 1)K2(j−j1)/22−βj2−j/2 (3A.89)
|(F−1ϕpj1,L − ϕ
p
j1,L
)(x)| 6 K2−j1/22−βj (3A.90)
on en de´duit
∀x ∈ (A,B), | ∂
β
∂xβ
(F−1ϕpj1,L)(x)| = |
∂β
∂xβ
(F−1ϕpj1,L − ϕ
p
j1,L
)(x)
+
∂β
∂xβ
(ϕpj1,L)(x)|
(3A.91)
6 | ∂
β
∂xβ
(F−1ϕpj1,L − ϕ
p
j1,L
)(x)|
+ | ∂
β
∂xβ
(ϕpj1,L)(x)|
(3A.92)
6 K2−j1/22−βj +K2−j1/22−βj1 (3A.93)
| ∂
β
∂xβ
(F−1ϕpj,L)(x)| 6 K2−j1/22−βj . (3A.94)
Par construction, il existe  tel qu’aucune fonction d’e´chelle inte´rieure ne rencontre
(−∞, A+ ), ceci implique que
∀x ∈ (−∞, A+ ), | ∂
β
∂xβ
(F−1ϕpj1,L)(x)| = |
∑
q
〈ϕpj1,L , ϕ
q
j,L〉
∂β
∂xβ
(φj,k(q))(x)| (3A.95)
6
∑
β
|〈ϕpj1,L , ϕ
q
j,L〉||
∂β
∂xβ
(φj,k(q))(x)| (3A.96)
6 (N + 1)K2(j−j1)/22−βj2−j/2 (3A.97)
| ∂
β
∂xβ
(F−1ϕpj1,L)(x)| 6 K2−j1/22−βj . (3A.98)
Finalement, on obtient
‖ ∂
β
∂xβ
(F−1ϕpj,L)(x)‖∞ 6 K2−j/22−βj0 (3A.99)
qui permet le controˆle de la re´gularite´ des ondelettes de bords modifie´es.
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Dans cette annexe, on suppose que f est telle que, en dehors d’une courbe C dont les
de´rive´s secondes de la parame´trisation normales sont borne´es, les de´rive´s partielles d’ordre
α sont borne´es. Les noyaux de lissage gη et hs sont de´finis a` partir de deux noyaux de
lissages g et h a` support dans [−1 , 1]2 et strictement positif sur [−1/2 , 1/2]2 tels que
‖g‖1 = 1 ‖h‖1 = 1 (3B.1)
gη(x) =
1
η2
g(
x
η
) hs(x) =
1
s2
h(
x
s
) . (3B.2)
On note K les constantes apparaissant dans les diffe´rentes estimations. Par souci de
simplicite´, on se permet de faire varier la constante K d’une ligne a` l’autre tant que cette
variation n’est pas essentielle.
3B.1 Norme du gradient lisse´ au voisinage
de la singularite´
On note ‖∇f‖r∞ la norme maximum du gradient de f en dehors des contours ou` elle
est singulie`re. On peut alors de´montrer le lemme suivant
Lemme 3B.1. Il existe une e´chelle de lissage s0, une constante K et une constante K
′
telles que si (s+ η) 6 s0 et si le saut le long de la courbe C est plus grand que λ alors
– de`s que la distance d’un point x a` la courbe est supe´rieure a` K(s+ η),
|∇(gη ? fs)(x)| 6 ‖∇f‖r∞ , (3B.3)
– le long de toutes lignes traversant la discontinuite´ on trouve un maximum de (gη ? fs)
et ce maximum en x′ satisfait
|∇(gη ? fs)(x′)| > K ′ 1
η + s
λ gmin tan(pi/6) . (3B.4)
De´monstration. On utilise la commutativite´ de la convolution
gη ? fs = gη ? (hs ? f) (3B.5)
gη ? fs = (hs ? gη) ? f (3B.6)
et on e´tudie gη ? fs comme une le´ge`re modification de hs ? f si η 6 s et comme une le´ge`re
modification de gη ? f si s 6 η.
Dans les deux cas, de`s que le point x est a` une distance supe´rieure a` s + η d’une
singularite´ de f , la fonction gη ? fs est re´gulie`re et |∇(gη ? fs)(x)| 6 ‖∇f‖r∞.
Les hypothe`ses sur g et h sont syme´triques, on se place donc par exemple dans le cas
s 6 η. Suivant la direction de la tangente a` la courbe au point (x1, x2), on montre que le
long de la direction horizontale ou verticale la norme du gradient reste plus grande que
4‖∇f‖r∞ au moins dans un voisinage de (x1, x2) de largeur 1/4η.
Si la tangente a` la courbe fait un angle infe´rieur a` pi/3 avec la direction horizontale,
par re´gularite´, l’angle reste infe´rieure a` 5pi/12 sur un voisinage. On prouve alors que le
long de la direction verticale, il existe une zone telle que ‖∇(gη ? f)‖ > 4‖∇f‖r∞.
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Par hypothe`se, f fait un saut de hauteur supe´rieure a` λ le long de la courbe. Le long
de la direction verticale, on peut donc e´crire f(x) = f(x1, x2) comme la somme d’un
Heavyside et d’une partie re´gulie`re.
f(x1, x2) = λ(x1, c(x1))H(x2 − c(x1)) + r(x1, x2) . (3B.7)
Ceci implique
gη ? f(x) =
∫
1
η2
g(
u
η
) f(x− u) du (3B.8)
=
∫ +∞
−∞
∫ +∞
−∞
1
η2
g(
u1
η
,
u2
η
) f(x1 − u1, x2 − u2) du1 du2 (3B.9)
=
∫ +∞
−∞
∫ +∞
−∞
1
η2
g(
u1
η
,
u2
η
)
× (λ(x1 − u1, c(x1 − u1))H(x2 − u2 − c(x1 − u1))
+ r(x1 − u1, x2 − u2)) du1 du2
(3B.10)
=
∫ +∞
−∞
∫ +∞
−∞
1
η2
g(
u1
η
,
u2
η
)λ(x1 − u1, c(x1 − u1))
×H(x2 − u2 − c(x1 − u1)) du1 du2
+
∫ +∞
−∞
∫ +∞
−∞
1
η2
g(
u1
η
,
u2
η
) r(x1 − u1, x2 − u2) du1 du2
(3B.11)
gη ? f(x) =
∫ +∞
−∞
∫ x2−c(x1−u1)
−∞
1
η2
g(
u1
η
,
u2
η
)λ(x1 − u1, c(x1 − u1)) du2 du1
+
∫ +∞
−∞
∫ +∞
−∞
1
η2
g(
u1
η
,
u2
η
) r(x1 − u1, x2 − u2) du1 du2 .
(3B.12)
Si on de´rive maintenant selon x2, on obtient
∂
∂x2
(gη ? f)(x) =
∂
∂x2
∫
1
η2
g(
u
η
) f(x− u) du (3B.13)
=
∂
∂x2
∫ +∞
−∞
∫ x2−c(x1−u1)
−∞
1
η2
g(
u1
η
,
u2
η
)λ(x1 − u1, c(x1 − u1)) du2 du1
+
∂
∂x2
∫ +∞
−∞
∫ +∞
−∞
1
η2
g(
u1
η
,
u2
η
) r(x1 − u1, x2 − u2) du1 du2
(3B.14)
=
∫ +∞
−∞
∂
∂x2
∫ x2−c(x1−u1)
−∞
1
η2
g(
u1
η
,
u2
η
)λ(x1 − u1, c(x1 − u1)) du2 du1
+
∫ +∞
−∞
∫ +∞
−∞
1
η2
g(
u1
η
,
u2
η
)
∂
∂x2
r(x1 − u1, x2 − u2) du1 du2
(3B.15)
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∂
∂x2
(gη ? f)(x) =
∫ +∞
−∞
1
η2
g(
u1
η
,
x2 − c(x1 − u1)
η
)λ(x1 − u1, c(x1 − u1)) du1
+
∫ +∞
−∞
∫ +∞
−∞
1
η2
g(
u1
η
,
u2
η
)
∂
∂x2
r(x1 − u1, x2 − u2) du1 du2 .
(3B.16)
Le second terme est borne´ par ‖∇f‖r∞, on va maintenant e´tudier le terme restant, note´
T (x, η),
T (x, η) =
∫ +∞
−∞
1
η2
g(
u1
η
,
x2 − c(x1 − u1)
η
)λ(x1 − u1, c(x1 − u1)) du1 (3B.17)
avec un changement de variable, on obtient
T (x, η) =
∫ +∞
−∞
1
η
g(u1,
x2 − c(x1 − ηu1)
η
)λ(x1 − ηu1, c(x1 − u1)) du1 . (3B.18)
On pose alors δ = x2 − c(x1)
T (x, η) =
∫ +∞
−∞
1
η
g(u1,
δ + c(x1)− c(x1 − ηu1)
η
)λ(x1 − ηu1, c(x1 − ηu1)) du1 (3B.19)
T (x, η) =
∫ 1
−1
1
η
g(u1,
δ + c(x1)− c(x1 − ηu1)
η
)λ(x1 − ηu1, c(x1 − ηu1)) du1 . (3B.20)
Pour montrer que cette inte´grale est grande, on utilise une minoration grossie`re de g
g(x) > g(x)1x∈[−1/2 ,1/2]2 (3B.21)
> min
x∈[−1/2 ,1/2]2
(g(x)1x∈[−1/2 ,1/2]2) (3B.22)
g(x) > gmin1x∈[−1/2 ,1/2]2 (3B.23)
et le fait que λ satisfait |λ(x1 − ηu1, c(x1 − ηu1))| > λ sans changer de signe.
Si λ(x1 − ηu1) reste positif, on obtient
T (x, η) =
∫ 1
−1
1
η
g(u1,
δ + c(x1)− c(x1 − ηu1)
η
)λ(x1 − ηu1, c(x1 − ηu1)) du1 (3B.24)
>
∫ 1/2
−1/2
1
η
λ gmin1(δ+c(x1)−c(x1−ηu1))∈[−η/2 ,η/2] du1 (3B.25)
T (x, η) >
1
η
λ gmin
∫ 1/2
−1/2
1(δ+c(x1)−c(x1−ηu1))∈[−η/2 ,η/2] du1 . (3B.26)
Cette dernie`re inte´grale est minore´e par un argument ge´ome´trique. A un change-
ment d’e´chelle pre`s, cette inte´grale mesure la longueur horizontale du segment tel que
(δ + c(x1) − c(x1 − ηu1)) reste dans [−η/2 , η/2]. Celle longueur est lie´e a` la pente de la
courbe. Si l’angle de la tangente avec l’horizontale reste infe´rieur a` 5pi/6 et si δ est petit
(|δ| 6 1/2η),∫ 1/2
−1/2
1(δ+c(x1)−c(x1−ηu1))∈[−η/2 ,η/2] du1 > min(tan(pi/6) × 1/2, 1/2 + δ)
+ min(tan(pi/6) × 1/2, 1/2 − δ)
(3B.27)
∫ 1/2
−1/2
1(δ+c(x1)−c(x1−ηu1))∈[−η/2 ,η/2] du1 > tan(pi/6)/2 . (3B.28)
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Finalement,
T (x, η) >
1
η
λ gmin tan(pi/6)/2 (3B.29)
et donc
|∇(gη ? f)(x)| > 1
η
λ gmin tan(pi/6)/2 − ‖∇f‖r∞ . (3B.30)
Il en re´sulte qu’il existe bien un η tel que ceci soit plus grand que K‖∇f‖r∞ de´s que
|δ| 6 η/2.
Il reste a` montrer que le dernier lissage par hs avec s 6 η ne modifie rien. Comme le
noyau de lissage est e´troit, on peut assurer que
|∇(hs ?(gη ? f))(x)| > K ′( 1
η + s
λ gmin tan(pi/6)/2 − ‖∇f‖r∞) (3B.31)
avec K ′ < 1 tant que l’on reste dans le meˆme voisinage. Si η est suffisamment petit,
1
η + s
λ gmin tan(pi/6)/2 > 2‖∇f‖r∞ (3B.32)
et
|∇(hs ?(gη ? f))(x)| > K
′
2
1
η + s
λ gmin tan(pi/6)/2 (3B.33)
que l’on peut re´e´crire en modifiant la constante K ′
|∇(hs ?(gη ? f))(x)| > K ′ 1
η + s
λ gmin tan(pi/6) . (3B.34)
On obtient donc le re´sultat souhaite´.
3B.2 Direction du gradient
On va maintenant regarder la direction du gradient en ces points de forts gradients et
montrer que la direction du gradient est proche de la direction normale a` la courbe au
voisinage.
Lemme 3B.2. Pour tout x′ tel que d(x, x′) 6 (η + s), on a la relation suivante entre la
normale nC(x′) a` la courbe C en x′ et le gradient de la fonction lisse´e gη ? fs en x :
|tan(angle(∇(gη ? fs)(x),nC(x′)))| 6 K(η + s) + 6
√
2‖∇f‖r∞
|∇(gη ? fs)(x)| (3B.35)
de`s que |∇(gη ? fs)(x)| > 3M et K(η + s) 6 1.
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De´monstration. On commence par montrer ceci lorsque la parame´trisation horizontale ou
verticale de la courbe est strictement monotone. Ceci assure qu’il n’y a localement qu’un
point de la courbe par ligne horizontale et qu’un point de la courbe par ligne verticale dans
un voisinage de taille η+ s. C’est le cas si la tangente de C n’est ni horizontale ni verticale
et dans ces cas la courbe peut eˆtre parame´tre´e par x2 = c(x1) ou par x1 = c
−1(x2) sur les
bons intervalles.
Si l’on note k = gη ? hs qui est un noyau d’inte´grale 1 et de support de diame`tre majore´
par η + s, on a
gη ? fs = gη ? hs ? f (3B.36)
gη ? fs = k ? f . (3B.37)
Comme dans le lemme pre´ce´dent, on de´compose f en un Heavyside et une partie re´gulie`re :
f(x1, x2) = λ(x1, c(x1))H(x2 − c(x1)) + r(x1, x2) (3B.38)
f(x1, x2) = ±λ(c−1(x2), x2)H(x1 − c−1(x2)) + r˜(x1, x2) (3B.39)
ou` le signe de la seconde expression est fixe : c’est le signe de c′(x1).
En utilisant la premie`re expression, on obtient comme dans le lemme pre´ce´dent
k ? f(x) =
∫
k(u)f(x− u) du (3B.40)
k ? f(x) =
∫ +∞
−∞
∫ x2−c(x1−u1)
−∞
h(u1, u2)λ(x1 − u1, c(x1 − u1)) du2 du1
+
∫ +∞
−∞
∫ +∞
−∞
k(u1, u2)r(x1 − u1, x2 − u2) du1 du2
(3B.41)
et en de´rivant par rapport a` x2
∂
∂x2
(k ? f)(x) =
∫ +∞
−∞
k(u1, x2 − c(x1 − u1))λ(x1 − u1, c(x1 − u1)) du1
+
∫ +∞
−∞
∫ +∞
−∞
k(u1, u2)
∂
∂x2
r(x1 − u1, x2 − u2) du1 du2 .
(3B.42)
Si l’on fait la meˆme chose dans l’autre direction, on obtient
k ? f(x) =
∫
k(u)f(x− u) du (3B.43)
k ? f(x) = ±
∫ +∞
−∞
∫ x1−c−1(x2−u2)
−∞
h(u1, u2)λ(c
−1(x2 − u2), x2 − u2) du1 du2
+
∫ +∞
−∞
∫ +∞
−∞
k(u1, u2)r˜(x1 − u1, x2 − u2) du1 du2
(3B.44)
et en de´rivant selon x1
∂
∂x1
(k ? f)(x) = ±
∫ +∞
−∞
k(x1 − c−1(x2 − u2), u2)λ(c−1(x2 − u2), x2 − u2) du2
+
∫ +∞
−∞
∫ +∞
−∞
k(u1, u2)
∂
∂x1
r˜(x1 − u1, x2 − u2) du1 du2 .
(3B.45)
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Les premie`res inte´grales dans les deux directions sont tre`s similaires. Soit T1 la premie`re
inte´grale correspondant a` une de´rive´e selon x1 et T2 l’autre
T1 = ±
∫ +∞
−∞
k(x1 − c−1(x2 − u2), u2)λ(c−1(x2 − u2, x2 − u2) du2 . (3B.46)
et
T2 =
∫ +∞
−∞
k(u1, x2 − c(x1 − u1))λ(x1 − u1, c(x1 − u1)) du1 (3B.47)
On utilise alors le changement de variable u1 par u2 = x2 − c(x1 − u1) qui donne
du2 = c
′(x1 − u1) du1
T1 = −
∫ +∞
−∞
k(u1, x2 − c(x1 − u1))λ(x1 − u1, c(x1 − u1))c′(x1 − u1) du1 . (3B.48)
On choisit alors x′1 a` une distance infe´rieure a` η + s de x1
T1 =
∫ +∞
−∞
k(u1, x2 − c(x1 − u1))λ(x1 − u1, c(x1 − u1))c′(x′1) + (c′(x1 − u1)− c′(x′1)) du1
(3B.49)
T1 = −c′(x′1)T2
+
∫ +∞
−∞
k(u1, x2 − c(x1 − u1))λ(x1 − u1, c(x1 − u1))(c′(x1 − u1)− c′(x′1)) du1 .
(3B.50)
En utilisant la re´gularite´ de C, on obtient pour le dernier terme T ′1
T ′1 =
∫ +∞
−∞
k(u1, x2 − c(x1 − u1))λ(x1 − u1, c(x1 − u1))(c′(x1 − u1)− c′(x′1)) du1
(3B.51)
et
|T ′1| = |
∫ +∞
−∞
k(u1, x2 − c(x1 − u1))λ(x1 − u1, c(x1 − u1))(c′(x1 − u1)− c′(x′1)) du1|
(3B.52)
6
∫ +∞
−∞
|k(u1, x2 − c(x1 − u1))λ(x1 − u1, c(x1 − u1))(c′(x1 − u1)− c′(x′1))|du1
(3B.53)
6
∫ +∞
−∞
|k(u1, x2 − c(x1 − u1))λ(x1 − u1, c(x1 − u1))|max(c′(x1 − u1)− c′(x′1) du1
(3B.54)
6 max(c′(x1 − u1)− c′(x′1)|T2| (3B.55)
T ′1 6 |T2|max(c′′(x1 − u1))(η + s) . (3B.56)
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Ceci est borne´ tant que c′(x1) 6 2 par
T ′1 6 K(η + s)|T2| . (3B.57)
La re´gularite´ de f a` l’exte´rieur du contour permet d’obtenir
R1 =
∫ +∞
−∞
∫ +∞
−∞
k(u1, u2)
∂
∂x1
r(x1 − u1, x2 − u2) du1 du2 (3B.58)
et
|R1| 6 ‖∇f‖r∞ . (3B.59)
De meˆme dans l’autre direction
R2 =
∫ +∞
−∞
∫ +∞
−∞
k(u1, u2)
∂
∂x2
r(x1 − u1, x2 − u2) du1 du2 (3B.60)
et
|R2| 6 ‖∇f‖r∞ . (3B.61)
Finalement,
∇(k ? f)(x) =
(
∂
∂x1
(k ? f)(x)
∂
∂x2
(k ? f)(x)
)
(3B.62)
=
(
T1 +R1
T2 +R2
)
(3B.63)
=
(
T1
T2
)
+
(
R1
R2
)
(3B.64)
=
(−c′(x′1)T2 + T ′1
T2
)
+
(
R1
R2
)
(3B.65)
∇(k ? f)(x) = T2
(−c′(x′1)
1
)
+
(
T ′1
0
)
+
(
R1
R2
)
. (3B.66)
On utilise alors les bornes sur T ′1, R1 et R2 pour majorer la diffe´rence entre le gradient et
la normale a` la courbe
D = ∇(k ? f)(x)− T2
(−c′(x′1)
1
)
(3B.67)
D =
(
T ′1
0
)
+
(
R1
R2
)
(3B.68)
et
|D| = |
(
T ′1
0
)
+
(
R1
R2
)
| (3B.69)
6 |
(
T ′1
0
)
|+ |
(
R1
R2
)
| (3B.70)
|D| 6 K(η + s)|T2|+
√
2‖∇f‖r∞ . (3B.71)
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On obtient donc
|tan(angle(∇(gη ? fs)(x),nC(x′)))| 6
|∇(k ? f)(x)− T2
(−c′(x′1)
1
)
|
|T2
(−c′(x′1)
1
)
|
(3B.72)
6
|D|
|T2
(−c′(x′1)//1)| (3B.73)
6
|
(
T ′1
0
)
+
(
R1
R2
)
|
|T2
(−c′(x′1)
1
)
|
(3B.74)
6
K(η + s)|T2|+
√
2‖∇f‖r∞
|T2|
√
1 + c′(x′1)2
(3B.75)
6
K(η + s)√
1 + c′(x′1)2
+
√
2‖∇f‖r∞
|T2|
√
1 + c′(x′1)2
(3B.76)
|tan(angle(∇(gη ? fs)(x),nC(x′)))| 6 K(η + s) +
√
2‖∇f‖r∞
|T2|
√
1 + c′(x′1)2
. (3B.77)
Si K(η + s) 6 1 et |∇(gη ? fs)(x)| > 3‖∇f‖r∞, on a
|∇(gη ? fs)(x)| = |T2
(−c′(x′1)
1
)
−D| (3B.78)
6 |T2
(−c′(x′1)
1
)
|+ ‖D‖ (3B.79)
6 |T2|
√
1 + c′(x′1)2 +K(η + s)|T2|+
√
2‖∇f‖r∞ (3B.80)
|∇(gη ? fs)(x)| 6 2|T2|
√
1 + c′(x′1)2 +
√
2‖∇f‖r∞ (3B.81)
d’ou`
|∇(gη ? fs)(x)| −
√
2‖∇f‖r∞ 6 2|T2|
√
1 + c′(x′1)2 (3B.82)
et
1
3
|∇(gη ? fs)(x)| 6 2|T2|
√
1 + c′(x′1)2 (3B.83)
ce qui donne
|∇(gη ? fs)(x)| 6 6|T2|
√
1 + c′(x′1)2 . (3B.84)
On a donc
|tan(angle(∇(gη ? fs)(x),nC(x′)))| 6 K(η + s) +
√
2‖∇f‖r∞
|T2|
√
1 + c′(x′1)2
(3B.85)
|tan(angle(∇(gη ? fs)(x),nC(x′)))| 6 K(η + s) + 6
√
2‖∇f‖r∞
|∇(gη ? fs)(x)| . (3B.86)
Dans le cas ou` la courbe devient horizontale un de´coupage du domaine permet de se
ramener au cas pre´ce´dent.
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Dans ce chapitre, on se place dans le cadre du mode`le de fonctions pre´sente´ dans
l’introduction. On enle`ve cependant la composante de bruit pour obtenir des re´sultats
d’approximation. Une fonction fs dans ce mode`le est donc une version lisse´e par hs d’une
fonction re´gulie`re par morceaux avec des discontinuite´s le long de courbes re´gulie`res.
On suppose e´galement que l’ondelette ψ utilise´e posse`de p > α moments nuls, est a`
support compact et que la de´rive´e d’ordre α de est borne´e. Ceci est notamment le cas pour
les ondelettes de Daubechies avec p ∼ 5α.
Dans un premier temps, on supposera que ces courbes ont e´te´ de´tecte´es avec une
pre´cision η = max(, s) et que celles-ci ont e´te´ de´coupe´es pour assurer que le long de ces
courbes la pente de la vraie courbe n’est pas trop grande.
4.1 Ge´ome´trie des domaines
On montre tout d’abord qu’on peut approcher la ge´ome´trie de´tecte´e et obtenir des
domaines satisfaisant des conditions de confinement des contours a` l’inte´rieur des domaines
et d’isolement des domaines les uns par rapport aux autres.
4.1.1 Conditions sur la ge´ome´trie des domaines
La premie`re condition sur la ge´ome´trie est une condition de confinement du contour
dans le domaine a` une certaine pre´cision pre`s. Le contour doit rester comple`tement a`
l’inte´rieur du domaine sauf aux extre´mite´s ou` il peut ne pas eˆtre recouvert sur une taille
proportionnelle a` la pre´cision de la ge´ome´trie. De plus, les frontie`res du domaine doivent
rester a` distance du contour. Tout ces controˆles vont de´pendre de la distance aux extre´mite´s
du domaine. Cette distance est mesure´e horizontalement comme la diffe´rence des abscisses
pour les domaines horizontaux et verticalement comme la diffe´rence des ordonne´es pour
les domaines verticaux.
Pour eˆtre plus pre´cis, soit une distance d0 et deux constantes K et C, on de´finit la
notion de confinement d’un domaine.
De´finition 4.1. Un domaine horizontal est dit confine´ a` η pre`s
– si la distance horizontale dH d’un point de la frontie`re a` une extre´mite´ est comprise
entre Kη et d0, alors la distance entre ce point et la vraie courbe reste plus grande
que CdH et
– si la distance horizontale dH d’un point de la frontie`re a` une extre´mite´ est supe´rieure
a` d0, alors la distance entre ce point et la vraie courbe reste plus grande que Cd0.
Si la distance dH a` un extre´mite´ est infe´rieure a` Kη aucun controˆle n’est requis sur la
frontie`re.
La seconde condition est une condition d’isolement qui permet d’e´viter l’influence des
autres zones en garantissant qu’elle reste a` une distance suffisante.
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De´finition 4.2. Un domaine horizontal est dit isole´ a` η pre`s des autres
– si la distance horizontale dH d’un point de la frontie`re a` une extre´mite´ est comprise
entre Kη et d0, alors la distance entre ce point et les autres courbes reste plus grande
que CdH et
– si la distance horizontale dH d’un point de la frontie`re a` une extre´mite´ est supe´rieure
a` d0, alors la distance ce points et les autres courbes reste plus grande que Cd0.
Comme pour la notion de confinement, aucun controˆle sur la frontie`re n’est requis si
la distance horizontale dH a` l’extre´mite´ est infe´rieure a` Kη.
L’isolement d’un domaine peut se de´duire de son confinement si la distance d’un point
de frontie`re a` sa courbe associe´e est plus petite a` Kη pre`s que la distance a` toute autre
courbe par des ine´galite´s triangulaires.
(a)
dH
0 Kη d0
dH
0 Kη d0
(b) (c)
Figure 4.1 – Confinement et isolement : (a) un domaine et deux courbes voisines, (b)
la contrainte sur le domaine due au confinement, (c) la contrainte sur le domaine due a`
l’isolement.
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4.1.2 Ge´ome´trie et grass-fire
On souhaite maintenant montrer que si l’on obtient une de´tection des courbes avec une
pre´cision de η = max(, s) alors on peut obtenir des domaines satisfaisant les conditions
pre´ce´dentes par une technique de grass-fire, c’est-a`-dire de croissance de re´gions, a` partir
des contours de´tecte´s.
On de´finit la notion suivante pour la pre´cision de la de´tection :
De´finition 4.3. La de´tection est dite pre´cise a` η pre`s si
– Les courbes de´finissant f0 sont de´coupe´es en courbes horizontales ou verticales dont
la tangente conserve un angle supe´rieur a` pi/24 avec respectivement la verticale et
l’horizontale. On note ces courbes Ci .
– On connaˆıt des courbes Gi de´finie sur l’ensemble de de´finition de la parame´trisation
ci de Ci e´ventuellement modifie´ d’une largeur Kη aux extre´mite´s et telles que l’erreur
entre la parame´trisation gi de la courbe Gi et la parame´trisation ci de la courbe Ci
sur leur domaine de de´finition commun est borne´e
‖ci − gi‖∞ 6 η . (4.1)
On suppose de´sormais que la de´tection satisfait cette proprie´te´. On ajoute a` ces
contours les bords horizontaux et verticaux de l’image car la fonction y pre´sente un com-
portement similaire a` celui des vrais contours.
Les domaines Ωi associe´s a` chaque courbe horizontale ou verticale Ci sont obtenus a`
partir de la ge´ome´trie estime´e a` l’aide d’un grass-fire [Blu73] le´ge`rement modifie´. Celui-ci
se fait en deux e´tapes a` partir des estimations Gi des courbes Ci. Dans un premier temps on
de´termine des domaines Ω′i associe´s aux courbes hi par un grass-fire normal : le domaine
Ω′i correspond aux points qui sont plus proche de la courbe Gi que des autres courbes.
Ω′i = {x, d(x,Gi) = inf
j
d(x,Gj)} . (4.2)
On modifie alors ces domaines Ω′i en fonction de l’horizontalite´ ou de la verticalite´ de
la courbe Ci. Si cette courbe est horizontale, on restreint tout d’abord le domaine Ω′i
horizontalement a` la partie Dgi ou` la parame´trisation gi est de´finie . On ne conserve alors
que les points ou` la distance verticale entre la courbe parame´tre´e par gi et le bord du
domaine est infe´rieure a` une distance dmax fixe´e. Le domaine ainsi obtenu est le domaine
Ωi :
Ωi = Ω
′
i ∩ {Dgi ×R} ∩ {x = (x1, x2), |g(x1)− x2| 6 dmax} . (4.3)
Si la courbe est verticale, on e´change le roˆle des directions verticale et horizontale.
D’un point de vue algorithmique, ce grass-fire s’obtient de manie`re similaire a` celui
de´crit dans la section 3.2.2 par un algorithme de croissance de re´gions.
On montre que les domaines Ωi satisfont les conditions de la section pre´ce´dente.
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(a)
dH
0 Kη d0
(b) (c)
Figure 4.2 – Grass-fire et domaines
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Lemme 4.1. Si la de´tection de la ge´ome´trie d’une fonction du mode`le est pre´cise a` η pre`s
alors les domaines obtenus par le grass-fire sont a` la fois confine´s a` η pre`s et isole´s a` η
pre`s.
De´monstration. La preuve est base´e sur des arguments de re´gularite´ des courbes. Elle est
technique et repousse´e dans l’annexe 4A.
4.2 Approximation
On suppose dore´navant que la de´tection est pre´cise au sens de la de´finition 4.3. Les
the´ore`mes d’approximation sont base´ sur la re´gularite´. On commence donc par rappeler le
lien entre re´gularite´ et produit scalaire avec une ondelette posse´dant des moments nuls. On
montre alors que l’on peut approcher la ge´ome´trie en ondelettes en conservant une de´tec-
tion pre´cise puisque dans ce cas on peut approcher efficacement la fonction en bandelettes
sur chaque domaine. Une approximation globale de la fonction fs est alors construite dans
le frame de bandelettes a` partir de ces re´sultats.
4.2.1 Re´gularite´ et produits scalaires avec des ondelettes
La construction des bandelettes utilise les ondelettes monodimensionnelles. Leurs pro-
prie´te´s d’approximation seront donc a` la base de la de´monstration de celle des bande-
lettes. Les de´monstrations des the´ore`mes d’approximation concernant les ondelettes de la
section 1.3.3 sont base´es sur l’estimation de de´croissance des coefficients d’ondelettes avec
les e´chelles. Dans ce travail, on utilise la re´gularite´ d’une fonction f pour obtenir cette
de´croissance a` l’aide du lemme suivant :
Lemme 4.2. Si f est telle que sa de´rive´e d’ordre α selon xi est borne´e et si ψ est a`
support compact et posse`de p > α moments nuls selon xi alors
|〈f , ψ〉| 6 ‖ ∂
αf
∂xiα
‖∞ ‖ψ[α]i‖1 (4.4)
ou`
ψ[α]i(x) =
∫ xi
−∞
ψ[α−1]i(x1, . . . , ui, . . . , xn) dui (4.5)
et
ψ[0]i(x) = ψ(x) . (4.6)
De´monstration. Ce re´sultat s’obtient par des inte´grations par parties.
On commence par monter que les ψ[β]i sont a` support compact pour β 6 α en utilisant
les moments nuls de ψ. Ceci est vrai pour ψ[0]i = ψ et on de´note par ]−K ,K[ un intervalle
tel que ψ(x) est nulle de`s que xi n’est pas dedans. On suppose maintenant que ψ
[β]i(x)
avec β < α est nulle de`s que xi n’est pas dans ]−K ,K[. On ve´rifie alors que si xi 6 K
ψ[β+1]i(x) =
∫ xi
−∞
ψ[β]i(x1, . . . , ui, . . . , xn) dui (4.7)
=
∫ xi
−∞
0 dui (4.8)
ψ[β+1]i(x) = 0 . (4.9)
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Si xi > K,
ψ[β+1]i(x) =
∫ xi
−∞
ψ[β]i(x1, . . . , ui, . . . , xn) dui (4.10)
=
∫ K
−K
ψβ]i(x1, . . . , ui, . . . , xn) dui (4.11)
par inte´gration par parties
ψ[β+1]i(x) = [ui ψ
[β]i(x1, . . . , ui, . . . , xn)]
K
−K −
∫ K
−K
ui ψ
[β−1]i(x1, . . . , ui, . . . , xn) dui .
(4.12)
On utilise alors le support fini de ψ[β]i
ψ[β+1]i(x) = −
∫ K
−K
ui ψ
[β−1]i(x1, . . . , ui, . . . , xn) dui (4.13)
et on re´pe`te alors cette inte´gration par parties et l’argument de support pour obtenir
ψ[β+1]i(x) = (−1)β
∫ K
−K
uβi ψ
[0]i(x1, . . . , ui, . . . , xn) .dui (4.14)
On utilise alors les moments nuls de ψ[0]i = ψ pour conclure
ψ[β+1]i(x) = 0 . (4.15)
On e´tudie maintenant le produit scalaire.
〈f , ψ〉 =
∫
f(x)ψ(x) dx (4.16)
〈f , ψ〉 =
∫
xj 6=xi
∫
xi
f(x)ψ(x) dxi dx1 . . . dxn . (4.17)
On s’inte´resse a` l’inte´grale inte´rieure et on effectue une inte´gration par parties∫
xi
f(x)ψ(x) dxi = [f(x)ψ
[1]i(x)]+∞−∞ −
∫
xi
∂f
∂xi
(x)ψ[1]i(x) dxi . (4.18)
On utilise alors le support compact de ψ[1]i∫
xi
f(x)ψ(x) dxi = −
∫
xi
∂f
∂xi
(x)ψ[1]i(x) dxi . (4.19)
On re´pe`te l’inte´gration par parties pour obtenir graˆce au support compact de ψ[β]i pour
β 6 α ∫
xi
f(x)ψ(x) dxi = (−1)α
∫
xi
∂αf
∂xiα
(x)ψ[α]i(x) dxi (4.20)
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donc
〈f , ψ〉 =
∫
f(x)ψ(x) dx (4.21)
=
∫
xj 6=xi
(−1)α
∫
xi
∂αf
∂xiα
(x)ψ[α]i(x) dxi dx1 . . . dxn (4.22)
〈f , ψ〉 =
∫
x
(−1)α ∂
αf
∂xiα
(x)ψ[α]i(x) dx (4.23)
et
|〈f , ψ〉| 6 ‖ ∂
αf
∂xiα
‖∞ ‖ψ[α]i‖1 . (4.24)
Ce lemme permet d’obtenir une de´croissance des produits scalaires avec les e´chelles
de`s qu’on exhibe une re´gularite´.
Lemme 4.3. Si f est telle que sa de´rive´e d’ordre α selon xi est borne´e, si ψ est a` support
compact et posse`de α moments nuls selon xi et si on pose
ψj,k(x) =
1
2nj/2
ψ
(
x− k2j
2j
)
(4.25)
alors
|〈f , ψj,k〉| 6 ‖ ∂
αf
∂xiα
‖∞ ‖ψ[α]i‖1 2jα . (4.26)
De´monstration. Il suffit d’utiliser le lemme pre´ce´dent et de remarquer que
‖ψ[α]ij,k ‖1 = ‖ψ[α]i‖1 2jα (4.27)
puisque
ψ
[α]i
j,k (x) = 2
jα 1
2nj/2
ψ[α]i
(
x− k2j
2j
)
. (4.28)
Ces lemmes, et en particulier le second, sont utilise´s de manie`re intensive dans les
de´monstrations de l’annexe 4B pour obtenir les re´sultats d’approximations des sections
suivantes.
4.2.2 Approximation line´aire de la ge´ome´trie
On montre que si on a une de´tection pre´cise au sens de la de´finition 4.3 des ci par les
gi alors il existe des approximations des gi tels que la de´tection reste pre´cise. Pour cela,
on approche ci par une approximation line´aire en ondelettes PV 1j0
gi de gi ou` PV 1j0
gi est
la projection orthogonale sur l’espace V 1j0 de´fini dans la section 1.3.3.1. On montre alors
que si l’indice de l’e´chelle est choisi e´gal a` j0 = log2(η)/α alors non seulement on controˆle
encore l’erreur en norme infinie mais de plus cette approximation PV 1j0
gi de gi est aussi
re´gulie`re que ci. Le nombre de coefficients d’ondelettes ne´cessaires pour caracte´riser cette
approximation est borne´ par lciη
−1/α.
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Lemme 4.4. Si c est telle que sa de´rive´e d’ordre α est borne´e sur [0, l], il existe une
constante C telle que pour tout η > 0, si g satisfait ‖c − g‖∞ 6 η alors pour l’e´chelle
d’indice j0 = dlog2(η)/αe, on a
‖(PV 1j0 g − c)
(κ)‖∞ 6 Kη(1−κ/α) ∀κ 6 α . (4.29)
De´monstration. La preuve fait l’objet de la section 4B.1 de l’annexe 4B.
On confondra de´sormais gi et son approximation PV 1j0
gi. En particulier les domaines
Ωi obtenus a` partir des approximations satisfont e´galement les conditions requises.
4.2.3 Approximation non-line´aire sur un domaine Ω
Ce domaine Ω est associe´ a` une courbe horizontale C parame´tre´e par c. On suppose ici
qu’une de´tection pre´cise a` η pre`s de la ge´ome´trie g a e´te´ obtenue et qu’elle a e´te´ approche´e
en ondelettes comme de´crit pre´ce´demment. La ge´ome´trie g est donc re´gulie`re et le domaine
Ω associe´ posse`de les proprie´te´s de confinement et d’isolement de´finies en 4.1 et 4.2.
On montre alors que sous ces conditions il existe une approximation non-line´aire
avec M bandelettes permettant d’obtenir une de´croissance de l’erreur sur le domaine en
O(M−α).
The´ore`me 4.1. Soit f un fonction telle que, en dehors d’un ensemble de courbes dont
les de´rive´es d’ordre α des parame´trisations normales sont borne´es, les de´rive´es partielles
d’ordre α sont borne´es, il existe deux constantes K1 et K2 ne de´pendant que de la fonc-
tion f , du noyau de lissage h et de l’ondelette ψ telles que pour tout  si on connaˆıt une
de´tection a` η = inf(, s) pre`s de la ge´ome´trie alors pour chaque domaine Ω, il existe une
approximation fs,,Ω de fs en bandelettes avec Ms,,Ω coefficients ou`
Ms,,Ω 6 K1 
−1/α (4.30)
telle que
‖fs − fs,,Ω‖22,Ω 6 K2  (4.31)
et donc
‖fs − fs,,Ω‖22,Ω 6 Kα1K2M−αs,,Ω (4.32)
ou` les constantes K1 et K2 ne de´pendent que de la fonction f , du noyau de lissage h et
des ondelettes utilise´es.
Dans la de´monstration de ce the´ore`me, on ne conside`re pas la question de l’approxi-
mation de la ge´ome´trie. On suppose de plus que l’e´chelle de coupure j0 est connue. Dans
le the´ore`me ge´ne´ral, on montre qu’on pouvait en fait se passer de cette hypothe`se si les
courbes de´tecte´es sont de´rivables.
De´monstration. On construit une approximation de fs sur le domaine Ω en choisissant des
approximations line´aires sur diffe´rentes cate´gories de coefficients en supposant connues la
re´gularite´ α, l’e´chelle de lissage s et la position de la courbe C.
La courbe de´tecte´e G est approche´e comme indique´ dans la section 4.2.2 par sa projec-
tion sur l’espace V 1j0 avec j0 = log2(η)/α. Ceci assure la re´gularite´ des contours et permet
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un controˆle du nombre de coefficients ne´cessaires. En effet le lemme 4.4 nous assure alors
si g est la parame´trisation de h et c celle de C que
‖(PV 1j0 g − c)
(κ)‖∞ 6 Kη(1−κ/α) ∀κ 6 α (4.33)
et le nombre MG de coefficients ne´cessaires a` la description de cette projection satisfait
MG 6 lcη
−1/α . (4.34)
On suppose de´sormais que le grass-fire est initialise´ avec cette courbe, de sorte que le
domaine Ω reste bien confine´ et bien isole´ a` Kη pre`s.
Pour approcher la fonction fs sur le domaine Ω, on utilise soit l’ensemble des ondelettes
rencontrant le domaine si le lissage est large, s > s0, soit la famille orthonorme´e de
bandelettes associe´es au domaine. La largeur de lissage s0 correspond a` la largeur minimale
des domaines, Cd0, de la de´finition des de´tections pre´cises et confine´es (4.1 et 4.2).
On va maintenant montrer que l’on peut de´finir des e´chelles de coupures sur les coeffi-
cients utilise´s telles que le nombre de coefficients conserve´s au dessus de cette e´chelle soit
bien de l’ordre de −1/α tandis que l’erreur est de l’ordre de . Ceci suppose des proprie´te´s
de de´croissance que l’on obtient en particulier a` l’aide du lemme 4.3 qui relie re´gularite´ et
produit scalaire.
Pour obtenir ces de´croissances, on va diviser les coefficients en 16 cate´gories caracte´ri-
se´es par un type d’ondelettes, une gamme d’e´chelles ou une position. On de´crit maintenant
ces coefficients et on pre´cise la source de re´gularite´ a` l’origine du controˆle sur l’erreur.
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– Ondelettes isotropes : ce sont les ondelettes isotropes rencontrant le domaine Ω, elles
ne sont utilise´es que dans le cas d’un large lissage (s > s0).
1
2
3
Figure 4.3 – Ondelettes isotropes
1 : Ondelettes isotropes ne rencontrant pas la singularite´ lisse´e : la de´croissance
provient de la re´gularite´ de fs en dehors de la singularite´. On utilise donc
les proprie´te´s d’approximation des ondelettes pour les fonctions re´gulie`res qui
permettent d’assurer la bonne de´croissance de l’erreur pour ces coefficients.
2 : Ondelettes isotropes rencontrant la singularite´ lisse´e avec 2j > s0 : ces onde-
lettes sont traite´es diffe´remment selon leur position par rapport a` l’e´chelle de
lissage s. Lorsque l’e´chelle des ondelettes est plus grande que l’e´chelle de lissage,
on retrouve le comportement des ondelettes le long d’une singularite´ non lisse´e.
Lorsque l’e´chelle des ondelettes est plus petite que l’e´chelle de lissage, on peut
utiliser la re´gularite´ de la fonction de lissage pour obtenir une de´croissance des
coefficients d’ondelettes. Le controˆle sur le nombre de ces coefficients situe´s a`
proximite´ du contour permet d’obtenir la bonne de´croissance.
3 : Ondelettes isotropes rencontrant la singularite´ lisse´e avec 2j < s0 : elle sont
traite´es ici avec les pre´ce´dentes.
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– Ondelettes de´forme´es : ce sont les ondelettes isotropes dans l’espace de´forme´ qui
n’ont pas e´te´ transforme´es en bandelettes car elles touchaient le bord du domaine.
4
6
5
Figure 4.4 – Ondelettes isotropes de´forme´es
4 : Ondelettes de´forme´es qui ne rencontrent pas la singularite´ lisse´e : la de´croissance
provient de la re´gularite´ de fs en dehors de la singularite´. Ici encore, on utilise
les proprie´te´s d’approximation des ondelettes isotropes pour les fonctions re´gu-
lie`res. On montre en effet que la re´gularite´ de fs et de la parame´trisation g de
la courbe de´tecte´e sur ce domaine implique la re´gularite´ de la fonction Wfs et
donc permet d’obtenir la bonne de´croissance pour ces coefficients.
5 : Ondelettes de´forme´es qui rencontrent la singularite´ lisse´e avec 2j 6 s0 : ces
ondelettes sont situe´s aux extre´mite´s du tube par construction. Leur nombre
est constant au dessus de l’e´chelle de lissage s. Lorsque l’e´chelle des ondelettes
est plus petite que l’e´chelle de lissage, leur nombre augmente mais on utilise
alors la re´gularite´ de la fonction de lissage hs pour obtenir une de´croissance
suffisante des coefficients d’ondelettes.
6 : Ondelettes de´forme´es qui rencontrent la singularite´ avec 2j > log2(s)0 : ces
ondelettes sont des ondelettes assez larges et leur nombre est donc borne´.
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– Bandelette inte´rieure : ce sont les bandelettes qui ne viennent pas d’ondelettes de
bord sur l’intervalle, elles correspondent a` la majorite´ des bandelettes.
7
8
9
10
11
Figure 4.5 – Bandelettes inte´rieures
7 : Bandelettes inte´rieure qui ne rencontrent pas la la singularite´ lisse´e : la de´crois-
sance provient de la re´gularite´ de f en dehors de la singularite´. Celle ci avec la
re´gularite´ de g implique la re´gularite´ de Wfs et permet d’utiliser les proprie´te´s
d’approximation des ondelettes anisotropes pour les fonctions re´gulie`res.
8 : Bandelettes inte´rieures qui rencontrent la singularite´ lisse´e avec une e´chelle
2j2 > η et un support inclus dans [η , l− η]×R : ce sont sans doute les bande-
lettes les plus importantes. Ce sont ces bandelettes qui ne´cessitent l’hypothe`se
de re´gularite´ des ondelettes. On utilise en effet le fait que les produits scalaires
monodimensionnels des ondelettes verticales a` travers la singularite´ varie peu
si la fonction est re´gulie`re le long de la singularite´, si on se de´place peu par
rapport a` la position du contour et surtout si les ondelettes utilise´es sont re´-
gulie`res. On utilise donc la re´gularite´ de la fonction f le long du contour, le
controˆle sur l’erreur entre la courbe de´tecte´e et le contour ainsi que la re´gula-
rite´ des ondelettes elles-meˆmes pour obtenir une de´croissance de ces coefficients
en fonction des e´chelles.
9 : Bandelettes inte´rieures qui rencontrent la singularite´ lisse´ avec 2j2 > η et un
support non inclus dans [η , l − η] × R : ces bandelettes sont large dans une
direction et on peut ainsi controˆler leur nombre.
10 : Bandelettes inte´rieures qui rencontrent la singularite´ lisse´e avec une e´chelle
2j2 6 s et un support inclus dans [η , l − η] × R : ce sont des bandelettes
demandant une analyse similaire a` celle de la cate´gorie 8 ou` la re´gularite´ de
l’ondelette est remplace´e par la re´gularite´ du noyau de lissage hs.
Bandelettes Approximation non line´aire dans un frame de bandelettes 124
11 : Bandelettes inte´rieures qui rencontrent la singularite´ lisse´e avec 2j2 6 s et
un support non inclus dans [η , l − η] × R : ces bandelettes sont situe´es aux
extre´mite´s des domaines et un controˆle sur leur nombre est suffisant.
– Bandelettes de bord : ce sont les bandelettes ou` interviennent une ondelette mono-
dimensionnelle de bord ou une fonction monodimensionnelle d’e´chelle.
12
13 14
15
16
Figure 4.6 – Bandelettes de bord
12 : Bandelettes de bord qui ne rencontrent pas de singularite´ lisse´e : la re´gularite´
utilise´e est la meˆme que pour la cate´gorie 7, celle de f .
Bandelettes Approximation 125
13 : Bandelettes de bord qui recnontrent la singularite´ lisse´e dans le sens de la
ge´ome´trie (j1 > j2) : on montre qu’un controˆle sur le nombre de ces bandelettes
de bord est suffisant.
14 : Bandelettes de bord qui rencontrent la singularite´ lisse´e orthogonalement a`
la ge´ome´trie (j2 > j1) telles que 2
j1 > log2(s) et le support est inclus dans
[η , l − η] ×R : ces bandelettes de bord se traitent de manie`re similaire a` celle
de la cate´gorie 8 en utilisant le controˆle sur l’erreur de de´tection, la re´gularite´
de la fonction f le long du contour et la re´gularite´ de l’ondelette.
15 : Bandelettes de bord qui rencontrent la singularite´ lisse´e orthogonalement a` la
ge´ome´trie (j2 > j1) telles que 2
j1 6 s et le support est inclus dans [η , l−η]×R :
ces bandelettes de bord se comportent comme les bandelettes inte´rieures de la
cate´gorie 9 ou` on utilise le controˆle sur l’erreur de de´tection, la re´gularite´ de la
fonction f le long du contour et la re´gularite´ du noyau de lissage hs.
16 : Bandelettes de bord qui rencontrent la singularite´ orthogonalement a` la ge´o-
me´trie (j2 > j1) telles que leur support n’est pas inclus dans [η , l − η] × R :
pour cette cate´gorie de bandelettes situe´es aux extre´mite´s un controˆle sur leur
nombre est suffisant.
La premie`re e´tape consiste a` ne conserver aucun coefficient en dessous de l’e´chelle ,
l’erreur re´siduelle E est de l’ordre de . Cette coupure correspond a` une approximation
line´aire et permet d’e´viter d’avoir a` traiter le cas des e´chelles infe´rieures a` mais supe´rieures
a` s pour lesquelles la pre´cision de la ge´ome´trie ne permet plus d’assurer un controˆle.
On de´finit alors ξ comme un multiple de . Celui-ci permet la de´finition d’une e´chelle
minimale d’indice
j? = max(log2(), log2(ξ), log2(s) + (log2(ξ)− log2(s))/(2α)) (4.35)
en dessous de laquelle on ne conserve e´galement aucun coefficient. Cette e´chelle minimale
correspond a` l’e´chelle d’approximation line´aire permettant d’obtenir une erreur de l’ordre
de . L’erreur due a` cette e´chelle minimale est note´e E0.
On de´finit alors pour chacune des cate´gories des e´chelles de coupure au dessus de cette
e´chelle minimale. Celles-ci sont pre´cise´es dans l’annexe 4B.
On obtient alors les trois tableaux suivants qui donnent pour chacune des cate´gories
de coefficients le nombre de coefficients conserve´s ainsi que l’erreur re´sultante due au
coefficients abandonne´s. Ces valeurs sont donne´es a` une constante multiplicative pre`s qui
ne de´pend pas de la fonction. Les de´monstrations correspondantes sont repousse´es dans
l’annexe 4B.
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Le premier tableau correspond au cas du lissage large, s > s0, ou` l’on utilise uniquement
des ondelettes isotropes :
k Mk Ek
E´chelle minimale
 0 (‖Dαf‖2
C
+ ‖f‖2∞)
0 0 (‖Dαf‖2
C
+ ‖f‖2∞)ξ
Ondelettes isotropes
1 l ξ−1/α l ‖Dαf‖2
C
ξ
2 ls−10 (1 + s
1/α
0 ξ
−1/α) l‖f‖2∞ ξ
3 ∅
Ondelettes de´forme´es
4 ∅
5 ∅
6 ∅
Bandelettes inte´rieures
7 ∅
8 ∅
9 ∅
10 ∅
11 ∅
Bandelettes de bord
12 ∅
13 ∅
14 ∅
15 ∅
16 ∅
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Le deuxie`me tableau correspond au cas du lissage faible, s 6 , ou` la fonction se
comporte comme si elle n’e´tait pas lisse´e. On utilise alors la famille orthonorme´e de ban-
delettes : ondelettes isotropes de´forme´es, bandelettes inte´rieures et bandelettes de bord.
k Mk Ek
E´chelle minimale
 0
lmax(1, ‖Dαc‖2α)
× (‖Dαf‖2
C
+ ‖f‖2∞)
0 0
lmax(1, ‖Dαc‖2α)
× (‖Dαf‖2
C
+ ‖f‖2∞)ξ
Ondelettes isotropes
1 ∅
2 ∅
3 ∅
Ondelettes de´forme´es
4 l ξ−1/(2α+1) lmax(1, ‖Dαc‖2α)‖Dαf‖2
C
ξ
5 min(|log2(ξ)|/2, |log2()|, ξ−1/(2α+1)) max(1, ‖Dαc‖2α)‖f‖2∞ ξ
6 ls−10 0
Bandelettes inte´rieures
7 l ξ−1/α lmax(1, ‖Dαc‖2α+2)‖Dαf‖2
C
ξ.
8 l ξ−1/(2α) −1/(2α) lmax(1, ‖Dαc‖2α+2)‖f‖2∞ ξ
9
{
0 si s 6 ξ
ξ−1/(2α) sinon
0
10 ∅
11 ∅
Bandelettes de bord
12 l ξ−1/α lmax(1, ‖Dαc‖2α+2)‖Dαf‖2
C
ξ
13 (|log2(max(ξ, ))|)2 0
14 l ξ−1/(2(α−1)) lmax(1, ‖Dαc‖2α+2)‖Dαf‖2
C
ξ
15
{
0 si ξ > s2
l ξ−1/α si ξ 6 s2
lmax(1, ‖Dαc‖2α+2)‖Dαf‖2
C
ξ
16 |log2(max(ξ, ))|2 0
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Le troisie`me et dernier tableau correspond au cas du lissage interme´diaire, s0 > s > ,
ou` l’on utilise les proprie´te´s du noyau de lissage. Pour repre´senter la fonction sur le do-
maine, on utilise la famille orthonorme´e de bandelettes : ondelettes isotropes de´forme´es,
bandelettes inte´rieures et bandelettes de bord.
k Mk Ek
E´chelle minimale
 0
lmax(1, ‖Dαc‖2α)
× (‖Dαf‖2
C
+ ‖f‖2∞)
0 0
lmax(1, ‖Dαc‖2α)
× (‖Dαf‖2
C
+ ‖f‖2∞)ξ
Ondelettes isotropes
1 ∅
2 ∅
3 ∅
Ondelettes de´forme´es
4 l ξ−1/(2α+1) lmax(1, ‖Dαc‖2α)‖Dαf‖2
C
ξ
5 min(|log2(ξ)|/2, |log2()|, ξ−1/(2α+1)) max(1, ‖Dαc‖2α)‖f‖2∞ ξ
6 ls−10 0
Bandelettes inte´rieures
7 l ξ−1/α lmax(1, ‖Dαc‖2α+2)‖Dαf‖2
C
ξ.
8 l ξ−1/(2α) −1/(2α) lmax(1, ‖Dαc‖2α+2)‖f‖2∞ ξ
9
{
0 si s 6 ξ
ξ−1/(2α) sinon
0
10 lξ−1/α lmax(1, ‖Dαc‖2α+2)‖Dαf‖2
C
ξ
11
{
ξ−1/α si s 6 ξ
(ξ−1/(2α) + |log2()|) sinon
max(1, ‖Dαc‖2α+2)‖f‖2∞ ξ
Bandelettes de bord
12 l ξ−1/α lmax(1, ‖Dαc‖2α+2)‖Dαf‖2
C
ξ
13 (|log2(ξ)|)2 + ξ−1/α) 0
14 l ξ−1/(2(α−1)) lmax(1, ‖Dαc‖2α+2)‖Dαf‖2
C
ξ
15
{
0 si ξ > s2
l ξ−1/α si ξ 6 s2
lmax(1, ‖Dαc‖2α+2)‖Dαf‖2
C
ξ
16
{
|log2(ξ)|2 si ξ > s
ξ−1/α sinon
0
Ces tableaux permettent alors de conclure en choisissant ξ.
ξ ' K 
max(1, ‖Dαc‖2α+2)‖Dαf‖2C
. (4.36)
de sorte que la somme des erreurs autres que E, celle provenant du seuillage a` l’e´chelle ,
soit infe´rieure a` .
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On obtient en effet
– dans le premier cas, celui du lissage large,∑
k
Mk 6 K(
−1/α + s−10 (1 + s
1/α
0 ξ
−1/α) (4.37)
et ∑
k
Ek 6 (1 +Kl(‖Dαf‖2C + ‖f‖2∞))  , (4.38)
– dans deuxie`me cas, celui du lissage faible,∑
k
Mk 6 K(
−1/α + s−10 ) (4.39)
et ∑
k
Ek 6 (1 +Klmax(1, ‖Dαc‖2α)(‖Dαf‖2C + ‖f‖2∞))  , (4.40)
– et enfin dans le dernier cas, celui du lissage interme´diaire,∑
k
Mk 6 K(
−1/α + s−10 ) (4.41)
et ∑
k
Ek 6 (1 +Klmax(1, ‖Dαc‖2α)(‖Dαf‖2C + ‖f‖2∞))  . (4.42)
On conclut alors sur l’existence de l’approximation satisfaisant le the´ore`me en ajoutant
les MG coefficients de ge´ome´trie et en utilisant le fait que la famille de bandelettes est
orthonorme´e.
On note que si l’on conserve le nombre minimal M des plus grands coefficients au
dessus de l’e´chelle  assurant une erreur au dessus de l’e´chelle  infe´rieure a` , on obtient
une approximation qui satisfait les conditions du the´ore`me. De meˆme, l’approximation
faite en conservant le nombre minimal M des plus grands coefficients assurant une erreur
infe´rieure a` l’erreur en dessous de l’e´chelle  augmente´e de  satisfait les conditions du
the´ore`me. On utilise cet argument dans la construction effective de l’approximation que
l’on fait dans la section suivante.
4.2.4 Approximation non-line´aire
Les deux sections pre´ce´dentes fournissent les outils permettant une approximation non-
line´aire en bandelettes. On peut maintenant e´noncer le the´ore`me d’approximation line´aire.
Il suppose une de´tection pre´cise et donne une approximation non-line´aire dans le frame de
bandelettes. Cette approximation non-line´aire est telle que l’erreur de´croisse en O(M−α)
ou` M est la somme du nombre de coefficients du frame de bandelettes et du nombre de
coefficients d’ondelettes de la ge´ome´trie.
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The´ore`me 4.2. Soit f un fonction telle que, en dehors d’un ensemble de courbes dont
les de´rive´es d’ordre α des parame´trisations normales sont borne´es, les de´rive´es partielles
d’ordre α sont borne´es, il existe deux constantes K1 et K2 ne de´pendant que de la fonc-
tion f , du noyau de lissage h et de l’ondelette ψ telles que pour tout , si on connaˆıt une
de´tection a` η = inf(, s) pre`s de la ge´ome´trie et que cette ge´ome´trie estime´e est unifor-
me´ment de´rivable alors on peut construire une approximation fs, de fs a` l’aide de Ms,
coefficients au total pour la ge´ome´trie et le frame de bandelettes ou`
Ms, 6 K1
−1/α (4.43)
et
‖fs − fs,‖22 6 K2 (4.44)
soit
‖fs − fs,‖22 6 Kα1K2M−αs, (4.45)
ou` les constantes K1 et K2 ne de´pendent que de la fonction f , du noyau de lissage h et
des ondelettes utilise´es.
De´monstration. Cette de´monstration est essentiellement base´e sur le the´ore`me pre´ce´dent.
Celui-ci permet en effet de traiter chacun des domaines pour prouver l’existence de l’ap-
proximation. Ce the´ore`me doit cependant eˆtre comple´te´ car les ondelettes isotropes cor-
respondant au fond n’ont pas e´te´ traite´es.
Il faut ensuite montrer qu’on peut effectivement obtenir une telle approximation a`
partir du moment ou` l’on a une de´tection pre´cise a` η = max(, s) pre`s de la ge´ome´trie
et que les parame´trisations de ces courbes sont uniforme´ment de´rivables. Ceci se fait en
testant diffe´rentes e´chelles pour le lissage de la ge´ome´trie.
La premie`re partie de la de´monstration est donc la construction d’une approximation
satisfaisant les conditions du the´ore`me. Pour ceci, on suppose que l’on peut tout connaˆıtre
sur la fonction fs : la re´gularite´ α, l’e´chelle de lissage s et la position des vrais contours Ci.
Sur chacun des domaines Ωi, la courbe de´tecte´e Gi est approche´e comme indique´ dans
la section 4.2.2 par sa projection sur l’espace V 1j0 avec j0 = log2(η)/α. Ceci assure la
re´gularite´ des contours et permet un controˆle du nombre de coefficients ne´cessaires comme
dans la de´monstration pre´ce´dente. En particulier le nombre MG de coefficients utilise´s
pour repre´senter la ge´ome´trie satisfait :
MG 6
∑
i
lciη
−1/α . (4.46)
Le grass-fire est initialise´ par ces courbes approche´es, de sorte que les domaines Ωi sont
bien confine´s et bien isole´s a` Kη pre`s.
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Comme dans la de´monstration pre´ce´dente, les familles de fonctions utilise´es sur chaque
domaine de´pendent du lissage. Si celui-ci est large, on utilise les ondelettes isotropes sinon
on utilise les bandelettes. Le fond est lui toujours repre´sente´ avec des ondelettes isotropes.
On va maintenant montrer que l’on peut de´finir des e´chelles de coupures sur les coeffi-
cients utilise´s telles que le nombre de coefficients conserve´s au dessus de cette e´chelle soit
bien de l’ordre de −1/α tandis que l’erreur est de l’ordre de . Ceci suppose des proprie´te´s
de de´croissance que l’on obtient en particulier a` l’aide du lemme 4.3 qui relie re´gularite´ et
produit scalaire.
Pour obtenir ces de´croissances, on re´utilise les diffe´rents coefficients de la de´monstration
pre´ce´dente sauf pour le fond.
Les ondelettes isotropes correspondant au fond sont classe´es en trois cate´gories si-
milaires a` celles utilise´es lors de la repre´sentation des domaines. La source de re´gularite´
utilise´e est pre´cise´e dans chaque cas.
– Ondelettes isotropes : ce sont les ondelettes isotropes rencontrant le domaine Ω¯.
1
2
3
Figure 4.7 – Ondelettes isotropes
1 : Ondelettes isotropes ne rencontrant pas la singularite´ lisse´e : la de´croissance
provient de la re´gularite´ de fs en dehors de la singularite´. On utilise donc
les proprie´te´s d’approximation des ondelettes pour les fonctions re´gulie`res qui
permettent d’assurer la bonne de´croissance de l’erreur pour ces coefficients.
2 : Ondelettes isotropes rencontrant une singularite´ lisse´e avec 2j > s0 : ces onde-
lettes sont larges et sont donc en nombre borne´.
3 : Ondelettes isotropes rencontrant une singularite´ lisse´e avec 2j < s0 : ces onde-
lettes sont traite´es diffe´remment selon leur position par rapport a` l’e´chelle de
lissage s. Lorsque l’e´chelle des ondelettes est plus grande que l’e´chelle de lissage,
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on retrouve le comportement des ondelettes autour d’une singularite´ ponctuelle.
Lorsque l’e´chelle des ondelettes est plus petite que l’e´chelle de lissage, on peut
utiliser la re´gularite´ de la fonction de lissage pour obtenir une de´croissance des
coefficients d’ondelettes. Le controˆle sur le nombre de ces coefficients situe´s a`
proximite´ du contour permet d’obtenir la bonne de´croissance.
La premie`re e´tape consiste a` ne conserver aucun coefficient en dessous de l’e´chelle ,
l’erreur re´siduelle E est de l’ordre de . Cette coupure correspond a` une approximation
line´aire et permet d’e´viter d’avoir a` traiter le cas des e´chelles infe´rieures a` mais supe´rieures
a` s pour lesquelles la pre´cision de la ge´ome´trie ne permet plus d’assurer un controˆle.
On de´finit alors ξ comme un multiple de . Celui-ci permet la de´finition d’une e´chelle
minimale d’indice
j? = max(log2(), log2(ξ), log2(s) + (log2(ξ)− log2(s))/(2α)) (4.47)
en dessous de laquelle on ne conserve e´galement aucun coefficient. Cette e´chelle minimale
correspond a` l’e´chelle d’approximation line´aire permettant d’obtenir une erreur de l’ordre
de . L’erreur due a` cette e´chelle minimale est note´e E0.
On de´finit alors pour chacune des cate´gories des e´chelles de coupure au dessus de cette
e´chelle minimale. Celles-ci sont pre´cise´es dans l’annexe 4B.
On obtient alors les trois tableaux suivants qui donnent pour chacune des cate´gories
de coefficients le nombre de coefficients conserve´s ainsi que l’erreur re´sultante due au
coefficients abandonne´s. Ces valeurs sont donne´es a` une constante multiplicative pre`s qui
ne de´pend pas de la fonction. Les de´monstrations correspondantes sont repousse´es dans
l’annexe 4B.
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Le premier tableau correspond au cas du lissage large, s > s0, ou` l’on utilise uniquement
des ondelettes isotropes : les ondelettes de la cate´gorie 1 sont celles ne rencontrant pas de
contour lisse´ et les ondelettes de la cate´gorie 2 celles rencontrant l’un des contours lisse´s.
k Mk Ek
E´chelle minimale
 0 (‖Dαf‖2
C
+
∑
i
lci‖f‖2∞)
0 0 (‖Dαf‖2
C
+
∑
i
lci‖f‖2∞)ξ
Ondelettes isotropes
1 ξ−1/α ‖Dαf‖2
C
ξ
2
∑
i
lcis
−1
0 (1 + s
1/α
0 ξ
−1/α)
∑
i
lci‖f‖2∞ ξ
3 ∅
Ondelettes de´forme´es
4 ∅
5 ∅
6 ∅
Bandelettes inte´rieures
7 ∅
8 ∅
9 ∅
10 ∅
11 ∅
Bandelettes de bord
12 ∅
13 ∅
14 ∅
15 ∅
16 ∅
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Le deuxie`me tableau correspond au cas du lissage faible, s 6 , ou` la fonction se com-
porte comme si elle n’e´tait pas lisse´e. On utilise alors la famille orthonorme´e de bandelettes
pour les domaines (ondelettes isotropes de´forme´es, bandelettes inte´rieures et bandelettes
de bord) et les ondelettes isotropes pour le fond.
k Mk Ek
E´chelle minimale
 0
max
i
(1, ‖Dαci‖2α)
× (‖Dαf‖2
C
+
∑
i
lci‖f‖2∞)
0 0
max
i
(1, ‖Dαci‖2α)
× (‖Dαf‖2
C
+
∑
i
lci‖f‖2∞)ξ
Ondelettes isotropes
1 ξ−1/α ‖Dαf‖2
C
ξ
2
∑
i
lcis
−1
o 0
3 # (I)min(|log2(ξ)|/2, |log2(s)|+ s1/αξ−1/(2α)) # (I) ‖f‖2∞ξ
Ondelettes de´forme´es
4
∑
i
lci ξ
−1/(2α+1)
∑
i
lci max
i
(1, ‖Dαci‖2α)‖Dαf‖2C ξ
5 # (I)min(|log2(ξ)|/2, |log2()|, ξ−1/(2α+1)) # (I)max
i
(1, ‖Dαci‖2α)‖f‖2∞ ξ
6
∑
i
lcis
−1
0 0
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7
∑
i
lci ξ
−1/α lmax
i
(1, ‖Dαci‖2α+2)‖Dαf‖2C ξ.
8
∑
i
lci ξ
−1/(2α) −1/(2α)
∑
i
lci max
i
(1, ‖Dαci‖2α+2)‖f‖2∞ ξ
9
{
0 si s 6 ξ
#(I) ξ−1/(2α) sinon
0
10 ∅
11 ∅
Bandelettes de bord
12
∑
i
lci ξ
−1/α
∑
i
lci max
i
(1, ‖Dαci‖2α+2)‖Dαf‖2C ξ
13 # (I) (|log2(max(, ξ))|)2 0
14
∑
i
lci ξ
−1/(2(α−1))
∑
i
lci max
i
(1, ‖Dαci‖2α+2)‖Dαf‖2C ξ
15
{
0 si ξ > s2∑
i lci ξ
−1/α si ξ 6 s2
∑
i
lci max
i
(1, ‖Dαci‖2α+2)‖Dαf‖2C ξ
16 # (I) |log2(max(ξ, ))|2 0
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Le troisie`me et dernier tableau correspond au cas du lissage interme´diaire, s0 > s > ,
ou` l’on utilise les proprie´te´s du noyau de lissage. Pour repre´senter la fonction sur le do-
maine, on utilise la famille orthonorme´e de bandelettes (ondelettes isotropes de´forme´es,
bandelettes inte´rieures et bandelettes de bord) pour les domaines et les ondelettes isotropes
pour le fond.
k Mk Ek
E´chelle minimale
 0
max
i
(1, ‖Dαci‖2α)
× (‖Dαf‖2
C
+ ‖f‖2∞) 
0 0
max
i
(1, ‖Dαci‖2α)
× (‖Dαf‖2
C
+ ‖f‖2∞) ξ
Ondelettes isotropes
1 ξ−1/α ‖Dαf‖2
C
ξ
2
∑
i
lcis
−1
o 0
3 # (I)min(|log2(ξ)|/2, |log2(s)|+ s1/αξ−1/(2α)) # (I) ‖f‖2∞ξ
Ondelettes de´forme´es
4
∑
i
lci ξ
−1/(2α+1)
∑
i
lci max
i
(1, ‖Dαci‖2α)‖Dαf‖2C ξ
5 # (I)min(|log2(ξ)|/2, |log2()|, ξ−1/(2α+1)) # (I)max
i
(1, ‖Dαci‖2α)‖f‖2∞ ξ
6 ls−10 0
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7
∑
i
lci ξ
−1/α
∑
i
lci max
i
(1, ‖Dαci‖2α+2)‖Dαf‖2C ξ.
8
∑
i
lci ξ
−1/(2α) −1/(2α)
∑
i
lci max
i
(1, ‖Dαci‖2α+2)‖f‖2∞ ξ
9
{
0 si s 6 ξ
#(I) ξ−1/(2α) sinon
0
10
∑
i
lciξ
−1/α
∑
i
lci max
i
(1, ‖Dαci‖2α+2)‖Dαf‖2C ξ
11
{
#(I) ξ−1/α si s 6 ξ
#(I) (ξ−1/(2α) + |log2()|) sinon
max
i
(1, ‖Dαci‖2α+2)‖f‖2∞ ξ
Bandelettes de bord
12
∑
i
lci ξ
−1/α
∑
i
lci max
i
(1, ‖Dαci‖2α+2)‖Dαf‖2C ξ
13
{
#(I) (|log2(max(ξ))|)2 si ξ > s
#(I) ((|log2(max())|)2 + ξ−1/α) sinon
0
14
∑
i
lci ξ
−1/(2(α−1))
∑
i
lci max
i
(1, ‖Dαci‖2α+2)‖Dαf‖2C ξ
15
{
0 si ξ > s2∑
i lci ξ
−1/α si ξ 6 s2
∑
i
lci max
i
(1, ‖Dαci‖2α+2)‖Dαf‖2C ξ
16
{
#(I) |log2(ξ)|2 si ξ > s
#(I) ξ−1/α sinon
0
Ces tableaux permettent alors de conclure en choisissant ξ
ξ ' K 
#(I)maxi(1, ‖Dαci‖2α+2)‖Dαf‖2C
. (4.48)
de sorte que la somme des erreurs autres que E, celle provenant du seuillage a` l’e´chelle ,
soit infe´rieure a` .
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On obtient en effet en utilisant lci 6 1
– dans le premier cas, celui du lissage large,∑
k
Mk 6 K(
−1/α +#(I) s−10 (1 + s
1/α
0 
−1/α) (4.49)
et ∑
k
Ek 6 (1 +K‖Dαf‖2C +#(I) ‖f‖2∞)  , (4.50)
– dans le deuxie`me cas, celui du lissage faible,∑
k
Mk 6 K(1 + # (I))(
−1/α + s−10 ) (4.51)
et ∑
k
Ek 6 (1 +Kmax
i
(1, ‖Dαci‖2α)# (I) (‖Dαf‖2C + ‖f‖2∞))  , (4.52)
– et enfin dans le dernier cas, celui du lissage interme´diaire,∑
k
Mk 6 K(1 + # (I))(
−1/α + s−10 ) (4.53)
et ∑
k
Ek 6 (1 +Kmax
i
(1, ‖Dαci‖2α)# (I) (‖Dαf‖2C + ‖f‖2∞)))  . (4.54)
A` ces nombres de coefficients dans le frame de bandelettes, il faut ajouter les MG coeffi-
cients provenant de la ge´ome´trie. Le lemme 4.4 nous indique alors que
MG 6
∑
i
lciη
−1/α (4.55)
et donc
MG 6
∑
i
lci
−1/α . (4.56)
On a alors montre´ l’existence d’une approximation re´pondant au the´ore`me. Il faut alors
de´montrer qu’on peut effectivement en obtenir une au moins aussi performante de manie`re
pratique. En effet, la construction pre´ce´dente suppose connu la re´gularite´ de la ge´ome´trie
via l’e´chelle de coupure et spe´cifie pour chaque cate´gorie de coefficients ceux qu’il faut
conserver. Ces cate´gories ne sont pas connues en pratique et donc cette construction n’est
pas directement applicable.
Afin de re´soudre ce proble`me, on adopte la strate´gie suivante : on teste les diffe´rentes
approximations de la ge´ome´trie en faisant varier les e´chelles de coupure d’indice j0
j0 ∈ [0 , log2()] (4.57)
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et pour chacune de ces ge´ome´tries, on de´termine le nombre MB de coefficients ne´cessaires
pour obtenir une erreur infe´rieure a` la somme de l’erreur E, celle en dessous de l’e´chelle
, et de  en gardant les plus grands coefficients ainsi que le nombre MG de coefficients
utilise´s pour la ge´ome´trie.
On conserve alors l’approximation utilisant le moins de coefficients. L’e´chelle d’indice
j0 = log2(η)/α ayant e´te´ teste´e, on est assure´ que le nombre de coefficients de l’approxi-
mation conserve´ satisfait les conditions du the´ore`me. Il reste encore a` ve´rifier que c’est
e´galement le cas pour l’erreur.
Pour cela, on ve´rifie que l’erreur E est au plus de l’ordre de  quelle que soit l’ap-
proximation de la ge´ome´trie choisie. Ceci ne´cessite l’hypothe`se de diffe´rentiabilite´ borne´e
de la parame´trisation de la ge´ome´trie de´tecte´e. En effet cette hypothe`se permet d’obtenir
le lemme suivant dont la de´monstration est repousse´e a` la section 4B.3.2.
Lemme 4.5. Quelle que soit l’e´chelle d’approximation choisie pour la ge´ome´trie, si la
de´rive´e de la parame´trisation de la ge´ome´trie estime´e est borne´e, l’erreur d’approximation
E de la fonction fs faite en e´liminant les coefficients en dessous de l’e´chelle  dans le
frame de bandelettes satisfait
E 6 K(1 + # (I))
∑
j
lcj max(1, ‖D1gi‖)(‖D1f‖2C + ‖f‖2∞)  . (4.58)
On a donc construit une approximation dont l’erreur sur les coefficients satisfait les
conditions du the´ore`me. On conclut en utilisant le fait que les bandelettes forment un
frame et que l’erreur sur les coefficients se retrouve sur l’erreur de reconstruction.
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4.3 De´tection dans le cas des fonctions e´toi-
le´es
Les de´monstrations pre´ce´dentes supposent que l’on est capable d’obtenir une de´tection
pre´cise a` η pre`s. On pre´sente ici une classe de fonctions, la classe des fonctions e´toile´es,
pour laquelle on peut de´montrer que de´tection est possible avec des techniques simples.
4.3.1 Fonctions e´toile´es
La classe des fonctions e´toile´es d’ordre α est une classe de fonctions telles que, en
dehors d’une unique courbe ferme´e dont la de´rive´e d’ordre α de la parame´trisation nor-
male est borne´e, les de´rive´es partielles d’ordre α sont borne´es. Cette courbe ne pre´sente
en particulier pas de coins et ceci va permettre d’obtenir des re´sultats the´oriques pour
l’algorithme de de´tection.
θ
ρ
b0
Figure 4.8 – Ensemble e´toile´ : b0 est point central, le contour est parame´tre´ par ρ(Θ).
Donoho [CD99a, Don98, Don99] de´finit les ensembles e´toile´s d’ordre α comme les
ensembles Ω inclus dans [0 , 1]2 tels qu’il existe un point b0 et une parame´trisation polaire
ρ(θ) issue de ce point de la frontie`re ∂Ω satisfaisant
Ω ⊂ [ 1
10
,
9
10
]2 , (4.59)
1
10
6 ρ(θ) 6
1
2
, (4.60)
ρ(α) est borne´e. (4.61)
Les fonctions e´toile´es d’ordre α sont alors de´finies comme les fonctions telles que, en
dehors d’un ensemble e´toile´ d’ordre α, ses de´rive´es partielles d’ordre α sont borne´es.
Cette classe de fonctions simples est inte´ressante car Donoho [Don98] montre que la
de´croissance de l’erreur d’approximation de ces fonctions dans le cadre des de´compositions
atomiques satisfait au mieux
‖f − fM‖22 6 KM−α . (4.62)
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Le re´sultat de l’approximation en bandelettes est donc en un sens optimal.
On suppose de plus que le long de cette courbe la discontinuite´ correspond a` un saut de
hauteur minimale d’une certaine de´rive´e. Ceci permet de de´finir un algorithme d’estimation
de la ge´ome´trie pour les fonctions de cette classe lisse´e par un noyau de lissage auquel on
impose d’eˆtre a` support dans [−1 , 1]2 et strictement positif sur [−1/2 , 1/2]2 .
On peut alors e´noncer le the´ore`me suivant :
The´ore`me 4.3. Si f est une fonction e´toile´e d’ordre α et si le saut le long de la discon-
tinuite´ reste majore´ par λ > 0, il existe deux constantes K1 et K2 ne de´pendant que de la
fonction f , du noyau de lissage h et de l’ondelette ψ telle que pour tout , on peut de´ter-
miner une de´tection a` η = inf(, s) pre`s de la ge´ome´trie qui est uniforme´ment de´rivable et
on peut construire une approximation fs, de fs a` l’aide de Ms, coefficients au total pour
la ge´ome´trie et le frame de bandelettes ou`
Ms, 6 K1
−1/α (4.63)
et
‖fs − fs,‖22 6 K2 (4.64)
soit
‖fs − fs,‖22 6 Kα1K2M−αs, (4.65)
ou` les constantes K1 et K2 ne de´pendent que de la fonction f , du noyau de lissage h et
des ondelettes utilise´es.
De´monstration. Les fonctions e´toile´es satisfont les conditions du the´ore`me 4.2. Il ne reste
donc plus qu’a` ve´rifier que l’on peut obtenir une de´tection de la ge´ome´trie a` η pre`s qui est
uniforme´ment de´rivable, ce qui est fait dans la section suivante.
4.3.2 De´tection
Dans le cas des fonctions e´toile´es, l’absence de coins permet d’obtenir des re´sultats
the´oriques sur un algorithme de de´tection. Celui-ci est base´ sur le calcul du gradient
de version lisse´e de l’image comme dans l’imple´mentation de la de´tection du chapitre
pre´ce´dent mais les proce´dures de chaˆınage et d’inte´gration du flot sont diffe´rentes de celles
de´crites dans la section 3.2 dans un cadre discreˆt.
L’algorithme utilise´ est le suivant :
1. On calcule le gradient de l’image h ? fs.
2. On de´termine les maxima locaux sur un voisinage de taille d sur les lignes verticales
(respectivement horizontales) ou` la norme du gradient est plus grande que T , ou` T
est choisi en fonction de la majoration de ∇f sur sa partie re´gulie`re.
3. On e´limine les maxima verticaux (respectivement horizontaux) ou` le gradient est
trop vertical (respectivement trop horizontal) : l’angle de celui-ci avec la verticale
(respectivement l’horizontale) est infe´rieur a` pi/12.
4. A chacun de ces maxima verticaux, on associe le segment vertical contenant le maxi-
mum et de largeur minimale contenant tous les points a` une distance infe´rieure a` d
du maxima ou` le gradient est de norme supe´rieure a` T .
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5. On chaˆıne alors ces maxima horizontaux en construisant des re´gions horizontales
(respectivement verticales) disjointes.
6. Sur chacune de ces re´gions, on inte`gre le flot (la direction orthogonale au gradient
du maxima) pour obtenir des courbes restant dans ces re´gions.
Il nous faut maintenant de´crire plus pre´cise´ment les proce´dures de chaˆınage et d’inte´-
gration du flot pour montrer qu’elles permettent une de´tection a` η = max(, s) pre`s de la
ge´ome´trie de la fonction.
4.3.2.1 Chaˆınage des maxima et construction des re´gions
On de´crit ici cette proce´dure en de´tail et on montre qu’elle permet un controˆle sur le
nombre des re´gions ainsi que sur leur largeur.
L’ide´e centrale de cette proce´dure est de chaˆıner les maxima verticaux (respectivement
horizontaux) selon la direction horizontale (respectivement verticale) et de leur associer
une re´gion dont la largeur correspond a` la zone ou` le gradient reste au dessus de T au
voisinage du maximum. La difficulte´ de la construction vient du fait que l’on veut obtenir
des zones disjointes alors que les maxima horizontaux ou verticaux ont e´te´ traite´s jusque
ici inde´pendamment.
On utilise alors l’algorithme de chaˆınage suivant :
1. On marque comme strictement horizontaux (respectivement verticaux) les segments
verticaux (respectivement horizontaux) ou` le gradient du maximum est tre`s horizon-
tal (respectivement tre`s vertical) : l’angle de celui-ci avec l’horizontale (respective-
ment la verticale) est infe´rieur a` pi/12.
2. On part du segment strictement oriente´ de plus haute e´nergie et on lui associe la
re´gion compose´ de toute la composante connexe de segments de la meˆme orientation
dans lesquelles l’orientation du maximum ne franchit pas pi/4.
3. Tous les segments rencontrant cette re´gion sont alors e´limine´s.
4. Si il reste un segment oriente´, on retourne a` l’e´tape 2.
5. On reprend alors les zones pre´ce´dentes dans le meˆme ordre, en rajoutant pour cha-
cune l’e´ventuelle composante connexe de segments dans laquelle l’orientation franchit
pi/4 une fois de plus dans chaque direction, on e´limine les segments rencontrant cette
re´gion pour chaque re´gion.
6. Tant qu’il reste des segments. on retourne a` l’e´tape 5.
Lemme 4.6. Les zones ainsi obtenues sont en nombre fini et leur largeur est majore´e par
Kη. Le contour C est entie`rement recouverte sauf e´ventuellement aux jonctions entres les
domaines et la zone non recouverte est au plus de longueur Kη.
De´monstration. On commence par montrer que la largeur de chaque segment est bien
majore´e par Kη. Pour cela on utilise les lemmes 3B.1 et 3B.2 de´montre´s pour l’estimation
de la ge´ome´trie et on suppose que η est suffisamment petit pour que la direction du gradient
en un maximum satisfasse
|tan(angle(∇(g ? fs)(x),nC(x′)))| 6 tan(pi/24). (4.66)
Pour tout segment vertical, le maximum est un point de haute e´nergie situe´ a` une
distance infe´rieure a` Kη de la courbe C et dont le gradient fait un angle supe´rieur a` pi/12
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avec l’horizontale. La tangente au point le plus proche de la courbe fait donc un angle
supe´rieur a` pi/24 avec la verticale. Il en re´sulte que de`s que l’on se de´place verticalement
a` partir du maximum de K 4tan(pi/24)η, la distance a` ce morceau de la courbe devient
plus grande que Kη. Or les extre´mite´s du segment sont a` une distance infe´rieure a` d du
maximum et sont donc proche de ce morceau de la courbe. On en de´duit que la largeur
des segments est bien borne´e par K 4tan(pi/24)η.
On montre ensuite que les zones obtenues comprennent une longueur minimale de la
courbe C. Celle-ci e´tant de longueur finie, on en conclut que ces zones sont en nombre fini.
Chaque re´gion a e´te´ de´finie a` partir d’un segment strictement oriente´. Supposons que
cette re´gion soit horizontale, il existe un segment dont le gradient au maximum fait un angle
infe´rieur a` pi/12 avec la verticale. Il existe donc un point de la courbe a` distance infe´rieure
a` η ou` la tangente fait un angle infe´rieur a` 3pi/24 avec l’horizontale. Par continuite´, cet
angle reste infe´rieur a` 5pi/24 sur une longueur minimale lmin. Si η est suffisamment petit,
cela implique que le segment horizontal correspondant a` cette tangent est dans la meˆme
zone que le segment de de´part et que cette zone comprend cette longueur minimal lmin de
la courbe.
Il reste a` montrer que les morceaux de la courbe C non recouverts par des re´gions sont
en nombre fini et sont de taille de l’ordre de η.
Tout point de la courbe est au de´part recouvert par un segment horizontal ou vertical.
Les segments e´limine´s le sont parce qu’ils intersectent un segment dans l’autre direction qui
est conserve´ : ils sont donc en contact avec un segment dans l’autre direction de longueur
au plus Kη. Un point de la courbe qui n’est pas couvert est donc a` une distance infe´rieure
a` Kη d’une re´gion verticale et a` une distance infe´rieure a` Kη d’une re´gion horizontale. Le
nombre de ces re´gions e´tant fini, on a bien le re´sultat souhaite´.
4.3.2.2 Inte´gration du flot
On pre´sente ici la construction des courbes du the´ore`me a` l’aide des re´gions et du
flot (la direction orthogonale au gradient) des maxima et on montre qu’elle permet une
de´tection pre´cise a` Kη pre`s.
La me´thode pour les obtenir a` partir d’une re´gion horizontale est la suivante :
1. Le long de chaque ligne horizontale on de´finit le flot comme la direction orthogonale
au gradient du maximum de la ligne dans la re´gion.
2. En commenc¸ant par la ligne ou` le maximum est de plus forte e´nergie, on inte`gre le
flot dans les deux directions tant que l’intervalle des de´calages possibles pour que la
courbe ne sorte pas de la zone dans la direction verticale est non vide.
3. On choisit alors comme courbe Ci un de ces repre´sentants possibles.
4. Tant que la re´gion n’est pas couverte, on reprend a` l’e´tape 2.
Lemme 4.7. L’erreur entre la position des courbes obtenues et les vraies courbes est borne´e
par Kη, la de´rive´e de la parame´trisation horizontale ou verticale des courbes obtenues est
borne´e ainsi que la de´rive´e de la parame´trisation des vraies courbes. Elles sont de plus en
nombre fini.
De´monstration. Il suffit de montrer ce re´sultat pour chaque zone pour obtenir le re´sultat
pour l’ensemble de celles-ci.
La construction des courbes inte´grales a` l’inte´rieur des zones assure que la pre´cision
sur la position est bien borne´e par Kη et que la de´rive´e de leur parame´trisation est borne´e,
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puisque leur tangente est controle´e, il ne reste donc plus qu’a` ve´rifier les deux dernie`res
proprie´te´s.
Pour ceci, on rappelle que l’erreur sur la direction du gradient pour un maximum est
borne´e par
|tan(angle(∇(gη ? fs)(x),nC(x′)))| 6 Kη. (4.67)
comme on l’a ve´rifier dans la section 3B.2 de l’annexe 3B.
On en de´duit alors que la de´rive´e de la parame´trisation des vraies courbes est borne´e
puisque la tangent est sous controˆle.
On montre maintenant que ces courbes ont une longueur minimale, ce qui assure
qu’elles seront en nombre fini.
Si on inte`gre le flot sur une distance horizontale de l, l’erreur verticale par rapport au
vrai flot est borne´e par Kηl du fait de la borne obtenue en (4.67). On sait de plus que
les zones ont une largeur supe´rieure a` Kη, ce qui implique que les courbes ont bien une
longueur minimale.
On en de´duit alors imme´diatement que
Corollaire 4.8. La de´tection ainsi obtenue est pre´cise a` Kmax(, s) pre`s et les de´rive´es
sont borne´es.
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L’objectif de cette annexe est la de´monstration du lemme suivant :
Lemme 4.1. Si la de´tection de la ge´ome´trie d’une fonction du mode`le est pre´cise a` η pre`s
alors les domaines obtenus par le grass-fire sont a` la fois confine´s a` η pre`s et isole´s a` η
pre`s.
Ce lemme joue un roˆle important dans les the´ore`mes d’approximations puisque c’est
lui qui assure que l’on obtient des domaines confine´s et isole´s a` l’aide du grass-fire de la
section 4.1.2 initialise´ par les courbes. La de´monstration de ce lemme est longue. Elle utilise
de manie`re intensive les conditions sur la ge´ome´trie impose´es par le mode`le : re´gularite´
des contours, controˆle des angles de jonctions et controˆle des tangentes.
On note toujours K les constantes apparaissant dans les diffe´rentes estimations. Par
souci de simplicite´, on se permet de faire varier la constante K d’une ligne a` l’autre tant
que cette variation n’est pas essentielle.
4A.1 Grass-fire et domaines
Pour de´montrer le lemme 4.1, on va en fait de´montrer le lemme plus fort suivant :
Lemme 4A.1. Si la vraie ge´ome´trie peut se de´crire avec un nombre fini de courbes Ci dont
les de´rive´es secondes des parame´trisations normales sont borne´es et dont les parame´trisa-
tions ci, soit verticales soit horizontales, sont telles que ‖c′i‖∞ 6 M , si leurs jonctions se
font avec des angles plus grands que θ0 et telles que sauf aux jonctions les courbes restent
a` une distance non nulle les unes des autres et si la de´tection est pre´cise a` η pre`s alors le
grass-fire permet d’obtenir des domaines satisfaisant les proprie´te´s suivantes :
Il existe s0, do, K et C tels que si η 6 s0 alors les domaines obtenus a` partir du
grass-fire sur la ge´ome´trie estime´e restent proches de ceux obtenus par le grass-fire sur la
vraie ge´ome´trie
Pour un domaine correspondant a` une zone horizontale, on a la proprie´te´ suivante ou`
x0 est la coordonne´e d’une jonction :
– Si |x1 − x0| 6 Kη, la distance entre (x, c(x)) et la frontie`re du domaine est borne´
par Kη.
– De`s que Kη 6 |x1−x0| 6 d0, la distance entre (x, c(x)) et la frontie`re reste supe´rieure
a` C(x1 − x0).
– Sinon la distance entre la frontie`re et la courbe reste supe´rieure a` Cd0.
De plus de`s que la distance a` la courbe estime´e la plus proche est supe´rieure a` 3η, la
distance a` la vraie courbe la plus proche est supe´rieure a` η.
De´monstration. L’ide´e de la de´monstration est de montrer que l’on a un re´sultat similaire
si le grass-fire est initialise´ par les vraies courbes et que le re´sultat de ce grass-fire n’est
pas tre`s diffe´rent du re´sultat obtenu a` partir des courbes de´tecte´es.
Lemme 4A.2. Si la vraie ge´ome´trie peut se de´crire avec un nombre fini de courbes Ci dont
les de´rive´es secondes des parame´trisations normales sont borne´es et dont les parame´trisa-
tions ci, soit verticales soit horizontales, sont telles que ‖c′i‖∞ 6 M , si leurs jonctions se
font avec des angles plus grands que θ0 et telles que sauf aux jonctions les courbes restent
a` une distance non nulle les unes des autres et si la de´tection est pre´cise a` η pre`s alors
le grass-fire permet d’obtenir des domaines tels que il existe d0 et d
′
0 6 d0 satisfaisant les
conditions suivantes
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– Le domaine Ωi associe´ a` la courbe Ci par le grass-fire contient le coˆne de demi angle
θ0/4 autour de la tangente tant que la distance a` la jonction est infe´rieur a` d0.
– Un point du coˆne a` une distance λ 6 d0 du coin est a` une distance supe´rieure a`
sin(θ0/8)λ de la courbe Ci.
– Pour tout point de la frontie`re du domaine, si la distance dans la direction de la
tangente est plus grande que d0 sin(θ0/4) alors la distance a` la courbe Ci est plus
grande que sin(θ0/8) sin(θ0/4)d0.
– Pour chaque courbe ci horizontale, la distance verticale entre (x1, ci(x1)) et le bord du
domaine reste plus grande que sin(θ0/8)/ cos(arctan(M)+θ0/4)(x−x0) si |x1−x0| 6
d′0 et cette distance est supe´rieure a` sin(θ0/8)/ cos(arctan(M) + θ0/4)d′o sinon.
De´monstration. Pour de´montrer ce lemme, on utilise trois lemmes sur la ge´ome´trie dont
les de´monstrations sont repousse´es dans la section 4A.2.
Le premier lemme montre que si C est une courbe dont la de´rive´e d’ordre α de la
parame´trisation normale sont borne´es alors il en est de meˆme pour les de´rive´es des para-
me´trisations horizontales ou verticales sous certaines conditions sur la de´rive´e premie`re de
celles-ci.
Lemme 4A.3. Si C est une courbe dont la parame´trisation normale C(s) = (x1(s), x2(s))
satisfait
∀s,∀β 6 α, |C(β)(s)| 6 M (4A.1)
et si x′1(s0) > m, alors C peut eˆtre parame´tre´e horizontalement tant que x′1(s) 6= 0 par
c(x1) et les de´rive´es de c sont borne´es par
∀β 6 α, |c(β)(x)| 6 K(β,m,M) (4A.2)
tant que x′1(s) > m.
Il permet d’assurer l’existence d’une distance d telle que si on reste a` une distance
infe´rieure a` d de la jonction, les courbes peuvent eˆtre parame´tre´es dans la direction de
tangente avec une borne sur la de´rive´e seconde
Le second lemme pre´cise la position d’une courbe C avec sa tangente et une demi-droite
issue du meˆme point.
Lemme 4A.4. Si C est une courbe parame´tre´e horizontalement par c(x1) au voisinage de
x0 telle que
c′′(x′1) 6 K, ∀x0 6 x′1 6 x1 (4A.3)
alors
c(x1) 6 c(x0) + c
′(x0)(x1 − x0) + (K/2)(x1 − x0)2 . (4A.4)
Si a > c′(x0) alors la demi-droite D de´finie par c(x0) + a(x1 − x0) reste au dessus de
C tant que x0 6 x1 6 x0 + 2a− c
′(x0)
K
.
De plus pour tout b ∈ (0, a− c′(x0)) tant que x0 6 x1 6 x0 + 2a− c
′(x0)− b
K
c(x0) + a(x1 − x0)− c(x) > b(x1 − x0) (4A.5)
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et
d((x1, c(x1)),D) > cos(arctan(a))b(x1 − x0) . (4A.6)
Finalement tant que x0 6 x1 6 x0 +
b
1− sin(arctan(a)) cos(arctan(a))b
d(C,D(x1)) > cos(arctan(a))b
1− sin(arctan(a)) cos(arctan(a))b (x1 − x0) . (4A.7)
On de´finit alors en un point de jonction entre les courbes Ci et Cj, la demi-droite Γi dont
l’angle avec la tangente a` Ci au point de jonction est de θ0/4 et l’angle avec la tangente
a` Cj au point de jonction est minimal (supe´rieur a` 3θ0/4). Lorsqu’on applique le lemme
pre´ce´dent a` Ci avec a = tan(θ0/4), c′(x0) = 0 et b = sin(θ0/8) , il donne une distance
d′ 6 d telle que la distance de la courbe Ci au Γi correspondant satisfait les hypothe`ses du
lemme.
Le dernier lemme pre´cise la position relative de deux courbes au voisinage de leur point
de jonction.
Lemme 4A.5. Si C1 et C2 sont deux courbes dont les de´rive´es secondes des parame´tri-
sations normales sont borne´es telles qu’elles se rencontrent avec un angle supe´rieur a` θ0
avec des tangentes respectives D1 et D2 alors il existe une distance d1 telle que si Γ est
une demi-droite dont l’angle avec D1 est θ0/4 et l’angle avec D2 est minimal (supe´rieur a`
3θ0/4) alors
∀x ∈ Γ, d(x, c0) 6 d1 =⇒ d(x, C1) 6 sin(θ0/2) + sin(θ0/4)
2 sin(θ0/2)
d(x, C2) (4A.8)
ou`
sin(θ0/2) + sin(θ0/4)
2 sin(θ0/2)
< 1 . (4A.9)
Il permet d’assurer que les demi-droites Γi sont dans les ensemble Ωi correspondant.
Les deux premie`res conditions du lemme sont donc satisfaites.
La troisie`me condition est satisfaite si si l’on choisit d0 suffisamment petit : soit 
la distance minimale entre deux courbes a` une distance supe´rieure a` d′ des jonctions, la
distance entre la frontie`re et la courbe sera plus grande que /2 de´s qu’on s’e´loigne de
la jonction. On choisit donc d0 6 d
′ tel que sin(θ0/8) sin(θ0/4)d0 6 /2 pour obtenir le
re´sultat voulu.
En notant λ(x) la distance de la jonction au point d’abscisse x le long de la droite Γi,
on ve´rifie que
λ(x) 6 (x− x0)/ cos(arctan(M) + θ0/4) . (4A.10)
On utilise alors le fait que arctan(M) + θ0/4 < pi/2 pour conclure. En effet en se plac¸ant
le long de la tangente et en utilisant la minoration pre´ce´dente, on obtient
d(Γ(x), c) > sin(θ0/8)λ(x) (4A.11)
> sin(θ0/8)
x− x0
cos(arctan(M) + θ0/4)
(4A.12)
d(Γ(x), c) >
sin(θ0/8)
cos(arctan(M) + θ0/4)
(x− x0) (4A.13)
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tant que λ(x) 6 d0 ou (x− x0) 6 d0 × cos(arctan(M) + θ0/4). Ceci donne
d(Γ(x), c(x)) >
sin(θ0/8)
cos(arctan(M) + θ0/4)
(x− x0) (4A.14)
tant que (x− x0) 6 d0 cos(arctan(M) + θ0/4) d’ou` d′0 = d0 cos(arctan(M) + θ0/4).
On ve´rifie que ceci signifie que les domaines obtenus par le grass-fire initialise´ par
les vraies courbes sont bien confine´s. Par ine´galite´ triangulaire, on obtient le fait que ces
domaines sont e´galement bien isole´s.
On suppose dore´navant que la pre´cision sur la ge´ome´trie η est telle que la distance
sin(θ0/8) sin(θ0/4)d0 obtenue dans le lemme 4A.2 pour la vraie ge´ome´trie est grande devant
η. Dans le cas contraire, on peut conside´rer que le lissage est large.
On ve´rifie alors que les domaines modifie´s incluent encore les demi-droites Γi sur un
voisinage des jonctions sauf lorsqu’on est trop pre`s de celles-ci.
Lemme 4A.6. Si C1 et C2 sont deux courbes dont les de´rive´es secondes des parame´-
trisations normales sont borne´es et telles que leurs tangentes respectives D1 et D2, se
rencontrent avec un angle plus grand que θ0, si Γ est une demi droite telle que
– l’angle entre les droites Γ et D1 est supe´rieur θ0/4
– et l’angle entre Γ et D1 est supe´rieur a` 3θ0/4
et si C˜1 et C˜2 sont deux estimations des courbes C1 et C2 telles que
∀x ∈ C1, ∃y ∈ C˜1, d(x, y) 6 η (4A.15)
∀x ∈ C˜1, ∃y ∈ C1, d(x, y) 6 η (4A.16)
∀x ∈ C2, ∃y ∈ C˜2, d(x, y) 6 η (4A.17)
∀x ∈ C˜2, ∃y ∈ C2, d(x, y) 6 η (4A.18)
alors il existe d1 tel que de`s que d1 > d(x, c0) > 4η/(sin(θ0/2) − sin(θ0/4))
x ∈ Γ =⇒ d(x, C˜1) 6 d(x, C˜2) . (4A.19)
De´monstration. Soit x ∈ Γ avec x 6 d1 ou` d1 est de´fini comme dans le lemme 4A.5
d(x, C˜1)− d(x, C˜2) 6 (d(x, C1) + η)− (d(x, C2)− η) (4A.20)
6 (d(x, C1)− d(x, C2)) + 2η (4A.21)
d(x, C˜1)− d(x, C˜2) 6 −sin(θ0/2)− sin(θ0/4)
2
d(x, c0) + 2η (4A.22)
qui est ne´gatif de`s que
d(x, c0) >
4η
sin(θ0/2) − sin(θ0/4) . (4A.23)
Pre`s des jonctions, la position relative des deux courbes est mal controˆle´e mais elles
ne peuvent s’e´loigner trop des courbes initiales :
Lemme 4A.7. A une distance infe´rieure a` Kη des extre´mite´s de chaque courbe C, il existe
une prolongation re´gulie`re horizontale ou verticale C¯ de la courbe telle que la distance
verticale/horizontale a` la courbe soit borne´e par K(M/m+ 1)η.
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De´monstration. On se place dans le cas d’une courbe horizontale. A une distance supe´-
rieure a` Kη de la jonction, la courbe C reste a` une distance verticale d’au plus (M/m+1)η
de la courbe de´tecte´e puisque la pente de C est borne´e par M/m.
A` une distance de Kη de l’extre´mite´, on introduit C¯ la prolongation de C par le poly-
noˆme de Taylor associe´ a` sa parame´trisation. Tout point a` une distance infe´rieure a` Kη
de la jonction est situe´ a` une distance verticale infe´rieure a` K(M/m+ 1)η de C¯.
Comme la courbe de´tecte´e C˜ reste dans cette zone, on a la proprie´te´ voulue.
On obtient alors le lemme suivant
Lemme 4A.8. Si C1 et C2 sont deux courbes dont les de´rive´es secondes des parame´trisa-
tions normales sont borne´es et dont la jonction se fait avec un angle supe´rieur a` θ0 et si
la distance entre ces deux courbes reste non nulle a` l’exclusion de cette jonction, alors il
existe une distance d0 telle que de`s que
η < sin(θ0/8)/(8 cos(arctan(M) + θ0/4))d0 , (4A.24)
la ge´ome´trie de´tecte´e C˜1 satisfait les proprie´te´s suivantes :
– La constante K
K = max(2
cos(arctan(M) + θ0/4)
sin(θ0/8)
,
4
sin(θ0/2)− sin(θ0/4)) (4A.25)
est telle qu’a` une distance plus petite que Kη de la jonction, la ge´ome´trie de´tecte´e
reste a` une distance verticale infe´rieure a` K(M/m+1)η de l’e´ventuelle extension de
C par son polynoˆme de Taylor.
– A` une distance horizontale dH supe´rieure a` Kη de la jonction mais infe´rieure a`
d0, la frontie`re du domaine obtenu par grass-fire reste a` une distance verticale de la
courbe originale plus grande que
sin(θ0/8)
2 cos(arctan(M) + θ0/4)
dH .
– Sinon la frontie`re reste a` une distance plus grande que
sin(θ0/8)
2
d0 de la courbe.
De´monstration. La pre´cision η doit eˆtre suffisamment petite pour assurer que la largeur
obtenue dans le lemme 4A.2 sur la vraie ge´ome´trie sin(θ0/8) sin(θ0/4)d0 soit au moins 4
fois plus grande que η.
Pour tout K, le lemme 4A.7 donne la premie`re proprie´te´.
La seconde proprie´te´ est une conse´quence du lemme 4A.6 concernant l’ensemble Γ et
du lemme 4A.2 concernant la distance de la courbe a` une demi-droite On a en effet
d(C,Γ(x)) > sin(θ0/8)
cos(arctan(M) + θ0/4)
(x− x0) (4A.26)
d’ou`
d(C˜,Γ(x)) > sin(θ0/8)
cos(arctan(M) + θ0/4)
(x− x0)− η (4A.27)
et donc de`s que (x− x0) > 2cos(arctan(M) + θ0/4)
sin(θ0/8)η
d(C˜,Γ(x)) > sin(θ0/8)
2 cos(arctan(M) + θ0/4)
(x− x0) (4A.28)
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si (x− x0) 6 d′0 ou` d′0 est obtenu dans le lemme 4A.2 concernant la vraie ge´ome´trie
Soit maintenant  la distance minimale entre les courbes a` une distance supe´rieure a` d
des jonctions, on peut choisir d0 6 d
′
0 tel que
 >
sin(θ0/8)
2 cos(arctan(M) + θ0/4)
d0 . (4A.29)
La dernie`re limite provient de η, le re´sultat pre´ce´dent est valable si
sin(θ0/8)
2 cos(arctan(M) + θ0/4)
d0 > 2η (4A.30)
ce qui est assure´ si
η 6
sin(θ0/8)
8 cos(arctan(M) + θ0/4)
d0 . (4A.31)
Le premie`re partie du lemme de de´part est alors la conse´quence de ce dernier lemme
tandis que la seconde s’obtient a` l’aide d’une ine´galite´ triangulaire entre les courbes de´-
tecte´es et les vraies courbes.
4A.2 Lemmes de ge´ome´trie
On de´montre ici les lemmes non de´montre´s de la section pre´ce´dente.
Le premier lemme concerne la re´gularite´ des courbes.
Lemme 4A.3. Si C est une courbe dont la parame´trisation normale C(s) = (x1(s), x2(s))
satisfait
∀s,∀β 6 α, |C(β)(s)| 6 M (4A.32)
et si x′1(s0) > m, alors C peut eˆtre parame´tre´e horizontalement tant que x′1(s) 6= 0 par
c(x1) et les de´rive´es de c sont borne´es par
∀β 6 α, |c(β)(x)| 6 K(β,m,M) (4A.33)
tant que x′1(s) > m.
De´monstration. Tant que x′1(s) > 0, on peut parame´trer C par (t, x2(x−11 (t))) ou` x−11 est
l’inverse de X1(s). Ceci implique que c = x2 ◦ x−11 .
Si x′1(s) > m, x
−1
1 est de´fini et
(x−11 )
′ = 1/(x′1 ◦ x−11 ) (4A.34)
(x−11 )
′
6 1/m . (4A.35)
On veut alors borner les de´rive´es successives de (x′1 ◦ x−11 ) pour utiliser le lemme
suivant :
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Lemme 4A.9. Si f est une fonction telle que
f(x) > m (4A.36)
|f (β)(x)| 6 M ∀β 6 α (4A.37)
alors F (x) = 1/f(x) ve´rifie
|F (β)(x)| 6 2β(β+1)/2+1(M/m)β(1/m) . (4A.38)
De´monstration. On utilise la relation
1 = F (x)f(x) . (4A.39)
En de´rivant cette e´galite´, on obtient
0 =
∑
06κ6β
(
κ
β
)
F (κ)(x)f (β−κ)(x) (4A.40)
qui se re´e´crit
F (β)(x)f(x) = −
∑
06κ<β
(
κ
β
)
F (κ)(x)f (β−κ)(x) . (4A.41)
On utilise alors la non nullite´ de f
F (β)(x) = −1/f(x)
∑
06κ<β
(
κ
β
)
F (κ)(x)f (β−κ)(x) . (4A.42)
Soit l’hypothe`se de re´currence suivante sur κ
|F (κ)(x)| 6 2κ(κ+1)/2+1(M/m)κ(1/m) (4A.43)
qui est ve´rifie´e´ı pour κ = 0.
On suppose qu’elle est vraie pour κ < β et on l’inse`re dans l’e´galite´ pre´ce´dente :
|F (β)(x)| = |1/f(x)
∑
06κ<β
(
κ
β
)
F (κ)(x)f (β−κ)(x)| (4A.44)
6 (1/m)
∑
06κ<β
(
κ
β
)
2κ(κ+1)/2+1(M/m)κ(1/m)M (4A.45)
6 (1/m)2β2(β−1)β/2+1(M/n)β−1(1/m)M (4A.46)
|F (β)(x)| 6 2β(β+1)/2+1(M/m)β(1/m) (4A.47)
et ceci donne donc le re´sultat par re´currence.
Supposons que l’on ait une borne sur toutes les de´rive´es de x1 pour 1 6 κ < β :
(x−11 )
(κ)
6 K , (4A.48)
on cherche a` controˆler les de´rive´es de (x′1 ◦ x−11 ). Pour cela, on utilise le lemme suivant :
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Lemme 4A.10. Si f et g sont des fonctions Cκ telles que
‖g(β)‖∞ 6 Mη1−β/κ (4A.49)
alors
(f ◦ g)(β) =
β∑
i=1
θβi f
(i) ◦ g (4A.50)
avec
‖(θki )(l)‖∞ 6 CkMη(i−(k+l)/κ) . (4A.51)
De´monstration. Ce lemme se prouve par re´currence.
On remarque tout d’abord que
(f ◦ g)(1) = g(1)f ◦ g (4A.52)
donc θ11 = g
(1). Il satisfait l’hypothe`se de re´currence puisque
(θ11)
(l) = g(l+1) (4A.53)
et donc
‖(θ11)(l)‖∞ 6 Mη(1−(l+1)/κ) . (4A.54)
La re´currence est donc initialise´e. On suppose qu’elle est vraie pour k et on remarque
θk+1i = (θ
k
i )
(1) + g(1)(θki−1) . (4A.55)
Ce qui implique
(θk+1i )
(l) = (θki )
(l+1) +
l∑
n=0
(
n
l
)
g(n+1)(θki−1)
(l−n) (4A.56)
6 CkMη
(i−(k+l+1)/κ) +
l∑
n=0
(
n
l
)
η(1−(n+1)/κ)Ckη((i−1)−(k+l−n)/κ) (4A.57)
6 Ck(M + 2
lM)η(i−(k+l+1)/κ) (4A.58)
(θk+1i )
(l)
6 Ck+1Mη
(i−((k+1)+l)/κ) (4A.59)
et donc la proprie´te´ est vraie pour k + 1.
On a donc ici
(x′1 ◦ x−11 )(β−1) 6 (β − 1)Cβ−1MK. . (4A.60)
On applique alors le lemme 4A.9 avec f = (x′1 ◦ x−11 ) donc F = (x−11 )′ et on obtient
(x−11 )
(β)
6 2(β−1)β/2+1((β − 1)Cβ−1MK/m)β−1(1/m) . (4A.61)
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On a donc une majoration sur la de´rive´e de X−11 pour 1 6 κ 6 β :
(x−11 )
(κ)
6 K . (4A.62)
Cette proprie´te´ est vraie pour β = 1 avec (x−11 )
′ > 1/m et donc par re´currence on a
pour tout 1 6 κ 6 α :
(x−1)(κ) 6 K . (4A.63)
Finalement c = x2 ◦ x−11 est re´gulie`re puisque x2 et x−11 le sont et le lemme 4A.10
pre´cise que
(x2 ◦ x−11 )(β−1) 6 (β − 1)Cβ−1MK (4A.64)
c(β−1) 6 (β − 1)Cβ−1MK. (4A.65)
Ce qui est le re´sultat souhaite´. .
Le second lemme pre´cise la position de la courbe C avec sa tangente et une demi-droite
issue du meˆme point.
Lemme 4A.4. Si C est une courbe parame´tre´e horizontalement par c(x1) au voisinage de
x0 telle que
c′′(x′1) 6 K, ∀x0 6 x′1 6 x1 (4A.66)
alors
c(x1) 6 c(x0) + c
′(x0)(x1 − x0) + (K/2)(x1 − x0)2 . (4A.67)
Si a > c′(x0) alors la demi-droite D de´finie par c(x0) + a(x1 − x0) reste au dessus de
C tant que x0 6 x1 6 x0 + 2a− c
′(x0)
K
.
De plus pour tout b ∈ (0, a− c′(x0)) tant que x0 6 x1 6 x0 + 2a− c
′(x0)− b
K
c(x0) + a(x1 − x0)− c(x) > b(x1 − x0) (4A.68)
et
d((x1, c(x1)),D) > cos(arctan(a))b(x1 − x0) . (4A.69)
Finalement tant que x0 6 x1 6 x0 +
b
1− sin(arctan(a)) cos(arctan(a))b
d(C,D(x1)) > cos(arctan(a))b
1− sin(arctan(a)) cos(arctan(a))b (x1 − x0) . (4A.70)
De´monstration. En utilisant le polynoˆme de Taylor au voisinage de x0, on a
c(x1) 6 c(x0) + c
′(x0)(x1 − x0) + (K/2)(x1 − x0)2 (4A.71)
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x0c0
θ0θa
C(x)
d(C(x),Γ)
x
θx
Figure 4A.1 – Ge´ome´trie autour de la courbe
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donc
c(x0) + a(x1 − x0)− c(x1) > (a− c′(x0))(x1 − x0)− (K/2)(x1 − x0)2 (4A.72)
c(x0) + a(x1 − x0)− c(x1) > (a− c′(x0))(x1 − x0)(1− K
(2(a− c′(x0)))(x1 − x0)) .
(4A.73)
Ceci implique que tant que x1 6 x0 + 2
a− c′(x0)
K
,
c(x0) + a(x1 − x0)− c(x1) > 0 (4A.74)
et pour tout b ∈ (0, a− c′(x0)) tant que x1 6 x0 + 2a− c
′(x0)− b
K
c(x0) + a(x− x0)− c(x1) > b(x1 − x0) . (4A.75)
Si l’on note θa = arctan(a) l’angle de la demi-droite D avec l’horizontale et θx1 l’angle
de la demi-droite issue de (x0, c(x0)) et passant par (x1, c(x1)) avec l’horizontale, on a
sin(θa − θx) = d((x1, c(x1)),D)
Hypote´nuse
(4A.76)
sin(θx) =
c(x1)− c(x0)
Hypote´nuse
(4A.77)
cos(θx) =
x1 − x0
Hypote´nuse
. (4A.78)
On utilise alors la formule
sin(θa − θx) = sin(θa) cos(θx)− cos(θa) sin(θx) (4A.79)
qui donne
d((x1, c(x1)),D)
Hypote´nuse
= sin(θa)
x1 − x0
Hypote´nuse
− cos(θa)c(x1)− c(x0)
Hypote´nuse
(4A.80)
donc
d((x1, c(x1)),D) = sin(θa)(x1 − x0)− cos(θa)(c(x1)− c(x0)) (4A.81)
d((x1, c(x1)),D) = cos(θa)(a(x1 − x0)− (c(x1)− c(x0))) (4A.82)
d((x1, c(x1)),D) = cos(θa)(c(x0) + a(x1 − x0)− c(x1)) . (4A.83)
On inse`re alors la majoration pre´ce´dente lorsque x1 6 x0 + 2(a− c′(x0)− b)/K
d((x1, c(x1)),D) > cos(θa)b(x1 − x0) (4A.84)
d((x1, c(x1)),D) > cos(arctan(a))b(x1 − x0) . (4A.85)
De manie`re similaire, on e´tudie d(C,D(x1)). Si l’on note x′1 la premie`re coordonne´e du
point de la courbe C le plus proche de D(x1), on obtient
sin(θa) = (x
′
1 − x1)/d(c(x′1),D(x1)) (4A.86)
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d’ou`
(x1 − x0) = (x′1 − x0)− d(c(x′1),D(x1)) sin(θa) (4A.87)
(x1 − x0) 6 (1− sin(θa) cos(θa)b)(x′1 − x0) . (4A.88)
Ceci implique
(x′1 − x0) > (x1 − x0)/(1 − sin(θa) cos(θa)b) (4A.89)
et finalement
d(C,D(x1)) > cos(θa)b
1− sin(θa) cos(θa)b(x1 − x0) (4A.90)
d(C,D(x1)) > cos(arctan(a))b
1− sin(arctan(a)) cos(arctan(a))b (x1 − x0) . (4A.91)
Si l’on note λ = d((x0, c(x0),D(x1)), ceci se re´e´crit
d(C,D(x1)) > sin(θa) cos(θa)b
1− sin(θa) cos(θa)bλ (4A.92)
d(C,D(x1)) > sin(arctan(a)) cos(arctan(a))b
1− sin(arctan(a)) cos(arctan(a))bλ (4A.93)
puisque
(x1 − x0) = λ sin(arctan(a)) . (4A.94)
Le dernier lemme concerne la position relative de deux courbes au voisinage de leur
point de jonction.
Lemme 4A.5. Si C1 et C2 sont deux courbes dont les de´rive´es secondes des parame´tri-
sations normales sont borne´es telles qu’elles se rencontrent avec un angle supe´rieur a` θ0
avec des tangentes respectives D1 et D2 alors il existe une distance d1 telle que si Γ est
une demi-droite dont l’angle avec D1 est θ0/4 et l’angle avec D2 est minimal (supe´rieur a`
3θ0/4) alors
∀x ∈ Γ, d(x, c0) 6 d1 =⇒ d(x, C1) 6 sin(θ0/2) + sin(θ0/4)
2 sin(θ0/2)
d(x, C2) (4A.95)
ou`
sin(θ0/2) + sin(θ0/4)
2 sin(θ0/2)
< 1 . (4A.96)
De´monstration. On introduit la demi-droite Γ′ de´finie de manie`re similaire a` Γ par son
angle de θ0/4 avec D2 et son angle supe´rieur a` 3θ0/4. avec D1.
En utilisant les lemmes pre´ce´dents, on sait qu’il existe une distance d1 telle que la
distance entre x ∈ Γ et C2 est borne´e par la distance entre x et Γ′ tant que la distance
entre x et le coin c0 est plus petite que d1.
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D1
C1
D2
Γ
C ′1
Γ′
C2
θ0
4
θ0
2
3θ0
4
θ0
Figure 4A.2 – Ge´ome´trie au niveau d’une jonction
Si on note λ(x) = d(x, c0), on peut assurer que
d(x, C2) > d(x,Γ′) (4A.97)
d(x, C2) > λ(x) sin(θ0/2) . (4A.98)
Par la technique pre´ce´demment utilise´e du polynoˆme de Taylor, on obtient
d(x, C1) 6 d(x, h ∈ D1) + d(h, C1) (4A.99)
soit en choisissant h comme le projete´ orthogonal de x sur D1
d(x, C1) 6 λ(x) sin(θ0/4) +K/2(λ(x) cos(θ0/4))2 (4A.100)
d(x, C1) 6 λ(x) sin(θ0/4) +K/2 cos2(θ0/4)λ(x)2 . (4A.101)
Donc tant que
λ(x) 6
sin(θ0/2)− sin(θ0/4)
K cos2(θ0/4)
(4A.102)
on a
d(x, C1) 6 λ(x) sin(θ0/4) +K/2 cos2(θ0/4)λ2 (4A.103)
6 λ(x) sin(θ0/4) +
sin(θ0/2) − sin(θ0/4)
2
λ(x) (4A.104)
d(x, C1) 6 λ(x)sin(θ0/2) + sin(θ0/4)
2
. (4A.105)
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Finalement on obtient
d(x, C1) 6 λ(x)sin(θ0/2) + sin(θ0/4)
2
(4A.106)
6 λ(x) sin(θ0/2)
sin(θ0/2) + sin(θ0/4)
2 sin(θ0/2)
(4A.107)
d(x, C1) 6 sin(θ0/2) + sin(θ0/4)
2 sin(θ0/2)
d(x, C2) . (4A.108)
Bandelettes De´monstrations : Ge´ome´trie des domaines 158
Annexe 4B
De´monstrations :
Approximation
4B.1 Approximation line´aire de la ge´ome´trie . . . . . . . . . . . . . 160
4B.2 Approximation non-line´aire sur un domaine Ω . . . . . . . . . . 163
4B.2.1 Les trois tableaux . . . . . . . . . . . . . . . . . . . . . 163
4B.2.2 Le cas des grandes e´chelles de lissage s > s0 . . . . . . . . . . . 165
4B.2.2.1 Les ondelettes isotropes ne rencontrant pas Cs . . . . . . . . 166
4B.2.2.2 Ondelettes isotropes rencontrant Cs . . . . . . . . . . . . 167
4B.2.3 E´chelle minimale pour les bandelettes . . . . . . . . . . . . . . 170
4B.2.4 Ondelettes de´forme´es . . . . . . . . . . . . . . . . . . . . 175
4B.2.4.1 Ondelettes de´forme´es ne rencontrant pas Cs . . . . . . . . . 175
4B.2.4.2 Ondelettes de´forme´es rencontrant Cs . . . . . . . . . . . . 176
4B.2.5 Bandelettes inte´rieures . . . . . . . . . . . . . . . . . . . 179
4B.2.5.1 Bandelettes inte´rieures ne rencontrant pas Cs . . . . . . . . 180
4B.2.5.2 Bandelettes inte´rieures rencontrant Cs avec j2 > log2(s) . . . . 183
4B.2.5.3 Bandelettes inte´rieures rencontrant Cs avec j2 6 log2(s) . . . . 191
4B.2.6 Bandelettes de bord . . . . . . . . . . . . . . . . . . . . 198
4B.2.6.1 Bandelettes de bord ne rencontrant pas Cs . . . . . . . . . 198
4B.2.6.2 Bandelettes de bord rencontrant Cs avec j1 > j2 . . . . . . . 199
4B.2.6.3 Bandelettes de bord rencontrant Cs avec j2 > j1 . . . . . . . 200
4B.3 Approximation non-line´aire . . . . . . . . . . . . . . . . . . 208
4B.3.1 Les trois tableaux . . . . . . . . . . . . . . . . . . . . . 208
4B.3.1.1 Cas du lissage large (s > s0) . . . . . . . . . . . . . . . 210
4B.3.1.2 E´chelle minimale dans le frame de bandelettes . . . . . . . . 211
4B.3.1.3 Ondelettes isotropes exte´rieures . . . . . . . . . . . . . . 212
4B.3.1.4 Dans les domaines . . . . . . . . . . . . . . . . . . . 213
4B.3.2 Erreur en dessous de l’e´chelle  . . . . . . . . . . . . . . . . 214
159
Bandelettes De´monstrations : Approximation 160
On pre´sente ici les de´monstrations de proprie´te´s d’approximations de la ge´ome´trie ou
des diffe´rentes cate´gories de fonctions du frame de bandelettes pre´ce´dent. Elles permettent
de comple´ter les de´monstrations du chapitre pre´ce´dent.
On rappelle que on note K les constantes apparaissant dans les diffe´rentes estimations.
Par souci de simplicite´, on se permet de faire varier la constante K d’une ligne a` l’autre
tant que cette variation n’est pas essentielle.
4B.1 Approximation line´aire de la ge´ome´trie
On cherche ici a` montrer que l’approximation en ondelettes a` l’e´chelle 2j0 , PVj0 g, de la
parame´trisation g de la courbe estime´e G ne s’e´loigne pas trop de la parame´trisation du
contour C pourvu que l’e´chelle d’approximation soit bien choisie.
Lemme 4.4. Si c est telle que sa de´rive´e d’ordre α est borne´e sur [0, l], il existe une
constante C telle que pour tout η > 0, si g satisfait ‖c − g‖∞ 6 η alors pour l’e´chelle
d’indice j0 = dlog2(η)/αe, on a
‖(PV 1j0 g − c)
(κ)‖∞ 6 Kη(1−κ/α) ∀κ 6 α . (4B.1)
De´monstration. Par de´finition, on a
‖c(κ)‖∞ 6 ‖Dαc‖∞ ,∀κ 6 α (4B.2)
et donc par le lemme 4.3
|〈c , ψj,k〉| 6 ‖Dαc‖∞ 2(α+1/2)j ‖ψ[α]‖1 . (4B.3)
D’autre part
‖g − c‖∞ 6 η (4B.4)
et le meˆme lemme 4.3 nous donne
|〈g − c , φj,k〉| 6 η 2j/2‖φ‖1 . (4B.5)
On a
PVj0 g − c = PVj0 (g − c) + (PVj0 c− c) (4B.6)
et donc pour les de´rive´es
(PVj0 g − c)(β) = (PVj0 (g − c))(β) + (PVj0 c− c)(β) . (4B.7)
Le premier terme se majore avec la de´composition de PVj0 (g − c) sur les fonctions
d’e´chelle
PVj0 (g − c) =
∑
k
〈g − c , φj0,k〉φj0,k (4B.8)
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d’ou`
(PVj0 (g − c))(β) =
∑
k
〈g − c , φj0,k〉 (φj0,k)(β) (4B.9)
et
|(PVj0 (g − c))(β)(x)| 6
∑
k
|〈g − c , φj0,k〉| |(φj0,k)(β)(x)| (4B.10)
|(PVj0 (g − c))(β)(x)| 6
∑
k
η 2j/2 ‖φ‖1 |(φj0,k)(β)(x)| . (4B.11)
Comme le support de φ, S(φ), est inclus dans [0 , 2p + 1], cette somme se re´duit a`
|(PVj0 (g − c))(β)| 6 (2p+ 1) η 2j0/2 ‖φ‖1 ‖(φj0,k)(β)‖∞ (4B.12)
6 (2p+ 1) η 2j0/2 ‖φ‖1 2−βj0 2−j0/2 ‖φ(β)‖∞ (4B.13)
6 K η 2−βj0 (4B.14)
|(PVj0 (g − c))(β)| 6 K η1−β/α . (4B.15)
L’autre terme se borne de manie`re similaire si β < α
PVj0 c− c = −
∑
k<j0
〈c , ψj,k〉ψj,k (4B.16)
d’ou`
(PVj0 c− c)(β) = −
∑
j<j0
∑
k
〈c , ψj,k〉 (ψj,k)(β) (4B.17)
et
|(PVj0 c− c)(β)(x)| 6
∑
j<j0
∑
k
|〈c , ψj,k〉| |(ψj,k)(β)(x)| (4B.18)
|(PVj0 c− c)(β)(x)| 6
∑
j<j0
∑
k
‖Dαc‖∞ 2(α+1/2)j ‖ψ[α]‖1 |(ψj,k)(β)(x)| . (4B.19)
Comme S(ψ) ⊂ [0 , 2p + 1], cette somme se re´duit a`
|(PVj0 c− c)(β)(x)| 6
∑
j<j0
(2p + 1)‖Dαc‖∞ 2(α+1/2)j ‖ψ[α]‖1 |(ψj,k)(β)(x)| (4B.20)
6
∑
j<j0
(2p + 1)‖Dαc‖∞ 2(α+1/2)j ‖ψ[α]‖1 2−βj 2−1/2j‖ψ(β)‖∞ (4B.21)
6
∑
j<j0
(2p + 1)‖Dαc‖∞ 2(α−β)j‖ψ[α]‖1‖ψ(β)‖∞ (4B.22)
6 2AK‖Dαc‖∞ 2(α−β)j0 ‖ψ[α]‖1 ‖ψ(β)‖∞ (4B.23)
6 K‖Dαc‖∞ 2(α−β)j0 (4B.24)
|(PVj0 c− c)(β)(x)| 6 K‖Dαc‖∞ η1−β/α . (4B.25)
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Pour borner la de´rive´e d’ordre α, il faut utiliser une autre technique.
Soit x ∈ [0 , l] et pixc le polynoˆme de Taylor de degre´ α − 1 de c en x. Comme c est
de´rivable α fois et cette de´rive´e est borne´e par ‖Dαc‖∞,
|c(x1)− pix(x1)| 6 ‖Dαc‖∞ |x1 − x|α . (4B.26)
De plus PVj0pix = pix puisque le degre´ de pix est infe´rieur a` α− 1. On a donc
PVj0 c− c = PVj0 (pix) + PVj0 (c− pix)− c (4B.27)
= pix + PVj0 (c− pix)− c . (4B.28)
Maintenant comme pix est un polynoˆme de degre´ α− 1
pi(α)x (x) = 0 . (4B.29)
Le dernier terme est majore´ par ‖Dαc‖∞ graˆce a` la re´gularite´ de c.
Pour le terme restant,
|(PVj0 (c− pix))(α)(x)| = |
∑
k
〈c− pix , φj0,k〉(φj0,k)(α)(x)| (4B.30)
6
∑
k
|〈c− pix , φj0,k〉| |(φj0,k)(α)(x)| (4B.31)
comme S(φ) ⊂ [0 , 2p + 1]
6
∑
k,|k−2−jx|6(2p+1)
|〈c− pix , φj0,k〉| |(φj0,k)(α)(x)| . (4B.32)
On utilise alors la borne |c(x1)− pix(x1)| 6 C|x1 − x|α et le lemme 4.3
6
∑
k,|k−2−jx|6(2p+1)
‖Dαc‖∞ ((2p + 1)2j0)α 2j0/2‖φ‖∞ |(φj0,k)(α)(x)|
(4B.33)
6
∑
k,|k−2−jx|6(2p+1)
‖Dαc‖∞ ((2p + 1)2j0)α 2j0/2
× ‖φ‖∞ 2−αj0 2−j0/2 ‖φ(α)‖∞
(4B.34)
6 (2p + 1)K((2p + 1))α‖φ‖∞ ‖φ(α)‖∞ ‖Dαc‖∞ (4B.35)
|(PVj0 (c− pix))(α)(x)| 6 K‖Dαc‖∞ . (4B.36)
On en de´duit donc
|(PVj0 c− c)α(x)| 6 K‖Dαc‖∞ . (4B.37)
Finalement, on a bien obtenu
(PVj0 g − c)(β) 6 Kmax(1, ‖Dαc‖∞) η1−β/α (4B.38)
et le nombre de coefficients non nuls de PVj0 est majore´ par l 2
−j0 6 2 l η−1/α.
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Pour simplifier les notations, on notera g a` la place de Pv1j0
g et la majoration du lemme
devient
‖(g − c)(β)‖∞ 6 Kmax(1, ‖Dαc‖∞) η(1−β/α) ∀β 6 α . (4B.39)
On notera Cs l’ensemble des points a` distance infe´rieure a` s de C
Cs = {x ∈ [0 , 1]2, d(x, C) 6 s} . (4B.40)
4B.2 Approximation non-line´aire sur un do-
maine Ω
L’objectif de la se´rie de lemmes de cette section est la justification des tableaux de la
de´monstration du the´ore`me 4.1.
4B.2.1 Les trois tableaux
Les tableaux donnent pour chacune des cate´gories de coefficients de´crites dans la de´-
monstration le nombre de coefficients conserve´s ainsi que l’erreur re´sultante due aux coef-
ficients abandonne´s. Ils sont au nombre de trois.
Le premier tableau correspond au cas du lissage large, s > s0, ou` l’on utilise uniquement
des ondelettes isotropes :
k Mk Ek
E´chelle minimale
 0 (‖Dαf‖2
C
+ ‖f‖2∞)
0 0 (‖Dαf‖2
C
+ ‖f‖2∞)ξ
Ondelettes isotropes
1 l ξ−1/α l ‖Dαf‖2
C
ξ
2 ls−10 (1 + s
1/α
0 ξ
−1/α) l‖f‖2∞ ξ
3 ∅
Ondelettes de´forme´es
4 ∅
5 ∅
6 ∅
Bandelettes inte´rieures
7 ∅
8 ∅
9 ∅
10 ∅
11 ∅
Bandelettes de bord
12 ∅
13 ∅
14 ∅
15 ∅
16 ∅
Le deuxie`me tableau correspond au cas du lissage faible, s 6 , ou` la fonction se
comporte comme si elle n’e´tait pas lisse´e. On utilise alors la famille orthonorme´e de ban-
delettes : ondelettes isotropes de´forme´es, bandelettes inte´rieures et bandelettes de bord.
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k Mk Ek
E´chelle minimale
 0
lmax(1, ‖Dαc‖2α)
× (‖Dαf‖2
C
+ ‖f‖2∞)
0 0
lmax(1, ‖Dαc‖2α)
× (‖Dαf‖2
C
+ ‖f‖2∞)ξ
Ondelettes isotropes
1 ∅
2 ∅
3 ∅
Ondelettes de´forme´es
4 l ξ−1/(2α+1) lmax(1, ‖Dαc‖2α)‖Dαf‖2
C
ξ
5 min(|log2(ξ)|/2, |log2()|, ξ−1/(2α+1)) max(1, ‖Dαc‖2α)‖f‖2∞ ξ
6 ls−10 0
Bandelettes inte´rieures
7 l ξ−1/α lmax(1, ‖Dαc‖2α+2)‖Dαf‖2
C
ξ.
8 l ξ−1/(2α) −1/(2α) lmax(1, ‖Dαc‖2α+2)‖f‖2∞ ξ
9
{
0 si s 6 ξ
ξ−1/(2α) sinon
0
10 ∅
11 ∅
Bandelettes de bord
12 l ξ−1/α lmax(1, ‖Dαc‖2α+2)‖Dαf‖2
C
ξ
13 (|log2(max(ξ, ))|)2 0
14 l ξ−1/(2(α−1)) lmax(1, ‖Dαc‖2α+2)‖Dαf‖2
C
ξ
15
{
0 si ξ > s2
l ξ−1/α si ξ 6 s2
lmax(1, ‖Dαc‖2α+2)‖Dαf‖2
C
ξ
16 |log2(max(ξ, ))|2 0
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Le troisie`me et dernier tableau correspond au cas du lissage interme´diaire, s0 > s > ,
ou` l’on utilise les proprie´te´s du noyau de lissage. Pour repre´senter la fonction sur le do-
maine, on utilise la famille orthonorme´e de bandelettes : ondelettes isotropes de´forme´es,
bandelettes inte´rieures et bandelettes de bord.
k Mk Ek
E´chelle minimale
 0
lmax(1, ‖Dαc‖2α)
× (‖Dαf‖2
C
+ ‖f‖2∞)
0 0
lmax(1, ‖Dαc‖2α)
× (‖Dαf‖2
C
+ ‖f‖2∞)ξ
Ondelettes isotropes
1 ∅
2 ∅
3 ∅
Ondelettes de´forme´es
4 l ξ−1/(2α+1) lmax(1, ‖Dαc‖2α)‖Dαf‖2
C
ξ
5 min(|log2(ξ)|/2, |log2()|, ξ−1/(2α+1)) max(1, ‖Dαc‖2α)‖f‖2∞ ξ
6 ls−10 0
Bandelettes inte´rieures
7 l ξ−1/α lmax(1, ‖Dαc‖2α+2)‖Dαf‖2
C
ξ.
8 l ξ−1/(2α) −1/(2α) lmax(1, ‖Dαc‖2α+2)‖f‖2∞ ξ
9
{
0 si s 6 ξ
ξ−1/(2α) sinon
0
10 lξ−1/α lmax(1, ‖Dαc‖2α+2)‖Dαf‖2
C
ξ
11
{
ξ−1/α si s 6 ξ
(ξ−1/(2α) + |log2()|) sinon
max(1, ‖Dαc‖2α+2)‖f‖2∞ ξ
Bandelettes de bord
12 l ξ−1/α lmax(1, ‖Dαc‖2α+2)‖Dαf‖2
C
ξ
13 (|log2(ξ)|)2 + ξ−1/α) 0
14 l ξ−1/(2(α−1)) lmax(1, ‖Dαc‖2α+2)‖Dαf‖2
C
ξ
15
{
0 si ξ > s2
l ξ−1/α si ξ 6 s2
lmax(1, ‖Dαc‖2α+2)‖Dαf‖2
C
ξ
16
{
|log2(ξ)|2 si ξ > s
ξ−1/α sinon
0
Le reste de cette section est consacre´e a` la de´monstration de ces tableaux. Pour chacune
des cate´gories, on pre´cise l’e´chelle de coupure choisie et la technique utilise´e pour obtenir
les de´croissance des coefficients
4B.2.2 Le cas des grandes e´chelles de lissage s > s0
Si le lissage est tre`s grand, fs est de´ja` tre`s re´gulie`re. De plus l’influence de la singularite´
peut traverser tout le domaine et en particulier ses bords. On se contentera donc dans ce
cas d’utiliser les ondelettes isotropes normales qui rencontrent ce domaine pour repre´senter
la fonction : elles permettent dans ce cas d’obtenir la de´croissance souhaite´e.
On fera cependant les de´monstrations sans restrictions sur s afin de pouvoir re´utiliser
les re´sultats.
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4B.2.2.1 Les ondelettes isotropes ne rencontrant pas Cs
Lemme 4B.1. Parmi les ondelettes isotropes qui ne rencontrent pas Cs, si on conserve
seulement celle au dessus de l’e´chelle d’indice j0 = log2(ξ)/(2α), le nombre M1 de coeffi-
cients conserve´s satisfait
M1 6 Kl ξ
−1/α
et l’erreur re´sultante E1 satisfait
E1 6 Kl ‖Dαf‖2C ξ .
De´monstration. Si l’ondelette ne rencontre pas Cs, on utilise la re´gularite´ de f pour estimer
celle de fs = f ? hs.
Pour tout x /∈ Cs, dans fs(x) = f ? hs(x), la fonction f est utilise´ uniquement en dehors
de C. Comme ses de´rive´es partielles d’ordre α sont alors borne´es, on obtient pour tout β
tel que |β| 6 α
∂β
∂fβ
xs(x) = (
∂β
∂xβ
f) ?hs(x) ∀x /∈ Cs (4B.41)
et
| ∂
β
∂xβ
fs(x)| 6 sup
u/∈C
| ∂
β
∂xβ
f(u)| ‖hs‖1 ∀x /∈ Cs (4B.42)
puis comme ‖hs‖1 = 1
| ∂
β
∂xβ
fs(x)| 6 sup
u/∈C
| ∂
β
∂xβ
f(u)| ∀x /∈ Cs . (4B.43)
En particulier,
| ∂
α
∂xiα
fs(x)| 6 sup
u/∈C
| ∂
α
∂xiα
fs(x)| ∀x /∈ Cs (4B.44)
| ∂
α
∂xiα
fs(x)| 6 ‖Dαf‖C (4B.45)
et donc par le lemme 4.3
|〈fs , ψIj,k〉| 6 K‖Dαf‖C 2(α+1)j . (4B.46)
De plus, a` chaque e´chelle 2j le nombre d’ondelettes qui ne rencontrent pas Cs est borne´
par l 2−2j .
On obtient donc la borne suivante pour M1
M1 =
∑
j>j0
∑
k,S(ψIj,k)∩Cs=∅
(4B.47)
M1 =
∑
j>j0
#
(
k,S(ψIj,k) ∩ Cs = ∅
)
. (4B.48)
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On utilise alors l’estimation du nombre de ces ondelettes a` chaque e´chelle
M1 6
∑
j>j0
l 2−2j (4B.49)
6 Kl 2−2j0 (4B.50)
M1 6 Kl ξ
−1/α . (4B.51)
L’erreur re´sultante E1 est alors borne´e par
E1 =
∑
j<j0
∑
k,S(ψIj,k)∩Cs=∅
|〈fs , ψIj,k〉|2 . (4B.52)
Si on inse`re l’estimation du produit scalaire obtenue en (4B.46)
E1 6
∑
j<j0
∑
k,S(ψIj,k)∩Cs=∅
K2‖Dαf‖2C 22(α+1)j (4B.53)
6
∑
j<j0
#
(
k,S(ψIj,k) ∩ Cs = ∅
)
K2‖Dαf‖2C 22(α+1)j (4B.54)
et l’estimation du nombre de ces ondelettes
6
∑
j<j0
Kl 2−2j‖Dαf‖2C 22(α+1)j (4B.55)
6
∑
j<j0
Kl‖Dαf‖2C 22αj (4B.56)
6 Kl‖Dαf‖2C 22αj0 (4B.57)
E1 6 Kl‖Dαf‖2C ξ . (4B.58)
4B.2.2.2 Ondelettes isotropes rencontrant Cs
Lemme 4B.2. Parmi les ondelettes isotropes qui rencontrent Cs, si on conserve les on-
delettes au dessus de l’e´chelle d’indice
j0 = max(log2(ξ), log2(s) + min(log2(ξ)− log2(s))/(2α)) , (4B.59)
le nombre M2 de coefficients conserve´s satisfait
M2 6
{
Ks−1(1 + s1/αξ−1/α) if ξ < s
Kl ξ−1 if ξ > s
(4B.60)
et l’erreur E2 satisfait
E2 6 Kl ‖f‖2∞ξ . (4B.61)
Corollaire 4B.3. Si s > s0, le nombre de coefficients conserve´s M2 est majore´ par
M2 6 Kls
−1
0 (1 + s
1/α
0 ξ
−1/α) . (4B.62)
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De´monstration. Lorsque l’ondelette rencontre Cs a` une e´chelle large (j > log2(s)), on
utilise uniquement la borne sur la norme uniforme de fs
‖fs‖∞ 6 ‖f‖∞‖hs‖1 (4B.63)
‖fs‖∞ 6 ‖f‖∞ (4B.64)
qui donne par le lemme 4.3
|〈fs , ψIj,k〉| 6 K‖f‖∞2j . (4B.65)
Si l’ondelette rencontre Cs a` une e´chelle fine (j < log2(s)), on utilise la re´gularite´ de
hs pour estimer celle de fs = f ?hs.
∂β
∂xβ
fs = f ?
∂β
∂xβ
hs (4B.66)
mais ∂
β
∂xβ
hs = s
−|β| ( ∂
β
∂xβ
h)s donc
∂β
∂xβ
fs = f ? s
−|β|(
∂β
∂xβ
h)s (4B.67)
= s−|β|f ? (
∂β
∂xβ
h)s . (4B.68)
On en de´duit
‖ ∂
β
∂xβ
fs‖∞ 6 s−|β|‖f‖∞‖(Dαxh)s‖1 (4B.69)
‖ ∂
β
∂xβ
fs‖∞ 6 s−|β|‖f‖∞‖Dαxh‖1 . (4B.70)
En particulier
‖ ∂
α
∂xiα
fs‖∞ 6 s−α‖f‖∞‖Dαh‖1 (4B.71)
qui donne par le lemme 4.3
|〈fs , ψIj,k〉| 6 Ks−α‖f‖∞‖Dαh‖12(α+1)j (4B.72)
|〈fs , ψIj,k〉| 6 K‖f‖∞2α(j−log2(s))2j . (4B.73)
Le nombre d’ondelettes isotropes rencontrant Cs est borne´ par Kl 2−j a` chaque e´chelle
2j > s et par Kls 2−2j a` chaque e´chelle 2j 6 s.
Si ξ > s, on a 2j0 = ξ > s. Le nombre de coefficients M2 est alors majore´ par
M2 6
∑
j>j0
∑
k,S(ψIj,k)∩Cs 6=∅
(4B.74)
M2 6
∑
j>j0
#
(
k,S(ψIj,k) ∩Cs 6= ∅
)
. (4B.75)
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On inse`re le nombre de coefficients par e´chelle
M2 6
∑
j>log2(ξ)
Kl 2−j (4B.76)
M2 6 Klξ
−1 . (4B.77)
L’erreur E2 est borne´e par
E2 6
∑
j0>j
∑
k,S(ψIj,k)∩Cs 6=∅
|〈fs , ψIj,k〉|2 (4B.78)
6
∑
j0>j>log2(s)
∑
k,S(ψIj,k)∩Cs 6=∅
|〈fs , ψIj,k〉|2 +
∑
log2(s)>j
∑
k,S(ψIj,k)∩Cs 6=∅
|〈fs , ψIj,k〉|2 (4B.79)
E2 6
∑
j0>j>log2(s)
#
(
k,S(ψIj,k) ∩Cs 6= ∅
) |〈fs , ψIj,k〉|2
+
∑
log2(s)>j
#
(
k,S(ψIj,k) ∩ Cs 6= ∅
) |〈fs , ψIj,k〉|2 . (4B.80)
On utilise alors les majorations des produits scalaires obtenues dans (4B.65) et (4B.73)
E2 6
∑
j0>j>log2(s)
∑
k,S(ψIj,k)∩Cs 6=∅
K2‖f‖2∞22j
+
∑
log2(s)>j
∑
k,S(ψIj,k)∩Cs 6=∅
K2‖f‖2∞22α(j−log2(s))22j
(4B.81)
et on inse`re le nombre de coefficients par e´chelle
6
∑
j0>j>log2(s)
Kl 2−j‖f‖2∞22j +
∑
log2(s)>j
Kls 2−2j‖f‖2∞ 22α(j−log2(s)) 22j (4B.82)
6
∑
j0>j>log2(s)
Kl‖f‖2∞ 2j +
∑
log2(s)>j
Kls‖f‖2∞ 22α(j−log2(s)) (4B.83)
6 Kl‖f‖2∞ 2j0 +Kls‖f‖2∞ (4B.84)
E2 6 Kl‖f‖2∞ ξ . (4B.85)
Si ξ < s, j0 = log2(s) + (log2(ξ) − log2(s))/(2α) < log2(s) et donc le nombre M2 de
coefficients conserve´s est borne´ par
M2 6
∑
j>j0
∑
k,S(ψIj,k)∩Cs 6=∅
(4B.86)
6
∑
j>log2(s)
∑
k,S(ψIj,k)∩Cs 6=∅
+
∑
log2(s)>j>j0
∑
k,S(ψIj,k)∩Cs 6=∅
(4B.87)
6
∑
j>log2(s)
#
(
k,S(ψIj,k) ∩ Cs 6= ∅
)
+
∑
log2(s)>j>j0
#
(
k,S(ψIj,k) ∩Cs 6= ∅
)
(4B.88)
6
∑
j>log2(s)
Kl 2−j +
∑
log2(s)>j>j0
Kls 2−2j (4B.89)
6 Kls−1 +Kls 2−2j0 (4B.90)
M2 6 Kls
−1(1 + s1/αξ−1/α) . (4B.91)
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L’erreur re´sultante E2 est borne´e par
E2 6
∑
j<j0
∑
k,S(ψIj,k)∩Cs 6=∅
|〈fs , ψIj,k〉|2 . (4B.92)
On inse`re l’estimation des produits scalaires de (4B.73)
(4B.93)
E2 6
∑
j<j0
∑
k,S(ψIj,k)∩Cs 6=∅
K2‖f‖2∞ 22α(j−log2(s))22j (4B.94)
6
∑
j<j0
#
(
k,S(ψIj,k) ∩ Cs 6= ∅
)
K2‖f‖2∞ 22α(j−log2(s))22j (4B.95)
et avec l’estimation du nombre d’ondelettes
6
∑
j<j0
Kls 2−2j ‖f‖2∞ 22α(j−log2(s)) 22j (4B.96)
6
∑
j<j0
Kls‖f‖2∞ 22α(j−log2(s)) (4B.97)
6 Kls‖f‖2∞ 22α(j0−log2(s)) (4B.98)
E2 6 Kl‖f‖2∞ ξ . (4B.99)
4B.2.3 E´chelle minimale pour les bandelettes
Dans les autres cas, on utilise la famille orthonorme´e de bandelettes associe´e au do-
maine et on montre l’existence d’une e´chelle minimale pour celle-ci. Les bandelettes sont
construites a` partir des ondelettes isotropes de´forme´es, il suffit donc de montrer ce re´sultat
pour ces ondelettes de´forme´es.
Lemme 4B.4. L’e´nergie E0 des ondelettes isotropes de´forme´es en dessous de l’e´chelle
d’indice j∗ de´finie par
j∗ = max(log2(ξ), log2(s) + (log2(ξ)− log2(s))/(2α)) , (4B.100)
qui est supe´rieure a` log2(ξ), satisfait
E0 6 Klmax(1, ‖Dαc‖2α)(‖Dαf‖2C + ‖f‖2∞) ξ . (4B.101)
Corollaire 4B.5. L’e´nergie E des ondelettes isotropes de´forme´es dont l’e´chelle 2
j est
infe´rieure a`  satisfait
E 6 Klmax(1, ‖Dαc‖2α)(‖Dαf‖2C + ‖f‖2∞)  . (4B.102)
De´monstration. Les ondelettes de´forme´es W ∗ψIj,k ont des produits scalaires avec f simi-
laires a` ceux obtenus avec les ondelettes isotropes ψIj,k. En effet
〈fs , W ∗ψIj,k〉 = 〈Wfs , ψIj,k〉 (4B.103)
Bandelettes Approximation non-line´aire sur un domaine Ω 171
et la re´gularite´ de Wfs est la meˆme que celle de fs elle-meˆme. Selon x2, on a en effet
∂α
∂x2α
(Wfs)(x) =
∂α
∂x2α
(fs(x1, x2 − g(x1))) (4B.104)
=
∂α
∂x2α
fs(x1, x2 − g(x1)) (4B.105)
∂α
∂x2α
(Wfs)(x) =W (
∂α
∂x2α
fs)(x) . (4B.106)
La situation est un peu plus complexe selon x1.
∂α
∂x1α
(Wfs)(x) =
∂α
∂x1α
(fs(x1, x2 − g(x1))) (4B.107)
et on utilise alors un lemme sur les de´rive´es de ce type de fonctions pour obtenir
| ∂
α
∂x1α
(Wfs)(x)| 6 Kmax(1, ‖Dαc‖α)|W (Dαfs)(x)| . (4B.108)
Ce lemme est le suivant
Lemme 4B.6. Soit f et g des fonction Cα telles que
|( ∂
β
∂xβ
f)(x1, x2 − g(x1))| 6 M1 si|β| 6 α (4B.109)
|g(β)(x1)| 6 M2 si β 6 α (4B.110)
alors
| ∂
α
∂x1α
(f(x1, x2 − g(x1)))| 6 (2 + 2α)αM1max(Mα2 , 1) . (4B.111)
De´monstration. Ceci se de´montre par re´currence. On ve´rifie que la de´rive´e κ 6 α selon x1
de cette fonction peut s’e´crire en fonction des de´rive´es de f :
∂κ
∂x1κ
(f(x1, x2 − g(x1))) =
∑
|β|6κ
θκβ(x1) (
∂β
∂x1β
f)(x1, x2 − g(x1)) (4B.112)
ou` les θκβ sont des fonctions de x1 que l’on va e´tudier. On va de´montrer que les θ
κ
β(x1) sont
des fonctions α− κ de´rivables dont les de´rive´es satisfont
∂ν
∂x1ν
(θκβ)(x1) 6 (2 + 2
α)κmax(Mκ2 , 1) ∀ν 6 α− κ . (4B.113)
On initialise le proce´de´ avec κ = 1 :
∂1
∂x11
(f(x1, x2 − g(x1))) = ∂
∂x1
(f(x1, x2 − g(x1))) (4B.114)
∂1
∂x11
(f(x1, x2 − g(x1))) = ( ∂
(1,0)
∂x(1,0)
f)(x1, x2 − g(x1))− g′(x1) (D(0,1)f)(x1, x2 − g(x1)) .
(4B.115)
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On a donc bien une de´composition de cette de´rive´e de la bonne forme et les fonctions θ1β
sont de´finies par
θ1(1,0) = 1 (4B.116)
θ1(0,1) = g
′(x1) (4B.117)
θ1β = 0 si β 6= (1, 0) et β 6= (1, 0) (4B.118)
de sorte qu’on a bien
∂ν
∂x1ν
(θ1β)(x1) 6 (2 + 2
α)max(M2, 1) ∀ν 6 α− 1 . (4B.119)
On suppose dore´navant cette proprie´te´ vraie pour κ < α.
∂κ+1
∂x1κ+1
(f(x1, x2 − g(x1))) = ∂
∂x1
(
∂κ
∂x1κ
(f(x1, x2 − g(x1)))
)
(4B.120)
=
∂
∂x1
∑
|β|6κ
θκβ(x1) (
∂β
∂xβ
f)(x1, x2 − g(x1))
 (4B.121)
=
∑
|β|6κ
∂
∂x1
(θκβ(x1) (
∂β
∂xβ
f)(x1, x2 − g(x1))) (4B.122)
=
∑
|β|6κ
∂
∂x1
θκβ(x1) (
∂β
∂xβ
f)(x1, x2 − g(x1))
+
∑
|β|6κ
θκβ(x1) (
∂β+(1,0)
∂xβ+(1,0)
f)(x1, x2 − g(x1))
−
∑
|β|6κ
θκβ(x1) g
′(x1) (
∂β+(0,1)
∂xβ+(0,1)
f)(x1, x2 − g(x1))
(4B.123)
=
∑
|β|6κ
∂
∂x1
θκβ(x1) (
∂β
∂xβ
f)(x1, x2 − g(x1))
+
∑
|β−(1,0)|6κ
θκβ−(1,0)(x1) (
∂β
∂xβ
f)(x1, x2 − g(x1))
−
∑
|β−(0,1)|6κ
θκβ−(0,1)(x1) g
′(x1) (
∂β
∂xβ
f)(x1, x2 − g(x1))
(4B.124)
∂κ+1
∂x1κ+1
(f(x1, x2 − g(x1))) =
∑
|β|6κ+1
(
∂
∂x1
θκβ(x1) + θ
κ
β−(1,0)(x1)− θκβ−(0,1)(x1) g′(x1))
× ( ∂
β
∂xβ
f)(x1, x2 − g(x1)) .
(4B.125)
Il en re´sulte que la de´rive´e est de la bonne forme et que les θκ+1β satisfont :
θκ+1β (x1) =
∂
∂x1
θκβ(x1) + θ
κ
β−(1,0)(x1)− θκβ−(0,1)(x1)g′(x1) . (4B.126)
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On en de´duit
∂ν
∂x1ν
θκ+1β (x1) =
∂ν+1
∂x1ν+1
θκβ(x1) +
∂ν
∂x1ν
θκβ−(1,0)(x1)
−
∑
06µ6ν
(
µ
ν
)
∂µ
∂x1µ
θκβ−(0,1)(x1)
∂ν−υ+1
∂x1ν−υ+1
g(x1)
(4B.127)
et donc pour ν 6 α− κ− 1
| ∂
ν
∂θν
κ+1
β
(x1)| 6 | ∂
ν+1
∂x1ν+1
θκβ(x1)|+ |
∂ν
∂x1ν
θκβ−(1,0)(x1)|
+
∑
06µ6ν
(
µ
ν
)
| ∂
µ
∂x1µ
θκβ−(0,1)(x1)| |
∂ν−υ+1
∂x1ν−υ+1
g(x1)|
(4B.128)
6 (2 + 2α)κmax(Mκ2 , 1) + (2 + 2
α)κmax(Mκ2 , 1)
+
∑
06µ6ν
(
µ
ν
)
(2 + 2α)κmax(Mκ2 , 1)max(M2, 1)
(4B.129)
6 (2 + 2ν)(2 + 2α)κmax(Mκ+12 , 1) (4B.130)
| ∂
ν
∂x1ν
θκ+1β (x1)| 6 (2 + 2α)κ+1max(Mκ+12 , 1) . (4B.131)
On a donc obtenu le re´sultat pour κ+ 1 et la re´currence est bien initialise´e.
On recherche maintenant des majorations pour les produits scalaires
|〈fs , W ∗ψIj,k〉| = |〈Wfs , ψIj,k〉| . (4B.132)
La re´gularite´ de f en dehors de Cs peut eˆtre utilise´e de`s que S(ψIj,k) ne rencontre pas
w(Cs). Si x /∈ w(Cs)
| ∂
α
∂x2α
(Wfs)(x)| 6 ‖Dαf‖C (4B.133)
et
| ∂
α
∂x1α
(Wfs)(x)| 6 Kmax(1, ‖Dαc‖α) ‖Dαf‖C (4B.134)
qui donne par le lemme 4.3
|〈Wfs , ψIj,k〉| 6 Kmax(1, ‖Dαc‖α)‖Dαf‖C 2(α+1)j si S(ψIj,k) ∩ w(Cs) = ∅ . (4B.135)
On peut e´galement utiliser le fait que la norme infinie de fs est finie
‖Wfs‖∞ = ‖fs‖∞ (4B.136)
‖Wfs‖∞ 6 ‖f‖∞ (4B.137)
qui donne par le lemme 4.3
|〈Wfs , ψIj,k〉| 6 K‖f‖∞ 2j . (4B.138)
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Finalement, on peut utiliser e´galement la re´gularite´ de hs
| ∂
α
∂x2α
(Wfs)(x)| 6 Ks−α‖f‖∞ (4B.139)
et
| ∂
α
∂x1α
(Wfs)(x)| 6 Kmax(1, ‖Dαc‖α)s−α‖f‖∞ (4B.140)
pour obtenir par le lemme 4.3
|〈Wfs , ψIj,k〉| 6 Kmax(1, ‖Dαc‖α) ‖f‖∞ 2α(j−log s) 2j . (4B.141)
On a donc les meˆme de´croissances pour les coefficients d’ondelettes de´forme´es que pour
les ondelettes isotropes avec juste des constantes diffe´rentes.
L’erreur E0 due a` l’e´limination des ondelettes isotropes en dessous de l’e´chelle d’indice
j∗ est donc borne´e a` l’aide des lemmes pre´ce´dents :
E0 6 Klmax(1, ‖Dαc‖2α)(‖Dαf‖2C + ‖f‖2∞) ξ . (4B.142)
L’e´chelle minimale que l’on utilise par la suite est l’e´chelle d’indice j? de´finie par
j? = max(log2(), j∗) (4B.143)
telle que l’erreur E0 en dessous de cette e´chelle est borne´e par
E0 6 Klmax(1, ‖Dαc‖2α)(‖Dαf‖2C + ‖f‖2∞) max(ξ, ) . (4B.144)
On ne conside`re donc pour la suite que les coefficients dont l’e´chelle est supe´rieure a` 2j? .
Ces coefficients sont en particulier au dessus de l’e´chelle .
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4B.2.4 Ondelettes de´forme´es
Les ondelettes de´forme´es sont localise´es au bord du domaine, leur nombre est donc
petit et on les controˆle bien.
4B.2.4.1 Ondelettes de´forme´es ne rencontrant pas Cs
Lemme 4B.7. Parmi les ondelettes de´forme´es qui ne rencontrent pas Cs, si on conserve
les ondelettes de´forme´es au dessus de l’e´chelle d’indice j0 = max(log2(ξ)/(2α + 1), j?), le
nombre M4 de coefficients conserve´s satisfait
M4 6 Kl ξ
−1/(2α+1) (4B.145)
et l’erreur E4 sur les coefficients au dessus de l’e´chelle 2
j? satisfait
E4 6 Klmax(1, ‖Dαc‖2α)‖Dαf‖2C ξ (4B.146)
De´monstration. Le nombre d’ondelettes de´forme´es a` chaque e´chelle d’indice j est borne´
par Kl 2−j. Pour ces ondelettes qui ne rencontrent pas Cs, on utilise la re´gularite´ de f
pour obtenir
|〈fs , W ∗ψIj,k〉| 6 Kmax(1, ‖Dαc‖α)‖Dαf‖C 2(α+1)j . (4B.147)
Si on conserve les ondelettes au dessus de l’e´chelle 2j0 > ξ1/(2α+1), le nombre M4 de
coefficients est borne´ par
M4 6
∑
j>j0
∑
k,S(W ∗ψIj,k)∩Cs=∅
(4B.148)
6
∑
j>j0
#
(
k,S(W ∗ψIj,k) ∩ Cs = ∅
)
(4B.149)
6
∑
j>j0
K l2−j (4B.150)
6 Kl 2−j0 (4B.151)
M4 6 Kl ξ
−1/(2α+1) . (4B.152)
Si j0 = j?, l’erreur E4 est nulle, sinon j0 = log2(ξ)/(2α+1) et l’erreur E4 est majore´e par
E4 6
∑
j?<j<j0
∑
k,S(W ∗ψIj,k)∩Cs=∅
|〈fs , W ∗ψIj,k〉|2 (4B.153)
6
∑
j?<j<j0
∑
k,S(W ∗ψIj,k)∩Cs=∅
K2max(1, ‖Dαc‖α)2‖Dαf‖2C 2(α+1)j (4B.154)
6
∑
j?<j<j0
#
(
k,S(W ∗ψIj,k) ∩ Cs = ∅
)
K2max(1, ‖Dαc‖2α)‖Dαf‖2C 22(α+1)j (4B.155)
6
∑
j?<j<j0
Kl 2−j max(1, ‖Dαc‖2α)‖Dαf‖2C22(α+1)j (4B.156)
6
∑
j?<j<j0
Klmax(1, ‖Dαc‖2α)‖Dαf‖2C 2(2α+1)j (4B.157)
6 Klmax(1, ‖Dαc‖2α)‖Dαf‖2C 2(2α+1)j0 (4B.158)
E4 6 Klmax(1, ‖Dαc‖2α)‖Dαf‖2C ξ . (4B.159)
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4B.2.4.2 Ondelettes de´forme´es rencontrant Cs
Deux types d’ondelettes de´forme´es rencontrent Cs : les ondelettes de´forme´es proches
des extre´mite´s et les ondelettes tre`s larges telles que j > s0.
Lemme 4B.8. Parmi les ondelettes de´forme´es situe´es pre`s des extre´mite´s de C et qui
rencontrent Cs avec j 6 s0, si on conserve toutes les ondelettes au dessus de l’e´chelle
d’indice j0 = max(log2(ξ)/2, log2(s) + (log2(s)− 2 log2(ξ))/(2α+1), j?), le nombre M5 de
ces ondelettes satisfait
M5 6 Kmin(|log2(ξ)|/2, |log2()|, ξ−1/(2α+1)) (4B.160)
et l’erreur E5 au dessus de l’e´chelle 2
j? satisfait
E5 6 Kmax(1, ‖Dαc‖2α)‖f‖2∞ ξ . (4B.161)
De´monstration. Le nombre de ces ondelettes situe´es pre`s des extre´mite´s de C et qui ren-
contrent Cs avec s 6 s0 est petit. Il est plus petit qu’une constante K si 2j > η = max(, s)
ou` η correspond a` la pre´cision de la ge´ome´trie et augmente comme Kmax(, s)2−j pour
2j < η. La norme infinie de f et la re´gularite´ de hs permettent d’obtenir
|〈fs , W ∗ψIj,k〉| 6 K‖f‖∞ 2j pour j > s (4B.162)
|〈fs , W ∗ψIj,k〉| 6 Kmax(1, ‖Dαc‖α)‖f‖∞ 2α(j−log2(s)) 2j pour j < s . (4B.163)
L’indice de l’e´chelle de coupure j0 est de´finie comme
j0 = max(log2(ξ)/2, log2(s) + (log2(ξ)− 2 log2(s))/(2α + 1), j?) . (4B.164)
On distingue les deux cas log2(ξ)/2 > log2() et log2(ξ)/2 < log2() si  > s et les deux
cas log2(ξ)/2 > log2(s) et log2(ξ)/2 < log2(s) si  6 s.
Lorsque  > s, la re´gularite´ de hs n’a pas a` eˆtre utilise´e, la fonction se comporte comme
si elle n’e´tait pas lisse´e.
Si  > s et log2(ξ)/2 > log2(),
j0 = max(log2(ξ)/2, j?) (4B.165)
j0 > max(log2(ξ)/2, log2()) . (4B.166)
Le nombre de coefficients conserve´s M5 est majore´ par
M5 6
∑
j>j0
∑
k,S(W ∗ψIj,k)∩Cs 6=∅,bord
(4B.167)
6
∑
j>j0
#
(
k,S(W ∗ψIj,k) ∩ Cs 6= ∅,bord
)
(4B.168)
6
∑
j>j0
K (4B.169)
M5 6 K|log2(ξ)|/2 . (4B.170)
Si j0 = j?, l’erreur E5 au dessus de l’e´chelle 2
j? est nulle, sinon j0 = log2(ξ)/2 et l’erreur
E5 est controˆle´e par
E5 6
∑
j?<j<j0
∑
k,S(W ∗ψIj,k)∩Cs 6=∅,bord
|〈fs , W ∗ψIj,k〉|2 (4B.171)
E5 6
∑
log2()6j<j0
∑
k,S(W ∗ψIj,k)∩Cs 6=∅,bord
|〈fs , W ∗ψIj,k〉|2 . (4B.172)
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On utilise alors la de´croissance des produits scalaires
E5 6
∑
log2()6j<j0
∑
k,S(W ∗ψIj,k)∩Cs 6=∅,bord
K2‖f‖2∞ 22j (4B.173)
E5 6
∑
log2()6j<j0
#
(
k,S(WψIj,k) ∩ Cs 6= ∅,bord
)
K2‖f‖2∞ 22j . (4B.174)
On inse`re le nombre de ces ondelettes
E5 6
∑
log2()6j<j0
K‖f‖2∞ 22j (4B.175)
6
∑
log2()6j<j0
K‖f‖2∞ 22j (4B.176)
6 K‖f‖2∞ 22j0 (4B.177)
6 K‖f‖2∞ ξ (4B.178)
E5 6 Kmax(1, ‖Dαc‖α)2‖f‖2∞ ξ . (4B.179)
Si  > s et log2(ξ)/2 < log2(), j0 = j? > log2(). Le nombre de ces coefficients M5 au
dessus de l’e´chelle d’indice j0 = j? devient petit :
M5 6
∑
j>j0
∑
k,S(W ∗ψIj,k)∩Cs 6=∅,bord
(4B.180)
6
∑
j>j0
#
(
k,S(W ∗ψIj,k) ∩ Cs 6= ∅,bord
)
(4B.181)
6
∑
j>j0
K (4B.182)
M5 6 K|log2()| . (4B.183)
L’erreur E5 est elle nulle puisque j0 = j?.
On se place maintenant dans le cas ou`  6 s, on doit donc utiliser des e´chelles plus
fines que η = s.
Si  6 s et log2(ξ)/2 > log2(s), j0 = log2(ξ)/2. Le nombre de coefficients conserve´s M5
est majore´ par
M5 6
∑
j>j0
∑
k,S(W ∗ψIj,k)∩Cs 6=∅,bord
(4B.184)
6
∑
j>j0
#
(
k,S(W ∗ψIj,k) ∩ Cs 6= ∅,bord
)
(4B.185)
6
∑
j>j0
K (4B.186)
M5 6 K|log2(ξ)|/2 . (4B.187)
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L’erreur E5 est controˆle´e par
E5 6
∑
j?<j<j0
∑
k,S(W ∗ψIj,k)∩Cs 6=∅,bord
|〈fs , W ∗ψIj,k〉|2 (4B.188)
E5 6
∑
log2(s)6j<j0
∑
k,S(W ∗ψIj,k)∩Cs 6=∅,bord
|〈fs , W ∗ψIj,k〉|2
+
∑
j?<j<log2(s)
∑
k,S(W ∗ψIj,k)∩Cs 6=∅,bord
|〈fs , W ∗ψIj,k〉|2 .
(4B.189)
On utilise alors la de´croissance des produits scalaires
E5 6
∑
log2(s)6j<j0
∑
k,S(W ∗ψIj,k)∩Cs 6=∅,bord
K2‖f‖2∞ 22j
+
∑
j?<j<log2(s)
∑
k,S(W ∗ψIj,k)∩Cs 6=∅,bord
K2max(1, ‖Dαc‖2α)‖f‖2∞ 22α(j−log2(s)) 22j
(4B.190)
E5 6
∑
log2(s)6j<j0
#
(
k,S(WψIj,k) ∩ Cs 6= ∅,bord
)
K2‖f‖2∞ 22j
+
∑
j<log2(s)
#
(
k,S(WψIj,k) ∩ Cs 6= ∅,bord
)
×K2max(1, ‖Dαc‖2α)‖f‖2∞ 22α(j−log2(s)) 22j .
(4B.191)
On inse`re le nombre de ces ondelettes
E5 6
∑
log2(s)6j<j0
K‖f‖2∞ 22j
+
∑
j<log2(s)
Ks 2−j max(1, ‖Dαc‖2α)‖f‖2∞ 22α(j−log2(s)) 22j
(4B.192)
6
∑
log2(s)6j<j0
K‖f‖2∞ 22j
+
∑
j<log2(s)
Kmax(1, ‖Dαc‖2α)‖f‖2∞s 2j 2(2α(j−log2(s))
(4B.193)
6 K‖f‖2∞22j0 +Ks2max(1, ‖Dαc‖2α)‖f‖∞ (4B.194)
6 Kmax(1, ‖Dαc‖α)2‖f‖2∞(ξ + s2) (4B.195)
E5 6 Kmax(1, ‖Dαc‖2α)‖f‖2∞ ξ . (4B.196)
Sinon log2(s) > log2(ξ)/2 et j0 = max(log2(s)+ (log2(ξ)−2 log2(s))/(2α+1), j?) donc
le nombre de coefficients est majore´ par
M5 6
∑
j>j0
∑
k,S(W ∗ψIj,k)∩Cs 6=∅,bord
(4B.197)
6
∑
j>log2(s)
∑
k,S(W ∗ψIj,k)∩Cs 6=∅,bord
+
∑
log2(s)>j>j0
∑
k,S(W ∗ψIj,k)∩Cs 6=∅,bord
(4B.198)
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6
∑
j>log2(s)
#
(
k,S(W ∗ψIj,k) ∩ Cs 6= ∅,bord
)
+
∑
log2(s)>j>j0
#
(
k,S(W ∗ψIj,k) ∩ Cs 6= ∅,bord
) (4B.199)
6
∑
j>log2(s)
K +
∑
log2(s)>j>j0
Ks 2−j (4B.200)
6
∑
j>log2(s)
K +Ks 2−j0 (4B.201)
6 K(log2(s) + s
2/(2α+1)ξ−1/(2α+1)) (4B.202)
6 Ks2/(2α+1)ξ−1/(2α+1) (4B.203)
M5 6 Kξ
−1/(2α+1) . (4B.204)
Si j0 = j?, l’erreur E5 est nulle sinon j0 = log2(s)+(log2(ξ)−2 log2(s))/(2α+1) et l’erreur
est controˆle´e par
E5 6
∑
j?<j<j0
∑
k,S(W ∗ψIj,k)∩Cs 6=∅,bord
|〈fs , W ∗ψIj,k〉|2 (4B.205)
6
∑
j?<j<j0
∑
k,S(W ∗ψIj,k)∩Cs 6=∅,bord
K2max(1, ‖Dαc‖α)2‖f‖2∞ 22α(j−log2(s)) 22j (4B.206)
6
∑
j?<j<j0
#
(
k,S(W ∗ψIj,k) ∩ Cs 6= ∅,bord
)
K2max(1, ‖Dαc‖2α)‖f‖2∞ 22α(j−log2(s)) 22j
(4B.207)
6
∑
j?<j<j0
K 2log2(s)−j max(1, ‖Dαc‖2α)‖f‖2∞ 22α(j−log2(s)) 22j (4B.208)
6
∑
j?<j<j0
Ks2max(1, ‖Dαc‖2α)‖f‖2∞ 2(2α+1)(j−log2(s)) (4B.209)
6 Ks2max(1, ‖Dαc‖2α)‖f‖2∞ 2(2α+1)(j0−log2(s)) (4B.210)
E5 6 Kmax(1, ‖Dαc‖2α)‖f‖2∞ ξ . (4B.211)
Lemme 4B.9. Le nombre M6 d’ondelettes de´forme´es rencontrant Cs avec 2j > s0 satisfait
M6 6 Kls
−1
0 (4B.212)
De´monstration. Les ondelettes de´forme´es restantes rencontrant Cs avec 2j > s0 sont des
ondelettes tre`s larges, elles sont donc en petit nombre. Il y a au plus Kl2−j ondelettes
de´forme´es par e´chelle et donc au plus Kls−10 ondelettes au dessus de l’e´chelle s0.
4B.2.5 Bandelettes inte´rieures
Les bandelettes inte´rieures sont se´pare´es en trois grands ensembles. Le premier est celui
des bandelettes qui ne rencontrent pas Cs, le deuxie`me celui des bandelettes rencontrant
Cs avec 2j2 > s et le dernier celui des bandelettes rencontrant Cs avec 2j2 < s. On utilise
la re´gularite´ de f pour le premier. Les deux derniers combinent la re´gularite´ de g le long
de la ge´ome´trie avec la re´gularite´ des ondelettes pour le deuxie`me et la re´gularite´ de hs
pour le dernier.
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4B.2.5.1 Bandelettes inte´rieures ne rencontrant pas Cs
Lemme 4B.10. Parmi les bandelettes inte´rieures ne rencontrant pas Cs, on conserve
– si j1 > j2, toutes les bandelettes d’indice d’e´chelles (j1, j2) telles que
j1 > j0 = max(log2(ξ)/(2α), j?) (4B.213)
et
j2 > max(j0 + 1/2(j1 − j0), j?) (4B.214)
– si j2 < j1, toutes les bandelettes d’indice d’e´chelles (j1, j2) telles que
j2 > j0 = max(log2(ξ)/(2α), j?) (4B.215)
et
j1 > max(j0 + 1/2(j2 − j0), j?) (4B.216)
alors le nombre total M7 de bandelettes conserve´es satisfait
M7 6 Kl ξ
−1/α (4B.217)
et l’erreur E7 au dessus de l’e´chelle 2
j? satisfait
E7 6 Klmax(1, ‖Dαc‖2α)‖Dαf‖2C ξ. (4B.218)
De´monstration. Les produits scalaires avec les bandelettes satisfont
〈fs , bj,k〉 = 〈fs , bj1,j2,k〉 (4B.219)
= 〈fs , W ∗(ψj1,k1 ⊗ ψj2,k2)〉 (4B.220)
〈fs , bj,k〉 = 〈Wfs , ψj1,k1 ⊗ ψj2,k2〉 (4B.221)
On utilise encore l’estimation de la re´gularite´ de Wfs
∂α
∂x2α
(Wfs)(x) =W (
∂α
∂x2α
fs)(x) (4B.222)
et par le lemme 4B.6
| ∂
α
∂x1α
(Wfs)(x)| 6 K‖Dαc‖ max|β|6α|W (D
βfs)(x)| (4B.223)
donc si x /∈ w(Cs)
| ∂
α
∂x2α
(Wfs)(x)| 6 ‖Dαf‖C (4B.224)
et
| ∂
α
∂x1α
(Wfs)(x)| 6 K‖Dαc‖‖Dαf‖C . (4B.225)
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Si S(ψj1,k1 ⊗ ψj2,k2) ∩w(Cs) = ∅ on applique le lemme 4.3 pour obtenir
|〈Wfs , ψj1,k1 ⊗ ψj2,k2〉| 6 K‖Dαf‖C 2(α+1/2)j2 2j1/2 (4B.226)
|〈Wfs , ψj1,k1 ⊗ ψj2,k2〉| 6 K‖Dαc‖‖Dαf‖C 2(α+1/2)j1 2j2/2 (4B.227)
et finalement
|〈Wfs , ψj1,k1 ⊗ ψj2,k2〉| 6 Kmax(1, ‖Dαc‖α)‖Dαf‖C 2αmin(j1,j2) 2j1/2 2j2/2 (4B.228)
ce qui implique
|〈fs , bj1,j2,k〉| 6 Kmax(1, ‖Dαc‖α)‖Dαf‖C 2αmin(j1,j2) 2j1/2 2j2/2 . (4B.229)
Pour les bandelettes telles que j1 > j2, la re`gle est de conserver les bandelettes satis-
faisant
j1 > max(log2(ξ)/(2α), j?) (4B.230)
j1 > j0 (4B.231)
et
j2 > max(j0 + 1/2(j1 − j0), j?) (4B.232)
j2 > j2(j1) (4B.233)
Le nombre M7,1 de coefficients conserve´s est majore´ par
M7,1 6
∑
j1>j0
∑
j1>j2>j2(j1)
∑
k,bj1,j2,k∩Cs=∅
(4B.234)
6
∑
j1>j0
∑
j2>j2(j1)
∑
k,bj1,j2,k∩Cs=∅
(4B.235)
M7,1 6
∑
j1>j0
∑
j2>j2(j1)
#(k, bj1,j2,k ∩ Cs = ∅) . (4B.236)
Soit en inse´rant le nombre de bandelettes par e´chelle
M7,1 6
∑
j1>j0
∑
j2>j2(j1)
Kl 2−j1 2−j2 (4B.237)
6
∑
j1>j0
Kl2−j1 2−j2(j1) (4B.238)
6
∑
j1>j0
Kl2−j1 2−j0−1/2(j1−j0) (4B.239)
6 Kl2−2j0 (4B.240)
M7,1 6 Kl ξ
−1/α . (4B.241)
L’erreur E7,1 est borne´e par
E7,1 6
∑
j1>j0
∑
j?<j2<min(j2(j1),j1)
∑
k,bj1,j2,k∩Cs=∅
|〈fs , bj1,j2,k〉|2
+
∑
j?<j1<j0
∑
j?<j26j1
∑
k,bj1,j2,k∩Cs=∅
|〈fs , bj1,j2,k〉|2 .
(4B.242)
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On inse`re alors l’estimation des produits scalaires
E7,1 6
∑
j1>j0
∑
j?<j26min(j2(j1),j1)
∑
k,bj1,j2,k∩Cs=∅
Kmax(1, ‖Dαc‖α)‖Dαf‖C 2(2α+1)j2 2j1
+
∑
j?<j1<j0
∑
j?<j26j1
∑
k,bj1,j2,k∩Cs=∅
Kmax(1, ‖Dαc‖α)‖Dαf‖C 2(2α+1) j22j1
(4B.243)
6
∑
j1>j0
∑
j?<j26min(j2(j1),j1)
#(k, bj1,j2,k ∩ Cs = ∅)
×Kmax(1, ‖Dαc‖α)‖Dαf‖C 2(2α+1)j2 2j1
+
∑
j?<j1<j0
∑
j?<j26j1
#(k, bj1,j2,k ∩ Cs = ∅)
×Kmax(1, ‖Dαc‖α)‖Dαf‖C 2(2α+1)j2 2j1
(4B.244)
et en inse´rant le nombre de bandelettes par e´chelle
6
∑
j1>j0
∑
j?<j26min(j2(j1),j1)
Kl 2−j1 2−j2 max(1, ‖Dαc‖α)‖Dαf‖C 2(2α+1)j2 2j1
+
∑
j?<j1<j0
∑
j26j1
Kl 2−j1 2−j2 max(1, ‖Dαc‖α)‖Dαf‖C 2(2α+1)j2 2j1
(4B.245)
6
∑
j1>j0
∑
j?<j26min(j2(j1),j1)
Klmax(1, ‖Dαc‖α)‖Dαf‖C 22αj2
+
∑
j?<j1<j0
∑
j?<j26j1
Klmax(1, ‖Dαc‖α)‖Dαf‖C 22αj2
(4B.246)
6
∑
j1>j0,j2(j1)>j?
Klmax(1, ‖Dαc‖α)‖Dαf‖C 22αj2(j1)
+
∑
j?<j1<j0
Klmax(1, ‖Dαc‖α)‖Dαf‖C 22αj1
(4B.247)
6
∑
j1>j0
Klmax(1, ‖Dαc‖α)‖Dαf‖C 22α(j0+1/2(j1−j0))
+
∑
j1<j0
Klmax(1, ‖Dαc‖α)‖Dαf‖C 22αj1
(4B.248)
6 Klmax(1, ‖Dαc‖α)‖Dαf‖C 22αj0 +Klmax(1, ‖Dαc‖α)‖Dαf‖C 22αj0 (4B.249)
6 Klmax(1, ‖Dαc‖α)‖Dαf‖C 22αj0 (4B.250)
E7,1 6 Klmax(1, ‖Dαc‖α)‖Dαf‖C ξ . (4B.251)
Si j1 6 j2, la situation est la syme´trique de la pre´ce´dente. Les bandelettes conserve´es
sont celles satisfaisant
j2 > max(log2(ξ)/(2α), j?) (4B.252)
j2 > j0 (4B.253)
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et
j1 > max(j0 + 1/2(j2 − j0), j?) (4B.254)
j1 > j1(j2) . (4B.255)
Le nombre M7,2 de bandelettes conserve´es et l’erreur re´sultante E7,2 satisfont donc
M7,2 6 Kl ξ
−1/α (4B.256)
E7,2 6 Klmax(1, ‖Dαc‖α)‖Dαf‖C ξ . (4B.257)
4B.2.5.2 Bandelettes inte´rieures rencontrant Cs avec j2 > log2(s)
Lorsque 2j2 > s, les bandelettes ne voient pas le lissage et la fonction fs se comporte
comme une fonction singulie`re le long de la ge´ome´trie. Pour trouver de la re´gularite´, on
utilise la re´gularite´ du produit scalaire de l’ondelette verticale avec f au voisinage de la
courbe C qui provient de la re´gularite´ de l’ondelette elle-meˆme. Ceci n’est possible que si
la bandelette reste a` l’inte´rieur de [η , l − η] × R ou` l’on controˆle la forme du domaine et
on montre que les bandelettes manquantes sont peu nombreuses.
Lemme 4B.11. Parmi les bandelettes inte´rieures qui rencontrent Cs avec une e´chelle
d’indice j2 > max(log2(s), j?) et telle que S(bj1,j2,k) ⊂ [η , l − η] × R, si on conserve les
bandelettes telles que
j2 > max(log2(s), j?) = max(log2(s), log2(ξ), log2()) = j0 (4B.258)
et
j1 > max(log2(ξ)/(2α) + (j2 + j0)/(4α), j?) (4B.259)
(4B.260)
le nombre M8 de coefficients conserve´s satisfait
M8 6 Kl ξ
−1/(2α) max(s, )−1/(2α) (4B.261)
et l’erreur E8 satisfait
E8 6 Klmax(1, ‖Dαc‖α)2‖f‖2∞ ξ . (4B.262)
De´monstration. L’ide´e centrale de cette de´monstration est d’e´crire les coefficients de ban-
delettes comme des doubles produits scalaires de fonctions monodimensionnelles :
〈fs , bj1,j2,k〉 = 〈Wfs , ψj1,k1 ⊗ ψj2,k2〉 (4B.263)
〈fs , bj1,j2,k〉 = 〈〈Wfs , ψj2,k2〉 , ψj1,k1〉 (4B.264)
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et de montrer que le produit scalaire inte´rieur 〈Wfs , ψj2,k2〉 est une fonction re´gulie`re de
x1.
〈Wfs , ψj2,k2〉(x1) =
∫
x2
Wfs(x)ψj2,k2(x2) dx2 (4B.265)
=
∫
x2
fs(x1, x2 − g(x1))ψj2,k2(x2) dx2 (4B.266)
=
∫
x2
∫
u
f(x1 − u1, x2 − g(x1)− u2)hs(u) duψj2,k2(x2) dx2 (4B.267)
〈Wfs , ψj2,k2〉(x1) =
∫
u
hs(u)
∫
x2
f(x1 − u1, x2 − g(x1)− u2)ψj2,k2(x2) dx2 du . (4B.268)
Maintenant si s 6 x1 6 l − s on peut de´composer g en deux parties
〈Wfs , ψj2,k2〉(x1) =
∫
u
hs(u)
∫
x2
f(x1 − u1, x2 − c(x1 − u1)− u2)
× ψj2,k2(x2 − c(x1 − u1) + g(x1)) dx2 du .
(4B.269)
On a donc
| ∂
α
∂x1α
〈Wfs , ψj2,k2〉(x1)|
=
∂α
∂x1α
∫
u
hs(u)
∫
x2
f(x1 − u1, x2 − c(x1 − u1)− u2)
× ψj2,k2(x2 − c(x1 − u1) + g(x1)) dx2 du .
(4B.270)
On souhaite maintenant e´crire
=
∫
u
hs(u)
∫
x2
∂α
∂x1α
(f(x1 − u1, x2 − c(x1 − u1)− u2)
× ψj2,k2(x2 − c(x1 − u1) + g(x1))) dx2 du .
(4B.271)
Ceci suppose que la de´rive´e d’ordre α selon de l’inte´rieur de l’inte´grale soit borne´e pour
obtenir
| ∂
α
∂x1α
〈Wfs , ψj2,k2〉(x1)|
6
∫
u
|hs(u)|
∫
x∈Dj2,k2,x1
| ∂
α
∂x1α
(f(x1 − u1, x2 − c(x1 − u1)− u2)
× ψj2,k2(x2 − c(x1 − u1) + g(x1)))|dx2 du
(4B.272)
ou` Dj2,k2,x1,u1 = S(ψj2,k2) + c(x1 − u1)− g(x1).
On montre alors que quitte a` modifier f par 0 sur la courbe C, un ensemble de mesure
nulle, ce qui ne modifiera pas les produits scalaires, les de´rive´es selon x1 de la fonction a`
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l’inte´rieur de l’inte´grale peuvent eˆtre borne´es pour tout u, |u| < s
∂α
∂x1α
(f(x1 − u1, x2 − c(x1 − u1)− u2)ψj2,k2(x2 − c(x1 − u1) + g(x1)))
=
α∑
β=0
(
β
α
)
∂α−β
∂x1α−β
(f(x1 − u1, x2 − c(x1 − u1)− u2))
× ∂
β
∂x1β
(ψj2,k2(x2 − c(x1 − u1) + g(x1))) .
(4B.273)
On montre que le premier facteur de chaque terme est majore´ par
| ∂
α−β
∂x1α−β
(f(x1 − u1, x2 − c(x1 − u1)− u2))| 6 Kmax(1, ‖Dαc‖α)‖Dαf‖C (4B.274)
si l’on modifie f sur la courbe C par
f(x1, c(x1)) = 0 . (4B.275)
En effet, on a de´ja` ve´rifie´ par le lemme 4B.6 que la fonction f(x1−u1, x2−c(x1−u1)−u2)
est de´rivable jusqu’a` l’ordre α en dehors l’axe x2 = c(u1) et que ses de´rive´es partielles sont
borne´es :
| ∂
α−β
∂x1α−β
(f(x1 − u1, x2 − c(x1 − u1)− u2))| 6 Kmax(1, ‖Dαc‖α)‖Dαf‖C . (4B.276)
Il ne reste donc plus a` le ve´rifier que sur cet axe. La fonction f a e´te´ modifie´e pour que la
valeur de f(x1 − u1, x2 − c(x1 − u1)− u2) soit nulle de`s que x2 = u2 donc dans ce cas
∂α−β
∂x1α−β
(f(x1 − u1, x2 − c(x1 − u1)− u2)) = ∂
α−β
∂x1α−β
(f(x1 − u1, c(x1 − u1))) (4B.277)
=
∂α−β
∂x1α−β
(0) (4B.278)
∂α−β
∂x1α−β
(f(x1 − u1, x2 − c(x1 − u1)− u2)) = 0 (4B.279)
et
| ∂
α−β
∂x1α−β
(f(x1 − u1, x2 − c(x1 − u1)− u2))| 6 Kmax(1, ‖Dαc‖α)‖Dαf‖C . (4B.280)
Le second facteur est majore´ en utilisant la re´gularite´ de c, de g − c et de l’onde-
lette ψj2,k2 elle-meˆme ainsi que du corollaire suivant du lemme 4A.10 de´montre´ dans l’an-
nexe 4A.
Corollaire 4B.12. Si f et g sont des fonctions Cκ telles que
‖g(β)‖∞ 6 Mη(1−β/κ) (4B.281)
et
f (k) 6 Cf2
−kj (4B.282)
alors
‖(f ◦ g)(β)‖∞ 6 CβMCf
β∑
i=1
η−(β/κ)2−i(j−log2(η)) . (4B.283)
Bandelettes De´monstrations : Approximation 186
Le controˆle sur g(x1)− c(x1−u1) et ses de´rive´es se fait a` l’aide de la relation suivante :
g(x1)− c(x1 − u1) = (g(x1)− c(x1)) + (c(x1)− c(x1 − u1)) (4B.284)
∂β
∂x1β
(g(x1)− c(x1 − u1)) = ∂
β
∂x1β
(g(x1)− c(x1)) + ∂
β
∂x1β
(c(x1)− c(x1 − u1))
(4B.285)
qui implique
‖ ∂
β
∂x1β
(g(x1)− c(x1 − u1))‖∞ 6 ‖ ∂
β
∂x1β
(g(x1)− c(x1))‖∞ + ‖ ∂
β
∂x1β
(c(x1)− c(x1 − u1))‖∞.
(4B.286)
La pre´cision sur la ge´ome´trie est de η = max(, s), donc la partie sur l’approximation
de la ge´ome´trie nous assure pour le premier terme
‖ ∂
β
∂x1β
(g(x1)− c(x1))‖∞ = ‖(g − c)(β)‖∞ (4B.287)
‖ ∂
β
∂x1β
(g(x1)− c(x1))‖∞ 6 Kmax(1, ‖Dαc‖)max(, s)1−β/α . (4B.288)
Pour le second terme, on utilise la re´gularite´ de c
‖ ∂
β
∂x1β
(c(x1)− c(x1 − u1))‖∞ 6
{
‖c(β+1)‖∞|u1| si β < α
2‖c(α)‖∞ si β = α
(4B.289)
‖ ∂
β
∂x1β
(c(x1)− c(x1 − u1))‖∞ 6
{
‖Dαc‖∞s si β < α
2‖Dαc‖∞ si β = α
(4B.290)
d’ou`
‖ ∂
β
∂x1β
(g(x1)− c(x1 − u1))‖∞ 6 ‖ ∂
β
∂x1β
(g(x1)− c(x1))‖∞ + ‖ ∂
β
∂x1β
(c(x1)− c(x1 − u1))‖∞
(4B.291)
6

Kmax(1, ‖Dαc‖)max(, s)1−β/α
+K‖Dαc‖∞s
si β < α
Kmax(1, ‖Dαc‖) + 2‖Dαc‖∞ si β = α
(4B.292)
‖ ∂
β
∂x1β
(g(x1)− c(x1 − u1))‖∞ 6 Kmax(1, ‖Dαc‖)max(, s)1−β/α . (4B.293)
On ve´rifie que
(ψj2,k2)
(β)(x) = 2−βj2(ψ(β))j2,k2(x) (4B.294)
ce qui implique
‖(ψj2,k2)(β)‖∞ 6 2−βj22−j2/2‖ψ(β)‖∞ (4B.295)
‖(ψj2,k2)(β)‖∞ 6 K2−βj22−j2/2 . (4B.296)
Bandelettes Approximation non-line´aire sur un domaine Ω 187
On utilise alors le corollaire 4B.12 du lemme 4A.10 pour obtenir
‖ ∂
β
∂x1β
(ψj2,k2(x2 − c(x1 − u1) + g(x1)))‖∞
6 Kmax(1, ‖Dαc‖)×
β∑
κ=1
max(, s)−β/α 2−κ(j2−max(log2(s),log2())) 2−j2/2 .
(4B.297)
On a donc finalement la majoration
‖ ∂
α
∂x1α
(f(x1 − u1, x2 − c(x1 − u1)− u2)ψj2,k2(x2 − c(x1 − u1) + g(x1)))‖∞
= ‖
α∑
β=0
(
β
α
)
∂α−β
∂x1α−β
(f(x1 − u1, x2 − c(x1 − u1)− u2))
∂β
∂x1β
(ψj2,k2(x2 − c(x1 − u1) + g(x1)))‖∞
(4B.298)
6
α∑
β=0
(
β
α
)
‖ ∂
α−β
∂x1α−β
(f(x1 − u1, x2 − c(x1 − u1)− u2))‖∞
× ‖ ∂
β
∂x1β
(ψj2,k2(x2 − c(x1 − u1) + g(x1)))‖∞
(4B.299)
et en introduisant les majorations pre´ce´dentes
6 K‖f‖∞2−j2/2
+
α∑
β=1
(
β
α
)
Kmax(1, ‖Dαc‖2α)max(1, ‖Dαc‖α)‖Dαf‖C
×
β∑
κ=1
max(, s)−β/α 2−κ(j2−max(log2(s),log2())) 2−j2/2
(4B.300)
6 K‖f‖∞2−j2/2
+Kmax(1, ‖Dαc‖α+1)‖Dαf‖C
α∑
κ=1
2−κ(j2−max(log2(s),log2())) 2−j2/2
×
α∑
β=κ
(
β
α
)
max(, s)−β/α
(4B.301)
6 K‖f‖∞2−j2/2
+Kmax(1, ‖Dαc‖α+1)‖Dαf‖C
α∑
κ=1
2−κ(j2−max(log2(s),log2())) 2−j2/2
× 2αmax(, s)−1
(4B.302)
‖ ∂
α
∂x1α
(f(x1 − u1, x2 − c(x1 − u1)− u2)ψj2,k2(x2 − c(x1 − u1) + g(x1)))‖∞
6 K‖f‖∞2−j2/2
+Kmax(1, ‖Dαc‖α+1)‖Dαf‖Cmax(, s)−1
α∑
κ=1
2−κ(j2−max(log2(s),log2())) 2−j2/2 .
(4B.303)
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Ici j2 > max(log2(s), log2()) donc ceci se simplifie
‖ ∂
α
∂x1α
(f(x1 − u1, x2 − c(x1 − u1)− u2)ψj2,k2(x2 − c(x1 − u1) + g(x1)))‖∞
6 K‖f‖∞2−j2/2
+Kmax(1, ‖Dαc‖α+1)‖Dαf‖Cmax(, s)−1α2−1(j2−max(log2(s),log2())) 2−j2/2
(4B.304)
6 K‖f‖∞2−j2/2 +Kmax(1, ‖Dαc‖2α+1)‖Dαf‖C 2−j2 2−j2/2 (4B.305)
6 K(‖f‖∞ +max(1, ‖Dαc‖α+1)‖Dαf‖C 2−j2)2−j2/2 (4B.306)
et donc
‖ ∂
α
∂x1α
(f(x1 − u1, x2 − c(x1 − u1)− u2)ψj2,k2(x2 − c(x1 − u1) + g(x1)))‖∞
6 Kmax(1, ‖Dαc‖α+1)‖Dαf‖C 2−j2 2−j2/2
(4B.307)
Ceci permet d’obtenir la majoration suivante
∂α
∂x1α
〈Wfs , ψj2,k2〉(x1)
6
∫
u
|hs(u)|
∫
Dj2,k2,x1,u1
| ∂
α
∂x1α
(f(x1 − u1, x2 − c(x1 − u1)− u2)
× ψj2,k2(x2 − c(x1 − u1) + g(x1)))|dx2 du
(4B.308)
6 ‖hs‖1Kmax(1, ‖Dαc‖α+1)‖Dαf‖C2−j22j2/2 (4B.309)
6 Kmax(1, ‖Dαc‖α+1)‖Dαf‖C2−j2/2 (4B.310)
ou` Dj2,k2,x1,u1 = S(ψj2,k2)+c(x1−u1)−g(x1). On utilise encore le lemme 4.3 pour obtenir
|〈fs , bj1,j2,k〉| = |〈〈Wfs , ψj2,k2〉 , ψj1,k1〉| (4B.311)
6 Kmax(1, ‖Dαc‖α+1)‖Dαf‖C2−j2/22(α+1/2)j1 . (4B.312)
On conserve les bandelettes telles que
j2 > max(s, j?) (4B.313)
j2 > max(s, log2(ξ), log2()) (4B.314)
j2 > j0 (4B.315)
et
j1 > log2(ξ)/(2α) + (j2 + j0)/(4α) (4B.316)
j1 > j1(j2) . (4B.317)
Pour chaque e´chelle d’indices (j1, j2) ou` 2
j2 > max(s, ), il y a au plus Kl2−j1 bandelettes
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qui rencontrent Cs. Le nombre M8 de bandelettes conserve´es est donc majore´ par
M8 6
∑
j2>j0
∑
j1>j1(j2)
∑
k,bj1,j2,k∩Cs 6=∅,S(bj1,j2,k)⊂[s ,l−s]×R
(4B.318)
6
∑
j2>j0
∑
j1>j1(j2)
#(k, bj1,j2,k ∩ Cs 6= ∅,S(bj1,j2,k) ⊂ [s , l − s]×R) (4B.319)
6
∑
j2>j0
∑
j1>j1(j2)
Kl 2−j1 (4B.320)
6
∑
j2>j0
Kl 2−j1(j2) (4B.321)
6
∑
j2>j0
Kl 2− log2(ξ)/(2α)−(j2+j0)/(4α) (4B.322)
6 Kl 2− log2(ξ)/(2α) 2−j0/(2α) (4B.323)
M8 6 Kl ξ
−1/(2α) max(s, , ξ)−1/(2α) . (4B.324)
L’erreur E8 correspondante est borne´e par
E8 6
∑
j2>j0
∑
j1<j1(j2)
∑
k,bj1,j2,k∩Cs 6=∅,S(bj1,j2,k)⊂[s ,l−s]×R
|〈fs , bj1,j2,k〉|2 (4B.325)
6
∑
j2>j0
∑
j1<j1(j2)
∑
k,bj1,j2,k∩Cs 6=∅,S(bj1,j2,k)⊂[s ,l−s]×R
Kmax(1, ‖Dαc‖α+1)2
× ‖Dαf‖2C 2−j2 2(2α+1)j1
(4B.326)
6
∑
j2>j0
∑
j1<j1(j2)
#(k, bj1,j2,k ∩ Cs 6= ∅,S(bj1,j2,k) ⊂ [s , l − s]×R)
×Kmax(1, ‖Dαc‖α+1)2‖Dαf‖2C 2−j2 2(2α+1)j1
(4B.327)
6
∑
j2>j0
∑
j1<j1(j2)
Kl 2−j1 max(1, ‖Dαc‖2α+2)‖Dαf‖2C 2−j2 2(2α+1)j1 (4B.328)
6
∑
j2>j0
∑
j1<j1(j2)
Klmax(1, ‖Dαc‖2α+2)‖Dαf‖2C 2−j2 22αj1 (4B.329)
6
∑
j2>j0
Klmax(1, ‖Dαc‖2α+2)‖Dαf‖2C 2−j2 22αj1(j2) (4B.330)
6
∑
j2>j0
Klmax(1, ‖Dαc‖2α+2)‖Dαf‖2C 2−j2 2log2(ξ)+1/2(j2+j0) (4B.331)
6
∑
j2>j0
Klmax(1, ‖Dαc‖2α+2)‖Dαf‖2C ξ 2−1/2(j2−j0) (4B.332)
E8 6 Klmax(1, ‖Dαc‖2α+2)‖Dαf‖2C ξ (4B.333)
Lemme 4B.13. Le nombre de bandelettes inte´rieures restantes rencontrant Cs telles que
j2 > s au dessus de l’e´chelle d’indice j? est majore´ par
M9 6
{
0 if ξ > s
K ξ−1/(2α) if ξ 6 s .
(4B.334)
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De´monstration. Les bandelettes telles que j2 > s qui n’ont pas e´te´ traite´es dans le cas
pre´ce´dent sont celles telles que S(bj1,j2,k) 6⊂ [η , l− η]×R. Ces bandelettes sont situe´es sur
les bords gauche et droit du domaine.
On distingue encore une fois les cas  > s et  6 s.
Dans le premier cas η = , on ne s’inte´resse qu’aux bandelettes dont l’e´chelle est
supe´rieure a` . A chaque e´chelle d’indices (j1, j2), ces bandelettes sont au plus un nombre
fini K. L’indice de l’e´chelle de coupure est alors j? = max(log2(), log2(ξ)). Le nombreM9
de bandelettes au dessus de cette e´chelle est majore´ par
M9 6
∑
j1>j?
∑
j2>j?
∑
k,bj1,j2,k∩Cs 6=∅,S(bj1,j2,k)6⊂[s ,l−s]×R
(4B.335)
6
∑
j1>j?
∑
j2>j?
K (4B.336)
6 j?
2K (4B.337)
M9 6 Kmax(log2(), log2(ξ))
2 . (4B.338)
Dans le second cas η = s, le nombre de ces bandelettes par e´chelle d’indices (j1, j2) est
majore´ par K pour j1 > log2(s) et par Ks 2
−j1 pour j1 6 log2(s).
Si ξ > s, j∗ = log2(ξ) > log2(s) et le nombre de bandelette M9 au dessus de l’e´chelle
d’indice j? est borne´ par
M9 6
∑
j1>j?
∑
j2>j?
∑
k,bj1,j2,k∩Cs 6=∅,S(bj1,j2,k)6⊂[s ,l−s]×R
(4B.339)
6
∑
j1>j?
∑
j2>j?
K (4B.340)
6 j?
2K (4B.341)
M9 6 Kmax(log2(), log2(ξ))
2 . (4B.342)
Sinon ξ 6 s et j∗ = log2(s) + (log2(ξ) − log2(s))/(2α) < log2(s), le nombre M9 de ces
bandelettes est alors majore´ par
M9 6
∑
j1>j∗
∑
j2>log2(s)
∑
k,bj1,j2,k∩Cs 6=∅,S(bj1,j2,k)6⊂[s ,l−s]×R
(4B.343)
6
∑
j1>log2(s)
∑
j2>log2(s)
∑
k,bj1,j2,k∩Cs 6=∅,S(bj1,j2,k)6⊂[s ,l−s]×R
+
∑
log2(s)>j1>j∗
∑
j2>log2(s)
∑
k,bj1,j2,k∩Cs 6=∅,S(bj1,j2,k)6⊂[s ,l−s]×R
(4B.344)
6
∑
j1>log2(s)
∑
j2>log2(s)
#(k, bj1,j2,k ∩ Cs 6= ∅,S(bj1,j2,k) 6⊂ [s , l − s]×R)
+
∑
log2(s)>j1>j∗
∑
j2>log2(s)
#(k, bj1,j2,k ∩ Cs 6= ∅,S(bj1,j2,k) 6⊂ [s , l − s]×R)
(4B.345)
6
∑
j1>log2(s)
∑
j2>log2(s)
K
∑
log2(s)>j1>j∗
∑
j2>log2(s)
Ks 2−j1 (4B.346)
6
∑
j1>j∗
|log2(s)|Ks2−j1 (4B.347)
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6 K|log2(()|s)2 +K|log2(s)| 2log2(s)−j∗ (4B.348)
6 K|log2(()|s)2 +K|log2(s)| s1/(2α) ξ−1/(2α) (4B.349)
M9 6 K ξ
−1/(2α) . (4B.350)
4B.2.5.3 Bandelettes inte´rieures rencontrant Cs avec j2 6 log2(s)
On remarque que si  > s, alors j? > log2() > log2(s). Ceci signifie que si  > s,
aucune bandelette n’est a` conside´rer dans cette cate´gorie. On suppose donc par la suite
s > .
De plus, les bandelettes d’e´chelle 2j2 < ξ ont e´galement e´te´ e´limine´es de sorte que pour
les bandelettes conside´re´es s > j2 > max(log2(ξ), log2()).
Lorsque j2 < s, fs se comporte du fait du lissage comme une fonction re´gulie`re le long
de C. On ne pourra utiliser ceci que pour les bandelettes qui restent dans [η , l− η]×R et
on montre que les bandelettes restantes sont peu nombreuse.
Lemme 4B.14. Parmi les bandelettes inte´rieures qui rencontrent Cs avec une e´chelle
d’indice s > j2 > j? et telles que S(bj1,j2,k) ⊂ [η , l− η]×R, si on conserve les bandelettes
telles que
j2 > j? (4B.351)
j2 6 s (4B.352)
et
j1 > (log2(ξ) + log2(s))/(2α) − (j2 − j?)/(2α) (4B.353)
j1 > j1(j2) (4B.354)
le nombre M10 de coefficients conserve´s satisfait
M10 6 Kl ξ
−1/α (4B.355)
et l’erreur E10 satisfait
E10 6 Klmax(1, ‖Dαc‖2α+2)‖Dαf‖2C ξ . (4B.356)
De´monstration. La re´gularite´ de fs utilise´e ici est une combinaison de la re´gularite´ de f
et de celle de hs. Comme
〈fs , bj1,j2,k〉 = 〈Wfs , ψj1,k1 ⊗ ψj2,k2〉 , (4B.357)
on montre que Wfs est re´gulie`re selon x1.
Wfs(x) = fs(x1, x2 − g(x1)) (4B.358)
Wfs(x) =
∫
u
f(x1 − u1, x2 − g(x1)− u2)hs(u1, u2) du (4B.359)
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et si x1 ∈ [s, l − s]
Wfs(x) =
∫
u
f(x1 − u1, x2 − c(x1 − u1)− u2)hs(u1, u2 − g(x1) + c(x1 − u1)) du
(4B.360)
et donc
∂α
∂xiα
(Wfs)(x) =
∂α
∂xiα
∫
u
f(x1 − u1, x2 − c(x1 − u1)− u2)
× hs(u1, u2 − g(x1) + c(x1 − u1)) du
(4B.361)
∂α
∂xiα
(Wfs)(x) =
∫
u
∂α
∂xiα
(f(x1 − u1, x2 − c(x1 − u1)− u2)
× hs(u1, u2 − g(x1) + c(x1 − u1))) du .
(4B.362)
Pour majorer la de´rive´e selon x1 a` l’inte´rieur de l’inte´grale, on utilise une technique
similaire a` celle employe´e pour le cas j2 > s
∂α
∂x1α
(f(x1 − u1, y1 − c(x1 − u1)− u2)hs(u1, u2 − g(x1) + c(x1 − u1)))
=
α∑
β=0
(
β
κ
)
∂α−β
∂x1α−β
(f(x1 − u1, y1 − c(x1 − u1)− u2))
× ∂
β
∂x1β
(hs(u1, u2 − g(x1) + c(x1 − u1))) .
(4B.363)
Le premier facteur de chaque terme est borne´ par
| ∂
α−β
∂x1α−β
(f(x1 − u1, x2 − c(x1 − u1)− u2))| 6 Kmax(1, ‖Dαc‖α+1)‖Dαf‖C (4B.364)
par de´finition de c et puisque les de´rive´es partielles de f d’ordre β 6 a sont borne´es sur
C. Le second facteur est majore´ en utilisant la re´gularite´ de c, celle de g − c et enfin celle
hs lui-meˆme.
Le controˆle sur g(x1)− c(x1 − u1) et ses de´rive´es a de´ja` e´te´ de´montre´ et donne
‖ ∂
β
∂x1β
(g(x1)− c(x1 − u1))‖∞ 6 Kmax(1, ‖Dαc‖α)max(, s)1−β/α . (4B.365)
On a maintenant
∂β
∂x2β
(hs)(x) = s
−β(
∂β
∂x2β
h)s(x) (4B.366)
donc
‖ ∂
β
∂x2β
(hs)‖∞ = s−βs−2‖ ∂
β
∂x2β
h‖∞ (4B.367)
‖ ∂
β
∂x2β
(hs)‖∞ 6 Ks−βs−2 . (4B.368)
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Le corollaire 4B.12 du lemme 4A.10 et les bornes pre´ce´dentes nous assurent
‖ ∂
β
∂x1β
(hs(x2 − c(x1 − u1) + g(x1)))‖∞
6 Kmax(1, ‖Dαc‖)
β∑
κ=1
max(, s)−β/α 2−κ(log2(s)−max(s,log2())) s−2 .
(4B.369)
Ici s >  donc
‖ ∂
β
∂x1β
(hs(x2 − c(x1 − u1) + g(x1)))‖∞
6 Kmax(1, ‖Dαc‖)
β∑
κ=1
s−β/α 2−κ(log2(s)−log2(s)) s−2
(4B.370)
6 Kmax(1, ‖Dαc‖)
β∑
κ=1
s−β/α 2−κ(log2(s)−log2(s)) s−2 (4B.371)
6 Kmax(1, ‖Dαc‖)
β∑
κ=1
s−β/α s−2 (4B.372)
6 Kmax(1, ‖Dαc‖)βs−β/α s−2 (4B.373)
‖ ∂
β
∂x1β
(hs(x2 − c(x1 − u1) + g(x1)))‖∞
6 Kmax(1, ‖Dαc‖)s−β/α s−2 .
(4B.374)
Ceci nous donne
| ∂
α
∂x1α
(f(x1 − u1, y1 − c(x1 − u1)− u2)hs(u1, u2 − g(x1) + c(x1 − u1)))|
= |
α∑
β=0
(
β
κ
)
∂α−β
∂x1α−β
(f(x1 − u1, y1 − c(x1 − u1)− u2))
× ∂
β
∂x1β
(hs(u1, u2 − g(x1) + c(x1 − u1))) |
(4B.375)
6
α∑
β=0
(
β
κ
)
| ∂
α−β
∂x1α−β
(f(x1 − u1, y1 − c(x1 − u1)− u2))|
× | ∂
β
∂x1β
(hs(u1, u2 − g(x1) + c(x1 − u1)))|
(4B.376)
6 Kmax(1, ‖Dαc‖α)‖Dαf‖C s−2 +
α∑
β=1
Kmax(1, ‖Dαc‖α+1)‖Dαf‖C s−β/αs−2
(4B.377)
6 Kmax(1, ‖Dαc‖α+1)‖Dαf‖C s−2(1 + αmax(1, ‖Dαc‖α)s−1) (4B.378)
| ∂
α
∂x1α
(f(x1 − u1, y1 − c(x1 − u1)− u2)hs(u1, u2 − g(x1) + c(x1 − u1)))|
6 Kmax(1, ‖Dαc‖α+1)‖Dαf‖C s−2s−1
(4B.379)
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et donc
| ∂
α
∂xiα
(Wfs)(x)| = |
∫
u
∂α
∂xiα
(f(x1 − u1, x2 − c(x1 − u1)− u2)
hs(u1, u2 − g(x1) + c(x1 − u1))) du|
(4B.380)
6
∫
u∈S(hs)
| ∂
α
∂xiα
(f(x1 − u1, x2 − c(x1 − u1)− u2)
hs(u1, u2 − g(x1) + c(x1 − u1)))|du
(4B.381)
| ∂
α
∂xiα
(Wfs)(x)| 6 Kmax(1, ‖Dαc‖α+1)‖Dαf‖Cs−1 . (4B.382)
On utilise alors le lemme 4.3 pour obtenir
|〈fs , bj1,j2,k〉| = |〈Wfs , ψj1,k1 ⊗ ψj2,k2〉| (4B.383)
|〈fs , bj1,j2,k〉| 6 Kmax(1, ‖Dαc‖2α+2)‖Dαf‖C s−1 2(α+1/2)j1 2j2/2 . (4B.384)
Le nombre de telles bandelettes rencontrant Cs pour chaque (j1, j2) avec j2 6 s est
borne´ par Kl2−j1s2−j2 . Si on conserve les bandelettes telles que
j2 > j∗ (4B.385)
j2 > log2(s) + (log2(ξ)− log2(s))/(2α) (4B.386)
j2 6 log2(s) (4B.387)
et
j1 > (log2(ξ) + log2(s))/(2α) − (j2 − j∗)/(2α) (4B.388)
j1 > j1(j2) (4B.389)
le nombre M10 de bandelettes conserve´es est majore´ par
M10 =
∑
log2(s)>j2>j?
∑
j1>j1(j2)
∑
k,S(bj1,j2,k)∩Cs 6=∅,S(bj1,j2,k)⊂[s ,l−s]×R
(4B.390)
=
∑
log2(s)>j2>j?
∑
j1>j1(j2)
#(k,S(bj1,j2,k) ∩ Cs 6= ∅,S(bj1,j2,k) ⊂ [s , l − s]×R)
(4B.391)
6
∑
log2(s)>j2>j?
∑
j1>j1(j2)
Kl 2−j1s 2−j2 (4B.392)
6
∑
log2(s)>j2>j?
Kl 2−j1(j2)s 2−j2 (4B.393)
6
∑
log2(s)>j2>j?
Kl ξ−1/(2α)s−1/(2α) 2(j2−j∗)/(2α)s 2−j2 (4B.394)
6 Kl ξ−1/(2α)s−1/(2α)s 2−j∗ (4B.395)
6 Kl ξ−1/(2α)s−1/(2α)ξ−1/(2α)s1/(2α) (4B.396)
M10 6 Kl ξ
−1/α (4B.397)
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et l’erreur E10 est borne´e par
E10 =
∑
log2(s)>j2>j?
∑
j1<j1(j2)
∑
k,S(bj1,j2,k)∩Cs 6=∅,S(bj1,j2,k)⊂[s ,l−s]×R
|〈fs , bj1,j2,k〉|2 (4B.398)
6
∑
log2(s)>j2>j?
∑
j1<j1(j2)∑
k,S(bj1,j2,k)∩Cs 6=∅,S(bj1,j2,k)⊂[s ,l−s]×R
K2max(1, ‖Dαc‖2α+2)‖Dαf‖2C
× s−2 2(2α+1)j1 2j2
(4B.399)
6
∑
log2(s)>j2>j?
∑
j1<j1(j2)
#(k,S(bj1,j2,k) ∩ Cs 6= ∅,S(bj1,j2,k) ⊂ [s , l − s]×R)
×K2max(1, ‖Dαc‖α+2)‖Dαf‖2C s−2 2(2α+1)j1 2j2
(4B.400)
6
∑
log2(s)>j2>j?
∑
j1<j1(j2)
Kl 2−j1s2−j2 max(1, ‖Dαc‖2α+2)‖Dαf‖2C s−2 2(2α+1)j1 2j2
(4B.401)
6
∑
log2(s)>j2>j?
∑
j1<j1(j2)
Klmax(1, ‖Dαc‖2α+2)‖Dαf‖2C s−1 22αj1 (4B.402)
6
∑
log2(s)>j2>j?
Klmax(1, ‖Dαc‖2α+2)‖Dαf‖2C s−1 22αj1(j2) (4B.403)
6
∑
log2(s)>j2>j?
Klmax(1, ‖Dαc‖2α+2)‖Dαf‖2C s−1 ξ s 2−(j2−j∗) (4B.404)
6
∑
log2(s)>j2>j∗
Klmax(1, ‖Dαc‖2α+2)‖Dαf‖2C ξ 2−(j2−j∗) (4B.405)
E10 6 Klmax(1, ‖Dαc‖2α+2)‖Dαf‖2C ξ . (4B.406)
Lemme 4B.15. Parmi les bandelettes inte´rieures qui rencontrent Cs avec une e´chelle
d’indice log2(s) > j2 > j? et telles que S(bj1,j2,k) 6⊂ [η , l − η] × R, si on conserve les
bandelettes telles que
j2 > j? (4B.407)
j2 6 log2(s) (4B.408)
et
j1 > min(log2(s) + (log2(ξ) + log2(s))/(2α) − 3 log2(s)/(2α + 1) + (j2 − j?)/(2α), log2(s))
(4B.409)
le nombre M11 de coefficients conserve´s est borne´ par
M11 6
{
K ξ−1/α si s 6 ξ
K (ξ−1/(2α) + |log2()|) sinon
(4B.410)
et l’erreur re´sultante E11 est borne´e par
E11 6 Kmax(1, ‖Dαc‖2α)‖f‖2∞ ξ . (4B.411)
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De´monstration. Pour ces bandelettes situe´es aux bords, on utilise la re´gularite´ de hs pour
montrer que
∂α
∂x1α
Wfs 6 Kmax(1, ‖Dαc‖α)‖f‖∞ s−α (4B.412)
ce qui donne par le lemme 4.3
|〈fs , bj1,j2,k〉| = |〈Wfs , ψj1,k1 ⊗ ψj2,k2〉| (4B.413)
6 Kmax(1, ‖Dαc‖α)‖f‖∞ s−α 2(α+1/2)j1 2j2/2 . (4B.414)
Lorsque 2j1 > s ces bandelettes sont au plus Ks 2−j2 par e´chelle et lorsque 2j1 < s le
nombre de ces bandelettes a` l’e´chelle d’indices (j1, j2) est majore´ par Ks 2
−j1s 2−j2 . Si on
conserve les bandelettes telles que
j2 > j? (4B.415)
j2 6 log2(s) (4B.416)
et
j1 > min(log2(s) + (log2(ξ) + log2(s))/(2α) − 3 log2(s)/(2α + 1) + (j2 − j?)/(2α), log2(s))
(4B.417)
j1 > min(j1(j2), log2(s)) (4B.418)
le nombre M11 de coefficients conserve´s est borne´ par
M11 =
∑
log2(s)>j2>j?
∑
j1>j1(j2)
∑
k,S(bj1,j2,k)∩Cs 6=∅,S(bj1,j2,k)6⊂[η ,l−η]×R
(4B.419)
=
∑
log2(j)2>j?
∑
log2(s)>j1>j1(j2)
∑
k,S(bj1,j2,k)∩Cs 6=∅,S(bj1,j2,k)6⊂[η ,l−η]×R
+
∑
log2(s)>j2>j?
∑
j1>log2(s)
∑
k,S(bj1,j2,k)∩Cs 6=∅,S(bj1,j2,k)6⊂[η ,l−η]×R
(4B.420)
=
∑
log2(s)>j2>j?
∑
log2(s)>j1>j1(j2)
#(k,S(bj1,j2,k) ∩ Cs 6= ∅,S(bj1,j2,k) 6⊂ [η , l − η]×R)
+
∑
log2(s)>j2>j?
∑
j1>log2(s)
#(k,S(bj1,j2,k) ∩ Cs 6= ∅,S(bj1,j2,k) 6⊂ [η , l − η]×R)
(4B.421)
6
∑
log2(s)>j2>j?
∑
j1>j1(j2)
Ks 2−j1s 2−j2 +
∑
log2(s)>j2>j?
∑
j1>log2(s)
Ks 2−j2 (4B.422)
6
∑
j2>j?
K2log2(s)−j1(j2) 2log2(s)−j2 +
∑
log2(s)>j2>j?
|log2(s)|Ks 2−j2 (4B.423)
6
∑
log2(s)>j2>j?
Kξ−1/(2α)s−1/(2α)s3/(2α+1) 2−(j2−j?)/(2α) 2log2(s)−j2
+
∑
log2(s)>j2>j?
|log2(s)|Ks 2−j2
(4B.424)
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6 Kξ−1/(2α)s−1/(2α)s3/(2α+1) 2log2(s)−j? +K|log2(s)|s 2−j? (4B.425)
6
{
Kξ−1/(2α)s−1/(2α)s3/(2α+1)ξ−1/(2α)s1/(2α) +K|log2(s)|s1/(2α)ξ−1/(2α) si s 6 ξ
Kξ−1/(2α)s−1/(2α)s3/(2α+1) +K|log2(s)| sinon
(4B.426)
6
{
K(s3/(2α+1) + |log2(s)|s1/(2α)ξ1/(2α))ξ−1/α si s 6 ξ
Kξ−1/(2α) +K|log2(s)| sinon
(4B.427)
6
{
Ks3/(2α+1)ξ−1/α si s 6 ξ
Kξ−1/(2α) +K|log2(s)| sinon
(4B.428)
6
{
K s
3/(2α+1)
0 ξ
−1/α si s 6 ξ
K (ξ−1/(2α) + |log2()|) sinon
(4B.429)
M11 6
{
K ξ−1/α si s 6 ξ
K (ξ−1/(2α) + |log2()|) sinon
(4B.430)
et l’erreur E11 est borne´e par
E11 =
∑
j2>j?
∑
j1<j1(j2)
∑
k,S(bj1,j2,k)∩Cs 6=∅,S(bj1,j2,k)6⊂[η ,l−η]×R
|〈fs , bj1,j2,k〉|2 (4B.431)
6
∑
j2>j?
∑
j1<j1(j2) ∑
k,S(bj1,j2,k)∩Cs 6=∅,S(bj1,j2,k)6⊂[η ,l−η]×R
K2max(1, ‖Dαc‖2α+2)‖f‖2∞ s−2α 2(2α+1)j1 2j2
(4B.432)
6
∑
j2>j?
∑
j1<j1(j2)
#(k,S(bj1,j2,k) ∩ Cs 6= ∅,S(bj1,j2,k) 6⊂ [s , l − s]×R)
×K2max(1, ‖Dαc‖2α+2)‖f‖2∞ s−2α 2(2α+1)j1 2j2
(4B.433)
6
∑
j2>j?
∑
j1<j1(j2)
K(1 + s 2−j1)s 2−j2 max(1, ‖Dαc‖2α+2)‖f‖2∞ s−2α 2(2α+1)j1 2j2
(4B.434)
6
∑
j2>j?
∑
j1<j1(j2)
Kmax(1, ‖Dαc‖2α+2)‖f‖2∞ s 2−j2s−2α 2(2α+1)j1
+
∑
j2>j?
∑
j1<j1(j2)
Ks2max(1, ‖Dαc‖2α+2)‖f‖2∞ 22α(j1−log2(s))
(4B.435)
6
∑
j2>j?
Kmax(1, ‖Dαc‖2α+2)‖f‖2∞ s2 2(2α+1)(j1(j2)−log2(s))
+
∑
j2>j?
Ks2max(1, ‖Dαc‖2α+2)‖f‖2∞ 22α(j1(j2)−log2(s))
(4B.436)
6
∑
j2>j?
max(1, ‖Dαc‖2α+2)‖f‖2∞ s2 2(2α+1)/(2α)(log2(ξ)+log2(s))s−3 2(2α+1)/(2α)(j2−j?)
+
∑
j2>j?
Ks2max(1, ‖Dαc‖2α+2)‖f‖2∞ ξs3s−3(2α)/(2α+1) 2j2−j?
(4B.437)
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6
∑
j2>j?
max(1, ‖Dαc‖2α+2)‖f‖2∞ s1/(2α)ξ ξ1/(2α) 2(2α+1)/(2α)(j2−j?) (4B.438)
+
∑
j2>j?
Kmax(1, ‖Dαc‖2α+2)‖f‖2∞ s3/(2α+1)ξ 2j2−j? (4B.439)
6 Kmax(1, ‖Dαc‖2α+2)‖f‖2∞(s1/(2α)ξ1/(2α) + s3/(2α+1))ξ (4B.440)
E11 6 Kmax(1, ‖Dαc‖2α+2)‖f‖2∞ ξ . (4B.441)
4B.2.6 Bandelettes de bord
Les bandelettes restantes sont les bandelettes de bord et les bandelettes d’e´chelle. Elles
se comportent de manie`re similaire et sont donc e´tudie´es simultane´ment.
Ces bandelettes ont dans leur produit tensoriel de de´finition une des deux ondelettes qui
est remplace´e soit par une ondelette de bord soit par une fonction d’e´chelle. Ces fonctions
restent orthonorme´es, leur support reste du meˆme ordre que celui des autres ondelettes a`
la meˆme e´chelle mais n’ont plus ne´cessairement de moments nuls. Elles gardent cependant
ces moments dans la direction ou` elles ne sont pas modifie´es.
4B.2.6.1 Bandelettes de bord ne rencontrant pas Cs
Lemme 4B.16. Si on conserve toutes les bandelettes de bord qui ne rencontrent pas Cs
telles que
– si j1 > j2,
j1 > j0 = max(log2(ξ)/(2α), j?) (4B.442)
et
j2 > j0 + 1/2(j2 − j0) (4B.443)
– si j2 < j1,
j2 > j0 = max(log2(ξ)/(2α), j?) (4B.444)
et
j1 > j0 + 1/2(j2 − j0) (4B.445)
le nombre M12 de coefficients conserve´s satisfait
M12 6 Kl ξ
−1/α (4B.446)
et l’erreur re´sultante E12 satisfait
E12 6 Klmax(1, ‖Dαc‖α)2α + 2‖Dαf‖2C ξ . (4B.447)
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De´monstration. Tant que x /∈ w(Cs), on a vu que
| ∂
α
∂xiα
Wfs(x)| 6 Kmax(1, ‖Dαc‖α)‖Dαf‖C (4B.448)
donc si j2 6 j1, le lemme 4.3 nous donne
|〈fs , bj1,j2,k〉| = |〈Wfs , ψj1,k1 ⊗ ψj2,k2〉| (4B.449)
|〈fs , bj1,j2,k〉| 6 Kmax(1, ‖Dαc‖α)‖Dαf‖C 2(α+1/2)j2 2j1/2 (4B.450)
ou` on utilise le fait que si j2 6 j1 l’ondelette modifie´e dans le produit tensoriel est ψj1,k1
dont la norme L1 reste sous controˆle
‖ψj1,k1‖1 6 K2j1/2 . (4B.451)
De manie`re similaire, si j1 6 j2 on obtient
|〈fs , bj1,j2,k〉| 6 Kmax(1, ‖Dαc‖α)‖Dαf‖C 2(α+1/2)j1 2j2/2 . (4B.452)
Si j1 > j2, le nombre de bandelettes a` l’e´chelle d’indices (j1, j2) est majore´ par
Kl 2−j1 2−j2 puisqu’elles sont situe´es aux frontie`res.
Finalement, ceci est exactement le cadre que l’on avait pour les bandelettes inte´rieures
sauf qu’ici l’estimation du nombre d’ondelettes est tre`s grossie`re. Le nombre de coefficients
et l’erreur satisfont
M12 6 Kl ξ
−1/α (4B.453)
et
E12 6 Klmax(1, ‖Dαc‖2α+2)‖Dαf‖2C ξ . (4B.454)
4B.2.6.2 Bandelettes de bord rencontrant Cs avec j1 > j2
Lemme 4B.17. Le nombre M13 de bandelettes de bord qui rencontrent Cs avec j1 > j2 au
dessus de l’e´chelle d’indice j? satisfait
M13 6

K(|log2(ξ)|)2 si ξ > η
K(|log2()|)2 si ξ < η = 
K((|log2()|)2 + ξ−1/α) if ξ < η = s .
(4B.455)
De´monstration. Tant que j2 > η, il y a au plusK bandelettes de ce type par e´chelle d’indice
(j1, j2). Lorsque j2 < η, ce nombre augmente avec j2 et j1 au plus comme Kη 2
−j1 η 2−j2 .
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Donc si ξ > η, le nombre M13 de ces bandelettes est majore´ par
M13 =
∑
j2>j?
∑
j1>j2
∑
k,bj1,j2,k de bord,S(bj1,j2,k)∩Cs 6=∅
(4B.456)
=
∑
j2>log2(ξ)
∑
j1>j2
∑
k,bj1,j2,k de bord,S(bj1,j2,k)∩Cs 6=∅
(4B.457)
=
∑
j2>log2(ξ)
∑
j1>j2
#(k, bj1,j2,k de bord,S(bj1,j2,k) ∩ Cs 6= ∅) (4B.458)
6
∑
j2>log2(ξ)
∑
j1>j2
K (4B.459)
6
∑
j2>log2(ξ)
|j2|K (4B.460)
M13 6 K|log2(ξ)|2 (4B.461)
et si ξ < η, le nombre M13 de bandelettes de bord est majore´ par
M13 =
∑
j2>j?
∑
j1>j2
∑
k,bj1,j2,k de bord,S(bj1,j2,k)∩Cs 6=∅
(4B.462)
=
∑
j2>log2(η)
∑
j1>j2
∑
k,bj1,j2,k de bord,S(bj1,j2,k)∩Cs 6=∅
+
∑
log2(log2())η>j2>j?
∑
j1>j2
∑
k,bj1,j2,k de bord,S(bj1,j2,k)∩Cs 6=∅
(4B.463)
=
∑
j2>log2(η)
∑
j1>j2
#(k, bj1,j2,k de bord,S(bj1,j2,k) ∩ Cs 6= ∅)
+
∑
log2(η)>j2>j?
∑
j1>j2
#(k, bj1,j2,k de bord,S(bj1,j2,k) ∩ Cs 6= ∅)
(4B.464)
6
∑
j2>log2(η)
∑
j1>j2
K +
∑
log2(η)>j2>j?
∑
j1>j2
Kη 2−j1 η 2−j2 (4B.465)
6
∑
j2>log2(η)
|j2|K +
∑
log2(η)>j2>j?
Kη2 2−2j2 (4B.466)
6 K|log2(η)|2 +K 22(log2(η)−j?) (4B.467)
6
{
K|log2()|2 si η = 
K|log2(s)|2 +Ks1/αξ−1/α si η = s
(4B.468)
M13 6
{
K|log2()|2 si η = 
K(|log2()|2 + ξ−1/α) si η = s .
(4B.469)
4B.2.6.3 Bandelettes de bord rencontrant Cs avec j2 > j1
Ce sont cette fois les ψj2,k2 qui sont les bandelettes de bord et leur re´gularite´ de´pend
de l’e´chelle de construction. Pour une bandelette bj1,j2,k l’e´chelle de construction est 2
j
1 et
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donc
‖ ∂
β
∂xβ
ψj2,k2(x)‖∞ 6 K2−βj12j2/2 . (4B.470)
On utilise donc la re´gularite´ de ψj2,k2 si j1 > s et celle de fs sinon.
Ce cas est similaire a` celui des bandelettes inte´rieures qui rencontrent Cs. De manie`re
similaire, on de´coupe cet ensemble de bandelettes en deux : les bandelettes supporte´es
dans [η , l − η]×R et les autres.
Lemme 4B.18. Parmi les bandelettes de bord qui rencontrent Cs avec j2 > j1 > s et telles
que S(bj1,j2,k) ⊂ [η , l − η]×R, si on conserve toutes les bandelettes telles que
j2 > j? (4B.471)
et
j1 > max(log2(ξ)/(2(α − 1))− j2/(4(α − 1)), j?, s) (4B.472)
le nombre M14 de bandelettes conserve´es satisfait
M14 6 Kl ξ
−1/(2(α−1)) (4B.473)
et l’erreur E14 satisfait
E14 6 Klmax(1, ‖Dαc‖2α+2)‖Dαf‖2C ξ . (4B.474)
De´monstration. On utilise la meˆme technique que celle utilise´e pour les bandelettes in-
te´rieures a` grande e´chelle puisque les ondelettes modifie´es ψj2,k2 restent re´gulie`res. On
obtient
∂α
∂x1α
〈Wfs , ψj2,k2〉(x1)
6 Kmax(1, ‖Dαc‖α+1)‖Dαf‖C 2−j1 2j2/2 .
(4B.475)
Le lemme 4.3 nous donne
|〈fs , bj1,j2,k〉| = |〈〈Wfs , ψj2,k2〉 , ψj1,k1〉| (4B.476)
6 Kmax(1, ‖Dαc‖α+1)‖Dαf‖C2−j12j2/22(α+1/2)j1 (4B.477)
|〈fs , bj1,j2,k〉| 6 Kmax(1, ‖Dαc‖α+1)‖Dαf‖C 2j2/2 2(α−1/2)j1 . (4B.478)
Le nombre de ces bandelettes de bord est borne´ par Kl2−j1 a` chaque e´chelle d’indices
(j1, j2).
Finalement, si on conserve les bandelettes de bord telles que
j2 > j? (4B.479)
et
j1 > max(log2(ξ)/(2(α − 1))− j2/(4(α − 1)), j?, s) (4B.480)
j1 > j1(j2) (4B.481)
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le nombre M14 de coefficients conserve´s est majore´ par
M14 =
∑
j2>j?
∑
j1>j1(j2)
∑
k,bj1,j2,k de bord,S(bj1,j2,k)∩Cs 6=∅,S(bj1,j2,k)⊂[s ,l−s]×R
(4B.482)
=
∑
j2>j?
∑
j1>j1(j2)
#(k, bj1,j2,kde bord,S(bj1,j2,k) ∩ Cs 6= ∅,S(bj1,j2,k) ⊂ [s , l − s]×R)
(4B.483)
6
∑
j2>j?
∑
j1>j1(j2)
Kl 2−j1 (4B.484)
6
∑
j2>j?
Kl 2−j1(j2) (4B.485)
6
∑
j2>j?
Kl ξ−1/(2(α−1))2j2/4(α−1) (4B.486)
M14 6 Kl ξ
−1/(2(α−1)) (4B.487)
et une erreur E14 est borne´e par
E14 =
∑
j2>j?
∑
max(j?,s)<j1<j1(j2)
∑
k,bj1,j2,k de bord,S(bj1,j2,k)∩Cs 6=∅,S(bj1,j2,k)⊂[s ,l−s]×R
|〈fs , bj1,j2,k〉|2
(4B.488)
6
∑
j2>j?
∑
j1<j1(j2) ∑
k,bj1,j2,k de bord,S(bj1,j2,k)∩Cs 6=∅,S(bj1,j2,k)⊂[s ,l−s]×R
K2max(1, ‖Dαc‖2α+2)‖Dαf‖2C 2j2 2(2α−1)j1
(4B.489)
6
∑
j2>j?
∑
max(j?,s)<j1<j1(j2)
#(k, bj1,j2,k de bord,S(bj1,j2,k) ∩ Cs 6= ∅,S(bj1,j2,k) ⊂ [s , l − s]×R)
×K2max(1, ‖Dαc‖2α+2)‖Dαf‖2C 2j2 2(2α−1)j1
(4B.490)
6
∑
j2>j?
∑
max(j?,s)<j1<j1(j2)
Kl 2−j1 max(1, ‖Dαc‖2α+2)‖Dαf‖2C 2j2 2(2α−1)j1 (4B.491)
6
∑
j2>j?
∑
max(j?,s)<j1<j1(j2)
Klmax(1, ‖Dαc‖2α+2)‖Dαf‖2C 2j2 22(α−1)j1 (4B.492)
6
∑
j2>j?,j1(j2)>max(j?,s)
Klmax(1, ‖Dαc‖2α+2)‖Dαf‖2C 2j2 22(α−1)j1(j2) (4B.493)
6
∑
j2>j?
Klmax(1, ‖Dαc‖2α+2)‖Dαf‖2C2j2/2ξ (4B.494)
E14 6 Klmax(1, ‖Dαc‖2α+2)‖Dαf‖2C ξ . (4B.495)
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Si  > s, j? > s et il ne reste plus de bandelettes de bord satisfaisant S(bj1,j2,,k) ⊂
[η , l − η]×R. Sinon on utilise le lemme suivant.
Lemme 4B.19. Parmi les bandelettes de bord qui rencontrent Cs telles que j2 > j?, j2 > j1
et s > j1 > j? et telles que S(bj1,j2,,k) ⊂ [η , l − η] × R, si on conserve les bandelettes de
bord telles que
j2 > j? (4B.496)
et
j1 > max(log ξ + 2 log2(s))/(2α) − j2/(4α), j?) (4B.497)
le nombre M15 de coefficients conserve´s satisfait
M15 6
{
0 si ξ > s2
Kl ξ−1/α si ξ 6 s2
(4B.498)
et l’erreur re´sultante E15 satisfait
E15 6 Klmax(1, ‖Dαc‖2α+2)‖Dαf‖2C ξ . (4B.499)
De´monstration. A` chaque e´chelle d’indices (j1, j2), le nombre de ces bandelettes de bord est
borne´ parKl 2−j1 et cette majoration est grossie`re pour j2  s puisqu’alors les bandelettes
de bord ne traversent plus la singularite´.
De plus, en utilisant la re´gularite´ de Wfs
∂α
∂x1α
Wfs(x1)
6 Kmax(1, ‖Dαc‖α+1)‖Dαf‖C s−1
(4B.500)
et le lemme 4.3, on obtient
|〈fs , bj1,j2,k〉| = |〈Wfs , ψj1,k1 ⊗ ψj2,k2〉| (4B.501)
|〈fs , bj1,j2,k〉| 6 Kmax(1, ‖Dαc‖α+1)‖Dαf‖C s−1 2j2/2 2(α+1/2)j1 . (4B.502)
On garde alors les bandelettes de bord telles que
j2 > j? (4B.503)
et
j1 6 s (4B.504)
j1 > (log2(ξ) + 2 log2(s))/(2α) − j2/(4α) (4B.505)
j1 > j1(j2) . (4B.506)
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Si ξ > s2 alors log2(ξ) > 2 log2(s) et (log2(ξ)+2 log2(s))/(2α) > log2(s), on ne conserve
donc aucun coefficient. L’erreur E15 est alors donne´e par
E15 6
∑
j2>j?
∑
s>j1>j∗
∑
k,bj1,j2,k de bord,S(bj1,j2,k)∩Cs 6=∅,S(bj1,j2,k)6⊂[η ,l−η]×R
|〈fs , bj1,j2,k〉|2
(4B.507)
6
∑
j2>j?
∑
s>j1>j∗
∑
k,bj1,j2,k de bord,S(bj1,j2,k)∩Cs 6=∅,S(bj1,j2,k)6⊂[η ,l−η]×R
×K2max(1, ‖Dαc‖α+1)2‖Dαf‖2C s−2 2j2 2(2α+1)j1
(4B.508)
6
∑
j2>j?
∑
s>j1>j∗
#(k, bj1,j2,k de bord,S(bj1,j2,k) ∩ Cs 6= ∅,S(bj1,j2,k) 6⊂ [η , l − η]×R)
K2max(1, ‖Dαc‖2α+2)‖Dαf‖2C s−2 2j2 2(2α+1)j1
(4B.509)
6
∑
j2>j?
∑
s>j1>j∗
Kl 2−j1 max(1, ‖Dαc‖2α+2)‖Dαf‖2C s−2 2j2 2(2α+1)j1 (4B.510)
6
∑
j2>j?
∑
s>j1>j∗
Kl max(1, ‖Dαc‖2α+2)‖Dαf‖2C s−2 2j2 22αj1 (4B.511)
6
∑
j2>j?
Kl max(1, ‖Dαc‖2α+2)‖Dαf‖2C s−2 2j2 22αs (4B.512)
6
∑
j2>j?
Kl max(1, ‖Dαc‖2α+2)‖Dαf‖2C 2j2 22(α−1)s (4B.513)
6 Kl max(1, ‖Dαc‖2α+2)‖Dαf‖2C 22(α−1)s (4B.514)
6 Kl max(1, ‖Dαc‖2α+2)‖Dαf‖2C 22s (4B.515)
E15 6 Kl max(1, ‖Dαc‖2α+2)‖Dαf‖2C η . (4B.516)
Sinon ξ 6 s2 et le nombre M15 de coefficients conserve´s est borne´ par
M15 6
∑
j2>j?
∑
s>j1>j1(j2)
∑
k,bj1,j2,k de bord,S(bj1,j2,k)∩Cs 6=∅,S(bj1,j2,k)6⊂[η ,l−η]×R
(4B.517)
6
∑
j2>j?
∑
s>j1>j1(j2)
#(k, bj1,j2,k de bord,S(bj1,j2,k) ∩ Cs 6= ∅,S(bj1,j2,k) 6⊂ [η , l − η]×R)
(4B.518)
6
∑
j2>j?
∑
s>j1>j1(j2)
Kl 2−j1 (4B.519)
6
∑
j2>j∗
Kl 2−j1(j2) (4B.520)
6
∑
j2>j∗
Kl ξ−1/(2α)s−1/(2α)2j2/(4α) (4B.521)
6 Kl ξ−1/(2α)s−2/(2α) (4B.522)
M15 6 Kl ξ
−1/α (4B.523)
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et l’erreur E15 est majore´e par
E15 6
∑
j2>j?
∑
j1(j2)>j1>j∗
∑
k,bj1,j2,k de bord,S(bj1,j2,k)∩Cs 6=∅,S(bj1,j2,k)6⊂[η ,l−η]×R
|〈fs , bj1,j2,k〉|2
(4B.524)
6
∑
j2>j?
∑
j1(j2)>j1>j∗ ∑
k,bj1,j2,k de bord,S(bj1,j2,k)∩Cs 6=∅,S(bj1,j2,k)6⊂[η ,l−η]×R
K2max(1, ‖Dαc‖α+1)2
× ‖Dαf‖2C s−2 2j2 2(2α+1)j1
(4B.525)
6
∑
j2>j?
∑
j1(j2)>j1>j∗
#(k, bj1,j2,k de bord,S(bj1,j2,k) ∩ Cs 6= ∅,S(bj1,j2,k) 6⊂ [η , l − η]×R)
×K2max(1, ‖Dαc‖2α+2)‖Dαf‖2C s−2 2j2 2(2α+1)j1
(4B.526)
E15 6
∑
j2>j∗
∑
j1 < j1(j2)Kl 2
−j1 max(1, ‖Dαc‖2α+2)‖Dαf‖2C s−2 2j2 2(2α+1)j1 (4B.527)
6
∑
j2>j∗
∑
j1 < j1(j2)Klmax(1, ‖Dαc‖2α+2)‖Dαf‖2C s−2 2j2 22αj1 (4B.528)
6
∑
j2>j∗
Klmax(1, ‖Dαc‖2α+2)‖Dαf‖2C s−2 2j2 22αj1(j2) (4B.529)
6
∑
j2>j∗
Klmax(1, ‖Dαc‖2α+2)‖Dαf‖2C 2j2/2 ξ (4B.530)
E15 6 Klmax(1, ‖Dαc‖2α+2)‖Dαf‖2C ξ . (4B.531)
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Lemme 4B.20. Le nombreM16 de bandelettes de bord qui rencontrent Cs avec j2 > j1 > j?
et telles que S(bj1,j2,,k) 6⊂ [η , l − η]×R satisfait
M16 6
{
K|log2(max(, ξ))|2 si max(, ξ) > s
K ξ−1/α sinon
(4B.532)
De´monstration. Le nombre de ces bandelettes de bord a` l’e´chelle d’indices (j1, j2) est
borne´ par K si j2 > j1 > log2(η), Kη 2
−j1 si j1 < log2(η) 6 j2 et Kη 2−j1 η 2−j2 si
log2(η) > j2 > j1.
Donc si  > s, η =  et j? = max(log2(), log2(ξ)) > log2(η) et le nombre M16 de ces
bandelettes est donc borne´ par
M16 =
∑
j1>j?
∑
j2>j1
∑
k,bj1,j2,k de bord,S(bj1,j2,k)∩Cs 6=∅,S(bj1,j2,k)6⊂[η ,l−η]×R
(4B.533)
=
∑
j1>j?
∑
j2>j1
#(k, bj1,j2,k de bord,S(bj1,j2,k) ∩ Cs 6= ∅,S(bj1,j2,k) 6⊂ [η , l − η]×R)
(4B.534)
6
∑
j1>j?
∑
j2>j1
K (4B.535)
6
∑
j1>j?
K|j1| (4B.536)
6 K|j?|2 (4B.537)
M16 6 K|log2(max(, ξ))|2 . (4B.538)
Sinon  < s et η = s, on distingue alors les cas ξ > s et ξ < s.
Si ξ > s = η, j? = log2(ξ) et on retrouve le calcul pre´ce´dent :
M16 =
∑
j1>j?
∑
j2>j1
∑
k,bj1,j2,k de bord,S(bj1,j2,k)∩Cs 6=∅,S(bj1,j2,k)6⊂[η ,l−η]×R
(4B.539)
=
∑
j1>j?
∑
j2>j1
#(k, bj1,j2,k de bord,S(bj1,j2,k) ∩ Cs 6= ∅,S(bj1,j2,k) 6⊂ [η , l − η]×R)
(4B.540)
6
∑
j1>j?
∑
j2>j1
K (4B.541)
6
∑
j1>j?
K|j1| (4B.542)
6 K|j?|2 (4B.543)
M16 6 K|log2(ξ)|2 . (4B.544)
Sinon ξ < s, j? = log2(s)+(log2(ξ)− log2(s))/(2α) et le nombreM16 de ces bandelettes
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est borne´ par
M16 =
∑
j1>j?
∑
j2>j1
∑
k,bj1,j2,k de bord,S(bj1,j2,k)∩Cs 6=∅,S(bj1,j2,k)6⊂[s ,l−s]×R
(4B.545)
=
∑
j1>log2(s)
∑
j2>j1
∑
k,bj1,j2,k de bord,S(bj1,j2,k)∩Cs 6=∅,S(bj1,j2,k)6⊂[s ,l−s]×R
+
∑
log2(s)>j1>j?
∑
j2>log2(s)
∑
k,bj1,j2,k de bord,S(bj1,j2,k)∩Cs 6=∅,S(bj1,j2,k)6⊂[s ,l−s]×R
+
∑
log2(s)>j1>j?
∑
log2(s)>j2>j1
∑
k,bj1,j2,k de bord,S(bj1,j2,k)∩Cs 6=∅,S(bj1,j2,k)6⊂[s ,l−s]×R
(4B.546)
=
∑
j1>log2(s)
∑
j2>j1
#(k, bj1,j2,k de bord,S(bj1,j2,k) ∩ Cs 6= ∅,S(bj1,j2,k) 6⊂ [s , l − s]×R)
+
∑
log2(s)>j1>j?
∑
j2>log2(s)
#(k, bj1,j2,k de bord,S(bj1,j2,k) ∩ Cs 6= ∅,S(bj1,j2,k) 6⊂ [s , l − s]×R)
+
∑
log2(s)>j1>j?
∑
log2(s)>j2>j1
#(k, bj1,j2,k de bord,S(bj1,j2,k) ∩ Cs 6= ∅,S(bj1,j2,k) 6⊂ [s , l − s]×R)
(4B.547)
6
∑
j1>log2(s)
∑
j2>j1
K +
∑
log2(s)>j1>j∗
∑
j2>log2(s)
Ks 2−j1
+
∑
log2(s)>j1>j?
∑
log2(s)>j2>j1
Ks 2−j1 s 2−j2
(4B.548)
6
∑
j1>log2(s)
K|j1|+
∑
j1>j?
K|log2(s)|s 2−j1 +
∑
j1>j?
Ks2 2−2j1) (4B.549)
6 K|log2(s)|2 +K|log2(s)|s2−j? +Ks22−2j?) (4B.550)
6 K|log2(s)|2 +K|log2(s)|s1/(2α)ξ−1/(2α) +Ks1/αξ−1/α (4B.551)
M16 6 K ξ
−1/α . (4B.552)
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4B.3 Approximation non-line´aire
Dans cette section, on cherche a` justifier les trois tableaux de la de´monstration 4.1 et
a` de´montrer le lemme 4.5.
4B.3.1 Les trois tableaux
Ces trois tableaux donnent pour chacune des cate´gories de coefficients le nombre de
coefficients conserve´s ainsi que l’erreur re´sultante due au coefficients abandonne´s. Ces
valeurs sont donne´es a` une constante multiplicative pre`s qui ne de´pend pas de la fonction.
Le premier tableau correspond au cas du lissage large, s > s0, ou` l’on utilise uniquement
des ondelettes isotropes : les ondelettes 1 sont celles ne rencontrant aucun des contours
lisse´s et les ondelettes 2 celles rencontrant l’un des contours lisse´s.
k Mk Ek
E´chelle minimale
 0 (‖Dαf‖2
C
+
∑
i
lci‖f‖2∞)
0 0 (‖Dαf‖2
C
+
∑
i
lci‖f‖2∞)ξ
Ondelettes isotropes
1 ξ−1/α ‖Dαf‖2
C
ξ
2
∑
i
lcis
−1
0 (1 + s
1/α
0 ξ
−1/α)
∑
i
lci‖f‖2∞ ξ
3 ∅
Ondelettes de´forme´es
4 ∅
5 ∅
6 ∅
Bandelettes inte´rieures
7 ∅
8 ∅
9 ∅
10 ∅
11 ∅
Bandelettes de bord
12 ∅
13 ∅
14 ∅
15 ∅
16 ∅
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Le deuxie`me tableau correspond au cas du lissage faible, s 6 , ou` la fonction se com-
porte comme si elle n’e´tait pas lisse´e. On utilise alors la famille orthonorme´e de bandelettes
pour les domaines (ondelettes isotropes de´forme´es, bandelettes inte´rieures et bandelettes
de bord) et les ondelettes isotropes pour le fond.
k Mk Ek
E´chelle minimale
 0
max
i
(1, ‖Dαci‖2α)
× (‖Dαf‖2
C
+
∑
i
lci‖f‖2∞)
0 0
max
i
(1, ‖Dαci‖2α)
× (‖Dαf‖2
C
+
∑
i
lci‖f‖2∞)ξ
Ondelettes isotropes
1 ξ−1/α ‖Dαf‖2
C
ξ
2
∑
i
lcis
−1
o 0
3 # (I)min(|log2(ξ)|/2, |log2(s)|+ s1/αξ−1/(2α)) # (I) ‖f‖2∞ξ
Ondelettes de´forme´es
4
∑
i
lci ξ
−1/(2α+1)
∑
i
lci max
i
(1, ‖Dαci‖2α)‖Dαf‖2C ξ
5 # (I)min(|log2(ξ)|/2, |log2()|, ξ−1/(2α+1)) # (I)max
i
(1, ‖Dαci‖2α)‖f‖2∞ ξ
6
∑
i
lcis
−1
0 0
Bandelettes inte´rieures
7
∑
i
lci ξ
−1/α lmax
i
(1, ‖Dαci‖2α+2)‖Dαf‖2C ξ.
8
∑
i
lci ξ
−1/(2α) −1/(2α)
∑
i
lci max
i
(1, ‖Dαci‖2α+2)‖f‖2∞ ξ
9
{
0 si s 6 ξ
#(I) ξ−1/(2α) sinon
0
10 ∅
11 ∅
Bandelettes de bord
12
∑
i
lci ξ
−1/α
∑
i
lci max
i
(1, ‖Dαci‖2α+2)‖Dαf‖2C ξ
13 # (I) (|log2(max(, ξ))|)2 0
14
∑
i
lci ξ
−1/(2(α−1))
∑
i
lci max
i
(1, ‖Dαci‖2α+2)‖Dαf‖2C ξ
15
{
0 si ξ > s2∑
i lci ξ
−1/α si ξ 6 s2
∑
i
lci max
i
(1, ‖Dαci‖2α+2)‖Dαf‖2C ξ
16 # (I) |log2(max(ξ, ))|2 0
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Le troisie`me et dernier tableau correspond au cas du lissage interme´diaire, s0 > s > ,
ou` l’on utilise les proprie´te´s du noyau de lissage. Pour repre´senter la fonction sur le do-
maine, on utilise la famille orthonorme´e de bandelettes (ondelettes isotropes de´forme´es,
bandelettes inte´rieures et bandelettes de bord) pour les domaines et les ondelettes isotropes
pour le fond.
k Mk Ek
E´chelle minimale
 0
max
i
(1, ‖Dαci‖2α)
× (‖Dαf‖2
C
+ ‖f‖2∞) 
0 0
max
i
(1, ‖Dαci‖2α)
× (‖Dαf‖2
C
+ ‖f‖2∞) ξ
Ondelettes isotropes
1 ξ−1/α ‖Dαf‖2
C
ξ
2
∑
i
lcis
−1
o 0
3 # (I)min(|log2(ξ)|/2, |log2(s)|+ s1/αξ−1/(2α)) # (I) ‖f‖2∞ξ
Ondelettes de´forme´es
4
∑
i
lci ξ
−1/(2α+1)
∑
i
lci max
i
(1, ‖Dαci‖2α)‖Dαf‖2C ξ
5 # (I)min(|log2(ξ)|/2, |log2()|, ξ−1/(2α+1)) # (I)max
i
(1, ‖Dαci‖2α)‖f‖2∞ ξ
6 ls−10 0
Bandelettes inte´rieures
7
∑
i
lci ξ
−1/α
∑
i
lci max
i
(1, ‖Dαci‖2α+2)‖Dαf‖2C ξ.
8
∑
i
lci ξ
−1/(2α) −1/(2α)
∑
i
lci max
i
(1, ‖Dαci‖2α+2)‖f‖2∞ ξ
9
{
0 si s 6 ξ
#(I) ξ−1/(2α) sinon
0
10
∑
i
lciξ
−1/α
∑
i
lci max
i
(1, ‖Dαci‖2α+2)‖Dαf‖2C ξ
11
{
#(I) ξ−1/α si s 6 ξ
#(I) (ξ−1/(2α) + |log2()|) sinon
max
i
(1, ‖Dαci‖2α+2)‖f‖2∞ ξ
Bandelettes de bord
12
∑
i
lci ξ
−1/α
∑
i
lci max
i
(1, ‖Dαci‖2α+2)‖Dαf‖2C ξ
13
{
#(I) (|log2(max(ξ))|)2 si ξ > s
#(I) ((|log2(max())|)2 + ξ−1/α) sinon
0
14
∑
i
lci ξ
−1/(2(α−1))
∑
i
lci max
i
(1, ‖Dαci‖2α+2)‖Dαf‖2C ξ
15
{
0 si ξ > s2∑
i lci ξ
−1/α si ξ 6 s2
∑
i
lci max
i
(1, ‖Dαci‖2α+2)‖Dαf‖2C ξ
16
{
#(I) |log2(ξ)|2 si ξ > s
#(I) ξ−1/α sinon
0
4B.3.1.1 Cas du lissage large (s > s0)
Comme dans le cas du domaine seul, si le lissage est trop large, on utilise la base
d’ondelettes isotropes. Les re´sultats sont alors similaires.
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Lemme 4B.21. Parmi les ondelettes isotropes qui ne rencontrent aucun Ci,s, si on ne
conserve que les ondelettes au dessus de  l’e´chelle d’indice j0 = log2(ξ)/(2α), le nombre
M1 de coefficients conserve´s satisfait
M1 6 K ξ
−1/α (4B.553)
et l’erreur re´sultante E1 satisfait
E1 6 K‖Dαf‖2C ξ. . (4B.554)
De´monstration. Cette preuve est identique a` celle du lemme 4B.1 dans le cas d’un seul
domaine. Seul le nombre d’ondelettes concerne´es a` chaque e´chelle change passant de l 2−2j
a` 2−2j et on obtient donc bien le re´sultat souhaite´.
Lemme 4B.22. Parmi les ondelettes isotropes qui rencontrent au moins une des courbes
lisse´es Ci,s, si on ne conserve que les ondelettes au dessus de l’e´chelle d’indice
j0 = max(log2(ξ), log2(s) + min(log2(ξ)− log2(s))/(2α)) , (4B.555)
le nombre M2 de coefficients conserve´s satisfait
M2 6
{
K
∑
i lcis
−1(1 + s1/αξ−1/α) si ξ < s
K
∑
i lciξ
−1 siξ > s
(4B.556)
et l’erreur E2 re´sultante satisfait
E2 6 K
∑
i
lci‖f‖2∞ ξ . (4B.557)
Corollaire 4B.23. Si s > s0, le nombre de coefficients conserve´s M2 satisfait
M2 6 K
∑
i
lcis
−(1−1/α)
0 (s
−α
0 + ξ
−1/α) . (4B.558)
De´monstration. La preuve est similaire a` celle du lemme 4B.2 dans le cas d’un seul do-
maine. Seul le nombre d’ondelettes concerne´es a` chaque e´chelle varie : on passe de Kl 2−j
a` K
∑
i lci 2
−j si 2j > s et de Kls 2−2j a` K
∑
i lcis 2
−2j lorsque 2j 6 s. On obtient donc le
re´sultat souhaite´.
4B.3.1.2 E´chelle minimale dans le frame de bandelettes
Comme dans le cas du domaine seul, on montre l’existence d’une e´chelle minimale dans
le frame de bandelettes en dessous de laquelle l’e´nergie est ne´gligeable.
Lemme 4B.24. L’e´nergie E0 des coefficients du frame de bandelettes ayant une e´chelle
infe´rieure a` l’e´chelle d’indice j∗ de´finie par
j∗ = max(log2(ξ), log2(s) + (log2(ξ)− log2(s))/(2α)) (4B.559)
qui est plus grand que log2(ξ) satisfait
E0 6 K(
∑
i
lci(1 + max(1, ‖Dαci‖α))‖f‖2∞ + (1 +
∑
i
max(1, ‖Dαci‖α)lci)‖Dαf‖2C)ξ .
(4B.560)
Bandelettes De´monstrations : Approximation 212
Corollaire 4B.25. L’e´nergie E de tous les coefficients du frame de bandelettes ayant une
e´chelle infe´rieure a` l’e´chelle  satisfait
E 6 K(
∑
i
lci(1 + max(1, ‖Dαci‖α))‖f‖2∞ + (1 +
∑
i
max(1, ‖Dαci‖α)lci)‖Dαf‖2C) .
(4B.561)
De´monstration. Les deux lemmes pre´ce´dents permettent d’obtenir une majoration de l’er-
reur due aux ondelettes isotropes puisque dans les deux cas l’e´chelle de coupure est supe´-
rieure ou e´gale a` j∗. L’erreur E0,0 due aux ondelettes isotropes est donc infe´rieure a`
E0,0 6 K(
∑
i
lci‖f‖2∞ + ‖Dαf‖2C) ξ . (4B.562)
Les ondelettes de´forme´es sur chaque domaine ont de´ja` e´te´ e´tudie´es et on a obtenu pour
chaque domaine Ωi une erreur E0,i borne´e par
E0,i 6 Kmax(1, ‖Dαci‖α)lci(‖Dαf‖2C + ‖f‖∞) ξ. . (4B.563)
En sommant ces majorations, on obtient le re´sultat souhaite´.
On de´finit l’e´chelle minimale de coupure par son indice j? = max(j∗, log2()).
4B.3.1.3 Ondelettes isotropes exte´rieures
On distingue trois types d’ondelettes isotropes exte´rieures : les ondelettes qui ne ren-
contrent aucun des Ci,s , celles qui rencontrent un des Ci,s avec une e´chelle j > s0 et celles
qui rencontrent un des Ci,s avec une e´chelle j < s0.
Le premier type d’ondelettes est donc celui qui concerne la partie re´gulie`re de la fonction
et on retrouve les re´sultats du lemme 4B.21
Lemme 4B.26. Parmi les ondelettes isotropes qui ne rencontrent aucun des Ci,s si on
conserve celles dont l’e´chelle j est plus grande que j0 = log2(ξ)/(2α), le nombre M1 de
coefficients conserve´s satisfait
M1 6 K ξ
−1/α (4B.564)
et l’erreur re´sultante E1 satisfait
E1 6 K‖Dαf‖2C ξ . (4B.565)
De´monstration. Ce cas a de´ja` e´te´ e´tudie´ dans le lemme 4B.1 et on a bien le re´sultat
voulu.
Le second type d’ondelettes isotropes exte´rieures est celui des ondelettes larges
(j > log2(s0)) qui rencontrent au moins l’un des Ci,s. Celles-ci sont en nombre limite´
du fait de leur taille.
Lemme 4B.27. Le nombre M2 d’ondelettes isotropes exte´rieures rencontrant au moins
l’un des Ci,s avec j > log2(s0) satisfait
M2 6 K
∑
i
lcis
−1
0 (4B.566)
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De´monstration. Si j > log2(s)0, il existe pour chaque courbe au plus Klci2
−j ondelettes
de ce type a` chaque e´chelle puisque s 6 s0 et donc le lissage n’est pas vu par l’ondelette.
On en de´duit
M2 6 K
∑
i
lci2
−max(j∗,log2(s)0) (4B.567)
M2 6 K
∑
i
lcis
−1
0 . (4B.568)
Le dernier type d’ondelettes isotropes exte´rieures est celui des ondelettes isotropes
exte´rieures rencontrant une des courbes. La proprie´te´ de confinement de chaque domaine
limite le nombre de ces ondelettes situe´es au niveau des jonctions.
Lemme 4B.28. Parmi ces ondelettes isotropes exte´rieures rencontrant l’un des Ci,s avec
j < s0, si on conserve les ondelettes au dessus de l’e´chelle d’indice
j0 = max(log2(ξ)/2, log2(s) + (log2(ξ)− 2 log2(s))/(2α), j?) (4B.569)
le nombre M3 de coefficients conserve´s satisfait
M3 6 K#(I)min(|log2(ξ)|/2, |log2(s)|+ s1/αξ−1/(2α)) (4B.570)
et l’erreur E3 satisfait
E3 6 K#(I) ‖f‖2∞ ξ . (4B.571)
De´monstration. On retrouve ici une situation similaire a` celle du lemme 4B.8.
Ces ondelettes isotropes exte´rieures sont situe´es aux jonctions. Par la proprie´te´ de
confinement pour chaque jonction, le nombre de ces ondelettes est majore´ par K si 2j > η
et majore´ par Kη22−2j sinon. Enfin, le nombre de ces jonctions est limite´ par le nombre
de domaine # (I).
La norme infinie de f et la re´gularite´ de hs permettent d’obtenir les bornes suivantes
sur les produits scalaires
|〈fs , ψIj,k〉| 6 K‖f‖∞ 2j pour j > s (4B.572)
|〈fs , ψIj,k〉| 6 K‖f‖∞ 2α(j−log2(s)) 2j pour j < s . (4B.573)
On retrouve donc bien les re´sultats du lemme 4B.8 en multipliant par l’erreur et le
nombre par le facteur # (I) qui apparaˆıt dans le nombre de coefficients par e´chelles et en
divisant par le facteur max(1, ‖Dαc‖2α) correspondant a` la de´formation qui n’existe pas
ici.
4B.3.1.4 Dans les domaines
Pour chacun des domaines, on obtient les estimations des nombres de coefficients et des
erreurs de la section pre´ce´dente. Il ne reste plus qu’a` les sommer pour obtenir les re´sultats
des tableaux.
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4B.3.2 Erreur en dessous de l’e´chelle 
Lors de la construction effective de l’approximation, on utilise l’erreur faite en e´liminant
tous les coefficients en dessous de l’e´chelle . On sait de´ja` que celle-ci est de l’ordre de ,
si la ge´ome´trie a e´te´ approche´e a` l’e´chelle optimale d’indice j0 = log2(η)/α mais rien n’a
e´te´ de´montre´ dans le cas des autres lissages. On va donc de´montrer que l’erreur reste de
l’ordre de  dans ces cas e´galement. Plus pre´cise´ment, on de´montre le lemme 4.5 :
Lemme 4.5. Quelle que soit l’e´chelle d’approximation choisie pour la ge´ome´trie, si la
de´rive´e de la parame´trisation de la ge´ome´trie estime´e est borne´e, l’erreur d’approximation
E de la fonction fs faite en e´liminant les coefficients en dessous de l’e´chelle  dans le
frame de bandelettes satisfait
E 6 K(1 + # (I))
∑
j
lcj max(1, ‖D1gi‖)(‖D1f‖2C + ‖f‖2∞)  . (4B.574)
De´monstration. La de´monstration est tre`s similaire a` celle du lemme 4B.24.
Pour les ondelettes isotropes, on est exactement dans la meˆme situation et l’erreur E0
due aux ondelettes isotropes est infe´rieure a`
E0 6 K(
∑
i
lci‖f‖2∞ + ‖Dαf‖2C)  . (4B.575)
Pour chaque domaine, Ωi, on doit estimer la re´gularite´ de Wif . Pour cela on note que
de`s que la de´rive´e d’ordre α de gi est borne´e alors il en est e´galement de meˆme pour la
de´rive´e d’ordre α de PVj0 gi avec la meˆme norme a` une constante multiplicative pre`s comme
le montre le lemme suivant :
Lemme 4B.29. Si ψ est une ondelette dont la de´rive´e d’ordre α est borne´e et si ψ posse`de
α moments nuls , il existe une constante K telle que si c une fonction dont la de´rive´e
d’ordre α est borne´e sur [0 , l] alors la de´rive´e d’ordre α de la projection line´aire sur l’espace
Vj0 , PVj0 g est borne´e pour tout j0 et
‖Dα(PVj0 g)‖∞ 6 K‖Dαc‖∞ . (4B.576)
De´monstration. Soit x ∈ [0 , l] et pixg le polynoˆme de Taylor de degre´ α − 1 de c en x.
Comme c est de´rivable jusqu’a` l’ordre α et que cette de´rive´e est borne´e
|c(x1)− pix(x1)| 6 ‖Dαg‖∞|x1 − x|α . (4B.577)
De plus PVj0pix = pix puisque le degre´ de pix est infe´rieur a` α− 1. On a donc
PVj0g = PVj0 (pix) + PVj0 (g − pix) (4B.578)
= pix + PVj0 (g − pix) . (4B.579)
Maintenant comme pix est un polynoˆme de degre´ α− 1
pi(α)x (x) = 0 . (4B.580)
Pour le terme restant,
|(PVj0 (g − pix))(α)(x)| = |
∑
k
〈g − pix , φj0,k〉(φj0,k)(α)(x)| (4B.581)
6
∑
k
|〈g − pix , φj0,k〉| |(φj0,k)(α)(x)| (4B.582)
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comme S(φ) ⊂ [0 , 2p + 1]
|(PVj0 (g − pix))(α)(x)| 6
∑
k,|k−2−jx|6(2p+1)
|〈g − pix , φj0,k〉| |(φj0,k)(α)(x)| . (4B.583)
On utilise alors la borne |g(x1)− pix(x1)| 6 C|x1 − x|α et le lemme 4.3
|(PVj0 (g − pix))(α)(x)| 6
∑
k,|k−2−jx|6(2p+1)
‖Dαg‖∞((2p + 1)2j0)α 2j0/2‖φ‖∞|(φj0,k)(α)(x)|
(4B.584)
6
∑
k,|k−2−jx|6(2p+1)
‖Dαg‖∞((2p + 1)2j0)α 2j0/2
× ‖φ‖∞2−αj0 2−j0/2‖φ(α)‖∞
(4B.585)
6 (2p + 1)K((2p + 1))α‖φ‖∞‖φ(α)‖∞‖Dαg‖∞ (4B.586)
|(PVj0 (g − pix))(α)(x)| 6 K‖Dαg‖∞ (4B.587)
d’ou`
|(PVj0 g)α(x)| 6 K‖Dαg‖∞ . (4B.588)
On va alors montrer que ceci suffit pour obtenir la de´croissance en −1. On a en effet
de´ja` ve´rifie´ dans le lemme 4B.4 que
∂α
∂x2α
(Wfs)(x) =Wi(
∂α
∂x2α
fs)(x) (4B.589)
et
| ∂
α
∂x1α
(Wifs)(x)| 6 Kmax(1, ‖Dαgi‖α)|Wi(Dαfs)(x)| (4B.590)
lorsque la de´rive´e d’ordre α de g est borne´e. On a donc ici
∂
∂x2
(Wifs)(x) =Wi(
∂
∂x2
fs)(x) (4B.591)
et
| ∂
∂x1
(Wifs)(x)| 6 Kmax(1, ‖D1gi‖)|Wi(D1fs)(x)| . (4B.592)
On utilise alors les diffe´rentes estimations de la re´gularite´ de fs suivant la position.
De`s que x /∈ wi(∪Ci,s), on utilise la re´gularite´ de f pour obtenir
| ∂
∂x2
(Wifs)(x)| 6 K‖D1f‖C (4B.593)
et
| ∂
∂x1
(Wifs)(x)| 6 Kmax(1, ‖D1gi‖) ‖D1f‖C . (4B.594)
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Sinon on utilise la re´gularite´ de hs pour obtenir
| ∂
∂x2
(Wifs)(x)| 6 K‖f‖∞s−1 (4B.595)
et
| ∂
∂x1
(Wifs)(x)| 6 Kmax(1, ‖D1gi‖)‖f‖∞s−1 . (4B.596)
On utilise alors ces estimations de la re´gularite´, la norme finie de f et le lemme 4.3 pour
obtenir les majorations suivantes pour les produits scalaires de Wif avec les ondelettes :
|〈Wifs , ψIj,k〉| 6 Kmax(1, ‖D1gi‖)‖D1f‖C 22j si S(ψIj,k) ∩w(∪Ci, s) = ∅ ,
(4B.597)
|〈Wifs , ψIj,k〉| 6 Kmax(1, ‖D1gi‖)‖f‖∞2(j−log s)2j utilise´ pour j 6 log2(s),
(4B.598)
|〈Wifs , ψIj,k〉| 6 K‖f‖∞2j . (4B.599)
On en de´duit alors que l’erreur d’approximation en dessous de l’e´chelle  est borne´e
par
E,i 6 K
∑
j
lcj max(1, ‖D1gi‖)(‖Dαf‖2C + ‖f‖2∞)  . (4B.600)
On en de´duit donc en sommant les erreurs sur les diffe´rents domaines
E 6 K(1 + # (I))
∑
j
lcj max(1, ‖D1gi‖)(‖Dαf‖2C + ‖f‖2∞)  . (4B.601)
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Dans ce dernier chapitre, apre`s avoir rappele´ les re´sultats de´ja` obtenus sur les bande-
lettes et en avoir expose´ quelques limitations, on pre´sente des prolongements des bande-
lettes bidimensionnelles introduites dans ce travail ainsi que la possibilite´ d’une extension
multidimensionnelle de celles-ci.
5.1 Bilan critique des bandelettes
L’utilisation de la nature ge´ome´trique des images pour leur repre´sentation est un the`me
pre´sent dans la litte´rature depuis le de´but des anne´es 80 et connaˆıt un renouveau depuis
quelques anne´es comme on l’a rappele´ dans l’introduction. Dans cette the`se, on a pre´sente´
la constructions des bandelettes et des frames de bandelettes adapte´s a` la ge´ome´trie. Apre´s
avoir donner une me´thode pour estimer cette ge´ome´trie dans les images, on a illustre´ les
possibilite´s des bandelettes dans le cadre d’une application au de´bruitage. Enfin, d’un point
de vue theorique, on a de´montre´ le caracte`re optimal pour l’approximation non-line´aire de
ce frame de bandelettes pour les fonctions du mode`le.
Les deux re´sultats centraux de cette the`se sont donc la construction d’un frame adapte´
a` la ge´ome´trie, qui peut eˆtre imple´mente´ en pratique, et la de´monstration de ses capacite´s
d’approximation non-line´aire. L’application au de´bruitage n’est, elle, qu’une illustration
de cette construction. Le statut de l’estimation de la ge´ome´trie est plus complexe : celle-ci
est ne´cessaire au fonctionnement de l’algorithme et la solution propose´e permet d’obtenir
des re´sultats mais n’est en rien une solution optimale.
De manie`re critique, on peut formuler au moins trois types d’objections concernant
cette construction : des objections concernant la ge´ome´trie, des objections concernant
l’utilisation d’un frame et des objections concernant le mode`le.
Les bandelettes ne´cessitent une estimation explicite de la ge´ome´trie : les conditions
ne´cessaire sur cette estimation semblent raisonnable puisque l’algorithme ad-hoc propose´
fonctionne en pratique. Il ne suffit pas cependant pour obtenir des re´sultats the´oriques.
Pour obtenir une construction plus comple`te, il faut donc ame´liorer cette estimation comme
on le propose dans la section suivante et peut-eˆtre relaˆcher les conditions de ge´ome´trie dans
les the´ore`mes. On peut e´galement dire que l’existence de l’estimation de la ge´ome´trie est
en elle-meˆme un proble`me mais il semble que celle-ci soit ne´cessaire sous une forme plus
ou moins explicite pour obtenir des repre´sentations efficaces en pratique.
L’utilisation d’un frame dans la construction conduit a` introduire de la redondance
dans la repre´sentation. Bien que celle-ci ne change pas les re´sultats asymptotiques, elle
explique l’absence dans la the`se de re´sultat pratique d’approximation non line´aire. La
cre´ation d’une base de bandelettes adapte´es permettrait d’e´viter cette redondance : celle-ci
suppose une modification des bandelettes rencontrant les bords des domaines. On propose
dans la section suivante la construction d’une repre´sentation a` partir d’une technique de
lifting qui permet de s’affranchir de la redondance mais fait disparaitre la notion de base.
Enfin, le the´ore`me d’approximation non-line´aire est de´montre´ pour les fonctions du
mode`le. Celui-ci est assez contraignant, on peux donc se poser la question de l’existence
d’un espace plus ge´ne´ral sur lequel les proprie´te´s d’approximation restent ve´rifie´es.
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5.2 Extensions possibles
On pre´sente ici des extensions possibles des bandelettes pre´sente´es dans la the`se. Pour
chacune de celle-ci, on expose les motivations, les techniques employe´es et l’e´tat d’avance-
ment.
5.2.1 Redondance et lifting scheme
Comme on l’a signale´ dans la section pre´ce´dente, le frame de bandelettes construit dans
le chapitre 3 pre´sente un inconve´nient dans la pratique : il est redondant. En effet, bien que
les bandelettes forment des familles orthonorme´es pour chaque domaine, leur union ne l’est
pas. Ces familles se recouvrent en effet car les fonctions de bords de´bordent des domaines.
Cette redondance est un inconve´nient pour les approximations non line´aires puisqu’elle
revient a` devoir coder plusieurs fois la meˆme information. On peut donc souhaiter enlever
cette redondance dans la repre´sentation en modifiant les fonctions de bords.
Avec C. Bernard, nous avons mis au point une technique de lifting [Swe98] adapte´
aux frontie`res. Celui-ci est base´ sur le lifting associe´ a` la transformation en ondelettes
classiques [DS98]. On de´finit des grilles adapte´es a` la ge´ome´trie dans chacun des domaines
et on applique le lifting classique tant qu’on reste a` l’inte´rieur de ceux-ci. L’adaptation du
lifting aux frontie`res et les difficulte´s de cohe´rence entre les diffe´rentes grilles sont traite´es
par une me´thode ad-hoc.
Ce sche´ma est encore en cours d’ame´lioration mais pre´sente de´ja` des performances
d’approximations meilleures que le frame tout en conservant ses proprie´te´s asymptotiques.
L’e´tude de la convergence de cet algorithme et de ses proprie´te´s the´oriques d’approximation
n’a cependant pas encore e´te´ re´alise´e.
5.2.2 Ge´ome´trie et segmentation du flot
L’estimation de la ge´ome´trie pre´sente´e dans la the`se est base´e sur l’estimation d’un
gradient d’une version lisse´e de l’image et se comporte comme un algorithme de de´tection
de contour en construisant des courbes inte´grales du flot. Ceci permet d’obtenir des re´-
sultats the´oriques mais n’exploite pas comple`tement la notion de direction de re´gularite´
ge´ome´trique qui ne ne´cessite pas la pre´sence de contour.
Une technique d’estimation de la ge´ome´trie par segmentation d’une estimation du flot
en tout point de l’image est en cours d’e´tude. Celle-ci doit permettre une bonne estimation
de la direction de celui-ci pour les contours mais aussi pour des textures directionnelles ou
encore des zones ou` n’existent pas de re´els contours. L’ide´e centrale de cette technique est
de re´gulariser le flot brut plutoˆt que de calculer le flot d’une image lisse´e.
Cette technique est en cours d’imple´mentation et donne de´ja` des re´sultats inte´ressants.
Le sche´ma de´finitif ainsi que son e´tude the´orique n’ont pas encore e´te´ e´tablis.
5.2.3 De´bruitage et de´convolution
L’application du frame invariant par translation de la section 3.3 a` des proble`mes plus
complexes que le de´bruitage d’un bruit blanc conduit a` des difficulte´s. En effet, le support
fre´quentiel des bandelettes n’est pas bien controˆle´ or celui ci joue un roˆle central dans les
proble`mes de de´bruitage ou de de´convolution [Kal99]. La notion de direction de re´gularite´
reste cependant valable dans ces cas.
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(a) (b)
(c) (d)
Figure 5.1 – Approximation non-line´aire : (a) image originale, (b) approximation en
ondelettes avec 5601 coefficients (PSNR = 31.53 db), (c) approximation en ondelettes avec
5851 coefficients (PSNR = 31.71 db), (d) approximation en bandelettes par la me´thode
de lifting avec 5601 coefficients (PSNR = 31.71 db). L’approximation en bandelettes est
donc plus performante que celle en ondelettes, on remarque de plus que pour un meˆme
PSNR la qualite´ visuelle est meilleur pour l’approximation en bandelettes ((c) pour les
ondelettes et (d) pour les bandelettes).
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Figure 5.2 – Exemple de re´sultats de la nouvelle proce´dure d’estimation de la ge´ome´trie.
On remarque que l’algorithme de´tecte des directions privile´gie´s dans les re´gions ou` il n’y
pas de contours, par exemple les cheveux.
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Une extension de la notion de bandelettes dans le cas continue a e´te´ propose´e avec
J. Kalifa. L’ide´e centrale est d’inverser l’ordre dans la construction des phases de de´for-
mation locales et de de´composition en ondelettes isotropes. L’algorithme d’analyse des
images en bandelettes est alors modifie´. On commence par calculer sa projection sur les
diffe´rentes sous-bandes de la de´composition en ondelettes isotropes, on effectue ensuite des
transforme´es en ondelettes monodimensionnelles le long des courbes de flots. L’inversion
des deux e´tapes permet de conserver les proprie´te´s d’approximation des bandelettes tout
en controˆlant la localisation spectrale de celle-ci. De plus, la projection en sous-bandes
peut alors eˆtre choisie arbitrairement donnant ainsi un degre´ de liberte´ supple´mentaire
pour la me´thode.
Ici encore, les re´sultats pre´liminaires sont encourageants tant du point de vue de l’erreur
L2 que du point de vue visuel. L’e´tude the´orique de ces frames n’a pas encore e´te´ re´alise´e.
5.2.4 Compression
Le lien entre approximation non-line´aire et compression est connu [FM98]. L’appari-
tion d’une nouvelle repre´sentation conduit a` l’ide´e de son utilisation pour la compression
comme ce fut le cas pour les ondelettes. Cependant, le long cheminement des premiers
articles de Antonini et al. [ABMD92] ou de deVore et al. [dJL92] au nouveau standard
JPEG2000 [ISO99] en passant par les ide´es de Shapiro [Sha93], de Sa¨ıd et Pearlman [SP96]
ou bien encore de Taubman [Tau98] illustre bien la difficulte´ du passage de la repre´senta-
tion a` la compression.
Bien que la compression soit l’objectif de de´part de cette the`se, la re´alisation d’un tel
algorithme est loin d’eˆtre termine´e. Celui-ci doit coder de manie`re efficace la ge´ome´trie
ainsi que les coefficients de bandelettes. La situation restant similaire, on pourra s’inspirer
des techniques utilise´es pour les ondelettes pour acce´le´rer le de´veloppement. Enfin les
proble`mes d’allocations des bits entre la ge´ome´trie et les coefficients de bandelettes doivent
eˆtre e´tudie´s.
La compression en bandelettes en est donc ve´ritablement a` ses balbutiements mais
devrait permettre une ame´lioration par rapport aux ondelettes comme le pre´dit la the´orie.
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(a) (b)
(c) (d)
Figure 5.3 – Exemple de de´convolution : (a) image Y floue et bruite´e (PSNR = 25.5 db),
(b) image de re´fe´rence, (c) image restaure´e par seuillage dans une base optimale de paquets
d’ondelettes (PSNR = 28.1 db), (d) image restaure´e par seuillage des coefficients de la
transforme´e en bandelettes (PSNR = 28.6 db).
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5.3 Dimensions supe´rieures
L’extension des bandelettes en dimensions supe´rieures a` 2 est une autre direction in-
te´ressante pour le prolongement de ce travail. L’une des applications potentielles est la
cre´ation de re´seaux de bandelettes analogues aux re´seaux d’ondelettes [ZB92] permettant
d’utiliser la flexibilite´ de la ge´ome´trie.
5.3.1 Ondelettes anisotropes et anisotropes agre´ge´es
Comme en dimension 2, les bandelettes sont obtenues a` partir d’une de´formation de
l’espace et d’une base d’ondelettes anisotropes. On commence donc par l’extension des
bases d’ondelettes anisotropes en dimension supe´rieure.
La premie`re famille A d’ondelettes anisotropes est celle obtenue par produit tensoriel
d’ondelettes monodimensionnelles :
A = {ψj1,k1 ⊗ · · · ⊗ ψjn,kn}(j1,...,jn)∈Zn,(k1,...,kn)∈Zn (5.1)
A = {ψj1,k1(x1)× · · · × ψjn,kn(xn)}(j1,...,jn)∈Zn,(k1,...,kn)∈Zn . (5.2)
Ces ondelettes sont bien adapte´es aux fonctions ayant des singularite´s aligne´es avec les
axes puisque l’espace Rn est de´coupe´ en R× · · · ×R.
Si une fonction est re´gulie`re selon plusieurs direction, ces directions peuvent eˆtre ras-
semble´es. L’espace Rn est donc de´compose´ en Rl×R×· · ·×R ou` l > 1 repre´sente le nombre
de directions agre´ge´es ensemble. On utilise alors une base d’ondelettes pour chacune des
composantes de la de´composition.
La base Aagr ainsi obtenue est a` un changement d’ordre dans la base pre`s la suivante
Aagr = {ψIj1,k1,...,kl ⊗ ψjl+1,kl+1 ⊗ · · · ⊗ ψjn,kn}(j1,jl+1,...,jn)∈Zn−l+1,(k1,...,kn)∈Zn (5.3)
Aagr = {ψIj1,k1,...,kl(x1, . . . , xl)
× ψjl+1,kl(xl+1)× · · · × ψjn,kn(xn)}(j1,jl+1,...,jn)∈Zn−l+1,(k1,...,kn)∈Zn .
(5.4)
Ces bases sont alors adapte´es pour des fonctions re´gulie`res selon les l premie`res directions.
Comme en 2D, les ondelettes anisotropes peuvent eˆtre obtenues a` partir des ondelettes
anisotropes par des transformations en ondelettes monodimensionnelles.
5.3.2 Bandelettes multidimensionnelles
Les bandelettes sur l’espace tout entier se ge´ne´ralisent facilement en dimension supe´-
rieure dans les cas ou` la de´formation est induite pae une varie´te´ horizon, une varie´te´ qui
est parame´tre´e selon les l premie`res coordonne´es.
Si cette varie´te´ V est parame´tre´e par
c : Rl → Rn−l
(x1, . . . , xl) 7→ c(x1, . . . , xl)
= (cl+1(x1, . . . , xl), . . . cn(x1, . . . , xl))
(5.5)
avec
V = {(x1, . . . , xn) ∈ Rn, (xl+1, . . . , xn) = c(x1, . . . , xl)} (5.6)
Bandelettes Dimensions supe´rieures 225
alors la de´formation w
w : Rn → Rn
(x1, . . . , xl, xl+1, . . . , xn) 7→ (x1, . . . , xl, (xl+1, . . . , xn)− c(x1, . . . , xl)) (5.7)
est de´finie et permet la construction des bandelettes a` partir des ondelettes anisotropes.
On de´finit l’ope´rateur W sur les fonctions comme dans le cas bidimensionnelles par
Wf(w(x)) = f(x) . (5.8)
(a) (b)
(c) (d)
Figure 5.4 – Ondelettes anisotropes et bandelettes multidimensionnelles : (a) un plan
horizontale selon lequel on suppose une certaine re´gularite´, (b) un exemple de support
d’ondelettes anisotropes agre´ge´es de support carre´ dans le plan et plus petit selon la
direction verticale, (c) une hypersurface plutoˆt horizontale, (d) le support de la bandelettes
obtenue par transport de l’ondelette de (c).
La base B de bandelettes associe´es a` cette de´formation est l’image par W ∗ de la base
d’ondelettes anisotropes Aagr.
B =W ∗ (Aagr) (5.9)
B = {ψIj1,k1,...,kl(x1, . . . , xl)× ψjl+1,kl(xl+1 − cl+1(x1, .., xl))× · · ·
× ψjn,kn(xn − cn(x1, .., xl))}(j1,jl+1,...,jn)∈Zn−l+1,(k1,...,kn)∈Zn .
(5.10)
L’extension de cette construction a` des domaines plus ge´ne´raux n’a pas encore e´te´
faite : les frontie`res des domaines sont beaucoup plus complexes en dimension supe´rieure
a` 2 et requie`rent un traitement spe´cifique.
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