items (Treisman & Gelade, 1980; Treisman, 1988; Wolfe, 51 1994 Wolfe, 51 , 2007. Henceforth, we will refer to the classical two- ries-henceforth referred to as the "parallel model"-atten-56
process, with weights that are proportional to item salience.
172
Once an item is selected, it is correctly identified (with prob- we thus assume a corresponding item identifier that accumu-
2��
lates evidence for and against the hypothesis that the item is a
2�1
target. One such identifier is illustrated in Fig. 2 , modeled as a
2�2
two-boundary noisy diffusion process, whose upper boundary
2�3
corresponds to a match (item is the target) and the lower 2�4 boundary to a mismatch (item is not the target). We assume
2�5
that all diffusers race in parallel and that they have the same
2�6
boundary separation a and starting point z. We additionally
2�7
assume that the target diffuser (if a target is present) has a drift based on a race of diffusion processes). 4 The model also 214 includes decision noise, an essential component in the account
215
of set-size effects in parallel search models (Palmer & 216 McLean, 1995).
217
For a display of set size n, we assume that n such diffusors 218 run independently in parallel. We now describe the search-219 termination rule. A "target-present" decision is made as soon ters, our termination-rule will quit the search "early," i.e.,
23�
before full-display inspection. Thus, our termination-rule aug- that which is present in the CGS model.
234
To elaborate, we assume that when the k'th item reaches the 
exhaustive, because for any k < n the quitting probability is capacity is unlimited, then the drift rate would be invariant . Flow chart depicts the sequence of decisions. When a trial is started, first a "quitor-continue" decision is made. The probability of quitting is described by the equation for p quit , which is equal to the weight associated with the quit unit relative to the summed weights associated with the quit unit and the display items, w j . If search is not terminated, an item is selected for inspection. If the target is selected, a "target-present" response is issued. If a nontarget has been selected, the weights are adjusted, that is, w quit is increased and the weight of the just inspected item is set to zero, after which the sequence starts over with the next quit-or-continue decision.
Responses are subject to a small proportion of motor errors. The icons to the right of the quitting decision and the attentional selection unit denote the weights for the quit unit as well as the weights of one target, T, and three distractors, D1 through D3. D2 has already been identified as a nontarget and its weight was reset to zero. Also, the quit weight has already been increased. The example illustrates some "target guidance," as the target weight is slightly higher than the distractor weights 
33�

Results
331
Spatial-configuration search �2 vs. 5)
332
The best fits of the two models for the hardest task in the model predictions based on the fit for the average observer.
336
As can be seen in Table 1 , the capacity-limitation parameter (FA) rates, particularly for set sizes 12 and 18 items (bottom 6 Adjusting two decision criteria is mathematically equivalent to adjusting the boundary separation and the starting point. 7 Moran et al. (2013) fitted several sub-models and more constrained CGS model variants: a "no-guidance" model for the 2-vs.-5 task, a 'half set size' variant for the conjunction task, a model with a unique residual time shift parameter for all tasks, or a model where a minimal mean identification time was enforced. Here, we focus on the fits of the nonconstrained general 8-free parameter model. 8 Matlab simulation code for both models is provided in the Supplemental Information.
. Indeed, the model predicts an increase in the FA 361 rate as a function of set size, whereas the empirical FA rate is 
374
To compare the goodness of fit for both models, we calcu- Avg. Obs. row presents fits to averaged (RT-quantile and accuracy) data, whereas the "mean" row presents the parameters averaged across individual participants. Subscripts refer to set size 
Penalizing the models for complexity, AIC still prefers the 385 parallel model for Participants 4 and 7. According to BIC,
386
CGS is inferior only for participant 4, whereas for participant 387 7 the models are tied.
388
Conjunction search
389
For the conjunction-search task, too, the model fits provide
39�
strong support for the CGS model (see Table 3 for the best- However, the model fails with respect to target-absent dis- 
4�4
Feature search
4�5
For the feature task, too, the model fits provide strong support
4�6
for the CGS model (see Table 4 for the best-fitting parame-4�7 ters). To understand the reasons for this, we focus below on Table 4 shows that with increasing set size, The � (Dev, AIC, BIC) is calculated by subtracting the respective values for CGS from the parallel-model values. For the average observer ("Avg.
Obs."), the number of observations was taken to be the total number of observations summed across participants. For the "Group" row, the entire set of fits for the individual participants was considered as a single "group fit" for the entire data. The likelihood of this group fit was the product of the likelihoods across individual observers. Additionally, the number of parameters and observations for the group fit were obtained by summing the number of parameters and observations, respectively, across participants. Dev, deviance To understand this, we need to consider the target-absent Finally, a model comparison ( parameter (q ≤ 5) that prevented a fully exhaustive search.
467
As expected, the fits were worse than for the flexible model 9 This is plausible for the present data set, because displays with more items were also more densely packed. Importantly, higher item density with featurally homogeneous displays entails more "iso-feature suppression" (i.e., suppression of the activation of a detector tuned to a particular feature within its receptive field by the presence of objects possessing similar features picked up by detectors in neighboring fields; e.g., Li, 1999) , rendering the distractors less salient-which means that the target becomes relatively more salient. In line with such an increase in isofeature suppression, several studies actually reported a decrease (instead of the more typical increase�) of RTs with the number of distractors in singleton feature ('pop-out') search, as in the current task (Bravo & Nakayama, 1992; Rangelov, Müller, & Zehetleitner, 2013).
t3�1 "Avg. Obs." row presents the parameters for the average observer (data averaged across observers) and the "mean" row displays the parameters averaged across individual participants
on three classical search tasks from a rich data set (Wolfe et al., call for fitting the models to RT distributions, rather than sim-
5�4
ply to RT means, as RT distributions provide enhanced con-
5�5
straints on the nature of the generating search mechanism(s).
5�6
Consider first the more difficult ("serial") search tasks. The (Table 2) . Importantly, the superiority of CGS was not a con- 
535
Having compared the models with respect to these tradi-
536
tional serial search tasks, we next compared the models based 537 on their fits to the feature task. Given that this task has tradi-538 tionally been considered to epitomize a parallel search archi-
539
tecture, it provides a stringent test for the serial model.
54�
Strikingly, we found consistent superiority for CGS 541 (Table 2) , especially in its ability to provide a better account 542 for miss rates and correct-rejection RTs.
543
Differences between the serial and the parallel model in order for the response to amount to a "hit").
579
Notably, everything else is not necessarily equal as the par- ("super-capacity"). These fits, alas, were inferior to those pro-
6��
duced by CGS, because they failed to provide a satisfactory 6�1 tradeoff in accounting for miss rates and they generated an
6�2
unobserved set-size related speedup in the high quantiles of 6�3 the CR distributions. As shown in the Supplement, more 6�4 constrained fits (which impose a limit on the quit parameter)
6�5
failed to improve the model fits.
6�6
Qualifications and future directions The second event is that any of the n − 1 distractor diffusors lows. The quit could be triggered by the k'th distractor, which 12 After fitting our models, we verified that our analytical derivations (described below) yield predictions (in terms of RT quantiles and error rates) that are very similar to these produced by a mechanistic trial-by-trial simulation of the model based on the best fitting parameters. As before, the CDF F CR (t s ) and F CR (∞) were found by 827 numerical integration.
828
Incorporating residual time In order to apply QMPE, we 
