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Abstract
In this note we confront the research conducted in [1] with results previously obtained by the
author, and critically examine some of their claimed findings.
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I. INTRODUCTION
Recently the paper entitled “The MSR Mass and the O(ΛQCD) Renormalon Sum Rule” [1]
appeared in the arxives. There are aspects of this paper, such as the existence of renormalon
sum rules for the pole mass, or explicit resummations of renormalon-associated logarithms
for renormalon-free masses, that existed prior to the work by the authors. It is the aim of
this note to clarify some aspects of this.
In order to proceed with the discussion we need to introduce some preliminary material
first, which we mainly copy from Ref. [2]. The pole mass and the MS renormalized mass are
related by the following perturbative series
mOS = mMS +
∞∑
n=0
rn(ν)α
n+1
s (ν) . (1)
We then define the Borel transform
mOS = mMS +
∞∫
0
dt e−t/αs B[mOS](t) , B[mOS](t) ≡
∞∑
n=0
rn
tn
n!
. (2)
We also define
ν
dαs
dν
= −2αs
{
β0
αs
4pi
+ β1
(αs
4pi
)2
+ · · ·
}
.
The behavior of the perturbative expansion of Eq. (1) at large orders is dictated by the closest
singularity to the origin of its Borel transform, which happens to be located at t = 2pi/β0
[3, 4]. Being more precise, the behavior of the Borel transform near the closest singularity
at the origin reads (we define u = β0t
4pi
)
B[mOS](t(u)) = Nmν
1
(1− 2u)1+b
(
1 + c1(1− 2u) + c2(1− 2u)
2 + · · ·
)
+(analytic term), (3)
where by analytic term, we mean a function expected to be analytic up to the next renor-
malon. This dictates the behavior of the perturbative expansion at large orders to be
rn
n→∞
= rasn = Nm ν
(
β0
2pi
)n
Γ(n+ 1 + b)
Γ(1 + b)
(
1 +
b
(n+ b)
c1 +
b(b− 1)
(n + b)(n+ b− 1)
c2 + · · ·
)
.
(4)
The coefficients b and c1 were computed in [5], and c2 in [6], [2] . The latter reference corrects
1
some missprints for the analogous expression s2.
1 They read
b =
β1
2β20
, c1 =
1
4 bβ30
(
β21
β0
− β2
)
(5)
and
c2 =
1
b(b− 1)
β41 + 4β
3
0β1β2 − 2β0β
2
1β2 + β
2
0(−2β
3
1 + β
2
2)− 2β
4
0β3
32β80
. (6)
Obviously the very same existence of the pole mass renormalon relies on a nonzero value
of Nm.
II. SUM RULES FOR Nm
The authors of [1] make an strong case about the derivation of what they name “the”
sum rule for the determination of Nm. Well, we want to emphasize that sum rules for Nm
existed before. In Ref. [2] the following “sum rule” was used for the determination of Nm
2:
Nm =
1
ν
(1− 2u)1+bB[mOS](t(u))
∣∣∣∣
u=1/2
(7)
=
1
ν
∞∑
m,n=0
Γ(2 + b)(−1)mrn(ν)
Γ(m+ 1)Γ(n+ 1)Γ(2 + b−m)
(
2pi
β0
)n
.
This gave the first numerical determination of Nm beyond the large β0 limit [4].
III. NUMERICAL DETERMINATION OF Nm
The authors of [1] estimate the error for Nm based on the scale variation. Yet, the typical
size of the difference between consecutive orders in their Fig. 3 (not clear if it refers to
nl = 4 or 5), may indicate larger errors. Theoretically, there is not a clear reason, a priori,
to prefer one sum rule versus another, nor to know what the optimal method to determine
Nm is. This has to be studied by carefully comparing different methods (and also different
1 Incidentally, this has gone unnoticed by the authors of Ref. [1], who claim agreement for the s2 expression
in [6].
2 Adapting the discussion of Ref. [7] on the gluon condensate to the pole mass where the convergence is
much better.
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FIG. 1: From Ref. [9]. Determination of Nm in the lattice scheme. The left figure is the determi-
nation of Nm via Eq. (8), from the coefficients c
(3,0)
n , c
(3,1/6)
n , f
(3,0)
n and f
(3,1/6)
n . The right figure is
the determination of Nm via Eq. (7) from the coefficients c
(3,0)
n . The horizontal band is the error
estimate. For extra details see [9].
observables) under similar conditions3. So, obviously here there is room for dedicated studies.
For instance, in Ref. [9] the sum rule method of Eq. (7) was confronted with an alternative
method:
Nm = lim
n→∞
rn
(rasn /Nm)
. (8)
It was shown (using the static energy of a heavy quark, replacing rn → cn, fn) that while
both Eqs. (8) and (7) converge to the expected number they are not equally efficient in doing
so, see Fig. 1. A similar conclusion but in weaker terms was reached in [10].
IV. RENORMALIZATION GROUP IMPROVEMENT OF RENORMALON AS-
SOCIATED EFFECTS
Finally, the second main point of Ref. [1] is the resummation of logarithms associated to
the renormalon. For instance, the authors state
“the conceptual implications of R-evolution and its connection to the O(ΛQCD) renor-
3 Some may even have doubts about the existence of the pole mass renormalon, as only few terms of the
perturbative expansion are known. This motivated dedicated lattice simulations to prove the existence of
the pole mass renormalon beyond any reasonable doubt by computing the static energy of a heavy quark
to order 20 [8, 9].
3
malon problem in the perturbative relations between short-distance masses and the pole
mass were first studied systematically in Ref. [44].”
and alike. Well, the resummation of logarithms associated with the pole mass renormalon
was already computed in Ref. [11] (see also [12]) in terms of incomplete Gamma functions
and directly related to Nm. In those references the renormalon subtracted mass (RS) was
used. It is defined by
mRS(νf ) = mOS − δmRS(νf) = mMS +
∞∑
n=0
rRSn α
n+1
s (ν) , (9)
where rRSn = r
RS
n (mMS, ν, νf) and
δmRS(νf) =
∞∑
n=nmin
Nm νf
(
β0
2pi
)n
αn+1s (νf)
∞∑
k=0
ck
Γ(n + 1 + b− k)
Γ(1 + b− k)
. (10)
In what follows we take nmin = 1 so that we can follow almost verbatim the discussion in
Ref. [11], but other options are possible.
The running of the RS mass with νf is renormalon-free. Therefore, it can be described
by a convergent expansion in perturbation theory. Nevertheless, in order to achieve the
renormalon cancellation, the same scale ν has to be used in the perturbative expansion.
This produces large logs if the scales νf and ν
′
f are widely separated and, eventually, some
errors, if one works to finite order in perturbation theory. In the RS scheme, there exists a
solution to this problem. Even though δmRS(νf ) suffers from the renormalon ambiguity, the
difference
mRS(νf )−mRS(ν
′
f ) = δmRS(νf )− δmRS(ν
′
f) (11)
is renormalon-free. We can perform a resummation of δmRS(νf) with any prescription to
avoid the singularity in the Borel plane since it will cancel in the difference. The Principal
Value (PV) prescription yields
δmPVRS (νf) = Nmνfαs(νf)
∞∑
s=0
cs
[
Db−s
(
−
2pi
β0αs(νf )
)
− 1
]
, (12)
where (a typo in [11] was corrected in [12])
Db(−x) = −xe
−xxb cos(pib)Γ(−b) + x(−x)be−x [Γ(−b)− Γ(−b,−x)] , (13)
and,
Γ(b, x) =
∫
∞
x
dt tb−1e−t , (14)
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FIG. 2: From Ref. [11]. −δmRS(νf ) + δmRS(ν
′
f ) at LO (dashed line), NLO (dashed-dotted line)
and NNLO (dotted line) in perturbation theory versus the Principal Value result (solid line). We
take ν ′f = 9.76 r
−1
0 .
denotes the incomplete Γ function.
The first term in Eq. (13) corresponds to ΛMS, once introduced in the sum of Eq. (12). It
cancels from the combination, δmPVRS (νf)− δm
PV
RS (ν
′
f). The sum of Eq. (12) represents softer
and softer singularities in the Borel plane. Therefore, we expect the sum to converge for the
difference δmPVRS (νf ) − δm
PV
RS (ν
′
f ). Since the first three terms are known one can check that
this actually happens. We can also compare −δmPVRS (νf )+ δm
PV
RS (ν
′
f) with the corresponding
difference, calculated at finite order in perturbation theory. We depict this comparison in
Fig. 2 (for nf = 0 and ΛQCD = 0.602 r
−1
0 ), where we take ν = νf to minimise one of the logs.
We see how the finite order results approach the PV curve.
We let the reader to compare the formulas above to those of Ref. [1]. In this context it is
quite revealing that Ref. [11] is not in the list of 114 references of v1 of Ref. [1].
5
V. COMMENTS TO V2 OF REF. [1]
A new version of [1] has recently appeared in the arxives. We would like to state that the
modifications made in that reference do not change the main two points of this note:
1. Sum rules for Nm existed before.
2. Pole mass renormalon-associated logarithms have been resummed before.
Looking to v2 of [1] the impression the reader will get is otherwise.
We profit to make some extra comments to the modifications made in v2 of [1], which are
potentially missleading. First we stress that obtaining the sum rule is kind of trivial. Not a
big deal. One only Taylor expands D(u) ≡ 1
ν
(1 − 2u)1+bB[mOS](t(u)) around u = 1/2. Eq.
(7) then corresponds to (see Refs. [2, 9]):
Nm = lim
N→∞
N∑
n=0
1
n!
dnDm
dun
∣∣∣∣
u=0
(
1
2
)n
. (15)
A more serious misstatement in v2 of [1] is their push for a unique sum rule different from
the one originally proposed in Ref. [2]. This requires a more detailed discussion. Although
it is not clear in their presentation, the physical input introduced in [1] is equivalent to
applying the operator product expansion (OPE), otherwise there is no cancellation of the
renormalon. Stated in a different way: if one changes the power of R in Eq. (2.3) in v2
of [1], and/or multiply it by a function of lnR, one can fictitiously generate renormalons
with arbitrarily different dimensionality and with different branch cut structure. Therefore,
hidden in Eq. (2.3) of v2 of [1] is the knowledge of the OPE structure of the pole mass.
This is exactly the input used in [2] (which comes back to simply the fact that the B meson
mass, MB = mOS + Λ¯, is renormalon free). Indeed this was originally quantified in Ref. [5]
using renormalization group techniques, which is equivalent to say that the dimension of
the higher twist is 1 and its Wilson coefficient is 1. This makes evident that the physical
input is equal. And actually the analytic structure of the Borel transform of the pole mass
used by the authors is the same. Still, the authors claim for a different sum rule, and that
the difference do not vanish. Whereas it is not completely clear to the author how they
generate the difference, it seems to be related with analytic terms of B[mOS] with a radius
6
of convergence bigger than u = 1/2.4 We note that such functions, when multiplied by
(1− 2u)1+b converge to zero when considering their Taylor expansion around u = 1/2. Still
the authors of [1] argue for a nonzero difference. They quantify this difference stating that
higher order beta coefficients are compulsory to get Nm. In such a claim one has a clear
smoking gun to falsify their conclusion. The right figure in Fig. 1 is a clear counterexample
of that statement. It converges to Nm and does not use other beta coefficients than β0 and
β1.
Though not the purpose of this note, let us make some final considerations.
1) In [9, 10] we have observed (numerically) that the determination of Nm through the
ratio Eq. (8) gives better numerical results than the sum rule. In this respect we would
also like to mention that this method allows for a parametric estimate of the error. The
error associated to the log-independent terms is of the order 1/nk+1 where k is the power of
the last known term of the 1/n expansion of asymptotic behavior of rn (constrained by the
knowledge of the coefficients of the beta-function for the case of the pole mass, and by the
knowledge of the Wilson coefficients in more general cases). Log-related terms (∼ ln ν/m) are
exponentially supressed ∼ e−#n as they are related, at most, with subleading renormalons.
The importance of these errors numerics will tell (provided one has enough terms to check).
2) Thinking in top physics, in Ref. [1] a lot emphasis has been put in determinations of
Nm for nf = 5 . We would like to stress that in the long term, even in top physics, the most
relevant determination will be with nf = 3 (and nf = 0 if one is interested in gluodynamics
or direct comparison with quenched lattice simulations). The reason is that if one goes to
high enough orders in perturbation theory the bottom and charm decouple. And we want
to go to high enough orders in perturbation theory if we want to see renormalon associated
effects, and achieve precision of the order or smaller than ΛQCD. At those high orders the
renormalon will see three active light flavours and not four or five.
3) In v2 of Ref. [1] the authors compare with the nf = 0 determination of Nm from lattice
simulations of Ref. [8]. The most up-to-date determination was obtained in Ref. [13] and
reads Nm = 0.620(35).
4 If it were not so, it would imply that the analytic structure of B[mOS] used in [1] would be different from
the one predicted by the OPE.
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