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LOWER BOUNDS FOR THE LENGTHS OF REFUTATIONS 
HAI-PING KO,” DAVID McALLESTER,** AND MARK E. NADEL* 
D This paper was motivated by a need to consider the time efficiency of 
Prolog programs. In the context of logic programming, we consider the 
minimal lengths of refutations of a goal with respect to a program. We 
present proofs of a number of results of this type. We are especially 
interested in the special case of testing for membership in a given set of 
terms. Concomitantly, we are led to classify sets of terms in a way 
appropriate for these considerations. Since our results for logic program- 
ming provide lower bounds, they will immediately imply corresponding 
lower bounds for pure Prolog. a 
1. INTRODUCTION 
The theoretical work we present below was an outgrowth of a more practical 
project whose goal was to enhance Prolog in such a way as to facilitate the creation 
of programs written as specifications, but that actually run as desired. One aspect 
of our approach was to create a library of built-in relations, written in Prolog itself, 
to help encapsulate some of the trickier procedural kind of Prolog programming. 
In the process of doing this, we were led to investigate whether the programs we 
were creating for these relations were as “efficient” as they could be. The question 
of what exactly one should mean by “efficiency” in this context is not a simple one, 
and we will not try to answer it here. Rather, we will be concerned with a specific 
attribute that is closely related to efficiency. We will be concerned with the number 
of resolution steps before a Prolog program finds a solution to a goal. In the 
context of logic programming, we will consider the minimal lengths of refutations 
of a goal with respect to a program. Since our results for logic programming will 
provide lower bounds, they will immediately imply corresponding lower bounds for 
pure Prolog. 
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Let us now turn our attention to a simple example that we will return to 
throughout the paper. While the rest of this paper will be quite formal and 
self-contained, for this section only we will allow ourselves a certain degree of 
informality. Consider the set of terms D = {s”(O): IZ = O,l,. . .}, where, as usual, 
so(O) is 0 and s”+‘(O) = ~(~“(01). Let g b e some fixed unary relation symbol, and let 
P be a logic program such that for any ground term t, g(t) has a refutation w.r.t. P 
iff t ED. It is not at all difficult to find Prolog programs P with this property. The 
most obvious is 
It is quite easy to write more efficient programs for the same purpose. For 
example, the program 
9(o) * 
gbMw :-09. 
&m) :-09. 
will take about n/2 steps before accepting g(s”(0)). The same trick, or some 
rather different ones, can be employed to gain further efficiency, but all seem to 
satisfy the condition that there is some fixed constant K depending on P such that 
g(s”(O)) will take at least n/K steps to run. 
Here is a less obvious program: 
unpeel(s(Z) , Z) . 
g(o) * 
g(s(X)) :- retract(unpeel(A, B)) , 
asserta(unpeel(A, B)) , 
asserta(unpeel(s(A), B)) , 
uweel(s(X) ,Y), 
I 
iv. 
It is not difficult to see that under this program, g(s”(0)) will take O(6) steps to 
run. There is a variant of this program that uses global variables instead of assert 
to achieve the same effect. Of course, neither of these programs is written in pure 
Prolog, by which we mean the deterministic version of logic programming that uses 
a left first choice rule for subgoals and a top first choice rule for program clauses. 
It turns out that if we restrict ourselves to pure Prolog, then the initial observation 
does hold. Although we will not go into it here, we could allow certain additional 
Prolog features, including cuts, and many of the usual built-in relations, and it 
would still hold. What gives the above program its special character is the fact that 
the program itself is changed in the course of the computation. 
It is worth mentioning a related phenomenon, motivated more by provability 
than by computation in a programming language. Suppose we return to the very 
first program, but allow the use of general nonlinear resolution, in which we are 
not limited to include the current goal in each resolution. Then, by resolving the 
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clause g(s(X)) :-g(X) with itself, we may obtain g(s(s(X)N :- g(X). Resolving 
this clause with itself yields g(s4(X)>:-g(X). Clearly, in this way, we may obtain 
g(?(X)):-g(X) after n resolution steps. Consequently, it is possible to prove 
g(s”(0)) from the original program in O(log(n)) steps. This technique is called 
unfolding and is discussed in, for example, [7]. 
This paper is an outgrowth of [4], and focuses on three results, each of which 
presents a lower bound result on the length of refutations. The first result, 
Theorem 4.1, presents what we describe as “An Asymptotic log(n) Lower Bound.” 
The lower bound it gives refers to a set of goals as a whole, and cannot be used to 
obtain information about particular goals in the set. We then go on to mention 
Theorem 5.8 which has two parts, which we call “Special Linear Lower Bounds.” 
These apply elementwise, and unlike the other result, they impose no conditions on 
the goals. On the other hand, they impose a very strong condition on the program. 
Their proof follows from a quite general principle. The earlier version, presented 
in [4], was organized and proved in a different way. The last of these results is 
Corollary 6.10, which we call “Generalized Linear Lower Bound Result.” It gives 
an elementwise result without any conditions on the program. The current state- 
ment of the result is both more interesting and simpler than the version first given 
in 143. The very formidable proof given there has been shortened by about an order 
of magnitude. We will postpone further discussion of the relationship between 
these results until we come to the results themselves. We will point out, however, 
that the proofs of these three results rely on essentially different ideas, and may be 
of independent interest for that reason. 
We begin in Section 2 to present the basic material on data-types. Some of this 
should be familiar, but some may be new. Some is not strictly necessary for our 
later purposes, but should add perspective. In Section 3, we present a short result 
that describes lengths of refutations for recognizers of certain basic simple kinds of 
data-types. Section 4 presents the Asymptotic log(n) Lower Bound Result, while 
Section 5 presents the Special Linear Lower Bounds. Section 6 gives the General 
Linear Lower Bound. The final section, Section 7, is related to the question of how 
many steps it might take before a Prolog program “says no” to a goal. 
2. SUBSTITUTIONS AND DATA-TYPES 
Papers such as the present one often include a comment to the effect that the 
notation and terminology will be standard, except as noted. We feel that such a 
statement made here would be somewhat misleading, in that some of the basic 
concepts of the field have not yet really been standardized. Instead, we will adopt 
the policy of being explicit about more or less familiar notions only when different 
interpretations can be expected and would lead to different results, or at least 
require different definitions or proofs. With this in mind, we will begin with the 
humble notion of substitution. For a discussion of why we adopt this definition, the 
reader is invited to consult 131. We first recall some familiar terminology and 
introduce some notation. Whenever convenient, we will use 9 to denote the 
underlying alphabet, and use Const(_Y>, Fun&?), R&Y>, and l&r&9) to denote 
the set of all constants, function symbols, relation symbols, and variables of the 
alphabet, respectively. We assume that the function and relation symbols come 
equipped with arities. Terms and atomic formulas are formed as usual. Atomic 
formulas are often called atoms. Terms and atoms without occurrences of variables 
34 H.-P. KO ET AL. 
are called ground terms and ground atoms, respectively. For a term or atom A, we 
use vars(A) to denote the set of variables occurring in A. 
Dejinition 2.1 (Substitution, Composition, Idempotence). A substitution is a function 
u from a finite set of variables to a set of terms such that a(X) #X for all 
X E dam(o). u is said to be ground iff every image value of g is ground. It is 
said to be constant iff every image value is a constant symbol. The domain and 
range of a substitution (T will be denoted by supp(a>, called the support of U, 
and range(a ),I respectively. We use vars(o> to denote the set of all variables 
appearing in either the domain or range of u. We denote by E the identity 
substitution which has empty domain. The result of applying a substitution u to 
a term t is the term, denoted tg, obtained from t by simultaneously replacing 
every occurrence of a variable in t that is in supp(o) by its image under U. If E 
is a sequence or set of terms, then E” is the result of applying u elementwise 
to E. For any atom G, G” can be similarly defined. For two substitutions u and 
7, the composition of u and r, denoted by UT, is the substitution 0 such that for 
every X E dom(t?), 0(X> = (XITj7 and dom(8>=(dom(u)udom(r))-{XE 
dam(u) u dom(r>I(X”y = X}. A substitution u is said to be idempotent if 
uu=u. cl 
Clearly, for any term or atom G, G’ = G. Furthermore, as proved in 11, 61, for 
any term t and substitutions (Y, p, y, we have the following types of associativity: 
tcafl)=(t”)P and(ap)r=a(Pr>. 
We adopt the policy that operations, defined for terms, are similarly defined for 
atoms, and vice versa, when this makes sense. Following the definition given in [61, 
we define simple expression as follows: 
Dejinition 2.2 (Simple Expression [6]). A simple expression is either a term or an 
atomic formula. 0 
Similarly, when we define a notion such as vars(t), we extend it automatically to 
sets or sequences of the correct type by applying it pointwise. In this connection, 
we will use the notation nth _ele(s, i) to denote the ith element in the sequence s. 
Definition 2.3 (Variable Renaming, Variant). A uariable renaming is a substitution 
which is also a permutation of a set of variables. For simple expressions  and t, 
s is called an (alphabetic) variant of t if s = t a for some variable renaming (Y. 
0 
A substitution (Y is said to be invertible if there exists a substitution p such that 
LY/~ (or, equivalently, pa) = E. It is easy to prove that a substitution is a variable 
renaming iff it is invertible, and the class of variable renamings is closed under 
composition, and thus “is a variant” is a transitive relation. 
Definition 2.4 (ground(t), Data-Type). For any simple expression t, let ground(t) be 
the set of all ground instances of t. By a data-type, we mean a nonempty set of 
ground terms. A representation of a data-type D is a set of terms 7 such that 
D= u(ground(t): t ~9-). 0 
’ In [S], range(o) is used to denote the set of all variables in the range of U. 
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Then for every data-type D, D is a representation of D. Notice that ground(t) 
can always be generated by using ground substitutions exclusively. The careful 
reader may have observed that some of the concepts defined above, e.g., ground(t), 
depend upon the precise alphabet of symbols involved. However, for most pur- 
poses, the precise choice of the alphabet will be irrelevant, so rather than carrying 
the alphabet around tediously in our notation, we will simply remark upon it in 
those few instances where it does come into play. The only general assumption we 
make is that the alphabet contains at least one constant symbol, so that ground(t) 
# 0 for every simple expression t. 
We need to identity a notion of simplicity for data-types appropriate for the 
context of logic programming and a companion notion of complexity. The following 
seem quite natural and fundamental, and have led to informative results. 
Definition 2.5 (Elementaly, Finitely-Generated and Discrete). A data-type is said to be 
elementaly if it is of the form ground(t) for some term t. A data-type is said to 
be finitely-generated if it is a finite union of elementary data-types. A data-type is 
said to be discrete if it includes no infinite elementary data-type as a subset. 0 
For instance, the data-type D = (~~(0): n = 0, 1,2,. . .I, with 0 as a constant and s 
as a unary function, can be used to represent the set of all natural numbers. If 
Cons&Y) = (0) and Func(_Y) = {s), then D is elementary and thus finitely-gener- 
ated. As long as _5? contains additional symbols, D is discrete. This is clear since, in 
that case, any infinite elementary data-type must contain a symbol other than s and 
0, and so cannot be a subset of D. Our basic assumption will be that there always 
may be symbols available in _Y beyond those explicitly mentioned. This is moti- 
vated by the desire that a logic program together with some goal will continue to 
serve their intended purpose when embedded in a larger program which may 
contain new terms, but no new relevant clauses. 
Note that, according to the above definition, any finite data-type is both 
finitely-generated and discrete. Finitely-generated ata-types need be neither finite 
nor discrete, however. The finitely-generated data-types will serve as our simple 
data-types, and finite data-types are considered as trivial simple data-types. As long 
as there exist infinitely many ground terms, there exist infinitely many different 
infinite discrete data-types. Infinite discrete data-types are not only not simple, but 
do not include any nontrivial simple data-types as subsets. A data-type is discrete 
iff all its subsets are discrete. Similar properties do not hold for elementary or 
finitely-generated data-types. While no discrete data-type contains an infinite 
elementary data-type, every infinite elementary data-type contains infinitely many 
different infinite discrete data-types. It is easy to see that every intersection of two 
discrete data-types is a discrete data-type. It is not difficult to construct examples to 
show that the union of two discrete data types need not be discrete. While the 
complement of a discrete data type in the set of all ground terms need not be 
discrete, it can be shown that if D is an infinite discrete data type, there is an 
infinite data-type E disjoint from D. 
It is easy to prove that if D is an infinite data-type, then the following are 
equivalent: 
l D is discrete 
l D is the only representation of D 
l if ground(t) c D for some term t, then t is ground. 
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It can be also easily proved that if IConst(Z)l < CQ and Fun&Z’) G {s} for some 
unary function s, then every data-type is either finitely-generated or discrete. In 
the “degenerate case” where IConst(_Y)l = m and there are no function symbols, 
the previous conclusion is also true. In every other case, there will exist a data-type 
which is neither finitely-generated nor discrete. In fact, it is possible to find 
data-types which are not the finite union of elementary and discrete data-types, but 
which can still be recognized by a Prolog program. Nonetheless, our investigation 
concentrates on finitely-generated and discrete data-types. We think of finitely- 
generated data-types as being “everywhere simple” and discrete data-types as being 
“everywhere complicated.” In general, a data-type will have parts that are “simple” 
and parts that are “complicated.” Consequently, it is unlikely that tight uniform 
global bounds could be given in a neat general fashion. Such bounds are given for 
finitely-generated data-types in Theorem 3.14, and for discrete data-types in 
Theorem 6.1. Moreover, in particular cases, it is often possible to analyze a 
data-type in terms of elementary and discrete parts, and apply these results locally. 
Before proceeding to the main results of the paper, we mention in passing a few 
short facts about data-types in general that may serve to answer some obvious 
questions. We will need the following definition. 
Definition 2.6 (Transcendental). For any expression or set of expressions 27, a term t 
is called transcendental w.r.t. %’ iff t is either a constant not occurring in B (or 
any term in 27), or is equal to f(tl, I,,. . ., tn) for some function symbol f not 
occurring in ET (or any term in z?Y). A substitution (Y is said to be transcendental 
w.r.t. ~7 is every image value of cx is a transcendental term w.r.t. 27’. 0 
Proposition 2.7 (Instances). Let s, t be simple expressions and o a one-to-one ground 
transcendental substitution w.r.t. (s, t}. Then 
I) s is an instance oft @ground(s) CgroundO). 
2) s=tiffsa=ta. 
3) s is an instance oft iff sp is an instance of 1. 
4) Let .u’ be a set of simple expressions. If ground(t) G U ,,,ground(s) and, in 
addition, 
l there exists a set W of ground transcendental terms w.r.t. {t) U&f such that 
IWI 2 lvars(tX 
then ground(t) Eground(s) for some s ES?. 
5) Assuming the underlying alphabet is infinite, and JS? is a set of simple expressions 
involving only finitely many symbols, then 
l ground(t)c U s E,ground(s) iff ground(t) aground for some s EJX’, and 
l if ground(t) = U s E ,ground(s), then ground(t) = ground(s) for some s ES?. 
0 
PROOF. For l), it is clear that if s is an instance of t, then ground(s) cgroundct). 
The converse will be proved by induction on the construction of t. It is easy to see 
that the converse is true if the alphabet contains only a single constant symbol. 
Now, suppose that ground(s) _cground(t). If t is either a constant symbol or a 
variable, then clearly ground(s) sground(t) implies that s is an instance of t. Now 
suppose t is neither a constant symbol or variable. Then for some function or 
relation symbol f and terms t,, t,, . . ., t,, t =f(tl, t,, . . . , t,). Then ground(s) E 
ground(t) implies that s = f(s,, s2,. . . , s,J for some terms sl, s2,. . . , s,, where 
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ground(s,) aground for each i. By induction, si is an instance of ti for each i. 
For each i, let ai be a substitution such that SUpP(~ii) c uUKS(ti) and t? =si. We 
prove that for any i, j, iff XE uars(t,> n uars(tj), then X5 =X”J. For the sake of 
contradiction, suppose there exist i,, j,,, and X E vurs(t,,) n uars(tj,> such that 
X% #X‘%. We may assume here that IConst(L?)l + IFunc(L?‘)i 2 2, and there is at 
least one constant symbol, so there are distinct constant terms. Therefore, there 
exists a ground substitution 6 such that X%* #X%‘. Such a substitution can 
easily be extended so that ss is ground. Then ground(s) aground implies that 
there exists a ground substitution 6’ such that ss = t “. This implies sf = tf’, and 
thus, tF* = t”’ for each i. This further implies that (ai6)1 ua,s(r_j = 6’ J unrs(t,j for 
each i. This gives the desired contradiction, viz. X%’ =x50’ = X”‘. Therefore, for 
any i, j, if XE vu&,) n uurs(tj>, then Xa’ =Xq. Let (+ be the function from 
U Ii= 1.2,. ,,)Sup~(~i) such that g J ULIIS(fJ = q 1 uars(t,) for every i. Then cr is a 
well-defined substitution, and t LT = s. Therefore, s is an instance of t. This proves 
1). 
2) is easily proved by induction on the construction of t in a similar fashion. 
Trivially, s = t implies s u = t (I. Conversely, let s n = ta. If t is either a constant or a 
variable, since (Y is a l-l transcendental substitution w.r.t. Is, t), we have s = t. 
Otherwise, suppose for some function or relation symbol f and terms c,, t,, . . . , t,, 
t =f&, t,, . . . , tn). Again, since (Y is a l-l transcendental substitution w.r.t. (s,t) 
and ~~=t~=f((t~)(l,(t~)~,..., (t,)“), there must exist some terms s1,s2,.. .,s, 
such that s=f(s1,s2,..., sJ. This implies (s,Y = (ti>, for every i. By induction, 
si = ti for every i, and thus s = t. 
For 31, the implication from left to right follows immediately without any 
condition. We prove the converse by induction on the construction of t. It is clearly 
true if t is a constant symbol or variable. Now, suppose So is an instance of t 
where t = f(tl, t,, . . . , t,), n 2 1, for some symbol f and terms t,, t,, . . . , t,. Then, 
since a is transcendental w.r.t. t, s = f(sl, s2, . . . , s,) for some terms sl, sa, . . . , s,. 
Let p be a substitution such that s” = tP and supp( p) c ZXZ~S(~). Then SF = tP for 
all i. Since (Y is a l-l ground transcendental substitution w.r.t. {si, ti), by induction, 
si is an instance of ti for all i. Choosing substitutions (TV, a,, . . . , a, such that 
Si = tiq, supp(ai> C_ zmdt,), we have (aicr)J uars(t,j =( p) 1 vnrs(r,j for all i. So, for all 
X E supp(ai) n sup17( q) with i # j, we have X E supp( p > and 
X UIU =X0,* =XP 
Note that since Xq, X”j are subterms of si, sj, respectively, (Y is also transcenden- 
tal w.r.t. {X”l, X”~). This implies by 2) that X 5 =X0/. Now, as in the construction 
in 0, we have a substitution (+ such that s = t”. This proves 3). 
For 41, the statement is clearly true without the additional condition if t is 
ground. Now, suppose t is not ground, and the given conditions are satisfied. Then 
there exists a l-l ground transcendental substitution (Y w.r.t. (t} U&d with supp(a) 
= vurs(t). Since ta E ground(t), there exists s E& such that t a E ground(s). By 31, t 
is an instance of s, whence ground(t) aground. This proves 4). 
5) is clear by 4). Q.E.D. 
Since two simple expressions are instances of each other iff one is a variant of 
the other, it follows that, for any simple expressions  and t, ground(s) = ground(t) 
iff s is a variant of t iff t is a variant of s. 
Using the above, we obtain the following uniqueness result. 
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Theorem 2.8 (Uniqueness of Data-Type Representation). Assuming the underlying 
alphabet is infinite, for any data-type D represented by two sets of terms, namely, 9 
and Z such that 
l both 9 and 9 involve only finitely many symbols 
9 for every distinct s, s’ ~9, s is not an instance of s’, and 
l for every distinct t, t’ EZ t is not an instance oft’, 
then 191= k7l and there exists a unique bijective function f from Y to Y such that 
f(s) is a variant of s for all s EL? 0 
PROOF. For every s ~9, we have ground(s) L U&round(t): t ~9). Proposition 
2.7(5) implies that there exists t EYsuch that s is an instance of t. But ground(t) 
_c lJ{ground(s): s EP}, and again by Proposition 2.7(5), we have t as an instance 
of s’ for some s’ ~9. This implies s is an instance of s’, and so s = s’. This proves 
that there exists a function f from 9 to Ysuch that f(s) is a variant of s for all 
s EY. Again, by the “instance-independent” conditions on 9 and S; it is clear that 
f is uniquely determined and l-l. It suffices to prove that f is onto. Note that by a 
similar argument, there exists a l-l function’g from 7 to 9 such that g(t) is a 
variant of t for all t EYI This implies that for every t EZ g(t) ~9, f(g(t)) EZ 
and f(g(t)) is a variant of t. This implies, by the “instance-independent” condition 
on S; that f(g(t>> = t, and so f is onto. Q.E.D. 
3. RECOGNIZERS FOR FINITELY GENERATED DATA-TYPES 
In this section, we will recall some basic material on logic programming, and give a 
simple result characterizing finitely generated data-types. 
To avoid possible confusion about the precise notion of refutations being used, 
we use the same terminology as in [3]. A unifier of simple expressions s and t is 
defined as a substitution u such that sa = t (T. Following 151, a most general unifier 
(mgu) of simple expressions s and t is defined as a unifier u of s and t such that 
for any unifier r of s and t, there exists a substitution y such that T = c+y. An mgu 
(+, of two simple expressions s, t is called relevant if vars(a) L vars(s, t). We recall 
some basic facts. 
Proposition 3.1 (Idempotent Property) [S, Proposition 4.31. A substitution u is idempo- 
tent iflsupp(a) n vars(range(a)) = 4. q 
Proposition 3.2 (Idempotent and Relevant MGU, [l, Corollary 2.51. If two simple 
expressions are unifiable, then they have an mgu which iLs idempotent and relevant. 
0 
The mgu of two simple expressions is unique up to variable renaming in the 
following sense: 
Proposition 3.3 (Uniqueness of MGU. [5, Corollary 4.141. If u, r are mgus of two 
simple expressions, then u = ro for some invertible substitution (Y. Conversely, if u 
is an mgu of two simple expressions and (Y is invertible, then uo is also an mgu of 
those expressions. q 
LOWER BOUNDS FOR LENGTHS OF REFUTATIONS 39 
A goal is defined as a finite, possibly empty list of atoms. For convenience, when 
there is no ambiguity, an atom g can be considered as the goal (8). 
Definition 3.4 (Derivation, Refutation). If 9= (F,, F2,. . . , F,) is goal, u is a substitu- 
tion, 1 ~j I n, and C is a clause H :- T,, T2,. . . , T,, (r 2 O), then 2-2 (c, ~, j) * 27 
is called an SLD-derivation step if u is an mgu of Fi and H, and %‘= 
(F,,F2,...,Fj~,,T~,T2, . . . . T,,q+l,... , F,)“. An unrestricted SLD-derivation step 
is the same as an SLD-derivation step except that the condition on u is relaxed 
from “mgu” to “unifier.” 
An SLD-derivation, or more simply, a derivation of a goal 9 w.r.t. a logic 
program P is a sequence 
where m 2 1, go = .%‘?, each C, is a variant of a clause of P, and each hi 
*(ci+l:~i+l,jr+l) *g+l is an SLD-derivation step. We will often denote such a 
derivation by the abbreviation [2Ycc, o‘ j, m,]. If, in addition, Ym = ( 1, it is called a 
refutation, and we use the slightly different notation <5Ycc, r,j,m,> for emphasis. 
The substitution a,~, . . . a;, I vars( g) is called the computed substitution for the 
derivation [Q, ~, j, m) I. If the derivation is a refutation, we call the computed 
substitution a computed answer substitution for .9 w.r.t. P. The derivation is said 
to be empty or an identity derivation if the computed substitution is E. The set of 
all ground goals 27 such that .Y has a refutation w.r.t. P is denoted by 
meaning(P). 
The above derivation is called leftmost if j, = j, = 0.. =j, = 1. It is called 
idempotent or relevant iff every ai is an idempotent, or relevant, mgu, respec- 
tively. It is called variables-separated if for every i = 1,2,. . . , m, variables in Ci 
are new relative to the variables in all the previous goals, clauses, and unifiers in 
the derivation, i.e., vars(CJ n vars(kYo, gl,. . . , AY_ 1,C1,C2,. . . , Ci_ ,, cl, uz2,. . , 
a,_ 1> = 0. An unrestricted derivation [6, p. 411 is the same as a derivation except 
that all the SLD-derivation steps are relaxed to unrestricted. q 
We assume there are infinitely many variables available, so the existence of a 
refutation is never limited by lack of “fresh” variables. Many refutations in the 
literature satisfy all or part of the “variables-separated” condition. For a discussion 
of related issues, the reader is invited to consult [3]. 
We will need to generalize some basic facts about the convertibility of refuta- 
tions in [3]. 
Definition 3.5 (MGU Choice). An mgu choice is a function R such that for all 
simple expressions S, T, R(S, T) is a set of mgus of S and T such that R(S, T) # 
0 when S and T are unifiable. An mgu u for S, T is said to be chosen by R iff 
(T E R(S, T) U R(T, S). The mgu choice R is said to be idempotent, or relevant, 
if every mgu chosen by R is idempotent, or relevant, respectively. q 
Proposition 3.6 (Listing Proposition for SLD-Derivations) (cc [3, Proposition 3.2. I]). 
Suppose a goal 9has an unrestricted derivation [qc, o, j, ,,,,I w.r.t. a logic program P 
and 9= WO for some substitution yo. Then for any relevant mgu choice R, any 
D,, D,, . . . , D,,,, variants of C,,C,,. . . , C,, respectively, and any &, &, . . . , &,, 
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substitutions such that the following conditions are satisfied for every i = 1,2,. . . , m: 
l Ci = (Di) ei, SUpP( pi) G VWS(D)i), 
l VtZ?S(lli) fl vat-s@, 70) = 4, 
l VarS(~~,~,...,~_,,C,,C*,...,Ci-~,~1,~~2,...,~ii-~,D~,D2,...,Di-~)n 
vars(DJ = 4, 
there exist a variables-separated derivation [5?(;,, T,i,,,l for s w.r.t. P and substitu- 
tions y,, y2,. . . , y,,, such that 
l each ri is chosen by R, and 7i E R(nth_ele(si-,,ji),head(DJ), 
l 5$=(5Yi::)y’ foreveryi=0,1,2 ,..., m, 
l yi_1j3iui=riyi forevelyi=1,2,...,m, and 
l &TI”Z ,,.o;, =gTz . ..‘mYm 0 
Proposition 3.7 (Restricting Proposition for SLD-Derivations) (cf [3, Proposition 
3.3.11). For any goal g and any logic program P, if 0 is a substitution and 9 has 
an unrestricted erivation [ 5&, j,m,l w.r.t. P, then there exists an idempotent, 
relevant, variables-separated, mpty derivation [Tc, o, j,mJ for .WQ .‘.‘ma with each 
Ci a variant of Di. q 
In [3], these were stated for refutations rather than derivations. However, if one 
examines the proofs given there, the only place in which refutations are needed, 
rather than just derivations, is to obtain a refutation rather than just a derivation. 
This comment also applies to Lemma 6.8 below. 
On a number of occasions, we will need to count up the “essentially different” 
refutations of some particular goal. The next definition will help us select the right 
things to count. 
Definition 3.8 (Clause-Equivalent and Answer-Equivalent). Two derivations Y= 
W 1 and .T= [gcD,T,j,n)l are called clause-equivalent iff m = n and Di is a 
vak%“o)f Ci for every i. 9 and Fare called answer-equivalent iff (90)u1U2 ..‘“n 
is a variant of (.V0)‘1’2.~~7m. Finally, we say that Ycovers 9’ iff 9’ and 9 are 
clause-equivalent, and (SQ”lUz ...“n is an instance of (~0Y~7~~~~‘~. 0 
Since “is a variant of’ is an equivalence relation, both “clause-equivalent” and 
“answer-equivalent” are equivalence relations. 
Notice that in finding clause-equivalent refutations for the same goal, one has 
freedom in choosing the mgu at each step, as well as the variant of the program 
clause. Applying the Lifting Proposition to these notions will allow us to cut down 
on the derivations that we will need to consider. 
Proposition 3.9. 1) For any derivation 5’= [_!+fl,j,mJ for a goal S,, there exists a 
relevant variables-separated derivation Y= [ gcD,T, j,m,l for F. that covers 9. If 5@ 
is a refutation, so tk 9; 2) Suppose po is a uariant Of Ye and p= [9;c,o,j,m,l, 
y= [F(D,r,j,m)l are relevant variables-separated derivations for S,, go, respectively. 
Then, if 9 and Yare clause-equivalent, they are answer-equivalent. •I 
PROOF. 1) follows immediately from Proposition 3.6. To obtain 21, first select a 
relevant variables-separated erivation 59 = [ iFcB, p, j,m,l, where g0 is a variant of 
&, and hence of zY,,, which is clause-equivalent to the two given derivations, but 
which has no variables in common with either. Then it is possible to select 
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appropriate &s and a single-valued relevant mgu choice R so that we may apply 
Proposition 3.6 to conclude that 9 covers 9. However, we could just as well have 
started with 9 and concluded that 9 covers 9. By combining these, we see that 
9 and 9 are answer-equivalent. Similarly, we could derive that 9! and .Y are 
answer-equivalent. Together, this yields the desired conclusion. 
A recurrent theme of this paper will involve recognizers for data-types where, by 
a recognizer, we mean a logic program and associated unary relation symbol that 
tests for membership in the data-type. More precisely, we have the following 
definition. 
Definition 3.10 (Recognizer). Let D be a data-type, P a logic program, and g a 
unary relation symbol. We say that (P, g) is a recognizer for D iff for any ground 
term C, t ED iff g(t) has refutation w.r.t. P. 0 
Definition 3.21 (m(F, P)). For a logic program P and a goal 9, let rn(g, P> be the 
minimum length of all the refutations for B w.r.t. P. Let rnC9, P) = CO if g has 
no refutation w.r.t. P. Cl 
Using Propositions 3.6 and 3.7, we may establish certain basic properties of m. 
Proposition 3.12. For any atom G, goal Y = (G,, G,, . . . , GJ, and logic program P, 
l m(S, P) 2 CF= ,m(Gt, P), and 
l m(G,P) 
= mfn(F: F is an instance of G) m(F, P> 
= mLn(F: F is (1 ground instance of G) m(F, P). 0 
Now, we come to the result we alluded to in the opening remarks of this section. 
We first recall what is surely a familiar notion. 
Definition 3.13 (Recursive Programs). Let P be a program and 9’ a set of relation 
symbols. We define an associated set of relation symbols cl”(P, 9) for n E o 
inductively by: 
1. cl’(P, 9) is the set of all relation symbols q such that there is a clause in P 
whose head contains a member of 9 and whose body contains q. 
2. cl”+l(P, 9) = ClYP, 9)U clO(P, clYP,9)). 
We define the closure of 9’ with respect to P to be 
cl(P,9) = u cl”(P,9). 
llEW 
(Note that, since P is finite, the union in the definition of closure is really always 
of a finite number of distinct sets. If 9 is a singleton we omit the set brackets.) 
A program P is recursive if there is a predicate symbol q occurring in P such 
that q E cl( P, q). 0 
Theorem 3.14. Let D be a data-type. The following are equivalent: 
1) D is finitely-generated. 
2) There is a nonrecursive program P and relation symbol g such that (P, g) is a 
recognizer for D. 
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3) There is a program P, relation symbol g, and a fixed natural number n such that 
a) (P, g) is a recognizer for D, and b) for each t ED, every refictation of g(t) 
w.r.t. P is of length at most n. 
4) There is a program P, relation symbol g, and a fixed natural number n such that 
a) (P, g) is a recognizerfor D, and b) for each t ED, m&(t), P) 5 n. 0 
PROOF. 1) 3 2) is straightforward using a program whose clauses are bodyless and 
come directly from the terms used in the finite representation of D. 
2) =j 3). Fix the program P and assume the body of every clause of P contains 
at most b atoms. We first consider the special case in which b I 1. For any atom a, 
define r(a) = Icl(P, a)l. Then, in every step of a refutation of g(t) w.r.t. P, the goal 
consists of at most one atom, and moreover, if i 2 1, a, is the atom at the ith step, 
then r(ai) < y(ai_,). We may therefore choose y(g(X)) for n, where X is any 
variable. 
The case for b 2 2 is a bit more complicated. Now, we will replace y by another 
measure p. We first define &a) = (b + 1) Ic'(P,n)l for atoms a, and then for a goal 
5Y = a,, a2,. . . , ak, we define ~(55’) = p(a,) + u(az) + e-e + u(ak). Then, in any refu- 
tation w.r.t. P, if i 2 1 and 5Yi is the goal at the ith step, it is clear that 
p(gi_,) - p(5YJ 2 1 since an atom a with, say, u(a) = (b + l>P for some p is 
replaced by at most b atoms a’ with p(a’) -< (b + l)P-’ for each of these, and the 
value of p does not change on the new substitution instances of the remaining 
atoms. Now, we may choose n = p(g(X)). (A different counting argument would 
yield the bound of 1 + b + b2 + *.- + bY(rCx))- ‘.) 
3) * 4). Immediate. 
4) * 1). Given t ED, first select some refutation of g(t) of length at most II 
w.r.t. P. Next, by Proposition 3.901, there is a relevant variables-separated refuta- 
tion of g(X) w.r.t. P with length at most n that covers the original refutation. 
Clearly, there are only finitely many, say h, distinct relevant variables-separated 
refutations of g(X) of length at most n up to clause-equivalence, and by Proposi- 
tion 3.9(2), up to answer-equivalence. Let the computed answer substitutions for 
these refutations be (+i, u2,. . . , nh. We claim D = ground(X”1) U ground(X”*) 
U --- u ground(Xq). That D sground(X”1) U ground(X”2) U a** U ground(XUh) 
follows from our hypothesis that (p, g) is a recognizer for D and Proposition 3.7. 
The reverse inclusion follows immediately from the construction and Proposition 
3.6. Q.E.D. 
4. AN ASYMPTOTIC LOG(n) LOWER BOUND 
The primary objective of this section is to prove the following: 
Theorem 4.1 (log(n) Lower Bound). Let D be an infinite discrete data-type. Suppose P 
is a logic program with p clauses, and (P, g) is a recognizer for D. Then for any 
infinite sequence of distinct elements in D, say Cd,, d,, . . . 1, there exist infinitely 
many n such that m(g(d,), P) > log,(n) - 1. 0 
The above result might be described as weak in the sense of being asymptotic 
and applying to data-types rather than to individual goals. Later, in Corollary 6.10, 
we will prove a more interesting elementwise result that will give a lower bound on 
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the length of refutations of g(t) based on the syntactic structures of t and P. It will 
apply to all terms t without exception. Actually, that result could be used to obtain 
a result similar to Theorem 4.1. However, the logarithm obtained in that way would 
be to a different base, reflecting the different approaches involved in the proofs. 
The idea behind the current proof is to count the number of “distinct relevant 
refutations.” 
Theorem 4.1 will follow easily from three lemmas. The first lemma resembles 
Proposition 3.9(2), but omits the condition of variables-separated. The second 
lemma states a simple fact about the number of different nonclause-equivalent 
leftmost refutations of a fixed length. The third lemma points out an asymptotic 
lower bound for injections of the set of natural numbers into itself. This last is 
purely combinatorial, very simple, and probably not new. 
Lemma 4.2. Let D be an infinite discrete data-type. Suppose P is a logic program, g is 
a unary relation Jymbol, and (t:t is a ground term and g(t) E meaning(P)) G D. 
Then 
1) for every computed answer substitution u for any refutation of g(X) w.r.t. P, 
u(X) is ground, and 
2) if two refutations for g(X) w.r.t. P are clause-equivalent, then they are answer- 
equivalent. Cl 
PROOF. For l), let u be a computed answer substitution for g(X) w.r.t. P. Then 
supp(a) c {Xl, and Proposition 3.7 implies that ground(g(X”)) ~meaning(P), and 
thus ground(X”) c D. But ground(X”) is elementary and D is discrete, so 
ground(X”) is finite. Since D is infinite, there are infinitely many distinct ground 
terms. This implies that X” is a ground term. 
For 21, let ~=(~c,LT,l,m)) and y=(gc;o,7,j,m) be two clause-equivalent refuta- 
tions for g(X) w.r.t. P. 
Let E1,Ez,..., E, be variants of C,, C,, . . . , C’,, respectively, such that for every 
i= 1,2 ,*.*, m, 
uars(E,)nvars(&,% ,..., ~_1,C1,C2,...,Ci-1,(+1,(T2, . . . . a,_,)=0, 
vars(Ei) nvars(go,g, ,..., .F:.~,D1,D~ ,..., Di-1,71,72 ,..., Ti_1) =0, 
and 
uars(Ei) nvars(E,,E,,...,Ei_l) =0. 
Then by Proposition 3.6, there is a relevant refutation for g(X) w.r.t. P, 
%I = (El.71.jl) =W, = (E2,q2,j2) ‘% **’ *(E 7 j ) -%I, ms m, m 
and substitutions y and 6 such that 
(g(x))V2...% = (g(x))w12...%Y 
and 
( g( q)T172~.~Tm = ( g( x))~l’/2~~~Tm8~ 
From l>, all (g(X))uLuz~~~(Tm, g(X>>T172~.~7m, and (g(X))111)z.,.9m are ground. This 
implies (g(X))“l”Z...“m = (g(X))q11)2...vm = (g(X>)71’z...‘m, and so refutations 9 
and Fare answer-equivalent. Q.E.D. 
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The following lemma follows easily by direct counting. 
Lemma 4.3. Suppose the logic program P has p clauses. Then any goal G has at most 
p” nonclause-equinalent leftmost refutations of length exactly n. q 
Lemma 4.4. For any l-l function f from {l, 2,. . . ) to {1,2,. . . 1, there exist infinitely 
many n such that f(n) 2 n. q 
PROOF. If not, there exists A4 E {1,2,. . . } such that for every n 2 M, f(n) < n. Since 
f is l-l on I&2,...}, and since f(M) <M, there is some x1 < A4 such that 
f(x,) 2 M. Choose any M, > f(x,). Since M, > M, f(M,) <Ml and there is some 
x2 ZX, such that x2 <M, and f(xz) zM1. Since x2 <fbJ, we must have x2 <Al. 
Continuing in this way, we could produce infinitely many distinct natural numbers 
less than M, which is, of course, impossible. Q.E.D. 
We give a finite version before proving Theorem 4.1. 
Theorem 4.5 ti Finite Version). Let D be an infinite discrete data-type. Suppose P is a 
logic program with p clauses, and (P, g) is a recognizer for D. Suppose ID’ I = n. 
Then for some d ED’, m(g(d), P) 2 llog,(n)l. 0 
PROOF. Suppose LY L D, or else this is trivially true. Fix some d E D’. First, using 
the Switching Lemma 16, Lemma 9.11, there is a leftmost refutation of g(d) w.r.t. P 
of length m(g(d), P). Next, by Proposition 3.6, there exists a leftmost refutation, 
Y& for g(X) such that length(Yti) = m(g(d), P), and if qd is the computed answer 
substitution for Y& then for some substitution yd, g(d) = (g(X))QYd. By Lemma 
4.2(l), nJX) is ground, and thus qti = IX w d}. By Lemma 4.2(2), for distinct d, 
d’ ED’, Yd and Y$ are not clause-equivalent. This implies, using Lemma 4.3, that 
for every k, there are at most pk distinct d ED’ with m(g(d), P) = k. 
Notice that we may assume p > 1 since if P has only one clause, it cannot have 
a body unless D = 0, and the result is clear. In that case, there can be at most 
p +p* + a.* -tpk <p k+ld ED’ with m(g(d), P) 5 k for any k. Therefore, for some 
d ED’, m(g(d), P> 2 1logJn)l. Q.E.D. 
PROOF OF THEOREM 4.1. Now let d,, d,, . . . , d,, . . . , be a sequence of distinct 
elements of D. Using Theorem 4.5, define a function f from {1,2,. . .I to {1,2,. . .I 
by f(n) = i, <pl’ogJn)J+l where i, is the least k 2 llog,(n)l such that m(g(di), P) 
2 [log,(n)] > log,(n) - 1. Now, f is l-l, so by Lemma 4.4, there are infinitely 
many n such that f(n) 2 n, whence there are infinitely many n such that 
m(g(d,), P) > log,(n) - 1. Q.E.D. 
One might at first think that Theorem 4.1 could be strengthened so that 
“infinitely many” is replaced by “all but finitely many.” However, a little thought 
shows that this is impossible in general since D might happen to be enumerated in 
an unfavorable order. There is a quite general argument to show this. Let D be 
enumerated as (e,, e2,. . .), let h: D + o, and let lj = h(ej). (In our case, h(e) = 
m(g(e), P).) Let us tix some L: w + o with unbounded range, and try to rearrange 
the ei above via a permutation q of the positive integers so that for infinitely many 
i, l,(i, <L(i). (In our case, L(i) = log,(i) - 1.) We temporarily hold e, aside, and 
let q(n) =n + 1 for all n below some Ni such that L(N,) > I,. We then let 
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q(N,) = 1. Next, we hold out eN,+l as before, and let q(n) = IZ + 1 for all II below 
some N2 such that L(N,) > I,,. We then let q(N,) = M,. It should be clear that we 
could continue in this way. 
In the course of proving Theorem 4.1, we have implicitly proved another 
somewhat simpler result that does not involve most of the combinatorics. 
Theorem 4.6. Suppose P is a logic program with p clauses and g is a relation symbol. 
Assume, as usual, that the underlying language contains infinite& many symbols. 
Then 1) * 2) 3 3) * 4) * 5) * 6). 
1) {g(t): t is a term} n meaning(P) is finite. 
2) {g(t): t is a term} (‘I meaning(P) involves only finitely many symbols. 
3) (t:t is a term and g(t) E meaning(P)} is discrete. 
4) For each computed answer substitution u for g(X) w.r.t. P, u(X) is ground. 
5) For each natural number n, I(t:t is ground and g(t) has a refutation w.r.t. P of 
length n)l 5~“. 
6) For each natural number n, I{t:t is ground and g(t) has a refutation w.r.t. P of 
length <n}l <p”+‘. q 
We next give a result which says that if a discrete data-type has a recognizer, 
then the terms of that data-type must be constructed from a fixed finite set of 
symbols. 
Theorem 4.7. Let D be a discrete data-type which has a recognizer (P, g). Then the 
terms of D are formed from a finite set of symbols, in particular, ffom symbols 
appearing in P. q 
PROOF. Let t ED. Using Proposition 3.6, starting with a refutation for g(t) w.r.t. 
P, we obtain a refutation w.r.t. P for g(X) with mgus 7,, T*, . . . , T, such that for 
some substitution CY, g(t) = (g(X))7172...7m01. Let f =X’l’*...‘m. Using Proposition 
3.7, g(f) has an empty refutation w.r.t. P and ground( f > c D. Since D is discrete, 
f must be ground, and so f = t. Since TV, r2,. . . , 7m are mgus, then by Proposition 
3.3, f involves only function and constant symbols from P. Q.E.D. 
5. A SPECIAL LINEAR LOWER BOUND 
The objective of this section is to prove another simple lower bound result, 
Theorem 5.8. While Theorem 4.1 was purely asymptotic, this result will apply 
elementwise. It will require a very special condition on the logic program P, but no 
need to consider an infinite discrete data-type. Later, using a different argument, 
we will generalize this result to apply to arbitrary logic programs. 
Theorem 5.8 will be obtained from the following quite general principle, which 
does not even mention logic programming. To relate that statement to logic 
programming, think of the A and Ais as goals in a refutation, the function u as 
giving some measure of the size of a goal, and the function s as giving some 
measure of some associated refutations, e.g., the length of the shortest refutation. 
The idea is to exchange a goal for other goals in such a way that the total measure 
of size can only go down a fixed amount c, while the measure of the associated 
refutations for the individual new goals combine to give an associated refutation 
for the compound goal with appropriate measure. The main idea will be that for a 
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certain class of programs, the size of the goals in the refutation can only decrease 
by at most some fixed amount at each step, and so a big goal requires a long 
refutation. 
Proposition 5.1 kl Linear Lower Bound Principle). For any set 9, if u and s are 
functions from 9 to w = {0,1,2,. . .}, c 2 1, and every A ~9, there exist 
A,,Az,..., A,, ~9, n 2 0, such that the following two conditions are satisfied: 
u(A) su(AI) +u(AZ) + *-- +u(A,) +c, 
s(A) >s(A,) +s(AZ) + -a. +s(A,) + 1, 
then for every A ~9, s(A) 2 u(A)/c. 0 
PROOF. By induction on s(A). By the second condition, s(B) 2 1 for any B. If 
s(A) = 1, then n = 0, u(A) I c, and so s(A) 2 u(A)/c. If s(A) > 1, then by 
induction, 
s(A) >s(A,) +s(A2) + 0.. +s(A,) + 1 
2 u( A,)/c + u( A,)/c *-a +u( A,)/c + 1 
= (u( A,) + u( AZ) + -0. +u( A,) + c)/c 
2 u( A)/c. Q.E.D 
We will restrict ourselves to using the length of shortest refutation as s. We will 
mention two choices for u that will work under special conditions on P. It is likely 
that Proposition 5.1 could also be applied on an ad hoc basis in particular 
situations. With this in mind, we recall some familiar concepts. The precise 
definitions we use here are tailored for our immediate needs. 
Dejinition 5.2 (Depth and Number of Subterms). Let t be a simple expression. If t is 
a variable, then depth(t) = 0. If t is a constant symbol, then depth(t) = 1. If 
t =f(t 1,. . . , t,) for some function symbol f, then 
depth(t) =m~(i=1,2,...,,~depth(ti) + 1. 
If t =& , . . . , t,) for some relation symbol g, then 
deprh( r) = ma(i = I, 2.. , .,&W ti) . 
For simple expressions t,, t,, . . . , t, (n 2 11, we use the notation 
depth(t,,t,,..., t,) =depth((t,,t,,...,t,)) =max(i=l,*,...,,~depth(ti). 
Every term t is a subterm of t, and if t = f(tl, t,, . . . , t,), then every subterm of 
each ti is also a subterm of t. The subterms of the atom g(tl, t,, . . . , t,) are the 
subterms of the ti. Let subterms be the set of all subterms of t and let u(t) be 
the number of distinct subterms of t which are not variables. Let 
u(t) = min, m is a substitution~lsubterms(t “) 17 
EL(tl,t2,..., tn> = /.@lJ2,...JJ) 
= min (u is a substitution) ( u subterms( tiu) . 
i=1,2 ,...,n I 
El 
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Our definition of depth differs somewhat from some other definitions, even from 
the one used in [4], in the way it distinguishes between variables and constant 
symbols, and between function symbols and relation symbols. This is done to 
give the sharpest bounds in the current setting. Using these notions, clearly, 
depth(t) I v(t) 5 ~0) I lsubterms(t)l, and p(tl, t,, . . . , t,> I Xi= 1,2 ,___, np(ti)* The 
reader should convince himself that it follows easily from the definitions that 
depth and p interact with substitutions in the following manner. 
Lemma 5.3 (Elementary Properties of depth and ~1. For any simple expression t and 
substitution CT, 
l depth(t) 5 depth(t”) I depth(t) + depth((supp(a) n vars(t)Y), 
l p.(t) 5 p.(t”> I v(t) + pw((supp((~) fl uars(t>Y). 0 
In order to anticipate the purpose of the next lemma, think of the sis as the 
atoms in the body of a program clause. The proof is straightforward. 
Lemma 5.4 (depth and p After Unijication). Suppose CT is a unifier of simple 
expressions s and t. If sl, s2,. . . , s, (n 2 0) are simple expressions such that 
u&s) c U , = 1,2,...,.uadsi), then 
l depth(t) I depth(t”) = depth(s”) I depth(s) + depth&?) (for some i) I 
depth(s) + Xi= 1, 2,. , ,, d@G’ I7 
l PCt> I pCtw) = mu 5 v(s) + Ci=1,*,,..,j pCsf>. q 
Given the condition on variables in Lemma 5.4, we are motivated to consider 
the following special class of programs. 
Definition 5.5 (Range Restricted) [2, p. 4411. A clause is range restricted if every 
variable in the head appears in its body. A logic program is range restricted iff all 
its clauses are. 0 
Dejnition 5.6 (d,(P) and v,(P)). Suppose P is a logic program. Let 
d,(P)=max (H. H is the head of a clause in P) depth(H), 
v,(P)=max {H. H is the head of a clause in I’) v(H). 0 
For range restricted programs, we may now obtain just the conditions we need 
to apply Proposition 5.1. The first part follows from Proposition 3.12, while the 
second and third follow from Proposition 5.4. 
Lemma 5.7 (m(G, P) and depth, p). Suppose P is a range restricted logic program. 
Then for any refutable atom G w.r.t. P, there are atoms G,,G,, . . . ,G,, (n r 0) 
such that 
l m(G, P> 2 m(G,, P> + m(G,, PI + --- +m(G,, P> + 1, 
l depth(G) <d,,(P) + ci=1,2,,,,,,depth(Gi), and 
l p(G) I v,(P) + Ci_1,2,,,,,n p(Gi). q 
Now applying Proposition 5.1, where we interpret u(G) by m(G, P), and s 
alternately by depth and ,x, Proposition 5.7 allows us to reach the objective of the 
section. 
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Theorem 5.8 (Special Linear Lower Bounds). Suppose P is a range restricted logic 
program and meaning(P) # 0. Then neither d,,(P) nor u,(P) is 0, and for any 
atom G, we have 
l m(G, P) 2 depth(G)/d,(P), 
l m(G, PI 2 p(G)/vO(P). 0 
The above lower bounds hold just as well if G is a compound goal rather than an 
atom. 
In Section 1, we mentioned two additional computation features, the use of 
assert and related statements in Prolog, and general unification, under which our 
lower bound results would not hold. We now mention another feature which could 
be added to the model of computation without altering the lower bound. 
As specified in Definition 3.4, derivations have the property that multiple 
occurrences of the same subgoal must be handled separately. For example, con- 
sider the following somewhat silly but instructive logic program: 
For the above program, a refutation of g(s”(0)) has order 2” steps. However, it 
is easy to see that these exponentially long refutations are repeating work. This 
repeated work can be avoided if we allow “factoring steps” in derivations. Consider 
a goal (F1,F2,..., FJ. A derivation step, as specified in Definition 3.4, transforms 
this goal to a new goal by unifying one of the subgoals 4 with a head of a clause in 
the program, and then replacing 4 by the body of the clause (with appropriate 
applications of a unifying substitution). Derivations can be shortened by also 
allowing derivation steps which collapse unifiable subgoals into a single goal. The 
subgoal (F, ,..., T._l,Qc+l ,..., F,) can be transformed to (F,, F2,. . . , Fj_ 1, 
&I,..., F,)” where (+ is a unifier of 5 and F,,. Factoring steps are essentially 
applications of the factoring rule in resolution theorem proving. The example 
program given above is a case in which derivations that allow factoring steps can be 
exponentially shorter than derivations of the same formulas where factoring steps 
are not allowed. 
Notice that Theorem 5.8 would hold even if we allowed factoring steps without 
even charging for them in the definition of m(G, P). This is clear since factoring 
steps do not reduce either depth(G) or p(G). Although a similar phenomenon 
should hold for the results covered in the remainder of the paper, we will not 
pursue this further. 
6. A GENERAL LINEAR LOWER BOUND 
The work in this section will lead to the following lower bound: 
Theorem 6.1 (Linear Lower Bound). Suppose D is an infinite discrete data-type and 
(P, r) is a recognizer for D. Then for every t ED, every refutation for r(t) w.r.t. P 
has length at least Isubtems(t)I/vI(P). •I 
The new constant, v,(P), analogous to Y,(P), is defined as follows: 
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Dejinition 6.2 (v(C) and v,(P)). Suppose P is a logic program and C is a clause in 
P. Let 
v(C) = I( A: A is not a variable but is a subterm of an atom in C}l 
and 
.Itp> =mar(C:CisaclauseinP)Y(C). •l 
It is possible to use Theorem 6.1 to obtain a result analogous to Theorem 4.1. 
However, it would naturally give a logarithm of base related to the number of 
symbols in D and their arities, rather than of base equal to the number of clauses 
in P. 
Theorem 6.1 will be derived as a corollary to Corollary 6.10, which we call the 
“Generalized Linear Lower Bound Result” since, unlike Theorem 5.8, this result 
applies to arbitrary programs, and since the conclusion now involves two possibili- 
ties. The proof of Theorem 4.1 depended on counting possible refutations. The 
proof of Theorem 5.8 compared the length of a refutation to the potentially 
decreasing size of the goals at each step. The idea behind the proof of Theorem 
6.9, from which Corollary 6.10 is, in turn, derived, although quite intuitive, is a bit 
more subtle. Some preparation might be helpful. 
Recall our initial example, the data-type D = {s”(O): n = 0, 1, . . .). Suppose that 
(P, g(X)) is a recognizer for D. Since changing any of the symbols of s”(O) could 
remove the term from D, any refutation of g(s”(0)) must be somehow sensitive to 
each symbol of s”(O). It is reminiscent of a Turing machine having to read every 
square of its input. In that case, the Turing machine would require at least linear 
time to run. Once we have settled upon a suitable notion of “read,” this conse- 
quence works analogously for logic programming. It will be true that, in some 
sense, the program can only read some fixed amount of s”(O) at each step of a 
refutation. This, of course, depends upon the use of pure logic programming, as 
pointed out in the example in Section 1 that involves assert statements. To 
appreciate that an appropriate notion of “reading” is not as obvious as it might 
seem, consider the following example of a program P,, and relation symbol g to 
recognize the data-type E = {f(a, a): a ED}: 
r(O) ’ 
r(s(X)) :- r(X). 
g(f(X, X)) :- r(X). 
While applications of the first two clauses would seem to “read” only one symbol at 
a time, the third clause seems to “scan” all the way to the bottom of its input in 
order to check that the two arguments to f are the same. This might appear to be a 
serious counterexample to our original intuition, but, in fact, can be overcome 
without difficulty. 
Once we have decided on the notion of “read,” the basic argument will be 
rather simple and can be summarized briefly in a few sentences. In a sufficiently 
“short” refutation, not all the input can be “read.” Therefore, if we change the 
input slightly, in just the right place in the initial goal, the resulting goal would also 
have a refutation w.r.t. the same program, and this would be a contradiction. We 
capture the process of modifying goals and clauses in the next definition. 
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Given a function (Y from terms to terms, we will first define the “graft of a 
simple expression t by (Y” to be the simple expression obtained by replacing every 
subterm of t that appears in the domain of (Y by its (Y image value in a top-down 
fashion as below. 
Definition 6.3 (Graft). A grafifinction if a function from a set of terms to a set of 
terms. For a simple expression A and a graft function LY, let 
if AEdom(a) 
if otherwise and Isubterms( A) I= 1 
f(A&AF,...,Ac) if otherwise and A =f( A,, A,, . . . , Ak). 
Similarly, if u is a substitution, then let dom(cr ;*) = dam(a), and for all 
XE dom(oi”), crqx> = (a(X)Y. q 
So, if (Y = {s(O) c, 1,O r--, 2}, then (f(0, s(s(O))));* =f(2, s(l)>. In the current pa- 
per, we will consider only grafting functions whose domain consists of a single 
ground term. The following condition will be used to locate where to make the 
modification. 
Definition 6.4 (Cti, (+, a)). For a simple expression A, a substitution (+, and a graft 
function (Y, we define C(A, u, cu) to be true iff for every nonvariable subterm B 
of A,B”Edom(a). 0 
Lemma 6.5 (Distributivity of Graft). Let (Y = {to * t,} be a graft function, A a simple 
expression, and u a substitution. Zf t, is ground and uars(t,) n supp(cr> = 0, then 
1) ifA is a ground, then (A”);* = (A;“)“‘- = A;” and 
2) if C(A, u, cu) holds, then (A”);” = (A;“)“‘” =A”‘m. •I 
PROOF. For l), suppose A is ground. Then, clearly, (A”);” = (A;” )“‘“. Since 
vars(A;“) n dom(a’“) c uars(t,) n dom(c+) = 0, (A;*)“‘” = A+. This implies 
(A”);” = (AX)+ =A;“. 
For 2), suppose C(A, (+, a) holds. We prove the given equations by induction on 
the structure of A. 
l If A is a constant, 
then by l), (A”);” = (A;“)“‘” =A;“. Notice that C(A, u, a) implies A Z t,. 
This implies A;” = A = A”‘“, which implies (Au)ia = (A;“)“‘” =Auia. 
l If A is a variable, 
then, clearly, ( A;rr)U’a = A”‘“. 
-if A~dom(cr), then (A”);” =(a(A)>;” and (A;LI)(T’u=Au’n=((+(A))‘~. 
So, (A”);” = (A;U)+* =A”‘“_ 
-if i4 6 dam(o), then since t, is ground, we have (A”);” = A;* = A. Also, 
(A;U)U+ = A”- =A. Therefore, (A”);” = (A;“)“‘” =Auin. 
l Otherwise, 
A=f(A,,A,,..., A,) for some terms A,, A,, . . . , A, with m 2 1. If A = t,, 
then (A”);” =Aia = t, since t, is ground, while (A;*)“‘” = tP’= = t, since 
LOWER BOUNDS FOR LENGTHS OF REFUTATIONS 51 
u&t,) n supp( u ) = 0. Now, if A # t,, since C( A, V, (Y > holds, we also have 
A” # 1,. This implies 
(A”);“=(f(AP,A;,... ,A”,));“=f((AP);L1,(A~);n,...,(A~);”) 
and 
(A;“)“-= (f(A;“,...,A,“))“‘a=f((A~)u:a,...,(A~)~’~). 
Since C(A, u, (Y) implies CM,, V, a) for each i, by the induction hypothesis, 
we have (A;);” = (A;“)“‘a =APku. This implies (A”);” = (Aia)w’m =A”‘* = 
&4;-, . . .) /I;-‘). Q.E.D. 
Lemma 6.6 (Graft on Ground SLD-Detivation Steps). Assume the following condi- 
tions are satisfied: 
l q-1 *(C,,w,,j,) - gi is an unrestricted SLD-derivation, with Ci = H, :- 
B Bk,, 1,“‘, 
l both Z?_, and Fi are ground, 
. (Y = It, * tl} is a graft function, 
l t, is a ground term and t, is a term such that vars(t,) n supp(~~i> = 0, 
l C(Hi,Crir(Y),C(B1,cri,a),...,C(Bk,,ai,a) hold> 
then Fill j (c,, m:=, j,) =j gi+ is an unrestricted SLD-derivation. •I 
PROOF. Let 5i_l = (G,,G, ,..., GJ and let the j,th element of gi_l be A. By 
Lemma 6.5, we have 
(A;“)“‘- = (A”)‘” = (Hi”);” = (Hi;“) V(-a = HF.-. 
This implies that aiia is a unifier of A;* and Hi. It remains to show that 
(Gp))“t= = (Gz);a for all k # ji and (BT);” = BF’* for j = 1,. . . , ki. But this is clear, 
again by Lemma 6.5, using the hypothesis that gi is ground for the first, and that 
C(B,,ai,cr),...,C(Bk,, gi, a> hold for the second. Q.E.D. 
This easily implies the following: 
Lemma 6.7 (Graft on Ground SLD-Derivations). Let 
~o~~C1,~,,l~~~l~(C*,02,1~~~2~~~ -(c,,l&J)*% 
be an unre@icted SLD-derivation with Ci = Hi :- B,,, . . . , B,,, i = 1,2,. . . , m such 
that the following conditions are satisjied: 
l 2Fi is ground for every i, 
. cx = It, e tl} is a grafl function, 
l t, is ground and uars(t,) f~ supp(a,) = 0for i = 1,. . . , m, 
l C(Hi,~~,(Y),C(B:,ai,a),..., 
Then 
C(BLi, Ui, (Y> for i = 1,. . . ,m. 
qy ==I (c,,c>*,j,) =j LFi” - (c*,(Tis,j2) =+ Fa -** 
1 2 -Cc ,,u+fi,j,) agZ 
is an empty unrestricted refutation. q 
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Following up on our earlier discussion, we think of all the terms B”, where B is 
a nonvariable subterm in the clause Ci, as being “read” during the ith resolution 
step in the derivation. It is just those terms that we must avoid when we do the 
graft. 
In order to exploit Lemma 6.7, we need a more general form of the Restricting 
Proposition, Proposition 3.7, which is used in its proof. Details are available in [31. 
Lemma 6.8 (Restricting Lemma for SLD-Derivations). Suppose B is a goal, P is a 
logic program, o! is a substitution, and I%? has an unrestricted SLD-derivation 
[?o,7,i,mj) w.r.t. P. Let f3, = T~T~+~ . .. ~a for every i=1,2 ,..., m. Zf 0, is 
idempotent for every i, then 
Sq”l * (o,, e,,j,) * gle2 * (D2,Bz.j2)ay2!3”* *(D 0 j )*‘%G #It, #II? m 
is an empty unrestricted SLDdetivation for 37’1 w.r.t. P. Cl 
Theorem 6.9 (Main theorem). Let P be a logic program, G a ground atom, and 
[qC, ~.i.mJ an unrestricted SLDdetivation for G w.r.t. P. Suppose t, is any term 
such that vat&,) n supp(ui> = 0, for i = 1,. . . , m. Let 9 be a set of ground terms 
occurring in G. Zf m < lYl/v,(P>, then there exist , EY such that if (Y = {to ++ tI), 
then there exists an empty unrestricted SLDdetivation [q,-, 7, j,mJ for Gin. More- 
over, if g,,, = ( ), then S, = ( 1. •I 
PROOF. Let a be a constant symbol, and let u = IX-, a: X E varsW~c,~,j,m,)). 
Define substitutions f3i = uiui+ , . . . u,u. Using Proposition 3.1, we can see that 0, 
is idempotent for every i. Let O,,,, 1 = u. This implies, by Lemma 6.8, that 
(G) =%? j(c,,8,,1)=$~~j(c2,e*,1)=j~~ *** =%,,B,,1)~~f2+1 
is an unrestricted SLD-derivation for 93. Furthermore, every 2Yiei+l is ground. For 
each i = 1 , . . . , m, let Si = (O&4): A is a nonvariable subterm of a term occurring 
in CJ. Then &I I y(Ci) I v,(P). Since lfi > m X v,(P) 2 C,I9,Iz IU i.&@iI, there 
exists t, ~9, and hence a ground subterm of G, such that t, CZ U i~i. Let 
a = {{to - tl}. Then the conditions C(H,, a;,, o)),C(BIi, a,, o),C(Bki, ui, o) hold for 
every i= l,..., m. By Lemma 6.7, 
(G;“) *(c,,e,,l) =$ (g?);O1 =(cz,e,,u 3 (K?);” -.- ~(c,,B,,,,I) * (%m+l>‘a 
is an empty unrestricted SLD-derivation for G;“. Clearly, if 2?,,, = ( ), then 
@?2+l);u = ( ). Q.E.D. 
Those who persevered through [41 should notice an important difference in the 
way the graft was done. In [4], we picked an appropriate t, a priori, and, with a 
great deal of effort, showed by induction on the length of the derivation that the 
graft would work as desired. In the approach here, we look ahead, and just by 
counting up the terms that are “read” in the course of the derivation, we are able 
to pick, a posterion’, a t, that will work. 
We state the most interesting special case of Theorem 6.9. 
Corollaty 6.10 (Generalized Linear Lower Bound Result). Let P be a logic program, G 
a ground atom, and (gcc,c,j,,,) an unrestricted refutation for G. w.r.t. P. Zf 
m < Jsubtenns(G)J/v,(P), then there exist a subterm t, of G and a van’able Z not 
in g(C,m,j,m) such that if cx = {to HZ), then there exists an empty unrestricted 
refutation (~c, 7,j, ,> for GFa. •I 
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Theorem 5.8 tells us that a certain lower bound is always in effect for the special 
class of range restricted programs. Corollary 6.10 tells us that either the lower 
bound applies or a strict generalization of the goal has an empty refutation. With 
range restricted programs, there can be no bodyless clauses with variables, and the 
second alternative could clearly not occur. Notice also that the constant v,(P) in 
Corollary 6.10 is, in general, larger than v,(P) in Theorem 5.8, and so the bound is 
weaker. 
Still another difference is that Theorem 6.10 is restricted to ground atoms, while 
Theorem 5.8 is not. Actually, with a little care, we can state a version of Theorem 
6.9 for nonground atoms. Notice first that if the given atom contains a variable, 
that variable will, in general, become instantiated in the course of a derivation, so 
one cannot expect to find an empty derivation of a generalization of the original 
atom. We give two generalizations, one that applies in general, and one for the 
special case in which the original atom just happens to have an empty derivation. 
Corollary 6.11. Let P be a logic program, G an atom, and [ .!Y&-, (r, j, ,,,,I an unrestricted 
SLD-deriuation for G w.r.t. P. Let 9 be a set of ground terms occurring in G. Zf 
m < 19’l/vl(P), then there exist an instance F of G, t, ~9 and a variable Z not in 
[??cC,g,j,mJ such that if (Y = {to - Z}, then there e&s an empty unrestricted 
SLD-derivation [9&, ,, j, ,,,) 1 for F+. Moreover, if .I?* = ( ), then S, = ( ). q 
PROOF. First apply Proposition 3.7 to obtain a derivation of a ground instance H 
of G. Then apply Theorem 6.9 to the new derivation. Q.E.D. 
Our proof of the second result is a bit more complicated, and requires an 
additional lemma that may be of some independent interest. 
Lemma 6.12. Suppose P is a logic program and A, B are ground instances of a 
nonground atom G such that for some ground substitutions cy and p, either (Y or p 
is l-l, A = G”, B = GB, supp(a) = supp( fi) = uars(G), and a(X) # /3(X) for 
every X E vars(G). If A has an unrestricted erivation. 
w.r.t. P and B has an unrestricted erivation 
w.r.t. P, then G has an empty derivation 
w.r.t. P for any D,, D,, . . . , D,,,, variants of C,, C,, . . . , C, satisfying 
uars(Di)nuars((&),(9),G,D1,D2 ,..., Di_l)=O, 
and some a,, S,, . . . ,a,,,. q 
PROOF. Suppose S and B have unrestricted derivations as above, (~4 and (S’>, 
respectively. For every i = 1,2,. . . , m, let Di be a variant of Ci such that 
vars( Di) n uars((d),(S’),G, 01, D2 ,..., Di_1) = 0. 
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Let V be the list of variables formed by uurs(G), vars(D,), uurs(D,), . . . , and 
uars(D,,,>, in that order. Let R be a relevant and idempotent mgu choice corre- 
sponding to some instance of the familiar unification algorithm presented, for 
example, in [6], which when given a choice, always picks the earlier variable on the 
list to assign to the later variable on the list. By Proposition 3.6, there exists a 
derivation 
go * (Dl,Sl,j,)aFl d(D,,Sz,jz)ag2 *" j(D 6 j )~Fm~ m, mr m 
for G with each mgu determined by R. Furthermore, there exists a substitution (Y’ 
such that 
A”~uz...mrn = G S,S*...S,a’ 
Again, by Proposition 3.6, using the separation of variables, there also exists a 
substitution p’ such that 
B’I’z .. ‘7, = G S,S,...6,fi 
Since A and B are ground atoms, we have 
G8,62...6,,,a’=A = G” 
and 
This implies that for every XE uars(G), we have X*1*2.“6ma’ = a(X) and 
Xs162~~.sma’ = p(X). Since a(X) # p(X), Xslsz...sm must be a variable. Note that, 
because of our mgu choice for SIs, if uars(G) = (XI, X2,. . ., X,> (I 2 11, then 
V=(X,,X, )..., x, )... >. Furthermore, for every 1 I i 5 r, 1 2 j I m, (X$ =X,, for 
some 1 5 ci 5 i. This implies that for every 1 <i 5 T,(X~)‘~‘~“~‘~ =X, for some 
1 Ed, 5 i. Also note that either (Y or p is l-l. This implies that (Xi)61sz.“6~ Z
Cxj> 
s,s,...Ls, for every 1 I i #j 5 r. This further implies that d, # dj for every 
1 I i #j I r, and thus d, = i for every i. This proves that the above derivation for 
G is an empty refutation. Q.E.D. 
Corollary 6.13. Let P be a logic program, G an atom, and [.Y~c, ~, j,m,] an empty 
unrestricted SLD-derivation for G w.r.t. P. Let 9 be a set of ground terms 
occum’ng in G. Zf m < 191/vI(P>, then there exist to ~27 and a variable Z not in 
g(c> 1 ~ j,mj such that if (Y = {to e Z}, then there exists an empty SLD-derivation 
[qc,., j,mJ for G;“. Moreover, if YT,,, = ( 1, then 9, = ( 1. q 
PROOF. First, for each variable Xi in G, select two new constant symbols ci and di 
so that these are all different from one another and from any constants appearing 
in [s(;C,cr,j,m) I. Next, since [F(c,,,j,ml ] is an empty unrestricted derivation, we can 
apply Proposition 3.7 to obtain a new unrestricted derivation in which the variables 
Xi are replaced by the constant symbols ci. Clearly, by replacing the ci by the di, 
respectively, we obtain another unrestricted derivation. Now, we apply Theorem 6.9 
to the first of these, choosing the new variable Z to be distinct from all the Xi as 
well. Notice that the graft will leave the cis untouched. Clearly, doing the same 
graft on the derivation involving the dis will also give an unrestricted derivation, 
and obviously, the initial goal of the second can still be obtained from the initial 
goal of the first by switching the cis to the d,s. Now apply Lemma 6.12 to obtain 
the desired empty unrestricted derivation. Q.E.D. 
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7. ON THE LENGTH OF FAILED DERIVATIONS 
So far, we have been motivated by the question of how long a recognizer takes to 
say “yes.” We could also pose the question of how long a recognizer in pure Prolog 
for a discrete data-type would take to say “no.” Mirroring this question in pure 
Prolog seems more difficult than the first since it becomes a matter of dismissing 
all possible derivations, rather than finding one. Rather than a shortest refutation 
representing a lower bound on the steps involved in finding a refutation, to say 
“no” we have to search through all potential derivations. As a result, it seems a 
more complicated problem to approach, but there is still something rudimentary 
we can say. It seems reasonable that it should take at least as long to say “no” to a 
goal as the length of some failed derivation for it. Consider our by now familiar 
example of D = {s”(O): n = 0, 1, . , . ), and the first simple recognizer for it. It is easy 
to construct examples of very big terms, say s(f(s ‘ooo(O)>> all of whose derivations 
fail very quickly. Consequently, it is not possible to give a simple result just in 
terms of the number of subterms. Instead, we must measure the “resemblance” to 
terms in D. We will do this by taking a closer look at grafting. 
When we did a graft in the proof of Theorem 6.9, the selection of the precise 
place to graft, in particular, the choice of to, was nonconstructive. Under the 
appropriate conditions, is it possible to make the graft where we want it? By 
observing the different ways a particular term may be transformed into another 
particular term by grafting, we will see how to obtain some control over the precise 
graft used. Some examples should be helpful. In these examples, s, 0, and 1 will 
serve, as usual, as unary function symbol and constant symbols, respectively. (The 
reader is cautioned not to confuse 1 with s(O).) We will use f as a binary function 
symbol. We use n to denote a tixed but arbitrary natural number. 
Example 7.1. 
a =f(s”(O),s”(O)), b =f(~“(l),~“(l)). 
Then b can be obtained from a by the following grafts: 
ffk = {Sk(O) 4(l)}, k=O,...,n 
a!={a-b}. 
Example 7.2. 
c=f(s”(O),s”(l)). 
Then c can be obtained from a only by the graft 
p= {a-c}. 
Example 7.3. 
d =f( s”(O), 0)) e =f(s”(l),O). 
Then e can be obtained from d by the grafts 
cyk,k=l ,..., n, 
y= {d-e}. 
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Having seen these examples, we now formulate the following: 
Definition Z4 (Capture). Let t be a simple expression and t, a subterm of t. We say 
that t’ captures t, in t iff every occurrence of I, in t occurs within an occurrence 
of t’ in t. Cl 
As an example, notice that the only terms that capture 0 in f(s3(0), s(O)) are 
0, s(O), and fCs3(O>, s(O)) itself, and not s*(O) nor ~~(0). 
Definition 7.5. Let t, be a subterm of the simple expression t. Then 
9’( t, to) = {t’ : t’ is ground and t’ captures t, in t} . q 
The following is an easy consequence, and explains our interest in the notion of 
capturing. 
Proposition 7.6. Suppose t, is a subterm oft, cx = {to c-) tI), and t’ Efit, t,). Zf we 
define p = (t’ c) (t’)‘“}, then tia = tiP. 0 
Finally, as another consequence of Theorem 6.9, we then have the following 
result which says that if (P, g) is a recognizer for an infinite discrete data-type D, 
and t* “resembles” an element of D sufficiently “closely,” then g(t*) must have a 
“reasonably” long derivation w.r.t. P. 
Theorem Z 7. Let D be an infinite discrete data-type and (P, g) a recognizer for D. 
Suppose t ED and t* is such that t* = P for some CY = It,, w tI). then g(t*) has a 
deriuation w.r.t. P of length at least (13%) t&v,(P)) - 1. •I 
PROOF. Let <3(c, m,j, mj ) be a refutation of g(t), w.r.t. P. Since g(t) is ground, by 
renaming variables in the refutation if necessary, we may assume that no variable 
of t, occurs in (_!%ic , .,m,). By Theorem 6.1, m 2 Isubterms(t)l/v,(P) 2 
js”(t, t,)j/vI( P) > (Itit, $[/v,(P)) - 1. So, in particular, there exists an SLD-de- 
rivation for g(t) w.r.t. P, [F(c, o, .,,,,I, with m’ = (19(r) t&v,(P)) - 1. By Proposi- 
tion 7.6, for each term s c%‘t, t,), if we define (Y, = Is c, ~‘“1, then tiur = t*. 
Moreover, since t is ground, uars(.Fa) = uarsct,). By Theorem 6.9, there is some 
t’ ES%, to> such that g(tY”t’ = g(t* > has an empty unrestricted SLD-derivation of 
length at least m’. Q.E.D. 
8. CONCLUSIONS 
Our investigation had its original motivation in time efficiency considerations for 
Prolog programs to test membership in a given set of terms or, in our terminology, 
data-type. This was transformed, and some might argue transmogrified, into lower 
bound results for logic programming and pure Prolog. These came in two main 
types. First, results directly involving a data-type, as exemplified by Theorems 4.1 
and 6.1. This involved introducing the notions of elementary, finitely generated, 
and discrete data-types, which represent a natural way to classify data-types from 
the logic programming point of view, being based on taking instances of terms. We 
could not resist the temptation to incorporate some results about representing 
data-types in passing. We also gave a number of elementwise results which do not 
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refer to a previously given data-type. Two examples in this category are Theorem 
5.8 and Corollary 6.10. These results should not be surprising, but rather corre- 
spond to the intuitions one would develop after considering the matter for a while. 
We.hope the techniques and proofs we used to obtain them will have been of some 
interest to the reader, and may be of some use in the future. We have already 
applied the notion of grafting ourselves to obtain the results of Section 7, which 
constitutes a small addendum to our original investigation. 
It is traditional to include some suggestions for further research. In the narrowly 
focused direction of the current paper, we have two questions. First, there is the 
question of improving the general lower bound in Theorem 6.1 by replacing it with 
the special lower bound in the corresponding part of Theorem 5.8. Notice that the 
latter is generally stronger, at least for ground goals. Second, there is the question 
of finding lower bound results for natural extensions of logic programming or pure 
Prolog. In particular, one could consider pure Prolog together with assert and 
retract, and see if, for example, the square root bound obtained for the associated 
program in Section 1 is actually a general lower bound for programs of this type. 
Thinking more broadly now, we may regard much of logic programming as 
involving generating and testing. In the current paper, we have been motivated by 
testing. One could try to obtain useful results for programs designed to generate 
the members of a data-type. Generating is, in some respects, more complicated 
than testing. In testing, we are looking at a collection of individual goals. In 
generating, we must consider a single, possibly infinite sequence of attempts to 
satisfy a single goal. In particular, it seems reasonable to sometimes attribute fewer 
steps to generating some finite sequence of elements than to generating, or even 
testing for, the elements in the sequence individually. Specifically, we can set up a 
framework for counting steps in which it is possible to generate a sequence of IZ 
distinct elements in about n steps, thus realizing the lowest bound imaginable. As a 
result, it becomes much more difficult to disassociate from the Prolog control 
structure. One could further imagine a number of other wrinkles concerning 
whether the data-type should be generated in some prescribed order, or whether 
repetitions are allowed. 
It is likely that upper bounds would be of at least as much interest here as lower 
bounds. It is also likely that the results would not be of the same rather general 
and abstract nature as the results presented here. One could certainly envision that 
relevant classifications of data-types would be quite different from elementary or 
discrete, and the computational complexity of the data-type would certainly play a 
role. One would anticipate providing upper bounds for classes of data-types of 
interest to a Prolog programmer. The idea might be to show that given any 
data-type D presented in some specific manner, and perhaps satisfying certain 
additional conditions, it is possible to find a (pure) Prolog program P and atom 
g(X) such that running P on g(X), so as to generate all solutions, would 
“eventually” yield exactly D, obtaining the nth (distinct) element in the process 
within, say, f(n) steps for some appropriate way of counting. It would naturally be 
useful to be able to construct P easily from the presentation of D. This general 
line would also be appropriate for upper bound results for testers as well as for 
generators. 
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