Abstract -Despite continuing research efforts, knowledge of the transmission of the highly pathogenic avian influenza (HPAI) virus still has considerable gaps, which complicates epidemic control. The goal of this research was to develop a model to back-calculate the day HPAI virus is introduced into a flock, based on within-flock mortality data. The back-calculation method was based on a stochastic SEIR (susceptible (S) -latently infected (E) -infectious (I) -removed (= dead; R)) epidemic model. The latent and infectious period were assumed to be gamma distributed. Parameter values were based on experimental H7N7 within-flock transmission data. The model was used to estimate the day of virus introduction based on a defined within-flock mortality threshold (detection rule for determining AI). Our results indicate that approximately two weeks can elapse before a noticeable increase in mortality is observed after a single introduction into a flock. For example, it takes twelve (minimum 11 -maximum 15) days before AI is detected if the detection rule is fifty dead chickens on two consecutive days in a 10 000 chicken flock (current Dutch monitoring rule for notification). The results were robust for flock size and detection rule, but sensitive to the length of the latent and infectious periods. Furthermore, assuming multiple introductions on one day will result in a shorter estimated period between infection and detection. The implications of the model outcomes for detecting and tracing outbreaks of H7N7 HPAI virus are discussed.
INTRODUCTION
Worldwide, the highly pathogenic avian influenza (HPAI) virus is causing societal 2003 [18] . In 2003, HPAI virus subtype H7N7 caused an epidemic in The Netherlands [10, 20] . Within two months 255 flocks were diagnosed as infected, and by the end of the epidemic around 30 million animals had been killed and destroyed, either pre-emptively or because they were from infected farms.
An important control measure during epidemics is forward tracing of the contacts of an infected farm in order to respond quickly to secondary infections [9] . For optimized tracing, knowing when a virus has been introduced into the infected flock or herd is essential, since it enables focusing on contacts between the time of virus introduction and culling.
However, this requires both identifying the contact that infected the flock (backward tracing), which is often unknown, and how HPAI is transmitted in a real poultry flock. To our knowledge, within-flock transmission has only been studied under experimental conditions, resulting in an indication of bird-to-bird transmission parameter values for the HPAI virus strain used in these experiments 1 [21, 22] . However, there is a considerable gap between transmission experiments with a few animals and the field conditions of farms containing tens of thousands of animals.
In this paper, modeling was used to extrapolate the results from transmission experiments to field situations. The model shown in this paper constitutes the basis for a back-calculation method to estimate the day of virus introduction into a poultry flock based on within-flock mortality data, which is information easily obtained from poultry keepers. The model was applied on within-flock mortality data collected on infected farms during the Dutch AI H7N7 epidemic in 2003, and the implications are discussed.
MATERIALS AND METHODS

Model
We programmed a stochastic SEIR type epidemic simulation model, in which birds were either susceptible (S), infected but not yet infectious (= latently infectious) (E), infected and infectious (I) or removed (dead) (R) as the basis for the analyses. The latent and infectious periods were assumed to be gamma distributed with an integer-valued shape parameter to enable efficient simulations, using the "method of stages" [6, 12, 13] . In our model, susceptible birds that are infected have to pass through n E latent stages before becoming infectious (see Fig. 1 for a graphical representation of the stages and classes in the model). The per capita rate at which a bird leaves each latent stage is given by n E γ (with γ denoting the rate at which a latent bird becomes infectious), so that the amount of time spent in the latent period is gamma distributed with mean 1 γ and variance 1 n E γ 2 . After the last latent stage, birds go through n I infectious stages before dying, with per capita rate n I µ per infectious stage (with µ denoting the rate at which an infectious bird dies). This implies that the total amount of time spent in the infectious period is gamma distributed with mean 1 µ and variance 1 n I µ 2 . As the number of stages increases, the distributions of the latent and infectious periods become more and more concentrated around the mean values.
Available data from H7N7 experiments with chickens [22] indicate that the latent period is between one and two days, and the infectious period is 6.3 days (95% confidence interval (CI): 3.9−8.7). Therefore, γ was taken to be 0.5 (day −1 ) (i.e. the mean latent period was two days) and µ was taken to be 0.159 (day −1 ) (i.e. the mean infectious period was 6.3 days) in agreement with the experiments [22] . The shape parameters (n E and n I ) were set at 20 so that the distributions of the latent and infectious periods correspond to the variation observed between chickens in the experiments. See Figure 2 for the probability density plots for the length of the latent and infectious periods for the default model. The model is fully specified by five parameters: the mean length and variance of the latent period, the mean length and variance of the infectious period and the transmission rate parameter β (dimension: day −1 ). The transmission parameter is a measure for the number of susceptible birds infected by one infectious bird per day. Corresponding with the transmission experiments, we set β 33 day −1 [22] . In our formulation the transmission term was βS(t)I(t)/N(0), with S(t) and I(t) denoting the number of susceptible and infectious birds in the population at time t, respectively, and N(0) denotes the total number of birds present in the population at the start of the outbreak. This formulation implies that we scale the transmission term with population size for the extrapolation between chicken populations of different sizes. The reason for this is that although chicken populations are of different sizes, e.g. 10 in the transmission experiments and 10 000 on a farm, the density is similar since the area on which the chickens are kept is much larger in the latter case [2, 8] . Thus, in this model the transmission rate parameter is scaled for the initial population size. However, in the model we do not let the transmission depend on the decreasing population size due to mortality during the outbreak, because the decreasing population size will then result in a decreasing density since the area on which the chickens are housed is not decreased [1] .
To simulate the outbreaks we used the following discrete time step approach. At any given time (t) the population is characterized by a vector (S (t), E 1 (t), E 2 (t), . . . , E 20 (t), I 1 (t), I 2 (t), . . . , I 20 (t), R(t)) describing the number of birds in each separate stage within a class. We denote the number of transitions from the susceptible to the first latent stage by C (S →E 1 ) ; other transitions are similarly denoted. Given the number of susceptible birds in S at time t (S(t)), the number of birds that is infected in a short time span of length ∆t is given by:
Thus, the number of transitions from S to E 1 is binomially distributed with parameter 1 − exp(−βI(t)/N(0)∆t) (the probability of transition of a single bird) and binomial totals S (t). Other transitions are treated in a similar manner according to the transition rules in (1b−1e).
Simulation details
The model simulated within-flock outbreaks, following the transition rules specified in (1). For our default parameter values simulations were started with one latently infected bird in a population of susceptibles totalling 10 000 birds. The time-step was set at 0.01 day (i.e. less than 15 min). The output of interest was the number of birds that died per day (R); in which one day was defined as lasting from x.01 day to (x + 1).00 day. For each parameter value combination a thousand iterations of the model were run, which took about 150 min. The model was implemented with MATHEMATICA 5.2 .
For each iteration of the model, the number of days it took to reach a defined threshold value of dead birds per day (detection rule for determining AI) was listed. The default detection rule was formed by the current Dutch legislation that obliges poultry farmers to notify authorities when mortality among their layers is 0.5% of the flock or more on each of two consecutive days. Subsequently, the outcomes gave estimates for the time since infection, based on the mode, minimum and maximum of the number of days between infection and detection. Next, the most likely day the virus was introduced into the flock could be back-calculated.
Sensitivity analysis
Sensitivity analyses were performed for flock size, mean length of latent and infectious period and number of virus introductions, by running the model with different values for these parameters. For flock size, values were chosen based on the range of farms in the total field data set; 1 000 and 40 000 birds. The mean length of the latent period was set at 1.5 and 2.5 days; the latent period does not seem very variable according to the results from transmission experiments [21, 22] . The basic reproduction ratio, R 0 , is an expression for the average number of new cases arising from one infectious chicken in a totally susceptible population [15] . In our model R 0 is given by the product of the transmission rate parameter β and the average infectious period. To maintain internal consistency, R 0 was kept at the same value, the point estimate resulting from the experiments [22] , while varying β and the mean length of the infectious period. The 95% confidence interval limits for the mean infectious period from the transmission experiments were used for the sensitivity analysis: 3.9 days (β = 53.3/day) and 8.7 days (β = 23.9/day) [22] . The number of virus introductions was set at 10 and 100 at time t = 0.
The outcomes of the default model were also analysed with different detection rules to see how these detection rules influence the detection period: absolute number of dead animals on one day, mean number of dead animals on two consecutive days and cumulative number of dead animals on two consecutive days followed by an absolute number of dead animals on the third day.
These detection rules aim at a faster start of the increase in mortality, a gradual increase or a recurrent increase.
Application of model
The outcomes of the model were applied on within-flock mortality data from loose-housed layer flocks in the field dataset, which contains data collected from 241 infected and depopulated farms during the Dutch AI epidemic in 2003. There were 92 loose-housed layer flocks with at least two consecutive daily mortality data points. The flock size ranged from 480 to 37 375 chickens, with a median of 6 719.
We applied the current Dutch monitoring threshold for notification, which is at least 0.5% within-flock mortality on each of two consecutive days for layer flocks [14] , on these loose-housed layer flocks to illustrate the use of the model. At the time of the epidemic, this notification threshold was not in use. The results will be presented according to the backcalculated interval between theoretical notification and depopulation.
RESULTS
Model
The default model output is the number of susceptible (S), latently infected (E), infectious (I) and dead (R) chickens per day after a single virus introduction into a 10 000 chicken flock (Fig. 3) . Note that the main difference between the iterations was the time of epidemic onset, depicted in the E plot in Figure 3 . A noticeable rise (> 0.5%) in the number of dead chickens was visible from day ten on (R plot in Fig. 3) , and most of the susceptible chickens became infected after nine to twelve days (> 95%; I plot in Fig. 3 ). The sharp peak in E compared to I was in agreement with the small variation in the latency Figure 3 . Examples of the model output for flocks of 10 000 chickens; five iterations. Shown is the number present per day of susceptible chickens (S), the number of latently infected chickens (E), the number of infectious chickens (I) and the number of dead chickens (R) after the introduction of one H7N7 infected chicken into the flock at day one. period in comparison with the infectious period.
The estimated day of single introduction of the virus into a flock according to the model is shown in Table I . For the default model with the default detection rule (50 dead animals or more on each of two consecutive days) we found that the virus was introduced most likely 12 (11−15) days before detection.
Sensitivity analysis
The results for the sensitivity analyses are given in Tables I and II. Decreasing the latent period with half a day decreases the detection period with one day, whereas increasing the latent period with half a day leads to a two day longer detection period. Note that a longer latent period leads to a wider minimum to maximum range. Decreasing or increasing the infectious period seems to shift the detection period as a whole: the range stays four days. Increasing the number of virus introductions on a single day (at time t = 0) reduces the detection period, and seems to reduce the range of time since the virus might have been introduced. Flock size has little influence on the estimated day of virus introduction. When the current Dutch monitoring rule is applied to a flock of a thousand chickens or of 40 000 chickens the most likely day of introduction only changes one day from the default model outcome. In Table I it can be seen that changing the detection rule also has little effect on the detection period.
Application of model
After applying the results of the default model on our field dataset according to the current Dutch notification legislation, we found that out of the 92 loose-housed layer flocks 71 did not reach the threshold value. During the later part of the epidemic, the notification threshold was rarely reached before depopulation. Table II . Sensitivity analysis on the estimated day (mode (minimum-maximum)) of introduction of the H7N7 AI virus into a flock in terms of the number of days before detection, according to the monitoring threshold value in the Netherlands (i.e. ≥ 0.5% mortality on each of two consecutive days). The first column gives the model adaptation, the following columns give the length of the latent and infectious period, number of virus introductions and flock size, and the last column gives the estimated day since virus introduction: the mode is given in dark grey and the range is given in light grey. × and -denote the mode and range of the default model, respectively. a To maintain the same value for R 0 the β for this simulation is set at 53.3 and for b β is set at 23.9 (default value: 33).
In the 21 flocks that did reach the mortality threshold, four flocks were depopulated on the day the monitoring rule theoretically would have caused notification (see Tab. III). The other seventeen flocks were depopulated between one and nine days after theoretical notification. These latter flocks were among the first flocks detected during the epidemic. Table III shows that the flocks that were depopulated after the threshold would have been reached were longer infections than in our simulation output.
See Figure 4 for the comparison of within-flock mortality data of a farm that did reach the monitoring threshold before depopulation (Farm A) and a farm that did not reach this threshold (Farm B) with results of the model (R).
DISCUSSION
In this paper a new tool was developed for back-calculating the day of H7N7 HPAI virus introduction into a flock based on H7N7 related mortality data of this flock. The within-flock mortality was easily obtainable, since poultry keepers routinely record this. Therefore, the model can provide a quick overview of when the flock was most likely infectious to other flocks and during which period tracing should take place.
The model was robust for flock size and detection rule: there was little variation in the outcomes for different flock sizes or detection rules (see Tab. I). This is likely due to the relatively large susceptible flock size, as compared to one infectious bird. Another reason will be the fact that we measured directly at the beginning of the outbreak, when the number of dead birds was increasing exponentially because of the large number of susceptible birds. The model shows only slightly different variation when the length of the latent and infectious periods were changed, or when multiple introductions were modeled (see Tab. these parameters be well defined, preferably with high precision, which will never be the case in small-scale transmission experiments.
II). It is important that the values for
The results also show that, according to the model, roughly all chickens in a flock are infectious before the number of dead chickens begins to noticeably increase. This means that by the time a poultry keeper notices an unusually high number of dead chickens, the H7N7 virus could already have been spreading between flocks for almost two weeks. This was also found by Stegeman et al. (2004) [20] who determined the infectious period to be 13.8 (95% CI: 9.9−17.6) days for flocks suspected of infection with AI on the first day of detection of the H7N7 epidemic in the Netherlands in 2003. After the epidemic was detected, the infectious period was shown to decrease to 7.3 (95% CI: 3.4−11.1) days, due to control measures.
The results of the model show that infectious chickens can be present in the flock from day one until day 26, indicating that this is the period during which a flock can be infectious to other flocks.
Two previous models for determining the day of virus introduction into a herd were designed by Stegeman et al. (2004) [19] and Laevens et al. (1998) [11] . These models for Classical Swine Fever virus introduction into a herd of pigs, were based on serological results of either a sample of (13−54% [19] ) or all pigs in a herd [11] . They relied upon knowing the exact day of introduction for some herds, based on the contact that caused the infection. In our case, neither the contact nor the exact day of introduction was known, nor was extensive virus isolation performed to estimate within-flock prevalence. However, high within-flock mortality can be a good indication of HPAI infection of a flock, and these data were retrospectively collected after diagnosis of the flock. Therefore, during an HPAI epidemic, all poultry farmers should be asked to maintain daily mortality records, at least for the duration of the epidemic.
A careful examination of assumptions underlying a model is always necessary [7] . The model uses a discrete time step approach to simulate a continuous process. Internal validation showed that the model yields the same results as a continuous approach would have (results are not shown).
The decision to include a latent period in the model was based on the transmission experiments. In the transmission experiments with H7N7, a latent period of two days was used [22] . This latent period was based on previous transmission experiments, in which a model based on a latent period of one to two days fit the data better than a latent period of one day [21] . Also, we decided that we could not ignore a latent period which is a third of the infectious period.
Our model used parameter values derived from two transmission experiments, each with five infectious and five susceptible chickens [22] . This number is common for transmission experiments, but we do not know how these results relate to field conditions where tens of thousands of chickens are housed together. We decided to use these parameter values nonetheless, because values from field conditions are still unknown, and the transmission experiment results were reasonably defined for the length of the latent and infectious period. Moreover, one of the goals of our model was to extrapolate results from transmission experiments to field conditions.
Another assumption made in this model is that all R chickens were dead. However, in the transmission experiments 3 out of 10 susceptible chickens survived a H7N7 contact infection [22] , meaning that some R chickens in the experiments recovered. Given that the dead chickens counted in field data may only form a part of the R chickens in the model, the model may overestimate the number of dead chickens. This may lead to an underestimation of the time since introduction. In addition, the animals that died in the experiments had a shorter infectious period than did the surviving animals, indicating the need for two different I populations. However, because of scarcity of data, we chose to model all I chickens similarly.
In contrast to the default model with one latently infected chicken at the start of the outbreak, multiple introductions lead to a quicker increase in the number of dead chickens. Therefore, multiple introductions lead to a shorter period between infection and detection, although, according to the model, the difference is only between one and three days. Since it is seldom known for AI outbreaks how many introductions have taken place, and the difference is small, we think it better to opt for being on the safe side and use one introduction in the model. This caution is especially appropriate given that the main use for this model is to support control measures, by defining the period for tracing.
The model excluded non-AI related mortality, since no reliable normal daily mortality default values could be obtained. However, in the light of the chosen mortality thresholds, only during an outbreak of some other pathogen the Dutch monitoring rule would be triggered. Such 'false positives' (i.e. false AI detections) are not considered a problem during an H7N7 epidemic, but might cause a problem when the H7N7 virus is not present in the country. This is a common specificity problem of any detection rule based on 'syndrome monitoring'.
When used for control purposes, it has to be kept in mind that this model is based on assumptions from transmission experiments. We do not recommend that tracing only needs to focus on the period before notification as estimated from this model. The current Dutch regulations are that backward-tracing should be done for at least three weeks prior to the diagnosis of AI in the flock; and this period might be extended depending on the assumed moment of infection based on mortality and symptoms 3 . This seems long but safe compared to our model results, which give a period of 12 (11−15) days between H7N7 virus introduction and suspicion according to the monitoring threshold, as seen in Table I . If resources are scarce, as is commonly the case in the early epidemic phase, two weeks of tracing would cover the highest risk period for loose housed laying hen flocks and save resources.
After applying the current Dutch legislation for notification to the field dataset, it was shown that the majority of the flocks in this dataset never reached this within-flock mortality threshold. This indicates that after the first two weeks of the epidemic, flocks were detected before their withinflock mortality theoretically would have caused notification. This may be because poultry keepers were paying more attention to the health of their flocks because of the ongoing epidemic, and therefore already notified authorities when they had a little excess mortality, thus creating a test system with high sensitivity. According to our model results, the flocks that did reach the mortality threshold might have been spreading the virus to other flocks for 11−24 days before they were depopulated (see Tab. III). If the current Dutch monitoring threshold had been in place, the first outbreaks would have been detected earlier.
In conclusion, this type of model can be a useful tool to back-calculate the day of HPAI H7N7 virus introduction and thus support control measures, but needs to be based on sound data on pathogen transmission. Although it was developed using H7N7 HPAI virus as an example, the tool can also be modified for other viruses that follow a similar SEIR pattern and result in high mortality with the possibility to record all mortality from the whole flock or herd. The population should follow homogeneous mixing patterns, therefore the model might not be useful for e.g. caged animals. We assume that in battery caged flocks the transmission of H7N7 HPAI will be slower than in loose housed flocks because of spatial separation of the cages. To use this model, it is important to collect daily mortality data and maintain these records at least for the duration of the epidemic.
