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Abstract. Non linear sigma models are quantum field theories describ-
ing, in the large deviations sense, random fluctuations of harmonic maps
between a Riemann surface and a Riemannian manifold. Via their formal
renormalization group analysis, they provide a framework for possible
generalizations of the Hamilton–Perelman Ricci flow. By exploiting the
heat kernel embedding introduced by N. Gigli and C. Mantegazza, we
show that the Wasserstein geometry of the space of probability mea-
sures over Riemannian metric measure spaces provides a natural setting
for discussing the relation between non–linear sigma models and Ricci
flow theory. This approach provides a rigorous model for the embedding
of Ricci flow into the renormalization group flow for non linear sigma
models, and characterizes a non–trivial generalization of the Hamilton–
Perelman version of the Ricci flow. We discuss in detail the monotonicity
and gradient flow properties of this extended flow.
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The Wasserstein geometry of non-linear σ models 3
1. Introduction
In 1982, inspired by the theory of harmonic maps, R. Hamilton published
his landmark paper introducing Ricci flow [1]. Over the years, Hamilton’s
work has been the point of departure and the motivating example for impor-
tant developments in geometric analysis, most spectacularly in G. Perelman’s
proof [2, 3, 4] of the Thurston geometrization program for three-manifolds
[5, 6]. In the late 70’s and early 80’s, the Ricci flow independently appeared
on the scene also in theoretical physics, in the framework of 2–dimensional
Non-Linear sigma Model (NLσM ) theory. From the formal point of view of
∞–dimensional geometric analysis, NLσM’s are quantum field theories de-
scribing, in the large deviations sense, random fluctuations of harmonic maps
between a Riemannian surface (Σ, γ) and a n–dimensional Riemannian mani-
fold (M, g). Prescient remarks of their connection with Ricci flow theory date
back to Polyakov’s O(n) sigma model (1975) [7] and to J. Honerkamp’s Chi-
ral multiloops paper (1972) [8]; they were made manifest in Daniel Friedan’s
characterization [9] of the Ricci flow as the weak coupling limit of the renor-
malization group flow for NLσM. It must be noted that Friedan’s approach
[9, 10, 11] was very geometric and exploited a sophisticated control over the
interplay between the Ricci flow and the diffeomorphism group, actually in-
troducing what later on came out to be known as the DeTurck version [12]
of the Ricci flow. As recalled above, the rationale of the connection between
NLσM and Ricci flow may be traced back to the common roots in the geom-
etry of harmonic maps. Attempts at a deeper understanding of this common
structure are, however, very difficult to formalize since renormalization group
techniques for non–linear quantum fields remain a challenge for mathemati-
cians, (and physicists as well). We are dealing with a conceptual framework
which connects the dynamical behavior of a physical theory to the analysis of
flows in the space of its coupling parameters, and which must be adapted case
by case, often with very different and sophisticated mathematical techniques.
Speaking such different a language, one deeply rooted in geometrical analy-
sis, the other more appropriate to the mathematical subtleties of quantum
field theory, Ricci flow and renormalization group theory for non–linear σ
model evolved independently until G. Perelman acknowledged the inspiring
role played by the NLσM effective action in his groundbreaking paper [2].
This has drawn renewed attention to the fact that the Ricci flow is the 1–
loop approximation of the renormalization group (RG) flow for non–linear σ
models, thus providing a framework for the Hamilton–Perelman theory which
is open to generalizations [13, 14, 15], [16], [17], [18], [19], [20], [21], [22], [23].
In spite of this renewed interest, real progress in obtaining viable extensions
of the Ricci flow along this line of approach has been strongly hampered by
the fact that the renormalization group flow for NLσM is constructed pertur-
batively, under rather delicate geometrical and physical assumptions, often
difficult to formalize. In particular, it is not clear how we should interpret
the perturbative embedding of the Ricci flow in the renormalization group
4 Mauro Carfora
of non–linear σ models. As a matter of fact, the perturbative approach pro-
vides a hierarchy of truncated geometric flows, generated by powers of the
Riemann tensor, which are very difficult to handle and to analyze when the
flows develop singularities, (see however the recent papers [17], [21]). More-
over, the validity of this hierarchical extension of the Ricci flow is biased by
the fact that it is not obvious in what sense a perturbative expansion approx-
imates a full–fledged renormalization flow, (this is the linearization stability
problem for the RG flow). The purpose of this paper is to address some of
these problems in a geometrical analysis setting. In particular, we show that
Wasserstein geometry and optimal transport offer an ideal framework for
addressing the relation between Ricci flow and renormalization group from
a novel point of view. We discuss the geometry of dilatonic non–linear σ
models in terms of maps between Riemannian surfaces (Σ, γ) and Riemann-
ian measure spaces (M, g, dω), where the measure dω describes the dilaton
field. This formulation naturally induces a scale–dependent renormalization
map of the theory provided by the heat kernel embedding of (M, g, dω) into
the Wasserstein space of probability measures (Prob(M, g), dwg ) over (M, g),
where dwg denotes the (quadratic) Wasserstein distance in Prob(M, g). This
construction provides a mathematical well–defined (toy) model for the RG
flow for NLσM theory. As we show explicitly, the geometrical deformation of
(M, g, dω) induced by the heat kernel embedding mimics a renormalization
group flow for the corresponding dilatonic non–linear σ model. Wasserstein
geometry and optimal transport theory have recently drawn attention in at-
tempts of extending the notion of Ricci curvature and Ricci flow to general
metric spaces [24], [25], [26]. The analysis presented in this paper shows that
Wasserstein metric and optimal transport also play a significant role in the
rationale relating Ricci flow and renormalization group theory. In particular
we prove that a natural extension of the (Hamilton–Perelman version of the)
Ricci flow is defined by the RG scaling induced by the heat kernel embedding.
This result extends in a non–trivial way a remarkable paper by Nicola Gigli
and Carlo Mantegazza [27] who have been able to show that the heat kernel
embedding in the Wasserstein space of probability measure has a tangent at
the origin which is the Ricci flow. In our case we deal with a weighted heat
kernel (the weight being associated with the dilatonic measure dω), but we
found that the results in [27] can be naturally extended to this more general
case. Even if the (weighted) heat kernel renormalization mimics many proper-
ties of the renormalization group flow for NLσM, it should be clearly stressed
that it is not the physical RG flow. The way this latter is perturbatively char-
acterized suggests indeed that the actual RG flow is a singular perturbation
of the flow defined by the heat kernel embedding. The situation is akin to
that we encounter in quantum field theory where the quantum fluctuations
of an interacting field can be perturbatively considered as a (singular) per-
turbation of the underlying formal Gaussian measure associated to the free
field. To support this picture we discuss in detail the problem of characteriz-
ing a generalized Wiener measure (a´ la Gross) associated with our weighted
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heat kernel embedding, drawing a parallel with the formal background field
quantization of NLσM. Regardless of the status of the (weighted) heat kernel
embedding as a toy (but full–fledged) renormalization group flow for NLσM,
a result of this paper is that the heat kernel embedding of the metric mea-
sure space (M, g, dω) in the Wasserstein space (Prob(M, g), dwg ) emerges as a
natural candidate for a geometric flow generalizing the (Hamilton–Perelman)
Ricci flow. In particular we prove monotonicity and gradient flow properties
of the heat kernel induced Ricci flow, and show that these are genuine exten-
sions of the analogous properties in Ricci flow theory. The whole construction
is based on a detailed analysis of the weighted heat kernel embedding and
of its geometry in (Prob(M, g), dwg ), and it suggests potential extensions of
the theory to general metric measure spaces. Again, this is in line with the
results of [27] which explores in detail the potentialities of the standard heat
kernel embedding as the avatar of the Ricci flow in the non smooth setting.
To what extent this is a viable alternative remains, however, a formidable
open problem in geometrical analysis.
As for what concerns the structure of the paper, the table of contents is
self explanatory. Note that when appropriate we shall often use the acronyms
NLσM and RG for Non–Linear σ Model and Renormalization Group, respec-
tively. To set basic notation, we let M denote a C∞ compact n–dimensional
manifold, (n ≥ 2), without boundary, and let Diff(M) andMet(M) respec-
tively be the group of smooth diffeomorphisms and the open convex cone of
all smooth Riemannian metrics over M . For any g ∈ Met(M), we denote by
∇(g), (or ∇ if there is no danger of confusion), the Levi–Civita connection of
g, and let Rm(g) = Riklm ∂i ⊗ dxk ⊗ dxl ⊗ dxm, Ric(g) = Rab dxa ⊗ dxb and
R(g) be the corresponding Riemann, Ricci and scalar curvature operators,
respectively.
2. Preliminaries: the geometrical setting
Non-linear σ-models are strictly related to harmonic map theory and to the
geometry of the space of maps
φ : (Σ, γ) −→ (M, g) (2.1)
between a 2–dimensional smooth orientable surface without boundary (Σ, γ),
with Riemannian metric γ, and a Riemannian manifold (M, g). Any such
map can be thought of as endowed with the minimal regularity allowing for
the characterization of a (generalized) harmonic energy functional. This can
make difficult to work in local charts on the target manifold M , even at a
physical level of rigor. A way out is to use the Nash embedding theorem
[28], [29], according to which any compact Riemannian manifold (M, g) can
be isometrically embedded into some Euclidean space Em := (Rm, δ) for m
sufficiently large, (e.g., m ≥ 12n(n+1)+n for free local isometric embeddings
[28]). If J : (M, g) →֒ Em, is any such an embedding we can define the Sobolev
6 Mauro Carfora
space of maps
H1(J)(Σ,M) := {φ ∈ H1(Σ, Rm) | φ(Σ) ⊂ J(M)} , (2.2)
where H1(Σ,Rm) is the Hilbert space of square summable ϕ : Σ→ Rm, with
(first) distributional derivatives ∈ L2(Σ,Rm), endowed with the norm
‖ φ ‖H1 :=
∫
Σ
(
φa(x)φb(x) δab + γ
µν(x)
∂φa(x)
∂xµ
∂φb(x)
∂xν
δab
)
dµγ , (2.3)
where, for φ(x) ∈ J(M) ⊂ Rm, a, b = 1, . . . ,m label coordinates in (Rm, δ),
and dµγ denotes the Riemannian measure on (Σ, γ). This characterization is
independent of J as long as M is compact, since in that case for any two iso-
metric embeddings J1 and J2, the corresponding spaces of maps H1(J1)(Σ,M)
and H1(J2)(Σ,M) are homeomorphic [30] and one can simply write H1(Σ,M).
The space of smooth maps C∞(Σ,M) is dense [31] in the Sobolev space
H1(Σ,M), however maps of class H1(Σ,M) are not necessarily continuous,
and to carry out explicit computations, we further require that any such
φ ∈ H1(Σ,M) is localizable, (cf. [32], Sect. 8.4), and of bounded geome-
try. Explicitly, we assume that for every x0 ∈ Σ there exists a metric disks
D(x0, δ) := {x ∈ Σ| dγ(x0, x) ≤ δ} ⊂ Σ, of radius δ > 0 and a metric ball
B(r, p) := {z ∈ M | dg(p, z) ≤ r} ⊂ (M, g) centered at p ∈ M , of radius
r > 0 such that φ(D(x0, δ)) ⊂ B(r, p), with
r < r0 := min
{
1
3
inj (M),
π
6
√
κ
}
, (2.4)
where inj (M) and κ respectively denote the injectivity radius of (M, g),
and the upper bound to the sectional curvature of (M, g), (we are adopting
the standard convention of defining π/2
√
κ
.
= ∞ when κ ≤ 0). Under such
assumptions, one can use local coordinates also for maps in H1(Σ,M). In
particular for any φ ∈ H1(D(x0, δ),M) we can introduce local coordinates
xα, for points in (D(x0, δ),Σ), and y
k = φk(x), k = 1, . . . , n, for the corre-
sponding image points in φ(D(x0, δ)) ⊂M , and, by using a partition of unity,
work locally in the smooth framework provided by the space of smooth maps
Map (Σ,M) :=
{
φ : Σ→M, xα 7−→ yk = φk(x) ∈ C∞(D(x0, δ),M)
}
.
(2.5)
Under these regularity hypotheses, we can introduce the pull–back bundle
φ−1TM whose sections v ≡ φ−1V := V ◦ φ, V ∈ C∞(M,TM), are the
vector fields over Σ covering the map φ. If T ∗Σ denotes the cotangent bundle
to (Σ, γ), then the differential dφ = ∂φ
i
∂xα dx
α ⊗ ∂∂φi can be interpreted as a
section of T ∗Σ⊗φ−1TM , and its Hilbert–Schmidt norm, in the bundle metric
〈·, ·〉T∗Σ⊗φ−1TM := γ−1(x) ⊗ g(φ(x))(·, ·) , (2.6)
is provided by, (see e.g. [32]),
〈dφ, dφ〉T∗Σ⊗φ−1TM = γµν(x)
∂φi(x)
∂xµ
∂φj(x)
∂xν
gij(φ(x)) = trγ(x) (φ
∗ g) .
(2.7)
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The corresponding density
e(φ) dµγ :=
1
2
〈dφ, dφ〉T∗Σ⊗φ−1TM dµγ =
1
2
trγ(x) (φ
∗ g) dµγ , (2.8)
where dµγ is the volume element of the Riemannian surface (Σ, γ), is confor-
mally invariant under two-dimensional conformal transformations
(Σ, γµν) 7→ (Σ, e−ψ γµν) , ψ ∈ C∞(Σ,R) , (2.9)
and defines the harmonic map energy density associated with φ ∈Map(Σ,M).
In particular, the critical points of the functional
E[φ, g](Σ,M) :=
∫
Σ
e(φ) dµγ , (2.10)
are the harmonic maps of the Riemann surface (Σ, [γ]) into (M, g), where [γ]
denotes the conformal class of the metric γ.
Remark 2.1. More generally, for φ ∈ H1(Σ,M), the critical points of (2.10)
define weakly harmonic maps (Σ, γ)→ (M, g). However, for surfaces, weakly
harmonic maps are harmonic [33].
In terms of the possible geometrical characterization of (Σ, γ) and (M, g), im-
portant examples of harmonic maps include harmonic functions, geodesics,
isometric minimal immersions, holomorphic (and anti–holomorphic) maps of
Ka¨hler manifolds. It is worthwhile to observe that in such a rich panorama,
also the seemingly trivial case of constant maps plays a basic role for the in-
terplay between Ricci flow and (the perturbative quantization of) non–linear
σ models.
In order to make the paper self–contained, we conclude this preliminary part
with a capsule of the physical framework relating non–linear σ models to
Ricci flow.
2.1. NLσM and Ricci flow in a nutshell
In the above geometrical framework, let us consider on Map (Σ,M) the
action functional
S[γ, φ; a, g, f ] = a−1
∫
Σ
[
trγ(x) (φ
∗ g) + a f(φ)K] dµγ . (2.11)
where a > 0 is a parameter with the dimension of a length squared, f :
M → R is a function on M , and K is the Gaussian curvature of (Σ, γ).
Geometrically the energy scale of the action S[γ, φ; a, g, f ] is set by the dilaton
coupling [ f(φ)K] and by the length scale of the target space metric gab,
i.e. |Rm(g, y)| a, where |Rm(g, y)| := [RiklmRiklm]1/2. It follows that the
background fields f ∈ C∞(M,R) and g ∈ Met(M) play the role of point
dependent coupling parameters α on M ,
α := (a, g, f) , (2.12)
controlling the energetics of the action S[γ, φ;α]. In quantum theory this
fiducial action, together with its possible deformations, describes a family of
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2–dimensional QFTs known as (dilatonic) non–linear σ–models. They find
applications ranging from condensed matter physics to string theory.
Remark 2.2. Further coupling terms can be added to the action S[γ, φ;α],
(see e.g. [34]), in particular a−1
∫
Σ
U(φ) dµγ and a
−1 ∫
Σ
φ∗Ξ where U ∈
C∞(M,R) and Ξ ∈ C∞(M,∧2 TM∗) is a 2-form on M . In order to discuss
the role that Wasserstein geometry plays in the interplay between Ricci flow
and non–linear σ models we limit our analysis to the dilatonic field f .
The (Euclidean) QFT associated with (2.11) is characterized by the measure
on Map(Σ,M) formally defined by
Dα[φ] e
−S[γ,φ;α] , (2.13)
and by its moment generating function, (correlations). Here Dα[φ] is a (non–
existent) functional measure on Map(Σ,M), possibly depending on the cou-
plings α, and normalized so that (2.13) is a probability measure. The some-
what fanciful expression (2.13) hardly makes sense, even at a physical level of
rigor, if we do not devise a way of controlling the spectrum of fluctuations of
the fields φ ∈ Map(Σ,M). Indeed, if we denote by C the space in which the
couplings α are allowed to vary, then the fundamental problem concerning
(2.13) is to introduce a filtration1 in {Map(Σ,M)× C , e−S[γ,φ;α]Dα[φ]} ,
RGτ : [Map(Σ,M)× C] −→ [Map(Σ,M)× C]
(2.14)
(φ, α) 7−→ RGτ (φ, α) = (φτ ;α(τ)) ,
which, as we vary the scale of distances τ at which we probe the Riemann-
ian surface Σ, allows to tame the energetics of the fluctuations of the fields
φ : Σ → M in terms of a renormalization of the couplings α 7→ α(τ). Such
a filtration characterizes the renormalization group flow associated with the
measure space {Map(Σ,M)× C, e−S[γ,φ;α]Dα[φ]}.
In order to describe this procedure in physical terms, select two scales of
distances, say Λ−1 and Λ′−1, (one can equivalently interpret Λ and Λ′ as
the respective scales of momentum in the spectra of field fluctuations), with
Λ′−1 > Λ−1. The general idea, central in K.G. Wilson’s analysis of the renor-
malization group flow, is to assume that, at least for (Λ′\Λ) small enough, we
can put the RGτ push–forward of the functional measure Dα[φ] e−S[γ,φ;α],
viz. RGΛΛ′♯ (Dα[φ]) e−RG
ΛΛ′ S[γ,φ;α], in the same form as the original func-
tional measure, except for a small modification of the couplings α. Explicitly,
let Λ′ = e−τ Λ, with 0 < τ < 1, and assume that for every such τ there exists
a corresponding coupling α+ δ α such that the following identity holds
RGτ♯ (Dα[φ]) e−RG
τ S[γ,φ;α] = Dα+δα[φ] e
−S[γ,φ;α+δα] , (2.15)
1We use here the term filtration in a rather loose sense. The relevant notion of progres-
sively measurable maps over a non–decreasing family of sigma algebras in the appropriate
functional space will be discussed in Section 6.
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where we have denoted RGτ♯ the push–forward action of the map RGΛΛ
′
for
Λ′ = e−τ Λ. In other words, we assume that an infinitesimal change in the
cutoff can be completely absorbed in an infinitesimal change of the couplings.
If this equation is valid at least to some order in τ , we can iteratively use it
to see how the couplings α are affected by a finite change of the cutoff. If the
theory is, along the lines sketched above, renormalizable by a renormalization
of the couplings, many of its properties can be obtained by the analysis of
the β–flow vector field defined on the space of couplings C by
β(α(τ)) := − ∂
∂τ
α(τ) , (2.16)
which formally appears as a natural geometrical flow on the measure space{
Map(Σ,M)× C; Dα(τ)[φτ ]
}
.
According to (2.12), the space of couplings C for the dilatonic non-linear σ-
model action (3.9) can be identified with the product of C∞(M,R), (where
the dilatonic coupling f varies), with the infinite–dimensional stratified man-
ifold of Riemannian structures on M , (parametrizing the Diff(M)-classes
of metric couplings g), modulo overall length rescalings, (associated with the
choice of the length parameter a1/2), i.e.
C = C∞(M,R)× Met(M)Diff(M)× R+ (2.17)
where R+ denotes the group of rescalings defined by a1/2 7→ λa1/2, for λ a
positive number. As we have recalled, the true dimensionless coupling con-
stants of the theory are the ratio of the length scale of the target space metric
gab(φ(x)) to a, and the dilatonic coupling f(φ(x)). This remark has two im-
portant consequences:
(i) It implies that as long as the curvature of target Riemannian manifold
(M, g) is small as seen by (Σ, γ(x)), viz. |Rm(g, φ(x))| a << 1, ∀x ∈ Σ, then
the formal measure D(g,f)[φ] e
−S[φ;α] is concentrated around the minima of
the fiducial action S[φ; αf=0], i.e. the constant maps x→ φ(x) = φ0.
(ii) It also implies that the dilatonic coupling f fluctuates around the con-
stant value f0 := f(φ0). In such a framework one can control the nearly
Gaussian fluctuations δφ of φ, and one can address the (perturbative) renor-
malization group analysis described above [11, 35, 36, 37] so as to obtain a
perturbative β–flow for the coupling fields α = (g, af). At leading order one
gets
∂
∂τ
gik(τ) = 2a (Rik(τ) + 2∇i∇kf(τ)) + O
(
(|Rm|a)2) , (2.18)
∂
∂τ
f(τ) = c0 − 2a
(
1
2
∆f(τ) − |∇f(τ)|2
)
+ O ((|Rm|a)2) , (2.19)
where Rik(τ) denotes the Ricci tensor of (M, g(τ)), and where c0 := (dimM−
26)/6 is the central charge, playing in QFT the role of dimension. If we set
f̂ := 2f − 2 c0 τ and pass to the dimensionful variable t := − aτ , then, as
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aց 0, the renormalization group flow (2.18) reduces to Hamilton’s Ricci flow
deformed [12] by the action of the t–dependent diffeomorphism generated by
the vector field W i(t) := gik∇k f̂(t), i.e.,
∂
∂t
gik(t) = −2
(
Rik(t) + ∇i∇kf̂(t)
)
, (2.20)
∂
∂t
f̂(t) = ∆ f̂(t)− |∇f̂(t)|2 . (2.21)
Remark 2.3. If along the above RG flow we impose the (somewhat unphysi-
cal) dilatonic measure preservation constraint ∂∂t e
−f̂(t) dµgt = 0, we get
∂
∂t
e−f̂(t) dµgt = 0 =
(
|∇f̂(t)|2 − 2∆ f̂(t)−R(g(t))
)
e−f̂(t) dµgt . (2.22)
Inserted back in (2.21), this constraint gives rise to the Perelman version of
the Ricci flow
∂
∂t
gik(t) = −2
(
Rik(t) + ∇i∇kf̂(t)
)
, (2.23)
∂
∂t
f̂(t) = −∆ f̂(t)−R(g(t)) , (2.24)
which couples the forward Ricci flow with a backward parabolic evolution of
the dilatonic potential.
3. The Wasserstein geometry of the dilaton field
Let (M, g, dω) be a n–dimensional compact Riemannian metric measure
space [38], [39], i.e. a smooth orientable manifold, without boundary, en-
dowed with a Riemannian metric g and a positive Borel measure dω << dµg,
absolutely continuous with respect to the Riemannian volume element, dµg.
Strictly speaking, (M, g, dω) characterizes a weighted Riemannian manifold,
(or Riemannian manifold with density), the corresponding metric measure
space being actually defined by (M,dg(·, ·), dω), where dg(x, y) denotes the
Riemannian distance on (M, g). By a slight abuse of notation, we shall use
(M, g, dω) and (M,dg(·, ·), dω) interchangeably. In such a framework, the
two–dimensional dilatonic non–linear σ model is defined by a rather natural
extension of the harmonic energy functional E[φ, g] to (M, g, dω). We start
by recalling that the set Meas(M) of all smooth Riemannian metric measure
spaces can be characterized as
Meas(M) := {(M, g; dω) | (M, g) ∈ Met(M), dω ∈ B(M, g)} , (3.1)
where B(M, g) is the set of positive Borel measure on (M, g) with dω << dµg.
Since in the compact–open C∞ topology Met(M) is contractible, the space
Meas(M) fibers trivially overMet(M). In particular, the fiber π−1(M, g) can
be identified with the set of all (orientation preserving) measures dω << dµg
over the given (M, g),
Meas(M, g) := {dω ∈ Meas(M) : dω << dµg} , (3.2)
The Wasserstein geometry of non-linear σ models 11
endowed with the topology of weak convergence. There is a natural action of
the group of diffeomorphisms Diff(M) on the space Meas(M), defined by
Diff(M)×Meas(M) −→ Meas(M) (3.3)
(ϕ; g, dω) 7−→ (ϕ∗g, ϕ∗dω) ,
where (ϕ∗g, ϕ∗dω) is the pull–back under ϕ ∈ Diff(M). The Radon–Nikodym
derivative ℘(g, dω) := dωdµg is a local Riemannian measure space invariant
[40] under this action, i.e.
℘(ϕ∗g, ϕ∗(dω)) = ϕ∗ ℘(g, dω) = dωdµg ◦ ϕ , ∀ϕ ∈ Diff(M) , (3.4)
and we can introduce the
Definition 3.1. The geometrical dilaton field associated with the Riemannian
metric measure space (M, g, dω) is defined by the map
f : Meas(M) −→ C∞(M,R) (3.5)
(M, g, dω) 7−→ f(M, g, dω) := − ln
(
Vg(M)
dω
dµg
)
,
where Vg(M) :=
∫
M
dµg, and we can parametrize Meas(M, g) according to
Meas(M, g) =
{
dω = e−f dµgVg(M) : f ∈ C
∞(M,R)
}
. (3.6)
Remark 3.2. In Riemann measure spaces, (and Ricci flow theory), sometimes
it is necessary to restrict the action of Diff(M) to the metric g alone and
leave the measure dω fixed, (cf. section 5 in [40]). Absolute continuity of dω
with respect to dµg implies that in such a case f is not a scalar and under the
action of a diffeomorphism ϕ ∈ Diff(M) it transforms as a density according
to
e− f(ϕ
∗g, dω) =
(
Jac dµgϕ
−1) e−f , (3.7)
where Jac dµgϕ
−1 denotes the Jacobian of ϕ−1 with respect to dµg. However,
a subtler interpretation is possible [40] which still preserves the invariant na-
ture of the dilaton. To wit, according to (3.7) and Moser theorem [41], one can
consider ϕ ∈ Diff(M) as generating an active transformation on Meas(M, g)
mapping the measure dω into another measure dω′ := (ϕ−1)∗(dω), (with the
same total mass
∫
M
dω). By composing this mapping on Meas(M, g) with
the induced pull–back action on the resulting measure we get from (3.4) that
the Radon–Nikodym derivative ℘(g, dω) transforms according to
℘(g, dω) 7−→ ℘(ϕ∗g, ϕ∗(dω′)) = ϕ∗ ℘(g, dω′) (3.8)
= ϕ∗ ℘(g, (ϕ−1)∗(dω)) =
(
Jac dµgϕ
−1) dω
dµg
,
which is consistent both with (3.7) and the local Riemannian measure space
invariant nature of the dilaton. If not otherwise stated we shall consider the
natural action on (M, g, dω) given by (3.3).
12 Mauro Carfora
With these remarks along the way, we can geometrically characterize the
action functional (2.11) according to
Definition 3.3. (The dilatonic NLσM action). If φ ∈ H1(Σ,M) is a localizable
map, then the associated non–linear σ model dilatonic action with coupling
parameters a ∈ R>0 and (M, g, dω) ∈Meas(M, g), is defined by
(Σ, γ)×H1(Σ,M)× [R>0 ×Meas(M, g)] −→ R (3.9)
(γ, φ; a, (M, g, dω)) 7−→ S[γ, φ; a, g, dω]
:= a−1
∫
Σ
[
trγ(x) (φ
∗ g)− aKγ ln φ∗
(
dω
dµg
Vg(M)
)]
dµγ
:=
2
a
E[φ, g](Σ,M) +
∫
Σ
Kγ f(φ) dµγ ,
where Kγ is the Gaussian curvature of the Riemannian surface (Σ, γ).
Remark 3.4. As already stressed in the introductory remarks, the parameter
a > 0 sets the (squared) length scale at which the pair (φ(Σ), S) probes the
target metric measure space (M, g, dω). Writing lnφ∗
(
dω
dµg
Vg(M)
)
in place
of −f(φ) may appear pedantic, however it emphasizes the often overlooked
fact that the dilaton coupling f actually is the (Diff(M)–equivariant) as-
signment of a measure dω in (M, g), and that we are dealing with a metric
measure space and not just with a Riemannian manifold. In the definition, we
also stressed the role of Meas(M, g) as the space of point–dependent coupling
parameters for dilatonic non–linear σ models. As we have recalled, this latter
aspect features prominently in the perturbative quantization of the model
and its connection to Ricci flow. As we shall see, it plays a basic role also in
motivating the use of Wasserstein geometry in the theory.
Remark 3.5. It is also important to recall again that, in stark contrast with
the harmonic map energy (2.10), the dilatonic term in (3.9),
−
∫
Σ
Kγ ln φ∗
(
dω
dµg
Vg(M)
)
dµγ =
∫
Σ
Kγ f(φ) dµγ , (3.10)
is not conformally invariant. As is well known, and as first stressed by E.
Fradkin and A. Tseytlin [42], the role of this term is to restore the conformal
invariance of E[φ, g] which is broken upon quantization.
To discuss the role that Wasserstein geometry plays in non–linear σ
model theory, we introduce the following characterization
Definition 3.6. If Prob(M) denote the set of all Borel probability measure on
the manifold M , then the space of probability–normalized dilaton fields over
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(M, g) ∈Met(M), is the dense subspace of Prob(M) defined by
DIL(1)(M, g) :=
{
dω ∈ Prob(M)| dω := e−f dµgVg(M) , f ∈ C
∞(M,R)
}
.
(3.11)
Remark 3.7. It is worthwhile stressing that the restriction to DIL(1)(M, g)
is somewhat unphysical from the point of view of non–linear σ model theory,
since it constrains a priori the dilaton field to be associated to a probability
measure. As artificial as it may appear, this restriction plays a basic role in
Perelman’s analysis of the Ricci flow, and it turns out to be appropriate also
in the geometric analysis of the interaction between non–linear σ model, heat
kernel embedding, and Ricci flow discussed here.
Clearly DIL(1)(M, g) ≈ Probac(M, g), the set of absolutely continuous
probability measures dω << dµg on (M, g). We use this identification to
characterize DIL(1)(M, g) as an infinite dimensional manifold locally mod-
elled over the Hilbert space completion of the smooth tangent space
TωProbac(M, g) ≃ {h ∈ C∞(M,R),
∫
M
h dω = 0} , (3.12)
with respect to the Otto inner product on Probac(M, g) defined, at the given
dω = V −1g (M)e
−fdµg, by the L2(M,dω) Dirichlet form [43]
〈∇ϕ,∇ζ〉(g,dω)
.
=
∫
M
(
gik∇kϕ∇iζ
)
dω , (3.13)
for any ϕ, ζ ∈ C∞(M,R)/R. We set
TfDIL(1)(M, g) (3.14)
.
=
{
h ∈ C∞(M,R),
∫
M
h dω = 0
}L2(M,dω)
.
Under this identification, one can represent infinitesimal deformations of the
dilaton field dω, (thought of as vectors in TfDIL(1)(M, g)≃ TωProbac(M, g)),
in terms of the mapping
TfDIL(1)(M, g)×DIL(1)(M, g) −→ C∞(M,R)/R , (3.15)
(h, dω = V −1g (M)e
−fdµg) 7−→ ψ ,
where the function ψ associated to the given (h, dω) is formally determined
on (M, g) by the elliptic partial differential equation
−∇i (e−f ∇iψ) = h e−f , (3.16)
under the equivalence relation identifying any two such solutions differing by
an additive constant. Recall that if LV dω denotes the Lie derivative of the
volume form dω along the vector field V ∈ C∞(M,TM), then the weighted
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divergence associated with the Riemannian measure space (M, g, dω) is de-
fined by
LV dω = (divω V ) dω =
[
ef ∇i
(
e− f V i
)]
dω . (3.17)
It follows that the elliptic equation (3.16) can be equivalently written as
△ω ψ = − h , (3.18)
where △ω denotes the weighted Laplacian on (M, g, dω) [44], [45], [38],
△ω := divω∇ = △g − ∇f · ∇ . (3.19)
Let us denote byGω : M×M −→ R the Green function associated to the op-
erator −△ω acting on functions with vanishing dω–mean,
∫
M ψ(y) dω(y) =
0, and satisfying
∫
M Gω(x, y) dω(y) = 0, i.e. the solution of
△ω,x Gω(x, y) = − δy + 1 , (3.20)
where δy dω is the Dirac measure at y ∈ (M, g, dω). On M ×M minus the
diagonal {x = y}, Gω(x, y) is smooth and we can write
ψ(x) = Gω h(x) :=
∫
M
h(y)Gω(x, y) dω(y) , (3.21)
whenever the integral makes sense. Conversely, given ϕ ∈ C∞(M,R)/R, we
can formally define a vector
Probac(M, g) −→ TωProbac(M, g) (3.22)
dω 7−→ ∨ϕ ,
by its action on smooth functionals J ∈ C∞(Probac(M, g), R) according to
[46]
(∨ϕ J ) (dω) = d
dǫ
∣∣∣∣
ǫ=0
J (dω − ǫ△ω ϕdω) , (3.23)
and we have the isomorphism
C∞(M,R)/R −→ TωProbac(M, g) ≃ TfDIL(1)(M, g) (3.24)
ψ ⇐⇒ ∨ψ .
3.1. Diffeomorphism group and metric measure spaces
According to the definition (3.14) and the above remarks, the tangent space
TωProbac(M, g) at the given dilatonic measure dω ∈ Probac(M, g) can be
identified with the subspace of gradient vector fields in the set of all L2(M,dω)
vector fields over (M, g, dω). This is deeply connected with the geometry of
Diff(M). The link is well–known in the case of Riemannian manifolds [47],
[48], [49], where the Remark 3.2 applies, (a very readable account is provided
in [50]). If one wants to stress the underlying structure of the Riemannian
metric measure space (M, g, dω) over which Diff(M) is acting, then there
are some peculiarities which, for our purposes, it is useful to make explicit.
For technical reasons [51] let us consider the (topological) group, Diff s(M),
defined by the set of diffeomorphisms which, as maps M → M are an open
subset of the Sobolev space of maps H s(M,M), with s > n2 + 1. As we
mentioned above, for a given (M, g, dω), M compact, and for any dω′ ∈
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Probac(M, g) Moser theorem [41] implies that there is a diffeomorphism η ∈
Diff s(M), s > n2 +1, such that dω′ = η∗(dω). In more precise terms, there
is a smooth map χ : Probac(M, g) −→ Diff s(M), canonically defined for
the given (M, g, dω), such that the pull back–action
Jω : Diff s(M) −→ Probac(M, g) (3.25)
η 7−→ Jω(η) := η∗(dω) = dω′
satisfies Jω ◦ χ = e, where e is the identity in Diff s(M).
Remark 3.8. This well–known result (cf. [52]) is usually stated in terms of the
reference measure provided by the (normalized) Riemannian volume element
Vg(M)
−1 dµg. On a given Riemannian metric measure space (M, g, dω) one
can use as reference measure dω as well.
If we denote by J−1ω (dω
′) the fiber of Jω over dω′ ∈ Probac(M, g) then we
have J−1ω (dω
′) = Diff s+1ω′ (M), where
Diff s+1ω (M) :=
{
ϕ ∈ Diff s+1(M)
∣∣ ϕ∗(dω′) = dω′} (3.26)
is the group of dω′–preserving diffeomorphisms. Let us recall that the tangent
space to Diff s(M) at the identity, TeDiff s(M), consists of allHs(M, TM)
vector fields on M . More generally, the tangent space TϑDiff s(M) at a dif-
feomorphism ϑ ∈ Diff s(M) is given by
TϑDiff s(M) : {U ∈ Hs(M, TM)| U covers ϑ ∈ Diff s(M)} , (3.27)
i.e. by the space of Hs sections of the pull–back bundle
ϑ−1TM := {U = u ◦ ϑ, u ∈ C∞(M,TM)} . (3.28)
Hence, if U ∈ TϑDiff s(M) then U ◦ ϑ−1 ∈ Hs(M, TM). By extending
the standard approach [52] to the Riemannian measure space (M, g, dω),
we introduce on Diff s(M) the weak L2(M,dω) inner product defined at
TϑDiff s(M) by
〈U, V 〉(ω,ϑ) :=
∫
M
g(u ◦ ϑ(x), v ◦ ϑ(x))ϑ(x) dω(ϑ(x)) , (3.29)
for all U, V ∈ TϑDiff s(M). We can equivalently write (3.29) as
〈U, V 〉(ω,ϑ) =
∫
ϑ−1(M)
g(u(x), v(x))x (ϑ
−1)∗(dω)(x) (3.30)
=
∫
ϑ−1(M)
g(u, v)Jacω (ϑ
−1) dω =
∫
M
g(u, v)Jacω (ϑ
−1) dω ,
where we have used ϑ−1(M) = M and denoted by Jacω (ϑ−1) the Jacobian
of ϑ−1 computed with respect to dω. Let η ∈ Diff s(M) and denote by
TϑDiff s(M) −→ Tϑ◦ηDiff s(M) (3.31)
Uϑ 7−→ (Rη)∗ Uϑ := Uϑ ◦ η ,
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the push–forward of Uϑ under the (smooth) right action defined onDiff s(M)
by Rη : ϑ 7−→ ϑ ◦ η. According to (3.29) one computes〈
(Rη)∗ U, (Rη)∗ V
〉
(ω,ϑ◦η) (3.32)
=
∫
M
g(U ◦ η(x), V ◦ η(x))ϑ◦η(x) dω ,
=
∫
η−1(M)
g(U(x), V (x))ϑ(x) (η
−1)∗(dω) .
If η ∈ Diff sω (M) then (η−1)∗(dω) = dω and (3.29) is right–invariant when
restricted to the group of dω-volume preserving diffeomorphisms Diff sω (M).
In this connection, let us consider the weighted L2(M,dω) Helmholtz decom-
position of vector fields which are of Sobolev class Hs(M,TM), s > n/2+1,
on (M, g, dω)
Hs(M,TM) ≃ TeDiff s(M) = Im∇⊕Ker∇∗ω , (3.33)
where ∇∗ω = −divω denotes the L2(M,dω) adjoint of the gradient ∇ :
Hs+1(M,R) → Hs(M,TM). Hence, according to the Otto characterization
(3.13) of TωProbac(M, g) we can write
TeDiff s(M) = TωProbac(M, g) ⊕ TeDiff sω (M) , (3.34)
where we have identified Ker∇∗ω with the tangent space to Diff sω (M) at
the identity map. Explicitly, for a given v ∈ Hs(M,TM) we have
v = −∇ϕ ⊕ v† , (3.35)
where v† is divω–free, and ϕ is defined by the solution of the elliptic equation
△ω ϕ = − divω v , (3.36)
which, according to (3.23), characterizes the correspondence ∨v ⇔ ϕ. It is
useful to rewrite (3.35) as
v = Πω v ⊕ (I −Πω) v (3.37)
where
Πω v(x) := ∇x (Gω ◦ divω) v = ∇x
∫
M
Gω(x, y) divω,yv(y) dω(y) , (3.38)
is the L2(M,dω)–orthogonal projector onto Im∇ and (I−Πω) is the projector
onto Ker∇∗ω ≃ TeDiff sω (M). We can extend (I −Πω) to the elements V of
the tangent space TηDiff s, η ∈ Diff sω (M), by defining the right–invariant
projector
(I −Πω)η V :=
(
(I −Πω)(V ◦ η−1)
) ◦ η . (3.39)
Correspondingly we have the L2(M,dω) weak orthogonal splitting
TηDiff s ≃ (Rη)∗ (TωProbac(M, g)) ⊕ TηDiff sω(M) , (3.40)
where (Rη)∗ (TωProbac(M, g)) := (Rη)∗ (Im∇) is the η–right translated
spaces of gradient vector fields Im∇ ⊂ TeDiff s. Note that the weak Rie-
mannian metric (3.29) is right invariant on Diff sω(M), and this allows to
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consider the Otto inner product (3.13) as inducing on the space of smooth
probability measure Probac(M, g) ≃ Diff s(M)/Diff sω(M), s > n/2 +1, a
weak Riemannian structure such that the projection, (see (3.25)),
Jω : Diff s(M) −→ Probac(M, g) (3.41)
η 7−→ Jω(η) :=
(
η−1
)∗
(dω) = dω′
is a Riemannian submersion. According to [52] one can exploit (3.31) to
introduce on Diff s(M) a torsion–free connection which is compatible with
the weak Riemannian structure defined by (3.29), viz.
TηDiff s ∋ ∇˘U V := (Rη)∗
(
∇(g)u v
)
, (3.42)
or, more explicitly,〈
∇˘U V, W
〉
(ω,η)
=
∫
M
g
(
∇(g)u◦η(v ◦ η), w ◦ η
)
dω(η(x)) ,
where the tangent vectors u, v, w,∈ H s ≃ TeDiff s+1(M), U = u ◦ η, V =
v ◦ η, W = w ◦ η,∈ TηDiff s, and ∇(g) denotes the Levi–Civita connection
of (M, g, dω). The curvature of such a connection at η ∈ Diff s can be
computed according to [48]
R˘(U, V )Z := (Rη)∗
(
R(g)(u, v) z
)
, (3.43)
where Z = z ◦ η and R(g)(u, v) z is the Riemann tensor of (M, g, dω). Ex-
plicitly, 〈
R˘(U, V )Z, W
〉
(ω,η)
(3.44)
=
∫
M
g
(
R(g)(u ◦ η, v ◦ η)z ◦ η, w ◦ η
)
dω(η(x)) ,
provides the component of the curvature tensor associated with the weak
Riemannian structure (3.29) at the point η ∈ Diff(M). In particular, the
components at the identity e ∈ Diff(M) are given by the dω–average〈
R˘(U, V )Z, W
〉
(ω,e)
=
∫
M
g
(
R(g)(u, v)z, w
)
dω(x) . (3.45)
In [48] this analysis is extended to the computation of the curvature of the
space of probability measures Probac(M, g), a point that we address in the
next section.
Remark 3.9. The Helmholtz decomposition can be seen as a linearization of
Brenier’s polar factorization theorem [53], [54] and plays a subtle role in the
Wasserstein geometry of the smooth ∞–dimensional manifold Probac(M, g).
The above analysis, based on the geometry of Diff(M) is somehow formal
since it heavily relies on the smoothness of Probac(M, g) and of the Rie-
mannian submersion map (3.41) which typically fails for general probability
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measures. Nonetheless, as presciently shown by F. Otto [43], this formal Rie-
mannian structure has many remarkable properties and provides the back-
bone for a fully rigorous description of the geometry of (Prob(M), dWg ), (see
e.g. [55], [56], [57], [25], [58], [59]).
3.2. Wasserstein distance and calculus on dilaton space
Let Prob(M ×M) denote the set of Borel probability measures on the prod-
uct space M × M . In order to compare any two distinct dilaton fields in
DIL(1)(M, g), say (M, g, dω1 = e−f1 dµgVg(M) ) and (M, g, dω2 = e−f2
dµg
Vg(M)
),
let us consider the set of measures dσ ∈ Prob(M ×M) which reduce to dω1
when restricted to the first factor and to dω2 when restricted to the second
factor, i.e.
Probω1, ω2 (M ×M) (3.46)
:=
{
dσ ∈ Prob(M ×M) | π(1)♯ dσ = dω1, π(2)♯ dσ = dω2
}
,
where π
(1)
♯ and π
(2)
♯ refer to the push–forward of dσ under the projection
maps π(i) onto the factors ofM ×M . Measures dσ ∈ Probω1, ω2 (M ×M) are
often referred to as couplings between dω1 and dω2. We shall avoid such a ter-
minology since in our setting the term coupling has quite different a meaning.
Let us recall that given a (measurable and non–negative) cost function c :
M ×M → R, an optimal transport plan [60] dσopt ∈ Probω1, ω2(M ×M) be-
tween the probability measures dω1 and dω2 in Prob(M), (not necessarily in
Probac(M, g)), is defined by the infimum, over all dσ(x, y) ∈ Probω1, ω2(M ×
M), of the total cost functional∫
M×M
c(x, y) dσ(x, y) . (3.47)
On a Riemannian manifold (M, g), the typical cost function is provided [24],
[25], [53] by the squared Riemannian distance function d 2g(·, ·), and a major
result of the theory [61], [62], [53], [58], is that for any pair dω1 and dω2
∈ Prob(M), there is an optimal transport plan dσopt, induced by a map
Υopt :M →M . The resulting expression for the total cost of the plan
dWg (dω1, dω2) :=
(
inf
dσ∈Probω1, ω2 (M×M)
∫
M×M
d 2g(x, y) dσ(x, y)
)1/2
,
(3.48)
characterizes the quadraticWasserstein, (or more appropriately, Kantorovich-
Rubinstein) distance between the two probability measures dω1 and dω2.
Remark 3.10. Note that there can be distinct optimal plans dσopt connecting
general probability measures dω1 and dω2 ∈ Prob(M), whereas on Probac(M, g)
the optimal transport plan is unique.
The quadratic Wasserstein distance dWg defines a finite metric on Prob(M)
and it can be shown that (Prob(M), dWg ) is a geodesic space, endowed with
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the weak–* topology, (we refer to [55], [54], [59] for the relevant proper-
ties of Wasserstein geometry and optimal transport we freely use in the
following). By an obvious dictionary, we identify the distance between the
two dilaton fields f1 and f2 with the Wasserstein distance d
W
g (dω1, dω2)
between the corresponding probability measures. This allows to character-
ize
(DIL(1)(M, g), dWg ) as the (dense) subset, (Probac(M, g), dWg ), of the
(quadratic) Wasserstein space (Prob(M), dWg ). By way of illustration of the
interplay between dilaton fields and Wasserstein geometry we have the
Lemma 3.11. Let f1 and f2 two distinct dilaton fields in DIL(1)(M, g), and let
x 7−→ expx(−∇ψ(x)) be the optimal map between the corresponding probabil-
ity measures dω1 = V
−1
g (M) e
−f1dµg and dω2 = V −1g (M) e
−f2dµg. Then the
unique geodesic in (DIL(1)(M, g), dWg ) connecting dω1 and dω2 is provided
by the push–forward map,
Γ : [0, 1] −→ Probac(M, g) (3.49)
λ 7−→ Γ(λ) := (expx(−λ∇ψ(x)))♯ dω1 .
Proof. This is the transcription in our setting of a well known basic result in
optimal transport theory (cf. [63] for a very readable short introduction). For
the convenience of the reader and for later use we give a brief outline of the
proof. Let exp
(g)
x denote the exponential map on (M, g) based at x ∈M , then,
as originally proven by R. McCann [53], there exists a function ψ : M → R,
the Kantorovich potential, such that, for dω1–almost all points x ∈ M , we
can define the map [62], [53], [58],
ℵλ : [0, 1]×M −→ M (3.50)
(λ, x) 7−→ ℵλ(x) := exp(g)x (−λ∇ψ(x)) ,
with ℵλ|λ=1 = ℵopt providing the optimal transport map. The associated
plan dσopt ∈ Probω1, ω2(M ×M) is given by
dσopt = (IdM , ℵ1)♯ dω1 , (3.51)
where (IdM , ℵ1) : M ×M → M ×M is defined by (y, x) 7→ (y,ℵ1(x)). The
push–forward of dω1 under ℵt,
Γ : [0, 1] −→ Probac(M, g) (3.52)
λ 7−→ Γ(λ) := (ℵλ)♯ dω1 ,
generates the (unique) geodesic in
(
Prob(M), dWg
)
connecting dω1 = Γ(0)
and dω2 = Γ(1). Moreover, under the stated hypotheses, Γ(λ) << dµg,
λ ∈ [0, 1], thus the geodesic lies in (DIL(1)(M, g), dWg ). Note that we have
the identity (
dWg (dω1, dω2)
)2
=
∫
M
|∇ψ|2g dω1 , (3.53)
where |∇ψ|2g := gab∇aψ∇bψ. 
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In other words, geodesics in (DIL(1)(M, g), dWg ) are naturally associ-
ated with the transport of the corresponding dilatonic measures along the
geodesics of the underlying Riemannian manifold (M, g). We remark that
the optimal transport map ℵopt associated with the optimal transport plan
dσopt, is not generally smooth, (smoothness in optimal transport theory is
related to rather sophisticated curvature assumptions [63]).
According to (3.53), the Wasserstein metric structure on DIL(1)(M, g) ≈
Probac(M, g) is induced by the Otto inner product 〈·, ·〉(g, dω) defined by
(3.13). This basic remark allows the introduction of a (weak) Riemannian cal-
culus on the smooth Wasserstein space (Probac(M, g), d
W
g ), which is related
to the weak Riemannian geometry of the diffeomorphism group Diff(M)
discussed in section 3.1. In particular one can compute [46] the Riemannian
curvature of (Probac(M, g), d
W
g ). We stress once more, (cf. Remark 3.9), that
the Riemannian structure and the attendant geometric analysis is quite more
delicate in the general Wasserstein space (Prob(M), dWg ), where Prob(M)
has no smooth structure and hence one lacks any obvious notion of smooth-
ness for vector fields. The nature of the difficulties and the development of
a suitable weak Riemannian calculus on (Prob(M), dWg ) are presented, from
different point of views, in [55], [56], [57], [25], [58], ([57] provides a thorough
analysis with examples and useful interpretative remarks). Since we confine
to the smooth Wasserstein space (Probac(M, g), d
W
g ), the Riemannian inter-
pretation can be implemented rigorously, and in what follows we shall make
use of the following result proved by J. Lott, which we rephrase for the dila-
ton space DIL(1)(M, g), (for the last time we recall that we use DIL(1)(M, g)
and Probac(M, g) interchangeably).
Theorem 3.12. (J. Lott [46], Lemma 3) Let ∨ψ(i) : f 7−→ TfDIL(1)(M, g)
be vector fields on DIL(1)(M, g) associated to potentials ψ(i) ∈ C∞(M,R)/R
under the isomorphism (3.24). The Riemannian connection ▽ of the Otto
Riemannian metric 〈·, ·〉(g, dω) is given by
〈▽∨ψ(i) ∨ψ(j) , ∨ψ(k)〉(g, dω) =
∫
M
∇aψ(i)∇a∇bψ(j)∇bψ(k) dω . (3.54)
In particular, we can define the Lie derivative of the inner product 〈·, ·〉(g, dω)
along the vector field f 7−→ ∨ψ ∈ TfDIL(1)(M, g) according to
L∨ψ 〈∨ψ(i) , ∨ψ(k)〉(g, dω) (3.55)
:= 〈▽∨ψ(i) ∨ψ , ∨ψ(k)〉(g, dω) + 〈 ∨ψ(i) , ▽∨ψ(k)∨ψ〉(g, dω)
= 2
∫
M
∇aψ(i)Hessab ψ∇bψ(k) dω ,
where Hessψ denotes the Hessian on (M, g). Note that according to (3.54)
and (3.35 ) the connection▽ at dω is characterized by the gradient part of the
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(M, g, dω) Helmholtz decomposition of the vector field ∇aψ(i)∇a∇bψ(j) ∂b,
i.e. we can write
〈▽∨ψ(i) ∨ψ(j) , ∨ψ(k)〉(g, dω) =
∫
M
Πω
(∇aψ(i)∇a∇bψ(j)) ∇bψ(k) dω , (3.56)
where the L2(M,dω) projection operator Πω is defined by (3.38). Since the
vector field ∇ψ(i) · Hessψ(j) := ∇aψ(i)∇a∇bψ(j) ∂b does not, in general,
belong to TωProbac(M, g) ≃ TfDIL(1)(M, g), we can interpret it as an element
of TeDiff(M), and for η ∈ Diff s(M), s > n/2 + 1, consider
∇ψ(i) ·Hessψ(j) ◦ η ∈ TηDiff s(M) (3.57)
as a section of the pull-back bundle η−1TM . A similar remark applies also
to the commutator of two vector fields ∨ψ(i) and ∨ψ(k) ∈ TωProbac(M, g),
defined for any ϕ ∈ C∞0 (M,R) by [46]
〈[∨ψ(i) , ∨ψ(k)] , ∨ϕ〉(g, dω) = 〈▽∨ψ(i) ∨ψ(k) −▽∨ψ(k)∨ψ(i) , ∨ϕ〉(g, dω)
:=
∫
M
(∇aψ(i)∇a∇bψ(k) −∇aψ(k)∇a∇bψ(i)) ∇bϕdω , (3.58)
and we have [∨ψ(i) , ∨ψ(k) ] ∈ TeDiff(M). As already recalled we are in the
typical situation of the Riemannian submersion described in section 3.1. To
put this at work, one may proceed as in the classical O’Neill’s analysis of
Riemannian submersion [64], [65], (see also Chap. 9 of [66]), and introduce
the vector field, (actually a (2, 1) tensor field)
dω 7−→ Tψ(i)ψ(j) :=
1
2
(I −Πω)
[∨ψ(i) , ∨ψ(j) ] ∈ TeDiffω(M)
= (I −Πω)
(∇aψ(i)∇a∇bψ(j) ∂b) ∈ Ker∇∗ω , (3.59)
defined by the divω–free part of ∇aψ(i)∇a∇bψ(j) ∂b. Note that in the last
line of we have exploited the antisymmetry of (I −Πω)(∇aψ(i)∇a∇bψ(j) ∂b),
(cf. Lemma 6 of [46]). The vector field (3.59) can be thought of as describ-
ing to what extent the distribution of gradient vector fields ∨ψ(i) fails to be
integrable in Diff(M). With these remarks along the way one can character-
ize the Riemannian curvature of the Wasserstein space DIL(1)(M, g)(M, g)
according to the
Theorem 3.13. (J. Lott [46], Th.1) Let ∨ψ(i) ∈ TfDIL(1)(M, g) be given
vector fields on DIL(1)(M, g) associated to corresponding potentials ψ(i) ∈
C∞(M,R)/R. The Riemannian curvature of the connection ▽ is given, at
dω, by
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〈
R
(∨ψ(i) , ∨ψ(j)) ∨ψ(k) , ∨ψ(h)〉(g, dω) (3.60)
=
∫
M
∇bψ(i)∇cψ(j)∇dψ(k) Rabcd∇aψ(h)dω
−
∫
M
gab
(
2T aψ(i)ψ(j)T
b
ψ(k)ψ(h)
− T aψ(j)ψ(k)T bψ(i)ψ(h) + T aψ(i)ψ(k)T bψ(j)ψ(h)
)
dω.
Remark 3.14. According to (3.45) we can interpret the dω-average of the
Riemann tensor Rabcd in (3.60) as the curvature tensor of (Diff(M), 〈·, ·〉ω,η),〈
R˘
(∇ψ(i), ∇ψ(j)) ∇ψ(k), ∇ψ(h)〉
(ω,e)
, (3.61)
evaluated at the identity map. Indeed, quite independently from optimal
transport techniques, one can derive (3.60) as the formula computing the
horizontal components of the Riemannian curvature associated with the Rie-
mannian submersion
Jω : Diff(M) −→ Probac(M, g) ≃ Diff(M)/Diffω(M) (3.62)
defined by (3.41), (cf. [48]). We emphasize once more that the characterization
of curvature for the Wasserstein space (Prob(M), dWg ), associated to general
probability measures on M , is quite more delicate. Details can be found in
[57].
4. Constant maps localization and warping
Important insight into the structure of the Wasserstein geometry of the dila-
tonic non–linear σ model can be gained by the following analysis, showing
how the theory behaves under a localization around constant maps.
To begin with, let κ denote the upper bound to the sectional curvature of
(M, g, dω), and let us consider a metric ball B(r, p) := {z ∈M | dg(p, z) ≤ r},
centered at p ∈ M , with radius r < r0, where r0, defined by (2.4) sets the
length scale of the target (M, g). For q ∈ N, let {φ(k)}k=1 ..., q ∈ Map (Σ,M)
denote a collection of reference constant maps, (hence harmonic), taking val-
ues in the interior of B(r, p)
φ(k) : Σ −→ B(r, p) \ ∂B(r, p) ⊂M (4.1)
x 7−→ φ(k)(x) = y(k), ∀x ∈ Σ, k = 1, . . . , q .
We explicitly assume that r < π
6
√
κ
, inj (y) > 3r for all y ∈ B(r, p), and
consider the center of mass [67] of the maps {φ(k)},
φcm
.
= cm
{
φ(1), . . . , φ(q)
}
, (4.2)
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characterized as the minimizer of the function
F (y; q)
.
=
1
2
q∑
k=1
d2g(y, y(k)) , (4.3)
where d2g(· , · ) denotes the distance in (M, g).
Lemma 4.1. Under the stated hypotheses the minimizer exists, is unique and
cm
{
φ(1), . . . , φ(q)
} ∈ B(2r, p).
Proof. This is a standard property of the center of mass [67]. See for instance
[68] (Chap.4, p.175). 
We denote by {dg(φcm, φ(k))} the distances between the maps {φ(k)}
and their center of mass φcm. The overall strategy for introducing the con-
stant maps {φ(k)} is to use the distances {dg(φcm, φ(k))} and the dilatonic
measure dω to set the scale at which (Σ, γ) probes the geometry of (M, g). To
this end, we localize φ ∈Map(Σ,M), around the center of mass of {φ(k)}qk=1,
by choosing dω according to
dω(z; q) := C−1r (q) e
− F (z; q)2 r2 dµg(z)
Vg(M)
, z ∈M , (4.4)
where F (z; q) is the center of mass function (4.3), Vg(M) is the Riemannian
volume of (M, g), and C r(q) denotes a normalization constant such that∫
M
dω(z; q) = 1. Since F (z; q) attains its minimum at φcm, the measure dω
is concentrated around the center of mass of the {φ(k)}’s, and, as r ց 0+,
weakly converges to the Dirac measure δcm supported at φcm. Note that
according to (4.3) we can factorize the density dω/dµg(z) as
dω(z; q)
dµg(z)
= Vg(M)
−1
q∏
k=1
e−
d2g(z, φ(k))
4 r2 −
lnCr(q)
q . (4.5)
This latter remark suggests to interpret the distances dg(φcm, φ(k)), k =
1, . . . q as coordinates {ξ(k)} in a q–dimensional flat torus Tqcm of unit volume,
and consider the product manifold
Nn+q := M ×(ω) Tq , (4.6)
endowed with the warped product measure
dµN (z, ξ) := dµg(z)
q∏
k=1
e−
d2g(z, φ(k))
4 r2 −
lnC r(q)
q dξ(k) , {ξ(i)} ∈ Tq ,
(4.7)
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with total volume
(4.8)∫
Nn+q
dµN (z, ξ) =
∫
Nn+q
dµg(z)
q∏
k=1
e−
d2g(z, φ(k))
4 r2 −
lnC r(q)
q dξ(k)
= C−1r (q)
∫
M
e−
F (z; q)
2 r2 dµg(z)
∫
Tq
q∏
k=1
dξ(k)
= Vg(M)
∫
M
dω(z; q) = Vg(M) .
The measure (4.7) is clearly Riemannian, being induced on Nn+q := M×Tq
by the warped metric
h(q)(y, ξ) := g(y) +
(
dω(y; q)
dµg(y)
Vg(M)
)2
q
q∑
i=1
dξ2(i), ξ(i) ∈ [0, 1] , , (4.9)
according to
(4.10)
dµh(q)(y, ξ) = dµg(y)
(
dω(y; q)
dµg(y)
Vg(M)
) q∏
i=1
dξ(i)
= dµg(y)
q∏
k=1
e−
d2g(y, φ(k))
4 r2 −
lnC r(q)
q dξ(k) = dµN (y, ξ) .
Remark 4.2. Trading the Riemannian metric measure space (M, g, dω) with
the warped Riemannian manifold(
Nn+q := M ×(ω) Tq, h(q)
)
, (4.11)
is a standard procedure in the Riemannian measure space setting, (cf. [40],
and [69] for the application to Perelman’s reduced volume). This construction
can be naturally extended to the injection of (M, g, dω) in the∞–dimensional
fibering
(
M × T∞, h(∞)).
As a function of the distances from the constant maps {φ(k)}, the probability
measure dω ∈ Probac(M, g) ≈ DIL(1)(M, g) defined by (4.4) is Lipschitz on
(M, g) and smooth on M \ ∪qk=1
{
φ(k), Cut(φ(k))
}
, where Cut(φ(k)) denotes
the cut locus of each φ(k). In terms of the associated dilaton field we have
Lemma 4.3. The dilaton field associated to the measure dω,
f(z; q) := − ln
(
dω(z; q)
dµg(z)
Vg(M)
)
(4.12)
=
1
4 r2
q∑
k=1
d2g
(
z, φ(k)
)
+ lnC r(q) ,
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has a gradient ∇f which exists a.e. on (M, g) and f ∈ H1(M,R).
Proof. As a sum of squared distances from the constant maps {φ(k)}, f is
smooth on M \ ∪qk=1
{
φ(k), Cut(φ(k))
}
, and Lipschitz on (M, g). Thus the
first part of the lemma is a direct consequence of Rademacher’s theorem. In
particular the distributional gradient of f with respect to the Riemannian
metric, ∇f is an L∞ vector field on (M, g), that is f ∈ W 1,∞(M,R) where
the Sobolev norm ‖ f ‖W 1,∞ is defined by ‖ f ‖W 1,∞ := ess supM (|f | +
|∇f |), (cf. Chap.4, Th. 5 of [70]). Since M is compact, it follows [71], (Chap.
11, Corollary 11.4), that f ∈ L2(M,R) and ∇f ∈ L2(M,TM), i.e., f ∈
H1(M,R). Let us observe that ∇f can be integrated by parts over (M, g)
against locally Lipschitz vector field v, in the sense that
∫
M
f ∇i vi dµg =∫
M v
i∇ifdµg, (cf. Chap.9, lemma. 7.113 of [68] for a proof of this well–known
property of Lipschitz functions). Better global regularity cannot be expected
since, if we compute the Laplacian of f , we get
∆gf(z; q) =
1
4 r2
q∑
k=1
∆g d
2
g
(
z, φ(k)
)
, (4.13)
which, from the standard properties of the distance function, implies that
∆g f(z; q) is a distribution with a singular part supported on the cut locus
∪qk=1 Cut(φ(k)) of (M, g, {φ(k)}). 
If we localize f to the geodesic ball B(2r, p) the situation is simpler, and
we have
Lemma 4.4. For z ∈ B(2r, p), r < π
6
√
κ
, the dilaton field f(z; q) is a strictly
convex function. In particular, if [0, 1] ∋ s 7→ λ(k)(s), k = 1, . . . , q, are
minimal geodesics connecting λ(k)(0) = z to λ(k)(1) = φ(k), and expz :
TzM −→M denotes the exponential mapping based at z, then we can write
f(z; q) =
1
4 r2
q∑
k=1
∫ 1
0
g(λ˙(k), λ˙(k)) ds − lnC r(q) (4.14)
=
1
4 r2
q∑
k=1
∣∣exp−1z φ(k)∣∣2 − lnC r(q) ,
where exp−1z φ(k) ∈ TzM ,
∑q
k=1 exp
−1
φcm
φ(k) = ~0, and∣∣exp−1z φ(k)∣∣ := [(exp−1z φ(k))a (exp−1z φ(k))b δab]1/2 = dg (φ(k), z) .
(4.15)
In particular, away from the cut locus Cut(φ(k)) of each φ(k), the dilaton field
f is differentiable on M \ ∪qk=1
{
φ(k), Cut(φ(k))
}
, and one computes
∂
∂zh
f(z; q) = − 1
2 r2
q∑
k=1
λ˙
(k)
h (s)
∣∣∣
s=1
= − 1
2 r2
gih(z)
q∑
k=1
(
exp−1z φ(k)
)i
.
(4.16)
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Proof. These results directly follow from the standard properties of the dis-
tance function over a convex metric ball, (in our case B(2r, p)). 
Remark 4.5. In terms of f the warped metric (4.9) takes the form
h(q)(y, ξ) := g(y) + e
− 2f(y;q)q
q∑
i=1
dξ2(i), ξ(i) ∈ [0, 1] , (4.17)
with
dµh(q) (y) = e
− f(y;q) dµg(y) . (4.18)
The metric warping (4.17) on the torus fiber Tqy over y ∈ M can be
compensated by the point–dependent (y) rescaling ξ(k) 7→ ξ(k) exp[ f(y;q)q ] of
the fiber itself. This suggests a natural extension of φ ∈ Map(Σ,M) associated
to the warping M ×(f) Tq generated by the dilatonic measure.
Lemma 4.6. Let φ ∈ H1(Σ,M) denote a localizable map and let f ◦ φ be the
induced dilaton field over φ(Σ). Then, the function f ◦φ is of class H1(Σ,R)
and
(4.19)
Φ(q) : (Σ, γ) −→ (Nn+q :=Mn ×(f) Tq, h(q))
x 7−→ Φ(q)(x) :=
(
φi(x), 12 e
f(φ(x);q)
q dg(φcm, φ(1)) , . . . ,
. . . , 12 e
f(φ(x);q)
q dg(φcm, φ(q))
)
is a localizable map ∈ H1(Σ,M ×(f) Tq) describing the (fiber–wise uniform)
dilatation of the torus fiber Tqφ(x) over φ(x) ∈M .
Proof. According to Lemma 4.3, the function f is Lipschitz on (M, g). In
general, the composition between a map φ ∈ H1(Σ,M) and a Lipschitz
function f : M → R does not map naturally in H1(Σ,R) since the distri-
butional gradient ∇φ(x) does not necessarily vanish almost everywhere for
φ(x) ∈ ∪qk=1{Cut(φ(k))}, and a chain rule for differentiating weakly f ◦ φ
may be not available. However, if the map φ ∈ H1(Σ,M) is of finite har-
monic energy E[φ, g](Σ,M) then the function dg(φ(x), y) is, for any point
y ∈ M of class H1(Σ,R). This is a particular case of a more general result
concerning harmonic maps L2(X,Y ) between a Riemannian polyhedra, with
simplexwise smooth Riemannian metric (X, γ), and a metric space (Y, dY ),
(cf. Eells–Fuglede [72] th. 9.1 pp. 153-154; for a general metric space set–up
in our case see also Section 4.1 below). Hence we have f ◦ φ ∈ H1(Σ,R).
Moreover, if φ ∈ H1(Σ,M) is localizable, we can introduce local coordinates
{D(α), xα} in (Σ, γ), and yk = φk(x), k = 1, . . . , n, for the corresponding
image points in φ(D(α)) ⊂ M , and work locally in the smooth framework
provided by the space of smooth maps Map (Σ,M ×(f) Tq). 
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As an elementary consequence of the duality between the metric warping
(4.17) and the map warping (4.19) we get
Lemma 4.7. The harmonic energy functional associated with the map Φ(q) is
provided by
E[Φ(q), h
(q)](Σ,Nn+q) = E[φ, g](Σ,M) (4.20)
+
F (φcm; q)
2
D[q−1 f(φ; q)](Σ,R) ,
where D[q−1 f(φ; q)](Σ,R) is the Dirichlet energy
D[q−1 f(φ; q)](Σ,R) :=
1
2
∫
Σ
∣∣∣df(φ(x);q)q ∣∣∣2γ dµγ(x) (4.21)
associated to the map q−1 f ◦ φ : (Σ, γ) −→ R1, and F (φcm; q) is the mini-
mum of the center of mass function (4.3).
Proof. Since the map Φ(q) is localizable and f ◦ φ ∈ H1(Σ,R), a direct com-
putation in local charts provides
(4.22)
E[Φ(q), h
(q)](Σ,Nn+q) :=
1
2
∫
Σ
γµν
∂Φa(q)(x, ξ)
∂xµ
∂Φb(q)(x, ξ)
∂xν
hab(φ) dµγ
=
1
2
∫
Σ
γµν
∂φi
∂xµ
∂φj
∂xν
gij(φ) dµγ
+
1
8
q∑
k=1
d2g(φcm, φ(k))
∫
Σ
∣∣∣df(φ(x);q)q ∣∣∣2γ dµγ
= E[φ, g](Σ,M) +
F (φcm; q)
2
D[q−1 f(φ; q)](Σ,R) ,
where a, b = 1, . . . , n + q, |df(φ; q)|2γ := γµν ∂f(φ;q)∂xµ ∂f(φ;q)∂xν , and where we
exploited the relation
γµν
∂ Φl(q)(x, ξ)
∂xµ
∂ Φm(q)(x, ξ)
∂xν
δlm =
1
4
∣∣∣df(φ;q)q ∣∣∣2
γ
e
2f(φ;q)
q
q∑
k=1
d2g(φcm, φ(k)) ,
(4.23)
for l, m = n+ 1, . . . , q. 
This extended harmonic map set–up is interesting in many respects.
In particular, if we choose the given surface (Σ, γ) to be topologically the
2–torus T2 endowed with a conformally flat metric associated to the dilaton
field, then the functional E [Φ(q), h
(q)] can be directly connected to the non–
linear σ model dilatonic action (3.9). The underlying formal procedure is
well–known, but in our setting the center of mass localization makes its role
rather subtle and far reaching.
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Proposition 4.8. Let (Σ ≃ T2, δ) be a flat 2–torus. For φ ∈ H1(T2,M) a
localizable map taking values in M \ ∪qk=1 Cut(φ(k)), we denote by f ◦ φ the
induced dilaton field over φ(T2). If we endow T2 with the conformally flat
metric
γµν = e
f(φ;q)
q δµν , (4.24)
then in the resulting conformal gauge (T2, γ) we can write
S [γ, φ; F (φcm; q), g, dω] =
(f)
2 q
F (φcm; q)
E[Φ(q), h
(q)](Σ,Nn+q) , (4.25)
Proof. Under the stated hypotheses, φ(T2) ⊆ M \ ∪qk=1 Cut(φ(k)) so that f ,
restricted to φ(T2), is smooth. Since φ is localizable, we can use local charts
and compute (in the weak sense) the Gaussian curvature of (T2, γ) according
to Kf = − 12q ∆γ f(φ; q). By integrating Kf f(φ; q) over the surface Σ ≃ T2
we get ∫
Σ
f(φ; q)Kf dµγ =
(f)
− 1
2 q
∫
Σ
f(φ; q)∆γ f(φ; q) dµγ (4.26)
=
1
2 q
∫
Σ
|d f(φ; q)|2γ dµγ =
(f)
qD[q−1 f(φ; q)](Σ,R) ,
where we have integrated by parts, and where the underset (f) stresses the
fact that the relation holds in the dilaton induced conformal gauge (4.24).
Thus, (4.20) can be rewritten as
E[Φ(q), h
(q)](Σ,Nn+q) =
(f)
E[φ, g](Σ,M) (4.27)
+
F (φcm; q)
2 q
∫
Σ
f(φ; q)Kf dµγ ,
and if we identify the non–linear σ model coupling constant a with
a ≡ F (φcm; q)
q
, (4.28)
then (4.25) follows from the definition (3.9) of the dilatonic action. 
Remark 4.9. If in the statement of Prop. 4.8 we do not restrict φ(T2) to
M \ ∪qk=1 Cut(φ(k)), then the distribution ∆γ f(φ; q) would acquire a sin-
gular part supported on the inverse image of the cut locus ∪qk=1 Cut(φ(k))
of (M, g, {φ(k)}). This singular part contributes to Kf with conical–metric
singularities, as in the case of polyhedral surfaces. It is not difficult to extend
the above results to this more general setting, by considering from the very
outset polyhedral surfaces (Σ ≃ T2) supporting a piecewise flat metric with
conical singularities. We do not belabor on this point, since it does not add
much to the analysis that follows.
Remark 4.10. Note that q−1 F (φcm; q) is the average squared distance be-
tween the constant maps {φ(k)} and their center of mass φcm. According to
the assumptions leading to lemma 4.1, the center of mass is contained in a
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metric ball B(p, 2r) of radius 2r with r < π
6
√
κ
, where κ is the upper bound
to the sectional curvature of (M, g). This imples that the average squared dis-
tance between the {φ(k)}’s and their center of mass φcm is bounded by the
(squared) diameter of B(p, 2r). In particular, under the identification (4.28),
the non–linear σ model coupling constant a satisfies
a |κ| ≤ 4
9
π2 , (4.29)
which is weaker than the bound a |κ| << 1 characterizing the point–like limit
in which the renormalization group for non–linear σ model yields the Ricci
flow.
4.1. Harmonic energy as a center of mass functional
The presence of the center of mass q−1 F (φcm; q) as a dilatonic coupling in
the above analysis may appear incidental to the particular set up we have
concocted. Actually, it is a manifestation of the fact that the center of mass
plays a basic role in characterizing harmonic map functionals in a general
metric space setting [72], [32], [73]. It is important to make this role explic-
itly available also for non–linear σ models, since it provides the rationale for
the use of the heat kernel embedding in Wasserstein space.
We start by characterizing the metric space structure associated with the
warped manifold
(
Nn+q :=M ×(f) Tq, h(q)
)
. If λ : [0, 1] → Nn+q, s 7−→
λ(s) = (y(s), ξ(s)) is a curve in (Nn+q, h(q)), and {sj} := 0 = s0 < . . . <
sm = 1 is a partition of [0, 1], then the length of λ in (N
n+q, h(q)) is defined
by, (see e.g. [74]),
LN(λ) := lim{sj}
m∑
i=1
[
d2g(y(si−1), y(si)) + e
− 2 f(y(si−1))q d2Tq (ξ(si−1), ξ(si))
] 1
2
,
(4.30)
where the limit is with respect to the refinement of ordering of the partitions
{sj} of [0, 1], and
d2Tq (ξ(si−1), ξ(si)) := inf
mk∈Zq
q∑
k=1
∣∣∣ξ(k)(si−1) − ξ(k)(si) + mk∣∣∣2 (4.31)
is the squared distance in Tq, ξ(k) ∈ Rq being the representative components
of ξ ∈ Tq. If we denote by Γ(Y,Z) the set of all (piecewise) smooth curves
connecting two points Y = (y, ξ) and Z = (z, ζ) in Nn+q, then their distance
dh(Y, Z) := inf
λ∈Γ(Y,Z)
LN(λ) , (4.32)
characterizes the metric space (Nn+q, dh) associated with the warped Rie-
mannian manifold (Nn+q, h(q)).
With these preliminary remarks along the way, fix x ∈ Σ, and for 0 < ǫ < 1
small enough, let D(x, ǫ) be the disk of radius ǫ in the tangent space TxΣ,
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and denote by exp
(γ)
x : TxΣ −→ (Σ, γ) the exponential mapping based at x.
We assume that exp
(γ)
x (D(x, ǫ)) is convex and that D(x, ǫ) is endowed with
the pull–back measure dµ̂γ :=
(
exp
(γ)
x
)∗
dµγ . Let us consider the map
Φ˜(q) : D(x, ǫ) ⊂ TxΣ −→ Nn+q (4.33)
υ 7−→ Φ˜(q)(υ) := Φ(q)
(
exp(γ)x (υ)
)
,
and define, for almost all x ∈ Σ, the center of mass function
Σ −→ R>0 (4.34)
x 7−→ G [Φ(q)(x), D(x, ǫ)]
=
1
|Dδ(ǫ)|
∫
D(x,ǫ)
d2h
(
Φ(q)(x), Φ(q)
(
exp(γ)x (υ)
))
dµ̂γ(υ) ,
where |Dδ(ǫ)| = 4πǫ2 is the Euclidean area of the disk D(x, ǫ) ⊂ TxΣ, and
dh is the distance (4.32).
Remark 4.11. Note that Φ(q)(x) is an actual center of mass of the subset
Φ˜(q)(D(x, ǫ)), with respect to the push–forward measure
(
Φ˜(q)
)
♯
dµ̂γ , if the
point Φ(q)(x) ∈ Nn+q minimizes the function
Y 7−→ G [Y, D(x, ǫ)] (4.35)
=
1
|Dδ(ǫ)|
∫
D(x,ǫ)
d2h
(
Y, Φ(q)
(
exp(γ)x (υ)
))
dµ̂γ(υ) .
In particular, we shall say that the map Φ(q) ∈ H1 (Σ, Nn+q) is an ǫ–center
of mass in the above sense if Φ(q)(x) minimizes (4.35) for almost every x ∈ Σ.
From the very structure of (4.34) it follows that, by integrating the center
of mass function G [D(x, ǫ)] over (Σ, γ), we can characterize an approximate
energy functional for maps of low regularity according to
Definition 4.12. Let Φ(q) ∈ L2 (Σ, Nn+q) be a square summable map Φ(q) :
(Σ, γ)→ (Nn+q, dh), and let
Eǫ [Φ(q), dh] :=
1
2
∫
Σ
G
[
Φ(q)(x), D(x, ǫ)
]
ǫ2
dµγ(x) , (4.36)
denote the ǫ–approximate energy associated with the center of mass function
x 7−→ G [D(x, ǫ)], then the L2–energy of the map Φ(q) is defined by
E [Φ(q), dh] := lim
ǫ→0
Eǫ [Φ(q), dh] ∈ R ∪ {+∞} , (4.37)
where the limit is in the sense of weak convergence of measures.
Remark 4.13. It is elementary to prove, (as in [32], Lemma 8.4.1), that the
ǫ–approximate energy functional Eǫ [Φ(q), dh] is minimized iff Φ(q)(x) is a
center of mass for almost all x ∈ Σ.
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The basic observation in this general setting is that the center of mass func-
tional E [Φ(q), dh] reduces to the standard harmonic map energy E [Φ(q), h(q)]
whenever the map Φ(q) is regular enough. In particular we have
Proposition 4.14. If Φ(q) is a localizable map ∈ H1 (Σ, Nn+q), then
lim
ǫ→0
Eǫ [Φ(q), dh] = E [Φ(q), h
(q)] . (4.38)
Proof. This is a particular case of a more general result, (for instance one
can adapt, with obvious modifications, Theor. 8.4.1 of [32]), stating that the
equality (4.38) holds as soon as Φ(q) ∈ L2 (Σ, Nn+q) is localizable and the
functional E [Φ(q), h
(q)] can be defined, (in the local chart associated to the
localization adopted). 
It is worthwhile to note that we can express the center of mass functional
Eǫ [Φ(q), dh] in terms of the metric geometry of the factor manifolds (M,dg)
and Tq defining Nn+q. Explicitly, according to the definition of the map Φ(q),
and of the characterization (4.30) and (4.32) of the distance function dh, we
can write
d2h
(
Φ(q)(x),Φ
(q,x)(υ)
)
= d2g
(
φ(x), φ(exp(γ)x (υ))
)
(4.39)
+
q2 e
− 2f(φ(x))q
4
q∑
k=1
d2g(φcm, φ(k))
∣∣∣∣e f(φ(x))q − e f(φ(exp(γ)x (υ)))q ∣∣∣∣2 ,
which, inserted in (4.36), provides
Eǫ [Φ(q), dh] (4.40)
=
1
2Dδ(ǫ)
∫
Σ
(∫
D(x,ǫ)
d2g
(
φ(x), φ(exp
(γ)
x (υ))
)
ǫ2
dµ̂γ(υ)
)
dµγ(x)
+
q2
ǫ2 |Dδ(ǫ)|
∑q
k=1 d
2
g(φcm, φ(k))
8
×
×
∫
Σ
(∫
D(x,ǫ)
e
−2f(φ(x))q
∣∣∣∣∣e f(φ(x))q − e f(φ(exp
(γ)
x (υ)))
q
∣∣∣∣∣
2
dµ̂γ(υ)
)
dµγ(x) .
In analogy with (4.37), we define the harmonic map energy functional for
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maps φ in L2 (Σ,M) according to
E [φ, dg] (4.41)
:= lim
ǫ→0
1
Dδ(ǫ)
∫
Σ
(∫
D(x,ǫ)
d2g
(
φ(x), φ(exp
(γ)
x (υ))
)
ǫ2
dµ̂γ(υ)
)
dµγ(x) ,
and the Dirichlet energy for functions f ◦ φ in L2 (Σ,R)
D[f(φ; q)] := lim
ǫ→0
∫
Σ
(∫
D(x,ǫ)
q2
e
− 2f(φ(x))q
2 ǫ2 |Dδ(ǫ)| × (4.42)
×
∣∣∣∣∣e f(φ(x))q − e f(φ(exp
(γ)
x (υ)))
q
∣∣∣∣∣
2
dµ̂γ(υ)
)
dµγ(x) .
We have
E [Φ(q), dh] := E [φ, dg] +
F (φcm; q)
2
D[f(φ; q)] , (4.43)
with the obvious proviso that for square summable maps each one of the
(lower semicontinuous) functionals E [Φ(q), h(q)], E [φ, dg], and D[f(φ; q)] de-
fined above can be infinite. Again, for localizable Sobolev maps Φ(q) one can
prove that E [φ, dg], and D[f(φ; q)] can be identified with their corresponding
functional E[φ, g], and D[f(φ; q)], appearing in the factorization (4.20).
Remark 4.15. The approximation scheme underlying (4.36) and (4.40) nat-
urally appears, somewhat in disguise, when considering the cut–off action
functional for the regularized lattice versions of quantum non–linear σ mod-
els, (see e.g. [34]).
4.2. Heat Kernel embedding in Wasserstein space
To put things in context, let us consider the isometric embedding of (M,dg)
into (Prob(M), dWg ) defined by
(M,dg) →֒
(
Prob(M), dWg
)
(4.44)
y 7−→ δy ,
where δy is the Dirac measure supported at the generic y ∈ (M, g). It is
easy to prove that this is indeed an isometry since one directly computes
dWg (δy, δz) = dg(y, z), by using the obvious optimal plan dσ(u, v) = δy(u)⊗
δz(v) in (3.48). This isometry allows to represent the center of mass coupling
as
a := q−1 F (φcm; q) =
1
2q
q∑
k=1
[
dWg (δ(k), δcm)
]2
, (4.45)
where δ(k) and δcm are the Dirac measures supported at φ(k) and φcm, respec-
tively. The advantage of the, otherwise rather formal, Wasserstein represen-
tation (4.45) is that we can view δ(k) and δcm as heat sources. This suggests
The Wasserstein geometry of non-linear σ models 33
a natural heat kernel technique for the geometrical analysis of the scaling
properties of q−1 F (φcm; q) and, as we shall see, of the functionals E[φ, g],
and S[γ, φ; a, g, dω].
We start exploiting the Wasserstein representation (4.45) and discuss the
deformation of the center of mass coupling q−1 F (φcm; q) by extending (4.44)
to a heat kernel embedding of the constant maps {φ(k)}. To this end, let t be
a running (squared) length scale and denote by pMt : M ×M ×R>0 −→ R>0
the heat kernel on (M, g), i.e. the (minimal positive) solution of the heat
equation (
∂
∂t
− △M(g,y)
)
pMt (y, z) = 0 , (4.46)
lim
tց0+
pMt (y, z) dµg(z) = δz ,
where δz(y) and △M(g,y) denote the Dirac measure at z ∈M and the Laplace–
Beltrami operator on (M, g), respectively. Also let
pMt (y, φ(k)) =
∫
Mz
pMt−s(y, z) p
M
s (φ(k), z) dµg(z), t > s > 0 , (4.47)
and
pMt (y, φcm) =
∫
Mz
pMt−s(y, z) p
M
s (φcm, z) dµg(z), t > s > 0 , (4.48)
be the heat kernels with sources the Dirac measures δ(k) and δcm, respectively.
Note that, away of the cut locus Cut (z), pMt (y, z) can be differentiated any
number of times and its spatial derivatives commute with the t ց 0+ limit,
(this is an elementary consequence of a theorem by Malliavin and Strook
[75]–see also [76]). In particular, it is useful to recall the following asymptotics
related to the geometry of heat diffusion on Riemannian manifolds.
Theorem 4.16. [77], (see also [78], [79]). There are smooth functions Ξk(y, z)
defined on (M ×M)/Cut (z), with Υ0(y, z) = 1, such that the asymptotic
expansion
pMt (y, z) dµg(y)−
(
1
4πt
)n/2
e−
d2g(y,z)
4 t
N∑
k=0
Ξk(y, z) t
k dµg(y) = O
(
tN+1−
n
2
)
(4.49)
holds uniformly as tց 0+ on compact subsets of (M ×M)/Cut (z).
Theorem 4.17. (T. H. Parker [80]). Let CutL ⊂ (M×M) be the set of points
(y, z) such that z is conjugate to y along some geodesics γ with length at most
L. If Dγ denotes the (absolute value of the) Jacobian of the exponential map
along γ, then
pMt (y, z) =
(
1
4πt
)n/2 ∑
γ
e−
1
4
∫
t
0 | ˙γ(s)|2 dsD−
1
2
γ (1 +O(t)) , (4.50)
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where the convergence is uniform as t ց 0+ on compact subsets of (M ×
M)/CutL (y, z), and where the summation is over all locally minimal geodesics
γ in (M, g) connecting y to z.
Remark 4.18. The former is the well–known heat kernel asymptotics, the lat-
ter is a small–time asymptotics recently obtained by T. H. Parker [80], show-
ing quite explicitly that heat tends to diffuse instantaneously along geodesics.
In particular, (4.50) can be heuristically identified with the semiclassical ap-
proximation to the (Euclidean) path integral representation of pMt (y, z) pro-
vided by
pMt (y, z) =
∫
Pyz
e−
1
4
∫
t
0 | ˙γ(s)|2 dsD[γ] , (4.51)
where D[γ] is a functional measure on the space Pyz of all paths γ connecting,
in time t, the points y and z.
Since 14
∫ t
0
∣∣∣ ˙γ(s)∣∣∣2 ds = d2g(y,z)4 t along a minimal geodesic γ, both these
asymptotic expansions provide the heuristics of the celebrated Varadhan’s
large deviation formula [81],
− lim
tց0+
t ln
[
pMt (y, z)
]
=
d2g(y, z)
4
, (4.52)
which, together with the expression (4.3) for the center of mass function,
(evaluated at φcm), allows us to provide yet another formal representation
for the coupling,
F (φcm; q) = − lim
tց0+
2 t ln
q∏
k=1
pMt (φ(k), φcm) . (4.53)
The convergence in (4.52), and hence in (4.53) is uniform, and together with
(4.45), the expression (4.53) suggests the possibility of deforming q−1 F (φcm; q)
by using the heat kernel flow (δ(k), t) 7→ pMt , t ∈ (0,∞) in (Prob(M), dWg ).
This is tantamount to extending the isometry (4.44) to the injective embed-
ding defined, for any fixed length scale t ∈ [0,∞), by the map
(M,dg)× R≥0 →֒
(
Prob(M), dWg
)
(4.54)
(y, t) 7−→ pMt (·, y)dµg(·) ,
which associates to each point y ∈ (M, g) the corresponding heat kernel
measure with source at y.
Remark 4.19. The injectivity of the heat kernel embedding in quadratic
Wasserstein space is discussed at length in [27]. Below we shall analyze (4.54)
in detail in the case of the weighted heat kernel associated with (M, g, dω).
Under the action of (4.54), the constant maps {φ(k)} and their center
of mass φcm are injected in
(
Prob(M), dWg
)
according to
(φ(k), t) 7−→ (δ(k), t) 7−→ pMt (·, φ(k))dµg(·) (4.55)
(φcm, t) 7−→ (δcm, t) 7−→ pMt (·, φcm)dµg(·) .
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The coupling a := q−1 F (φcm; q) is correspondingly deformed into
(a, t) 7−→ at (4.56)
:=
1
2 q
q∑
k=1
[
dWg
(
pMt (·, φ(k))dµg(·), pMt (·, φcm)dµg(·)
)]2
,
with
lim
tց0
at =
1
2 q
q∑
k=1
[
dWg (δ(k), δcm)
]2
=
F (φcm; q)
q
= a . (4.57)
The induced scaling in passing from a to at is geometrically controlled by the
Proposition 4.20. If K denote the lower bound of the Ricci curvature of
(M, g), ( i.e. Ricg (v, v) ≥ K |v|2, ∀ v ∈ TM), then the coupling a scales
under heat kernel deformation of the constant maps {φ(k)} according to
at ≤ e− 2K t a . (4.58)
Proof. (4.58) directly follows from the basic inequality [58], [82], [26],
dWg
(
pMt (· , y)dµg(·) , pMt (· , z)dµg(·)
)
(4.59)
≤ e−K t dWg (δy, δz) = e−K t dg (y, z) , ∀ t > 0, ,
governing the Wasserstein geometry of heat diffusion on a Riemannian man-
ifold. 
The general role of the center of mass, discussed in Section 4.1, indicates
that we can analyze the scaling behavior of the harmonic energy functional
E[Φ(q), h
(q)], and hence of the dilatonic action S[γ, φ; a, g, dω], along the
same lines described above. To this end, we need to characterize the heat
kernel injection of (Φ(q)(Σ), h
(q)) in the Wasserstein space
(
Prob(N), dWh
)
of Borel probability measures on Nn+q.
5. A warped Gigli–Mantegazza heat kernel embedding
The structure of
(
M ×ω Tq, h(q)
)
allows us to model a significant part of
our analysis on the results discussed in a terse paper by N. Gigli and C.
Mantegazza [27]. They analyze in detail the geometry of the heat kernel em-
bedding associated to the Laplace–Beltrami heat semigroup, connecting it to
the Ricci flow. In our case, the relevant heat semigroup is the one generated
by a weighted Laplacian on (M, g, dω), and we provide an extension of their
results to the warped Riemannian manifold
(
M ×ω Tq, h(q)
)
. This allows us
discuss the scaling behavior of E[Φ(q), h
(q)] and connect it to the Hamilton–
Perelman version of the Ricci flow.
As a preliminary step, we need to define a heat kernel adapted to the warped
product structure of
(
M ×ω Tq, h(q)
)
. To this end, let Y a := (yi, υα), with
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a = 1, . . . , n+q, i = 1, . . . , n, and α = 1, . . . , q denote coordinates adapted to
M ×ω Tq. Under such a splitting, a standard computation for the Laplacian
△h on
(
M ×ω Tq, h(q)
)
provides the relation
(5.1)
△h := 1√
deth
∂
∂Y a
(√
dethhab
∂
∂Y b
)
=
e f√
det g
∂
∂yi
(√
det g e− f gik
∂
∂yk
)
+ e
2f
q
∂
∂υα
(
δαβ
∂
∂υβ
)
= △g + e
2f
q △T −∇f · ∇ ,
where △g, and △T respectively denote the Laplace–Beltrami operator on
(M, g), and on (Tq, δ), and where ∇f · ∇ = gik∇if ∇k is the distributional
directional derivative along the gradient of the Lipschitz function f . Accord-
ing to (3.17) the operator △g − ∇f · ∇ appearing in (5.1) is the weighted
Laplacian on (M, g, dω), (cf. (3.17)),
△ω := divω∇ = △g − ∇f · ∇ , (5.2)
and we can write
△h = △ω + e
2f
q △T . (5.3)
The properties of the heat kernel associated to △ω are provided by [38]
Theorem 5.1. The weighted Laplacian △ω is symmetric with respect to the
defining measure dω, and can be extended to a self–adjoint operator in L2(M, dω)
generating the heat semigroup et△ω , t ∈ R>0. The associated heat kernel
p
(ω)
t (· , z) is defined as the minimal positive solution of(
∂
∂t
− △ω
)
p
(ω)
t (y, z) = 0 , (5.4)
lim
tց0+
p
(ω)
t (y, z) dω(z) = δz ,
with δz the Dirac measure at z ∈ (M, dω). The heat kernel p(ω)t (y, z) is C∞
on R>0×M×M , is symmetric p(ω)t (y, z) = p(ω)t (z, y), satisfies the semigroup
identity p
(ω)
t+s(y, z) =
∫
M
p
(ω)
t (y, x)p
(ω)
s (x, z) dω(x), and
∫
M
p
(ω)
t (y, z) dω(z) =
1. Moreover, Varadhan’s large deviation formula holds
− lim
tց0+
t ln
[
p
(ω)
t (y, z)
]
=
d2g(y, z)
4
, (5.5)
where the convergence is uniform over all (M, g, dω).
Proof. This characterization of the heat kernel p
(ω)
t (·, ·) is a direct conse-
quence of the properties of the weighted Laplacian △ω. For a more detailed
discussion see Grigoryan [38] Th.7.13, and § 7.5, Th. 7.20, for the smoothness
property of the weighted heat kernel p
(ω)
t (·, ·). 
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Remark 5.2. From the point of view of heat theory, the operator△h generates
a diffusion in the base manifold (M, g , dω) driven by △ω, weakly coupled
to an independent heat propagation in the torus fibers Tqy via a thermal
diffusivity given by exp{2f(y)/q}. Since we do not need to locally vary the
geometry of the torus fibers, (up to a fiberwise rescaling), we can freeze
the heat diffusion in each Tqy, and consider only the heat kernel embedding
induced by p
(ω)
t (y, z).
Lemma 5.3. Let
(
Prob(N), dWh
)
, be the Wasserstein spaces of probability mea-
sures over the warped manifold
(
N ≃M ×ω Tq, h(q)
)
. If p
(ω)
t (· , z) dω(·)⊗ δ T
q
ζ
denotes the tensor product between the weighted heat kernel on (M, g, dω) and
the Dirac measure supported at ζ ∈ Tq, then the map
(5.6)
Υt : (M ×(ω) Tq, h(q)) →֒
(
Prob(N), dWh
)
(z, ζ) 7−→ Υt(z, ζ) := p(ω)t (· , z) dω(·)⊗ δ T
q
ζ ,
is, for any t ≥ 0, injective.
Proof. We have the obvious inclusion(
Prob (M, g), dWg
)× (Prob (Tq), dWT ) →֒ (Prob(N), dWh ) (5.7)(
p
(ω)
t (· , z) dω(·), δ T
q
ζ
)
7−→ p(ω)t (· , z) dω(·)⊗ δ T
q
ζ .
The map Υt restricted to the torus fibers, i.e. ζ 7−→ δ Tqζ , is an isometric
embedding of Tq into (Prob (Tq), dW
T
). By adaptating to the heat semigroup
generated by △ω the analysis of the injectivity of the Laplace–Beltrami heat
flow, (cf. Th. 2.3 and Proposition 5.16 of [27]), it follows that the restric-
tion, z 7→ p(ω)t (· , z) dω(·), of Υt to (M, g, dω) is an injective embedding of
(M, g, dω) into (Prob (M), dWg ). Hence Υt injects in
(
Prob(N), dWh
)
. 
To discuss the properties of the map Υt defined by (5.6), let us use
coordinates Za := (zi, ζα), with a = 1, . . . , n + q, i = 1, . . . , n, and α =
1, . . . , q, adapted to the product structure of the manifold N := M ×ω Tq. In
the corresponding coordinate bases {∂i}, {∂α}, let us consider vector fields
U i⊥∂i ∈ C∞(M,TM) and Uα‖ ∂α ∈ C∞(Tq, T Tq), and the associated vector
field U ∈ C∞(N, TN)
U = Ua(z, ζ)∂a := U
i
⊥(z)∂i + U
α
‖ (ζ)∂α . (5.8)
For any t > 0, we can naturally associate to the vector field U⊥ a corre-
sponding element in Tpt(dω) Prob(M, g), the tangent space to Prob(M, g) at
pt(dω) := p
(ω)
t (· , z) dω(·).
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Lemma 5.4. Let t 7−→ p(ω)t (· , z) dω(·), t ∈ (0,∞), be the flow of probability
measure in Probac(M, g) defined by the weighted heat kernel p
(ω)
t (· , z). Then,
the map
TM × (0,∞) −→ C∞(M,R) (5.9)
(z, U⊥(z); t) 7−→ U i⊥(z)∇(z)i ln p(ω)t (· , z) ,
defines, for each t ∈ (0,∞), a tangent vector in Tpt(dω) Prob(M, g).
Note that the superscript (z) in (5.9) signifies that the differentiation is ap-
plied to the indicated variable.
Remark 5.5. In the notation for the tangent space Tpt(dω) Prob(M, g) we used
the shorthand pt(dω) to denote the probability measure on (M, g) associated
with the heat kernel distribution p
(ω)
t (· , z) evaluated at time t and with a
fixed source δz. This notation may become ambiguous when considering on
Tpt(dω) Prob(M, g) the associated L
2 inner product spaces, since these will
functionally depend on the heat source. For instance, ψ ∈ Tpt(dω) Prob(M, g),
has a natural point–dependent L2 norm evaluated, at fixed heat source δz ,
according to
‖ ψ ‖2L2(pt(dω,z)) :=
∫
M
|ψ(y)|2 p(ω)t (y , z) dω(y) . (5.10)
We use the notation L2(pt(dω, z)) to emphasize, whenever necessary, the
location of the fixed heat source, and the simpler notation L2(pt(dω)) if there
is no danger of confusion.
Proof. To prove lemma 5.4, let us observe that for t > 0 the function y 7→
U i⊥(z)∇(z)i ln p(ω)t (y, z) is smooth. By integrating over (M, p(ω)t dω) we get∫
M
(
U i⊥(z)∇(z)i ln p(ω)t (y, z)
)
p
(ω)
t (y, z) dω(y) (5.11)
=
∫
M
U i⊥(z)∇(z)i p(ω)t (y, z) dω(y)
= U i⊥(z)∇(z)i
∫
M
p
(ω)
t (z, y) dω(y) = 0 ,
where, in the last passage, we have exploited the symmetry of the heat ker-
nel, p
(ω)
t (z, y) = p
(ω)
t (y, z), and
∫
M p
(ω)
t (z, y) dω(y) = 1. It follows that,
for each t ∈ (0,∞), (5.9) defines, according to (3.14), a tangent vector in
Tpt(dω) Prob(M, g). 
Remark 5.6. By proceeding similarly, and using the map
(z, U⊥(z); t) 7−→ U i⊥(z)∇(z)i p(ω)t (· , z) (5.12)
we can interpret U i⊥(z)∇(z)i p(ω)t (· , z) as an element of the tangent space
Tdω Prob(M, g).
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Remark 5.7. Roughly speaking, the vector field U i⊥(z)∇(z)i ln p(ω)t (· , z), (or,
equivalently, U i⊥(z)∇(z)i p(ω)t (· , z)), can be thought of as describing the per-
turbation in the probability measure p
(ω)
t (· , z) dω(·) as we vary the heat
source δz in the direction U⊥(z).
These remarks imply that we can exploit Otto’s parametrization (cf.
(3.18)), and represent U i⊥(z)∇(z)i p(ω)t (· , z), or U i⊥(z)∇(z)i ln p(ω)t (· , z), as
(the gradient of) a scalar potential, ψ̂(t,z,U⊥) ∈ C∞(M,R), according to the
Proposition 5.8. For each fixed t > 0, and for any U⊥ ∈ C∞(M,TM), the
elliptic partial differential equation,
div(y)ω
(
p
(ω)
t (y, z)∇(y) ψ̂(t,z,U⊥)(y)
)
= −U⊥(z) · ∇(z) p(ω)t (y, z) , (5.13)
admits a unique solution ψ̂(t,z,U⊥) ∈ C∞(M,R), with
∫
M ψ̂(t,z,U⊥) dω = 0 ,
smoothly depending on the data t, z, U⊥, and such that ∇(y) ψ̂(t,z,U⊥)(y) 6≡ 0
if U⊥ 6= 0.
Proof. This is a rather obvious adaptation of a similar statement in [27],
Prop. 3.1. For its relevance in what follows, and for the convenience of the
reader, we outline the proof in our case. According to the definition (3.17) of
the weighted divergence and the positivity of the heat kernel we have
△(y)g ψ̂(t,z,U⊥)(y) − ∇(y)
(
f(y)− ln p(ω)t (y, z)
)
· ∇(y) ψ̂(t,z,U⊥)(y)
= −U⊥(z) · ∇(z) ln p(ω)t (y, z) . (5.14)
It follows that (5.13) can be equivalently rewritten as
△(y)pt (dω) ψ̂(t,z,U⊥)(y) = −U⊥(z) · ∇
(z) ln p
(ω)
t (y, z) , (5.15)
where
△(y)pt (dω) := △(y) − ∇(y)
(
f(y)− ln p(ω)t (y, z)
)
· ∇(y) (5.16)
is the weighted Laplacian associated with the measure p
(ω)
t (y, z)dω(y). Solu-
tions ψ̂(t,z,U⊥) of (5.15) are naturally defined modulo an additive constant.
To remove this redundancy, we normalize ψ̂(t,z,U⊥) by requiring∫
M
ψ̂(t,z,U⊥)(y) dω(y) = 0 . (5.17)
For any given t > 0, denote by H1(M,R; pt(dω)) the Sobolev space of func-
tions which together their gradients are square summable with respect to
the heat kernel measure pt(dω), (see remark 5.5). Assume that ψ̂(t,z,U⊥) ∈
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H1(M,R; pt(dω)), and write (5.15) distributionally as∫
My
(
∇(y)i ψ̂(t,z,U⊥)(y)∇i χ(y)
)
p
(ω)
t (y, z)dω(y) (5.18)
=
∫
My
(
U⊥(z) · ∇(z) ln p(ω)t (y, z)χ(y)
)
p
(ω)
t (y, z)dω(y)
for any test function χ ∈ C∞0 (M,R) ⊂W 1,20 (M,R), (by density). According
to (5.11), U⊥(z) · ∇(z) ln p(ω)t (y, z) is L2(M,R; pt(dω))–orthogonal to the
constant functions and by the Fredholm alternative it follows that (5.18), and
hence (5.15), has a unique solution ψ̂(t,z,U⊥) in H1(M,R; pt(dω)). Standard
elliptic regularity then implies that ψ̂(t,z,U⊥) ∈ C∞(M,R), with a smooth
dependence on the data t, z, U⊥. In order to prove that if U⊥ 6= 0 then
∇(y)i ψ̂(t,z,U⊥)(y) 6≡ 0 we exploit an induced heat equation associated to the
elliptic problem (5.13). From
∂
∂t
(
U⊥(z) · ∇(z) p(ω)t (y, z)
)
= U⊥(z) · ∇(z) △(y)ω p(ω)t (y, z) (5.19)
= △(y)ω
(
U⊥(z) · ∇(z) p(ω)t (y, z)
)
,
and (5.13) we get that div(y)ω
(
p
(ω)
t (y, z)∇(y) ψ̂(t,z,U⊥)(y)
)
satisfies the heat
equation(
∂
∂t
− △(y)ω
) [
div(y)ω
(
p
(ω)
t (y, z)∇(y) ψ̂(t,z,U⊥)(y)
)]
= 0 , (5.20)
with
lim
tց0
div(y)ω
(
p
(ω)
t (y, z)∇(y) ψ̂(t,z,U⊥)(y)
)
= div(z)ω U⊥(z) ,
in the weak sense. Hence, if ∇(y) ψ̂(t,z,U⊥) ≡ 0 then, by the (backward)
uniqueness of the heat flow, it follows that we must have div(z)ω U⊥(z) ≡
0, ∀U⊥ ∈ C∞(M,TM). This necessarily implies U⊥ ≡ 0. 
If we denote by
Ht, z(TM) :=
{
∇ψ̂ ∈ C∞(M,TM) : ψ̂ ∈ C∞(M, R)
} L2(pt(dω,z))
,
(5.21)
the Hilbert space of gradient vector fields obtained by completion with respect
to the Otto L2(pt(dω, z)) norm
‖ ∇ψ̂ ‖2Ht, z :=
∫
M
∣∣∣∇(y) ψ̂∣∣∣2
g(y)
p
(ω)
t (y, z) dω(y) , (5.22)
then we have
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Lemma 5.9. The map
TzM −→ Tpt(dω) Prob(M, g) ≃−→ Ht, z(TM) (5.23)
U⊥(z) 7−→ U⊥(z) · ∇(z) ln p(ω)t (y, z) 7−→ ∇ψ̂(t,z,U⊥) ,
is, for any t ∈ (0,∞), an injection.
Proof. This is an immediate consequence of Proposition 5.8. 
The heat kernel parametrization (5.23) can be applied to any adapted
vector field W =W⊥ +W‖, and we shall set
W at (y, υ) :=
(
∇i(y) ψ̂(t,z,W⊥)(y) , Wα‖ (υ)
)
, (5.24)
with an obvious notation.
5.1. The induced G-M metric rescaling (M, g) 7→ (M, g(ω)t )
According to (5.23), and in the spirit of Otto’s formal Riemmanian calcu-
lus [83], we can interpret ∇ψ̂(t,z,U⊥) as the push–forward of U⊥ ∈ TzM to
the tangent space Tpt(dω) Prob(M, g), under the heat kernel embedding map
(5.6). This remark motivated a basic observation by N. Gigli and C. Man-
tegazza which we extend to the weighted heat kernel embedding according
to
Proposition 5.10. (cf. Def. 3.2 and Prop. 3.4 of [27]). For any t > 0, z ∈M ,
and U⊥,W⊥ ∈ TzM , let us denote by ∇(y) ψ̂(t,z,U⊥) and ∇(y) ψ̂(t,z,W⊥) the
corresponding vector fields defined by the weighted heat kernel injection map
(5.23). Then, the symmetric bilinear form
z 7−→ g(ω)t (U⊥(z),W⊥(z)) (5.25)
:=
∫
M
gik(y)∇i(y) ψ̂(t,z,U⊥)∇k(y) ψ̂(t,z,W⊥) p(ω)t (y, z) dω(y) ,
defines a scale–dependent metric tensor on M , varying smoothly in 0 < t <
∞.
Proof. We briefly outline the proof, an obvious adaptation of Prop. 3.4 of
[27]. To begin with, let us observe that as a consequence of the uniqueness
property of the defining pde (5.13), the functions ψ̂(t,z,U⊥) and ψ̂(t,z,W⊥)
depend linearly from the vectors U⊥ and W⊥. This implies that the expres-
sion (5.25) is bilinear, besides being manifestly symmetric and non–negative.
Moreover, the smoothness of the weighted heat kernel p
(ω)
t dω, and the smooth
dependence of ψ̂(t,z,U⊥) and ψ̂(t,z,W⊥) from the data (t, z, U⊥,W⊥), imply that
g
(ω)
t (U⊥(z),W⊥(z)) is smooth in its arguments. Since p
(ω)
t dω > 0, if we as-
sume that g
(ω)
t (U⊥(z), U⊥(z)) = 0 then we necessarily get ∇(y) ψ̂(t,z,U⊥) ≡
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0 and hence, according to proposition 5.8, U⊥(z) ≡ 0. It follows that the
bilinear form (5.25) is a smooth metric on M . 
To characterize geometrically the metric (5.25) let us consider a one–
parameter family of locally Lipschitz diffeomorphisms Θλ in M ,
Θλ : [0, 1)× M −→ M (5.26)
(λ, x) 7−→ cλ(x) ,
where cλ(x) is the point in M reached at time λ along the Θλ–trajectory
issued from x, and where Θ0 = idM . Let c
′
λ (x) be the λ–dependent velocity
field associated, for almost every λ, with the trajectories (λ, x) 7→ cλ(x) of
Θλ. Locally Lipschitz diffeomorphisms map null sets to null sets, and the
behavior of the heat kernel embedding along Θλ is described by the
Lemma 5.11. (cf. Th.2.5 in [27]). Let δcλ(z) denote the heat source at the
point cλ(z) ∈M reached at time λ along the Θλ–trajectory issued from z. Let
cλ(z) 7−→ p(ω)t (· , cλ(z))dω(·) be the corresponding heat embedding map. Then,
for almost every λ ∈ [0, 1], there exists, along the path p(ω)t (· , cλ(z))dω(·), λ ∈
[0, 1], in Probac(M, g), a tangent velocity field vλ ∈ Ht,cλ(z)(TM) such that
the relation
c′λ(z) · ∇cλ(z) p(ω)t (y, cλ(z)) + div(y)ω
(
vλ(y) p
(ω)
t (y, cλ(z))
)
= 0 , (5.27)
holds in the sense of distributions.
Proof. Since Θλ is locally Lipschitz, the curve of measures, (at fixed t),
λ 7−→ p(ω)t (· , cλ(z))dω(·) is absolutely continuous with respect to the Wasser-
stein distance. By a result of Ambrosio, Gigli and Savare´ (cf. Th. 8.3.1 in [55]
and Th. 13.8 in [59]), for almost every λ the path p
(ω)
t (· , cλ(z))dω(·), λ ∈ [0, 1],
in Probac(M, g) admits a tangent velocity field y 7−→ vλ(y) ∈ Ht,cλ(z)(TM),
where Ht,cλ(z)(TM) is the Hilbert space (5.21) associated with cλ(z). More-
over the continuity equation
L
(
∂
∂λ+vλ)
p
(ω)
t (y, cλ(z)) dω(y) dλ = 0 (5.28)
holds in the distributional sense on M × [0, 1],i.e.∫
M
∫
[0,1]
(
∂
∂λ
ϕ(λ, y) + vλ(y) · ∇(y)ϕ(λ, y)
)
p
(ω)
t (y, cλ(z)) dω(y) dλ = 0 ,
(5.29)
for all ϕ ∈ C∞0 (M × [0, 1]). Here we have denoted by L( ∂∂λ+vλ)
the (weakly
defined) Lie derivative in the direction of the M × [0, 1]–vector field ∂∂λ + vλ.
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Hence, for almost every λ, we can write
L
(
∂
∂λ+vλ)
p
(ω)
t (y, cλ(z)) dω(y) dλ (5.30)
=
∂
∂λ
p
(ω)
t (y, cλ(z)) dω(y) dλ + Lvλ
(
p
(ω)
t (y, cλ(z)) dω(y) dλ
)
=
[
∂
∂λ
p
(ω)
t (y, cλ(z)) + div
(y)
ω
(
vλ p
(ω)
t (y, cλ(z))
)]
dω(y) dλ = 0 .
Along the curve λ 7→ cλ(z), we have
∂
∂λ
p
(ω)
t (y, cλ(z)) = c
′
λ(z) · ∇cλ(z) p(ω)t (y, cλ(z)) , (5.31)
which inserted in (5.30), implies that the velocity vector vλ satisfies (5.27),
as stated. 
As a direct consequence of Lemma 5.11 we have the following result (cf.
Prop. 3.5 of [27]), which can be interpreted as a form of equivariance of the
heat kernel embedding under (Lipschitzian) diffeomorphisms,
Lemma 5.12. For almost every λ the velocity field y 7−→ vλ(y) can be repre-
sented as the L2([0, 1]×M, νλ⊗dλ) vector field (λ, z) 7→ ∇(y) ψ̂(t,cλ(z),c′λ)(y)
covering the curve λ 7→ νλ := p(ω)t (· , cλ(z))dω(·) in Probac(M, g).
Proof. If we compare (5.27) with the elliptic PDE (5.13), characterizing the
scalar potential ψ̂(t,cλ(z),c′λ) associated with the vector U⊥(z) ≡ c′λ(z), then,
for almost every λ, we get
div(y)ω
(
p
(ω)
t (y, cλ(z))∇(y) ψ̂(t,cλ(z),c′λ)(y)
)
(5.32)
= − c′λ(z) · ∇(cλ(z)) p(ω)t (y, cλ(z))
= div(y)ω
(
vλ(y) p
(ω)
t (y, cλ(z))
)
.
Since the solution of (5.13) is unique, we have that for almost every λ we can
write ψ̂(t,cλ(z),c′λ)(y) = vλ(y), as stated. 
The above results imply the following property that, in line with Lemma
3.11, extends to (M, g, dω) a basic observation of Gigli–Mantegazza.
Proposition 5.13. (cf. Prop. 3.5 of [27]). The heat kernel induced metric
(5.25) can be identified with the (squared) norm of the Wasserstein met-
ric speed of the absolutely continuous curves of measures λ 7−→ νλ :=
p
(ω)
t (· , cλ(z))dω(·) ∈
(
Υt(M), d
W
g
)
,
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g
(ω)
t (c
′
λ(z), c
′
λ(z)) :=
〈
∇ ψ̂(t,cλ(z),U⊥), ∇ ψ̂(t,cλ(z),U⊥)
〉
(g,pt(dω))
=
∣∣∣∣dνλ(z, t)dλ
∣∣∣∣2 :=
[
lim
ǫ→0
dWg (νλ+ǫ(z, t), νλ(z, t))
ǫ
]2
, (5.33)
where Υt(M) denotes the image of (M, g) in
(
Probac(M, g), d
W
g
)
under the
heat kernel embedding map (5.6).
Proof. Let Kf ∈ R denote the lower bound of the Bakry–Emery Ricci cur-
vature of (M, g, dω),
Ricg(v, v) + Hess f(v, v) ≥ Kf g(v, v) , ∀ v ∈ TM . (5.34)
According to a result of D. Bakry, I. Gentil, and M. Ledoux, ([84] Corollary
4.2), we have, for any given t > 0,
dWg
(
p
(ω)
t (· , cλ1(z)), p(ω)t (· , cλ2(z))
)
(5.35)
≤ e−Kf t dWg (δcλ1(z), δcλ2(z)) = e−Kf t dg(cλ1(z), cλ2(z)) .
Since the trajectories of Θλ are absolutely continuous, (the family of dif-
feomorphisms Θλ is locally Lipschitz), (5.35) implies that the curves in
Probac(M, g) defined by
λ 7−→ νλ(z, t) := p(ω)t (· , cλ(z))dω(·) (5.36)
are locally absolutely continuous in the metric topology induced by the
Wasserstein distance dWg , and we can define, for almost every λ ∈ [0, 1],
the metric derivative [55] of νλ,∣∣∣∣dνλ(z, t)dλ
∣∣∣∣ := limǫ→0 dWg (νλ+ǫ(z, t), νλ(z, t))ǫ . (5.37)
Absolute continuity of the Θ ⋆λ trajectories, also implies
2 that the vector field
∇ ψ̂(t,c(z),c′
λ
) is uniquely determined by (5.29), and its norm in the formal
Riemannian structure defined on Tνλ Probac(M, g) by the L
2(M, νλ) Otto
inner product is provided by∣∣∣∣dνλ(z, t)dλ
∣∣∣∣2 = ∫
M
∣∣∣∇y ψ̂(t, c(z), c′
λ
)(y)
∣∣∣2
g
p
(ω)
t (y, cλ(z)) dω(y) (5.38)
= g
(ω)
t (c
′
λ(z), c
′
λ(z)) , (5.39)
as stated. 
2By an elementary transposition of Th. 2.5 and Proposition 3.5 in [27].
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Let us consider the curves of measures
λ 7−→ νλ(c, t) := p(ω)t (· , cλ)dω(·) , (5.40)
associated to the set of all (absolutely continuous) curves, {c(z,x)} := {[0, 1] ∋
λ 7→ cλ ∈ M}, c0 = z, c1 = x, connecting the points z and x in (M, g). If
we let
d
g
(ω)
t
(x, z) := inf
{c(z,x)}
∫ 1
0
√
g
(ω)
t (c
′
λ, c
′
λ) dλ (5.41)
denote the Riemannian distance in (M, g
(ω)
t ), then (5.33) implies
d
g
(ω)
t
(x, z) := inf
{c(z,x)}
∫ 1
0
∣∣∣∣dνλ(c, t)dλ
∣∣∣∣ dλ , (5.42)
which characterizes metrically the manifold (M, g
(ω)
t ).
To prove that (t, g) 7−→ g(ω)t is a variation (and possibly a geometrical
deformation) of the original Riemannian structure we need to show that
lim tց0 g
(ω)
t = g. This is a singular limit and requires some care. For the
standard heat kernel embedding the argument is tersely presented in [27],
and can be easily adapted to our particular case according to
Lemma 5.14. (cf. Prop. 3.7 of [27]).
lim
tց0
g
(ω)
t (c
′
λ, c
′
λ) = g (c
′
λ, c
′
λ) . (5.43)
Proof. From (5.35) and (5.37) we get∣∣∣∣dνλ(c, t)dλ
∣∣∣∣ := limǫ→0 dWg (νλ+ǫ(c, t), νλ(c, t))ǫ (5.44)
≤ e−Kf t lim
ǫ→0
dg(cλ+ǫ, cλ)
ǫ
, (5.45)
which, according to (5.42), implies
d
g
(ω)
t
(x, z) ≤ e−Kf t dg(x, z) . (5.46)
Let us observe that the right member of (5.42) provides the intrinsic Wasser-
stein distance between p
(ω)
t (· , z)dω and p(ω)t (· , x)dω on the image Υt(M) ⊂
Probac(M, g) of (M, g, dω). In general, this is larger than the actual Wasser-
stein distance between p
(ω)
t (· , z)dω and p(ω)t (· , x)dω in Probac(M, g) which is
defined by
dWg
(
p
(ω)
t (· , z)dω, p(ω)t (· , x)dω
)
:= inf
{ĉ(z,x)}
∫ 1
0
∣∣∣∣d ĉ(z,x)dλ
∣∣∣∣ dλ , (5.47)
where the inf is over all absolutely continuous curves of probability mea-
sure, λ 7−→ ĉ(z,x)(γ) ∈ Probac(M, g), connecting p(ω)t (· , z)dω to p(ω)t (· , x)dω.
Hence, from (5.42) and (5.46), we get
dWg
(
p
(ω)
t (· , z)dω, p(ω)t (· , x)dω
)
≤ d
g
(ω)
t
(x, z) ≤ e−Kf t dg(x, z) . (5.48)
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The upper bound in (5.48) immediately provides lim supt→0 g
(ω)
t ≤ g. A sim-
ilar control on lim inft→0 g
(ω)
t is less direct since the lower bound in (5.48) is
expressed in terms of the secant Wasserstein distance between p
(ω)
t (· , z)dω
and p
(ω)
t (· , x)dω. To circumvent this, one equivalently characterizes the met-
ric g
(ω)
t ,
g
(ω)
t (c
′
λ, c
′
λ) =
∫
M
∣∣∣∇y ψ̂(t, cλ, c′λ)(y)∣∣∣2g p(ω)t (y, cλ) dω(y) , (5.49)
by going to its variational description defined by [27]
g
(ω)
t (c
′
λ, c
′
λ) (5.50)
= sup
ϕ∈C∞0 (M,R)
{
2
∫
M
∇yϕ · ∇y ψ̂(t, cλ, c′λ)(y) p
(ω)
t (y, cλ) dω(y)
−
∫
M
|∇y ϕ(y)|2g p
(ω)
t (y, cλ) dω(y)
}
,
which implies
g
(ω)
t (c
′
λ, c
′
λ) ≥ 2
∫
M
∇yϕ · ∇y ψ̂(t, cλ, c′λ)(y) p
(ω)
t (y, cλ) dω(y)
−
∫
M
|∇y ϕ(y)|2g p
(ω)
t (y, cλ) dω(y) , (5.51)
for any ϕ ∈ C∞0 (M,R). Writing, as usual, ψ̂(t) := ψ̂(t, cλ, c′λ) for ease of nota-
tion we have, by an obvious transposition of the argument provided in [27],
Prop. 3.7, ∫
M
∇yϕ · ∇y ψ̂(t)(y) p(ω)t (y, cλ) dω(y) (5.52)
=
∫
M
ϕ(y) div(y)ω
(
∇y ψ̂(t)(y)
)
p
(ω)
t (y, cλ) dω(y)
=
∫
M
ϕ(y) c′λ · ∇cλ p(ω)t (y, cλ) dω(y) ,
where, in the last line, we exploited the pde (5.13) defining the potential
ψ̂(t, cλ, c′λ) corresponding to the tangent vector c
′
λ. The relation (5.52), can be
equivalently rewritten as∫
M
∇yϕ · ∇y ψ̂(t)(y) p(ω)t (y, cλ) dω(y) (5.53)
= c′λ · ∇cλ
∫
M
ϕ(y) p
(ω)
t (y, cλ) dω(y) = c
′
λ · ∇cλ ϕt(cλ) ,
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where ϕt(cλ) is the solution of the heat equation (
∂
∂t − △
(cλ)
ω )ϕt = 0 with
limtց0 ϕt = ϕ. From (5.51) and (5.53) we get
g
(ω)
t (c
′
λ, c
′
λ) ≥ 2 c′λ · ∇cλ ϕt(cλ) (5.54)
−
∫
M
|∇y ϕ(y)|2g p
(ω)
t (y, cλ) dω(y) ,
which, by choosing a ϕ ∈ C∞0 (M,R) with ∇ϕ = c′λ, yields
lim inf
t→0
g
(ω)
t (c
′
λ, c
′
λ) ≥ g(c′λ, c′λ) . (5.55)
Together with (5.46), this implies
lim
tց0
g
(ω)
t (c
′
λ, c
′
λ) = g (c
′
λ, c
′
λ) , (5.56)
as required. 
5.2. Warping (M, g
(ω)
t ) on M × Tq
To extend the Gigli–Mantegazza construction to the warped manifoldM×Tq,
let us consider the solution (t, f) 7−→ exp[− 2f
(ω)
t
q ] of the heat equation(
∂
∂t −△(z)ω
)
e
− 2f
(ω)
t (z)
q = 0 , t ∈ (0,∞) , (5.57)
associated to the warping factor e
− 2fq in the metric (4.17). Note that we can
equivalently write (5.57) as
∂
∂t
f
(ω)
t = △(z)ω f (ω)t − 2q |∇ f
(ω)
t |2g (5.58)
= △(z)g f (ω)t − ∇i f ∇i f (ω)t − 2q |∇ f
(ω)
t |2g ,
lim
tց0
f
(ω)
t (z) = f(y) .
We have
Proposition 5.15. For any t > 0, (z, ζ) ∈M ×Tq and U ,W ∈ T(z,ζ)M ×Tq,
let Ut(y, υ) and Wt(y, υ) denote the vector fields defined by the map (5.24).
Then
ht (U(z, ζ),W (z, ζ)) (5.59)
= g
(ω)
t (U⊥(z),W⊥(z)) + e
− 2q f
(ω)
t (z) δαβ U
α
‖ (ζ)W
β
‖ (ζ) ,
provides a scale–dependent metric tensor on M × Tq, varying smoothly with
t ∈ (0,∞).
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Proof. In analogy with (5.25), let us consider the symmetric bilinear form
ht (U(z, ζ),W (z, ζ)) (5.60)
:=
∫
M×Tq
h
(q)
ab (y, υ)U
a
t (y, υ)W
b
t (y, υ) p
(ω)
t (y, z) dω(y)⊗ δ T
q
ζ ,
which can be seen as the pull–back, under the heat kernel embedding (5.6),
of the Otto inner product in Tpt(dω)⊗δ Prob(M × Tq, h), (see (3.13)). If we
decompose the warped metric h(Φ(q)) according to (4.17), then we can write
(5.61)
ht (U(z, ζ),W (z, ζ))
=
∫
M×Tq
gik(y)∇i(y) ψ̂(t,z,U⊥)∇k(y) ψ̂(t,z,W⊥) p(ω)t (y, z) dω(y) ⊗ δ T
q
ζ
+
∫
M×Tq
e
− 2f(y)q δαβ Uα‖ (υ)W
β
‖ (υ) p
(ω)
t (y, z) dω(y) ⊗ δ T
q
ζ
=
∫
M
gik(y)∇i(y) ψ̂(t,z,U⊥)∇k(y) ψ̂(t,z,W⊥) p(ω)t (y, z) dω(y)
+ δαβ U
α
‖ (ζ)W
β
‖ (ζ)
∫
M
e
− 2f(y)q p(ω)t (y, z) dω(y)
where we have exploited
∫
Tq
δ T
q
ζ = 1, and
∫
Tq
δαβ U
α
‖ (υ)W
β
‖ (υ) δ
T
q
ζ =
δαβ U
α
‖ (ζ)W
β
‖ (ζ). We immediately recognize in the last line the t–dependent
metric tensor g
(ω)
t defined by (5.25). To cast in a more explicit from also the
term quadratic in Uα‖ and W
β
‖ (ζ), let us exploit the symmetry of the heat
kernel p
(ω)
t (y, z) = p
(ω)
t (z, y) to compute, for any t > 0,∫
M
e
− 2f(y)q p(ω)t (y, z) dω(y) =
∫
M
e
− 2f(y)q p(ω)t (z, y) dω(y) (5.62)
= et△ω
(
e
− 2fq
)
:= e
− 2f
(ω)
t (z)
q ,
where f
(ω)
t (z) is the solution of the heat equation (5.57). It follows that the
symmetric bilinear form (5.61) can be written as
ht (U(z, ζ),W (z, ζ)) (5.63)
(5.64)
= g
(ω)
t (U⊥(z),W⊥(z)) + e
− 2q f
(ω)
t (z) δαβ U
α
‖ (ζ)W
β
‖ (ζ) ,
as stated. Finally, as in proposition 5.10, the properties of the weighted heat
kernel (5.4), and the smooth dependence of the potential ψ̂(t,z,U⊥) from the
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data (t, z, U⊥), imply that ht is indeed a metric on M ×Tq, which according
to (5.43) varies smoothly with the scale t ∈ [0,∞). 
5.3. Harmonic energy rescaling and dilatonic action flow
The deformation induced in (M, g) and in M × Tq by the heat kernel em-
bedding generates a corresponding geometric rescaling of the Harmonic en-
ergy functionals (2.10), (4.20) and of the associated dilatonic NLσM action
(3.9). To describe the nature of such rescalling we shall consider explicitly
the functional E[φ, g]. The extension to the warped map Φ(q) : (Σ, γ) −→
(M × Tq, h(q)) is a straightforward, and we limit ourselves to state how the
relevant results generalize to E[Φ(q), h
(q)].
Let us consider the Hilbert bundle (p
(ω)
t ◦ φ)−1Tpt(dω) Prob(M, g), covering
the map
Σ ≃ T2 −→ (M, g, dω) −→ (Probac(M, g), dWg ) (5.65)
x 7−→ φ(x) 7−→ p(ω)t (·, φ(x)) dω(·) ,
and whose fiber over x ∈ Σ is given by the Hilbert space (5.21) evaluated at
z = φ(x),
(p
(ω)
t ◦ φ)−1Tpt(dω) Prob(M, g)
∣∣∣
x
≃ Ht, φ(x)(TM) . (5.66)
We have
Lemma 5.16. For any given x ∈ Σ, we can associate to the vector v =
vi ∂∂φi(x) ∈
(
φ−1TM
)
x
the vector field over M given by
Ψ̂t,φ : R≥0 ×
(
φ−1 TM
)
x
−→ Ht, φ(x)(TM) (5.67)
(
t, vi ∂∂φi(x)
)
7−→ Ψ̂t,φ(v) := ∇i(y)ψ̂(t, φ(x), v) (y)
∂
∂yi
,
where y 7→ ψ̂(t, φ(x), v) (y) denotes the Otto potential associated to v =
vi ∂∂φi(x) , (cf. (5.13)).
Proof. This immediately follows by recalling that the map
Tφ(x)M −→ Tpt(dω) Prob(M, g) ≃ Ht, φ(x)(TM) (5.68)
is, according to (5.23), an injection. 
To handle the situation where x varies smoothly over Σ, we denote by
φ−1TM ⊠ TM the vector bundle over Σ×M whose fiber over (x, y) ∈ Σ×M
is given by
φ−1TM ⊠ TM
∣∣
(x,y)
= φ−1TM
∣∣
x
⊗ TMy . (5.69)
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With this notation along the way, let us consider the section of φ−1TM ⊠ TM
associated to the push–forward φ∗∂α = ∂φ
i
∂xα
∂
∂φi of the x
α–basis vector,
Σ × M −→ φ−1TM ⊠ TM (5.70)
(x, y) 7−→
(
φ∗∂α, Ψ̂t,φ(φ∗∂α)
)
, α = 1, 2 .
Since is clear from the notation adopted which φ−1TM–vector we are talking
about, we shall write (5.70) as Ψ̂t,φ(φ∗∂α).
Remark 5.17. If we fix the index α = 1, 2, and let xα ∈ [0, 1], then we
can consider φ∗∂α as the tangent vector covering the coordinate curve φα :
[0, 1] −→M , xα 7−→ φ(xα, xβ = 0), β 6= α, issued from φ(0). In particular,
we can think of Ψ̂t,φ(φ∗∂α) as the tangent vector in (Probac(M, g), dwg ) to
the absolutely continuous curve of probability measures
[0, 1] ∋ xα 7−→ ν(xα) := p (ω)t (·, φα(x)) dω(·) . (5.71)
According to (5.68), for any t > 0, we can associate to dφ = dxα ⊗ ∂φi∂xα ∂∂φi
the heat kernel deformed differential
(5.72)
Σ × M −→ T ∗Σ⊗ (φ−1TM ⊠ TM)
(x, y)) 7−→ dΨ̂t,φ := dxα ⊗ Ψ̂t,φ(φ∗∂α)
= dxα ⊗ ∇i(y)ψ̂(t, φ(x), φ∗∂α)
∂
∂yi
.
The corresponding space of sections
{
dΨ̂t,φ ∈ T ∗Σ⊗
(
φ−1TM ⊠ TM
)}
is
endowed with the T ∗Σ⊗ L2(pt(dω, φ(x)) inner product
(
dΨ̂t,φ(u), dΨ̂t,φ(v)
)
pt(dω)
(x) := γ−1(dxα, dxβ)(x) (5.73)
⊗
∫
M
gkm(y)∇ky ψ̂(t, φ(x), u(x))∇my ψ̂(t, φ(x), v(x)) p(ω)t (y, φ(x)) dω(y) ,
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in terms of which we can define the pre-Hilbertian L2(pt(dω)⊗ dµγ) norm
(5.74)
‖ dΨ̂t,φ ‖2pt(dω)⊗dµγ =
〈
dΨ̂t,φ, dΨ̂t,φ
〉
pt(dω)⊗dµγ
=
∫
Σ
dµγ(x) γ
αβ(x)
∫
M
g
(
Ψ̂t,φ(φ∗∂α), Ψ̂t,φ(φ∗∂β)
)
p
(ω)
t (y, φ(x)) dω(y)
=
∫
Σ
dµγ(x) γ
αβ(x)
×
∫
M
gkm(y)∇ky ψ̂(t, φ(x), φ∗∂α)∇my ψ̂(t, φ(x), φ∗∂β) p(ω)t (y, φ(x)) dω(y) .
(see (5.70)). We shall often write ‖ dΨ̂t,φ ‖2t if there is no danger of confusion.
Let
Ht, φ(Σ, M) := {C∞ (Σ × M, T ∗Σ⊗ (φ−1TM ⊠ TM))}
L2(pt(dω)⊗dµγ)
,
(5.75)
be the Hilbert space of sections of T ∗Σ ⊗ (φ−1TM ⊠ TM) obtained by
completion with respect to the norm (5.74), and define the associated energy
functional
E : Ht, φ(Σ,M) −→ R , (5.76)
dΨ̂t,φ 7−→ E [Ψ̂t,φ] := 1
2
‖ dΨ̂t,φ ‖2t .
The geometrical meaning of E [Ψ̂t,φ] is provided by
Proposition 5.18. The energy functional E [Ψ̂t,φ] is a generalized harmonic
map functional over the Wasserstein metric space
Υt ((M, g, dω)) ∩ (Probac(M, g), dwg ) , (5.77)
where Υt is the weighted heat kernel injection map (5.6). E [Ψ̂t,φ] can be iden-
tified with the smooth deformation of E[φ, g](Σ,M) generated by the flow of
metrics (t, g) 7−→ g(ω)t . In particular, for t ∈ (0,∞), we can write
E [Ψ̂t,φ] := 1
2
‖ dΨ̂t,φ ‖2t (5.78)
=
1
2
∫
Σ
γµν
∂φi
∂xµ
∂φj
∂xν
(g
(ω)
t )ij(φ) dµγ := E[φ, g
(ω)
t ](Σ,M) ,
with
lim
tց0
E [Ψ̂t,φ] = E[φ, g](Σ,M) . (5.79)
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Proof. Since E [Ψ̂t,φ] is conformally invariant and Σ ≃ T2, we can assume
that γ is the flat metric δαβ and write (5.76) as
E [Ψ̂t,φ] = 1
2
∑
α=1,2
∫
Σ
dµγ(x)
∫
M
∣∣∣∇y ψ̂(t, φ(x), φ∗∂α)∣∣∣2
g
p
(ω)
t (y, φ(x)) dω(y) .
(5.80)
According to (5.38), we have, for almost every xα ∈ [0, 1],∫
M
∣∣∣∇y ψ̂(t, φ(x), φ∗∂α)∣∣∣2
g
p
(ω)
t (y, φ(x)) dω(y) =
∣∣∣∣dν(xα)dxα
∣∣∣∣2 , (5.81)
where ∣∣∣∣dν(xα)dxα
∣∣∣∣ = limǫ→0 dWg (ν(xα + ǫ), ν(xα))ǫ (5.82)
is the metric speed, in (Probac(M, g), d
w
g ), of the curves (5.71), (see (5.37)).
By absolute continuity of xα 7−→ ν(xα) we can write
E [Ψ̂t,φ] = 1
2
∑
α=1,2
∫
Σ
dµγ(x)
∣∣∣∣dνα(φ(x))dxα
∣∣∣∣2 (5.83)
= lim
ǫ→0
1
2
∑
α=1,2
∫
Σ
dµγ(x)
[
dWg (να+ǫ, να)
]2
ǫ2
, (5.84)
from which it follows that E [Ψ̂t,φ] has the structure of a generalized har-
monic map functional over the Wasserstein metric space Υt ((M, g, dω)) ∩
(Probac(M, g), d
w
g ), (see Section 4.1). On the other hand, according to the
definition (5.25) of the deformed metric g
(ω)
t and of the vector fields ψ̂(t, φ(x), φ∗∂α),
we can write the inner product (5.73) as
(
dΨ̂t,φ, dΨ̂t,φ
)
pt(dω)
(x) = γαβ g
(ω)
t
(
∂φi
∂xα
∂
∂φi ,
∂φj
∂xβ
∂
∂φj
)
(x) (5.85)
= γαβ(x) ∂φ
i
∂xα
∂φj
∂xβ
(
g
(ω)
t
)
ij
(φ(x)) ,
which implies that (5.76) can be rewritten as the harmonic energy functional
E[φ, g
(ω)
t ](Σ,M) associated with the deformed (M, g
(ω)
t ),
E [Ψ̂t,φ] := 1
2
‖ dΨ̂t,φ ‖2t (5.86)
=
1
2
∫
Σ
γµν
∂φi
∂xµ
∂φj
∂xν
(g
(ω)
t )ij(φ) dµγ = E[φ, g
(ω)
t ](Σ,M) ,
as stated. Moreover, from Lemma 5.14 we get
lim
tց0
E[φ, g
(ω)
t ](Σ,M) = E[φ, g](Σ,M) , (5.87)
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from which it follows that E [Ψ̂t,φ] can be pulled–back to Map(Σ,M) as a
(smooth) deformation of the harmonic map functional E[φ, g](Σ,M). 
It is straightforward to extend the above analysis to the warped map Φ(q) ∈
Map
(
Mn ×(f) Tq
)
, (see (4.19)), and characterize a deformation of the har-
monic energy functional (4.22) according to
Lemma 5.19. The heat kernel embedding (5.6) generates the scale–dependent
harmonic energy functional on the warped manifold Mn ×(f) Tq given by
(5.88)
E[Φ(q), h
(q)
t ](Σ,Nn+q) :=
1
2
∫
Σ
γµν
∂Φa(q)(x, ξ)
∂xµ
∂Φb(q)(x, ξ)
∂xν
(ht)ab(φ) dµγ
=
1
2
∫
Σ
γµν
∂φi
∂xµ
∂φj
∂xν
(g
(ω)
t )ij(φ) dµγ
+
1
8
q∑
k=1
d2g(φcm, φ(k))
∫
Σ
∣∣∣df (ω)t (φ(x); q)∣∣∣2
γ
dµγ ,
where (t, h) 7−→ ht, t ∈ (0,∞), is the flow of metrics defined by (5.64).
This directly implies the
Proposition 5.20. If t 7→ (γt)µν = ef
(ω)
t (φ) δµν , t ∈ (0,∞), denotes the family
of conformally flat metrics on Σ ≃ T2 associated with (t, f) 7→ f (ω)t , then in
the conformal gauge (Σ, γt) the harmonic energy functional (5.88) provides
a scale–dependent family of dilatonic actions
SM
[
γt, φ; F (φcm; q), f
(ω)
t , g
(ω)
t
]
(5.89)
:=
(ft)
2
F (φcm; q)
E[Φ(q), h
(q)
t ](Σ,Nn+q) ,
such that
lim
tց 0
SM
[
γt, φ; F (φcm; q), f
(ω)
t , g
(ω)
t
]
(5.90)
= SM [γ, φ; F (φcm; q), f, g] .
Proof. In the conformal gauge, (see (4.24)),(
Σ, (γt)µν = e
f
(ω)
t (φ) δµν
)
, t ∈ [0,∞) , (5.91)
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the harmonic energy functional (5.88) can be rewritten as
E[Φ(q), h
(q)
t ](Σ,Nn+q) =
(ft)
E[φ, g
(ω)
t ](Σ,M) (5.92)
+
F (φcm; q)
2
∫
Σ
f
(ω)
t (φ; q)Kf(ω)t dµγt .
If we define SM
[
γt, φ; F (φcm; q), f
(ω)
t , g
(ω)
t
]
according to (5.89), then the
statement follows from (5.87) and the definition (4.25) of the dilatonic action
SM [γ, φ; F (φcm; q), f, g]. 
6. The heat kernel embedding and Renormalization Group
The results of the previous section imply that along the heat kernel embed-
ding Υt we get the induced flow
[0,∞) ∋ t 7−→ SM
[
γt, φ; F (φcm; q), f
(ω)
t , g
(ω)
t
]
, (6.1)
deforming the dilatonic action SM [γ, φ; F (φcm; q), f, g] in the direction of
the non–trivial geometric rescaling (t, g, f) 7−→ g (ω)t , f (ω)t of the coupling
(M, g, dω). This strongly suggests a connection between heat kernel embed-
ding and the circle of ideas and techniques related to renormalization group.
As discussed in the introductory section 2.1, the strategy3of the renormal-
ization group analysis of the non–linear σ model [10], [11] is to discuss the
scaling behavior of the (quantum) fluctuations of the maps φ : Σ→M around
the background average field φcm, defined by the distribution of the center
of mass of a large (q → ∞) number of randomly distributed independent
copies {φ(j)}qj=1 of φ itself. This background field technique can be seen as a
natural extension of the constant map localization described in Section 4. To
formulate it within our framework, we must provide, in a suitable abstract
Wiener space, a Borel functional measure whose properties reflect the heat
kernel–induced flow for the harmonic map functional E[Φ(q), h
(q)
t ].
For technical reasons, (existence of a unique center of mass), we assume
that the maps {φ(j)}qj=1 all take values in a convex ball B(p, r) with r <
min
{
1
3 inj (M),
π
6
√
κ
}
, (see (2.4), and section 4 for notation). Under these
hypotheses, for any given x ∈ Σ there is a unique center of mass in B(p, 2r)
for the corresponding collection of points {φ(j)(x)}qj=1 ∈ B(p, r), (see section
4). Thus,
φcm : Σ −→ M (6.2)
x 7−→ φcm(x) := inf
y∈B(p,2r)
[
1
2
q∑
j=1
d2g(y, φ(j)(x))
]
,
3See [34] for a general review, and [16] for a renormalization group analysis in the Ricci
flow setting.
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is well–defined and provides the center of mass map generated by the set
of maps {φ(j)}qj=1. Let φ−1cm TM be the corresponding pull–back bundle over
Σ. Since B(p, 2r) is assumed convex, we can introduce q sections v(j) : Σ →
φ−1cm TM , x 7→ v(j)(x) = vk(j)(x) ∂∂φkcm(x) , and parametrize the maps {φ(j)}
q
j=1
according to
φ(j)(x) = expcm(x)(v(j)(x)) , (6.3)
where expcm(x) : Tφcm(x)M → B(p, 2r) denotes the exponential map based at
φcm(x), and where the center of mass constraint takes the form
∑q
j=1 v(j)(x) =
0. More generally, for v ∈ φ−1cm TM we shall write φ(v)(x) = expcm(x)(v(x)).
As recalled above, the strategy in the (perturbative) renormalization group
analysis of non–linear σ model is to let the sections v(j) fluctuate around
a classical background defined by the center of mass map φcm. The fluc-
tuations are generated by assuming that the fields v(j), subject to the con-
straint
∑q
j=1 v(j)(x) = 0, are vector valued random variables distributed on
Map(Σ, φ−1cm TM) according to a (non–existing) infinite-dimensional proba-
bility measure P[D v(j)]. It is customary to formally write
P[Dv(j)] := Z
−1 e−Scm[v(j); a]D v(j) , (6.4)
where Scm[v(j); a] :=
2
a E[φ(j), g] is the non–linear σ model action associated
to the harmonic map functional E[φ(j), g], and where the normalization factor
Z :=
∫
Map(Σ,φ−1cm TM)
e−Scm[v(j); a]D v(j) (6.5)
is the partition function of the theory. In such a setting, the completion of
Map(Σ, φ−1cm TM) under the energy norm associated to Scm[v(j); a], is con-
sidered to be the physical Hilbert space of choice. It is well–known that, from
the point of view of (∞–dimensional) geometrical analysis, the existence of
the distribution measure P[D v(j)] on such a space is obstructed by the Borel–
Cantelli lemma, according to which Scm[v(j); a] is P–almost surely divergent.
The way out from this impasse is to extract from Scm[v(j); a], by perturbative
techniques, a (dimensionally regularized) Gaussian measure with respect to
which
∏q
j=1 e
−Scm[v(j); a]D v(j) can be formally interpreted as generating the
fluctuations of v(j) in the large deviations sense [34].
Remark 6.1. Typically, the Gaussian measure in question is generated by
a rough Laplace-Beltrami operator △Σ associated to the pulled back Levi–
Civita connection on φ−1cm TM . Since Σ is two-dimensional, the Green func-
tion of △Σ is logarithmically divergent and needs to be regularized in order
to be used as the covariance function of a Gaussian measure. Dimensional
regularization is often the choice.
The regularization procedure, necessary for defining the reference Gaussian
measure, introduces a running length scale in the theory. By renormaliza-
tion group techniques, this allows to control the behavior of the measure
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e−Scm[v(j); a]D v(j) under fluctuations, and gives rise to a perturbative rescal-
ing of the geometrical couplings (M, g, dω) which, as recalled in section 2.1,
connects to the Ricci flow [16], [10], [11], [34].
To provide a mathematical well–defined functional representation of the heat
kernel embedding of the non–linear σ model, which to some extent conveys
the ideas of the physics path integral and of renormalization group, we need
to relax on considering the energy norm completion of Map(Σ, φ−1cm TM) as
the physical Hilbert space. This can be done by constructing a Gaussian mea-
sure on an abstract Wiener space associated with the heat kernel embedding.
The resulting picture gives rise to a Gaussian renormalization group action,
a toy model of NLσM renormalization which nonetheless conveys many of
the relevant features of the physical RG flow.
6.1. A Wiener space associated to the heat kernel embedding
Let
dφ(j)(x) = dx
α ⊗ (φ(j))∗∂α , v(j) ∈ φ−1cmTM , (6.6)
denote the differential of the map φ(j)(x) = expcm(x)(v(j)(x)), (see (6.3)).
According to (5.72), we define the corresponding heat kernel deformed section
by
Σ × M −→ T ∗Σ⊗ (φ−1cmTM ⊠ TM) (6.7)
(x, y)) 7−→ dΨ̂t,(j) := dxα ⊗ Ψ̂t,φcm((φ(j))∗∂α) ,
where
Ψ̂t,φcm((φ(j))∗∂α) = ∇k(y)ψ̂(t, φcm(x), (φ(j))∗∂α)
∂
∂yk
. (6.8)
Remark 6.2. Note that the section dxα⊗Ψ̂t,φcm((φcm)∗∂α), associated to the
differential dφcm of the center of mass map φcm, corresponds to
∑q
j=1 v(j) = 0.
Hence we set
dΨ̂t,cm := dx
α ⊗ Ψ̂t,cm((φcm)∗∂α) :=
q∑
j=1
dΨ̂t,(j) . (6.9)
The natural framework for the discussing the energetics of the fluctuations
of the maps dΨ̂t,(j) around their background dΨ̂t,cm, is the Hilbert space of
sections
Ht, φcm(Σ,M) (6.10)
:=
{
C∞
(
Σ × M, T ∗Σ⊗ (φ−1cmTM ⊠ TM))} L2(pt(dω)⊗dµγ) ,
obtained by completion with respect to the L2(pt(dω)⊗ dµγ)–norm
‖ dΨ̂t,φcm ‖2pt(dω)⊗dµγ =
〈
dΨ̂t,φcm , dΨ̂t,φcm
〉
pt(dω)⊗dµγ
, (6.11)
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defined by (5.74) and (5.75), (for φ = φcm).
As hinted in the introductory remarks, Ht, φcm(Σ,M) is too small to support
a Gaussian measure randomizing the distribution of the dΨ̂t,φ(j) and giving
them finite (harmonic) energy norm. The mathematical strategy to circum-
vent this difficulty is due to L. Gross [85], and is to modify the Hilbertian
norm so as to characterize a Banach space large enough to host the desired
Borel measure, (various geometrical aspects of Gross theory are discussed in
[86], [87], [88], [89], [90]). In our case the required extension is naturally sug-
gested by the properties of the heat kernel embedding. For any fixed t > 0,
and η ∈ R, let us consider the inner product defined, on sections of the
bundle (6.7), by
〈
dΨ̂t,u, dΨ̂t,v
〉
(t,−η)
(6.12)
:= a−1
∫
Σ
dµγ(x) γ
αβ
∫
M
[
gkm(y) Ψ̂
k
t,φcm((φ(u))∗∂α)
× (1− a∆pt(dω))− η Ψ̂mt,φcm((φ(v))∗∂β)] p(ω)t (y, φcm(x)) dω(y) ,
where ∆pt(dω) denotes the weighted (rough) Laplacian (5.16) acting on the
vector fields M ∋ y 7→ ∇(y)ψ̂(t, φcm(x), (φ(v))∗∂α) ∈ TM , and where, for
later convenience, we have inserted the dimensional coupling constant a, (see
(3.9)), to make (6.12) explicitly dimensionless.
Remark 6.3. For η = 0, (6.12) induces the energy norm on Ht, φcm(Σ,M),
〈
dΨ̂t,u, dΨ̂t,u
〉
(t,−η)
∣∣∣∣
η=0
=
2
a
E [Ψ̂t,φcm ] (6.13)
=
∑
α=1,2
∫
Σ
dµγ(x)
∫
M
∣∣∣∇y ψ̂(t, φcm, (φ(u))∗∂α)∣∣∣2
g
p
(ω)
t (y, φ(x)) dω(y) .
Similarly, from the relation
∫
M
(
∇i ψ̂(t)∆pt(dω)∇i ψ̂(t)
)
p
(ω)
t (y, φ(x)) dω(y) (6.14)
= −
∫
M
(
∇k∇i ψ̂(t)∇k∇i ψ̂(t)
)
p
(ω)
t (y, φ(x)) dω(y) ,
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which holds for any t > 0 and smooth ψ̂(t) ≡ ψ̂(t, φcm, (φ(u))∗∂α), we get, for
η = −1, 〈
dΨ̂t,u, dΨ̂t,u
〉
(t,−η=1)
(6.15)
= a−1
∑
α=1,2
∫
Σ
dµγ(x)
∫
M
[ ∣∣∣∇y ψ̂(t, φcm, (φ(u))∗∂α)∣∣∣2
g
+ a
∣∣∣Hessy ψ̂(t, φcm, (φ(u))∗∂α)∣∣∣2
g
]
p
(ω)
t (y, φ(x)) dω(y) .
We denote by
H− ηt, φcm(Σ,M) := {Ht, φcm(Σ,M)}
− η
(6.16)
the separable Hilbert space obtained by completion of Ht, φcm(Σ,M) with
respect to the inner product (6.12). As a direct consequence of the definition
(6.16) and of (6.12) we have
Lemma 6.4. If Hηt, φcm(Σ,M) denotes the topological dual of H
−η
t, φcm
(Σ,M)
then, for η > 0,
Hηt, φcm(Σ,M) →֒ Ht, φcm(Σ,M) →֒ H
−η
t, φcm
(Σ,M) , (6.17)
are continuous inclusions of dense subsets.
Proof. The duality between the distribution–valued differentials dφ
(−η)
(u) =
dxβ ⊗ (φ(−η)(u) )∗∂β ∈ H−ηt, φcm(Σ,M) and the sections dΨ̂
(η)
t,v ∈ Hηt, φcm(Σ,M), is
defined by the pairing
(6.18)〈
dΨ̂
(η)
t,v , dφ
(−η)
(u)
〉
(t, η)
:= a−1
∫
Σ
dµγ(x) γ
αβ(x)
×
∫
M
(
Ψ̂
(η)
t,φcm
((φ(v))∗∂α)
)
◦g(y)
(
1− a∆pt(dω)
)η
(φ
(−η)
(u) )∗∂β
p
(ω)
t (y, φcm(x)) dω(y) ,
where ◦g(y) denotes the (M, g) inner product. Since Ht, φcm(Σ,M) is embed-
ded as a dense subset into H−ηt, φcm(Σ,M), it follows by topological duality
that Hηt, φcm(Σ,M) is densely embedded into Ht, φcm(Σ,M). In particular,
we can inject Hηt, φcm(Σ,M) in Ht, φcm(Σ,M) by identifying dΨ̂
(η)
t,v with its
representative dΨ̂t,v in Ht, φcm(Σ,M), via the Riesz representation theorem〈
dΨ̂
(η)
t,v , dΞt
〉
(t, η)
=
〈
dΨ̂t,v, dΞt
〉
pt(dω)⊗dµγ
, ∀dΞt ∈ Ht ∩H ηt ,
(6.19)
where we have set Hηt ≡ Hηt, φcm(Σ,M) and Ht ≡ Ht, φcm(Σ,M). 
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The norm (6.12) is concocted in such a way that the dual spaceH−ηt, φcm(Σ,M)
is large enough to support a Gaussian measure QHt for which the triple(
Ht, φcm(Σ,M), H−ηt, φcm(Σ,M), QHt
)
(6.20)
is an abstract Wiener space. Explicitly, we have
Proposition 6.5. Set H−ηt ≡ H−ηt, φcm(Σ,M) and let B
−η
t be the Borel field for
H−ηt , defined as the smallest σ–algebra with respect to which the maps
dφ
(−η)
(u) 7−→
〈
dΨ̂
(η)
t,v , dφ
(−η)
(u)
〉
(t, η)
(6.21)
are measurable. Then, for η > dimΣ×M2 , H−ηt, φcm(Σ,M) is endowed with a
finite Borel measure QHt , characterized by its Fourier transform according to∫
H−ηt
e
√−1
〈
dΨ̂
(η)
t,v , dφ
(−η)
(u)
〉
(t, η) QHt
[
dφ
(−η)
(u)
]
(6.22)
= e
− 12 〈dΨ̂t,v , dΨ̂t,v〉pt(dω)⊗dµγ = e− 1a E[Ψ̂t,v] ,
with QHt
[
H−ηt, φcm(Σ,M)
]
= 1, and where E [Ψ̂t,v] is the energy norm (5.78).
Proof. By the Sobolev embedding theorem, if η > dimΣ×M2 , the space Hηt
is continuously embedded into the set of continuous and (bounded) sections
C0Σ×M := C
0
(
Σ × M, T ∗Σ⊗ (φ−1cmTM ⊠ TM)). Let
CYL (Hηt ) := {T ∈ L(Hηt , H)| dimH <∞, T (Hηt ) = H} (6.23)
denote the set of linear maps from Hηt onto finite dimensional Hilbert spaces
H ⊂ Ht. Let dλT (Hηt ) be the Lebesgue measure on T (H
η
t ), and denote by
〈·, ·〉T (Hηt ) the restriction to T (H
η
t ) of the Hηt inner product. With this nota-
tion along the way, it is easily checked that the family of Gaussian measures
QT (Hηt ) (6.24)
:= (2π)−
dim(T (Hηt ))
2 e
− 12
〈
dΨ̂
(η)
t,v , dΨ̂
(η)
t,v
〉
T (H
η
t ) dλT (Hηt ) , T ∈ CYL (H
η
t ) ,
defines a cylinder set measure on Hηt ∩ C0Σ×M . The linear injective map
with dense range Ht, φcm(Σ,M) →֒ H−ηt, φcm(Σ,M) defined by the embed-
ding (6.17), pushes forward QT (Hηt ) to a Gaussian, white noise, measure QHt
on H−ηt, φcm(Σ,M). By exploiting the extended Bochner–Minlos theorem [86],
[88], [90] for the triple of Hilbert spaces (6.17), the measure QHt can be
characterized via its Fourier transform according to (6.22). 
Remark 6.6. Note that from the general theory of Gaussian measures on
Banach spaces, (cf. [91], Chap.III), we have
E [Ψ̂t,v] = 1
2
∫
H−ηt
〈
dΨ̂
(η)
t,v , dφ
(−η)
(u)
〉2
(t, η)
QHt
[
dφ(u)
]
. (6.25)
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Moreover, according to Fernique theorem [92], applied to the measurable and
sub–additive function ‖·‖(t, η), there exists ρ ∈ (0,∞) such that∫
H−ηt
e
[
ρ
∥∥∥dφ(−η)(u)
∥∥∥2
(t, η)
]
QHt
[
dφ(u)
]
< ∞ . (6.26)
6.2. Deformed harmonic energy as a large deviation functional
Let us consider (6.22) for the center of mass section
dΨ̂t,cm :=
q∑
j=1
dΨ̂t,(j) , (6.27)
associated to the fields (6.3). We write the collection of vector fields {v(j)}qj=1,
generating the maps φ(j), as v(j) = exp
−1
cm φ(j), and consider them, for q →∞,
as a sequence of independent, identically distributed random variables on(H−ηt , B−ηt , Qt). The associated normalized partial sums 1q ∑qj=1 v(j) (φ(j))
are distributed under
∏q
j=1 Qt
[
dφ(j)
]
. Denote by
Q(t,q) (dφcm) (6.28)
the distribution of (
φ(1), . . . , φ(q)
) 7−→ 1
q
q∑
j=1
exp−1cm φ(j) (6.29)
under
∏q
j=1 Qt
[
dφ(j)
]
. According to the strong law of large numbers we have
that, as q ր∞,
1
q
q∑
j=1
exp−1cm φ(j) −→ 0 , (6.30)
or, equivalently
1
q
q∑
j=1
dφ
(−η)
(j) −→ dφ(−η)cm , (6.31)
for Q(t,q) (dφcm)–almost every dφ(j). The deviant behavior of 1q
∑q
j=1 dφ
(−η)
(j) ,
with respect to an exponential rate of convergence to the center of mass
dφ
(−η)
cm , is governed by the large deviations of the family of distributions{Q(t,q) (dφcm) | q > 1} (6.32)
according to the following result
Proposition 6.7. Let J : Ht →֒ H−ηt denote the inclusion map defined by
Lemma 6.4. For dφ
(−η)
cm ∈ J (Ht) ∩H−ηt let dΨ̂t,cm = J−1
(
dφ
(−η)
cm
)
, then
Γt(dφ
(−η)
cm ) :=
1
a E [Ψ̂t,cm] if dφ(−η)cm ∈ J (Ht) ∩H−ηt (6.33)
:= ∞ if dφ(−η)cm /∈ J (Ht) ∩H−ηt
is the rate functional governing the large deviations for the family of distri-
butions
{Q(t,q) (dφcm) | q > 1}.
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Proof. Let us assume that dφ
(−η)
cm = J(dΨ̂t,cm), then the rate functional
governing the large deviations of
{Q(t,q) (dφcm) | q > 1} is provided by the
Legendre transform 4
Γt
(
dφ(−η)cm
)
(6.34)
:= sup
{〈
ζ(η), J
(
dΨ̂t,cm
)〉
(t,η)
− 12 ‖ J∗
(
ζ(η)
)
‖2Ht
∣∣∣ ζ(η) ∈ Hηt} ,
where J∗ : Hηt −→ Ht is the adjoint map to J , and where, (see (6.22) for
notation),
‖ J∗
(
ζ(η)
)
‖2Ht :=
〈
J∗
(
ζ(η)
)
, J∗
(
ζ(η)
)〉
pt(dω)⊗dµγ
. (6.35)
According to Lemma 6.4, J∗ (Hηt ) is dense in Ht, hence, there is dΨ˜t ∈ Ht
such that we can write〈
ζ(η), J
(
dΨ̂t,cm
)〉
(t,η)
=
〈
J∗
(
ζ(η)
)
, dΨ̂t,cm
〉
(t,η)
(6.36)
=
〈
dΨ˜t, dΨ̂t,cm
〉
(t,η)
,
and (6.34) reduces to
Γt
(
dφ(−η)cm
)
(6.37)
= sup
{〈
dΨ˜t, dΨ̂t,cm
〉
(t,η)
− 12 ‖ dΨ˜t ‖2Ht
∣∣∣ dΨ˜t ∈ Ht}
= 12 ‖ dΨ̂t,cm ‖2Ht = 1a E [Ψ̂t,cm] .
To complete the proof we need to show that the assumption Γt(dφ
(−η)
cm ) < ∞
necessarily implies that dφ
(−η)
cm = J(dΨ̂t,cm). Set Γt(dφ
(−η)
cm ) ≤ C2/2 for
some C > 0. Since on the unit ball ‖ J∗ (ζ(η)) ‖2Ht= 1, we have
Γt
(
dφ(−η)cm
)
≥ 1
2
〈
ζ(η), dφ(−η)cm
〉2
(t,η)
, ζ(η) ∈ Hηt , (6.38)
and we can bound 〈ζ(η), dφ(−η)cm 〉(t,η) according to∣∣∣∣〈ζ(η), dφ(−η)cm 〉(t,η)
∣∣∣∣ ≤ C ‖ J∗ (ζ(η)) ‖Ht . (6.39)
The density of J∗ (Hηt ) in Ht and Riesz representation theorem then easily
imply that there is a unique dΨ̂t,cm ∈ Ht such that dφ(−η)cm = J(dΨ̂t,cm). 
4Large deviation theory for Gaussian measure over a generalized Wiener space is nicely
discussed in Chap. 3 of [91].
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This result characterizes the deformed harmonic energy 1a E [Ψ̂t,cm] as
the large deviation functional governing the O(q) fluctuations of the distri-
bution of the maps dφ(j), around the center of mass dφcm, as compared to
the O(√q) Gaussian fluctuations sampled by the central limit theorem. Note
that in the path integral approach Γt(dφ
(−η)
cm ) plays the role of the effective
action of the non-linear σ model formally derived, from the physical Hilbert
space measure e−Scm[v(j); a]D [v(j)], by expressing the asymptotic series of as-
sociated Feynman amplitudes in terms of 1–Particle Irriducible diagrams [34].
According to (5.78), and (5.79) we have that for t ց 0 dΨ̂t,v −→ dφ(v),
E [Ψ̂t,v]→ E[φ(v)], and (6.22) correspondingly extends to t = 0 as∫
H−ηt=0
e
√−1
〈
dΨ̂
(η)
t=0,v dφ
(−η)
(u)
〉
(t=0, η) Qt=0
[
dφ(u)
]
= e−
1
a E[φ(u)] . (6.40)
If we consider the non–decreasing family of sub σ–algebras {B−ηt }t≥0 gen-
erated by requiring that
〈
dΨ̂
(η)
t,v , dφ
(−η)
(u)
〉
(t, η)
are {B−ηt : t ∈ [0,∞)}–
progressively measurable maps, then we can interpret the curve of measures
t 7−→ (Ht,, H−ηt, , QHt) , t ≥ 0 , (6.41)
as describing the QHt–distribution of the fields dφ(−η) as we deform the ge-
ometry of (M, g, dω) along the heat kernel embedding. In this sense (6.41)
provides a natural framework for a renormalization group analysis of the heat
kernel embedding of the non–linear σ model. The filtration
(Ht,, H−ηt, , QHt),
t ≥ 0, is described by the family t 7−→ E [Ψ̂t,v] of associated characteristic
functions. According to (5.78) and Lemma 5.19, t 7−→ E [Ψ̂t,v] is characterized
by the running metric t 7→ h(q)t , i.e. by the coupling between the running met-
ric g
(ω)
t and the running dilaton f
(ω)
t describing the behavior of the warped
harmonic energy functional E[Φ(q), h
(q)
t ] as the distances in (M
q × ×(f)Tq)
are rescaled by the heat kernel embedding. The associated tangent vector,
the so called beta–function,
β
(
h
(q)
t
)
:=
d
dt
h
(q)
t , (6.42)
plays a major role in renormalization group theory. Typically, in field theory
one is able to compute the beta function only up to a few leading order
terms in the perturbative expansion of the effective action. Notwithstanding
this limitation, the resulting truncated flow, associated with (6.42), can be
exploited to study both the validity of the perturbative expansion and the
nature of the possible fixed points of the renormalization group action [34].
In our case, we have the exact expression for the effective action E [Ψ̂t,v],
(or, equivalently for E[Φ(q), h
(q)
t ]), however
(Ht,, H−ηt, , QHt)t≥0 is not the
natural physical renormalization group filtration of the dilatonic non–linear σ
model. Nonetheless, the beta function (6.42) computed along the heat kernel
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embedding turn out to be remarkably similar to the ones obtained, to leading
order, by the formal perturbative path integral approach.
7. Heat kernel embedding and Ricci flow
According to (6.42), the beta function associated with the heat kernel em-
bedding is provided by a time derivative of the flow of metrics (h, t) 7→ h(q)t ,
i.e.
d
dt
ht =
d
dt
g
(ω)
t −
2
q
e
− 2f
(ω)
t
q δTq
d
dt
f
(ω)
t . (7.1)
Since the whole geometry of (M ×Tq, ht) is controlled by (M, g(ω)t ), we start
with a detailed computation of the Riemannian curvatures associated with
(M, g
(ω)
t ) in the smooth case, induced by the heat kernel embedding
(M,dg)× R>0 →֒
(
Probac(M, g), d
W
g
)
(7.2)
(z, t) 7−→ p(ω)t (·, z)dω(·) , t > 0 .
7.1. Geodesics and the Ricci curvature of (M, g
(ω)
t )
Let us consider, for t > 0, the curve of measures
λ 7−→ ν(c(λ), t) := p(ω)t (· , c(λ))dω(·) , t > 0 , (7.3)
associated with an absolutely continuous curve
c : [−ǫ, ǫ] ∋ λ 7→ c(λ) ∈M , c(λ = 0) = z, ǫ > 0 , (7.4)
passing through the point z ∈ M . We have the following result locally char-
acterizing the geodesics of (M, g
(ω)
t ).
Proposition 7.1. For any given t > 0, let ∇˜(t) denote the Levi–Civita con-
nection of (M, g
(ω)
t ). If the curve c is a geodesic for ∇˜(t) then the the vec-
tor field ψ̂(t,c(λ),c′(λ)) ∈ Tν(λ)Probac(M, g), covering the curve λ 7→ ν(λ) :=
p
(ω)
t (· , c(λ))dω(·), satisfies the Hamilton–Jacobi equation
∂
∂λ
ψ̂(t,c(λ),c′(λ))(y) +
1
2
∣∣∣∇(y) ψ̂(t,c(λ),c′(λ))(y)∣∣∣2
g
= 0 , (7.5)
where | · |g and ∇ respectively denote the Riemannian norm and the Levi–
Civita connection in the original (M, g).
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Proof. If c is a geodesic for ∇˜(t) then, according to (5.25) and Lemma 5.12,
we have
d
dλ
∣∣∣∣
c(λ)
g
(ω)
t (c
′(λ), c′(λ)) = 2 g(ω)t
(
∇˜c′(λ)c′(λ), c′(λ)
)
= 0 (7.6)
=
d
dλ
∫
M
∣∣∣∇(y) ψ̂(λ,t)(y)∣∣∣2
g
p
(ω)
t (y, c(λ)) dω(y)
= 2
∫
M
(
∇iψ̂(λ,t) ∂∂λ ∇i ψ̂(λ,t)
)
p
(ω)
t (y, c(λ)) dω(y)
+
∫
M
∣∣∣∇(y) ψ̂(λ,t)(y)∣∣∣2
g
∂
∂λ p
(ω)
t (y, c(λ)) dω(y) ,
where we set for notational simplicity ψ̂(λ,t) = ψ̂(t,c(λ),c′(λ)). According to
Lemma 5.11 and 5.12, along the curve of measures λ 7−→ p(ω)t (· , c(λ))dω(·)
we can write, for almost every λ ∈ (−ǫ, ǫ),
∂
∂λ
p
(ω)
t (y, z) = − div(y)ω
(
∇ ψ̂(λ,t)(y) p(ω)t (y, c(λ))
)
. (7.7)
By exploiting this relation, which we interpret in the distributional sense,
and integrating by parts (7.6), we get∫
M
∇iψ̂(λ,t)
(
∂
∂λ
∇iψ̂(λ,t) +
1
2
∇i
∣∣∣∇ψ̂(λ,t)∣∣∣2
g
)
p
(ω)
t (y, c(λ))dω(y) (7.8)
=
∫
M
∇iψ̂(λ,t)∇i
(
∂
∂λ
ψ̂(λ,t) +
1
2
∣∣∣∇ψ̂(λ,t)∣∣∣2
g
)
p
(ω)
t (y, c(λ))dω(y)
= −
∫
M
△pt(dω)ψ̂(λ,t)
(
∂
∂λ
ψ̂(λ,t) +
1
2
∣∣∣∇ψ̂(λ,t)∣∣∣2
g
)
p
(ω)
t (y, c(λ))dω = 0 .
According to (5.15) we have
△(y)pt (dω) ψ̂(t,c(λ),c′(λ)) = − c
′(λ) · ∇(c(λ)) ln p(ω)t (y, c(λ)) , (7.9)
and the last line of (7.8) becomes∫
M
(
∂
∂λ
ψ̂(λ,t) +
1
2
∣∣∣∇ψ̂(λ,t)∣∣∣2
g
)
c′(λ) · ∇(c(λ)) p(ω)t (y, c(λ))dω = 0 . (7.10)
This relation must hold for any (germ of) geodesic (−ǫ, ǫ) ∋ λ 7−→ c(λ) in
(M, g
(ω)
t ) passing through z, i.e. for any c
′(λ) 6≡ 0. According to Proposition
5.8 this implies
∂
∂λ ψ̂(λ,t) +
1
2
∣∣∣∇ ψ̂(λ,t)∣∣∣2
g
= 0 . (7.11)

As an immediate consequence of this result and of the characterization
of the geodesics of (Probac(M, g), d
W
g ) with respect of the Otto inner product
we have
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Proposition 7.2. For any fixed t > 0, let Υt ((M, g)) be the image of (M, g) in
the smooth probability space (Probac(M, g), d
W
g ) under the heat kernel embed-
ding. If we endow Probac(M, g) with the the Otto Riemannian connection ∇
associated with the inner product 〈·, ·〉pt(dω), then the geodesics of (M, g(ω)t )
can be identified with the geodesics of [Υt((M, g)), ∇]. Hence for t > 0,
[Υt((M, g)), ∇] is a totally geodesic submanifold of Probac(M, g).
Proof. The Otto inner product(3.13) associated to the heat kernel embedding
is the metric tensor g
(ω)
t (·, ·) evaluated at z ∈M ,
g
(ω)
t (∨ϕ, ∨ζ) = 〈∇ϕ, ∇ζ〉pt(dω) (7.12)
:=
∫
M
gik(y)∇(y)i ϕ∇(y)k ζ p(ω)t (y, z) dω(y) ,
where ∨ϕ, ∨ζ ∈ Tpt(dω)Probac(M, g) are the vector fields on Probac(M, g)
defined by the potentials ϕ, ζ ∈ C∞(M,R)/R under the isomorphism (3.24).
According to Theorem 3.12, the corresponding connection ∇ is provided by
〈▽∨ϕ ∨χ, ∨ζ〉pt(dω) =
∫
M
∇iϕ(y)∇i∇kχ(y)∇kζ(y) p(ω)t (y, z) dω(y) ,
(7.13)
The lemma directly follows from the result proved by J. Lott (cf. Prop. 4
of [46]) and by F. Otto and C. Villani [93], according to which if a vec-
tor field ψ̂(t,c(λ),c′(λ)) ∈ Tν(λ)Probac(M, g), tangent to a smooth curve of
measures λ 7−→ p(ω)t (· , c(λ))dω(·), satisfies the Hamilton–Jacobi equation
(7.5) then the curve in question is a geodesic in the smooth probability
space (Probac(M, g),∇). Since in the smooth setting minimizing geodesics
are unique [53], (cf. Lemma 3.11), the stated result follows. 
According to Lemma 7.2 the Levi–Civita connection ∇˜ of (M, g(ω)t ) can
be identified with the induced ∇ connection on Υt ((M, g)), in particular
we can compute the curvature of (M, g
(ω)
t ) by restricting to Υt ((M, g)) the
Riemannian curvature of the Wasserstein space (Probac(M, g), 〈·, ·〉pt(dω)).
As a preliminary result, let us consider the tensor field Tψ(U)ψ(V ) defined by
(3.59) and associated to the measure p
(ω)
T dω. Since Υt ((M, g)) ⊂ Prob(M, g)
is a totally geodesic submanifold we have
Lemma 7.3. Let U⊥, V⊥ ∈ Tz(M) and let ψ̂(U) := ψ̂t,z,U(z) and ψ̂(V ) :=
ψ̂t,z,V (z) be the corresponding potentials solutions of (5.13). Then, for any
t > 0 and ∀ U⊥, V⊥ ∈ Tz(M),
T bψ(U)ψ(V ) := (I −Πpt(dω))
(
∇aψ̂(U)∇a∇bψ̂(V )
)
= 0 , (7.14)
where Πpt(dω) is the projection operator (3.38) associated with pt(dω).
Proof. Let us consider U⊥, V⊥ ,W⊥ ∈ Tz(M) as elements of TeDiff(M),
the tangent space to Diff(M) at the identity map, then we can introduce
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the connection ∇˘ associated to the weak Riemannian structure induced on
Diff(M) by the L2(pt(dω)) inner product according to〈
∇˘U⊥ V⊥, W⊥
〉
pt(ω)
=
∫
M
g
(
∇(g)U⊥V⊥, W⊥
)
p
(ω)
t (y, z) dω(y) , (7.15)
(see (3.43)). By considering the restriction of ∇˘ to Prob(M, g) we have
U⊥ 7−→ ∇ψ̂(U) (7.16)
V⊥ 7−→ ∇ψ̂(V )
∇˘U⊥ V⊥ 7−→ ∇˘∇ψ̂(U) ∇ψ̂(V )
Πpt(dω)
(
∇aψ̂(U)∇a∇bψ̂(V )
)
7−→ ∇∇ψ̂(U) ∇ψ̂(V ); ,
in the weak sense, hence we can formally rewrite (7.14) as
Tψ(U)ψ(V ) = ∇˘∇ψ̂(U) ∇ψ̂(V ) − ∇∇ψ̂(U) ∇ψ̂(V ) . (7.17)
Thus, Tψ(U)ψ(V ) can be interpreted as the second fundamental form of the im-
mersion [Υt((M, g)), ∇] →֒ Probac(M, g) ⊂ Diff(M). Since for any t > 0 the
immersion is totally geodesic, Tψ(U)ψ(V ) = 0 follows. On less formal ground,
we can prove the stated result by introducing normal geodesic coordinates
with respect to (M, g
(ω)
t ), centered at z ∈M . To this end, let {e(i)(z)} denote
a basis in Tz(M) and let us consider a set of curves in (M, g
(ω)
t ), issuing from
z ∈M with tangent vector {c′(i)(0)} := {e(i)(z)},
c(i) : [−ǫ, ǫ] ∋ λ 7→ c(i)(λ) ∈M , c(i)(0) = z, i = 1, . . . , n . (7.18)
According to Proposition 7.1, Lemma 5.13 and 5.12, these curves are geodesics
of (M, g
(ω)
t ), for a given t > 0, iff the corresponding curves of probability
measures and potentials
λ 7−→ p(ω)t (y, c(i)(λ)) dω(y)
(7.19)
λ 7−→ ψ̂(i)(t,λ) := ψ̂
(i)
(t,c(i)(λ),c
′
(i)
(λ))
evolve according to the relations, (defining the optimal transport map),
∂
∂λ
p
(ω)
t (y, c(i)(λ)) + div
(y)
ω
(
p
(ω)
t (y, c(i)(λ))∇(y)ψ̂(i)(t,λ))
)
= 0
(7.20)
∂
∂λ
ψ̂
(i)
(t,λ)(y) +
1
2
∣∣∣∇(y) ψ̂(i)(t,λ)(y)∣∣∣2
g
= 0 ,
(see (5.30) and (7.5)), with the initial conditions p
(ω)
t (y, c(i)(λ = 0)) =
p
(ω)
t (y, z) and ψ̂
(i)
(t,λ=0) := ψ̂
(i)
(t,z,c′
(i)
(0)). In such a framework, normal geodetic
coordinates at z can be characterized by: (i) Choosing the initial ψ̂
(i)
(t,λ=0),
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(hence the c′(i)(0)), in such a way that the connection coefficients (7.13) van-
ish at z; (ii) Propagating the chosen ψ̂
(i)
(t,λ=0) according to the Hamilton–
Jacobi equation in (7.20), (see (7.5)), so as to obtain the curve of potentials
λ 7→ ψ̂(i)(t,λ); (i)Use the potentials so obtained to evolve the initial density
p
(ω)
t (y, z) by means of the continuity equation in (7.20). Since
∂
∂λ
p
(ω)
t (y, c(i)(λ)) = c
′
(i)(λ) · ∇c(i)(λ) p(ω)t (y, c(i)(λ)) , (7.21)
the procedure described implies that along (7.20) we recover the relation
div(y)ω
(
p
(ω)
t (y, c(i)(λ))∇(y)ψ̂(i)(t,λ))
)
= − c′(i)(λ) · ∇c(i)(λ) p(ω)t (y, c(i)(λ)) ,
(7.22)
connecting the tangent vector c′(i)(λ) to the potential ψ̂
(i)
(t,λ), and hence iden-
tifying them with ψ̂
(i)
(t,c(i)(λ),c
′
(i)
(λ)). For our purposes it is sufficient to consider
the step (i). To this end we set ψ̂ (i) := ψ̂
(i)
(t,λ=0) for notational simplicity, and
require that the {ψ̂ (i)}i=1,...,n are such that
〈▽∨ψ(i) ∨ψ(k) , ∨ζ〉pt(dω)(z) (7.23)
=
∫
M
∇aψ̂ (i)(y)∇a∇bψ̂ (k)(y)∇bζ(y) p(ω)t (y, z) dω(y)
=
∫
M
Πpt(dω)
(
∇aψ̂ (i)(y)∇a∇bψ̂ (k)(y)
)
∇bζ(y) p(ω)t (y, z)dω(y) = 0 ,
for any choice of ζ ∈ C∞(M,R)/R. Since ▽ is the Levi–Civita connection
for (M, g
(ω)
t ), (7.23) is symmetric under the exchange ∨ψ(i) ←→ ∨ψ(k) and
we can write
〈▽∨ψ(i) ∨ψ(k) , ∨ζ〉pt(dω)(z) (7.24)
=
1
2
∫
M
Πpt(dω)
(
∇b
(
∇aψ̂ (i)∇aψ̂ (k)
))
∇bζ p(ω)t (y, z) dω(y)
=
1
2
∫
M
∇b
(
∇aψ̂ (i)∇aψ̂ (k)
)
∇bζ p(ω)t (y, z) dω(y) ,
where we have exploited the fact that Πpt(dω) projects onto the gradient
vector fields. Integrating by parts with respect to p
(ω)
t (y, z) dω(y) we get
〈▽∨ψ(i) ∨ψ(k) , ∨ζ〉pt(dω)(z) (7.25)
= −1
2
∫
M
△pt(dω)
(
∇aψ̂ (i)∇aψ̂ (k)
)
ζ(y) p
(ω)
t (y, z) dω(y) ,
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so that the condition (7.23) reduces to
△pt(dω) g
(
∇ψ̂ (i), ∇ψ̂ (k)
)
= 0 (7.26)
in the distributional sense. Thus, almost everywhere g
(
∇ψ̂ (i), ∇ψ̂ (k)
)
=
Cik, for some constant Cik. We normalize Cik and choose the geodesic coor-
dinate initial data ψ̂ (i) := ψ̂
(i)
(t,λ=0) according to
g
(
∇ψ̂ (i), ∇ψ̂ (k)
)
= δik . (7.27)
In particular we get that, in a suitable weak sense, each ψ̂ (i) should be a
solution of the eikonal equation∣∣∣∇ψ̂ (i)∣∣∣2
g
= 1 , (7.28)
on (M, g). An explicit characterization of the solutions of the eikonal equa-
tion can be obtained in terms of the distance function of (M, g), (see e.g. [96],
and [94], [95] for a detailed analysis). To apply the theory in our case, let Uz
be a star–shaped open set of 0 ∈ TzM and let exp(g)z : Uz ∩ TzM −→ (M, g)
denote the exponential map of (M, g) at z ∈M . Let E(i)(z), i = 1, . . . , n, be
a orthonormal basis of (Tz(M), g). For y ∈M within the cut locus Cut(z, g)
of z in (M, g), let {zi(y) := g(E(i), (exp(g)z )−1(y))} be its normal geodesic co-
ordinates in TzM . For y ∈M\(Cut(z, g)∪{z}) the distance function dg(z, y)
is C∞, and if we denote by dg(0, (exp
(g)
z )−1(y)) its pull–back in (Tz(M), g)
we have
d2g
(
0, (exp(g)z )
−1(y)
)
=
n∑
i=1
d2g
(
0, g
(
E(i), (exp
(g)
z )
−1(y)
))
=
n∑
i=1
(zi(y))2 . (7.29)
Hence we compute ∂∂zk dg
(
0, g
(
E(i), (exp
(g)
z )−1(y)
))
= δk(i) and we can
write
∣∣∣∇(y) dg (0, g (E(i), (exp(g)z )−1(y)))∣∣∣2
g
= 1, inM\Cut(z, g)∪{z}. Hence
ψ̂ (i)(y) := dg
(
0, g
(
E(i), (exp
(g)
z )−1(y)
))
naturally appears as a candidate
solution of the eikonal equation in the open set M\Cut(z, g) ∪ {z}. To han-
dle the presence of the singular domain Cut(z, g) ∪ {z} where the distance
function is not differentiable we can interpret the solution of (7.28) in the
viscosity sense [94], [95]. Thus, if we normalize ψ (i) to a vanishing p
(ω)
t dω
average, we have that for any t > 0 the functions
ψ̂ (i)(y) = dg
(
0, g
(
E(i), (exp
(g)
z )
−1(y)
))
(7.30)
−
∫
(exp
(g)
z )−1(M)
dg
(
0, g
(
E(i), (exp
(g)
z )
−1(x)
))
(exp(g)z )
∗(p(ω)t dω)
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generate normal geodesic coordinates
g
(ω)
t
(
c′(i)(0), c
′
(k)(0)
)
(z) = δik
(7.31)
〈▽∨ψ(i) ∨ψ(k) , ∨ζ〉pt(dω)(z) = 0 ,
in (M\(Cut(z, g)∪{z}), g(ω)t ) via the steps (ii) and (iii) described above. In
such normal coordinates we compute ∇a∇bψ̂ (j) = 0 almost everywhere in
M\(Cut(z, g) ∪ {z}), hence
T bψ(i)ψ(j) = (I −Π(pt(dω)))
(
∇aψ̂ (i)∇a∇bψ̂ (j)
)
= 0 , (7.32)
in the weak sense, and the stated lemma follows. 
With these preliminary results along the way a direct application of
Theorem 3.13 provides
Proposition 7.4. For any fixed t > 0, z ∈ M , and U⊥, V⊥, W⊥, Z⊥ ∈
Tz(M), let us denote by ∇ψ̂(t,U) := ∇(y) ψ̂(t,z,U⊥), ∇ψ̂(t,V ) := ∇(y) ψ̂(t,z,V⊥),
∇ψ̂(t,W ) := ∇(y) ψ̂(t,z,W⊥), and ∇ψ̂(t,Z) := ∇(y) ψ̂(t,z,Z⊥) the corresponding
vector fields defined by the weighted heat kernel injection map (5.23). Then
the Riemannian curvature operator R˜m(t) (U⊥, V⊥) W⊥ of (M, g
(ω)
t ) at the
point z ∈M is given by
g
(ω)
t
(
R˜m(t) (U⊥, V⊥) W⊥, Z⊥
)
(z) (7.33)
=
∫
M
g
(
Rm
(
∇ψ̂(t,U), ∇ψ̂(t,V )
)
∇ψ̂(t,W ), ∇ψ̂(t,Z)
)
(y) p
(ω)
t (y, z) dω(y) ,
where Rm (◦, ◦) ◦ denotes the Riemann tensor of (M, g).
By exploiting this result and the above characterization of the normal
coordinates in (M, g
(ω)
t ) we can readily compute the Ricci tensor associated
to (M, g
(ω)
t ) according to
Proposition 7.5. For any t > 0, z ∈ M , and U⊥,W⊥ ∈ TzM , the Ricci
curvature of (M, g
(ω)
t ) in the direction of the 2–plane spanned by the vectors
U⊥, W⊥ ∈ TzM is provided by
R˜ic(t)(U⊥,W⊥)(z) := trace
(
e(i) 7−→ R˜m(t)
(
e(i), U⊥
)
W⊥
)
(z)
(7.34)
=
∫
M
Ric
(
∇ψ̂(t,U), ∇ψ̂(t,W )
)
(y) p
(ω)
t (y, z) dω(y) ,
where Ric denotes the Ricci tensor of (M, g) and where {e(i)(z) := c′(i)(0)}
denotes the (g
(ω)
t –orthonormal) basis of TzM associated with the potentials
{ψ(j)} defining normal coordinates in (M, g(ω)t ), centered at z ∈M .
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Proof. By tracing the expression (7.33) for the Riemann curvature operator
R˜m(t) and by exploiting the orthonormality conditions g
(ω)
t
(
e(i), e(k)
)
(z) =
δik, and g
(
∇ψ̂ (i), ∇ψ̂ (k)
)
= δik, (see (7.27), which hold in normal geodesic
coordinates one immediately gets (7.34). 
7.2. Heat kernel induced Ricci flow
We have set the stage for discussing the scaling dependence of the metric
(M, g
(ω)
t ) for t ∈ (0,∞) and compute the associated beta function. To this
end, for t > 0, z ∈ M and U⊥ ∈ Tz(M), let ψ̂(t,U) := ψ̂(t,z,U⊥) be the
corresponding potential defined by the weighted heat kernel injection map
(5.23). Let us consider for t > 0, and for U⊥(z) varying in Tz(M), the smooth
functional
U⊥ 7−→ P(U)(z, t) :=
∫
M
ψ̂(t,U)(y) p
(ω)
t (y, z)dω(y) , (7.35)
providing the coordinate representation in (C∞(M,R))∗ of p(ω)t (·, z)dω(·) at
fixed heat source δz. We define a time–dependent tangent vectorX(t,z) ∈ TzM
by
g
(ω)
t
(
X(t,z), U⊥(z)
)
= − d
dt
Pϕ(z)(t) . (7.36)
Explicitly one computes
d
dt
∫
M
ψ̂(t,U)(y) p
(ω)
t (y, z)dω(y) (7.37)
=
∫
M
(
ψ̂(t,U)(y)
∂
∂t
ln p
(ω)
t (y, z)
)
p
(ω)
t (y, z)dω(y)
=
∫
M
(
ψ̂(t,U)(y) △pt(dω) ln p(ω)t (y, z)
)
p
(ω)
t (y, z)dω(y)
= −
∫
M
(
∇ ln p(ω)t (y, z) · ∇ψ̂(t,U)(y)
)
p
(ω)
t (y, z)dω(y), ∀U⊥ ∈ TzM ,
where we exploited the relation (p
(ω)
t )
−1 △ω p(ω)t = △pt(dω) ln p(ω)t , which
holds pointwise for t > 0. Hence X(t,z) is provided by
g
(ω)
t
(
X(t,z), U⊥(z)
)
(7.38)
=
∫
M
(
∇ ln p(ω)t (y, z) · ∇ψ̂(t,U)(y)
)
p
(ω)
t (y, z)dω(y) .
We have the following
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Lemma 7.6. The Lie derivative of the metric tensor g
(ω)
t along the t–dependent
vector field z 7−→ X(t,z) is provided by
LX(t,z) g(ω)t (U⊥, U⊥) (7.39)
= 2
∫
M
(
∇aψ(t,U)Hessab ln p(ω)t (y, z)∇bψ(t,U)
)
p
(ω)
t (y, z) dω(y) .
Proof. Let ∨ψ(t) denote the vector ∈ Tpt(dω)Probac(M, g) associated with
X(t,z) ∈ TzM . According to the characterization of the Lie derivative L on
Prob(M, g), (cf. (3.55)), we have
L∨(t,z) g(ω)t (U⊥, U⊥) (7.40)
:= 〈▽∨ψ(t) ∨(t,z), ∨ψ(t)〉pt(dω) + 〈 ∨ψ(t) , ▽∨ψ(t)∨(t,z)〉pt(dω)
= 2
∫
M
(
∇aψ(t,U)Hessab ln p(ω)t (y, z)∇bψ(t,U)
)
p
(ω)
t (y, z) dω(y) ,
where we have exploited the definition (3.54) of the Riemannian connec-
tion on Prob(M, g) and ∨ϕ = ∇(y) ln p(ω)t (y, z), (see (7.38)), to write, ∀ϕ ∈
C∞(M,R),〈
▽∨ϕ ∨(t,z), ∨ϕ
〉
(g,pt(dω))
(7.41)
=
∫
M
(
∇ϕ(y) · ∇∇ ln p(ω)t (y, z) · ∇ϕ(y)
)
p
(ω)
t (y, z)dω(y) .
Since, according to Lemma 7.2, the Levi–Civita connection ∇˜ of (M, g(ω)t ) can
be identified with the induced ∇ connection on Υt ((M, g)), we have that the
Lie derivative L∨(t,z) on Probac(M, g) when restricted to Υt ((M, g)) reduces
to LX(t,z) and the Lemma follows. 
Remark 7.7. Note that the Lie derivative (7.39) captures heat concentra-
tion phenomena related to the heuristics of heat propagation along geodesics
expressed by the asymptotics (4.50), (cf. Th. 4.17). In line with (4.49) and
Varadhan’s large deviation formula (5.5), for y in compact subsetM\(Cut(z)∪
{z}), we have the uniform limit [75]
− 4 lim
tց0+
tHess
(
ln p
(ω)
t (y, z)
)
= Hess d2g(y, z) , (7.42)
whereas for y ∈ Cut(z), the hessian Hess
(
ln p
(ω)
t (y, z)
)
diverges to −∞
faster than t−1 as t ց 0. This implies that −t ln p(ω)t (y, z) plays the role of
a smooth mollifier [75] of the (squared) distance function d2g(y, z), and the
limit of −tHess (ln p(ω)t (y, z)) for tց 0 computes Hess d2g(y, z) in the sense
of distributions [75], [79], [97]. In particular it can be shown [94], [98] that the
singular part of Hess d2g(y, z) is concentrated, for dimM ≥ 2, on Cut(z) and
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it is absolutely continuous with respect to the (n− 1)–dimensional Hausdorff
measure Hn−1 on Cut(z).
The explicit computation of the beta function ddtg
(ω)
t (U⊥, U⊥) can be car-
ried out along the lines of [27], with some obvious modifications due to the
presence of the weighted Laplacians △ω and △pt(dω). We start with some
preliminary remarks. Let us recall that the standard Bochner-Weitzenbo¨ck
formula for the Laplace–Beltrami operator △g on (M, g) reads
2∇iϕ∇i △g ϕ = △g |∇ϕ|2g − 2 |Hessϕ|2g − 2Rik∇iϕ∇kϕ , (7.43)
for any ϕ ∈ C∞(M,R). From (7.43) and
2∇iϕ∇i △ω ϕ = 2∇iϕ∇i(△gϕ−∇kf ∇kϕ) , (7.44)
2∇iϕ∇i △pt (dω) ϕ = 2∇iϕ∇i
(
△gϕ−∇k
(
f − ln p(ω)t
)
∇kϕ
)
, (7.45)
a direct computation extends (7.43) to (M, g, dω) and to (M, g, p
(ω)
t dω) ac-
cording to
2∇iϕ∇i △ω ϕ = △ω |∇ϕ|2g − 2 |Hessϕ|2g (7.46)
−2 (Rik +Hessikf)∇iϕ∇kϕ ,
and
2∇iϕ∇i △pt (dω) ϕ = △pt (dω) |∇ϕ|2g − 2 |Hessϕ|2g (7.47)
− 2
(
Rik +Hessik
(
f − ln p(ω)t (y, z)
))
∇iϕ∇kϕ ,
respectively. Let us observe that from (5.15) it easily follows that (5.20) can
be rewritten as(
∂
∂t
− △(y)ω
) [
p
(ω)
t (y, z) △(y)pt (dω) ψ̂(t,z,U⊥)(y)
]
= 0 , (7.48)
or equivalently as(
∂
∂t
−△(y)pt (dω) −∇(y) ln p
(ω)
t · ∇(y)
)
△(y)pt (dω) ψ̂(t,z,U⊥) = 0 . (7.49)
Also note that by differentiating both members of (5.13) with respect to t
we to get, for any t > 0, (cf. [27] Prop. 4.1 for a similar computation for the
standard heat kernel),
div(y)ω
[(
∂
∂tp
(ω)
t (y, z)
)
∇(y) ψ̂(t,z,U⊥)(y) + p(ω)t (y, z)∇(y) ∂∂t ψ̂(t,z,U⊥)(y)
]
= −U⊥(z) · ∇(z) ∂∂tp
(ω)
t (y, z) , (7.50)
Since ∇(z) ∂∂tp
(ω)
t (y, z) = ∇(z) △(y)ω p(ω)t (y, z), and the weighted laplacian
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△(y)ω acts with respect to the variable point y, we can write, after an obvious
rearrangement of terms,
div(y)ω
[
p
(ω)
t (y, z)∇(y) ∂∂t ψ̂(t,z,U⊥)(y)
]
(7.51)
= − △(y)ω
[
U⊥(z) · ∇(z)p(ω)t (y, z)
]
− div(y)ω
[
∇(y) ψ̂(t,z,U⊥)(y) △(y)ω p(ω)t (y, z)
]
.
By inserting the defining pde (5.13) in△(y)ω
[
U⊥(z) · ∇(z)p(ω)t (y, z)
]
, we even-
tually get
divω
[
p
(ω)
t (y, z)∇ ∂∂t ψ̂(t,z,U⊥)(y)
]
(7.52)
= △ω
[
divω
(
p
(ω)
t (y, z)∇ ψ̂(t,z,U⊥)(y)
)]
− divω
[
∇ ψ̂(t,z,U⊥)(y) △ω p(ω)t (y, z)
]
,
where we dropped the superscript (y) since the operators ∇, divω, and △ω
all act with respect to y.
With these preliminary remarks along the way we get
Lemma 7.8. (cf. Prop. 4.1 in [27]). For t ∈ (0,∞) we have
d
dt
g
(ω)
t (U⊥, U⊥) = − 2
∫
M
[∣∣∣Hess ψ̂(t,U)∣∣∣2
g
(7.53)
+ (Rik + Hessik f) ∇iψ̂(t,U)∇kψ̂(t,U)
]
p
(ω)
t (y, z) dω(y) .
Proof. According to (5.4) we have
d
dt
g
(ω)
t (U⊥, U⊥) (7.54)
= 2
∫
M
(
∇ ψ̂(t,U) · ∇ ∂∂t ψ̂(t,U)
)
p
(ω)
t (y, z) dω(y)
+
∫
M
∣∣∣∇ ψ̂(t,U)∣∣∣2
g
△ω p(ω)t (y, z) dω(y) .
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The Green formula for the weighted Laplacian △ω, (which we shall use re-
peatedly also for the heat weighted Laplacian △pt(dω)),∫
M
ϕ△ω ψ dω =
∫
M
ϕdivω · ∇ψ dω (7.55)
= −
∫
M
∇ϕ · ∇ψ dω =
∫
M
ψ△ω ϕdω ,
which holds pointwise for any ϕ, ψ ∈ C∞(M,R), allows to compute the first
term in (7.54) according to∫
M
(
∇ ψ̂(t,U) · ∇ ∂∂t ψ̂(t,U)
)
p
(ω)
t (y, z) dω(y) (7.56)
= −
∫
M
ψ̂(t,U) divω
[
p
(ω)
t (y, z)∇ ∂∂t ψ̂(t,U)
]
dω(y)
=
(7.52)
−
∫
M
ψ̂(t,U) △ω
[
divω
(
p
(ω)
t (y, z)∇ ψ̂(t,U)
)]
dω(y)
+
∫
M
ψ̂(t,U) divω
[
△ω p(ω)t (y, z) ∇ ψ̂(t,U)
]
dω(y)
=
∫
M
[
∇ ψ̂(t,U) · ∇ △ω ψ̂(t,U) − △ω
∣∣∣∇ ψ̂(t,U)∣∣∣2
g
]
p
(ω)
t (y, z) dω(y) ,
where
=
(7.52) refer to the relation used in the computation, and where in the
last line we have integrated by parts. Inserted into (7.54), the expression
(7.56) eventually yields
d
dt
g
(ω)
t (U⊥, U⊥) (7.57)
= 2
∫
M
[
∇ ψ̂(t,U) · ∇ △ω ψ̂(t,U) − 12 △ω
∣∣∣∇ ψ̂(t,U)∣∣∣2
g
]
p
(ω)
t (y, z) dω(y)
= − 2
∫
M
[∣∣∣Hess ψ̂(t,U)∣∣∣2
g
+ (Rik + Hessik f) ∇iψ̂(t,U)∇kψ̂(t,U)
]
p
(ω)
t (y, z) dω(y) ,
where we have exploited the weighted Bochner–Weitzenbo¨ck formula (7.46).

From Lemma 7.8 and the expression (7.34) of the the Ricci tensor of (M, g
(ω)
t )
we directly get
Theorem 7.9. (The heat kernel induced Ricci flow). Along the weighted heat
kernel embedding (0,∞) ×M ∋ (t, z) 7−→ p(ω)t (·, z)dω(·) ∈ Probac(M, g), the
beta function β(g
(ω)
t )) associated to the scale dependent metric (M, g
(ω)
t ) is
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provided by
d
dt
g
(ω)
t (U⊥,W⊥) = − 2R˜ic(t)(U⊥,W⊥) (7.58)
− 2
∫
M
(∇ψ(t,U) · ∇∇f · ∇ψ(t,W )) p(ω)t (y, z)dω(y)
− 2
∫
M
(
Hess ψ̂(t,U) · Hess ψ̂(t,W )
)
p
(ω)
t (y, z) dω(y) ,
where R˜ic(t) denotes the Ricci curvature of the evolving metric (M, g
(ω)
t ).
Proof. According to Lemma 7.8, we have (cf. (7.53)),
d
dt
g
(ω)
t (U⊥,W⊥)(z) = − 2
∫
M
[
Hess ψ̂(t,U) ·Hess ψ̂(t,W )
(7.59)
+Rab∇aψ̂(t,U)∇bψ̂(t,W )
]
p
(ω)
t (y, z) dω(y)
−2
∫
M
∇aψ̂(t,U)Hessab f ∇bψ̂(t,W ) p(ω)t (y, z) dω(y) .
For t > 0 we can apply Proposition 7.5 which computes the Ricci curvature
of (M, g
(ω)
t ) at z in the direction of the 2–plane spanned by the vectors
(U⊥,W⊥) ∈ TzM . 
The above result indicates a striking connection between the beta func-
tion for the scale dependent flow [t, (M, g)] 7→ (M, g(ω)t ), t > 0, and (a gen-
eralized version of) the DeTurck–Hamilton version of the Ricci flow. This
is further supported by the behavior of (7.58) in the singular limits t ց 0
and q ր ∞. The former controls how the curve of heat kernel embeddings
(0,∞)×M ∋ (t, z) 7−→ p(ω)t (·, z)dω(·) ∈ Probac(M, g) approaches the isomet-
ric embedding of (M, g) in the non–smooth Prob(M) ⊃ Probac(M, g). The
latter is related to our choice (4.4) of the dilatonic measure dω(q) localizing
the NLσM maps φ : Σ −→ (M, g, dω) around the center of mass of the con-
stant maps {φ(k)}qk=1, (see Section 4). The two limits clearly interact since the
heat kernel p
(ω)
t explicitly depends on the choice of the measure dω(q). Since
for any given dω(q) we have a well–defined flow (7.58), it is geometrically
natural to consider the large q limit as defined by
lim
qր∞
{
lim
tց0
d
dt
g
(ω(q))
t
}
q∈N
. (7.60)
With these remarks along the way we have
Proposition 7.10. Let [0, 1] ∋ s 7→ γs, γ(0) ≡ z denote a geodesic in (M, g).
Then the beta function (7.58) associated with the weighted heat kernel em-
bedding (M, g, dω) −→ (Probac(M, g), dWg ) is tangent for t = 0 and q ր∞
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to the perturbative beta functions for the dilatonic non–linear σ model
d
dt
g
(ω)
t (γ˙s, γ˙s)
∣∣∣
t=0
∣∣∣∣
q→∞
= −2 [Ricg(γ˙s, γ˙s) + Hess f(γ˙s, γ˙s)] , (7.61)
d
dt
f
(ω)
t
∣∣∣
t=0
∣∣∣∣
q→∞
= △g f − |∇ f |2g , (7.62)
where the equality holds for almost every s ∈ [0, 1].
Proof. By directly adapting a basic result (Th. 4.6) of [27], one can control
the tց 0 limit in (7.53) and get
d
dt
∫ 1
0
g
(ω)
t (γ˙s, γ˙s) ds
∣∣∣∣
t=0
= −2
∫ 1
0
[Ricg(γ˙s, γ˙s) + Hess f(γ˙s, γ˙s)] ds ,
(7.63)
and almost everywhere for s ∈ [0, 1] we have
d
dt
g
(ω)
t (γ˙s, γ˙s)
∣∣∣
t=0
= −2 [Ricg(γ˙s, γ˙s) + Hess f(γ˙s, γ˙s)] . (7.64)
If we couple this expression with the flow (5.58) for the function f
(ω)
t , eval-
uated for t = 0,
∂
∂t
f
(ω)
t
∣∣∣∣
t=0
= △g f − 2+qq |∇ f |2g , (7.65)
we immediately get the stated result in the q ր ∞ limit. It is worthwhile
stressing that the actual proof of (7.64) in [27], on which the above result
heavily relies, is rather technical. By contrast, the underlying rationale is
simple. To wit, since the (Kantorovich) potential ψ̂(t,γ˙s) in (7.57), (for U⊥ ≡
γ˙s), is generated by the tangent to the geodesic s 7−→ γs, one expects that∣∣∣Hess ψ̂(t,γ˙s)∣∣∣
t=0
vanishes at δz and that it should remain small for 0 < t < ε,
with ε small enough. As reasonable as it appears, the vanishing ofHess ψ̂(t,γ˙s)
for tց 0 is deceptively difficult to prove, and commands a technical tour de
force, (cf. Lemma 4.4 and Prop. 4.5 in [27]). 
It is also important to observe that we can connect the singular limit
t ց 0, q ր ∞ of the beta function (7.58) to the Hamilton–Perelman Ricci
flow. To this end we couple the evolutions of the rescaled dilaton f
(ω)
t and
of the metric g
(ω)
t via the probability measure dω. In particular if we require
that ddt dµh(q)t
|t=0 = 0, (recall that dµh(q)t |t=0 = dω), we have
Proposition 7.11. Under the constraint
d
dt
dµ
h
(q)
t
∣∣∣∣
t=0
= 0 (7.66)
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the beta function (7.58) is tangent, for t = 0 and q ր ∞, to the generators
of the Hamilton–Perelman Ricci flow according to
d
dt
g
(ω)
t (γ˙s, γ˙s)
∣∣∣
t=0
∣∣∣∣
q→∞
= −2 [Ricg(γ˙s, γ˙s) + Hess f(γ˙s, γ˙s)] , (7.67)
d
dt
f
(ω)
t
∣∣∣
t=0
∣∣∣∣
q→∞
= −△g f − R(g) , (7.68)
where the equality holds for almost every s ∈ [0, 1].
Proof. To prove this result, it is useful to recast (7.67) in terms of the met-
ric ht defined by (4.17). Denote by {yi}n1=1 local (geodesic) coordinates on
(M, gt), and {ζα}q1=1 local coordinates on (Tq, δ). Then, according to a stan-
dard formula for warped product metrics (cf. e.g. p.46 of [68]), we have
R
(h)
ij = R
(g)
ij + ∇i∇j f −
1
q
∇i f ∇j f , (7.69)
R
(h)
αβ =
1
q
e
− 2f(y)q δαβ
(△g f − |∇ f |2g) , (7.70)
R
(h)
iα = 0 , i = 1, . . . , n, α = 1, . . . , q , (7.71)
where R
(g)
ij denotes the components of the Ricci tensor of (M, g), (and simi-
larly the subscript g refers to gradient, hessian, and Laplacian relative to the
metric g). From
d
dt
ht =
d
dt
g
(ω)
t −
2
q
e
− 2f
(ω)
t
q δTq
d
dt
f
(ω)
t , (7.72)
and (7.65), we get
d
dt
ht
∣∣∣∣
t=0
= −2Ric(h) − 2
q
∇f ⊗∇f . (7.73)
If we impose, at t = 0, the preservation along (7.73) of the probability measure
density dµht , (note that dµht |t=0 = dω), then we get
d
dt dµht
∣∣
t=0
= ddt e
− 2f
(ω)
t
q dµgt
∣∣∣∣∣
t=0
= 0 . (7.74)
From (7.73) we compute
d
dt dµht
∣∣
t=0
= −
[
R(h) + 1q |∇ f |2g
]
dµh = 0 , (7.75)
where
R(h) = R(g) + 2△g f − q + 1
q
|∇ f |2g , (7.76)
denotes the scalar curvature of the metric h expressed in terms of the scalar
curvature R(g) of (M, g). Thus,
d
dtdµht
∣∣
t=0
= 0 ⇒ |∇ f |2g = R(g) + 2△g f , (7.77)
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which, introduced in (7.65), provides the backward heat equation
d
dt
f
(ω)
t
∣∣∣
t=0
= −△g f − R(g) − 2
q
|∇ f |2g . (7.78)
It follows that the flow t 7−→ ht, defined by (7.53) by enforcing the volume
density preservation (7.74), has a tangent which, at t = 0, and for q ր ∞,
reduces to the tangent vector defining the Hamilton–Perelman flow. 
The strong similarity between (7.58) and the (DeTurck version of the)
Ricci flow, and the tangency conditions described in Propositions 7.10 and
7.11, may suggest that (7.58) is indeed the Ricci flow in disguise. In the case
of the standard heat kernel embedding [27], the induced flow on the distance
function, tangential to the Ricci flow for t = 0, is well defined for any t ≥ 0,
and with strong control on the topology of M and good continuity proper-
ties with respect to (measured) Gromov–Hausdorff convergence. As argued
in [27], these properties strongly contrast with the typical behavior of the
Ricci flow, characterized by the development of curvature singularities and
by a poor control on Gromov–Hausdorff limits of sequences of Ricci evolved
manifolds. The explicit expression (7.58) for the heat kernel induced flow
(t, g) 7−→ g(ω)t , and in particular the presence of the norm–contracting term∫
M |Hess ψ̂(t,U)|2g p
(ω)
t (y, z) dω(y), (cf. (7.58) for U⊥ = W⊥), indicates that
along the flow (t, g) 7−→ g(ω)t there is a strong control of the metric geome-
try of g
(ω)
t . To provide evidence in this direction without belaboring on the
subtle aspects of measured Gromov–Hausdorff convergence we describe the
monotonicity properties of (7.58). Not surprisingly, they turn to be somehow
stronger than those in Ricci flow theory.
7.3. Monotonicity and gradient flow properties
From Lemma 7.6 and 7.8 we get
Proposition 7.12. Let
(0,∞) ∋ t 7−→ ϕ(t) ∈ Diff(M)
(7.79)
∂
∂t
ϕ(t) = X(t,z), lim
tց0
ϕ(t) = IdM
be the curve of diffeomorphisms generated by the vector field X(t,z) defined by
(7.36). Then, for any U⊥, V⊥ ∈ TzM ,(
ϕ−1(t)
)∗ d
dt
(
ϕ∗g(ω)t
)
(U⊥, V⊥) (7.80)
= −2
∫
M
ψ̂(t,U) △2pt (dω) ψ̂(t,V ) p
(ω)
t (y, z) dω(y) ,
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In particular, the pull-back
(
ϕ∗g(ω)t
)
(U⊥, U⊥) is a monotonically decreasing
function of t, (
ϕ−1(t)
)∗ d
dt
(
ϕ∗g(ω)t
)
(U⊥, U⊥) (7.81)
= −2
∫
M
(
△pt (dω) ψ̂(t,U)
)2
p
(ω)
t (y, z) dω(y) < 0 ,
and moreover we have
d
dt
((
ϕ−1(t)
)∗ d
dt
(
ϕ∗g(ω)t
))
(U⊥, U⊥)
(7.82)
= 4
∫
M
∣∣∣∇(y) (△(y)pt (dω) ψ̂(t,z,U⊥)(y))∣∣∣2 p(ω)t (y, z) dω(y) .
Proof. We can factor out the ϕ(t) in (7.81) by exploiting the familiar DeTurck
argument [12], (cf. [99] for details). Explicitly, for 0 < t < ǫ, one computes
d
dt
(
ϕ∗(t) g(ω)t
)
=
d
ds
∣∣∣∣
s=0
(
ϕ∗(t+ s) g(ω)t+s
)
(7.83)
= ϕ∗(t)
(
d
dt
g
(ω)
t
)
+
d
ds
∣∣∣∣
s=0
(
ϕ∗(t+ s) g(ω)t
)
= ϕ∗(t)
(
d
dt
g
(ω)
t
)
+ ϕ∗(t)
(
LX(t,z) g(ω)t
)
.
Hence, we get(
ϕ−1(t)
)∗ d
dt
(
ϕ∗(t) g(ω)t
)
=
d
dt
g
(ω)
t + LX(t,z) g(ω)t , (7.84)
which can be identified with the convective derivative of g
(ω)
t along the curve
of t–dependent diffeomorphisms (7.79) associated with the flow (t, δz) 7−→(
t, p
(ω)
t (·, z)dω(·)
)
, t ∈ (0,∞). According to Lemma 7.6 we have
(
ϕ−1(t)
)∗ d
dt
(
ϕ∗(t) g(ω)t
)
(U⊥, V⊥) (7.85)
=
d
dt
∫
M
gik(y)∇i(y) ψ̂(t,U)∇k(y) ψ̂(t,V ) p(ω)t (y, z) dω(y) ,
+2
∫
M
Hess
(y)
ik ln p
(ω)
t (y, z)∇i(y) ψ̂(t,U)∇k(y) ψ̂(t,V ) p(ω)t (y, z) dω(y)
= −2
∫
M
[
Hess ψ̂(t,U) ·Hess ψ̂(t,V )
+
(
Rik + Hessik
(
f − ln p(ω)t
))
∇iψ̂(t,U)∇kψ̂(t,V )
]
p
(ω)
t (y, z) dω(y) ,
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where we have taken into account (7.53). On the other hand for any t > 0
and the identities
△pt (dω)
(
∇ψ̂(t,U) · ∇ψ̂(t,V )
)
= ∇ψ̂(t,U) · △pt (dω)∇ψ̂(t,V )
(7.86)
+∇ψ̂(t,V ) · △pt (dω)∇ψ̂(t,U) + 2Hess ψ̂(t,U) ·Hess ψ̂(t,V ) ,
and
∇ψ̂(t,U) · ∇
(
△pt(dω) ψ̂(t,V )
)
= △pt (dω)
(
∇ψ̂(t,U) · ∇ψ̂(t,V )
)
(7.87)
−∇ψ̂(t,U) · △pt (dω)∇ψ̂(t,V ) − 2Hess ψ̂(t,U) ·Hess ψ̂(t,V ) (7.88)
−∇iψ̂(t,U)
(
Rik + Hessik
(
f − ln p(ω)t
))
∇kψ̂(t,V ) ,
(the former a direct consequence of the definition (5.16) of the heat kernel
weighted laplacian△pt(dω), the latter a weighted Bochner–Weitzenbo¨ck Ricci
tensor identity for △pt(dω), easily derived with a long but otherwise standard
computation), we get the integral relation∫
M
ψ̂(t,U) △2pt (dω) ψ̂(t,V ) p
(ω)
t (y, z) dω(y) (7.89)
= −
∫
M
∇ψ̂(t,U) · ∇
(
△pt(dω) ψ̂(t,V )
)
p
(ω)
t (y, z) dω(y)
=
∫
M
[
Hess ψ̂(t,U) ·Hess ψ̂(t,V )
+
(
Rik + Hessik
(
f − ln p(ω)t
))
∇iψ̂(t,U)∇kψ̂(t,V )
]
p
(ω)
t (y, z) dω(y) .
By taking into account (7.85), this proves (7.80). If we set U = V in the
above relations then we get the integrated weighted Bochner–Weitzenbo¨ck
formula, (cf. (7.47)),∫
M
ψ̂(t,U) △2pt (dω) ψ̂(t,U) p
(ω)
t (y, z) dω(y) (7.90)
=
∫
M
(
△pt (dω) ψ̂(t,U)
)2
p
(ω)
t (y, z) dω(y)
= −
∫
M
∇ψ̂(t,U) · ∇
(
△pt(dω) ψ̂(t,U)
)
p
(ω)
t (y, z) dω(y)
=
∫
M
[
|Hess ψ̂(t,U)|2g
+
(
Rik + Hessik
(
f − ln p(ω)t
))
∇iψ̂(t,U)∇kψ̂(t,U)
]
p
(ω)
t (y, z) dω(y) ,
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which together with (7.85), (for U = V ), proves (7.81). To show that the
monotonicity result in (7.81) is strict, let us observe that the vanishing of∫
M
(△pt (dω) ψ̂(t,U))2 p(ω)t (y, z) dω(y) would necessarily imply△pt (dω) ψ̂(t,U) =
0, hence according to proposition 5.8 and (5.15) the corresponding vanishing
of U⊥(z), contradicting the stated hypotheses. Finally, in order to prove (7.82)
let us set for notational convenience
A(z, t) :=
∫
M
(
△pt (dω) ψ̂(t,z,U⊥)(y)
)2
p
(ω)
t (y, z) dω(y) . (7.91)
Since the heat kernel p
(ω)
t (y, z) and the associated weighted Laplacian△(y)pt (dω)
are smooth for t > 0, we compute
d
dt
A(z, t) (7.92)
= 2
∫
M
(
△pt (dω) ψ̂(t,U)
) ∂
∂t
(
△pt (dω) ψ̂(t,U)
)
p
(ω)
t (y, z) dω(y)
+
∫
M
(
△pt (dω) ψ̂(t,U)
)2 ∂
∂t
p
(ω)
t (y, z) dω(y)
=
(7.49)
2
∫
M
(
△pt (dω) ψ̂(t,U)
) [
△pt (dω)
(
△pt (dω) ψ̂(t,U)
)
+∇ ln pt (dω) · ∇
(
△pt (dω) ψ̂(t,U)
)]
p
(ω)
t (y, z) dω(y)
+
(5.4)
∫
M
(
△pt (dω) ψ̂(t,U)
)2
△ω p(ω)t (y, z) dω(y)
= 2
∫
M
(
△pt (dω) ψ̂(t,U)
)
△pt (dω)
(
△pt (dω) ψ̂(t,U)
)
p
(ω)
t (y, z) dω(y)
+
∫
M
∇p(ω)t (y, z) · ∇
(
△pt (dω) ψ̂(t,U)
)2
dω(y)
+
∫
M
(
△pt (dω) ψ̂(t,U)
)2
△ω p(ω)t (y, z) dω(y)
= −2
∫
M
∣∣∣∇(y) (△(y)pt (dω) ψ̂(t,z,U⊥)(y))∣∣∣2 p(ω)t (y, z) dω(y) .
where, in the last passage, we have integrated by parts both with respect to
the p
(ω)
t (y, z) dω(y) and the dω(y) measures. 
Note that (7.81) can be rewritten as
d
dt
g
(ω)
t (U⊥, U⊥)(z) = −LX(t,z)g(ω)t (U⊥, U⊥) (7.93)
−2
∫
M
(
△pt (dω) ψ̂(t,U)
)2
p
(ω)
t (y, z) dω(y) ,
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which shows that the evolution of g
(ω)
t (U⊥, U⊥)(z) results from a balance
between the −2 ∫M (△pt (dω) ψ̂(t,U))2p(ω)t dω term, which tends to contract the
g
(ω)
t –norm of vectors, and the term
L∨(t,z)g(ω)t (U⊥, U⊥) (7.94)
= 2
∫
M
Hess ln p
(ω)
t (y, z)
(
∇ ψ̂(t,U), ∇ ψ̂(t,U)
)
p
(ω)
t (y, z) dω(y) ,
which, as already stressed, computes Hess d2g(y, z) in the sense of distribu-
tions and, by the local convexity of d2g(y, z), tends to contrast this contraction.
It is not difficult to show that the pulled back flow (7.81) is a gradient flow.
Let {E(a)(z)}na=1 denote a basis in TzM , orthonormal with respect to the
given (M, g), and for any t > 0 consider the functional
F
(
(M, g
(ω)
t )
)
(7.95)
:=
∫
ϕ(z,t)(M)
dω(z) gab(z)
∫
M
ψ̂(t,a) △2pt (dω) ψ̂(t,b) p
(ω)
t (y, z) dω(y) ,
where ϕ(z,t) denotes the curve of diffeomorphisms defined by (7.79).
Remark 7.13. In F
(
(M, g
(ω)
t )
)
one may consider more natural tracing with
respect to g
(ω)
t (z) rather than with respect to g(z). In such a case, the cor-
responding functional can be identified (modulo the action of the curve of
diffeomorphisms t 7→ ϕ(t)) with the time–derivative of the Riemannian vol-
ume of (M, g
(ω)
t ). As a consequence, this apparently more general functional,
has a non–trivial L2(dω) gradient only along the scalar variation of g
(ω)
t , and
does not capture all possible tensorial variations (and deformation) of g
(ω)
t ,
variations which are fully described by the L2(dω)–gradient of F
(
(M, g
(ω)
t )
)
.
Indeed, we have
Lemma 7.14. Let z 7−→ 12χab(z) ∈ ⊗2symT ∗zM be a smooth symmetric bilinear
form on (M, g
(ω)
t ) thought of as acting fiberwise as a tangent bundle endomor-
phism. For 0 < ǫ < 1 sufficiently small, let us consider the variation of basis
vectors {E(a)(z)} ∈ TzM defined by E(a) 7−→ E(ǫ)(b) := (δab + ǫ2 χab (z))E(a). If
we let ψ̂
(ǫ)
(t,b) denote the induced variation in the potentials ψ̂(t,b) := ψ̂(t,E(b)),
then for any t > 0
ψ̂
(ǫ)
(t,b)(y) = (δ
a
b +
ǫ
2 χ
a
b (z)) ψ̂(t,a)(y) , (7.96)
and the corresponding linearization of the functional F
(
(M, g
(ω)
t )
)
in the
direction of the variation defined by the bilinear form χ is provided by
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DF
(
(M, g
(ω)
t )
)
◦ χ
(7.97)
=
∫
ϕ(z,t)(M)
(∫
M
ψ̂(t,a) △2pt (dω) ψ̂(t,b) p
(ω)
t (y, z) dω(y)
)
χab(z) dω(z) .
Proof. By the linearity of the defining elliptic PDE (5.13) it immediately
follows that the potential ψ̂
(ǫ)
(t,b) associated to the rescaled basis vector E
(ǫ)
(b) :=
(δab +
ǫ
2 χ
a
b (z))E(a) is provided by (7.96). Similarly, from the very definition
of the metric g
(ω)
t (z), (cf.(5.25) ), we directly have
g
(ω,ǫ)
t
(
E(c), E(d)
)
:= g
(ω)
t
(
E
(ǫ)
(c) , E
(ǫ)
(d)
)
(7.98)
:=
∫
M
gik(y)∇i(y) ψ̂(ǫ)(t,c)∇k(y) ψ̂
(ǫ)
(t,d) p
(ω)
t (y, z) dω(y)
=
(
δac +
ǫ
2 χ
a
c (z)
) (
δbd +
ǫ
2 χ
b
d(z)
)
×
∫
M
gik(y)∇i(y) ψ̂(t,a)∇k(y) ψ̂(t,b) p(ω)t (y, z) dω(y) .
Hence, to leading order in ǫ, we get
g
(ω,ǫ)
t
(
E(c), E(d)
)
= g
(ω)
t
(
E(c), E(d)
)
+ ǫ χcd(z) + O(ǫ
2) ,
as expected. In particular, by letting χ vary in the space of all symmetric
bilinear form C∞(M,⊗2symT ∗M) we can interpret χ as describing the generic
metric variation of g
(ω)
t . From
gcd(z)
∫
M
ψ̂
(ǫ)
(t,c) △2pt (dω) ψ̂
(ǫ)
(t,d) p
(ω)
t (y, z) dω(y) (7.99)
= gcd(z)
(
δac +
ǫ
2 χ
a
c (z)
) (
δbd +
ǫ
2 χ
b
d(z)
)
×
∫
M
ψ̂(t,a) △2pt (dω) ψ̂(t,b) p
(ω)
t (y, z) dω(y)
=
(
gab(z) + ǫ χab(z) +
ǫ2
4
χad(z)χ
d
b (z)
)
×
∫
M
gac(y)gbd(y) ψ̂(t,c) △2pt (dω) ψ̂(t,d) p
(ω)
t (y, z) dω(y) ,
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we easily compute
DF
(
(M, g
(ω)
t )
)
◦ χ := d
dǫ
∣∣∣∣
ǫ=0
F
(
(M, g
(ω,ǫ)
t )
)
(7.100)
=
∫
ϕ(z,t)(M)
(∫
M
gacgbd ψ̂(t,c) △2pt (dω) ψ̂(t,d)
× p(ω)t (y, z) dω(y)
)
χab(z) dω(z) .

According to (7.99) the bilinear form χ ∈ C∞(M,⊗2symT ∗M) induces
the generic metric variation of g
(ω)
t , hence we have
Theorem 7.15. The heat induced Ricci flow (7.80) is the gradient flow of the
functional F
(
(M, g
(ω)
t )
)
with respect to the L2(dω) inner product on the
space of metrics Met(M).
Along the same lines is easy to prove that the flow (7.58) is the gradient
flow of the functional obtained from F
(
(M, g
(ω)
t )
)
by undoing the action of
the diffeomorphism ϕ(t,z), i.e.
F̂
(
(M, g
(ω)
t )
)
(7.101)
:=
∫
M
dω(z) gab(z)
∫
M
ψ̂(t,a) △2pt (dω) ψ̂(t,b) p
(ω)
t (y, z) dω(y)
+
1
2
∫
M
gab(z)LX(t,z) g(ω)t (E(a), E(b)) dω(z) ,
(cf. (7.39) for the definition of the Lie derivative along X(t,z)). In particular
we have
Lemma 7.16.
d
dt
F̂
(
(M, g
(ω)
t )
)
= D F̂
(
(M, g
(ω)
t )
)
◦ dg
(ω)
t
dt
≤ 0 . (7.102)
Proof. By the chain rule we have, for 0 < t < ǫ,
d
dt
F̂
(
(M, g
(ω)
t )
)
=
d
dǫ
∣∣∣∣
ǫ=0
F̂
(
(M, g
(ω)
t+ǫ)
)
(7.103)
= D F̂
(
(M, g
(ω)
t )
)
◦ dg
(ω)
t
dt
.
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From (7.90) and (7.39) we get
F̂
(
(M, g
(ω)
t )
)
(7.104)
=
∫
M
dω(z)gab(z)
(∫
M
[
Hess ψ̂(t,a) ·Hess ψ̂(t,ab)
+∇iψ̂(t,a) (Rik + Hessik f) ∇kψ̂(t,b)
]
p
(ω)
t (y, z) dω(y)
)
,
whose linearization in the direction χ := ddt g
(ω)
t can be easily computed, (as
in (7.99)), to be
D F̂
(
(M, g
(ω)
t )
)
◦ dg
(ω)
t
dt
(7.105)
=
∫
M
dω(z)
d
dt
(g
(ω)
t )ab(z)
(∫
M
gacgbd
[
Hess ψ̂(t,c) ·Hess ψ̂(t,d)
+∇iψ̂(t,c) (Rik + Hessik f) ∇kψ̂(t,d)
]
p
(ω)
t (y, z) dω(y)
)
.
The lemma follows by inserting the expression (7.58) for the heat hernel
induced Ricci flow. 
The geometrical meaning of F̂
(
(M, g
(ω)
t )
)
is quite natural since we get
Proposition 7.17. For t > 0 the functional F̂
(
(M, g
(ω)
t )
)
is a deformation
of the Perelman F–energy functional and
lim
tց0
F̂
(
(M, g
(ω)
t )
)
=
∫
M
(
R(g) + |∇f |2g
)
e−f(z) dµg(z) , (7.106)
in the weak sense.
Proof. Let us assume that the measure dω is localized in a ball B(r, z) := {q ∈
M | dg(q, z) ≤ 13 inj (M, g)}, (otherwise introduce in the integrals defining F̂
a smooth radial cutoff function ζ(dg(q, z)) := 1 for dg(q, z) ≤ 14 inj (M, g),
and ζ(dg(q, z)) := 0 for dg(q, z) ≥ 12 inj (M, g)). We let {E(a)(z)}na=1 denote
a basis in TzM , orthonormal with respect to (M, g), and let [0, 1] ∋ s 7→ γ(a),
γ(a)(0) ≡ z, γ′(a)(0) ≡ E(a)(z) denote the corresponding geodesics in (M, g).
Again, from (7.90) and (7.39) we compute
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n∑
a=1
∫
M
(
△pt (dω)ψ̂(t,z,E(a))
)2
p
(ω)
t (y, z) dω(y) (7.107)
+
1
2
n∑
a=1
LX(t,z) g(ω)t (E(a), E(a))
=
n∑
a=1
(∫
M
[
|Hess ψ̂(t,a)|2g
+ (Rik + Hessik f) ∇iψ̂(t,a)∇kψ̂(t,a)
]
p
(ω)
t (y, z) dω(y)
)
.
According to Proposition 7.10, we have |Hess ψ̂(t,a)|2g → 0 almost every-
where as t ց 0. For 0 < t small enough p(ω)t is localized around z and the
trace over the {∇ψ̂(t,a)} reduces to the trace over the orthonormal vectors
{γ′(a)(0) ≡ E(a)(z)}. Abusing notation, (i.e., tracing over {γ′(a)(0)} before
taking the ց 0 limit), we can write
n∑
a=1
(∫
M
(
△pt (dω)ψ̂(t,z,E(a))
)2
p
(ω)
t (y, z) dω(y)
)
(7.108)
+
1
2
n∑
a=1
LX(t,z) g(ω)t (E(a), E(a))
=
∫
M
(Rg(y) + △gf) p(ω)t (y, z) dω(y) + O(t3/2)
=
∫
M
(
Rg(y) + △ω f + |∇f |2g
)
p
(ω)
t (y, z) dω(y) + O(t
3/2) ,
where Rg and △g respectively denote the scalar curvature and the Laplace–
Beltrami laplacian on (M, g), where we exploited the relation△g f = △ω f +
|∇f |2g. Hence, we can write
F̂
(
(M, g
(ω)
t )
)
(7.109)
=
∫
M
(∫
M
(
Rg(y) +△ω f + |∇f |2g
)
p
(ω)
t (y, z)dω(y)
)
dω(z) +O(t3/2) .
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By the symmetry of the heat kernel and letting tց 0, we compute
lim
tց0
F̂
(
(M, g
(ω)
t )
)
(7.110)
=
∫
M
(
Rg(z) +△ω f(z) + |∇f |2g(z)
)
dω(z)
=
∫
M
(
Rg(z) + |∇f |2g(z)
)
e− f(z)dµg(z) ,
which is the expression for the Perelman F–energy, (at t = 0), associated
with the function f on (M, g). It follows that F̂
(
(M, g
(ω)
t )
)
can be seen as
a deformation of Perelman’s F–energy. 
This is a suitable point at which we should come back to our spon-
sor, the interplay between Ricci flow and NLσM. We do so by observing
that it would be appealing to associate F̂
(
(M, g
(ω)
t )
)
, or a variant thereof,
to Zamolodchikov’s c–theorem [101]. Recall that this result, (established for
two dimensional quantum field theories, but rather conjectural for higher di-
mensional theories5), concerns the existence of a functional of the coupling
constants of the theory, (i.e., (M, g, dω) in the dilatonic NLσM case), which
is non–increasing along the RG flow and stationary at the fixed points of the
flow, where it takes the value of the central charge c of the conformal field
theory described by the fixed point of the RG action. The relation between
Ricci flow and the renormalization group for the non–linear σ model has sug-
gested [21], [22], [23] that Perelman’s F–energy may be a natural candidate
for such a functional. As natural as it appears, this identification is rather
delicate since it involves a strong extrapolation of the underlying perturba-
tive regime governing the relation between Ricci and RG flow. If we factor
out the unphysical Perelman type constraint, fixing the dilatonic measure dω
along the Ricci–Perelman flow, the functional F appears in NLσM theory
as a spacetime action generating the (conformally invariant) fixed points of
the 1–loop RG flow. It is clear that the perturbative nature of this char-
acterization makes difficult if not impossible to prove that F plays indeed
the role of a full c–functional, (see however [23]). In this connection, the
RG avatar defined by the heat kernel embedding has an obvious advantage
since, as we have shown in Propositions 5.18 and 6.7 , we can associate to
it the non–perturbative effective action E [Ψ̂t,φcm ] defined by the deformed
harmonic map functional. This suggests the following characterization. Let
{φ(j)}qj=1Σ −→ M denote the collection of maps fluctuating according to
the Gaussian measure Qt[dφ(j)] around the classical background provided by
their center of mass φcm, (cf. Section 6). We can associate with this back-
ground the natural modification of (7.101) obtained by localizing (the heat
source z dependence in) F̂φcm(Σ)
(
(M, g
(ω)
t )
)
to φcm(Σ) ⊆M , i.e.
5There have been recent indications [100] to a proof in dimension 4.
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F̂φcm(Σ)
(
(M, g
(ω)
t )
)
(7.111)
:=
∫
φcm(Σ)
dω(z) gab(z)
∫
M
ψ̂(t,a) △2pt (dω) ψ̂(t,b) p
(ω)
t (y, z) dω(y)
+
1
2
∫
φcm(Σ)
gab(z)LX(t,z) g(ω)t (E(a), E(b)) dω(z) .
Since E [Ψ̂t,φcm ] is the large deviation functional associated with the distribu-
tion Πqj=1Qt[dφ(j)], the functional F̂φcm(Σ) may be heuristically interpreted
as describing the average deformation in E [Ψ̂t,φcm ] induced, along the flow
(M, g) 7−→ (M, g(ω)t ), by the fluctuating {φ(j)}qj=1. According to Lemma
7.16 and Proposition 7.17, the functional F̂φcm(Σ) is monotonically decreas-
ing along (t, g) 7−→ g(ω)t , t ∈ [0,∞), and reduces to Perelman’s F–functional,
(localized to φcm(Σ) ⊆ M), as t ց 0. Its role as a candidate c–functional
for the heat kernel induced RG action on NLσM rests on the characteriza-
tion of the nature of the fixed points for the generalized Ricci flow evolution
(t, g) 7−→ g(ω)t , t ∈ [0,∞). This is clearly an open and very difficult problem,
and perhaps an appropriate point at which to end this long analysis.
In Ricci flow theory, the true added value of Wasserstein geometry and of
its connection to optimal transport theory lies in the observation that the
properties of dWg are deeply related to the Ricci curvature of the underlying
metric measure space (M, g, dω), a fact that has been independently noticed
and exploited by various authors [102, 24, 25, 103]. The deep connections
among NLσM theory, Ricci flow, and Wasserstein geometry explored here
add a further perspective to this rich interplay.
Acknowledgment
I am particularly grateful to Nicola Gigli, Carlo Mantegazza, and Giuseppe
Savare´ for useful conversations and stimulating ideas in the preliminary stage
of preparation of this paper.
This work has been partially supported by the PRIN Grant 2010JJ4KPA
006 Geometrical and analytical theories of finite and infinite dimensional
Hamiltonian systems
References
[1] R. S. Hamilton, Three-manifolds with positive Ricci curvature, J. Diff. Geom.
17, 255-306 (1982).
[2] G. Perelman The entropy formula for the Ricci flow and its geometric applica-
tions math.DG/0211159
The Wasserstein geometry of non-linear σ models 89
[3] G. Perelman Ricci flow with surgery on Three-Manifolds math.DG/0303109
[4] G. Perelman Finite extinction time for the solutions to the Ricci flow on certain
three-manifolds math.DG/0307245.
[5] W. P. Thurston, Three-dimensional manifolds, Kleinian groups and hyperbolic
geometry, Bull. Amer. Math. Soc. (N.S.) 6 (1982), 357-381.
[6] W. P. Thurston, Three-dimensiional geometry and topology Vol. 1. Edited by S.
Levy. Princeton Math. Series, 35 Princeton Univ. Press, Princeton NJ, (1997).
[7] A. M. Polyakov Interaction of Goldstone particles in two dimensions. Appli-
cations to ferromagnets and massive Yang-Mills fields, Phys. Lett. B59, (1975)
79.
[8] J. Honerkamp, Chiral multiloops, Nucl. Phys. B36 (1972) 130-140.
[9] D. Friedan Nonlinear Models in 2,+ǫ Dimensions, Ph. D. Thesis (Berkeley)
LBL-11517, UMI-81-13038, Aug 1980. 212pp.
[10] D. Friedan Nonlinear Models in 2 + ǫ Dimensions, Phys.Rev.Lett. 45 1057
(1980).
[11] D. Friedan Nonlinear Models in 2+ǫ Dimensions, Ann. of Physics 163, 318-419
(1985).
[12] D. DeTurck, Deforming metrics in the direction of their Ricci tensor, J. Dif-
ferential Geom. 18 (1983), 157–162.
[13] I. Bakas, Geometric flows and (some of) their physical applications, AvH con-
ference Advances in Physics and Astrophysics of the 21st Century, 6-11 Sep-
tember 2005, Varna, Bulgaria, hep-th/0511057.
[14] I. Bakas, C. Sourdis Dirichlet sigma models and mean curvature flow,
JHEP0706:057, (2007), arXiv:0704.3985
[15] I. Bakas, Renormalization group equations and geometric flows,
arXiv:hep-th/0702034.
[16] M. Carfora, , in 150 Years of Riemann Hypothesis special issue of Milan Journ.
of Math. 78 (2010) 319-353 arXiv:1001.3595.
[17] L. Cremaschi, C. Mantegazza Short-Time Existence of the Second Or-
der Renormalization Group Flow in Dimension Three, arXiv:1306.1721v1
[math.AP] (2013).
[18] M. R. Douglas, Spaces of quantum field theories, Lectures at Erice 2009, un-
published.
[19] J. Gegenberg, V. Suneeta, The Fixed Points of RG Flow with a Tachyon, JHEP
0609 (2006) 045, arXiv:hep-th/0605230.
[20] K. Gimre, C. Guenther, J. Isenberg, Second-Order Renormalization Group
Flow of Three-Dimensional Homogeneous Geometries, arXiv:1205.6507v1
[math.DG] (2012).
[21] C. Guenther, T. A. Oliynyk, Renormalization Group Flow for Nonlinear Sigma
Models, Lett.Math.Phys. 84:149-157, (2008), arXiv:0810.3954.
[22] T. Oliynyk, V. Suneeta, E. Woolgar A Gradient Flow for Worldsheet Nonlinear
Sigma Models, Nucl.Phys. B739 (2006) 441-458, hep-th/0510239.
[23] A.A. Tseytlin, On sigma model RG flow, ”central charge” action and Perel-
man’s entropy, Phys.Rev. D75:064024,(2007), arXiv:hep-th/0612296.
90 Mauro Carfora
[24] J. Lott Optimal transport and Ricci curvature for metric-measure spaces, in
Metric and comparison geometry, (eds. J. Cheeger and K. Grove), Surv. Diff.
Geom., 11, Int. Press, Somerville, MA, (2007), 229–257.
[25] J. Lott and C. Villani, Ricci curvature for metric-measure spaces via optimal
transport, Ann. of Math. 169 (2009), 903–991.
[26] M.-K. von Renesse, K-T. Sturm, Transport inequalities, gradient estimates,
entropy and Ricci curvature, Comm. Pure Appl. Math., 58 (2005), 923–940.
[27] N. Gigli, C. Mantegazza, A flow tangent to the Ricci flow via heat kernels and
mass transport, arXiv:1208.5815v1 (2012).
[28] M. Gu¨nther, On the perturbation problem associated to isometric embeddings
of Riemannian manifolds, Ann. Global Anal. Geom. 7 (1989), 69-77.
[29] J. T. Schwartz, Non linear functional analysis, Gordon and Breach, New York
(1969).
[30] F. He´lein and J. C. Wood, Harmonic maps, in Handbook of Global Analysis,
Elsevier (2007).
[31] R. Schoen, K., Uhlenbeck The Dirichlet problem for harmonic maps, J. Differ.
Geom. 18 253-268 (1983).
[32] J. Jost, Riemannian geometry and geometric analysis, 2nd ed. Springer Uni-
versitext, Springer–Verlag (1998).
[33] F. He´lein, Re´gularite´ des applications faiblement harmoniques entre una surface
et une varie´te´ riemanienne, C.R. Acad. Sci. Paris in 312, (1991) 591–596.
[34] K. Gawedzki Conformal Field Theory, in Quantum Fields and Strings: A course
for Mathematicians Vol. 2, ed. P. Deligne, P. Etingof, D. D. Freed, L. C. Jeffrey,
D. Kazhdan, J. W. Morgan, D. R. Morrison, E. Witten, AMS, Ist. For Adv.
Studies (1999).
[35] G. M. Shore, A local renormalization group equation, diffeomorphisms, and
conformal invariance in sigma models, Nucl. Phys. B 286 (1987) 349.
[36] A.A. Tseytlin, Conformal anomaly in two-dimensional sigma model on curved
background and strings, Phys. ¡lett. 178B, (1986) 34.
[37] A.A. Tseytlin, Sigma model Weyl invariance conditions and string equations
of motion, Nucl. Phys. B 294 (1987) 383.
[38] A. Grigoryan, Heat kernels on weighted manifolds and applications. In The
ubiquitous heat kernel, Contemp. Math., 398, Amer. Math. Soc., Providence,
RI, (2006) 93191.
[39] M. Gromov, Metric structures for Riemannian and non-Riemannian spaces,
Progress in Math., 152, Birkha¨user, Boston (1999).
[40] S-Y. A. Chang, M. J. Gursky, P. Yang, Conformal invariants associated to a
measure Proceed.National Academy of Sciences of the USA (PNAS) 103 (2006)
2535-2540.
[41] J. Moser, On the volume elements on a manifold, Trans. American Math. Soc.
120 (1965), 286- 294.
[42] E.S. Fradkin, A.A. Tseytlin, Effective field theory from quantized strings
Physics Letters 158B, (1985) 316-322.
[43] F. Otto, The geometry of dissipative evolution equations: the porous medium
equation, Comm. Partial Diff. Equations 23 (2001), 101–174.
The Wasserstein geometry of non-linear σ models 91
[44] I. Chavel, E. A. Feldman, Modified isoperimetric constants, and large time heat
diffusion in Riemannian manifolds, Duke Math. J., 64 (1991) 473-499.
[45] E. B. Davies, Heat kernel bounds, conservation of probability and the Feller
property, J. dAnalyse Math., 58 (1992) 99-119.
[46] J. Lott Some geometric calculations on Wasserstein space, Commun. Math.
Phys. 277 (2008), 423–437.
[47] A. M. Lukatsky, On the curvature of the diffeomorphisms group, Annals of
Global Analysis and Geom. 11 (1993) 135-140.
[48] N. K. Smolentsev, Curvatures of the diffeomorphism group and the space of
volume elements, Sibirskii Matematicheskii Zhurnal, 33 (1992) 135-141.
[49] N. K. Smolentsev, Curvatures of the classical diffeomorphism groups, Sibirskii
Matematicheskii Zhurnal, 35 (1993) 169-176.
[50] B. Khesin, J. Lenells, G. Misiolek, and S. C. Preston, Geometry of dif-
feomorphisms groups, complete integrability and geometric statistics, arXiv:
1105.0643v1 [mathDG], to appear in Geom. and Funct. Anal. (2011).
[51] J. Marsden, Applications of global analysis in mathematical physics, Math.
Lecture Series 2, Publish or Perish, Boston, (1974).
[52] D. Ebin, J. Marsden, Groups of diffeomorphisms and the motion of an incom-
pressible fluid, Ann. Math. 92 (1970) 102-163.
[53] R. J. McCann, Polar factorization of maps on Riemannian manifolds, Geom.
Funct. Anal. 11 (2001), 586–608.
[54] C. Villani, Topics in Optimal Transportation, Grad. Studies in Math. 58, Amer.
Math. Soc. Providence, Rhode Island (2003).
[55] L. Ambrosio, N. Gigli, G. Savare´, Gradient Flows in metric spaces and in the
space of probability measures, ETH Lect. Notes in Math., Birkha¨user Verlag,
Basel (2005).
[56] L. Ambrosio, N. Gigli, A user’s guide to optimal transpor, Calculus of Varia-
tions and Geom. Meas. Theory http://cvgmt.sns.it/paper/195/ (2011).
[57] N. Gigli, Second order analysis on (P2(M),W2),
http://cvgmt.sns.it/paper/1274/, to appear in Memoirs of the American
Mathematical Society, (2009).
[58] K-T. Sturm, On the geometry of metric measure spaces. I, Acta Math., 196
(2006), 65–131.
[59] C. Villani, Optimal Transport, Old and New, Grundlehren der Matematischen
Wissenschaften, 338 (2008), Springer-Verlag.
[60] L. V. Kantorovich, On the translocation of masses, Dokl. Akad. Nauk. (new
ser.), 37, (1942), 199–201, (in English: J. Math. Sci., 133, (2006), 1381–1382.
[61] Y. Brenier, Polar factorization and monotone rearrangement of vector-valued
functions, Commun. Pure Appl. Math., 44 (1991), 375–417.
[62] D. Cordero-Erausquin, R. J. McCann, M. Schmuckenschla¨ger, A Riemannian
interpolation inequality a´ la Borell, Brascamp and Lieb, Invent. Math., 146
(2001) 219–257.
[63] A. Figalli and C. Villani, Optimal transport and curvature, CIME Summer
Course Lecture notes (2008), available at http://cvgmt.sns.it/paper/380/ and
at http://www.ma.utexas.edu/users/figalli/papers/
92 Mauro Carfora
[64] B. O’Neill, The fundamental equations of a submersion, Mich. Math. J. 13
(1966) 459-469.
[65] A. F. Solov’ev, Curvature of a distribution, Matematicheskie Zametki, 35 (1984)
111-124.
[66] A. L. Besse, Einstein Manifolds, Ergeb. der Math.Vol. 10, Springer-Verlag
Berlin Heidelberg, 1987.
[67] P. Buser, H. Karcher, Gromov’s almost flat manifolds. Asterisque, 81. Societe
Mathematique de France, Paris, 1981.
[68] B. Chow, S-C. Chu, D. Glickenstein, C. Guenther, J. Isenberg, T. Ivey, D.
Knopf, P. Lu, F. Luo, L. Ni, The Ricci Flow: Techniques and Applications:
PartI: Geometric Aspects, Math. Surveys and Monographs Vol. 135, (2007)
Am. Math. Soc.
[69] J. Lott, Optimal transport and Perelman’s reduced volume, Calc. Var. 36 (2009),
49–84.
[70] L. C. Evans, R. F. Gariepy Measure Theory and Fine properties of functions
CRC press, Boca Raton, (1992).
[71] A. Grigoryan, Heat Kernel and Analysis on Manifolds, AMS/IP Studies in
Advanced Mathematics, 47, (2009).
[72] J. Eells and B. Fuglede, Harmonic maps between Riemannian polyhedra, Cam-
bridge Tracts in Math. 142, Cambridge Univ. Press (2001).
[73] N. J. Korevaar, R. M. Schoen, Sobolev spaces and harmonic maps for metric
space targets, Commun. Anal. Geom. 1 (1993), 561-659.
[74] Chien-Hsiung Chen, Warped product of metric spaces of curvature bounded
from above, Trans. Amer. Math. Soc. 351 (1999) 4727-4770.
[75] P. Malliavin, D. W. Stroock, Short time behavior of the heat kernel and its
logarithmic derivatives, J. Diff. Geom. 44 (1996), 550–570.
[76] N. Berline, E. Getzler, M. Vergne, Heat kernels and Dirac operators,
Grundlehren der Mathematischen Wissenschaften 298, Springer Verlag, Berlin,
(1992).
[77] S. Minakshisundaram, A. Pleijel, Some properties of the eigenfunctions of the
Laplace operator on Riemannian manifolds, Canad. J. of Math. 1 (1949), 242-
256.
[78] I. Chavel, Eigenvalues in Riemannian Geometry, Pure and Appl. Math 115,
Academic Press, Orlando, (1984).
[79] R. Neel, The small-time asymptotics of the heat kernel at the cut locus, Com-
mun. in Analysis and Geom., textbf15 (2007), 845-890.
[80] T. H. Parker, Geodesics and approximate heat kernels, Preprint (available at
http://www.math.msu.edu/∼parker/).
[81] S. R. Varadhan, Diffusion processes in a small time interval, Commun. Pure
Appl. Math., 20, (1967) 659-685.
[82] K-T. Sturm, Convex functionals of probability measures and nonlinear diffu-
sions on manifolds, J. Math. Pures et Appl., 84 (2005), 149–168.
[83] F. Otto and M. Westdickenberg, Eulerian calculus for the contraction in the
Wasserstein distance, SIAM J. of Math. Analysis, 37 (2005), 1227–1255.
[84] D. Bakry, I. Gentil, M. Ledoux, On Harnack Inequalities and optimal trans-
portation, arXiv:1210.4650v3.
The Wasserstein geometry of non-linear σ models 93
[85] L. Gross, Abstract Wiener spaces, in: Proc. 5th Berkeley Symp. Math. Stat.
and Probab., 2, part 1, Univ. California Press, Berkeley (1965), 31-42.
[86] B. K. Driver, Heat kernels measures and infinite dimensional analysis, in: Heat
kernels and analysis on manifolds, graphs, and metric spaces, Contemp. Math.,
vol. 338, Amer. Math. Soc., Providence, RI, (2003), pp. 101141.
[87] R. Leandre, Stochastic Wess-Zumino-Novikov-Witten model on the torus, J.
Math. Phys. 44 (2003), 5530–5568.
[88] D. W. Stroock, Abstract Wiener Space, Revisited, Commun. on Stochastic
Analysis 2 (2008) 145-151.
[89] C. H. Taubes Constructions of measures and quantum field theories on mapping
spaces, J. Differential Geometry 70 (2005) 23-58.
[90] J. Weitsman, Measures on Banach manifolds and supersymmetric quantum
field theories, Commun. Math. Phys. 277, (2008), 101–125.
[91] J.-D. Deuschel and D. Strook, Large Deviations, Academic Press, 1989.
[92] X. Fernique, Re´gularite´ des trajectoires des fonctions ale´atoires gaussienes, in:
Ecoles d’Ete´ de Probabilite´s de Saint-Flour IV-1974, eds. P.L. Ennequin. Lec-
ture Notes in Math. 480, Springer, Berlin (1975) 1-97.
[93] F. Otto and C. Villani, Generalization of an inequality by Talagrand, and links
with the logarithmic Sobolev inequality, J. Funct. Anal., 173(2) (2000), 361–400.
[94] Y. Li and L. Nirenberg, The distance function to the boundary, Finsler ge-
ometry, and the singular set of viscosity solutions of some Hamilton-Jacobi
equations, Comm. Pure and Appl. Math. 58 (2005), 85-146.
[95] C. Mantegazza, A. C. Mennucci, Hamilton—Jacobi equations and distance
functions on Riemannian manifolds, Appl. Math. Optim. 47 (2003), 1–25.
[96] P. Petersen Riemannian Geometry, 2nd edition, New York: Springer-Verlag,
GTM 171, 2006.
[97] , R. Neel, D. Strook, Analysis of the cut locus via heat kernel, Surveys in
Differential Geometry, Vol. 9 (2004), 337 349.
[98] C. Mantegazza, G. Mascellani, G. Uraltsev, On the distributional Hessian of
the distance function, arXiv:1303.1421v3 [math.DG], (2013).
[99] B. Chow, D. Knopf, The Ricci Flow: An Introduction, Math. Surveys and
Monographs 110, (2004) Am. Math. Soc.
[100] Z. Komargodski, A. Schwimmer, On renormalization group flows in four di-
mensions, Journal of High Energy Physics 2011 (12), arXiv:1107.3987.
[101] A. B. Zamolodchikov, Irreversibility of the flux of the renormalization group
in a 2-D field theory, JEPT Lett. 43, (1986) 730.
[102] M. Carfora, Fokker-Planck Dynamics and Entropies for the normalized Ricci
Flow. Advan. in Theor. and Math. Phys. 11, (2007), 635-681.
[103] R. McCann and P. Topping Ricci flow, entropy and optimal transportation,
American Journal of Math., 132 (2010) 711-730.
94 Mauro Carfora
Mauro Carfora
Dipartimento di Fisica, Universita‘ degli Studi di Pavia
and
Istituto Nazionale di Fisica Nucleare, Sezione di Pavia
via A. Bassi 6, I-27100 Pavia, Italy
e-mail: mauro.carfora@pv.infn.it
