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To avoid potential damage of the dosing unit in selective catalytic reduction by freezing urea-
water-solution, the liquid is usually drained from the delivery line when the vehicle is out of 
operation. When liquid is sucked back counter to the normal delivery direction, the urea-water-
solution is replaced by gas with the risk of air being sucked in. In this paper, we study the liquid 
back suction process and bubble formation numerically by interface-resolving simulations with 
a phase field method for a generic simplified geometry. We consider two connected circular 
tubes with sudden or gradual change of the diameter and provide guidelines for proper 
numerical set-up of such flow problems in order to ensure physically reliable results. We study 
the influence of the geometry on the liquid draining process through variations of inner and 
outer tube diameters as well as transition inclination angle. The present numerical results 
indicate that geometrical modification is an effective means to control liquid draining in 
expanding pipes while preventing gas bubble formation. 
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Increasingly stringent emission legislations for NOx require the use of after-treatment 
technologies, such as the selective catalytic reduction (SCR). In automotive applications, the 
injection of urea-water-solution (UWS) is a reliable approach for ammonia supply and NOx 
reduction [1-8]. Through a pulsed dosing system operating with a controlled duty cycle, the 
UWS is metered and injected as spray into the exhaust gas flow upstream of the SCR catalyst. 
There, the droplets evaporate and the urea is decomposed via thermolysis and hydrolysis into 
ammonia which in turn converts NOx into harmless nitrogen and water [1,2]. 
Since the UWS dosing system is a deciding factor for achieving optimal NOx conversion it 
is investigated intensively. Birkhold et al. [3,4] performed Lagrangian-particle-tracking 
simulations of UWS injection to study the spray behavior and its influence on the conversion 
from the injected UWS to ammonia. The UWS spray process was also investigated 
experimentally and numerically by Nishioka et al. [9]. Besides, Stola et al. [10] developed a 
physical model to study UWS supply at system level while Shost et al. [11] employed an 
embedded model for achieving feedback and control of the UWS dosing system. Meanwhile 
some innovative dosing strategies were proposed and investigated. Kowatari et al. [12] studied 
a dosing system assisted with an electrically heated bypass with a hydrolysis catalyst in an effort 
to enhance NOx reduction performance at low exhaust gas temperature. Hüthwohl and Dolenec 
[13] explored a compressed air-support approach for UWS dosing to achieve an optimal 
atomization resulting in even distribution of the spray. For a detailed overview concerning SCR 
and UWS dosing technology we refer to the recent book by Nova and Tronconi [8]. 
During long standstill periods of the delivery unit, the UWS can freeze if the temperature 
is below about 11°C. Aus der Wiesche [14] and Choi and Woo [15] studied the associated 
phase change and heat transfer processes in the UWS tank by computational fluid dynamics 
(CFD). Since UWS expands as it freezes, the corresponding volume expansion in the pump 
and/or in the delivery line may damage the dosing unit. It is therefore common practice to drain 
the delivery unit upon cessation of operation of the motor vehicle. Back-suction counter to the 
normal delivery direction is a particularly advantageous way of draining the delivery unit [16]. 
Within the draining process, UWS is replaced by air that is sucked in by a supply device. During 
the back suction, there is a risk of air being sucked into the delivery unit. In particular, gas 
bubbles may form at any sudden or gradual change of the channel cross-section. Such gas 
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formation should be prevented, since it will adversely affect the working pressure required for 
UWS supply to dosing point as well as atomization, which may degrade the efficiency and 
reliability of the entire dosing system. Eriksson and Carlsson [17] discuss further damages of 
gas emergence on the dosing unit, such as performance reduction of the cooling system 
accompanied by an increased risk of over-heating components sensitive to temperature. 
In the present contribution, we investigate the UWS draining from the delivery line by 
interface-resolving simulations of the gas-liquid two-phase flow. To this end, a rather simple 
but general tubular geometry is considered. It consists of two concentric circular pipes with 
different diameters that are connected by a truncated cone (Figure 1 a). By CFD simulations, 
we investigate the influences of the cone angle () and of the inner diameters of the smaller 
(D1) and larger (D2) tubes on the back-suction process and potential gas bubble formation. The 
numerical results indicate that geometrical modification may be an effective method to prevent 
gas bubble formation. To the best of our knowledge, the present numerical study is the first of 
its kind for this hydrodynamic problem, at least in the context of SCR. 
The numerical simulations are performed with a phase field method. As a diffuse interface 
method [18], it is particularly suitable for the present investigation where an accurate modeling 
of the moving three-phase contact line at the inner wall of a tube is required. Recently we 
implemented a phase field method coupled with the Navier-Stokes equations as a novel top 
level OpenFOAM® solver phaseFieldFoam [19,20]. The code was validated for a variety of 
wetting-related and capillary-driven interfacial flows such as capillary rise and droplet 
spreading on solid surfaces [21] and bubble cutting by a solid cylinder [22]. In this study, 
phaseFieldFoam is applied to study the UWS draining and bubble formation for the above pipe 
system. Furthermore, from the present experiences, guidelines for obtaining reliable CFD 
results for such flow problems are proposed. These may be useful for future CFD-based design 
and optimization studies of technical geometries by the community. 
The remainder of the paper is organized as follows. In Section 2, we introduce the phase 
field method in terms of its mathematical formulation and numerical implementation. In Section 
3 we present the numerical setup and test cases. The numerical results concerning 
computational issues and different geometries are presented and discussed in Section 4. In 
Section 5, conclusions and an outlook are given. 
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2 Phase Field Method 
The phase field method is a diffuse interface method and treats the interface as a thin transition 
layer of finite width [23]. This is in contrast to other interface-capturing methods such as the 
level-set method and geometric volume-of-fluid method where the interface width is zero 
(sharp-interface). It is also distinct from algebraic volume-of-fluid methods (on which the 
standard OpenFOAM® solver interFoam [24] is based) where the interface is conceptually 
sharp but numerically diffuse (for an overview on the various methods, see, e.g., [25]). The 
phase field method endowed with physically diffuse interface dates back to van der Waal’s 
insight that the interface in reality is diffuse with a certain mixing between two phases [26]. 
While the thickness of a real interface is on the nanometer scale, the length scales of the present 
flow phenomena are roughly six orders-of-magnitude larger. This huge disparity between the 
two length scales poses a prohibitive computational cost if a diffuse interface of real physical 
thickness is considered in the simulation and adequately resolved. For feasible phase field 
simulations of interfacial flows, an artificially thickened interface is adopted and the model 
parameters should be chosen to scale appropriately and set accordingly such that macroscopic 
interfacial dynamics are accurately recovered. Therefore, in addition to the governing equations 
and numerical implementation, a practical strategy for choosing the model parameters is 
presented in this section. 
2.1 Cahn-Hilliard-Navier-Stokes Equations 
In the phase field method, the spatial distribution and time evolution of the liquid (L) and gas 
(G) phases are described by an order parameter (C), also denoted as phase field variable. Here, 
C takes distinct values CL = 1 and CG = 1 in the liquid and gas bulk phases and varies rapidly 
yet smoothly in a thin transition layer (i.e., the diffuse interface). The interface dynamics is 
governed by the convective Cahn-Hilliard equation 
   2C C M
t
    

u   (1) 
where t denotes time, u the velocity field and M is the Cahn-Hilliard mobility parameter. The 
chemical potential  consists of a bulk and interface contribution 
 2 2
2
( 1)C C C
 

      (2) 
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Here,  is a positive constant (denoted as capillary width) which determines the thickness of the 
diffuse interface (see Section 2.3). For an equilibrium system, the capillary width and the 




    (3) 
The term on the right hand side of Eq. (1) provides a diffusive mechanism for motion of 
the contact line at a no-slip wall. Based on the wall free energy formulation at local equilibrium, 









×Ñ = -   (4) 
Here, e is the equilibrium contact angle and ns is the outward unit normal to the solid surface. 
Recent phase field computations [28,30] employing this energy equilibrium boundary condition 
showed a recovery of the hydrodynamic wetting theory of Cox [31], which can be regarded as 
a representative dynamic contact angle model. In the present computations, the capillary 
number based on the contact line velocity Ucl is very small, typically Cacl = µL Ucl /   10
3  
104. Thus, the difference between dynamic contact angle and equilibrium contact angle is 
expected to be small as well. 
In this study, we consider two-phase flows consisting of two immiscible, incompressible, 
isothermal and Newtonian fluids. Thus, the flow can be described by a solenoidal condition for 
the velocity field, Eq. (5), and the single-field Navier-Stokes equations (6) 
 0  u   (5) 
    T( )C C C Cpt    
            
u u u u + ( u) + f g   (6) 
where p is the pressure and g the gravity vector. For the surface tension term f, two 
formulations can be roughly found in literature: one based on a continuum surface force [32] 
and the other formed with a chemical potential [23]. He and Kasagi showed that the latter 
outperforms the former with respect to the huge reduction of parasitic flows [33]. Therefore, 
we use the chemical potential-based surface tension formulation 
 Cfs f= - Ñ   (7) 















= +  (8) 
where L/G and µL/G denote the density and viscosity of the phases. Through Eqs. (7) and (8) 
and the common velocity field, the Navier-Stokes Eq. (6) and the Cahn-Hilliard Eq. (1) are 
coupled with each other. 
2.2 Numerical Implementation and Solution Procedure 
The above system of equations is implemented in the platform of foam-extend, a community-
driven fork and adaptation of the open-source CFD software OpenFOAM®  [34]. Concerning 
the solution procedure for the Cahn-Hilliard equation within a single time-step, 
phaseFieldFoam offers two alternatives: segregated and coupled. With the here-adopted 
segregated method, the solution procedure from time step n to n + 1 is as follows: 
(1) Solve the Cahn-Hilliard equation (1) to gain the order parameter field at time-step n + 1.  
(2) Calculate the chemical potential, see Eq. (2), with updated order parameter field. 
(3) Calculate the surface tension, mixture-density and -viscosity, see Eq. (7) and Eq. (8).  
(4) Solve the Navier-Stokes equations, see Eq. (5) and Eq. (6), to obtain the velocity field at 
time-step n + 1. 
The code phaseFieldFoam is equipped with state-of-the-art numerical techniques for 
computational boundedness, mass conservation and numerical efficiency. Similar to Ding et al. 
[35] and Abels et al. [36], a relative density flux due to diffusion of two phases is inserted into 
the Navier-Stokes equation to guarantee mass conservation for two-phase flows with a large 
density contrast. Moreover, as long as the segregated solution is in use, a temporal sub-cycling 
is employed; therewith the Cahn-Hilliard equation is solved more than one time within a single 
time-step to improve convergence of the solution. This feature is alike to the solution strategy 
for the volume fraction equation in the standard OpenFOAM® solver interFoam [37]. Further 
details concerning phaseFieldFoam can be found in Marschall et al. [19,20].  
In all present simulations, the following numerical schemes are used. Spatial derivatives 
are approximated by a high-resolution scheme (Gauss Gamma) and time integration is handled 
by a second order two-time level backward scheme. The time step is adapted during 
simulations; therein the maximum Courant number is set to 0.1. The order of magnitude of the 
time step is typically 10 µs. 
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2.3 Model Parameters 
Considering the diffuse interface representation of the phase field method, using a mesh that 
adequately resolves the interfacial transition region is critical for obtaining reliable simulation 
results. For a planar interface at equilibrium, the solution of Eq. (1) yields a hyperbolic tangent 
profile for the order parameter tanh( / 2 )C x e= , where x is the coordinate normal to the 
interface. It is common practice to define LC as the distance from C = 0.9 to C = 0.9, so that 
one obtains 12 2 tanh (0.9) 4.164 4CL e e e
-= = »  [23]. To quantify the grid resolution of the 
diffuse interface, we define a parameter NC = LC / h  4  / h where h is the mesh width. In 
Section 4.1.4, a mesh-independence study will be performed through variation of h and NC. 
In the governing equations presented in Section 2.1, there are three phase field specific 
parameters (, M and ). With a given surface tension,  can be determined through Eq. (3). 
Therewith only  and M need to be fixed. However, choosing appropriate values for a certain 
flow problem is rather tricky, since it is almost impossible to measure these parameters in 
experiments. Therefore, we follow a pragmatic approach for selecting appropriate values for  
and M. 
The value of the capillary width  is selected relative to a characteristic macroscopic length 
scale of the flow problem, here the inner diameter of the smaller tube (D1). To quantify the ratio 
of both length scales, the Cahn number is defined as Cn =  / D1. From the experiences of the 
authors [21,22] as well as of other researchers [29,38], we suggest that  is chosen such that Cn 
 0.01  0.02, then the simulated interfacial flow phenomena get rather insensitive to .  
The mobility M quantifies a diffusion process that governs the motion of the contact line. 
The characteristic length scale of this diffusion process is of nanometer scale and its resolution 
is beyond any computational capacities. Thus, we treat M as a phenomenological parameter. 
For choosing a suitable value of M, the following procedure is adopted. Firstly, by following 
the relation M = O(2) a rough value for the mobility parameter is estimated. As demonstrated 
by Jacqmin [23], through this relation a sharp interface limit can be properly approached as  
goes to zero; a non-dimensional form of this relation was also adopted by Ding et al. [39]. 
Around this preliminary estimate, M is then fixed by fitting with, if available, 
experimental/analytical data, since M can be regarded as a material intrinsic property of a 
certain physical system [40]. 
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3 Computational Setup and Test Cases 
3.1 Geometry 
Figure 1 a) shows a sketch of the considered generalized channel geometry. While the values 
of the pipe diameters D1 and D2 and that of the inclination angle  are variable, the heights are 
fixed here to H1 = 10 mm and H2 = 30 mm, respectively. In this paper, six principal geometrical 
variants (V1-V6) as listed in Table 1 are investigated, where the diameter ratio  
D2 / D1 is in the range 1.3  2. In addition, one case with  = 90° is considered (V0) where the 
diameter ratio is increased to 5. It resembles bubble formation at a single submerged orifice and 
serves for comparison and validation. For the case of a sudden expansion ( = 90°) the 
prominent role of the diameter ratio D2 / D1 is intuitively evident, as for very large values 
bubbles will form whereas no bubble formation is to be expected for capillary tubes with 
diameter ratio approaching unity. 
 
 
Figure 1: (a) Schematic of a general channel geometry with variable cross-section. The 
concentric circular tubes (inner diameters D1 and D2) are connected by a truncated cone 
(inclination angle ). (b) Sketch of liquid back suction process, with retracting gas-liquid 





Table 1: Parameters of geometrical variants 
Variant D1 [mm] D2 [mm] D2 / D1 [] α [°] 
V0 4 20 5 90 
V1 4 6 1.5 90 
V2 3 4 1.3  90 
V3 3 6 2 90 
V4 3 6 2 35 
V5 3 6 2 50 
V6 3 6 2 55 
 
Surprisingly, it seems that liquid withdrawal from an expanding pipe has not been 
investigated so far; the authors at least were unable to identify related studies in literature. 
However, a similar geometry as sketched in Figure 1 is considered in several analytical [41-43] 
and numerical [44-46] studies on capillary suction in micropores where liquid is drawn by 
capillary forces from the larger into the smaller pore (wicking flow). In the present study in 
contrast, the pipe diameter is in the order of millimeters not micrometers and the flow is pressure 
driven opposing to capillary forces for e < 90°. 
3.2 Boundary & Initial Conditions and Mesh 
In this paper, two-dimensional (2D) axisymmetric simulations as well as three-dimensional 
(3D) simulations are performed. For 2D axisymmetric simulations, the computational domain 
is a wedge discretized by a uniform grid (Figure 2). The boundary conditions applied for the 
velocity, pressure and order parameter at the various boundary patches are given in Table 2. In 
the phase field method, the contact angle of the three-phase contact line is incorporated into the 
boundary condition for the order parameter, cf. Eq. (4). For obtaining reliable simulation results, 
therefore, the mesh quality close the solid wall is of special relevance. For variants with  < 
90°, the truncated cone region is therefore meshed with an aligned grid (Figure 2 c). 
For the 3D simulations, a 90° segment is considered in combination with symmetry 
boundary conditions at the lateral faces (Figure 3 a). The boundary conditions at the other 
patches are identical with those listed in Table 2. Figure 3 c) and d) show cross-sections of two 
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meshes that have about the same resolution (h = 80 µm) but are created with different mesh 
generators. The main difference is that the mesh in Figure 3 c) is aligned at the tube wall while 
that in Figure 3 d) is non-aligned. 
In all simulations, both phases are initially stagnant. At the top outlet of the computational 
domain, a uniform outlet velocity corresponding to a fixed liquid volumetric flow rate Q = 700 
mm3/s is specified. The corresponding liquid velocities at the outlet are 55.7 mm/s for case V2, 
2.2 mm/s for case V0, and 24.8 mm/s for all other cases. In all simulations, the interface is 
initially flat and located at position H0 = 9 mm (Figure 1 b). A comparison with one simulation 
using a smaller value of H0 showed identical results for the draining process. 
 
Table 2: Boundary conditions at the various patches 
Patch velocity pressure order parameter 
inlet zero gradient zero relative pressure 1C     
outlet uniform velocity zero gradient inletOutlet 
tube wall zero zero gradient Eq. (4) 
 
Figure 2: Wedge-type computational domain for 2D axisymmetric simulations ( = 90°). The 
close-up views show the mesh at the top (a) and bottom (b) with boundary patches. For 




Figure 3: One-quarter cylindrical geometry for 3D simulations ( = 90°). The close-up views 
show the top (a) and bottom (b) of the domain with boundary patches and a top view on 
meshes with (c) and without (d) alignment near the tube wall 
 
3.3 Fluid Properties 
All simulations are performed with constant UWS-representative fluid properties as follows: 
liquid density L = 1080 kg/m
3, gas density G = 1 kg/m
3, liquid viscosity µL = 1.296×10
3 Pas, 
gas viscosity µG = 1.48×10
5 Pas, surface tension coefficient  = 0.073 N/m, equilibrium 
contact angle e = 55°. The gravity vector points in negative z-direction with gravitational 




4 Results and Discussion 
In this section, we first present the numerical studies concerning computational issues, namely, 
simulation dimensionality, mesh quality and resolution as well as mobility parameter. For this 
purpose, the baseline case V1 with D1 = 4 mm, D2 = 6 mm and  = 90° is considered. The 
corresponding results are presented in Section 4.1. From these investigations, suitable 
numerical parameters are identified and used for the further simulations. In Section 4.2, we 
study the influences of the geometry on liquid draining and the gas bubble formation process 
through variation of D1, D2 and . In the analysis of the results we focus on the temporal 
evolution of the interface which is visualized as the set of locations where C = 0. 
4.1 Parametric Studies on Computational Issues 
4.1.1 Influence of Mesh Quality in 3D simulations 
To study the influence of mesh quality, 3D simulations are performed for both meshes displayed 
in Figure 3 c) and d) using the same parameter setup ( = 80 µm, Cn = 0.02, M = 48×1010 
m3s/kg, NC = 4). Figure 4 compares snapshots of the interface obtained on both meshes for 
different instants in time. In the initial stage of the simulations (e.g. for t = 0.12 s and t = 0.28 
s) the results of both meshes are almost identical and rotationally symmetric (Figure 4 a, b, e, 
f). The results obtained with the wall-aligned mesh stay rotationally symmetric in the later stage 
of the simulation and there is always a thin liquid film between the bubble and the wall (Figure 
4 c, d). However, the results for the mesh without wall alignment deviate from rotational 
symmetry for t = 0.35 s (Figure 4 g). Furthermore, for this instant in time a gas plug has formed 
which is in direct contact with the wall of the larger upper tube. During the course of this 
simulation, the distorted interface relaxes to a rotationally symmetric form (t = 0.38 s) and the 
gas plug rises in contact with the wall while there is no liquid film (Figure 4 h). 
This comparison shows that the numerical results depend significantly on the mesh 
topology. Clearly, the deviation from rotational symmetry in Figure 4 g) is not physical but 
rather a numerical artefact. Obviously, this artefact is related to the non-orthogonal grid close 
to the wall (cf. Figure 3 d). This leads to an inaccurate computation of the wall boundary 
condition for the order parameter (cf. Eq. (4)), which triggers the numerical instability leading 
to a temporary deviation from rotational symmetry. 
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To improve the computation of gradients at the wall on distorted grids, OpenFOAM® offers 
an option for surface normal gradient correction for non-orthogonality. This option is switched 
on through setting snGradSchemes to corrected in the file system/fvSchemes (refer to Chapter 
4 in the OpenFOAM® User Guide [37]). Phase field simulations with this non-orthogonality 
correction (not shown here) yield rotationally symmetric results for the non-aligned mesh in 
Figure 3 d) that are identical with those obtained on the aligned mesh in Figure 3 c). However, 
further test simulations have shown that even with this gradient correction, non-axisymmetric 
unphysical results may be obtained on the non-aligned mesh, if M is decreased below a certain 
critical value. It thus turned out that obtaining rotationally symmetric solutions in 3D phase 
field simulations for physically axisymmetric problem is not trivial. Here, the use of an 
orthogonal grid close to the wall and of the mentioned correction options are essential.  
Figure 4: Influence of mesh type on temporal evolution of gas-liquid interface (yellow iso-
surface C = 0). Upper row: results obtained with the wall-aligned mesh from Figure 3 c), 
lower row: results obtained with the non-aligned mesh from Figure 3 d) 
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4.1.2 Mass Conservation and Liquid Inventory 
An important issue in interface-resolving numerical simulation of gas-liquid flows is mass 
conservation. When homogenous Neumann boundary conditions are employed at all domain 
boundaries, the phase field method conserves the order parameter globally, but not the volume 
of disperse bubbles or drops which tend to shrink or expand [47]. For the present test problem, 
neither the liquid nor the gas volume within the computational domain is constant in time. 
Accessing mass conservation in the simulation is thus intricate. 
Given the constant liquid flow rate Q = 700 mm3/s specified via a uniform velocity over 
the outlet cross-section, the linear relationship L L,0V V Q t= - ×  should hold for the instantaneous 
liquid volume within the computational domain. Here L,0V  denotes the initial liquid volume, 
which is 578 mm3 for case V1 in Figure 4. Evaluating the liquid volume within the 
computational domain for the simulation displayed in Figure 4 a-d) yields a linear relation as 
well, but with slightly different slope corresponding to a reduced effective liquid outflow rate 
of about 614 mm3/s. While this discrepancy appears quite large, it can be attributed to the fact 
that in the simulation both phases are initially stagnant except at the outlet boundary where an 
unphysical velocity discontinuity occurs at t = 0 s. Consequently, physical velocity profiles in 
both bulk phases need to develop over time, which occurs delayed, e.g., due to liquid inertia. A 
computational set-up where initial and outlet boundary conditions match more appropriately 
from a physical point of view would thus be required for accessing mass conservation in greater 
detail, a topic that is not further investigated here. 
4.1.3 2D versus 3D Simulations 
In this study a lineup of parametric investigations are to be carried out. To save computational 
time, 2D axisymmetric simulations are typically preferred. Therefore, the use of 2D 
axisymmetric simulations needs to be justified. It is carried out through the comparison of the 
3D simulation reported in Section 4.1.1 with 2D axisymmetric simulation using the same 
parameter setup (h = 40 µm,  = 80 µm, Cn = 0.02, NC = 4, M = 48×10
10 m3s/kg). As shown 
in Figure 5, identical numerical results are achieved in comparison with those from the 3D 
simulation. Hence, all subsequent simulations are performed with the 2D axisymmetric setup. 
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Figure 5: Time evolution of phase distribution (blue = liquid, red = gas) in 2D axisymmetric 
simulation (top) and 3D simulation (bottom, vertical cut) (variant V1, h = 40 µm) 
 
4.1.4 Mesh-independence Study 
For reliable and trustworthy computational studies, it is essential to obtain grid-independent 
results. We carry out simulations for three different resolutions (h = 40, 30, 20 µm) with fixed 
values of capillary width ( = 40 µm, Cn = 0.01) and mobility (M = 16×1010 m3s/kg). The 
results for these three progressively refined meshes are qualitatively compared in Figure 6. All 
mesh resolutions produce the same results for the first stage of liquid draining (Figure 6 a, e, i) 
and bubble growth (Figure 6 b, f, j). Differences occur during the short period before gas pinch-
off (Figure 6 c, g, k). The simulations on the mesh with NC = 6 and 8 predict almost the same 







Figure 6: Influence of mesh resolution on temporal evolution of phase distribution (variant 




To compare the computational results on different grids quantitatively, two geometrical 
quantities are defined to characterize the interface evolution: gas phase height (H) and minimum 
liquid film thickness (F), as shown in Figure 7. The temporal evolution of H and F is exhibited 
in Figure 8 and Figure 9, respectively. Both figures indicate that the simulation results become 
grid-independent when the length LC is resolved by at least six mesh cells (NC  6). In this case, 
the terminal value of the liquid film thickness is F = 167 µm. This film thickness is resolved 
by about five mesh cells for the case with h = 30 µm and NC = 6. 
In a theoretical investigation for a semi-infinite bubble, Bretherton [48] derived the 
following relation between the capillary number CaB = µL UB /   and the liquid film thickness: 
 2/3F B1.33752
D
Cad = × ×   (9) 
This correlation is approximately valid for very long Taylor bubbles moving in straight circular 
tubes of constant cross-section with a constant bubble velocity UB corresponding to CaB  
3×103. For the bubble in Figure 6 d) it is UB  33 mm/s which corresponds to CaB = 5.8×10
4. 
For this value, Eq. (9) predicts a film thickness of F = 2.5 µm which is about 67 times smaller 
than in the present case. This suggests that Bretherton’s correlation for the liquid film thickness 
is (not surprisingly) not valid here, where the pipe diameter is suddenly expanding, the bubble 
formed is rather short and the flow is not fully developed. 
 





Figure 8: Influence of grid size on temporal evolution of gas height (variant V1, 2D 
axisymmetric simulations,  = 40 µm, Cn = 0.01, M = 16×1010 m3s/kg) 
 
 
Figure 9: Influence of grid size on temporal evolution of minimum liquid film thickness 





4.1.5 Mobility Parameter 
Following the relation M = O(2) discussed in Section 2.3, a rough range for the mobility 
parameter M is determined. Within this range, three values (M = 16×, 8× and 4×1010 m3s/kg) 
are selected to study the mobility influence on the bubble formation process. Apart from varying 
M, all other numerical parameters are fixed (h = 30 µm,  = 40 µm, Cn = 0.01, NC = 6). The 
results are displayed in Figure 10. For the first stage of gas rise and bubble growth, 
computational results are insensitive to the choice of M (Figure 10 a, e, i, b, f, j). At the later 
stages, when gas pinch-off arises, the simulation with a larger M predicts an earlier time instant 
for occurrence of pinch-off (Figure 10 k). Here, no experimental data is available so that no 
optimal value of M can be fixed for the present flow system. In recent simulations with a phase 
field method, Bai et al. [49] show that the drop pinch-off process in a liquid-liquid two-phase 
flow through a flow focusing microfluidic channel is influenced by the mobility. Suitable values 




Figure 10: Influence of mobility (M) on time evolution of phase distribution (variant V1, 2D 
axisymmetric simulations, h = 30 µm,  = 40 µm, Cn = 0.01, NC = 6) 
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4.2 Parametric Studies on Tube Geometry 
This section is devoted to investigation into the influence of the tube geometry on the liquid 
draining and bubble formation process. Three different aspects are studied. First, a comparison 
of bubble formation under confined and unconfined conditions is performed. Second and third, 
the effects of the tube diameters and the influence of the inclination angle are studied for 
confined conditions. 
4.2.1 Wall Effect on Bubble Formation 
To study the effect of the upper pipe wall on the bubble formation process, simulation results 
for variant V1 with diameter ratio D2 / D1 = 1.5 are compared with case V0 where the diameter 
ratio is increased to 5. Figure 11 shows the temporal evolution of the gas-liquid interface for 
both cases for six different instants in time. Until t = 0.19 s the bubble formation is not affected 
by the upper pipe wall. Slightly later, at t = 0.205 s the neck for case V0 is already notably 
thinner as compared to variant V1. At t = 0.225 s the bubble is pinched-off and has risen a 
certain distance for case V0, whereas for case V1 the pinch-off occurs delayed. For case V0, 
the shape of the bubble is approximately ellipsoidal and oscillating as the bubble rises (Figure 
11 e, f). For case V1 instead, the pinched-off gas forms a Taylor bubble due to the confinement 
by the upper pipe wall (Figure 11 l). 
Case V0 approaches the bubble formation from a single submerged orifice into an 
unconfined stagnant liquid. The latter topic has been investigated comprehensively and various 
correlations exist in literature relating the bubble volume to hydrodynamic parameters. Here, 
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where 2L 1 /Bo gR   denotes the Bond number, 
2 5
1/Fr Q R g  the Froude number and 
2 3 2
L 1 L/Ga R g   the Galileo number. Here, these dimensionless numbers take the values Bo = 
0.58, Fr = 1.56 and Ga = 5.45104, corresponding to a bubble volume of 88 mm3 according to 
Eq. (10). The volume of the pinched-off bubble in Figure 11 e) is 106 mm3. This corresponds 
to an overestimation of about 20% in the simulation as compared to the correlation, which 
seems quite acceptable considering the presence of sidewalls and the non-zero mean liquid 
velocity in the simulation. 
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Figure 11: Influence of upper pipe-wall on bubble formation (D1 = 2R1 = 4 mm, variants V0 
and V1, 2D axisymmetric simulations, h = 30 µm  = 40 µm, NC = 6, M = 16×1010 m3s/kg) 
 
4.2.2 Variation of Tube Diameters 
To study the influence of the lower and upper tube diameter on bubble formation under confined 
conditions, the geometrical variants V1, V2 and V3 are considered (all with  = 90º). The 
computational results are shown in Figure 12. As can be seen, gas pinch-off can be observed 
for variants V1 and V3 but not for variant V2. This result is at first hand surprising. However, 
it has its origin in the fixed outlet volumetric flow rate. Since the outlet area of variant V2 is 
smaller as compared to variant V1 and V3, the mean velocity at the outlet is 55.7 mm/s for V2. 
This value is more than doubled as compared to variants V1 and V3 where the mean velocity 
at the outlet is 24.8 mm/s. This higher outlet velocity results in an about doubled velocity of the 
front meniscus which is about 60 mm/s for variant V2. Furthermore, no bubble pinch-off is 
observed for this case. However, during the late stage of the simulation the results for variant 
V2 are most probably influenced by the boundary conditions at the outlet (Figure 12 h). A 
pinch-off of the bubble may be potentially observed for a computational domain where H2 is 
increased. However, this issue is not investigated here. 
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For variant V2, the phase distribution in the upper pipe visually approaches the Bretherton 
problem. The capillary number based on the velocity of the front meniscus is about 0.001 for 
this case. This corresponds to a liquid film thickness in the Bretherton problem of about 28 µm 
according to Eq. (9). The actual film thickness in the present simulation is about 680 µm (Figure 
12 f-h) and thus about a factor of 25 larger. This large discrepancy can be attributed to the grid 
resolution (h = 30 µm) and the capillary width ( = 40 µm), both being larger than 28 µm. We 
expect that simulations where h and  are reduced by say a factor of 5, will yield a much thinner 
liquid film for this case. Since such simulations are very time consuming they are not considered 
here. The difficulties of diffuse interface methods in computing Taylor flow at capillary 
numbers CaB < 210




Figure 12: 2D axisymmetric results for variants V1, V2 and V3. The simulations have the 




4.2.3 Variation of Inclination Angle 
To study the influence of the inclination angle in the transition region between both pipes, we 
consider further geometrical variants V4, V5 and V6 where  is varied while both tube 
diameters are fixed (D1 = 3 mm, D2 = 6 mm). The simulation results are displayed in Figure 13. 
For both the variants V5 and V6, the contact line first advances on the inclined transition region 
(Figure 13 f and j) but then recedes (Figure 13 g and k) so that gas pinch-off is about to happen 
(Figure 13 h and l). By comparison, the contact line pinning does not arise for V4 and the 
stratified gas-liquid interface is passing smoothly over the entire cone region (Figure 13b). As 
a result, no pinch-off occurs for this variant. The simulation for case V4 is stopped at 0.3 s, 
since it is already clear that the interface will retract without bubble formation. These simulation 
results suggest that a critical inclination angle for gas pinch-off exists being in the range 
between  = 35° (V4) and  = 50° (V5). Yet, further attempts to identify the critical angle are 





Figure 13: 2D axisymmetric results for geometrical variants V4, V5 and V6, where the 
transition inclination angle is varied from  = 35°, 50° to 55°. The simulations have the same 





5 Summary and Outlook 
In this paper, we studied the draining of urea-water-solution by back suction through a 
generalized geometry consisting of two connected concentric pipes of different diameter and 
the associated potential gas bubble formation by interface-resolving numerical simulations with 
a phase field method. For obtaining reliable numerical results, the following computational 
guidelines are proposed. For 3D simulations, it is of importance to use a mesh aligned with the 
tube wall. If a non-aligned mesh has to be used (e.g., in some complex geometry where the 
generation of an aligned mesh is rather challenging), it is highly recommended to use surface 
normal gradient correction to handle the mesh non-orthogonality near the wall. This is of special 
relevance for the phase field method where the wall wettability is accounted for by the gradient 
of the order parameter. For 2D axisymmetric simulations, grid independence is achieved, 
provided the diffuse interface region is resolved by at minimum six mesh cells. 
The investigations of the influence of the geometry on the liquid draining and bubble 
formation process indicate that decreasing the diameter ratio between the larger upper and 
smaller lower pipe toward unity may delay bubble formation, while reducing the inclination 
angle can completely suppress bubble formation even for a diameter ratio of two. These results 
suggest that geometrical modification is an effective way to control liquid draining while 
preventing gas bubble formation. The findings of the present study may be helpful for future 
engineering CFD-based design and optimization studies for real technical geometries. 
For a detailed validation of the present numerical model, experiments on the liquid draining 
process and bubble formation within the considered sample geometry would be highly useful. 
Concerning the physics of the draining process, uncovering the influences of material properties 
 such as wall wettability and roughness  on the critical cone inclination angle below which 
bubble formation is suppressed would be of interest. Furthermore, a potential relation between 
the maximum inclination angle  where no bubbles are emitted and the flow rate would be 
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