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Vanishing theorems have played a central role in algebraic geometry, for the last couple of
decades, especially in classification theory. [Kolla´r87] gives an introduction to the basic use
of vanishing theorems as well as a survey of results and applications available at that time.
For more recent results one should consult [Ein97, Kolla´r97, Kova´cs00c, Smith97]. Because of
the availability of such surveys here we will only recall statements that are important to this
article. In any case one must start with the fundamental vanishing theorem of Kodaira:
0.1 Theorem. [Kodaira53] Let X be a smooth complex projective variety and L an ample line
bundle on X. Then
Hi(X,ωX ⊗ L) = 0 for i > 0.
This has been generalized in several ways, but as noted above we will restrict to a select
few. Akizuki and Nakano extended Kodaira’s vanishing to include other exterior powers of the
sheaf of differential forms:
0.2 Theorem. [Akizuki-Nakano54] Let X be a smooth complex projective variety and L an
ample line bundle on X. Then
Hq(X,ΩpX ⊗ L) = 0 for p+ q > n.
The original statement of Kodaira was generalized in a different direction to allow semi-ample
and big line bundles in place of ample ones by Grauert and Riemenschneider:
0.3 Theorem. [Grauert-Riemenschneider70] Let X be a smooth complex projective variety
and L a semi-ample and big line bundle on X. Then
Hi(X,ωX ⊗ L) = 0 for i > 0.
0.3.1 Remark. Later “semi-ample” was replaced by “nef” in the statement by Kawamata and
Viehweg [Kawamata82, Viehweg82].
0.4. Ramanujam gave a simplified proof for (0.2) and showed that it does not hold if one only
requires L to be semi-ample and big [Ramanujam72].
0.5. On the other hand Navarro-Aznar et al. proved a version of the Kodaira-Akizuki-Nakano
vanishing theorem for singular varieties that actually implies (0.1), (0.2) and (0.3) cf. [Navarro-
Aznar88] in [GNPP88].
Another kind of generalization was proved by Esnault and Viehweg:
Supported in part by an AMS Centennial Fellowship and by NSF Grant DMS-9818357.
Typeset by AMS-TEX
1
2 SA´NDOR J. KOVA´CS
0.6 Theorem. [Esnault-Viehweg92, 6.4] Let X be a smooth complex projective variety and L
an ample line bundle on X. Further let D be a normal crossing divisor on X. Then
Hq(X,ΩpX(logD)⊗ L) = 0 for p+ q > n.
One of the main goals of the present article is to prove a common generalization of (0.1),
(0.2), (0.3), (0.5) and (0.6). For the exact statement we will first need to introduce some
definitions, so it will only be given in (4.3). For now let us state it in a very informal form:
0.7 Main Theorem. The logarithmic Kodaira-Akizuki-Nakano vanishing theorem of Esnault
and Viehweg admits a good generalization to singular varieties.
One could ask why we need such a generalization. I believe it is an interesting result on
its own. This seems to be supported by the enthusiasm that greeted (0.5) (cf. [Steenbrink85]).
On the other hand it could be viewed as a “poor man’s version” of the logarithmic Kodaira-
Akizuki-Nakano vanishing theorem for semi-ample and big line bundles on smooth varieties.
Considering that the obvious generalization fails, this might be the best one can hope for. As
an easy corollary, we also obtain a local version of this vanishing theorem.
Nevertheless, my original motivation was an actual application. This theorem is the corner
stone of the proof of an Arakelov-Parshin type boundedness result. That result is presented as
an application of the Main Theorem, although it would merit to be called a “Main Theorem”
itself. The first interesting consequence of the Main Theorem is a vanishing theorem for smooth
varieties, (6.4). Note that in order to prove it one has to go through the singular version. (6.4)
is a generalization of [Kova´cs97, 1.1] and similar in nature to [Bedulev-Viehweg00, 2.2].
Next let us take a brief tour of some related problems, and let us start by recalling that a
family of projective curves is called isotrivial if all but finitely many members of the family are
isomorphic to a fixed curve.
0.8. Fix C, a smooth projective curve of genus g over an algebraically closed field of charac-
teristic 0, ∆ ⊂ C a finite subset and q > 1 positive integer. Let δ = #∆.
Shafarevich conjectured at the 1962 ICM in Stockholm that the set, S, of non-isotrivial
families of smooth projective curves of genus q over C \ ∆ is finite. This was confirmed by
[Parshin68] for the case ∆ = ∅ and by [Arakelov71] in general. Their method was to divide the
problem into two parts:
(1) “Boundedness”: There are only finitely many deformation types of families in S.
(2) “Rigidity”: There are no non-trivial deformations within S.
The basic question now is whether Shafarevich’s conjecture holds in higher dimensions.
0.9. It is actually more convenient to work with a compactification of the family, understanding
that later we are free to alter it over ∆. Hence from now on by a family we will mean a non-
isotrivial family over a compact curve.
Considering families over a compact base curve leads to a related problem. Namely one
could ask what can be said about the singular fibers of the family. On the simplest level, how
many are there? In fact Szpiro did ask this: Is there a lower bound on the number of singular
fibers if C ≃ P1?
[Beauville81] gave the following answer: there are always at least 3 singular fibers and there
are families with exactly 3. In fact Beauville’s proof also shows that there is at least 1 singular
fiber if the base curve is elliptic. In short 2g − 2 + δ > 0.
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Note that Kodaira surfaces show that there are families over high genus curves without any
singular fibers.
More recently [Catanese-Schneider95] asked if the same is true with higher dimensional
fibers, and the conjecture of [Shokurov97] translates to the same: Is it true that for a familily
of varieties of general type, 2g−2+ δ > 0, or equivalently: Is δ ≥ 3 if g = 0 and δ ≥ 1 if g = 1?
It is interesting to note the wide range of applications this question relates to: [Catanese-
Schneider95] wanted to use this to obtain good estimates for the size of the automorphism
group of a variety of general type, while [Shokurov97] needed it for proving quasi-projectivity
of certain moduli spaces.
0.10. The basic phylosophy of proving boundedness is first proving that for a family, f : X →
C, there exists some m≫ 0, such that deg(f∗ω
m
X/C) is bounded in terms of the fixed data and
m. The next step then is to use this bound and an appropriate moduli space (if it exists) to
prove boundedness.
The first step will be called “weak boundedness”. In practice one proves weak boundedness
and if the appropriate moduli space exists, then boundedness is almost automatic. The step
from weak boundedness to boundedness is an independent question: it is basically the problem
of existence of moduli spaces.
0.11. The following is a select list of results related to these questions.
[Faltings83] studied the Shafarevich problem for families of abelian varieties and proved that
boundedness holds, while rigidity fails in general.
[Migliorini95] showed that for families of minimal surfaces δ ≥ 1 if g ≤ 1, and [Kova´cs96]
showed the same for families of minimal varieties of arbitrary dimension. [Kova´cs97] settled the
question for families of minimal surfaces and [Kova´cs00a] for families of canonically polarized
varieties: In both cases 2g − 2 + δ > 0.
[Oguiso-Viehweg00] proved the same for families of elliptic surfaces. Their work completes
the case of families of minimal varieties of non-negative Kodaira dimension.
[Bedulev-Viehweg00] proved that boundedness holds for families of surfaces of general type
and that weak boundedness (and in some cases boundedness) holds for families of canonically
polarized varieties. As a byproduct of their proof they also obtained that 2g − 2 + δ > 0 in
these cases.
In this article we obtain results regarding both questions. In fact a simple observation yields
that these questions are in fact strongly related.
0.12 Theorem. Weak boundedness implies that 2g − 2 + δ > 0.
The main result of the second part of the article is the following. It is again in an informal
form. For more precise statements see (7.7), (7.9), (7.12).
0.13 Theorem. Fix C, ∆ ⊂ C. Then weak boundedness holds for families of canonically po-
larized varieties with rational Gorenstein singularities (or equivalently singularities that appear
on the canonical models of varieties of general type) over C \∆ with fixed Hilbert polynomial
admitting a simultaneous resolution of singularities. In particular 2g − 2 + δ > 0 for these
families. Furthermore in some cases boundedness holds as well.
As a corollary one obtains weak boundedness for non birationally isotrivial families of min-
imal varieties of general type.
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A few days before the completion of this article I learnt that [Viehweg-Zuo00] proves that
2g − 2 + δ > 0 holds for non birationally isotrivial smooth families of minimal varieties. As a
byproduct of their proof they also obtain weak boundedness for these families.
Definitions and Notation. Throughout the article the groundfield will always be C, the
field of complex numbers. A complex scheme (resp. complex variety) will mean a separated
scheme (resp. variety) of finite type over C.
A divisor D is called Q-Cartier if mD is Cartier for some m > 0. D is called big if X is
proper and |mD| gives a birational map for some m > 0 and it is called nef if D.C ≥ 0 for
every proper curve C ⊂ X . In particular ample implies nef and big. If A and B are effective
divisors, then A ∪B will denote supp(A+B).
Let U be an open subset of X . A line bundle L on X is called semi-ample with respect to U
if some positive power of L is generated by global sections over U . It is called semi-ample if
it is semi-ample with respect to X . Similarly L is called ample with respect to U if the global
sections of some positive power of L define a rational map, that is an embedding on U .
A locally free sheaf E on a scheme X is called semi-positive (resp. ample) if for every smooth
complete curve C and every map γ : C → X , any quotient bundle of γ∗E has non-negative
(resp. positive) degree.
Let f : X → S be a morphism of schemes. Then Xs denotes the fibre of f over the point
s ∈ S and fs denotes the restriction of f to Xs. More generally, for a morphism σ : Z → S,
let fZ : XZ = X ×S Z → Z. If f is composed with another morphism g : S → T , then for a
t ∈ T , Xt denotes the fibre of g ◦ f over the point t, i.e., Xt = XSt . fZ and XZ may also be
denoted by fσ and Xσ respectively.
A singularity is called Gorenstein if its local ring is a Gorenstein ring. A variety is Gorenstein
if it admits only Gorenstein singularities. Let X be a normal variety and f : Y → X a resolution
of singularities. X is said to have rational singularities if Rif∗OY = 0 for all i > 0.
Let X be a complex scheme of dimension n. Dfilt(X) denotes the derived category of filtered
complexes of OX -modules with differentials of order ≤ 1 and Dfilt,coh(X) the subcategory of
Dfilt(X) of complexes K
·, such that for all i, the cohomology sheaves of GrifiltK
· are coherent
(cf. [DuBois81], [GNPP88]). D(X) and Dcoh(X) denotes the derived categories with the same
definition except that the complexes are assumed to have the trivial filtration. The superscripts
+,−, b carry the usual meaning (bounded below, bounded above, bounded). C(X) is the
category of complexes of OX -modules with differentials of order ≤ 1 and for u ∈ Mor(C(X)),
M(u) ∈ Ob(C(X)) denotes the mapping cone of u (cf. [Hartshorne66]). Isomorphism in these
categories is denoted by ≃qis . If K · is a complex in any of the above defined categories, then
hi(K ·) denotes the i-th cohomolgy sheaf of K ·. In particular every sheaf is naturally a complex
with hi = 0 for i 6= 0.
The right derived functor of an additive functor F , if exists, is denoted by RF and RiF
stands for hi ◦RF . In particular Hi denotes RiΓ and HiZ denotes R
iΓZ and HiZ denotes R
iHZ
where Γ is the functor of global sections and ΓZ is the functor of global sections with support
in the closed subset Z and HZ is the functor of local sections with support in the closed subset
Z. Note that according to this terminology if φ : Y → X is a morphism and F is a coherent
sheaf on Y , then Rφ∗F is the complex whose cohomology sheaves give the usual higher direct
images of F . The derived functor of ⊗ is denoted by ⊗L.
The dimension of the empty set is −∞
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§1. De Rham-Du Bois complexes
In order to state our generalized version of the Kodaira-Akizuki-Nakano vanishing theorem,
we need Du Bois’s generalized De Rham complex.
The original construction of Du Bois’s complex, Ω·X(logD), is based on simplicial resolutions.
The reader interested in the details is referred to the original article [DuBois81]. Note also
that a simplified construction was later obtained by [GNPP88] via the general theory of cubic
resolutions. An easily accessible introduction can be found in [Steenbrink85].
The word “hyperresolution” will refer to either simplicial or cubic resolution. Formally the
construction of Ω·X(logD) is the same regardless which resolution is used and no specific aspects
of either resolution will be used.
1.1 Definition. Let X be a complex scheme and D a closed subscheme whose complement is
dense in X . Then (X·, D·)→ (X,D) is a good hyperresolution if X· → X is a hyperresolution,
and if U· = X· ×X (X \D) and D· = X· \U·, then Di is a divisor with normal crossings on Xi
for all i.
1.2 Theorem. [DuBois81, 6.3, 6.5] Let X be a proper complex scheme of finite type and D a
closed subscheme whose complement is dense in X. Then there exists a unique Ω·X(logD) ∈
Ob(Dfilt(X)) with the following properties, using the notation:
ΩpX(logD) := Gr
p
filt Ω
·
X(logD)[p].
(1.2.1) Let j : X \D → X be the inclusion map. Then
Ω·X(logD)≃qisRj∗CX\D.
(1.2.2) It is functorial, i.e., if φ : Y → X is a morphism of proper complex schemes of
finite type, then there exists a natural map φ∗ of filtered complexes
φ∗ : Ω·X(logD)→ Rφ∗Ω
·
Y (log φ
∗D)
Furthermore, Ω·X(logD) ∈ Ob(D
b
filt,coh(X)) and if φ is proper, then φ
∗ is a mor-
phism in Dbfilt,coh(X).
(1.2.3) Let U ⊆ X be an open subscheme of X. Then
Ω·X(logD)
∣∣
U
≃qisΩ
·
U (logD
∣∣
U
).
(1.2.4) There exists a spectral sequence degenerating at E1 and abutting to the singular
cohomology of X \D:
Epq1 = H
q(X,ΩpX(logD))⇒ H
p+q(X \D,C).
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(1.2.5) If ε· : (X·, D·)→ (X,D) is a good hyperresolution, then
Ω·X(logD)≃qisRε·∗Ω
·
X·
(logD·).
In particular hi(ΩpX(logD)) = 0 for i < 0.
(1.2.6) There exists a natural map, OX → Ω
0
X(logD), compatible with (1.2.2).
(1.2.7) If X is smooth and D is a normal crossing divisor, then
Ω·X(logD)≃qisΩ
·
X(logD).
In particular
ΩpX(logD)≃qisΩ
p
X(logD).
(1.2.8) If φ : Y → X is a resolution of singularities, then
ΩdimXX (logD)≃qisRφ∗ωY (φ
∗D).
§2. A short exact sequence
The following notation and assumptions will be used throughout this and the next section.
2.1. Let X be a projective variety and D ⊂ X an effective divisor on X and ε· : (X·, D·) →
(X,D) a good hyperresolution. Let M be a semi-ample line bundle on X . Assume that M is
ample with respect toX\D. Let L = MN for someN ≫ 0, σ ∈ H0(X,L) a general section, and
L = (σ = 0). Note that L is generated by global sections and the morphism given by its global
sections is an embedding on X \ D. In particular L is transversal to ε· : (X·, D·) → (X,D).
Finally let DL = D
∣∣
L
, ML = M
∣∣
L
, and LL = L
∣∣
L
.
Now λ· = ε·
∣∣
L·
: (L·, D
L·
· ) → (L,D
L) is a good hyperresolution, where L· = X· ×X L.
Furthermore by (1.2.5)
Ω·X(logD) = Rε·∗Ω
·
X·(logD·)
Ω·L(logD
L) = Rλ·∗Ω
·
L·
(logDL·· ). (2.1.1)
2.2 Lemma. One has the following distinguished triangle:
Ωp−1L (logD
L) −→ ΩpX(logD)⊗
L
LL −→ Ω
p
L(logD
L)⊗ LL
+1✲ (2.2.1)
Proof. First assume that X is smooth and D is an effective normal crossing divisor. Then
one has the following commutative diagram cf. [Esnault-Viehweg92, 2.3]:
0 0
0 ✲ L−1L ✲ Ω
1
X
∣∣
L
❄
✲ Ω1L
❄
✲ 0
0 ✲ K
α
❄
.......
✲ Ω1X(logD)
∣∣
L
❄
✲ Ω1L(logD
L)
❄
✲ 0
⊕ODj
∣∣
L
❄
.................
β
✲ ⊕ODj∩L
❄
0
❄
0
❄
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L is transversal to D, so β is an isomorphism, hence so is α. Taking exterior powers one
obtains that for all p:
0 −→ Ωp−1L (logD
L)⊗ L−1L −→ Ω
p
X(logD)
∣∣
L
−→ ΩpL(logD
L) −→ 0. (2.2.2)
Next consider the general case. Let ε· : (X·, D·) → (X,D) be a good hyperresolution. By
(2.2.2) one has the following short exact sequence for all i:
0 −→ Ωp−1Li (logD
Li
i ) −→ Ω
p
Xi
(logDi)⊗ LLi −→ Ω
p
Li
(logDLii )⊗ LLi −→ 0.
Since Li is the pull-back of L for all i these maps are compatible with λ·, and then applying
Rλ·∗ gives the required distinguished triangle. 
§3. Trace map, Gysin morphism, etc.
The first subsection of this section is an adaptation of some parts of [Hartshorne75, II.2-3]
to the logarithmic setting.
§§3.1 The trace map.
3.1.1. In addition to the notation and assumptions of (2.1), X and L will be assumed to be
smooth and D an effective normal crossing divisor throughout this subsection. Consider the
following short exact sequence,
0 −→ L−1L −→ Ω
1
X(logD)
∣∣
L
−→ Ω1L(logD
L) −→ 0,
and the induced natural map,
ΩpL(logD
L)→ Ωp+1X (logD)
∣∣
L
⊗ ωL/X , (3.1.1.1)
where ωL/X ≃ LL as in [Hartshorne75].
Through the rest of this section all morphisms between sheaves and complexes are meant to
be in D(X) even if only sheaves are involved. Let ι : L → X be the embedding of L into X .
The definition of ι! for a finite morphism [Hartshorne66, VI 3.1, p. 311, p. 165] together with
the fundamental local isomorphism [Hartshorne66, III 7.2] shows that
ι!ΩpX(logD)≃qisΩ
p
X(logD)
∣∣
L
⊗ ωL/X [−1],
and then the trace map for residual complexes gives:
Trι : Rι∗
(
ΩpX(logD)
∣∣
L
⊗ ωL/X
)
[−1]→ ΩpX(logD). (3.1.1.2)
Combining (3.1.1.1) and (3.1.1.2) one has:
Rι∗Ω
p
L(logD
L)[−1]→ Ωp+1X (logD).
Note, that the left hand side is supported on L, so the map factors through RHLΩ
p+2
X (logD).
Also, by the proof of [Hartshorne75, II.2.2] this map is compatible with the differential of the
de Rham complex, so by taking the above for all p one has a trace map:
TrL : Rι∗Ω
·
L(logD
L)[−2]→ RHLΩ
·
X(logD). (3.1.1.3)
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3.1.2 Lemma [Hartshorne75, II.3.1]. TrL in (3.1.1.3) is a quasi-isomorphism.
3.1.2.1 Remark. The proof of this lemma is taken from [Hartshorne75, II.3.1] with some small
modifications and repeating it for logarithmic differentials instead of ordinary ones. It is in-
cluded for the benefit of the reader as this constitutes an important step in the entire proof.
Proof. Since L is of codimension one and ΩpX(logD) is locally free for all p, there is only
one non-zero local cohomology sheaf, namely H1LΩ
p
X(logD). Furthermore H
1
LΩ
p
X(logD) can
be identified with ΩpX(logD)
∣∣
X\L
/ΩpX(logD), locally isomorphic to Ω
p
X(logD)[f
−1]/ΩpX(logD)
where f is a local equation of L in X . Therefore
RHLΩ
·
X(logD)≃qisH
1
LΩ
·
X(logD)[−1], (3.1.2.1)
whereH1LΩ
·
X(logD) denotes the complex whose p
th term isH1LΩ
p
X(logD) and whose differential
is the one induced from the differential of the de Rham complex.
Using the local isomorphism H1LΩ
p
X(logD) ≃ Ω
p
X(logD)[f
−1]/ΩpX(logD) one sees easily
that TrL is induced by the map
ΩpL(logD
L)[−1]→H1LΩ
p
X(logD), (3.1.2.2)
given by η 7→ η ∧ f−1df , where η ∈ ΩpL(logD
L).
Next assume that L = SpecA and X = SpecB are affine. Let f ∈ B be an equation of L
in X , so A ≃ B/(f). It is enough to prove the desired quasi-isomorphism after passing to the
completion with respect to the f -adic topology (cf. [Hartshorne75, p.38]), so we may assume,
that B ≃ A[[f ]] by [Hartshorne75, II.1.2].
Based on the above discussion it will be sufficient to show that the map,
τ : Ω·A(logD
L)[−1]→ Ω·B(logD)[f
−1]/Ω·B(logD),
given by η 7→ η ∧ f−1df for η ∈ ΩpL(logD
L) is a quasi-isomorphism of complexes.
Let γ ∈ Ωp+1B (logD)[f
−1]/Ωp+1B (logD). Then γ can be written as γ = γ1 + γ2 ∧ df , where
γ1 ∈ Ω
p+1
B (logD)[f
−1] and γ2 ∈ Ω
p
B(logD)[f
−1], such that γi =
∑k
j=0 γijf
−j for i = 1, 2 and
a suitable k ∈ N with γij ∈ Ω
p+2−i
B (logD). Furthermore, using the fact that B ≃ A[[f ]],
γij =
∑∞
n=0 γijnf
n where γijn ∈ Ω
p+2−i
A (logD
L). Hence
γ =
k∑
j=0
∞∑
n=0
(γ1jn + γ2jn ∧ df) f
n−j .
Notice that all but a finite number of terms of this expression will be in Ωp+1B (logD), so one
obtains that γ can be written uniquely in the form
γ =
N∑
s=1
(αs + βs ∧ df)f
−s (3.1.2.3)
for a suitable N ∈ N and αs ∈ Ω
p+1
A (logD
L) and βs ∈ Ω
p
A(logD
L).
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Now dγ = 0 if and only if
dαs = 0, s = 1, . . . , N
dβ1 = 0
dβs+1 = (−1)
p+1sαs, s = 1, . . . , N.
Let θ = (−1)p+1
∑N
s=2
1
s−1βsf
−s+1 ∈ ΩpA(logD
L). Then γ = dθ + β1 ∧ f−1df where dβ1 = 0.
Hence hi(τ) is surjective for all i.
Finally if β1 ∧ f−1df = dγ′ for some γ′ ∈ Ω
p
B(logD)[f
−1]/ΩpB(logD), then a similar expres-
sion for γ′ as the one for γ in (3.1.2.3) shows that then there exists a ρ ∈ Ωp−1A (logD
L) such
that γ′ = ρ ∧ f−1df . Therefore hi(τ) is also injective for all i. 
§§3.2 Strong ampleness. In this subsection the extra assumptions made in the previous
subsection are dropped, in particular X is not necessarily smooth, but (2.1) is still in effect.
3.2.1 Definition. Let K be a semi-ample line bundle on X . Then K is called strongly ample
with respect to X \D if it is ample with respect to X \D and there exists a proper birational
morphism, α : X˜ → X , such that for D˜ = α∗D, αX˜\D˜ : X˜ \ D˜ → X \D is an isomorphism and
there exists an effective divisor B˜ on X˜ such that supp B˜ = supp D˜ and α∗Ka(B˜) is an ample
line bundle for some a > 0.
In particular if τ ∈ H0(X,Kam) is a general section for some m≫ 0 and K = (τ = 0), then
α∗K+mB˜ is an effective ample Cartier divisor supported on D˜∪α∗K, hence X˜ \ (D˜∪α∗K) ≃
X \ (D ∪K) is affine.
3.2.2. Note that if D = ∅, then K is strongly ample if and only if it is ample. It is also clear
that if K is strongly ample then it is also big. On the other hand, let π : X → Pn be the blow
up of Pn at a single point for n ≥ 2. Let D be the exceptional divisor of π. Then π∗OX (1) is
semi-ample and big, but not strongly ample with respect to X \D.
It will be very important in §4 that this property is inherited by restrictions to L:
3.2.3 Lemma. If K is strongly ample with respect to X \D, then KL = K
∣∣
L
is strongly ample
with respect to L \DL.
Proof. K is ample with respect to X \D, so KL is ample with respect to (X \D)∩L = L\DL.
Let α : X˜ → X be a proper birational morphism, D˜ = α∗D, and B˜ an effective divisor on X˜
such that supp B˜ = supp D˜ and α∗Ka(B˜) is ample for some a > 0.
Let L˜ be the proper transform of L on X˜ , αL = α
∣∣
L˜
and B˜L = B˜
∣∣
L
. It is easy to see that
KL and αL : L˜→ L satisfies the requirements of the definition (3.2.1). 
The following lemma gives important examples for strongly ample line bundles.
3.2.4 Lemma. Assume that there exists an effective Q-Cartier divisor B, such that suppB =
suppD and, in addition to (2.1), one of the following holds:
(3.2.4.1) L is ample, or
(3.2.4.2) B is nef.
Then M is strongly ample with respect to X \D.
Proof. It is enough to prove that L = MN is strongly ample with respect to X \D.
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If L is ample and B is Q-Cartier, then La(bB) is ample for some a, b > 0.
In case (3.2.4.2), let φ : X → Z be the morphism given by the global sections of L and A
an ample line bundle on Z, such that L = φ∗A. Further let α : X˜ → X be the blowing up of
X along the exceptional set of φ and D˜ = α∗D. Note that the exceptional set of φ˜ = φ ◦ α is
a Cartier divisor with support contained in supp D˜ = suppα∗B.
Now there exists a φ˜-exceptional divisor E on X˜ , such that φ˜∗Aa(−E) = α∗La(−E) is ample
for some a > 0. Since E is φ˜-exceptional, suppE ⊆ supp D˜ = suppα∗B, so for some b > 0,
B˜ = bα∗B − E is effective and supp B˜ = supp D˜. Finally α∗La(B˜) is ample, since B is nef. 
§§3.3 Gysin morphism.
3.3.1. Using the notation and assumptions of (2.1) further assume that M is strongly ample
with respect to X \D.
3.3.2. Again, ε· : (X·, D·) → (X,D) denotes a good hyperresolution. Applying (3.1.2) for
ιi : Li →֒ Xi one obtains the following natural quasi-isomorphism
Rιi∗Ω
·
Li
(logDLii )[−2]
≃qis✲ RHLiΩ
·
Xi
(logDi).
By (2.1.1) this implies that there exists a quasi-isomorphism
Rι∗Ω
·
L(logD
L)[−2]
≃qis✲ RHLΩ
·
X(logD). (3.3.2.1)
Let j : X \ D → X and jL : L \ DL → L → X be the inclusion maps. Then by (1.2.1)
(3.3.2.1) gives a quasi-isomorphism
RjL∗ CL\DL [−2]
≃qis✲ RHLRj∗CX\D.≃qisRHL\DLCX\D.
Applying RΓ to both sides one obtains a quasi-isomorphism
RΓCL\DL [−2]
≃qis✲ RΓL\DLCX\D.
In particular
Hi−2(L \DL,C)
≃✲ HiL\DL(X \D,C) (3.3.2.2)
is an isomorphism for all i.
On the other hand,
RΓL\DLCX\D −→ RΓCX\D −→ RΓCX\(D∪L)
+1✲
forms a distinguished triangle. By (3.2.1) X \ (D ∪ L) is affine, so Hj(X \ (D ∪ L),C) = 0 for
j > dimX [Hartshorne75, II.4.6], [Goresky-MacPherson83], [GNPP88, III.3.1(i)]. Hence
HiL\DL(X \D,C)→ H
i(X \D,C)
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is an isomorphism for i > dimX + 1 and surjective for i = dimX + 1. Combinig this with
(3.3.2.2) one obtains that
Hi−2(L \DL,C)→ Hi(X \D,C)
is an isomorphism for i > dimX + 1 and surjective for i = dimX + 1. Furthermore by
the construction of these maps it is clear that they respect the Hodge decomposition (1.2.4).
Therefore
G : Hq−1(L,Ωp−1L (logD
L))→ Hq(X,ΩpX(logD)) (3.3.2.3)
is an isomorphism for p+ q > dimX + 1 and surjective for p+ q = dimX + 1.
§4. The logarithmic Kodaira-Akizuki-Nakano Vanishing Theorem
4.1 Theorem. With the notation and assumptions of (2.1) and (3.3.1),
H
q(X,ΩpX(logD)⊗ L) = 0 for p+ q > dimX.
Proof. Tensoring the short exact sequence,
0 −→ OX −→ L −→ LL −→ 0,
by ΩpX(logD) leads to the distinguished triangle,
ΩpX(logD) −→ Ω
p
X(logD)⊗ L −→ Ω
p
X(logD)⊗
L
LL
+1✲
and the corresponding long exact hypercohomology sequence:
H
q−1(L,ΩpX(logD)⊗
L
LL)
∂✲ Hq(X,ΩpX(logD)) ✲ H
q(X,ΩpX(logD)⊗ L). (4.1.1)
On the other hand, (2.2) gives the distinguished triangle,
Ωp−1L (logD
L) −→ ΩpX(logD)⊗
L
LL −→ Ω
p
L(logD
L)⊗ LL
+1✲ ,
and in turn the long exact hypercohomology sequence:
H
q−1(L,Ωp−1L (logD
L))→ Hq−1(L,ΩpX(logD)⊗
L
LL)→ H
q−1(L,ΩpL(logD
L)⊗ LL).
Now by induction and (3.2.3) we may assume that Hq−1(L,ΩpL(logD
L)⊗ LL) = 0. Hence
φ : Hq−1(L,Ωp−1L (logD
L))→ Hq−1(L,ΩpX(logD)⊗
L
LL)
is an isomorphism for p+ q > dimX+1 and surjective for p+ q = dimX+1. Furthermore φ is
induced by the map Ωp−1L (logD
L)→ ΩpX(logD)⊗ LL which locally is given by η 7→ η∧df⊗f
−1
where f is a local equation of L in X . So φ is defined the same way as the Gysin map was,
hence the following diagram is commutative, where G is from (3.3.2.3) and ∂ is from (4.1.1).
H
q−1(L,Ωp−1L (logD
L))
◗◗◗◗◗
G
s
H
q−1(L,ΩpX(logD)⊗
L
LL)
φ
❄
∂
✲ Hq(X,ΩpX(logD))
Now G and φ are isomorphisms for p+ q > dimX + 1 and surjective for p+ q = dimX + 1,
so the same holds for ∂. However, then (4.1.1) implies that
H
q(X,ΩpX(logD)⊗ L) = 0 for p+ q > dimX. 
To obtain the statement in the general case one uses the usual covering trick:
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4.2 Corollary. H
q(X,ΩpX(logD)⊗M) = 0 for p+ q > dimX.
Proof. Let
π : X˜ = SpecX
N−1⊕
i=0
M
−i → X
be the cover obtained by taking the N th-root of L. Now the trace map of π provides a left
inverse to the natural map cf. [GNPP88, p.151], [Esnault-Viehweg92, 3.22]:
ΩpX(logD)→ Rπ∗Ω
p
X˜
(log π∗D).
Applying Hq and using (4.1) on X˜ proves the statement. 
Therefore we have (no longer using (2.1)):
4.3 Theorem. Let X be a projective variety and D an effective divisor on X. Let L be a
semi-ample line bundle on X that is strongly ample with respect to X \D. Then for p+ q > n,
H
q(X,ΩpX(logD)⊗ L) = 0.
4.4 Corollary=0.3 Theorem. Let Y be a smooth complex projective variety and M a semi-
ample and big line bundle on Y . Then
Hi(Y, ωY ⊗M) = 0 for i > 0.
Proof. First assume that M is generated by global sections. Let φ : Y → X be the morphism
given by the global sections of M. Then there exists an ample line bundle, L, on X such that
M = φ∗L, so by (1.2.8), (3.2.4), and (4.3)
Hi(Y, ωY ⊗M) ≃ H
i(X,Rφ∗ωY ⊗ L) ≃ H
i(X,ΩnX(log ∅)⊗ L) = 0.
The generic case is now proved by the usual covering trick cf. (4.2). 
4.4.1 Remark. This shows that (4.3) is indeed a common generalization of (0.1), (0.2), (0.3),
(0.5) and (0.6).
We also have a local version:
4.5 Theorem. Let ψ : X → Z be a projective morphism and D an effective Q-Cartier divisor
on X. Let L be a ψ-ample line bundle on X. Then for p+ q > n,
Rqψ∗(Ω
p
X(logD)⊗ L) = 0.
Proof. The statement is local, so we may assume that Z is projective. Let M be an ample line
bundle on Z, such that for all p, q, Rqψ∗(Ω
p
X(logD) ⊗ L) ⊗M is generated by global sections
and have no higher cohomology. This can be done because ΩpX(logD) is bounded and has
coherent cohomology sheaves. Furthermore choose M in such a way, that L ⊗ ψ∗M be ample
on X . Then by the Leray spectral sequence, (3.2.4) and (4.3),
H0(Z,Rqψ∗(Ω
p
X(logD)⊗ L)⊗M) = H
q(X,ΩpX(logD)⊗ L⊗ ψ
∗
M) = 0.
Since Rqψ∗(Ω
p
X(logD)⊗L)⊗M is generated by global sections, this proves the statement. 
Finally, this gives a bound on the range of degrees where ΩpX(logD) can have non-zero
cohomology sheaves.
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4.6 Corollary. Let X be a projective variety and D an effective Q-Cartier divisor on X.
Then hq(ΩpX(logD)) = 0 for q > n− p or 0 > q.
Proof. Let ψ = idX : X → X and M = OX . The second inequality is simply (1.2.5). 
Regarding the case of Hq(Y,ΩpY ⊗M) for p < n, Ramanujam has already noticed that if
M is only semi-ample (or even generated by global sections) and big, than vanishing does not
necessarily hold [Ramanujam72]. However, since globally generated and big line bundles are
pull-backs of (very) ample ones, (4.3) can be considered as a substitute. Later applications will
show that it can actually be used for this purpose.
§5. Relative complexes
Let f : X → C be a morphism such that C is a smooth complex curve. Let ∆ ⊆ C be a
finite set and D = f∗∆. Let ε· : (X·, D·) → (X,D) be a good hyperresolution, and consider
the map fi = f ◦ εi : Xi → C.
The goal is to construct a complex whose cohomological properties resemble those of ΩpX/C
in the smooth case.
Taking the wedge product induces a map,
ΩpXi(logDi)⊗ f
∗
i ωC(∆)→ Ω
p+1
Xi
(logDi).
This is obviously compatible with ε·, so it gives a morphism of complexes:
∧p : Ω
p
X(logD)⊗ f
∗ωC(∆)→ Ω
p+1
X (logD).
It is also easy to see that this is independent of the actual hyperresolution used cf. [Kova´cs96,
p.375]. Hence ∧p is a well-defined natural map in D(X).
Choose a representative, Kp ∈ Obj(C(X)), of Ω
p
X(logD) for all p such that ∧p is represented
by morphisms Kp → Kp+1 in Mor(C(X)). By abuse of notation this will also be denoted by
∧p. Let ∧
′
p = ∧p ⊗ idf∗ωC(∆) ∈ HomC(X)(Kp ⊗ f
∗ωC(∆), Kp+1 ⊗ f
∗ωC(∆)). Since ωC(∆) is a
line bundle, ∧p◦∧′p−1 = 0. LetMr = 0 ∈ Obj(C(X)), w
′′
r = 0 ∈ HomC(X)(Kr⊗f
∗ωC(∆),Mr⊗
f∗ωC(∆)) and w
′
r = 0 ∈ HomC(X)(Mr ⊗ f
∗ωC(∆), Kr+1) for r ≥ n. Assume that p < n and
for every q > p, Mq ∈ Obj(C(X)) is defined. Assume further that there are morphisms of
complexes,
w′′q : Kq ⊗ f
∗ωC(∆)→Mq ⊗ f
∗ωC(∆) and w
′
q :Mq ⊗ f
∗ωC(∆)→ Kq+1,
such that
∧q = w
′
q ◦ w
′′
q and w
′′
q ◦ ∧
′
q−1 = 0.
Let
wq = w
′′
q ⊗ idf∗ωC (∆)−1 : Kr →Mr
and
Mp =M(wp+1)[−1]⊗ f
∗ωC(∆)
−1 ∈ Obj(C(X)),
i.e.,
Mmp ⊗ f
∗ωC(∆) = K
m
p+1 ⊕M
m−1
p+1
14 SA´NDOR J. KOVA´CS
and
dmMp⊗f∗ωC(∆)
=
(
dmKp+1 0
−wmp+1 −d
m−1
Mp+1
)
.
Also let
w′′p =
(
∧p
0
)
: Kp ⊗ f
∗ωC(∆)→Mp ⊗ f
∗ωC(∆)
and
w′p = (idKp+1 , 0) :Mp ⊗ f
∗ωC(∆)→ Kp+1.
w′p is a morphism of complexes by the definition of the mapping cone and w
′′
p is a morphism of
complexes because wp+1 ◦ ∧p = 0. It is also obvious that ∧p = w′p ◦ w
′′
p and w
′′
p ◦ ∧
′
p−1 = 0.
Also, by their definition, the equivalence classes of wp, w
′
p and w
′′
p in D(X) are independent of
the hyperresolution chosen. From now on these symbols will denote their equivalence classes
in D(X). A map will mean an element of Mor(D(X)), so it is possibly not represented by an
actual morphism of complexes between two arbitrary representatives of the respective objects.
5.1 Theorem-Definition. Let f : X → C be a morphism between complex varieties such that
dimX = n and C is a smooth curve. Let ∆ ⊆ C be a finite set and D = f∗∆. For every
nonnegative integer p there exists a complex ΩpX/C(logD) ∈ Obj(D(X)) with the following
properties.
(5.1.1) The natural map ∧p factors through Ω
p
X/C(logD)⊗f
∗ωC(∆), i.e., there exist maps:
w′′p : Ω
p
X(logD)⊗ f
∗ωC(∆)→ Ω
p
X/C(logD)⊗ f
∗ωC(∆) and
w′p : Ω
p
X/C(logD)⊗ f
∗ωC(∆)→ Ω
p+1
X (logD)
such that ∧p = w
′
p ◦ w
′′
p .
(5.1.2) If wp = w
′′
p ⊗ idf∗ωC(∆)−1 : Ω
p
X(logD)→ Ω
p
X/C(logD), then
ΩpX/C(logD)⊗ f
∗ωC(∆)
w′p✲ Ωp+1X (logD)
wp+1✲ Ωp+1X/C(logD)
+1✲
is a distinguished triangle in D(X).
(5.1.3) wp is functorial, i.e., if φ : Y → X is a C-morphism, then there are natural maps
in D(X) forming a commutative diagram:
ΩpX(logD)
✲ ΩpX/C(logD)
Rφ∗Ω
p
Y (logφ
∗D)
❄
✲ Rφ∗Ω
p
Y/C(logφ
∗D)
❄
(5.1.4) If f is smooth over C \∆, then ΩpX/C(logD)≃qisΩ
p
X/C(logD)
(5.1.5) ΩrX/C(logD) = 0 for r ≥ n and if f is proper, then Ω
p
X/C(logD) ∈ Obj(D
b
coh(X))
for every p.
Proof. Let ΩpX/C(logD)≃qis [Mp] ∈ Obj(D(X)). Then (5.1.1), (5.1.2) and the first part of
(5.1.5) follows from the discussion above. Using (5.1.2), the first part of (5.1.5) and descending
induction on p, (5.1.3), (5.1.4) and the rest of (5.1.5) follows from (1.2.2) and (1.2.7). 
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Note that the combination of (1.2.2), (1.2.6), and (5.1.3) implies that if φ : Y → X is a
C-morphism, then there are natural maps in D(X) forming a commutative diagram:
OX ✲ Ω
0
X(logD)
✲ Ω0X/C(logD)
Rφ∗OY
❄
✲ Rφ∗Ω0Y (logφ
∗D)
❄
✲ Rφ∗Ω0Y/C(logφ
∗D)
❄
(5.1.6)
§6. More vanishing theorems
6.1 Theorem. Let X be a projective variety of dimension n and f : X → C a morphism to a
smooth complex curve. Let ∆ ⊆ C be a finite set and D = f∗∆. Let L be a line bundle on X
such that L and L⊗ f∗ωC(∆)
−(n−1) are semi-ample and ample with respect to X \D. Then
Hn(X,Ω0X/C(logD)⊗ L⊗ f
∗ωC(∆)) = 0.
Proof. Let Lp = L⊗ f
∗ωC(∆)
−(p−1) for p = 0, . . . , n. By assumption, Lp is semi-ample and
ample with respect to X \D for 1 ≤ p ≤ n since either f∗ωC(∆) or f
∗ωC(∆)
−1 is semi-positive.
In fact Lp is strongly ample with respect toX\D for 1 ≤ p ≤ n by (3.2.4) since D is an effective,
nef Q-Cartier divisor. Twisting (5.1.2) by Lp yields the following distinguished triangle:
Ωp−1X/C(logD)⊗ Lp−1
✲ ΩpX(logD)⊗ Lp ✲ Ω
p
X/C(logD) ⊗ Lp
+1✲ .
By (4.3) H
n−(p−1)
(X,ΩpX(logD)⊗ Lp) = 0, so the map
H
n−p(X,ΩpX/C(logD)⊗ Lp)→ H
n−(p−1)
(X,Ωp−1X/C(logD)⊗ Lp−1)
is surjective for all 1 ≤ p ≤ n. Observe that these maps form a chain as p runs through
p = n, n− 1, . . . , 1. So the composite map
H0(X,ΩnX/C(logD)⊗ Ln)→ H
n(X,Ω0X/C(logD) ⊗ L0)
is also surjective. However ΩnX/C(logD) = 0 by construction (cf. (5.1.5)). Therefore the
statement follows. 
6.2 Lemma. Let φ : Y → X be a proper generically finite map of varieties of dimension n.
Let F be a coherent sheaf on Y . Then the natural map Hn(X, φ∗F)→ Hn(Y,F) is surjective.
Proof. Let x ∈ X and let d(x) = dimYx, the dimension of the fiber of φ over x. Now
(Rjφ∗F)x = 0 for j > d(x), so suppRjφ∗F ⊆ Xj = {x ∈ X | d(x) ≤ j}. Clearly, X = X0 ∪
X1∪· · ·∪Xn−1 and for all j > 0, the dimension of φ−1(Xj) is at most n−1, so dimXj+j ≤ n−1.
Hence dim suppRjφ∗F ≤ n− j−1 for j > 0. Therefore Hi(X,Rjφ∗F) = 0 for j > 0, i+ j ≥ n.
Finally this implies that in the Leray spectral sequence Hi(X,Rjφ∗F)⇒ Hi+j(Y,F) the only
non-zero term for i+ j ≥ n is Hn(X, φ∗F). 
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6.3 Lemma. Let φ : Y → X be a proper generically finite map of normal varieties of dimension
n. Let L be a line bundle on X.
(6.3.1) If φ is birational, then the natural map Hn(X,L)→ Hn(Y, φ∗L) is surjective.
(6.3.2) If X is projective and has rational singularities, then the natural map Hn(X,L)→
Hn(Y, φ∗L) is injective.
Proof. If φ is birational, then OX ≃ φ∗OY , so L ≃ φ∗φ∗L, hence (6.2) implies (6.3.1). If
X is projective and has rational singularities, then the natural map OX → Rφ∗OY has a left
inverse by [Kova´cs00b, Theorem 2]. Hence Hn(X,L)→ Hn(X,Rφ∗OY ⊗ L) ≃ Hn(Y, φ∗L) is
injective. 
6.4 Theorem. Let X be a projective variety of dimension n and f : X → C a morphism
to a smooth proper curve. Let ∆ ⊆ C be a finite set and D = f∗∆. Assume that there exists
a smooth projective variety, Y , and a proper generically finite map, φ : Y → X, such that
h
∣∣
Y \B
: Y \B → C \ ∆ is smooth, where h = f ◦ φ and B = h∗∆. Let C˜ be smooth proper
curve, σ : C˜ → C a finite cover, unramified over C \ ∆. Assume that for ∆˜ = (σ∗∆)red,
ωC˜(∆˜) ⊂ σ
∗ωC(∆). Let X˜ be the normalization of C˜ ×C X and Y˜ → C˜ ×C Y a resolution of
singularities such that it is an isomorphism over C˜ \ σ∗∆:
π˜∗B = φ˜∗π∗D ⊂ ✲ Y˜ PPPPPPPPPP
π˜
q
π∗D = f˜∗σ∗∆
❄
⊂ ✲ X˜
φ˜
❄
Y ✛ ⊃ B = φ∗D
❙
❙
❙
❙
❙
❙
❙✇
PPPPPPPPPP
π
q
❙
❙
❙
❙
❙
❙
❙
f˜
✇
◗
◗
◗
◗s
C˜ ×C X ✲ X
φ
❄
✛ ⊃ D = f∗∆
❄
σ∗∆ ⊂ ✲ C˜
❄
σ✲ C
f
❄
✛ ⊃ ∆
❄
Assume that there exists a line bundle L on X such that π∗L contains a line bundle L˜ such
that L˜ and L˜⊗ f˜∗ωC(∆˜)
−(n−1) are semi-ample and ample with respect to X˜ \ π∗D.
(6.4.1) If φ is birational, then
Hn(Y, φ∗L⊗ h∗ωC(∆)) = 0.
(6.4.2) If X has rational singularities, then
Hn(X,L⊗ f∗ωC(∆)) = 0.
Proof. Let M = L ⊗ f∗ωC(∆) and M˜ = L˜ ⊗ f˜
∗ωC˜(∆˜) ⊆ π
∗M. By (5.1.6) one has the
following commutative diagram:
Hn(X˜,M˜) ✲ Hn(X˜,Ω0
X˜/C˜
(log π∗D)⊗ M˜)PPPPPPPPPPPPPPPPP
β˜
q
Hn(Y˜ , φ˜∗M˜)
α˜
❄
≃✲ Hn(X˜, Rφ∗OY˜ ⊗ M˜) η
✲ Hn(X˜, Rφ∗Ω
0
Y˜ /C˜
(log π˜∗B)⊗M)
❄
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Hn(X˜,Ω0
X˜/C˜
(log π∗D) ⊗ M˜) = 0 by (6.1), so β˜ is the zero map. Furthermore η is an
isomorphism by (5.1.4), hence α˜ is the zero map as well.
Now consider the following commutative diagram:
Hn(X˜,M˜)
γ ✲ Hn(X˜, π∗M) ✛
δ
Hn(X,M)
Hn(Y˜ , φ˜∗M˜)
α˜
❄
γ˜✲ Hn(Y˜ , φ˜∗π∗M)
β
❄
✛ δ˜ Hn(Y, φ∗M)
α
❄
The cokernel of the inclusion M˜ ⊆ π∗M is supported in codimension 1, so γ and γ˜ are
surjective. Therefore β is the zero map, since so is α˜.
Now δ is injective, because π is finite and X is normal and δ˜ is injective by (6.3.2). Hence
α is the zero map.
If φ is birational, then α is also surjective by (6.3.1), so (6.4.1) follows.
If X has rational singularities, then α is also injective by (6.3.2), so (6.4.2) follows. 
§7. Arakelov-Parshin boundedness
7.1 Definition. A morphism, h : Y → C is called isotrivial if all but finitely many fibers of h
are isomorphic to a fixed variety. Similarly h is called birationally isotrivial if all but finitely
many fibers of h are birational to a fixed variety.
7.2 Definition. [Esnault-Viehweg90] Let F be a normal Gorenstein variety with rational
singularities, L a line bundle on F and Γ an effective divisor such that L = OF (Γ). Let
(1) C(Γ, N) = coker
(
τ∗ωF˜
(
−
[
Γ˜
N
])
→ ωF
)
where τ : F˜ → F is a resolution of singularities
such that Γ˜ = τ∗Γ is a normal crossing divisor.
(2) e(Γ) = min{N ∈ N+|C(Γ, N) = 0}
(3) e(L) = sup{e(Γ)|∃λ ∈ H0(F,L) such that Γ = (λ = 0)}
e(L) will be called the Esnault-Viehweg threshold of L. For properties of e(L) the reader should
consult [Viehweg95, §5.3-4]
7.3 Notation and Assumptions. Let C be a smooth projective curve of genus g, ∆ ⊆ C a
finite set of points, regarded as a (reduced) divisor. Let δ = #∆, the number of points in ∆.
Let X be an irreducible projective variety of dimension n with rational Gorenstein singularities
and f : X → C a morphism. Let D = f∗∆.
Assume that Xt has rational Gorenstein singularities for t ∈ C \∆ and that there exists a
simultaneous resolution of X \D → C \∆, i.e., there exists a smooth projective variety Y and
a birational morphism φ : Y → X , such that Y \ φ∗D → C \ ∆ is smooth. Let h = f ◦ φ,
B = φ∗D and let Ygen denote the general fiber of h. By blowing up Y along a subvariety of B
one may assume that B is a (not necessarily reduced) normal crossing divisor.
r(m) will denote the rank of f∗ω
m
X/C . This is equal to the m-th plurigenus of the general
fiber of f , Pm(Xgen). e(m) will denote the Esnault-Viehweg threshold of ω
m
Xgen
. If ωXgen is
ample, then e(m) ≤ mnKnXgen + 1 for m≫ 0 by [Viehweg95, 5.12].
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7.3.1 Remark. Xt has only rational singularities for t ∈ C \∆, so the same holds for X \D. It is
conjectured that a variety with only rational singularities admits a compactification with only
rational singularities. Furthermore, if that conjecture holds then the Gorenstein assumption
could be avoided as well with a little care. Hence the assumption on the singularities of X is
conjecturally superfluous.
The following lemma gives an effective measure of the positivity of f∗ω
m
X/C . The proof
follows parts of the proof of [Bedulev-Viehweg00, 3.1] very closely, however both the situation
and the statement are different from theirs, so the actual proof is included.
7.4 Lemma. Assume that f is non-isotrivial and that ωXgen is ample.
Then (f∗ω
m
X/C)
⊗e(m)r(m) ⊗ det(f∗ωmX/C)
−1 is semi-positive for all m > 0.
Proof. By [Viehweg95, 2.8] one may replace C by a finite cover, unramified along ∆, and X
by the pull-back family in order to assume that det f∗ω
m
X/C = D
e(m) for some invertible sheaf
D.
Let r = r(m) and π : Z → Xr = X ×C X ×C · · · ×C X a resolution of singularities. Further
let ρ = f r ◦ π. Then M = π∗ωXr/C = π
∗
(
⊗pr∗iωX/C
)
is big by [Viehweg83, Theorem II].
f r is a Gorenstein morphism and the general fibre has rational singularities, so there are
natural injective maps:
ρ∗
(
Mm−1 ⊗ ωZ/C)
)
→֒ f r∗ω
m
Xr/C (7.4.1)
f r∗ω
m
Xr/C →֒ ρ∗M
m (7.4.2)
De(m) →֒ (f∗ω
m
X/C)
⊗r ≃ f r∗ω
m
Xr/C , (7.4.3)
where (7.4.1) and (7.4.2) are isomorphisms near the generic point of C.
The composition of (7.4.2) and (7.4.3) gives a section σ ∈ H0(Z,Mm ⊗ ρ∗D−e(m)). Let
A = (σ = 0). Since π was an arbirary resolution of singularities one may replace it by further
blow-ups, so in particular one may assume that A is a normal crossing divisor.
Let J ⊆ OZ be the ideal sheaf defined as
im[ρ∗f r∗ω
m
Xr/C →M
m] =Mm ⊗J .
Note that the support of OX/J is contained in finitely many fibers. By blowing up J one can
assume that it is a line bundle and it is trivial near the general fibre of ρ. By [Kawamata82]
f∗ω
m
X/C ≃ h∗ω
m
Y/C is semi-positive, hence so is M
m ⊗ J , i.e., it is a nef line bundle.
Let K =Mm−1 ⊗ ρ∗D−1. Then
Ke(m)m(−mA) =Me(m)m(m−1)−m
2
⊇ (Mm ⊗ J )e(m)(m−1)−m,
where the inclusion is an equality near the general fiber of ρ. Hence Ke(m)(−A) is nef near the
general fiber of ρ and then ρ∗
(
K ⊗ ωZ/C
(
−
[
A
e(m)
]))
is semi-positive by [Esnault-Viehweg90,
1.7]. By [Viehweg95, 5.14, 5.21]
F := ρ∗
(
K ⊗ ωZ/C
(
−
[
A
e(m)
]))
→֒ ρ∗(K ⊗ ωZ/C)
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is an isomorphism near the generic point of C. On the other hand by (7.4.1),
ρ∗(K ⊗ ωZ/C)) ≃ ρ∗(M
m−1 ⊗ ωZ/C)⊗D
−1 →֒ (f∗ω
m
X/C)
⊗r ⊗D−1,
is also an isomorphism near the generic point of C.
Thus F ⊆ (f∗ωmX/C)
⊗r ⊗ D−1 which is an equality on an open dense subset of C. F is
semi-positive and then so is (f∗ω
m
X/C)
⊗r⊗D−1. Taking the e(m)-th power gives the statement.

7.5 Corollary. Assume that h is not birationally isotrivial and that ωYgen is nef and big. Then
(h∗ω
m
Y/C)
⊗e(m)r(m) ⊗ det(h∗ωmY/C)
−1 is semi-positive for all m > 0.
7.6 Lemma. Let M be a line bundle on X and N a line bundle on C. Assume that f∗M⊗N
is ample, Mt = M
∣∣
Xt
is generated by global sections for t ∈ C \ ∆, and h0(M) is constant.
Then
(7.6.1) M⊗ f∗N is semi-ample with respect to X \D.
(7.6.2) If Mt is ample for t ∈ C \∆, then M⊗ f∗N is ample with respect to X \D.
Proof. Let t, s ∈ C \∆. For l ≫ 0, H1(C, Syml(f∗M) ⊗ N l ⊗ OC(−t− s)) = 0. Hence the
map H0(C, Syml(f∗M)⊗N l)→ Sym
l(f∗M)⊗ (k(t)⊕ k(s)) is surjective.
Since Mt is generated by global sections for t ∈ C \∆, f
∗ Syml(f∗M)→M
l on X \D. In
particular f∗ Syml(f∗M)⊗ (OXt ⊕OXs)→M
l
t ⊕M
l
s is surjective.
Now one has the following commutative diagram:
H0(C, Syml(f∗M)⊗N
l)⊗OX
α✲ f∗ Syml(f∗M)⊗ (OXt ⊕OXs)
H0(C, f∗M
l ⊗N l)⊗OX
❄
H0(X,Ml ⊗ f∗N l)⊗OX
≃ ❄
γ
✲ Mlt ⊕M
l
s
β
❄
Since α and β are surjective, so is γ. This shows both statements. 
7.7 Definition. Let m0(k) be the smallest positive constant such that for all projective vari-
eties, F , of dimension k with at most rational singularities and ωF ample, ω
m
F is generated by
global sections if m ≥ m0(k).
7.7.1 Remark. Fujita’s conjecture predicts that m0(k) ≤ k + 2.
7.8 Theorem. Let C be a smooth projective curve of genus g, ∆ ⊆ C a finite set of points.
Then there exists a divisor ∆¯ ⊂ C of degree 2g+δ+1 such that for all non-isotrivial morphisms,
f : X → C, satisfying the assumptions made in (7.3) and such that for t ∈ C \∆, ωXt is ample,
and for all m ≥ m0(dimX − 1),
deg(f∗ω
m
X/C) = deg(h∗ω
m
Y/C) ≤ deg(ωC(∆¯)
dimX ⊗ ω−1C )
me(m)r(m).
Proof. X has rational singularities, so φ∗ωY/C ≃ ωX/C , and then h∗ω
m
Y/C ≃ f∗ω
m
X/C .
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7.8.1 Let m ≥ m0(dimX − 1) and N a line bundle on C such that
degN−me(m)r(m) < deg(f∗ω
m
X/C).
Then by (7.4) f∗ω
m
X/C⊗N
m is ample on C. h0(Xt, ω
m
Xt
) is constant for t ∈ C\∆ by Kawamata-
Viehweg vanishing, so ωX/C ⊗ f
∗N is ample with respect to X \D by (7.6).
7.8.2 Choose an l > 0 such that ωlX/C ⊗ f
∗N l is generated by global section on X \ D. By
blowing up the base locus of ωlX/C ⊗ f
∗N l (contained in D), one may assume that there exists
an effective Cartier divisor Γ, supported on suppD such that ωlX/C ⊗ f
∗N l(−Γ) is generated
by global sections on the entire X .
7.8.3 Let P ∈ C \ ∆. We may assume that l ≥ 2g + δ. The linear system |(2g + δ)P − ∆|
is base point free, so one can find a reduced effective divisor, ∆′ ∈ |(2g + δ)P −∆| such that
∆ ∩∆′ = ∅. Let D =
∑
diDi and l
′ = lcm
i
(di) · l. Let
∆′′ = ∆+∆′ + (l′ − (2g + δ))P ∈ |l′P |.
Let σ : C˜ → C be the finite cover obtained by taking the l′-th root of ∆′′. Take the fiber
product of σ with f and h. Let X˜ be the normalization of C˜×CX , f˜ : X˜ → C˜, and Y˜ → C˜×CY
a resolution of singularities such that it is an isomorphism over C˜ \ σ∗∆′′.
Note that ∆ + ∆′ is a non-empty reduced divisor, so both C˜ and X˜ are irreducible. Let
∆¯ = (∆′′)red, ∆˜ = (σ
∗∆¯)red, D˜ = f˜
∗∆˜ and D˜j = (π
∗Dj)red. Then Y˜ \ φ˜∗D˜ → C˜ \ ∆˜ is smooth,
ωC˜(∆˜) ≃ σ
∗ωC(∆¯) and δ¯ = #∆¯ = 2g + δ + 1. By [Kova´cs96; (2.4), (2.17)] δ > 0 if g = 0,
so 2g − 2 + δ¯ ≥ 0, i.e., ωC˜(∆˜) ≃ σ
∗ωC(∆¯) is nef. Furthermore, over the smooth locus of X ,
π∗Dj =
l′
gcd(l,dj)
D˜j , so by the definition of l
′, the coefficient of D˜j is divisible by l, hence there
exists a divisor Γ˜ on X˜ , supported on supp D˜, such that π∗Γ = l Γ˜. As before, by blowing up
the ideal sheaf of Γ˜ one may assume that it is a Cartier divisor. Then
π∗(ωlX/C ⊗ f
∗N l(−Γ)) = π∗(ωX/C ⊗ f
∗N )l(−l Γ˜) = (π∗(ωX/C ⊗ f
∗N )(−Γ˜))l,
so π∗(ωX/C ⊗ f
∗N )(−Γ˜) is semi-ample on X˜ and ample with respect to X˜ \ D˜. Finally let
ω˜ = π∗ωX/C(−Γ˜) and N˜ = σ
∗N . Using this notation ω˜⊗ f˜∗N˜ is semi-ample on X˜ and ample
with respect to X˜ \ D˜.
7.8.4 Let K = ωC(∆¯)n where n = dimX and let K˜ = σ∗K. Then by construction
ω˜ ⊗ f˜∗(N˜ ⊗ K˜) ⊆ π∗(ωX/C ⊗ f
∗(N ⊗K)).
Let L = ωX/C ⊗ f
∗(N ⊗ K) ⊗ f∗ωC(∆¯)−1 and L˜ = ω˜ ⊗ f˜∗N˜ ⊗ f˜∗ωC˜(∆˜)
n−1 ⊆ π∗L. Since
ωC˜(∆˜) is nef, L˜ and L˜⊗ f˜
∗ωC˜(∆˜)
−(n−1) are semi-ample on X˜ and ample with respect to X˜ \D˜.
Hence Hn(X,ωX/C ⊗ f
∗(N ⊗K)) = 0 by (6.4.2).
Finally take N = ωC(∆¯)−n ⊗ ωC . Then N ⊗ K ≃ ωC ,and ωX/C ⊗ f
∗(N ⊗ K) ≃ ωX . Now
Hn(X,ωX) 6= 0, so deg(f∗ωmX/C) ≤ degN
−me(m)r(m) = (ωC(∆¯)
n ⊗ ω−1C )
me(m)r(m). 
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7.9 Corollary. Under the assumptions of (7.8), 2g − 2 + δ > 0. In particular (0.12) holds.
Proof. Assume the contrary, i.e., either g = 0 and δ ≤ 2 or g = 1 and δ = 0. First of all we
may assume that h : Y → C is semi-stable and in both cases there exists a finite endomorphism,
τ : C → C, of degree > 1 such that τ is smooth over C \∆ and completely ramified over ∆.
Hence fτ : Xτ → Cτ again has the same properties as f . In particular Cτ ≃ C and hτ is
smooth over Cτ \∆τ ≃ C \∆. However, deg(hτ ∗ω
m
Yτ/Cτ
) = deg τ · deg(h∗ωmY/C), contradicting
the boundedness of deg(h∗ω
m
Y/C). 
7.10 Corollary. Under the assumptions of (7.8),
deg(f∗ω
m
X/C)
rk(f∗ω
m
X/C)
=
deg(h∗ω
m
Y/C)
rk(h∗ω
m
Y/C)
≤ 4 · dimX · (2g − 2 + δ) ·m · e(m) for m ≥
(
dimX
2
)
+ 2.
Proof. By (7.9) 2g − 2 + δ > 0, so
deg(ωC(∆¯)
dimX ⊗ ω−1C ) = dimX(4g − 1 + δ)− (2g − 2) ≤ 4 dimX(2g − 2 + δ).
Furthermore m0(dimX − 1) ≤
(
dimX
2
)
+ 2 by [Kollla´r97, 5.8] (cf. [Angehrn-Siu95]). 
7.10.1 Remark. Fujita’s conjecture suggests that (7.10) should hold for m ≥ dimX + 1.
7.11 Corollary. Let h : Y → C be a non birationally isotrivial family such that Y is a smooth
projective variety of dimension n, C is a smooth projective curve of genus g and there exists a
finite subset ∆ ⊂ C such that h is smooth over C \∆. Assume that ωY/C is h-nef and h-big.
Then
deg(h∗ω
m
Y/C)
rk(h∗ωmY/C)
≤ 4 · dimX · (2g − 2 + δ) ·m · e(ωmYgen) for m ≥
(
dimX
2
)
+ 2.
Proof. By the relative base point free theorem [KMM87] there exist morphisms φ : Y → X
and f : X → C that satisfy (7.3), so the statement follows from (7.10). 
7.12. Let Dh denote the moduli functor of canonically polarized normal projective varieties
with rational Gorenstein singularities and Hilbert polynomial h(t). Let D
(m)
h denote the sub-
moduli functor of varieties with ωmF very ample cf. [Viehweg95, 1.20, 8.18].
D
(m)
h is locally closed by [Kawamata99] and is bounded by definition, so by [Viehweg95,
8.20] there exists a coarse quasi-projective moduli scheme D
(m)
h for D
(m)
h . Furthermore by
[Kolla´r90] there exists an integer p > 0 and a very ample line bundle λ on D
(m)
h such that for
any f : T → S ∈ D
(m)
h (S), λ induces det(f∗ω
m
T/S)
p
on S. Note also that by [Viehweg95, 5.17]
e(ωmF ) is bounded on D
(m)
h .
Let D¯
(m)
h be the projective closure of D
(m)
h corresponding to the embedding given by λ, and
H = Hom((C,C \∆), (D¯(m)h , D
(m)
h )) the scheme parametrizing morphisms Ψ : C → D¯
(m)
h such
that Ψ(C \∆) ⊂ D(m)h .
7.13 Theorem. There exists a subscheme of finite type T ⊂ H that contains all points [Ψ :
C → D¯
(m)
h ] ∈ H induced by morphisms f : X → C ∈ D
(m)
h (C) such that f
∣∣
X\f∗∆
admits a
simultaneous resolution. 
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