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1. INTRODUCTION 
Levinson [l] has recently generalized and simplified some results of 
Tyndall[2] for a class of continuous linear programming problems originating 
from Bellman’s “bottleneck” problem [3]. In this paper we extend some 
of the results further and generalize the duality theorem to the case where 
the objective functional is concave, by means of a modification of the 
linearization technique used by Dorn [4] in the analogous situation in 
classical mathematical programming. 
The Kuhn-Tucker theory for finite nonlinear programming is generalized 
to apply to this problem, in that the Complementary Slackness Principle 
for primal and dual problems is established, and consequently the Kuhn- 
Tucker necessary and sufficient conditions are derived. 
Let z(t) be an m vector, bounded and measurable on [0, T], which 
satisfies the constraints 
and 
where B(t) > 0 is an 7t x m matrix piecewise continuous on [0, T]; y(t) 
is an tl vector piecewise continuous on [0, T]; and K(s, t) is an n x m matrix 
piecewise continuous on [0, T] x [0, T]. 
We consider the maximization of the functional lr a(t) . a(t) dt subject 
to the constraints (1) and (2), where a(t) is a given m vector piecewise 
continuous on [0, T]. Let us call this Problem I. 
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By imposing an extra condition on the matrix B(t), Levinson [l , Theorem l] 
has shown that if there exists a function z(t) satisfying (1) and (2) (that is, 
the problem is feasible) then there exists a maximizing solution Z(t) for the 
primal linear problem. This condition is that there exist a piecewise con- 
tinuous vector h(t) > 0, / h(t)1 < 1 and a constant b > 0 such that 
h(t) B(t) > b. (3) 
Let w(t) be an n vector, bounded and measurable on [0, T], which 
satisfies the constraints 
B’(t) 4) 2 4) + ,;m> q 4s) 4 O<t<T, (4) 
and 
w(t) z 0, O<t,<T. (5) 
Call this Problem II. The feasibility of this problem and the existence 
of a minimizing function E(t) is ensured by the following additional conditions 
[I, Theorem 21: Let y(t) > 0, K(t, s) > 0; and let there exist 6 > 0 such 
that for each i, j, and t either bii(t) = 0 or else bij(t) > 0; and for each t 
and i let there exist ij = ij(t) such that b$,Jt) > 6. 
If in addition to these conditions, the functions B(t), a(t), y(t), and K(t, s) 
are continuous on [0, T] and [0, T] x [0, T], respectively, then the duality 
theorem [I, Theorem 31 holds: namely, that for the respective extremals 
E(t) and 6(t) we have JrZ(t) . a(t) dt = s,’ C(t) * y(t) dt, and conversely. 
All the above constraint conditions will henceforth be assumed, except 
that, in order to generalize the duality theorem to the case where the objective 
functional is concave, we first show that it is not necessary to restrict a(t) 
and y(t) to the class of continuous functions. 
2. EXTENSION OF THE LINEAR PROBLEM 
LEMMA 1. The above-mentioned theorems are valid when a(t) and y(t) are 
bounded and measureable. 
PROOF. We sketch the proof of this lemma as a modification of Levinson’s 
proofs to which the reader is referred. 
Suppose that in Problems I and II, a(t) and y(t) are bounded and meas- 
urable. Corresponding to any function a(t) measurable on [0, T] there exists, 
by Luzin’s theorem [5], a function a,(t) continuous on [O, T] such that 
for any E > 0. 
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Similarly there exists a continuous function r<(t) corresponding to y(t). 
Instead of Problem I consider the problem: 
Maximize 
Problem I 
By Levinson’s Theorem 1 this problem has an extremal, z,(t), say. 
Define 
at) = 0 I 
dt) if rdt) = y(t) 
otherwise. 
Thus .&(t) satisfies the constraints of Problem I, and differs from x,(t) 
only on a set whose measure does not exceed E. 
So for a sequence of values of E approaching zero we have a sequence 
of problems which give a sequence {Zs(t)} of extremals which are feasible 
in Problem I; and since, by the same argument involving Gronwall’s lemma 
as used by Levinson, zE(t) is bounded, the sequence {i?(t)} converges weakly 
to {Z(O)}, say; and in fact the sequence {l(t)} can be identified with Levinson’s 
sequence {z(j)(t)} and the limit i+(t) with his limit do)(t). For suppose to 
the contrary that Z(O)(t) is not equal to the least upper bound M attained 
by using z(O)(t) [I, Eq. (2.7)]. Then put 
Define 
f)O’(t) . a(t) dt - ,I P)(t) * a(t) dt = k > 0. (6) 
z!‘(t) = o I S)(t) if y(t) = YE(t) otherwise. (7) 
Then for E > 0 it follows from Luzin’s theorem, and the definition of 
limit, that there exists Q which approaches zero as E approaches zero such that 
I 
T (3) T I, (t) * a,(t) dt - I z,(t) - 4(t) dt > k - r]< . (8) 0 0 
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By Definition (7) @)(t) is feasible in Problem I”. Hence for Q sufficiently 
close to zero, that is, for sufficiently small E, we have 
i 
T 
x?‘(t) 3 as(t) dt > 
s 
T 
xc(t) . 4) 4 
0 0 
which contradicts the definition that z<(t) is extremal in Problem I”. So we 
may identify f(O)(t) with z(O)(t); and consequently we may follow Levinson’s 
development of an extremal solution Z(t) to Problem I. 
It remains to show that JfZ(t) - a(t) dt = JfG(t) * y(t) dt if C(t) is optimal 
in Problem II, and conversely. 
Corresponding to Problem I” we have the dual: 
Problem II” 
Minimize 
s 
T 
w(t) rdt> dt 
0 
subject to 
B’(t) w(f) >, as(t) + jr K’(s, t) 4s) ds, O<t<T 
and 
w(t) 2 0, 0 < t .< T. 
Proceeding as in Problem I”, by defining the function 
iqt) =I WC(t) if me(t) = a(t) P(t) otherwise, 
where we(t) is an extremal for Problem II”, and p(t) is defined by Levinson 
[l, Eq. (3.1)], we can find a sequence of functions leading to the construction 
of an extremai solution w(t) for Problem II. 
Finally, we have [1, Theorem 31 that 
jTze(t) -a<(t) =jTw.(t) .r&> dt 
0 0 
from which it follows again by use of Luzin’s theorem, similar to the above, 
that 
j%(t) - a(t) = jTw(t) . $) dt; 
0 0 
and the converse also follows from the same type of argument. 
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3. THE CONCAVE PROBLEM 
We consider the problem: 
Problem I’ 
Maximize 
fbl = ~:g(zw dt 
subject to 
B(t) x(t) < y(t) + f W, s) 4s) ds, O<t,<T, 
0 
and 
z(t) 2 0, O<t<T, 
(9) 
(10) 
(11) 
where (6(x) is a given concave scalar function continuously twice differentiable 
on the set of z = z(t) defined by (10) and (11). 
It will be shown that this problem has the following dual: 
Problem II’ 
Minimize 
A% WI = +MtN - u(t) * WP>> + w(t) - y(t)) dt (12) 
subject to 
B’(t) w(t) b W(t)) + ps, t) w(s) & O<t<T, (13) 
and 
w(t) 2 0, O<t<T. (14) 
THEOREM 1. There exist an extremal solution Z(t) for Problem I’ and an 
extremal solution (a(t), G(t)) for Problem II’ such that S(t) = a(t), and the 
extreme values of the objective functionals in the two problems are equal. 
THEOREM 2 (Complementary Slackness Principle). If Z(t) and E(t) are 
extremal solutions for Problems I’ and II’ then 
and 
IfE’(t) ]B(t) - y(t) - f)C(t, s) z(s) dsl dt = 0 
I:i’(t) ]E(t) E(t) - V@(t)) - s;K(s, t) E(s) ds/ dt = 0. 
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THEOREM 3 (Kuhn-Tucker Theorem). For Z(t) to be an extremal solution 
for Problem I’ it is necessary and sufficient that there exists an m vector wO(t) 
such that 
(i) B’(t) w,,(t) - V@(t)) - [rli’(s, t) wO(s) ds > 0 
t 
(ii) Sri(t) /B’(t) w,,(t) - V+(.S(t)) - [:K’(s, t) wO(s) ds[ dt = 0 
(iii) 1: we(t) /l?(t) a(t) - y(t) - 11 K(t, s) Z(S) ds/ dt = 0 
and 
(iv) wO(t) > 0. 
In the proof of the sufficiency of Conditions (i)-(iv) in Theorem 3 it will 
be seen that these conditions are quite general, no restrictions being required 
on B(t), y(t), and K(t, s) other than that they are bounded measurable 
functions. The proof of the necessity of the conditions does require the 
use of the Tyndall-Levinson constraint qualifications. Corresponding to 
Lemma 1 of Tyndall’s paper we have the following adjointness property: 
LEMMA 2. 
ST w’(t) 11” K(t, s) z(s) ds/ dt = 1’ //‘w’(s) K(s , t) d.+(t) dt. 
0 0 0 t 
PROOF. Interchanging the variables s and t in the right-hand side of the 
above expression we obtain 
R.H.S. = ST j-’ d(s) K(s, t) z(t) ds dt = $’ j+T~‘(t) K(t, s) x(s) dt ds, 
0 t 0 s 
which gives the same form of integrand as on the left-hand side; and moreover 
the two-dimensional domain of integration in the plane (s, t) can now be 
seen to be identical on left- and right-hand sides. Hence the result follows. 
PROOF OF THEOREM 1. As in the linear case, the constraint conditions 
ensure the existence of a feasible solution for Problem I’. Since 4 is concave 
we have for any feasible z, z. that 
so that f is bounded above for all feasible z, Hecce it follows in a manner 
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corresponding to the argument used in the linear case that there exists an 
extremal solution a(t) for Problem I’. 
Now let us linearize Problem I’ to form the following continuous linear 
programming problem: 
Maximize 
Problem I” 
subject to 
and 
x(t) b 0, O<t<T. (1% 
We shall show that Z(t) is also an extremal for this problem. Suppose 
to the contrary that there exists a feasible z* such that 
F[x*] > F[2]; (20) 
that is, 
s 
r@*(t) - S(t))’ V+@(t)) dt > 0. (21) 
Define 
q(t) = 2(t) + K@*(t) - 2(t)), O<k<l, (22) 
for some value of k to be further specified later. Since z* and i are feasible 
in Problems I’ and I” it follows that q(t) is also feasible in these problems. 
Since $ is continuously twice differentiable there exists, by the mean 
value theorem, some bounded matrix function N such that 
&w) - 5wtN 
= (q(t) - W)’ V#qt)) + (m - W)’ w%(t) - W) 
= k{@*(t) - 2(t))’ V$z(t) + &s*(t) - 2(t))’ l&z*(t) - a(t))>, 
by (22). 
Hence, referring to Problem I’ we have 
f[%l -fM = ~)#MtN - dWN~ dt 
= k /j)*(t) - 2(t))’ V@(t)) dt + k J;@*(t) - z(t))’ N@*(t) - m(t)) dtl. 
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Since the first term inside the curly brackets is independent of k we can 
now choose k to be sufficiently small so that the right-hand side of the 
preceeding equation takes the sign of the first term, which by (21) is positive. 
Thus f[.zJ >f[%], which contradicts the hypothesis that f maximizes 
problem I’. So 2 is also extremal for Problem I”. 
We now apply the extended form of Levinson’s linear duality theorem 
to Problem I”, to obtain the problem: 
Proble?n II” 
Minimize 
dwl = j~6#WN - 2’(t) YCW + w’(t) y(t)) dt 
subject to 
B’(t) w(t) z ww) + j)w, t) w(s) 0% O<t<T, 
and 
w(t) > 0. 
(23) 
(24) 
(25) 
Let E(t) be an extremal for this problem. 
Since the objective functionals in Problems I” and II” are equal we have 
I ‘{z’(t) V#( t)) - C’(t) y(t)> dt = 0. 0 (26) 
It remains to show that (i?(t), G(t)) is extremal for Problem II’. 
Let 64th w(t)) b e any feasible solution for Problem II’. Then, 
g[f, 51 - A% WI = J*IMw~ - w> W(.w + W) r(t)1 
_” [4W>> - u’(t) Y(4>) + w’(t) r(t>l> dt
= I %Wt)) - 4@(t)) + u’(t) W(W) - w’(t) y(t)) dt, 
b; (26) d s o=ti’(t) VW)- w’(t) y(t)} dt, since #I is concave, 
G j$ ji’@) EB’(t) W(t) - j;K’(s, t) w(s) ds] -w’(t) r(t)l dt, 
by (11) and (13) 
< j: /w’(t) j: K(t, s) S(s) ds - j:pu’(s) K(s, t) ds P(t)/ dt, 
by (14) and (IO), 
--- 0, - by Lemma 2. 
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So (a(t), E(t)) is an extremal solution for Problem II’; and from (26) it 
follows that the extreme values of the objective functionals in Problems I’ 
and II’ are equal. 
PROOF OF THEOREM 2. From (11) and (13) we obtain 
j*“‘(t) B’(t) W(t) dt 3 j%(t) V+@(t)) + j%(t) j’K’(s, t) Z(s) ds dt, (27) 
0 0 0 t 
= j%‘(t) V+@(t)) dt + j’ jt T(s) K’(t, s) ds C(t) dt, 
0 0 0 
by Lemma 2, 
= j%‘(t) y(t) dt + j’ j’s’(s) K’(t, s) ds ii(t) dt, 
0 0 0 
So making the appropriate transpositions we have 
j;z-J(t) [B(t) z(t) - y(t) - j: K(t, s) z(s) ds/ dt > 0, 
But from (14) and (10) we have directly that 
j;iiY(t) /B(t) a(t) - y(t) - j: K(t, s) x(s) ds/ dt < 0. (28) 
Hence 
j:i.qt) /B(t) z(t) - y(t) - j: fqt, s) z(s) dj dt = 0, 
which is the complementary slackness principle for the primal Problem I’. 
From (28) and Lemma 2 we have 
jr-‘(t) B(t) a(t) dt < j%(t) y(t) dt + j%(t) j” K(t, s) z(s) ds dt 
0 0 0 0 
= jr C’(t) y(t) dt + j’ jT Z’(S) K(s, t) m(t) ds 
0 0 t 
z j%(t) V+@(t)) dt + iT j%(s) K(s, t) i?(t) ds, 
0 0 t 
by (26). 
so 
j:i'(t) /B'(t) Z(t) - V+@(t)) - j:K’(s, t) Z(s) ds/ dt < 0. 
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Comparing this inequality with (27) we deduce that 
j=i’(t) [E?(t) w(t) - Vr#qt)) - jTK(s. t) E(s) ds/ dt = 0, 
0 t 
which is the complementary slackness principle for the dual Problem II’. 
PROOF OF THEOREM 3. The existence of an extremal solution of Problem I’ 
is shown by Theorem I, and the necessity of the Kuhn-Tucker conditions 
(i)-(iv) follows immediately from Theorems 1 and 2, since the extremal 
solution G(t) of Problem II’ has the properties required for zuo(t). 
To show the sufficiency of the Kuhn-Tucker conditions we have for any 
feasible solution x(t) of Problem I’ that 
j:4W,, dt - j,T#W dt < Jo - +>)’ V@(t)) dt, 
since + is concave, 
G jl(a(t) - S(t))’ [B’(t) W&> - jjK’(s, t) W&) drl dt 
by (1 l), Condition (i), and Condition (ii), 
ZZ jr (x(t) - 2(t)>’ B’(t) w,(t) dt - j: j: (z(s) - a(s))’ K’(t, s) we(t) dt, 
by Lemma 2, 
= j; w;(t) ]W z(t) - At) - j; W, s> 4s) ds/ dt 
- j: w;(t) /B(t) s(t) - y(t) - j: K(t, s) a(s) ds/ dt, 
< 0. 
by Condition (iv), (lo), and Condition (iii). So s(t) is extremal for Problem I’. 
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