Computer vision is widely adopted to support the elderly and people with disabilities to improve their quality of life. As such a wide range of research has been carried out to help people benefit from the latest developments in computer vision in the field of ambient assisted living. We present the application of a deep machine learning approach to image classification with the aim of classifying nine different points of interest in the local environment. Our work uses convolutional layers to reduce image dimensions whilst extracting features to be used in a classification process. We then use the transformed data to train a Multi Layer Perceptron. The work also explored the applications of Locally Linear Embedding (LLE) to visualise the data both before and after the classification process to help evaluate the performance. The results show an Area Under the Curve of 0.96 and 0.97 for training and test data. It is also shown that the convolutional process is able to produce a good representation of the original image. Our work concludes that convolution neural networks are able to generalise to a very good standard. The work also concludes that the use of LLE can be used to help evaluate the classification process.
Introduction
A recent survey has shown that the general population of elderly people is steadily increasing [1] . Studies have also shown that elderly people would prefer to remain in their preferred environments rather than in nursing homes [2] . [3] document that over 14 million people over the age of 60 suffer from sight loss and require assistance in their everyday lives. It is essential that elderly people have a high quality of life which can be achieved by ensuring that there is assistance available in times of need.
Surveys have been undertaken on the different techniques employed in assistive tools for the elderly and detail the state of the art in Ambient Assisted Living [4] [5] [6] [7] . AAL (Ambient Assisted Living) is a concept used to assist elderly people in their homes, allowing them to keep their independence while offering assistance in their daily activities. Typical approaches to AAL involve the combination of pervasive devices and ambient intelligence to assist in preventing, curing and improving the wellbeing of elderly people.
AAL approaches can range from home automation [8] [9] to service robots to assist with cleaning [10] and especially to assisting in emergencies [11] , [12] . An area that has not seen much research is the social element of AAL were elderly people also require assistance outside of their homes.
A commonality across many implementations of AAL is the use of computer vision to identify and track objects, people and events in an environment. It is important in AAL to be able to identify objects to allow service robots to interact with the environment. The ability for agents to identify when certain events occur is crucial for assisting when emergencies happen in a timely manner.
The field of computer vision is a highly researched topic [13] [14] as it is used in a variety of different areas. A great deal of research has also been applied to implementing computer vision techniques to assist in AAL. [15] reviewed different techniques to analyse and identify different human behaviours. [16] created an algorithmic framework using a 3d time-offlight to detect when a person falls over. [17] implemented smart cameras which were also able track and detect when a person falls over. This approach had the cameras run embedded classifications using SVMs and transmitted to create a world model which was able to show the activities and paths of each person.
One of the current leading areas in computer vision are Convolutional Neural Networks (CNN). CNN are a machine learning technique that uses a hierarchy of neural networks and the convolutional layers alternate with subsampling layers. These layers can vary on how they are sampled and trained. CNN have been applied to a variety of fields in recent years; including image processing [18] and recommender systems [19] . Recent work in this area include; [20] presented a highperformance GPU-based CNN that was trained using an online gradient decent. [21] developed a 3D CNN model that is able to recognise human actions.
CNN can be applied to many aspects of AAL, such as identifying objects, people, scenes and events in an environment. The motivation of this paper is to assist the visually impaired and elderly by offering a mechanism for accurate scene detection which can be later applied both in and outside of the home. [22] demonstrated a sequence to sequence model that is able to convert images to text, explaining the key features found in each.
Method
Our approach consists of three key elements, the data transformation, the classification and the visualisation of high dimensional data. The images are transformed using four convolutions layers to reduce the image dimensions whilst extracting the key feature present within the image. The transformed images are then used as inputs in an Multi Layer Perceptron (MLP) which is trained using back-propagation. The work also applies Locally Linear Embedding (LLE) [23] to visualise the high dimensional data both before and after the classification process.
Data
The data used is a collection of 1,919 images of nine points of interest (POI) in Kingston upon Hull. The images were collected using a time lapse application on a mobile phone which recorded a 1920px by 1080px image every two seconds. This allowed sufficient time to move around the location and capture images of the POI at different rotations, scale and translation. The landmarks include:
The POI where selected as they offer a range of different challenges to the scene detection. From a visual point of view, the City Hall and the Fountain have similar visual features such as the sharp straight lines building design. The Deep 1 and Deep 2 images were taken from different locations and Figure  1 shows that while these two images have the same POI, they are classified as different images. This is because the background noise of both of the Deep images become key features in the matching process. This is also demonstrated with both the Statue -Fishing Net and the Harbour Gun as these both contained a lot of background noise which made them difficult to classify.
Convolutional Neural Network
This work makes use of a CNN which transformed the images into an abstract state prior of presenting to a neural network. The approach is based on early work looking at the visual processes for cats and monkeys specifically focusing on the arrangement of cells in the eye [24] . Approaches such as NeoCognitron [25] and HMAX [26] have used such biological inspired processes for object and pattern recognition. The LeNet-5 used a CNN for classifying handwritten characters and further states that a CNN has been applied to process several million bank cheques per day [27] .
In our work each image is processed through four convolutional layers which share weights between each layer. Key features are determined through the use of a 3 x 3 kernel which is initialised with random weights. The kernel iterates over each pixel in the image to create a feature map with the option to derive multiple feature maps at each layer. The "# feature map is determined by Eq. 1
where the image dimensions represented as and ,
'
represents the weights and ' representing the bias. The output from each layer is then dimensionally reduced using MaxPooling. Each region, × , is reduced to a single value using a max function.
As shown in Table 1 each layer was configured to produce a different number of feature maps at each layer which outputs a more compact representation of the input. This can be seen in convolutional layer 1 which creates 40 feature maps and outputs an image of 358 x 638 pixels. The stacked convolutional layers transformed the original images (1920px x 1080px) to a smaller feature rich image (26px x 49px). An example can be seen in Figure 2 . It also shows that the background noise that is in the original image (left) has made it through the convolutional process as a key feature alongside the POI (right). The outputs from the convolution process are then used as the inputs for a fully connected MLP. Various configurations of the MLP was tested with the final model using three hidden layers as shown in Table 2 . The MLP was trained using 50% of the images and tested using the remaining 50% of the images. 
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Visualisation of high dimensional data
One of the main challenges faced when dealing with high dimensionality data is the visualisation the dataset. Visualisation should enable us to "observe and detect underlying data distributions, patterns and structures" [28] . To facilitate the visualisation of the data the outputs from the convolutional process was dimensionally reduced to two dimensions. Whilst linear dimensionality reduction techniques such as Principal Component Analysis and Multi Dimensional Scaling are commonly applied it has been stated that they can distort both local and global spaces [29] . This can lead to poor representations of the data in lower-dimensions. Locally Linear Embedding (LLE) has been shown to overcome these problems by maintaining both local and global structures within lower embedding's of the dataset. The process involved three key steps [29] :
1. Compute the neighbours of each data point 2. Compute the weights to best reconstruct each data point from its neighbours 3. Compute the new vectors Figure 1 shows the outputs from the convolutional process projected onto a two dimensional space.
Evaluation
Evaluation is carried out using the Receiver Operator Character (ROC) plot to illustrate the trade-off between the models sensitivity and specificity. This is further supported by calculating the area under the curve (AUC), also known as cstat. The confusion matrix for the model is presented to show the false positives and false negative classifications for each class. 
Feature Extraction
The original images totalled 900mb of data with the feature extraction process using the convolutional layers taking 2.5 hours to complete on a 2.5Ghz i7 processor. This could have been significantly reduced if the task had been designed to take advantage GPU processing. As shown in Figure 2 the convolutional process is able to reduce the image size from 1920px x 1080px to 26 x 49 while maintaining the key features of the image. If the original inputs had been used as inputs for the MLP this would have resulted in 2,073,600 inputs however, by using the convoluted images we are able to use just 1,274 inputs. 
Classification
Using the convolutional data, the MLP was able to classify the images to a very good standard. The AUC for the training set was 0.96 along with an AUC of 0.97 for the test set. This shows that the model was able to generalise to a high level of accuracy with a range of different images. This is further supported in the ROC plot as shown in Figure 3 where it is shown that the model can be adjusted to increase sensitivity at the cost of specificity and vice versa.
Figure 3 -ROC for training and test datasets
When looking in more detail at the confusion matrix (Table 3) it can be seen that many of the images are classified correctly, with the classes corresponding to: The results show that class 7 (Statue -Family) was difficult for the MLP to classify correctly and was classified as class 1 (City Hall) a quarter of the time. This is similar for class 1 (City Hall) which was occasionally incorrectly classified as class 8 (Statue -Fishing Net). When looking at the confusion matrix for both training and test data ( Table 4) Table 4 -Confusion matrix for all data
LLE
The application of LLE to visualise the data before classification can be said to show areas where the classifier would not be able to discriminate between certain classes. As shown in Figure 1 the projections of Deep 1 and Deep 2, there is a distinct separation between the groups points. This suggests that a classifier would be able to discriminate between these two classes and the other classes. When looking at the LLE projections for the City Hall and the Statue -Family there is an overlap of the data points. This is shown in Figure 4 where the data points are within a similar region which may result in the MLP not able to discriminate between the two classes. This is further supported in the confusion matrix results as shown in Table 3 and Table 4 . When looking at the correct and incorrect classifications using the LLE projection it is shown in Figure 5 that the majority of the incorrect classifications are within a high density region. As LLE maintains both local and global structures [29] it can be assumed that the classifier would naturally struggle to discriminate between classes within these regions. 
Conclusion
Our work shows that a convolutional neural network can be used to accurately classify multiple points of interest. This is demonstrated through the use of a confusion matrix and the AUC of 0.96 and 0.97.
The work shows that a four-layer convolutional process is able to dimensionally reduce the number of dimensions of an image and extract the key features. This process was able to reduce the size of an image from 1920px x 1080px to 26 x 49 and reduce the number of inputs to a fully connected MLP, from 2,073,600 to 1,274.
After applying the convolutional layers and extracting the key features it was noted that some of the images contained noise that could explain some of the incorrect classifications shown in the previous confusion matrix. An example of this is also shown in Figure 1 where the same point of interest is shown to be spread or overlapped in the graph.
The work then showed the advantages of using LLE to visualise the data. Here the different points of interest would group together to show positive matches or overlap to show possible incorrect classifications.
AAL has proven the importance of scene detection and image classification [15] [16] [17] . The techniques demonstrated in this work can be applied to many AAL implementations, to detect scenes and events to a high accuracy and to assist the elderly in their everyday lives.
