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Abstract
We study the Goos-Ha¨nchen shifts for Dirac fermions in graphene scattered by a triangular
double barrier potential. The massless Dirac-like equation was used to describe the scattered
fermions by such potential configuration. Our results show that the GHL shifts is affected by
the geometrical structure of the double barrier. In particular the GHL shifts change sign at the
transmission zero energies and exhibit enhanced peaks at each bound state associated with the
double barrier when the incident angle is less than the critical angle associated with the total
reflection.
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1 Introduction
During the few past years there is a progress in studying electron transport properties in the graphene
systems [1]. With this respect, we cite the quantum version of the Goos-Ha¨nchen effect originating from
the reflection of particles from interfaces. The Goos-Ha¨nchen shift was discovered by Hermann Fritz
Gustav Goos and Hilda Ha¨nchen [2,3] and theoretically explained by Artman [4] in the late of 1940s.
Many works in various graphene-based nanostructures, including single [5], double barrier [6] and
superlattices [7], showed that the Goos-Ha¨nchen like (GHL) shifts can be enhanced by the transmission
resonances and controlled by varying the electrostatic potential and induced gap [5]. Similar to those
in semiconductors, the GHL shifts in graphene can also be modulated by the electric and magnetic
barriers [8] as well as atomic optics [9]. It has been reported that the GHL shifts play an important
role in the group velocity of quasiparticles along interfaces of graphene p-n junctions [10,11].
Very recently, we have studied the Dirac fermions in graphene scattered by a triangular double
barrier in terms of the transmission probability [12]. The system was made of two triangular potential
barrier regions separated by a well region characterized by an energy gap Gp. Solving the Dirac-like
equation and matching the solutions at the boundaries, the transmission and reflection coefficients
were expressed in terms of transfer matrix. In particular, it is showed that the transmission exhibits
oscillation resonances that are manifestation of the Klein tunneling effect.
Actually we are wondering to extend our work [12] to deal with other issues related to graphene
systems. Indeed, we investigate the GHL shifts for a system made of graphene with gap an in presence
of the triangular double barrier potential. By splitting our system into three regions, we determine
the solutions of the energy spectrum in terms of different physical quantities. After matching the wave
functions at both interfaces, we calculate the transmission coefficient as well as the GHL shifts. To
give a better understanding of our results, we plot the GHL shifts versus various physical parameters
characterizing our system.
The paper is organized as follows. In section 2, we formulate our model by setting the Hamiltonian
system describing particles scattered by a triangular double barrier whose intermediate zone is subject
to a mass term. In section 3, we obtain the spinor solution corresponding to each regions composing
our system. We use the transfer matrix to describe the boundary conditions and split the energy
regions into three domains in order to calculate the the phase shift and GHL shifts. In section 4, we
numerically present our results for the GH shifts and the transmission probability of an electron beam
transmitted through a graphene triangular double barrier. We then conclude our work in the final
section.
2 System model
We consider a system of massless Dirac fermions through a strip of graphene with the Fermi energy
E and the incidence angle φ1 with respective to the incident x-direction of two-dimensional graphene
sheet subject to a triangular double barrier potential. Specifically this system is a flat sheet of graphene
subject to a square potential barrier along the x-direction while particles are free in the y-direction.
For ease of mathematical formulation let us first describe the geometry of our system as being made
of five regions denoted by j = 1, · · · , 5. Each region is characterized by its potential and interaction
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with external sources. The barrier regions are formally described by a Dirac-like Hamiltonian
H = vFσ · p+ V (x)I2 +∆σz (1)
where vF ≈ 10
6m/s is the Fermi velocity, σ = (σx, σy) are the Pauli matrices, p = −i~(∂x, ∂y), I2
the 2× 2 unit matrix, the electrostatic potential V (x) = Vj in each scattering region. The parameter
∆ = mv2F is the energy gap originating either from sublattice symmetry breaking or from the spin-orbit
interaction. It is defined by
∆ = t′Θ
(
d21 − x
2
)
(2)
where Θ is the Heaviside step function, d1 and t
′ are positive numbers defining the width and strength
of the energy gap region. In order to study the scattering of Dirac fermions in graphene by the above
double barrier structure we first choose the following explicit potential configuration
V (x) = Vj =


(γx+ d2)F, d1 ≤ |x| ≤ d2
V2, |x| ≤ d1
0, otherwise
(3)
with d1 is a positive number such that d2− d1 represents the width of the triangular potential barrier
region and γ = ±1, γ = 1 for x ∈ [−d2,−d1], γ = −1 for x ∈ [d1, d2] and F =
v1
d2−d1
.
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Figure 1: Schematic diagram for Dirac fermions in inhomogeneous magnetic field through a graphene
double barrier, with the two barriers triangular of width d2 − d1 height V1, and distance 2d1 height
potential V2 between them. (a): the dashed lines show smooth electric potentials with distributions of
error functions. (b): describes the incident, reflected, and transmitted electron beams with a lateral shift
Sr and St.
We define each potential region as follows: j = 1 for x ≤ −d2, j = 2 for −d2 ≤ x ≤ −d1, j = 3 for
−d1 ≤ x ≤ d1, j = 4 for d1 ≤ x ≤ d2 and j = 5 for x ≥ d2. The corresponding constant potentials are
given in (3) and are denoted by Vj in the j-th region, the five regions indicated schematically in Figure
1, which shows the space configuration of the potential profile. We therefore need to study just one
K point. The time-independent Dirac equation for the spinor Φ(x, y) = (ϕ+, ϕ−)
T
, where T stands
for the transpose and E = vF ǫ is the energy of the system, which can be defined by[
σ · p+ vjI2 + µΘ
(
d21 − x
2
)
σz
]
Φ(x, y) = ǫΦ(x, y) (4)
in the unit system ~ = 1, with Vj = vF vj, t
′ = vFµ, F = vF ̺ and V1 = vF v1. Our system is supposed
to have finite width W with infinite mass boundary conditions on the wavefunction at the boundaries
2
y = 0 and y =W along the y-direction [18,25]. These boundary conditions result in a quantization of
the transverse momentum along the y-direction
ky =
π
W
(
n+
1
2
)
, n = 0, 1, 2 · · · . (5)
One can therefore assume a spinor solution of the form Φj =
(
ϕ+j (x), ϕ
−
j (x)
)T
eikyy and the sub-
scripts j = 1, 2, 3, 4, 5, indicates the space region while the superscripts indicate the two spinor compo-
nents. Solving the eigenvalue equation to obtain the upper and lower components of the eignespinor
in the incident and reflection region (x < −d2)
Φ1 =
(
1
z1
)
ei(k1x+kyy) + rs
(
1
−z−11
)
ei(−k1x+kyy) (6)
z1 = s1
k1 + iky√
k21 + k
2
y
(7)
where the sign function is defined by sj = sign(E). The corresponding dispersion relation is given by
ǫ = s1
√
k21 + k
2
y . (8)
In region 2 and 4 (d1 < |x| < d2), the general solution can be expressed in terms of the parabolic
cylinder function [19,20,24] as
χ+γ = cn1Dνn−1 (Qγ) + cn2D−νn
(
−Q∗γ
)
(9)
where νn =
ik2y
2̺ , ǫ0 = ǫ − v1, Qγ(x) =
√
2
̺e
iπ/4 (γ̺x+ ǫ0), cn1 and cn2 are constants. The second
component reads as
χ−γ = −
cn2
ky
[
2(ǫ0 + γ̺x)D−νn
(
−Q∗γ
)
+
√
2̺eiπ/4D−νn+1
(
−Q∗γ
)]
−
cn1
ky
√
2̺e−iπ/4Dνn−1 (Qγ) (10)
The components of the spinor solution of the Dirac equation (4) in region 2 and 4 can be obtained
from (9) and (10) with ϕ+γ (x) = χ
+
γ + iχ
−
γ and ϕ
−
γ (x) = χ
+
γ − iχ
−
γ . In regions j=2,4 we have the
eigenspinors
Φj = aj−1
(
η+γ (x)
η−γ (x)
)
eikyy + aj
(
ξ+γ (x)
ξ−γ (x)
)
eikyy (11)
The function η±γ (x) and ξ
±
γ (x) are given by
η±γ (x) = Dνn−1 (Qγ)∓
1
ky
√
2̺eiπ/4Dνn (Qγ) (12)
ξ±γ (x) = ±
1
ky
√
2̺e−iπ/4D−νn+1
(
−Q∗γ
)
±
1
ky
(−2iǫ0 ± ky − γ2i̺x)D−νn
(
−Q∗γ
)
. (13)
In region 2:
Φ2 = a1
(
η+1 (x)
η−1 (x)
)
eikyy + a2
(
ξ+1 (x)
ξ−1 (x)
)
eikyy (14)
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In region 4:
Φ4 = a3
(
η+
−1(x)
η−
−1(x)
)
eikyy + a4
(
ξ+
−1(x)
ξ−
−1(x)
)
eikyy (15)
where γ = ±1. Solving the eigenvalue equation for the Hamiltonian (4) describing region 3, we find
the following eigenspinor
Φ3 = b1
(
α
βz3
)
ei(k3x+kyy) + b2
(
α
−βz−13
)
ei(−k3x+kyy) (16)
with the parameters α and β are defined by
α =
(
1 +
µ
ǫ− v2
)1/2
, β =
(
1−
µ
ǫ− v2
)1/2
(17)
and the complex number
z3 = s3
k3 + iky√
k23 + k
2
y
(18)
with the sign function s3 = sign(ǫ− v2). The wave vector being
k3 =
√
(ǫ− v2)2 − µ2 − ky
2 (19)
Finally the eigenspinor in region 5 (x > d2) can be expressed as
Φ5 = ts
(
1
z1
)
ei(k1x+kyy). (20)
In the next, we will see how to use the above solutions in order to deal with different issues. These
concern the transmission and reflection probabilities, which will allow us to determine the phase shift
and therefore study the Goos-Ha¨nchen like shifts.
3 Phase shift and GHL shifts
The transmission and reflection coefficients (rs, ts) can be determined using the boundary conditions
and continuity of the eigenspinors at each interface. These will help to build a bridge between quantum
optics and Dirac fermions in graphene through the GHL shifts. We prefer to express these relationships
in terms of 2× 2 transfer matrices between different regions Mj,j+1, such as(
aj
bj
)
=Mj,j+1
(
aj+1
bj+1
)
. (21)
From this, we finally end up with the full transfer matrix over the whole double barrier which can be
written, in an obvious notation, as(
1
rs
)
=
4∏
j=1
Mjj+1
(
ts
0
)
=M
(
ts
0
)
(22)
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where the total transfer matrix M =M12 ·M23 ·M34 ·M45 and Mjj+1 are transfer matrices that couple
the wave function in the j-th region to the wave function in the (j+ 1)-th region. These are given
explicitly by
M =
(
m11 m12
m21 m22
)
(23)
M12 =
(
e−ik1d2 eik1d2
z1e
−ik1d2 −z∗1e
ik1d2
)−1(
η+1 (−d2) ξ
+
1 (−d2)
η−1 (−d2) ξ
−
1 (−d2)
)
(24)
M23 =
(
η+1 (−d1) ξ
+
1 (−d1)
η−1 (−d1) ξ
−
1 (−d1)
)−1(
αe−ik3d1 αeik3d1
βz3e
−ik3d1 −βz∗3e
ik3d1
)
(25)
M34 =
(
αeik3d1 αe−ik3d1
βz3e
ik3d1 −βz∗3e
−ik3d1
)−1(
η+
−1(d1) ξ
+
−1(d1)
η−
−1(d1) ξ
−
−1(d1)
)
(26)
M45 =
(
η+
−1(d2) ξ
+
−1(d2)
η−
−1(d2) ξ
−
−1(d2)
)−1(
eik1d2 e−ik1d2
z1e
ik1d2 −z∗1e
−ik1d2
)
(27)
with the following relationships between the parabolic cylindrical functions
η±
−1(d1) = η
±
1 (−d1), η
±
−1(d2) = η
±
1 (−d2) (28)
ξ±
−1(d1) = ξ
±
1 (−d1), ξ
±
−1(d2) = ξ
±
1 (−d2). (29)
The above analysis allows to extract the transmission and reflection amplitudes as
ts =
1
m11
, rs =
m21
m11
. (30)
At this stage, we should point out that we were unfortunately forced to adopt a somehow cumber-
some notation for our wavefunction parameters in different potential regions due to the relatively large
number of necessary subscripts and superscripts. Before matching the eigenspinors at the boundaries,
let us define the following shorthand notation
η±1 (−d1) = η
±
11, η
±
1 (−d2) = η
±
12 (31)
ξ±1 (−d1) = ξ
±
11, ξ
±
1 (−d2) = ξ
±
12 (32)
Now we are able to explicitly determine the transmission amplitude ts. Indeed, after some lengthy alge-
bra, one can solve the linear system given in (22) to obtain the transmission and reflection amplitudes
in closed form. We obtain
ts =
αβe2i(k1d2+k3d1)
(
1 + z21
) (
1 + z23
)
z3 (e4ik3d1 − 1) (α2G2 + β2G1) + αβG3
(
ξ+11η
−
11 − ξ
−
11η
+
11
) (
ξ−12η
+
12 − ξ
+
12η
−
12
)
(33)
where we have defined the following quantities
G1 =
(
ξ−12η
+
11 − ξ
+
11η
−
12 − ξ
+
12η
+
11z1 + ξ
+
11η
+
12z1
) (
ξ+11η
+
12 + ξ
+
11η
−
12z1 − η
+
11(ξ
+
12 + ξ
−
12z1
)
(34)
G2 =
(
ξ−11η
+
12 − ξ
−
11η
−
12z1 − η
−
11(ξ
+
12 + ξ
+
12z1
) (
−ξ−12η
−
11 + ξ
+
12η
−
11z1 − ξ
−
11(η
−
12 + η
+
12z1
)
(35)
G3 = Γ0
(
1 + z21z
2
3
)
+ Γ1z1 (1− z3) + Γ2
(
z21 + z
2
3
)
+ e4id1k3 (Γ3 + Γ4) (36)
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as well as
Γ0 = −ξ
+
12ξ
−
12η
+
11η
−
11 + ξ
+
11ξ
−
12η
−
11η
+
12 + ξ
−
11ξ
+
12η
+
11η
−
12 − ξ
+
11ξ
−
11η
+
12η
−
12 (37)
Γ1 =
(
ξ+12
)2
η+11η
−
11 −
(
ξ−12
)2
η+11η
−
11 − ξ
−
11ξ
+
12η
+
11η
+
12 − ξ
+
11ξ
+
12η
−
11η
+
12 (38)
+ξ+11ξ
−
11
(
η+12
)2
− ξ+11ξ
−
11
(
η−12
)2
+ ξ−11ξ
−
12η
+
11η
−
12 + ξ
+
11ξ
−
12η
−
11η
−
12
Γ2 = ξ
+
12ξ
−
12η
+
11η
−
11 − ξ
−
11ξ
−
12η
+
11η
+
12 − ξ
+
11ξ
+
12η
−
11η
−
12 + ξ
+
11ξ
−
11η
+
12η
−
12 (39)
Γ3 =
(
ξ+12
)2
η+11η
−
11
(
z23 − 1
)
− ξ−11ξ
−
12η
+
11
[
η+12
(
1 + z21z
2
3
)
− η−12z1
(
z23 − 1
)]
(40)
+ξ−11ξ
+
11
[(
η+12
)2
z1 −
(
η−12
)2
z1 + η
+
12η
−
12
(
z21 − 1
) (
z23 − 1
)]
Γ4 = ξ
−
12η
−
11
[
−ξ−12η
+
11z1
(
z23 − 1
)
+ ξ+11
(
η−12z0
(
z23 − 1
)
+ η+12
(
z21 + z
2
3
))]
(41)
ξ+12ξ
−
12η
+
11η
−
11
(
z21 + 1
) (
z31 − 1
)
− ξ+12ξ
+
11η
−
11
(
η−12
(
1 + z21z
2
3
)
+ η+12z1
(
z31 − 1
))
+ξ+12ξ
−
11η
+
11
[
η−12
(
z21 + z
2
3
)
+ η+12z1
(
1− z23
)]
The transmission and reflection amplitudes can be expressed as complex numbers
ts = ρtse
iϕts (42)
rs = ρrse
iϕrs (43)
where we have defined the phase shift of the transmission and reflection amplitudes as being ϕt and
ϕr, respectively
ϕts = arctan
(
ℑ[ts]
ℜ[ts]
)
, ϕrs = arctan
(
ℑ[rs]
ℜ[rs]
)
(44)
as well as the amplitudes
ρts =
(
ℜ[ts]
2 + ℑ[ts]
2
) 1
2 , ρrs =
(
ℜ[rs]
2 + ℑ[rs]
2
) 1
2 (45)
with as usual the real and imaginary parts are given by
ℜ[ts] =
ts + t
∗
s
2
, ℑ[ts] =
ts − t
∗
s
2i
(46)
ℜ[rs] =
rs + r
∗
s
2
, ℑ[rs] =
rs − r
∗
s
2i
. (47)
These allow us to express the phase shift as
ϕts = arctan
(
i
t∗s − ts
ts + t∗s
)
, ϕrs = arctan
(
i
r∗s − rs
rs + r∗s
)
. (48)
We study GHL shifts in graphene by considering an incident, reflected and transmitted beams
with some transverse wave vector ky = ky0 and angle of incidence φ1(ky0) ∈ [0,
π
2 ], denoted by the
subscript 0. These can be expressed for the incident beam as
Ψin(x, y) =
∫ +∞
−∞
dky f(ky − ky0) e
i(kx1(ky)x+kyy)
(
1
eiφ1(ky)
)
(49)
as well as the reflected beam
Ψre(x, y) =
∫ +∞
−∞
dky rs(ky) f(ky − ky0) e
i(−kx1(ky)x+kyy)
(
1
−e−iφ1(ky)
)
(50)
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and the reflection amplitude is
rs(ky) = |rs|e
iϕrs (51)
this fact is represented by writing the x-component of wave vector kx1 as well as φ1 both as function of
ky, where each spinor plane wave is a solution of (4). The function f(ky − ky0) is the angular spectral
distribution, which can be assumed of Gaussian shape
f(ky − ky0) = wye
−w2y(ky−ky0)
2
(52)
with wy is the half beam width at waist [10]. We can approximate the ky-dependent terms by a Taylor
expansion around ky and retaining only the first order term to get for the phase
φ1(ky) ≈ φ1(ky0) +
∂φ1
∂ky
∣∣∣
ky0
(ky − ky0) (53)
and also for the wave vector
kx1(ky) ≈ kx1(ky0) +
∂kx1
∂ky
∣∣∣
ky0
(ky − ky0). (54)
As far as the transmission waves is concerned, we write the beam as
Ψtr(x, y) =
∫ +∞
−∞
dky ts(ky) f(ky − ky0) e
i(kx1(ky)x+kyy)
(
1
eiφ1(ky)
)
(55)
and the transmission amplitude is
ts(ky) = |ts|e
iϕts (56)
which will be calculated through the use of the boundary conditions. The stationary-phase approx-
imation indicates that the GHL shifts are equal to the negative gradient of transmission phase with
respect to ky. To calculate the GHL shifts of the transmitted beam through our system, according to
the stationary phase method [13], we adopt the definition [5, 14,15]
St = −
∂ϕts
∂ky
∣∣∣
ky0
, Sr = −
∂ϕrs
∂ky
∣∣∣
ky0
. (57)
These can be used to write the reflection and transmission probabilities as
Ts = |ts|
2, Rs = |rs|
2. (58)
Obviously, we can check that the probability conservation condition Ts + Rs = 1 is well satisfied.
Having obtained the closed form expressions of the GHL shifts and transmission in different energy
domains, we proceed now to compute these quantities numerically. This will help us understand the
effect of various potential parameters on the GHL shifts in our double linear barrier potential.
4 Discussion of numerical results
The physics of particle scattering through a linear double barrier depends on the energy of the incoming
particle. We numerically evaluate the GHL shifts in transmission St and in reflection Sr as a function
of structural parameters of the graphene double linear barrier, including the energy ǫ, the y-component
7
of the wave vector ky, the energy gap µ and the potentials v1 and v2. To understand their behaviors,
let us consider Figure 2(a) where we study the GHL shifts in transmission as well as the GHL shifts
in reflection versus the energy ǫ for specific values of the parameters d1 = 1, d2 = 2.5, v1 = 60,
v2 = 30. It was found that the GHL shifts can be negative as well as positive and become zero at
transmission resonances in Figure 2(b). However, in intervals ǫ ≤ v2 − ky and v2 + ky ≤ ǫ ≤ v1,
there are oscillation resonances due to the Klein regime, that is, a situation in which only oscillatory
solutions exist throughout and where the so called Klein paradox reigns. Finally in the interval where
ǫ > v1 the usual high energy barrier oscillations and asymptotically the transmission reaches unity at
high energy.
Ε
St
Sr
HaL
Ts
RsHbL
10 20 30 40 50 60 70
Ε0.0
0.2
0.4
0.6
0.8
1.0
Ts, Rs
Figure 2: (Color online) (a): GHL shifts in transmission St and in reflection Sr as a function of energy
ǫ. (b): Transmission and reflection probabilities (Ts, Rs) as a function of energy ǫ with d1 = 1, d2 = 2.5,
µ = 0, ky = 1, v1 = 60 and v2 = 30.
10 20 30 40 50 60 70 80
Ε
-3
-2
-1
0
1
2
3
St
10 20 30 40 50 60 70 80
Ε0.0
0.2
0.4
0.6
0.8
1.0
Ts
Figure 3: (Color online) (a): GHL shifts St in transmission. (b): The transmission probability Ts as a
function of energy ǫ with d1 = 0.3 (blue color), d1 = 0.6 (green color), d1 = 1 (red color), d2 = 2.5, µ = 0
and ky = 1, v1 = 30, v2 = 60.
In Figure 3 we plot the GHL shifts 3(a) and transmission 3(b) as a function of the energy for
specific values of the potential parameters d1 = 1, d2 = 2.5, ky = 1, v1 = 30 and v2 = 60. It is clear
from Figure 3(a) that the GHL shifts change sign at the Dirac points (ǫ = v1, ǫ = v2). We deduce that
there is a strong dependence of the GHL shifts on d1, it increases with d1. However, in the energy
domain ǫ < v1 the GHL shifts are positive as long as the energy satisfies the condition v1 < ǫ < v2
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and negative for ǫ > v2. We notice that the GHL shifts display sharp peaks inside the transmission
gap around the point ǫ = v1, while they are absent around the energy point ǫ = v2. In such situation,
one can clearly end up with an interesting result such that the number of sharp peaks is equal of that
of transmission resonances. We also observe that the shifts become constant beyond certain energy
threshold, which is compatible with a maximum of transmission.
HaL
5 10 15 20 25 30 35
v2
-2
-1
0
1
2
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-2
-1
0
1
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Figure 4: (Color online) GHL shift St as a function of energy potential v2 with d1 = 0.4 (blue color),
d1 = 0.7 (red color), d1 = 1.1 (green color), d2 = 1.3, µ = 0, ky = 1, ǫ = 15 and v1 = 30.
We show in Figure 4 the transmission versus potential strength v2. We have chosen the parameters
(ǫ = 15, v1 = 25) in Figure 4(a) and (ǫ = 25, v1 = 15) in Figure 4(b), with inter-barrier distance
d2 = 1.3 and distances d1 = {0.4, 0.7, 1.1}. One can notice that, at the Dirac points v2 = ǫ, the GHL
shifts change their sign. This change in sign of the GHL shifts shows clearly that they are strongly
dependent on the barrier heights. We also notice that the GHL shifts are negative and positive in
Figures 4(a) and 4(b). Note that, the Dirac points represent the zero modes for Dirac operator [8] and
lead to the emergence of new Dirac points, which have been discussed in different works [21,22]. Such
point separates the two regions of positive and negative refraction. In the cases of v2 < ǫ and v2 > ǫ
(respectively v1 < ǫ and v1 > ǫ), the shifts are respectively in the forward and backward directions,
due to the fact that the signs of group velocity are opposite.
v2 = 40, Ε = 15v2 = 40, Ε = 25
v2 = 10, Ε = 35
v2 = 20, Ε = 35
HaL
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Μ
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0
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HbL
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Figure 5: (Color online) (a)/(b): the GH in transmission and in reflection (Sr/Sr) as a function of
energy gap µ with d1 = 0.5, ky = 1, d2 = 1.5 and v1 = 50, {v2 = 40, ǫ = 15}, {v2 = 40, ǫ = 25},
{v2 = 10, ǫ = 35} and {v2 = 20, ǫ = 35}.
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Now let us investigate what will happen if we introduce a gap in the intermediate region x ≤ |d1|.
Note that, the gap is introduced as shown in Figure 1 and therefore it affects the system energy
according to the solution of the energy spectrum obtained in region 3. Figure 5(a) and 5(b) show
that the GHL shifts in the propagating case can be enhanced by a gap opening at the Dirac point.
This has been performed by fixing the parameters d1 = 0.5, d2 = 1.5, ky = 1, v1 = 50 and making
different choices for the energy ǫ and potential v2. For s3 = sign(ǫ− v2) = 1 we conclude that one can
still have negative shifts. Note that (17) implies that for certain energy gap µ, there is no possible
transmission. In fact, under the condition µ > |ǫ − v2| every incoming state is reflected. We notice
that the GHL shifts in transmission St vanish for values of ǫ below the critical value µ = |ǫ − v2|.
Figure 5(b) shows the GHL shifts in reflection Sr as a function of energy gap µ. For the configuration
{v2 = 40; ǫ = 15, 25}, we can still have positive shifts while for configuration {ǫ = 35; v2 = 10, 20}
the GHL shifts are negative. We notice that the GHL shifts in reflection Sr did not vanish and
decreases with increasing µ for s3 = sign(ǫ − v2) = −1 as well as increases with increasing µ for
s3 = sign(ǫ− v2) = 1.
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Figure 6: (Color online) (a): The reflection probability Rs and (b): the GHL shifts in reflection Sr as a
function of energy gap µ with d1 = 1.1, ky = 1, d2 = 1.3 and v1 = 50, ǫ = 35 and µ = 2, 4, 8.
The above GHL shifts Sr and reflection probability Rs as function of potential strength v2 for
different values of the energy gaps µ are shown in Figure 6(a) and 6(b). From these Figures, we
can see that the region of the weak GHL shifts become wide with the increase in energy gap µ, the
shifts are affected by the internal structure of the double barrier. In particular it change the sign at
the total reflection energies and peaks at each bound state associated with the double linear barrier.
Thus the GHL shifts can be enhanced by the presence of resonant energies in the system when the
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incident angle is less than the critical angle associated with total reflection. It is clearly seen that St
is oscillating between negative and positive values around the critical point v2 = ǫ. At such point Rs
is showing total reflection while it oscillates away from the critical point.
10 20 30 40 50 60 70
v1
-4
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0
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Sr
Figure 7: (Color online) the GHL shifts in reflection (Sr) as a function of energy gap µ with d1 = 1.1,
ky = 1, d2 = 1.3 and v1 = 50, ǫ = 30 and µ = 2, 4, 8.
We show in Figure 7 the GHL shifts for the reflection versus potential strength v1 for different
energy gaps µ. One observes that the GHL shifts in reflection can be negative or positive. Therefore,
we can control the positive and negative GHL shifts by changing the y-directional of the energy gap
µ. In other words, we can control the moving directions of the carriers at the interface of the graphene
barrier by adjusting µ.
5 Conclusion
In this paper we have considered a model to describe over-barrier electron emission from the edge
of monolayer graphene through a linear electrostatic double barriers. We have computed the Goos-
Ha¨nchen like (GHL) shifts through a double barrier potential, the massless Dirac-like equation was
used to describe the scattered fermions by such a potential configuration.
Our results showed that the GHL shifts are affected by the internal structure of the double barrier.
In particular the GHL shifts change sign at the transmission zeroes and peaks at each bound state
associated with the double barrier. Thus our numerical results showed that the GHL shifts can be
enhanced in the presence of resonant energies in the system when the incident angle is less than the
critical angle associated with total reflection.
Finally we close our work by mentioning some challenges facing the potential connection between
the two fields, quantum optics and graphene. Very recently, pertinent discussions have been made
to emphasis the main difficulties in detecting the GHL shifts and preparing the electron beam in
solid-state physics [23]. These discussions open for us important research avenues that will help us
understand and overcome the above mentioned difficulties. On the other hand, we learned from [23]
that the spin-orbit coupling in optics is an interesting and fascinating topic because the spin-orbit
interaction in graphene opens up a spin-orbit gap, though very small, at the Dirac points. All these
matters will be highly important when we consider tunable GH shift leading to potential applications
in future graphene based electronic devices. These matters will be investigated in the near future to
11
enable us to get a deeper understanding of graphene transport properties.
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