Deep learning for hologram generation. by Liu, Sheng-Chi & Chu, Daping
Deep learning for hologram generation 
SHENG-CHI LIU AND DAPING CHU * 
Centre for Photonic Devices and Sensors, Department of Engineering, University of Cambridge, 9 JJ 
Thomson Avenue, Cambridge, CB3 0FA, UK 
* Corresponding author: dpc31@cam.ac.uk 
Abstract: This work exploits deep learning to develop real-time hologram generation. We 
propose an original concept of introducing hologram modulators to allow the use of generative 
models to interpret complex-valued frequency data directly. This new mechanism enables the 
pre-trained learning model to generate frequency samples with variations in the underlying 
generative features. To achieve an object-based hologram generation, we also develop a new 
generative model, named the channeled variational autoencoder (CVAE). The pre-trained 
CVAE can then interpret and learn the hidden structure of input holograms. It is thus able to 
generate holograms through the learning of the disentangled latent representations, which can 
allow us to specify each disentangled feature for a specific object. Additionally, we propose a 
new technique called hologram super-resolution (HSR) to super-resolve a low-resolution 
hologram input to a super-resolution hologram output. Combining the proposed CVAE and 
HSR, we successfully develop a new approach to generate super-resolved, complex-amplitude 
holograms for 3D scenes. 
© 2020 Optical Society of America under the terms of the OSA Open Access Publishing Agreement 
1. Introduction 
Holographic display is widely recognised as the most promising 3D display technology [1,2]. 
Compared to other 3D techniques [3–5], it can provide an extraordinary 3D perception with all 
essential visual cues to viewers. However, this kind of display requires the display system to 
be able to offer extremely large amount of information for high resolution. This is undoubtedly 
challenging for all the existing display technologies. In fact, even if a display device with this 
enormous total number of pixels existed in the market, we would still face the serious obstacle 
of calculating holograms for it [6]. In particular, real-time implementation for this type of super-
resolution system would be a severe challenge with conventional hologram generation 
methods. Hence, this research aims at developing new algorithms for generating holograms to 
overcome the obstacle of long computation and achieve real-time process. To tackle the issue 
of the long computation process, we exploit a deep neural network to generate computer-
generated holograms. This is because a neural network is an extremely flexible model because 
of its vast number of parameters. It enables a trained model to represent a complex function; it 
is especially beneficial for learning. Thus, we introduce the concept of training a learning model 
to be able to generate holograms directly. 
In recent years, there are many research groups using deep learning technologies in the 
holography field [7]. Some use deep neural networks to generate binary holograms [8], phase-
only holograms [9] and multi-depth holograms [10], some claim their method can perform a 
speckle-less reconstruction [11], and other can achieve a fast hologram computation based on 
an unsupervised learning process using a convolutional neural network [12]. In comparison, 
our research exploits the generative modeling, a class of machine learning [13,14], to produce 
computer-generated holograms. Variational autoencoder (VAE) [15] is one of the generative 
models. VAE can take on the capability of autoencoding information. It can, therefore, 
compress data with high dimensions into small representations via its encoder network and then 
interpret from the encoded data to the reconstructed initial data with a low reconstruction loss. 
Most notably, it can achieve learning of interpretable factorised representations so that it can 
further generate new samples with similar features to the original data. However, we found that 
a generative mode only works to generate data in the space domain: it fails to interpret ones in 
the frequency domain [16,17]. 
A. VAE for generating images 
Here we provide an example where we exploit a standard VAE based on an image dataset (see 
Fig. 1) to see the performances of generating spatial image data and frequency spectrum data 
(i.e., computer-generated holograms). The dataset contains 72 images rotated of the letter “A” 
every five degrees, as shown in Fig. 1(a). These are then reshaped from the resolution of 
128×128 to 16384×1 as the input vector. The neural network architecture is represented in Fig. 
1(b). It has four fully-connected hidden layers in the network. Since the input dimensions are 
16384×1, both the input and output layers contain 16384 neurons. The middle layer of the 
encoder and the decoder are designed with 400 neurons, while the bottleneck size is 20. 
During the feed-forward step of the training process, we feed 36 images jointly as a batch 
to the encoder network. The program maps the inputs subsequently to the latent distribution 
parameters in latent space. Next, it samples the latent vector from the latent distribution. 
Following that, the decoder decompresses the sampled vector and ultimately obtains the 
reconstructed inputs. After the backprop optimises the parameters of the net, the training 
operation iteratively goes through the forward and the backward procedures. Eventually, we 
obtain the optimised VAE network specifically for the image dataset. 
The VAE is not only able to compress input images but is also capable of learning the 
underlying generative factors of the spatial images. Figure 2 shows the generation results 
produced by the latent representations sampled from the learned latent distribution. The figure 
tiles all the 361 images created by the VAE throughout the 360-degree rotation. The red blocks 
in Fig. 2 are the reconstructed input images, whereas the blue blocks are the new generated 
images. As the outcomes demonstrate, the trained VAE can produce new samples with the same 
features, which for this case is the rotation of the image letter “A”. Hence, we can recognise 
the VAE as a generative model for specifically generating the image with a feature of rotation. 
B. VAE for generating holograms 
On the other hand, to generate computer-generated holograms via a VAE, we first compute the 
hologram of the image dataset in Fig. 1(a) based on the Gerchberg–Saxton (GS) algorithm 
[18,19]. Essentially, the algorithm computes the inverse Fourier transform (IFT) of the 2D 
image first, and then replaces the amplitude of the IFT spectrum with the target image. The 
replaced IFT spectrum implements a Fourier transform (FT) afterwards. The amplitude of the 
previous result is also replaced by a uniform magnitude. After a number of iterations, the FT 
spectrum has ultimately been shaped to a uniform magnitude with only phase information left. 
Figure 3(a) shows the training hologram dataset which consists of 72 holograms of the 
image dataset in Fig. 1(a). The holograms are the phase-only holograms generated by the GS 
algorithm. The holograms are then normalised from the range [-π, π] to [0, 1]. After the training 
dataset is created by these normalised phase-only holograms, we feed them to the same VAE 
described in Fig. 3(b). The difference between the previous case and this one is the inputs are 
phase-only spectra in the frequency domain instead of real-valued images in the spatial field. 
Except for the training inputs, the cases share the same structure parameters and the same hyper-
parameters of neural networks (batch size, learning rate, etc.). 
After training, the VAE only can reconstruct the initial holograms (see the red blocks in 
Fig. 4a), their corresponding replay images are showed in the red blocks in Fig. 4(b). However, 
the trained model cannot learn any underlying factor from the training holograms; therefore, 
Figs. 4(a) and 4(b) only reveal the replay images of the holograms existed in the training set 
(red blocks); the rest of the images (blue blocks) failed to appear. The results indicate that, 
although the trained VAE can encode and decode the initial holograms (Fig. 3a) accurately, it 
is unable to learn the underlying generative factors of holograms. In consequence, the VAE can 
only decode the training hologram inputs (the holograms of the images rotated of the letter “A” 
every five-degrees) but cannot interpret new holograms sufficiently of the images letter “A” 
rotated in each one degree as shown in Fig. 2. 
  
(a) (b) 
Fig. 1. (a) A image set consisting of 72 images created from the rotation of the original image in 
each five degrees, (b) Illustration of the neural network architecture of a standard VAE. 
 
Fig. 2. After training the VAE (Fig. 1(b)) using the image set (Fig. 1(a)), the model successfully 
learns a significant feature from the training dataset (the rotation of the letter “A”). Therefore, it 
can generate new images by sampling the latent variables from the latent distribution. The 
generation results show the image letter “A” with different rotation angles from -180° to 180°. 
  
(a) (b) 
Fig. 3. (a) The training dataset consisting of 72 holograms calculated from the image set 
(Fig. 1(a)) based on the GS algorithm [18, 19], (b) we build the same VAE architecture to learn 
some underlying factors from the holograms. 
  
(a) (b) 
Fig. 4. (a) Generation results of the VAE for generating the holograms of the images in Fig. 2 
and (b) the corresponding replay images of the holograms. The VAE only can reconstruct the 
initial holograms, but it cannot generate new holograms. This means the model is not able to 
































To sum up this example, a generative model, VAE, can learn the underlying generative 
factors from spatial images yet fail to work on frequency spectra. This is because each point of 
a frequency spectrum in the frequency field is contributed by an entire image in the spatial field. 
Take a 128×128 image for example; the dimensionality of its FT spectrum is also 128×128 = 
16,384 in the frequency domain but (128×128)2 = 268,435,456 in the spatial domain. Due to 
the extremely high dimensionality, a generative model is unable to acquire a sense of 
underlying factors of frequency data in the frequency domain. The model is actually capable of 
finding the relation among the hologram dataset, but it is only in its frequency field. After a 
transform from the frequency to the space field which we care about, the relationship then no 
longer makes sense. This means that the models, in general, cannot learn information from data 
in the frequency domain. We, therefore, propose an effective mechanism to deal with this. This 
research also develops deep generative models to learn the underlying structure of holograms 
to introduce an object-based hologram computation method. We further propose an original 
concept of hologram super-resolution, and finally demonstrate our generated holograms in a 
holographic display system. 
2. Spatial spectrum of hologram modulator 
2.1 Concept 
We propose a data pre-processing mechanism to train a generative model to learn and interpret 
an underlying structure of complex-amplitude holograms of 3D scenes. It first defines a concept 
called hologram modulator (HM), which transforms a basis hologram to a target hologram (the 
ratio of the target to the basis). We then use IFT of HMs, which is the spatial spectrum of 
hologram modulator (SSHM), as a dataset to train a deep learning model. To derive the SSHM, 
we need to create a basis hologram and define the target hologram. The relationships among a 
basis hologram (X), a target hologram (Y) and the corresponding HM and the corresponding 
SSHM are defined and illustrated in Eq. 1 and Fig. 5. Since the basis or target holograms are, 
in general, of complex amplitude, the corresponding SSHMs are complex-valued; thus, we tile 
the real and imaginary parts of an SSHM together to form a joint form. Consequently, this joint 
SSHM is no longer complex-valued but real-valued with double the size of the initial one. 
Finally, we can utilise the joint SSHMs as the input data for training a deep learning model to 
learn the underlying structure of the holograms. 
𝑆𝑆𝐻𝑀 = ℱ−1{𝐻𝑀} =  ℱ−1 {
𝑌
𝑋
}            (1) 
 
Fig. 5. Illustration of the relationships among basis (X) and target (Y) holograms, hologram 
modulator (HM) and spatial spectrum of hologram modulator (SSHM), used as the training data. 
2.2 Normalisation 
Prior to training our deep learning model, the SSHM inputs need to go through data pre-
processing. They have to be normalised before feeding to a neural network, whereas 
reconstructed outputs need to be denormalised to revert to the original form of the data. As 
discussed in the Introduction, the phase-only hologram inputs have been normalised from a 
range of [-π, π] to [0, 1] during the training process, and denormalised from [0, 1] back to [-π, 
π] in order to determine their replay images. For a complex-valued training input z(v0, v1, … 
vn), its real part (zre) and imaginary part (zim) are normalised as follows: 
𝑧′𝑟𝑒 =   
𝑧𝑟𝑒−(𝑧𝑟𝑒)𝑚𝑖𝑛
(𝑧𝑟𝑒)𝑚𝑎𝑥−(𝑧𝑟𝑒)𝑚𝑖𝑛
𝑧′𝑖𝑚 =  
𝑧𝑖𝑚−(𝑧𝑖𝑚)𝑚𝑖𝑛
(𝑧𝑖𝑚)𝑚𝑎𝑥−(𝑧𝑖𝑚)𝑚𝑖𝑛
             (2) 
where z' is the normalised input, whereas z is an initial input. (zre)max and (zre)min are the 
maximum and minimum of the real part of input z, respectively. (zim)max and (zim)min are the ones 
of the imaginary part. As for a complex-valued training dataset D(z0, z1 … zN), the normalisation 
is nearly the same as a single input, but the normalisation parameters are no longer considering 
one input but the entire training dataset. The inputs can be normalised by Eq. (3). 
(𝑧𝑖)′𝑟𝑒 =  
𝑧𝑖𝑟𝑒−(𝐷𝑟𝑒)𝑚𝑖𝑛
(𝐷𝑟𝑒)𝑚𝑎𝑥−(𝐷𝑟𝑒)𝑚𝑖𝑛
,    𝑖 = 0, 1, … 𝑁
(𝑧𝑖′)𝑖𝑚 =  
𝑧𝑖𝑖𝑚−(𝐷𝑖𝑚)𝑚𝑖𝑛
(𝐷𝑖𝑚)𝑚𝑎𝑥−(𝐷𝑖𝑚)𝑚𝑖𝑛
, 𝑖 = 0, 1, … 𝑁
               (3) 
where (Dre)max, (Dim)max, (Dre)min, and (Dim)min are the maximums and minimums of the real and 
imaginary part of all the inputs. The normalisation parameters are also used for the 
denormalisation as defined by Eq. (4). 
𝑧𝑟𝑒 =  𝑧′𝑟𝑒[ (𝐷𝑟𝑒)𝑚𝑎𝑥 − (𝐷𝑟𝑒)𝑚𝑖𝑛]   + (𝐷𝑟𝑒)𝑚𝑖𝑛
𝑧𝑖𝑚 =  𝑧′𝑖𝑚[ (𝐷𝑖𝑚)𝑚𝑎𝑥 − (𝐷𝑖𝑚)𝑚𝑖𝑛] + (𝐷𝑖𝑚)𝑚𝑖𝑛
           (4) 
Finally, we can use the four normalisation parameters to calculate the denormalisation outputs. 
 
3. Channelled variational autoencoder 
3.1 Concept 
We propose a new generative model, channeled variational autoencoder (CVAE), to generate 
holograms. CVAE can be considered as the modified disentangled variational autoencoder (β-
VAE) [20,21]. The architecture of CVAE is similar to a standard VAE which consists of two 
main components, an encoder network and a decoder network, as shown in Fig. 6. The encoder 
compresses inputs into a latent probability distribution and uses two latent vectors to represent 
the mean and the deviation of the distribution. As for the decoder, a latent vector is sampled 
from the two vectors as an input of the decoder network. The decoder then maps it and gets a 
reconstructed input. The major difference between our model and a standard VAE is that we 
design one extra variable in the latent space and use it as a label to channel data types. The 
objective function of this proposed model is defined in the following equation. 
𝑜𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 = 𝑟𝑒𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑜𝑛 𝑙𝑜𝑠𝑠 + 𝛽 ∙ 𝐾𝐿 𝑑𝑖𝑣𝑒𝑟𝑔𝑒𝑛𝑐𝑒 + 𝛾 ∙ 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 𝑙𝑜𝑠𝑠       (5) 
where the reconstruction loss is the binary cross entropy loss [13] between the initial inputs and 
the reconstructed inputs, β is a weight of the Kullback–Leibler (KL) divergence [20] between 
the latent distribution and the specified Gaussian distribution and γ is a weight of the channel 
loss between the channel label and the channel output. This extra constraint for channel loss 
allows data with label information to be assigned to a specific channel. For example, holograms 
from a 3D object of Red (R), Green (G) and Blue (B) channels can be trained in our model 
together. Since we label the colour channels and the object types of holograms, this can 
suppress the influence of each colour channel based on the objective function, Eq. (5). After a 
sequence of setting and training, this new model will be capable of identifying the underlying 
generative structure of training data. Most notably, it enhances the influence of the key latent 
variables and suppresses other latent variables to represent the underlying factors of the data. 
 
Fig. 6. Illustration of the architecture of the Channelled Variational Autoencoder (CVAE). The 
architecture of CVAE is similar to a standard VAE, but one of the latent variables in the latent 
layer is assigned to a channel label. As optimising the neural network parameters, this latent 
variable is optimised by the channel loss (see Eq. 5). 
 
3.2 Implementation 
We use our CVAE model to demonstrate how to train a generative model to learn underlying 
generative factors from holograms. In this work, we adopt the layer-based hologram 
computation method [22,23] to calculate the holograms of the image set (see Fig. 7), and we 
multiply the same random phase mask to each diffraction pattern layer during the hologram 
computation. This dataset collects 50 images in different poses from a 3D bird object, 50 images 
from a 3D horse object, and their corresponding depth maps. Accordingly, there are 300 
holograms (2 objects × 50 poses × 3 colours) computed, based on the layer-based hologram 
computation method. The setting of the hologram generation is based on a central depth of 
25cm, the depth range is 10cm and the replay images projected in 5 different depth planes. 
Building a proper training dataset is the first stage of deep learning, and there are a few steps 
to acquire a dataset specifically for training our model. We first obtain the corresponding 
SSHMs of the holograms. Hence, we specify two basis images, one for the bird SSHMs and 
the other for the horse SSHMs as represented in Fig. 8. Secondly, these SSHMs require to be 
normalised by Eq. (3). The reason we feed normalised input data to a neural network is that the 
normalised inputs tend to enhance the efficiency of the learning process. Figure 9 shows the 
training dataset, which contains the real part and imaginary part of 50 birds’ SSHMs and 50 
horse’s SSHMs. Additionally, as Fig. 10 shows, the real and imaginary parts of each SSHM 
are side-by-side tiled together to form a joint real-valued input (see Fig. 10(c)) within a value 
range of [0, 1]. Finally, we design six labels for each SSHM to label them with their colour 
channels and their 3D object type. These labels are specified by values of -1, -0.6, -0.2, 0.2, 
0.6, and 1, respectively. The values of -1, -0.6 and -0.2 represent the R, G and B channels of an 
SSHM from the bird object specifically, whereas the numbers of 0.2, 0.6, and 1 are the R, G 
and B channel of SSHM from the horse object. Therefore, all the 300 SSHMs in the training 
dataset are categorised with the six labels. We, therefore, can use the normalised, joint, real-
valued, labelled SSHMs as the training dataset for training a CVAE. 
After we acquire the training SSHM dataset, we start to establish a deep neural network of 
the model. The details of the architecture are presented in Table 1. All layers of the network are 
fully-connected, meaning all input neurons are connected to neurons of the following layer. A 
few things have to be pointed out in this network. The original image resolution is 128×128, 
yet we double the dimensions of the input and output layers to 128×128×2. This is because we 
feed the joint real-and-imaginary SSHMs as inputs into the model. We also specify one of the 



















to channel an input to its label through the backprop process. Lastly, there is a dropout 
mechanism before the sampled latent variables fed to the next hidden layer. It forces the 16 
latent variables to be zero except one (z8) that remains unchanged. The process pressures the 
only variable z to learn a variation of the underlying generative structure of the training data. 
Table 1. Specification of neural network architecture of the CVAE 
 Layer Name Description Dimension 
1 Input layer Dim reshaped 128×128×2 
2 Activation ReLu  
3 Hidden layer 1 Dim reduced 512 
4 Activation Leaky ReLu  
5 Hidden layer 2 Dim reduced 128 
6 Activation Leaky ReLu  
7 Hidden layer 3 Dim reduced 32 
8 Activation Leaky ReLu  
9 Hidden layer 4 2 vectors 16, 16 
10 Hidden layer 5 Sampled 16 
11 Dropout Only left 1 variable  
12 Hidden layer 6 Dim increased 32 
13 Activation Leaky ReLu  
14 Hidden layer 7 Dim increased 128 
15 Activation Leaky ReLu  
16 Hidden layer 8 Dim increased 512 
17 Activation Sigmoid  
18 Output layer Dim reshaped 128×128×2 
 
Fig. 7 An image set consisted of 50 images of a bird, 50 images of a horse and their 
corresponding depth maps. Images are captured from a 3D bird model and a 3D horse model 
with different poses. The 3D models are examples from Three.js [24], a JavaScript 3D library, 
and the models are designed by Mirada (mirada.com) from ro.me [25,26]. 
 
3.3 Analyses 
A. Losses of objective function 
Figure 11 shows the loss results of the objective function for training the CVAE throughout the 
training process. As Eq. (5) defined, the loss function consists of three terms: the reconstruction 
loss; the KL divergence result; and the channel loss. Figure 11(a) illustrates the sum of the three 
outcomes. This total loss has a sharp curve especially at the beginning of the process, and then 
gradually converges after around 2000 epochs. 
 
Fig. 8. Illustration of two basis images, their depth maps and corresponding holograms. The 
basis holograms are designed for calculating the corresponding SSHMs of the image set (Fig. 7) 
in the models discussed in this section. We will define a different basis image and use its 
hologram (Fig. 17) to calculate SSHMs to build a different training dataset for training the HSR 
model in Sec. 4. 
 
Fig. 9. The training dataset of the deep learning models (AE, VAE and CVAE) discussed in this 
Sec 3. It contains the real and imaginary parts of 50 SSHMs (bird) and 50 SSHMs (horse), which 
are calculated by the basic holograms (Fig. 8) according to Eq. 1. 
 
Fig. 10. (a)-(d) The concept of training SSHMs using the proposed CVAE. The real and 
imaginary parts of each SSHM are side-by-side tiled together to form a joint real-valued input. 
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As for Fig. 11(b), the reconstruction loss is the binary cross entropy loss between the initial 
inputs and the reconstructed inputs. It dives steeply in the first hundred epochs and drops to a 
flat trend afterwards. This is because the weights differ among the three loss terms. As regards 
the first term, there are 128×128×2 elements in the output layer, and each element maps to a 
value range of [0, 1]. Compared with the second term, there are only 15 elements in the latent 
vector, and their values show a Gaussian distribution. The contribution of the third term is 
comparatively insignificant since there is only one element with a value in a range of [-1, 1]. 
This is also the main reason we give the weight γ a value of 1000. As a result, the training 
pressure leads to a steep profile of the reconstruction loss. This means the CVAE can 
reconstruct the initial inputs at the beginning of the training. 
As regards Fig. 11(c), since the latent distribution (see hidden layer 4 on Table 1) is 
initialised as a standard normal distribution, the KL divergence between the latent distribution 
and the specified Gaussian distribution is almost zero, meaning the distance between them is 
very close. However, the KL result jumps to a high figure to form a random distribution. After 
that, it presents an exponential decay to drop to a plateau. This results from the light weight of 
the KL term (β = 3), meaning the model follows the priority of searching an optimal distribution 
that can reconstruct the inputs over the training. This lightweight arrangement tends not to give 
pressure to minimise the KL term. Therefore, it stays as a high value at the end of the training. 
Regarding Fig. 11(d), the channel loss is the mean squared error result between the label 
and the channel output. The profile is similar to 10(b); this means the CVAE also treats the 
channel loss as an important parameter during the training. Under the situation of low 
reconstruction loss, the model tends to find a value that can reduce the channel error. 
 
Fig. 11. Line graphs of the losses of the objective function, which are (a) total loss, (b) 
reconstruction loss, (c) KL divergence loss and (d) MSE channel loss. 
B. Generation analysis 
After training, the CVAE is not only capable of reconstructing the initial SSHMs but also of 
generating new SSHMs. We can obtain corresponding holograms by multiplying the basis 
holograms to these reconstructed HMs, which derived from FT of SSHMs (see Fig. 5). The 
replay images are acquired by managing an FT of the holograms. This represents the excellent 
reconstruction capability of our model. Furthermore, we exploit a single deep generative model 
trained by two different objects with three colours to reconstruct the initial SSHMs. 
Accordingly, for a full-colour replay image, there is only one 16-element latent code required 
to perform the reconstruction. This reduces the storage space of the trained model and saves 














































how the CVAE model generates holograms by feeding latent codes (see Table 2), and Fig. 13 
shows the replay images of the holograms. 
 
Fig. 12. Illustration of generating holograms using the CVAE by feeding latent codes. It first 
feeds a sampled latent code combination (z) to the decoder network of the model. A new SSHM 
is then produced at the output of the decoder. It has dimensions of 128×128×2 which comprises 
two parts, real (128×128) and imaginary (128×128). The Fourier Transform (FT) of the SSHM 
is the hologram modulator (HM). We can obtain its corresponding hologram, the product of the 
HM and the basis hologram afterwards. 
 
Fig. 13. (a)-(e) and (f)-(j) Replay images of holograms generated by the trained CAVE model 
fed five different latent code combinations (see Table 2) of two different objects, respectively. 
As the results showed, the model is capable of producing new holograms which project replay 
images with different poses. (see Visualization 1, 2, 3 and 4 in the Supplemental Material.) 
Table 2. Specification of latent code combinations of the CVAE 
 Red (z0, z8) Green (z0, z8) Blue (z0, z8) 
(a) (1.000, -0.825) (0.612,  1.130) (0.187,  1.063) 
(b) (1.000, -1.324) (0.584,  1.426) (0.214,  1.298) 
(c) (0.978,  0.665) (0.619,  0.513) (0.211,  0.340) 
(d) (1.000,  0.970) (0.593, -0.340) (0.194, -0.596) 
(e) (1.000, -0.888) (0.601,  1.073) (0.181,  0.959) 
(f) (-0.186,  0.908) (-0.607,  0.754) (-1.000,  0.123) 
(g) (-0.201,  1.760) (-0.588,  1.713) (-0.999,  0.946) 
(h) (-0.226,  0.680) (-0.616,  0.985) (-1.000,  0.348) 
(i) (-0.196,  0.112) (-0.612,  0.151) (-1.000, -0.623) 
(j) (-0.184,  0.829) (-0.611,  0.747) (-1.000,  0.081) 
 
In the Supplemental Materials, we show detailed generation results where we sampled 3000 
latent vectors to generate 3000 SSHMs (R, G and B colour channels have 1000 SSHMs, 
respectively), as shown in Figs. S1(a) and S2(a). Figures S1(b) and S2(b) show the 
corresponding HMs derived from the SSHMs respectively, whereas Figs. S1(c) and S2(c) 
present their holograms correspondingly. Finally, their replay images are shown in Figs. S1(d) 



























results showed, the pre-trained CVAE can generate new holograms of the 3D object with a 
subtle variation of poses by means of the sampled latent vectors. This means that the CVAE 
successfully learns the underlying generative structure of the holograms from a dataset which 
only collects 50 holograms (each) from the different bird and horse poses. The results also show 
that the data pre-processing mechanism of using SSHM works perfectly to analyse complex-
valued data as real-valued ones while using general deep learning models. Hence, we 
successfully tackle the issue discussed in the example in the Introduction, that a deep learning 
model such as VAE is unable to learn holograms; therefore, after using the proposed 
mechanism we can exploit a learning model to generate holograms. 
Finally, with regard to the computation time, since the trained CVAE is simply a series of 
matrix multiplications, the inference from a latent vector to the output SSHM is significantly 
fast. Here is an example that we implement the inference process using a MacBook Pro 
(2.6 GHz 6-Core Intel Core i7), and the process takes less than 5 milliseconds. 
C. Training process checkpoints 





Fig. 14. Illustration of the training checkpoints of an SSHM and its replay image over different 
epoch times. (a) and (b) show, respectively, the training development of an SSHM (its real and 
imaginary parts) and its corresponding image. Seven different times of the process are seen in 
the figure. The first two rows exhibit the real and imaginary parts throughout the training 
progress. The surrounding regions of the center in the real parts fade away due to a growth of 
the central peak outcome. In comparison, the imaginary parts have a relatively uniform 
distribution. The real parts become darker over time except for the peak in the middle of the 
SSHM, whereas the imaginary parts develop a slightly higher contrast value than the initial one. 
Consequently, their replay images grow into a clearer, sharper and more accurate image at the 
end of the training. Figure 14(b) exhibits the results of the second 3D object. Hence, the CVAE 
is capable of reconstructing inputs even if these are sand-like images. 
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D. Disentanglement analysis 
To demonstrate the disentanglement capability of the proposed CVAE model, we also train a 
vanilla autoencoder (AE) and a disentangled variational autoencoder (β-VAE) [20] separately 
using the same training dataset (see Fig. 9), which includes 300 SSHMs of the bird and horse 
images with R, G and B channels. Figure 15 demonstrates the latent representation maps of the 
three different types of autoencoders, an AE, a β-VAE and our proposed CVAE. Each 
representation map presents all the latent vectors mapped from 300 inputs which are divided 
into six categories according to their labels. Each category contains 50 latent vectors mapped 
from 50 SSHMs with the same label. 
As the results showed, the AE has the worst disentangled latent outcomes (see Fig. 15a). 
The 300 training inputs are mapped all over the 16 latent variables. The distinct variation among 
the inputs is only the pose difference of the bird and horse. This means there should be six 
variations (two objects with three colours) in the latent variables ideally. In comparison, the β-
VAE noticeably improves the disentanglement efficiency (see Fig. 15b). The inputs with six 
underlying features are encoded into six latent variables. However, the six variables have still 
entangled each other, and the model has no clear variation for a single label specifically.  
Finally, our proposed CVAE implements a substantial performance to force all the training 
inputs to map into only two latent variables (z0 and z8), as shown in Fig. 15(c). Even though 
there are 16 variables in the latent space, the CVAE is able to compress all the information to 
the two variables and encourage the rest to stay at a value of zero. This is because the model 
that channels the inputs and adopts the dropout mechanism can minimise the influence of all 
the latent variables except z0 and z8. Hence, the proposed CVAE is able to map inputs to latent 
variables according to the attributes of the underlying structure of the training holograms. We 
utilise the variable z0 to switch the label channel and use the variable z8 to change the pose; 
thus, we can generate the corresponding SSHM accordingly. Figure 16 shows the variables z0 
and z8 of the trained CVAE model in a polar coordinate graph. 
 
Fig. 15. Illustration of the latent representation maps of (a) a vanilla AE, (b) a disentangled VAE 
and (c) the proposed CVAE trained by the same training dataset (Fig. 9). The results show that 
the CVAE has the best disentangled latent outcomes. Except for the latent variable z0 and z8, all 
the other variables are minimised to around a value of 0. Additionally, at the variable z0, all the 
300 SSHM inputs are nearly perfectly divided into 6 different levels. This successfully 
demonstrates all the SSHMs are channeled to a specific value at z0 by their attributes of colour 
(red, green and blue) and object type (bird or horse). As for z8, there is a clear variation among 
the training data. Based on the results, the CVAE model conclusively proves its significant 
disentanglement property, compared to the other models. 
(a) AE (b) β-VAE (c) CVAE
 
Fig. 16. Visualisation of the latent variables z0 and z8 in a polar coordinate graph. The radial and 
the angular coordinates of the graph represent the six group labels and the latent variables 
respectively. The 300 inputs are distributed separately nearly only at six different radii (1.0, 0.6, 
0.2, -0.2 -0.6, and -1.0) and throughout a range of z8 values from -1.995 to 2.463. Each point of 
the polar graph represents a latent sample mapped from an input. Based on the results, all the 
inputs are successfully classified into the six categories and spread out along with variation in 
each label class. Hence, we can directly generate new samples based on the two latent variables. 
E. Basis image analysis 
In the previous implementations, we define the basis images (Fig. 8) to calculate SSHMs (Fig. 
9) as an image captured from the same 3D model (Fig. 7). This section we design a different 
basis image (Fig. 17) for computing the SSHMs. Comparing the two training datasets (Fig. 9 
and Fig. 18), it is clear that the SSHMs present a very different trend. Both the real and 
imaginary parts of SSHMs in Fig. 9 have a consistent trend. Also, these real parts especially 
present much obscured images in comparison with the imaginary parts which are much brighter 
images. On the other hand, both the results of the real and imaginary (Fig. 18) are the more 
colourful but not clear trend among these SSHMs. This is mainly because the basis image 
defined in this implementation is not captured from the same 3D object. Therefore, when the 
holograms of a 3D object with a motion variation are divided by this type of basis images, there 
is no significant variation among the results. In comparison, since the basis image captured 
from the same 3D object, the hologram of the basis image and the holograms of the target 
images are highly similar. The similarity between the basis and target holograms is also the 
reason leading to an obscured in the real-prat images. It becomes obvious when we consider 
the magnitude of two identical holograms divided each other must only show a strong 
brightness peak within an entirely black image. 
Finally, both types of basis images have their own merits. It is more practical for training a 
random dataset as using a basis hologram computed from a random 3D object which differs 
from the 3D objects of a training dataset. However, basis and target holograms generated from 
the same 3D object are easier to train, since the SSHMs have a significant similarity. Therefore, 
if we intend to build a generative model for generating holograms for a specific 3D object, then 
it tends to be easier to define a basis image captured from the same 3D object. 
 
Fig. 17. Illustration of basis image, its depth map, real and imaginary parts of its hologram. 
 
 
Fig. 18. Illustration of the real and imaginary parts of the SSHMs calculated by the basis 
holograms (Fig. 17) based on Eq. 1. This dataset will be used as a part of training data (LR 
SSHMs) in Sec. 4.  
 
3.4 Object-based hologram generation method 
There are several considerable benefits in training a generative model using a complex-
amplitude hologram dataset instead of utilising an amplitude-only and phase-only hologram. 
One of them is that we can apply the shift theorem and the linearity theorem of Fourier 
transform [27] to superpose holograms based on various objects. Figure 19 illustrates the 
concept of the superposition of two holograms by means of the CVAE. Based on our pre-trained 
CVAE, we can generate holograms by sampling latent representations from the latent 
distribution. Table 3 shows full-colour latent code combinations. The combinations are fed into 
the decoder to get six holograms of the bird and the horse (R, G and B colour channels) with 
two different poses. The six holograms are shifted afterwards by the parameters listed in Table 
3. The proposed model shifts the 3D objects by changing the latent codes and the shift values. 
We, therefore, can use the model to develop the object-based hologram generation method. 
Table 3. Specification of latent code combinations of the CVAE and phase shifts for hologram superposition 
Latent Code (Bird) Latent Code (Horse) Phase Shift (Bird) Phase Shift (Horse) 
R: (1.000,  0.970) 
G: (0.593, -0.340) 
B: (0.194, -0.596) 
R: (-0.196,  0.112) 
G: (-0.612,  0.151) 
B: (-1.000, -0.623) 
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Fig. 19. Illustration of the concept of hologram superposition. The two basis holograms are first 
computed based on the basis images and their depth maps. These are then modified by the HMs, 
FT of SSHMs. The two modified outcomes are the holograms of the bird and the horse with a 
different pose. After that, we can multiply phase masks to the two holograms respectively to 
shift their replay images. Finally, the sum of the two holograms is the superposed hologram. 
4. Hologram super-resolution 
4.1 Concept and implementation 
Similar to the concept of image super-resolution [28], we propose a hologram super-resolution 
(HSR) which is aimed at super-resolving from low-resolution (LR) holograms to super-
resolution (SR) holograms. To meet the goal, there is a requirement to prepare two sets of data, 
an input LR HMs and labelled SR HMs, as shown in Fig. 20(a). The process of producing these 
two datasets is the same as in the previous section. First of all, we prepare two image sets, LR 
images (128×128) and SR images (1024×1024) to compute the corresponding holograms. It 
should be clarified that there is no restriction on a specific computation method. We can use 
any hologram-computing approach (e.g. the point-based [29]) as long as it can replay the 
diffracted light field of a 3D object. After computing the LR and SR hologram sets as the target 
holograms, we define the image showed in Fig. 17 as the LR basis object (x0) and then increase 
the resolution to define the SR basis object (x1). Following that, we calculate the corresponding 
LR and SR holograms (X0 and X1). Next, we can obtain the LR and SR HMs (HM0 and HM1), 
with the results of LR and SR target holograms (Y0 and Y1) dividing the LR and SR basis 
holograms accordingly. Finally, the IFT of the LR and SR HMs are LR and SR SSHMs (SSHM0 
and SSHM1) respectively, which are the inputs and labels of the training dataset for training a 
SR hologram-generation model accordingly, as defined in Eq. 6. 
𝑆𝑆𝐻𝑀0 = ℱ
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Figure 20(b) shows the concept of the model for performing hologram super-resolution. We 
divide each HM into 64 patches. Accordingly, the LR HMs (128×128) are split into 64 patches 
(16×16), whereas an SR HM (1024×1024) is clipped into 64 patches (128×128). We now can 
build a neural network specifically for these small sub-HMs from the input layer with the 
dimension 16×16 to 128×128. After training, the learned model can be super-resolved from an 
LR sub-HM to an SR sub-HM and the sub-holograms can then be tiled together to form an SR 
HM with 1024×1024. This setup reduces the complexity of the model and meanwhile meets 
the goal of implementing SR hologram generation. 
 
 
Fig. 20. Illustration of concept of the proposed network for SR hologram generation. (a) we use 
LR SSHM (128×128) and SR SSHM (1024×1024) to train the model. (b) Both LR SSHMs and 
SR SSHMs are split into 64 patches, and then use the patches as the training dataset. 
The architecture of the SR hologram model is established as shown in Fig. 20(b). The details 
of the structure are presented in Table 4. This is similar to a decoder network and the dimensions 
of each layer are scaled up. The first activation function is ReLU, since the normalised input 
data have a range of [0, 1]. The second and third activations are the leaky ReLU function. The 
final activation is the Sigmoid function, which maps data to [0, 1]. 
Table 4. Specification of the neural network architecture of the SR hologram model 
 Layer Name Description Dimension 
1 Input layer Dim reshaped 16×16 
2 Activation 1 ReLU  
3 Hidden layer 1 Dim increased 32×32 
4 Activation 2 Leaky ReLU  
5 Hidden layer 2 Dim increased 64×64 
6 Activation 3 Leaky ReLU  
7 Hidden layer 3 Dim increased 64×128 
8 Activation 4 Sigmoid  
9 Output layer Dim increased 128×128 
4.2 Results and discussion 
After training, we fed LR SSHM to this trained model and obtained an SR outcome, as 
represented in Fig. 21. After a post-process of tiling the sub-HMs together, denormalising the 
tiled HM, completing an FT and multiplying the SR basis hologram, we ultimately obtained an 
SR hologram. Based on this generated hologram, we have successfully demonstrated a 
hologram super-resolution from an LR input to an SR output using a deep neural network. This 
implementation efficiently scales 64 times from an input data dimension of 128×128 to an 
output dimension of 1024×1024. Figure 21 shows the LR and SR SSHMs and their replay 
images, respectively. Interestingly, as we can see in Figs. 21 (c1 and f1) and (c2 and f2), parts 
of the replay images are blurred. This is because the generated SR hologram is capable of 
replaying a detailed focused image of the 3D object. To illustrate this effect, Fig. 22 presents 
the SR images, corresponding depth maps, computed holograms and the replay images of 
various focus points. As the results presented, the blurred image regions are the result of 
viewpoints being out of focus. 
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Fig. 21. Illustration of two input LR SSHMs (real and imaginary parts) and two output SR SSHM 
(real and imaginary parts) and their corresponding replay images. We use an LR and an SR 
SSHM sets as a training dataset to train the proposed HSR model. The LR SSHM set is exactly 
the one showed in Fig. 18, whereas the SR SSHM set is derived from the SR HMs which are 
calculated by the SR version of the image set (Fig. 7) and the basis image (Fig. 17). We only 
exhibit two of the LR and SR SSHMs in order to illustrate the differences between LR and SR 
SSHMs and their replay images. Since the resolution of the LR items is only 128×128 while one 
of the SR items is much higher 1024×1024, it results in smoothy patterns in both SSHMs and 
their replay images. Additionally, because we calculate the SR SSHMs started from the SR 
image set rather than scaling up the LR SSHMs directly, the colour and texture of LR and SR 
SSHMs are very different from each other. This further demonstrates the change from LR to SR 







Fig. 22. Illustrations of the original SR images, their depth maps, corresponding holograms and 
corresponding replay images of various focus points for (a) a bird and (b) a horse. 
5. Holographic display system 
5.1 Greyscale LCoS-type Holographic Display System 
To demonstrate the quality of holograms generated by our deep learning model, we built a 
holographic display system presented in Fig. 23, which uses a liquid crystal on silicon (LCoS) 
(HOLOEYE PLUTO-2) as the display device to project 8-bit greyscale phase-only holograms. 
The resolution of the LCoS is 1920×1080 with a pixel pitch of 8 μm and the active array area 
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modulate the phase of the incident light. In operation, a laser beam first passes through the 
beam expanders. The expanded light is reflected by the beam splitter, and incident onto the 
LCoS afterwards. Modified light is then reflected from the LCoS and, finally, enlarged by the 
4f lens set. We block the zero order of the diffracted light to improve the replay image quality. 
This system finally produces an 8-bit greyscale phase-only holographic display system. 
 
Fig. 23. Illustration of a phase-only holographic display system based on an LCoS device. 
We exploit a CVAE and an HSR model to form a joint model to generate holograms. After 
training, our pre-trained model can generate a hologram from a latent vector to a SR SSHM 
and then finally get the corresponding hologram. Since the model is a fully-connected neural 
network, a real-time hologram computation is no longer a serious challenge. By using a virtual 
machine (VM) which has 16 CPUs (Intel(R) Xeon(R) CPU @ 2.20GHz), the inference process 
time of the HSR model is estimated to be around 50 milliseconds. In comparison, traditional 
hologram computation methods [22,29,30] require a significant large number of FT processes 
to calculate diffractions of basic elements of a 3D scene. This can be very time consuming.  
Figure 24 presents their replay images projected by the phase-only holographic display 
system. The replay images verify the technique of feeding the latent code combinations into the 
decoder of the CVAE to generate LR holograms, and then these holograms can be super-
resolved by the HSR model. Finally, the complex-amplitude holograms are encoded to 
greyscale phase-only holograms with 256 grey-levels. As the results showed, it successfully 
projects layered 3D images which are projected from phase-only holograms. 
   
Fig. 24. Experiment replay images from the super-resolved holograms generated by the proposed 
















5.2 Angular-tiled holographic display system 
The angular-tiled holographic display system is illustrated in Fig. 25 [17]. It uses a DMD as the 
display device to project binary-type holograms. The DMD has the maximum global switching 
rate of 22,272 Hz. Its resolution is 1024×768 with a pixel pitch of 13.7 μm and the active array 
area is 14×10.5 mm2. The system uses the DMD as a spatial light modulator to modulate the 
intensity of the incident lights. The R, G and B laser beams, which the centre wavelengths of 
their spectral bands are 450 nm, 532 nm and 635 nm respectively, expand to form plane waves 
before reach the DMD. After lights illuminating the DMD, the lights then reflect and pass 
through the first 4f lens set. The scanner changes the light direction to form angular-tiled 
holographic displays. It operates in horizontal and vertical directions with a stable operating 
frequency with 70 Hz and field-of-view (FOV) angle of 24°. Based on the scanner, a tiled 
display can be formed 30 views in horizontal and 6 views in the vertical direction. As a result, 
the refresh rate of this tiled full-colour display system can reach up to 41.2 Hz. The second 4f 
lens set finally enlarges the replay lights. After alignment, the R, G and B laser beams 
sequentially illuminate the DMD where displays holograms along with a corresponding light. 
To improve the replay image quality significantly, we block the conjugate and the zero order 
of the diffracted light. 
 
Fig. 25. Illustration of an angular-tiled holographic display system based on an DMD. 
Figure 26 demonstrates replay images of the holograms generated by our deep learning 
models discussed in the previous section using the tiled full-colour holographic display system. 
The replay images of six holograms projected from -12° to 12° in the horizontal orientation by 
the scanner. Adjacent replay images display the 3D pots (the 1st row) and 3D letters (the 2nd 
row) rotated 10°. As the replay images demonstrated, it successfully proves our HSR model 
able to super-resolve LR binary amplitude-only holograms. Based on this rescaled image set, 
this system perfectly projects a full-colour display without the colour mismatch. The replay 
image quality can be improved if we employ a high-resolution DMD instead of the resolution 













Fig. 26. Experiment results of the projected super-resolved holograms generated by the proposed 
model. The figures show different replay images captured in different viewing angles. 
6. Conclusion 
To sum up our research, there are three main approaches made in this work. Firstly, we 
proposed an original concept of using SSHMs to train a generative model to implement 
hologram generation. This mechanism specifies a basis function first and then computes the 
relative functions between the basis and the target frequency functions afterwards. We feed the 
corresponding functions into a neural network to train a learning model instead of using the 
original frequency functions (i.e. complex-amplitude hologram) directly. Through this 
mechanism, we can train not just a generative model but any deep learning model for complex-
valued data. It can further develop an end-to-end model from a 3D scene to its hologram.  
Secondly, we built a CVAE, which is capable of learning the underlying generative 
structure of holograms, and it can thus interpret new holograms by feeding sampled latent 
representations to the model. Importantly, since CVAE generates holograms with a proven 
disentangled capability, it can lead to the concept of an object-based hologram generation. This 
approach uses a 3D object as a basic element and adds the holograms of different 3D objects 
together to obtain the ultimate hologram. The superposed hologram is therefore capable of 
replaying the entire 3D scene. 
Thirdly, we have further introduced an original concept of HSR. This is a supervised 
learning method to teach a function which is able to map a low-resolution hologram to a super-
resolved hologram. It learns how to super-resolve the hologram by training a deep neural 
network to train a sub-SSHM training dataset. The model then tiles the sub-SSHMs back to 
form an SR SSHM afterwards. It, therefore, scales input holograms up from a low resolution 
to a super-resolution. After training, the hologram generation process via the joint effort of 
CVAE and HSR is just a series of matrix multiplications; a real-time hologram computation of 
a super resolution 3D scene therefore can be achieved by a high performance computing 
system. 
Equipped with the above knowledge, we deployed the pre-trained deep generative models 
in action and experimental projected the images of the generated holograms in the two different 
holographic display systems. The results confirm that the generated holograms can reconstruct 
successfully the synthesised 3D objects created by the models. Based on the concept of SSHM 
and the generative model proposed in this research, people can further develop an end-to-end 
model to input 3D object and then directly generate their corresponding holograms in future. 
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