Abstract. If M is a set of nonsingular k × k matrices then for many pairs of matrices, A, B ∈ M, the sum is nonsingular, det(A + B) = 0. We prove a more general statement on nonsingular sums with a geometric application.
Introduction
It is a simple fact in linear algebra, that while the product of nonsingular matrices is nonsingular, the similar statement is false for the sum. On the other hand, one can expect some control over such sums since most matrices are nonsingular. (The proper notion of most matrices depends on the underlying field. Much more details on this subject can be find in a book of Terry Tao [9] .) Finding the inverse or a generalized inverse of the sum of two matrices has important applications in mathematics and in applications. For the review and the history on deriving the inverse of the sum of matrices we refer to [6] and [2] . In this paper we show that-under some mild conditions-if M is a set of k × k matrices then for many pairs, A, B ∈ M, the sum is nonsingular. Our main tool is the so-called "Polynomial Method"
1 which has been used in combinatorics since the 70's and has proven to be very useful in a number of problems. There is a nice lecture book by Larry Guth reviewing old and new applications of the method [5] . There is a striking, very recent application to the cap-set problem by Croot, Lev, and Pach [3] and Ellenberg and Gijswijt [4] . The latter two inspired a large number of interesting results using a counting method similar to what we will apply in this work.
Over finite fields Anderson and Badawi investigated the graph where the vertices are the elements of SL n (F q ) and two matrices, A, B ∈ SL n (F q ) form an edge if det(A + B) = 0. Akbari, Jamaali and Fakhari [1] proved that the clique number of such graphs is bounded by a universal constant, independent of F q for odd q. We will refine their result giving almost sharp bound on the clique number. Tomon [11] showed that the chromatic number of this graph is at least (q/4) ⌊n/2⌋ .
Results
First we state an important case of our main result below. For any set of nonsingular matrices a positive fraction of the pairs add up to a nonsingular matrix. Theorem 1. For every k ∈ N there is a constant, c > 0, depending on k only, such that if M is a set of nonsingular k × k matrices over a field K, characteristic = 2 then the number of pairs, A, B ∈ M, such that det(A + B) = 0, is at least c|M| 2 .
We postpone the proof until after our next theorem, where we are going to give a necessary and sufficient condition under which, for a positive fraction of the pairs, A, B ∈ M, det(A+B) = 0. For the exact statement we are going to consider two (not necessary disjoint) sets of k × k matrices, M 1 , M 2 as the two vertex sets of a bipartite graph, G(M 1 , M 2 ), where A ∈ M 1 and B ∈ M 2 are connected by an edge iff det(A + B) = 0. In what follows we will suppose that |M 1 | = |M 2 | = n. A matching in a graph is a set of vertex disjoint edges. It follows from elementary graph theory that if the number of edges in G(M 1 , M 2 ), is at least cn 2 then it contains a matching of size at least cn. We show that-at least asymptotically-the converse holds as well. Theorem 2. For every k ∈ N there is a constant, c > 0, depending on k only, such that the following holds: Let M 1 , M 2 be two n-element sets of k × k matrices over a field K, characteristic = 2. If the bipartite graph, G(M 1 , M 2 ), as defined above, contains a perfect matching (n vertex disjoint edges) then it has at least cn 2 edges.
Requiring a perfect matching is not a real restriction here. If G(M 1 , M 2 ) contains a matching of size m, then one can restrict the graph to the vertices of the matching and applying Theorem 2 guarantees at least cm 2 edges.
Proof of Theorem 1: Set M 1 = M and M 2 = M. Since M consists of nonsingular matrices, for every A ∈ M the pair (A, A) is an edge in G(M 1 , M 2 ). These edges form a perfect matching, so applying Theorem 2 we see that the number of pairs, A, B ∈ M, such that det(A + B) = 0, is at least c|M| 2 .
Proof of Theorem 2: Let us suppose that
. . , B n }, and that the perfect matching in G(M 1 , M 2 ) is given by the edges (A i , B i ). We define an n × n matrix, H = (h ij ), with entries h ij := det(A i + B j ). First we show that H has rank smaller than 4
k . We will expand det(A i + B j ) into subsums. For that we introduce some notations. For a k × k matrix, M = (m ij ), and two subsets of the index set I, J ⊂ [k], we define the submatrix with rows from I and columns from J, as M [I × J] = (m ij ) i∈I,j∈J . The sign of the sums is determined by the σ(I, J) = i∈I i + j∈J j function. As usual,S denotes the complement of S. in our caseĪ = [k] \ I.
This formula is easy to prove, and it probably has several possible references. There is a nice discussion on the formula with a proof in [7] . For given subsets I, J ⊂ [k], |I| = |J|, we define the n × n matrix H (I,J) as a matrix with entries
Note that H (I,J) has rank at most one, since every column is a multiple of any other column. As H = H (I,J) , we have the following upper bound on the rank
In the second part of the proof we define an auxiliary graph on n vertices, denoted by G * n . Two vertices, v i and v j are connected by an edge iff h ij = h ji = 0, or equivalently,
If the number of nonsingular sums between M 1 and M 2 is less than cn 2 , then G * n has at least
edges. On the other hand, as we shall see, this graph can not have more than
edges. This sets the 4 −k lower bound on c. Indeed, if the graph, G * n , had more edges, then by Turán's Theorem [12] it would contain a complete subgraph of size 4 k . But it would mean that in H, where all entries in the diagonal are non-zero, we find a diagonal submatrix, a leading principal submatrix of size 4 k , which contradicts our upper bound on the rank of H.
The rank bounds in the proof of Theorem 2 are exponential in k. It is unavoidable as the following examples show.
Example 1:
This construction is about a set of nonsingular k × k matrices over the reals. Let M be the collection of the 2 k diagonal matrices with ±1 entries in the diagonal. The sum of any two distinct matrices is singular. The rank of H in the proof Theorem 2 for this set (with
This example can be extended to an arbitrary large M. Instead of ±1 in the last diagonal entry, it now can be selected from any element of the set {−s, −s + 1, . . . , −1, 1, 2, . . . , s − 1, s}. Then |M| = s2 k , all elements are nonsingular and the number of pairs with nonsingular sums is |M|(2s − 1). This example shows that one can not expect better than exponential bound on c in Theorem 1. However there is still a gap between the proved upper and lower bounds. We know that 4 −k < c ≤ 2 −k−1 . Maybe the upper bound (the construction) is closer to the truth. We pair them, if M I,J = A r is in M 1 then we place MĪ ,J = B r to M 2 . There are
In every other case there is an all-zero row or column in the sum). Similar to Example 1, this construction can be extended to arbitrary large sets. Instead of the identity matrix, let's embed diagonal matrices with diagonal entries from the set S = {−s, −s + 1, . . . , −1, 1, 2, . . . , s − 1, s}, i.e. embed the k/2 × k/2 matrices tI, t ∈ S. The matrices are M Using standard arguments from Ramsey Theory, it is easy to see that there is always an M ′ ⊂ M such that the sums in the set are nonsingular and |M ′ | ≥ |M| c , but we expect that a much better bound holds here.
A geometric application
In a geometric application we are going to consider d-dimensional flats in R 2d . We will prove a type of removal lemma for flats. In preparation, first we show that if some pairs have a single point intersection, then many intersect in a point only.
Lemma 4. Let us suppose that we are given n pairs of d-dimensional flats in R 2d labelled F i , E i , such that F i and E i intersect in one point (1 ≤ i ≤ n). Then there are at least n 2 /4 d pairs of flats, F i , E j , which intersect in a single point.
Proof: Let us write the equations of flats as F i : y = A i x + v i and E i : y = B i x + w i , for all 1 ≤ i ≤ n. Since F i and E i intersect in one point, the system of equations (A i − B i ) x = v i − w i has a unique solution, so A i − B i is nonsingular for all 1 ≤ i ≤ n. We can now apply Theorem 2 to conclude that there are at least n 2 /4 d i, j pairs such that A i − B j is nonsingular. Then the equation (A i − B j ) x = v i − w j has a unique solution, so F i and E j have a single intersection point. Now we are ready to state and prove our geometric result. Removal lemmas are important tools in graph theory and additive combinatorics. The simplest version is the Triangle Removal Lemma by Ruzsa and Szemerédi. To state it we use the asymptotic notation o(.). For two functions over the reals, f (x) and g(x), we write f (x) = o(g(x)) if f (x)/g(x) → 0 as x → ∞. The Triangle Removal Lemma states that any graph on n vertices which contains at most o(n 3 ) triangles can be make triangle free by removing at most o(n 2 ) edges. See [8] for the original formulation of this result. 
