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In this work, we use the transient time correlation function (TTCF) method to evaluate the response
of a fluid confined in a nanopore and subjected to shear. The shear is induced by the movement of the
boundaries in opposite directions and is made of moving atoms. The viscous heat generated inside the
pore is removed by a thermostat applied exclusively to the atomic walls, so as to leave the dynamics
of the fluid purely Newtonian. To establish a link with nonlinear response theory and apply the TTCF
formalism, dissipation has to be generated inside the system. This dissipation is then time correlated
with a phase variable of interest (e.g., pressure) to obtain its response. Until recently, TTCF has been
applied to homogeneous fluids whose equations of motion were coupled to a mechanical field and a
thermostat. In our system dissipation is generated by a boundary condition rather than a mechanical
field, and we show how to apply TTCF to these realistic confined systems, comparing the shear stress
response so obtained with that of homogeneous systems at equivalent state points. © 2012 American
Institute of Physics. [http://dx.doi.org/10.1063/1.4746121]
I. INTRODUCTION
Nonequilibrium molecular dynamics (NEMD) has expe-
rienced a great success in recent decades because of its ver-
satility and ability to extract transport properties of atomic
and molecular systems, reproducing the physical mechanisms
happening in real experiments. Typically, a system at equilib-
rium is perturbed by the action of an external field Fe (e.g.,
a mechanical field appearing explicitly into the equations of
motion or an external force induced by the boundaries in non-
homogeneous systems), the response J of the system is mon-
itored and the transport coefficient of interest is calculated as
the ratio X = 〈J〉/Fe. In NEMD simulations, the response 〈J〉 is
calculated using direct averaging (DAV), i.e., the dynamics of
the system is followed over a single trajectory and an average
is produced over N measurements, 〈J 〉 = 1
N
∑N
i=1 Ji . How-
ever to generate acceptable statistics, i.e., good ratio of signal
to noise, high force fields must be applied, typically many
orders of magnitude greater than those employed in real ex-
periments. The transport coefficients in the linear regime are
then obtained extrapolating their values in the limit of van-
ishing fields Fe → 0. We note that in the field of polymer
rheology, techniques such as temperature-time superposition1
have been developed to try and bridge the gap with experi-
ments, but these scaling laws are not universally applicable.
For confined systems, the situation is even more challenging
than for homogeneous systems because the onset of nonlin-
earity is approached at much lower fields, and it is therefore
problematic to determine the linear plateau necessary to carry
out the extrapolation at zero fields.
The Green-Kubo formalism enables determination of the
linear transport coefficients by correlating naturally occurring
a)Electronic mail: bernardiste@gmail.com.
fluctuations at equilibrium. It is usually limited to the study of
homogeneous systems with periodic boundary conditions.
The transient time correlation function method (TTCF)
allows the monitoring of response in the nonlinear regime,
and in the limit of vanishing fields, becomes equivalent to the
Green-Kubo formalism. Furthermore, due to better statistics,
it becomes possible to follow the response at low fields, com-
parable to experiments. Although some work has been done
on homogeneous systems,2–8 both atomic and molecular, at
present very few studies exist on the application of nonlin-
ear response theory to inhomogeneous fluids in confined ge-
ometries. The reason for this can be attributed to the fact that
the first derivation of the formalism was accomplished for
a specific system, i.e., homogeneous fluids in the isokinetic
ensemble,9 and the practical implementation of the TTCF
method is slightly more involved.
The tribology of ultraconfined molecular films is
nonetheless attracting huge interest due to the increasing im-
portance of nanoscale processes in industrial and biological
applications,10–22 it is therefore necessary to develop methods
to investigate and understand how the behaviour of fluids is
altered by confinements approaching molecular dimensions.
We note, in particular, three studies, similar in spirit to
the work presented herein. Petravic and Harrowell23, 24 looked
at the thermal conductivity and shear viscosity for a confined
fluid using the Green-Kubo formalism to link the equilibrium
fluctuations of the boundaries to the properties in the fluid
region and at the interface, their results were therefore valid
only in the linear regime. Delhommelle and Cummings,25 us-
ing the TTCF formalism developed by Evans and Morriss,26
studied the shear stress (boundary driven) in a nanopore and
arrived to an expression similar to that of Petravic and Har-
rowell. However, the wall atoms lacked thermal motion (a
thermostat was applied to the fluid), a feature that would make
0021-9606/2012/137(7)/074114/7/$30.00 © 2012 American Institute of Physics137, 074114-1
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an analytical derivation of the dissipation function difficult.
In both works, the dissipative flux of the fluid for shear flow
(Pxy), i.e., the rate of change in internal energy, was taken
to be the shear stress developed at the interface between the
moving boundaries and the layer of fluid in contact with the
walls. While this could be a plausible argument in the linear
regime, at high fields it might not. Furthermore, it might not
be true instantaneously, especially in the transient regime, due
to the time needed for the stress to propagate inside the bulk
of the fluid. In our work what we refer to as the xy-element of
the pressure tensor is really the intensive dissipative flux con-
jugate to the imposed strain rate. It is defined with respect to
the total dissipation taking place in the system, it is non-local,
and it does not correspond to the xy-element of the pressure
tensor in any particular layer across this highly inhomoge-
neous system. Later Desgranges and Delhomelle27 studied the
color conductivity in cylindrical nanopores, with the bound-
aries parametrized by a friction-free smooth potential, with
dissipation taking place exclusively in the fluid.
We complement these studies using the TTCF method to
study the shear stress response of a confined system driven by
wall atoms, which also have thermal motion and can, there-
fore, be thermostatted. This means that there is no ambigu-
ity in the definition of the dissipation, which can be ana-
lytically derived following its mathematical definition.28 We
also compare these results with that of a homogeneous sys-
tem at a similar state point, and with that of a confined sys-
tem which shows dissipation both in the wall and the fluid.
For the TTCF to produce good statistics in fact, a strong cor-
relation is required between the phase function we want to
monitor and the dissipation (itself a phase function) of the
system. This becomes a crucial point in realistic confined
systems because the dissipation is often confined to the
boundary region only, while the phase function is typically
a function of the fluid region (as opposed to homogeneous
systems where both dissipation and phase function are func-
tions of the same phase space area). The correlation is there-
fore limited to a few atomic layers close to the wall inter-
face and depends on the strength of the interaction between
the boundaries and the fluid. For this reason we compare
the results with two different potentials, namely, the Weeks-
Chandler-Anderson (WCA) potential and the Lennard-Jones
(LJ) potential which have different interaction ranges. As al-
ready mentioned, nonlinearities appear at much lower fields
in confined geometries and also for complex fluids (poly-
mers and molecules).29 In this work, we analyze atomic flu-
ids at small fields, inside the linear regime. In highly con-
fined geometries, typically of the order of less than 10 atomic
diameters,30 and when the velocity gradient shows signifi-
cant variations over small length scales, it is known that non-
local effects in the viscosity kernel become important.31–34
We would like to point out, however, that our interest lies in
the shear stress response of a confined fluid and due to the
extremely low strain rates used herein non-locality is not im-
portant. The shear stress that we compute refers to an average
property of the whole confined atomic film, being Pxy(f )
a function of the entire fluid phase space. A finer resolution
could be achieved, for example, considering as a phase func-
tion Pxy(y(f )), where y denotes the plane across the channel
where we want to compute the stress.35 Studies of these phase
functions are currently underway.
II. METHODOLOGY
In order to test the theoretical results, we chose a sim-
ple model able nonetheless to retain the essential features of
confined fluids. Our model consists of an atomic fluid in a
nanopore modeled by atoms of the same species. Two poten-
tials have been used to model the atomic interactions, LJ and
WCA. The LJ potential captures both repulsive (overlapping
of electronic clouds) and attractive (van der Waals and elec-
trostatic forces) effects and reads
LJ = 4
[(
σ
rij
)12
−
(
σ
rij
)6]
, (1)
where rij = |qi − qj| with qi being the laboratory particle po-
sition, σ is the value of rij for which the LJ interaction poten-
tial is zero, and  is the well depth of the LJ potential, usually
a cutoff of rcut  2.5σ is used and LJ is set to 0 when |rij|
> rcut. All physical units are expressed in reduced units
 = σ = m = 1. The WCA potential36, 37 is a truncated and
shifted form of the LJ potential, purely repulsive and it cap-
tures the characteristic of low density gases
WCA =
⎧⎪⎨
⎪⎩
4
[(
σ
rij
)12
−
(
σ
rij
)6]
+ , rij ≤ 2 16 σ,
0, rij > 2
1
6 σ,
(2)
where the cutoff, rcut = 2 16 σ  1.122σ .
As mentioned in the Introduction, we compare inhomo-
geneous and homogeneous systems. In the systems where
physical boundaries are present, the wall particles are also
subject to a harmonic potential, which tethers each of them
to a virtual lattice site, leaving them free to oscillate as a con-
sequence of interactions
H
(∣∣qwi − qLi ∣∣) = 12kw
∣∣qwi − qLi ∣∣2, (3)
where the superscripts w and L indicate the wall particle and
its lattice site, respectively. The harmonic spring constant kw
has been set to 150, a common value in the literature which
provides balance between constraint and movement (see, for
example, Travis et al.30). A shift of the lattice sites drives the
wall particles.
For the confined system, only one layer of wall parti-
cles was used to improve efficiency. No particles were ob-
served escaping through the wall, and one layer also proved to
be sufficient to efficiently extract the viscous heat produced.
Tests with two layers were also performed, but no detectable
changes were seen in physical properties.
We will now present the equations of motion for the three
systems studied. The first system, which is also the main
subject of interest of this work and labeled A, is a purely
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FIG. 1. Schematic representation of the simulation cell in the xy plane. Even
though only one atomic layer for each wall was employed, no fluid leakage
occurred.
Newtonian fluid confined by thermostatted walls
⎧⎨
⎩
q˙fi = pfi /mfi ,
p˙fi = Ffi ,
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
q˙Lix = ±
1
2
γ˙ Ly,
q˙wi = pwi /mwi ,
p˙wi = Fwi − ξwpwi ,
˙ξw = 1
Q
[∑
i
pwi
2
mwi
− gNkBT
]
.
(4)
where the superscript f and w refers to the fluid and wall par-
ticles, respectively, q˙Lix is the x coordinate of the lattice site,
γ˙ is the strain rate, Ly + σ is the distance between the two
walls (as defined in Fig. 1). The plus/minus sign refers to the
direction of movement of the top/bottom walls, respectively.
System B is a completely homogeneous fluid, coupled to
a shear field by means of the SLLOD equations of motion:38
q˙i = pi
mi
+ xˆγ˙ yi,
p˙i = Fi − xˆγ˙ pyi − ξpi ,
˙ξ = 1
Q
[∑
i
pi2
mi
− gNkBT
]
,
(5)
no superscript is reported due to the presence of only one
atomic species. System C is a fluid confined by thermostat-
ted walls, where both fluid and wall atoms are coupled to a
shear field using the SLLOD equations of motion:
⎧⎪⎪⎨
⎪⎪⎩
q˙fi =
pfi
mi
+ xˆγ˙ yfi ,
p˙fi = Ffi − xˆγ˙ pfyi,
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
q˙Lix = ±
1
2
γ˙ Ly,
q˙wi =
pwi
mi
+ xˆγ˙ ywi ,
p˙wi = Fwi − xˆγ˙ pwyi − ξpwi ,
˙ξw = 1
Q
[∑
i
pwi
2
mwi
− gNkBT
]
.
(6)
This system enables the dissipation to take place also in
the fluid region. It is worth noting that the positive normal
pressure that any real fluid exerts onto the atomic walls of
a channel, causes the latter to expand slightly. This is not
an artifact even though this effect would be hard to probe
in an experimental apparatus. To account for a wider effec-
tive channel, the strain rates used in the SLLOD equations
of motion for systems B and C should be modified accord-
ingly. Alternatively additional constraints could be placed on
the center of mass of the wall layers to avoid their shift. How-
ever the change in strain rate is so small (e.g., for γ˙ = 0.01,
a γ˙ SLLOD = 0.0103 should be used), that its effects would be
unnoticeable, therefore we decided to use the same γ˙ and not
to alter the dynamics with mechanical constraints.
In all systems a Nosé-Hoover thermostat was
employed.39 From the comparison between systems A
and B we can evaluate the differences between the response
of homogeneous and inhomogeneous fluids at low strain
rates, while systems B and C provide information on how
the correlations (and therefore the quality of the response)
improve if dissipation is present everywhere. Even though
the response of systems B and C is going to be different, they
are expected to produce the same long time behaviour. In fact
we remind the reader that the SLLOD dynamics is equivalent
to applying Newton’s equations of motion to a system whose
equilibrium distribution was instantly perturbed at time t = 0
(see Refs. 26 and 40 for further details). All three systems
have been simulated using both WCA and LJ potentials.
This was done in order to study the effect that an increased
interaction range would have on the correlations between
fluid and walls. Results for two values of shear rate are
reported, γ˙ = 0.01 (for both WCA and LJ potentials), and
γ˙ = 0.0001 (only for WCA interactions). We note that the
application of the SLLOD equations to the confined system
C did not affect the structural properties, e.g., density profile
and velocity profile. Due to the low strain rates employed, the
velocity profile was linear (when high shear rates are used,
the velocity assumes an S-shaped profile and this is known to
create problems when thermostats are used in the fluid41).
The derivation of the TTCF was first outlined by Evans
and Morriss9 for mechanically driven systems. A more gen-
eral formalism, derived from the dissipation theorem,28 was
later introduced and it is applicable to a very broad class of
systems, i.e., evolving under an arbitrary dynamics, and an
arbitrary initial distribution of the form
f (, 0) = exp[−F ()]∫
d′exp[−F (′)] , (7)
where F is a real function for which the distribution func-
tion is symmetric under time reversal f (, 0) = f (MT, 0).
There is no requirement for the ensemble to be at equilibrium
(however, it cannot be fractal). We only outline the derivation
of the TTCF formalism through the dissipation theorem and
refer the reader to Refs. 28 and 42 for further details. The cen-
tral quantity in the dissipation theorem, but also in fluctuation
theorems and in general in nonequilibrium statistical mechan-
ics, is the dissipation function. Its physical meaning is that of
spontaneous entropy production for systems close to equilib-
rium where linear irreversible thermodynamics is applicable
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O(F 2e ). Its time integral is defined as∫ t
0
ds((s)) ≡ ln
(
f ((0), 0)
f ((t), 0)
)
−
∫ t
0
ds((s)). (8)
We can write the phase continuity equation in Lagrangian
form and substitute f ((0), 0) from Eq. (8),
f ((t), t) = f ((0), 0)exp
(
−
∫ t
0
ds((s))
)
= f ((t), 0)exp
(
−
∫ t
0
ds((s))
)
. (9)
This is true for any t, therefore, we can set (t) = ∗, which
means (s) = ∗(s − t), and rewrite Eq. (9) as
f (∗, t) = f (∗, 0)exp
(∫ t
0
ds(∗(s − t))
)
= f (∗, 0)exp
(
−
∫ −t
0
ds ′(∗(s ′))
)
, (10)
now substituting the dummy variable ∗ we finally obtain
f (, t) = f (, 0)exp
(
−
∫ −t
0
ds((s))
)
, (11)
which also shows the connection between the full propagator
exp[−iL()t] and the dissipation function. In the Schrödinger
representation, we can express the nonequilibrium ensemble
average of a phase variable B(t) as
〈B(t)〉f (,0) =
〈
B(0)exp
(
−
∫ −t
0
ds((s)
)〉
f (,0)
, (12)
which differentiating and integrating by time can be rewritten
in a more convenient form using the Heisenberg representa-
tion as
〈B(t)〉f (,0) = 〈B(0)〉f (,0) +
∫ t
0
ds 〈(0)B(s)〉f (,0). (13)
In the limit of vanishing external field Fe → 0, we recover
the result for linear response theory. We can now derive the
dissipation for our three systems:
A →  = β
∑
i
(− k(qwix − qLix)q˙Lix)
B →  = β(−γ˙ PxyV ),
C →  = β(−γ˙ PxyV ) + β
∑
i
(− k(qwix − qLix)q˙Lix
+k(qwix − qLix)γ˙ yi),
where the index i runs over the wall particles. We note that in
system A there is no ambiguity in the definition of the dissipa-
tion, and it is due to the displacement of the wall atoms with
respect to the respective lattice sites.43 Note that Eq. (13) will
apply whether or not there is slip at the walls or a nonlinear
velocity profile develops. The key argument of the dissipation
theorem, and therefore of nonlinear response theory, is in fact
the dissipation function, and as we can see from the equations
above, its arguments only involve the strain rate of the walls
and/or that appearing in the SLLOD equations. In system B,
the dissipation is due to the internal energy change induced
by the coupling of the shear force in the SLLOD equations of
motion, while system C it contains both terms from systems
A and B, but also a cross term due to the SLLOD equations in
the dynamics of the wall.
We would like to note that in deriving the dissipation the-
orem, the system is assumed to be ergodicly consistent, i.e.,
f ((t), 0) 
= 0 ∀t , which means that the phase space point
in which our system finds itself at the end of the trajectory at
time t, must exist in the initial ensemble at time 0. This might
cause problems, for example, if the system undergoes phase
transitions. At very high confinements the boundaries might
induce a crystal structure on the film, which could break down
when the fluid is sheared, i.e., at time t we sample the phase
space accessible to the fluid, but at time zero only the phase
space compatible with the crystal structure can be sampled,
and this is not inclusive of the fluid phase space. This effect
can be present both in homogeneous and inhomogeneous sys-
tems, even if inhomogeneous confined systems may present
more situations in which ergodic consistency might be vio-
lated (e.g., also the movement of the boundary has to be er-
godicly consistent).
III. RESULTS AND DISCUSSION
All the results presented herein, refer to a state point
with temperature T = 1.0 and density ρ = 0.8442. The equa-
tions of motion are integrated with a fourth order Runge-Kutta
scheme with a time step dt = 0.004. The systems were sub-
jected to shear rates of γ˙ = 0.01 and γ˙ = 0.0001. All sys-
tems were equilibrated for 500 time units. Successively, from
one equilibrium trajectory, phase points were selected ev-
ery 1.5 time units, as starting points to generate nonequilib-
rium trajectories. A total of 20 000 starting points were used
and, to further improve the statistics, one phase space map-
ping was performed for every starting point, for a total of
40 000 nonequilibrium trajectories. A phase space mapping
allows the use of the same equilibrium state point to pro-
duce several nonequilibrium trajectories.26 The initial phase
space vector is modified (e.g., changing the momentum com-
ponents and/or configurational components) so as to leave the
distribution function unchanged. An example of a mapping
is (q,p) → ′(q,−p) for the canonical distribution func-
tion, which is symmetrical under momentum reflection. This
method allows the total simulation time to be reduced be-
cause it avoids following the equilibrium trajectory to cre-
ate new starting points. A mapping is also useful to improve
statistics. At long times, for systems exhibiting mixing, the
terms (0) and B(s) will become uncorrelated and 〈(0)B(s)〉
→ 〈(0)〉〈B(s)〉 = 0 because 〈(0)〉 = 0. In numer-
ical simulations however, due to inherent inaccuracies,
the value of the dissipation function obtained with a fi-
nite sampling might give a 〈(0)〉 which is not exactly
zero, and those errors would propagate in the time in-
tegral of Eq. (13). This issue can be solved if we can
Downloaded 16 Oct 2012 to 150.203.35.195. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions
074114-5 Bernardi et al. J. Chem. Phys. 137, 074114 (2012)
FIG. 2. System A: Pxy response for the confined fluid. The fluid dynamics is purely Newtonian, and the wall atoms are driven by the shift of the virtual lattice
to which they are tethered. The thermostat acts only on the wall. System with LJ interaction on the left, WCA on the right γ˙ = 0.01.
find a proper mapping such that ((0)) = −(′(0)).
Unfortunately, this is not always possible, especially when the
geometry of the system is complex.2 We chose to use a mo-
mentum reflection mapping for efficiency purposes, and use
the extended formula 〈(0)B(s)〉 − 〈(0)〉〈B(s)〉 inside the
time integral. This is acceptable because we know a priori
that it is only for numerical reasons that 〈(0)〉 is not identi-
cally zero.
Each one of Figs. 2–4 compares a system interacting
with WCA and LJ interactions at a strain rate of γ˙ = 0.01.
Figure 2 shows results for system A (Newton’s equations for
the confined fluid), Fig. 3 shows results for system B (SLLOD
homogeneous fluid), and Fig. 4 shows results for system C
(confined fluid under the action of SLLOD equations of mo-
tion).
Figures 2–4 shows that there is only a small difference
between the LJ systems and the corresponding WCA sys-
tems. The response is qualitatively similar, the LJ systems are
more viscous. This is understandable in light of the attractive
component of the potential. This means that for systems in
such a high confinement, there is a good correlation between
wall and fluid atoms even in the presence of a simply repul-
sive potentials. The results for homogeneous SLLOD systems
(Fig. 3) are qualitatively comparable to those of previous
works,9 as we would expect, the response increases steeply
and quickly reaches a plateau. TTCF clearly shows better
statistics, but for γ˙ = 0.01 the response is comparable with
the one obtained from the DAV method. System A shows
pronounced oscillations which die off in time to approach a
steady value similar to that of the homogeneous system. The
oscillations are due to the atomic boundaries which, when
the field is switched on, oscillates back and forth around the
shifted virtual lattice sites. This effect, even though dependent
on the implementation of the atomic boundaries, is not an arti-
fact. In fact it is plausible that, in a fluid driven by walls, there
is a building up and release of stresses on these short time
scales. The Pxy component in system A is slightly lower than
that in the homogeneous system B, even though the fluid is at
the same density and shear gradient. This effect is likely to be
due to the structural changes which the fluid undergoes due
FIG. 3. System B: Pxy response for the homogeneous fluid with SLLOD dynamics and homogeneously thermostatted. System with LJ interaction on the left,
WCA on the right γ˙ = 0.01.
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FIG. 4. System C: Pxy response for the confined fluid. Both wall and fluid dynamics are governed by SLLOD equations but only the walls are thermostatted.
System with LJ interaction on the left, WCA on the right γ˙ = 0.01.
FIG. 5. System B: (a) Pxy response for the homogeneous fluid with SLLOD dynamics and homogeneously thermostatted. System C: (b) Pxy response for the
confined fluid. Both wall and fluid dynamics are governed by SLLOD equations but only the walls are thermostatted. WCA, γ˙ = 0.0001.
FIG. 6. System A: Pxy response for the confined fluid. The fluid dynamics is purely Newtonian, and the wall atoms are driven by the shift of the virtual lattice
to which they are tethered. The thermostat acts only on the wall. WCA, γ˙ = 0.0001. On the right, channel width = 13.755031.
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FIG. 7. Superimposition of Pxy response for all systems at γ˙ = 0.0001. The
limiting behaviour in the response is similar for all the confined systems.
to the layering which naturally occurs in confined systems,
especially close to the walls.
System C shows a similar behaviour to that of system B,
i.e., no presence of oscillations. The SLLOD dynamics clearly
smooths the oscillations due to the lattice shear. From theo-
retical considerations, we would expect the same long time
response for systems A and C. Importantly, we notice that
the WCA Pxy plateau value is 0.15 as for system A, which
means that the structural changes of the fluid are the reason
for the diminished magnitude in the response. The fluid in
system B obeys the same equations of motion as those of the
fluid in system C.
Figures 5 and 6 shows the results for γ˙ = 0.0001. The
direct averages show noise fluctuations which go outside the
plots’ boundaries and it has been omitted for clarity. TTCF
produces instead responses which are qualitatively consistent
with those at γ˙ = 0.01, proving the reliability of the method
for shear rates comparable to experiments. We also note that
even though it would be possible to decrease the strain rates
further, the TTCF error bars would remain essentially the
same as the system would tend more and more to equilibrium.
In Figs. 6(a) and 6(b), we plot the response for a confined
WCA fluid for channel widths of 5σ and 13σ , respectively. In
the larger channel the correlations grow weaker at long times
(as higher error bars indicate); however, the response does
not change significantly with respect to the narrower channel.
This means that even for a width of 13σ the fluid response at
short times is dominated by the few atomic layers adjacent to
the wall where density fluctuations are prominent. Figure 7
compares the response for systems at γ˙ = 0.0001, highlight-
ing the same limiting behaviour for all confined systems.
IV. CONCLUSION
We have applied the transient time correlation function,
in the formalism of the dissipation theorem, to study the shear
stress response of an atomic fluid confined in a nanopore and
where the shear gradient was induced by the translation of
walls. Several systems have been investigated and compared.
The results show that TTCF is applicable with good statis-
tics also to confined systems even though the dissipation is
bounded to the boundary region. This suggests that the corre-
lation between the dissipation function and the phase function
are limited to the momenta exchange at the interface.
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