Abstract: The first ever real data application of a two-component Burr mixture distribution is provided. It is fitted to three loss data sets: fire loss claims in Denmark, fire loss claims for three building categories in Belgium and fire loss data in Norway. Each of these data sets exhibits significant bimodality. The fits of the two-component Burr mixture distribution are compared to those of five other two-component mixture distributions: the two-component Weibull mixture, two-component gamma mixture, two-component Pareto mixture, two-component lognormal mixture and the two-component exponential mixture distributions. The Burr mixture distribution is shown to give the best fit for each data set. The relative performances of the fitted distributions was assessed in terms of Akaike information criterion values, Bayesian information criterion values, consistent Akaike information criterion values, corrected Akaike information criterion values, Hannan-Quinn criterion values, density plots and probability-probability plots.
Introduction
Bimodal distributions are new in insurance loss modeling. Some recent examples include: distributions of fire and allied losses exhibit a bimodal resemblance (Vernic et al. 2009 ); Lee and Lin (2010) reason that property and casualty losses are derived from various sources and thus they often show multimodal characteristics.
Bimodal characteristics are commonly modeled by mixture distributions. Some recent applications of mixture distributions to insurance loss modeling include: estimation of catastrophic losses in the United States using Erlang mixture distributions (Lee and Lin 2010); modeling of motor insurance claims in Thailand using lognormal mixture distributions (Sattayatham and Talangtam 2012). Daniyal and Rajab (2015) and Al-Moisheer and Sultan (2016) describe methodological developments only or methodological developments followed by simulation studies. Ahn et al. (2011) describe an application to a data from an ongoing matched case-control study of colorectal cancer, but the Burr mixture is used only as a link function. Saleem et al. (2011) describe an application to failure times of electronic valves, but the model used is a mixture of Pareto distributions, a particular case of the mixture of Burr distributions.
The aim of this note is to provide the first ever data applications of the Burr mixture distribution. The results show that the Burr mixture distribution consistently outperforms the known mixture distributions for the data considered. It is hoped that the results of this note could encourage the Burr mixture distribution being applied to innovative problems.
The contents of this note are organized as follows. Section 2 describes six mixture distributions, including the Burr mixture distribution. An application of these distributions to three fire loss data sets is described in Section 3. The efficiencies of two methods for fitting the distributions are compared in Section 4. Some conclusions and future work are noted in Section 5.
Mixture models
A two-component mixture distribution can be specified by the density function
where 0 < w < 1 is a mixing parameter, g is the density function of each component and Θ i is a vector of parameters for the ith component. The nth moment corresponding to (1) can be expressed as
If x 1 , x 2 , . . . , x n is a random sample from the two-component mixture distribution the loglikelihood function can be expressed as
where Θ = (w, Θ 1 , Θ 2 ).
We take g to correspond to a three-parameter Burr, two-parameter Weibull, two-parameter gamma, two-parameter Pareto, two-parameter lognormal and one-parameter exponential distributions. We shall refer to the resulting mixture distributions as the Burr mixture, Weibull mixture, gamma mixture, Pareto mixture, lognormal mixture and exponential mixture distributions. The expressions for g (x; Θ i ) and
these distributions are given in the appendix.
The six two-component mixture distributions were fitted to the data by the method of maximum likelihood, i.e., by maximizing (2) for g taking the six possible forms given by (3) to (8) . The maximization was performed by using the function optim in R (R Core Development 2015). A wide range of initial values were chosen for maximization, including
• each component of Θ i taking 0.01, 0.02, . . . , 10 for i = 1, 2;
• the mixing parameter w taking 0.01, 0.02, . . . , 0.99;
• the method of moments estimates given by the simultaneous solutions of E X i = (1/n) We chose the maximum likelihood estimate for Θ as the estimate say Θ for which ln L Θ was the largest.
Many of the fitted distributions are not nested. Discrimination among them was performed using various criteria:
• the Akaike information criterion due to Akaike (1974) defined by
where Θ denotes the maximum likelihood estimate of Θ and k the number of parameters;
• the Bayesian information criterion due to Schwarz (1978) defined by
• the consistent Akaike information criterion (CAIC) due to Bozdogan (1987) defined by CAIC = −2 ln L Θ + k (ln n + 1) ;
• the corrected Akaike information criterion (AICc) due to Hurvich and Tsai (1989) defined by
• the Hannan-Quinn criterion due to Hannan and Quinn (1979) defined by HQC = −2 ln L Θ + 2k ln ln n;
The smaller the values of these criteria the better the fit. For more discussion on these criteria, see Burnham and Anderson (2004) and Fang (2011) .
Finally, the classical likelihood ratio test (Cox and Hinkley 1974) can be used to discriminate among nested models. According to this test, if Model 1 has n 1 parameters and yields a log-likelihood of ln L 1 and Model 2, a sub-model of Model 1, has n 2 < n 1 parameters and yields a log-likelihood of ln L 2 , then the former should be preferred if
, where χ 2 ν,α denotes the 100α percentile of a chisquare random variable with ν degrees of freedom.
Data application
Here, we illustrate the performance of the mixture distributions in Section 2 using three real data sets. The data sets chosen are the fire loss data for Denmark, Belgium and Norway. Note that all these data sets are skewed and carry extreme tails. Multimodality is not clear from graphical observations. However, various tests are available in the literature to test for multimodality. We performed Hartigans dip test (Hartigan and Hartigan 1985) . The test minimizes the maximum difference between the empirical and theoretical distribution functions. All the three data sets passed the Hartigans dip test for multimodality which indicates that they are at least bimodal.
The first data set consists of 2492 fire loss claims in Denmark recorded by Copenhagen Reinsurance from a period from 1980 to 1990. The data are in millions of Danish Kroner (DKK). They have been properly adjusted to reflect inflation for 1985 values. Thorough discussion of this data has been made by McNeil (1997) and Resnick (1997) . The data can be found in Embrechts et al. (2013) . The following are some summary statistics for the data: the minimum is 0.3134, the median is 1.634, the mean is 3.063, the maximum is 263.300 and the standard deviation is 7.977.
The second data set was collected by the reinsurance broker AON Re Belgium and consists of 1823 fire loss claims for three building categories. Claim sizes used for this purpose were recorded in thousands of Belgium Franc. Some summary statistics for the data are as follows: the minimum is 0.15, the median is 9.07, the mean is 363.50, the maximum is 190500.00 and the standard deviation is 4868.259.
The final data set used in this study is the Norwegian fire loss data. The data consists of 9181 observations for a period of 21 years starting 1972. However, we consider the three recent years observations only, that is, the data from 1990 to 1992 comprising of 1867 observations. The data are rounded to thousands of Norwegian Krones. Some summary statistics for the data are as follows: the minimum is 0.500, the median is 1.106, the mean is 1.992, the maximum is 102.400 and the standard deviation is 4.384.
The six mixture models proposed in Section 2 were fitted to each of the three data sets. The method of maximum likelihood was used as described in Section 2. For each of the three data sets, the Burr mixture distribution gave the best fit in terms of the six criteria stated in Section 2. That is, the Burr mixture distribution gave the smallest values for − ln L, AIC, AICc, BIC, HQC and CAIC.
We now give details of the results for the Denmark, Belgium and Norway data sets. The p-values of Hartigan's dip test for these data sets were 0.212, 0.1966 and 0.9923, respectively. The values of − ln L, AIC, AICc, BIC, HQC and CAIC for the fitted distributions for these data sets are shown in Tables 1 to 3 . The density functions for the fitted distributions for these data sets are shown in Figs 1 to 3. The probability plots for these data sets are shown in Figs 4 to 6.
The Burr mixture distribution gives the best fit for each of the three data sets in terms of the six criteria, fitted density plots and probability plots. The second best fit is by the lognormal mixture distribution. Other mixture distributions perform variably for the three data sets. The worst fit for the Danish and Belgian fire losses is by the exponential mixture distribution. The worst fit for the Norwegian fire losses is by the Pareto mixture distribution. Figure 6: Probability-probability plots (P-P plots) of the Norwegian fire loss data: mixture of Burr (black), mixture of Weibull (red), mixture of gamma (green), mixture of Pareto (blue), mixture of lognormal (cyan) and mixture of exponential (magenta) models.
The Burr mixture distribution has two more parameters than the other mixture distributions fitted. This may explain why it provides better fits in terms of density and probability plots. However, the Burr mixture distribution also provides better fits in terms of the six criteria, which penalize for the additional parameters.
The use of the likelihood ratio test showed that: i) the Weibull mixture distribution provides a significantly better fit than the exponential mixture distribution for all three data; ii) the gamma mixture distribution also provides a significantly better fit than the exponential mixture distribution for all three data; iii) the Burr mixture distribution also provides a significantly better fit than the Pareto mixture distribution for all three data.
A simulation study
Here, we assess the efficiency of the optim routine in the R software in computing the maximum likelihood estimates versus using the EM algorithm in computing the maximum likelihood estimates. The efficiency is measured in terms of the central processing unit time to compute the maximum likelihood estimates.
We use a simulation study described by the following scheme:
1. simulate a sample of size n from a two-component Burr mixture distribution; 2. compute the maximum likelihood estimates of the parameters by using the optim routine;
3. compute the maximum likelihood estimates of the parameters by using the EM algorithm;
4. repeat steps 1 to 3 ten thousand times;
5. repeat steps 1 to 4 for n = 15, 16, . . . , 100.
The parameter values in step 1 were taken to be ( The mean central processing unit time (over the ten thousand samples) versus n is plotted in Fig 7 for the five parameter choices. We see that the use of the optim routine is more efficient for every n and for each parameter values. The relative efficiency of using the optim routine increases with increasing n. The maximum likelihood estimates of (Θ 1 , Θ 2 , w) obtained using the optim routine and the EM algorithm were identical up to the decimal places considered.
In the simulations, the true parameter values were taken to be one of five choices. But the pattern in Fig 7 was the same for a wide range of other parameter values. In particular, the optim routine was always more efficient for every n and for every parameter choice and the relative efficiency of using the optim routine always increased with increasing n.
Conclusions
We have provided the first ever real data application of a two-component Burr mixture distribution. This application has involved data sets on fire loss for Denmark, Belgium and Norway. The Burr mixture distribution was shown to give the best fit for each of these data sets when compared to five other two-component mixture distributions. The best fit was assessed in terms of − ln L, AIC, AICc, BIC, HQC, CAIC, fitted density plots and probability plots.
Most of the known applications of mixture distributions have involved only two-component mixtures. There are only a few applications involving multicomponent mixtures. In particular, we are not aware of any application involving multicomponent Burr mixture distributions. A future work is to seek innovative applications of multicomponent mixture distributions.
We like to mention that the fire loss data for the three countries were chosen only to illustrate the superior fit and the first real data application of the Burr mixture distribution. We do not claim that the Burr mixture distribution will always provide better fits than other mixture distributions. Of course there may be data sets where the Burr mixture distribution does not provide as good a fit as other mixture distributions. But in the data sets considered, the Burr mixture distribution does provide better fits than other mixture distributions. The message of the paper to the readers is the following: consider the Burr mixture distribution as a possible model in the future.
A final comment relates to the fitted densities in Figs 1 to 3 . Although the data are multimodal (according to Hartigans dip test), the fitted densities do not show clear multimodality. So, we also fitted the data by using non-mixture distributions, including the Burr, Weibull, gamma, Pareto, lognormal and exponential distributions. Of these, the Burr distribution gave the best fit for each data set according to − ln L, AIC, AICc, BIC, HQC, CAIC, fitted density plots and probability plots. But the fit of the two-component Burr mixture distribution was significantly better than the fit of the Burr distribution for each data set. In particular, the values of AIC, AICc, BIC, HQC and CAIC for the two-component Burr mixture distribution were smaller.
Appendix: Densities and moments of the mixture components
The three-parameter Burr distribution has
and The two-parameter gamma distribution has g (x; Θ i ) = x α i −1 exp (−x/λ i ) λ
and
where Θ i = (λ i , α i ). Here, α i > 0 are known as shape parameters while λ i > 0 are known as scale parameters. The one-parameter exponential distribution is the particular case for α i = 1.
The two-parameter Pareto distribution has g (x; Θ i ) = α i λ 
