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the level of tail dependence in copulas. For the Gaussian copula, however, we prove that
the classical measures are maximal. The implication of the result is two-fold: On the one
hand, it means that in the Gaussian case, the (weak) measures of tail dependence that
have been reported and used are of utmost prudence, which must be a reassuring news
for practitioners. On the other hand, it further encourages substitution of the Gaussian
copula with other copulas that are more tail dependent.
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1 Introduction
“The devil is in the tails” is the title of the paper by Donnelly and Embrechts (2010) who
refute the harsh criticism of mathematics (Salmon, 2012) in general, and of the Gaussian
copula-based credit risk model of Li (2000) in particular. As a member of the unholy
trinity (Kousky and Cooke, 2009), the notion of tail dependence is in the very center
of this controversy. Speaking plainly, tail dependence is about the clustering of extreme
events, and it is a rather daunting phenomenon in the context of risk management. For
example, it implies that devastating losses within portfolios of risks as well as defaults of
financial enterprises in credit risk portfolios occur together (Ru¨schendorf, 2013; Wang et
al., 2013; Puccetti and Ru¨schendorf, 2014).
Mathematically, there exist a variety of ways to quantify the extent of tail dependence
in bivariate random vectors with dependence structures given by copula functions C :
[0, 1]2 → [0, 1] (see, e.g., Nelsen, 2006; Durante and Sempi, 2015, for reviews of the theory
of copulas). Arguably the most popular measure of lower tail dependence is nowadays
attributed to Joe (1993) (also Sibuya, 1959) and given by
λL := λL(C) = lim
u↓0
C(u, u)
u
. (1)
Non-zero (more precisely (0, 1]) values of index (1) suggest lower tail dependence in C.
Just like other synthetic measures, λL is not always reliable because it sometimes underes-
timates the extent of lower tail dependence in copulas as the next example demonstrates.
Example 1. Consider the following copula (Nelsen, 2006, Example 3.3)
Cθ(u, v) =

u, 0 ≤ u ≤ θv ≤ θ,
θv, 0 ≤ θv < u < 1− (1− θ)v,
u+ v − 1, θ ≤ 1− (1− θ)v ≤ u ≤ 1,
parametrized by θ ∈ [0, 1]. This copula has two singularities, and it is fully co-monotonic
(fully counter-monotonic) for θ = 1 (θ = 0, respectively). It is easy to see that
λL(Cθ) = lim
u↓0
θu
u
= θ.
Let λ∗L(Cθ) be the measure as in (1) but now along the path
(
u
√
θ, u/
√
θ
)
0≤u≤1
rather
than along the diagonal (u, u). Clearly in this case
λ∗L(Cθ) = lim
u↓0
C(u
√
θ, u/
√
θ)
u
=
√
θ > θ = λL(Cθ),
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for every θ ∈ (0, 1).
On a different note, when limit (1) is zero, it is often useful to rely on the somewhat
more delicate index of weak tail dependence χL ∈ [−1, 1] (Coles et al., 1999; Fischer and
Klein, 2007) that is given by
χL := χL(C) = lim
u↓0
2 log u
logC(u, u)
− 1, (2)
and/or to the index of tail dependence κL := κL(C) ∈ [1, 2] (Ledford and Tawn, 1996)
that solves the equation
C(u, u) = `(u)uκL when u ↓ 0, (3)
assuming that we can find a slowly varying at 0 function `(u). The following example
demonstrates that κL can also be misleading in a similar way to that of Example 1.
Example 2. Recall that the Marshall-Olkin copula is given by
Ca,b(u, v) = min(u
1−av, uv1−b) for 0 ≤ u, v ≤ 1, (4)
where a, b ∈ [0, 1] are parameters (Cherubini et al., 2013). Denote by κ∗L(Ca,b) a measure
mimicking (3) that verifies the tail dependence of Ca,b along the path
(
u2a/(a+b), u2b/(a+b
)
0≤u≤1.
We readily check that
κ∗L(Ca,b) = 2−
2ba
a+ b
≤ 2−min(a, b) = κL(Ca,b),
where the equality holds only if a = b.
Speaking generally, indices (1), (2) and (3) may underestimate the amount of tail
dependence even in copulas that are symmetric and do not have singularities (Furman
et al., 2015). The reason is that all the aforementioned indices of lower tail dependence
rely entirely on the behavior of copulas along their main diagonal (u, u)0≤u≤1. However,
the tail dependence of copulas can be substantially stronger along the paths other than
the main diagonal. This can be a serious disadvantage, as reported by, e.g., Schmid and
Schmidt (2007), Zhang (2008), Li et al. (2014), and Furman et al. (2015).
When it comes to the bivariate Gaussian copula, henceforth denoted by Cρ, which
has become a synonym of the recent subprime mortgage crisis, it can be shown that
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indices (1), (2) and (3) are equal to 0, ρ and 2/(1 + ρ), respectively, where ρ ∈ (0, 1) is
the correlation coefficient. In the light of discussion hitherto, the following most natural
problem arises:
Problem 1. Let ψ, ϕ : [0, 1]→ [0, 1] be functions yielding an admissible path (ψ(u), ϕ(u))0≤u≤1
in [0, 1]2, and let λ∗L, χ
∗
L and κ
∗
L be the counterparts of (1), (2) and (3), respectively, cal-
culated along the noted path. Is there an admissible path such that any of the following
bounds holds
λ∗L(Cρ) > λL(Cρ), χ
∗
L(Cρ) > χL(Cρ) and/or κ
∗
L(Cρ) < κL(Cρ)? (5)
A positive answer to this question would reinstate to an extent the Gaussian copula in
public favor, whereas a negative answer would mean that index (1) is maximal in the
Gaussian case, which of course does not imply the same conclusion for other copulas.
In this paper we investigate the aforementioned problem. To this end, in Section
2 we set out to formally define the class of ‘admissible’ path functions as well as the
collection of ‘admissible’ paths mentioned in Problem 1. In Section 3, we then provide a
complete solution to Problem 1. Our proofs rely on subtle geometric arguments involving
intersections of convex curves with their rotations. Section 4 concludes the paper.
2 Paths and indices of maximal tail dependence
Our main goal in this section is to describe admissible paths (ψ(u), ϕ(u))0≤u≤1 formally.
We borrow heavily from Furman et al. (2015).
Definition 1. A function ϕ : [0, 1]→ [0, 1] is called admissible if it satisfies the following
conditions:
(C1) ϕ(u) ∈ [u2, 1] for every u ∈ [0, 1];
(C2) ϕ(u) and u2/ϕ(u) converge to 0 when u ↓ 0.
Then the path (ϕ(u), u2/ϕ(u))0≤u≤1 is admissible whenever the function ϕ is admissible.
Also, we denote by A the set of all admissible functions ϕ.
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A number of observations are instrumental to clarify the definition. First, condition
(C1) makes sure that ϕ(u) ∈ [0, 1] and u2/ϕ(u) ∈ [0, 1], whereas condition (C2) is
motivated by the fact that we are interested in the behavior of the copula C near the
lower-left vertex of its domain of definition. Second, the function ϕ0(u) = u, u ∈ [0, 1], is
admissible and yields the main diagonal (u, u)0≤u≤1. Third, for the independence copula
C⊥, it holds that C⊥(ϕ(u), u2/ϕ(u)) = u2, u ∈ [0, 1]2, which is path-independent as
expected, thus warranting the choice ψ(u) = u2/ϕ(u), u ∈ [0, 1].
In order to determine the strongest extreme co-movements of risks for any copula C,
we search for functions ϕ ∈ A that maximize the probability
Πϕ(u) = C
(
ϕ(u), u2/ϕ(u)
)
, u ∈ (0, 1),
or, equivalently, the function
dϕ(C,C
⊥)(u) = C
(
ϕ(u), u2/ϕ(u)
)− C⊥(ϕ(u), u2/ϕ(u)), u ∈ (0, 1),
which is non-negative for positively quadrant dependent (PQD) (Lehmann, 1966) copulas
C. Then an admissible function ϕ∗ ∈ A is called a function of maximal dependence if
Πϕ∗(u) = max
ϕ∈A
Πϕ(u) (6)
for all u ∈ (0, 1). The corresponding admissible path (ϕ∗(u), u2/ϕ∗(u))0≤u≤1 is called a
path of maximal dependence. Generally speaking, the path ϕ∗ is not unique, but for each
such path the value of Πϕ∗ is the same. In what follows, we use the notation Π
∗(u) instead
of Πϕ∗(u).
Given the new paradigm of prudence that has taken the world of quantitative risk
management by storm (OSFI, 2015), it is sensible to introduce conservative variants of
indices (1), (2) and (3) that would rely on path of maximal dependence (6), rather than
on the main diagonal path of the copula C. Namely, we suggest
λ∗L := λ
∗
L(C) = lim
u↓0
Π∗(u)
u
instead of λL(C) = lim
u↓0
C(u, u)
u
, (7)
and
χ∗L := χ
∗
L(C) = lim
u↓0
2 log u
log Π∗(u)
− 1 instead of χL = lim
u↓0
2 log u
logC(u, u)
− 1,
subject to the existence of the limits, and also
Π∗(u) = `∗(u)uκ
∗
L , u ↓ 0 instead of Π(u) = `(u)uκL , u ↓ 0,
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assuming that there exist slowly varying at zero functions `∗(u) and `(u) (Ledford and
Tawn, 1996). These new indices of tail dependence provide a more prudent estimation of
the extent of tail dependence in copulas and, in conjunction with tail-based risk measures,
are capable of distinguishing between risky positions in situations where the classical
indices of tail dependence fail to do so (Furman et al., 2015, Section 3).
A useful technique for deriving function(s) of maximal dependence, and thus in turn
of the corresponding indices, consists of three steps:
(S1) searching for critical points of the function x 7→ C(x, u2/x) over the interval [u2, 1]
and for each u ∈ [0, 1];
(S2) checking which solution(s) is/are global maximum/maxima;
(S3) verifying that the function u 7→ ϕ∗(u) is in A.
Accomplishing these tasks sometimes results in explicit formulas for maximal dependence
functions, while in some other cases obtaining closed-form solutions may not be possible.
For example, as we see from Furman et al. (2015), for the Farlie-Gumbel-Morgenstern
(FGM) copula this task is doable, whereas for the generalized Clayton copula there is no
closed-form solution. We refer the reader to, respectively, Sections 4 and 6 in Furman et
al. (2015) for more technical discussions.
Sometimes, especially when formulas for conditional copulas are readily available, it
is useful to recall that partial derivatives of copulas are conditional copulas, and thus the
task of determining the set of critical points becomes equivalent to finding all the solutions
in x ∈ [u2, 1] to the equation
xC2|1
(
u2
x
|x
)
=
u2
x
C1|2
(
x|u
2
x
)
. (8)
Interestingly, as has been also pointed out by one of the referees, there are symmetric
copulas whose paths of maximal dependence are diagonal: e.g., the FGM and Clayton
copulas, as well as the symmetric subclass of the Marshall-Olkin copulas (see, Furman et
al., 2015). Hence, a natural question is whether or not the path of maximal dependence
always coincides with the diagonal when the copula function is symmetric? Unfortunately,
the answer to this question is not always positive, as we illustrate next.
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First, we recall from Furman et al. (2015) that there are symmetric copulas whose
paths of maximal dependence are not diagonal, such as the 0.5/0.5 mixture of two ‘mir-
rored’ Marshall-Olkin copulas. Next we present an example showing that this argument
also holds for the absolutely continuous subclass of symmetric copulas.
For this, we recall the bivariate extreme value copula (Pickands, 1981; Guillotte and
Perron, 2016)
CA(u, v) = exp
{
ln(uv)A
(
ln v
lnuv
)}
,
where A : [0, 1] → [0.5, 1] is the Pickands dependence function, which is convex and
satisfies the bounds (1− t)∨ t ≤ A(t) ≤ 1 for t ∈ [0, 1]. Define the 0.5/0.5 mixture of two
‘mirrored’ extreme value copulas by
CA1,A2(u, v) =
1
2
(
CA1(u, v) + CA2(u, v)
)
, (9)
where A1 and A2 are two Pickands dependence functions such that A1(t) = A2(1 − t)
for t ∈ [0, 1]. It is not difficult to see that copula (9) is PQD, symmetric around the
diagonal, and absolutely continuous when the Pickands dependence functions A1 and A2
are differentiable.
To prove that the path of maximal dependence for the just defined copula may not be
diagonal, it is sufficient to show that there exists A1 such that
∂2
∂x2
CA1,A2(x, u
2/x)
∣∣∣
x=u
> 0. (10)
Equivalently, we need to verify that for ψ(t, u) = uA1(1−t) + uA1(t) and u ∈ [0, 1] we have
∂2
∂t2
ψ(t, u)
∣∣
t=0.5
= 2uA1(1/2) ln(u)
(
(A
(1)
1 (1/2))
2 lnu+ A
(2)
1 (1/2)
)
> 0, (11)
where A
(k)
1 is the k-th derivative of A1. Hence, unless the function A1 attains its minimum
at t = 0.5, there exists u∗ ∈ [0, 1] such that statement (11) holds for all u ∈ [0, u∗]. This
suggests that x 7→ C(x, u2/x) is convex at x = u for u ∈ [0, u∗], and so the path of
maximal dependence cannot coincide with the diagonal on the aforementioned interval,
that is, ϕ∗(u) 6= u for u ∈ [0, u∗].
We conclude this section by noting that other scholars have also considered other
than the diagonal paths when measuring tail dependence. For example, Asimit et al.
(2016) use the conditional Kendall’s tau to measure tail dependence. Joe et al. (2010)
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introduce the tail dependence function b(w1, w2;C) = limu↓0C(uw1, uw2)/u for w1, w2 > 0
to measure tail dependence via different directions. Hua and Joe (2014) use the excess-
of-loss economic pricing functional to study tail dependence. All of these measures as
well as the notion of maximal tail dependent discussed in the present paper provide
complementary ways for understanding tail dependence.
3 Main results
The bivariate Gaussian copula arises from the bivariate normal distribution. As such,
it is arguably the most popular and well-studied copula, extensively used in financial
and insurance mathematics (MacKenzie and Spears, 2014). We recall that the Gaussian
copula Cρ(u, v) is defined, for 0 ≤ u, v ≤ 1, as follows
Cρ(u, v) = Φ2(Φ
−1(u),Φ−1(v); ρ), (12)
where Φ(u) and Φ−1(u) are the standard-normal distribution function and its inverse, and
Φ2(s, t; ρ) =
∫ s
−∞
∫ t
−∞
1
2pi
√
1− ρ2 exp
{
−x
2 − 2ρxy + y2
2(1− ρ2)
}
dydx (13)
is the distribution function of the bivariate normal distribution with correlation parameter
ρ ∈ (−1, 1), defined for all s, t ∈ R.
Theorem 1. For the Gaussian copula Cρ,
(I) when ρ ∈ (−1, 0), there is no admissible path of maximal dependence;
(II) when ρ = 0, every admissible path is a path of maximal dependence;
(III) when ρ ∈ (0, 1), the only path of maximal dependence is the diagonal (u, u)0≤u≤1.
Corollary 1. For the Gaussian copula Cρ, when ρ ∈ [0, 1) we have
(A) λ∗L(Cρ) = λL(Cρ) = 0;
(B) χ∗L(Cρ) = χL(Cρ) = ρ;
(C) κ∗L(Cρ) = κL(Cρ) = 2/(1 + ρ).
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Proof of Theorem 1. The proof of parts (I) and (II) of Theorem 1 is simple. When ρ ∈
(−1, 0) we have Cρ(u, v) < uv for all u, v ∈ (0, 1). Therefore, Πϕ(u) achieves its maximum
at either ϕ(u) = u2 or ϕ(u) = 1. However, the two paths (u2, 1)0≤u≤1 and (1, u2)0≤u≤1
are not admissible, which establishes statement (I). Statement (II) follows from the fact
that in the case ρ = 0 the Gaussian copula Cρ reduces to the independence copula
C⊥(u, v) = uv, 0 ≤ u, v,≤ 1.
The proof of part (III) of Theorem 1 is much more involved, and it requires several
auxiliary results. Our first goal is to rephrase the statement about the location of paths
of maximal dependence as a geometric statement about certain curves. To this end, for
α ∈ (0, 1), we define
Cα := {(w, z) : Φ(w)Φ(z) = α} ⊂ R2. (14)
These are the level sets of the function of two variables (w, z) 7→ Φ(w)Φ(z), and these
sets play a pivotal role in our proof.
Given a point (x1, x2) ∈ R2, we denote by β(x1, x2) the point (y1, y2) obtained from
(x1, x2) by rotation by angle β counter-clockwise, that is
y1 = cos(β)x1 − sin(β)x2,
y2 = sin(β)x1 + cos(β)x2.
Similarly, for any set γ ⊂ R2 we denote by βγ the result of rotating the set γ counter-
clockwise by angle β.
Consider the following statement:
For any α ∈ (0, 1) and β ∈ (0, pi/2), the intersection Cα ∩ βCα (15)
consists of a unique point.
We next prove that the statement above is in fact stronger than statement (III) of Theorem
1. Thus proving (15) automatically completes the proof of Theorem 1(III).
Lemma 1. Statement (15) implies part (III) of Theorem 1.
Proof. Finding a path of maximal dependence is equivalent to solving the following op-
timization problem: For every (fixed) u ∈ (0, 1) we want to find the maximum of the
function [u2, 1] 3 x 7→ Cρ(x, u2/x). First of all, note that the restriction ρ ∈ (0, 1) implies
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Cρ(u, v) > uv for all u, v ∈ (0, 1). From this result we see that Cρ(x, u2/x) > u2 for all
x ∈ (u2, 1), and since Cρ(x, u2/x) = u2 for x = u2 or x = 1, we conclude that the function
x 7→ Cρ(x, u2/x) achieves the global maximum for some x˜ in the open interval (u2, 1).
Since the function x 7→ Cρ(x, u2/x) is smooth in the interval (u2, 1), the global maximum
must be one of its critical points, so that d
dx
Cρ(x, u
2/x) = 0 at the maximum point x = x˜.
To find the critical points, we solve the following equation:
xΦ
(
1√
1− ρ2 (Φ
−1(u2/x)− ρΦ−1(x))
)
=
u2
x
Φ
(
1√
1− ρ2 (Φ
−1(x)− ρΦ−1(u2/x))
)
(16)
in x ∈ (u2, 1) for u ∈ (0, 1), which was derived by using equation (3.1) and (3.2) in
Meyer (2013) (also Fung and Seneta, 2011; McNeil et al., 2005) as well as (8), (12) and
(13) in the current paper. Note that x = u is clearly a solution of equation (16). Thus to
establish our main result, it is enough to prove that for every fixed u ∈ (0, 1) there are no
other solutions to (16) except for x = u.
Also, we introduce the following change of variables: let Λ be the map that sends any
point (u, x) from the domain
D = {0 < u < 1, u2 < x < 1} ⊂ R2
into another point Λ(u, x) = (w, z) ∈ R2 according to the rule:
w = Φ−1(x) and z =
1√
1− ρ2Φ
−1(u2/x)− ρ√
1− ρ2Φ
−1(x). (17)
It is easy to see that Λ is a diffeomorphism of D onto R2, with the inverse map (u, x) =
Λ−1(w, z) given by
u =
[
Φ(w)Φ(ρw +
√
1− ρ2z)
]1/2
, x = Φ(w). (18)
Using (17) it is easy to check that the diagonal (u, u) of the set D is mapped onto the
straight line
l :=
{
(z, w) ∈ R2 : z = 1− ρ√
1− ρ2w
}
.
¿From (18) we find
u2/x = Φ(ρw +
√
1− ρ2z)
and
1√
1− ρ2 (Φ
−1(x)− ρΦ−1(u2/x)) =
√
1− ρ2w − ρz.
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Combining the above formulas we conclude that equation (16) is equivalent to
Φ(w)Φ(z) = Φ(
√
1− ρ2w − ρz)Φ(ρw +
√
1− ρ2z).
Finally, we denote β = arcsin(ρ), so that ρ = sin(β) and
√
1− ρ2 = cos(β), and rewrite
the above equation as
Φ(w)Φ(z) = Φ(w′)Φ(z′), (19)
where w′ = cos(β)w − sin(β)z and z′ = sin(β)w + cos(β)z. Note that β ∈ (0, pi/2) and
the point (w′, z′) is obtained from the point (w, z) by rotation by the angle β counter-
clockwise. Using our previous notation we can write (w′, z′) = β(w, z).
To summarize, we have shown that after a change of variables Λ : D 7→ R2 equation
(16) is equivalently transformed into equation (19). The latter equation has a simple ge-
ometric interpretation: a point (w, z) satisfies (19) if and only if (w, z) ∈ Cα ∩ βCα, where
α = Φ(z)Φ(w) and Cα is the level set defined in (14). Next, all points on the straight line
l defined above are the solutions of (19); this is easy to check directly, and it also follows
at once from the fact that the points on l are the images (w, z) = Λ(u, u) of points on the
diagonal of D, which do satisfy the equivalent equation (16). Therefore, we have shown
that for every α ∈ (0, 1) there is at least one point in the intersection Cα ∩ βCα. If we
assume that for every α ∈ (0, 1) there exists a unique point in the intersection Cα ∩ βCα,
this would imply that there are no other solutions to (19) except for those on the line
l, which in turn implies that the diagonal points (u, u) ∈ D are the only solutions to
(16). Recall that the solutions to equation (16) give us the critical points of the function
x 7→ Cρ(x, u2/x). Therefore, if there are no other critical points except for the diagonal
ones, then the path of maximal dependence must be diagonal. uunionsq
As we demonstrate next, each level set Cα, α ∈ (0, 1) is in fact a smooth curve in R2
and a boundary of a convex set. Some of these curves are shown in Figure 1.
Lemma 2. For every α ∈ (0, 1), the following properties hold:
(P1) Cα is a smooth curve in R2;
(P2) Cα is symmetric with respect to the diagonal line {(w, z) : w = z} ⊂ R2;
11
Figure 1: The curve Cα for α = 1/10 (blue), 1/4 (red), 1/3 (black), and 3/5 (green).
(P3) Cα is the boundary of a convex set which lies in {w > Φ−1(α)}∩{z > Φ−1(α)}. The
lines z = Φ−1(α) and w = Φ−1(α) are the asymptotes of Cα.
Proof. First of all, we note that the equation Φ(w)Φ(z) = α can be solved for z in terms
of w as follows
z(w) = Φ−1(α/Φ(w)). (20)
The level set Cα is simply the graph of z(w), which is clearly a smooth function defined
for w > Φ−1(α). This proves property (P1). The symmetry with respect to interchanging
w ↔ z follows at once from definition (14). This proves property (P2).
Since
z(w)→ Φ−1(α), for w → +∞,
the horizontal line z = Φ−1(α) is an asymptote, and the vertical asymptote w = Φ−1(α)
follows from the above-mentioned symmetry with respect to z ↔ w.
The function z(w) given by (20) is convex. An easy way to prove this is via the
fact that Φ(w) is log-concave, which implies that the function of two variables (w, z) 7→
ln(Φ(z)Φ(w)) is concave. Therefore, its upper set
Uα := {(w, z) ∈ R2 : ln(Φ(z)Φ(w)) > ln(α)} (21)
must be convex. It is clear that Cα is the boundary of Uα. This proves property (P3) and
completes the proof of Lemma 2. uunionsq
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Figure 2: Illustration to the proof of Lemma 3(i): the curves γ (red) and βγ (blue) in
polar coordinates (θ is on x-axis, and r is on y-axis).
We recall that for any set γ ⊂ R2 we denote by βγ the rotation of γ by angle β
counter-clockwise. In particular, if γ is a curve which can be written in polar coordinates
(r, θ) as
γ = {(r(θ) cos(θ), r(θ) sin(θ)) : θ ∈ (θ1, θ2)} , (22)
then βγ is also a curve whose expression in polar coordinates is given by
βγ = {(r(θ − β) cos(θ), r(θ − β) sin(θ)) : θ ∈ (θ1 + β, θ2 + β)} . (23)
Lemma 3.
(i) Assume that a curve γ is written in polar coordinates in form (22). If the function
r(θ) is strictly decreasing on (θ1, θ˜) and strictly increasing on (θ˜, θ2) for some θ˜ ∈
(θ1, θ2) then for every β ∈ (0, 2pi− θ2 + θ1) there is at most one point of intersection
of γ and βγ.
(ii) Assume that a curve γ is given in the parametric form (w(t), z(t)), t ∈ I, where
I ⊂ R is an interval. If r(t) = √w(t)2 + z(t)2 is nonzero and strictly monotone for
t ∈ I, then for any β ∈ (0, 2pi) the curves γ and βγ do not intersect.
Proof. While the proof of part (i) is quite obvious from Figure 2, we present the details
of the proof for mathematical rigour. When θ1 + β > θ2, then it is clear that
βγ ∩ γ = ∅
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because these curves lie in non-intersecting sectors. We are left with the case when
θ1 + β < θ2. We further restrict ourselves to the case θ1 + β < θ˜; the argument in the
case θ1 + β ∈ [θ˜, θ2) is identical. Denote r1(θ) = r(θ) and r2(θ) = r(θ − β). Since r1(θ)
is decreasing on (θ1, θ˜) we have r2(θ) > r1(θ) for θ ∈ (θ1 + β, θ˜). Therefore, the curves γ
and βγ do not intersect when θ ∈ (θ1 + β, θ˜). When θ ∈ (θ˜,min(θ2, θ˜ + β)), the function
r1(θ) is strictly increasing while r2(θ) is strictly decreasing. By considering the values of
these two functions at the endpoints of the interval we conclude that there exists a unique
number θ∗ for which r1(θ∗) = r2(θ∗). The point with polar coordinates (r1(θ∗), θ∗) then
gives us the unique point of intersection of γ and βγ. On the interval θ ∈ [θ˜ + β, θ2) we
have the inequality r1(θ) > r2(θ), and so the curves γ and
βγ do not intersect in this
sector. Hence, we have shown that there exists a unique point of intersection of γ and βγ
when θ1 + β < θ2.
To establish part (ii), let us assume that (w˜, z˜) ∈ γ ∩ βγ. This condition implies that
a circle BR with radius R =
√
w˜2 + z˜2 and center at the origin must intersect the curve
γ at two distinct points. However, this contradicts the condition that the radius r(t) is
strictly monotone along the curve γ. Thus we have arrived at a contradiction. Therefore,
the intersection of γ and βγ must be empty. uunionsq
Lemma 4. Let z = f(w) be a function defined on 0 < w < w0 (where w0 can be +∞).
Assume that f(w) is smooth, decreasing, convex and its graph γ = {(w, f(w)) : 0 <
w < w0} is symmetric with respect to the line z = w. Then the curve γ can be written in
polar coordinates in form (22), and r(θ) is strictly decreasing on the interval (0, pi/4) and
strictly increasing on the interval (pi/4, pi/2).
Proof. Note that the condition that γ is symmetric with respect to the line z = w implies
f(w0) = 0. This result and the fact that f(w)/w is strictly decreasing allows us to
represent γ in polar coordinates in form (22) with θ1 = 0 and θ2 = pi/2. Let (w0, z0) be
the point of intersection of γ and the line z = w, so that z0 = f(w0). The part of the
graph with w > w0 corresponds to the polar coordinate representation with θ ∈ (0, pi/4).
The symmetry of γ with respect to z = w implies f ′(w0) = −1, and since the function
f(w) is convex we see that f ′(w) > −1 for w > w0. The radius in polar coordinates is
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Figure 3: Illustration to the proof of statement (15) for α ∈ (0, 1/4).
given by r =
√
w2 + f(w)2. Thus for w > w0,
dr
dw
= r−1 (w + f(w)f ′(w)) > r−1(w − f(w)) > r−1(w − f(w0)) = r−1(w − w0) > 0,
where we have used the fact that f(w) is strictly decreasing. This result combined with
the fact that dw/dθ < 0 for θ ∈ (0, pi/2) shows that dr/dθ < 0 for θ ∈ (0, pi/4). The fact
that dr/dθ > 0 for θ ∈ (pi/4, pi/2) follows by symmetry. uunionsq
We are now ready to complete the proof of part (III) of Theorem 1. According to
Lemma 1, it is enough to establish the validity of statement (15). We do this in four
steps, depending on the value of α ∈ (0, 1).
Proof of statement (15) for α ∈ (0, 1/4):
We begin by noting that if α ∈ (0, 1/4) then the origin belongs to the convex set Uα
defined above in (21). Given this fact and the properties of Cα which were described in
Lemma 2, it is clear that the curve Cα must lie in the second, third and fourth quadrants;
see Figure 3 or the blue curve in Figure 1). We can express this curve in polar coordinates
as follows
Cα = {(r(θ) cos(θ), r(θ) sin(θ)) : pi/2 < θ < 2pi} ,
and then divide it into three parts γ1, γ2 and γ3, which lie respectively in the fourth, third
and second quadrants (see Figure 3).
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First we consider the curve γ1. We claim that the radius (the distance from the origin)
strictly increases as we move along this curve to the right. To see this, we parametrize
points on γ1 by (w, z(w)) for w > 0, where z(w) is given by (20). For w > 0 the function
z(w) is negative and strictly decreasing, which shows that r(w) =
√
w2 + z(w)2 is strictly
increasing.
Next, we consider the curve γ2 parametrized by polar coordinates (r, θ), θ ∈ (pi, 3pi/2).
Our goal is to prove that r(θ) is strictly decreasing on the interval (pi, 5pi/4) and strictly
increasing on the interval (5pi/4, 3pi/2). Note that the function r(θ) satisfies the equation
Φ(r(θ) cos(θ))Φ(r(θ) sin(θ)) = α, pi/2 < θ < 2pi.
Differentiating both sides of this equation with respect to θ we obtain
1
r
dr
dθ
=
Φ(w)we−z
2/2 − Φ(z)ze−w2/2
Φ(w)ze−z2/2 + Φ(z)we−w2/2
, (24)
where we denoted w = r cos(θ) and z = r sin(θ). The denominator on the right-hand
side of (24) is strictly negative in the third quadrant. Thus to prove our claim about the
increase/decrease of r(θ) it is enough to demonstrate that the numerator on the right-hand
side of (24) satisfies
Φ(w)we−z
2/2 − Φ(z)ze−w2/2 > 0 if w > z, (25)
Φ(w)we−z
2/2 − Φ(z)ze−w2/2 < 0 if w < z.
This is indeed true because the function h(w) = wew
2/2Φ(w) is strictly increasing for all
w ∈ R. The monotonicity of h(w) is obvious for w > 0 and follows from Pinelis (2002),
in which the monotonicity of −h(−w) = wew2/2(1− Φ(w)) was studied.
Let us summarize what we have established so far about the curve Cα = γ1 ∪ γ2 ∪ γ3.
As we move along this curve, starting in its upper part, the radius strictly decreases until
it reaches its global minimum at the point of intersection of Cα and the line z = w, and
afterwards the radius strictly increases.
Now we are ready to prove that there exists a unique point of intersection between Cα
and βCα. Let us denote R = −Φ−1(2α), so that (0,−R) is the point of intersection of Cα
and the z-axis; this follows from (20). The monotonicity properties of the radius imply
that the curves γ1 and γ3 lie outside of the circle BR with the center at the origin and the
radius R, while the curve γ2 lies completely inside this circle (of course the boundaries
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Figure 4: Illustration to the proof of statement (15) for α ∈ (1/4, 1/2).
of these curves meet at the circle). Let us see what happens when we rotate the curve
Cα = γ1∪γ2∪γ3 by angle β ∈ (0, pi/2) counter-clockwise. The intersection of γ1∩ βγ1 and
γ3 ∩ βγ3 is empty due to Lemma 3(ii). The curves βγ1 and γ3 (and, similarly, γ1 and βγ3)
do not intersect since γ1 and γ3 lie in the fourth and second quadrants and the angle of
rotation β is strictly less than pi/2. The intersection γ1 ∩ βγ2 and γ3 ∩ βγ2 is empty since
these curves lie in different regions separated by the circle BR (one is inside and the other
one is outside of this circle). And finally, the intersection γ2 ∩ βγ2 consists of at most one
point due to Lemma 3(i). In fact, such a point of intersection must exist since we know
that the curves Cα and βCα do intersect; see the last paragraph of the proof of Lemma 1.
Thus we have proved that for any α ∈ (0, 1/4) and any β ∈ (0, pi/2) there exists a unique
point of intersection Cα ∩ βCα. uunionsq
Proof of statement (15) for α = 1/4:
The curve C1/4 contains the origin; see the red curve in Figure 1. The proof of statement
(15) is the same as the proof above in the case α ∈ (0, 1/4), except that now the curve γ2
degenerates to a single point (0, 0) so that C1/4 ∩ βC1/4 = {(0, 0)}. uunionsq
Proof of statement (15) for α ∈ (1/4, 1/2):
When α ∈ (1/4, 1/2) the curve Cα lies in the first, second and fourth quadrants; see Figure
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4 or the black curve in Figure 1. The proof of statement (15) is the same as in the case
α ∈ (0, 1/4), except that we now use Lemma 4 to prove that the radius r(θ) is strictly
decreasing for θ ∈ (0, pi/4) and strictly increasing for θ ∈ (pi/4, pi/2). uunionsq
Proof of statement (15) for α ∈ [1/2, 1):
When α ∈ [1/2, 1) the curve Cα lies entirely in the first quadrant; see the green curve in
Figure 1. In this case the proof of statement (15) follows from Lemma 3(i) and Lemma 4. uunionsq
This ends the proof of statement (15), and according to Lemma 1, the proof of Theo-
rem 1 is now complete. uunionsq
4 Concluding comments
Traditional methods in insurance and finance work well for symmetric and light-tailed
risks. It is however a well-known empirical fact that in reality risks are skewed (Gra-
ham and Harvey, 2001), and it is exactly the severe tail risks that drive economic capital
allocations in portfolios of risks. It is not surprising therefore that the notions of asymme-
try and ‘fat tails’ have been gaining unprecedented popularity among theoreticians and
practitioners (e.g., Staudt, 2010).
The phenomenon of dependent tail risks is equally subtle. In this respect, the not-
too-distant financial crisis doubtlessly demonstrated that, e.g., dependent defaults may be
disastrous for economies of entire countries. However, the quantification of tail dependence
is not a simple problem. In fact, the classical approaches that are nowadays commonly
employed seem to often underestimate the amount of tail dependence, as they rely solely
on the main diagonal of the copula whereas the copula’s (tail) behavior can be very
different otherwise. For this reason, the aforementioned approaches can miss the so-called
maximal tail dependence even in some symmetric dependence structures.
Many, if not the majority, of the models in financial theory have been built with the
Gaussian distribution in mind, for which in this paper we have established that all of
the classical indices of tail dependence (Joe, 1993; Ledford and Tawn, 1996; Coles et al.,
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1999; Fischer and Klein, 2007) are maximal and thus conform to the prudence-oriented
character of current regulations (e.g., OSFI, 2015). As the Gaussian copula has been
very popular, and it will likely remain such in the foreseeable future (e.g., MacKenzie and
Spears, 2014), our findings are reassuring news for practitioners.
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