Multicomponent seismic data contain overlapping information on the polarization states of distinct body-wave modes, due to the physical process of excitation, propagation and recording. This geometric redundancy should be exploited to provide an accurate separation and estimation of the wavefield attributes in order to understand the medium properly. This may be achieved using linear transforms, originally developed for separating split shear waves in four-component seismic data. These transforms separate the principal time-series components of the wavefield from the ray-path geometry and the orientation of the source and geophone axes for a uniform medium; they are deterministic and can be easily implemented.
INTRODUCTION
Significant technical advances have been made in multicomponent (vector) seismic recording, whereby polarized sources (vertical and horizontal motions) are recorded with receivers aligned along the three orthogonal components of particle motion. Multicomponent data transfer the emphasis of processing objectives which are traditionally focused on interpreting amplitude and traveltime variations diagnostic of gross structural relief, to preservation of the differential variations between the various components of the wavefield. Information on the internal heterogeneous structure of the rocks such as porosity, pore fluid and fracturing on a variety of reservoir scales is contained predominantly, although not exclusively, in this differential behaviour.
These multicomponent data are highly informative indicators of the subsurface, but are still underexploited due to the economics of acquisition and processing, and increased usage awaits further developments. One of the common problems in processing multicomponent data is wavefield separation for anisotropic attribute estimation. To obtain independent estimates of different wavefield components, the data must be processed and interpreted with due regard to the vectorial and tensorial nature of the wavefield, which defines an allowable direction and combinatorial order for each operation (Kennett 1984) . Here, consistent application of particular sequences of multicomponent matrix operators is necessary to avoid artificially introducing anomalies. Several factors may affect this process, including near-surface complications, subsurface polarization changes, acquisition error, or non-orthogonal wave polarization. Processing methods do not yet adequately allow for the fact that these factors distort the parameter estimates.
Over recent years, many papers have been published relating to this subject. Zeng & MacBeth (1993a) give a detailed account of various errors which may arise in the acquisition of multicomponent data and their effects on estimating the wavefield 0 1996 RAS components. MacBeth et al. (1994a) present methods for interpreting data matrix asymmetry in four-component (4C) seismic data (two horizontal sources recorded by two horizontal receivers) in the presence of these errors using a singular value decomposition (SVD). Li & Crampin (1991 and suggest a linear-transform technique for separating the split shear waves as an alternative to eigenanalysis, which also allows for source and geophone mis-orientation and non-orthogonal polarizations. Here, by introducing matrix operators similar to Pauli spin matrices (Altmann 1986 ), we reformulate the transforms of Li & Crampin (1991 . These offer a common framework to treat the problem of wavefield separation in 4C data under various conditions and form part of an overall initiative for treating multicomponent data with an efficient and self-consistent flow of conditioning, processing and interpretation (Wild et al. 1993) . The linear transforms represented by the matrix operations then help to extend the analysis to six-and nine-component data.
METHODOLOGY

Vector convolutional model for multicomponent data
As with the scalar convolutional model, the vector convolutional model provides a usable approximation to the recorded wavefield for the purposes of processing and subsequent analysis. The three-component vector displacements, d!(t), at the ith recording station (which may be either a VSP depth level or a station along a surface reflection profile) generated by m non-parallel singlesource motions sj(t): j = 1, m, are collected together in a single data matrix Di(t) = {dt(t)ldt( t) 1 . . . . . dy( t)} and related to the source matrix S(t) = {s+(t) ls2(t)l . . . . . sm( t)}. In practice, a maximum of three orthogonal sources may be used. However, a fourcomponent (4C) shear-wave data matrix is the most common, with two horizontal sources recorded in the horizontal plane of motion. A six-component (6C) data matrix is generated by including a vertical-component recording, and a nine-component (9C) one by including motions from a vertical source. A complete multicomponent recording may be described in the compact form of Zeng & MacBeth (1993b) :
Di(t)=Gi(t)*Mi(t)*S(t)+Ni(t),
where the matrix Mi( t) represents the medium response which contains information on the up-and down-going linearly polarized qP (anisotropic compressional), qS1 (fast shear) and qS2 (slow shear) waves. The exact order of the matrix is determined by the number of distinct arrivals in the local wavefield. The multicomponent medium response is related to the Green's function for the subsurface; the assumptions behind this are discussed in Zeng & MacBeth (1993a) . For reflection surveys the reflectivity matrix is also included, but for the purposes of this work only direct waves are considered. Gi(t) is a matrix containing the instrument responses of orthogonal receivers at the ith station, usually directed along acquisition X (in-line) and Y (cross-line) directions, with 2 pointing downwards. Ideally, when the variables are defined in the source coordinate frame (also the X-Y axes), S(t) is a diagonal matrix of source functions. The operations denoted by an asterisk are multiplication in the frequency domain or convolution in the time domain. Ni(t) is a station-dependent noise term. This matrix formula is an undeniable approximation of the wave equations, but has been found to be a remarkably adaptive tool for describing a wide variety of data. Before this can be applied to interpret the medium response, the source excitation process must be conditioned so that S(t) is balanced and as close to the ideal unit matrix form as possible. A discussion of this procedure for a near-offset VSP is given by MacBeth et al. (1994b) , where it is shown that a straightforward near-surface correction can, under appropriate conditions, eliminate shallow multiples, near-source scattering, source imbalance, polarity reversals and incorrect source alignments. Work is in progress to provide adequate corrections for offset VSP surveys, surface data and converted waves in marine data. For the purposes of this paper we assume that S(t) has been corrected to a unit matrix multiplied by a scalar wavelet s(t), and appropriate signature deconvolution has been applied to collapse the wavelet.
To complete our foundation of assumptions, we must consider ideal recording instrumentation, with no cross-coupling within the receiver systems (if down-hole) and no free-surface effects (if on the surface), so that Gi(t) is a diagonal matrix with the principal diagonal terms given by spatially independent and physically orthogonal geophone responses. Gi(t) becomes a unit matrix multiplied by a scalar if the responses are equal and flat with no phase distortion within the signal bandwidth. The combination of common geophone responses and source wavelet is represented by s(t), and absorbed into the medium response in the following discussion, so that Di(t) is now represented by Mi(t). All source and geophone components are considered to be ideally orthogonal and directed along the common acquisition axes X-Y-Z (X and Y are horizontal, and 2 is directed downwards). The objective of the processing technique outlined below is to separate the individual waves and their polarizations in the response, so that their amplitudes and moveouts can be estimated.
Four-component (4C) data
Four-component seismic data are generated by corresponding data matrix may be written as two polarized sources and recorded on two orthogonal geophones (Fig. 1) . The SOURCES IL Direction 
M(t) =
(2)
where the first subscript refers to the source component and the second to the geophone component. For shear-wave acquisition, these components are confined to the horizontal plane. We may consider normal or oblique incidence propagation through an anisotropic half-space for qS1 and qS2 waves. For wave propagation at normal incidence through an anisotropic material with a horizontal plane of symmetry, these waves have strictly orthogonal polarizations, whereas at oblique incidence in a non-symmetry plane the polarizations may generally be non-orthogonal. 4C data may also be generated by combining compressional-and shearwave acquisition, for either an isotropic or anisotropic medium. Although the following analysis is applicable to either acquisition, for the sole reason of convenience only the anisotropic shear-wave case is considered. The resultant formulae may easily be converted to treat the P-ST/ case.
Linear matrix operations
To process 4C data, Li & Crampin (1991 introduced four linear transforms which rearrange M(t) by taking sums and differences of its various components: Suppose that M'(t) = L{ M( t)}, then M(t) can be back-calculated by a single inverse operation:
Matrix operators I, and I, are similar, but formally unrelated, to Pauli spin matrices (Altmann 1986 ). I, and I, have simple combinatorial properties, as shown in the Appendix. These operators are associated with a larger group of similarly structured operators. As demonstrated below, certain types of wavefield separation can be easily implemented using these operators, this being inherent in the Jacobi approach to eigenanalysis.
APPLICATIONS TO 4C DATA
Here, in order to demonstrate the benefits of the matrix operation, we use it to treat the problem of wavefield separation in 4C data under various circumstances. These include a symmetric data matrix, asymmetry introduced by source and receiver misorientation for which SVD is also appropriate, acquisition errors in source and receiver misalignment, and non-orthogonality. Some of these cases have been previously treated by Li & Crampin (1991 , MacBeth et al. (1994a) and Zeng & MacBeth (1993a) , in various ways. Note that the equations below are applicable to a wavefield with up-and down-going components, provided that the structure with which the waves have interacted is uniformly anisotropic.
Symmetric data matrix-orthogonal polarizations and normal incidence
The orthogonal qS2 and qS1 polarizations are directed at azimuths of X+'Y and X# + 9O"Y with respect to the acquisition X-Y axes (Fig. 2a) , and a simple relationship exists in a uniform medium: i mxx(t) %Ydt) mxr(t) err I i = si n 4 cos 4 -f;;} {y &,) {Y," f61" ,); (64 or, in a more condensed notation, M(t) = ~RTthUWWN > t w where AI(t) and /2,(t) C&(t) # /2,(t) for most but not all t] are the principal time series ul( t -zl)*s( t) and u2( t -z2)* s( t), being amplitude-distorted and time-shifted versions of a common 'source' wavelet s(t). The purpose of data processing is to find the polarization angle 4 and principal time series from the recorded data matrix M(t). One example of a numerical solution in surface seismics is given by Alford (1986) , and many others have followed suit with alternative algorithms. These involve a straightforward application of standard eigenanalysis, which can be implemented numerically or analytically (Zeng & MacBeth 1993a) . Applying eq. (3) where M'(t) and KS(t) are the transforms of M(t) and As(t), respectively. A proof of (7b) is easily obtained by using the properties in the Appendix. The advantage of eqs (7b) and (7~) is that the time-invariant geometry terms involving 4 are now isolated from the principal components of the time series. KS(t) is a diagonal matrix, and the structure of the right-hand side means that m&(t) and m&(t) are in phase, with relative amplitudes of tan(2#), and m&(t) is zero. In principle, a single time sample from each trace is sufficient to determine the polarization azimuth, but it is more satisfactory to overlap the redundant information using an appropriate least-squares method for all samples in a time-window. This can be immediately utilized to obtain a least-squares estimate of 4 using a linear regression over the time window containing the arrivals:
where Ai( ti) = m&( ti), Bi( ti) = m&( ti), and the functions are discretized such that ti = to + (i -1)Az. The algebraic structure also facilitates an estimate of as(t) in time time domain:
Alternatively, once a direct estimate of 4 is obtained, separation into the principal wavemodes is possible if V is non-singular, A$( t) being converted into A,(t) using eq. (5):
Another way to obtain the eigenmodes is to form the product M'MIT, which gives /2;2 and 2: on the principal diagonals, the linearity of the off-diagonals acting as a quality control.
Asymmetric data matrix-misorientation of orthogonal source and geophone axes
One of the most useful features of the transform in eq. (3) is that it can also be used for 4C data acquired when the source or geophone components are misoriented. That is, their components remain orthogonal but are rotated by angles of a and p respectively relative to the X-Y axes chosen for the experiment (Figs. 2b and c). In practice, this is likely to occur for a down-hole recording sonde in a VSP, for the P-W case with a non-gimballed sonde in a deviated well, or due to lack of care in planting surface geophones. Misalignment is common if vibratory sources are used, but may be avoided through the use of the impulsive ARISTM source, which limits misorientation error. This is possible as the source mechanism produces oblique angled forces with orthogonal horizontal components, without the need to move or reposition the baseplate. The processing problem or misorientation was treated by and its effects on the interpretation of shear-wave anisotropy were discussed by MacBeth et al. (1994a) . Consider a source misorientation of a degrees in an anticlockwise direction from the acquisition frame X-Y (Fig. 2b) . The new data matrix MS(t) is now
Assumptions regarding application of these mathematical rotation operators to simulate physical rotation of the source are discussed in Zeng & MacBeth (1993a) . Substituting this into eq. (7b) gives a modified right-hand side of the form (
MS(t)R(a) + I,MS(t)R(a)I,}, which becomes {M(t) + I,M(t)l,}R(a)
due to the properties of eq. (Al) in the Appendix. Eq. (7b) can now be rearranged to accommodate this source misorientation:
{MS(t)+l,MS(t)l,} =Ak(t)U(#)R(#+a)=A$(t)V(2q5+a,a). (12)
It is now possible to repeat this procedure for a geophone misorientation by replacing M(t; 4) by MG(t), which is RT(p)M(t; +), or alternatively M( t; q5 + /?)RT( p), as shown in Fig. 2 
(c). Eq. (7b) now becomes
WGtt) + bMGtWd = MOW + PM4 -P)= aktt)V(24, -33). (13)
Finally, this may be extended to include simultaneous misorientation of the source and the geophone components (Figs 2b and c):
, and eq. (7b) may be modified to
As expected, eqs (12), (13) and (14) have a similar form in each case, so that the transformed principal time-series matrix A;(t) premultiplies the various geometric terms occurring in the matrix V.
The asymmetry caused by misorientation therefore does not alter the phase relationship between m&(t) and m&(t), but adjusts the constant scaling factor to tan(24 + a). It does, however, introduce a non-zero m&(t) component in phase with m&(t) with a constant scaling factor of -cot(a -2p). Consequently, the principal time series can be obtained by generalizing eq. (9):
However, it is also possible to use eq. (14b) as before, forming the product MSG(t)MSG(t)T. In conclusion: it is always possible to obtain an estimate of the transformed principal time series that is independent of the misorientations. To estimate the polarization azimuth, knowledge of one or other misorientation angle is necessary. To estimate the misorientations, the polarization azimuth must be known.
Isotropy
Assuming an isotropic medium, with strictly SV and SH polarizations and sources and receivers aligned along geographical axes N and E, the singular 3 x 3 matrix product from which the 4C data set of horizontal components is derived can be written (Fig. 3) W-N = R~t~~)R~t~s)~stt)R~t~s~~zt~~~~ ( 16) where 0, is the angle of incidence, and $n is the horizontal azimuth of the ray path ( . Ray diagram illustrating different recorded polarizations at oblique incidence: P-, SV, and SH for the isotropic case; qP(P), qS1 and qS2 for the anisotropic case. X-Y and 2 correspond to the acquisition axes, and 2' is the dynamic axis perpendicular to the normal plane.
The projected shear-wave displacements in the horizontal plane of observation then become
which, upon transformation, yields
M'(t) = Mc &IV t&h, 0)
where Ns( t) in eq. (7~) 
Ĩ0~2 e,n,(t) + n,(t) '
V is defined as in the orthogonal case in eq. (7~). Eq. (19) may now be solved in a similar way to before.
Other relationships are also preserved, and misorientations may also be treated. This expression is useful for shear-wave VSPs in deviated wells, for which the receiver X and Y axes may not lie in the vertical plane intersecting the source and receiver. Assuming that there are no lateral variations in the medium, the P-wave polarization can also be used and is commonly implemented to determine #n, and provide further corroborative information: 0 0 Ut) It is not possible to determine that cos2(8,) factor from these 4C shear data, although cos" (O,)A,(t) and A,(t) can be separately recovered. The angle es must be determined by using 6C data, which is usually always possible to record as down-hole receiver tools are generally designed to be three-component. More corroborative information is obtainable through 9C data.
For the general case of source and geophone misorientations and apparent non-orthogonality, it is still possible to obtain a robust estimate of the shear waves using eq.
( 19), where MSG( t) = RT (p)M( t; Bs, &)R(a): (MSG(t)+IgMSG(t)lA) =A;@; e,)U(~,+P)R(~,+a-B)=A~(t)V(2~,+cc,a-2P),
which can be treated and solved as above.
Non-orthogonal polarizations for wave components
For waves propagating at normal incidence through an anisotropic medium with a horizontal plane of symmetry, M(t) is symmetric as the polarizations are orthogonal, and a direct interpretation is possible using the techniques above. For oblique incidence in offset VSPs, the recorded polarizations appear non-orthogonal if viewed only in the horizontal recording plane, due not only to projection of the incident polarizations but also the inherent non-orthogonality for ray paths lying in non-symmetry planes. Inherent non-orthogonality arises as the direction of phase propagation deviates from the group-velocity direction. Thus, arrivals which necessarily have a common group velocity have polarizations corresponding to different phase velocities and hence to different solutions to the Christoffel equation (Musgrave 1970) . However, in most common cases of weak anisotropy (1 to 3 per cent birefringence), with ray paths not close to singularities and data adequately corrected for near-surface effects, the assumption of orthogonal polarization directions at oblique incidence may be valid and transformation to and from the dynamic axes is appropriate. In this case, apparent non-orthogonality due to projection is then the most significant effect ). For a non-uniform medium, P-W waves are always non-orthogonal in the sagittal plane and inherent non-orthogonality is an important consideration.
Symmetric data matrix--apparent non-orthogonulity in the horizontal plane
For mutually orthogonal shear-wave polarizations, the recorded data matrix is symmetric, being the 2 x 2 subset of the product of 3-D rotation matrices. Up-and down-going waves may be included, providing the restrictions mentioned above are satisfied.
For an anisotropic medium, the assumption of pure ST/ and SH shear-wave polarizations is not generally justifiable. It is possible, however, to assume that for weak anisotropic media the shear-wave polarizations are orthogonal and lie in a plane normal to the ray path. In this case, the order of the rotation matrices must be reversed:
where es is again the angle of incidence, but 4 is the angle of the qS2 polarization relative to the X-axis in the dynamic plane normal to the ray path (Fig. 3) . This yields the symmetric 4C shear-wave subset where tan y = cos 0s sin $/cos 4. Consequently, the phase relationship between the components of the transformed matrix is broken and direct application of eqs (8) and (9) will give misleading results. In this case, the transformed expression has not provided a meaningful system of terms, and interpretation is possible only after correction for 8s. This case is more properly considered within the full context of 6C or 9C data analysis shown in the next section.
Asymmetric data matrix-inherent non-orthogonality
If substantial ray deviation occurs due to strong anisotropy or a complicated overburden, and adequate compensation cannot be achieved, then one must attempt processing of inherently non-orthogonal split shear waves. Here, the data matrix is asymmetric, but in a different way from above, and must be written as a general similarity transform for which there is no special relationship between the non-parallel polarization elements (Fig. 4) :
where A is the determinant of the polarization matrix, A = sin $1 cos I#J~ -cos #1 sin 42 = sin($, -#2). Note that the non-singular C(#,, #2) is not a rotation matrix and cannot be written as the product of orthogonal matrices. Consequently, it is possible to use eigenanalysis to analyse this effect but not a singular value decomposition. Eq. (26b) can be transformed using eq. -not equal to 90", h t e second term on the right-hand side introduces a non-zero m&(t) component cot(4-) (l,(t) -/z,(t)}, but unlike in the case of misorientation, which also introduces an asymmetry, this is not in phase with mky(t). It is interesting to note that this particular type of asymmetry cannot be properly solved using the procedure of singular value decomposition (SVD) as in MacBeth et al. (1994a) , and is equivalent to this procedure only when 4i = 90" + #2, giving the orthogonal eigenanalysis case. The correct interpretation of data matrix asymmetry must therefore be based upon considerations other than the success of SVD. Neglecting the second term on the right-hand side is justified provided that the non-orthogonality does not exceed 5" . 
be found. These may then be used to determine {/2,(t) -/2,(t)}, and therefore A$(t) by combining with m&(t), from which A,(t) is then recovered using the inverse transform of eq. (5).
Misalignment of sources or geophone components
Misalignment or imbalance of the acquisition components may also create an asymmetry in the data matrix, but this produces added complexity to the interpretation of misorientation and non-orthogonality. As an example of this we consider source misalignment, which may be regarded as a misorientation CI of an orthogonal set of components plus an extra misalignment E in one of the components. The data matrix now becomes 
and I, =
When E is small compared to unity, and terms in s2 may be neglected, R(E) -I can be replaced by &IA. The matrix of geometric terms in MM'(t) is supplemented by a combination of terms affecting all components of motion. It is not possible to obtain a simple general solution for as(t) as we have done above, and it is unlikely that my;(t) is zero, or that my;(t) and my;(t), or myy(t) and m&(t) are in phase. Unfortunately, these conditions by themselves may not be true diagnostics of the effect of geophone misalignment, as imbalance of acquisition components also plays a role in generating uncertainty. Identification of errors arising from these effects must be made by consideration of the noise levels for each separate experiment. We are encouraged by numerical experiments which suggest that the influence of these errors may not be as important as other factors. Zeng & MacBeth (1993a) have shown that imbalance factors of 0.7 and misalignment of 15" could only influence polarization estimates by less than 5".
APPLICATION TO SIX-(6C) AND NINE-COMPONENT (9C) DATA
Most down-hole sondes possess a vertically oriented geophone, so that, even with two shear sources, VSP data are rarely 4C, but usually 6C. For surface-to-surface experiments, near-normal ray paths are usually selected, as converted inhomogeneous waves contaminate the vertical component, and complete 6C data is seldom used. Near-surface correction by a 9C operator is required for proper interpretation of these 6C data. Here, we consider the full 9C data set derived from vertical, in-line and cross-line source motions, and describe how this may be processed to separate the principal component qP, qS1 and qS2 wavefields, and to obtain information on their polarization characteristics.
Symmetric data matrix-orthogonal polarizations
As shown in Fig. 3, qS1 and qS2 are assumed orthogonal, with a qS2 polarization azimuth of 4 measured in the plane normal to the ray direction, and an incidence angle of 8,; the qP polarization is assumed to lie along the ray path with an incidence angle of f&., and es = 0, for a uniform medium. Various combinations of the 9C matrix are shown with the aid of a synthetic seismogram example. Application of eq. (24) with the diagonal matrix A(t) = As(t) + Ap(t) gives
M(t) = RY(es)R~'(~)As(t)Rz,(~)R~(es) + b4e,)A,(t)R:(e,),
assuming that the ray paths remain in the vertical plane that includes the source and receiver, and the Y-axis is the normal to this (Fig. 3) . As an illustration of the transform technique, we have computed synthetic seismograms for the offset VSP acquisition in Fig. 5 (a) using the anisotropic reflectivity technique (Taylor 1994) . In this computation, the source is inserted in a thin isotropic layer above the anisotropic half-space. This does not effect the overall results of the numerical computation nor our current conclusions, which are related to the geometric effects of the wave propagation. The resultant data matrix in Fig. 5 
M(t) = N(t) + M(t)
time (s) Figure 5 . (a) Acquisition geometry used to compute synthetic seismograms for testing the linear matrix procedure for 9C offset VSPs. Computations are performed using an anisotropic reflectivity technique with full 3-D integration (Taylor 1994) . Vertical (Z), in-line (X) and cross-line (Y) sources are each positioned at 10 offsets ranging from 250 to 2500 m in increments of 250 m. The source wavelet is zero-phase, with a peak frequency of 20 Hz. The 3C receiver package is at 1000 m depth. The elastic constants (in units of GPa) for the anisotropic half-space, described in the standard two-suffix notation, are 117.98 6.02 6.02 0.00 0.00 O. This corresponds to a TIH system with the perpendicular to the symmetry axis directed along N120"E and possessing a vertical shear-wave birefringence of 3 per cent. (b) Resultant 9C matrix from acquisition in (a). Here, IJ corresponds to recordings on a geophone aligned along the Jth axis from a source aligned along the Ith axis. The matrix corresponds to eq. (31), or M,(t) + M,(t) from eqs (32) and (33). As ray directions vary, the waves pass across a line singularity; there is a reduction in the amplitude of the waves at the third offset. (c) Shear-wave matrix subsets from acquisition in (a), manipulated according to eq. (37) to form M;*(t), M,,(t) and M,,(t). (d) Components of matrix subset reformulated to extract the angular dependence according to eq. (36) and estimates of As, Bs, and Cs. (e) Individual qS1 (fast) and qS2 (slow) shear-wave components obtained from A&B, and Cs using eq. (36), with the matrix corresponding to As(t). The qP component is extracted from acquired data matrix in a similar fashion to the above calculations. 
M;,(t)
C,(t) = SW) cosmMo -a2w * Consequently, for 6C data we may identify several different quantities that are in phase and may be used in eq. (8), or a similar relationship, to obtain a robust estimate of 8s or Or and hence 4. If 9C data are available, there is an opportunity to increase the robustness of this estimate further. This may be achieved by defining the three subset matrix combinations shown in Fig. 5(c 
= -c,(t)v(-e,, -es).
(354 From these, we can obtain estimates of A,(t), B,(t) and C, (t) (Fig. 5d) , and separate determinations of es, from which it is then possible to combine A,(t), B,(t) and C,(t) in a single matrix transform:
{Z; ;I} + I, {:; ;;} lA=Amv(--A 0).
(36) Fig. 5(e) shows the individual time series for qS1 and qS2 corresponding to the matrix components in A,(t) obtained after summing and differencing KS(t). It is also possible to determine t9r by a separate transform similar to 35(b), with As = /zP, and 8 = Or, the result also being shown in Fig. 5(e) . For this wavetype, no determination of 4 is, of course, possible. Estimates of incidence and polarization angles obtained during the procedure detailed by eqs (35) and (36) are shown in Table 1 for both compressional and shear waves; they compare favourably with the actual model values. Note that up-and down-going waves are affected differently by the sign of the angle of incidence, and this affects any component which includes a 2.
These algebraic relations are useful for robust estimates of 9C data and in particular for inspection of the acquired data. An Table 1 . Comparison between angles of incidence and polarization angles (in degrees) for the compressional and shear waves generated and recorded by the acquisition detailed in Fig. 5(a) . The angles used here are defined in Fig. 3 alternative to using the above relations is to employ an eigenanalysis procedure, with eigenvalues corresponding to A,(t), Al(t) and /2,(t). In this case, a separate, non-unique, analysis is still necessary to interpret the eigenvector matrices in terms of the polarization and incidence angles.
Asymmetric data matrix-n&orientation of orthogonal source and geophone axes
The advantage of our approach is again when the recording system or source set is misoriented:
MgG(t) = R;(P) {R~(es)R~'(~)As(t)Rz,(~)R~(es)} Rzb)
for the shear-wave contribution, and MgG,G(t) = R~(P){R,(e,)A,(t)R~(e,)} Rzb)
for the compressional waves. Note that the misorientation is accommodated by an additional rotation about the 2 axis acting on the extreme left-and right-hand sides of the equation, and it is not possible to rewrite this combination as the product of only two rotations about the Y and 2' axes. Eq. (37) leads to the asysmmetric 9C shear-wave matrix:
I cos a cos /3 ml1 -cos a sin fi m21 -sin a cos /3 ml2 + sin a sin p m22 sin a cos /? ml, -sin M. sin p m21 + cos a cos /? ml2 -cos a sin fi m22
cos a sin /3 ml, + cos a cos fi mZ1 sin CI sin p ml1 + sin a cos /3 m21
-sin a sin /I ml2 -sin cx cos fi m22 + cos a sin /? ml2 + cos a cos p m22
where mij are the original components without misorientation. Again, it is possible to derive the difference in misorientation angles because (m& + rngy,) and (msG s yX -m&) are in phase, but with an amplitude difference tan(/? -a). The components rniTx, m&h rni& and rnisy then provide additional relations that can be used to calculate the angles. As the matrix product on each side of the eigenvalues is orthogonal, it is also possible to use singular value decomposition to provide an alternative way of separating As(t) from the geometric factors, based upon the resultant asymmetry, although the geometric factors are more difficult to interpret uniquely.
FIELD DATA EXAMPLES
We show two examples from 9C experiments, which have been chosen to highlight some aspects of the work above. It should be noted that such surveys are not currently shot on a routine basis and that data sets are rare. However, we believe that certain advances in acquisition are currently in progress that may help to promote activity in this area.
Nine-component near-offset VSP-subsurface anisotropy
A 9C near-offset VSP represents a limiting case of eq. (32) for small es and op. A vertical section through an example of 9C acquisition is shown in Fig. 6 (a), with vibroseis sources being offset at 65 m and recorded on 22 receiver levels between 306 and 621 m. The sources generate motions along horizontal in-line, horizontal cross-line and vertical directions, thus defining a threecomponent configuration. The data have been corrected for tool rotation using compressional waves from offset sources, and this step does not affect our overall results. In this particular example, m,, (t), m,,(t), mxz(t) and myz(t) are small relative to the other components in the data matrix M(t) (Fig. 6b) . The shear waves are prominent on the horizontal matrix subset, and the compressional wave on mzz( t), with non-zero off-diagonal components mxy( t) and myx(t) due to a known TIH anisotropy in the subsurface with a symmetry axis oblique to the horizontal acquisition axes. For an ideal, aligned instrumentation, and an isotropic medium, these off-diagonals would be zero. A different 9C data set for the same area, but acquired within 1 km of this experiment, has been published previously by MacBeth et al. (1994b) . The combination of both data sets is part of a joint inversion study (Horne & MacBeth 1994) . A velocitydepth structure based upon lithological, well log and VSP data confirmed that ray paths were essentially straight between source and receivers. In this acquisition, the vertical vibrators are swept over a different frequency range from the horizontal vibrators, so that the compressional and shear waves have a higher frequency content for the vertical source. This bandwidth incompatibility renders such sources unsuitable for combined 9C processing, for which other sources must be used instead, such as the OMNIPULSETM or ARISTM. Fortunately, as this data set is near-offset, and the only processing step required is the application of the linear transform algebra to the shear-wave four-component subset M,(t) = {m dt), mxA% mdt) and my&N. The result of applying eq. (14) to yield the transformed matrix M'(t) is shown in Fig. 6(d) , with the phase relationship between the top row shown in Fig. 6(c) , from which estimates of the combinations of 4, a and p can be obtained (Fig. 6e) . From this, estimates of the principal series /z,(t) and A2(t) are possible, these appearing along the main diagonals in Fig. 6(f) . The agreement of the angular estimates is reasonable but not perfect, due mainly to residual anisotropy arising from the near-surface. This aspect is tackled elsewhere (MacBeth et al. 1994b) and is beyond the scope of the present work. The major point of Fig. 6(f) is that the transformation is effective in reducing the off-diagonals and hence diagonalizing the data matrix in accordance with the basic assumptions outlined in Section 2.1. 
Nine-component offset VSP-subsurface anisotropy, ray-path bending
It is recognized that most c@set VSP data possess problems due to the near-surface response. Consequently, examples are currently limited to data sets that do not exhibit these or other pathological effects. One such example is from the Iatan East Howard field in Texas, with the acquisition geometry being shown in Fig. 7 (a). These data have been more completely analysed as part of a larger study on reservoir characterization by Baptie & Crampin (1994) . This particular data set is characterized by a common bandwidth for the excitation of all wavetypes, due to acquisition using an OMNIPULSETM source. This source is positioned at 839 m offset, with an azimuth of NSS'E from the wellhead. Here we examine a subset of the records from 15 receivers positioned between 762 and 851 m. The data matrix acquired using this geometry is shown in Fig. 7(b) , and it may be immediately noted that it is asymmetric. This asymmetry is due to a velocity gradient, which bends the ray paths towards the horizontal. It has been shown in a separate study, using synthetic seismogram modelling, that for a weak TIH anisotropy the wave polarization 4 in the normal plane may be considered to be essentially unchanged along this ray path, so that the data matrix asymmetry is accommodated by a difference in the incidence angle at the source and receiver: -sir@, -e,) c0s(e, -e,) ) = 4w (-64 + e,), (4 -0,)).
M,,(t) remains the same as before, and the third matrix subset becomes ww (41) (-e,, e,) . . Acquisition geometry for far-offset VSP acquired in the Iatan East Howard field, Texas, where it is noted that a velocity gradient turns the near-vertical ray paths at the source to be nearly horizontal at the receivers. (b) Resultant 9C matrix shot using an OMNIPULSETM source, after summing and differencing to obtain compressional and shear waves. Each trace in the matrix is scaled according to the maximum vectorial amplitude. Arrows indicate approximate location of the shear waves. (c) Transformed matrix subsets Mg (t), M,,(t) and Msc( t), corresponding to eq. (35), together with quality-control cross-plots for particle motions across each row of the matrix. This indicates that these components are in phase, in good agreement with our basic model in Section 2.1. Orientation of particle motion and distribution of energy in the matrices suggests that 19~ = 90" and & = 0". (d) Matrix of estimates for A,, B,, and Cs which form the basic shear-wave subset in the dynamic normal plane. (e) Final transformation of matrix in (d) into principal components n,(t) and n,(t) and estimates of polarization angle. Note the small shear-wave energy on the off-diagonals, confirming that the transformation procedure has been successful. A similar sequence is now applied to these data as for the synthetic data in Fig. 5 . The data matrix in Fig. 7(b) shows that the shear-wave energy is concentrated on the skew-diagonal, but with significant energy in the upper triangle of the matrix. For an isotropic half-space there would be no energy on the non-diagonal components, the presence of energy being suggestive of anisotropy. Following the transform analysis outlined in eqs (35), and (40)-(43), M&,(t), M,,(t) and M,,(t) are obtained (Fig. 7c ) and used to establish the phase relationships between the components of each row. The small amplitude of ~1&~(t) and Figure 7. (Continued.) m&&t) implies that (0, + 0,) and (0, -19,) are close to 90", and we conclude that e1 is closer to 90" and & is closer to 0". This is further substantiated in M,,(t), which connects each component of the row by tan@,) and tan (&) . From these, it is now possible to obtain the estimates of As(t), B,(t), and C,(t) shown in Fig. 7(d) , and we can apply a standard linear transform analysis (eq. 7c) to yield a final estimate of the shear-wave subset As(t) shown in Fig. 7(e) . Fig. 7 (e) reveals that there is a small time shift between the two split shear waves. It should be noted that the overall interpretation offered by this study has also been validated in separate work using synthetic seismograms.
DISCUSSION AND CONCLUSIONS
When seismic data are acquired using several sources polarized in different directions and recorded on geophones oriented along several directions, it is convenient to group the resultant recordings in a data matrix for multicomponent processing. This representation facilitates linear transformations, which exploit the overlap of geometric information from the different polarization states and provide robust estimates of the principal time series and geometric parameters. With the assumption of a uniform anisotropic medium, the mathematics describing the wave propagation simplifies so that the data matrix may be diagonalized. The transformation technique can also be applied to separate P and SV waves in the sagittal plane or a 3-D rotation about one axis in an orthogonal set. The current work has concentrated on an introduction to this technique for four-component (4C) data and some development of the algebra for six (6C) and nine-component (9C) data. The 4C transformation is implemented by operators that are part of a larger group of matrices forming a non-Abelian group in the formal mathematical sense. Although not particularly enlightening for the 4C case, this concept may be useful for processing more complicated situations. It is suggested that this work may form the basis for an effective generalization to arbitrary non-orthogonal 3-D rotations. This aspect of our study awaits further developments.
The techniques introduced permit a general strategy to be developed for processing 4C data by examining the various components of the transformed matrix M'(t).
(1) mix is generally in phase with rn& for a wide range of cases, unless there is severe imbalance or misalignment. Misalignments should be suspected if the source is a vibrator. ARISTM sources provide more reliable orthogonal source motions.
(2) If mkr is zero then the polarizations are likely to be orthogonal. It must be noted, however, that although orthogonality of the polarization implies off-diagonal symmetry, the reverse is not true as our particular interpretation also depends on a relationship between the principal diagonals.
(3) Ifmh is non-zero, and in phase with mky, there is asymmetry associated with misorientation. (4) If mh is non-zero and not in phase with m&, there is asymmetry associated with non-orthogonality.
(5) If neither (2), (3) nor (4) are true, imbalance, misalignment, or some other pathological cause must be considered.
The most important aspect of our formulation is the effective separation of the 4C rotation procedure into the product of two matrices, one containing information about the principal time series independent of the wave polarization directions and the other containing the geometry of the acquisition systems.
The same matrix combination may be used to accommodate data matrix asymmetry arising from source and geophone misorientation, apparent non-orthogonality due to oblique incidence, and inherent non-orthogonality. This matrix product also provides a simple way of estimating the polarization direction in the presence of misorientation. This is important, as for reflection data it requires more time to plant horizontally oriented geophones than it does for the vertically oriented geophones, as one must align them to within a specified tolerance. These geophones must also be rotated so that they have the same polarity output for geophone motion directed horizontally to the right or left. Gimbal-mounted geophones help, but are not generally available for surface recordings. Down-hole recordings with gimballed tools still require re-orientation of the horizontal geophone components, which may be rotated by accident by some arbitrary angle within the horizontal plane. This result also has implications for prestack separation in surface seismic processing, where signals over a range of ray directions which cover a common reflector area can be stacked together to enhance signal-to-noise. These transformations or a 3-D SVD can be useful in stacking different arrivals in a common mid-point gather, where polarizations are likely to vary due to different incidence angles, and hence stacking by normal procedures would produce an unsatisfactory result. For multicomponent data, unless account is taken of the different polarizations for each ray directions, such a procedure can in fact severely degrade the data. Instead, the transformations can provide a way of carrying out a separation of the principal time-series from the geometry of each ray path, thus giving the opportunity to compute more satisfactory semblance functions to judge the optimal stacking conditions. On the other hand, the treatment of asymmetry due to non-orthogonal polarizations or a misalignment of one of the orthogonal acquisition components (sources in VSPs or geophones in reflection profiles) needs further development, as it cannot be addressed here using the same algebraic construction, and there are extra terms involving both the principal time series and the geometry. It does appear that singular value decomposition (SVD) is not an adequate way of investigating non-orthogonality unless it is caused only by projection of orthogonal motions onto a horizontal plane. The equations do suggest that without proper control over these effects, it may not be possible to distinguish non-orthogonal modes from other effects.
The advantage of the techniques presented should not be viewed as speed in obtaining polarization and time-delay estimates, as the polarization must still be computed for the transformed data using some least-squares procedure. The technique is comparable to other analytic methods, being an order of magnitude faster than most numerical methods based on scanning some objective function. It cannot be claimed that it has increased accuracy either, as similar numerical values are manipulated in similar ways to the algebra to obtain an answer. The main advantage is seen in both the simplicity and flexibility of the separation of the principal time series, which may be achieved in a few simple sum or differences of the input quantities in a matrix, and hence one or two computer operations. The formulation may be of benefit in computations on parallel computers. We suggest that with appropriate processing any aribitrarily oriented orthogonal components can be used for acquisition, and consequently time need not be taken in accurately orienting the components. These advantages point towards this type of approach as having some future potential for the time taken to acquire full 3-D multicomponent surface surveys, where large volumes of data must be correctly stacked and interpreted. Future work should also be directed towards finding suitable formulations for the wavefield propagating through general anisotropic media and exploiting their symmetries in full multicompoent surveys.
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