The problem of communicating over an additive white Gaussian noise channel with feedback, using low precision arithmetic, is considered. The Schalkwijk-Kailath (SK) scheme is known to achieve an error probability that decays double exponentially in the number of interaction rounds, for any rate below channel capacity. However, SK is also known to suffer from numerical issues. Transmission close to channel capacity requires a moderate number of interaction rounds. This may lead to a huge constellation size. Furthermore, the internal variables of the scheme decay to zero exponentially fast. As a result, the SK scheme fails when implemented with low precision variables, which are widely used in hardware implementations. In this work we propose a new, modified scheme termed Zoomin SK (ZSK), which breaks the SK protocol into several stages. Each stage comprises several SK iterations followed by a synchronized zoom step. The zoom-in allows the receiver and transmitter to keep the scheme's parameters relatively large such that low precision arithmetic can be used even for a large rate or a large number of interaction rounds. We prove that the new scheme achieves approximately the same error probability as SK while not suffering from numerical issues. We further verify our results in simulation and compare ZSK to the original SK scheme.
While it is well known that feedback cannot improve the capacity of point to point communications [1] , there exist schemes where it can significantly reduce complexity and / or improve reliability (reduce error probability).
For the case of AWGNC with feedback, the Schalkwijk-Kailath (SK) scheme [2] [3] [4] can achieve any rate below the channel capacity with error probability that decreases double exponentially in the number of interaction rounds (iterations), N . In [5] a generalized approach for feedback communication, using posterior matching, was presented.
Special cases of posterior matching are the Horstein scheme for the binary symmetric channel [6] and the SK scheme for the AWGNC.
The SK scheme conveys its message I to the receiver using an M -PAM constellation. In the beginning, the transmitter transmits an M -PAM symbol representing the message I over the AWGNC. Then, in the following iterations, it transmits an error correction signal to the receiver, based on its knowledge of both I and the current estimate of I at the receiver. If one wishes to transmit at rates close to capacity, the scheme must be used with a sufficiently large number of interaction rounds, N , over the AWGNC. Now, since the constellation size, M , is exponentially increasing in N (M = 2 N R ), this might lead to an excessive constellation size and extremely small error correction terms computed at the encoder, as will be described later in more detail. As a result, the SK scheme completely breaks down when either the transmitter or receiver are limited to use low precision arithmetic, such as 16 bit floating point numbers (Float16). The numerical issues of the SK scheme were noted by various authors, e.g., [7] . The case of noisy feedback was also discussed by various authors [7] [8] [9] [10] [11] [12] and will not be considered in this paper.
In this work, we propose a new modified SK communication scheme, that breaks the standard SK transmission protocol into stages, where each stage comprises several SK interaction rounds. In the first stage, based on the available information from the associated SK interaction rounds, the transmitter and receiver agree on a sub-interval that with high probability contains the transmitted PAM symbol representing the message. Then, they both zoom into this decoded sub-interval, and apply additional SK interaction rounds, that eventually enable both parties to further zoom into a finer resolution sub-interval, that (with high probability) contains the transmitted PAM symbol.
This process repeats until the message has been completely decoded (the final sub-interval is the decoded symbol).
We call our new method a zoom-in SK (ZSK) scheme. We show that our scheme can practically achieve the same performance (error probability) as standard SK, using low precision arithmetic.
The paper is organized as follows. In section II we define the setup and introduce notations. We then briefly review the SK scheme, and explain its numerical issues. In section III we describe the proposed scheme for the case of a single zoom-in and analyze its error probability. In Section IV we extend the method to multiple zoom-in stages and describe an algorithm for determining the zoom-in parameters (number of SK interaction rounds associated with each stage and its constellation size as described below). In Section V we compare our ZSK scheme with standard SK using computer simulations.
II. OVERVIEW OF SK SCHEME AND NUMERICAL ISSUES

A. Preliminaries
We define the following M -PAM constellation, also shown in Figure 2 , that will be used throughout the work, 
Assuming that the input message 1 , I, is uniformly distributed, it is straightforward to obtain the average power, A, of this constellation as
Suppose that we transmit Θ(I) over an additive noise channel,
where E[Z] = 0 and Z is distributed symmetrically around zero. The ML decoding error probability can be easily derived and is given by,
For example, if the noise is Gaussian, i.e., Z ∼ N (0, σ 2 ), the decoding error probability is given by,
where Q(x), the tail distribution function of the standard normal distribution, is given by
We follow the notation that an upper case letter denotes a random variable (RV), and a lower case letter denotes a particular value that this RV attains.
Note that the inequalities in (3) and (4) are actually very tight for non-trivial cases (where M is very small). Hence the upper bounds in these equations are also excellent approximations to the respective error probabilities.
In the sequel we use some properties of the linear minimum mean square error (LMMSE) estimator. We highlight some of it's main properties as a reminder. Assume that we are given an input sample, Y = √ P σx X + Z, where X and Z are statistically independent RVs with E[X] = E[Z] = 0, Var[X] = σ 2
x and Var[Z] = σ 2 z . Denote the signal to noise ratio by SNR = P/σ 2 z . Given Y , we wish to estimate X using a linear estimator,
The estimator is given by [13] ,
Denote the estimation error by E = X L (Y ) − X. Its variance is given by,
Moreover, the estimation error is orthogonal to any linear function of the measurements Y , i.e., E[E · Y ] = 0. We note that if X and Z are both Gaussians, the LMMSE estimator coincides with the general minimum mean square error estimator (MMSE).
B. SK scheme
We briefly describe the SK scheme. A detailed explanation can be found in [2] [3] [4] .
The goal is to reliably transmit a message, i, over an AWGNC with feedback, as described in Section I, using N interaction rounds (iterations). There are M = 2 N R possible messages, i ∈ [0, M −1], where R is the communication rate. We assume an average power constraint P at the channel input. The modulated PAM symbol, prior to power scaling, is θ = θ(i), defined in (1). In the first iteration, the transmitter simply transmits the symbol, normalized to satisfy the input power constraint, i.e., x 0 = √ P A θ and the receiver estimates the transmitted symbol using θ 0 = y0 √ P /A , where y 0 is the channel output corresponding to x 0 . In each of the following iterations, the transmitter calculates the receiver's estimation error,
and transmits it back to the receiver (normalized to satisfy the input power constraint) x n+1 = √ P σn n , where σ 2 n = Var(E n ). The receiver obtains
where z n+1 is the channel noise at the n + 1'th iteration, and calculates the MMSE estimator of n , denoted by n (which, in the Gaussian case, coincides with the LMMSE) using,
where β n is the LMMSE estimator coefficient given by (5) ,
It then updates its current estimate using,
Hence, at each round we have,
Thus, the error variance can be recursively calculated using (6) ,
where σ 2 0 = A 2 /SNR is the error variance at the first iteration. After N iterations, the symbol is decoded at the receiver using an ML PAM decoder, and by (4), the error is upper bounded (and also well approximated) by,
where the noise variance at the last iteration is given by,
(the last equality is due to (2) ). Thus we have,
Plugging in C = 1 2 log 2 (1 + SNR), and M = 2 N R , we have,
which is the well known SK error probability. The SK scheme is summarized in Algorithm 1.
Algorithm 1 SK procedure SK(i: message) Initialize:
C. Numerical issues
Many of toady's practical receivers use Float16 [14] as their main variable for digital signal processing (DSP) calculations. Unfortunately, the use of this low precision variable with the SK iterative feedback decoding scheme is impossible even for a moderate number of iterations or rate. There are mainly two issues:
1) The error variance σ n decreases exponentially fast to zero as can be seen in (11) . Thus, σ n vanishes quickly when using low precision representation such as Float16. This phenomenon affects almost all calculations in SK, as β n and the transmission normalization factor σn √ P are proportional to σ n . 2) Increasing the number of iterations, N , will decrease the capacity gap and / or decrease the error rate, as can be seen in (13) . However, increasing N will also increase the constellation size exponentially fast, as M = 2 N R . As a result, low precision arithmetic such as Float16 may be insufficient to represent the distance of 1/M between two adjacent symbols. That is, using Float16 causes aliasing and an error floor.
As a result, the iterative SK scheme fails under low precision arithmetic (Float16) even for moderate values of N and R, as can be seen in Figure 5 . Even when using Float32 the scheme fails when we try to use a large number of iterations or a high rate, as can be seen in Figure 6 . Note that simple solutions, such as storing the logarithms of the variables in the SK scheme and operating on them are not sufficient for solving the issues indicated above.
The numerical issues with the SK scheme have been noted before, e.g. [7] .
III. SINGLE ZOOM-IN SCHEME
A. The new algorithm
To overcome the numerical issues described above, we propose a new modified SK communication scheme, termed zoom-in SK (ZSK). We start with a single zoom-in scheme, that breaks the standard SK transmission protocol into two stages. In the next section we generalize the method to an arbitrary number of zoom-in stages.
Let M be written as M = M 0 · M 1 . The idea of the proposed scheme is to break the decoding into two stages. In the first stage, the transmitter and receiver start by applying k + 1 standard SK interaction rounds (the first round is the initialization one, see Algorithm 1). Denote by θ k the estimate of the transmitted PAM message θ after the k + 1 interaction rounds. Instead of decoding θ based on θ k , the receiver just determines an interval [a, b] ∈ [−1/2, 1/2] of size 1/M 0 (i.e., b − a = 1/M 0 ) that contains θ with high probability. The transmitter, that knows everything about the receiver due to the feedback, makes the same decision. In the second stage, the transmitter and receiver zoom into the interval [a, b] synchronously (as described below), and apply N − k − 1 additional interaction rounds, so that in the end of this stage the receiver can decode θ with high probability.
The interval [a, b] is determined as follows. First, the receiver constructs the interval Then, the receiver aligns the interval S 1 with the original PAM constellation of size M (see Fig. 2 ) by first computing the number of symbols that are on the left of S 1 , denoted by i 0 , i.e.,
In the example shown in Figure 3 , we have, i 0 = 3. Then the receiver applies [0, M − M 1 ]-clipping on i 0 :
The receiver stores i 0 in its memory. We note here that the only variables that need to be kept with a high enough resolution at the transmitter and receiver are the transmitted symbol i and the decoded symbol (naturally if we want to transmit and decode a K = N · R-bit word we need a K-bit variable in memory). These are stored as integers.
Instead of storing the constellation size M we store its logarithm N R as an integer. We then align the interval S 1 by constructing the interval S 1 = [a, b], as can be seen in Figure 4 , where Finally, both the transmitter and receiver zoom into the interval S 1 by updating the current estimate θ k to θ (1) k using a simple linear transformation,
Hence, after zooming in, θ k = a ( θ k = b, respectively) is transformed to θ
In the second stage of our ZSK scheme, we replace the decoding of θ ∈ S 1 = [a, b] by the decoding of θ (1) ∈ [−1/2, 1/2]. This is done by applying N − k − 1 additional SK interaction rounds, starting with the current zoom-in estimate θ (1) k to θ (1) . Recalling that at the k'th iteration, θ k = θ + k (see (7)), we have,
Proof:
Now, after the zoom-in operation, when i 0 has already been decoded, it remains to decode i 1 in order to conclude the decoding of i = i 0 + i 1 . By Lemma 1, the decoding of i 1 is equivalent to the decoding of the PAM symbol θ (1) corresponding to i 1 , for a constellation size of M 1 . We implement the decoding of i 1 by using N − k − 1 SK interaction rounds in the second stage of the ZSK scheme. Our initial estimate to θ (1) in the second stage of ZSK is θ
the ZSK decoding error probability. Also denote
the probability of an error in the first stage of the ZSK scheme, and by
the probability of an error in decoding the correct message given that the first stage of the ZSK scheme was successful (a successful zoom-in). The ZSK decoding error probability, P ZSK e , is then upper bounded by
This bound follows by assuming a worst case scenario, that whenever the first decoding stage of ZSK fails, the message I will not be decoded correctly.
where the second equality in (18) follows from the fact that E k ∼ N (0, σ 2 k ) (see Section II-B). We proceed to analyze the term, P ZSK e,1 . First we define a truncated RV: Given a RV X with probability density function (PDF) p X (x), the truncated PDF,p X (x), is defined as the PDF of X given that |X| < a for some predefined truncation level a > 0. We denote byX, the RV whose PDF isp X (x). In particular, if X is Gaussian thenX is called a truncated Gaussian. Now, denote by
the estimation error at the beginning of the second ZSK stage. By (20) we know that E
k is a zero mean Gaussian RV with variance M 2 0 σ 2 k . Denote byẼ 
k is given by [15] (σ
where φ(x) is the PDF of a standard normal variable and Φ(x) = 1 − Q(x) is its cumulative distribution function (CDF), and where we denote,
Moreover, in practice we choose M 0 and k such that the error probability, P ZSK e,0 , in the first stage of ZSK is negligible compared to the SK error probability with the same total number of iterations (the setting of the parameters of the ZSK scheme will be described in Section IV-A). Hence, by (18) and the definition of γ, (22), we have γ 1.
Therefore, by (21) (since Φ(γ) − Φ(−γ) ≈ 1, and 2γφ(γ) ≈ 0), this implies
We used this approximation in all our simulations reported below.
We continue by applying N − k − 1 SK interaction rounds, for which the analysis of standard SK still applies.
At each iteration the receiver applies the LMMSE estimator (5), although it is not the MMSE estimator any longer, and the error variance update equation (6) remains the same as in SK (see Section II).
To summarize we have,
A summary of the ZSK scheme is provided in Algorithm 2.
Algorithm 2 ZSK procedure ZSK(i: message)
Initialize:
Receiver: n = β n · y n+1 = β n · (x n+1 + z n+1 ) θ n+1 = θ n − n Zoom transmitter and receiver:
for n = k, . . . , N − 2 do
Transmitter:
(1)
Receiver:
As a result of the zoom-in operation, the error variance increases, but at the same time the constellation size decreases such that the numerical robustness is improved while having negligible effect on the error probability.
The numerical robustness improves, mainly because the ZSK scheme allows us to keep the error variance (and thus all the other variables which are linearly related to it) relatively high, such that they can be represented using low precision. Assuming that M = M 0 · M 1 , while in SK we need σ N −1 1/M at the final iteration, for ZSK we require σ k 1/M 0 , thus saving approximately log 2 (M/M 0 ) = log 2 (M 1 ) bits in representation. If we assume for simplicity that M 0 = M 1 = √ M , then in ZSK we reduced by half the number of bits needed in order to represent the error variance. Even though we might have a small numerical error in decoding i 0 , the decoded value will be the same in the receiver and transmitter, so that they both stay synchronized, and thus this small error will not pose a problem.
B. Error probability analysis
Theorem 1. Suppose that γ defined by (22) is sufficiently large. Then,
The first (second, respectively) term in (23) corresponds to P ZSK e,0 (P ZSK e,1 ). As an immediate corollary we have: As will be seen in Section IV-A, we set the parameters of the ZSK scheme, which in the single zoom case are M 0 and k, such that the required conditions in Corollary 1 (and in Theorem 1) are satisfied for small > 0. It can be seen that the bound on P ZSK e in Corollary 1 is essentially (up to 1 + ) the same as the bound in (12) on the SK error probability, P SK e , with the same total number of iterations, N . Furthermore, as was noted above, the bound (12) is an excellent approximation to P SK e . Hence, under a proper design of the ZSK scheme, its error probability is essentially the same as that of plain SK.
Proof of Theorem 1: Recalling (17) and (18), it remains to show that P ZSK e,1 , the decoding error probability in the second stage of ZSK, given that the first stage was successful (see (16) ) satisfies
We first find the error update equation of the standard SK scheme after the k'th iteration. By (8), (9) and (10),
As a result, the k + 1th error term is given by,
We can continue recursively such that at the last iteration we have,
where we have defined,
Now, we have not assumed anything on E k . Hence, (26) applies both to the regular SK scheme, and to the ZSK scheme under the conditioning on a successful first stage decoding. In the first case, E k is a Gaussian RV,
In the second case, as was described in Section III-A, we have instead a truncated Gaussian, E (1) k = M 0Ẽk , whereẼ k has a truncated version of the distribution of E k with truncation level 1/[2M 0 ]. We can see in (26) that E N −1 is composed of two components: the first is proportional to the error at the k'th iteration and the second is a function of the noise in the forward channel. We also assume that the parameters of the scheme are selected such that γ 1, i.e., σ k 1 2M0 , and so, as explained above, the standard deviation ofẼ
k ≈ M 0 σ k (the approximation can be made arbitrarily accurate by selecting M 0 and k such that M 0 σ k is sufficiently small, i.e. γ is sufficiently large). Hence, by the recursive relation (25), we conclude that σ
Summarizing all this, the error term in the SK scheme at the final iteration, E N −1 , is given by (26), while in the ZSK scheme (under a successful first stage decoding) we have the same forẼ
In (3), we saw that the error probability in PAM with M messages is proportional to the probability that the noise
). Note that Λ is a Gaussian RV, Λ ∼ N (0, σ 2 f ). In the SK scheme we have,
where
For the decoding error probability in the second stage of ZSK given that the first stage was successful we have,
where the first inequality is due to (19), the second inequality is due to the following Lemma 2, the third equality is due to (27), and the last equality is due to (12) . This shows (24) and concludes the proof. for all a > 0, where Z ∼ N (0, σ 2 Z ) and is independent of E andẼ.
Proof: Due to the assumed symmetry of the PDFs of E andẼ, it is sufficient to prove only the first inequality.
We denote the PDF of E by f E (x). We have,
where the third equality is due to the symmetry of E around zero. In the last step we have defined t(x) ∆ = Pr(Z > a − x) + Pr(Z > a + x). Similarly we have, 2 Pr(Ẽ + Z > a) = E t(Ẽ) . Hence, we need to prove that
. We note that t(x) is even. Thus it suffices to show that E t(|Ẽ|) ≤ E [t(|E|)]. Now,
So it is sufficient to show that
where 1(·) is the indicator function. Now, the function t(x) is increasing for x > 0, since
for x > 0 and a > 0. In addition, the function 1 (|x| < b) is monotonically non increasing for x > 0. Thus (29) follows from the integral Chebyshev inequality [16] , which is also proven in Appendix A and the lemma follows.
IV. MULTIPLE ZOOMS
In the previous section we have described how the zoom scheme works for the case of a single zoom. It is straight forward to generalize it into a scheme with multiple zooms where the transmitter and receiver zoom synchronously every few iterations. This way we can implement an SK scheme with an arbitrarily large number of iterations and still use low precision arithmetic. Consider a multiple zoom SK scheme with r zoom-ins and r + 1 stages (such that for r = 1 it reduces to the single zoom-in case with 2 stages discussed earlier). Suppose that M can be written as M = r j=0 M j and that the j'th zoom-in operation, j = 0, . . . , r − 1, is performed after k j + 1 interaction rounds. The last zoom-in is performed after k r−1 +1 interaction rounds. Immediately after the last zoom-in we carry out the last N −k r−1 −1 interaction rounds for a total of N interaction rounds. We also define k r ∆ = N − 1. The estimation error random variables at the j'th stage (j = 0, 1, . . . , r) of ZSK are denoted by E (j) n , where n is the interaction round index, n = k j−1 , k j−1 + 1, . . . , k j and k −1 ≡ 0. Before the j'th zoom-in the estimation error is E (j) kj , and after the zoom-in it is E (j+1) kj . As an example consider the single zoom-in case where r = 1. In this case there is a single zoom-in after k 0 + 1 interaction rounds (in the previous section, where we considered the single zoom-in case, k 0 was denoted by k). During the 0'th stage of ZSK, the estimation errors are E (0) n , n = 0, 1, . . . , k 0 (in the previous section the superscript (0) was omitted for the estimation errors at the 0'th stage of ZSK). After the zoom-in the estimation errors are E (1) n , n = k 0 , k 0 + 1, . . . , k 1 where k 1 = N − 1. Similarly to (18)-(19), we also denote by
In words, P ZSK e,j (for j = 0, 1, . . . , r) denotes the probability of erroneous decoding at the j'th ZSK stage (erroneous zoom-in) given that at all the previous stages of ZSK, i = 0, 1, . . . , j − 1, the decoding was successful. Generalizing As an extension of Theorem 1 to the multiple zooms case we have the following. where σ 2 n is the standard SK error variance at the n'th interaction round (as given in (11)).
As an immediate corollary we have:
Corollary 2. Suppose that {M j } r j=0 and {k j } r j=0 are chosen such that
for some (small) > 0, and γ j are sufficiently large. Then
As will be seen in Section IV-A, we set the parameters of the ZSK scheme, M j and k j , such that the required conditions in Corollary 2 (and in Theorem 2) are satisfied for small > 0. It can be seen that the bound on P ZSK e in Corollary 2 is essentially (up to 1 + r ) the same as the bound in (12) on the SK error probability, P SK e , with the same total number of iterations, N . Furthermore, as was noted above, the bound (12) is an excellent approximation to P SK e . Hence, under a proper design of the multiple ZSK scheme, its error probability is essentially the same as that of plain SK.
Proof of Theorem 2:
To prove the theorem it is sufficient to show that
Thus we shown (32) for j = j 0 + 1.
It remains to show (31) for j = j 0 + 1. Recalling (28) with b instead of 1/[2M 1 ], in the proof of Theorem 1 we have shown that
On the right hand side we consider the probability that the error after N interaction rounds with no zoom-in is larger than some constant. On the left hand side we consider a similar experiment except that there is one zoom-in by a factor M 0 that separates the N interaction rounds to two stages, and we condition on a successful zoom-in. In addition, the constant we compare the error to on the left hand side is larger by a factor of M 0 . We note that in the derivation of this inequality, the assumption that the initial error, E 0 , is Gaussian was used only in (21): Since E 0 is Gaussian, so is E k , and thus by choosing M 0 and k such that γ = 1/[2M 0 σ k ] is sufficiently large, the variance of the corresponding truncated random variableẼ (1) k will be M 2 0 σ 2 k for any desired accuracy. Other than this usage, the fact that E 0 (and hence E k ) is Gaussian was not used elsewhere. We only required E 0 to have a symmetric PDF. Now, back to our proof, we have
The first inequality follows by applying the same argument as in (28) that was explained above, using the induction assumption (32) with j = j 0 : In particular, comparing the first line of the inequality to the second, by adding a zoom-in at time k j0 the variance increases by a factor of M 2 j0 as in (28). The second inequality follows by the induction assumption (31) (it holds for j = j 0 zoom-in steps). This shows (31) for j = j 0 + 1.
Lemma 3. Let X be a random variable with a symmetric (around zero) PDF, and with variance E X 2 = σ 2 .
Suppose that for all b > 0,
LetX be a truncated RV with truncation level a > 0 corresponding to X. Then for a/σ → ∞,
Proof: Denote by F (x) = Pr (X ≤ x) the CDF of X. Then the CDFF (x) of the truncated RV satisfies
It is well known that the variance a random variable can be expressed in terms of its CDF. For the case considered here, where the PDF is symmetric, we have
We used the well known bound that for x > 0, Q(x) ≤ e −x 2 /2 . In addition,
The required result now follows immediately.
A. Choosing zoom parameters
It remains to show how we determine the zoom constellation sizes, M ∆ = (M 0 , M 1 , . . . , M r ) and the iteration indices to zoom at, K ∆ = (k 0 , k 1 , . . . , k r−1 ), so that the total error probability of ZSK will be essentially the same as the error probability of standard SK, without the numerical issues of standard SK. First, we set a target error probability P target e that we want to achieve with SK (e.g., P target e = 10 −6 ). Then, we calculate at what SNR the standard SK scheme will reach that error probability by solving,
We denote that SNR by SNR target . Next, we set the desired error probability at each zoom step, P zoom e = P target e (e.g., with = 10 −3 ), such that the sum of all zoom errors will have a negligible effect on the final error probability.
We calculate the error variance at each iteration when the SNR is SNR target , for the standard SK scheme and store it in the array σ 2 ZSK [iter] = σ 2 0 (1+SNRtarget) iter for iter = 0, . . . , N − 1 (this is done off-line so we can store these values (or their logarithms) at any desired accuracy). Next, we can use the following algorithm to set the iterations at which we need to zoom-in and the corresponding zoom constellation. 
At each iteration (i), the algorithm tests whether there exists a constellation size, such that zooming in to that constellation at iteration i will result in a zoom error that is smaller than P zoom e . If such constellation exists, it chooses the maximal M z possible and updates M and the error variances σ 2 ZSK .
V. SIMULATION RESULTS
In the following we present some of the results achieved by running the proposed zoom scheme in a simulation, compared to the regular SK scheme. In Figure 5 we can see how the regular SK scheme fails even at a relatively small number of iterations, N = 10, when using Float16. In Figure 6 we can see that even when using Float32, the SK scheme fails at a moderate number of iterations, N = 30. In Figures 7 and 8 , we see that while regular SK fails after approximately 10 iterations, when using Float16, we can continue running our zoom scheme even up to 50 iterations (or any other desired number of iterations). The capacity gap for N = 50 is approximately 0.2dB at P e = 10 −6 . Instead of storing the constellation size, M , we stored its logarithm log 2 M = N R in a short integer. The transmitted message, i, was stored as a long integer. The decoded message, i, was stored in the array of short integers, i 0 , i 1 , . . . , i r such that i = i 0 + i 1 + . . . + i r . All the other variables were stored as Float16. In the implementation of (1) we create θ(i) in Float16 representation as a rounded value of the right hand side from the integers i and N R. We implement (14) and (15) similarly. where the expectations are with respect to µ.
Proof: Since f (x) and g(x) are both monotonic with opposite monotonicity we have the following inequality µ(x)µ(y)(f (x) − f (y))(g(x) − g(y)) ≤ 0 ∀x, y > 0
Taking the integral of both sides we have, 
