Introduction
Let r(t) be the probability density function (PDF) of a random variable T ∈ The CDF of the T-X family defined by Alzaatreh et al. (2013b) is
If the random variable T ∈ (0, ∞) and W(z) = − log(1 − z), then the PDF corresponding to (1) is given by
where h g = g/(1 − G) and H g = − log(1 − G) are the hazard and cumulative hazard rate functions corresponding to the PDF g(x). Alzaatreh et al. (2013a) studied a generalization of the Pareto distribution by using (2) where T and X follow Weibull and Pareto random variables respectively. The probability density function (PDF) of the Weibull-Pareto distribution (WPD) is defined as Alzaatreh et al. (2013a) studied some general properties of the Weibull-Pareto distribution in (3). They showed that this distribution can be applied to fit data with different characteristics. It can fit data with long right tail, long left tail and approximately symmetric. However, they pointed out a major problem in estimating the parameters of the Weibull-Pareto distribution (WPD). The estimated values of the parameters c and β using the maximum likelihood estimation (MLE) have high biases and standard errors when c >> 1. This occurred because when c > 1, the WPD can be left skewed. The left skeweness of the WPD affects the ML estimates of the parameters. It was shown that the estimates of c and β are very sensitive to the estimate of the parameter θ. To solve this problem, Alzaatreh et al. (2013a) proposed a modification of the MLE method (MMLE) which improved the results of the MLE. However, they pointed out that MMLE still produce high bias and standard error values in some cases and further research needed to solve the estimation problem for the parameters of WPD. The main objective of this article is to provide an alternative to the Weibull-Pareto distribution namely, the Weibull-Lomax distribution. By merely considering another member of the family of Pareto distribution (after suitable transformation) a greater improvement in estimation under the MLE (maximum likelihood method) is achieved. The paper is organized as follows: In section 2, the Weibull-Lomax distribution is defined and several properties are studied including quantile function, limit behaviour, unimoadality, Shannon entropy, reliability parameter, moments, mean deviations and order statistics. The asymptotic distributions of the sample minima and maxima are also studied in section 2. Parameter estimation and application are studied in section 3. We provide some concluding remarks in section 4.
The Weibull-Lomax Distribution
Let the random variable T and X follow the Weibull and Lomax distributions. Then from (2), the PDF of the Weibulllomax distribution (WLD) can be written as
Remark 2.1. Note that the WLD in (4) is only a shift by θ of the WPD in (3).
When c = 1, the WLD reduces to the Lomax distribution with parameters β and θ. From (4), the CDF and hazard rate function of WLD, respectively, are
In Figures 1 and 2 , various graphs of f (x) and h(x) are provided for different parameter values. The plots indicate that the Weibull-Lomax distribution can be reverse J-shaped, right-skewed or left-skewed. Also, the Weibull-Lomax distribution hazard function can be a decreasing failure rate or upside down bathtub shapes. ( 
The WLD is unimodal at x 0 . When c ≤ 1, the mode is at x 0 = 0 and when c > 1, the mode is the solution of the equation k(x 0 ) = 0, where
(v) The Shannon entropy (Shannon, 1948) for a random variable X that follows the WLD is
57722 is the Euler gamma constant.
Reliability Parameter
The reliability parameter R is defined as R = P(X > Y), where X and Y are independent random variables. Numerous applications of the reliability parameter have appeared in the literature such as the area of classical stress-strength model and the break down of a system having two components. Other applications of the reliability parameter can be found in Hall (1984) and Weerahandi and Johnson (1992) . If X and Y are two continuous and independent random variables with the CDFs F 1 (x) and F 2 (y) and their PDFs f 1 (x) and f 2 (y) respectively, then the reliability parameter R can be written as
Proof. Follows from Lemma 2.4 in Alzaatreh and Ghosh (2014).
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Moments and Mean Deviations
Using Remark 2.1, the s-th moments for the WLD can be written as
Remark 2.4. From (7), we have the following (i) If c > 1, then the s-th moments of the Weibull-Lomax distribution exist.
(ii) If c < 1, then the s-th moments of the Weibull-Lomax distribution do not exist.
(iii) If c = 1, then the s-th moments of the Weibull-Lomax distribution exist iff β > s.
The amount of scatter in a population is evidently measured to some extent by the totality of deviations from the mean and median. If we denote the median by M, then the mean deviation from the mean, D(µ), and the mean deviation from the median, D(M), can be written as
Now, consider
where m > 0, a m = (β log(1 + m/θ)) c and γ(x, a) = ∫ x 0 t a−1 e −t dt is the lower incomplete gamma function.
From equations (8) and (9), the mean deviation from the mean and the mean deviation from the median are, respectively, given by
where I µ and I M can be calculated numerically from (10).
Quantile Measures of Tail Behavior
Skewness and kurtosis of a distribution can be measured by β 1 = µ 3 /σ 3 and β 2 = µ 4 /σ 4 , respectively. However the expression for the third and fourth moments of WLD(c, β, θ) do not always exist (see Remark 2.4). Consequently, the moment based skewness and kurtosis measures can not be applied when c < 1. Instead we consider the quantile based skewness and kurtosis measures which always exist. The quantile function of WLD(c, β, θ) are in closed form, alternatively we can define the measure of skewness and kurtosis based on the quantile function. The Galton' skewness S defined by Galton (1883) and the Moors' kurtosis K defined by Moors (1988) are given by
When the distribution is symmetric, S = 0 and when the distribution is right (or left) skew, S > 0 (or S < 0). As K increases the tail of the distribution becomes heavier. To investigate the effect of the two shape parameters c and β on the WLD(c, β, θ) distribution, equation (11) and (12) are used to obtain the Galtons' skewness and Moors' kurtosis where
International Journal of Statistics and Probability Vol. 5, No. 4; 2016 the quantile function can be found from Remark 2.2. Figure 3 displays 3D graphs for the Galtons' skewness and Moors' kurtosis for the WLD(c, β, θ) when θ = 1 and different values of c and β. From Figure 3 , the WLD can be left skewed, right skewed or near symmetric (S=0). Furthermore, for fixed value of c > 1, Galton's skewness and Moors' kurtosis are decreasing function of β. Also, for fixed value of β, Galton's skewness and Moors' kurtosis are decreasing function of c. In Figure 4 , we determined the regions when the WLD is left skewed, right skewed or nearly symmetric (S=0) occur. A cubic function relating log(β) to log(c) is obtained for the situation when the distribution is nearly symmetric (see R results in the Appendix). Since the symmetry of WLD does not depend on θ, we assumed θ = 1. 
Order Statistics for the Weibull Lomax Distribution
In this section, we study the moments of the r-th order statistic and the large sample distribution of the sample minimum and the sample maximum when a random sample of size n are drawn from the WLD(c, β, θ) distribution. The density Vol. 5, No. 4; 2016 function of the r-th order statistic X r:n for a random sample of size n drawn from (4), is given by
From (13), the PDF of the rth order statistic X r:n can be expressed as a finite sum of the Weibull-Lomax PDFs. From (13), the distribution of the sample maximum X n:n = max(X 1 , X 2 , · · · , X n ), and the sample minimum X 1:n = min(X 1 , X 2 , · · · , X n ) are, respectively, given by
From (15), it is evident that the Weibull-Lomax distribution is closed under minimization. This property is also known as min stable property (See Feller, 1971 ).
In order to find the large sample distribution of X n:n , we will use the sufficient condition for weak convergence due to von Mises (1936) which is stated in the following theorem:
Theorem 2.5.
Let F be an absolutely continuous c.d.f and suppose h f (x) is nonzero and differentiable function. If
, where G 1 (x) = exp(− exp(x)).
In our case F −1 (1) = ∞ and from (6), we have
Hence, the large sample distribution of X n:n is of extreme value type provided that c > 1. When c = 1, the Weibull Lomax distribution reduces to the Lomax distribution. Also, according to Arnold et al. (2008) , the large sample distribution of X n:n will be of extreme value type.
In order to derive the asymptotic distribution of the sample minima X 1:n , we consider Theorem 8.3.6 of Arnold et al.(2008) . Observe that, since F −1 (0) is finite, it follows from the theorem that the asymptotic distribution of the sample minima X 1:n is not of Fréchet type. The asymptotic distribution of X 1:n will be of the Weibull type with parameter α > 0 if
Note that lim
Hence, the asymptotic distribution of the sample minima X 1:n is of the Weibull type with shape parameter c. Furthermore, since the WLD is only a shift by θ of the WPD, therefore, the asymptotic distributions for the sample maxima when c ≥ 1 is of extreme type. Also, the asymptotic distribution the sample minima for the WPD is of the Weibull type with shape parameter c.
Next, we consider the s-th moment for X r:n , 1 ≤ r ≤ n.
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where E(Y s ) are given in (17). The s-th non central moment of X 1:n and X n:n can be obtained by setting r = 1 and r = n in equation (18). Proof. Follows directly from Remark 2.4.
Parameter Estimation and Application
The parameters of WLD are estimated by using the maximum likelihood. A simulation study is conducted to evaluate the performance of the maximum likelihood method.
Maximum Likelihood Estimation Method
Let X 1 , X 2 , · · · , X n be a random sample of size n drawn from the density in (4). The log-likelihood function ℓ = ℓ(c, β, θ) is given by
The log-likelihood can be maximized numerically to obtain the maximum likelihood estimates. Several routines available for numerical maximization. We used the PROC NLMIXED in SAS to maximize equation (19). The initial estimates for the parameters of WLD are obtained as follows: the initial estimates of c and β are the moment estimates of c and β from the Weibull distribution, which are given by c 0 = π (6slog x i ) and β 0 = exp
, where s log x i andx log x i are the sample standard deviation and the sample mean for log x i and δ is the Euler gamma constant (Johnson et al., 1994, pp. 642-643) . The initial estimate of θ is taken to be 1.
Simulation Study to Evaluate the Performance of MLE
In this sub-section, a simulation study is conducted to evaluate the performance of the MLE method of WLD in terms of both bias and standard deviation for various parameter combinations and different sample sizes. For each parameter combination, a random sample from WLD is generated by first generating a random sample y 1 , y 2 , · · · , y n from the Weibull distribution with parameters c and 1/β, then by using Remark 2.2(i), X i = θ(e Y i − 1), i = 1, 2, . . . , n follows the WLD(c, β, θ).
The parameter combinations for the simulation study are c = 0.5, 1, 4, 7, β = 0.5, 1, 3, and θ = 0.5, 1, 3. Two different sample sizes of n = 100 and 500 are used in the simulation. For each sample size and parameter combination, the simulation process is repeated 200 times. The average bias (estimate -actual), and the average standard deviation of the maximum likelihood estimates are presented in Tables 1 and 2. The results show that the maximum likelihood estimation method performs well. In general, the biases and standard deviations of the parameters are reasonably small. As the sample size increases, the results show that the biases and standard deviations of the estimators decrease. The results from this simulation study, suggest that the maximum likelihood estimates method can be used effectively to estimate the parameters of the Weibull-Lomax distribution. Also, if c > 1 , the results from Tables 1 and 2 show that the MLE method performs good in estimating the model parameters. This suggests that the WLD can be used an alternative to the WPD in modeling real life data sets. Alzaatreh et al. (2013a) used three data sets from Park et al. (1964) and Park (1954) and fit them to Weibull-Pareto distribution using the MMLE method. In this subsection, we fit these data sets and show that WLD provides similar fit. The data sets are the grouped frequency distributions of adult numbers for Tribolium Confusum and Tribolium Castaneum cultured at 24 C and Tribolium Confusum strain. In particular, Data set 1 represents a random sample of 857 Tribolium www.ccsenet.org/ijsp International Journal of Statistics and Probability Vol. 5, No. 4; 2016 Castaneum cultured at 24 0 C, the Data set 2 represents a random sample of 952 Tribolium Castaneum cultured at 24 0 C and Data set 3 represents a random sample of 368 Tribolium Castaneum cultured at 24 0 C. The data sets are avialable in Alzaatreh, et al. (2013a) . Above we provide the estimates, the Kolmogorov-Smirnov test (K-S) and the Akaike information criterion (AIC) values for the WLD and WPD in Table 3 . The estimates of WLD are based on MLE method and the estimates of WPD are based on MMLE method (taken from Alzaatreh et al., 2013a) . The results in Table 3 show that WLD and WPD provide similar fits to three data sets. Figure 5 supports the results in Table 3 . 
Applications

Conclusion
In this paper, a shift by a parameter θ > 0 of the Weibull-Pareto distribution defined by Alzaatreh et al. (2013a) is proposed namely, the Weibull-Lomax distribution. Based on Alzaatreh et al. (2013a) , the maximum likelihood estimation produces high biases and standard errors for the WPD parameters and therefore, they proposed a modification of the MLE, MMLE, which can be used only when c > 1. This problem in estimatioing the WPD parameters has motivated us to present an alternative to the WPD by using Lomax distribution in replace of Pareto distribution in the T − X family proposed by Alzaatreh et al. (2013b) . In this paper we showed that the MLE method can be used effectively to estimate the WLD parameters without any restriction on the parameter c. The results of the simulation study in section 3.2 are compared with the results of the simulation study for the WPD obtained by Alzaatreh et al. (2013a) . In most cases, it was observed that the biases and standard errors for the MLEs of WLD parameters are smaller than the MMLEs for the WPD parameters. Furthermore, WLD is applied to the same data sets used in Alzaatreh et al. (2013a) . The results in Table 3 and Figure 5 showed that WLD and WPD provide similar fit to the data sets.
