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Using the embryonic ‘Dutch disease’ literature on tourism, this paper
examines the economy-wide effects of an inbound tourism boom on
a small open island economy. It illustrates a range of new findings
not present in traditional tourism economics literature. This paper
also addresses the complexities that surround the economic
evaluation of the net effect of tourism growth on the host
community. An important result obtained here is that increased
inbound tourism may lead to net welfare losses when tourism
products are intensive users of coastal land. Thus, this paper provides
a warning to researchers and practitioners of the need to evaluate
both the tourism sector’s overall impacts on the host economy and
its net effect on the community when considering its expansion.
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International tourism appears to many small island economies (SIEs) to be one
of their most promising sources of economic and human development. For most
of them, it has become the main economic activity in terms of income
generation, employment creation and foreign exchange earnings. Many small
island developing states (SIDS) have performed particularly well over the past
15 years. While total international arrivals worldwide grew at an average annual
rate of 3.7% between 1990 and 2002, SIDS saw their arrivals grow at much
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faster annual rates, for example Cuba (18.2%), Cape Verde (13.2%), Maldives
(9.1%), Dominican Republic (8.6%), Mauritius (8.4%), or Samoa (6.2%), to
name but a few. Tourism is by far the fastest-growing economic activity in all
SIDS.1
Despite the economic importance of tourism in many of these islands, there
is also a growing concern regarding the impact of rapid and uncontrolled coastal
tourism development on these economies from both an environmental and
socio-economic point of view. This vulnerability may put at risk the long-term
sustainability of tourism-based economic development of these countries, if
tourism is not appropriately planned, developed and managed.
Because of their resource limitations, SIDS face several difficulties when
developing their tourism activities. Land and water are the scarcest resources,
and in a few islands, tourism development is characterized by a process of
reallocation of land from traditional activities (agriculture, farming, fishing,
forestry) to its use in the building of accommodation, roads, airports and
recreational tourism facilities. Moreover, the large numbers of tourists who
descend on many of these islands each year place a heavy strain on water
resources.
By examining the mechanisms via which coastal tourism expansion can
benefit or harm a small open island economy, this paper addresses the
complexities that surround the economic evaluation of the impacts, costs and
‘net effects’ of tourism growth on the host community. It shows how the general
equilibrium technique can be used to analyse the causes of changes in residents’
welfare. An examination of the interactions between tourism and other
economic activities is important in view of the public debate on the effects of
tourism, as it highlights the problem of competition for resources between
different activities. This is particularly the case when examining tourism
development in SIEs.
We begin the paper by summarizing the current state of the literature on
the impacts of an inbound tourism growth on the host economy. We then set
out a general equilibrium model for the economy considered. Following this,
we analyse the ways by which changes in foreign tourism expenditure affect
this type of economy. Finally, we provide some concluding remarks. One
important result of this study is the finding that international tourism growth
could immiserize the host country when its tourism products are mainly the
intensive use of coastal land.
Economic effects of a tourism boom: an overview of the literature
There are several studies on identifying the potential effects of an inbound
tourism boom on the economy but, until recently, much of the applied litera-
ture on the impacts of tourism development has been based on input–output
analysis and multiplier techniques. The fundamental problem with these models
is that they are inadequate as a means of measuring the ‘net effects’ on an
economy resulting from changes in tourism expenditure. They are based on
unrealistic assumptions and on incomplete representations of the ways
economies work. For example, input–output analysis does not allow for factor
substitution between sectors, and prices are taken as given. In particular, it
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assumes wages and prices do not change when tourism expenditure changes.
As a result, this kind of analysis tends to over-estimate the ‘net effect’ of changes
in tourism demand on a given economy (whether that change is positive or
negative). As stated by Dwyer et al (2005), the problem arises from a failure
to distinguish clearly between the impacts and the net benefits of tourism
growth. Failure in making this distinction clear has resulted in the situation
where tourism stakeholders generally regard impacts as synonymous with benefits.
As we show in our paper, this is not the case. Impacts on economic activity
are evaluated by changes in macroeconomic variables, such as sectoral outputs,
factor incomes, prices, employment, or possibly GDP, while ‘net effects’ are a
measure of the value of the gain in economic activity less the costs incurred
to enable this extra gain (or in other words, the measure of the change in
residents’ welfare).
In reality, a change in tourism expenditure is likely to change both outputs
and prices. If an economic activity experiences an increase in demand, then
prices and wages might be expected to rise. This, in turn, will attract resources
into the sector to enable production to increase. The precise nature of these
changes will vary across markets, but what is important to note is that a change
in tourism demand will actually result in both changes in quantities supplied
and changes in prices. Consequently, any attempt to assess tourism’s impact
must distinguish between impacts and ‘net effects’.
The development of a general equilibrium framework in the tourism litera-
ture has provided tourism economists with a new approach to analyse the
impacts of tourism development on other industrial sectors and to highlight
inter-sectoral linkages without being restricted to fixed prices and wages.
This new approach has been used in both theoretical studies (see, for example,
Copeland, 1991; Chen and Devereux, 1999; Nowak and Sahli, 1999; Hazari
et al, 2003; Nowak et al, 2003; Sahli and Nowak, 2005) and applied studies
(Adams and Parmenter, 1995; Dwyer et al, 2000, 2004, 2005; Blake et al, 2003;
Narayan, 2004; Gooroochurn and Blake, 2005; Gooroochurn and Sinclair,
2005). Moreover, computable general equilibrium (CGE) modelling has the
additional advantage of being able to simulate the impacts on tourism of
different policy changes. CGE modelling is based around mathematical
specification of key relationships within the economy (industry inputs and
outputs and links between markets are modelled, resource allocation is deter-
mined by market force, etc), and is calibrated to real data to ensure that the
model provides a good representation of the economy.
Most of these studies follow booming sector economics and the ‘Dutch
disease’ literature2 in some way, and suggest that an increase in tourism demand
could change the country’s patterns of production and specialization, in
particular by crowding out traditional, internationally traded sectors.
Furthermore, most of these studies support Copeland’s view (1991) that the
main channel through which an increase in domestic or international tourism
may alter national welfare is a change in the real exchange rate (or terms of
trade) of the host economy.
Copeland (1991) indicates that foreign tourists visit the country and consume
mainly local amenities and non-tradable goods, such as scenery, climate,
heritage and culture, nightlife, restaurant meals and shopping opportunities.
This process not only converts non-traded goods into tradable, but also bestows
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monopoly power in trade to the host country. Such monopoly power arises
because of the differentiated nature of every country in the world, which occurs
in terms of scenery and culture, types and quality of attractions, goods and
services sold, and the level of public goods provided.
Consequently, an inbound tourism boom tends to increase the demand, and
hence the price, of non-tradable goods, which expands their production at the
expense of tradable goods. This suggests that a tourist boom may lead to de-
industrialization. Nevertheless, with no distortion in the economy (that is, full
employment, perfect competition…), the resulting sectoral output loss and gain
offset each other. In this case, tourism can still benefit the host economy via
an increase in the price of non-traded goods (for instance, via an appreciation
of the real exchange rate). As foreign tourists consume these non-traded goods,
this is equivalent to an improvement in the terms of trade.
Although a tourism boom will have, in the absence of distortions in the host
economy, similar final effects as in the literature on ‘Dutch disease’, a straight-
forward application of the results of that literature is not appropriate because
of important differences between trade in tourism and commodity exports. In
our framework, the non-tradable sector is affected both directly (via an increase
in tourist spending) and indirectly (via a second round of demand by residents
whose real income has changed). Moreover, the movement of resources between
sectors is reinforced by Rybczynski mechanisms. Thus, both Corden and Neary’s
‘spending effect’ and ‘resource movement effect’ (1982) are present, but in a more
complex way.
Furthermore, as argued by Copeland (1991), Dwyer and Forsyth (1993) and
Nowak et al (2003), in the presence of distortions in the host economy, such
as trade taxes, increasing returns to scale in manufacturing… an inbound
tourism expansion may not always be welfare improving, and could even be
welfare reducing. As all kinds of distortions are present in real economies, much
attention has to be paid to such costs when assessing the ‘net effect’ of a tourism
expansion. This is especially the case for SIEs, where tourism is viewed as one
of the best available tools to promote growth and development (WTO, 2004),
and where scholars, economists and policy-makers have spent at least two
decades discussing and debating the unfettered growth of coastal tourism and
its impacts on the overall economic development of SIEs.
This study aims to consolidate a growing literature on tourism within the
context of international trade theory by providing a new analysis of the possible
channels through which an inbound coastal tourism boom can affect the
economy of some SIDS. More precisely, we consider SIDS that are characterized
by a dualistic structure of the labour market, urban unemployment and internal
migrations. In this respect, our paper is expected to contribute to the new
tourism literature.3
The model
In this section, we set out the main assumptions underlying the analysis of the
effects of a tourism boom. We consider a small island with limited space, which
is divided into two regions: an urban region (U) and a coastal area (C). The
urban region produces all modern activities, XN, that include the manufacturing
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sector, public and private services. The coastal area produces two internationally
traded goods: agriculture, XA, and leisure tourism, XS. It is assumed that the
predominant forms of this tourism take place in coastal zones in which the
natural environment plays a major role in attracting foreign tourists (sun, sea
and sand holidays, golf courses, etc). In many SIEs, for example Fiji, Bahamas,
Dominican Republic, etc, tourists may not be attracted to urban areas, while
in European cities like Paris or Rome, the cities themselves may be the main
attraction.
Recall that the exporting nature of the tourism sector is unusual in the
respect that it stems not from the international mobility of the goods and
services produced, but from the temporary international mobility of the
consumers, defined as tourists. As a result, goods that are normally non-
tradable, such as hotels, restaurant meals, parks, beaches… become partially
tradable in the presence of international tourists.4
The theoretical model chosen to represent this economy is based on the
Harris–Todaro framework of urban unemployment and coastal–urban migration
(Harris and Todaro, 1970). The assumption is made that in a number of
developing countries, the labour market consists of quite distinct segments that
are linked to one another.
In the first segment, the labour market is regulated and wages are set by
‘institutional’ forces (minimum wages; trade unions; public sector pay policies;
and labour codes) that aim to assure workers an ‘adequate’ standard of living
by keeping wages above market-equilibrium level. This category generally
includes ‘modern/formal’ manufacturing industries, public services and service
industries (banks, insurance companies…), which are regrouped in our model
within sector SN and located in urban region U.
In the second segment, wages are determined in a very neoclassical way,
leading to equality between the supply and demand of labour. This includes
activities described as ‘informal’, as well as agriculture, where a competitive
wage determination predominates. In these sectors, even if labour laws
exist, they are rarely respected (one example being the minimum agricultural
wage).
In tourism activities, both of these wage structures are used. For example,
in many small tourism firms (for example, independent hotels, restaurants and
food services, night clubs, handicrafts trade...), there is high wage variability,
and it is well known that unionization is minimal and ‘under the table’ is
common. The labour market here has a competitive structure. However, in large
organizations where international chains are concerned, the labour market tends
to be organized in the same way as the industrial sector (laws are respected,
efficiency wages…), but even if the two segments exist side by side, two reasons
lead us to assume that flexibility is, in fact, globally predominant. Firstly, small
and medium-sized tourism businesses predominate, both in developing and
developed countries (ILO, 2001). Secondly, tourism activities are highly seasonal
in nature, thus creating fluctuating labour needs. The International Labour
Organization (ILO) has demonstrated that deep similarities exist between the
agriculture and tourism labour markets in developing countries (ILO, 1989).
Consequently, we find it justified considering the tourism labour market to be
competitive.5
In this paper, we set up a framework that incorporates both the coastal and
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Figure 1. Model structure.
urban region. The economy in question, as set out in Figure 1, produces three
goods: XN in the urban area, and XS and XA in the coastal region.
In the urban area, firms combine labour, LN, and specific capital, K, to
produce the urban traded good, XN.
XN = FN(LN, K) (1)
The terms LN and K denote the factor allocations to the production of XN. For
simplicity, we consider that this urban good is also imported and that the
country is small on its international market. So its price, PN, is set to its
international level, P*N.
6
In the coastal area, the agricultural and tourism sectors employ labour and
land in varying proportions, making up a mini Heckcher–Ohlin economy, one
sector being labour intensive and the other land intensive.
XA = FA(LA, TA) (2)
XS = FS(LS, TS) (3)
where Lj and land Tj denote the allocation of labour and land to the outputs
of agriculture sector, XA, and coastal tourism product, XS. Note that domestic
labour is fully mobile across regions and sectors.
The hypothesis that agriculture and tourism could be in competition for land
and labour is corroborated by numerous empirical studies regarding the
Caribbean and the Canary Islands, where the tourism sector exists at the
detriment of both export and subsistence agriculture. The same can be said of
other Mediterranean islands such as Cyprus, Malta, the Greek islands (Crete,
Myconos, Corfu, etc) and destinations that combine both agricultural and
attractive natural environment, since many occupations required in tourism are
carried out by workers who used to work in the agricultural sector (landscaping,
gardening, janitorial, maintenance, dishwashing, table bussing and security
services). For instance, the intensive tourism development, and accompanying
infrastructure, of certain coastal areas in small tourism island economies clearly
illustrates the widespread loss of agricultural land and the transfer of rural
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labour from agriculture to tourism activities, making farming and tourism an
either/or situation.
The pricing equations of the model are given below:
Urban region:
aLN –wU + aKN r = PN (4)
Coastal region:
aLAwC + aTAt = PA = 1 (5)
aLSwC + aTSt = PS (6)
where aijs denote the variable input coefficients, –wU the urban wage rate, r the
rental rate on urban capital, wC the coastal wage rate, and t the rental rate on
land. The term Pj denotes the price of good j (j = A,S,N).
In the urban region, the real wage rate –wU is rigid downward and is set above
its competitive level. It is expressed in terms of agriculture good A, which is
then chosen as the ‘numéraire’.
The flexibility of r ensures full employment of the stock of urban capital:
aKN XN = 
–K (7)
On the contrary, wage rigidity gives rise to some unemployment in this region:
LN + Lch = LU (8)
LN (= aKN • XN) is the amount of labour employed by SN, Lch is the number
of unemployed urban workers and LU is the total urban labour force.
In the coastal region, wC and the rental rate on land t are assumed to be
perfectly flexible, which ensures full employment of both factors:
LA + LS = LC (9)
TA + TS = 
–T (10)
where LC is the total labour employed in the coastal zone. Contrary to the land
endowment –T, which is fixed, LC is endogenous and varies as migratory flows
occur between the two regions. Lj (= aLj • Xj) and Tj (= aTj • Xj) are the amounts
of labour and land used by sector j (j = A,S).
The price PS of tourism products is determined by the confrontation of the
country’s domestic supply XS and foreign tourist demand DFT:
XS = DFT (PS, Δ) (11)
It is assumed that DFT depends positively on some exogenous factors (foreign
income, fashion…), which are captured by the parameter Δ, and depends
negatively on its own price PS: ∂DFT/∂Δ>0 and ∂DFT/∂PS<0.7  Any inbound
tourism boom is then captured by an exogenous increase in Δ.
Let us finish the description of this region by recalling that it has a
Heckcher–Ohlin–Samuelon (HOS) structure, as revealed by the Equations (5)–
(6) and (9)–(10). Because of this HOS structure, we have to consider the factor
intensity of both the agricultural and the tourism sectors (TS/LS, TA/LA) but,
unlike the standard HOS model, the labour supply here is variable because of
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migration flows between the urban and coastal areas. Therefore, the supply
functions of tourism and agriculture depend not only on the coastal relative
price (PS), but also on the labour supply (LC) in this region. These supplies
are then subject to a traditional price effect and to a Rybczynski quantity
effect.
The two regions are related by migration flows. Moreover, agricultural goods
and urban goods are available to all residents, regardless of their location. There
is no income transfer (remittances) between urban residents and coastal
residents.
These migration flows are modelled along the lines suggested by Harris and
Todaro (1970). As long as the coastal wage differs from the urban expected wage
(that is, the fixed urban wage weighted by the probability of finding a job in
the modern sector), there are labour migration flows. This process continues
until both wages become equal:
wC = w
e = –wU • (LN/LU) (12)
= –wU/(1 + τ)
where we is the urban expected wage rate and τ = Lch/LN is the ratio of
unemployed to employed workers in the urban region and is often called the
ratio of urban unemployment. It is easy to show that this ratio is related closely
to the urban unemployment rate (Lch/LU) and thus always moves in the same
direction. In the next section, we will use either one or the other to explain
the results of a tourism boom.
Labour is the only factor that is completely mobile between the three sectors.
The fixed amount of labour available in the economy (–L) is divided as follows
(cf Equations (8) and (10)):
–L = LC + LU = (LA + LS) + LN • (1 + τ) (13)
The quasi-concave aggregate utility function for residents is:
U = U(DA, DN) (14)
where Dj (j = A,N) denotes residents’ demand for agriculture and urban goods,
respectively. Recall that residents consume only goods XA and XN, but no
tourism products XS. Thereafter, any variation of this social utility function will
be considered equivalently as a variation in residents’ real income y.
Finally, to complete the model, we write the national income equation and
the residents’ budget constraint:
Y = DA + PNDN (15)
where Y is the national income:
Y = PN • XN + PA • XA + PS • XS (16)
= –wU • LN + r •
–K + wC • LC + t •
–T
We have thus defined the general equilibrium of this economy for any given
level of the urban good’s international price P*N, of the urban wage rate –wU and
of foreign tourists’ demand Δ.
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Welfare gains and losses from an inbound coastal tourism boom
In this section, we present the implications of an inbound tourism boom on
relative prices, outputs, factor incomes and resident welfare. As previously
stated, the tourism boom is captured by change in Δ in Equation (11).
The mathematic solution of the model leads to the following expression for







SS Py τβη ⋅−⋅= (17)
The (^) notation denotes relative changes, with ^x ≡ d ln(x). Also:
ηS = PS • DFT/Y: share of international tourism demand in national income
(always >0).
βch = wC • Lch/Y: share of national income that would have been paid to
unemployed workers had they chosen to continue to work on the coast at the
prevailing wage rate (>0 as long as Lch ≠ 0).
^τ: relative change of the ratio of urban unemployment τ = Lch/LN (could be <0
or >0).
From the above equation, we are now able to describe the consequences of an
increase in inbound tourism on key economic variables. The immediate impact




PS >0). This rise
of PS is at the origin of the double effect on residents’ welfare.
On the one hand, this increase brings about a gain in welfare to the resident
community because of the country’s improved terms of trade. Since tourism
product S is exported through a temporary movement of consumers from their
origin countries to their destination, the rise in its price increases domestic
welfare, as would be the case in any traditional export product (its value is given
by the first term (TT) in Equation (17), which is unambiguously positive).
On the other hand, the rise in PS modifies the cost of urban wage distortion.
In fact, this increase changes factor incomes (wC and t) in the coastal region
according to the factor intensities of each sector (TS/LS, TA/LA), thus breaking
the equality between the coastal wage and the expected urban wage. This
imbalance gives rise to migratory flows between the two areas, resulting in an increase
or decrease in the urban unemployment rate (its value is reflected by the unemploy-
ment effect term (UE) in Equation (17), which can be positive or negative).
A reduction in unemployment is accompanied by the creation of income,
which further adds to the gain provided by the appreciation of the real exchange
rate (TT). In this case, the net effect of an inbound tourism boom on domestic
welfare would be unambiguously positive. However, an increase in unemployment
leads to a reduction in available income, which reduces the gain brought about
by the first term (TT) and could even eliminate this gain entirely. Therefore,
the net effect of an inbound tourism boom on domestic welfare is ambiguous.
Welfare increases (falls) if the first (second) term in Equation (17) determines
the direction of the welfare effect.
Noting that the second term (UE) is proportional to βch, which represents
the portion of national income that would have been paid to unemployed
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workers had they chosen to continue to work on the coast at the prevailing wage
rate, (βch = wC • Lch/Y > 0). Recall that τ is the ratio of unemployed to urban
employed workers (τ = Lch/LN) and follows the same evolution as the urban
unemployment rate (Lch/LU).
Ambiguous net welfare effect. The case where a tourism boom can lead to an
ambiguous net welfare effect (that is, welfare gain or immiserization) requires the
coastal tourism sector to be relatively more land intensive than the coastal agri-
cultural sector: (TS/LS) > (TA/LA). Although this case may seem surprising, studies
have shown that it is relevant for some tourist destinations that are intensive
users of coastal land (large-scale resorts, national parks, golf tourism, etc) and
where families working on small farms control the agricultural sector (Page,
1999; WTO, 2001).
In the presence of a land-intensive tourism sector and in accordance with the
Stolper–Samuelson theorem8 (cf Equations (5) and (6)), the increase in PS raises
the rental rate on land t and decreases the coastal wage rate wC, which then
becomes inferior to the urban expected wage rate (wC < w
e,cf Equation (12)).
A migration from the coast to the city takes place, reducing the total labour
available on the coast and increasing the number of urban unemployed workers,
as well as the ratio of urban unemployment (^τ > 0 in Equation (17)). The initial
misemployment of human resources due to the presence of wage distortion on
the urban labour market is then magnified. This causes a loss of real income
in the community of the host country (the term (UE) is unambiguously negative
in Equation (17)) and weakens the welfare gain provided by the positive terms
of trade effect (TT). This loss could even be superior to the gain, in which case tourism’s
net effect becomes negative and results in an immiserization of the resident community
((TT) + (UE) < 0).
Let us analyse the impacts of an inbound tourism boom on tourism and
agricultural outputs. The rise in PS is the cause of two mechanisms. The first
is a price effect, the second a quantity effect (or ‘resource movement’ effect). The
increase in the tourism product’s price stimulates the output of the tourism sector
to the detriment of the output of the agricultural sector. The resource movement
effect is a result of migration flows. According to the Rybczynski theorem,9 the
decline in the coastal labour supply following the departure of labour to the city
leads to the decline of the more labour-intensive sector, here agriculture, and the
expansion of the land-intensive sector, tourism (cf Table 1).
Unambiguous positive net welfare effect. The case where tourism’s net welfare
effect is unambiguously positive requires the coastal tourism sector to be more labour
intensive than the coastal agricultural sector (TS/LS) < (TA/LA). With a labour-
intensive tourism sector, the increase in PS causes the labour remuneration in
the coastal zone wC to rise and the land remuneration t to fall. As urban jobs
become less attractive (wC > w
e, cf Equation (12)), some unemployed workers
decide to return to the coast. This migration from the city towards the coast
increases the labour force available on the coast and reduces the number of urban
unemployed, and thus the urban unemployment rate (^τ < 0 in Equation (17)).
This social gain (the term (UE) is positive in Equation (17)) comes in addition
to the first gain provided by PS (due to the improvement in terms of trade;
that is, (TT) in Equation (17)). The total gain ((TT) + (UE) > 0) becomes higher
than without unemployment.
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Table 1. A summary of coastal tourism’s economic impacts.
Scenarios Coastal Rental Migration Terms Urban Tourism Agricultural Net
wage rate on of unemploy- output output welfare








agriculture + –   City → Coast + – + – Positive
Note:  (+) increase (or improvement); (–) decrease (or deterioration).
Just as the previous situation, the coastal sector outputs are determined by
a price effect and a resource movement effect. The increase in the tourism
product’s price stimulates the output of the tourism sector to the detriment of
the output of the agricultural sector. The resource movement effect is a result
of migration flows. According to the Rybczynski theorem, the arrival of
additional workers on the coast, following migration, brings about an expansion
of the more labour-intensive sector, in this case tourism, and a decline of the
more land-intensive sector, here agriculture. Thus, the two effects have the same
consequences on production, so that the coastal outputs follow an unambiguous
evolution; that is, tourism sector expansion and agricultural sector decline (cf
Table 1).
Let us conclude this section by saying that, as these results are based on
assumptions that we believe relevant for some SIEs, they provide numerous
insights significant to tourism development in SIEs. Perhaps the most
important result is to have shown that, in addition to the negative environ-
mental and socio-cultural impacts traditionally recognized in the literature,
tourism can also, under certain conditions, be the origin of economic costs in such
countries. At times, these costs could be so negative that they result in the
immiserization of the resident community (that is, the net welfare effect is
negative).
A second significant result of the model is that a tourism policy that
encourages land-intensive tourism may be just as unsustainable (from an
economic perspective) as a policy that causes excessive environmental costs. In
some instances, a policy that promotes large-scale resorts, golf courses, etc, in
a small island may result in a loss of welfare to local residents, as compared
with a policy that promotes labour-intensive tourism industry.
Conclusions
Using a general equilibrium framework, this paper has examined the ways by
which changes in foreign tourism expenditure could affect the economy of a
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small island and its domestic welfare. As mentioned above, international
tourism represents a temporary movement of consumers from one country to
another to consume local non-traded goods and services. Since tourism turns
non-tradable goods and services into exportable goods and services, this paper
has shown that the symptoms of Dutch disease could also result from a demand
shock of inbound tourism booms as opposed to the traditional Dutch disease
supply shocks, such as discoveries in natural resources. However, a straight-
forward application of the traditional results of Dutch disease literature is not
appropriate because of important differences between trade in tourism and
commodity exports. In our paper, the non-tradable sector is affected both
directly (via an increase in tourists’ spending) and indirectly (via a second-round
of demand by residents whose real income has changed). In addition, both
Corden and Neary’s ‘spending effect’ and ‘resource movement effect’ (1982) are
made more complex by Rybczynski mechanisms.
Furthermore, it was shown that the net effect of an inbound tourism boom
on domestic welfare in some SIEs might be positive (welfare gain) or negative
(immiserization). This latter result has been obtained under many assumptions
relevant for this kind of country, in particular urban unemployment, labour
migration and a tourism sector more land-intensive than agriculture. Further
research should be carried out to examine whether other specific features of
SIDS may either lessen or increase these economic costs (for example, immi-
gration) or to study the impact of some specific types of tourism development
(ecotourism, nature-based tourism, rural tourism, etc).
Although this model is dependent on assumptions purposefully kept simple,
it illustrates a range of new findings not present in the traditional tourism
economics literature. It is not the argument of this paper that the presented
model is the only way that such analytical tools may be applied to tourism
growth issues in SIEs. Rather, we present the model as an alternative
mechanism that may be added to the toolbox for assessing the net effect of an
inbound tourism boom on domestic welfare.
Aside from the theoretical contribution to the embryonic literature on
tourism within the context of international trade, the model may provide a
warning for tourism researchers and practitioners that tourism supplies should
not be increased without considering the overall impact on the economy. It is
important not to limit, as is customarily the case, the discussion of tourism
growth’s effects to a simple evaluation of its direct economic impacts and
leakages, often presented as the only negative effects.
Endnotes
1. Earning from tourism as a portion of total exports value exceeded 20% in 19 SIDS, 30% in
13, and 40% in 8. In Antigua, the portion is 86%, the Bahamas 84%, St Lucia 75%, Maldives
70%, Barbados 59%, and St Kitts and Nevis 52% (WTO, 2004).
2. ‘Dutch disease’ literature examined the effects of an expansion of a traded sector on the rest of
the economy. Generally speaking, it is the name given to the contraction of the traded sectors
of the economy (sometimes called ‘de-industrialization’) due to the rapid expansion of one
particular traded sector. It is called ‘Dutch’ because this phenomenon occurred in Holland when
natural gas extraction in that country grew rapidly and ‘disease’ because other sectors of the
economy were adversely affected. Other countries such as Australia, Great Britain and Norway
have seen the same effect in connection with the substantial development of oil, gas production
and mineral mining (see Corden and Neary (1982) for a detailed study).
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3. Using a three-sector model of trade with increasing returns to scale in the manufacturing sector,
no internal migration and general full employment, Nowak et al (2003) has already shown that
a tourism boom can reduce welfare, but these hypotheses, and thus the mechanisms of
immiserization highlighted, do not seem relevant for SIDS. Hazari et al 2003 used a Harris–
Todaro framework including two regions and two groups of agents with separate utility functions
and incomes, but their model allowed the study of regional welfare only, not of the welfare of
the community as a whole.
4. In order to simplify the analysis, we make two other simplifying assumptions. First, we assume
the absence of domestic and outbound tourism. International tourists visiting the country
consume all the tourism production (a likely hypothesis for a SIDS). The possibility of tourism
imports is excluded because residents do not travel outside the country. Secondly, we assume
that only residents, not foreign tourists, consume the goods and services produced by the non-
traded sector SN.
5. A model with a generalized minimum wage in the tourism industry is discussed by Sahli and
Hazari (2005).
6. This is not a necessary condition to obtain meaningful results regarding welfare, but it simplifies
the model considerably.
7. A more detailed discussion of modelling tourism in this manner is available in Copeland (1991),
Nowak and Sahli (1999), and Nowak et al (2003).
8. The Stolper–Samuelson theorem states that as long as both factors of production remain fully
employed, an increase in the price of a good will cause an increase in the price of the factor
used intensively in that sector and a decrease in the price of the other factor.
9. The Rybczynski theorem states that at constant commodity and factor prices, and when an
economy continues to produce both goods, an increase in one factor endowment will cause the
output of the good intensive in that factor to increase by a greater proportion and will reduce
the output of the other good.
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Appendix
In this Appendix, we expound a more general model than in the main text since we
consider the urban sector SN as non-traded. It is aimed at readers more familiar with
technical aspects of trade theory and is not necessary for comprehension of the main
text. All variables are expressed in logarithmic form: ^x ≡ d ln(x).
Urban region
The price PN and the output XN are now endogenous. The urban region has a Ricardo–
Viner–Jones structure so that the output variations can be obtained by differentiating
Equation (7):
^XN = ΦN •
^PN (A1)
where ΦN denotes the price elasticity of the urban sector’s output. It is a combination
of some factor cost shares and the elasticity of substitution between capital and labour.
Differentiating the Hicksian compensated demand function for good N by residents,
DN(PN , PA , y) yields the variations of the final demand for good N:
^DN = –εN •
^PN + ζN • ^y (A2)
where εN and ζN denote the own-price elasticity and the income elasticity of the
demand for good N.
The market clearing condition for the urban non-traded good (XN = DN) remains
fulfilled if
ΦN •
^PN = –εN •
^PN + ζN • ^y (A3)
The equilibrium condition regarding the migration flows between the two regions
(Equation (12)) tells us that the ratio of urban unemployment, τ = Lch/LN, moves in
the opposite direction from the coastal wage rate:
⎛ 1 + τ ⎞
^τ = – ⎜ ––––– ⎟ • ^wC (A4)⎝ τ ⎠
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Coastal region
The coastal region has a HOS structure. Therefore, both the Stolper–Samuelson
theorem and the Rybczynski theorem apply to the economy of this region. From
Equations (5) and (6), we get the Stolper–Samuelson theorem:
     θTA^wC = ––– •
^PS (A5)
     ⏐θ⏐
      θLA^t = – ––– • ^PS (A6)
      ⏐θ⏐
⏐θ⏐ denotes the inverse of the elasticity of relative factor prices with respect to relative
good prices:
1     d ln(wC/t)––– = –––––––– .⏐θ⏐    d ln(PS)
It is defined as:
⏐θ⏐ = θLS • θTA – θLA • θTS = θTA – θTS = θLS – θLA
with –1<⏐θ⏐<1. θij is the cost share of factor i (I = L,T) in sector j (j = A,S). ⏐θ⏐
is positive if the tourism sector SS is labour intensive relative to the agricultural sector
SA, and negative otherwise.
The output variations in the coastal region depend on the factor full employment
conditions. Using these conditions (Equations (9) and (10)), the definitions of Lj and
Tj (Lj = aLj • Xj, Tj = aTj • Xj), the Equations (13), (A1) and (A4)–(A6), we get:
^XS = ΦSS •
^PS – ΦSN •
^PN (A7)
^XA = –ΦAS •
^PS + ΦAN •
^PN (A8)
where ΦjS and ΦjN are sector j’s supply elasticities (j = A,S) with respect to prices PS
and PN. These elasticities are complex combinations of factor shares and elasticities
of factor substitution. ΦjN also depends on the ranking of factor intensities, as
described by ⏐θ⏐. ΦjS is always positive but ΦjN has the same sign as ⏐θ⏐.
These elasticities express two different Rybczynski effects on sector j’s output (j =
A,S).
(1) Let us start with ΦjS. Any variation of PS gives rise to a variation of wC/t, which
breaks the equality between the coastal wage and the expected urban wage. This
imbalance gives rise to migratory flows between the two zones, resulting in a
variation of the amount of labour that is available in the coastal region, LC. This
in turn changes both sectors’ outputs. This first Rybczynski effect is present in
the main text and is an application of the Le Chatelier–Samuelson principle.
(2) However, there is another Rybczynski effect due to the endogeneity of the price
PN. (This second effect was not present in the text since the sector SN was considered
as traded.) Any variation in PN changes the labour demand by sector SN, and thus
changes the ratio of urban unemployment τ (τ = Lch/LN) and the expected urban
wage rate. This gives rise to a migration flow between the two regions and changes
the amount of labour available in the coastal region, LC. Therefore, a second
Rybczynski effect takes place in this region and modifies the outputs of SS and
SA, but this effect depends on the ranking of the sectors’ factor intensities (ΦjN
depends on the sign of ⏐θ⏐).
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These two Rybczynski effects may act in opposite directions from each other, so that
the final results on sectoral outputs may be rather complex, especially in the case where
the tourism sector SS is labour intensive.
Equilibrium on the tourism good market requires that the variations of the foreign
tourists’ demand DFT (differentiation of Equation (11)) and the variations of the
tourism sector supply offset each other exactly:
^XS = 
^DFT = –μS •
^PS + ζS • ^Δ (A9)
where μS >0 is the Hicksian compensated own-price elasticity of foreign tourism
demand and ζS >0 is the elasticity of this demand with respect to some exogenous
factors like foreign income, fashion..., as captured by the parameter Δ. Any tourism
boom is captured by an exogenous increase in Δ.
Residents’ welfare
Differentiating the residents’ utility function (Equation (14)), the residents’ budget
constraint (Equation (15)) and the national income (Equation (16)), and using the
equilibrium condition on the urban non-traded good market (DN = XN), we get the
variations of the residents’ real income y:
dy = XS • dPS + (dXA + PN • dXN + PS • dXS) (A10)
= XS • dPS + (wC • dLC + –wU • dLN)
The expression in brackets denotes the variation of the aggregated real output. This
variation is zero when there is no distortion in the economy but, because of wage
rigidity, the variations of sectoral real outputs no longer offset each other. We can
rewrite this expression by using the migration equilibrium condition Equation (12)
and the economy-wide labour supply Equation (13):
??
ˆ y = ηS ⋅ ˆ P S
(a )
?? ? ?−βch ⋅ ˆ τ
(b )
? ? ? (A11)
ηS denotes the share of international tourism receipts in national income (ηS = PS •
DFT/Y). βch denotes the portion of national income that unemployed people would earn
if they worked in the coastal region at the prevailing wage. Substituting Equations
(A4) and (A5) leads to:












 = Θ • ^PS
τch is the urban unemployment rate: τch = Lch/LU = τ/1 + τ.
Any change of PS has two effects on the residents’ welfare: an effect through the
terms-of-trade variation (denoted by ηS •
^PS in Equation (A12)) and an effect through
the change in the cost of the urban wage distortion (denoted by the second term in
the brackets). This second effect depends on the ranking of factor intensities in the
coastal region (as indicated by ⏐θ⏐).
These two effects are discussed in the main text. Recall that the second effect always
incurs a loss of real income when the tourism sector is land intensive (⏐θ⏐<0). This
loss can even be superior to the terms-of-trade gain provided by the first effect, in
which case tourism’s net benefit turns out to be negative and results in an immiserization
of the resident community.
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Consequences of a tourism boom on prices and outputs
The two prices PS and PN are interdependent and both non-traded markets have to
be taken into account simultaneously (Equations (A3); (A7) in (A9)). By using
Cramer’s rule, we get:
^PN = (Θ • ζN • ζS/G) • ^Δ (A13)
^PS = [(ΦN + εN) • ζS/G] • ^Δ (A14)
where G = (ΦN + εN)(ΦSS + μS) – ζN • Θ • ΦSN denotes the general equilibrium excess
supply elasticity of S and N. G has to be positive for stability: G > 0 (proof available
from authors on request).
Note that a tourism boom always increases the tourism good’s price (^PS/
^Δ >0), but
has an ambiguous impact on the urban non-traded good’s price (therefore on this
sector’s output XN and on the urban capital income r). This impact is determined by
the final variation of domestic real income (that is, by the sign of Θ in Equation
(A12)).
The consequences of the tourism boom on urban unemployment and on the coastal
region depend on the ranking of factor intensities between agriculture and tourism.
After some substitutions, we get:
^LC = (⏐λ⏐λTA)•[Α•(ΦN+εN)–ΦSN•ζN•Θ]•(ζS/G)• ^Δ (A15)
^Lch = (
–λC/–λU)•(⏐λ⏐λTA)•[–Α•(ΦN+εN)•(1/τch)+ΦSN•ζN•Θ]•(ζS/G)• ^Δ (A16)
^XS = [ΦSS•(ΦN+εN)–ΦSN•ζN•Θ]•(ζS/G)• ^Δ (A17)
^XA = [–ΦAS•(ΦN+εN)+ΦSN•ζN•Θ]•(ζS/G)• ^Δ (A18)
where
      λTA • θTA –λU
A = ––––––––– • ––– > 0.
      ⏐θ⏐•⏐λ⏐ –λC
λij denotes the share of factor i used by sector j (i = L,T; j = A,S).
–λj = Lj/
–
L denotes the share of the total labour force 
–
L used in region j (j = U,C).⏐λ⏐ is defined as ⏐λ⏐ = λLS – λTS = λTA – λLA. With no distortion on the coastal
factor markets,⏐λ⏐ and ⏐θ⏐ have the same sign.
When tourism is land intensive, (⏐θ⏐ <0 and ⏐λ⏐ <0), all variations are clearly
defined, but when tourism is labour intensive (⏐θ⏐ and ⏐λ⏐ >0), the variations are
ambiguous. However, for any variable, a value of Θ can be determined, beyond which
the sense of variation is reversed. An exhaustive typology of all reactions of the
economy can thus be drawn up easily.
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This paper examines the relationship between tourism exports,
imports of capital goods and economic growth, with special reference
to Tunisia over the period 1975–2007. The dynamic interaction
between these variables is examined within a vector error correction
model using the Johansen technique of cointegration with structural
changes and the multivariate Granger causality test. The authors
consider that tourism may affect economic growth through two
different channels, the TLG and TKIG mechanisms. Their findings
reveal a complex picture of the relationship between these variables.
There seems to be no TLG mechanism in Tunisia, while the TKIG
mechanism appears as a short-run phenomenon only. In total,
tourism exports have contributed significantly towards financing the
country’s imports of capital goods, but they have not been the
principal engine of long-term growth. On the contrary, the results
support the hypothesis of a growth-led tourism in this country. They
also provide evidence of a strong unidirectional causality from
economic growth to imports of capital goods.
Keywords: TLG hypothesis; TKIG hypothesis; capital goods imports;
inbound tourism; economic growth; Tunisia
Empirical studies investigating the relationship between international tourism
and economic growth are still scarce as compared to the large body of literature
on traditional primary and manufactured exports. However, interesting results
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have been obtained over the last decade (2002–2009). Using a data set of
143 countries, Brau et al (2005, 2007) showed that over the past 20 years, small
tourism countries achieved a far larger rate of economic growth than others,
suggesting that tourism specialization was beneficial for growth. At the regional
level, Cortés-Jiménez (2008) has examined the influence of domestic and inbound
tourism on the economic growth of Spanish and Italian regions. By using
dynamic panel data models based on the convergence growth literature, her
results indicate that both domestic and international tourism have a significant
role for regional economic growth in both countries, although the pattern of
these effects differs from one region to another. But, most studies investigate
the causal relationship between tourism exports and growth by performing
either the Granger causality test (1988) on time-series data from individual
countries (Spain, Greece, Korea, Mauritius, Turkey. . .) or the error correction
model (ECM) in the case of cointegration. Using a typical cointegration tech-
nique, Balaguer and Cantavella-Jordá (2002) obtained a stable long-run rela-
tionship between tourism and economic growth in Spain over the period 1975–
1997 and found that tourism affected this country’s economic growth positively
(and unidirectionally). Durbarry (2004) reached the same conclusion for Mau-
ritius over the period 1970–1999. Using a multivariate approach, Dritsakis
(2004) obtained mixed results for Greece. The Granger causality tests based on
ECMs showed bidirectional causality between exports and growth over the
period 1960–2000, indicating that tourism and economic growth reinforced
each other. Oh (2005) was reluctant to generalize Balaguer and Cantavella-
Jordá’s (2002) conclusion to dissimilar countries and used South Korea as the
destination country for comparison. His bivariate vector error correction model
(VECM) approach did not reveal any long-run relationship between tourism and
economic growth over the period 1975–2001. He found only a short-run reverse
(unidirectional) causality, suggesting that tourism expansion was driven by
overall economic growth. Like Dritsakis for Greece, Kim et al (2006) also
observed a long-run equilibrium relationship and bidirectional causality
between tourism and growth for Taiwan for the periods 1956–2002 (annual
frequency) and 1971–2003 (quarterly frequency) using a bivariate framework
and the standard Granger test. Proença and Soukiazis (2008) examined the
importance of inbound tourism to economic growth and how tourism could
affect the convergence process for a sample of four Southern European countries
(Greece, Italy, Portugal and Spain). Their findings were supportive of the
hypothesis of tourism as an engine of economic growth. They also showed that
inbound tourism in these countries acted as a factor of convergence. Lee and
Chang (2008) evaluated the relationship between tourism and economic growth
over the period 1990–2002 for a panel of countries (OECD, non-OECD, Latin
America, Sub-Saharan Africa) through a panel causality test. These authors
found mixed results, although they emphasized that the general result
supported the influence of tourism towards economic growth. In a recent study
of Taiwan and South Korea based on univariate time-series data, Chen and
Chiou-Wei (2009) used an exponential generalized autoregressive conditional
heteroskedastic model in mean (EGARCH-M) with uncertainty factors to examine
the causal relationships between tourism expansion and economic growth. Their
results indicated that a hypothesis of the effect of tourism on growth was
supported for both countries, contradicting Oh’s (2005) findings for South
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Korea. Further conflicting results are found in the literature. For example,
recent studies on Turkey provide different results. Unlike the findings of Ongan
and Demiröz (2005) and Gunduz and Hatemi-J (2005) that support the
contribution of tourism to the long-run Turkish economic growth, Katircioglu’s
findings (2009) reject this hypothesis for the Turkish economy since no
cointegration has been found between real GDP, international tourist arrivals
and real exchange rates.
Although many of these empirical investigations did find evidence in favour
of an influence running from tourism to economic growth, results seemed rather
mixed and inconclusive, as for traditional exports. This may stem from factors
such as the relative importance of the tourism sector to the economy, the
application of different methods and the omission of crucial variables. In
particular, all these empirical studies had a serious shortcoming, as they did
not take explicitly into consideration that tourism might affect economic
growth through two different channels.
The first channel is the well-known tourism-led growth (TLG) hypothesis
(see Balaguer and Cantavella-Jordá, 2002). According to this, tourism export
expansion improves economy-wide efficiency in the allocation of inputs and
leads to an increase in total factor productivity. The reasons are the same as
those mentioned for the traditional export-led growth hypothesis (Bhagwati,
1978; Felipe, 2003): competition on foreign markets leads to better
management practices and forms of organization, to more labour training, to
a pro-competitive effect on market structures, to increased capacity utilization,
etc. By spilling over to the rest of the economy, these positive effects act as
a technological improvement.
The second channel is the so-called TKIG hypothesis (tourism exports →
capital good imports → growth; see Nowak et al, 2007). Tourism exports are
viewed here as a source of foreign currency, and so as a means of financing
imports of essential goods, especially imports of intermediate and capital goods.
Thus, export expansion promotes capital accumulation, and consequently
economic growth through the expansion of the volume of inputs rather than
through the increase in their efficiency. This hypothesis is usually based on the
post-Keynesian two-gap model (Chenery and Bruno, 1962; Bacha, 1990), the
basic assumptions of which (fixed prices, constant marginal productivity of
capital, etc) are not compatible with long-term dynamics. However Nowak et
al (2007) provided a rigorous theoretical explanation rooted in the neoclassical
growth theory. In a model where domestic capital and foreign capital are
imperfect substitutes for each other, the host economy can experience long-run
sustained growth provided that it has some monopoly power in trade for its
tourism products and the demand for the latter grows fast enough.1
This lack of distinction between two different theoretical mechanisms may
lead to a misspecification of the econometric models. The omission of capital
goods imports from the analysis prevented all these studies from detecting any
TKIG mechanism and may have either masked or overstated the effects of
tourism expansion on economic growth.2 This shortcoming is especially serious
as there is now well-documented evidence on the role of inbound tourism in
the financing of imports (Pye and Lin, 1983, in the case of Singapore, Hong
Kong and Korea; Sinclair and Bote Gómez, 1996, on the Spanish economy;
Tosun, 1999, in the case of Turkey).
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This paper provides an empirical test of the causal relationship between
inbound tourism and economic growth by considering both the TLG and TKIG
mechanisms. Its main contribution to the existing literature is to remedy the
above-mentioned shortcoming by incorporating capital goods imports in a
causality test as an alternative way for tourism exports to influence long-run
GDP growth. The focus is on Tunisia since it is often cited as an example of
a fast-growing, export-oriented economy that has promoted tourism, and in
particular ‘mass tourism package tours’, as a means of securing foreign currency
earnings to finance needed imported intermediate goods for economic perform-
ance and industrialization (Smaoui, 1979; Poirier, 1995, 2001; Ashley and
Sahli, 2007). This makes the country an ideal case study to assess both TLG
and TKIG hypotheses in the context of a ‘seaside mass tourism’ developing
economy that is highly dependent on international tour operators and a small
number of tourist-generating countries.
The rest of the paper is organized as follows. The next section describes the
Tunisian economy and the importance of inbound tourism in this country. The
following section is devoted to the methodology and data used in this analysis
and the results obtained through the Johansen estimation and the VECM. The
final section contains the summary and our conclusions.
The Tunisian experience
This section presents a brief overview of the Tunisian economy and the
importance of the tourism sector to the economy. Recently, the country under-
went a period of dramatic social and political change that led to the ousting
of longtime President Ben Ali in January 2011. The Jasmine Revolution – as
it has been termed – has already led to a wave of similar protests across the
wider Arab world, and is far from over. It is presently unclear what the end
result of this Tunisian revolution will be and, as such, we focus in this paper
on the Tunisian economy over the period 1975–2007.
Tunisia’s development strategy has focused on four areas: diversification of
its economy and exports, continuing investment in basic infrastructure,
investing in human capital (education, social security, health, helping the poor)
and empowering women. On the socio-economic front, the country has made
sustained progress over the past four decades. Between 1970 and 2007, GDP
per capita (2000 base) increased from US$826 to $2,652 and life expectancy
increased by a remarkable 22 years from 50 to 72, while infant mortality
slumped from 70 to 19.8 (per 1,000 live births) (World Bank, 2008).
The Tunisian economy is nowadays a mixed economy composed principally
of agriculture and fisheries, tourism, manufacturing, hydrocarbon extraction and
phosphate mining. Over the past two decades, manufacturing and non-
manufacturing industries have accounted for around 29% of GDP, but the
structure of these industries has changed radically in that time. In the 1960s
and 1970s, extractive industries, notably hydrocarbons and mining, were
dominant. Today, those sectors have declined in importance, while the textile,
mechanical engineering, electrical equipment and agribusiness industries have
all expanded. This diversification of the economy and of its exports was
supported by significant FDI inflows and greater imports of capital goods to
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support the expansion of the private sector. Such imports of intermediate and
capital goods have been facilitated by accession to membership of the General
Agreement on Tariffs and Trade (GATT) in 1990, the establishment of current
account convertibility in 1993 and an association free trade agreement with the
European Union (EU) in 1995.3
Since the early 1960s, tourism has emerged as a priority sector in the
economic development strategies of this country. All successive governments
have chosen to promote tourism, in particular ‘mass tourism package tours’, as
a relatively easy means of securing foreign currency earning to finance imported
capital goods required for industrialization (Smaoui, 1979; Poirier, 1995, 2001;
Hazbun, 2008). From the beginning of the tourism export push in the 1960s,
the government played a strong interventionist role in ‘pushing’ tourism through
planning, providing infrastructure and acting as entrepreneur and banker (Ashley
and Sahli, 2007). Unlike Egypt and Morocco, which stress the diversity of their
tourism products, the predominant form of tourism found in Tunisia today is
large-scale, capital-intensive and mass-based beach resorts. Tunisia has
deliberately targeted European tourists for their wealth and proximity to North
Africa, and has marketed itself as a direct competitor to Spain, Portugal, Greece
and southern Italy (Gray, 2000). Its first efforts in the 1960s were directed at
building luxury hotels to make the country a resort destination for European
tourists. These efforts failed since the country could not compete easily against
other European destinations. Consequently, these efforts were soon redirected
toward the largest and faster-growing segment of the international tourism
economy at the time, mass beach tourism.
The ‘mass seaside tourism’ approach required the establishment of an
elaborate infrastructure in a relatively short period of time. From the 1960s
onwards, and in the 1980s and 1990s especially, Tunisia witnessed a hotel
construction boom. It purposely built its resorts and hotels to cater for the
European market, and focused on one-week or two-week package tourists. The
expansion was spectacular, making this country one of the fastest-growing
tourist destination economies in the world. From just a 4,000 bed capacity in
1962, the industry has grown to a capacity of more than 238,400 beds in 2008.
As can be seen from Table 1, there has been a rapid growth in terms of tourist
arrivals from 1975 to 2005.
This market-driven strategy of seaside tourism development has worked well
in expanding investment and hotel capacity, but it also created an image of
‘low-cost tourism’ in the country that was hard to revise, despite government
efforts to overcome this problem.
In the early years of tourism development, the government was responsible
for 40% of the accommodation facilities constructed between 1960 and 1965,
but thereafter the development of the tourism sector was taken over by private
investors, both domestic and foreign, who were responsible for almost all new
construction after the end of the 1970s.4 Tourism continues to be a central pillar
of the government’s export-oriented strategy for economic development, and
government-led efforts continue to expand, promote and diversify tourism
products (tourism in the desert, cultural and heritage tourism, golf and
‘thalassothérapie’ and health tourism).
In terms of exports, the ratio of international tourism receipts to GDP has
been substantial over the whole period and inbound tourism receipts have
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Table 1. Evolution of the tourism sector in the Tunisian economy over the period 1975–
2005.
1975 1985 1995 2005 Average annual
growth rate,
1975–2005 (%)
Tourist arrivals (thousands) 1,014 2,003 4,120 6,378 +6.3
Total capacity (in terms of beds) 62,397 93,275 161,496 229,837 +4.4
Number of hotels 273 420 612 818 +3.7
Mean capacity (average number of
beds per hotel) 228.5 222 263.8 281 +0.7
Contribution of international
tourist receipts to GDP (%) 6.5 5.9 7.7 6.8 –
Direct employment in tourism
(thousands) 25.0 37.3 65.0 91.9 +4.4
Average bed occupancy rate (%) 53.7 46.2 48.7 51.5 –
Foreign direct investment in
tourism (million of dinars) 14.6 8.4 28.1 16.8 +0.5
Domestic investment in tourism
(million of current dinars) 8.3 98.9 449.1 246.2 +12
Source: Office National du Tourisme Tunisien (ONTT).
Table 2. Coverage of trade deficits by inbound tourism receipts (1970–2007) (millions of
current Tunisian dinars).
Year Imports Exports Trade Inbound Relative Trade
of goods of goods deficit tourism importance deficit




1970 160.4 95.8 64.7 31.6 19.7 48.7
1975 572.8 345.6 227.2 115.2 20.1 50.7
1980 1,428.4 904.8 523.6 259.7 18.1 49.6
1985 2,131.4 1,435.1 696.3 415.0 19.4 59.6
1990 4,852.2 3,086.0 1,766.0 827.8 17.0 46.9
1995 7,464.1 5,172.9 2,291.2 1,322.9 17.7 57.8
2000 11,738.0 8,004.8 3,733.2 2,095.1 17.8 56.3
2005 17,291.2 13,793.6 3,497.6 2,587.0 14.9 73.9
2006 20,003.5 15,558.1 4,445.4 2,751.1 13.7 61.8
2007 24,437.3 19,409.6 5,027.7 3,077.3 12.5 61.2
Source: Office National du Tourisme Tunisien (ONTT).
played an important role in the economy since the early 1970s. They constitute
the largest service export and have ranked consistently in the top two or three
largest sources of foreign exchange. The significance of this export activity is
highlighted by the fact that tourism exports cover on average between 12.5 and
20% of imports of goods, as may be seen in Table 2.
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Econometric analysis
Granger causality among economic growth, tourism exports and imports of
capital goods is carried out to examine the TLG and TKIG hypotheses in the
context of the Tunisian economy. We start by analysing the integration
properties of the variables and the consideration of possible structural breaks.
This is followed by the cointegration analysis based on a Johansen trace test
with structural changes. The final step consists of examining Granger causality
based on a VECM to capture both short-run and long-run relationships within
the system.
Data and variables
This study employs annual data for the period 1975–2007; therefore, we cover
an important period of economic evolution and tourism expansion, plus several
social and political events which occurred in Tunisia. The variables used are real
gross domestic product (Y), real international tourism receipts (TOU) and real
imports of industrial machinery (IMP). The source of these figures is the Institut
National des Statistiques (INS) of Tunisia. The variables are expressed in millions
of Tunisian dinars (MTND) and have been transformed into real terms by using
the consumer price index (base 2000), also provided by the INS. Furthermore,
all variables are transformed into natural logarithms (L). Hence, the variables
taken into account are LY, LIMP and LTOU. The plots of the variables can be
found in the Appendix.
Integration, cointegration and Granger causality
The first step consists of determining whether the variables are stationary or
non-stationary. If the latter applies, the order of integration of the time series
should be examined. In fact, this step is essential before setting up the
specification and estimation of the correct model, since an incorrect
transformation of the data may lead to biased results, and consequently wrong
interpretations (Engle and Granger, 1987).
We start by running two unit root tests: the augmented Dickey–Fuller test
(ADF) (Dickey and Fuller, 1979) and the Phillips–Perron test (PP) (Phillips and
Perron, 1988) using EViews 6.0 software. For the ADF test, the Schwartz
information criterion is chosen to select the lag length.5 Too few lags may result
in over-rejection of the null hypothesis when it is true, while too many lags
may reduce the power of the test due to the loss of degrees of freedom.
For the PP unit root test, the truncation lag p is selected using the Newey–
West bandwidth,6 given that Phillips and Perron (1988) propose a non-
parametric correction to control for the serial correlation. For both tests,
t-statistics MacKinnon tables (1996) are used.7 Both unit root tests are
undertaken, including a constant and a constant plus trend in the regression.
The results of this unit root analysis are provided in Table 3. Both ADF and
PP tests support that the variables of economic growth and imports of capital
goods are non-stationary in levels, but stationary in first differences. It is found
that LY and LIMP are integrated of first order or first difference stationary,
denoted as LY, LIMP ~ I(1) or alternatively as ∆LY, ∆LIMP ~ I(0), where ∆
denotes first-differenced.
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Table 3. ADP and PP tests.
ADF test
LY LTOU LIMP
C –0.71 (0) –2.70 (4)* –1.88 (4)
C,T –2.07 (0) –2.64 (0) –3.14 (2)
DLY DLTOU DLIMP
C –5.85 (0)*** –5.21 (2)*** –4.15 (3)***
C,T –5.95a (0)*** –5.34 (3)*** –4.62 (3)***
Result I(1) Unclear I(1)
PP test
LY LTOU LIMP
C –0.70 (3) –2.43 (14) –1.21 (3)
C,T –2.19 (3) –2.10 (27) –2.31 (1)
DLY DLTOU DLIMP
C –5.88 (3)*** –6.53 (21)*** –4.42 (2)***
C,T –5.95a (3)*** –8.86a (14)*** –4.35a (3)***
Result I(1) Unclear I(1)
Notes: aTrend non-significant; *, *** denote significance at 10% and 1%, respectively; Schwarz
Information Criterion sample range: [1975, 2007], T = 33.
In the case of the tourism variables, the findings are unclear. As a result,
we pay better attention to the graphical evolution of LTOU, and there exists
some suspicion of structural break during the last period of the 1980s. We
perform a unit root test with structural break. Lanne et al (2002) and Saikkonen
and Lütkepohl (2002) propose unit root tests for this case which are based on
estimating the deterministic term first by a generalized least squares (GLS)
procedure under the unit root null hypothesis and subtracting it from the
original series. Then, an ADF-type test is performed on the adjusted series,
which also includes terms to correct for estimation errors in the parameters of
the deterministic part. As in the case of the ADF statistic, the asymptotic null
distribution is non-standard. Critical values are tabulated in Lanne et al (2002).
We use JMulTi software to run this test. The results are provided in Table 4.
The structural break is captured in 1988, which actually coincides with the
mid-1980s period of high domestic political tensions, growing foreign debt and
foreign exchange crisis that led to a structural adjustment programme of the
Tunisian economy in 1986. This period also coexists with the year when the
former Tunisian president, Zine El Abidine Ben Ali, took office in November
1987 after deposing Habib Bourguiba, president since Tunisia’s independence
from France in 1956. Much of the success of the tourism boom in 1988 was
due to exogenous factors such as the resumption of economic growth in
Northern Europe and the devaluation of the Tunisian dinar, which enhanced
the price competitiveness of the country. Our results confirm that LTOU is
integrated of the first order. Hence, we can carry on with the cointegration
analysis, given that LY, LIMP and LTOU are non-stationary and integrated of
the first order.
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Table 4. Unit root test with structural break.
                                                                                      LTOU
Break date Test Lags Result
Impulse dummy 1988 –2.09 2 I(1)
Shift dummy 1988 –2.29 2 I(1)
                                                                                     DLTOU
Impulse dummy 1988 –4.69 3 I(0)
Shift dummy 1988 –5.98 2 I(0)
The next step is to find out whether or not there is a long-run relationship
among the variables. In order to check for cointegration with one structural
break, we run the Johansen trace test with structural breaks using the
econometric software, JMulTi. For both types of tests, the VAR order has to
be specified a priori. Model selection criteria offer help in the decision on the
VAR order. Johansen et al (2000) and Trenkler (2004) discuss the case where
a trend model is specified but only a break in levels occurs. In the case of this
model, structural breaks are specified at the beginning, and consequently
dummies are included in the model. This is done automatically by JMulTi. The
critical values as well as the p-values of all Johansen trace tests are obtained
by computing the respective response surface according to Doornik (1998), if
there are no breaks, or according to Johansen et al (2000), if there are up to
two breaks.
Cointegration is tested using the standard trace test and the trace test
including the structural breaks. The results in Table 5 show that there is at
least one cointegrating vector among LY, LIMP and LTOU and therefore the
variables are related in the long term.
The third step is to determine the direction of Granger causality of the
variables by means of a VEC model following the theorem of Sims et al (1990).
The VEC model is an augmented VAR model with the error correction term
(ECT), which is the cointegrating vector found previously. According to Granger
(1988), conventional causality tests are valid only if the original time series do
not cointegrate. If they do so, Sims et al (1990) show that the relevant ECT
obtained from the cointegrating equation has to be included in the standard
causality test to avoid a problem of misspecification. Such analysis provides the
Table 5. Cointegration.




Note: *Optimal lag length; the optimal number of lags is selected using FPE,
AIC, HQIC and Schwarz Criteria. Run with JMulti.
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short-run dynamic adjustment towards the long-run equilibrium. The F-test for
the lagged variables and the t-test for the coefficient of the ECT are used to
test for Granger causality. In our case, the VEC model representation can be
written as:












 φi1∆LTOUt–i + α1D88
+ γ1 ECTt–1 + ν1t (1)












 φi2∆LTOUt–i + α2D88
+ γ2 ECTt–1 + ν2t (2)












 φi3∆LTOUt–i + α3D88
+ γ3 ECTt–1 + ν3t (3)
where α is the constant term and βi, δi and φi are the coefficients of the lagged
explanatory variables. These parameters capture the short-run effects of the
independent variables on the dependent one. The F-test of joint significance
of these lagged terms constitutes the short-run Granger causality. γ is the
parameter associated with ECT and represents the speed of adjustment towards
the long-run equilibrium. The t-test for that coefficient provides the long-run
Granger causality result.8 Also α is the coefficient associated with the dummy
variable included due to the break. For instance, if the parameters δi1 in
Equation (1) are jointly significant, then LIMP appears to Granger cause LY
in the short term. Likewise, if φi1 are jointly significant, LTOU Granger causes
LY in the short term. With respect to ECT, a significant ECT coefficient implies
that past equilibrium errors play roles in determining current outcomes. If the
coefficient γ1 is significant in Equation (1), then LIMP and LTOU Granger cause
LY in the long term. The same analysis applies to Equations (2) and (3).
Table 6 shows the short-run and long-run results of causality tests between
inbound tourism receipts, LTOU, imports of capital goods, LIMP, and economic
growth, LY. The results unveil a strong Granger causality relationship from
inbound tourism receipts, LTOU, to imports of capital goods, LIMP, since
Granger causality appears in the short term and the long term. This strong
causal relationship implies that inbound tourism in Tunisia has contributed
significantly towards financing the country’s imports of capital goods over the
period 1975–2007. But the estimated parameters also suggest that imports of
capital goods Granger cause inbound tourism receipts in the long term, giving
rise to a bidirectional long-run causal relationship between these two variables.
The main explanation of the causality from LIMP to LTOU lies in the fact that
tourism development in Tunisia has relied deeply on imported capital goods.
This fact could be explained by the heavy requirements of infrastructure and
transportation investments in the tourism and travel industry and the intensive
fixed capital in accommodation.9
Results in Table 6 also indicate that there is a short-run causality from
imports of capital goods, LIMP, to economic growth, LY. The combination of
preceding results for the causality relationships between imports of capital
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Table 6. Granger causality relationships.
                                  F–test (prob)                                         t–test (prob)
∆LY ∆LTOU ∆LIMP ECT(–1)
∆LY – 0.56 6.01** 0.042
(0.47) (0.04) (1.19)
∆LTOU 0.18 – 2.12 0.585***
(0.68) (0.18) (2.16)
∆LIMP 15.93*** 0.09* – 0.526***
(0.00) (0.06) (4.55)
Notes: *, **, *** denote significance at 10%, 5% and 1%, respectively.
goods, inbound tourism and economic growth (LTOU → LIMP, LIMP → LY)
provides evidence of the TKIG mechanism as a short-run phenomenon in
Tunisia. In particular, these results indicated that the foreign exchange made
available by inbound tourism growth allowed the importation of capital goods
which, in turn, increased the potential production of the Tunisian economy in
the short run. However, over the long run, this positive impact of imports of
capital goods on economic growth tended to die down, as attested by the
insignificant coefficient of the ECT in the real GDP Equation (1).
Concerning the TLG hypothesis, Table 6 also reveals that both long-term
and short-term unidirectional causal relationships from tourism exports, LTOU,
to economic growth, LY, are not significant. This suggests that the TLG
hypothesis cannot be inferred for the Tunisian economy. These findings on
tourism and growth are consistent with the argument expressed by Hachicha
(2003). This author found a weak sensitivity of economic growth to inbound
tourism in this country. His causality results suggest that over the period 1961–
1995 exports of manufactured goods were the main engine of economic growth.
This is related to the fact that, since 1972, Tunisia has succeeded in diversifying
its economy by building comparative advantages in new export activities, such
as textile, clothing and leather, mechanical and electrical products.
Another possible explanation of the absence of any significant long-term
influence of tourism exports on Tunisia’s economic growth, especially via the
TKIG mechanism, could be related to the nature of the Tunisian tourism
product and is in line with one of the main results obtained by Nowak et al
(2007). As emphasized in the previous section, Tunisia’s tourism development
relied on a standard sun, sand and sea leisure product which was not highly
differentiated from the products of its Mediterranean competitors (Greece,
Turkey, Spain. . .). This strategy, chosen by Tunisia’s policy makers, for low-cost
tourism (which depends heavily on international tour operators and a small
number of tourist-generating countries) could well be responsible for its weak
impact on long-term economic growth. Nowak et al (2007) show in a neo-
classical growth framework that the ability of tourism to promote long-term
economic growth depends on the degree of its product differentiation: the less
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the tourism exports are differentiated, the lower is the country’s monopoly
power in trade and the weaker is the TKIG mechanism.
Although the above estimates cannot be generalized for other developing
countries, these findings nevertheless suggest that tourism development
associated with the proverbial sun, sea and sand is not always adequate for the
economic growth of host countries. Thus, the validity of the two channels on
the impact of tourism exports on growth (improvement of the efficiency of
productive resources, that is, the TLG hypothesis, and increase in the quantity
of productive resources, that is, the TKIG hypothesis) is uncertain, especially
in the context of a seasonal mass seaside tourism destination that faces stiff price
competition (Ouerfelli, 2008). This is a practically valuable argument for
developing countries that are in the exploratory stage of tourism development.
For destination managers and planners of these countries seeking to utilize
tourism as a mechanism for economic growth, the development of an
appropriate ‘niche tourism’ strategy could offer greater opportunity for
economic growth. This kind of strategy requires careful coordination and co-
operation of all decision makers, and in both the public and private sectors,
in order to carry out an economic development that will remain sustainable over
time.
The results of the tests also show evidence of a strong unidirectional causality
(in the short term and in the long term) from economic growth, LY, to imports
of capital goods, LIMP, indicating that economic growth in Tunisia is a relevant
factor in explaining this country’s growth of imports of capital goods. The
relatively high performance in economic growth and the trade liberalization of
the economy, as well as the gradual reduction of tariffs on imports, seem to
have stimulated more investment in the economy, which has led to an
acceleration of import growth of inputs and capital goods in the long run.
Consequently, gains in economic growth over the long run seem to have played
an important role in the reallocation of production factors to other export sectors
(non-touristic) where Tunisia has comparative advantages, which in turn have
allowed for more imports of capital goods. Besides, the results in Table 6
suggest a short-run bidirectional relationship between economic growth and
import growth of capital goods, which means that in Tunisia there is a
simultaneous cause and effect between these two variables. This simultaneity
arrives from the fact that economic growth leads to higher imports of
intermediate goods, which in turn raises capital formation, and this stimulates
economic growth in the short run.
Finally, Table 6 also indicates that there is a long-run Granger causality from
economic growth, LY, to tourism receipts, LTOU. This kind of inverse causality,
running from economic growth to exports, has been suggested, for example,
by Kaldor (1967), Bhagwati (1988) and Rodrik (1995). In this so-called
‘growth-led exports hypothesis’ (GLE), exports appear as a by-product of overall
economic expansion. This may happen when economic growth leads to learning
by doing and enhancement of skills and technology that create comparative
advantage for the country, and thus more exports. Market failure, with
subsequent government intervention, may also result in such causality.10 Our
finding suggests that the ‘growth-led tourism hypothesis’ (GLT) is supported
in the case of Tunisia, since economic development appears to have played an
important role over the period 1975–2007 in increasing foreign exchange
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earnings from tourism (see Oh, 2005, for a similar result in the case of South
Korea, but for the short term only).
Conclusions
The present study examines the causal link between tourism exports and
economic growth in Tunisia. For this purpose, we use a multivariate Granger
causality test based on a VECM. Unlike previous empirical studies of tourism
and economic growth, we explicitly take into consideration that tourism may
affect economic growth through two different channels, the TLG mechanism
(Balaguer and Cantavella-Jordá, 2002) and the TKIG mechanism (Nowak et al,
2007). As the latter mechanism operates through the import of intermediate
and capital goods, we explicitly included this variable in our tests. Previous
studies were unable to perceive the TKIG mechanism due to the omission of
capital goods imports. This may have led to the misspecification of the
econometric models used, and thus to spurious conclusions.
The choice of Tunisia as a case study is apt, since it exemplifies fast-growing,
export-oriented economies that rely on the promotion of ‘mass beach tourism
package tours’ as an important component of a development strategy. Based on
a more robust specification than previous studies, this study depicts a rather
complex picture of the relationship between tourism exports and economic
growth in this country. It also reveals that the contribution of inbound tourism
to the Tunisian economy has been overstated by officials. This empirical
investigation brings out several facts that should be considered by scholars and
tourism planners who are interested in the long-term relationship between
inbound tourism and economic growth in developing countries.
First, our results clearly show that foreign exchange earnings from inbound
tourism in Tunisia have contributed significantly towards financing the
country’s imports of capital goods. This result tends to confirm the importance
usually accorded by scholars and policy makers to tourism as a means of
providing foreign currency earnings to finance imports of capital goods, even
if tourism is often criticized for its high import content and the induced foreign
exchange leakages.
Second, the present paper shows that the TLG hypothesis (growth through
improvement of the efficiency of inputs induced by tourism exports) cannot be
inferred for the Tunisian economy.
Third, the TKIG hypothesis was found valid in the short run, suggesting
that tourism exports contributed indirectly to Tunisian economic growth. Thus,
tourism exports seemed to have played an important role in financing imports
of capital goods, which in turn expanded the economic growth in the short
term. However, unlike the results of Nowak et al (2007), using the Spanish data,
this positive impact of imports of capital goods on economic growth was found
to be invalid in the long run.
In total, combining both TLG and TKIG channels, inbound tourism
development does not appear to be an independent conditioning factor for
economic growth in Tunisia. Our Granger causality test results suggested that
its overall contribution to economic growth did not play as much of a role as
claimed by Tunisian policy makers. Mass beach tourism in Tunisia should not
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be seen as an effective engine of growth in this country. By taking into account
the nature of the Tunisian tourism product, the stiff price competition among
identical mass beach tourism destinations and the dependence on international
tour operators, we find that this result is not surprising. Tourism policies as
a means of economic development may not be fully effective of economic
development in the context of a host country that relies on low-differentiated,
mass market-oriented resort hotels dominated by a few European major tour
operators.
Fourth, our tests also suggest a feedback link from imported intermediate
goods to tourism exports. According to the TKIG hypothesis, tourism exports
are a means of financing capital goods imports. But these imports in turn seem
to exert a positive impact on tourism exports. As tourism development generally
requires high import content, any design of a trade policy for economic
development should take this impact into consideration.
Fifth, our results support the hypothesis of an inverse causality, running from
economic growth to tourism exports. This ‘growth-led tourism hypothesis’, also
observed by Oh (2005) for South Korea, may be explained by several factors
similar to those suggested by Kaldor (1967), Bhagwati (1988) and Rodrik
(1995), among others. However, the special nature of tourism exports merits
a deeper investigation to discern more specific factors.
Finally, it is worth pointing out here that the above results merely suggest
that the adoption of a ‘coastal mass tourism’ export expansion policy cannot
always benefit economic growth. This cautionary note is important because
there is a risk that too much emphasis on the establishment of more tourism
and hospitality facilities (hotels, large coastal resorts, etc), driven by quick profit
returns, can lead in the long run to the reduction of the quality of the country’s
tourism product and its tourism earnings per capita in real terms. It is therefore
imperative that government institutions, tourism planners and investors
recognize the implications of their actions in the overall interest of the long-
run economic sustainability of the tourism sector. The success of a strategy of
tourism development ought not to be measured just in terms of increasing
tourist number or revenues. Tourism should also be assessed according to its
role in the broader development goals of the host country. In this context, it
is recommended that the Tunisian government should not support the
construction of new superstructure, such as hotels and restaurants, through
monetary and fiscal policy incentives. Rather, they should encourage private and
public bodies to improve the current tourism infrastructure and the image of
the country in order to achieve higher room rates. The reduction of their
dependence on international tour operators and few tourist-generating countries
could be achieved through a quality enhancement policy for upgrading hotels,
product differentiation, diversification of distribution channels and new market
segments.
Endnotes
1. A continuous terms-of-trade improvement thus enables domestic firms to import increasing
amounts of foreign capital goods, which prevents returns to domestic capital from decreasing
over time. Per capita output can grow along with accumulation in domestic capital.
2. In their time-series assessment of the export-led growth hypothesis for traditional exports, based
on a sample of 126 countries, Riezman et al (1996) showed that omitting imports could result
in spurious conclusions.
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3. Under this agreement, border restrictions (tariff and non-tariff barriers) on capital goods imports
from the EU were to be phased out over a period of 12 years.
4. The investment incentive code extended a number of advantages to the tourism sector (notably
tax breaks that previously had been available only to the industrial sector), complemented by
the creation of specialized banking institutions to mobilize important long-term loans with
bonus rates. These incentives induced many private and public entrepreneurs to undertake large
amounts of investment in tourism by building hotels, restaurants, marinas, etc.
5. The preferred lag length in the ADF regression should minimize the AIC.
6. Newey–West’s (1994) automatic bandwidth parameter procedure.
7. The asymptotic distribution of the PP modified t-ratio is the same as that of the ADF statistic.
8. See Sims (1980) and Sims et al (1990).
9. In Tunisia, 44% of investment-licensed beds are nowadays in the 4- to 5-star category and 35%
are in the 3-star category. Furthermore, the newer resort establishments are, on average, larger.
Average capacity in terms of beds: 213 beds for 1971–1979; 225 beds for 1980–1989; 254 for
1990–1999; 276 beds for 2000–2004 and 282 beds for 2005–2007 (ONTT, 2007). Moreover
36% of bed stock has some kind of foreign involvement in terms of ownership, rental,
management contract or franchise (Ashley and Sahli, 2007).
10. Krugman (1984) and Helpman and Krugman (1985) suggested that exports might rise from
the realization of economies of scale; the rise in exports might lead to cost reductions, which
would result in productivity gains and further economies of scale. Grossman and Helpman
(1991) also described this type of feedback in their models of north–south trade.
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The rise of travel and tourism has shown significant 
resilience globally. Despite slow economic growth in 
advanced economies and geopolitical tensions in some 
regions, the T&T sector still accounts for a large part 
of the global economy (estimated to be approximately 
9% of global GDP or US$ 7 trillion) and employment, 
while the number of international travellers continues 
to increase. According to the World Travel & Tourism 
Council (WTTC), the T&T sector is forecast to continue 
growing at 4% annually—faster than financial services, 
transport and manufacturing.
The theme of this year’s Travel & Tourism 
Competitiveness Report is “Growing through Shocks.” 
The Report analyzes the performance of 141 economies 
through the Travel & Tourism Competitiveness Index 
(TTCI) and explores how the T&T sector has responded 
to economic, security and health shocks over recent 
decades. Understanding the nature and extent of 
the sector’s resilience to shocks is important, as a 
strong T&T sector is critical for job creation, economic 
growth and development in advanced and developing 
economies alike.
Published every two years, the Report provides 
a strategic tool for both business and governments: it 
allows for cross-country comparison of the drivers of 
T&T competitiveness, for benchmarking countries’ policy 
progress and for making investment decisions related 
to business and industry development. It also offers an 
opportunity for the T&T industry to highlight to national 
policymakers the challenges to T&T competitiveness 
that require policy attention, and to generate multi-
stakeholder dialogue on formulating appropriate policies 
and action.
THE TRAVEL & TOURISM COMPETITIVENESS 
INDEX
First compiled in 2007, the Travel & Tourism 
Competitiveness Index (TTCI) measures “the set 
of factors and policies that enable the sustainable 
development of the Travel & Tourism sector, 
which in turn, contributes to the development and 
competitiveness of a country”.
The index has been developed in the context of 
the World Economic Forum’s Industry Partnership 
Programme for Aviation & Travel, and in close 
collaboration with our strategic design partner Strategy& 
and our data partners Bloom consulting, Deloitte, 
the International Air Transport Association (IATA), the 
International Union for Conservation of Nature (IUCN), 
the UNWTO and the World Travel & Tourism Council 
(WTTC). We have also received important feedback 
from industry partners including AirAsia, Ana Holdings, 
The Bahrain Economic Development Board, Embraer, 
Emirates, Etihad Airways, HNA Group, Hilton Worldwide, 
IHG (InterContinental Hotels Group), Jet Airways, 
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Jumeirah Group, Lockheed Martin, Marriott International, 
Safran, Starwood Hotels & Resorts Worldwide, Swiss 
International Air Lines and Visa.
While some of the main drivers of T&T 
competitiveness remain unchanged, some other factors 
have become more relevant while measurements 
and data availability improves over time. Following the 
latest developments, the index’s methodology has 
evolved.
Still based on 14 pillars, this edition’s new 
methodology (see Box 1: Updating the TTCI 
Methodology) is organized into four subindexes:
The Enabling Environment subindex, which 
captures the general settings necessary for operating in 
a country:
1. Business Environment
2. Safety and Security
3. Health and Hygiene
4. Human Resources and Labour Market
5. ICT Readiness
The T&T Policy and Enabling Conditions 
subindex, which captures specific policies or  
strategic aspects that impact the T&T industry more 
directly:




The Infrastructure subindex, which captures the 
availability and quality of physical infrastructure of each 
economy:
10. Air Transport Infrastructure
11. Ground and Port Infrastructure
12. Tourist Service Infrastructure
And the Natural and Cultural Resources subindex, 
which captures the principal “reasons to travel”:
13. Natural Resources
14. Cultural Resources and Business Travel
Figure 1 summarizes the structure of the index. 
Further details of its composition can be found in 
Appendix A.
Data and methodology
Two-thirds of the data set for the TTCI is statistical data 
from international organizations, with the remaining 
third based on survey data from the World Economic 
Forum’s annual Executive Opinion Survey, which 
is used to measure concepts that are qualitative in 
nature or for which internationally comparable statistics 
are not available for enough countries. Carried out 
among over 15,000 business executives and business 
leaders annually in all the economies included in our 
assessment, the survey represents a unique source 
of insight into critical qualitative aspects of T&T 
competitiveness.  (see Browne et al., 2014 for more 
details). The sources of statistical data include Bloom 
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Table 1: The Travel & Tourism Competitiveness Index 2015 Ranking
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To keep the Travel & Tourism Competitiveness Index 
methodology up to date and respond better to policy needs, 
the World Economic Forum and its data partners (Deloitte, 
IATA, IUCN, Strategy&, UNWTO and WTTC) have engaged in 
a year-long review process. The review encompassed several 
workshops and consultations with experts, including Global 
Agenda Council members, policymakers and other users of 
the index.
The review highlighted a number of areas for 
improvement, which have been implemented in the new index 
structure, presented in Appendix A. While the main drivers 
(the 14 pillars) of T&T competitiveness remain conceptually 
unchanged, the new methodology relies on a larger set 
of indicators and optimizes the allocation of variables to 
form a cleaner structure. Informed by statistical tools such 
as principal component analysis, and guided by policy 
significance, the review re-allocated pillars to subindexes and 
some indicators to pillars.
The availability of new data significantly drove the 
changes in how the 14 pillars are measured. Overall, the 
new methodology uses more indicators (90 instead of 79), of 
which two thirds are statistical and one third are data from the 
Executive Opinion Survey.1
The main structural changes are outlined below (see 
Appendix B for details on indicators that have been added or 
dropped):
Separating the “enabling environment” from “T&T 
policy and enabling factors”. The more general Enabling 
Environment subindex now comprises five pillars: Business 
Environment, Safety and Security, Health and Hygiene, 
Human Resources and Labour Market and ICT Readiness. 
These factors are directly linked to economic growth and 
important for business development, including but not 
exclusively for the T&T sector. The new T&T Policy and 
Enabling Conditions subindex is made up of pillars which 
are more sector-specific: Prioritization of T&T, a direct 
measure of observable T&T policies; International Openness 
and Price Competitiveness, factors that can directly impact 
tourists’ decision to select a destination; and Environmental 
Sustainability, which indicates to what extent natural capital—
on which a large part of the tourism industry relies—is being 
conserved.
Isolating the Infrastructure subindex. Connectivity and 
hospitality infrastructure are clearly distinctive drivers of travel & 
tourism. Dedicating a full subindex to these factors allows them 
to be assessed more clearly, revealing when they require policy 
attention.
Elevating the role of natural and cultural resources. 
Aside from business and personal reasons, cultural and 
natural heritage arguably constitute the main reasons to visit 
a country. Some countries have a richer endowment than 
others, but some are also better than others at promoting and 
protecting them, a factor which deserves to be elevated to 
specific policy focus.
Updating and rationalizing the selection of indicators. 
New data availability allows better selection of indicators 
and more focused measurement of pillars. Several outdated 
indicators have been dropped, such as GATS commitment 
restrictiveness and number of telephone lines; and more 
relevant indicators have been included, such as digital 
demand for cultural and natural tourism.
A summary of all indicators added and dropped by the 
index is presented at end of the next section.
The New Methodology
This section explains the rationale for selecting concepts and 
indicators composing the T&T Competitiveness Index.
Pillar 1: Business Environment (12 indicators)
This pillar captures the extent to which a country has in 
place a conducive policy environment for companies to do 
business. Research has found significant links between 
economic growth and aspects such as how well property 
rights are protected and the efficiency of the legal framework. 
Similarly, distortions in taxation and competition policy—
including both domestic and international competition, 
measured in terms of foreign direct investment (FDI) 
facilitation—impact the efficiency and productivity of a 
country. These factors are important for all sectors, including 
T&T. In addition, we consider the cost and time necessary to 
deal with construction permits, which is a particularly relevant 
issue for T&T development.
Pillar 2: Safety and Security (5 indicators)
Safety and security is a critical factor determining the 
competitiveness of a country’s T&T industry. Tourists are 
likely to be deterred from traveling to dangerous countries or 
regions, making it less attractive to develop the T&T sector 
in those places. Here we take into account the costliness of 
common crime and violence as well as terrorism, and the 
extent to which police services can be relied upon to provide 
protection from crime.
Pillar 3: Health and Hygiene (6 indicators)
Health and hygiene is also essential for T&T competitiveness. 
Access to improved drinking water and sanitation is important 
for the comfort and health of travellers. In the event that 
tourists do become ill, the country’s health sector must be 
able to ensure they are properly cared for, as measured by 
the availability of physicians and hospital beds. In addition, 
high prevalence of HIV and malaria can have an impact on 
the productivity of the T&T labour force and play a role in 
discouraging tourists from visiting a country.
Pillar 4: Human Resources and Labour market  
(9 indicators)
Quality human resources in an economy ensure that the 
industry has access to the collaborators it needs. The sub-
components of this pillar measure how well countries develop 
skills through education and training, and enhance the best 
allocation of those skills through an efficient labour market. 
The former includes formal educational attainment rates and 
private sector involvement in upgrading human resources, 
such as business investment in training services and 
customer care. The latter includes measures of the flexibility, 
efficiency and openness of the labour market and the 
participation of women, to assess the depth of the country’s 
talent pool and its ability to allocate human resources to their 
best use.
Box 1: Updating the TTCI Methodology
(Cont’d)
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Pillar 5: ICT Readiness (8 indicators)
Online services and business operations have increasing 
importance in T&T, with internet being used for planning 
itineraries and booking travel and accommodation—but 
ICT is now so pervasive and important for all sectors, it is 
considered part of the general enabling environment. The 
sub-components of the pillar measure not only the existence 
of modern hard infrastructure (mobile network coverage 
and quality of electricity supply), but also the capacity of 
businesses and individuals to use and provide online services.
Pillar 6: Prioritization of Travel & Tourism (6 indicators)
The extent to which the government prioritizes the T&T sector 
has an important impact on T&T competitiveness. By making 
clear that the sector is of primary concern, the government 
can channel funds to essential development projects and 
coordinate the actors and resources necessary to develop 
the sector. Signalling the stability of government policy can 
affect the sector’s ability to attract further private investment. 
The government can also play an important role in directly 
attracting tourists through national marketing campaigns. 
This pillar includes measures of government spending, 
effectiveness of marketing campaigns and country branding, 
and the completeness and timeliness of providing T&T data to 
international organizations, as this indicates the importance 
that a country assigns to its T&T sector.
Pillar 7: International Openness (3 indicators)
Developing a competitive T&T sector internationally requires a 
certain degree of openness and travel facilitation. Restrictive 
policies such as cumbersome visa requirements diminish 
tourists’ willingness to visit a country, and indirectly reduce 
the availability of key services. Components measured in 
this pillar include the openness of the bilateral air service 
agreements which the government has entered, which 
impacts the availability of air connections to the country, and 
the number of regional trade agreements in force, which 
proxies the extent to which it is possible to provide world 
class tourism services.
Pillar 8: Price Competitiveness in the T&T Industry (4 
indicators)
Lower costs related to travel in a country increase its 
attractiveness for many travellers as well as for investing in 
the T&T sector. Among the aspects of price competitiveness 
taken into account in this pillar are airfare ticket taxes and 
airport charges, which can make flight tickets much more 
expensive; the relative cost of hotel accommodation; the cost 
of living, proxied by purchasing power parity; and fuel price 
costs, which directly influence the cost of travel.
Pillar 9: Environmental Sustainability (10 indicators)
The importance of the natural environment for providing 
an attractive location for tourism cannot be overstated, so 
policies and factors enhancing environmental sustainability 
are an important competitive advantage in ensuring a 
country’s future attractiveness as a destination. This pillar 
consists of policy indicators such as the stringency and 
enforcement of the government’s environmental regulations 
and variables assessing the status of water, forest resources 
and seabeds, proxied by coastal shelf fishing pressure. 
Given the environmental impacts of tourism itself, we also 
take into account the extent to which governments prioritize 
the sustainable development of the T&T industry in their 
respective economies.
Pillar 10: Air Transport Infrastructure (6 indicators)
Air connectivity is essential for travellers’ ease of access 
to and from countries, as well as movement within many 
countries. In this pillar we measure the quantity of air 
transport, using indicators such as available seat kilometres, 
the number of departures, airport density, and the number 
of operating airlines, as well as the quality of air transport 
infrastructure for domestic and international flights.
Pillar 11: Ground and Port Infrastructure  
(7 indicators)
The availability of efficient and accessible transportation to 
key business centres and tourist attractions is vital for the 
T&T sector. This requires a sufficiently extensive road and 
railroad network, proxied by road and railroad densities, 
as wells as roads, railroads, and ports infrastructure that 
meet international standards of comfort, security and modal 
efficiency. The pillar also accounts for unpaved roads which 
enable local connections, and to some extent, can proxy the 
existence of picturesque roads which can, in very specific 
contexts, attract tourists.
Pillar 12: Tourist Service Infrastructure (4 indicators)
The availability of sufficient quality accommodation, resorts 
and entertainment facilities can represent a significant 
competitive advantage for a country. We measure the level of 
tourism service infrastructure through the number of “upper-
level” hotel rooms complemented by the extent of access to 
services such as car rentals and ATMs.
Pillar 13: Natural Resources (5 indicators)
Countries with natural assets clearly have a competitive 
advantage in attracting tourists. In this pillar we include a 
number of attractiveness measures, including the number 
of UNESCO natural World Heritage sites, a measure of the 
quality of the natural environment which proxies the beauty 
of its landscape, the richness of the fauna in the country as 
measured by the total known species of animals, and the 
percentage of nationally protected areas, which proxies the 
extent of national parks and nature reserves.
Pillar 14: Cultural Resources and Business Travel  
(5 indicators)
A country’s cultural resources are another critical driver of 
T&T competitiveness. In this pillar we include the number of 
UNESCO cultural World Heritage sites, the number of large 
stadiums that can host significant sport or entertainment 
events, and a new measure of digital demand for cultural and 
entertainment—the number of online searches related to a 
country’s cultural resources can allow the level of interest to 
be inferred. The number of international association meetings 
taking place in a country is included to capture, at least 
partially, business travel.
Notes
1 Some of these indicators are based on surveys conducted by 
other institutions.
Box 1: Updating the TTCI Methodology (cont’d.)
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Consulting, Deloitte, IATA, ICCA, ILO, ITU, IUCN, 
UNESCO, UN Statistics Division, UNWTO, WHO, 
World Bank/IFC Doing Business, World Bank’s World 
Development Indicators, World Resources Institute, 
World Road Statistics, WTO, WTTC, Yale-CIESIN 
Environmental Performance Index and Visa Analytics.
The overall TTCI score is computed through 
successive aggregations of scores, from the indicator 
level (i.e. the lowest, most disaggregated level) through 
the pillar and subindex levels, using a simple average  
(i.e. arithmetic mean) to combine the components. 
Scores on each indicator are first normalized onto a 
common scale.
Country Coverage
Six new economies included in the current edition were 
not analyzed in the previous Report: Gabon, Angola, 
Tunisia, Bhutan, Lao PDR and Myanmar. Five that 
were covered in the last report—Benin, Bosnia and 
Herzegovina, Brunei Darussalam, Ecuador and Ukraine—
are not covered this time because of insufficient data. 
The 141 economies covered this year, one more than in 
the 2013 Report, account for over 98% of world GDP.
INDEX RESULTS—THE TRAVEL & TOURISM 
COMPETITIVENESS INDEX RANKING 2015
This edition of the TTCI covers 141 economies 
worldwide. Table 1 shows the overall ranking, based on 
the updated methodology described in full in Appendix 
A. Rankings by pillar and subindex are available in 
Appendix B.
Spain leads the 2015 TTCI ranking for the first 
time, and Europe—with a total of six countries in the 
top 10—is confirmed as the region with the most 
T&T-competitive economies. Given the importance 
of the regional dimension for tourism, the following 
sections present country performances in the context 
of five regional groups: Europe and the Caucasus; 
the Americas (headed by the United States, 4th in the 
overall list); Asia Pacific, including Central Asia (headed 
by Australia, 7th overall); Middle East and North Africa 
(United Arab Emirates, 24th); and Sub-Saharan Africa 
(South Africa, 48th). For each region, the performance 
of a few countries is outlined to give a sense of how the 
results can be interpreted at the national level. Figure 2 
shows regional performance by pillar, including the best- 
and worst-performing countries on each pillar for each 
region.
Europe and Caucasus
Europe remains the region with the most international 
arrivals per year, thanks in part to its rich cultural 
resources, world-class tourism service infrastructure, 
strong health and hygiene conditions, and—notably 
with the Schengen Area—high degree of international 










































































































































































































Figure 2: The Travel & Tourism Competitiveness Index 2015 regional performance
Comparison to best- and worst-performing countries, by pillar
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First, although Europe’s outstanding cultural 
attractions and monuments are not evenly distributed 
across countries, this does not fully explain the large 
gaps between the top and bottom performers in terms 
of cultural resources. While all European countries have a 
long history, some have made more progress than others 
in promoting cultural attractions to the level necessary to 
become a magnet for tourists. Sports and entertainment 
events, as well as conferences, fairs and exhibitions, also 
play an important role.
Second, not all countries give the same amount of 
priority to developing the T&T sector. For example, both 
Spain and Italy have outstanding attractions for tourists, 
but Spain has more pro-actively built on these strengths 
while Italy exhibits a less strategic approach. Meanwhile, 
other countries, such as Iceland, are investing significant 
resources in building a stronger tourism brand and 
leveraging specific niches.
Third, the business environment varies 
tremendously—it is generally lean and effective in 
Northern and Central Europe, but less sound in Southern 
and Eastern Europe. Challenges in building a conducive 
business environment are often related to a country’s 
institutional set up and the process of change is long, 
but success is key to competitiveness and prosperity 
well beyond the T&T sector.
Spain leads the rankings for the first time. It 
is the third most visited country in the world, with 
approximately 60.6 million arrivals, a figure that continues 
to increase thanks primarily to a surge in visitors from 
emerging markets such as China, Brazil and Mexico. 
With beautiful heritage sites throughout the country, it 
boasts top marks for its cultural resources, and also 
scores highly for business travelers with a significant 
number of international conferences. It has a high 
ranking (4th) on online searches for entertainment—
restaurants, nightlife and attractions—as well as 
prioritization of the travel & tourism industry (6th) and 
tourism service infrastructure (4th). However, there 
is room for improvement. The low rank for business 
environment (100th) reflects red tape related to 
construction permits and an inefficient legal framework, 
while the labour market is still assessed as somewhat 
rigid (113th) and sees a mismatch between workers’ 
rewards and productivity (125th).
France ranks 2nd overall and continues to attract 
the most tourists, with over 84 million arrivals. With its 
combination of rich history and attractions, ski resorts 
and coastlines, France ranks high in cultural (2nd) and 
natural (8th) resources. These are complemented by 
its emphasis on environmental sustainability (23rd), 
strongly enforced environmental regulation (29th) and 
a sustainable approach to developing the T&T industry 
(48th). France is well connected, ranking in the top 10 
on infrastructure for air transport, ground transport and 
tourism services facilities, and 13th for international 
openness. Further development of the sector would 
require improving the business environment, where 
taxation is relatively high (133rd) and construction permit 
procedures somewhat lengthy. In addition, safety and 
security is emerging as a sensitive issue that needs to be 
addressed.
Switzerland takes 6th place, performing well 
across most of the T&T Competitiveness dimensions. 
It has world-class infrastructure, ranking 4th and 5th 
respectively in ground infrastructure and tourist services 
infrastructure, and an extremely conducive business 
environment (5th), with the top place on the Human 
Resources and Labour Market pillar. Switzerland 
makes the most of its favorable geographical position 
and beautiful mountainous landscapes (ranking 21st 
on Natural Resources) by enforcing some of the most 
stringent environmental regulations (2nd) and developing 
its industry with attention to environmental sustainability 
(1st). Switzerland’s weaknesses include a restrictive 
visa policy and low price competitiveness, which could 
be improved by expanding its offer of leisure and 
entertainment activities to complement the traditional 
focus on natural tourism.
Italy ranks 8th overall and 6th in Europe. Known  
for its picturesque towns, monuments and scenery 
as well as its numerous World Heritage sites (1st), the 
country’s strengths lie in its culture and history—it ranks 
high on digital demand for culture and entertainment 
(6th) and natural tourism (2nd). In addition, Italy offers 
visitors excellent tourism services facilities (3rd) and 
reliable health and hygiene (20th). Despite these 
strengths, and the fact that is the 5th most visited 
country worldwide, Italy has the potential to further 
develop the industry. The business environment (127th) 
hinders private investment for a number of reasons, 
including an inefficient legal framework, high taxation 
and regulations that disincentives FDI. Italy is also less 
price-competitive (133rd) than most other Mediterranean 
countries, including Spain (105th) and Greece (113th), 
and could further improve its infrastructure, branding and 
attention to the environment.
The Russian Federation ranks 45th overall. This 
strong position reflects to a certain extent the fact that 
much of the data was collected prior to events in Crimea, 
so the economic impact of the security situation was 
still negligible. Although the Russian Federation ranks 
relatively low on seeing tourism as a national priority 
(90th), its high scores on natural (4th) and cultural (10th) 
heritage sites show how the industry could potentially 
play a bigger role in the country’s economy. It could build 
on strengths in air transport infrastructure (22nd) and 
health and hygiene (6th), but has to overcome challenges 
in safety and security (126th), environmental sustainability 
(106th) and the business environment (109th).
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1.1: The Travel & Tourism Competitiveness Index 2015
Table 2: The Travel & Tourism Competitiveness Index 2015: Europe and Caucasus 
 
TTCI INDEX Enabling Environment Pillars, values









Labour Market ICT Readiness
SOUTHERN AND WESTERN EUROPE
Spain 1 1 4.09 5.97 6.11 4.87 5.26
France 2 2 4.52 5.44 6.52 4.96 5.55
Germany 3 3 5.32 6.06 6.85 5.18 5.51
Switzerland 5 6 5.76 6.32 6.50 5.64 6.03
Italy 6 8 3.59 5.68 6.27 4.45 5.14
Austria 7 12 4.94 6.47 6.97 5.09 5.70
Netherlands 8 14 5.44 6.16 6.24 5.13 5.96
Portugal 9 15 4.54 6.33 6.06 5.18 4.97
Belgium 13 21 4.71 6.18 6.49 5.03 5.47
Luxembourg 16 26 5.73 6.46 6.26 5.16 6.09
Greece 18 31 4.04 5.49 6.57 4.75 4.71
Croatia 19 33 3.65 6.00 6.33 4.41 5.03
Cyprus 20 36 4.72 6.00 5.80 5.16 4.63
Slovenia 23 39 4.03 6.20 6.05 4.69 5.07
Malta 24 40 4.76 6.03 6.35 4.61 5.24
Montenegro 33 67 4.39 5.69 5.71 4.85 4.42
Macedonia, FYR 34 82 4.87 5.75 5.99 4.47 4.47
Serbia 35 95 3.38 5.46 6.04 4.29 4.45
Albania 36 106 4.11 5.34 5.22 4.68 4.07
Southern and Western Europe average 4.56 5.95 6.23 4.87 5.14
Europe standard deviation 0.69 0.35 0.41 0.35 0.59
NORTHERN AND EASTERN EUROPE
United Kingdom 4 5 5.70 5.44 5.83 5.29 6.09
Iceland 10 18 4.96 6.54 6.07 5.49 5.88
Ireland 11 19 5.37 6.18 5.80 5.27 5.28
Norway 12 20 5.44 6.10 6.17 5.24 6.14
Finland 14 22 5.60 6.70 6.31 5.43 6.37
Sweden 15 23 5.22 6.10 5.94 5.30 6.17
Denmark 17 27 5.28 5.88 6.11 5.47 6.18
Czech Republic 21 37 4.35 5.71 6.73 4.75 5.19
Estonia 22 38 5.13 6.04 6.25 5.12 5.71
Hungary 25 41 4.28 5.79 6.61 4.79 4.93
Russian Federation 26 45 3.98 3.95 6.69 4.83 4.83
Poland 27 47 4.35 5.86 6.21 4.80 4.90
Bulgaria 28 49 4.22 5.24 6.70 4.72 4.76
Latvia 29 53 4.59 5.79 6.17 5.18 5.60
Lithuania 30 59 4.48 5.56 6.81 4.96 5.29
Slovak Republic 31 61 3.92 5.55 6.42 4.75 5.05
Romania 32 66 4.11 5.42 5.94 4.56 4.36
Moldova 37 111 3.90 5.43 6.26 4.50 4.23
Northern and Eastern Europe average 4.72 5.74 6.28 5.03 5.39
Europe standard deviation 0.62 0.59 0.32 0.32 0.66
Europe and Caucasus average 4.61 5.76 6.20 4.90 5.04
Best performer (global) 6.13 6.70 6.97 5.64 6.37
1.1: The Travel & Tourism Competitiveness Index 2015
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Table 2: The Travel & Tourism Competitiveness Index 2015: Europe and Caucasus (cont’d.)




























SOUTHERN AND WESTERN EUROPE
Spain 5.89 3.93 4.22 4.61 4.91 5.54 6.58 4.59 6.69
France 5.16 4.22 2.95 4.67 4.98 5.78 6.15 4.80 6.56
Germany 4.84 4.24 3.62 4.90 4.93 5.99 5.61 4.41 6
Switzerland 5.64 4.11 2.57 5.63 5.03 6 6.35 4.32 2.93
Italy 4.62 4.09 3.49 4.34 4.26 4.65 6.66 4.60 6.51
Austria 5.52 3.99 3.49 5.13 4.01 5.42 6.83 4.07 2.92
Netherlands 4.66 4.25 3.56 4.81 4.89 6.21 4.62 3.19 3.51
Portugal 5.46 4.21 4.23 4.42 3.91 4.54 6.12 3.70 3.71
Belgium 4.47 4.13 3.73 4.28 3.83 5.96 5.65 2.65 3.67
Luxembourg 4.64 4.25 4.10 5.23 3.59 5.73 4.67 3.09 1.62
Greece 5.36 4.09 3.93 4.19 4.25 4.01 6.08 3.49 2.82
Croatia 4.51 4.14 4.28 4.38 3.06 4.20 6.35 3.80 2.67
Cyprus 5.96 3.75 3.97 3.92 3.48 4.91 6.77 2.66 1.88
Slovenia 4.93 3.70 4.34 4.74 2.44 5.13 5.72 3.87 1.40
Malta 6.03 3.94 4.22 4.17 3.83 4.98 5.61 2.22 1.44
Montenegro 4.57 2.44 4.48 4.30 3.03 3.51 5.84 2.76 1.09
Macedonia, FYR 4.41 2.36 4.55 3.65 2.39 3.25 4.58 2.15 1.30
Serbia 3.83 2.39 4.56 4.08 2.13 2.95 4.50 1.90 1.61
Albania 4.03 2.34 4.38 3.60 2.16 3.01 3.94 2.03 1.14
Southern and Western Europe average 4.98 3.71 3.93 4.48 3.74 4.83 5.72 3.38 3.13
Europe standard deviation 0.65 0.72 0.54 0.52 0.99 1.08 0.87 0.95 1.95
NORTHERN AND EASTERN EUROPE
United Kingdom 5.10 4.24 2.73 4.79 5.12 5.51 5.08 4.79 5.90
Iceland 5.89 4.38 3.59 4.92 4.67 4.35 6.28 3.63 1.53
Ireland 5.25 4.53 3.69 5.31 4.16 4.89 6.10 2.79 2.82
Norway 5.14 3.97 3.23 5.22 5.01 3.81 5.49 3.96 2.22
Finland 4.57 4.10 3.71 5.25 4.41 4.83 5.02 3.16 2.13
Sweden 4.70 4.07 3.38 5.03 4.52 4.76 4.84 3.20 2.93
Denmark 4.31 4.34 3.31 4.92 3.87 5.52 4.67 3.45 2.18
Czech Republic 4.61 4.15 4.47 4.90 3.13 5.15 5.44 2.59 2.30
Estonia 5.76 3.65 4.62 4.73 2.97 4.39 5.87 2.69 1.55
Hungary 5.13 4.15 4.60 5.16 2.71 4.45 5.02 2.72 2.22
Russian Federation 4.33 2.48 4.99 3.70 4.42 3.09 4.65 3.77 3.32
Poland 4.10 4.08 4.94 4.62 2.57 4.08 4.44 3.14 2.77
Bulgaria 4.18 3.87 5.08 4.62 2.46 3.26 6.06 3.44 1.96
Latvia 4.64 3.97 4.84 4.59 3.12 4.22 5.08 2.55 1.33
Lithuania 4.37 3.99 4.87 4.42 2.39 4.55 4.24 2.44 1.50
Slovak Republic 4.04 3.89 4.51 4.49 1.78 4.22 4.94 3.31 1.42
Romania 4.34 3.91 4.89 4.35 2.34 3.10 5.01 2.70 2.07
Moldova 3.82 1.96 4.80 4.22 1.90 2.77 3.29 1.75 1.08
Northern and Eastern Europe average 4.68 3.87 4.24 4.73 3.42 4.27 5.08 3.11 2.29
Europe standard deviation 0.58 0.64 0.75 0.41 1.10 0.81 0.73 0.69 1.09
Europe and Caucasus average 4.76 3.61 4.19 4.47 3.43 4.33 5.14 3.09 2.57
Best performer (global) 6.03 5.25 6.62 5.63 6.75 6.45 6.83 6.01 6.69
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1.1: The Travel & Tourism Competitiveness Index 2015
Note: Dark green = very strong performance, dark red = weak performance, and yellow = average performance, compared to the best/worst performers on each pillar, globally.
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Appendix A:  
Composition of the Travel & Tourism Competitiveness Index
This appendix provides details about the construction of 
the 2015 edition of the Travel & Tourism Competitiveness 
Index (TTCI).
The TTCI structure (detailed below) is based on 
14 pillars organized into four subindexes: A) Enabling 
Environment, composed of five pillars: 1. Business 
Environment, 2. Safety and Security, 3. Health and 
Hygiene, 4.Human Resources and Labour Market, 
5. ICT Readiness; B) T&T Policy and Enabling 
Conditions, composed of four pillars: 6. Prioritization 
of Travel & Tourism, 7. International Openness, 8. 
Price Competitiveness, 9. Environmental sustainability; 
C) Infrastructure, composed of three pillars: 10. 
Air Transport Infrastructure, 11. Ground and Port 
Infrastructure, 12. Tourist Service Infrastructure; and D) 
Natural and Cultural Resources (2 pillars): 13. Natural 
Resources and 14. Cultural Resources and Business 
Travel.
These 14 pillars are calculated on the basis of data 
derived from the Executive Opinion Survey (Survey) and 
quantitative data from other sources.
The Survey data is derived from responses to the 
World Economic Forum’s Executive Opinion Survey and 
range in value from 1 to 7. Hard data were collected from 
various sources, which are described in the Technical 
Notes and Sources section at the end of the Report. All 
of the data used in the calculation of the TTCI can be 
found in the Data Tables section of the Report.
Hard data indicators used in the TTCI are 
normalized to a 1-to-7 scale in order to align them with 
the Executive Opinion Survey’s results.1
Each of the pillars has been calculated as an un-
weighted average of the individual component variables.
The subindexes are then calculated as un-weighted 
averages of the included pillars. In the case of the 
Human Resources and Labour Market pillar, which is, 
itself, composed of two subpillars (Qualification of the 
labour force and Labour market), the overall pillar is the 
un-weighted average of the two subpillars.
The overall TTCI is then the un-weighted average of 
the three subindexes. The indicators that make up each 
pillar and subpillar are described below.
Indicators not derived from the Survey are identified 
by an asterisk on the following pages.
SUBINDEX A: ENABLING ENVIRONMENT
Pillar 1: Business Environment
 1.01 Property rights
 1.02 Impact of rules on FDI
 1.03 Efficiency of legal framework in settling disputes2
 1.04 Efficiency of legal framework in challenging regulations2
 1.05 Time required to deal with construction permits*2
 1.06 Cost to deal with construction permits*2
 1.07 Extent of market dominance
 1.08 Time required to start a business*2
 1.09 Cost to start a business*2
 1.10 Extent and effect of taxation on incentives to work2
 1.11 Extent and effect of taxation on incentives to invest2
 1.12 Total tax rate*
Pillar 2: Safety and Security
 2.01 Business costs of crime and violence
 2.02 Reliability of police services
 2.03 Business costs of terrorism
 2.04 Index of terrorism incidence*
 2.05 Homicide rate*
Pillar 3: Health and Hygiene
 3.01 Physician density*
 3.02 Access to improved sanitation*2
 3.03 Access to improved drinking water*2
 3.04 Hospital beds*
 3.05 HIV prevalence*
 3.06 Malaria incidence*
Pillar 4: Human Resources and Labour Market
Qualification of the labour force
 4.01 Primary education enrolment rate*
 4.02 Secondary education enrolment rate*
 4.03 Extent of staff training
 4.04 Treatment of customers
Labour market
 4.05 Hiring and firing practices
 4.06 Ease of finding skilled employees
 4.07 Ease of hiring foreign labour
 4.08 Pay and productivity
 4.09 Female labour force participation*
Pillar 5: ICT Readiness
 5.01 ICT use for business-to-business transactions2
 5.02 Internet use for business-to-consumer transactions2
 5.03 Individuals using the internet*
 5.04 Broadband internet subscribers*
 5.05 Mobile telephone subscriptions*
 5.06 Mobile broadband subscriptions*
 5.07 Mobile network coverage*
 5.08 Quality of electricity supply
(Cont’d.)
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SUBINDEX B: T&T POLICY AND ENABLING 
CONDITIONS
Pillar 6: Prioritization of Travel & Tourism
 6.01 Government prioritization of the T&T industry
 6.02 T&T government expenditure*
 6.03 Effectiveness of marketing to attract tourists
 6.04 Comprehensiveness of annual T&T data*2
 6.05 Timeliness of providing monthly/quarterly T&T data*2
 6.06 Country Brand Strategy rating*
Pillar 7: International Openness
 7.01 Visa requirements*
 7.02 Openness of bilateral Air Service Agreements*
 7.03 Number of regional trade agreements in force*
Pillar 8: Price Competitiveness
 8.01 Ticket taxes and airport charges*
 8.02 Hotel price index*
 8.03 Purchasing power parity*
 8.04 Fuel price levels*
Pillar 9: Environmental Sustainability
 9.01 Stringency of environmental regulations2
 9.02 Enforcement of environmental regulations2
 9.03 Sustainability of travel and tourism industry development
 9.04 Particulate matter (2.5) concentration*
 9.05 Number of environmental treaty ratifications*
 9.06 Baseline water stress*
 9.07 Threatened species*
 9.08 Forest cover change*
 9.09 Wastewater treatment*
 9.10 Coastal shelf fishing pressure*
SUBINDEX C: INFRASTRUCTURE
Pillar 10: Air Transport Infrastructure
 10.01 Quality of air transport infrastructure
 10.02 Available seat kilometres, domestic*3
 10.03 Available seat kilometres, international*3
 10.04 Aircraft departures*
 10.05 Airport density*
 10.06 Number of operating airlines*
Pillar 11: Ground and Port Infrastructure
 11.01 Quality of roads
 11.02 Quality of railroad infrastructure
 11.03 Quality of port infrastructure
 11.04 Quality of ground transport network
 11.05 Railroad density*
 11.06 Road density*2
 11.07 Paved road density*2
Pillar 12: Tourist Service Infrastructure
 12.01 Hotel rooms*
 12.02 Extension of business trips recommended
 12.03 Presence of major car rental companies*
 12.04 ATMs accepting Visa cards*
SUBINDEX D: NATURAL AND CULTURAL 
RESOURCES
Pillar 13: Natural Resources
 13.01 Number of World Heritage natural sites*
 13.02 Total known species*
 13.03 Total protected areas*
 13.04 Natural tourism digital demand*
 13.05 Quality of the natural environment
Pillar 14: Cultural Resources and Business Travel
 14.01 Number of World Heritage cultural sites*3
 14.02 Number of oral and intangible cultural heritage 
expressions*3
 14.03 Number of sports stadiums*
 14.04 Number of international association meetings*
 14.05 Cultural and entertainment tourism digital demand*
NOTES
 1 The standard formula for converting each hard data indicator to 
the 1-to-7 scale is
6  x
  country score – sample minimum 
+  1
 ( sample maximum – sample minimum )
  The sample minimum and sample maximum are the lowest and 
highest scores of the overall sample, respectively. For those hard 
data indicators for which a higher value indicates a worse outcome 
(e.g. fuel price levels), we rely on a normalization formula that, in 
addition to converting the series to a 1-to-7 scale, reverses it, so 
that 1 and 7 still correspond to the worst and best, respectively:
– 6  x
    country score – sample minimum 
+  7
    ( sample maximum – sample minimum )
  In some instances, adjustments were made to account for 
extreme outliers in the data.
 2 These indicators are combined applying a simple average 
aggregation to form one single indicator. Consequently, they are 
implicitly weighted by a factor of 0.5.
 3 Indicators 10.02, Available seat kilometers, domestic, and 10.03, 
Available seat kilometers, international, are summed to form a 
single indicator, which is then averaged with indicators 10.01, 
10.04, 10.05 and 10.06 to calculate the pillar average. Similarly, 
indicators 14.01, Number of World Heritage cultural sites, and 
14.02, Number of oral and intangible cultural heritage expressions, 
are summed to form a single indicator, which is then averaged 
with indicators 14.03, 14.04 and 14.05 to calculate the pillar 
average.
  Note that countries with zero reported incidences receive a 7, 
regardless of their scores on the related Survey question.
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Appendix B:  
TTCI Indicators Update
Indicator Type Rationale
Pillar 1: Business Environment
Added indicators
1.03 Efficiency of legal framework in settling disputes SURVEY
Efficient legal enforcement is necessary to guarantee contracts 
and property rights.1.04 Efficiency of legal framework in challenging 
regulations
SURVEY
1.05 Number of days required to deal with construction 
permits
STATISTICAL
Construction permits represent an important factor for tourism 
development.
1.06 Cost of dealing with construction permits STATISTICAL
1.07 Extent of market dominance SURVEY Competition is beneficial to business efficiency.
1.10 Extent and effect of taxation on incentives to work SURVEY
Replaces the previous indicator: “Extent and effect of taxation”.
1.11 Extent and effect of taxation on incentives to invest SURVEY
1.12 Total tax rate STATISTICAL Taxation is an important incentive to business creation.
Dropped indicators
 Prevalence of foreign ownership SURVEY “Extent of market dominance indicator” is a better competition 
indicator.
 GATS commitments restrictiveness index (Tourism) STATISTICAL Not available anymore
 Transparency of government policymaking SURVEY Too general assessment of institutional strength.
 Visa requirements STATISTICAL
Moved to International Openness pillar.
 Openness of bilateral Air Service Agreements STATISTICAL
Pillar 2. Safety and Security
Added indicators
2.04 Index of terrorism incidence STATISTICAL Additional, complementary measures of crime and terrorism.
2.05 Homicide rate STATISTICAL
Dropped indicators
 Road traffic accidents STATISTICAL Not relevant if safety is understood as violence and crime.
Pillar 3. Health and Hygiene
Added indicators
3.05 HIV prevalence (moved from the Human Resources 
and Labour Market pillar) 
STATISTICAL
High prevalence of infectious diseases can discourage tourism 
and reduce the efficiency of labour force.3.06 Malaria incidence STATISTICAL
Pillar 4. Human Resources and Labour Market
Added indicators
4.04 Treatment of customers SURVEY Customer care is a key feature of T&T services.
4.06 Ease of finding skilled employees SURVEY Human capital skill-matching is fundamental factor for T&T 
development.
4.08 Pay and productivity SURVEY Indicator of capacity of attracting and retaining skilled workers.
4.09 Female labour force participation STATISTICAL Female participation increases skill pool.
(Cont’d.)
This appendix provides a detailed list of all the indicators added to and removed from the T&T Competitiveness Index 
2015 framework and explains the rationale for such changes.
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Indicator Type Rationale
Pillar 4. Human Resources and Labour Market (cont’d.)
Dropped indicators
Availability of training services SURVEY Redundant with indicator “Extent of staff training”.
HIV prevalence STATISTICAL Moved to Health and Hygiene pillar
Life expectancy STATISTICAL Too broad a measure of total health.
Pillar 5. ICT Readiness
Added indicators
5.07 Mobile network coverage STATISTICAL Improved measure of ICT infrastructure.
5.08 Quality of electricity supply SURVEY Electricity blackouts have a negative impact on ICT use.
Dropped indicators
Fixed telephone lines STATISTICAL Outdated, as mobile or broadband penetration is rising in all 
countries.
Pillar 6. Prioritization of Travel & Tourism
Added indicators
6.06 Country Brand Strategy rating STATISTICAL Government’s efficacy in promoting the country brand has a 
direct impact on tourists’ perceptions.
Pillar 7. International Openness
Added indicators
7.01 Visa requirements STATISTICAL
Important factors for travel facilitation.7.02 Openness of bilateral Air Service Agreements STATISTICAL




Attitude of population toward foreign visitors SURVEY
Pillar 9. Environmental Sustainability
Added indicators
9.04 Particulate matter (2.5) concentration STATISTICAL Replaces the indicator “Particulate matter concentration (PM10)”, 
as PM2.5 are more harmful to human health than PM10.
9.06 Baseline water stress STATISTICAL
Proxies for degradation of a country’s water, forest resources and 
sea-beds, which have a detrimental effect on attractiveness to 
tourists.
9.08 Forest cover change STATISTICAL
9.09 Wastewater treatment STATISTICAL
9.10 Coastal shelf fishing pressure STATISTICAL
Dropped indicators
Carbon dioxide emissions STATISTICAL Imprecise and indirect measure of environmental degradation.
Pillar 13. Natural Resources
Added indicators
13.03 Total protected areas STATISTICAL Replaces the indicator “total biome protection”. For the purposes 
of the index, this measure better proxies the extent of natural 
parks.
13.04 Natural tourism digital demand STATISTICAL Proxies interest in the country’s natural resources, assuming  
thath more searches means better natural resources.
Pillar 14. Cultural Resources and Business Travel
Added indicators
14.05 Cultural and entertainment tourism digital demand STATISTICAL Proxies interest in the country’s cultural and entertainment 
resources, assuming that more searches imply better cultural 
resources.
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Pillar 1: Business Environment
Appendix C:  
T&T Competitiveness Index 2015 pillar rankings
This appendix presents the detailed rankings and scores of the 14 pillars composing the T&T Competitiveness Index 




2 Hong Kong SAR 6.08
3 Qatar 6.05
4 United Arab Emirates 5.90
5 Switzerland 5.76
6 Luxembourg 5.73
7 United Kingdom 5.70











19 United States 5.28
20 Denmark 5.28
21 Taiwan, China 5.27
22 Sweden 5.22











34 Macedonia, FYR 4.87
35 Jordan 4.86
36 Botswana 4.86

































69 Korea, Rep. 4.44
70 Guyana 4.43
71 Tunisia 4.42
72 Cape Verde 4.42
73 Montenegro 4.39
74 Mongolia 4.39











86 El Salvador 4.22
87 Pakistan 4.19
88 Dominican Republic 4.19
89 Gabon 4.18
90 Paraguay 4.18
91 Côte d’Ivoire 4.13










101 Gambia, The 4.06
102 Bangladesh 4.06
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45 Macedonia, FYR 5.75





50 Gambia, The 5.61
51 Rwanda 5.58
52 Costa Rica 5.58
53 Sri Lanka 5.58
54 Lithuania 5.56
55 Slovak Republic 5.55





61 Korea, Rep. 5.45
62 France 5.44


















81 Cape Verde 5.18












94 Burkina Faso 4.90
Rank Economy Value
95 Algeria 4.90
96 Iran, Islamic Rep. 4.89






















119 South Africa 4.30
120 Dominican Republic 4.30
121 Turkey 4.23
122 Mali 4.15
123 Trinidad and Tobago 4.10
124 Mexico 4.10
125 Myanmar 4.04
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4 Czech Republic 6.73
5 Bulgaria 6.70








14 Slovak Republic 6.42
15 Hong Kong SAR 6.41


































49 United Kingdom 5.83
50 Ireland 5.80
51 Cyprus 5.80
52 Puerto Rico 5.77
53 Kyrgyz Republic 5.73
54 New Zealand 5.72
55 Montenegro 5.71













69 United Arab Emirates 5.28
70 Mexico 5.25






77 Trinidad and Tobago 5.14









87 Dominican Republic 4.89
88 Paraguay 4.89
89 Thailand 4.87
90 El Salvador 4.86
91 Philippines 4.79
92 Peru 4.79








































132 Sierra Leone 2.93
133 Nigeria 2.79
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6 New Zealand 5.34
7 Canada 5.33
8 Hong Kong SAR 5.30
9 Sweden 5.30
10 United Kingdom 5.29











22 United Arab Emirates 5.15
23 Netherlands 5.13
24 Estonia 5.12













38 Russian Federation 4.83
39 Israel 4.81
40 Korea, Rep. 4.81
41 Poland 4.80
42 Costa Rica 4.79
43 Hungary 4.79
44 Czech Republic 4.75
45 Greece 4.75






















67 Lao PDR 4.50
68 Moldova 4.50
69 Uruguay 4.50
70 Kyrgyz Republic 4.49
71 Armenia 4.48
72 Cambodia 4.48
73 Macedonia, FYR 4.47








82 Cape Verde 4.39
83 Trinidad and Tobago 4.39
84 Rwanda 4.36
85 Ghana 4.35

















102 Gambia, The 4.12
103 Egypt 4.12
104 Uganda 4.11





























134 Burkina Faso 3.31
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Pillar 5: ICT Readiness
Rank Economy Value
1 Finland 6.37









11 Korea, Rep. 5.97
12 Netherlands 5.96
13 Iceland 5.88
14 United States 5.76
15 Bahrain 5.76










26 Taiwan, China 5.41
27 Canada 5.38






34 Czech Republic 5.19
35 Italy 5.14
36 Slovenia 5.07

















53 Trinidad and Tobago 4.52
54 Malaysia 4.52
































87 El Salvador 3.69
88 Lebanon 3.62
89 Peru 3.62
90 Cape Verde 3.52
91 Bhutan 3.51
92 Sri Lanka 3.49






98 Iran, Islamic Rep. 3.36








































139 Burkina Faso 1.75
140 Myanmar 1.60
141 Chad 1.31
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13 Hong Kong SAR 5.63
14 New Zealand 5.62
15 Indonesia 5.61
16 Austria 5.52


















35 United Kingdom 5.10
36 Canada 5.00
37 Cambodia 4.99
38 Puerto Rico 4.99







46 South Africa 4.88
47 Chile 4.88
Rank Economy Value
48 Gambia, The 4.88
49 Germany 4.84





















71 Korea, Rep. 4.52




76 Saudi Arabia 4.50
77 Madagascar 4.47
78 Belgium 4.47
79 El Salvador 4.45
80 Armenia 4.43
81 Macedonia, FYR 4.41









































122 Burkina Faso 3.55







130 Iran, Islamic Rep. 3.35
131 Nigeria 3.34
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3 New Zealand 4.55




























32 United States 4.02
33 Austria 3.99
34 Lithuania 3.99



















53 Korea, Rep. 3.60
54 Jamaica 3.60
55 Indonesia 3.55







63 Dominican Republic 3.24
64 Jordan 3.24
65 Sri Lanka 3.21
66 Canada 3.19
67 Burundi 3.15
































99 Russian Federation 2.48
100 Montenegro 2.44
101 Serbia 2.39
102 South Africa 2.38
103 Tunisia 2.38
























128 Sierra Leone 1.84
129 Cameroon 1.80





135 Puerto Rico 1.60
136 Burkina Faso 1.60
137 Algeria 1.51
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Pillar 8: Price Competitiveness 
Rank Economy Value














15 Kyrgyz Republic 5.37
16 Guatemala 5.35





















38 Taiwan, China 5.04
39 Burundi 5.02
40 Cambodia 5.00
41 Russian Federation 4.99
42 South Africa 4.99
43 Gabon 4.99
44 Zimbabwe 4.96




48 Lao PDR 4.93
49 Kazakhstan 4.92
50 Zambia 4.92
51 El Salvador 4.91
52 Madagascar 4.91


























79 Macedonia, FYR 4.55





85 Cape Verde 4.48
86 Colombia 4.47
87 Czech Republic 4.47
88 Côte d'Ivoire 4.46
89 Chile 4.44
90 Bangladesh 4.43



















109 Korea, Rep. 4.06






























140 United Kingdom 2.73
141 Switzerland 2.57
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10 New Zealand 4.94
11 Iceland 4.92
12 Denmark 4.92
13 Czech Republic 4.90
14 Germany 4.90
15 Puerto Rico 4.84
16 Netherlands 4.81















32 Gambia, The 4.49
33 Slovak Republic 4.49
34 Swaziland 4.48


































68 Costa Rica 4.11
69 Taiwan, China 4.09
70 Morocco 4.09






























100 Sierra Leone 3.77
101 Israel 3.76
102 Peru 3.75
103 Sri Lanka 3.74
104 Bahrain 3.73
105 El Salvador 3.70
106 Russian Federation 3.70




111 United States 3.56
112 Lao PDR 3.55
113 Algeria 3.51
114 Trinidad and Tobago 3.48






121 Saudi Arabia 3.41
122 Philippines 3.41
123 Tajikistan 3.40
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Pillar 10: Air Transport Infrastracture
Rank Economy Value
1 Canada 6.75
2 United States 5.95
3 United Arab Emirates 5.91
4 Australia 5.80
5 Hong Kong SAR 5.42
6 Singapore 5.26





















28 Trinidad and Tobago 4.18
29 Qatar 4.17
30 Ireland 4.16









40 Saudi Arabia 3.79
41 Brazil 3.64
42 Mexico 3.64




47 Taiwan, China 3.40
Rank Economy Value
48 South Africa 3.28
49 Guyana 3.23
50 Israel 3.16
51 Czech Republic 3.13
52 Latvia 3.12
53 Croatia 3.06







































93 Iran, Islamic Rep. 2.22
94 Georgia 2.22
Rank Economy Value













































140 Sierra Leone 1.51
141 Chad 1.42
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Pillar 11: Ground and Port Infrastructure
Rank Economy Value












13 United Kingdom 5.51
14 Puerto Rico 5.49
15 Austria 5.42
16 Taiwan, China 5.40
17 Japan 5.29
18 Czech Republic 5.15
19 Slovenia 5.13
20 United Arab Emirates 5.06

















38 Trinidad and Tobago 4.37
39 Iceland 4.35
40 Oman 4.25
41 Sri Lanka 4.24
42 Latvia 4.22






48 El Salvador 4.07










59 Gambia, The 3.66
60 Saudi Arabia 3.66
61 Chile 3.64
62 Kuwait 3.61
63 South Africa 3.59










74 Côte d'Ivoire 3.31
75 Bangladesh 3.29
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30 Czech Republic 5.44
31 Puerto Rico 5.40
32 Costa Rica 5.27
33 Lebanon 5.18
34 Singapore 5.17
35 Trinidad and Tobago 5.15
36 Latvia 5.08
37 United Kingdom 5.08
38 Turkey 5.04
39 Hungary 5.02
40 South Africa 5.02
41 Finland 5.02
42 Romania 5.01












54 Russian Federation 4.65
55 Argentina 4.64
56 Dominican Republic 4.63
57 Netherlands 4.62
58 Jamaica 4.59
59 Macedonia, FYR 4.58







67 Saudi Arabia 4.44
68 Malaysia 4.43
69 Jordan 4.37




74 Sri Lanka 4.15
75 Japan 4.11
76 Uruguay 4.10
77 Taiwan, China 4.05



















96 Côte d'Ivoire 3.26




















117 Gambia, The 2.67
118 Nepal 2.65
119 Iran, Islamic Rep. 2.61
120 Bhutan 2.61
121 Uganda 2.61

















139 Sierra Leone 1.98
140 Guinea 1.94
141 Burundi 1.90
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3 United States 5.27
4 Mexico 5.18

















22 South Africa 4.28











34 Russian Federation 3.77
















50 Slovak Republic 3.31






































89 Czech Republic 2.59
90 Oman 2.59





95 United Arab Emirates 2.51
96 Jamaica 2.50
97 Chad 2.49






104 Sierra Leone 2.38
105 Tunisia 2.36
106 Angola 2.34
107 Korea, Rep. 2.34
108 Tajikistan 2.33
109 Bangladesh 2.30




114 Gambia, The 2.23
115 Malta 2.22
116 El Salvador 2.18
117 Burkina Faso 2.18
118 Barbados 2.17
119 Swaziland 2.16
120 Kyrgyz Republic 2.16
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12 Korea, Rep. 4.85







20 South Africa 3.39
21 Russian Federation 3.32
22 Singapore 3.30














37 Iran, Islamic Rep. 2.59




42 Czech Republic 2.30











53 United Arab Emirates 1.97
54 Bulgaria 1.96














69 Sri Lanka 1.60
70 Tunisia 1.58
71 Bangladesh 1.56


























97 Kyrgyz Republic 1.39
98 Madagascar 1.39
99 Armenia 1.38







107 Trinidad and Tobago 1.32
108 Tajikistan 1.31
109 Malawi 1.30
110 Macedonia, FYR 1.30
111 Bhutan 1.29
112 Cameroon 1.29
113 Lao PDR 1.29
114 Burkina Faso 1.29
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